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Introducción
Este curso de análisis pretende ser una transición entre las materias de sucesiones y se-
ries, derivadas e integrales, vistas de modo algorítmico en cursos anteriores, y el estudio
colectivo de los espacios de funciones integrables y distribuciones, en cursos posteriores.
Se caracteriza por un mayor rigor en su desarrollo, aun cuando su temática sea menos
amplia.
El curso comienza con el estudio/repaso de algunos aspectos importantes de funciones
de una variable real. Luego se abre al análisis en varias variables, con indicaciones de es-
tructuras más generales (espacios métricos y espacios normados). Culmina con un examen
de fenómenos de continuidad y convergencia en la presencia de ortogonalidad (espacios
de Hilbert).
Temario
Prolegómenos sobre análisis en la recta real Los números reales R y números com-
plejos C. Funciones continuas, valores intermedios. Sucesiones convergentes y
sucesiones de Cauchy, la completitud de R. Convergencia uniforme, la prueba-
M de Weierstrass para series de funciones. Polinomios de Bernstein, aproximación
de funciones continuas por polinomios.
Espacios métricos y su topología Conjuntos abiertos y cerrados en Rn, vecindarios de
un punto. Conjuntos compactos en Rn, el teorema de Heine y Borel. Espacios
métricos en general, ejemplos. Espacios métricos completos, la compleción de un
espacio métrico. Conjuntos conexos y conexos por caminos en Rn.
Espacios normados y espacios de funciones Normas en Rn, normas de funciones con
valores reales o complejas, equivalencias entre normas. Series en un espacio nor-
mado, series absolutamente convergentes. Aplicaciones lineales y continuas entre
espacios normados, extensiones de formas lineales. Diferenciación en espacios nor-
mados, la regla de la cadena. Espacios de funciones continuas y sus compleciones.
El teorema de aproximación de Stone y Weierstrass.
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Espacios de Hilbert y series de Fourier Formas hermíticas definidas positivas, produc-
tos escalares. La igualdad de Parseval, bases ortonormales. Proyecciones ortogo-
nales, el algoritmo de Gram y Schmidt. Los teoremas de representación de Riesz
para los espacios de Hilbert y espacios de funciones continuas. Series de Fourier de
funciones periódicas. Núcleos de Dirichlet y de Fejér, problemas de convergencia
de las series de Fourier.
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1 Prolegómenos sobre análisis en R
El término análisis denota la parte del quehacer matemático que maneja límites; es decir,
los conceptos de convergencia y continuidad. Abarca también todos los procesos definidos
por límites, en particular el cálculo diferencial e integral en una o varias variables reales
o complejos, y en seguida las ecuaciones diferenciales ordinarias o parciales. Su temática,
entonces, es amplio y vasto. En este curso se pretende tomar los primeros pasos, más allá
de la manipulación algorítmica de series, derivadas e integrales, en este terreno abundante
y fértil.
El análisis puede abordarse en varios niveles de abstracción. Al inicio, conviene man-
tenerse en el ámbito Rn de “varias variables reales”. (Las funciones con dominios en el
plano complejo C, o bien en Cn, tienen propiedades especiales que merecen ser estu-
diadas por aparte, en un curso más avanzado.) Poco a poco, el ámbito euclidiano será
reemplazado por otros más generales, como son el contexto de los espacios normados y
espacios métricos en general.
Antes de enfrentar el espacio vectorial Rn en varias dimensiones, es prudente hacer un
repaso de los aspectos de funciones de una sola variable que forman la base de tal estudio.
En este capítulo, se estudiará sucesiones, series y funciones en la recta real R.
1.1 Los números reales y complejos
Hay un aforismo atribuido a Leopold Kronecker, de que “los números enteros fueron
hechos por Dios, todo lo demás es obra del hombre”.1 Ya es tradicional hacer un desarrollo
sucesivo de los siguientes sistemas numéricos en el primer año de la carrera matemática
universitaria:
? Los números naturales N = {0, 1, 2, 3, . . . } de conteo elemental. Aquí se considera 0
como número natural.2 Los enteros positivos se denotarán por N∗ = N \ {0}.
? Los números enteros Z = {. . . ,−3,−2,−1, 0, 1, 2, 3, . . . } = N ∪ (−N).
? Los números racionales Q = {p/q : p ∈ Z,q ∈ N∗ }.
? Los números reales R.
? Los números complejos C = { a + ib : a,b ∈ R }, donde i = √−1.
1Citado por Heinrich Weber en su obituario de Kronecker (1893): Die ganzen Zahlen hat der liebe Gott
gemacht, alles andere ist Menschenwerk. Así quiso expresar, no un ateísmo barato, sino su énfasis sobre la
importancia de los procesos finitos en la matemática.
2Los autores franceses usan N = {0, 1, 2, 3, . . . } y escriben N∗ = {1, 2, 3, . . . }. En cambio, los autores
alemanes suelen poner N = {1, 2, 3, . . . } y N0 = {0, 1, 2, 3, . . . }. El lector debe cerciorarse si un determinado
libro toma 0 como número natural o no. En estos apuntes se adopta el convenio francés.
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Las construcciones de Z a partir de N, deQ a partir de Z, y de C a partir de R, son pro-
cedimientos algebraicos relativamente fáciles de comprender. En cambio, la construcción
de R a partir de Q es intrincado y delicado.
Hay dos construcciones principales (con resultados equivalentes): (a) la de Richard
Dedekind por medio de sus cortes de los números racionales; y (b) la de Georg Cantor me-
diante una relación de equivalencia sobre las sucesiones de Cauchy (racionales).
Un corte Q = A unionmulti B expresa los racionales como unión disjunta3 de dos partes A y B
donde a < b para todo a ∈ A, b ∈ B. Si t ∈ Q, se puede tomar At = { a : a < t } y
Bt = {b : b > t }. Al identificar t ∈ Q con el corte Q = At unionmultiBt , se obtiene Q ⊂ R. El corte
A = { a : a 6 0 o a2 < 2 }, B = { a > 0 : a2 > 2 } se identifica con √2 ∈ R. Es necesario
definir las operaciones de suma y multiplicación de cortes, y el orden entre cortes, para
luego mostrar que todas las propiedades deseables de R se cumplen para esta familia de
cortes.
En el enfoque de Cantor, se considera la familia C de todas las sucesiones de Cauchy
en Q – más adelante se estudiará las sucesiones de Cauchy en detalle – y se declara que
dos sucesiones de Cauchy {an} y {bn} son equivalentes si la sucesión {an − bn} converge
a 0. El conjunto cociente C/∼ se adopta como la definición de R. Aunque este proceso
produce un resultado más abstracto que el esquema de Dedekind, tiene la ventaja que las
operaciones algebraicas son obvias; por ejemplo, {an} + {bn} := {an + bn} define la suma
(al pasar al cociente).
I En adelante, entonces, damos por un hecho la existencia deR, como un cuerpo ordenado,
arquimediano y completo que incluye el cuerpo Q de los números racionales. Este es el
contenido de la siguiente proposición, no demostrado en este curso. (El lector interesado
en una demostración completa puede consultar el capítulo 1 del libro de Rudin, o bien el
capítulo 2 del libro de Dieudonné.)
Proposición 1.1. Existe un conjunto R con las siguientes propiedades:
(a) R es un cuerpo,4 esto es, R tiene las dos operaciones algebraicas de suma y multiplicación,
ambas asociativas y conmutativas, con una ley distributiva: a(b + c) = ab + ac; con dos
elementos especiales 0 y 1 tales que 0 + a = a = 1 · a para a ∈ R; para cada a ∈ R hay un
elemento −a, y otro elemento a−1 si a , 0, tales que a + (−a) = 0 y a · a−1 = 1.
3El símbolo unionmulti significa unión disjunta de dos conjuntosA y B, toda vez queA∩B = ∅. Es un caso especial
de la “suma booleana” A + B = (A ∪ B) \ (A ∩ B) para conjuntos A, B cualesquiera.
4El término cuerpo viene del alemán Körper, un término introducido por Dedekind en 1871; se llama
corps en francés, corp en rumano, etc., pero en inglés se usa la palabra field. En español, no debe usarse la
traducción secundaria campo, que denota campos vectoriales, campos magnéticos, etc.
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(b) El cuerpo R está ordenado por una relación de orden a 6 b reflexiva, transitiva, anti-
simétrica (a 6 b y b 6 a implican a = b) y simple (a 6 b o bien b 6 a para todo a,b), tal
que a 6 b implica a + c 6 b + c para todo c ∈ R; y además 0 6 a, 0 6 b implican 0 6 ab .
(c) El cuerpo ordenado R es arquimediano: si a > 0 y b > 0, existe n ∈ N∗ tal que na > b .
(d) El cuerpo ordenado R es completo: cualquier parte A ⊂ R acotada superiormente (existe
una cota superior b ∈ R tal que a 6 b para todo a ∈ A) posee una cota superior mínima
(hay c ∈ R con a 6 c para a ∈ A pero c 6 b cuando b es una cota superior de A).
(e) Q ⊂ R. 
Los números racionales Q constituyen un cuerpo ordenado arquimediano, pero in-
completo: por ejemplo, el conjunto A = { a ∈ Q : a 6 0 o a2 < 2 } está acotado superior-
mente, pero no posee una cota superior mínima.
Hay cuerpos ordenados completos que no son arquimedianos. Un ejemplo es el con-
junto R(t) de funciones racionales en una incógnita t ; esto es, cocientes de dos polinomios
f (t) = p(t)
q(t) =
ant
n + an−1tn−1 + · · · + a1t + a0
bmtm + bm−1tm−1 + · · · + b1t + b0 con q(t) . 0
ordenado por la condición f (t) > 0 si y solo si anbm > 0. Fíjese que R ⊂ R(t) al identificar
a ∈ R con la fracción p(t)/q(t) donde p(t) ≡ a, q(t) ≡ 1. Además, na < t para todo a ∈ R,
n ∈ N∗, porque t − na > 0 en R(t); entonces R(t) no es arquimediano. La completitud de
R(t) se define por la convergencia de sus sucesiones de Cauchy, discutida más adelante.
La propiedad (e) de la Proposición 1.1 es redundante, por la siguiente razón. Cualquier
cuerpo F incluye un subcuerpo mínimo (los números 0 y 1, las sumas 1+ 1+ · · ·+ 1, y los
negativos y cocientes de estos elementos). Si hay un entero primop tal que 0 = 1+1+· · ·+1
con p sumandos, este subcuerpo mínimo es isomorfo a Zp = Z/pZ y es imposible ordenar
F de acuerdo con la condición (b). Luego, las sumas 1+1+ · · ·+1 forman una copia de N
dentro de F y el subcuerpo mínimo es isomorfo a Q; en otras palabras, resulta que Q ⊆ F.
Es posible mostrar que las propiedades (a), (b), (c), (d) caracterizanR: cualquier cuerpo
ordenado arquimediano completo es isomorfa a R. En otras palabras, la Proposición 1.1
describe R de manera suficiente: cualquier conjunto con estas propiedades es una copia
isomorfa a R. Es por eso que las construcciones de Dedekind y Cantor, aunque muy
diferentes, conducen al mismo resultado.
I Los números complejos C forman un cuerpo no ordenado: las relaciones 1 6 i, i 6 1 son
ambas falsas. Sus leyes de suma y multiplicación vienen de las operaciones en R:
(a + ib) + (c + id) = (a + c) + i(b + d), (a + ib)(c + id) = (ac − bd) + i(ad + bc).
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De hecho, por asociatividad y distributividad en R, es necesario que
(a + ib)(c + id) = ac + i(ad + bc) + i2bd,
y la sustitución i2 = −1 transforma ac + i2bd en ac − bd. El recíproco de a + ib se calcula
como sigue:
1
a + ib
=
a − ib
(a + ib)(a − ib) =
a − ib
a2 + b2
=
a
a2 + b2
− i b
a2 + b2
toda vez que a + ib , 0 – esto es, (a,b) , (0, 0) en R2, o bien, a2 + b2 > 0 en R.
Cabe recordar que el valor absoluto de un número real se define del modo siguiente:
|a | :=
{
a si a > 0,
−a si a 6 0. esto es, |a | :=
√
a2 .
Esta fórmula se extiende a números complejos al definir
|a + ib | :=
√
a2 + b2 .
Si z = a + ib ∈ C, el conjugado complejo de z es z¯ := a − ib. Fíjese que |z¯ | = |z |; y que
z¯ = z si y solo si b = 0, esto es, si y solo si z ∈ R. En general,
zz¯ = (a + ib)(a − ib) = a2 + b2 = |z |2.
Con esta terminología, el recíproco de un número complejo se expresa en la forma
z−1 =
1
z
=
z¯
|z |2 si z , 0.
Los números reales a y b se llaman, respectivamente, la parte real y la parte imaginaria de z.
En símbolos: <z = a, =z = b. (Esta terminología es un poco confuso, porque la “parte
imaginaria” no es imaginaria, sino real.)
Si z,w ∈ C, entonces zw = z¯ w¯ y además |zw | = |z | |w |, porque
|zw |2 = zwzw = zwz¯w¯ = zz¯ww¯ = |z |2 |w |2.
Sin embargo, |z +w | no coincide con |z | + |w |, en general, sino que la segunda expresión
mayoriza la primera.
Lema 1.2. Si z,w ∈ C, entonces se cumple la desigualdad triangular:
|z +w | 6 |z | + |w |. (1.1)
Además, vale la desigualdad triangular inversa:
|z −w | > |z | − |w |. (1.2)
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Demostración. Para la desigualdad triangular, basta mostrar que |z + w |2 6 (|z | + |w |)2,
porque el valor absoluto siempre es real y no negativo. Ahora bien,
|z +w |2 = (z +w)(z¯ + w¯) = zz¯ + zw¯ +wz¯ +ww¯ = |z |2 + zw¯ +wz¯ + |w |2(|z | + |w |)2 = |z |2 + 2|z | |w | + |w |2,
y entonces basta comprobar que zw¯ +wz¯ 6 2|z | |w |. Esto sigue de
zw¯ +wz¯ = 2<(zw¯) 6 2 |<(zw¯)| 6 2 |zw¯ | = 2 |z | |w¯ | = 2 |z | |w |.
Entonces la desigualdad (1.1) está comprobada.
En consecuencia, se obtiene
|z +w | − |w | 6 |z | y |z −w | − |z | 6 |w |
Al cambiar z 7→ z −w en la primera y w 7→ z −w en la segunda, estas se convierten en
|z | − |w | 6 |z −w | y |w | − |z | 6 |z −w |,
de donde la desigualdad triangular inversa es inmediata. 
Lema 1.3 (Fórmula de de Moivre). Si θ es un ángulo cualquiera y si n ∈ N, entonces
(cosθ + i senθ )n = cosnθ + i sennθ . (1.3)
Demostración. Los casos n = 0 y n = 1 son triviales. Para n = 2, se obtiene
(cosθ + i senθ )2 = (cos2 θ − sen2 θ ) + i(2 senθ cosθ ) = cos 2θ + i sen 2θ ,
por fórmulas trigonométricas conocidas.
El caso general sigue por inducción sobre n. En efecto,
(cosθ + i senθ )n+1 = (cosnθ + i sennθ )(cosθ + i senθ )
= (cosnθ cosθ − sennθ senθ ) + i(cosnθ senθ + sennθ cosθ )
= cos((n + 1)θ ) + i sen((n + 1)θ ),
por las fórmulas conocidas para el coseno y el seno de una suma de ángulos. 
La fórmula (1.3) dice que la función e : R→ C definido por e(θ ) := cosθ +i senθ tiene
una propiedad exponencial: e(θ )n = e(nθ ). Más aun, se puede notar que
e(θ ) e(ϕ) = (cosθ + i senθ )(cosϕ + i senϕ)
= (cosθ cosϕ − senθ senϕ) + i(cosθ senϕ + senθ cosϕ)
= cos(θ + ϕ) + i sen(θ + ϕ) = e(θ + ϕ).
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Esto es ciertamente análogo a la fórmula exponencial eaeb = ea+b para a,b ∈ R. Motivado
por esa analogía,5 en lugar de e(θ ) se escribe eiθ := cosθ + i senθ , así que
eiθ eiϕ = ei(θ+ϕ) en C, para todo θ ,ϕ ∈ R.
Lema 1.4. Si z ∈ C, vale |z | = 1 si y solo si z = eiθ para algún θ ∈ R.
Demostración. Sea θ ∈ R; se debe comprobar que |eiθ | = 1. En efecto,
|eiθ |2 = | cosθ + i senθ |2 = (cosθ + i senθ )(cosθ − i senθ ) = cos2 θ + sen2 θ = 1,
así que |eiθ | = √1 = 1.
Ahora bien, si z = a + ib ∈ C con |z | = 1, entonces a2 + b2 = |z |2 = 1. Fíjese que
−1 6 a 6 1 y −1 6 b 6 1.
Afirmación: hay un único ángulo θ ∈ (−pi ,pi ] tal que a = cosθ , b = senθ .
En efecto, si a , 0, se puede tomar ϕ := arctg(b/a) ∈ (−pi2 , pi2 ), de modo que b = a tgϕ.
Por lo tanto, a2(1 + tg2 ϕ) = 1, esto es, a2 sec2 ϕ = 1, así que a2 = cos2 ϕ.
Fíjese que cosϕ > 0 porque −pi2 < ϕ < pi2 . Para obtener el ángulo θ , hay varios casos:
? Si a > 0, tómese θ := ϕ ∈ (−pi2 , pi2 ).
? Si a < 0 y ϕ 6 0, tómese θ := ϕ + pi ∈ (pi2 ,pi ]. Se ve que cosθ = − cosϕ = −|a | = a.
? Si a < 0 y ϕ > 0, tómese θ := ϕ − pi ∈ (−pi ,−pi2 ). Aquí también cosθ = − cosϕ = a.
? Si a = 0, entonces b = ±1. Tómese θ = ±pi2 respectivamente. 
Definición 1.5. El círculo unitario en el conjunto de números complejos
T := { z ∈ C : |z | = 1 } = { a + ib ∈ C : a2 + b2 = 1 } = { eiθ ∈ C : θ ∈ (−pi ,pi ] }.
Bajo la biyección C ↔ R2 : a + ib ↔ (a,b), este conjunto se identifica con el círculo de
radio 1 centrado en el origen de R2; de ahí su nombre.6 ♦
Lema 1.6. Cualquier número complejo puede escribirse en la forma z = reiθ con r ,θ ∈ R. Para
z , 0, esta expresión es única si se toma r > 0 y θ ∈ (−pi ,pi ].
5Hay una mejor justificación para esta notación, al desarrollar e(θ ) en una serie de potencias y al tomar
el producto de Cauchy de las series para e(θ ) y e(ϕ).
6El conjunto T tiene otros nombres: en topología se llama S1, la esfera de dimensión 1; en la teoría de
grupos de Lie se llama U (1), el grupo unitario de rango 1; en análisis complejo se llama ∂D, la frontera del
disco unitario D := { z ∈ C : |z | < 1 }. La letra T viene de la palabra toro: en topología, un toro Tn es el
producto cartesiano de n círculos.
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Demostración. Si z = 0, tómese r = 0 y θ ∈ R cualquiera. Si z , 0, tómese r := |z |.
Entonces r > 0 y z/r = z/|z | tiene valor absoluto 1, así que z/r = eiθ por el Lema 1.4.
En la demostración de esa lema, se vio que es posible tomar θ ∈ (−pi ,pi ]; y las ecuaciones
<z = cosθ , =z = senθ determinan el valor de θ en ese intervalo. 
La función R2 → C : (r ,θ ) 7→ reiθ es sobreyectiva pero no es inyectiva. En efecto,
rei(θ±2pi ) = reiθ = (−r )ei(θ±pi ) para r ,θ cualesquiera.
En particular, se debe notar que
e2kpii = cos(2kpi ) + i sen(2kpi ) = 1 + i0 = 1 ∈ C
para todo k ∈ Z. La función R → T : θ 7→ eiθ es “infinito-a-uno”. Esta función “enrolla
la recta alrededor del círculo infinitas veces”.
1.2 Funciones continuas sobre intervalos reales
Antes de estudiar funciones continuas, conviene recordar un poco de terminología sobre
funciones en general.
Definición 1.7. Una función f entre dos conjuntos A y B está dada por7 una relación
F ⊆ (A × B) tal que:
? para todo x ∈ A, hay un elemento y ∈ B con (x ,y) ∈ F ;
? si (x ,y) ∈ F , (x , z) ∈ F , entonces y = z.
En vista de estas propiedades, se puede escribir F = { (x , f (x)) : x ∈ A } e identificar la
función con la correspondencia x 7→ f (x) entre A y B. Suele escribirse f : A→ B para
denotar esta función; la relación F se llama el grafo de f .
El conjunto A es el dominio de f y el conjunto B es su codominio. La imagen de f es
im f := {y ∈ B : (x ,y) ∈ F para algún x ∈ A }. ♦
A veces se permite que el dominio dom f := { x ∈ A : (x ,y) ∈ F para algún y ∈ B }
sea una parte propia de A. De este modo, por ejemplo, la receta f (x) := 1/x puede
considerarse como función f : R→ R, con x = 0 excluido del dominio.
7Sería más correcta decir que la función es la relación F , aunque la notación f : A→ B es más práctica.
He aquí un aforismo importante: una función es su grafo.
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Ejemplo 1.8. Si A ⊆ X , la función indicatriz de A es χA : X → {0, 1}, definida por
χA(x) :=
{
1 si x ∈ A,
0 si x < A.
En los casos A = X y A = ∅, las funciones indicatrices son constantes: χX ≡ 1 y χ∅ ≡ 0. ♦
Definición 1.9. Las funciones indicatrices, con valores en {0, 1}, son evaluaciones de una
condición booleana: una relación lógica R(x) que depende de un parámetro x . Se escribe
nR(x)o :=
{
1, si R(x) es CIERTA;
0, si R(x) es FALSA.
Así, por ejemplo, χA(x) := nx ∈ Ao.
Este convenio notacional fue introducido por Kenneth Iverson, el inventor deAPL (un
lenguaje de programación) y ha sido recomendado por Donald Knuth para uso general.8
La función f que coincide con sen t para t ∈ [0,pi ], y con 0 fuera de ese intervalo, es
f (t) := sen t n0 6 t 6 pio;
La función de signo sobre R vale 1, 0, −1 para un número positivo, cero o negativo, res-
pectivamente. Su definición es simplemente
signo(t) := nt > 0o − nt < 0o.
La delta de Kronecker, comúnmente escrito δjk o δkj , se define así:
δjk = nj = ko :=
{
1, si j = k;
0, si j , k .
♦
I Dada una función f : X → Y y unas partes A ⊆ X y B ⊆ Y , se define la imagen bajo f
de A y la preimagen bajo f de B por:
f (A) := { f (x) : x ∈ A } ⊆ Y ,
f −1(B) := { x ∈ X : f (x) ∈ B } ⊆ X .
8Los documentos originales son los libros: Kenneth E. Iverson, A Programming Language, Wiley, New
York, 1962; y Ronald L. Graham, Donald E. Knuth and Oren Patashnik, Concrete Mathematics, Addison-
Wesley, Reading, MA, 1989. Véase también el artículo: Donald E. Knuth, Two notes on notation, American
Mathematical Monthly 99 (1992), 403–422.
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n Si f : X → Y es biyectiva, f posee una función inversa д : Y → X determinada por la
receta: x = д(y) ⇐⇒ y = f (x). Nótese bien que la notación f −1 no se refiere a esta función
inversa. Las funciones inversas de s = senθ y t = tgϕ son, respectivamente, θ = arcsen s
y ϕ = arctg t . Las notaciones antiguas sen−1 s y tg−1 t no deben usarse, por el riesgo de
confundirlas con csc s y ctg t . o
Las correspondenciasA 7→ f (A) y B 7→ f −1(B) cumplen un juego de igualdades impor-
tantes, cuya demostración se deja al lector. Obsérvese que las preimágenes f −1 respetan
todas las relaciones booleanas, mientras las imágenes directas f no respetan intersecciones.
Lema 1.10. Dada una función f : X → Y , las siguientes correspondencias entre partes de X y Y
son válidas en general.
(a) f
(⋃
j∈J Aj
)
=
⋃
j∈J f (Aj), f
(⋂
j∈J Aj
) ⊆ ⋂j∈J f (Aj).
(b) f −1
(⋃
k∈K Bk
)
=
⋃
k∈K f −1(Bk), f −1
(⋂
k∈K Bk
)
=
⋂
k∈K f −1(Bk).
(c) f (∅) = ∅, f (X ) ⊆ Y .
(d) f −1(∅) = ∅, f −1(Y ) = X , f −1(Y \ B) = X \ f −1(B).
(e) Si A ⊆ X , entonces A ⊆ f −1(f (A)), con igualdad si f es inyectiva.
(f ) Si B ⊆ Y , entonces f (f −1(B)) ⊆ B, con igualdad si f es sobreyectiva. 
I Si a,b ∈ R, con a < b, se definen los siguientes intervalos:
(a,b) := { t ∈ R : a < t < b }, (a,∞) := { t ∈ R : a < t },
[a,b] := { t ∈ R : a 6 t 6 b }, [a,∞) := { t ∈ R : a 6 t },
[a,b) := { t ∈ R : a 6 t < b }, (−∞,b) := { t ∈ R : t < b },
(a,b] := { t ∈ R : a < t 6 b }, (−∞,b] := { t ∈ R : t 6 b },
y también el intervalo (−∞,∞) = R. Los de la primera columna son “intervalos finitos”,
en la segunda columna hay “intervalos semiinfinitos”. Dícese que (a,b), (a,∞), (−∞,b)
y (−∞,∞) son intervalos abiertos, mientras [a,b], [a,∞), (−∞,b] y (−∞,∞) son intervalos
cerrados; los casos [a,b) y (a,b] se llaman “intervalos semiabiertos”.
Fíjese que la recta total R = (−∞,∞) se considera abierta y cerrada a la vez. Si fuera
b < a, entonces (a,b) = ∅ y también [a,b] = ∅; de esta manera, la parte vacía ∅ puede
considerarse como un intervalo trivial, también abierto y cerrado a la vez. Obsérvese
también que [a,a] = {a}, otro intervalo trivial. En adelante, al escribir (a,b) o [a,b) o
(a,b] o [a,b], se supondrá que a < b, salvo que haya indicación expresa de lo contrario.
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Al decir “I es un intervalo de R”, la letra I puede denotar un intervalo de cualquiera
de los nueve tipos listados.
I Es hora de considerar funciones continuas definidas sobre un intervalo real.
Definición 1.11. Una función f : I → R cuyo dominio I es un intervalo real se llama
continua en t0 ∈ I si, para cada ε > 0 dado, existe δ = δ (ε) > 0 tal que
t ∈ I con |t − t0 | < δ =⇒ | f (t) − f (t0)| < ε . (1.4)
Dícese que f es continua en I si f es continua en t0 para todo t0 ∈ I . ♦
Esta definición expresa, de manera clara y no ambigua, la idea intuitiva de que “t cerca
de t0 implica f (t) cerca de f (t0)”. Primero se establece un error permisible ε > 0 para los
valores f (t) de la función alrededor de un valor específico f (t0); en segundo lugar, se busca
una tolerancia δ > 0 para t en torno a t0, que garantice que f (t) esté cerca de f (t0) dentro
del error permitido. Evidentemente, el tamaño de δ depende de ε – por eso se escribe
“δ = δ (ε)” – y también puede depender tanto del punto t0 como de la función f .
Nótese que la condición (1.4) puede escribirse como sigue:
t ∈ I con t0 − δ < t < t0 + δ =⇒ f (t0) − ε < f (t) < f (t0) + ε .
Esta formulación usa el orden tanto en el dominio I como en el codominio R.
La condición original es también aplicable a funciones con valores complejas: una
función f : I → C es continua en t0 ∈ I si y solo si para todo ε > 0 existe δ > 0 para
que (1.4) se cumple. Esta vez, el valor absoluto al lado derecho de la implicación es el de
números complejos.
Se puede considerar una función f : I → C como una combinación (lineal) de dos
funciones reales: f (t) = <f (t) + i =f (t), donde
<f (t) := <(f (t)), =f (t) := =(f (t)).
Lema 1.12. Sea I ⊆ R un intervalo real. Entonces f : I → C es continua en I si y solo si
<f : I → R y =f : I → R son ambas continuas en I .
Demostración. Si z = a + ib ∈ C, entonces (<z)2 = a2 6 a2 + b2 y (=z)2 = b2 6 a2 + b2.
Esto dice que
|<z | 6 |z |, |=z | 6 |z |.
Nótese también que a2 + b2 6 a2 + 2|a | |b | + b2 = (|a | + |b |)2, así que |z | 6 |<z | + |=z |.
Supóngase que f : I → C es continua en t0 ∈ I . Dado ε > 0, elíjase δ > 0 para que
(1.4) se cumple. Si t ∈ I con |t − t0 | < δ , entonces
|<f (t) − <f (t0)| = |<(f (t) − f (t0))| 6 | f (t) − f (t0)| < ε,
|=f (t) − =f (t0)| = |=(f (t) − f (t0))| 6 | f (t) − f (t0)| < ε .
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Luego tanto<f como =f son continuas en t0.
Por otro lado, si <f y =f son continuas en t0, y si ε > 0 está dado, tómese δ1 > 0 y
δ2 > 0 tales que
t ∈ I con |t − t0 | < δ1 =⇒ |<f (t) − <f (t0)| < ε2 ,
t ∈ I con |t − t0 | < δ2 =⇒ |=f (t) − =f (t0)| < ε2 .
Sea δ := min{δ1,δ2}. Entonces, para t ∈ I con |t − t0 | < δ , vale
| f (t) − f (t0)| 6 |<(f (t) − f (t0))| + |=(f (t) − f (t0))| < ε2 +
ε
2
= ε .
Por lo tanto, f : I → C es continua en t0. 
I Es útil expresar la idea de continuidad en términos de preservación de límites. Cabe recor-
dar la definición de límites de funciones en intervalos reales.
Definición 1.13. Sea I ⊆ R un intervalo y t0 ∈ I . Si f : I \{t0} → R o bien f : I \{t0} → C
es una función (real o compleja), dícese que f posee un límite L en t0, escrito
lim
t→t0
f (t) = L, o bien “f (t) → L cuando t → t0”,
si para todo ε > 0 existe δ = δ (ε) > 0 tal que el análogo de (1.4) se cumple:
t ∈ I con 0 < |t − t0 | < δ =⇒ | f (t) − L| < ε . (1.5)
Si I es un intervalo abierto, entonces se puede tomar δ tan pequeño tal que (t0−δ , t0+δ ) ⊂
I , en cuyo caso la frase “t ∈ I con” es redundante. En cambio, si t0 es un extremo de un
intervalo no cerrado, solo se puede garantizar que (t0, t0 +δ ) ⊂ I o bien (t0 −δ , t0) ⊂ I . En
tales casos se habla de límites unilaterales:
lim
t↓t0
f (t) = L si t0 < t < t0 + δ =⇒ | f (t) − L| < ε,
lim
t↑t0
f (t) = L si t0 − δ < t < t0 =⇒ | f (t) − L| < ε . ♦
Fíjese que en la Definición 1.13 no se ha supuesto que f (t0) esté definido. Para una
función f : I → R (o bien f : I → C) definida en todo el intervalo I , la definición de
continuidad puede reformularse como sigue: f es continua en t0 si y solo si f (t) → f (t0)
cuando t → t0.
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Obsérvese que el límite de f en t0, si existe, es único. En efecto, supóngase que f (t) → K
y también f (t) → L cuando t → t0. Entonces, para ε > 0 cualquiera, existe δ = δ (ε/2) > 0
tal que (1.5) valga para ambas límites:
t ∈ I con 0 < |t − t0 | < δ =⇒ | f (t) − K | < ε2 y | f (t) − L| <
ε
2
.
Entonces, por la desigualdad triangular (1.1),
|K − L| 6 |K − f (t)| + | f (t) − L| < ε
2
+
ε
2
= ε
para todo t ∈ I con 0 < |t − t0 | < δ . Como ε > 0 es arbitrario, esto implica que |K −L| = 0,
es decir, K = L.
I Una función continua también preserva límites de sucesiones.
Lema 1.14. Si f : I → R es una función real9 que es continua en un punto s ∈ I , sea {tn} una
sucesión en I tal que limn→∞ tn = s . Entonces limn→∞ f (tn) = f (s).
Demostración. Sea dado ε > 0. Tómese δ = δ (ε) > 0 tal que |t−s | < δ implica | f (t)− f (s)| <
ε. En seguida, tómese N ∈ N tal que n > N implica |tn − s | < δ . Entonces
n > N =⇒ | f (tn) − f (s)| < ε .
Fíjese que N depende de ε, a través de δ . Se ha comprobado que limn→∞ f (tn) = f (s). 
I Los límites enR y el concepto de continuidad respetan las operaciones algebraicas deR,
como muestra la siguiente proposición y su corolario.
Proposición 1.15. Sean f ,д : I \ {t0} → R dos funciones definidas en un intervalo I ⊆ R salvo
posiblemente en el punto t0 ∈ I . Supóngase que f (t) → L y д(t) → M cuando t → t0. Entonces:
(a) f (t) + д(t) → L +M cuando t → t0;
(b) f (t)д(t) → LM cuando t → t0;
(c) si M , 0, f (t)/д(t) → L/M cuando t → t0.
9De ahora en adelante, basta enunciar resultados para funciones reales solamente; pero siguen válidos
para funciones complejas también. El lector podrá hacer el ejercicio de comprobar las versiones complejas, sea
directamente o mediante las técnicas de la demostración del Lema 1.12.
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Demostración. El caso (a) se deja como un ejercicio para el lector.
Ad (b): Obsérvese que
f (t)д(t) − LM = (f (t) − L)(д(t) −M) + L(д(t) −M) +M(f (t) − L).
Sea dado ε > 0. Tómese ε1 > 0 en función de ε, por una fórmula que se verá más adelante.
Entonces hay δ1,δ2 > 0 tales que
t ∈ I con 0 < |t − t0 | < δ1 =⇒ | f (t) − L| < ε1 ,
t ∈ I con 0 < |t − t0 | < δ2 =⇒ |д(t) −M | < ε1 .
Sea δ := min{δ1,δ2}. Entonces para t ∈ I con 0 < |t − t0 | < δ , la desigualdad triangular
implica que
| f (t)д(t) − LM | 6 ε21 + Lε1 +Mε1 = ε1(L +M + ε1).
Elíjase ε1 := min{1, ε/(L + M + 1)}. Entonces ε1(L + M + ε1) 6 ε1(L + M + 1) 6 ε, así
que t ∈ I con 0 < |t − t0 | < δ implica | f (t)д(t) − LM | < ε. Se ha comprobado que
limt→t0 f (t)д(t) = LM .
Ad (c): Sea dado ε > 0. Tómese ε1 > 0 en función de ε, por una fórmula que se verá
más adelante. Entonces hay δ1,δ2,δ3 > 0 tales que
t ∈ I con 0 < |t − t0 | < δ1 =⇒ | f (t) − L| < ε1 ,
t ∈ I con 0 < |t − t0 | < δ2 =⇒ |д(t) −M | < ε1 ,
t ∈ I con 0 < |t − t0 | < δ3 =⇒ |д(t) −M | < 12 |M | .
Nótese que la condición |д(t) − M | < 12 |M | implica, por la desigualdad triangular in-
versa (1.2), que
1
2 |M | > |M − д(t)| >
|M | − |д(t)| > |M | − |д(t)|,
así que |д(t)| > |M | − 12 |M |, esto es, |д(t)| > 12 |M |.
Sea δ := min{δ1,δ2,δ3}. Entonces para t ∈ I con 0 < |t − t0 | < δ , resulta que f (t)д(t) − LM  = Mf (t) − Lд(t)Mд(t)  6 |Mf (t) − LM | + |LM − Lд(t)||д(t)| |M |
6
|M | | f (t) − L| + |L| |д(t) −M |
|M |2/2 =
2|M |
|M |2 | f (t) − L| +
2|L|
|M |2 |д(t) −M |
<
2|L| + 2|M |
|M |2 ε1 .
Elíjase ε1 := ε |M |2/2(|L| + |M |). Entonces
t ∈ I con 0 < |t − t0 | < δ =⇒
 f (t)д(t) − LM  < ε .
Se ha comprobado que limt→t0 f (t)/д(t) = L/M . 
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Corolario 1.16. Sean f ,д : I → R dos funciones reales y sea t0 ∈ I . Supóngase que f y д son
continuas en t0 y que c ∈ R. Entonces las funciones c f , f + д, f д, definidas por
c f (t) := c f (t), f + д(t) := f (t) + д(t), f д(t) := f (t)д(t)
están definidas en el intervalo I y son continuas en t0.
Además, si д(t0) , 0, hay un subintervalo J ⊆ I con t0 ∈ J tal que f /д(t) := f (t)/д(t) está
definida para t ∈ J ; y la función f /д es continua en t0.
Demostración. Basta tomar L = f (t0) y M = д(t0) y aplicar la Proposición 1.15. 
Definición 1.17. Sea I ⊆ R un intervalo real. Denótese por:
C(I ,R) := { f : I → R continua }, C(I ,C) := {д : I → C continua },
la totalidad de las funciones continuas sobre I con valores en R y en C, respectivamente.
Por el Corolario 1.16, C(I ,R) es un espacio vectorial sobre Rmientras C(I ,C) es un espacio
vectorial sobre C.
De hecho, C(I ,R) es un álgebra (conmutativa)10 sobre R: es un espacio R-vectorial
que admite una multiplicación asociativa (y conmutativa) que cumple la ley distributiva:
(f + д)h = f h + дh para todo f ,д,h ∈ C(I ,R). De igual manera, C(I ,C) es un álgebra
(conmutativa) sobre C. ♦
Ejemplo 1.18. Una función constante, f (t) ≡ c para todo t ∈ I , es obviamente continua
en I : dado cualquier t0 ∈ I y cualquier ε > 0, se puede tomar δ > 0 arbitrario para hacer
cumplir (1.4).
La función identidad es también continua en I : en este caso, basta tomar δ (ε) := ε.
El Corolario 1.16 ahora implica que cualquier polinomio:
p(t) := antn + an−1tn−1 + · · · + a1t + a0
es continua en todo R. Si los coeficientes a0,a1, . . . ,an son reales, entonces p ∈ C(R,R); si
son complejos, entonces p ∈ C(R,C). ♦
I Una propiedad esencial que distingue las funciones continuas es la llamada propiedad
del valor intermedio, enunciado originalmente por Bernhard Bolzano en 1817.
Teorema 1.19 (Bolzano). Sea f : [a,b] → R una función continua tal que f (a) < f (b). Si
v ∈ R cumple f (a) < v < f (b), entonces existe c ∈ (a,b) tal que f (c) = v .
10Si F es un cuerpo cualquiera, una F-álgebra es un espacio F-vectorial A que a su vez es una anillo (no
necesariamente conmutativo) con reglas de compatibilidad entre suma, producto y multiplicación escalar:
x(y + z) = xy + xz, (x + y)z = xz + yz, (cx)y = x(cy) = c(xy) para x ,y, z ∈ A, c ∈ F.
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Demostración. Considérese el conjunto V := { t ∈ [a,b] : f (t) < v }. Nótese que V , ∅
porque a ∈ V . Por otro lado, V es acotado superiormente (por b, en primer lugar). Sea
v := supV su cota superior mínima (usando la completitud deR). Está claro que a 6 c 6 b.
Si fuera c = b, entonces para cada n > 1/(b − a) existiría tn con b − 1n < tn < b tal que
f (tn) < v. Como 0 < b−tn < 1/n para todo n, se ve que limn→∞ tn = b. Por la continuidad
de f en b y el Lema 1.14, limn→∞ f (tn) = f (b) > v; pero a su vez limn→∞ f (tn) 6 v ya que
cada f (tn) < v. Esta contradicción muestra que c , b.
Si fuera c = a, entonces para cada m > 1/(b − a) existiría t ′m con a < t ′m < a + 1m tal
que t ′m < V , esto es, f (t ′m) > v. Entonces limm→∞ t ′m = a; y por la continuidad de f en a,
seguiría limm→∞ f (t ′m) = f (a) < v, incompatible con limm→∞ f (t ′m) > v. Esta segunda
contradicción muestra que c , a.
Por ende, vale a < c < b. Ahora se puede repetir los argumentos anteriores – esta vez,
de modo no condicional – para obtener dos sucesiones {tn} y {t ′m} tales que
c − 1
n
< tn < c < t
′
m < c +
1
m
cuando n >
1
c − a , m >
1
b − c ,
donde cada f (tn) < v y cada f (t ′m) > v. Está claro que limn→∞ tn = c y limm→∞ t ′m = c.
Por la continuidad de f en c, se obtiene del Lema 1.14:
f (c) = lim
n→∞ f (tn) 6 v y f (c) = limm→∞ f (t
′
m) > v .
Entonces, necesariamente, vale f (c) = v. 
En el teorema anterior, no hay pérdida de generalidad en asumir que f (a) < f (b). De
hecho, si f (a) = f (b), no hay nada que mostrar; y si f (a) > f (b), sea д(t) := −f (t) para
t ∈ [a,b]. Entonces д(a) < д(b) y además д es continua en [a,b] por el Corolario 1.16.
Luego hay c ∈ (a,b) con д(a) < д(c) = −v < д(b) y por ende f (c) = v.
Corolario 1.20. Sea f : I → R una función continua, no constante, definida en un intervalo
I ⊆ R. Entonces la imagen f (I ) es también un intervalo en R.
Demostración. Sean u,w ∈ f (I ) con u < w . Entonces hay a,b ∈ I con f (a) = u y f (b) = w .
Sin perder generalidad, supóngase que a < b; porque si a > b, se puede reemplazar f
por −f . Ahora, si v ∈ (u,w), el Teorema 1.19 muestra que existe c ∈ (a,b) con f (c) = v,
así que v ∈ f (I ).
Se ha comprobado que u,w ∈ f (I ) =⇒ [u,w] ⊆ f (I ). Esto muestra que f (I ) debe ser
un intervalo de R. 
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I En la Definición 1.11 de la continuidad de una función en un punto t0 ∈ I , se notó que
la tolerancia δ > 0 puede depender de la función f , del error permisible ε, y del punto t0.
En muchas ocasiones, es posible escoger δ independiente de t0, es decir, dados f y ε se
puede tomar el mismo δ para todo t0 ∈ I . Esto es el contenido de la definición siguiente.
Definición 1.21. Una función f : I → R cuyo dominio I es un intervalo real se llama
uniformemente continua en I si, para cada ε > 0 dado, existe δ = δ (ε) > 0 tal que
s, t ∈ I con |s − t | < δ =⇒ | f (s) − f (t)| < ε . ♦
Ejemplo 1.22. Defínase la función f : (0, 1] → R por f (t) := 1/t .
Si t , t0 ∈ (0, 1], entonces
| f (t) − f (t0)| = |t0 − t |
tt0
=
|t − t0 |
tt0
.
Para garantizar que | f (t) − f (t0)| < ε cuando |t − t0 | < δ , es necesario tomar δ tal que
0 < δ < tt0ε. Como t 6 1, se requiere al menos que 0 < δ < t0ε, lo cual es imposible si
t0 ∈ (0, 1] es arbitrario.
Se concluye que la función f (t) := 1/t es continua en (0, 1], pero no es uniformemente
continua en ese intervalo. ♦
1.3 Sucesiones convergentes y sucesiones de Cauchy
En este curso se asume que el lector conoce la teoría básica de sucesiones y series de
números reales, el concepto de convergencia de una sucesión o serie y los criterios clásicos
para la convergencia de series. Los párrafos que siguen ofrecen un rápido recordatorio de
tales conceptos.
Definición 1.23. Una sucesión en R es una función a : N → R, denotado usualmente
por {an}∞n=0 o simplemente {an}, donde an = a(n) para todo n.11 En vez de N se puede usar
cualquier otro conjunto índice numerable: la sucesión {1/n}∞n=1 está indiciada por N∗.
La sucesión {an}∞n=0 converge al límite ` ∈ R si para ε > 0 dado, existe N = N (ε) ∈ N tal
que n > N =⇒ |an − ` | < ε. Se escribe “an → ` cuando n →∞” y ` = limn→∞ an. ♦
Una sucesión convergente es acotada. En efecto, hay un intervalo acotado [c,d] que
incluye el intervalo [` − ε, ` + ε] y el juego finito de entradas {a0,a1, . . . ,aN−1}.
I La sucesión real {an} es creciente si an 6 an+1 para todo n. (Suele decirse que {an} es
estrictamente creciente si an < an+1 para todo n.)
11Algunos autores escriben (an) en vez de {an} para enfatizar que en la lista de sus entradas, los an no
tienen que ser distintos; en contraste con el conjunto { an : n ∈ N }, en el cual se eliminan las repeticiones.
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Lema 1.24. Una sucesión creciente y acotada superiormente es convergente.
Demostración. Sea {an}∞n=0 una sucesión creciente en R tal que an 6 b para todo n. Sea
` := supan el supremo, o cota superior mínima, del conjunto { an : n ∈ N }. (Por su
definición, ` 6 b.)
Dado ε > 0, el número `−ε no es una cota superior, así que hay N ∈ N con aN > `−ε.
Para todo n > N , resulta entonces que
` − ε < aN 6 an 6 ` < ` + ε,
así que |an − ` | < ε cuando n > N . 
De igual manera, una sucesión decreciente {bn}, es decir, bn > bn+1 para todo n, si es
acotada inferiormente por c (es decir, bn > c para todo n), es también convergente. En el
caso decreciente, el límite coincide con el ínfimo, o cota inferior máxima, m := inf bn, del
conjunto {bn : n ∈ N }; nótese quem 6 c.
n Si una parte A ⊂ R es acotada inferiormente por c ∈ R, entonces −A := { −t : t ∈ A }
es acotada superiormente por −c. La completitud de R implica que −A posee una cota
superior mínima −s ∈ R; entonces s es una cota inferior máxima para A. o
I Una subsucesión de {an}∞n=0 es una sucesión {bk}∞k=0 tal que bk = ank para una selección
creciente de índices de la sucesión original, n0 < n1 < · · · < nk < nk+1 < · · · ; a veces se
escribe {ank } para denotar esta subsucesión de {an}.
Debe estar claro que si limn→∞ an = `, entonces limk→∞ ank = ` también.
Una sucesión acotada que no esmonotónica (es decir, creciente o decreciente) en gene-
ral no sería convergente. Por ejemplo, la sucesión {(−1)n}n∈N = {1,−1, 1,−1, 1, . . . } oscila
entre dos valores −1 y 1 sin converger. Desde luego, es obvio que tiene (al menos) dos
subsucesiones convergentes: las entradas pares forman la sucesión constante de valor 1, las
entradas impares forman la sucesión constante de valor −1.
Teorema 1.25 (Bolzano y Weierstrass). Una sucesión acotada en R posee una subsucesión
convergente.
Demostración. Sea {an}n∈N una sucesión acotada en R: entonces existen cotas c0,d0 ∈ R
tales que c0 6 an 6 d0 para todo n ∈ N. Dicho de otra manera, hay un intervalo finito
cerrado [c0,d0] que incluye el conjunto de las entradas A = { an : n ∈ N }. Si este conjunto
A es finito, al menos una entrada am está repetida infinitas veces en la sucesión; en tal caso,
la sucesión dada tiene una sucesión constante.
Se puede suponer, entonces, que A es infinito y que c < d. Escríbase a0,n = an. Ahora
bien, [c0,d0] = [c0, 12 (c0 + d0)] ∪ [12 (c0 + d0),d0]; y al menos una de estas dos subintervalos
contiene infinitos elementos deA; llámese [c1,d1] a ese subintervalo (no importa cual de los
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dos se elige como [c1,d1] si ambos tienen infinitos elementos de A.) Al omitir las entradas
de {a0,n} que no pertenecen a [c1,d1], se obtiene una subsucesión {a1,n} de {a0,n} tal que
c1 6 a1,n 6 d1 para todo n.
Ahora sea [c2,d2] una de los dos intervalos [c1, 12 (c1+d1)] o [12 (c1+d1),d1] que contiene
infinitos elementos deA. Hay una subsucesión {a2,n} de {a1,n} – la cual es automáticamente
una subsucesión de {a0,n} también – tal que c2 6 a2,n 6 d2 para todo n.
Continuando este proceso por inducción, después de k pasos se obtiene subintervalos
[ck ,dk] ⊂ [ck−1,dk−1] ⊂ · · · ⊂ [c0,d0] y subsucesiones {ak,n} de {a0,n} con ck 6 ak,n 6 dk
para todo n. Además, estas bisecciones conllevan la igualdad dk − ck = (d0 − c0)/2k .
Considérese ahora la subsucesión diagonal {ak,k}k∈N de {a0,n}. Fíjese que ck 6 ak,k 6 dk
para todo k.
Los extremos de los intervalos forman dos sucesiones, {ck} creciente y {dm} decre-
ciente, tales que ck 6 dm para todo k,m ∈ N. Si c := supk ck y d := infm dm, el Lema 1.24
muestra que ck ↑ c y dm ↓ d, mientras c 6 dm y ck 6 d para todo k,m; entonces c 6 d.
Además, al ser ck 6 c 6 d 6 dk para cada k, se obtiene
d − c 6 dk − ck = d0 − c02k para cada k ∈ N,
así que d − c = 0, o sea, c = d.
Sea dado ε > 0. Tómese N ∈ N con (d0 − c0)/2N < ε. Entonces, si k > N , tanto ak,k
como c están en el intervalo [ck ,dk], así que |ak,k − c | 6 dk − ck < ε. Por lo tanto, ak,k → c
cuando k →∞. 
Corolario 1.26. Una sucesión acotada en un intervalo finito cerrado [c0,d0] ⊂ R posee una
subsucesión convergente en ese intervalo.
Demostración. En la demostración anterior, se obtuvo c0 6 ck 6 c 6 dk 6 d0 para todo
k ∈ N. En particular, limk→∞ akk = c ∈ [c0,d0]. 
El teorema de Bolzano y Weierstrass es aplicable para demostrar que en un intervalo
finito y cerrado, una función continua alcanza un valor máximo y un valor mínimo.
Teorema 1.27. Sea f : [a,b] → R una función continua, donde a < b en R. Entonces la
imagen f ([a,b]) es un intervalo acotado y cerrado. Si se define
m := inf { f (t) : t ∈ [a,b] }, M := sup{ f (t) : t ∈ [a,b] },
entonces existen t1, t2 ∈ [a,b] tales que f (t1) =m, f (t2) = M .
Demostración. Del Corolario 1.20, se sabe que la imagen f ([a,b]) es un intervalo real:
a priori, podría ser acotado o no y podría ser cerrado o no.
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Si esta imagen no fuera acotado superiormente, habría una sucesión de puntos {tn} ⊂
[a,b] tal que f (tn) > n para todo n. Entonces existiría una subsucesión {tnk } convergente a
un límite c ∈ [a,b]. Por el Lema 1.14, sería f (c) = limk→∞ f (tnk ); pero esto es incompatible
con la condición f (tnk ) > nk para todo k.
Se concluye que f ([a,b]) es acotado superiormente, es decir, que M < ∞. De igual
manera, se deduce que f ([a,b]) es acotado inferiormente, es decir, quem > −∞.
Para cada n ∈ N, M − 1n no es una cota superior para f ([a,b]), así que hay puntos
sn ∈ [a,b] tales que M − 1n 6 f (sn) 6 M . Por el Corolario 1.26 de nuevo, hay una
subsucesión {snk } convergente a un límite t2 ∈ [a,b]. Por el Lema 1.14 de nuevo, vale
f (t2) = limk→∞ f (snk ) = M .
De igual manera, se obtiene t1 tal que f (t1) =m. En resumen, f ([a,b]) = [m,M] es un
intervalo acotado y cerrado. 
I Obsérvese que en la demostración del teorema de Bolzano yWeierstrass, hubo que em-
plear explícitamente la completitud de los números reales, al apelar al Lema 1.24 para obtener
los números c,d ∈ R (que luego resultan ser iguales). Este teorema no es válido para
sucesiones en Q: por ejemplo, la sucesión acotada {1, 1.4, 1.41, 1.414, 1.4142, . . . } – las
aproximaciones decimales inferiores para
√
2 – no tiene subsucesión alguna que converge
a un límite en Q.
Cauchy enunció un criterio de convergencia para sucesiones que no requiere el co-
nocimiento del límite de antemano. Al igual que el teorema de Bolzano y Weierstrass,
requiere la completitud de R para obtener la existencia del límite. Varias décadas después,
Cantor basó su construcción axiomática de R en una familia de esas sucesiones.
Definición 1.28. Una sucesión de Cauchy en R es una sucesión {an}n∈N con la siguiente
propiedad: dado ε > 0, existe M = M(ε) ∈ N tal quem,n > M =⇒ |am − an | < ε. ♦
Proposición 1.29. Una sucesión en R es convergente si y solo si es de Cauchy.
Demostración. Si {an} es una sucesión convergente, con an → `, sea dado ε > 0. Entonces,
param,n > N (ε/2), se obtiene
|am − an | 6 |am − ` | + |` − an | < ε2 +
ε
2
= ε .
Así, al tomar M(ε) = N (ε/2), una sucesión convergente es necesariamente de Cauchy.
Inversamente, sea {an} una sucesión de Cauchy en R. Sea dado ε > 0. Entonces existe
M = M(ε) ∈ N tal que
m,n > M =⇒ |am − an | < ε . (1.6)
Sim > M , en particular, |am | 6 |aM | + |am − aM | < |aM | + ε. Si
b := max{|a0 |, . . . , |aM−1 |, |aM | + ε},
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entonces |am | 6 b para todom ∈ N. Por lo tanto, una sucesión de Cauchy es acotada.
El Teorema 1.25 (de Bolzano y Weierstrass) implica que {an} posee una subsucesión
convergente {ank }. Sea ` = limk→∞ ank ; existe K ∈ N tal que k > K =⇒ |ank − ` | < ε/2.
Sin perder generalidad, se puede suponer que K > M(ε/2). Entonces n > K implica
que |an − anK | < ε/2. De la desigualdad triangular se deduce que
n > K =⇒ |an − ` | 6 |an − anK | + |anK − ` | <
ε
2
+
ε
2
= ε .
Por lo tanto, la sucesión original también converge a `. 
La segunda parte de la proposición anterior (que cada sucesión de Cauchy es conver-
gente) depende de la completitud de R. En cambio, si se considera sucesiones de Cauchy
enQ, la afirmación análoga es falsa: hay sucesiones de Cauchy que no convergen a un límite
enQ. De hecho, como se anticipó al inicio de la sección 1.1, es posible definir el conjunto
de números reales “al agregar los límites que faltan” a las sucesiones de Cauchy racionales.
Definición 1.30. Denótese por C la familia de todas las sucesiones de Cauchy con entradas
racionales. Defínase una relación de equivalencia en C por {an} ∼ {bn} si |an − bn | → 0
cuando n →∞. Sea R := C/∼ el conjunto cociente; escríbase a := [{an}], b := [{bn}] para
las clases de equivalencia respectivas de {an} y {bn} en C.
Al definir a + b := [{an + bn}] y q a := [{qan}], se ve que C es un espacio vectorial
sobre Q. Si N denota el subespacio de las sucesiones nulas {an} tales que an → 0, fíjese
que {an} ∼ {bn} si y solo si {an} − {bn} ∈ N. Luego R = C/N es un espacio Q-vectorial
cociente. Con la multiplicación definida por a b := [{anbn}], R es un cuerpo. Al identificar
q ∈ Q con la clase de la sucesión constante q = [{q,q,q, . . . }], se ve que Q ⊂ R.
Este cuerpo es ordenado: se declara que a 6 b si es posible escoger las sucesiones {an}
y {bn} tales que an 6 bn para todo n. ♦
Es un ejercicio demostrar que el cuerpo ordenadoR es arquimediano. Para poder iden-
tificar R con R y así terminar la construcción de Cantor, hace falta comprobar que cada
sucesión de Cauchy en R es convergente. Para ese efecto, hace falta definir las sucesiones
de Cauchy en R con una pequeña modificación de la condición (1.6): se debe reemplazar
el valor absoluto |a − b | por la cantidad
ρ](a,b) := lim
n→∞ |an − bn | ∈ R. (1.7)
Este límite existe (en el cuerpo R ya definido) porque
|am − bm | 6 |am − an | + |an − bn | + |bn − bm |,
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para cadam,n ∈ N, así que|am − bm | − |an − bn | 6 |am − an | + |bn − bm |.
Como {an} y {bn} son sucesiones de Cauchy en Q, la última desigualdad muestra que
{|an − bn |} es una sucesión de Cauchy en R (ya que Q ⊂ R) y es convergente en R por
la Proposición 1.29. Se deja como un ejercicio verificar que ρ](a,b) está bien definido: si
{an} ∼ {cn} y {bn} ∼ {dn} en C, entonces limn→∞ |an − bn | = limn→∞ |cn − dn |.
Lema 1.31. Si a, b, c ∈ R, entonces ρ](a, c) 6 ρ](a,b) + ρ](b, c).
Demostración. Para todo n ∈ N, se verifica
|an − cn | 6 |an − bn | + |bn − cn |.
El resultado sigue al tomar límites cuando n →∞. (Nótese que los tres límites existen.) 
Ahora se dice que una sucesión
{
a(n)
}
es de Cauchy en R si para cada ε > 0, existe
M = M(ε) ∈ N tal que
m,n > M =⇒ ρ] (a(m),a(n)) < ε .
Para p,q ∈ Q, las sucesiones constantes p y q obedecen ρ](p,q) = |p − q |, así que esta
definición de sucesiones de Cauchy es consistente con la inclusión Q ⊂ R.
De igual manera, se dice que una sucesión
{
a(n)
}
es convergente a ` ∈ R si para cada
ε > 0, existe N = N (ε) ∈ N tal que n > N =⇒ ρ] (a(n), `) < ε.
Proposición 1.32. Cada sucesión de Cauchy en R es convergente en R.
Demostración. En primer lugar, si a = [{an}] ∈ R y si n ∈ N∗, hay Mn ∈ N tal que
k,m > Mn =⇒ |ak − am | < 1/n. Para q := aMn ∈ Q, esto dice que |ak − q | < 1/n toda vez
que k > Mn. Entonces para la sucesión constante {q} se verifica
ρ](a,q) = lim
k→∞
|ak − q | 6 1
n
.
Ahora sea
{
a(n)
}
una sucesión de Cauchy en R. Para cada n ∈ N∗, existe qn ∈ Q tal que
ρ]
(
a(n),qn
)
6 1/n, en virtud del párrafo anterior.
Dado ε > 0, existe M = M(ε) ∈ N tal que
k,m > M =⇒ ρ] (a(k),a(m)) < ε
4
.
23
MA–505: Análisis I 1.4. Convergencia uniforme de funciones
Tómese N > max{M, 4/ε}. Entonces para k,m > N , el Lema 1.31 muestra que
|qk − qm | = ρ]
(
qk ,qm
)
6 ρ]
(
qk ,a
(k)) + ρ] (a(k),a(m)) + ρ] (a(m),qm)
<
1
k
+
ε
4
+
1
m
6
ε
4
+
ε
4
+
ε
4
=
3ε
4
.
Esto demuestra que la sucesión {qn} es de Cauchy en Q, así que ` := [{qn}] ∈ R.
Además, param > N , se verifica
ρ]
(
a(m), `
)
6 ρ]
(
a(m),qm
)
+ ρ]
(
qm, `
)
6
1
m
+ lim
n→∞ |qm − qn | <
ε
4
+
3ε
4
= ε .
Como ε > 0 es arbitrario, se concluye que
{
a(m)
}
convergente a ` en R. 
La última demostración incorpora una versión disfrazada del “argumento diagonal”
que se observó en la prueba del teorema de Bolzano yWeierstrass. Es posible identificar los
límites en R de sucesiones de Cauchy en Q, de la forma ` = limn→∞ qn, con los elementos
` ∈ R construidos arriba. En otras palabras, hay una función inyectiva ` 7→ ` de R en R y
no es difícil comprobar que esta función es biyectiva. De esta manera, se puede identificar
R con R y dar por concluida la construcción de Cantor.
Más adelante, se verá que esta construcción admite una generalización importante: la
compleción de un espacio métrico.
1.4 Convergencia uniforme de funciones
Luego de haber estudiado sucesiones numéricas {tn} ⊂ R, se puede considerar sucesiones
de funciones { fn} definidas en un dominio común. Sería excelente si el límite de una
sucesión convergente de funciones continuas fuera también continua, pero en general
esto no ocurre. Con ese objetivo, se debe refinar la noción de convergencia de funciones.
Definición 1.33. Una sucesión de funciones { fn : I → R : n ∈ N }, definidas en un
intervalo común I ⊂ R, converge puntualmente a una función f : I → R si fn(t) → f (t)
cuando n →∞, para cada t ∈ I .
En detalle: para cada ε > 0 dado y cada t ∈ I , existe N = N (t , ε) ∈ N tal que
n > N (t , ε) =⇒ | fn(t) − f (t)| < ε . ♦
Ejemplo 1.34. Considérese la familia de funciones fn : [0, 1] → R definida por fn(t) := tn,
para n ∈ N. Entonces tn → 0 cuando n → ∞ so 0 6 t < 1, pero 1n → 1 (de hecho, {1n}
es una sucesión constante). Entonces fn → f puntualmente, donde la función límite es
f (t) =
{
0 si 0 6 t < 1,
1 si t = 1,
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esto es, f (t) = nt = 1o para t ∈ [0, 1].
Fíjese que cada fn es continua en [0, 1], pero f es discontinua en t = 1. ♦
Definición 1.35. Una sucesión de funciones { fn : I → R : n ∈ N }, definidas en un
intervalo común I ⊂ R, converge uniformemente a una función f : I → R si para cada
ε > 0 dado, existe N = N (ε) ∈ N tal que
n > N (ε) =⇒ | fn(t) − f (t)| < ε para todo t ∈ I . (1.8)
Nótese que en este caso N depende de ε pero no de t ∈ I . ♦
En contraste con lo que ocurre en el Ejemplo 1.34, el límite uniforme de funciones
continuas es una función continua. Esto sigue por un “argumento de ε/3”.
Proposición 1.36. Sea { fn : I → R : n ∈ N } una sucesión de funciones continuas que converge
uniformemente a una función f : I → R. Entonces la función límite f es también continua en I .
Demostración. Sea dado ε > 0. Entonces existe N = N (ε/3) ∈ N tal que
n > N =⇒ | fn(t) − f (t)| < ε3 para todo t ∈ I .
Tómese t0 ∈ I . Como fN es continua en t0, por hipótesis, existe δ > 0 tal que
t ∈ I con |t − t0 | < δ =⇒ | fN (t) − fN (t0)| < ε3 .
Entonces, para t ∈ I con |t − t0 | < δ , la desigualdad triangular implica que
| f (t) − f (t0)| 6 | f (t) − fN (t)| + | fN (t) − fN (t0)| + | fN (t0) − f (t0)| < ε3 +
ε
3
+
ε
3
= ε .
Como t0 ∈ I es arbitrario, esto dice que f es continua en I . 
Notación. Conviene introducir una abreviatura para simplificar algunas expresiones en
torno al tema de la convergencia uniforme. Dada una función f : I → R, escríbase
‖ f ‖I := sup{ | f (t)| : t ∈ I }.
n Si c : I → R es una función constante, c(t) ≡ c para t ∈ I , entonces ‖c‖I = |c |. o
Entonces la condición (1.8) puede abreviarse así:12 n > N (ε) =⇒ ‖ fn − f ‖I < ε.
Fíjese que ‖ · ‖I cumple la desigualdad triangular:
‖ f + д‖I = sup
t∈I
| f (t) + д(t)| 6 sup
t∈I
(| f (t)| + |д(t)|) 6 sup
s,t∈I
( | f (s)| + |д(t)|) = ‖ f ‖I + ‖д‖I .
12En general, al tomar supremos al lado derecho de (1.8), solo es posible concluir que ‖ fn − f ‖I 6 ε. Para
superar ese obstáculo, tómese ε˜ < ε y sea N˜ (ε) := N (ε˜); entonces n > N˜ (ε) =⇒ ‖ fn − f ‖I 6 ε˜ < ε.
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I La Proposición 1.36 es particularmente útil cuando se aplica a series de funciones. Re-
cuérdese que una serie no es otra cosa que una sucesión de sumas parciales. En particular,
una serie de funciones, con sumas parciales
sn(t) := f0(t) + f1(t) + · · · + fn(t), para cada t ∈ I ,
converge puntualmente a una suma s : I → R si sn(t) → s(t) cuando n → ∞ para cada t ∈ I .
La serie converge uniformemente en I si sn(t) → s(t) uniformemente.
En particular, la Proposición 1.36 dice que si una serie de funciones continuas converge
uniformemente en I , entonces la suma es una función continua en I . Hay un criterio
sencillo, debido aWeierstrass, para obtener (en muchos casos) esa convergencia uniforme.
Proposición 1.37 (Criterio-M de Weierstrass). Sea fk : I → R, para k ∈ N, un juego de
funciones acotadas sobre I , con | fk(t)| 6 Mk para todo t ∈ I . Si la serie numérica ∑∞k=0 Mk
converge, entonces la serie de funciones
∑∞
k=0 fk(t) es uniformemente convergente en I .
Demostración. En primer lugar, es necesario mostrar que la serie de funciones converge
puntualmente. Por la Proposición 1.29, basta comprobar que la sumas parciales sn(t) for-
man una sucesión de Cauchy en R, para cada t ∈ I .
Las sumas parciales de la serie convergente
∑∞
k=0 Mk forman una sucesión de Cauchy
en R. Sea dado ε > 0; entonces existe N = N (ε) tal que
n > N (ε), r ∈ N =⇒ Mn+1 + · · · +Mn+r < ε .
Sea t ∈ I . Entonces, para n > N y r ∈ N, vale
| fn+1(t) + · · · + fn+r (t)| 6 | fn+1(t)| + · · · + | fn+r (t)| 6 Mn+1 + · · · +Mn+r < ε . (1.9)
Entonces las sumas parciales {sn(t)} forman una sucesión de Cauchy y por lo tanto poseen
un límite en R:
s(t) = lim
n→∞ sn(t) =
∞∑
k=0
fk(t).
Fíjese que fn+1(t) + · · · + fn+r (t) = sn+r (t) − sn(t) y que esta cantidad tiende a s(t) − sn(t)
cuando r →∞. Al dejar r →∞ en la desigualdad (1.9), se obtiene
n > N (ε) =⇒ |s(t) − sn(t)| 6 ε, para todo t ∈ I .
Por su construcción, N (ε) es independiente de t : por lo tanto, sn(t) → s(t) uniformemente
sobre I . 
26
MA–505: Análisis I 1.4. Convergencia uniforme de funciones
Ejemplo 1.38. Considérese una serie de potencias:
h(t) :=
∞∑
k=0
ak(t − t0)k
determinado por una sucesión de coeficientes {ak}k∈N y un “centro” t0 ∈ R. Es obvio que
la serie converge cuando t = t0 y su suma es s(t0) = a0, trivialmente.
Supóngase que la serie converge absolutamente cuando t = t0 + r para algún r > 0.
El criterio-M muestra que la serie converge absoluta y uniformemente en el intervalo
cerrado [t0 − r , t0 + r ], porque
|ak(t − t0)k | = |ak | |t − t0 |k 6 |ak | rk para k ∈ N, |t − t0 | 6 r ,
y la serie
∑∞
k=0 |ak | rk converge, por hipótesis.
Si R := sup{ r > 0 : h(t0 +r ) converge absolutamente }, entonces la serie h(t) converge
en el intervalo abierto (t0 − R, t0 + R) y diverge para |t − t0 | > R. En los extremos t0 ±R, la
convergencia de la serie depende de la naturaleza de los coeficientes ak y debe ser estudiado
caso por caso. Nótese que los valores R = 0 y R = +∞ son admisibles. En todo caso, la
convergencia es uniforme en cualquier subintervalo cerrado [t0−r , t0+r ] ⊂ (t0−R, t0+R),
pero no necesariamente uniforme en todo el intervalo abierto. ♦
nEste R se llama el radio de convergencia de la serie de potencias. Usando el criterio de
la raíz para series numéricas, se puede comprobar que 1/R = lim supk→∞ |ak |1/k . o
I Uno de los usos más frecuentes de la convergencia es el intercambio de límites o sumas
con integrales. Conviene recordar la definición de la integral de Riemann13 de una función
f : I → R.
Definición 1.39. Si f : [a,b] → R, una función acotada, definido sobre un intervalo
finito cerrado. Sea P una partición del intervalo [a,b]:
P = {t0, t1, . . . , tn} con a = t0 < t1 < · · · < tn−1 < tn = b .
En cada subintervalo [ti−1, ti], hay cotas finitas
mi(f ) := inf { f (t) : ti−1 6 t 6 ti }, Mi(f ) := sup{ f (t) : ti−1 6 t 6 ti }.
13La integral de Riemann compite con la llamada integral de Lebesgue, que tiene mejores propiedades
de intercambio con límites (no requiere convergencia uniforme de los integrandos). El estudio de la integral
de Lebesgue será abordado en el curso siguiente. Por ahora, basta notar que para un función continua cuyo
dominio es un intervalo acotado, las dos integrales coinciden.
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Las sumas de Riemann inferior y superior de f con respecto a la partición P son, respecti-
vamente:
S(f ,P) :=
n∑
i=1
mi(f ) (ti − ti−1), S(f ,P) :=
n∑
i=1
Mi(f ) (ti − ti−1).
Otra partición Q refina P si Q ⊇ P, es decir, si cada punto de P es también un punto
de Q. Es fácil chequear que
S(f ,P) 6 S(f ,Q) 6 S(f ,Q) 6 S(f ,P).
Dícese que f es integrable en el sentido de Riemann o bien R-integrable o simplemente inte-
grable, si para ε > 0 dado, existe una partición P(ε) tal que
Q ⊇ P(ε) =⇒ S(f ,Q) − S(f ,Q) < ε .
De ahí se comprueba que hay un número J ∈ R tal que supP S(f ,P) = J = infP S(f ,P),
donde el supremo y el ínfimo aborda todas las particiones P de [a,b]. Este número es la
integral de f sobre [a,b], escrito14
J =
∫ b
a
f (t)dt . ♦
Obsérvese que una función continua f : [a,b] → R es integrable.
Proposición 1.40. Una función continua f : [a,b] → R, cuyo dominio es un intervalo finito
acotado, es uniformemente continua y también integrable.
Demostración. Si f no fuera uniformemente continua, entonces existiría algún ε1 > 0 tal
que, para cada n ∈ N∗, habría sn, tn ∈ [a,b] con |sn − tn | < 1n pero | f (sn) − f (tn)| > ε1.
Por el Corolario (1.26) al teorema de Bolzano y Weierstrass, {sn} tendría una sub-
sucesión convergente: snk → u ∈ [a,b] cuando k → ∞. En vista de que |snk − tnk | < 1/nk
también se ve que tnk → u cuando k →∞.
Por hipótesis, f es continua en u, y por el Lema 1.14 se obtendría
lim
k→∞
f (snk ) = f (u) = lim
k→∞
f (tnk ), así que lim
k→∞
| f (snk ) − f (tnk )| = 0,
lo cual contradice | f (snk ) − f (tnk )| > ε1 para todo k. Por lo tanto, f es uniformemente
continua en [a,b].
14La integral de Riemann puede definirse de otra manera, y así se hace en muchos libros de texto. El
criterio de integrabilidad aquí expuesto se debe al propio Riemann y la definición de J sigue el enfoque
de Darboux. Sin embargo, se sabe que esta “integral de Darboux” existe si y solo si la integral usual de
Riemann existe y que sus valores coinciden. Véase, por ejemplo, la sección 5.4 del libro de Schröder.
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Sea dado ε > 0; existe N ∈ N∗ tal que
s, t ∈ [a,b] con |s − t | < 1
N
=⇒ | f (s) − f (t)| < ε
b − a .
Sea PN la partición en subintervalos iguales de longitud (b − a)/N :
PN = {t0, t1, . . . , tN } con tm := N −m
N
a +
m
N
b para m = 0, 1, . . . ,N .
Entonces
Q ⊇ PN =⇒ S(f ,Q) − S(f ,Q) 6 S(f ,PN ) − S(f ,PN )
6
N∑
i=1
(Mi(f ) −mi(f )) b − a
N
<
ε
b − a (b − a) = ε .
Esto demuestra que f es R-integrable sobre [a,b]. 
Proposición 1.41. Sea { fn : [a,b] → R : n ∈ N } una sucesión de funciones integrables
que converge uniformemente a una función f : [a,b] → R. Entonces f es también integrable
sobre [a,b] y se verifica ∫ b
a
f (t)dt = lim
n→∞
∫ b
a
fn(t)dt . (1.10)
Demostración. Sea dado ε > 0. Tómese n ∈ N tal que
n > N =⇒ | fn(t) − f (t)| < ε3(b − a) para todo t ∈ I .
Como fN es integrable sobre [a,b], hay una partición P de [a,b] tal que
S(fN ,P) − S(fN ,P) < ε3 .
Las desigualdades
fN (t) − ε3(b − a) 6 f (t) 6 fN (t) −
ε
3(b − a) , para t ∈ [a,b],
conllevan las estimaciones
S(fN ,P) − ε3 6 S(f ,P) 6 S(f ,P) 6 S(fN ,P) +
ε
3
.
En consecuencia,
S(f ,P) − S(f ,P) 6 S(fN ,P) − S(fN ,P) + ε3 +
ε
3
< ε .
Esto establece que f es integrable sobre [a,b].
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Además, si n > N , entonces∫ b
a
fn(t)dt −
∫ b
a
f (t)dt
 = ∫ b
a
(fn(t) − f (t))dt

6
∫ b
a
fn(t) − f (t)dt 6 ∫ b
a
ε
3(b − a) dt =
ε
3
< ε .
Como ε era arbitrario, esto verifica (1.10). 
Corolario 1.42. Si una serie de funciones
∑∞
k=0 fk(t) converge uniformemente sobre [a,b] a
una función s : [a,b] → R, y si cada fk es integrable sobre [a,b], entonces s es también integrable
sobre [a,b] y se verifica ∫ b
a
∞∑
k=0
fk(t)dt =
∞∑
k=0
∫ b
a
fk(t)dt . (1.11)
Demostración. Una suma finita sn(t) := f0(t)+ f1(t)+ · · ·+ fn(t) de funciones integrables es
integrable. El resultado sigue al aplicar la Proposición anterior a las sumas parciales sn. 
En particular, al la luz del Ejemplo 1.38, una serie de potencias puede ser integrado
término por término, dentro de su intervalo de convergencia. También es cierto que una
serie de potencias puede ser derivado término por término, no obstante que el análogo del
Corolario 1.42 es falso: si una serie de funciones diferenciables converge uniformemente
sobre [a,b], la derivada de la suma (si existe) no tienen que coincidir con la suma de las
derivadas. Lo que sucede, para series de potencias, es que las tres series
∞∑
k=1
kak(t − t0)k−1,
∞∑
k=0
ak(t − t0)k ,
∞∑
k=0
ak
k + 1
(t − t0)k+1
tienen el mismo radio de convergencia R. Si se aplica el Corolario 1.42 a la primera serie
dentro de un subintervalo cerrado [t0 − r , t0 + r ] de (t0 − R, t0 + R), entonces su integral
coincide con la segunda; y el teorema fundamental de cálculo permite concluir que la
derivada de la segunda coincide con la primera en (t0 − R, t0 + R).
1.5 Aproximación de funciones continuas por polinomios
Definición 1.43. Sea I ⊆ R un intervalo abierto. Una función f : I → R es diferenciable
en I si para cada t0 ∈ I , el límite siguiente existe:
f ′(t0) := lim
h→0
f (t0 + h) − f (t0)
h
. ♦
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Una función diferenciable es continua: dado ε > 0, tómese δ1 > 0 tal que
|h | < δ1 =⇒ t0 + h ∈ I , con
 f (t0 + h) − f (t0)h − f ′(t0) < 1.
En seguida, tómese δ := min
{
δ1,
ε
1 + | f ′(t0)|
}
, de modo que
|h | < δ =⇒ t0 + h ∈ I , con | f (t0 + h) − f (t0)| < |h |(1 + | f ′(t0)|) < ε .
Definición 1.44. Una función diferenciable f : I → R, definida en un intervalo abierto I ,
es continuamente diferenciable, o de clase C1 en I , si la derivada f ′ : I → R : t 7→ f ′(t) es
continua en I .
Si la función f ′ es a su vez diferenciable en I , dícese que f es dos veces diferenciable en I .
Si la segunda derivada f ′′(t) ≡ (f ′)′(t) es continua en I , la función f es de claseC2 en I .
Es usual escribir f (0)(t) ≡ f (t), f (1)(t) ≡ f ′(t), f (2)(t) ≡ f ′′(t). Recursivamente, si
f (k−1)(t) es diferenciable en I , se escribe f (k)(t) := (f (k−1))′(t); y si f (k) es continua, entonces
f es de claseCk en I .
Dícese que f es suave, o indefinidamente diferenciable, en I si f es de clase Ck para todo
k ∈ N∗. ♦
Definición 1.45. Cada función suave da lugar a una serie de Taylor centrado en t0, dada
por la fórmula
f (t) :=
∞∑
k=0
f (k)(t0)
k !
(t − t0)k . (1.12)
Si esta serie de potencias tiene radio de convergencia R > 0, entonces al tomar r con
0 < r < R tal que [t0 − r , t0 + r ] ⊂ I , la serie converge uniformemente a una función
continua f : [t0 + r , t0 − r ] → R, que además es suave en el intervalo abierto (t0 − r , t0 + r ).
Dícese que la función original f es analítica en I si para cada t0 ∈ I hay una intervalo
abierto (t0 − r0, t0 + r0) ⊆ I en donde la serie de Taylor converge a una suma f (t) y además
f (t) ≡ f (t) para |t − t0 | < r0. ♦
Ejemplo 1.46. Desafortunadamente, la suma de la serie f (t) no necesariamente coincide
con f (t) para t , t0. Considérese la función д : R→ R siguiente:
д(t) := e−1/t2 nt > 0o. (1.13)
En el intervalo (0,∞), д(t) ≡ e−1/t2 es suave. Sus primeras derivadas, para t > 0, son:
д′(t) = 2
t3
e−1/t
2
, д′′(t) = −6t
2 + 4
t6
e−1/t
2
, д′′′(t) = 24t
4 − 36t2 + 8
t9
e−1/t
2
.
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Es fácil comprobar por inducción que para cada k ∈ N, existe un polinomio pk de grado k
tal que, para k > 1:
д(k)(t) = pk−1(t2) t−3ke−1/t2 para t > 0.
También, en el intervalo (−∞, 0), la función д(t) ≡ 0 es trivialmente suave. Basta, en-
tonces, considerar su comportamiento en t0 = 0. Fíjese que д(0) = 0 por la fórmula (1.13).
Entonces
lim
h↓0
д(h)
h
= lim
h↓0
h−1e−1/h
2
= lim
x→∞xe
−x2 = 0
por la regla de l’Hôpital; mientras limh↑0 д(h)/h = 0 trivialmente. Entonces д es diferen-
ciable en 0, con д′(0) = 0. Además, limt↓0 д′(t) = 0 por la regla de l’Hôpital. Se concluye
que д′ es continua en 0 y que д es de clase C1 en R.
Es un ejercicio comprobar, por inducción sobre k, que limh↓0 д(k)(h)/h = 0 y que
limt↓0 д(k+1)(t) = 0, así que д es de clase Ck en R, con д(k) = 0 para todo k ∈ N.
Pero esto dice que la serie de Taylor (centrado en 0) es idénticamente nula: д(t) ≡ 0
para todo t ∈ R. Como д(t) , д(t) para t > 0, se ha obtenido una función suave que no es
analítica alrededor de 0. ♦
I Sea f : I → R una función (n + 1) veces diferenciable – y por ende de clase Cn – en
un intervalo abierto I ⊆ R. Si f no es suave, la serie de Taylor no está disponible; pero
en todo caso la suma parcial sn de (1.12) es un polinomio que sirve como una aproximación
para f en un intervalo centrado en t0 ∈ I . El error de esta aproximación está dado por el
teorema de Taylor, que sigue.
Teorema 1.47 (Taylor). Sea f : I → R una función (n + 1) veces diferenciable en un intervalo
abierto I ⊆ R; tómese t0 ∈ I . Entonces f es la suma de un polinomio de Taylor y un resto:
f (t) = P f ,n(t) + R f ,n(t) ≡
n∑
k=0
f (k)(t0)
k !
(t − t0)k + R f ,n(t),
en donde el resto R f ,n(t) tiene la forma:
R f ,n(t) = f
(n+1)(τ )
(n + 1)! (t − t0)
n+1
para algún τ tal que τ ∈ (t0, t) si t0 < t ; o bien τ ∈ (t , t0) si t < t0.
Demostración. Elíjase t ∈ I con t , t0, y sea u ∈ R el número definido por la ecuación
u
(n + 1)! (t − t0)
n+1 = f (t) −
n∑
k=0
f (k)(t0)
k !
(t − t0)k .
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Defínase una función auxiliar h : I → R por
h(s) := f (t) − f (s) −
n∑
k=1
f (k)(s)
k !
(t − s)k − u(n + 1)! (t − s)
n+1.
La hipótesis del teorema implica que h es diferenciable en I . La fórmula para la derivada
de h es
h′(s) = −f ′(s) −
n∑
k=1
f (k+1)(s)
k !
(t − s)k +
n∑
k=1
f (k)(s)
(k − 1)! (t − s)
k−1 +
u
n!
(t − s)n
= −
n∑
k=0
f (k+1)(s)
k !
(t − s)k +
n−1∑
m=0
f (m+1)(s)
m!
(t − s)m + u
n!
(t − s)n
= − f
(n+1)(s)
n!
(t − s)n + u
n!
(t − s)n .
(Se presenta un fenómeno “telescópico”: al cambiar el índice de la segunda sumatoria con
m := k − 1, los términos cancelan en pares, salvo dos términos que sobreviven.)
Es evidente que h(t) = 0 y la definición de u dice que h(t0) = 0. Por el teorema de
Rolle,15 hay un punto τ entre t0 y t tal que h′(τ ) = 0. Del despliegue anterior, se concluye
que u = f (n+1)(τ ). 
El uso del teorema de Rolle en la demostración anterior indica que la ubicación exacta
del punto τ no está disponible. Sin embargo, hay una fórmula alternativa de expresar el
residuo, mediante la forma integral del resto:
R f ,n(t) = 1
n!
∫ t
t0
(t − s)n f (n+1)(s)ds,
si f es de clase Cn+1 en I . Esta fórmula se verifica fácilmente mediante integración por
partes.
Ejemplo 1.48. La serie de Taylor, centrado en t0 = 0, de la función analítica sen t es
sen t =
∞∑
m=0
(−1)m
(2m + 1)! t
2m+1 = t − t
3
3!
+
t5
5!
− t
7
7!
+ · · ·
El resto Rsen,5(t) = Rsen,6(t) tiene la forma
Rsen,6(t) = − cosτ t
7
7!
, así que |Rsen,6(t)| 6 |t |
7
7!
.
15Se asume conocido la demostración del teorema de Rolle: si д(a) = д(b) = 0 y si д es diferenciable en (a,b),
entonces hay un punto c ∈ (a,b) tal que д′(c) = 0.
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Se ha usado la desigualdad | cosτ | 6 1 para eliminar τ y obtener una estimación del error.
En el intervalo [−pi ,pi ], por ejemplo, se obtiene
| sen t − Psen,6(t)| = |Rsen,6(t)| 6 pi
7
7!
<
3020.3
5040
< 0.6.
De modo similar, |Rsen,8(t)| 6 pi 9/9! < 0.083 para t ∈ [−pi ,pi ]. ♦
En resumen: si una función f posee suficientes derivadas de orden superior, puede ser
aproximado de manera uniforme por el polinomio en un intervalo finito y cerrado J ⊂ R:
‖ f − P f ,n‖J = sup
t∈J
| f (t) − P f ,n(t)| 6 Cn ,
con la esperanza de que Cn → 0 cuando n →∞.
I Las hipótesis de diferenciabilidad no son necesarias. En 1885, Weierstrass descubrió
que una función continua cualquiera admite aproximación uniforme por polinomios en un
subintervalo finito cerrado de su dominio. Su demostración estaba basada en la teoría
de funciones analíticas de variable compleja. En 1912, Sergei Bernstein descubrió una
demostración sencilla que exhibe un juego de polinomios explícitos que convergen uni-
formemente a la función dada.
El cambio de variable afín,
s := (1 − t)a + tb,
define una biyección continua entre los intervalos [0, 1] y [a,b]. El cambio de variable
inverso, t = (s − a)/(b − a), es también continuo. Dadas dos funciones д,q : [a,b] → R,
sean f ,p : [0.1] → R las funciones correspondientes, definidas por
f (t) := д((1 − t)a + tb), p(t) := q((1 − t)a + tb).
Es evidente que
‖ f − p‖[0,1] = sup
06t61
| f (t) − p(t)| = sup
a6s6b
|д(s) − q(s)| = ‖д − q‖[a,b] .
Luego, para aproximar д(s) por q(s) uniformemente sobre [a,b], es suficiente aproximar
f (t) por p(t) uniformemente sobre [0, 1]. En adelante, basta considerar aproximación
uniforme sobre el intervalo I = [0, 1].
Definición 1.49. Sea f : [0, 1] → R una función continua y sea n ∈ N. El n-ésimo
polinomio de Bernstein asociado con f es la función Bn(f ) : [0, 1] → R definida por
Bn(f ; t) ≡ Bn(f )(t) :=
n∑
k=0
f
(
k
n
) (
n
k
)
tk(1 − t)n−k (1.14)
para t ∈ R. Es evidente que Bn(f ) es un polinomio de grado 6 n. ♦
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Esta definición está inspirada por la distribución binomial en la teoría de probabilidad.
Considérese los pesos:
pin,k(t) :=
(
n
k
)
tk(1 − t)n−k para t ∈ [0, 1]. (1.15)
Fíjese que pin,k(t) > 0 para 0 6 t 6 1 (y de hecho pin,k(t) > 0 para 0 < t < 1). Además,
para n, t fijos, estas cantidades tienen suma 1:
n∑
k=0
pin,k(t) =
n∑
k=0
(
n
k
)
tk(1 − t)n−k = (t + 1 − t)n = 1.
Entonces la sumatoria (1.14) es un promedio ponderado de los valores de f en los nodos de
la partición P =
{
0, 1n ,
2
n , . . . ,
n−1
n , 1
}
de I = [0, 1]. En particular, está claro que
‖Bn(f )‖I 6 max{ | f (kn )| : k = 0, 1, . . . ,n } 6 sup{ | f (t)| : 0 6 t 6 1 } = ‖ f ‖I .
Ejemplo 1.50. Sean f0, f1, f2 : [0, 1] → R los polinomios de bajo grado,
f0(t) ≡ 1, f1(t) := t , f2(t) := t2.
Entonces
Bn(f0; t) ≡ 1, Bn(f1; t) = t , Bn(f2; t) = n − 1
n
t2 +
1
n
t .
En efecto: la igualdad Bn(f0; t) ≡ 1 es simplemente la suma ∑nk=0 pin,k(t) = 1 de nuevo.
Para la función f1, vale la pena observar que
k
n
(
n
k
)
=
(
n − 1
k − 1
)
para k > 1,
así que
Bn(f1; t) =
n∑
k=1
(
n − 1
k − 1
)
tk(1 − t)n−k =
n−1∑
r=0
(
n − 1
r
)
tr+1(1 − t)n−1−r = t Bn−1(f0; t) = t .
(Esto dice que la media de la distribución binomial (1.15) es igual a t .)
Del mismo modo, se puede notar que
k2
n2
(
n
k
)
=
k
n
(
n − 1
k − 1
)
=
n − 1
n
k − 1
n − 1
(
n − 1
k − 1
)
+
1
n
(
n − 1
k − 1
)
.
De ahí se concluye que
Bn(f2; t) = n − 1
n
t Bn−1(f1, t) + 1
n
t Bn−1(f0, t) = (n − 1)t
2 + t
n
.
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Una consecuencia notable de estas igualdades es la estimación
n∑
k=0
(
t − k
n
)2 (
n
k
)
tk(1 − t)n−k = t2 Bn(f0; t) − 2t Bn(f1; t) + Bn(f2; t)
= t2 − 2t2 + nt
2 + t − t2
n
=
t(1 − t)
n
6
1
4n
. (1.16)
nEntre otras cosas, este cálculo dice que la variancia de la distribución binomial (1.15) es
igual a t(1 − t)/n. o ♦
Proposición 1.51 (Bernstein). Sea f : I = [0, 1] → R una función continua. Para n ∈ N y
δ > 0 cualesquiera, la siguiente estimación es válida:
‖ f − Bn(f )‖I 6 ‖ f ‖I2nδ2 + sup{ | f (t) − f (s)| : |t − s | 6 δ }. (1.17)
En consecuencia, los polinomios Bn(f ) aproximan la función f uniformemente sobre I :
‖ f − Bn(f )‖I → 0 cuando n →∞.
Demostración. Para cada t ∈ [0, 1], los índices k de la suma (1.14) pueden agruparse en dos
partes, {0, 1, 2, . . . ,n − 1,n} = At unionmulti Bt , donde
At :=
{
k :
t − k
n
 > δ } y Bt := { k : t − k
n
 < δ }.
Entonces f (t) − f (kn ) 6
{
2 ‖ f ‖I si k ∈ At ,
sup|t−s |6δ | f (t) − f (s)| si k ∈ Bt .
La diferencia f (t) − Bn(f ; t) se reparte en dos sumatorias:
f (t) − Bn(f ; t) =
n∑
k=0
[
f (t) − f
(k
n
)] (n
k
)
tk(1 − t)n−k
=
∑
k∈At
[
f (t) − f
(k
n
)] (n
k
)
tk(1 − t)n−k +
∑
k∈Bt
[
f (t) − f
(k
n
)] (n
k
)
tk(1 − t)n−k .
La segunda sumatoria a la derecha obedece la estimación∑
k∈Bt
[
f (t) − f
(k
n
)] (n
k
)
tk(1 − t)n−k
 6 ∑
k∈Bt
f (t) − f (kn )(nk) tk(1 − t)n−k
6 sup
|t−s |6δ
| f (t) − f (s)|
∑
k∈Bt
(
n
k
)
tk(1 − t)n−k
6 sup
|t−s |6δ
| f (t) − f (s)|.
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Para k ∈ At se sabe que (t − k/n)2 > δ2, esto es, δ−2(t − k/n)2 > 1. Entonces la primera
sumatoria a la derecha satisface∑
k∈At
[
f (t) − f
(k
n
)] (n
k
)
tk(1 − t)n−k
 6 2‖ f ‖I ∑
k∈At
(
n
k
)
tk(1 − t)n−k
6
2‖ f ‖I
δ2
∑
k∈At
(
t − k
n
)2 (n
k
)
tk(1 − t)n−k
6
2‖ f ‖I
δ2
n∑
k=0
(
t − k
n
)2 (n
k
)
tk(1 − t)n−k 6 ‖ f ‖I
2nδ2
,
en vista de (1.16). Las dos términos mayorizantes son independientes de t ; por lo tanto,
la estimación (1.17) está demostrada.
La Proposición 1.40 muestra que la función continua f es uniformemente continua
sobre I . Sea dado ε > 0; entonces existe δ > 0 tal que
sup{ | f (t) − f (s)| : |t − s | 6 δ } < ε
2
.
Ahora tómese N ∈ N∗ tal que N > ‖ f ‖I/δ2ε. Entonces
n > N =⇒ ‖ f − Bn(f )‖I < ‖ f ‖I2nδ2 +
ε
2
<
ε
2
+
ε
2
= ε .
Entonces ‖ f − Bn(f )‖I → 0 cuando n →∞. 
Desafortunadamente, la convergencia de los polinomios de Bernstein, aunque uni-
forme, es bastante lenta. Por ejemplo, para la función cuadrática f2, la diferencia exacta
es
Bn(f2; t) − f2(t) = t(1 − t)
n
, así que 0 6 Bn(f2; t) − f2(t) 6 14n · .
(El máximo se alcanza en t = 12 .) Por eso, no es un método práctico para obtener aproxi-
maciones numéricas. Sin embargo, su importancia teórica es ineludible, porque no exige
propiedades de diferenciabilidad de la función f que se quiere aproximar.
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2 Espacios métricos y su topología
El análisis de funciones continuas de variables reales comprende dominios muchos más
generales que los intervalos de la recta R. En primer lugar, es posible considerar funciones
de varias variables reales, cuyos dominios son ciertas partes de Rn; en este curso, esto será
el caso de mayor interés. Sin embargo, es prudente manejar conjuntos aun más amplios,
tales como la familia de todas las sucesiones de Cauchy reales o la familia de todas las
funciones continuas sobre un intervalo dado. Tales conjuntos deben ser dotados de una
estructura común que permite abordar los conceptos de límites y convergencia.
Esa estructura fue introducida en 1906 por Maurice Fréchet en su tesis doctoral; poco
despuésHausdor dio el nombre de espacios métricos a los conjuntos estudiados por Fréchet.
El propio Hausdor introdujo un concepto rival, los sistemas de vecindarios (de puntos
en un conjunto dado); estos fueron simplificados por Kuratowski quien elaboró la idea de
un espacio topológico.1 Resulta que hay muchos espacios topológicos que no son métricos;
pero éstos dan un acceso más inmediato a los proceso de análisis y en este curso no se
abordan topologías más generales.
2.1 Conjuntos abiertos y cerrados
Definición 2.1. Unamétrica sobre un conjunto X es una función ρ : X ×X → [0,∞) que
cumple las tres propiedades siguientes:
(a) Simetría: ρ(x ,y) = ρ(y,x) para todo x ,y ∈ X .
(b) Desigualdad triangular: ρ(x , z) 6 ρ(x ,y) + ρ(y, z) para x ,y, z ∈ X .
(c) Positividad: ρ(x ,x) = 0 pero ρ(x ,y) > 0 para x , y en X .
La pareja (X , ρ) se llama un espacio métrico. ♦
Una función ρ : X ×X → [0,∞) que cumple (a) y (b) y ρ(x ,x) = 0 para x ∈ X se llama
una semimétrica (a veces, pseudométrica) sobre X . Dada una tal semimétrica, se define una
relación de equivalencia sobre X por
x ∼ y si y solo si ρ(x ,y) = 0.
Sobre el conjunto cociente X/∼ de clases de equivalencia, la fórmula
ρ˜
([x], [y]) := ρ(x ,y)
1Las obras originales son: Maurice René Fréchet, Sur quelques points du calcul fonctionnel, Rendiconti
del Circolo Matematico di Palermo 22 (1906), 1–74; Felix Hausdor, Grundzüge der Mengenlehre (primera
edición), Veit, Leipzig, 1914; Kazimierz Kuratowski, Sur l’opérationA de l’Analysis Situs, Fundamenta Math-
ematicae 3 (1922), 182–199.
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está bien definida; y es fácil verificar que ρ˜ : X/∼ × X/∼ → [0,∞) es una métrica. Esta la
métrica inducida por la semimétrica ρ.
Ejemplo 2.2. Si z,w ∈ C, la función
ρ(z,w) := |z −w |
es una métrica sobre C, en vista de la desigualdad triangular (1.1) para el valor absoluto.
En el plano complejo C ' R2, ρ(z,w) es la distancia entre los puntos z y w .
Como caso particular, ρ(s, t) := |s − t | es una métrica sobre R. ♦
Definición 2.3. En el espacio vectorial Rn, el producto escalar de un par de vectores
x = (x1, . . . ,xn) y y = (y1, . . . ,yn) es
x · y := x1y1 + · · · + xnyn .
La norma euclidiana del vector x ∈ Rn se define como
‖x ‖ := √x · x =
√
x21 + · · · + x2n .
Esta es la distancia euclidiana del origen 0 = (0, . . . , 0) al punto x . La distancia entre dos
puntos cualesquiera de Rn está dada por
ρ(x ,y) := ‖x −y‖. ♦
El producto escalar y la norma obedecen la desigualdad de Cauchy:
(x · y)2 6 ‖x ‖2 ‖y‖2,
que generaliza la desigualdad (ac + bd)2 6 (a2 + b2)(c2 + d2), obtenida de la relación
2abcd 6 a2d2 + b2c2 al notar que (ad − bc)2 > 0.
La desigualdad de Cauchy también puede escribirse en la forma
|x · y | 6 ‖x ‖ ‖y‖.
Entonces resulta que
‖x +y‖2 = (x +y) · (x +y) = ‖x ‖2 + 2x · y + ‖y‖2
6 ‖x ‖2 + 2‖x ‖ ‖y‖ + ‖y‖2 = (‖x ‖ +y‖)2,
lo cual implica la desigualdad triangular para normas:
‖x +y‖ 6 ‖x ‖ + ‖y‖. (2.1)
Al reemplazar x 7→ x − z, y 7→ z −y, se obtiene la desigualdad triangular para ρ:
‖x −y‖ 6 ‖x − z‖ + ‖z −y‖,
esto es,
ρ(x ,y) 6 ρ(x ,z) + ρ(z,y).
Se concluye que ρ es una métrica sobre Rn.
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Ejemplo 2.4. Defínase una función λ : Rn × Rn → [0,∞) por
λ(x ,y) := |x1 − y1 | + |x2 − y2 | + · · · + |xn − yn |.
Es evidente que λ(x ,y) = λ(y,x) y que λ(x ,y) = 0 si y solo si x = y. Además, para
x ,y,z ∈ Rn, se verifica la desigualdad triangular:
λ(x ,z) =
n∑
k=1
|xk − zk | 6
n∑
k=1
(|xk − yk | + |yk − zk |) = λ(x ,y) + λ(y,z).
Entonces λ es una métrica sobre Rn, que no coincide con la métrica euclidiana ρ de la
Definición 2.3. ♦
Definición 2.5. En un espacio métrico (X , ρ) cualquiera, la bola abierta de radio r > 0
centrado en el punto x ∈ X es el conjunto
B(x ; r ) := {y ∈ X : ρ(x ,y) < r }.
La bola cerrada de radio r > 0 centrado en x es el conjunto
B(x ; r ) := {y ∈ X : ρ(x ,y) 6 r }.
Es evidente que
B(x ; r ) ⊆ B(x ; r ) y B(x ; r ) ⊆ B(x ; s) cuando r < s .
Dícese que V ⊆ X es un vecindario del punto x si existe r > 0 tal que B(x ; r ) ⊆ V . O sea:
un vecindario de x es un conjunto que incluye una bola abierta centrado en x . ♦
Lema 2.6. Una bola abierta es un vecindario de cada uno de sus puntos.
Demostración. Sea y un punto de la bola abierta B(x ; r ). Se debe mostrar que hay un radio
δ > 0 tal que B(y;δ ) ⊆ B(x ; r ). Véase la Figura 2.1. Tómese
δ := r − ρ(x ,y).
Fíjese que δ > 0 porque y ∈ B(x ; r ) es sinónimo de ρ(x ,y) < r . Si z ∈ B(y;δ ), entonces
ρ(x , z) 6 ρ(x ,y) + ρ(y, z) < ρ(x ,y) + δ = r ,
así que z ∈ B(x , r ). Se ha comprobado que B(y;δ ) ⊆ B(x ; r ). 
Definición 2.7. Sea (X , ρ) un espacio métrico. Un conjunto A ⊆ X es un conjunto abierto
en X , o simplemente un abierto en X , si para cada x ∈ A existe un radio r > 0 tal que
B(x ; r ) ⊆ A. Dicho de otra manera: un abierto en X es un vecindario de cada uno de sus
puntos. ♦
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x
y
r
δ •
•
Figura 2.1: Una bola abierta es un conjunto abierto
Lema 2.8. Una parte A ⊆ X es abierta si y solo si A es una unión de bola abiertas.
Demostración. El Lema 2.6 dice que una bola abierta es un conjunto abierto en X , así que
el término “bola abierta” no es ambiguo.
Ahora se puede observar que una unión de conjuntos abiertos es también un conjunto
abierto. Concretamente, sea
A =
⋃
α∈J
Aα
donde cada Aα es un abierto en X . Entonces si x ∈ A, debe haber al menos un miembro
Aβ de la unión tal que x ∈ Aβ . Como Aβ es abierto, hay r > 0 tal que B(x ; r ) ⊆ Aβ ⊆ A.
Esto demuestra que la unión A es un abierto en X . 
Nótese que en la demostración anterior, el conjunto índice J no es necesariamente
finita ni numerable. En cambio, una intersección numerable de abierto no es necesari-
amente abierto. Por ejemplo, en R con la métrica usual ρ(s, t) := |s − t |, un intervalo
abierto (a,b) es una bola abierta, con centro 12 (a +b) y radio 12 (b −a); pero la intersección⋂∞
n=1(−1n , 1n ) = {0} es un solo punto, que no es un abierto en R.
Sin embargo, una intersección finita de abiertos es abierto: si x ∈ A1 ∩ · · · ∩ Am con
cada Ak abierto en X , entonces hay radios r1, . . . , rm > 0 tales que B(x ; rk) ⊆ Ak para
k = 1, . . . ,m. Tómese r := min{r1, . . . , rm}. Entonces B(x ; r ) ⊆ B(x ; rk) ⊆ Ak para cada k,
así que B(x , r ) ⊆ A1 ∩ · · · ∩Am.
Definición 2.9. Sea (X , ρ) un espacio métrico. Un conjunto C ⊆ X es un conjunto cerrado
en X , o simplemente un cerrado en X , si su complemento X \C es abierto. ♦
Lema 2.10. Una bola cerrada B(x ; r ) es un conjunto cerrado en X .
Demostración. El complemento de la bola cerrada B(x ; r ) es
X \ B(x ; r ) = {y ∈ X : ρ(x ,y) > r } =
⋃
y<B(x ;r )
B(y; ρ(x ,y) − r ).
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En otras palabras: si y < B(x ; r ), de modo que ρ(x ,y) > r , entonces la bola abierta centrada
en y con radio ρ(x ,y) − r no tiene intersección con B(x ; r ). En efecto, tómese z ∈ X tal
que ρ(y, z) < ρ(x ,y) − r ; la desigualdad triangular implica que
ρ(x , z) > ρ(x ,y) − ρ(z,y) > r .
En resumen: se ha expresado X \ B(x ; r ) como una unión de bolas abiertas. Del Lema 2.8
se concluye que X \ B(x ; r ) es abierto, e ipso facto B(x ; r ) es cerrado. 
Al aplicar las leyes de de Morgan a las propiedades de conjuntos abiertos, se deduce
que una intersección cualquiera de conjuntos cerrados es también cerrada, y que una unión
finita de cerrados es también cerrada.
Definición 2.11. La clausura de una parte cualquiera E ⊆ X es el conjunto cerrado más
pequeño que lo incluye:
E :=
⋂
{C cerrado en X : E ⊆ C }.
Fíjese que esta intersección es cerrada, que E ⊆ E y que todo cerrado C tal que E ⊆ C
incluye la intersección, es decir, E ⊆ C.
Al tomar complementos, el interior de E es el abierto más grande incluido en E:
E◦ :=
⋃
{A abierto en X : A ⊆ E }.
Fíjese que esta unión es abierta, que E◦ ⊆ E y que todo abierto A tal que A ⊆ E es parte de
la unión, es decir, A ⊆ E◦. ♦
Para que estas manejos de conjuntos tengan sentido, es importante recalcar que en un
espacio métrico cualquiera, el conjunto pleno X y el conjunto vacío ∅ son abiertos. El caso
de X está claro. Para el caso de ∅, debe notarse que la condición lógica
x ∈ A =⇒ B(x ; r ) ⊆ A para algún r > 0
es trivialmente satisfecha si no hay punto alguno x en A. Al tomar complementos, se ve
que ∅ y X son también cerrados en X . Entonces, en las definiciones de E y E◦, se puede
tomar C = X o bien A = ∅ para que la intersección y la unión pueden formarse.
Nótese también que el interior del complemento de E, (X \ E)◦, lo cual se llama el
exterior de E, tiene complemento E:
X \ (X \ E)◦ =
⋂
{C cerrado : X \C ⊆ X \ E } =
⋂
{C cerrado : E ⊆ C } = E.
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Definición 2.12. Sea (X , ρ) un espacio métrico y sea E ⊆ X . Un punto de adherencia de E
es un elemento x ∈ X tal que cada bola centrado en x tenga intersección con E; es decir
B(x ; r ) ∩ E , ∅ para todo r > 0.
Obsérvese que y ∈ X no es un punto de adherencia de E si X \ E incluye alguna bola
B(y; s). Esto significa que los puntos de no adherencia constituyen el exterior de E, así que
la totalidad de puntos de adherencia es precisamente la clausura E.
nLos puntos z ∈ E \ E, si los hubiera, a veces se llaman puntos de acumulación de E.
Para cada r > 0, la intersección B(x ; r ) ∩ E tiene al menos un punto y distinto de z. o ♦
Definición 2.13. Sea (X , ρ) un espaciométrico y sea E ⊆ X . La frontera de E es la totalidad
de puntos que no pertenecen al interior ni al exterior de E:
∂E := X \ (E◦ ∪ (X \ E)◦) = X \ (X \ E)◦ \ E◦ = E \ E◦.
Fíjese que x ∈ ∂E si y solo si B(x ; r ) ∩ E , ∅ y B(x ; r ) \ E , ∅ para todo r > 0. ♦
Nótese que ∂X = X \X ◦ = X \X = ∅, y de igual manera ∂∅ = ∅. En general, una parte
E ⊆ X tiene frontera vacía si y solo si E es cerrado y abierto a la vez.
Ejemplo 2.14. Sea X un conjunta cualquiera, y defínase una métrica σ sobre X por
σ (x ,y) := nx , yo =
{
0, si x = y,
1, si x , y.
Es fácil comprobar que esta σ cumple las propiedades (a), (b), (c) de la Definición 2.1. Esta
es la métrica discreta sobre X .
Obsérvese que las bolas para esta métrica se describen así:
Bσ (x ; r ) =
{
{x} si 0 < r 6 1,
X si r > 1;
Bσ (x ; r ) =
{
{x} si 0 < r < 1,
X si r > 1.
En particular, cada singulete {x} es abierto y cerrado a la vez. De hecho, cada E ⊆ X es
abierto (por ser una unión de singuletes) y cerrado (porque X \ E es abierto).
Nótese el fenómeno curioso de que la clausura de la bola abierta Bσ (x ; 1) no coincide
con la bola cerrada Bσ (x ; 1), si X posee al menos dos puntos distintos. ♦
Definición 2.15. Sea (X , ρ) un espacio métrico. Un conjunto E ⊆ X es denso en X si
E = X .
Si E ⊆ F ⊆ E, dícese que E es denso en F .
El espacio métrico (X , ρ) se llama separable si incluye una parte E = { xn : n ∈ N } que
es denso y numerable. ♦
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Lema 2.16. Q es denso en R, con respecto a la métrica usual.
Demostración. Si t ∈ R y r > 0, se debe mostrar que el intervalo B(t , r ) = (t − r , t + r )
contiene un número racional. Como R es arquimediano, hay un entero positivo n tal que
1/2r < n, y por ende 1/n < 2r .
Sin perder generalidad, se puede suponer que t + r > 0; en el caso contrario, bastaría
encontrar un número racional −q ∈ (−t − r ,−t + r ) para así obtener q ∈ (t − r , t + r ).
Hay m ∈ N∗ tal que n(t + r ) 6 m, o sea, t + r 6 m/n. Sea k ∈ N∗ el menor entero
positivo tal que t + r 6 k/n, de modo que (k − 1)/n < t + r . Ahora resulta que
k − 1
n
=
k
n
− 1
n
>
k
n
− 2r > (t + r ) − 2r = t − r ,
así que q := (k − 1)/n ∈ Q cumple q ∈ (t − r , t + r ). 
Corolario 2.17. Si I es un intervalo en R, entonces Q ∩ I es denso en I .
Se ha comprobado que tanto R como todos sus subintervalos son espacios métricos
separables.
Proposición 2.18. El un espacio métrico separable (X , ρ), cualquier abierto es una unión nu-
merable de bolas abiertas.
Demostración. Sea { xn : n ∈ N } una parte numerable y densa de X . Considérese la familia
numerable de bolas abiertas B := { B(xn; 1/m) : n ∈ N, m ∈ N∗ }.
Dada una bola abierta cualquiera B(y; r ) con y ∈ X , r > 0, tómesem tal que 1/m < r/2
y enseguida tómese n tal que xn ∈ B(y; 1/m). (La selección de xn es posible porque y
pertenece a la clausura X del conjunto denso { xn : n ∈ N }.)
Ahora ρ(xn,y) < 1/m, así que y ∈ B(xn; 1/m). Además, si z ∈ B(xn; 1/m), entonces
ρ(y, z) 6 ρ(y,xn) + ρ(xn, z) < 1
m
+
1
m
=
2
m
< r ,
así que z ∈ B(y; r ). Se ha comprobado que y ∈ B(xn; 1/m) ⊆ B(y; r ).
Por el Lema 2.6, la bola abierta B(y; r ) es una unión de bolas abiertas centradas en cada
uno de sus puntos. Entonces
B(y; r ) =
⋃
{ B(xn; 1/m) ∈ B : B(xn; 1/m) ⊆ B(y; r ) }.
Cualquier abierto A es una unión de tales bolas abiertas B(y; r ), por el Lema 2.8, así que
A =
⋃
{ B(xn; 1/m) ∈ B : B(xn; 1/m) ⊆ A }.
Esa unión es numerable, porque la familia B es numerable. 
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En particular, cualquier abierto de R es una unión numerable de intervalos abiertos.
Por otro lado, el espacio métrico discreto (R,σ ) no es separable, porque el abierto
R \ {t0} es una unión disjunta, no numerable, de bolas puntuales {t} = Bσ (t ; 1) con t , t0.
Definición 2.19. Si (X , ρ) y (Y ,σ ) son espacios métricos, una función f : X → Y es
continua en x0 ∈ X si, para cada ε > 0 dado, existe δ = δ (ε) > 0 tal que
x ∈ X con ρ(x ,x0) < δ =⇒ σ (f (x), f (x0)) < ε . (2.2)
Dícese que f es continua enX si f es continua en x0 para todo x0 ∈ X . ♦
Esta es una generalización directa de la Definición 1.11. El Lema 1.14 también admite
una generalización directa, que dice que f : X → Y es continua si y solo si f preserva la
convergencia de sucesiones. Dícese que una sucesión {xn} en X converge a z ∈ X , o bien
que limn→∞ xn = z, si para cada ε > 0 existe N = N (ε) ∈ N tal que
n > N =⇒ ρ(xn, z) < ε .
Lema 2.20. Si f : X → Y es una función entre dos espacios métricos (X , ρ) y (Y ,σ ), entonces
f es continua en z ∈ X si y solo si limn→∞ xn = z conlleva limn→∞ f (xn) = f (z). 
Otra manera importante de caracterizar la continuidad de una función entre espacios
métricos es la siguiente.
Proposición 2.21. Sea f : X → Y una función entre dos espacios métricos (X , ρ) y (Y ,σ ). Estas
condiciones son equivalentes:
(a) f es continua en X ;
(b) si B es un abierto en Y , entonces la preimagen f −1(B) es un abierto en X .
Demostración. Ad (a) =⇒ (b): Dado un abierto B ⊆ Y , sea x0 ∈ f −1(B), es decir, f (x0) ∈ B.
Por la Definición 2.7, hay un radio ε > 0 tal que Bσ (f (x0), ε) ⊆ B. Por la continuidad de f ,
existe δ > 0 tal que ρ(x ,x0) < δ =⇒ σ (f (x), f (x0)) < ε. Por lo tanto,
f
(
Bρ(x0,δ )
) ⊆ Bσ (f (x0), ε) ⊆ B,
así que Bρ(x0,δ ) ⊆ f −1(B). Se ha comprobado que f −1(B) es un vecindario de cualquiera
de sus puntos x0, lo cual significa que f −1(B) es un abierto en X .
Ad (b) =⇒ (a): Tómese x1 ∈ X y elíjase ε˜ > 0. Entonces la bola Bσ (f (x1), ε˜) es abierto
en Y , por el Lema 2.6, así que f −1
(
Bσ (f (x1), ε˜)
)
es un abierto en X , siendo x1 uno de sus
puntos. Por ende, existe δ˜ > 0 tal que
Bρ(x1, δ˜ ) ⊆ f −1
(
Bσ (f (x1), ε˜)
)
,
y por ende f
(
Bρ(x1, δ˜ )
) ⊆ Bσ (f (x1), ε˜). Esto dice que f es continua en x1. Como x1 ∈ X
es arbitrario, se concluye que f es continua en X . 
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Corolario 2.22. Una función f : X → Y entre dos espacios métricos (X , ρ) y (Y ,σ ) es continua
si y solo si cada parte cerrada D ⊆ Y tiene preimagen f −1(D) cerrada en X .
Demostración. Por el Lema 1.10(d), X \ f −1(D) = f −1(Y \ D); luego D es cerrado en Y si
y solo si Y \ D es abierto en Y , mientras f −1(D) es cerrado en X si y solo X \ f −1(D) es
abierto en X . 
2.2 Conjuntos compactos en espacios métricos
Entre todos los intervalos de R, los intervalos cerrados finitos poseen propiedades espe-
ciales, debido al teorema de Bolzano y Weierstrass: cada sucesión tiene una subsucesión
convergente (cuyo límite pertenece al intervalo), cada función continua real alcanza un
valor máximo y un valor mínimo en el intervalo, cada sucesión de Cauchy es convergente
en el intervalo. Estas son consecuencias de una propiedad llamada compacidad.
Hay dos maneras de generalizar esta propiedad a espacios métricos en general: se
puede enfocar las propiedades de sucesiones, o bien se puede considerar las propiedades
de cubrimientos por conjuntos abiertos. nLa segunda versión es más general, pues es
aplicable a espacios topológicos que no admiten una métrica. Para espacios métricos, los
dos enfoques son equivalentes. o
Lema 2.23. Sea (X , ρ) un espacio métrico. Estas condiciones son equivalentes:
(a) Cualquier sucesión en X posee al menos un punto adherente.
(b) Cualquier sucesión en X tiene una subsucesión convergente.
Demostración. Ad (a) =⇒ (b): Si {xn} es una sucesión en X , sea z un punto adherente del
conjunto { xn : n ∈ N }. La bola abierta B(z; 1) contiene una entrada xn1 de la sucesión. Al
tomar
ε2 := min{ 12 , ρ(z,x1), ρ(z,x2), . . . , ρ(z,xn1)},
la bola B(z; ε2) contiene una entrada xn2 , donde n2 > n1 necesariamente.
Por inducción se puede elegir, para cada k ∈ N∗, una entrada xnk tal que xnk ∈ B(z; εk),
donde
εk := min{1/k, ρ(z,x1), ρ(z,x2), . . . , ρ(z,xnk−1)},
lo cual garantiza que nk > nk−1. Entonces {xnk } es una subsucesión de {xn}, tal que
ρ(z,xnk ) < 1/k para todo k ∈ N∗. Es evidente que xnk → z en X cuando k →∞.
Ad (b) =⇒ (a): Sea {xn} es una sucesión en X y sea {xnk } una subsucesión conver-
gente, con y = limk→∞ xnk ∈ X . Si r > 0, existe K ∈ N tal que k > K implica ρ(xnk ,y) < r .
En particular, xnK ∈ B(y; r ). Luegoy es un punto adherente del conjunto { xn : n ∈ N }. 
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Definición 2.24. Una colección de partes abiertas U = {Uα : α ∈ J } de un espacio
métrico (X , ρ) tales que ⋃α∈J Uα = X se llama un cubrimiento abierto2 de X . ♦
Proposición 2.25 (Lebesgue). Sea (X , ρ) un espacio métrico en donde cada sucesión posee una
subsucesión convergente. Sea U = {Uα } un cubrimiento abierto de X . Entonces existe ε > 0 tal
que, para cada x ∈ X , hay algún U ∈ U con B(x ; ε) ⊆ U .
Demostración. En efecto, si así no fuera, para cada n ∈ N∗ habría un elemento xn ∈ X tal
que la bola B(xn; 1/n) no esté incluido en U alguna. Por hipótesis, entonces, habría una
subsucesión convergente xnk → z ∈ X . Este punto z debe estar en algún U ∈ U; y de
hecho, por ser U abierto, debe haber ε > 0 con B(z; ε) ⊆ U . Ahora tómese K ∈ N tal que
k > K =⇒ 1
nk
<
ε
2
y ρ(xnk , z) <
ε
2
.
Entonces, para cada y ∈ B(xnk , 1/nk) valdría
ρ(y, z) 6 ρ(y,xnk ) + ρ(xnk , z) <
1
nk
+
1
nk
<
ε
2
+
ε
2
= ε,
y por ende B(xnk , 1/nk) ⊆ B(z, ε) ⊆ U , contrario a la propiedad asumida de {xn}. 
Teorema 2.26. Sea (X , ρ) un espacio métrico. La siguientes condiciones son equivalentes:
(a) Cada cubrimiento abierto U = {Uα } de X posee un subcubrimiento finito {Uα1, . . . ,Uαm }.
(b) Si { Fα : α ∈ J } es una familia de cerrados en X tales que⋂α∈J Fα = ∅, hay una subfamilia
finita {Fα1, . . . , Fαm } tal que Fα1 ∩ · · · ∩ Fαm = ∅.
(c) Cualquier sucesión en X tiene una subsucesión convergente.
Demostración. Ad (a) =⇒ (b): Sea dada una familia de cerrados { Fα : α ∈ J } tal que⋂
α∈J Fα = ∅. Al colocar Uα := X \ Fα , se obtiene un cubrimiento abierto {Uα } de X ,
porque
⋃
α∈J Uα = X \
⋂
α∈J Fα = X . Por hipótesis, {Uα } tiene un subcubrimiento finito
{Uα1, . . . ,Uαm }. De Uα1 ∪ · · · ∪Uαm = X se concluye que Fα1 ∩ · · · ∩ Fαm = ∅.
Ad (b) =⇒ (c): Sea {xn}n∈N una sucesión en X , y para cada n ∈ N considérese la
cola Cn := { xk : k > n } y sea Fn := Cn su clausura. Para cada colección finita de índices
{k1, . . . ,km}, sea k := max{k1, . . . ,kr }; entonces Ck1 ∩ · · · ∩ Ckm ⊇ Ck y en consecuencia
Fk1 ∩ · · · ∩ Fkm ⊇ Ck ; en particular, se ve que Fk1 ∩ · · · ∩ Fkm , ∅. La hipótesis entonces
implica que hay al menos un elemento z en
⋂
n∈N Fn.
Si r > 0, entonces z ∈ Fn = Cn conlleva B(z; r ) ∩Cn , ∅, para todo n ∈ N. Luego z es
un punto adherente del conjunto { xn : n ∈ N }. La conclusión sigue por el Lema 2.23.
2Algunos autores escriben recubrimiento abierto; pero no se trata de cubrir el mismo espacio dos veces.
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Ad (c) =⇒ (a): Sea U = {Uα }α∈J un cubrimiento abierto de X .
Por la Proposición 2.25, existe ε > 0 tal que toda bola abierta B(x ; ε) esté incluido en
algún U ∈ U. nObviamente, el U depende de x y puede haber varios U que incluyen la
bola B(x ; ε). o
Tómese x1 ∈ X cualquiera. Si B(x1, ε) , X , tómese x2 ∈ X \ B(x1, ε). En seguida, si
B(x1, ε) ∪ B(x2, ε) , X , se puede tomar x3 ∈ X \
(
B(x1, ε) ∪ B(x2, ε)
)
; etcétera. Este proceso
debe terminar en un número finito de pasos, porque de lo contrario se habrá construido
una sucesión {xn} con ρ(xm,xn) > ε para todom , n; pero una tal sucesión no puede tener
una subsucesión convergente.
Entonces hay puntos x1, . . . ,xm ∈ X tales que X = B(x1, ε) ∪ · · · ∪ B(xm, ε), para algún
m ∈ N. Ahora bien, para cada k hay un abierto Uαk ∈ U tal que B(xk ; ε) ⊆ Uαk ; y se
concluye que X = Uα1 ∪ · · · ∪Uαm . 
Definición 2.27. Un espacio métrico (X , ρ) es compacto si cada cubrimiento abierto
posee un subcubrimiento finito.
Alternativamente, un espacio métrico es compacto si cumple cualquiera de las tres
condiciones equivalentes del Teorema 2.26. En particular, un espaciométrico es compacto
si y solo si cualquier sucesión posee una subsucesión convergente.
La propiedad (b) del Teorema 2.26 puede enunciarse de manera contrapositiva, así: si
{ Fα : α ∈ J } es una familia de cerrados en X tales que Fα1 ∩ · · · ∩ Fαm , ∅ para toda subfamilia
finita {Fα1, . . . , Fαm }, entonces que
⋂
α∈J Fα , ∅. Esta se llama la propiedad de intersección
finita de (X , ρ). ♦
Definición 2.28. Si (X , ρ) es un espacio métrico y si E ⊆ X , la restricción ρ |E de la
función ρ a E × E define una métrica sobre E. Con esta métrica inducida, se considera
(E, ρ |E) como un subespacio métrico de (X , ρ).
Fíjese que una bola abierta en (E, ρ |E) es de la forma Bρ |E (z; r ) = E ∩ Bρ(z; r ), la inter-
sección de E con una bola abierta de X . Al tomar uniones de bolas, se deduce que una
abierto de E es de la forma U = E ∩V donde V es un abierto de X .
Una parte E ⊆ X es una parte compacta de X si (E, ρ |E) es compacto con la métrica
inducida. Esto es: si V = {Vα }α∈J es una familia de abiertos en X tales que E ⊆ ⋃α∈J Vα ,
entonces hay una subfamilia finita {Vα1, . . . ,Vαm } tal que E ⊆ Vα1 ∪ · · · ∪Vαm . ♦
El Corolario 1.26 (al teorema de Bolzano y Weierstrass) dice que cualquier intervalo
cerrado finito [c,d] de R es compacto en R.
Lema 2.29. (a) Una parte compacta K de un espacio métrico (X , ρ) es cerrada en X .
(b) Una parte cerrada de un espacio métrico compacto es también compacta.
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Demostración. Ad (a): Basta mostrar que el complemento X \K es abierto en X . Si z < K ,
considérese la familia de abiertos Vn := X \ B(z; 1/n), para todo n ∈ N∗. Su unión es⋃∞
n=1Vn = X \ {z}. Como K ⊆ X \ {z}, esta familia cubre K .
Como K es compacto, hay índices n1 < n2 < · · · < nR tales que
K ⊆
R⋃
k=1
Vnk = VnR = X \ B(z; 1/nR).
Dicho de otra manera, para cada z ∈ X \ K hay una bola abierta B(z; 1/nR) tal que
z ∈ B(z; 1/nR) ⊆ B(z; 1/nR) ⊆ X \ K .
Luego X \ K es un vecindario de cada uno de sus puntos, o sea, X \ K es abierto en X .
Ad (b): Si C es una parte cerrada de un espacio métrico compacto (K , ρ), sea V =
{Vβ }β∈K una familia de abiertos enK que cubrenC. EntoncesV∪{K \C} es un cubrimiento
abierto de K .
Hay índices β1, . . . , βm tales que K = (K \C)∪Vβ1∪· · ·∪Vβm . LuegoC ⊆ Vβ1∪· · ·∪Vβm .
Por ende, C es una parte compacta de K . 
I En el caso particular del espacio métrico Rn (con la métrica euclidiana), hay un criterio
de compacidad usualmente atribuido a Heine y Borel.3 Dícese que una parte A de un
espaciométrico (X , ρ) es acotada si hay un punto z ∈ A y un radio R > 0 tal queA ⊆ B(z;R).
En el caso X = Rn, se puede encajar la bola cerrada B(z;R) en un rectángulo cerrado:
n∏
i=1
[zi − R, zi + R] (producto cartesiano de n intervalos),
y este rectángulo a su vez puede encajarse en una bola cerrada de mayor radio. Por lo
tanto, una parte de Rn es acotada si hay un rectángulo cerrado que lo incluye.
Teorema 2.30 (Heine y Borel). Una parte K ⊂ Rn es compacta si y solo si K es acotada y
cerrada en Rn .
Demostración. Ad (⇒): Sea K un conjunto compacto de Rn. El Lema 2.29(a) muestra que
K es cerrado.
3Eduard Heine mostró en 1872 que una función continua f : [a,b] → R es uniformemente continua
(véase la demostración de la Proposición 1.40). Émile Borel mostró en 1895 que un cubrimiento abierto
numerable del intervalo cerrado y acotado [a,b] ⊂ R tiene un subcubrimiento finito, siguiendo el método
de Heine. (Henri Lebesgue observó en 1898 que no hace falta que el cubrimiento original sea numerable.)
Una vez establecida la compacidad para intervalos en R, es fácil generalizarlo a rectángulos cerrados en Rn .
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Si z ∈ K es un punto cualquiera,4 las bolas abiertas { B(z;m) : m ∈ N∗ } cubren K
porque
⋃
m B(z;m) = Rn. Luego hay índicesm1 < m2 < · · · < mR tales que
K ⊆
R⋃
k=1
B(z;mk) = B(z;mR).
Esto dice que K es acotado en Rn.
Ad (⇐): Sea K un conjunto acotado y cerrado en Rn. Sea L un rectángulo cerrado
que incluye K , así que K es una parte cerrada de L. Por el Lema 2.29(b), basta mostrar que
L es compacto.
Sea U = {Uα } un cubrimiento abierto de un rectángulo cerrado L = ∏ni=1[ai ,bi]. Al
bisecar cada intervalo de este producto cartesiano:
[ai ,bi] = [ai , 12 (ai + b1)] ∪ [12 (ai + b1),bi],
se puede subdividir L es 2n rectángulos cuyos interiores son disjuntos.
Si L no fuera compacto, ninguna unión finita Uα1 ∪ · · · ∪Uαm cubre L. Luego hay al
menos uno de los rectángulos de la subdivisión, que se puede llamar L1, que tampoco está
cubierta por una unión finita de miembros de U. Al bisecar los lados de L1, se obtiene
2n subintervalos de L1, al menos uno de los cuales – designado por L2 – no está cubierta
por una unión finita de miembros de U. Al continuar con este proceso de bisección, se
obtiene una cadena encajada de subrectángulos,
L ⊃ L1 ⊃ L2 ⊃ · · · ⊃ Lk ⊃ · · ·
en donde ningún Lk está cubierta por una unión finita de miembros de U.
Las coordenadas i-ésimas de estos rectángulos forman una cadena de subintervalos
cerrados finitos de R,
[ai ,bi] ≡ [ai0,bi0] ⊃ [ai1,bi1] ⊃ · · · ⊃ [aik ,bik] ⊃ · · ·
con {aik}k∈N creciente, {bik}k∈N decreciente, y bik − aik = (bi − ai)/2k . Al igual que en la
demostración del Teorema 1.25, hay un número zi ∈ [ai ,bi] tal que ⋂∞k=0[aik ,bik] = {zi}.
El vector z = (z1, . . . , zn) ∈ L entonces satisface
∞⋂
k=0
Lk = {z}.
4El caso trivialK = ∅ es compacto (siU es cualquier miembro de un cubrimientoU, vale ∅ ⊂ U ), cerrado
por definición, y acotado porque ∅ es parte de cualquier bola.
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Como z ∈ L, hay al menos un miembro Uβ ∈ U tal que z ∈ Uβ . Por ser Uβ abierto, hay un
radio ε > 0 tal que B(z; ε) ⊆ Uβ . Tómese k ∈ N tal que
√
n
2k
max
i6i6n
(bi − ai) < ε .
Entonces el rectángulo Lk , que contiene z, cabe dentro de la bola B(z; ε). Pero esto implica
que Lk ⊂ Uβ , contrario a la hipótesis sobre Lk .
Se concluye que hay una unión finita de los Uα que cubren L, después de todo. Esto
muestra que L es compacto. 
En la demostración del teorema de Heine y Borel, se ha empleado el mismo proceso
de bisección repetida que sirvió para el teorema de Bolzano y Weierstrass. De hecho,
estos teorema son equivalentes, a la luz del Teorema 2.26. Una manera alternativa de
mostrar la segunda parte del Teorema 2.30 es adaptar el Teorema 1.25 directamente para
mostrar que cualquier sucesión en un rectángulo cerrado acotado L posee una subsucesión
convergente.
I La propiedad de compacidad en espacios métricos se conserva bajo la aplicación de
funciones continuas. Dicho de otra manera, un aspecto importante de la continuidad de
una función es su preservación de conjuntos compactos.
Proposición 2.31. Sea (X , ρ) y (Y ,σ ) dos espacios métricos y sea f : X → Y una función
continua. Si K ⊆ X es compacto, su imagen f (K) ⊆ Y es también compacta.
Demostración. Denótese L = f (K). Si {yn} es una sucesión en L, hay puntos xn ∈ K tales
que f (xn) = yn, para todo n. Entonces {xn} es una sucesión en K ; como K es compacto,
esta sucesión posee una subsucesión convergente {xnk }, con xnk → x ∈ K cuando k →∞.
La continuidad de f implica que f (xnk ) → f (x) en Y . Ahora f (x) ∈ f (K) = L, y
f (xnk ) = ynk ∈ L. Se ha comprobado que la sucesión {yn} tiene una subsucesión conver-
gente {ynk } con límite f (x) en L; lo cual dice que L es compacto. 
Corolario 2.32. Si K es una parte compacta de un espacio métrico (X , ρ) y si f : K → R es una
función continua, entonces hay puntos y, z ∈ K en donde f alcanza un mínimo absoluto (en y) y
un máximo absoluto (en z); esto es, f (y) 6 f (x) 6 f (z) para todo x ∈ K .
Demostración. La imagen f (K) es compacto en R. Por el Teorema 2.30, f (K) es acotado
y cerrado en R. Por ser acotado, hay a,b ∈ R tales que a = inf f (K) y b = sup f (K). En
particular, a 6 f (x) 6 b para todo x ∈ K .
Por la definición del supremo, hay puntos xn ∈ K tales que 0 6 b − f (xn) 6 1/n, para
todo n ∈ N∗. Esto dice que b es un punto de adherencia del conjunto imagen f (K). Como
f (K) es cerrado en R, se obtiene b ∈ f (K). Por lo tanto, existe z ∈ K con f (z) = b. De
igual manera, a es un punto de adherencia de f (K), así que hay y ∈ K tal que f (y) = a. 
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2.3 Espacios métricos completos
En un espacio métrico (X , ρ), la métrica define una topología: esta es un juego de partes
de X – que se llaman “conjuntos abiertos” – que contiene las partes triviales ∅ y X y las
uniones arbitrarias y las intersecciones finitas de sus miembros. Hay topologías que no
provienen demétrica alguna; en un tal “espacio topológico” el concepto de parte compacta
tiene perfecto sentido (cada cubrimiento por abiertos incluye un subcubrimiento finito).
Por lo tanto, el concepto de compacidad no está limitado a los espacios métricos.
En cambio, el concepto de completitud, introducido a continuación, es intrínseco a la
estructura métrica de (X , ρ).
Definición 2.33. Una sucesión {xn} en un espacio métrico (X , ρ) es una sucesión de
Cauchy si, para cada ε > 0 dado, existe M = M(ε) ∈ N tal que
m,n > M =⇒ ρ(xm − xn) < ε .
Cualquier sucesión convergente es de Cauchy, por el argumento de la Proposición 1.29.
Dícese que (X , ρ) es un espacio métrico completo si cada sucesión de Cauchy en X
converge a un límite en X . ♦
Ejemplo 2.34. La recta realR, con lamétrica “usual” dado por ρ(s, t) := |s−t |, es completa,
por la Proposición 1.29. La demostración de esa proposición también es aplicable al plano
complejo C con la métrica ρ(z,w) := |z −w |.
El espacio vectorial Rn, con la métrica euclidiana ρ(x ,y) := ‖x −y‖, es completo, por
la siguiente razón. Sea {xm} una sucesión de Cauchy en Rn; con xm = (xm1,xm2, . . . ,xmn).
Para cada i = 1, 2, . . . ,n, la sucesión {xmi}m∈N es una sucesión de Cauchy en R. En
efecto, sea dado ε > 0; existe M = M(ε) ∈ N tal que k,m > M =⇒ ‖xk − xm‖ < ε.
Entonces
|xki − xmi | 6 ‖xk − xm‖ < ε para todo k,m > M .
Luego hay zi ∈ R tal que xmi → zi cuando m → ∞. En detalle: hay Ni = Ni(ε/√n) ∈ N
tal que m > Ni =⇒ |xmi − zi | < ε/√n. Sea z := (z1, z2, . . . , zn) ∈ Rn y sea N :=
max{N1,N2, . . . ,Nn). Entonces
m > N =⇒ ‖xm − z‖2 =
n∑
i=1
|xmi − zi |2 <
n∑
i=1
ε2
n
= ε2 =⇒ ‖xm − z‖ < ε .
Esto dice que xm → z en Rn cuandom →∞. ♦
Todas las pruebas de completitud siguen el modelo del ejemplo anterior: dada una
sucesión deCauchy, primero se identifica un candidato para el límite, y luego se comprueba
la convergencia a ese límite.
52
MA–505: Análisis I 2.3. Espacios métricos completos
Ejemplo 2.35. Sea C el conjunto de todas las sucesiones de Cauchy en R y N la totalidad
de sucesiones nulas, introducidas en la Definición 1.30. En el conjunto cociente R = C/N
se ha introducido una función ρ] : R × R→ [0,∞) por la fórmula (1.7):
ρ](a,b) := lim
n→∞ |an − bn |,
donde a = [{an}], b = [{bn}]. Esta función es obviamente simétrica y no negativa. Si
ρ](a,b) = 0, la sucesión {an −bn} pertenece a N, así que a −b = 0 en R. En otras palabras,
ρ](a,b) = 0 si y solo si a = b: la función ρ] es positiva. Además, el Lema 1.31 muestra que
ρ] cumple la desigualdad triangular. En fin: ρ] es una métrica sobre R.
Ahora la Proposición 1.32 dice, ni más ni menos, que (R, ρ]) es un espacio métrico
completo. En su demostración, a partir de una sucesión de Cauchy {a(n)} en R, se fabricó
un elemento especial ` ∈ R, y en seguida se demostró la convergencia a(n) → `. ♦
Lema 2.36. (a) Una parte completa C de un espacio métrico (X , ρ) es cerrada en X .
(b) Una parte cerrada de un espacio métrico completo es también completa.
Demostración. Ad (a): Si x ∈ C, entonces hay una sucesión {xn} ⊂ C tal que xn → x en X .
Entonces {xn} es también una sucesión de Cauchy en C así que hay y ∈ C tal que xn → y.
Luego x = y, así que x ∈ C. En fin, C = C, lo cual dice que C es cerrado.
Ad (b): Si C es una parte cerrada de un espacio métrico completo (X , ρ), cualquier
sucesión de Cauchy en C tiene un límite en X . Este límite es necesariamente un punto
adherente de C, luego pertenece a C por ser C cerrado. 
El enunciado del lema anterior es muy parecido al del Lema 2.29 (aunque las demostra-
ciones son diferentes). Esto no es una casualidad, por la siguiente razón.
Lema 2.37. Un espacio métrico compacto es completo.
Demostración. Sea {xn} una sucesión de Cauchy en un espacio métrico compacto (C, ρ).
Entonces {xn} tiene una sucesión convergente {xnk }: existe z ∈ C tal que xnk → z cuando
k →∞.
Sea dado ε > 0. Entonces hay M ∈ N tal que m,n > M =⇒ ρ(xm,xn) < ε/2. Existe
K ∈ N tal que nK > M y k > K =⇒ ρ(xnk , z) < ε/2. Entonces
m > M =⇒ ρ(xm, z) 6 ρ(xm,xnK ) + ρ(xnK , z) < ε .
Luego {xn} converge a z en C. Esto muestra que C es completo. 
El inverso de este lema es obviamente falso: R es completo pero no es compacto.
Hay una propiedad de espacios métricos que en cierta medida es complementaria a
completitud y que marca la diferencia entre conjuntos compactos y conjuntos meramente
completos.
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Definición 2.38. Un espacio métrico (X , ρ) es totalmente acotado (o precompacto)5 si para
ε > 0 dado, existe un juego finito de puntos {x1, . . . ,xm} ⊆ X tal que X = ⋃mj=1 B(xj ; ε).
En otras palabras,X es totalmente acotado siX tiene un cubrimiento finito por bolas de
radio ε, cualquiera que sea ε > 0. Obviamente, el númerom de centros depende de ε. ♦
Ejemplo 2.39. Un espacio métrico (X , ρ) se dice acotado si hay z ∈ X y r > 0 tales que
ρ(x , z) < r para todo x ∈ X ; esto es, hay una sola bola B(x ; r ) que cubre todo X .
Considérese el espacio métrico (N,σ ) con la métrica discreta, σ (m,n) = nm = no.
Entonces N = B(n; r ) para cualquier n ∈ N y cualquier r > 1. Luego (N,σ ) es acotado.
Sin embargo, este espacio métrico no es totalmente acotado: si 0 < ε 6 1, ninguna unión
finita
⋃
B(ni ; ε) cubre todo N.
En vista del lema que sigue, entonces, (N,σ ) es un ejemplo de un espacio métrico
cerrado y acotado pero no compacto: el teorema de Heine y Borel se refiere a partes
compactas de Rn con la métrica usual. ♦
Lema 2.40. Un espacio métrico compacto es totalmente acotado.
Demostración. Se demostrará la contrapositiva. Sea (X , ρ) un espaciométrico no totalmente
acotado. Entonces hay algún ε1 > 0 tal que ninguna unión finita de bolas de radio ε1
cubre X .
Tómese x0 ∈ X arbitrariamente; tómese x1 ∈ X \ B(x0; ε1). Por inducción sobre n, se
puede tomar xn+1 ∈ X \
(⋃n
j=0 B(xj ; ε1)
)
. De esta manera, se construye una sucesión {xn}
en X tal que ρ(xm,xn) > ε1 para todom , n en N.
Esta sucesión no es de Cauchy; y cualquier subsucesión tampoco es de Cauchy. En-
tonces {xn} es una sucesión en X que no posee una subsucesión convergente; luego (X , ρ)
no es compacto. 
Lema 2.41. Un espacio métrico es totalmente acotado si y solo si cada sucesión tiene una sub-
sucesión de Cauchy.
Demostración. Sea {xn}n∈N una sucesión en un espacio métrico totalmente acotado (X , ρ).
Supóngase, sin perder generalidad, que { xn : n ∈ N } es un conjunto infinito (de lo con-
trario, {xn} tiene una subsucesión constante, la cual es trivialmente de Cauchy). Escríbase
xn0 ≡ xn.
Como X es una unión finita de bolas de radio 1, hay al menos una bola B(y1; 1) que
contiene infinitos elementos de { xn : n ∈ N }; sea {xn1}n∈N la subsucesión de {xn0} con
cada xn1 ∈ B(y1; 1).
Como X es una unión finita de bolas de radio 12 , hay al menos una bola B(y2; 12 ) que
contiene infinitos elementos de { xn1 : n ∈ N }; sea {xn2}n∈N la subsucesión de {xn1} (y de
rebote, de {xn0}) con cada xn2 ∈ B(y2; 12 ).
5El término precompacto es el que usa Bourbaki: véase el libro de Dieudonné, entre otros.
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Continuando así por inducción sobre k, la sucesión {xnk}n∈N, que queda en alguna
bola B(yk , 1/k), tiene una subsucesión {xn,k+1}n∈N con infinitas entradas en alguna bola
B(yk+1, 1/(k + 1)).
Ahora considérese la “subsucesión diagonal” {xkk}k∈N de la sucesión original {xn}.
Dada ε > 0, tómese K > 1/ε; entonces
m > k > K =⇒ ρ(xmm,xkk) < 1
k
6
1
K
< ε .
Esto dice que {xkk} es una subsucesión de Cauchy de {xn}. 
El siguiente resultado es un análogo del teorema de Heine y Borel para los espacios
métricos en general.
Proposición 2.42. Un espacio métrico es compacto si y solo si es completo y totalmente acotado.
Demostración. Si (X , ρ) es compacto, entonces es completo por el Lema 2.37 y es totalmente
acotado por el Lema 2.40.
Inversamente, si (X , ρ) es completo y totalmente acotado, sea {xn} una sucesión cual-
quiera en X . Esta sucesión posee una sucesión de Cauchy por el Lema 2.41, la cual con-
verge pues (X , ρ) es completo. Entonces (X , ρ) es compacto, por el Teorema 2.26. 
I Los espacios métricos completos son de gran utilidad en el análisis matemático. Pero
muchos espacios encontrados en la práctica son incompletos. Resulta que hay un proce-
dimiento “canónico” para completar un espacio métrico dado, encajándolo en un espacio
métrico como subespacio denso. (Se trata, como en el caso de R, de agregar los límites
que pueden faltar a todas las sucesiones de Cauchy.)
Definición 2.43. Sean (X , ρ) y (Y ,σ ) dos espacios métricos. Una isometría i : X → Y es
una aplicación (si una existe) que conserva la métrica:
σ (i(x), i(x′)) = ρ(x ,x′) para todo x ,x′ ∈ X .
Una isometría es inyectiva: porque si i(x) = i(x′), entonces ρ(x ,x′) = σ (i(x), i(x′)) = 0,
por lo cual x = x′ en X . Fíjese que una isometría es también continua – con δ = ε en (2.2).
Si existe una isometría biyectiva i : X → Y , entonces la aplicación inversa j : Y → X
cumple ρ(j(y), j(y′)) = σ (y,y′) para y,y′ ∈ Y , así que j es otra isometría biyectiva. En
tal caso, dícese que (X , ρ) y (Y ,σ ) son espacios métricos isomorfos (a veces, para énfasis,
isométricamente isomorfos). ♦
El siguiente resultado dice que cualquier espacio métrico posee una compleción, esen-
cialmente única.
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Teorema 2.44. Sea (X , ρ) un espacio métrico cualquiera. Entonces:
(a) existe un espacio métrico completo (X ], ρ]) y una isometría i : X → X ] tal que la imagen
i(X ) es densa en X ];
(b) si (X [, ρ[) es otro espacio métrico completo para el cual hay una isometría j : X → X [ con
imagen densa j(X ) ⊆ X [, entonces hay una (única) isometría biyectiva θ : X ] → X [ tal que
θ ◦ i = j;
(c) si (X , ρ) ya es completo, entonces (X ], ρ]) es isométricamente isomorfo a (X , ρ).
Demostración. Ad (a): La construcción de (X ], ρ]) es una adaptación de la construcción
de Cantor de los números reales (véase la sección 1.3).
Sea CX el conjunto de todas las sucesiones de Cauchy en X . Si {xn}, {yn} ∈ CX , la
desigualdad triangular para ρ implica que
ρ(xm,ym) 6 ρ(xm,xn) + ρ(xn,yn) + ρ(yn,ym),
para cadam,n ∈ N, así queρ(xm,ym) − ρ(xn,yn) 6 ρ(xm,xn) + ρ(yn,ym).
Esto implica que la sucesión numérica {ρ(xn,yn)} es de Cauchy en R; por lo tanto, el
siguiente límite existe:
ρ˜
({xn}, {yn}) := lim
n→∞ ρ(xn,yn) ∈ [0,∞).
Es obvio que ρ˜
({xn}, {yn}) = ρ˜ ({yn}, {xn}) y es fácil comprobar que
ρ˜
({xn}, {zn}) 6 ρ˜ ({xn}, {yn}) + ρ˜ ({yn}, {zn}) .
(Véase la demostración del Lema 1.31.) Entonces ρ˜ es una semimétrica sobre CX .
Al declarar que {xn} ∼ {yn} si y solo si limn→∞ ρ(xn,yn) = 0, se obtiene una relación
de equivalencia sobre CX . Sea X ] := CX/∼ el conjunto cociente. Al poner x := [{xn}],
y := [{yn}], es fácil comprobar que la siguiente aplicación ρ] : X ] × X ] → [0,∞) está bien
definida:
ρ](x ,y) := ρ˜ ({xn}, {yn}) = lim
n→∞ ρ(xn,yn).
Nótese que ρ](x ,y) = 0 si y solo si x = y. Entonces ρ] es una métrica sobre X ].
Si x ∈ X , sea i(x) ∈ X ] la clase de equivalencia de la sucesión constante con cada xn = x .
Para x ,y ∈ X , ρ](i(x), i(y)) es el límite de la sucesión numérica constante de valor ρ(x ,y);
brevemente, ρ](i(x), i(y)) = ρ(x ,y). Luego, i : X → X ] es una isometría.
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Dado x ∈ X ], sea {xn} ∈ CX un representante de x , y considérese la sucesión {i(xm)}
en X ]. Para cada ε > 0 dado, sea M ∈ N tal quem,n > M implica ρ(xm,xn) < ε. Entonces
m > M =⇒ ρ](i(xm),x) = lim
n→∞ ρ(xm,xn) 6 ε .
Esto dice que i(xm) → x en X ] cuando m → ∞. Por ende, cada x ∈ X ] es un punto
adherente de la parte i(X ); en otras palabras, i(X ) es denso en X ].
Para verificar que (X ], ρ]) es completo, se adapta la demostración de la Proposición 1.32.
Dada una sucesión de Cauchy
{
x (m)
}
en X ], para cada n ∈ N∗, existe i(yn) ∈ X tal que
ρ]
(
x (n), i(yn)
)
6 1/n. La desigualdad
ρ(yk ,ym) = ρ]
(
i(yk), i(ym)
)
6 ρ]
(
i(yk),x (k)
)
+ ρ]
(
x (k),x (m)
)
+ ρ]
(
x (m), i(ym)
)
muestra que la sucesión {yn} es de Cauchy en X y define una clase de equivalencia y ∈ X ].
Del párrafo anterior se ve que i(yn) → y en X . Ahora la desigualdad
ρ]
(
x (m),y
)
6 ρ]
(
x (m), i(ym)
)
+ ρ]
(
i(ym),y
)
muestra que x (m) → y en X ] cuandom →∞.
Ad (b): Defínase θ : X ] → X [ sobre el dominio i(X ) inicialmente por θ (i(x)) := j(x)
para x ∈ X . Esto garantiza la relación θ ◦ i = j. Ahora, si x ,y ∈ X , entonces
ρ[
(
θ (i(x)),θ (i(y))) = ρ[ (j(x), j(y)) = ρ(x ,y) = ρ] (i(x), i(y)),
así que θ es isométrico (en particular, continua) sobre i(X ). Se extiende θ por continuidad
a todo X ] al poner θ (x) := limm→∞ θ (i(xm)) = limm→∞ j(xm) si i(xm) → x en X ]. Fíjese que
el segundo límite está definida porque {i(xm)} es convergente (luego, de Cauchy) en X ];
como i, j son isometrías, se ve que
{i(xm)} de Cauchy en X ] =⇒ {xm} de Cauchy en X =⇒ {j(xm)} de Cauchy en X [,
por lo tanto {j(xm)} converge porque X [ es completo, por hipótesis. Además, este límite
está bien definido: si i(yk) → x en X ], entonces limk→∞ j(yk) = limm→∞ j(xm) en X [, como
es fácil comprobar.
Nótese también que la imagen de θ consiste de todos los puntos adherentes de j(X );
es decir, θ es sobreyectiva y por ende biyectiva. La unicidad de θ es consecuencia de la
condición θ ◦ i = j, pues así θ está determinada sobre una parte densa de X ]; y luego por
continuidad sobre todo X ].
Ad (c): Si (X , ρ) es completo, se puede tomar (X [, ρ[) = (X , ρ) en la parte (b), con
j = 1X , la función idéntica sobre X . La relación θ ◦ i = 1X muestra que las isometrías i y θ
son inversas (en particular, i es biyectiva), así que i : X → X ] es un isomorfismo. 
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Definición 2.45. La compleción de un espacio métrico (X , ρ) es el espacio métrico com-
pleto (X ], ρ]) construido en la parte (a) del Teorema 2.44.
En vista de la parte (b), se puede identificar esta compleción6 con cualquier otro espacio
métrico completo (X [, ρ[) en el cual (X , ρ) está encajado por una isometría con imagen
densa. ♦
El importe de la parte (b) del Teorema 2.44 es que la compleción de un espacio métrico
es canónica o natural. Esto significa que si hay dos instancias concretas de compleción, las
dos están ligadas por un isomorfismo único. A veces esta situación se representa por un
diagrama conmutativa:
X
X ] X [
i j
∃!θ
en donde a fecha quebrada significa la existencia (y unicidad) de la aplicación θ entre las
dos instancias de una compleción.
2.4 Espacios métricos conexos
De modo informal, un conjunto se llamaría “conexo” si consiste de una sola pieza; o bien
“disconexo” si está constituido por dos o más piezas. Pero es necesario aclara el concepto
de “pieza” para poder formalizar esa idea. En el contexto de espacios métricos – o de
espacios topológicos más generales – por pieza se entiende una parte abierta y no vacía.
Definición 2.46. Una desconexión de un espacio métrico (X , ρ) es una unión disjunta
X = A unionmulti B de dos abiertos no vacíos A y B. Como A = X \ B y B = X \ A, las partes A y B
también son cerrados.
Un espacio métrico (X , ρ) es disconexo si posee una desconexión.
Un espacio métrico (X , ρ) es conexo si no es disconexo. Dicho de otro modo, (X , ρ)
es conexo si la única forma de expresar X como la unión disjunta de dos abiertos son las
uniones triviales X = X unionmulti ∅ = ∅ unionmulti X .
Una parte E ⊂ X es conexa si (E, ρ |E) es un espacio métrico conexo. Así, toda vez que
E = (E ∩A) unionmulti (E ∩ B) con A y B abiertos en X , es necesario que E ⊆ A o bien E ⊆ B. ♦
Obsérvese que un singulete {x} es conexo en cualquier espacio métrico.
6Algunas personas dicen completación, un vocablo fuera de la normativa aceptada. Según el DRAE:
compleción, acción o efecto de completar.
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Ejemplo 2.47. Sea X un conjunto con al menos dos elementos y considérese la métrica
discreta σ sobre X (Ejemplo 2.14). Cada singulete {x} = Bσ (x ; 1) es un abierto en X y por
lo tanto cualquier parte A ⊆ X es abierta (por ser una unión de singuletes). Además X \ A
es un abierto, así que A es también cerrado en (X ,σ ).
Esto dice que cualquier descomposición no trivial X = Aunionmulti (X \A) es una desconexión
de X . Es por eso que el espacio métrico (X ,σ ) merece el nombre de discreto. ♦
Lema 2.48. (a) Cualquier intervalo I ⊆ R es conexo.
(b) Si E ⊆ R es una parte no vacía y conexa, entonces E es un singulete o un intervalo.
Demostración. Ad (a): Sea I un intervalo en R. Si I fuera disconexo, habría un par de
abiertos A, B en R tales que I ∩A , ∅, I ∩ B , ∅, e I = (I ∩A) unionmulti (I ∩ B).
Tómese s ∈ I ∩A, t ∈ I ∩ B y supóngase (sin perder generalidad) que s < t .
Entonces [s, t] ⊆ I , por ser I un intervalo de R. Sea u := sup([s, t] ∩A).
Si u ∈ A, entonces u < t ; por ser A abierto en R, habría δ > 0 con [u,u +δ ) ⊆ [s, t]∩A,
lo cual contradice la definición de u. En cambio, si u ∈ B, entonces u > s; por ser B
abierto en R, habría δ > 0 tal que (u − δ ,u] ⊆ [s, t] ∩ B; esto tampoco es compatible con
la definición de u como supremo de [s, t] ∩A.
Entonces no hay una tal desconexión de I ; luego I es conexo.
Ad (b): Sea E ⊂ R una parte conexa y supóngase que s, t ∈ E con s < t . Tómese
v ∈ (s, t). Si fuera v < E, entonces E = (E ∩ (−∞,v)) unionmulti (E ∩ (v,∞)) sería una desconexión
de E, pues s ∈ (−∞,v) y t ∈ (v,∞).
Se concluye que v ∈ E toda vez que v ∈ (s, t); esto comprueba que [s, t] ⊂ E. En fin,
E es una parte de R con al menos dos puntos; y E es la unión de los subintervalos entre
cada par de sus puntos. Luego E es un intervalo en R. 
Corolario 2.49. El espacio euclidiano Rn es conexo.
Demostración. Si hubiera una desconexión Rn = AunionmultiB, tómese x ∈ A y y ∈ B. Considérese
el segmento de recta
[x ,y] := { (1 − t)x + ty : 0 6 t 6 1 },
y obsérvese que [x ,y] = ([x ,y] ∩A) unionmulti ([x ,y] ∩ B) es una desconexión del segmento [x ,y].
Sea f : [0, 1] → [x ,y] la función biyectiva definida por f (t) := (1 − t)x + ty. Entonces
ρ(f (s), f (t)) = ‖ f (s) − f (t)‖ = ‖(s − t)(x −y)‖ = |s − t | ‖x −y‖.
Como x , y y por ende ‖x −y‖ > 0, f es continua. Entonces
[0, 1] = ([0, 1] ∩ f −1(A)) unionmulti ([0, 1] ∩ f −1(B))
es una desconexión de [0, 1] porque f −1(A) y f −1(B) son abiertos en [0, 1], por la Proposi-
ción 2.21. Pero esto contradice el Lema 2.48(a). Se concluye que Rn es conexo. 
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El argumento de la demostración anterior muestra que la conexidad está preservada
por funciones continuas, como se verifica a continuación.
Lema 2.50. Si f : X → Y es una función continua entre dos espacios métricos y si E es una parte
conexa de X , entonces f (E) también es conexo.
Demostración. Si f (E) fuera disconexo, existiría una desconexión
f (E) = ( f (E) ∩C ) unionmulti ( f (E) ∩ D)
con C y D abiertos en Y . Al tomar preimágenes bajo f , se obtendría
E =
(
E ∩ f −1(C)) unionmulti (E ∩ f −1(D)),
donde f −1(C) y f −1(D) son abiertos en X .
La ecuación y = f (x) con x ∈ E, y ∈ C, tiene al menos una solución pues f (E) ∩C , ∅;
en cuyo caso x ∈ E ∩ f −1(C). Luego E ∩ f −1(C) , ∅; de igual modo E ∩ f −1(D) , ∅. Así,
E tendría una desconexión, contrario a hipótesis. Se concluye que f (E) es conexo. 
Hay un criterio sencillo pero importante que permite establecer la conexidad (o no)
de un espacio métrico dado.
Proposición 2.51. Un espacio métrico (X , ρ) es disconexo si y solo si existe una función
continua sobreyectiva f : X → {0, 1}.
Demostración. Fíjese que la métrica sobre {0, 1} inducida por la inclusión {0, 1} ⊂ R es
discreta: porque {0, 1} ∩ (−1, 1) = {0} y {0, 1} ∩ (0, 2) = {1}.
Si existe f : X → {0, 1} continua y sobreyectiva, entonces f −1(0) ≡ f −1({0}) es abierto
y cerrado en X , y por lo tanto X = f −1(0) unionmulti f −1(1) es una desconexión de X .
Por otro lado, siX tiene una desconexiónX = AunionmultiB, defínase una función sobreyectiva
f : X → {0, 1} por f (x) := 0 si x ∈ A, f (x) := 1 si x ∈ B. Entonces f es continua, por la
Proposición 2.21. En efecto, el espacio métrico {0, 1} posee cuatro abiertos ∅, {0}, {1} y
{0, 1}, cuyas preimágenes respectivas ∅, A, B y X son abiertos en X . 
Lema 2.52. Si { Eα : α ∈ J } es una familia de partes conexas de un espacio métrico (X , ρ) y si⋂
α∈J Eα , ∅, entonces la unión E :=
⋃
α∈J Eα es conexa.
Demostración. Tómese x ∈ ⋂α∈J Eα . Si hubiera una desconexión E = (E ∩ A) unionmulti (E ∩ B)
con A y B abiertos en X , entonces x ∈ A o bien x ∈ B; sin perder generalidad, se puede
suponer que x ∈ A.
Como E ∩ B , ∅, se ve que Eβ ∩ B , ∅ para algún β ∈ J . Por otro lado, se nota que
x ∈ Eβ ∩ A. Pero entonces la descomposición Eβ = (Eβ ∩ A) unionmulti (Eβ ∩ B) no sería trivial –
ninguna de las dos partes al lado derecho sería vacía – negando así la conexidad de Eβ .
Por lo tanto, E es conexo. 
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Una variante del concepto de conexidad, quizá más intuitiva y ciertamente más ligada
a los temas de análisis, es la siguiente.
Definición 2.53. Un camino entre dos puntos x ,y en un espacio métrico (X , ρ) es la
imagen de una función continua f : [a,b] → X cuyo dominio es un intervalo compacto7
en R tal que f (a) = x , f (b) = y.
Dícese que (X , ρ) es conexo por caminos si hay un camino entre dos puntos distintos
cualesquiera de X . ♦
Lema 2.54. Un espacio métrico conexo por caminos es conexo.
Demostración. Si (X , ρ) es conexo por caminos, tómese un punto cualquiera x ∈ X . Para
todo y , x , hay una función continua fy : [0, 1] → X tal que fy(0) = x , fy(1) = y.
Por los Lemas 2.48 y 2.50, cada camino fy([0, 1]) es conexo. Estos caminos tienen x
como un punto inicial común. Su unión es X , porque
X = {x} ∪
⋃
y,x
{y} ⊆
⋃
y,x
fy([0, 1]) ⊆ X .
El Lema 2.52 entonces muestra que X es conexo. 
7Si es necesario, siempre puede suponerse que [a,b] = [0, 1].
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3 Espacios normados y espacios de funciones
El concepto de espacio métrico es muy útil, pero para efectos de análisis es insuficiente:
para poder plantear e investigar la convergencia de series en un contexto amplio, hace falta
disponer de una operación de suma. Se requiere, pues, combinar una estructura métrica
con las operaciones algebraicas de un espacio vectorial (real o complejo). En un tal espacio
vectorial, las métricas interesantes son aquellas que provienen de normas.
3.1 Normas
En adelante, las letras E, F generalmente denotarán un espacio vectorial sobreR oC, según
el contexto; la opción por defecto será C. Sus vectores se denotarán por x ,y, z, etc.; y los
escalares será escritos con letras griegas: α , β, . . . , λ, µ, · · · ∈ C.
Definición 3.1. Sea E un espacio vectorial sobreC (un espacioC-vectorial) [o bien sobreR,
mutatis mutandis]. Una seminorma en E es una función p : E → [0,∞) tal que:
(a) p(αx) = |α | p(x) para todo α ∈ C, x ∈ E (homogeneidad);
(b) p(x + y) 6 p(x) + p(y) para todo x ,y ∈ E (desigualdad triangular).
Fíjese que (x ,y) 7→ p(x − y) es una semimétrica sobre E.
Una norma en E es una función E → [0,∞) : x 7→ ‖x ‖ que satisface:
(a) ‖αx ‖ = |α | ‖x ‖ para todo α ∈ C, x ∈ E (homogeneidad);
(b) ‖x + y‖ 6 ‖x ‖ + ‖y‖ para todo x ,y ∈ E (desigualdad triangular);
(c) ‖x ‖ = 0 si y solo si x = 0 en E (positividad).
La fórmula ρ(x ,y) := ‖x −y‖ define una métrica sobre E. Para describir la topología de E,
basta considerar las bolas unitarias (abierta y cerrada) con centro 0 ∈ E y radio 1:
B(0; 1) := { x ∈ E : ‖x ‖ < 1 }, B(0; 1) := { x ∈ E : ‖x ‖ 6 1 }. ♦
Lema 3.2. Una norma (o seminorma) sobre E es una función continua.
Demostración. Si x 7→ ‖x ‖ es una norma sobre E, esta es una función E → [0,∞). Para
poder hablar de continuidad, se considera el dominio como el espaciométrico (E, ρ) donde
ρ(x ,y) := ‖x − y‖. La convergencia de una sucesión {xn} en E se define por
xn → x en E ⇐⇒ ρ(xn,x) → 0 ⇐⇒ ‖xn − x ‖ → 0 cuando n →∞.
La desigualdad triangular implica
‖xn‖ − ‖x ‖ 6 ‖xn − x ‖, así que xn → x en E implica
‖xn‖ → ‖x ‖ en [0,∞). 
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En los casos unidimensionales, E = R o C, el valor absoluto z 7→ |z | es una norma, por
el Lema 1.2. En Rn, la Definición 2.3 introdujo la norma euclidiana ‖x ‖ := √x · x .
Ejemplo 3.3. El análogo del producto punto para vectores en Cn es la “forma hermítica”
〈w | z〉 := w¯1z1 + w¯2z2 + · · · + w¯nzn .
Defínase
‖z‖ :=
√
〈z | z〉 =
√
|z1 |2 + |z2 |2 + · · · + |zn |2. (3.1)
No es difícil comprobar la desigualdad de Cauchy y Schwarz, análoga a la desigualdad de
Cauchy para el producto punto en Rn:〈w | z〉 6 ‖w ‖ ‖z‖ para todo w, z ∈ Cn . (3.2)
En consecuencia,
‖z +w ‖2 = 〈z | z〉 + 〈w | z〉 + 〈z | w〉 + 〈w | w〉
= ‖z‖2 + 2< 〈w | z〉 + ‖w ‖2 6 ‖z‖2 + 2 ‖w ‖ ‖z‖ + ‖w ‖2
así que ‖z + w ‖ 6 ‖z‖ + ‖w ‖. Además, ‖αz‖ = √α¯ α √〈z | z〉 = |α | ‖z‖ para α ∈ C; y es
obvio que ‖z‖ = 0 solo si z = 0. Se concluye que z 7→ ‖z‖ es una norma sobre Cn. ♦
(1, 0)
(1, 1)
(0, 0)
Figura 3.1: Comparación de varias bolas unitarias en R2
Definición 3.4. Es posible definir varias normas sobre Cn, distintas de la norma (3.1).
Por ejemplo, se puede definir
‖z‖1 := |z1 | + |z2 | + · · · + |zn |, (3.3a)
‖z‖∞ := max
{ |z1 |, |z2 |, . . . , |zn | }. (3.3b)
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Se verifica fácilmente que 1
‖z‖∞ 6 ‖z‖ 6 ‖z‖1 6 n ‖z‖∞ para todo z ∈ Cn . (3.4)
Esto conlleva las inclusiones de bolas abiertas (véase la Figura 3.1):
B∞(x ; r/n) ⊂ B1(x ; r ) ⊂ B(x ; r ) ⊂ B∞(x ; r ),
así que los tres espacios normados (Cn, ‖·‖1), (Cn, ‖·‖) y (Cn, ‖·‖∞) tienen los mismos abier-
tos; por lo tanto, las métricas subyacentes son equivalentes. ♦
Hay un gran surtido de normas sobre Rn o Cn, obtenidas de la siguiente desigualdad
entre números no negativos.
t
s
(a, 0)
(0, f (a))
s = f (t)t = д(s)
(0,b)
F (a)
G(b)
Figura 3.2: La desigualdad de Young
Lema 3.5 (Desigualdad de Young). Sea p > 1 y tómese q := p/(p − 1), de modo que
1/p + 1/q = 1. Entonces, para todo a > 0, b > 0, la desigualdad
ab 6
ap
p
+
bq
q
(3.5)
es válida, con igualdad si y solo si ap = bq .
Demostración. En primer lugar, nótese que
q =
p
p − 1 ⇐⇒
1
q
=
p − 1
p
⇐⇒ 1
p
+
1
q
= 1 ⇐⇒ 1
p
=
q − 1
q
⇐⇒ p = q
q − 1 ,
y por ende 1/(p − 1) = q/p = q − 1.
1Al considerar los vectores z = (1, 0, . . . , 0) y z = (1, 1, . . . , 1), se ve que las constantes en estas desigual-
dades son óptimas.
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Considérese la función creciente s = f (t) := tp−1 para t ∈ [0,∞), con función inversa
t = д(s) := sq−1. Además,∫ a
0
f (t)dt +
∫ b
0
д(s)ds =
∫ a
0
tp−1 dt +
∫ b
0
sq−1 ds =
ap
p
+
bq
q
.
Ahora bien, dos funciones inversas estrictamente crecientes sobre [0,∞) pueden repre-
sentarse con una sola curva en el primer cuadrante (véase la Figura 3.2). Las integrales
citadas son las áreas debajo de s = f (t) y a la izquierda de t = д(s) para t ∈ [0,a] y
s ∈ [0,b] respectivamente. Estas áreas incluyen el rectángulo [0,a]× [0,b], de área ab, más
un superávit que solo se anula cuando f (a) = b, o equivalentemente, д(b) = a.
Luego ab 6 ap/p + bq/q, con igualdad si y solo si ap−1 = b y bq−1 = a, esto es, si y solo
si ap = ab = bq. 
Lema 3.6 (Desigualdad de Hölder). Si w, z ∈ Cn y si p,q > 1 con 1/p + 1/q = 1, entonces
n∑
j=1
|w¯jzj | 6
( n∑
j=1
|wj |p
)1/p ( n∑
j=1
|zj |q
)1/q
. (3.6)
Demostración. Conviene abreviar los términos al lado derecho al introducir las notaciones
‖w ‖p :=
( n∑
j=1
|wj |p
)1/p
, ‖z‖q :=
( n∑
j=1
|zj |p
)1/q
. (3.7)
Fíjese que ‖w ‖p = 0 si y solo si w = 0 en Cn. Se puede suponer que w , 0 y z , 0 en Cn,
porque de otro modo el resultado es trivial.
Escríbase aj := |wj |/‖w ‖p y bj := |zj |/‖z‖q para j = 1, . . . ,n. Al aplicar la desigualdad
de Young (3.5) a cada par (aj ,bj), se obtiene
n∑
j=1
|w¯jzj |
‖w ‖p ‖z‖q =
n∑
j=1
ajbj 6
n∑
j=1
|wj |p
p ‖w ‖pp
+
n∑
j=1
|zj |q
q ‖z‖qq
=
1
p
+
1
q
= 1,
de donde el resultado es inmediato. 
Obsérvese que el caso particular p = q = 2 de (3.6) es simplemente la desigualdad de
Cauchy y Schwarz.
Lema 3.7 (Desigualdad de Minkowski). Si x ,y ∈ Cn y si p > 1, entonces
‖x + y‖p 6 ‖x ‖p + ‖y‖p . (3.8)
En consecuencia, las fórmulas (3.7) definen normas sobre Cn .
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Demostración. El caso p = 1 sigue de |xj +yj | 6 |xj |+ |yj | para cada j. Supóngase, entonces,
que p > 1 y sea q := p/(p − 1).
Sea aj := |xj |, bj := |yj |, así que
n∑
j=1
|xj + yj |p 6
n∑
j=1
(aj + bj)p =
n∑
j=1
aj(aj + bj)p−1 +
n∑
j=1
bj(aj + bj)p−1.
Fíjese que (aj + bj)(p−1)q = (aj + bj)p . Al aplicar la desigualdad de Hölder (3.6) a cada una
de las dos sumatorias al lado derecho, se obtiene
n∑
j=1
(aj + bj)p 6
(‖a‖p + ‖b‖p ) ( n∑
j=1
(aj + bj)p
)1/q
,
y como 1 − 1/q = 1/p, se obtiene( n∑
j=1
|xj + yj |p
)1/p
6
( n∑
j=1
(aj + bj)p
)1/p
6 ‖a‖p + ‖b‖p = ‖x ‖p + ‖y‖p . 
(1, 0)
(1, 1)
(0, 0)
Figura 3.3: Bolas unitarias ‖x ‖p 6 1 en R2, para p = 1, 2, 3, ∞
De este modo se ha obtenido una familia de normas ‖·‖p sobre Cn, para 1 6 p < ∞.
Es evidente que
∑n
j=1 |xj |p > maxj |xj |p = ‖x ‖p∞, así que ‖x ‖p > ‖x ‖∞ para cada p > 1.
Para cada x ∈ Cn fijo, resulta que la función f (p) := ‖x ‖p es decreciente sobre [1,∞) y
que limp→∞ f (p) = ‖x ‖∞. n Se dejan estas propiedades como un ejercicio. o La Figura 3.3
muestra las bolas unitarias en R2 para algunos valores de p.
Esto motiva la designación de la norma (3.3b) con el símbolo ‖·‖∞; en adelante se
puede hablar de ‖x ‖p para 1 6 p 6 ∞.
I La desigualdad deMinkowski admite generalizaciones a series o integrales, dando lugar
a diversos espacios normados de dimensión infinita.
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Definición 3.8. Para p ∈ [1,∞), sea `p el conjunto de sucesiones x = {xk} en C tales que
la serie positiva
∑∞
k=0 x
p
k
converge absolutamente. Defínase
‖x ‖p :=
( ∞∑
k=0
|xk |p
)1/p
para x ∈ `p . (3.9)
Sea `∞ el conjunto de sucesiones acotadas x = {xk} en C. Defínase
‖x ‖∞ := sup
k∈N
|xk | para x ∈ `∞. ♦
Ejemplo 3.9. Se debe comprobar que cada `p , para 1 6 p 6 ∞, es un espacio C-vectorial
normado, en donde ‖·‖p es una norma.
Es obvio que `∞ es un espacio vectorial complejo y es fácil comprobar que ‖·‖∞ es una
norma. Supóngase, entonces, 1 6 p < ∞ y tómese x ,y ∈ `p .
Es evidente que ‖x ‖p > 0, con igualdad si y solo si x = 0 en `p . Ademásαx = {αxk} ∈ `p
para todo α ∈ C, con ‖αx ‖p = |α | ‖x ‖p .
Considérese las sumas parciales
sn :=
n∑
k=0
|xk |p, tn :=
n∑
k=0
|yk |p, un :=
n∑
k=0
|xk + yk |p .
La desigualdad de Minkowski en Cn dice que
un 6 (s1/pn + t1/pn )p 6 (‖x ‖p + ‖y‖p)p .
Luego la serie creciente acotada {un} converge a una suma no mayor que el lado derecho;
eso dice que x + y ∈ `p , con
‖x + y‖p := lim
n→∞u
1/p
n 6 ‖x ‖p + ‖y‖p .
Se concluye (a) que `p es un espacio vectorial sobre C, y la última desigualdad confirma
que ‖·‖p es una norma sobre `p . De hecho, esa última desigualdad no es otra cosa que la
desigualdad de Minkowski (3.8) para series infinitas:( ∞∑
k=1
|xk + yk |p
)1/p
6
( ∞∑
k=1
|xk |p
)1/p
+
( ∞∑
k=1
|yk |p
)1/p
. ♦
Ejemplo 3.10. Sea I = [a,b] un intervalo compacto enR. Considérese el espacio vectorial
C(I ) ≡ C(I ,C) de funciones continuas f : I → C (Definición 1.17). Conviene escribir
‖ f ‖∞ ≡ ‖ f ‖I := sup{ | f (t)| : t ∈ I }.
Por la sección 1.4, se sabe que esta es una norma sobreC(I ), y que ‖ fn − f ‖∞ → 0 si y solo
si fn(t) → f (t) uniformemente sobre I . ♦
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Ejemplo 3.11. Sea I un intervalo en R. Si I es compacto y si 1 6 p < ∞, entonces la
función t 7→ | f (t)|p es integrable sobre I , para todo f ∈ C(I ). Si I no es compacto (en
particular, si I = R), se debe considerar el subespacio
LCp(I ) :=
{
f ∈ C(I ) :
∫
I
| f (t)|p dt < ∞
}
(3.10)
en donde se puede definir
‖ f ‖p :=
(∫
I
| f (t)|p dt
)1/p
.
Evidentemente, LCp(I ) = C(I ) si y solo si I es un intervalo compacto.
En el caso p = 1, la desigualdad triangular∫
I
| f (t) + д(t)| dt 6
∫
I
| f (t)| dt +
∫
I
|д(t)| dt
muestra que LC1(I ) es un espacio normado, con norma ‖·‖1.
Si 1 < p < ∞ y q = p/(p − 1), tómese f ,д ∈ LCp(I ) y h ∈ LCq(I ). En vista de la
desigualdad de Young,
| f (t)h(t)| 6 | f (t)|
p
p
+
|h(t)|q
q
para todo t ∈ I ,
es un ejercicio adaptar las demostraciones de los Lemas 3.6 y 3.7 para comprobar las de-
sigualdades de Hölder:∫
I
| f (t)h(t)| dt 6
(∫
I
| f (t)|p dt
)1/p (∫
I
|h(t)|q dt
)1/q
, (3.11)
y de Minkowski:(∫
I
| f (t) + д(t)|p dt
)1/p
6
(∫
I
| f (t)|p dt
)1/p
+
(∫
I
|д(t)|p dt
)1/p
.
La última relación puede abreviarse como ‖ f + д‖p 6 ‖ f ‖p + ‖д‖p para f ,д ∈ LCp(I ).
Entonces LCp(I ) es un espacio normado, para p ∈ [1,∞). ♦
Nótese que la desigualdades de Hölder(3.11) para integrales tiene la interpretación
siguiente: si f ∈ LCp(I ) y h ∈ LCq(I ), entonces f h ∈ LC1(I ), con ‖ f h‖1 6 ‖ f ‖p ‖h‖q .
En el ejemplo anterior, cada integrando es una función continua y no negativa so-
bre I , por definición. Esto garantiza la existencia de las integrales (tal vez impropias) de
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Riemann, que convergen en virtud de la condición (3.10). Además, la única función con-
tinua tal que t 7→ | f (t)|p tenga integral nula es la función constante f (t) ≡ 0, así que
‖ f ‖p = 0 implica f = 0 en LCp(I ).
Evidentemente, hay funciones discontinuas h : I → C para las cuales t 7→ |h(t)|p es
integrable con integral finita; por ejemplo, se puede tomar h(ti) , 0 solo para un número
finito de valores ti ∈ I ; pero tales funciones tienen integrales nulas sin ser idénticamente
cero. Para mantener la positividad de la norma, se debe descartar esas funciones.2
I Cada espacio normado es un espacio métrico con la métrica ρ(x ,y) := ‖x − y‖. En
algunos casos, el espacio normado es completo en el sentido de la Definición 2.33. Cuando
un espacio normado no es completo, es apropiado considerar su compleción.
Definición 3.12. Un espacio de Banach es un espacio normado completo.3 ♦
Sea E un espacio normado no necesariamente completo. El espacio métrico (E, ρ) tiene
una compleción (E], ρ]) definida mediante el Teorema 2.44. Es un ejercicio verificar que
la fórmula ‖x ‖ := ρ](0,x) es una norma sobre E] y que ρ](x ,y) = ‖x − y‖ para x ,y ∈ E].
En consecuencia, E] es un espacio de Banach con esta norma, en el cual E es un subespacio denso.
(Para ser estrictamente correcto, hay un subespacio denso de E] que es isométricamente
isomorfo a E; pero esto es una distinción sin diferencia.)
Proposición 3.13. Sea I = [a,b] un intervalo compacto en R. Entonces C(I ) es un espacio de
Banach.
Demostración. Sea { fn} una sucesión de Cauchy en C(I ). Entonces, para cada t ∈ I , la
desigualdad evidente
| fm(t) − fn(t) 6 ‖ fm − fn‖∞
implica que { fn(t)} es una sucesión de Cauchy en C. Luego hay una función f : I → C
definida por f (t) := limn→∞ fn(t) para t ∈ I .
Sea dado ε > 0; tómeseM = M(ε) ∈ N tal quem,n > M =⇒ ‖ fm− fn‖∞ < ε. Entonces
m,n > M =⇒ | fm(t) − fn(t)| < ε para todo t ∈ I .
Al dejar n →∞, conm > M fijo, se concluye que
m > M =⇒ | fm(t) − f (t)| 6 ε para t ∈ I . (3.12)
2Otra opción sería tomar el cociente por un subespacio de funciones de integral nula. Sin embargo, a
lo largo esto exige el uso de una integral con mejores propiedades de la de Riemann, a saber, la integral de
Lebesgue; y así se hará en el curso siguiente.
3En su tesis doctoral de 1920, Banach introdujo los espacios normados completos en forma axiomática.
En su libro: Stefan Banach, Théorie des Opérations Linéaires (Monografie Matematyczne, Warszawa, 1931),
él los llamó modestamente espacios de tipo B, pero Fréchet los bautizó “espacios de Banach”.
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En otras palabras, la convergencia fm → f es uniforme sobre I . Por la Proposición 1.36, se
concluye que f ∈ C(I ). La relación (3.12) ahora dice en forma más breve que
m > M(ε) =⇒ ‖ fm − f ‖∞ 6 ε,
así que fm → f en la norma de C(I ). Se ha establecido que cada sucesión de Cauchy en
C(I ) es convergente. 
En cambio, los espacios normados LCp([a,b]) no son completos, para 1 6 p < ∞. El
ejemplo siguiente trata del caso p = 1; con modificaciones apropiadas, el argumento es
aplicable a los casos p > 1 también.
Ejemplo 3.14. Sea J = [−1, 1]. Defínase una sucesión de funciones { fn}n∈N∗ en C(J ) por
fn(t) :=

0 si − 1 6 t 6 0,
nt si 0 6 t 6 1/n ,
1 si 1/n 6 t 6 1.
Sim > n > N en N∗, nótese que
‖ fm − fn‖1 =
∫ 1/m
0
(m − n)t dt +
∫ 1/n
1/m
(1 − nt)dt = m − n
2m2
+
(m − n)2
2m2n
6
1
2m
+
1
2n
6
1
M
·
Esto implica que { fn} es una sucesión de Cauchy en LC1(J ) =
(
C(J ), ‖·‖1
)
.
Nótese que la sucesión { fn} converge puntualmente a la función discontinua f (t) :=
n0 < t 6 1o. Además,∫ 1
−1
| f (t) − fn(t)| dt =
∫ 1/n
0
(1 − nt)dt = 1
2n
→ 0 cuando n →∞.
Si hubiera una función д ∈ C(J ) tal que fn → д con respecto a la norma ‖·‖1, resultaría
entonces que
∫ 1
−1 |д(t) − f (t)| dt = 0. En particular, valdría∫ 0
−1
|д(t) − f (t)| dt = 0 y
∫ 1
r
|д(t) − f (t)| dt = 0 para 0 < r < 1.
Entonces la función continua д(t) coincidiría con la función discontinua f (t) salvo posi-
blemente en t = 0; lo cual es imposible. Por lo tanto, la sucesión de Cauchy { fn} enLC1(J )
no posee un límite en este espacio normado: en fin, LC1(J ) no es completo. ♦
Definición 3.15. Sea I ⊆ R un intervalo y sea p ∈ [1,∞). El espacio de Banach Lp(I ) se
define como la compleción del espacio normado LCp(I ). ♦
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Muchos elementos de la compleción Lp(I ) que no pertenecen al subespacio LCp(I )
pueden representarse por funciones discontinuas; por ejemplo, la función f (t) := n0 < t 6
1o del Ejemplo 3.14 cumple ∫ 1−1 | f (t)| dt < ∞ y así representa el elemento de L1([−1, 1])
que es el límite de { fn} con respecto a la norma ‖·‖1. Sin embargo, la función h(t) :=
n0 6 t < 1o también cumple limn→∞
∫ 1
−1 |h(t) − fn(t)| dt = 0 y debe representar el mismo
elemento de L1([−1, 1]).
En efecto, f y h solo difieren en t = 0 y t = 1, así que
∫ 1
−1 |h(t) − f (t)| dt = 0. En el
espacio vectorial de funciones R-integrables f : [−1, 1] → C tales que ‖ f ‖1 :=
∫ 1
−1 | f (t)| dt
es finita, esta cantidad es solo una seminorma: para llegar a un espacio de Banach, habrá
que cocientar por el subespacio donde ‖ f ‖1 = 0. Obsérvese que en cada clase de equivalencia
hay a lo sumo una función continua, así que la restricción a LC1([−1, 1]) es una norma.
Desdichosamente, algunos elementos de la compleción no pueden ser representadas
por funciones integrables en el sentido de Riemann. Es por eso que la llamada integral de
Lebesgue, que admite más funciones de valor absoluta integrable,4 es más apropiado para
discutir ciertos aspectos de estos espacios de Banach. Por lo tanto, en este curso es mejor
tratar las compleciones de modo abstracto.
Definición 3.16. Sea E un espacio vectorial (real o complejo). Dos normas ‖·‖ y |||·|||
sobre E son normas equivalentes si hay constantesm,M con 0 < m 6 M tales que
m ‖x ‖ 6 |||x ||| 6 M ‖x ‖ para todo x ∈ E. (3.13)
Nótese que tales desigualdades definen una relación de equivalencia (como su nombre
indica) en la totalidad de normas sobre E. ♦
Proposición 3.17. En un espacio vectorial E de dimensión finita (en particular, Rn o Cn), todas
las normas son equivalentes.
Demostración. Es suficiente mostrar que una norma arbitraria |||·||| es equivalente a alguna
norma específica. También, basta considerar espacios vectoriales reales.
Elíjase una base {e1, e2, . . . , en} de E. Hay un isomorfismo lineal f : Rn → E dado por
t = (t1, . . . , tn) 7−→ x = f (t) := t1e1 + · · · + tnen .
4La integral de Lebesgue es una “integral absoluta”, es decir, f es integrable sobre un intervalo I si y
solo si | f | tiene una integral finita sobre I . La integral de Riemann (ordinaria o impropia) sigue siendo útil
es casos excluidos por esta condición: por ejemplo,
∫ ∞
0 |(sen t)/t | dt = +∞ pero
∫ ∞
0 (sen t)/t dt = pi/2 como
integral de Riemann impropia.
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Tómese como norma de referencia sobre Rn la norma euclidiana ‖·‖ dada por (3.1).
Entonces la desigualdad de Cauchy en Rn establece que
|||x ||| =
 n∑
j=1
tjej
 6 n∑
j=1
|||tjej ||| =
n∑
j=1
|tj | |||ej |||
6
( n∑
j=1
|tj |2
)1/2 ( n∑
j=1
|||ej |||2
)1/2
= M ‖t ‖,
al tomar M2 :=
∑n
j=1 |||ej |||2.
Si ρ(t , s) := ‖t − s ‖ y σ (x ,y) := |||x − y |||, la desigualdad |||x ||| 6 M ‖t ‖ implica que
la preimagen de cualquier bola abierta Bσ (x ; r ) en el espacio métrico (E,σ ) incluye una
bola abierta Bρ(t ; r/M) en (Rn, ρ). Esto implica (por la Proposición 2.21) que la aplicación
f : t 7→ x es continua.
Por el Teorema 2.30 de Heine y Borel, la esfera unitaria S = { t ∈ Rn : ‖t ‖2 6 1 }
es compacta. Habida cuenta de la continuidad de normas (Lema 3.2), la función escalar
t 7→ ||| f (t)||| = |||x ||| es también continua. Por el Corolario 2.32, esta función alcanza un
mínimo valor m = ||| f (s)||| en S. Si fuera m = 0, sería f (s) = 0 en E, luego s = 0 en Rn;
esto no ocurre porque 0 < S, así quem > 0.
Se ha comprobado que ||| f (t)||| > m cuando ‖t ‖ = 1. Al reemplazar t ∈ Rn \ {0} por
t/‖t ‖, la homogeneidad de la norma |||·||| y la linealidad de f implican que
|||x ||| =
 x‖t ‖  ‖t ‖ = f ( t‖t ‖ ) ‖t ‖ > m ‖t ‖.
En resumen: se ha comprobado quem ‖t ‖ 6 |||x ||| 6 M ‖t ‖ para x = f (t) ∈ E.
Nótese que la fórmula ‖x ‖ := ‖t ‖ define una norma particular sobre E (que depende
de la base elegida). Con esta definición, se cumple la desigualdad (3.13). Esto dice que
la norma arbitraria |||·||| es equivalente a la norma especial ‖·‖ sobre E, que es todo lo que
había que mostrar. 
Corolario 3.18. Un espacio normado de dimensión finita es un espacio de Banach.
Demostración. Si (E, |||·|||) es un espacio normado de dimensión n sobre R o C, hay un
isomorfismo lineal Rn ' E [respectivamente, Cn ' E] dado por t 7→ f (t) = x , definido en
la demostración anterior, que cumplem ‖t ‖ 6 |||x ||| 6 M ‖t ‖.
Si {xk} es una sucesión de Cauchy en E, la desigualdadm ‖tj −tk ‖ 6 |||xj − xk ||| muestra
que {tk} es una sucesión de Cauchy en Rn [o Cn], así que tk → t ∈ Rn [o Cn]. Luego, la
desigualdad |||xk − x ||| 6 M ‖tk − t ‖ muestra que {xk} converge a x = f (t) en E. 
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En espacios de dimensión infinita, la historia es otra. Sea c00 el espacio vectorial de
sucesiones en C con un número finito de entradas distintos de 0. Este espacio tiene una
base numerable {e0, e1, e2, . . . }, donde ek es la sucesión (0, . . . , 0, 1, 0, . . . ) con entrada 1
en el k-ésimo lugar y los demás entradas cero (su n-ésima entrada es nn = ko). Nótese
que c00 es un subespacio de cada `p y por lo tanto todas las normas x 7→ ‖x ‖p son normas
distintas sobre c00. Es un ejercicio fácil comprobar que c00 es un subespacio denso en `p ,
para 1 6 p < ∞.
Sin embargo, todas estas normas son inequivalentes: si hubiera p , r en [1,∞) con ‖·‖p
y ‖·‖r equivalentes sobre c00, entonces las compleciones `p y `r serían espacios métricos
equivalentes. Pero resulta que `p ⊆ `r si p < r , y la conclusión sería que `p = `r . Se ve que
esta conclusión es falsa al exhibir una sucesión en `r \ `p cuando p < r .
3.2 Series en espacios de Banach
Definición 3.19. En un espacio normado E, la suma de una serie infinita es el límite (si
existe) de la sucesión de sus sumas parciales:
∞∑
k=0
xk := lim
n→∞
n∑
k=0
xk .
Esta serie converge absolutamente si la serie numérica cuyo término #k es ‖xk ‖ converge:
∞∑
k=0
‖xk ‖ < ∞. ♦
Lema 3.20. En un espacio de Banach, una serie absolutamente convergente es efectivamente una
serie convergente; y se verifica  ∞∑
k=0
xk
 6 ∞∑
k=0
‖xk ‖. (3.14)
Demostración. Si la suma al lado derecho de (3.14) es finito, sus sumas parciales convergen.
En particular, estas sumas parciales forman una sucesión de Cauchy enR: para ε > 0 dado,
existe M = M(ε) ∈ N tal que m > n > N =⇒ ‖xn+1‖ + · · · + ‖xm‖ < ε. La desigualdad
triangular para la norma muestra que m∑
k=n+1
xk
 6 m∑
k=n+1
‖xk ‖ < ε cuando m > n > M(ε).
Entonces las sumas parciales zn :=
∑n
k=0 xk forman una sucesión de Cauchy en E. Como
E es completo, {zn} converge a un límite z ∈ E, es decir, la serie en converge en E y su
suma es z =
∑∞
k=0 xk .
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Otra vez por la desigualdad triangular, se ve que
‖zn‖ =
 n∑
k=0
xk
 6 n∑
k=0
‖xk ‖ 6
∞∑
k=0
‖xk ‖.
Como zn → z ∈ E, la continuidad de la norma asegura que ‖zn‖ → ‖z‖ en R. Por ende,
‖z‖ = lim
n→∞ ‖zn‖ 6 sup
n∈N
‖zn‖ 6
∞∑
k=0
‖xk ‖. 
Definición 3.21. Un álgebra (real o complejo) es un espacio vectorial A (sobre R o C,
respectivamente) con un producto A × A → A : (x ,y) 7→ xy, bilineal y asociativo. Dicha
álgebra es unital si posee una identidad multiplicativa,5 generalmente denotado por 1.
Un álgebra normada es un espacio normado A, donde la norma obedece las siguientes
propiedades extras:
(d) ‖xy‖ 6 ‖x ‖ ‖y‖ para todo x ,y ∈ A (submultiplicatividad).
(e) ‖1‖ = 1 si A es unital.
Si además el espacio normado A es completo, dícese que A es un álgebra de Banach. ♦
Ejemplo 3.22. Si I ⊂ R es un intervalo compacto, el espacio de BanachC(I ) es un álgebra
de Banach. En efecto, si f ,д ∈ C(I ), entonces
‖ f д‖∞ = sup
t∈I
| f (t)д(t)| = sup
t∈I
| f (t)| |д(t)| 6 sup
s,t∈I
| f (s)| |д(t)| = ‖ f ‖∞‖д‖∞ .
La identidad multiplicativa es la función constante de valor 1; la relación ‖1‖∞ = 1 es
inmediato. ♦
Ejemplo 3.23. En el espacio de Banach `1 de sucesiones absolutamente sumables, hay
una operación bilineal asociativa, la convolución de sucesiones (x ,y) 7→ x ∗y, definido por
(x ∗ y)k := x0yk + x1yk−1 + · · · + xk−1y1 + xky0 .
Al cambiar el orden de sumación (permisible pues la convergencia es absoluta), se ve que∑
k=0
|(x ∗ y)k | 6
∞∑
k=0
k∑
i=0
|xk−i | |yi | =
∞∑
i=0
∞∑
j=0
|xj | |yi | =
∞∑
i=0
‖x ‖1 |yi | = ‖x ‖1‖y‖1 .
5Para evitar el caso trivial A = {0}, se exige que 1 , 0 en un álgebra unital.
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Este cálculo muestra que x ∗y ∈ `1 toda vez que x ,y ∈ `1; y que la norma ‖·‖1 es submul-
tiplicativa:
‖x ∗ y‖1 6 ‖x ‖1‖y‖1 .
La identidad convolutiva es la sucesión e0 = (1, 0, 0, . . . ), como es fácil comprobar; nótese
que ‖e0‖1 = 1. ♦
Ejemplo 3.24. El álgebra de matrices cuadradas Mn(C) es finitodimensional, luego todas
sus normas son equivalentes; pero interesa más las normas que son submultiplicativas, con
‖1n‖ = 1. Dos ejemplos son la norma por sumas de filas y la norma por sumas de columnas,
definidas respectivamente por:
‖A‖r := max
16i6n
n∑
j=1
|aij |, ‖A‖c := max
16j6n
n∑
i=1
|aij |.
Está claro que ‖1n‖r = ‖1n‖c = 1. Un cálculo fácil comprueba que ‖AB‖r 6 ‖A‖r‖B‖r y
‖AB‖c 6 ‖A‖c‖B‖c para todo A,B ∈ Mn(C). ♦
En un álgebra normada unital A, interesa estimar la cantidad de elementos invertibles.
Un elemento x ∈ A es invertible si existe y ∈ A con xy = yx = 1; se escribe y = x−1. (Es
de notar que si hay inversos unilaterales y, z ∈ A con xy = 1 = zx , entonces z = zxy = y.)
En un álgebra de Banach, resulta que hay un vecindario de la identidad 1 que consiste de
elementos inversible, como muestra el siguiente resultado.
Proposición 3.25. Sea A un álgebra de Banach unital. Si x ∈ A cumple ‖1 − x ‖ < 1, entonces
x es invertible en A.
Demostración. Tómese x ∈ A con ‖1−x ‖ < 1, es decir, x ∈ B(1; 1). Considérese la siguiente
serie geométrica en A:
∞∑
k=0
(1 − x)k = 1 +
∞∑
k=0
(1 − x)k .
La submultiplicatividad de la normamuestra que ‖(1−x)k ‖ 6 ‖1−x ‖k para cada k ∈ N. Por
lo tanto, la serie anterior converge absolutamente y los siguientes estimados se verifican: ∞∑
k=0
(1 − x)k
 6 ∞∑
k=0
‖(1 − x)k ‖ 6
∞∑
k=0
‖1 − x ‖k = 1
1 − ‖1 − x ‖ .
Enmás detalle: la segunda de estas series está mayorizada por la tercera serie, la cual es una
serie geométrica enR con factor r = ‖1−x ‖ < 1; como tal, la tercera serie es convergente.
Como resultado, la primera serie converge absolutamente y su norma está mayorizada por
la segunda, debido al Lema 3.20.
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Sea y :=
∑∞
k=0(1 − x)k . Nótese que la premultiplicación z 7→ (1 − x)z es una aplicación
continua de A en A, y por ende conmuta con sumatorias:
y − xy = (1 − x)
∞∑
k=0
(1 − x)k =
∞∑
k=0
(1 − x)k+1 = y − 1,
así que xy = 1. De igual forma y −yx = y(1 − x) = y − 1, por lo tanto yx = 1. En fin, x es
invertible con x−1 = y: se ha construido x−1 mediante una serie convergente. 
Corolario 3.26. En un álgebra de Banach unital A, el grupo A× de elementos invertibles es
abierto en A.
Demostración. Si x ∈ A es invertible, sea r := 1/‖x−1‖.
Si z ∈ B(x , r ), de modo que ‖x − z‖ < r , sea u := zx−1. entonces
‖1 − u‖ = ‖(x − z)x−1‖ 6 ‖x − z‖ ‖x−1‖ < r ‖x−1‖ = 1.
La Proposición 3.25 muestra que u es invertible. Entonces zx−1u−1 = uu−1 = 1, así que z
tiene un inverso a la derecha, x−1u−1.
De igual manera, si v := x−1z, entonces ‖1 − v ‖ = ‖x−1(x − z)‖ 6 ‖x−1‖ ‖x − z‖ < 1;
por lo tanto, v es invertible yv−1x−1z = v−1v = 1, así que z tiene un inverso a la izquierda,
v−1x−1.
La conclusión es que cada elemento z ∈ B(x ; r ) es invertible; es decir, B(x ; r ) ⊆ A×.
Entonces A× es un vecindario de cada uno de sus puntos, o sea, es un abierto en A. 
Se sabe, por ejemplo, que el grupo GL(n,R) de matrices reales invertibles es abierto
en el álgebraMn(R); y de igual manera, el grupo GL(n,C) es abierto en el álgebraMn(C).
3.3 Aplicaciones y formas lineales continuas
De ahora en adelante, se adopta la costumbre, muy común en álgebra lineal, de escribir
Tx ≡ T (x) cuando T es lineal.
Lema 3.27. Sean (E, ‖·‖) y (F , |||·|||) dos espacios normados, y sea T : E → F una aplicación
lineal. Las siguientes condiciones son equivalentes:
(a) T es continua en todo punto de E;
(b) T es continua en el origen 0 ∈ E;
(c) hay una constante M > 0 tal que
|||Tx ||| 6 M ‖x ‖ para todo x ∈ E. (3.15)
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Demostración. Ad (a) ⇐⇒ (b): Si x ∈ E, la traslación τx : E → E : y 7→ y − x es una
isometría biyectiva de E en E, porque
‖τx (y) − τx (z)‖ = ‖(y − x) − (z − x)‖ = ‖y − x ‖.
Obsérvese que
(τ−Tx ◦T ◦ τx )(y) = (τ−Tx ◦T )(y − x) = τ−Tx (Ty −Tx) = Ty si y ∈ E,
así que τ−Tx ◦ T ◦ τx = T para cada x ∈ E. Como estas traslaciones son homeomorfismos
de E y de F , se ve que T es continua en x si y sólo si T es continua en 0.
Ad (b) =⇒ (c): Fíjese que T (0) = 0 en F por la linealidad de T . Sea dado ε > 0. Por
la continuidad de T en 0, existe δ = δ (ε) > 0 tal que
x ∈ E con ‖x ‖ < δ =⇒ ‖Tx ‖ < ε en F .
En consecuencia, para cada z ∈ E,
‖z‖ < r =⇒ ‖(δ/r ) z‖ < δ =⇒ |||T ((δ/r ) z)||| < ε =⇒ |||Tz ||| < rε
δ
,
así que |||Tz ||| 6 (ε/δ ) ‖z‖. Luego M := ε/δ cumple (3.15).
Ad (c) =⇒ (b): Sea dado ε > 0 y tómese δ (ε) := ε/M . Si x ∈ E con ‖x ‖ < δ , entonces
(3.15) implica que ‖Tx ‖ < Mδ = ε. Esto comprueba la continuidad de T en 0. 
Si T : E → F es una aplicación lineal y continua entre espacios normados, es natural
tomar la constante mínima M que cumple (3.15).
Lema 3.28. Si (E, ‖·‖) y (F , |||·|||) son dos espacios normados, se denota por L(E, F ) la totalidad
de las aplicaciones lineales y continuas T : E → F . Las siguientes tres expresiones coinciden:
‖T ‖ := inf {M > 0 : |||Tx ||| 6 M ‖x ‖ para todo x ∈ E } (3.16a)
= sup
{ |||Tx |||
‖x ‖ : x ∈ E con x , 0
}
(3.16b)
= sup{ |||Tx ||| : x ∈ E con ‖x ‖ 6 1 }. (3.16c)
Fíjese que en el lado derecho de (3.16a) se puede tomar M = ‖T ‖; por lo tanto, vale
|||Tx ||| 6 ‖T ‖ ‖x ‖ para todo x ∈ E. (3.17)
Entonces T 7→ ‖T ‖ es una norma sobre el espacio vectorial L(E, F ).
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Demostración. Una aplicación linealT : E → F cumpleT (0) = 0; luego |||Tx ||| 6 M ‖x ‖ para
todo x , como en (3.15), si y solo si |||Tx |||/‖x ‖ 6 M para x , 0. Esto comprueba que las
expresiones (3.16a) y (3.16b) son iguales.
Si x , 0 en E, sea y := x/‖x ‖, así que ‖y‖ = 1. La linealidad de T implica que
|||Tx |||/‖x ‖ = |||(Tx)/‖x ‖||| = |||Ty |||; esto establece la igualdad de (3.16b) y (3.16c).
Para ver que T 7→ ‖T ‖ es una norma, nótese primero que M = 0 en (3.15) solo es
posible si Tx = 0 para todo x ∈ E, o sea, T = 0 en L(E, F ). Si α ∈ C, entonces
‖αT ‖ = sup{ |||α(Tx)||| : ‖x ‖ 6 1 } = sup{ |α | |||Tx ||| : ‖x ‖ 6 1 } = |α | ‖T ‖.
Para S,T ∈ L(E, F ), la suma S +T : x 7→ Sx +Tx es lineal y continua, y satisface
‖S +T ‖ = sup{ |||Sx +Tx ||| : ‖x ‖ 6 1 } 6 sup{ |||Sx ||| + |||Tx ||| : ‖x ‖ 6 1 }
6 sup{ |||Sx ||| + |||Ty ||| : ‖x ‖ 6 1, ‖y‖ 6 1 } = ‖S ‖ + ‖T ‖. 
Proposición 3.29. Si (E, ‖·‖) un espacio normado y (F , |||·|||) un espacio de Banach, entonces
L(E, F ) es también un espacio de Banach. Si E = F , entonces L(E) ≡ L(E,E) es un álgebra de
Banach.
Demostración. Sea {Tn}n∈N una sucesión de Cauchy en L(E, F ). La desigualdad triangular‖Tm‖ − ‖Tn‖ 6 ‖Tm −Tn‖ muestra que la sucesión numérica {‖Tn‖} es de Cauchy en R; y
por tanto está acotada, así que supn∈N ‖Tn‖ < ∞.
La desigualdad (3.17) implica que
|||Tmx −Tnx ||| = |||(Tm −Tn)x ||| 6 ‖Tm −Tn‖ ‖x ‖ para todo x ∈ E.
Luego, la sucesión de vectores {Tnx}n∈N es de Cauchy en F (y por ende convergente) para
cada x ∈ E. Denótense los límites por Tx := limn→∞Tnx en F . Es fácil chequear que la
aplicación T : x 7→ Tx : E → F es lineal. Además,
‖Tx ‖ = lim
n→∞ ‖Tnx ‖ 6 sup
n∈N
‖Tnx ‖ 6 sup
n∈N
‖Tn‖ ‖x ‖.
Por el Lema 3.28, la aplicación lineal T es continua, con ‖T ‖ 6 supn∈N ‖Tn‖.
Falta comprobar que Tn → T en L(E, F ). Sea dado ε > 0; existe N ∈ N tal que
m,n > N =⇒ ‖Tn −Tm‖ < ε. Entonces
n > N =⇒ ‖Tn −T ‖ = sup{ ‖Tnx −Tx ‖ : ‖x ‖ 6 1 }
6 sup{ ‖Tnx −Tmx ‖ : ‖x ‖ 6 1, m > N }
6 sup
n∈N
{ ε ‖x ‖ : ‖x ‖ 6 1 } = ε .
LuegoTn → T en la norma deL(E, F ): cada sucesión de Cauchy enL(E, F ) es convergente.
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En el caso E = F , sean S,T ∈ L(E). El producto (o composición) ST : x 7→ S(Tx) es
lineal y continua, y su norma obedece
‖ST ‖ = sup{ ‖S(Tx)‖ : ‖x ‖ 6 1 } 6 sup{ ‖S ‖ ‖Tx ‖ : ‖x ‖ 6 1 }
= ‖S ‖ sup{ ‖Tx ‖ : ‖x ‖ 6 1 } = ‖S ‖ ‖T ‖.
Luego L(E), con este producto, es un álgebra de Banach. 
Definición 3.30. Sea E un espacio normado sobre C. Una forma lineal continua sobre E
es una aplicación lineal continua f : E → C. La totalidad de estas formas lineales continuas
es un espacio de Banach E∗ := L(E,C). Este se llama el espacio dual de E.
La evaluación de una forma lineal sobre un vector se denota por
〈f ,x〉 ≡ f (x) ∈ C, cuando f ∈ E∗, x ∈ E. (3.18)
La aplicación (f ,x) 7→ 〈f ,x〉 : E∗ × E → C es una forma bilineal6 sobre E∗ × E, llamada la
dualidad entre E∗ y E.
A veces conviene considerar el bidual E∗∗ := (E∗)∗ = L(E∗,C). Si ω ∈ E∗∗, se escribirá
〈f ,ω〉 := ω(f ) para denotar la dualidad entre E∗ y E∗∗. ♦
nPara un espacio normado E sobre R, se define análogamente E∗ = L(E,R), el cual es
un espacio de Banach real. Toda la terminología anterior se transfiere al caso real, mutatis
mutandis. Para no duplicar esfuerzos, conviene seguir con escalares complejos hasta que
se diga lo contrario. o
En el caso finitodimensional E ' Cn, se sabe que cada base vectorial {x1, . . . ,xn} de E
da lugar a una base dual { f1, . . . , fn} de E∗, determinado por la fórmula
〈fi ,xj〉 := ni = jo, para i, j ∈ {1, 2, . . . ,n}.
De esta manera, E∗ ' Cn también, aunque este isomorfismo depende de la elección de las
bases. Al iterar esta construcción, se obtiene una base {ω1, . . . ,ωn} de E∗∗, determinado
por 〈fi ,ωj〉 := ni = jo. Fíjese que la correspondencia xj 7→ ωj entre bases se extiende a un
isomorfismo lineal E → E∗∗. Resulta que este último isomorfismo es canónico, es decir, no
depende de la elección de bases.
Sin embargo, en dimensión infinita, estos argumentos no son aplicables, porque el
uso de espacios vectoriales es problemático. Por ejemplo, si E es un espacio normado
incompleto, como LC1([0, 1]) por ejemplo, los espacios dual y bidual E∗ y E∗∗ son de
Banach, por la Proposición 3.29; en particular, E ; E∗∗. Por lo general, las normas en
ejemplos concretos de E y E∗ no se parecen mucho.
6No se debe confundir la forma bilineal 〈f ,x〉 con la forma sesquilineal 〈w | z〉 que define el producto
escalar en Cn , introducido en el Ejemplo 3.3. Más adelante, en el contexto de los espacios de Hilbert, se
explicará la relación entre estas dos notaciones.
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Ejemplo 3.31. Sea c0 el espacio vectorial de sucesiones x = {xk} en C tales que xk → 0
cuando k → ∞. Bajo la norma ‖x ‖∞ := supk∈N |xk |, este es un espacio normado. Es fácil
comprobar que es completo en esta norma, así que c0 es un espacio de Banach.
Al principio de la sección 1.3, se notó que una sucesión convergente es acotada; luego
c0 es un subespacio de `∞ – y se debe notar que la norma del supremo es la misma en
ambos espacios: c0 es un subespacio normado de `∞. Por el Lema 2.36(a), se ve que c0 es un
subespacio cerrado, pero propio, de `∞. (En consecuencia, c0 no es denso en `∞.)
Hay una aplicación bilineal `1 × c0 → C dada por
〈y,x〉 :=
∞∑
k=0
ykxk para y ∈ `1, x ∈ c0. (3.19)
Esta serie es absolutamente convergente en C; en efecto, vale〈y,x〉 :=  ∞∑
k=0
ykxk
 6 ∞∑
k=0
|ykxk | 6 sup
k∈N
|xk |
∞∑
k=0
|yk | = ‖y‖1‖x ‖∞ .
Por (3.17), esta estimación dice que la forma lineal fy : x 7→ 〈y,x〉 es continua sobre c0, y
además que ‖ fy ‖ 6 ‖y‖1 .
Esta última desigualdad es una igualdad. Para ver eso, defínase una sucesión {x (m)} en
c00 ⊂ c0 al tomar
x (m)
k
:=
|yk |
yk
n(yk , 0) ∧ (k 6 m)o.
Nótese que
x (m)
k
 = 0 o 1; y que ‖x (m)‖∞ = 1 cuando yk , 0 para algún k 6 m. Además,
se calcula que
〈y,x (m)〉 =
m∑
k=0
|yk | → ‖y‖1 cuando m →∞.
Si y = 0 en `1, entonces fy = 0 en c∗0. Si y , 0, entonces
‖ fy ‖ = sup{ |〈y,x〉| : ‖x ‖∞ 6 1 } > sup{ |〈y,x (m)〉| : m ∈ N } = ‖y‖1 .
En todo caso, ‖ fy ‖ = ‖y‖1. Se ha comprobado que la correspondencia y 7→ fy es una
isometría de `1 en c∗0.
Esta correspondencia es sobreyectiva: porque si f ∈ c∗0, considérese los valores de f
sobre la base estándar {e0, e1, e2, . . . } de c00. Nótese que x = ∑∞k=0 xk ek con convergencia
absoluta en c0. Al definir yk := f (ek) para k ∈ N, la continuidad y linealidad de f aseguran
f (x) = f
( ∞∑
k=0
xk ek
)
=
∞∑
k=0
f (xk ek) =
∞∑
k=0
xk f (ek) =
∞∑
k=0
xk yk .
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La serie al lado derecho converge absolutamente, porque con las notaciones anteriores
f (x (m)) = ∑mk=0 |yk | para todo m ∈ N y supm∈N f (x (m)) 6 ‖ f ‖ ya que ‖x (m)‖∞ 6 1. Esto
verifica que y ∈ `1 y que f (x) = 〈y,x〉 para todo x ∈ c∗0.
En resumen: la correspondenciay 7→ fy definido por (3.19) es un isomorfismo isométrico
entre los espacios de Banach `1 y c∗0. Brevemente, c
∗
0 ' `1. ♦
Ejemplo 3.32. Los cálculos del ejemplo anterior también son aplicables para identificar
el espacio dual de `1.
Hay una aplicación bilineal `1 × `∞ → C dada por
〈y, z〉 :=
∞∑
k=0
ykzk para y ∈ `1, x ∈ `∞.
Esta es la misma fórmula (3.19) de antes, con un cambio de papel de las dos sucesiones. La
convergencia absoluta del lado derecho se mantiene:〈y, z〉 =  ∞∑
k=0
ykzk
 6 ∞∑
k=0
|ykzk | 6 ‖y‖1‖z‖∞ .
Ahora, la forma lineal дz : y 7→ 〈y, z〉 es continua sobre `1, con ‖дz ‖ 6 ‖z‖∞ .
En este caso, se define {y(m)} en c00 ⊂ `1 por
y(m)
k
:=
|zk |
zk
n(zk , 0) ∧ (k =m)o.
Nótese que ‖y(m)‖1 = nzm , 0o = 0 o 1. Además, 〈y(m), z〉 = |zm | nzm , 0o 6 ‖z‖∞ .
Entonces
‖дz ‖ = sup{ |〈y, z〉| : ‖y‖1 6 1 } > sup{ |〈y(m), z〉| : m ∈ N } = sup
m∈N
|zm | nzm , 0o = ‖z‖∞ .
Esta isometría z 7→ дz de `∞ en (`1)∗ es sobreyectiva. Porque si д ∈ (`1)∗, al poner zk :=
д(ek) para k ∈ N, se obtiene z ∈ `∞ con ‖z‖∞ 6 ‖д‖, tal que д(y) = ∑∞k=0yk zk con
convergencia absoluta para todo y ∈ `1. Desde luego, también vale |д(y)| 6 ‖y‖1‖z‖∞, así
que ‖д‖ 6 ‖z‖∞ y luego ‖д‖ = ‖z‖∞. En resumen, se obtiene (`1)∗ ' `∞. ♦
Nótese que, a partir de los dos ejemplos anteriores, el bidual de c0 es c∗∗0 ' (`1)∗ ' `∞, el
cual incluye c0 como subespacio (cerrado) propio. También es de notar que las dualidades
de estos dos espacios con `1 están dadas por la misma fórmula (3.19). En consecuencia, la
inclusión j : c0 ↪→ (c0)∗∗ es una isometría (no sobreyectiva). Este es un fenómeno general
en espacios de Banach; hay una inclusión isométrica J : E ↪→ E∗∗, pero hay que averiguar
caso por caso si es un isomorfismo o no – dícese que E es reflexivo si J (E) = E∗∗.
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Si 1 < p < ∞, resulta que (`p)∗ ' `q dondeq = p/(p−1), aprovechando la fórmula (3.19)
una vez más. Como p = q/(p − 1), se concluye que (`p)∗∗ ' `p , es decir, `p es reflexivo.
Los detalles se dejan como un ejercicio.
I Hay un teorema que ilumina el estudio de espacios duales, porque implica la existencia
de una cantidad suficiente de formas lineales continuas sobre cualquier espacio normado.
Si F es una subespacio de un espacio normado E, y si h ∈ E∗, es obvio que la restricción
h |F : F → C es una aplicación lineal, que cumple |〈h,x〉| 6 ‖h‖ ‖x ‖ para x ∈ E y también,
obviamente, para x ∈ F . Esto dice que h |F ∈ F ∗, con ‖h |F ‖ 6 ‖h‖.
En la dirección contraria, se puede preguntar si una forma lineal continua д ∈ F ∗ posee
una extensión a una forma lineal continua sobre todo el espacio E. Una extensión lineal es
obviamente factible: una base vectorial de F puede completarse a una base vectorial de E,
y es cuestión de definir la forma lineal extendida sobre los nuevos elementos de la base
ampliada. Por esta vía, sin embargo, es difícil garantizar la continuidad de la extensión.
Resulta que sí es posible obtener esa continuidad, por una construcción debido a Helly,
Hahn y Banach. Por esta sola vez, los casos real y complejo se separan. La noción de
convexidad es el factor clave para obtener la extensión deseada.
Definición 3.33. Sea E un espacio vectorial sobre R o C. Una parte A ⊆ E es convexa si
x ,y ∈ A =⇒ (1 − t)x + ty ∈ A para 0 6 t 6 1.
Si A es convexa, una función p : E → R es una función convexa si para todo x ,y ∈ A vale
p((1 − t)x + ty) 6 (1 − t)p(x) + t p(y) cuando 0 6 t 6 1. (3.20)
Esta condición se cumple si y solo si el “hipergrafo” { (z, s) ∈ E ⊕ R : s > p(z) } es un
conjunto convexo en el espacio R-vectorial E ⊕ R.7
Si E es un espacio normado, la función p(x) := ‖x ‖ es convexa. ♦
Lema 3.34 (Helly). Sea E un espacio R-vectorial y F 6 E un subespacio real. Sea p : E → R
una función convexa y h : F → R una forma lineal, tales que h(y) 6 p(y) para todo y ∈ F .
Entonces, si y1,y2 ∈ F ; x ∈ E \ F ; y a,b > 0, la desigualdad siguiente es válida:
h(y1) − p(y1 − bx)
b
6
p(y2 + ax) − h(y2)
a
.
Demostración. Tómese t := b/(a + b), de modo que (1 − t)b = ta. Entonces
h((1 − t)y1 + ty2) 6 p((1 − t)y1 + ty2) = p((1 − t)(y1 − bx) + t(y2 + ax))
6 (1 − t)p(y1 − bx) + t p(y2 + ax)
7El el caso E = R, una función p : [a,b] → R es convexa si y solo si el segmento en R2 que une dos
puntos del grafo de p es superior a la porción del grafo entre estos dos puntos.
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por la hipótesis h(y) 6 p(y) y la convexidad de p. Al multiplicar ambos lados por (a + b) y
usar la linealidad de h, se obtiene
a h(y1) + b h(y2) 6 a p(y1 − bx) + b p(y2 + ax),
esto es,
a
(
h(y1) − p(y1 − bx)
)
6 b
(
p(y2 + ax) − h(y2)
)
. 
El lema anterior es una preparación para el teorema siguiente, que extiende la forma
lineal h a todo E en dos fases. Si F es de codimensión 1 en E, el lema es directamente
aplicable. Si no, es necesario hacer una inducción transfinita, una dimensión a la vez. Esto
requiere el Lema de Zorn de la teoría de conjuntos: si S es un conjunto parcialmente ordenado
en el cual cada cadena (parte totalmente ordenada) tiene una cota superior, entonces S posee un
elemento maximal.
Teorema 3.35 (Hahn y Banach, v1). Sea E un espacio R-vectorial y F 6 E un subespacio
real. Sea p : E → R una función convexa y h : F → R una forma lineal, tales que
h(y) 6 p(y) para todo y ∈ F .
Entonces existe una forma lineal h˜ : E → R que extiende h (esto es, h˜ |F = h) y también cumple
h˜(x) 6 p(x) para todo x ∈ E.
Demostración. Tómese x ∈ E \ F arbitrario pero fijo, y considérese el subespacio
G := F + Rx = {y + cx : y ∈ F , c ∈ R }.
Se debe comprobar que hay una extensión hˆ de h a G tal que hˆ(z) 6 p(z) para todo z ∈ G.
Basta hallar s := hˆ(x) ∈ R. Los otros elementos de G son de la forma y2 + ax con y2 ∈ F ,
a > 0; o bien y1 − bx con y1 ∈ F , b > 0. Entonces la forma lineal hˆ : G → R debe cumplir
hˆ(y2 + ax) = h(y2) + as 6 p(y2 + ax),
hˆ(y1 − bx) = h(y1) − bs 6 p(y1 − bx),
para todo y1,y2 ∈ F y todo a,b > 0. En otros palabras, el número real s debe satisfacer
todas esta desigualdad:
sup
y1∈F , b>0
h(y1) − p(y1 − bx)
b
6 s 6 inf
y2∈F , a>0
p(y2 + ax) − h(y2)
a
.
El Lema 3.34 muestra que esta desigualdad tiene al menos una solución s (y tal vez tiene
un intervalo cerrado de soluciones). El teorema queda demostrado si F + Rx = E.
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En el caso general, sea S el conjunto de pares (G, hˆ) tales que F 6 G 6 E y hˆ : G → R
es una forma lineal con hˆ |F = h y hˆ(z) 6 p(z) para z ∈ G. Nótese que (F ,h) ∈ S así que S
no es vacío.
Se define un orden parcial en S por (G1, hˆ1) / (G2, hˆ2) si G1 6 G2 y hˆ2 |G1 = h1. Si
{(Gα , hˆα )}α∈J es una cadena en S – de modo que los subespacios Gα estén encajados – sea
G :=
⋃
α∈J Gα , el cual es un subespacio de E porque los Gα están encajados, y defínase
hˆ : G → R por hˆ(x) := hˆα (x) toda vez que x ∈ Gα . Entonces (G, hˆ) es una cota superior
para la cadena.
El Lema de Zorn muestra que S posee un elemento maximal (G˜, h˜). Si fuera G˜ , E,
habría un vector x ∈ E \ G˜, y la construcción de arriba extendería h˜ a G˜ + Rx , siempre
dominado por p. Pero eso sería contrario a la maximalidad de (G˜, h˜); por lo tanto, G˜ = E
y se ha encontrado la deseada extensión h˜. 
La versión compleja del teorema de Hahn y Banach requiere una hipótesis levemente
distinta y una prueba diferente, porque el orden simple de R no está disponible en C.
Resulta que hay un artificio que lo reduce al caso real. La función p : E → R, amén de ser
convexa, debe ser simétrica, esto es, debe satisfacer
p(λx) = p(x) para todo x ∈ E, λ ∈ C con |λ | = 1.
Teorema 3.36 (Hahn y Banach, v2). Sea E un espacio C-vectorial y F 6 E un subespacio
complejo. Sea p : E → R una función convexa y simétrica; y sea h : F → C una forma C-lineal,
tal que
|h(y)| 6 p(y) para todo y ∈ F .
Entonces existe una forma C-lineal h˜ : E → C que extiende h y también cumple
|h˜(x)| 6 p(x) para todo x ∈ E.
Demostración. Sea д(y) := <h(y) para y ∈ F . Entonces д : F → R es una forma R-lineal.
Habida cuenta de que
=h(y) = <(−i h(y)) = <h(−iy) = д(−iy)
porque h es C-lineal, se obtiene la igualdad
h(y) = д(y) + i д(−iy) para y ∈ F .
Fíjese que д(y) = <h(y) 6 |h(y)| 6 p(y) para y ∈ F . Entonces el Teorema 3.35 produce
una extensión R-lineal д˜ : E → R tal que д˜ |F = д y д˜(x) 6 p(x) para todo x ∈ E.
Además, se ve que −д˜(x) = д˜(−x) 6 p(−x) = p(x), donde la última igualdad sigue de la
simetría de p. Luego
|д˜(x)| 6 p(x) para todo x ∈ E.
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Defínase h˜(x) := д˜(x) + i д˜(−ix) para x ∈ E. Entonces h˜ : E → C es R-lineal y además
h˜(ix) = д˜(ix) + i д˜(x) = −д˜(−ix) + i д˜(x) = i h˜(x),
lo cual muestra que h˜ : E → C es C-lineal.
Si x ∈ E, tómese θ = θ (x) ∈ R tal que h˜(x) = eiθ |h˜(x)|. Entonces se verifica
|h˜(x)| = e−iθh˜(x) = h˜(e−iθx) = д˜(e−iθx) 6 p(e−iθx) = p(x).
(La igualdad h˜(e−iθx) = д˜(e−iθx) es válida porque h˜(e−iθx) = |h˜(x)| es real.) Se ha mostrado
que |h˜(x)| 6 p(x) para todo x ∈ E. 
Teorema 3.37 (Hahn y Banach, v3). Sea E un espacio normado real o complejo; y F 6 E un
subespacio. Si h : F → R [o h : F → C] es una forma lineal continua, tal que
|h(y)| 6 M ‖y‖ para todo y ∈ F ,
entonces existe una forma lineal continua h˜ : E → R [o h˜ : E → C] que extiende h y también
cumple
|h˜(x)| 6 M ‖x ‖ para todo x ∈ E.
En otras palabras: un elemento h ∈ F ∗ posee una extensión h˜ ∈ E∗ tal que ‖h˜‖ = ‖h‖.
Demostración. Sea p(x) := M ‖x ‖ para x ∈ E; esta es una función convexa sobre E tal que
p(−x) = p(x). En el caso de escalares enC, la funciónp es también simétrica. La conclusión
sigue al aplicar el Teorema 3.35 en el caso real, o bien Teorema 3.36 en el caso complejo.
Nótese que la condición |h(y)| 6 M ‖y‖ expresa la continuidad de la forma lineal h; y
se puede tomar M = ‖h‖, usando la norma en F ∗. Entonces |h˜(x)| 6 ‖h‖ ‖x ‖ para x ∈ E
dice que ‖h˜‖ 6 ‖h‖. Como h˜ extiende h, también es cierto que
‖h˜‖ = sup{ |h˜(x)| : x ∈ E, ‖x ‖ 6 1 }
> sup{ |h(y)| : y ∈ F , ‖y‖ 6 1 } = ‖h‖,
por lo tanto vale ‖h˜‖ = ‖h‖. 
Para explorar las consecuencias del teorema de Hahn y Banach, conviene volver al
caso de escalares complejos. Los corolarios siguientes también son válidos en el caso real,
como se podrá comprobar fácilmente.
Corolario 3.38. Si E es un espacio normado, el espacio dual E∗ es una colección de funciones
continuas que separa puntos de E, esto es, si x , y en E, existe f ∈ E∗ tal que f (x) , f (y).
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Demostración. Si x ,y ∈ E con x , y, sea F := C(x − y) el espacio vectorial unidimensional
generado por el vector no nulo x − y. Defínase h ∈ F ∗ por h(t(x − y)) := t . Su linealidad
y continuidad son obvias; de hecho, ‖h‖ = 1/‖x − y‖.
Por el Teorema 3.37, existe f = h˜ ∈ E∗ con f (x) − f (y) = f (x − y) = h(x − y) = 1. 
Corolario 3.39. Si E es un espacio normado, entonces la norma de cualquier vector x ∈ E está
dada por
‖x ‖ = sup{ |〈f ,x〉| : f ∈ E∗, ‖ f ‖ 6 1 }. (3.21)
Demostración. Si x ∈ E y si f ∈ E∗ con ‖ f ‖ 6 1, la desigualdad (3.17) proporciona la
estimación |〈f ,x〉| 6 ‖ f ‖ ‖x ‖ 6 ‖x ‖.
Por otro lado, dado x ∈ E, la aplicación lineal hx : Cx → C : αx 7→ α ‖x ‖ es continua:
la homogeneidad |〈hx ,αx〉| = |α | ‖x ‖ = ‖αx ‖ dice que ‖hx ‖ = 1. Del Teorema 3.37, hx se
extiende a h˜x ∈ E∗ con ‖h˜x ‖ = 1. Entonces
sup{ |〈f ,x〉| : f ∈ E∗, ‖ f ‖ 6 1 } > |〈h˜x ,x〉| = |〈hx ,x〉| = ‖x ‖. 
La fórmula (3.21) debe ser comparada con la fórmula para ‖ f ‖ con f ∈ E∗, como caso
particular de (3.16c):
‖ f ‖ = sup{ |〈f ,x〉| : x ∈ E, ‖x ‖ 6 1 }.
Esta dos fórmulas exhiben la dualidad entre los espacios normados E y E∗ de una manera
concreta: la norma de un elemento en cada espacio se obtiene al maximizar |〈f ,x〉| sobre
la bola unitaria cerrada del otro.
I Antes de dar por terminado esta sección sobre aplicaciones lineales continuas, se debe
señalar que la condición de continuidad (3.15) se extiende de manera natural al caso de
aplicaciones bilineales.
Definición 3.40. Sean (E1, ‖·‖1) y (E2, ‖·‖2) dos espacios normados. El producto carte-
siano E1 × E2 se puede identificar con la suma directa E1 ⊕ E2 como espacio vectorial. La
fórmula
‖(x ,y)‖ := ‖x ‖1 + ‖y‖2 para x ∈ E1, y ∈ E2,
define una norma sobre E1 ⊕ E2. El espacio normado (E1 ⊕ E2, ‖·‖) se considera la suma
directa de los dos espacios normados dados. Fíjese que si E1 y E2 son espacios de Banach,
entonces E1 ⊕ E2 es también un espacio de Banach. ♦
Lema 3.41. Si (E1, ‖·‖1), (E2, ‖·‖2) y (F , |||·|||) son tres espacios normados, una aplicación bilineal
B : E1 × E2 → F es continua si y solo si hay una constante M > 0 tal que
|||B(x ,y)||| 6 M ‖x ‖1 ‖y‖2 para todo x ∈ E1, y ∈ E2 . (3.22)
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Demostración. Si B es continua en (0, 0) ∈ E1 ⊕ E2, entonces haym > 0 tal que
‖x˜ ‖1 + ‖y˜‖2 < m =⇒ |||B(x˜ , y˜)||| 6 1.
Tómese (x ,y) ∈ E1 ⊕ E2. Si x = 0 o y = 0, la desigualdad (3.22) se cumple trivialmente,
porque B(0,y) = B(x , 0) = 0 por la bilinealidad de B; se puede suponer, entonces, que
x , 0, y , 0. Sean x˜ := m1x/‖x ‖1 y y˜ := m2y/‖y‖2 para algunos m1,m2 > 0 con
m1 +m2 =m. La bilinealidad de B implica que
B(x ,y) = ‖x ‖1‖y‖2
m1m2
B(x˜ , y˜),
y por ende (3.22) está satisfecho con M = 1/m1m2.
Inversamente, si (3.22) es válida para algún M > 0, resulta que B es continua en cada
punto (x0,y0) de E1 ⊕ E2. En efecto, sea dado ε > 0. Entonces, por bilinealidad,
B(x ,y) − B(x0,y0) = B(x − x0,y) + B(x0,y − y0),
y su norma cumple la estimación:
|||B(x ,y) − B(x0,y0)||| 6 M ‖x − x0‖1 ‖y‖2 +M ‖x0‖1 ‖y − y0‖2 .
Si ‖x − x0‖1 < δ y ‖y − y0‖2 < δ para algún δ con 0 < δ < 1, entonces en particular vale
‖y‖2 6 ‖y0‖2 + δ < ‖y0‖2 + 1. En consecuencia,
|||B(x ,y) − B(x0,y0)||| 6 Mδ (‖y0‖2 + 1) +Mδ ‖x0‖1 < ε
con solo tomar δ := ε(‖x0‖1 + ‖y0‖2 + 1)/M . 
3.4 Diferenciación en espacios de Banach
En esta sección, todos los espacios normados serán de Banach (completando si fuere nece-
sario); y todas las normas se denotarán por ‖·‖, sin distinción.
Si E y F son espacios de Banach y siU es un abierto en E, dos funciones f ,д : U → F se
llaman tangentes en un punto x0 ∈ U si el cociente de normas ‖ f (x)−д(x)‖/‖x −x0‖ → 0
cuando ‖x −x0‖ → 0 (es decir, cuando x → x0 en E). Esta es una relación de equivalencia.
Si f y д con continuas en x0, su tangencia implica f (x0) = д(x0).
La idea de tangencia es que la función f se aproxima por otra función д de alguna
clase predeterminada. Una función afín con д(x0) = f (x0) toma la forma
д(x) = f (x0) +T (x − x0), para x ∈ U
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donde T : E → F es lineal. Fíjese que д es continua en x0 si y solo si T es continua en 0 y
por ende continua en todo E, esto es, T ∈ L(E, F ). Además, si h(x) := f (x0) + S(x − x0) es
cualquier función afín de esta clase, entonces д y h son tangentes en x0 si y solo si
lim
x→x0
‖(T − S)(x − x0)‖
‖x − x0‖ = 0.
Como ‖(T − S)(x − x0)‖ 6 ‖T − S ‖ ‖x − x0‖, esto ocurre si y solo si ‖T − S ‖ = 0, si y solo
si S = T . Por lo tanto, hay a lo sumo una función afín continua8 tangente a f en x0.
Definición 3.42. Sean E y F son espacios de Banach, f : U → F una función definida en
un abierto U ⊆ E. Dícese que f es diferenciable en un punto x0 ∈ U si existe T ∈ L(E, F ),
necesariamente única, tal que9
‖ f (x0 + u) − f (x0) −Tu‖
‖u‖ → 0 cuando u → 0 en E.
Obsérvese que T depende de f y de x0; se escribe T = f ′(x0) ∈ L(E, F ) o alternativamente
T = Df (x0). Conviene denotar el cociente anterior genéricamente por e(u), así:
‖ f (x0 + u) − f (x0) − f ′(x0)u‖ = e(u) ‖u‖, con e(u) → 0 cuando u → 0. (3.23)
La función f : U → F es diferenciable enU si es diferenciable en cada punto de U . En
tal caso, la función x 7→ f ′(x) ≡ Df (x) define una aplicación
Df : U → L(E, F ).
Esta es la derivada de f . Si esta derivada es una función continua, dícese que f es conti-
nuamente diferenciable en U , o también de claseC1 en U . ♦
La condición (3.23) expresa que la función f puede ser aproximada por la función afín
д(x0 +u) := f (x0)+ f ′(x0)u en un vecindario del punto x0 de una manera precisa. El grafo
de д en E ⊕ F es un subespacio afín10 de F que aproxima bien el grafo de f cerca del punto
(x0, f (x0)).
8Nótese que esta conclusión no requiere la continuidad de f en x0, a priori.
9Entre espacios de Banach de dimensión infinita, esta definición es bastante restrictiva. Fue propuesta
por Maurice Fréchet en 1911 y por eso la condición (3.23) se llama diferenciable en el sentido de Fréchet.
En 1913, René Gâteaux sugirió que f debería ser diferenciable en x0 si la derivada direccional δ f (x0;v) :=
limt→0(f (x0 + tv) − f (x0))/t existe para todo v ∈ E. La función δ f (x0) : v 7→ δ f (x0;v) no tiene que ser
lineal ni continua; pero si δ f (x0) ∈ L(E, F ), se dice que f es diferenciable en el sentido de Gâteaux en x0.
Esta derivada existe en algunos casos donde f ′(x0) no existe; pero si x 7→ δ f (x) es continua en U , las dos
derivadas coinciden.
10Un subespacio afín de un espacio vectorial V es un conjunto de la forma v0 + U = {v0 + u : u ∈ U }
donde U es un subespacio vectorial de V .
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Ejemplo 3.43. Una función constante f (x) ≡ y0 es claramente diferenciable, con derivada
nula f ′(x) ≡ 0 ∈ L(E, F ).
Una función lineal y continua T : E → F es diferenciable en cada x0 ∈ E y su derivada es
la función constante E → L(E, F ), de valor T . Esto sigue inmediatamente del cálculo trivial:
T (x0 + u) −T (x0) −T (u) = 0 para todo x0,u ∈ E. ♦
Si E = Rn y F = Rn, la aplicación lineal f ′(x0) ∈ L(Rn,Rm) puede representarse en
coordenadas cartesianas por una matriz m × n cuyas entradas son las derivadas parciales
(∂ fj/∂xi)(x0). En el casom = n, la aplicación lineal f ′(x0) ∈ L(Rn) es invertible si y solo si
el jacobiano no se anula en ese punto, esto es, J f (x0) := det f ′(x0) , 0.
Lema 3.44. Sean E y F son espacios de Banach conU ⊆ E abierto. Si f : U → F es diferenciable
en un punto x0 ∈ U , entonces f es continua en x0.
Demostración. Esto generaliza una observación al inicio de la sección 1.5. Sea dado ε > 0;
entonces existe δ1 > 0 tal que B(x0;δ1) ⊆ U y además
‖u‖ < δ1 =⇒ e(u) < 1, así que ‖ f (x0 + u) − f (x0) − f ′(x0)u‖ 6 ‖u‖.
Tómese δ := min{ δ1, ε/(1 + ‖ f ′(x0)‖) }, donde
‖ f ′(x0)‖ := sup{ ‖ f ′(x0)u‖ : u ∈ E, ‖u‖ 6 1 }
es la norma de f ′(x0) ∈ L(E, F ). Fíjese que δ 6 ε. Entonces
‖u‖ < δ =⇒ ‖ f (x0 + u) − f (x0)‖ 6 ‖ f ′(x0)u‖ + ‖u‖
6 ‖ f ′(x0)‖ ‖u‖ + ‖u‖ =
(
1 + ‖ f ′(x0)‖
) ‖u‖
<
(
1 + ‖ f ′(x0)‖
)
δ 6 ε .
Esto muestre que f es continua en x0. 
La importancia de la condición (3.23) es que garantiza la regla de la cadena.
Proposición 3.45. Sean E, F , G tres espacios de Banach, U ⊆ E abierto y V ⊆ F abierto. Sean
f : U → V diferenciable en x0 ∈ U y д : V → F diferenciable en y0 = f (x0) ∈ V . Entonces la
función compuesta д ◦ f : U → G es también diferenciable en x0, y su derivada obedece
(д ◦ f )′(x0) = д′(f (x0)) ◦ f ′(x0). (3.24)
Al lado derecho, se compone f ′(x0) ∈ L(E, F ) con д′(y0) ∈ L(F ,G) para así obtener un elemento
de L(E,G).
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Demostración. Sea dado ε > 0. Tómese δ1 > 0 tal que B(y0;δ1) ⊆ V , y además
‖v ‖ < δ1 =⇒ ‖д(y0 +v) − д(y0) − д′(y0)v ‖ 6 ε/21 + ‖ f ′(x0)‖ ‖v ‖.
En seguida, elíjase δ > 0 con B(x0;δ ) ⊆ U tal que ‖u‖ < δ implica estas desigualdades:
‖ f (x0 + u) − f (x0)‖ < δ1 ,
‖ f (x0 + u) − f (x0)‖ 6 ‖ f ′(x0)‖ ‖u‖ + ‖u‖,
‖ f (x0 + u) − f (x0) − f ′(x0)u‖ 6 ε/21 + ‖д′(y0)‖ ‖u‖.
La primera desigualdad es factible por la continuidad de f en x0, y la segunda sigue de la
demostración del Lema 3.44; la tercera viene de la diferenciabilidad de f en x0.
Entonces, para u ∈ B(x0;δ ), la siguiente estimación es válida:
‖д ◦ f (x0 + u) − д ◦ f (x0) − д′(y0) f ′(x0)u‖
6
д(f (x0 + u)) − д(f (x0)) − д′(y0)( f (x0 + u) − f (x0))
+
д′(y0)( f (x0 + u) − f (x0) − f ′(x0)u)
6
ε/2
1 + ‖ f ′(x0)‖ ‖ f (x0 + u) − f (x0)‖ + ‖д
′(y0)‖ ε/21 + ‖д′(y0)‖ ‖u‖
6
ε/2
1 + ‖ f ′(x0)‖
(‖ f ′(x0)‖ ‖u‖ + ‖u‖) + ε2 ‖u‖
=
ε
2
‖u‖ + ε
2
‖u‖ = ε ‖u‖.
Luego д ◦ f es diferenciable en x0 y su derivada cumple (3.24). 
Corolario 3.46. Sea E un espacio de Banach de dimensión finita y sean U , V dos abiertos en E .
Si f : U → V es diferenciable en x0 ∈ U y д : V → E es diferenciable en y0 = f (x0), entonces sus
jacobianos cumplen
J (д ◦ f )(x0) = Jд(y0) J f (x0).
En particular, si f : U → V es biyectiva y si д : V → U es la función inversa de f , entonces
Jд(y0) = 1/J f (x0) y f ′(x0) es invertible en L(E) con д′(y0) = f ′(x0)−1.
Demostración. Basta con tomar el determinante de ambos lados de (3.24). 
Si E es un espacio de Banach, el Corolario 3.26muestra que el grupoGL(E) de elemen-
tos invertibles en el álgebra de Banach L(E) es abierto en L(E). Considérese el caso de la
Proposición 3.45 en el cual E = F = G y f : U → V ⊆ E, д : V → U ⊆ E son funciones mu-
tuamente inversos. En tal caso, la regla de la cadena (3.24) dice que д′(f (x0)) ◦ f ′(x0) = 1
en L(E), así que f ′(x0) ∈ GL(E) con f ′(x0)−1 = д′(f (x0)).
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Esto trae a la memoria el teorema de la función inversa del cálculo diferencial ordinaria:
Si U1 es un abierto en Rn , x0 ∈ U1 y f : U1 → Rn una función de clase C1 con f ′(x0) invertible,
entonces hay abiertos U ⊂ U1 y V ⊂ f (U ) donde x0 ∈ U , f : U → V tiene una función inversa
д : V → U también de clase C1, tal que д′(f (x0)) = f ′(x0)−1.
Resulta que este teorema sigue válido al reemplazar Rn por un espacio de Banach
E cualquiera. La demostración, que será omitida en este curso,11 requiere construir la
función inversaд y verificar su diferenciabilidad en el punto f (x0). Un ingrediente esencial
en la prueba es la continuidad de la inversión T 7→ T −1 en GL(E). De hecho, la inversión es
diferenciable, como se muestra a continuación.
Proposición 3.47. Si A es un álgebra de Banach, la aplicación de inversión x 7→ x−1 es un
homeomorfismo del grupo de invertibles A× en sí mismo. Además, es diferenciable en cada x ∈ A×,
con derivada u 7→ −x−1ux−1.
Demostración. La aplicación A× → A× : x 7→ x−1 es su propio inverso; para que sea un ho-
meomorfismo, basta comprobar que es continua. Por el Lema 3.44, es suficiente mostrar
que es diferenciable en cada x ∈ A×.
Nótese que la receta u 7→ −x−1ux−1 generaliza la fórmula d/dt[t−1] = −t−2 del cálculo
en una variable. Se debe estimar la norma del siguiente elemento de A:
(x + u)−1 − x−1 + x−1ux−1 = ((1 + x−1u)−1 − 1 + x−1u)x−1.
Su ‖u‖ < 1/‖x−1‖, entonces ‖−x−1u‖ < 1 y la Proposición 3.25 muestra que 1 + x−1u es
invertible y x +u = x(1 + x−1u) es también invertible. Por lo tanto, todos los términos en
la expresión existen – y la igualdad es válida – para u ∈ B(0; 1/‖x−1‖).
El inverso de 1 + x−1u está dada por la serie absolutamente convergente
(1 + x−1u)−1 =
∞∑
k=0
(−x−1u)k = 1 − x−1u +
∞∑
k=2
(−x−1u)k .
En vista de la estimación ∞∑
k=2
(−x−1u)k
 6 ∞∑
k=2
‖x−1u‖k = ‖x
−1u‖2
1 − ‖x−1u‖ 6 ‖x
−1u‖2 6 ‖x−1‖2 ‖u‖2,
se deduce que
‖(x + u)−1 − x−1 + x−1ux−1‖ 6 ‖x−1‖3 ‖u‖2.
Luego se verifica (3.23) con f (x) := x−1, f ′(x)u = −x−1ux−1 y e(u) 6 ‖x−1‖3 ‖u‖, así
que e(u) → 0 cuando ‖u‖ → 0. Esto demuestra la diferenciabilidad de x 7→ x−1, con la
derivada indicada. 
11La construcción deд y de su derivadaд′(y0) se basa el teorema de contracción de Banach: Ejercicio 2.20.
Por lo tanto, es indispensable que el espacio normado E sea completo. Véase el Teorema 3.2.4 del libro de
Duistermaat y Kolk, o el Teorema 5.12.9 del libro de Simon, para la demostración.
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3.5 El teorema de Stone y Weierstrass
Los espacios de Banach vistos hasta ahora se han definido de una o dos maneras: bien al
comprobar que un determinado espacio normado es completo, o bien al tomar la com-
pleción de un espacio normado incompleto. En el segundo caso, toda la información útil
reside en la descripción del subespacio denso que da origen a la compleción.
En la dirección contraria, el teorema de aproximación de Weierstrass (la Proposi-
ción 1.51) identifica un subespacio denso importante del espacio de Banach C([a,b]): los
polinomios, o mejor dicho, la restricción de los polinomios sobre R al dominio [a,b].
Si K ⊂ Rn es un conjunto compacto, se puede considerar el espacio de Banach C(K),
de funciones continuas f : K → C con la norma ‖ f ‖∞ := sup{ | f (x)| : x ∈ K }. Es fácil
comprobar, al modificar levemente la demostración de la Proposición 3.13, que C(K) es
efectivamente un espacio de Banach. Cabe preguntar, entonces, si las restricciones a K de
los polinomios sobre Rn forman un subespacio denso; es decir, si cada f ∈ C(K) puede ser
aproximado por un polinomio uniformemente sobre K . Eso sería una generalización del
teorema de Weierstrass.
Es pertinente hacer dos observaciones:
(a) La demostración de que C(K) es un espacio de Banach depende de que K sea com-
pacto pero no de que K sea parte de algún Rn (es decir, no se usa el teorema de
Heine y Borel). Entonces se puede tomar K como una parte compacta de un espa-
cio métrico cualquiera.12
(b) C(K) es un álgebra de Banach bajo la multiplicación puntual de funciones:
‖ f д‖∞ = sup
x∈K
| f (x)д(x)| = sup
x∈K
| f (x)| |д(x)| 6 sup
x ,y∈K
| f (x)| |д(y)| = ‖ f ‖∞‖д‖∞ . (3.25)
En el caso K = [a,b], los polinomios constituyen una subálgebra normada.
Es oportuno notar que la submultiplicatividad ‖xy‖ 6 ‖x ‖ ‖y‖, que forma parte de la
Definición 3.21 de un álgebra normada, a la luz del Lema 3.41,13 expresa la continuidad
de la multiplicación (x ,y) 7→ xy. Luego, si hay polinomios pn → f y qn → д en C([a,b]),
entonces pnqn → f д también.
Se plantea entonces el siguiente problema de aproximación: si A es una subálgebra del
álgebra de Banach C(K), ¿cuáles condiciones garantizan que A sea densa en C(K)?
12Más generalmente, K puede ser un espacio topológico compacto que cumple la propiedad de Hausdor
(dos puntos distintos se separan por abiertos disjuntos).
13Por la definición de una álgebraA sobre R o C, la multiplicaciónm : A×A→ A, dada porm(x ,y) := xy,
es obviamente bilineal.
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Estas condiciones fueron encontrados por Marshall Stone en 1936; después de incor-
porar una idea de Shizuo Kakutani y los hermanos Kreı˘n (c. 1940), Stone dio una nueva
demostración en 1948, empleando el orden en R en vez del producto.
Los casos de escalares reales y complejos dan lugar a condiciones levemente distintos.
Conviene abordar primero el caso real: se trata de identificar las subálgebras densas del
espacio de Banach real C(K ,R).
Definición 3.48. Sea K un espacio métrico compacto. Si f ,д ∈ C(K ,R), defínase las
funciones f ∨ д y f ∧ д sobre K por:
f ∨ д (x) := max{ f (x),д(x)},
f ∧ д (x) := min{ f (x),д(x)}, para x ∈ K .
Fíjese que
f ∨ д(x) = 12
(
f (x) + д(x) + | f (x) − д(x)|),
f ∧ д(x) = 12
(
f (x) + д(x) − | f (x) − д(x)|) .
De ahí se ve que f ∨ д y f ∧ д son continuas, así que C(K ,R) es un retículo vectorial
(un espacio vectorial conservado bajo las operaciones ∨ y ∧ de retículos.) ♦
Teorema 3.49 (Kakutani, M. Kreı˘n y S. Kreı˘n). Sea K un espacio métrico compacto y sea
R ⊆ C(K ,R) un subretículo vectorial que cumple la siguiente condición:
? si a,b ∈ R y si x , y en K , entonces hay una función h ∈ R tal que h(x) = a, h(y) = b .
Entonces R es denso en C(K ,R).
Demostración. Tómese f ∈ C(K ,R) y dos puntos x ,y ∈ K (no necesariamente distintos).
Entonces existe hx ,y ∈ R tal que
hx ,y(x) = f (x), hx ,y(y) = f (y).
Sea dado ε > 0. Para cada x fijo, la función hx ,y − f es continua y se anula en y, así que
hay un vecindario abierto U (y) de y tal que
hx ,y(z) < f (z) + ε para todo z ∈ U (y).
Ahora U = {U (y) : y ∈ K } es un cubrimiento abierto del compacto K . Por lo tanto, hay
un número finito de puntos y1, . . . ,ym ∈ K tales que K = U (y1) ∪ · · · ∪U (ym).
Como R es un retículo, hay un elemento дx ∈ R dado por
дx (z) := hx ,y1 ∧ · · · ∧ hx ,ym (z) = min16j6mhx ,yj (z).
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Obsérvese que hx ,yj (x) = f (x) para cada j, así que дx (x) = f (x). Además, se ve que
дx (z) < f (z) + ε para todo z ∈ K .
Como дx − f es continua y se anula en x , hay un vecindario abierto V (x) de x tal que
дx (z) > f (z) − ε para todo z ∈ V (x).
Fíjese que V = {V (x) : x ∈ K } es un cubrimiento abierto de K y por ende hay puntos
x1, . . . ,xn ∈ K tales que K = V (x1) ∪ · · · ∪V (xn). En consecuencia, hay un elemento д ∈ R
dado por
д(z) := дx1 ∨ · · · ∨ дxn (z) = max16k6nдxk (z).
Entonces д(z) > f (z) − ε para todo z ∈ K . Se ha encontrado д ∈ R tal que
f (z) − ε < д(z) < f (z) + ε para todo z ∈ K .
Esto implica que ‖д − f ‖∞ 6 ε. Dicho de otro modo, la bola cerrada B(f ; ε) en C(K ,R)
contiene un elemento д ∈ R; y eso comprueba la densidad de R en C(K ,R). 
Es de notar que la demostración anterior no usa el producto de funciones en C(K ,R).
La relevancia del producto viene de una observación de Stone, en el teorema siguiente.
Teorema 3.50 (Stone y Weierstrass, v1). Sea K un espacio métrico compacto y A ⊆ C(K ,R)
una subálgebra real que cumple las siguientes condiciones:
? A separa puntos de K : si x , y en K , hay una función f ∈ A tal que f (x) , f (y);
? A es unital: la función constante 1 pertenece a A.
Entonces A es denso en C(K ,R).
Demostración. Sea R := A la clausura de A en C(K ,R), la cual es un álgebra R-vectorial.
Afirmación: si h ∈ R, entonces |h | ∈ R también. Fíjese que h(K) ⊆ [−c, c] donde
c := ‖h‖∞. En el intervalo compacto [−c, c], la función continua t 7→ |t | puede ser
aproximada uniformemente por polinomios, debido al teorema de Weierstrass (Proposi-
ción 1.51): dado ε > 0, hay un polinomio real pε tal que14|t | − pε(t) 6 ε para t ∈ [−c, c].
Entonces |h(x)| − pε(h(x)) 6 ε para x ∈ K ,
es decir,
|h | − pε ◦ h∞ 6 ε.
14Por ejemplo, se puede tomar pε (t) := Bn(|·|; s), un polinomio de Bernstein en la variable s := (t +c)/2c,
para n suficientemente grande.
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La composición pε ◦h queda en el álgebra R; de hecho, si pε(t) = a0 +a1t + · · ·+amtm,
entonces pε ◦h = a0 1 + a1h + · · · + amhm ∈ R. Se ha comprobado que |h | ∈ R = R, ya que
R es cerrado.
Sean f ,д ∈ R. Las fórmulas
f ∨ д = 12
(
f + д + | f − д |), f ∧ д = 12 ( f + д − | f − д |)
ahora muestran que R es un retículo vectorial.
Solo falta comprobar que R cumple la condición del enunciado del Teorema 3.49. Si
a,b ∈ R y si x , y en K , por hipótesis hay algún f ∈ A tal que f (x) , f (y). Entonces el
sistema de ecuaciones lineales:
α f (x) + β = a, α f (y) + β = b,
tiene solución única (α , β) ∈ R2. Entonces la función h := α f + β 1 ∈ A ⊆ R cumple
h(x) = a, h(y) = b.
Por lo tanto, R = A cumple las hipótesis del Teorema 3.49 y por lo tanto es denso en
C(K ,R). Como R también es cerrado, se concluye que R = C(K ,R) y en consecuencia A
es denso en C(K ,R). 
Como caso particular, si K = [a,b] ⊂ R, se puede tomar A := {p |[a,b] : p ∈ R[X ] }
el álgebra de polinomios reales, restringidos al intervalo [a,b]. Este ejemplo es un poco
tautológico, porque se ha usado el teorema de Weierstrass15 en la demostración del Teo-
rema 3.50.
I El caso complejo del teorema de Stone y Weierstrass requiere una hipótesis extra. Si
D := { z ∈ C : |z | 6 1 } es el disco unitario cerrado en C, los polinomios complejos
(restringidos a D) forman una subálgebra unital compleja que separa puntos de D, pero
no es densa en C(D,C).16 La hipótesis que falta es que el álgebra A sea involutiva.
Definición 3.51. Un involución en un álgebra compleja A es una biyección x 7→ x∗ de A
en A que es semilineal: (αx + βy)∗ = α¯x∗ + β¯y∗; involutiva: (x∗)∗ = x ; y antimultiplicativa:
(xy)∗ = y∗x∗.
Un álgebra involutiva es una C-álgebra dotado de una involución. Un ejemplo es
Mn(C), en donde A∗ es el adjunto o conjugado hermítico de la matriz A, [aij]∗ := [a¯ji].
Otro ejemplo es C(K ,C) para K un compacto; en esta C-álgebra conmutativa, la in-
volución es el conjugado complejo f 7→ f¯ , definido por f¯ (x) := f (x). ♦
15En realidad, solo se ha usado un caso particular de ese teorema, para aproximar t 7→ |t | = √t2 por
polinomios. Se puede comprobar esta aproximación directamente al usar, por ejemplo, la serie binomial
para (1 − t)1/2.
16Su clausura es el álgebra de las funciones continuas en D que son holomorfas en D = { z ∈ C : |z | < 1 }.
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Teorema 3.52 (Stone y Weierstrass, v2). Sea K un espacio métrico compacto y A ⊆ C(K ,C)
una subálgebra compleja que cumple las siguientes condiciones:
? A separa puntos de K : si x , y en K , hay una función f ∈ A tal que f (x) , f (y);
? A es unital: 1 ∈ A;
? A es involutiva: f ∈ A =⇒ f¯ ∈ A.
Entonces A es denso en C(K ,C).
Demostración. Considérese la intersección AR := A ∩C(K ,R). Esta es una subálgebra real
unital de C(K ,R).
Si x , y en K , tómese f ∈ A tal que f (x) , f (y). Las partes real e imaginaria de f
obedecen:
<f = 12 (f + f¯ ), =f = i2 ( f¯ − f ),
así que <f ∈ AR y =f ∈ AR. Como f (x) = <f (x) + i =f (x), entonces <f (x) , <f (y)
o bien =f (x) , =f (y). Luego AR separa puntos de K .
Por el Teorema 3.50, AR es denso en C(K ,R). Si f ∈ A, hay sucesiones {дn}, {hn}
en AR tales que дn →<f y hn → =f cuando n →∞. Al definir fn := дh + i hn ∈ A, se ve
que fn → f en C(K ,C). Por lo tanto, A es denso en C(K ,C). 
Ejemplo 3.53. Un polinomio trigonométrico es una función p : T→ C de la forma
p(eiθ ) :=
n∑
k=−n
cke
ikθ = c0 +
n∑
k=1
(
ak coskθ + bk senkθ
)
, (3.26)
donde ak := ck + c−k , bk := i(ck − c−k). Este es un polinomio ordinario en dos variables
(eiθ , e−iθ ).
Sea P(T) la totalidad de estos polinomios trigonométricos. Esta es obviamente una
C-álgebra unital e involutiva: nótese que
p(eiθ ) :=
n∑
k=−n
c−k eikθ .
La identidad eiθ 7→ eiθ es un polinomio trigonométrico que, por sí solo, separa los puntos
de T. Por lo tanto, P(T) cumple las hipótesis del Teorema 3.52, y por ende es denso en
C(T) = C(T,C).
Las funciones en C(T) se identifican con las funciones periódicas f : [−pi ,pi ] → C,
que cumplen f (−pi ) = f (pi ), bajo la biyección f ↔ f˜ dada por f˜ (eiθ ) ≡ f (θ ). Bajo
esta perspectiva, los polinomios trigonométricos son densos en el álgebra de Banach de
funciones continuas periódicas sobre [−pi ,pi ]. ♦
96
MA–505: Análisis I
4 Espacios de Hilbert y series de Fourier
Entre los espacios normados completos, son de particular importancia los espacios de
Hilbert: aquellos cuyas normas se derivan de productos escalares. Esto permite emplear el
concepto fundamental de ortogonalidad, dando así un sesgo geométrico a su análisis.
En este capítulo solo se consideran espacios vectoriales sobre C. Aunque es posible
definir “espacios de Hilbert reales” en paralelo con el caso complejo, por razones históricas
y prácticas estos son de menor importancia. Aunque buena parte de su teoría fue desa-
rrollada por Hilbert y Schmidt en sus trabajos (1905–06) sobre ecuaciones integrales, su
aplicabilidad a la mecánica cuántica – enfatizada por von Neumann (1926), poco después
del anuncio del principio de incertidumbre por Heisenberg – estableció el lugar central
de los espacios de Hilbert complejos en la teoría de operadores.1
4.1 Productos escalares y espacios de Hilbert
Un espacio de Hilbert es un espacio de Banach sobre C cuya norma está determinada por
un producto escalar.
Definición 4.1. Sea E un espacio C-vectorial. Una aplicación д : E → C es semilineal
(o antilineal) si д(x + y) = д(x) + д(y) y д(αx) = α¯ д(x), para x ,y ∈ E, α ∈ C.
Una aplicación s : E × E → C es sesquilineal si x 7→ s(x ,y) es semilineal y y 7→ s(x ,y)
es lineal.2
Un producto escalar (o producto interno) en E es una función E×E → C : (x ,y) 7→ 〈x |y〉
con las siguientes propiedades:
(a) 〈z | αx + βy〉 = α 〈z | x〉 + β 〈z | y〉, para todo α , β ∈ C, x ,y, z ∈ E (linealidad en la
segunda variable);
(b) 〈x | y〉 = 〈y | x〉 para todo x ,y ∈ E (hermiticidad);
(c) 〈x | x〉 > 0, con igualdad solo si x = 0 en E (positividad definida).
De (a) y (b), se ve que el producto escalar es sesquilineal. El espacio C-vectorial E dotado
de un producto escalar es un espacio prehilbertiano. ♦
1En los primeros años de la mecánica cuántica, se determinó que las “cantidades observables” son mod-
elados por operadores sobre un espacio de Hilbert (real o complejo). Resulta que una formulación precisa
del principio de incertidumbre no es posible con escalares reales. Para una formulación de la axiomática
de la mecánica cuántica, que explica la necesidad de usar C en vez de R, véase el primer capítulo del libro:
Gérard G. Emch, Algebraic Methods in Statistical Mechanics and Quantum Field Theory, Wiley, 1972.
2En estos apuntes, se usa el convenio de Dirac: una forma sesquilineal (por ejemplo, un producto escalar)
es lineal en la segunda variable pero semilineal en la primera variable. Muchos libros, como las de Dieudonné
y Young, usan el convenio opuesto; Simon, en cambio, sigue el convenio de Dirac.
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En un espacio prehilbertiano, la siguiente receta define una norma:
‖x ‖ :=
√
〈x | x〉 . (4.1)
Su positividad y homogeneidad son evidentes (porque |α | = √αα¯ para α ∈ C). La de-
sigualdad triangular es una consecuencia del lema siguiente.3
Lema 4.2 (Desigualdad de Schwarz). Sea E un espacio prehilbertiano. Si x ,y ∈ E, se verifica
la desigualdad: 〈x | y〉 6 ‖x ‖ ‖y‖, (4.2)
con igualdad solo si x , y son proporcionales.
Demostración. Para todo t ∈ R, la cantidad siguiente es no negativa:
0 6
x + t 〈y | x〉y2 = 〈x + t 〈y | x〉y  x + t 〈y | x〉y〉
= 〈x | x〉 + 2t |〈x | y〉|2 + t2 |〈x | y〉|2 〈y | y〉 .
Por tanto, la forma cuadrática real t 7→ x + t 〈y | x〉y2 = At2 + Bt + C toma valores no
negativos solamente, así que B2 − 4AC 6 0, esto es,
4|〈x | y〉|4 6 4|〈x | y〉|2 〈x | x〉 〈y | y〉 .
De ahí se deduce que 〈x | y〉2 6 〈x | x〉 〈y | y〉 ,
lo cual es equivalente a (4.2).
El caso de igualdad ocurre si y solo si y = 0 o bien x = −t0〈y | x〉y para algún t0 ∈ R,
si y solo si los vectores x ,y son proporcionales. 
La desigualdad triangular para la norma es inmediata, al observar que
‖x + y‖2 = ‖x ‖2 + 2<〈x | y〉 + ‖y‖2 6 ‖x ‖2 + 2〈x | y〉 + ‖y‖2
6 ‖x ‖2 + 2‖x ‖ ‖y‖ + ‖y‖2 = (‖x ‖ + ‖y‖)2.
Corolario 4.3. Con respecto a la métrica definida por la norma (4.1), el producto escalar es
continua en E × E .
3Esta desigualdad es una generalización de la desigualdad de Cauchy (1821) para vectores en Cn . Para
E = C([0, 1]), fue observado por Viktor Buniakovsky (1859) y Hermann Schwarz notó lo mismo en 1885.
Algunos autores lo llaman la desigualdad de Cauchy, Buniakovsky y Schwarz.
98
MA–505: Análisis I 4.1. Productos escalares y espacios de Hilbert
Demostración. Si xn → x y yn → y en E, entonces〈y | xn − x〉 6 ‖y‖ ‖xn − x ‖ → 0 cuando n →∞,
así que 〈y | xn〉 → 〈y | x〉. De modo similar, se obtiene también 〈xn | y〉 → 〈x | y〉. Luego,〈yn − y | xn − x〉 6 ‖yn − y‖ ‖xn − x ‖ → 0 cuando n →∞,
así que
lim
n→∞〈yn | xn〉 = limn→∞〈yn | x〉 + limn→∞〈y | xn〉 − 〈y | x〉 = 〈y | x〉. 
En un espacio prehilbertiano, se puede recuperar el producto de la norma por una
fórmula de polarización.
Lema 4.4. El producto escalar cumple la siguiente igualdad:
4 〈y | x〉 = ‖x + y‖2 − ‖x − y‖2 + i‖x + iy‖2 − i‖x − iy‖2. (4.3)
Demostración. La sesquilinealidad del producto implica que
‖x ± y‖2 = 〈x ± y | x ± y〉 = ‖x ‖2 ± 〈x | y〉 ± 〈y | x〉 + ‖y‖2. (4.4)
Por lo tanto,
‖x + y‖2 − ‖x − y‖2 = 2〈x | y〉 + 2〈y | x〉.
De manera similar,
‖x ± iy‖2 = 〈x ± iy | x ± iy〉 = ‖x ‖2 ± i〈x | y〉 ∓ i〈y | x〉 + ‖y‖2,
así que
i‖x + iy‖2 − i‖x − iy‖2 = −2〈x | y〉 + 2〈y | x〉.
La fórmula de polarización (4.3) sigue directamente. 
Ahora bien, esta fórmula no implica que cualquier norma da origen a un producto
escalar, porque la norma particular (4.1) cumple otra identidad importante.
Proposición 4.5 (Ley del Paralelogramo). La norma de un espacio prehilbertiano cumple la
siguiente igualdad:
‖x + y‖2 + ‖x − y‖2 = 2‖x ‖2 + 2‖y‖2. (4.5)
Demostración. Es una consecuencia inmediata del cálculo (4.4). 
Esta “ley” (4.5) obtiene su nombre de un resultado conocida de la geometría euclidiana
(en el plano R2): la suma de los cuadrados sobre los diagonales de un paralelogramo es
igual a la suma de los cuadrados sobre los cuatro lados. (Dicha afirmación se comprueba
fácilmente por la ley de cosenos.)
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Resulta que la igualdad (4.5) caracteriza las normas que vienen de productos escalares.
Un teorema de Pascual Jordan y John von Neumann (1935) dice que si E en un espacio
normado complejo que satisface (4.5), entonces la expresión 〈y | x〉 definido por (4.3) es
sesquilineal en (y,x).
Definición 4.6. Un espacio de Hilbert H es un espacio prehilbertiano que es completo y
separable en la métrica inducida por la norma (4.1). ♦
Dicho de otro modo, un espacio de Hilbert es un espacio de Banach separable cuya
norma cumple la ley del paralelogramo. (Se debe advertir que algunos autores no incluyen
la hipótesis de separabilidad en la definición; aquí se sigue el consejo del libro de Simon:
todos los espacios de Hilbert que se encuentran en el quehacer del análisis matemático son
separables.4 De estemodo, se evita la consideración de bases ortonormales no numerables.)
Ejemplo 4.7. El espacio finitodimensional Cn es un espacio de Hilbert, con producto
escalar:
〈w | z〉 :=
n∑
j=1
w¯jzj .
Aquí la desigualdad de Schwarz es la desigualdad de Cauchy para vectores en Cn. ♦
Ejemplo 4.8. El espacio de Banach `2 es un espacio de Hilbert, con producto escalar:
〈y | x〉 :=
∞∑
k=0
y¯kxk .
La desigualdad de Schwarz en este caso es ∞∑
k=0
y¯kxk
 6 ( ∞∑
k=0
|yk |2
)1/2 ( ∞∑
k=0
|xk |2
)1/2
.
Esta es una desigualdad de Hölder, con p = 2. En consecuencia, la serie al lado izquierdo
converge absolutamente y su valor absoluto es acotado por el lado derecho, el cual coin-
cide con ‖x ‖ ‖y‖. Se deja como ejercicio la verificación de que `2 es completo. ♦
Ejemplo 4.9. Sea I un intervalo en R. Si I es compacto, escríbase LC2(I ) := C(I ); pero
si I no es compacto, LC2(I ) es el subespacio de funciones continuas sobre I “de cuadrados
integrables”, dado por (3.10) con p = 2. Su norma es
‖ f ‖2 :=
(∫
I
| f (t)|2 dt
)1/2
.
4También es oportuno citar un comentario, quizás apócrifo, de Alain Connes: ¡si tu espacio de Hilbert
no es separable, estás haciendo algo mal!
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El producto escalar está dado por:
〈f | д〉 :=
∫
I
f (t)h(t)dt . (4.6)
En este caso, la fórmula (3.11), con p = 2, es la desigualdad de Schwarz:∫
I
f (t)h(t)dt
 6 ∫
I
| f (t)h(t)| dt 6
(∫
I
| f (t)|2 dt
)1/2 (∫
I
|h(t)|2 dt
)1/2
;
la cual, de paso, comprueba que la integral (4.6) converge absolutamente.
La compleción L2(I ) – véase la Definición 3.15 – es un espacio de Hilbert. ♦
Ejemplo 4.10. Si A ∈ Mn(C) es una matriz cuadrada compleja, su matriz adjunta A∗ es su
transpuesta conjugada,5 esto es, [aij]∗ := [a¯ji]. Fíjese que A 7→ A∗ es una involución en el
álgebra de matrices Mn(C).
Se define un producto escalar en Mn(C) por la fórmula:
〈A,B〉 := tr(A∗B) =
n∑
k=1
n∑
j=1
a¯jk bjk . (4.7)
Hay un isomorfismo C-lineal obviaMn(C) ' Cn2 , al considerar las n2 entradas de A como
sus coordenadas cartesianas. El producto escalar (4.7) en Mn(C) corresponde con el pro-
ducto escalar “ordinaria” en Cn2 , del Ejemplo 4.7. Se debe notar que la expresión tr(A∗B)
es invariante bajo semejanzas unitarias de matrices. Si U ∗U = 1n, entonces
tr((UAU ∗)∗(UBU ∗)) = tr(UA∗U ∗UBU ∗) = tr(UA∗BU ∗) = tr(A∗BU ∗U ) = tr(A∗B).
Como espacio de Hilbert, Mn(C) está dotado de la norma de Frobenius ‖A‖F :=
√
tr(A∗A).
Sin embargo, la relación ‖1n‖F = √n indica que no es apropiado considerar este espacio
de Hilbert como un álgebra de Banach. ♦
Definición 4.11. Sea E un espacio prehilbertiano. Dos vectores x ,y ∈ E son ortogonales
si 〈x | y〉 = 0, o equivalentemente 〈y | x〉 = 0, en cuyo caso se escribe x ⊥ y.
Una familia de vectores {uj : j ∈ A } ⊂ E es ortonormal si
〈uj | uk〉 = nj = ko =
{
1 si j = k;
0 si j , k .
5La palabra adjunta se emplea a veces para la matriz B de cofactores deA en vez deA∗; para distinguirlas,
esta B se bautiza la matriz adjugada de A, escrito B = adjA. Su propiedad esencial es la relación A (adjA) =
(adjA)A = (detA)1n , de manera que A−1 = (1/detA) adjA si A−1 existe. En este capítulo no se usa la matriz
adjugada.
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En otras palabras, los vectoresuj son ortogonales entre sí y además normalizados: ‖uj ‖ = 1
para cada j ∈ A.
Una familia de vectores {vj : j ∈ A } (no necesariamente ortonormal) es total en E si
〈vj | x〉 = 0 para todo j ∈ A =⇒ x = 0. ♦
Si los vectores x1, . . . ,xr ∈ E son ortogonales, un cálculo directo muestra que
‖x1 + · · · + xr ‖2 = ‖x1‖2 + · · · + ‖xr ‖2.
Lema 4.12 (Fórmula de Pitágoras). Sea E un espacio prehilbertiano y sea {u1, . . . ,ur } una
familia ortonormal finita en E . Cada vector x ∈ E cumple la relación:
‖x ‖2 =
r∑
j=1
|〈uj | x〉|2 +
x − r∑
j=1
〈uj | x〉uj
2. (4.8)
Demostración. Colóquese y :=
∑r
j=1〈uj | x〉uj . Por la sesquilinealidad del producto escalar,
se obtiene
‖y‖2 =
r∑
j,k=1
〈uj | x〉 〈uk | x〉 〈uj | uk〉 =
r∑
j=1
|〈uj | x〉|2.
Escríbase z := x − y. Entonces para cada k vale
〈uk | z〉 = 〈uk | x〉 −
r∑
j=1
〈uj | x〉 〈uk | uj〉 = 〈uk | x〉 −
r∑
j=1
〈uj | x〉 nk = jo = 0.
En consecuencia,
〈y | z〉 =
r∑
j=1
〈uj | x〉 〈uj | z〉 =
r∑
j=1
〈x | uj〉 〈uj | z〉 = 0.
Por lo tanto,
‖x ‖2 = ‖y + z‖2 = 〈y | y〉 + 〈y | z〉 + 〈z | y〉 + 〈z | z〉 = ‖y‖2 + ‖z‖2,
la cual es una forma abreviada de (4.8). 
Una consecuencia inmediata de esta fórmula de Pitágoras es la desigualdad siguiente.
Proposición 4.13 (Desigualdad de Bessel). Si {uk : k ∈ A } es una familia ortonormal en un
espacio prehilbertiano E, entonces cada vector x ∈ E cumple∑
k∈A
|〈uk | x〉|2 6 ‖x ‖2. (4.9)
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Demostración. Sea { j1, . . . , jr } un juego finito de índices en A, así que {uj1, . . . ,ujr } es una
familia ortonormal finita en E. Entonces de la fórmula (4.8) se deduce que
r∑
k=1
|〈ujk | x〉|2 6 ‖x ‖2.
En consecuencia, el conjunto An := { j ∈ A : |〈uj | x〉|2 > 1n ‖x ‖2 } tiene a lo sumo n
elementos; por ende, el juego de índices { j ∈ A : 〈uj | x〉 , 0 } = ⋃∞n=1 An es numerable, y
la sumatoria en (4.9) bien es finita o bien es una serie ordinaria con términos no negativos.
Dado un vector x , 0, entonces, es posible ordenar el conjunto { j ∈ A : 〈uj | x〉 , 0 }
como { j0, j1, j2, . . . }. Por lo tanto,∑
j∈A
|〈uj | x〉|2 =
∑
k>0
|〈ujk | x〉|2 = sup
n∈N
n∑
k=0
|〈ujk | x〉|2 6 ‖x ‖2. 
Es muy deseable reemplazar la desigualdad de Bessel por una igualdad; para eso, es
necesario agregar dos hipótesis: (i) que la familia ortonormal es total; y (ii) que el espacio
prehilbertiano es completo, o sea, es un espacio de Hilbert.
Teorema 4.14. Sea H un espacio de Hilbert y sea {uj : j ∈ A } una familia ortonormal en H .
Las siguientes afirmaciones son equivalentes:
(a) la familia ortonormal {uj : j ∈ A } es maximal;
(b) la familia ortonormal {uj : j ∈ A } es total;
(c) cada vector x ∈ H admite un desarrollo de Fourier convergente en H,
x =
∑
j∈A
〈uj | x〉uj ; (4.10)
(d) cada par de vectores x ,y ∈ H satisface la relación de completitud:
〈y | x〉 =
∑
j∈A
〈y | uj〉 〈uj | x〉 ; (4.11)
(e) cada vector x ∈ H satisface la igualdad de Parseval:
‖x ‖2 =
∑
j∈A
|〈uj | x〉|2 . (4.12)
Si se cumplen estas condiciones, se dice que {uj : j ∈ A } es una base ortonormal de H.
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Demostración. En vista de la demostración de la Proposición 4.13, se puede suponer que A
es finito o numerable;6 se escribe {uj : j ∈ A } = {u0,u1,u2, . . . }.
Ad (a) =⇒ (b): Si hubiera z , 0 enH con 〈z |uj〉 = 0 para todo j, seav := z/‖z‖. Estev
sería un vector de norma 1 ortogonal a cada uj , así que {v,u0,u1,u2, . . . } sería una familia
ortonormal que incluye {uj : j ∈ A } estrictamente, contradiciendo su maximalidad.
Ad (b) =⇒ (c): Dado x ∈ H y r ∈ A, sea xr := ∑rj=0〈uj |x〉uj . La desigualdad de Bessel
muestra que ‖xr ‖2 = ∑rj=0 |〈uj | x〉|2 6 ‖x ‖2 para todo r . Si r < s, entonces
‖xs − xr ‖2 =
s∑
j=r+1
|〈uj | x〉|2,
y la convergencia de la serie
∑
j>0 |〈uj | x〉|2, con suma 6 ‖x ‖2, muestra que {xr } es una
sucesión de Cauchy en H. Luego existe un (único) límite y := limr xr en H. Entonces vale
y =
∑
j>0〈uj | x〉uj como suma de una serie convergente en H.
La continuidad del producto escalar muestra que 〈uk |y〉 = limr 〈uk | xr 〉 = 〈uk | x〉 para
todo k. Luego 〈uk | x − y〉 = 0 para todo k. Como la familia {uk : k ∈ A } es total, se
concluye que y = x .
Ad (c) =⇒ (d): Dados x ,y ∈ H , hay dos desarrollos de Fourier convergentes:
x =
∑
j>0
〈uj | x〉uj , y =
∑
k>0
〈uk | y〉uk .
De la continuidad del producto escalar, se obtiene la siguiente suma convergente en C:
〈y | x〉 =
∑
j,k>0
〈uk | y〉 〈uj | x〉 〈uk | uj〉 =
∑
j>0
〈y | uj〉 〈uj | x〉 .
Ad (d) =⇒ (e): Es cuestión de tomar y = x en (4.11).
Ad (e) =⇒ (a): Si {uj : j ∈ A } no fuera maximal, habría un vector v ∈ H de norma 1
con {v,u0,u1,u2, . . . } ortonormal. La igualdad de Parseval (4.12) entonces implicaría que
1 = ‖v ‖2 = ∑j>0 |〈uj | v〉|2 = 0, absurdo! Luego {uj : j ∈ A } sí es maximal. 
Los coeficientes en una expansión de tipo (4.10) son únicos: si x =
∑
j∈A αj uj con {αj}
una familia en C tal que
∑
j∈A |αj |2 < ∞, entonces
〈uk | x〉 =
∑
j∈A
αj 〈uk | uj〉 = αk para todo k ∈ A.
6En principio, el conjunto de índices A en (4.9) podría ser no numerable; en cuyo caso, una suma de
términos no negativos se define como el supremo de todas las posibles sumas parciales finitas. El argumento
de esta demostración muestra que una serie convergente de esta clase solo posee un número contable de
términos no nulos, luego se puede reordenar (por convergencia absoluta) como una serie ordinaria. Como
corolario, se ve que una serie incontable de números positivos diverge a +∞.
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Dada una base ortonormal {uj : j ∈ A }, sus elementos cumplen ‖uj − uk ‖ =
√
2 para
j , k. Como un espacio de Hilbert es separable por hipótesis, esto implica que A debe ser
finito o numerablemente infinito. Entonces solo hay dos casos que considerar: dimH = n
finito; o bien dimH = ∞ y tiene una base ortonormal {uj : j ∈ N }. Resulta que la
cardinalidad de la base ortonormal determina el espacio de Hilbert hasta isomorfismo.
Proposición 4.15. Dos espacios de Hilbert H y K, con dos bases ortonormales respectivos
{uj : j ∈ A } ⊂ H y {vk : k ∈ B } ⊂ K,
son isométricamente isomorfos si y solo si los conjuntos índice A y B tienen igual cardinalidad.
Demostración. Ad (⇒): Supóngase que A y B tienen la misma cardinalidad, es decir, que
hay una biyección σ : A→ B. Considérese la aplicación lineal U : H→ K definida por la
receta:
U
(∑
k∈A
αk uk
)
:=
∑
k∈A
αk vσ (k) toda vez que
∑
k∈A
|αk |2 < ∞.
En efecto, por (4.10) y (4.12), cada x ∈ H tiene una expansión única x = ∑k∈A αk uk con∑
k∈A |αk |2 = ‖x ‖2 < ∞. El Teorema 4.14 también muestra que cada serie
∑
k∈A αk vσ (k)
con
∑
k∈A |αk |2 < ∞ define un vector en K; en particular, U es sobreyectiva.
Es evidente por la igualdad de Parseval (4.12) queU es una isometría. EntoncesH yK
son isométricamente isomorfos mediante la isometría sobreyectiva U .
Ad (⇐): Supóngase que existe una isometría biyectiva V : H → K. La fórmula de
polarización (4.3) muestra que V conserva el producto escalar:
〈Vy | Vx〉 = 1
4
3∑
k=0
ik ‖Vx + ikVy‖2 = 1
4
3∑
k=0
ik ‖x + iky‖2 = 〈y | x〉.
Sea wk := Vuk ∈ K. Entonces {wk : k ∈ A } es una familia ortonormal en K, porque
〈wj | wk〉 = 〈Vuj | Vuk〉 = 〈uj | uk〉 = nj = ko.
Además, si y ∈ K, hay un único x ∈ H con y = Vx . Por lo tanto, vale
〈wk | y〉 = 〈Vuk | Vx〉 = 〈uk | x〉 para todo k ∈ A.
Si 〈wk |y〉 = 0 para todo k, entonces 〈uk |x〉 = 0 para todo k, así que x = 0 y por endey = 0;
luego, la familia ortonormal {wk : k ∈ A } es total en K; es decir, es una base ortonormal
de K.
Si A es finito con #(A) = n, la ecuación (4.10) dice que {uk : k ∈ A } es una base
ordinaria del espacio vectorialH, luego dimH = n; por ser V : H→ K lineal y biyectiva,
se obtiene #(B) = dimK = n también.
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Si A es numerablemente infinito, cada Bk := { r ∈ B : 〈wk | vr 〉 , 0 } es un conjunto
numerable (posiblemente finito). Si s ∈ B, no es posible que 〈wk | vs〉 = 0 para todo k,
ya que {wk : k ∈ A } es total en K pero ‖vs ‖ = 1. Luego B = ⋃k∈A Bk es numerable. Al
reemplazar V por la isometría biyectiva V −1 : K → H, se ve que A sería finito si B fuera
finito; como eso no es el caso, se concluye que B es numerablemente infinito. 
La Proposición 4.15 demuestra que todo espacio de Hilbert de dimensión finita n es
isomorfo al espacio vectorial Cn con su base ortonormal estándar {e1, e2, . . . , en}.
I Muchos ejemplos concretos de bases ortonormales se construyen mediante el algoritmo
de Gram y Schmidt. Dado un espacio de Hilbert H, se identifica primero un conjunto de
vectores { x0,x1,x2, . . . } linealmente independientes, que es total en H.
Defínase u0 := x0/‖x0‖ (para que ‖u0‖ = 1); defínase y1,u1,y2,u2, . . . inductivamente
por:
yn := xn −
n−1∑
k=0
〈uk | xn〉uk , un := yn‖yn‖ .
En cada paso, se sustrae de xn sus componentes en las direcciones de los uk previamente
construidos, y luego se normaliza el residuo yn para obtener un vector un de norma 1.
La independencia lineal de los xn garantiza que cada yn , 0. El algoritmo muestra que
los subespacios generados por los vectores iniciales coinciden:
lin〈u0,u1, . . . ,un〉 = lin〈x0,x1, . . . ,xn〉 para cada n.
Como { x0,x1,x2, . . . } es total, esta condición implica que {u0,u1,u2, . . . } es también to-
tal. Por lo tanto, {u0,u1,u2, . . . } es una base ortonormal de H.
Ejemplo 4.16. En el espacio de Hilbert de sucesiones `2, la base estándar es { ek : k ∈ N },
donde ek := (0, . . . , 0, 1, 0, . . . ) es la sucesión con 1 en el k-ésimo lugar y 0 en los demás
lugares. Es obvio que esta familia es ortonormal. Si x = {xn} ∈ `2, es también evidente
que 〈ek | x〉 = xk para cada k ∈ N; de ahí es inmediato que { ek : k ∈ N } es total.
El desarrollo de Fourier (4.10) con respecto a la base estándar es:
x =
∞∑
k=0
xk ek .
Esta es una serie convergente en la norma de `2. La mera definición de la norma,
‖x ‖2 :=
∞∑
k=0
|xk |2
es una instancia de la igualdad de Parseval (para la base estándar). La relación de com-
pletitud (4.11) se reduce a la definición del producto escalar: 〈y | x〉 = ∑∞k=0 y¯k xk . ♦
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La Proposición 4.15 tiene una consecuencia de gran importancia: cualquier espacio de
Hilbert infinitodimensional es isomorfo a `2. Dado un espacio de Hilbert H con una base
ortonormal {uk : k ∈ N }, se define un isomorfismo concreto U : `2 → H al colocar
Uek := uk para k ∈ N.
Ejemplo 4.17. SeaH = L2([−1, 1]), la compleción deC([−1, 1]) en la norma ‖·‖2 obtenida
del producto escalar (4.6).
El conjunto de monomios { 1, t , t2, t3, . . . } ⊂ C([−1, 1]) es linealmente independiente
(un polinomio es nulo si y solo si cada coeficiente es 0).
Además, este conjunto es total en LC2([−1, 1]). En efecto, si f ∈ C([−1, 1]) satisface∫ 1
−1 t
k f (t)dt = 0 para todo k ∈ N, entonces ∫ 1−1 p(t)f (t)dt = 0 para todo polinomio p.
Por la Proposición 1.51, hay una sucesión de polinomios {pn} tal que pn(t) → f (t) uni-
formemente en [−1, 1]; luego p(t)f (t) → | f (t)|2 uniformemente en [−1, 1]. Entonces la
Proposición 1.41 muestra que
‖ f ‖22 =
∫ 1
−1
| f (t)|2 dt = lim
n→∞
∫ 1
−1
pn(t) f (t)dt = 0,
así que f (t) ≡ 0 en [−1, 1].
Como resultado, { 1, t , t2, t3, . . . } es también total en L2([−1, 1]). Al aplicar el algo-
ritmo de Gram y Schmidt, se obtiene una base ortonormal de polinomios { P˜n : n ∈ N },
donde cada P˜n tiene grado n. Es convencional poner Pn(t) :=
√(2n + 1)/2 P˜n(t) – resulta
que los Pn cumplen Pn(1) = 1 para todo n. Los Pn se llaman polinomios de Legendre; los
ejemplos de grado bajo son:7
P0(t) ≡ 1, P1(t) = t , P2(t) = 12 (3t2 − 1),
P3(t) = 12 (5t3 − 3t), P4(t) = 18 (35t4 − 30t2 + 3). ♦
Ejemplo 4.18. En el Ejemplo 3.53 se mostró que los polinomios trigonométricos determinan
funciones continuas periódicas en el intervalo [−pi ,pi ]:
p(θ ) ≡ p˜(eiθ ) =
n∑
k=−n
cke
ikθ .
Estas funciones también pueden considerarse como elementos del espacio de HilbertH =
L2[−pi ,pi ]. Los “monomios trigonométricos” un(θ ) := 1√2pi einθ , para n ∈ Z, forman una
7Cada polinomio de Legendre es una solución de una ecuación diferencial lineal de segundo orden:
(1 − t2)x ′′(t) − 2t x ′(t) + n(n + 1)x(t) = 0. La solución Pn cumple las “condiciones de frontera” Pn(1) = 1 y
Pn(−1) = (−1)n en el intervalo [−1, 1]. La teoría de las ecuaciones diferenciales ordinarias garantiza que los
Pn son ortogonales: 〈Pm | Pn〉 =
√
2/(2n + 1) nm = no. Esta es una manera alternativa de llegar a esta base
ortonormal de L2([−1, 1]).
107
MA–505: Análisis I 4.1. Productos escalares y espacios de Hilbert
familia ortonormal, porque
〈um | un〉 = 12pi
∫ pi
−pi
ei(n−m)θ dθ = nm = no.
Resulta que esta familia ortonormal es maximal, porque los polinomios trigonométri-
cos forman un subespacio denso de LC2([−pi ,pi ]). En efecto, sea f : [−pi ,pi ] → C una
función continua. Se puede obtener una función continua y periódica д : [−pi ,pi ] → C al
modificar f como sigue:
д(θ ) := f (θ ) si − pi 6 θ 6 pi − δ , д(pi ) := f (−pi ), д afín en [pi − δ ,pi ],
para algún δ ∈ (0, 2pi ) apropiado.
Nótese que |д(θ )| 6 max{| f (−pi )|, | f (pi − δ )|} para θ ∈ [pi − δ ,pi ]; en consecuencia,
‖д‖∞ 6 ‖ f ‖∞. Por la desigualdad triangular, se obtiene ‖ f − д‖∞ 6 2 ‖ f ‖∞.
Sea dado ε > 0. Por el Teorema 3.52 de Stone y Weierstrass (véase el Ejemplo 3.53),
hay un polinomio trigonométrico p tal que ‖д − p‖∞ < ε/
√
8pi . nDefínase д˜ ∈ C(T) por
д˜(eiθ ) := д(θ ). o Entonces:
‖д − p‖22 =
∫ pi
−pi
|д(θ ) − p(θ )|2 dθ 6 ε
2
8pi
(2pi ) = ε
2
4
,
‖ f − д‖22 =
∫ pi
pi−δ
| f (θ ) − д(θ )|2 dθ 6 δ ‖ f − д‖2∞ 6 4δ ‖ f ‖2∞.
Al tomar δ := ε2/16‖ f ‖2∞ si f . 0, se obtiene
‖ f − p‖2 6 ‖ f − д‖2 + ‖д − p‖2 6 ε2 +
ε
2
= ε .
Esto muestra que tales p forman un subespacio denso de LC2([−pi ,pi ]); lo cual implica que
también forman un subespacio denso de L2[−pi ,pi ]. Se concluye que {un : n ∈ Z } es una
base ortonormal de L2[−pi ,pi ].8
El desarrollo (4.10) en este caso es la serie de Fourier de un elemento de L2[−pi ,pi ]. ♦
Es importante notar que la fórmula (4.10) expresa la convergencia de esta serie en la
norma ‖·‖2 del espacio de Hilbert; pero aun cuando este elemento sea una función continua
periódica en LC2([−pi ,pi ]), esto no implica su convergencia uniforme en la norma ‖·‖∞ de
C([−1, 1]). Estas dos normas no son equivalentes; en efecto, las estimaciones del Ejem-
plo 4.18 ejemplifican algunas de las diferencias entre las dos normas.
8En general, la demostración de que una familia ortonormal sea total o maximal requiere un ejercicio
no trivial de análisis, como ya se constató en el Ejemplo 4.17.
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4.2 La geometría de los espacios de Hilbert
Definición 4.19. Sea M un subespacio de un espacio de Hilbert H. El complemento
ortogonal de M es el subespacio cerrado
M⊥ := {y ∈ H : 〈y | x〉 = 0 para todo x ∈ M }. (4.13)
Obsérvese que H⊥ = {0} y que {0}⊥ = H. ♦
Fíjese que z ∈ M⊥⊥ = (M⊥)⊥ si y solo si 〈y | z〉 = 0 para todo y ∈ M⊥. De ahí es
evidente que M ⊆ M⊥⊥; de hecho, por ser M⊥⊥ un subespacio cerrado de H, se ve que
M ⊆ M⊥⊥.
El concepto de ortogonalidad en espacios de Hilbert permite abordar construcciones
geométricas como la construcción de una recta perpendicular a un hiperplano a través de
un punto externo, o de “bajar una perpendicular” desde ese punto externo al hiperplano.
(Un hiperplano es un subespacio afín de codimensión 1.) El resultado siguiente ofrece un
contexto más general para ese tipo de construcciones.
Proposición 4.20. Sea H un espacio de Hilbert y sea C ⊆ H una parte convexa y cerrada. Si
x ∈ H, hay un único punto z ∈ C tal que
‖x − z‖ = d(x ,C) ≡ inf
y∈C ‖x − y‖. (4.14)
Demostración. Si x ∈ C, entonces d(x ,C) = 0; en ese caso se toma z = x , la cual es obvia-
mente la única posibilidad para z.
Supóngase que x < C. Como C es cerrado, la distancia d = d(x ,C) es positiva: d > 0.
Tómese una sucesión {yk} ⊆ C tal que
‖x − yk ‖2 < d2 + 1
k + 1
para cada k ∈ N. (4.15)
La Proposición 4.5 (ley del paralelogramo) entonces implica que
‖yj − yk ‖2 = ‖(yj − x) − (yk − x)‖2
= 2 ‖yj − x ‖2 + 2 ‖yk − x ‖2 − ‖(yj − x) + (yk − x)‖2
= 2 ‖yj − x ‖2 + 2 ‖yk − x ‖2 − 4 ‖x − 12 (yj + yk)‖2
6 2 ‖yj − x ‖2 + 2 ‖yk − x ‖2 − 4d2 < 2
j + 1
+
2
k + 1
,
porque 12 (yj + yk) ∈ C por convexidad. Por lo tanto, {yk} es una sucesión de Cauchy
en H. Como H es completo, hay un (único) punto z ∈ H tal que yk → z. Está claro que
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z ∈ C porque C es cerrado en H. Esto implica que ‖x − z‖ > d; y de (4.15) se ve que
‖x − z‖ = limk→∞ ‖x − yk ‖ 6 d. Por lo tanto, vale ‖x − z‖ = d.
Para la unicidad, supóngase que w ∈ C cumple ‖x −w ‖ = d. Entonces 12 (z +w) ∈ C
por convexidad, y la ley del paralelogramo muestra que
‖z −w ‖2 = 2 ‖x − z‖2 + 2 ‖x −w ‖2 − 4 ‖x − 12 (z +w)‖2
= 4d2 − 4 ‖x − 12 (z +w)‖2 6 4d2 − 4d2 = 0,
así que ‖z −w ‖ = 0 y por ende w = z. 
La relación ‖x−z‖ = d(x ,C) de (4.14) dice que la distancia del punto x al conjuntoC no
solo es un ínfimo sino que es unmínimo: el punto especial z ∈ C es el punto deC más cercano
a x . Esta propiedad de tener un punto más cercano aprovechó la ley del paralelogramo, lo
que limita la validez de la demostración a los espacios de Hilbert. De hecho, hay muchos
espacios de Banach en las cuales la Proposición 4.20 no es válida.
Un subespacio afín, de la formaM +y = { x +y : x ∈ M } para algún subespacio vecto-
rial M , es obviamente convexa, y es cerrado si M es cerrado. En particular, un subespacio
cerrado es un conjunto cerrado y convexo. La proposición anterior ahora permite com-
probar que M = M⊥⊥.
Definición 4.21. Sean H, K dos espacios de Hilbert. Su suma directa H ⊕ K (como
espacios C-vectoriales) incluye H y K como subespacios vectoriales de tal manera que
H ∩ K = {0}. n Se identifica H ⊕ K con el producto cartesiano H × K como espacio
vectorial. Las inclusiones respectivasH ↪→ H ⊕K y K ↪→ H ⊕K se definen al identificar
x ↔ (x , 0) y y ↔ (0,y). o Sobre la suma directa se define el producto escalar
〈x1 + y1 | x2 + y2〉 := 〈x1 | x2〉H + 〈y1 | y2〉K para x1,x2 ∈ H; y1,y2 ∈ K.
Con este producto escalarH ⊕ K es un espacio de Hilbert, la suma directa ortogonal deH
y K. En ella se cumple9
‖x + y‖2 = ‖x ‖2 + ‖y‖2 para x ∈ H, y ∈ K.
Si H y K tienen respectivas bases ortonormales {uk : k ∈ A } y {vr : r ∈ B }, su unión
disjunta {uk : k ∈ A } unionmulti {vr : r ∈ B } es una base ortonormal para H ⊕ K. ♦
Proposición 4.22. Sea M un subespacio cerrado de un espacio de HilbertH. Su complemento
ortogonal M⊥ es otro subespacio cerrado tal que M⊥⊥ = M . Hay un isomorfismo de espacios de
Hilbert M ⊕ M⊥ ' H.
9En el capítulo anterior, se introdujo otra norma ‖(x ,y)‖ := ‖x ‖+ ‖y‖ en la suma directa de dos espacios
de Banach. Resulta que esta norma no cumple la ley del paralelogramo (en general), pero es equivalente a
norma (x ,y) 7→ √‖x ‖2 + ‖y‖2.
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Demostración. Ya se ha observado que M ⊆ (M⊥)⊥. Cada x ∈ M ∩M⊥ cumple 〈x | x〉 = 0,
por la definición (4.13); luego M ∩M⊥ = {0}.
Tómese x ∈ H, arbitrario pero fijo. Por la Proposición 4.20, hay un único z ∈ M tal
que ‖x −z‖ = d(x ,M). Escríbasew := x −z. Para y ∈ M , t ∈ R cualesquiera, se calcula que
d(x ,M)2 6 ‖x − (z + ty)‖2 = ‖w − ty‖2 = ‖w ‖2 − 2t<〈w | y〉 + t2‖y‖2
= d(x ,M)2 − 2t<〈w | y〉 + t2‖y‖2,
así que t2‖y‖2 − 2t<〈w | y〉 > 0 para todo t ∈ R, lo cual implica 〈w | y〉 = 0.
Como y ∈ M es arbitrario, se concluye que w ∈ M⊥. Entonces cada x ∈ H es una
suma de la forma
x = z +w, con z ∈ M, w ∈ M⊥.
Como z ∈ M es única, la diferencia w = x − z ∈ M⊥ es única también, así que la descom-
posición x = z +w es única.
Esto dice que H = M ⊕ M⊥ como suma directa de espacios vectoriales. Además, sus
productos escalares coinciden, porque
‖x ‖2 = 〈z +w | z +w〉 = 〈z | z〉 + 2<〈w | z〉 + 〈w | w〉 = ‖z‖2 + ‖w ‖2.
Como M es cerrado en H por hipótesis y M⊥ es cerrado por naturaleza, tanto M como
M⊥ es un espacio de Hilbert. Entonces vale H = M ⊕ M⊥ como suma directa ortogonal
de espacios de Hilbert.
Si {uk : k ∈ A } y {vr : r ∈ B } son bases ortonormales respectivas para M y M⊥, su
unión disjunta es una base ortonormal paraH. Por lo tanto, hay un desarrollo de Fourier
de x , dado por (4.10):
x =
∑
k∈A
〈uk | x〉uk +
∑
r∈B
〈vr | x〉vr =
∑
k∈A
〈uk | z〉uk +
∑
r∈B
〈vr | w〉vr .
Cada x ∈ M⊥⊥ cumple 〈vr | x〉 = 0 para todo r , luego obedece x = ∑k∈A〈uk | z〉uk ; y esto
implica que x ∈ M . Se concluye que M⊥⊥ = M . 
La descomposición de un espacio de Hilbert (de muchas maneras) en la suma directa
ortogonal de dos subespacios cerrados (donde cada subespacio es el complemento orto-
gonal del otro) impone una estructura “euclidiana” sobre su geometría. Entre las conse-
cuencias inmediatas es el siguiente teorema de representación, obtenido por Frigyes Riesz.
Teorema 4.23 (Riesz). Si H es un espacio de Hilbert, su espacio dual H∗ es isométricamente
isomorfo a H, mediante la correspondencia (semilineal):
H→ H∗ : y 7→ fy donde fy(x) := 〈y | x〉.
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Demostración. Para todo y ∈ H, la forma lineal fy : H→ C definida por fy(x) := 〈y | x〉 es
continua, en vista de la desigualdad de Schwarz:
| fy(x)| = |〈y | x〉| 6 ‖y‖ ‖x ‖.
Por la definición de la norma dual en el espacio de Banach H∗,
‖ fy ‖ := sup{ | fy(x)| : ‖x ‖ 6 1 },
se ve también que ‖ fy ‖ 6 ‖y‖. Si y = 0, entonces fy = 0 en H∗. Si y , 0, se puede tomar
x := y/‖y‖, para el cual fy(x) = 〈y | y〉/‖y‖ = ‖y‖; eso dice que el supremo se alcanza en
x = y/‖y‖. En resumen, se obtiene ‖ fy ‖ = ‖y‖ para todo y ∈ H.
Defínase una isometría V : H→ H∗ por V (y) := fy . Está claro que V es semilineal:
〈αy1 + βy2 | x〉 = α¯ 〈y1 | x〉 + β¯ 〈y2 | x〉 para y1,y2 ∈ H; α , β ∈ C.
Además V es inyectiva porque es una isometría; falta ver que V es sobreyectiva.
Ahora tómese f ∈ H∗ con f , 0. El núcleo de la forma lineal f es un subespacio propio
M := ker f ⊂ H. Como f es continua, M = f −1({0}) es cerrado. La Proposición 4.22
muestra queM⊥ , 0 (Si fueraM⊥ , 0, seríaM = M⊥⊥ = {0}⊥ = H, que implicaría f = 0.)
Entonces existe un vector z ∈ M⊥ con ‖z‖ = 1 y además f (z) , 0. Si w ∈ M⊥, sea
α := f (w)/f (z); entonces
w − αz ∈ M⊥ con f (w − αz) = f (w) − α f (z) = 0,
así quew −αz ∈ M ∩M⊥ = {0} y por endew = αz. Se concluye queM⊥ = Cz, un espacio
vectorial unidimensional.
ComoH = M ⊕M⊥ por la Proposición 4.22, cada x ∈ H es de la forma x = v + βz con
v ∈ M , β ∈ C. Colóquese y := f (z) z. En vista de la propiedad 〈z | z〉 = 1, se obtiene
f (x) = f (v + βz) = β f (z) = β f (z) 〈z | z〉
= 〈f (z) z | βz〉 = 〈y | βz〉 = 〈y | v + βz〉 = 〈w | x〉.
Esto dice que f = fy , así que la isometría V es sobreyectiva. Conclusión: V : H → H∗ es
un isomorfismo isométrico. 
La segunda parte de la demostración anterior dice que cualquier forma lineal continua
f está representada por un vector y ∈ H de modo concreto. Por eso, este teorema se llama a
veces el teoremade representación deRiesz. Sin embargo, hay otro teorema con ese mismo
nombre y una resultado similar, pero menos obvia: cualquier forma lineal continua sobre
C([a,b]) está representada por una función de variación acotada sobre [a,b]. Se demostrará
ese teorema en el Apéndice.
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No es difícil comprobar que la condición de continuidad para aplicaciones lineales y
semilineales es la misma – véase el Lema 3.27. Si S : E → F es una aplicación semilineal
entre dos espacios normados (sobre C), entonces S es continua en E si y solo si es continua
en 0 ∈ E, si y solo si se verifica ‖Sx ‖ 6 M ‖x ‖ para alguna constante M > 0. Se define
la norma ‖S ‖ por las mismas fórmulas (3.16) relevantes para aplicaciones lineales. En
particular, para la isometría semilinealV : H→ H∗ de la demostración anterior, se verifica
‖V ‖ = sup{ ‖Vy‖ : ‖y‖ 6 1 }
= sup{ 〈y | x〉 : ‖y‖ 6 1, ‖x ‖ 6 1 }
= sup{ ‖y‖ ‖x ‖ : ‖y‖ 6 1, ‖x ‖ 6 1 } = 1.
El caso de igualdad en la desigualdad de Schwarz es aplicable porque se puede tomar y = x
en el cálculo del supremo.
Hay una manera alternativa de enfocar el resultado del teorema de Riesz, al modificar
la multiplicación escalar en H.
Definición 4.24. Si E es un espacio C-vectorial, se define el espacio vectorial conjugado
E ≡ { x¯ : x ∈ E } como una copia de E con la misma operación de suma, pero con otra
multiplicación escalar:
x¯ + y¯ := x + y, α¯ · x¯ := αx , para todo α ∈ C, x ,y ∈ E.
Nótese que la identificación x 7→ x¯ es una aplicación semilineal de E en E.
Si E es un espacio prehilbertiano, se define el producto escalar conjugado en E por la
fórmula
〈x¯ | y¯〉 := 〈y | x〉 para todo x ,y ∈ E.
De ahí se nota que ‖x¯ ‖2 = ‖x ‖2, de modo que la biyección semilineal x 7→ x¯ es un
isomorfismo isométrico. ♦
Con esta notación, la correspondenciaH→ H∗ : y¯ 7→ fy es una isometría lineal entre
el espacio de Hilbert conjugado H y el espacio de Banach dual H∗. Es una cuestión de
gustos10 si se prefiere representar H∗ por H o por H.
I La identificación de un espacio de Hilbert con su espacio dual tiene otra consecuencia
importante: una fórmula alternativa para la norma de una aplicación lineal continua entre
dos espacios de Hilbert.
10En la notación de Dirac, se denotan elementos de H por vectores ket |x〉 y los elementos de H∗ por
vectores bra 〈y |. El resultado de la evaluación de 〈y | sobre |x〉 es el producto escalar 〈y | x〉; un bracket, en
inglés. En esta notación, la identificación de H∗ con H es implícita.
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Lema 4.25. SeaT : H→ K una aplicación lineal continua entre dos espacios de HilbertH yK.
Entonces
‖T ‖ = sup{ |〈w | Tx〉| : ‖x ‖H 6 1, ‖w ‖K 6 1 }. (4.16)
Demostración. La desigualdad de Schwarz da una fórmula para la norma de un vector enK:
‖z‖ = sup{ |〈w | z〉| : ‖w ‖ 6 1 },
porque el supremo se alcanza en el caso de igualdad cuando w y z son proporcionales.11
La fórmula deseada sigue de inmediato:
‖T ‖ := sup{ ‖Tx ‖ : x ∈ H, ‖x ‖ 6 1 }
= sup{ |〈w | Tx〉| : x ∈ H, ‖x ‖ 6 1; w ∈ K, ‖w ‖ 6 1 }. 
Lema 4.26. Sea T ∈ L(H,K) una aplicación lineal continua entre dos espacios de Hilbert
H y K. Entonces la fórmula siguiente:
〈T ∗w | x〉 := 〈w | Tx〉 para todo x ∈ H, w ∈ K (4.17)
define una aplicación adjunta T ∗ : K→ H que también es lineal y continua.
Demostración. El lado derecho 〈w | Tx〉 de la fórmula (4.17) es lineal y continua en x . De
hecho, vale
|〈w | Tx〉| 6 ‖w ‖ ‖Tx ‖ 6 ‖w ‖ ‖T ‖ ‖x ‖ .
Del Teorema 4.23 de Riesz, se obtiene 〈w | Tx〉 = 〈y | x〉 para algún y ∈ H. Es evidente
que la correspondencia w 7→ y es lineal; su continuidad sigue de la estimación:
‖y‖ = sup{ |〈y | x〉| : ‖x ‖ 6 1 } = sup{ |〈w | Tx〉| : ‖x ‖ 6 1 } 6 ‖w ‖ ‖T ‖.
Esto dice que y = Sw para algún S ∈ L(K,H). Además,
〈Sw | x〉 = 〈y | x〉 = 〈w | Tx〉 para todo x ∈ H,
y se introduce la notación T ∗ := S . 
Fíjese que la correspondencia T 7→ T ∗ es semilineal. Mediante dos instancias de (4.16)
se obtiene:
‖T ∗‖ = sup{ |〈T ∗w | x〉| : ‖x ‖ 6 1, ‖w ‖ 6 1 }
= sup{ |〈w | Tx〉| : ‖x ‖ 6 1, ‖w ‖ 6 1 } = ‖T ‖.
11A la luz del teorema de Riesz, este es un caso particular de la fórmula (3.21) para elementos deK∗; pero
aquí no es necesario invocar un corolario al teorema de Hahn y Banach.
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Definición 4.27. Un operador lineal y continua P ∈ L(H) se llama proyector ortogonal
(o simplemente proyector) sobre el espacio de Hilbert H si P es idempotente y autoadjunto:
P2 = P = P∗.
Nótese que 1 − P es otro proyector ortogonal, porque (1 − P)2 = 1 − 2P + P = 1 − P y
(1 − P)∗ = 1 − P∗ = 1 − P . ♦
La geometría del espacio de HilbertH está determinada en gran parte por el juego de
sus proyectores ortogonales: ellos corresponden con los subespacios cerrados de H.
Proposición 4.28. Si M es un subespacio cerrado de un espacio de Hilbert H, existe un único
proyector ortogonal PM ∈ L(H) tal que PM (H) = M y (1 − PM )(H) = M⊥.
Inversamente, si P ∈ L(H) es un proyector ortogonal, entonces P(H) es un subespacio cerrado,
con P(H)⊥ = (1 − P)(H).
Demostración. Si M es un subespacio cerrado de H, entonces por la Proposición 4.22 vale
H ' M ⊕M⊥. Cada x ∈ H tiene una descomposición única x = z +w con z ∈ M ,w ∈ M⊥;
y además ‖x ‖2 = ‖z‖2 + ‖w ‖2, por la demostración de esa proposición.
Defínase PM (x) := z; está claro que (1 − PM )(x) = x − z = w . También está claro que
PM es lineal, y la fórmula para ‖x ‖2 muestra que ‖z‖ 6 ‖x ‖, de modo que P es continua
con ‖P ‖ 6 1.
Además es evidente que PM (z) = z, así que P2M = PM . Si y ∈ H con descomposición
y = u +v (u ∈ M , v ∈ M⊥), entonces
〈PMy | x〉 = 〈u | z +w〉 = 〈u | z〉 = 〈u +v | z〉 = 〈y | PMx〉 para x ,y ∈ H;
esto comprueba que (PM )∗ = PM .
Si P ∈ L(H) es un proyector ortogonal cualquiera y w ∈ H, sea u := Pw . Entonces
Pu = P2w = Pw = u. La imagen de P es el subespacio
P(H) = {u ∈ H : Pu = u } = {u ∈ H : (1 − P)(u) = 0 } = ker(1 − P),
así que P(H) es cerrado porque 1 − P es continua.
Si v ∈ P(H)⊥, entonces
‖Pv ‖2 = 〈Pv | Pv〉 = 〈P∗v | Pv〉 = 〈v | P2v〉 = 〈v | Pv〉 = 0,
luego Pv = 0 y (1 − P)v = v. Esto dice que P(H)⊥ ⊆ (1 − P)(H). Por otro lado,
〈Py | (1 − P)x〉 = 〈P∗y | (1 − P)x〉 = 〈y | P(1 − P)x〉 = 0 para x ,y ∈ H,
así que (1 − P)(H) ⊆ P(H)⊥.
Finalmente, la unicidad de PM sigue porqueM = P(H) = ker(1−P) yM⊥ = (1−P)(H)
implican, para z ∈ M y w ∈ M⊥, que Pz = z ∈ M y Pw = P(1 − P)w = 0; por lo tanto
P(z +w) = z = PM (z +w). 
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4.3 Introducción a las series de Fourier
Una de las motivaciones principales para el estudio de los espacios de Hilbert abstractos
fue la teoría clásica de las series de Fourier. En sus investigaciones sobre la propagación
del calor, el ingeniero Joseph Fourier se vio obligado de desarrollar ciertas funciones, no
como series de potencias (series de Taylor) sino como series demonomios trigonométricos.
Tales series, por lo general, no convergen uniformemente en un intervalo compacto: la
reconstrucción de una función dada a partir de sus componentes trigonométricos debe
emprenderse con cuidado.
Definición 4.29. Una función f : R→ C es periódica si existe L > 0 tal que
f (x + L) ≡ f (x) para todo x ∈ R. (4.18)
El mínimo valor L para que (4.18) se cumple se llama el período de la función f ; por
convenio, una función constante tiene período L para todo L > 0. Obsérvese que f está
determinada por sus valores en un intervalo [a,a + L] para cualquier a ∈ R; generalmente
se usan los intervalos [0,L] y [−12L, 12L]. ♦
Ejemplo 4.30. Las funciones trigonométricas senθ y cosθ son periódicas con período 2pi ;
la función tgx es periódica con período pi . Las funciones t 7→ sen 2pit y t 7→ cos 2pit son
periódicas con período 1. Una función periódica con período L es también periódica con
períodos 2L, 3L, etcétera.
Ya se ha observado en el Ejemplo 3.53 que los polinomios trigonométricos
p(θ ) :=
n∑
k=−n
cke
ikθ ≡ a0
2
+
n∑
k=1
(
ak coskθ + bk senkθ
)
(4.19)
son periódicas con período 2pi . Conviene considerarlos como funciones p : [−pi ,pi ] → C
tales que p(−pi ) = p(pi ). ♦
Cada polinomio trigonométricos es continua en [−pi ,pi ] y por ende pertenece al espa-
cio de Hilbert L2([−pi ,pi ]). Del Ejemplo 4.18, se sabe que los monomios trigonométricos
uk(θ ) := 1√
2pi
eikθ , para k ∈ Z,
constituyen una base ortonormal de L2([−pi ,pi ]).
Los coeficientes ck son entradas de una sucesiónbilateral c = {ck}k∈Z con solo una canti-
dad finita de entradas no ceros. Ellas forman un espacioC-vectorial c00(Z). Análogamente
al espacio c00 = c00(N) introducido anteriormente, se pueden imponer normas ‖·‖p sobre
este espacio y completarlo para obtener espacios de Banach `p(Z) si 1 6 p < ∞. Solo hay
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diferencias de notación entre estos `p(Z) y los espacios de Banach `p de la Definición 3.8.
En particular, `2(Z) es un espacio de Hilbert con la base ortonormal estándar { en : n ∈ Z },
formado por las sucesiones bilaterales con una sola entrada no nula (de valor 1).
Definición 4.31. Sea f ∈ C([−pi ,pi ]). El k-ésimo coeficiente de Fourier de f es el valor de
la integral
ck :=
1√
2pi
〈uk | f 〉 = 12pi
∫ pi
−pi
e−ikθ f (θ )dθ . (4.20)
La igualdad de Parseval en L2([−pi ,pi ]) garantiza que
‖ f ‖22 =
∞∑
k=−∞
|〈uk | f 〉|2 = 2pi
∞∑
k=−∞
|ck |2
así que c = {ck}k∈Z ∈ `2(Z) y la correspondencia f 7→
√
2pi c extiende (por continuidad) a
una isometría de L2([−pi ,pi ]) en `2(Z). ♦
La existencia de la integral está garantizada por la continuidad de f : el integrando
es R-integrable por ser continua. Ahora bien, si f es discontinua pero R-integrable con∫ pi
−pi | f (θ )| dθ < ∞, entonces f representa un elemento de L1([−pi ,pi ]); y la desigualdad
triangular para integrales garantiza que
|ck | 6 12pi
∫ pi
−pi
e−ikθ f (θ )dθ = 1
2pi
∫ pi
−pi
| f (θ )| dθ = 1
2pi
‖ f ‖1 . (4.21)
Por otro lado, la desigualdad de Schwarz en L2([−pi ,pi ]) dice que
‖ f ‖1 =
∫ pi
−pi
| f (x)| dx 6
(∫ pi
−pi
1dx
)1/2 (∫ pi
−pi
| f (x)|2 dx
)1/2
=
√
2pi ‖ f ‖2.
En consecuencia, se obtiene una inclusión12 continua L2([−pi ,pi ]) ⊂ L1([−pi ,pi ]); la fórmula
(4.20) sigue válida para todo f ∈ L2([−pi ,pi ]).
nLa teoría de las series de Fourier está plagada por factores de 2pi o √2pi , debido al
período elegido. El convenio en (4.20) que define los ck es una instancia de este fenómeno.
La alternativa “francesa” es empezar con funciones periódicas de período 1 y usar el espacio
de Hilbert L2([0, 1]), con su base ortonormal u˜k(θ ) := e2piikθ , k ∈ Z. En tal caso se puede
definir los coeficientes c˜k :=
∫ 1
0 e
−2piikθ f (θ )dθ ; el factor de 2pi se traslada al exponente de
los monomios trigonométricos. De gustibus non disputandum est. o
12Los espacios de Banach L1 y L2 han sido definidos como compleciones del espacioC([−pi ,pi ]); entonces
L1([−pi ,pi ]) no es parte L2([−pi ,pi ]), en un sentido estricto. Sin embargo, cada sucesión de Cauchy en la
norma ‖·‖2 es también de Cauchy en la norma ‖·‖1; esto implica que la inclusión C([−pi ,pi ]) ⊂ L1([−pi ,pi ])
se extiende a una aplicación lineal e inyectiva L2([−pi ,pi ]) ↪→ L1([−pi ,pi ]), cuya imagen es un subespacio
denso de L1([−pi ,pi ]). La estimación sobre las normas implica que esta inyección lineal es continua.
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Definición 4.32. Sea f ∈ L2([−pi ,pi ]). La serie de Fourier de f es la serie al lado derecho
de la ecuación (4.10):
f =
∞∑
k=−∞
〈uk | f 〉uk ,
la cual converge en la norma ‖·‖2 de L2([−pi ,pi ]).
Si c ∈ `2(Z) está dada por (4.20), esta serie toma la forma f = ∑k∈Z ck eik(·). ♦
Desafortunadamente, la convergencia en la norma ‖·‖2 no garantiza convergencia
puntual. Para observar la distinción, considérese un desarrollo de Fourier finito, que no
tiene problemas de convergencia. Este es el caso para un polinomio trigonométrico (4.19),
p(θ ) =
n∑
k=−n
ck e
ikθ =
√
2pi
n∑
k=−n
ck uk(θ ),
cuyos coeficientes ck están calculados por la integral (4.20).
Cabe preguntar, entonces, sobre la validez de la fórmula puntual:
f (θ ) ?=
∞∑
k=−∞
cke
ikθ , donde cada ck :=
1
2pi
∫ pi
−pi
e−ikθ f (θ )dθ . (4.22)
Al respecto, el Teorema 4.14 dice que las sumas parciales de la serie de Fourier para f
aproximan la función f globalmente sobre [−pi ,pi ] en el sentido de cuadrados mínimos.
En efecto, habida cuenta de que {uk : k ∈ Z } es una base ortonormal de L2([−pi ,pi ]),
la fórmula de Pitágoras (4.8) es aplicable. Para cada suma parcial
sn(θ ) :=
n∑
k=−n
ck e
ikθ (4.23)
la siguiente estimación es válida:
‖ f − sn‖22 = ‖ f ‖2 −
n∑
k=−n
|〈uk | f 〉|2 = ‖ f ‖2 − 2pi
n∑
k=−n
|ck |2.
La igualdad de Parseval entonces implica que ‖ f − sn‖2 → 0 cuando n →∞. Además, por
la Proposición 4.20, la cantidad ‖ f − sn‖2 representa la mínima distancia de la función f al
subespacio (cerrado, al ser finitodimensional) Mn := lin〈uk : k = −n, . . . ,n〉.
Por otro lado, el teorema de Stone y Weierstrass implica (véase los Ejemplos 3.53
y 4.18) que los polinomios trigonométricos son densos en C([pi ,pi ]). Se puede reformu-
lar la pregunta anterior así: si f es continua, ¿bajo cuáles circunstancias es posible obtener
convergencia uniforme en el desarrollo (4.22)?
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A la hora de abordar cálculos concretos con ejemplos, muchas veces es práctico usar
los coeficientes ak y bk de (4.19). Fíjese que a0 = 2c0, mientras ak = ck+c−k , bk = i(ck−c−k)
para k > 1. Estos coeficientes están elegidos de tal manera que
ak =
1
pi
∫ pi
−pi
coskθ f (θ )dθ para k = 0, 1, 2, 3, . . . ,
bk =
1
pi
∫ pi
−pi
senkθ f (θ )dθ para k = 1, 2, 3, . . . .
Si k > 1, entonces
|ak |2 + |bk |2 = |ck + c−k |2 + |ck − c−k |2 = 2 |ck |2 + 2 |c−k |2.
Entonces la fórmula de Parseval se escribe así:
‖ f ‖22 =
pi
2
|a0 |2 + pi
∞∑
k=1
|ak |2 + |bk |2.
También es útil notar que
n∑
k=−n
eikθ =
n∑
k=−n
(coskθ + i senkθ ) =
n∑
k=−n
coskθ = 1 + 2
n∑
k=1
coskθ ,
porque en la segunda suma los términos senkθ y sen(−kθ ) cancelan en pares.
Lema 4.33. Para θ ∈ R, la siguiente identidad es válida:
1
2
+ cosθ + cos 2θ + · · · + cosnθ = sen(n +
1
2 )θ
2 sen 12θ
,
donde, por continuidad, el lado derecho vale (n + 12 ) en θ = 0.
Demostración. Este es un cálculo trigonométrico elemental:
2 sen 12θ
(
1
2
+
n∑
k=1
coskθ
)
= sen 12θ +
n∑
k=1
2 sen 12θ coskθ
= sen 12θ +
n∑
k=1
sen(k + 12 )θ − sen(k − 12 )θ
= sen(n + 12 )θ ,
con un colapso telescópico de la última suma. 
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Figura 4.1: El núcleo de Dirichlet D3(θ ) para θ ∈ [−pi ,pi ]
Definición 4.34. Para cada n ∈ N, la función Dn : R→ R definida por
Dn(θ ) :=
sen(n + 12 )θ
sen 12θ
(4.24)
se llama el núcleo de Dirichlet de grado n. Es evidentemente una función par y periódica
de período 2pi . ♦
Del Lema 4.33 se ve que cada Dn satisface
1
2pi
∫ pi
−pi
Dn(θ )dθ = 1.
En el intervalo [−pi ,pi ], la funciónDn(θ ) alcanza sumáximo en θ = 0, dondeDn(0) = 2n+1.
Fíjese queDn(θ ) > 0 para |θ | < pi/(n+ 12 ); que la función parDn tiene n ceros en el intervalo
abierto (0,pi ); y que Dn cambia de signo en cada uno de estos ceros. Este comportamiento
oscilatorio está ilustrado en la Figura 4.1.
Lema 4.35. Sea f ∈ C([pi ,pi ]), periódica de período 2pi . La n-ésima suma parcial (4.23) de su
serie de Fourier está dada por la integral
sn(θ ) = 12pi
∫ pi
−pi
Dn(θ − ϕ) f (ϕ)dϕ . (4.25)
Demostración. La suma parcial sn se simplifica así:
sn(θ ) =
n∑
k=−n
ck e
ikθ =
1
2pi
n∑
k=−n
eikθ
∫ pi
−pi
e−ikϕ f (ϕ)dϕ
=
1
2pi
∫ pi
−pi
n∑
k=−n
eik(θ−ϕ) f (ϕ)dϕ = 1
2pi
∫ pi
−pi
Dn(θ − ϕ) f (ϕ)dϕ . 
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Como Dn es una función par periódica y f es periódica, por hipótesis, el cambio de
variable ϕ 7→ ϕ + θ modifica la integral en (4.25) así:∫ pi
−pi
Dn(ϕ − θ ) f (ϕ)dϕ =
∫ pi−θ
−pi−θ
Dn(ϕ) f (θ + ϕ)dϕ =
∫ pi
−pi
Dn(ϕ) f (θ + ϕ)dϕ .
Ahora la cola de la serie de Fourier (para f continua y periódica) toma la forma
f (θ ) − sn(θ ) = − 12pi
∫ pi
−pi
Dn(ϕ)
(
f (θ + ϕ) − f (θ )) dϕ,
donde se ha usado la relación (1/pi ) ∫ pi−pi Dn(θ )dθ = 1.
La función f es uniformemente continua en [−pi ,pi ]; entonces f (θ + ϕ) − f (θ ) 6 ε
para |ϕ | 6 δ = δ (ε). A la vez, |Dn(ϕ)| es pequeño fuera del intervalo [−δ ,δ ] cuando n es
grande. Se puede esperar que la estimaciónf (θ ) − sn(θ ) 6 12pi ∫ pi−pi |Dn(ϕ)| f (θ + ϕ) − f (θ )dϕ,
conduciría a la convergencia deseada sn(θ ) → f (θ ). Desafortunadamente, los cambios de
signo en Dn(θ ) tienen un efecto cumulativo. Resulta que∫ pi
−pi
|Dn(ϕ)| dϕ ∼ 8
pi
logn cuando n →∞,
en marcado contraste con
∫ pi
−pi Dn(ϕ)dϕ ≡ 2pi . Esto hace que la estimación anterior no
conduce a una prueba de convergencia, ni siquiera puntual.13
I Una estrategia clásica para eludir estos problemas es la de mejorar la convergencia de la
serie, usando la sumabilidad en el sentido de Cesàro. Dada una serie numérica con términos
ak y sumas parciales sn := a0 + a1 + · · · + an, se trata de reemplazar cada suma parcial por
la media aritmética de las sumas parciales iniciales:
tn :=
s0 + s1 + · · · + sn
n + 1
.
Es fácil verificar que si sn → s cuando n → ∞, entonces tn → s también. Pero la series
divergentes (oscilantes) cuyas sumas parciales sn no convergen, pero la sucesión {tn} sí
converge: el ejemplo mejor conocido es la serie divergente
∑∞
k=0(−1)k , para la cual tn → 12 .
13Para estas propiedades de Dn , véase la sección 8.4 del libro de Duren. (Su definición de Dn(θ ) difiere
de (4.24) por un factor de 12 .)
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Figura 4.2: El núcleo de Fejér F4(θ ) para θ ∈ [−pi ,pi ]
Definición 4.36. Para cada n ∈ N, la función Fn : R→ R definida por
Fn(θ ) := 1
n + 1
n∑
m=0
Dm(θ )
se llama el núcleo de Fejér de grado n. Al igual que el núcleo de Dirichlet, esta función es
par y periódica de período 2pi . ♦
La media aritmética de las sumas parciales iniciales de la serie de Fourier (4.22) es
tn(θ ) := 1
n + 1
n∑
m=0
sm(θ ) = 12pi
∫ pi
−pi
Fn(θ − ϕ) f (ϕ)dϕ
=
1
2pi
∫ pi
−pi
Fn(ϕ) f (θ + ϕ)dϕ . (4.26)
Lema 4.37. El núcleo de Fejér de grado n está dada por la fórmula explícita:
Fn(θ ) =
sen2 12 (n + 1)θ
(n + 1) sen2 12θ
. (4.27)
Demostración. Es otro cálculo trigonométrico elemental, con una suma telescópica:
2(n + 1) sen2 12θ Fn(θ ) = 2 sen2 12θ
n∑
m=0
Dm(θ )
=
n∑
m=0
2 sen 12θ sen(m + 12 )θ =
n∑
m=0
(
cosmθ − cos(m + 1)θ )
= 1 − cos(n + 1)θ = 2 sen2 ( 12 (n + 1)θ ), 
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De la Definición 4.36, es evidente que el núcleo de Fejér Fn satisface
1
2pi
∫ pi
−pi
Fn(θ )dθ = 1. (4.28)
En el intervalo [−pi ,pi ], la función Fn(θ ) alcanza su máximo en θ = 0, donde Fn(0) = n + 1.
Del numerador de las fracción (4.27), se ve que Fn(θ ) tiene bn2 + 1c ceros en el intervalo
(0,pi ] y muestra unas oscilaciones leves cuando se aleja de θ = 0. Sin embargo, hay una
diferencia notable entre sus grafos: el núcleo de Fejér es no negativa en todo el intervalo.
Véase la Figura 4.2.
Teorema 4.38 (Fejér). Sea f : R → C una función periódica de período 2pi . Entonces su
serie de Fourier es sumable en el sentido de Cesàro a la función original, donde la convergencia
tn(θ ) → f (θ ) es uniforme en el intervalo [−pi ,pi ].
Demostración. La función continua f es uniformemente continua en [−pi ,pi ], por la Propo-
sición 1.40. Sea dado ε > 0; entonces existe δ ∈ (0,pi ) tal que | f (θ − ϕ) − f (θ )| < ε/3 para
todo θ cuando |ϕ | < δ .
En los intervalos [δ ,pi ] y [−pi ,−δ ], se cumple sen2 12θ > sen2 12δ y por lo tanto
1
2pi
∫ −δ
−pi
Fn(θ )dθ = 12pi
∫ pi
δ
Fn(θ )dθ 6 12pi (n + 1)
∫ pi
δ
1
sen2 12δ
dθ <
csc2 12δ
2(n + 1) .
Entonces estas dos integrales tienden a 0 cuando n →∞.
Usando (4.26) y (4.28), se obtiene
tn(θ ) − f (θ ) =
∫ pi
−pi
Fn(ϕ)
(
f (θ + ϕ) − f (ϕ)) dϕ .
Esta integral es una suma I = I1 + I2 + I3 de tres integrales sobre los intervalos respectivos
[−pi ,−δ ], [−δ ,δ ] y [δ ,pi ]. Ahora, si N (ε) > 3 ‖ f ‖∞/ε sin2 12δ , entonces
n > N (ε) =⇒ |I3 | 6 12pi
∫ pi
δ
Fn(ϕ)
f (θ + ϕ) − f (ϕ)dϕ 6 ‖ f ‖∞
pi
∫ pi
δ
Fn(ϕ)dϕ < ε3 .
Nótese que se ha aprovechado la no negatividad de Fn(ϕ). De igual modo, se obtiene
|I1 | < ε/3 para n > N (ε). Además,
|I2 | 6 12pi
∫ δ
−δ
Fn(ϕ)
f (θ + ϕ) − f (ϕ)dϕ 6 ε
6pi
∫ δ
−δ
Fn(ϕ)dϕ < ε6pi
∫ pi
−pi
Fn(ϕ)dϕ = ε3 .
En resumen, se ha comprobado que
n > N (ε) =⇒ tn(θ ) − f (θ ) < ε .
Esto dice que tn → f uniformemente sobre [−pi ,pi ]. 
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La continuidad de f en [−pi ,pi ] no es suficiente para garantizar la convergencia de la
serie de Fourier (4.22). Sin embargo, una condición suficiente es que f sea lipschitziana
(véase el Ejercicio 1.15). Esto se verifica, por ejemplo, si f es de clase C1.
Definición 4.39. Una función continua y periódica f : R→ C es localmente lipschitziana
en θ ∈ R si existe δ = δ (θ ) > 0 tal que
| f (θ + ϕ) − f (θ )| 6 L |ϕ | cuando |ϕ | 6 δ (4.29)
para alguna constante L > 0. ♦
Proposición 4.40. Sea f : R → C continua y periódica de período 2pi . Supóngase que existe
θ ∈ [−pi ,pi ] tal que f es localmente lipschitziana en θ . Entonces sn(θ ) → f (θ ).
Demostración. El Lema 4.35 permite expresar la diferencia sn(θ ) − f (θ ) en la forma
sn(θ ) − f (θ ) = 12pi
∫ pi
−pi
Dn(θ − ϕ) f (ϕ)dϕ − f (θ )
=
1
2pi
∫ pi
−pi
Dn(ϕ)
(
f (θ + ϕ) − f (θ )) dϕ = 1
2pi
∫ pi
−pi
h(ϕ) sen(n + 12 )ϕ dϕ
al escribir, para ϕ , 0,
h(ϕ) := f (θ + ϕ) − f (θ )
sen 12ϕ
.
En vista de la hipótesis (4.29) (con 0 < δ < pi , sin perder generalidad), es posible estimar
h(ϕ) por
|h(ϕ)| 6 L|ϕ || sen 12ϕ |
6 2L, para |ϕ | 6 δ .
En [−pi ,pi ] \ [−δ ,δ ], se sabe que | sen 12ϕ | > | sen 12δ | > 0. Entonces h cumple∫ pi
−pi
|h(ϕ)|2 dϕ 6
∫ δ
−δ
4L2 dϕ +
∫
[−pi ,pi ]\[−δ ,δ ]
| f (θ + ϕ) − f (θ )|2
sen2 12δ
dϕ < ∞
así que h ∈ L2([−pi ,pi ]). nMejor dicho, la función h representa un elemento de L2([−pi ,pi ]),
por ser de cuadrado integrable. o
La fórmula trigonométrica
sen(n + 12 )ϕ = sen 12ϕ cosnϕ + cos 12ϕ sennϕ
permite expresar sn(θ ) − f (θ ) en la forma
sn(θ ) − f (θ ) = 12pi
∫ pi
−pi
(
h(ϕ) sen 12ϕ cosnϕ + h(ϕ) cos 12ϕ sennϕ
)
dϕ =
a′n + b′′n
2
,
donde los a′n y b′′n son coeficientes de Fourier deh(ϕ) sen 12ϕ yh(ϕ) cos 12ϕ, respectivamente.
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Estas dos funciones están en L2([−pi ,pi ]) también. Sus series de Fourier son de cuadrado
sumable, por la fórmula de Parseval. En particular, se deduce que a′n → 0, b′′n → 0 cuando
n →∞. Luego sn(θ ) → f (θ ). 
Ejemplo 4.41. Considérese la función escalonada
д(θ ) := n0 < θ < pio − n−pi < θ < 0o,
extendida periódicamente al dominio R – fíjese que д(pi ) = д(pi ) = 0 y д(0) = 0, por
definición. Sus coeficientes de Fourier son: cada ak = 0 porque la función д es impar; y
bk =
1
pi
∫ pi
−pi
senkθ д(θ )dθ = 2
pi
∫ pi
0
senkθ dθ =
2
kpi
(
1 − (−1)k ) = 4
kpi
nk imparo.
Por la Proposición 4.40, se concluye que
4
pi
∞∑
m=0
sen(2m + 1)θ
2m + 1
= д(θ ), cuando θ < piZ.
Esta serie converge también cuando θ ∈ piZ, y su suma es 0 en θ = 0,±pi ,±2pi . . .
Ahora bien, si se redefinen los valores de д(θ ) en θ = 0,±pi , esto no afecta el cálculo
de los coeficientes ak , bk . Los valores de la suma de la serie de Fourier en los saltos de
esta función discontinua son los valores medios de cada salto. Por ejemplo, la función
д˜(θ ) := n0 6 θ < pio − n−pi 6 θ < 0o, extendido periódicamente, posee la misma serie
de Fourier, cuyas sumas parciales sn(npi ) no convergen a д˜(npi ) = (−1)n en los puntos de
discontinuidad. ♦
Considérese una función periódica f cuyas únicas discontinuidades son saltos; es decir,
para cada θ ∈ R estas límites unilaterales existen:
f (θ+) := lim
ϕ↓0
f (θ + ϕ), f (θ−) := lim
ϕ↓0
f (θ − ϕ).
El salto de f en θ es la diferencia f (θ+) − f (θ−), si esta diferencia no es cero. Se enuncia
el siguiente resultado sin demostración.
Teorema 4.42 (Dirichlet). Sea f : R → C una función periódica de período 2pi y suave por
trozos, con un salto en θ ∈ (−pi ,pi ]. Entonces la serie de Fourier de f converge en θ y su suma en
ese punto es
lim
n→∞ sn(θ ) =
f (θ+) + f (θ−)
2
. 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4.4 Apéndice: el (otro) teorema de representación de Riesz
El Teorema 4.23, notado por Frigyes Riesz en 1907 y más tarde reformulado para espacios
de Hilbert generales, recibe el nombre de teorema de representación de Riesz: identifica, para
una forma lineal continua sobre un espacio deHilbertH, un elementoy ∈ H que representa
la forma lineal mediante la fórmula x 7→ 〈y | x〉. Poco antes, el propio Hilbert obtuvo
esa representación para el espacio de sucesiones `2; y también en 1907, Maurice Fréchet
lo hizo para el espacio L2([0, 2pi ]), con una construcción explícita del representante por
medio de su serie de Fourier.14 Por eso, el Teorema 4.23 se llama a veces el teorema de
Riesz y Fréchet.
Hay otro teorema de representación, también debido a Riesz (esta vez sin Fréchet),
que identifica representantes para las formas lineales continuas sobre el espacio de Banach
C([a,b]). Esta vez, los propios elementos de C([a,b]) proporcionan algunas de la formas
lineales continuas, pero no todas.
Ejemplo 4.43. Sea д ∈ C([a,b]). Defínase χд ∈ C([a,b])∗ por
〈χд, f 〉 :=
∫ b
a
д(t) f (t)dt . (4.30)
La desigualdad triangular para integrales implica que
|〈χд, f 〉| 6
∫ b
a
|д(t)| | f (t)| dt 6 ‖д‖1 ‖ f ‖∞,
donde ‖д‖1 :=
∫ b
a
|д(t)| dt . Está claro que χд es lineal y continua, con ‖χд‖ 6 ‖д‖1 . No
es difícil verificar que ‖χд‖ = ‖д‖1 en general. Entonces д representa χд aunque con otra
norma que la norma ‖·‖∞ de C([a,b]).
Una conjetura natural, a esta altura, sería que los elementos de L1([a,b]) representan
C([a,b])∗ – aunque falta construir esos elementos explícitamente. Pero esa conjetura es
falsa: las formas lineales que siguen no corresponden a elementos de L1([a,b]).
Tómese s ∈ [a,b]. La evaluación ϕs : f 7→ f (s) es claramente lineal y continua:
|〈ϕs , f 〉| = | f (s)| 6 ‖ f ‖∞.
Entonces ‖ϕs ‖ = 1 (para obtener la igualdad, basta tomar f constante, no nula). No hay
función continua д alguna que representa ϕs mediante la integral (4.30): sería necesario
que д(t) = 0 para t ∈ [a, s) ∪ (s,b], de donde д(t) ≡ 0. Sucede lo mismo si se toma
д ∈ L1([a,b]). ♦
14El artículo en cuestión es: Maurice R. Fréchet, Sur les opérations linéaires (troisième note), Transactions
of the American Mathematical Society 8 (1907), 433–446.
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La solución al problema de representar las evaluaciones puntuales es usar una versión
extendida de la integral de Riemann, introducido en 1894 por Thomas Jan Stieltjes: con-
siste en reemplazar el integrador dt (en la notación práctica de Leibniz) por un integrador
dα(t), donde α es una función de variación acotada sobre [a,b].
Definición 4.44. Una función α : [a,b] → C tiene variación acotada si hay una constante
M > 0 tal que
n∑
i=1
|α(ti) − α(ti−1)| 6 M, para toda partición P = {t0, t1, . . . , tn} de [a,b].
El mínimo M – el supremo de estas sumas sobre toda P – es la variación total V ba (α). ♦
Es fácil comprobar que α tiene variación acotada sobre [a,b] si y solo si<α , =α tienen
variaciones acotadas sobre [a,b]. Para el resto de esta sección, se supondrá que α es real.
Si a < b < c, la unión de una partición P de [a,b] y una partición Q = {s0, s1, . . . , sm}
de [b, c] es una partición P∪Q de [a, c]. (Nótese que a = t0, tn = b = s0, sm = c.) Entonces
V ba (α) +V cb (α) = sup
P
n∑
i=1
|α(ti) − α(ti−1)| + sup
Q
m∑
j=1
|α(sj) − α(sj−1)| 6 V ca (α).
Por otro lado, cualquier partición de [a, c] puede ser refinado a una partición P ∪ Q al
insertar el nodo b si hiciera falta. Luego V ca (α) puede calcularse tomando el supremo
sobre particiones de la forma P ∪ Q; esto muestra la igualdad:
V ba (α) +V cb (α) = V ca (α) cuando a < b < c .
Lema 4.45 (Jordan). Sea α : [a,b] → R una función real de variación acotada. Entonces
α = д − h donde д,h : [a,b] → R son dos funciones crecientes acotadas.
Demostración. Defínase д(t) := V ta (α) para a 6 t 6 b, usando el convenio V aa (α) := 0. Si
s 6 t en (a,b], cualquier partición P de [a, s] puede ser prolongada en una partición P′ de
[a, t]; entonces está claro que д(s) 6 д(t).
Ahora sea h(t) := д(t) − α(t) para a 6 t 6 b. Si s 6 t en (a,b], entonces
h(t) − h(s) = V ta (α) − α(t) −V sa (α) + α(s) = V ts (α) −
(
α(t) − α(s)) > 0,
así que h(s) 6 h(t). 
Esta descomposición de Jordan de α en una diferencia de dos funciones crecientes no
es única. Por ejemplo, si c es una función constante, entonces α = (д + c) − (h + c)
es otra diferencia de funciones crecientes. Además, si hay un salto de д en un punto
s ∈ [a,b], se puede redefinir д(s) a cualquier valor en el intervalo [д(s−),д(s+)], con un
ajuste correspondiente en h(s). Estos cambios no afectan el valor de la integral que se
define a continuación.
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Definición 4.46. Sea д : [a,b] → R una función creciente acotada; y sea f ∈ C([a,b]).
Usando la notación de la Definición 1.39, se puede definir sumas inferior y superior con
respecto a una partición P por:
S(f ,P,д) :=
n∑
i=1
mi(f )
(
д(ti) − д(ti−1)
)
, S(f ,P,д) :=
n∑
i=1
Mi(f )
(
д(ti) − д(ti−1)
)
.
Al refinar la partición P y al usar la continuidad de f , resulta que estas cotas convergen a
un límite intermedio,15 la integral de Riemann y Stieltjes de f con respecto a д:∫ b
a
f (t)dд(t) := sup
P
S(f ,P,д) = inf
P
S(f ,P,д).
Ahora bien, si α es una función real de variación acotada, con descomposición de Jordan
α = д − h, se define la integral de Riemann y Stieltjes de f con respecto a α por:∫ b
a
f (t)dα(t) :=
∫ b
a
f (t)dд(t) −
∫ b
a
f (t)dh(t).
Es posible comprobar que las ambigüedades en α = д − h no cambian el valor de esta
diferencia. ♦
Una función crecienteд : [a,b] → R puede ser discontinua, con saltos en ciertos puntos
de [a,b]. El número de saltos con д(s+) − д(s−) > 1/n es finito, porque el salto total no es
mayor que д(b) − д(a). Entonces solo puede haber saltos en un juego numerable de puntos
de [a,b]. Por el Lema 4.45, una función de variación acotada sobre [a,b] también posee
una cantidad numerable de saltos.
Entonces se puede domesticar la diferencia α = д − h, al pedir dos condiciones más:
(a) α(a) = 0; y
(b) α es continua desde la derecha: α(t) = α(t+) para todo t ∈ [a,b).
Una función de variación acotada que cumple (a) y (b) se llama normalizada; ellas forman
un espacio normado NBV ([a,b]), con la norma ‖α ‖ := V ba (α). Si se exige que д, h también
cumplen las condiciones (a) y (b), la descomposición de Jordan α = д − h es única.
15La continuidad de f no es indispensable; si las cotas referidas convergen a un límite común, dícese que
f es integrable en el sentido de Riemann y Stieltjes. Históricamente, la integral de Lebesgue ha superado
esta noción, para funciones discontinuas.
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Ejemplo 4.47. Dado un punto s ∈ [a,b], defínase αs(t) := ns 6 t 6 bo. Entonces αs
es creciente y normalizada. Dada una partición P de [a,b], hay un único índice j tal
que s ∈ [tj , tj+1), excepto si s = b = tn. Si f ∈ C([a,b]), entonces S(f ,P,д) = mj(f ) y
S(f ,P,д) = Mj(f ). Al refinar P, se obtienemj(f ) ↑ f (s), Mj(f ) ↓ f (s) por la continuidad
de f , así que ∫ b
a
f (t)dα(t) = f (s) = 〈ϕs , f 〉.
(Este resultado sigue válido en el caso s = b, αb(t) = nt = bo, porque cualquier partición P
contiene el nodo tn = b.) ♦
El segundo teorema de representación de Riesz identifica el espacio dual de C([a,b]).
En primer lugar, cada α ∈ NBV ([a,b]) define una forma lineal ϕα sobre C([a,b]) por:
〈ϕα , f 〉 :=
∫ b
a
f (t)dα(t). (4.31)
Sea α = д −h la descomposición de Jordan normalizada. La desigualdad triangular (en R)
muestra que S(f ,P,д) 6 S(| f |,P,д) para cada partición P, ya que д(ti) − д(ti−1) > 0. De
ahí se obtiene la desigualdad triangular para integrales:∫ b
a
f (t)dд(t)
 6 ∫ b
a
| f (t)| dд(t) 6 ‖ f ‖∞V ba (д). (4.32)
En consecuencia, la expresión (4.31) es continua en f , con∫ b
a
f (t)dα(t)
 = ∫ b
a
f (t)dд(t) −
∫ b
a
f (t)dh(t)
 6 (V ba (д) +V ba (h)) ‖ f ‖∞ .
Para obtener unamejor cota para la norma, se puede notar que en una particiónP dada,
los valores α(ti) en los nodos suben y bajan. Sea ηi := signo(α(ti) −α(ti−1)) ∈ {−1, 0,+1} y
tómese
f˜ (t) :=
n∑
i=1
ηi nti−1 6 t < tio + ηn nt = bo. (4.33)
Nótese que f˜ es una función escalonada,16 con valores en {−1, 0,+1}, con ‖ f˜ ‖∞ = 1
(excepto si α(t) ≡ 0, donde f˜ (t) ≡ 0 también). Aunque f˜ no es continua en general, las
sumas inferior y superior coinciden:
S( f˜ ,P,α) = S( f˜ ,P,α) =
n∑
i=1
|α(ti) − α(ti−1)|.
16Una función escalonada sobre [a,b] es una función que es constante en un juego finito de subintervalos
y nodos aislados de [a,b]. Si también es continua desde la derecha, el único posible nodo aislado es el
extremo b.
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Dado ε > 0, hay una partición Q(ε) tal que esta suma es mayor queV ba (α)−ε para P ⊇ Q(ε)
– fíjese que f˜ depende de P.
Como f˜ generalmente no es continua, se debe ampliar C([a,b]) al espacio normado
B([a,b]) de funciones de la forma f1 + f2, donde f1 es continua y f2 es una función escalo-
nada, continua desde la derecha o desde la izquierda. Se usa la norma ‖·‖∞ en B([a,b]), así
queC([a,b]) es un subespacio cerrado. Todos los elementos de B([a,b]) son integrables en
el sentido de Riemann y Stieltjes. Si α , 0, la construcción anterior produce un elemento
f˜ ∈ B([a,b]) tal que∫ b
a
f˜ (t)dα(t) > V ba (α) − ε, mientras ‖ f ‖∞ = 1.
Entonces la fórmula (4.31) produce una forma lineal continua sobre B([a,b]), cuya norma
es V ba (α).
I Lo que falta por ver es que cada elemento de C([a,b])∗ está dada por un integral de
Riemann y Stieltjes, de tipo (4.31).
Teorema 4.48 (Riesz). Si ϕ ∈ C([a,b])∗, hay una única función α ∈ NBV ([a,b]) tal que
〈ϕ, f 〉 = ∫ b
a
f (t)dα(t). Por lo tanto, hay un isomorfismo isométrico C([a,b])∗ ' NBV ([a,b]).
Demostración. Dado ϕ ∈ C([a,b])∗, el Teorema 3.37 de Hahn y Banach produce una forma
lineal continua ϕ˜ ∈ B([a,b])∗ tal que ‖ϕ˜‖ = ‖ϕ‖.
Si s ∈ [a,b], considérese la función escalonada fs ∈ B([a,b]) dada por
fs(t) := na 6 t 6 so, y defínase α(s) := 〈ϕ˜, fs〉. (4.34)
Tómese una partición P = {t0, t1, . . . , tn} de [a,b], y defínase f˜ ∈ B([a,b]) nuevamente
por la fórmula (4.33). Fíjese que
f˜ (t) =
n∑
i=1
ηi
(
fti (t) − fti−1(t)
)
,
y en consecuencia, vale
〈ϕ˜, f˜ 〉 =
n∑
i=1
ηi
(
α(ti) − α(ti−1)
)
=
n∑
i=1
α(ti) − α(ti−1).
Ahora ‖ f˜ ‖∞ 6 1, así que |〈ϕ˜, f˜ 〉| 6 ‖ϕ˜‖ = ‖ϕ‖. Se deduce que
n∑
i=1
α(ti) − α(ti−1) 6 ‖ϕ‖ para toda partición P,
así que α es una función de variación acotada, con V ba (α) 6 ‖ϕ‖.
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Ahora tómese д ∈ C([a,b]) y considérese la partición P de nuevo. Defínase
h(t) := д(a) nt = ao +
n∑
i=1
д(ti−1)
(
fti (t) − fti−1(t)
)
.
Esta h ∈ B([a,b]) es una “aproximación escalonada” para д. Es evidente que
|д(t) − h(t)| = |д(t) − д(ti−1)| para t ∈ (ti−1, ti]
y |д(a) − h(a)| = 0. Además,
〈ϕ˜,h〉 =
n∑
i=1
д(ti−1)
(
α(ti) − α(ti−1)
)
.
Como д es uniformemente continua sobre [a,b], para ε > 0 dado hay δ > 0 tal que
max{ti−ti−1} < δ implica ‖д−h‖∞ 6 ε. Entonces, siQ(δ ) es una partición con subintervalos
de longitudes no mayores que δ , se concluye que
P ⊇ Q(δ ) =⇒ 〈ϕ,д〉 − 〈ϕ˜,h〉 6 ε ‖ϕ‖,
y de ahí se obtiene la representación:
〈ϕ,д〉 =
∫ b
a
д(t)dα(t).
De la desigualdad (4.32) y la discusión subsiguiente, esta fórmula conlleva la estimación
|〈ϕ,д〉| 6 V ba (α) ‖д‖∞. Se concluye que ‖ϕ‖ = V ba (α). 
La demostración dada17 tiene la virtud de definir la función α directamente, al usar
funciones escalonadas. La definición parece ambigua, porque la extensión de ϕ a ϕ˜ no es
única. Sin embargo, al restar la constante α(a) y al ajustar los posibles saltos para obtener
continuidad desde la derecha, la versión “normalizada” de α sí es única.
Pero esta demostración no podría ser la de Riesz, porque su artículo18 es anterior al
teorema de Hahn y Banach! Resulta que Riesz construyó su función de variación acotada
a partir de funciones continuas únicamente. A continuación, se ofrece un bosquejo de su
construcción.
17Esta demostración está adaptada del Teorema 4.32–B del libro: Angus E. Taylor, Introduction to Func-
tional Analysis, Wiley, New York, 1958. Este es quizás el último texto de análisis que ofrece una de-
mostración “clásica” al teorema de representación de Riesz, sin apelar a la teoría de medida.
18Es una nota de menos de 4 páginas, en 1909: Frigyes Riesz, Sur les opérations fonctionelles linéaires,
Comptes Rendus de l’Académie des Sciences de Paris 149 (1909), 974–977.
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0 1s
(a)
hs
0 1ti−1 ui
(b)
hui − hti−1
0 1ti−1 ui ti
(c)
fi
Figura 4.3: Algunas funciones en la demostración de Riesz
Riesz trabajó con el intervalo estándar [a,b] = [0, 1]. Sea dada una forma lineal conti-
nua ϕ sobre C([0, 1]). Para s ∈ [0, 1], considérese la función continua en la Figura 4.3(a):
hs(t) :=
{
t si 0 6 t 6 s,
s si s 6 t 6 1,
y defínase
A(s) := 〈ϕ,hs〉. (4.35)
Tómese una partición P = {t0, t1, . . . , tn} de [0, 1]. Esta vez, se considera los signos
ηi := signo
(
A(ti) −A(ti−1)
)
= signo
(〈ϕ,hti 〉 − 〈ϕ,hti−1〉) .
Escríbase ui := 12 (ti−1 + ti) para denotar los puntos medios de los intervalos de la partición.
Fíjese que
hui (t) − hti−1(t) =

0 si 0 6 t 6 ti−1
t − ti−1 si ti−1 6 t 6 ui
ui − ti−1 si ui 6 t 6 1
es una función continua creciente: Figura 4.3(b).
Ahora defínase una función continua f : [0, 1] → R por las condiciones: f (ti) = 0 en
cada nodo ti ; f (ui) := ηi ; en cada subintervalo [ti−1,ui] o [ui , ti], f es “lineal” (es decir,
afín). Entonces f = f1 + · · · + fn, donde fi se anula fuera de [ti−1, ti] y su grafo es un
“sombrero” con un pico en ui [la Figura 4.3(c) muestra un caso con ηi = +1].
Entonces ‖ f ‖∞ 6 1, con
〈ϕ, f 〉 =
n∑
i=1
〈ϕ, fi〉 =
n∑
i=1
ηi
( 〈ϕ,hui − hti−1〉
ui − ti−1 −
〈ϕ,hti − hui 〉
ti − ui
)
=
n∑
i=1
2
ti − ti−1
A(ti) − 2A(ui) +A(ti−1).
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Esto implica, para una partición P cualquiera, que
n∑
i=1
A(ti) − 2A(ui) +A(ti−1)
ti − ti−1 6
‖ϕ‖
2
.
De ahí, Riesz concluye que las derivadas unilaterales DrA(t) := limh↓0(A(t + h) − A(t))/h
y DlA(t) := limh↓0(A(t) −A(t − h))/h existen y definen funciones de variación acotada. Se
puede tomar α(t) := DrA(t), por ejemplo. Luego de hacer los ajustes necesarias al restar
una constante y cambiar sus valores en los saltos – de los cuales podría haber una cantidad
numerable – se obtiene una función α ∈ NBV ([0, 1]) tal que 〈ϕ, f 〉 = ∫ 10 f (t)dα(t) para
todo f ∈ C([0, 1]).
Si la función A(t) fuera diferenciable, se podría aplicar el teorema de valor medio, con
α(t) := A′(t), para simplificar la última ecuación en
n∑
i=1
|α(vi) − α(wi)| 6 ‖ϕ‖,
donde ti−1 < wi < ui < vi < ti para i = 1, . . . ,n. Esto implicaría de modo más directo que
α es de variación acotada con V 10 (α) 6 ‖ϕ‖. En general, no se puede esperar que A sea
diferenciable, pero la misma conclusión se puede extraer de las derivadas unilaterales.
Es evidente que la definición directa de α(t) por la fórmula (4.34) es más sencilla, al
precio de ir más allá de las funciones continuas. Sin embargo, la esencia del teorema no
exige ese precio: Riesz logró su meta con una dosis de astucia, al usar la función A(t).
Raniert ist der Herrgott,
aber boshaft ist er nicht.
– Albert Einstein (1921)
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Ejercicios
Ejercicios sobre análisis en R
Si A ⊂ R es acotado superiormente, su cota superior mínima o supremo s ∈ R se escribe
s = supA. Por la construcción de R, supA ∈ R existe.1 Si B ⊂ R es acotado inferiormente,
su cota inferior máxima o ínfimo r ∈ R se escribe r = inf B.
Ejercicio 1.1. Si A ⊂ R es acotado superiormente, con s = supA, y si ε > 0, comprobar
que existe t ∈ A con t > s − ε.
Ejercicio 1.2. Si E ⊆ R, escríbase −E := { −t : t ∈ E }. Si B ⊂ R es acotado inferiormente,
demostrar que inf B existe y que inf B = − sup(−B).
Ejercicio 1.3. Usar la propiedad del supremo de R para deducir que N ⊂ R no es acotado
superiormente. Concluir que R es arquimediano, es decir, que si a ∈ R entonces hay
n ∈ N con a < n.
Ejercicio 1.4. Si t ∈ R, demostrar que existe un único n ∈ Z tal que n 6 t < n + 1.
(Se suele escribir n = btc.)
Ejercicio 1.5. Demostrar la fórmula de de Moivre: (cosθ + i senθ )m = cosmθ + i senmθ ,
param = p/q ∈ Q un número racional.
Ejercicio 1.6. (a) Demostrar que a 6 b 6 c o bien c 6 b 6 a en R si y sólo si
|a − b | + |b − c | = |a − c |.
(b) Demostrar que |v − z | + |z −w | = |v −w | para v,w, z ∈ C si y solo si hay t ∈ [0, 1]
tal que z = (1 − t)v + tw . n Indicación: considerar primero el caso z = 0. o
Ejercicio 1.7. Dada una función f : X → Y , verificar las siguientes correspondencias
entre partes A,A1,A2 ⊆ X y B,B1,B2 ⊆ Y .
(a) f (A1 ∪A2) = f (A1) ∪ f (A2), f (A1 ∩A2) ⊆ f (A1) ∩ f (A2).
(b) f −1(B1 ∪ B2) = f −1(B1) ∪ f −1(B2), f −1(B1 ∩ B2) = f −1(B1) ∩ f −1(B2).
(c) f (∅) = ∅, f (X ) ⊆ Y .
(d) f −1(∅) = ∅, f −1(Y ) = X , f −1(Y \ B) = X \ f −1(B).
1Esta propiedad del supremo implica que R es completo. Sin embargo, hay una definición alternativa de
completitud (la convergencia de sucesiones de Cauchy), para cuerpos no necesariamente ordenados, que no
implica la propiedad del supremo.
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(e) Resulta que A ⊆ f −1(f (A)), con igualdad si f es inyectiva.
(f ) Resulta que f (f −1(B)) ⊆ B, con igualdad si f es sobreyectiva.
En los ejercicios que siguen, I denota un intervalo de R y f : I → R es una función
continua en I .
Ejercicio 1.8. Si д : I → R es otra función continua en t0 ∈ I , demostrar que la suma
f + д : t 7→ f (t) + д(t) es también continua en t0.
Ejercicio 1.9. Si f (I ) = J y si h : J → R es continua en J , demostrar que la composición
h ◦ f : t 7→ h(f (t)) es continua en I .
Ejercicio 1.10. (a) Defínase | f | : I → [0,∞) por | f |(t) := | f (t)|. Comprobar que la
función | f | es también continua en I .
(b) Si f : I → R y д : I → R son funciones continuas con un dominio común I , defínase
f ∨ д (t) := max{ f (t),д(t)}, f ∧ д (t) := min{ f (t),д(t)} para t ∈ I .
Comprobar que las funciones f ∨ д y f ∧ д son también continuas en I .
Ejercicio 1.11. (a) Usar la desigualdad | sen t | 6 |t | para comprobar que la función sen
es continua en t0 = 0. Deducir que sen es continua en todo R.
(b) Demostrar que la función h(t) := t sen(1/t) nt , 0o es continua en t0 = 0.
¿Es h una función continua en todo R?
Ejercicio 1.12. Demostrar una función continua f : [0, 1] → [0, 1] tiene un punto fijo, es
decir, que existe c ∈ [0, 1] con f (c) = c. n Indicación: considerar д(t) := f (t) − t . o
Ejercicio 1.13. Si f : [a,b] → R es continua e inyectiva, con f (a) < f (b), demostrar que
f es estrictamente creciente en [a,b].
Ejercicio 1.14. Comprobar que la función f (t) := 1/(1+t2) es uniformemente continua
en todo R. n Indicación: comparar | f (s) − f (t)| con |s − t |. o
Ejercicio 1.15. (a) Una función f : I → R es lipschitziana en I si hay una constante
L > 0 tal que
| f (s) − f (t)| 6 L |s − t | para todo t ∈ I .
Comprobar que f es uniformemente continua en I .
(b) Demostrar que la función д(t) := √t es uniformemente continua en [0,∞) pero
que no es lipschitziana en [0,∞).
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Ejercicio 1.16. Si {xn} es una sucesión de Cauchy y si {xnk } es una subsucesión conver-
gente, con xnk → ` cuando k →∞, demostrar que xn → ` cuando n →∞.
Ejercicio 1.17. (a) Dados dos números reales a,b con 0 < a < b, defínase dos suce-
siones {an} y {bn} inductivamente, por a0 := a, b0 := b, y
an+1 :=
√
anbn , bn+1 :=
an + bn
2
.
Comprobar que an < bn por inducción; y que las dos sucesiones convergen a un
mismo límite: existe µ ∈ (a,b) tal que an → µ y bn → µ cuando n →∞.
(b) Este límite común se llama lamedia aritmética-geométrica de a y b, a veces denotado
AGM(a,b) := µ. Calcular AGM(1, 2) con una exactitud de 10 cifras decimales.
Ejercicio 1.18. Considérese la sucesión
an :=
1
n + 1
+
1
n + 2
+ · · · + 1
2n
.
Demostrar que este sucesión converge2 a un límite ` tal que ` 6 1.
Ejercicio 1.19. (a) Demostrar que una función f : I → R no es uniformemente conti-
nua en I si y solo si existen ε1 > 0 y dos sucesiones {sn} y {tn} en I con |sn−tn | 6 1/n
pero | f (sn) − f (tn)| > ε1.
(b) Comprobar que la función continua f (t) := tg t no es uniformemente continua en
el intervalo (−pi2 , pi2 ).
(c) La función t 7→ log t es continua3 en el intervalo (0,∞). ¿Es esta función uniforme-
mente continua o no en dicho intervalo?
Ejercicio 1.20. Si f : [a,b] → [c,d] es una función continua y biyectiva, con función
inversa д : [c,d] → [a,b] dada por д(s) = t ⇐⇒ f (t) = s, demostrar que д es también
continua sobre [c,d].
n Indicación: supóngase que sn → s en [c,d] pero tn 9 t en [a,b]; luego usar el teorema
de Bolzano y Weierstrass. o
Ejercicio 1.21. Una sucesión de funciones { fn : I → R}n∈N es uniformemente de Cauchy
sobre el intervalo I ⊆ R si para cada ε > 0 dado, existe M ∈ N tal que
m,n > M =⇒ ‖ fm − fn‖I < ε .
Demostrar que { fn} es uniformemente de Cauchy sobre I si y solo si { fn} es uniforme-
mente convergente sobre I .
2Aunque el ejercicio no pide calcular el límite, ¿podrá usted obtener el valor de `?
3Aquí log t = loge t denota el logaritmo “natural” o napieriano. La antigua notación ln t es obsoleta.
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Ejercicio 1.22. Demostrar que una sucesión de funciones { fn : I → R}n∈N no converge
uniformemente sobre I a una función límite f : I → R si y solo si para algún ε1 > 0 existen
una subsucesión { fnk } de { fn} y una sucesión {tk} en I tales que | fnk (tk) − f (tk)| > ε1 para
todo k ∈ N.
Ejercicio 1.23. Considérese las siguientes funciones definidas sobre el intervalo [0,∞):
(a) fn(t) := t
2 + nt
n
, (b) дn(t) := t
n
1 + tn
, (c) hn(t) := t
n
1 + t2n
.
Hallar las funciones f ,д,h : [0,∞) → R tales que fn → f , дn → д, hn → h puntualmente
sobre [0,∞). Determinar, en cada caso, si la convergencia es uniforme sobre [0,∞).
En los casos en que esta convergencia no es uniforme, comprobar que sí hay conver-
gencia uniforme sobre un intervalo finito [0,b].
Ejercicio 1.24. (a) Defínase una sucesión de funciones { fn : [0, 2] → R}n>1 por
fn(t) :=
(
n − n2 |t − 1n |
) n|t − 1n | 6 1no.
Graficar las funciones f1, f2, f3. Demostrar que fn → 0 puntualmente sobre [0, 2],
y comprobar que esta convergencia no es uniforme, al verificar que
∫ 2
0 fn(t)dt 9 0.
(b) Defínase una sucesión de funciones {дn : [0, 1] → R}n>1 por
дn(t) := n2t(1 − t2)n .
Demostrar que дn → 0 puntualmente sobre [0, 1]. Calcular
∫ 1
0 дn(t)dt y luego com-
probar que la convergencia de la sucesión {дn} no es uniforme sobre [0, 1].
Ejercicio 1.25. Para t ∈ [−1, 1], evaluar la suma de la serie:
s(t) :=
∞∑
k=0
t2
(1 + t2)k .
Determinar si esta serie converge uniformemente o no sobre [−1, 1].
Ejercicio 1.26. Mostrar que la serie
∞∑
k=0
tk(1 − t) converge puntualmente para t ∈ [0, 1],
pero no uniformemente.
Ejercicio 1.27. (a) Comprobar que las funciones fn(t) := |t |(n+1)/n ≡ (t2)(n+1)/2n, para
n > 1, son diferenciables en el intervalo (−1, 1).
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(b) Demostrar que fn(t) → |t | uniformemente sobre (−1, 1), pero que las derivadas f ′n (t)
no convergen uniformemente sobre (−1, 1).
Ejercicio 1.28. Si fk(t) := sen(k
2t)
k2
para t > 0, k ∈ N∗, demostrar que la serie ∑∞k=0 fk(t)
converge uniformemente sobre [0,∞), pero que la serie de derivadas ∑∞k=0 f ′k (t) diverge
para algunos valores de t .
Ejercicio 1.29. Demostrar que la función definido por la serie
h(t) :=
∞∑
k=1
senkt
k4
es dos veces diferenciable sobre R.
n Indicación: calcularh′(t) yh′′(t) formalmente, al derivar la serie término por término.
Demostrar que la serie para h′′(t) converge uniformemente sobre R; y luego retroceder. o
Ejercicio 1.30. Considérese la función д : R→ R definido por
д(t) := e−1/t2 nt > 0o.
Verificar directamente que esta función es de claseC3 sobreR, con las siguientes derivadas:
д′(t) = 2
t3
e−1/t
2
, д′′(t) = −6t
2 + 4
t6
e−1/t
2
, д′′′(t) = 24t
4 − 36t2 + 8
t9
e−1/t
2
.
n Se debe tener especial cuidado con las derivadas en t = 0. o
En seguida, demostrar por inducción sobre k que existen polinomios pk de grado k
tales que, para cada k > 1:
д(k)(t) = pk−1(t2) t−3ke−1/t2 para t > 0.
Concluir que д es una función suave (es decir, de clase C∞) sobre R.
Ejercicio 1.31. (a) Si д es la función definida en el Ejercicio 1.30 y si δ > 0, defínase
дδ : R→ R por
дδ (s) := д(s)
д(δ − s) + д(s) para s ∈ R.
Comprobar que дδ es suave sobre R, que дδ (s) ≡ 0 si s 6 0, дδ (s) ≡ 1 si s > δ , y que
0 6 дδ (s) 6 1 para 0 6 s 6 δ .
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(b) Si [a,b] ⊂ R es un intervalo cerrado finito, con b − a > 2δ , defínase
h(t) := дδ (t − a)дδ (b − t) para t ∈ R.
Demostrar que h es suave sobre R, que h(t) ≡ 1 para t ∈ [a + δ ,b − δ ], h(t) ≡ 0 para
t < (a,b), y que 0 6 h(t) 6 1 para todo t ∈ R.
Ejercicio 1.32. Sea f : I → R una función de clase Cn+1 sobre un intervalo abierto I =
(t0 − R, t0 + R). Verificar la fórmula integral del resto del polinomio de Taylor de grado n
para f (t) alrededor de t = t0:
R f ,n(t) = 1
n!
∫ t
t0
(t − s)n f (n+1)(s)ds .
n Indicación: Aplicar integración por partes al lado derecho. o
Ejercicio 1.33. (a) Sea f3(t) := t3 para t ∈ R. Calcular los polinomios de Bernstein
Bn(f3; t) para n ∈ N.
(b) Demostrar directamente (sin invocar el teorema de Weierstrass) que Bn(f3; t) → t3
uniformemente sobre [0, 1] cuando n →∞.
1
2
3
4
12
23
34
123 234
1234
Ejercicio 1.34. Muchos programas informáticos de dibujo usan curvas de Bézier para
conectar dos pixeles z1 = (x1,y1) y z4 = (x4,y4) en R2 = C con una curva cúbica, con di-
recciones tangentes preasignadas en los puntos inicial y final. Para tal efecto, se establecen
dos puntos de control z2 y z3, las direcciones z1 → z2 y z3 → z4 dan vectores tangentes en
z1 y z4 respectivamente.
El algoritmo siguiente localiza un pixel intermedio z1234 en la curva deseada:4
z12 := 12 (z1 + z2); z23 := 12 (z2 + z3); z34 := 12 (z3 + z4);
z123 := 12 (z12 + z23); z234 := 12 (z23 + z34); z1234 := 12 (z123 + z234).
4Tomado del libro: Donald E. Knuth, TheMETAFONTbook, Addison-Wesley, Reading, MA, 1986. El
algoritmo fue propuesto en 1959 por Paul de Casteljau, pero luego fue atribuido erróneamente al ingeniero
Pierre Bézier.
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En seguida, se repita el proceso, con las sustituciones
(z1, z2, z3, z4) 7→ (z1, z12, z123, z1234) y (z1, z2, z3, z4) 7→ (z1234, z234, z34, z4)
respectivamente. Esto produce dos pixeles más en la curva deseada. Al continuar la it-
eración k veces, se obtienen 2k + 1 pixeles (contando los dos originales), suficientes para
pintar la curva con unas cuantas iteraciones.
Ahora bien: sea t 7→ z(t) la función continua que parametriza la curva así obtenida para
0 6 t 6 1, con z(0) := z1, z(1) := z4, z(12 ) := z1234, etcétera, donde los pixeles obtenidos en
el paso #k designan z(m/2k) conm impar. Comprobar que z(t) es un polinomio de Bernstein,
al obtener una fórmula explícita para z(t) en términos de z1, z2, z3 y z4.
nComo consecuencia, la curva de Bézier queda dentro de la envoltura convexa de los
cuatro puntos originales. o
Ejercicios sobre espacios métricos
En los ejercicios que siguen, (X , ρ) y (Y ,σ ) denotan espacios métricos.
Ejercicio 2.1. (a) Demostrar que la función f (t) := t/(1+t) es una biyección continua
entre (0,∞) y (0, 1), cuya función inversa también es continua.
(b) Si (X , ρ) es un espacio métrico, defínase
ρ˜(x ,y) := ρ(x ,y)
1 + ρ(x ,y) para todo x ,y ∈ X .
Comprobar que ρ˜ es otra métrica sobre X .
(c) Demostrar que los espacios métricos (X , ρ) y (X , ρ˜) son equivalentes, esto es, que
poseen los mismos conjuntos abiertos.
Ejercicio 2.2. Si E ⊆ X , defínase la métrica inducida ρ |E sobre E por restricción; es decir,
ρ |E(x ,y) := ρ(x ,y) cuando x ,y ∈ E.
Si B ⊆ E, demostrar que B es abierto en (E, ρ |E) si y solo si B = E ∩A para algún A ⊆ X
tal que A es abierto en (X , ρ).
Ejercicio 2.3. (a) Los límites de sucesiones son únicos: si {xn} es una sucesión en X tal
que xn → x y también xn → y cuando n →∞, verificar que x = y.
(b) Demostrar que una parte C ⊆ X es cerrado en X si y solo si x ∈ C toda vez que haya
una sucesión {xn} en C tal que xn → x en X .
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Ejercicio 2.4. Se construye el conjunto de Cantor C ⊂ [0, 1] por el algoritmo siguiente.
Sea C0 := [0, 1]; y sea C1 := [0, 13 ] unionmulti [23 , 1]. Por inducción sobre k, si Ck =
⊎2k
j=1[aj ,bj] se
define
Ck+1 :=
2k⊎
j=1
[
aj ,
2aj + bj
3
]
unionmulti
[
aj + 2bj
3
,bj
]
.
Luego se define C :=
⋂
k∈NCk .
Demostrar que el complemento [0, 1] \C es abierto y denso en [0, 1].
Ejercicio 2.5. Demostrar que las siguientes condiciones sobre f : X → Y son equivalentes:
(a) la función f es continua en X ;
(b) f (xn) → f (x) en Y toda vez que xn → x en X ;
(c) f (E ) ⊆ f (E) para todo E ⊆ X .
Ejercicio 2.6. (a) Si f : X → Y y д : X → Y son dos funciones continuas, demostrar
que el conjunto { x ∈ X : f (x) = д(x) } es cerrado en X .
(b) Si E es denso en X y si f (x) = д(x) para x ∈ E, concluir que las funciones f y д
coinciden sobre todo X .
Ejercicio 2.7. Si f : X → R es una función continua y si x0 ∈ X es tal que f (x0) > 0,
demostrar que f (x) > 0 para todo x en un vecindario de x0 en X .
Ejercicio 2.8. Denótese por M2(R) en espacio de matrices 2 × 2 con entradas en R, con
la métrica euclidiana obtenida de la identificación usual de M2(R) con R4.
El grupo de matrices invertibles en M2(R) se denota por GL(2,R). Demostrar que
GL(2,R) es abierto y denso en M2(R).
En los ejercicios que siguen, K ⊆ X denota un conjunto compacto, y F ⊆ X denota
un conjunto cerrado.
Ejercicio 2.9. Si {xn} es una sucesión convergente en X con z = limn→∞ xn, comprobar
que el conjunto {z} ∪ { xn : n ∈ N } es compacto.
Ejercicio 2.10. Demostrar que un espacio métrico compacto es separable.
Ejercicio 2.11. La distancia desde un punto x ∈ X y una parte A ⊆ X se define por
d(x ,A) := inf { ρ(x ,y) : y ∈ A }.
(a) Comprobar que d(x ,A) = 0 si y solo si x ∈ A.
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(b) Demostrar que la función f : X → R dada por f (x) := d(x ,A) es uniformemente
continua sobre X , esto es, dado ε > 0 existe δ = δ (ε) > 0 tal que
ρ(y, z) < δ =⇒ | f (y) − f (z)| < ε .
Ejercicio 2.12. (a) Si { Fn : n ∈ N } es una familia encajada de cerrados no vacíos en X ,
es decir, Fn ⊇ Fn+1 , ∅ para todo n, y si F0 es compacto, demostrar que ⋂∞n=0 Fn , ∅.
(b) Sea F ⊂ Rn un cerrado con ∅ , F , Rn. Si x < F , demostrar que hay un punto z ∈ F
tal que ρ(x , z) = d(x , F ).
Ejercicio 2.13. La distancia entre dos partes A,B ⊆ X se define por:
d(A,B) := inf { ρ(x ,y) : x ∈ A, y ∈ B }.
(a) Si K es compacto y F es cerrado en X , con K ∩ F = ∅, demostrar que hay δ > 0 tal
que ρ(x ,y) > δ para x ∈ K , y ∈ F ; concluir que d(K , F ) > 0.
(b) Dar un ejemplo de dos cerrados F1, F2 ⊆ R2 tales que F1 ∩ F2 = ∅ pero d(F1, F2) = 0.
(c) Dar un ejemplo de dos cerrados F1, F2 ⊆ R tales que F1 ∩ F2 = ∅ pero d(F1, F2) = 0.
Ejercicio 2.14. Sean A,B ⊆ X dos cerrados con A ∩ B = ∅. Defínase д : X → R por
д(x) := d(x ,A)
d(x ,A) + d(x ,B) .
Comprobar que д es continua en X , con 0 6 д(x) 6 1 y que A = f −1({0}) y B = f −1({1}).
Demostrar que hay dos abiertos U ,V ⊆ X tales que A ⊆ U , B ⊆ V y U ∩V = ∅.
Ejercicio 2.15. Demostrar que K ⊆ Rn es compacto si y solo si cada función continua
f : K → R es acotada.
Ejercicio 2.16. Si K ⊆ X es un conjunto compacto y si f : X → Y es continua, demostrar
que f es uniformemente continua sobre K : dado ε > 0, hallar δ = δ (ε) > 0 tal que
x , z ∈ K con ρ(x , z) < δ =⇒ σ (f (x), f (z)) < ε .
n Indicación: usar la Proposición 2.25 de Lebesgue. o
Ejercicio 2.17. Dícese que un espaciométrico (X , ρ) es localmente compacto si cada punto
x ∈ X posee un vecindario compacto.
(a) Demostrar que (X , ρ) es localmente compacto si y solo si para cada x ∈ X existe
ε > 0 tal que la bola cerrada B(x ; ε) es compacto.
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(b) Si F ⊆ X es cerrado y X es localmente compacto, comprobar que F también es
localmente compacto.
Ejercicio 2.18. Una aplicación biyectiva f : X → Y es un homeomorfismo si f es continua
y si su función inversa д : Y → X es también continua.
(a) Comprobar que una biyección f : X → Y es un homeomorfismo si y solo si f es
continua y C cerrado en X implica que f (C) es cerrado en Y .
(b) Si X es compacto y f : X → Y es una biyección continua, demostrar que f es un
homeomorfismo.
Ejercicio 2.19. Demostrar que la función t 7→ s := t/(1 − |t |) es un homeomorfismo
entre el intervalo (−1, 1) y la recta R. Hallar una fórmula de tipo t = д(s) para la función
inversa. Concluir que cualquier bola abierta B(x ; r ) en Rn es homeomorfa a todo Rn.
Ejercicio 2.20. Una aplicación f : X → Y es contractiva si existe r ∈ (0, 1) con
σ (f (x), f (y)) < r ρ(x ,y) para todo x ,y ∈ X .
Obsérvese que f es uniformemente continua.
Sea (X , ρ) un espacio métrico completo. Si f : X → X es una aplicación contractiva de
X en sí mismo, demostrar que f posee un punto fijo z ∈ X tal que f (z) = z.
n Indicación: tómese x0 ∈ X cualquiera, y defínase una sucesión {xn} en X inducti-
vamente por xn+1 := f (xn). Si m > n en N, demostrar que ρ(xm,xn) 6 s ρ(x1,x0) donde
s = rn−1/(1 − r ). o
Comprobar también que el punto fijo z es único.
Ejercicio 2.21 (Teorema de Baire). Sea (X , ρ) un espacio métrico completo. Cada familia
numerable {Un : n ∈ N∗ } de abiertos densos en X tiene intersección ⋂∞n=1Un densa en X .
Mostrar que la siguiente construcción conduce a una demostración del teorema de
Baire. Sea V un abierto cualquiera en X . Verificar que V ∩ U1 incluye una bola cerrada
B(x1; r1). En seguida, comprobar que V ∩U2 ∩ B(x1; r1) incluye una bola cerrada B(x1; r1)
de radio r2 < 12r1.
Luego, por inducción sobre k ∈ N∗, demostrar que el conjunto V ∩ Uk+1 ∩ B(xk ; rk)
incluye una bola cerrada B(xk+1; rk+1) de radio rk+1 < 12rk .
Comprobar que la sucesión {xn} así construida es una sucesión de Cauchy, cuyo límite
z pertenece a V ∩⋂∞n=1Un.
Ejercicio 2.22. Dícese que una parte A ⊆ X es nunca denso en X si X \ A es denso en X
(o equivalentemente, si (A )◦ = ∅).
143
MA–505: Análisis I Ejercicios sobre espacios normados
Dícese que una parte B ⊆ X es magro en X si B = ⋃n∈NAn es una unión numerable de
partes nunca densas.5
(a) Mostrar que Q es a la vez denso y magro en R.
(b) Comprobar que un espacio métrico completo no es magro en sí.
n Indicación: usar el Ejercicio 2.21. o
(c) Concluir que R no es numerable.
Ejercicio 2.23. Si E ⊆ X es conexo, comprobar que su clausura E también es conexo.
Ejercicio 2.24. El componente conexo de un punto x ∈ X es la unión de todos las partes
conexas E ⊆ X tales que x ∈ E. Mostrar que el componente conexo de x es efectivamente
un conjunto conexo; de hecho, es el mayor conjunto conexo que contiene x .
Verificar que el componente conexo de x es cerrado.
¿Cuál es el componente conexo de un número racional r en Q?
Ejercicio 2.25. Sea O(n) el conjunto de matrices ortogonales n × n:
O(n) := {A ∈ Mn(R) : AtA = 1n }.
Como parte de Mn(R) ' Rn2 – las entradas de la matriz son sus coordenadas cartesianas –
demostrar que O(n) es compacto pero no es conexo.
Ejercicios sobre espacios normados
Ejercicio 3.1. Sea (E], ρ]) la compleción del espacio métrico (E, ρ), construida en el Teo-
rema 2.44. Demostrar que la fórmula |||x ||| := ρ](0,x) define una norma sobre E], que
satisface ρ](x ,y) = |||x − y ||| para todo x ,y ∈ E].
Ejercicio 3.2. Este ejercicio proporciona una demostración alternativa de la desigualdad
de Young: si 1 < p < ∞ y q − 1 = 1/(p − 1), entonces st 6 sp/p + tq/q para todo s, t > 0.
(a) Para t > 0 fijo, sea f (s) := st − sp/p. Demostrar que hay δ > 0 tal que f (s) > 0 para
s ∈ (0,δ ) mientras lims→∞ f (s) = −∞. Concluir que hay s0 > 0 tal que f ′(s0) = 0 y
f (s0) = sup{ f (s) : s > 0 }.
(b) Evaluar s0 y expresar f (s0) como función de t . Concluir que f (s) 6 tq/q.
5El término magro fue introducido por Bourbaki. Baire clasificó las partes de un espacio topológicos
como de primera categoría (los conjuntos magros) y de segunda categoría (todos los demás). Nada tiene que ver
con la “teoría de categorías”; por eso, es más recomendable la terminología de Bourbaki.
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Ejercicio 3.3. Sea c00 el espacio vectorial de sucesiones en C con un número finito de
entradas distintos de 0. Sea ek = (0, . . . , 0, 1, 0, . . . ) ∈ c00 la sucesión cuya entrada #k es 1
y las demás entradas 0. Comprobar que {e0, e1, e2, . . . } es una base vectorial de c00.
(a) Sea c0 el espacio vectorial de sucesiones en C que convergen a 0. Mostrar que c0 es
un espacio de Banach y que c00 es un subespacio denso en c0.
(b) Mostrar que c00 es también un subespacio denso en `p para 1 6 p < ∞.
(c) Demostrar que los espacios de Banach c0 y `p , para 1 6 p < ∞, son separables.
Ejercicio 3.4. Demostrar que el espacio de Banach C([0, 1]) es separable.
Ejercicio 3.5. Demostrar que el espacio de Banach `∞ no es separable.
n Indicación: Exhibir una familia no numerable { xα : α ∈ J } de vectores en `∞ tales
que cada ‖xα ‖∞ = 1 pero ‖xα − xβ ‖∞ = 1 para α , β . o
Ejercicio 3.6. Sea 1 6 p < r < ∞.
(a) Demostrar que ‖x ‖r 6 ‖x ‖p para x ∈ c00. Concluir que `p ⊂ `r y demostrar que esta
inclusión es estricta.
n Indicación: Para ver que `p , `r , considerar la serie armónica ∑k>0 1/(k + 1). o
(b) Demostrar que ‖ f ‖p 6 ‖ f ‖r si f ∈ C([0, 1]) y concluir que Lr ([0, 1]) ⊆ Lp([0, 1]).
¿Es esta una inclusión estricta?
n Indicación: si s = r/p, usar la desigualdad de Hölder para mostrar la relación∫ 1
0 | f (t)|p dt 6
(∫ 1
0 | f (t)|r dt
)1/s para f ∈ C([0, 1]). o
Ejercicio 3.7. Sea E un espacio normado y sean F , G dos subespacios vectoriales de E.
(a) Si F tiene dimensión finita, demostrar que F es un subespacio cerrado de E.
(b) Si G incluye una bola abierta B(x ; r ) de E, mostrar que G = E.
(c) Si E es un espacio de Banach, demostrar que dimE es finito o no numerable.
n Indicación: usar el Ejercicio 2.22, corolario al teorema de Baire, para mostrar que
un espacio normado de dimensión numerable no puede ser completo. o
Ejercicio 3.8. Sea B = B(0; 1) la bola abierta unitaria del espacio normado E. Comprobar
que B posee las siguientes propiedades geométricas:
(a) B es convexa: si x ,y ∈ B y 0 6 t 6 1, entonces (1 − t)x + ty ∈ B;
(b) B es equilibrada: si x ∈ B y α ∈ C con |α | = 1, entonces αx ∈ B;
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(c) B es absorbente: si z ∈ E, hay algún t > 0 tal que tz ∈ B;
(d) B es limitada: si z ∈ E, entonces { t > 0 : tz ∈ B } es un intervalo finito (0, t0).
Inversamente, si un conjunto A ⊂ E es convexo, equilibrado, absorbente y limitado, se
define su calibrador de Minkowski por:
pA(x) := inf { s > 0 : s−1x ∈ A } ∈ [0,∞).
Demostrar que pA es una norma sobre E y que A = { x ∈ E : pA(x) < 1 }.
Ejercicio 3.9. Sea p ∈ (1,∞), q = p/(p − 1), y sea I = [a,b] un intervalo compacto de R.
Completar el Ejemplo 3.11, al demostrar las desigualdades de Hölder y Minkowski para
f ,д ∈ LCp(I ), h ∈ LCq(I ):∫ b
a
| f (t)h(t)| dt 6
(∫ b
a
| f (t)|p dt
)1/p (∫ b
a
|h(t)|q dt
)1/q
,(∫ b
a
| f (t) + д(t)|p dt
)1/p
6
(∫ b
a
| f (t)|p dt
)1/p
+
(∫ b
a
|д(t)|p dt
)1/p
.
n Indicación: usar la desigualdad de Young cd 6 cp/p + dq/q con c = | f (t)|, d = |h(t)|;
luego adaptar las demostraciones de los Lemas 3.6 y 3.7 a este caso. o
Ejercicio 3.10 (Lema de Riesz). Sea F un subespacio cerrado del espacio normado E. Si
0 < ε < 1, demostrar que existe z ∈ E tal que6
‖z‖ = 1 y d(z, F ) > 1 − ε .
n Indicación: tómese x ∈ E \ F y verificar que hay u ∈ F tal que ‖x − u‖ 6 d(x , F )/(1 − ε).
Si v ∈ F , usar el vector y := u + ‖x −u‖v para comprobar que z := (x −u)/‖x −u‖ satisface
‖z −v ‖ > 1 − ε. o
Ejercicio 3.11. Si E es un espacio normado con dimE = ∞, demostrar que la bola unitaria
cerrada B(0; 1) = { x ∈ E : ‖x ‖ 6 1 } no es compacta. Concluir que el teorema de Heine y
Borel no es válido en espacios normados infinitodimensionales.
n Indicación: usar el Ejercicio 3.7(a) y el Lema de Riesz para construir inductivamente
una sucesión {xn} en B(0; 1) tal que ‖xm − xn‖ > 12 param , n. o
6En un espacio de Hilbert, se puede obtener ‖z‖ = 1 y d(z, F ) = 1. En espacios normados más generales,
solo se puede aseguar una distancia levemente menor que 1.
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Ejercicio 3.12. Sea 1 < p < ∞ y q = p/(p − 1). Verificar que la fórmula
〈y,x〉 :=
∞∑
k=0
ykxk para y ∈ `q, x ∈ `p,
define una aplicación bilineal `q×`p → C. Usar esta fórmula para construir una biyección
isométrica entre el espacio dual (`p)∗ y `q. Esto establece un isomorfismo (`p)∗ ' `q.
Concluir que (`p)∗∗ ' `p , es decir, que `p es reflexivo.
En los ejercicios que siguen, E, F , G son espacios normados; L(E, F ) es el espacio de
aplicaciones lineales continuas de E en F ; L(E) = L(E,E); y E∗ = L(E,C) es el espacio dual
de E.
Ejercicio 3.13. Si E0 es un subespacio denso de E; si F es un espacio de Banach; y si
T0 : E0 → F es una aplicación lineal tal que ‖T0x ‖ 6 M ‖x ‖ para todo x ∈ E0, demostrar
que hay una única extensión de T0 a una aplicación lineal continua T ∈ L(E, F ) tal que
‖T ‖ 6 M .
Ejercicio 3.14. (a) Una matriz cuadrada A ∈ Mn(C) define un operador lineal x 7→ Ax
sobre el espacio normado (Cn, ‖·‖p). Verificar que la fórmula
‖A‖p→p := sup{ ‖Ax ‖p : x ∈ Cn, ‖x ‖p 6 1 }
define una norma sobre Mn(C), para 1 6 p 6 ∞.
(b) Comprobar las igualdades7
‖A‖1→1 = max
16j6n
n∑
i=1
|aij |, ‖A‖∞→∞ = max
16i6n
n∑
j=1
|aij |.
(c) Encontrar B ∈ M2(C) tal que las tres normas ‖B‖1→1, ‖B‖2→2, ‖B‖∞→∞ son distintas.
Ejercicio 3.15. (a) Un operador lineal S ∈ L(E) es idempotente si S2 = S . Si S , 0,
mostrar que ‖S ‖ > 1.
(b) Encontrar un idempotente S ∈ L(C2) tal que ‖S ‖ > 1. n Indicación: se toma E = C2
con la norma euclidiana usual; la matriz de S es una matriz 2 × 2 idempotente. o
Ejercicio 3.16. En este problema, E = C([0, 1]) y ϕ, χ ,ψ son formas lineales sobre E.
(a) Si t0 ∈ [0, 1], mostrar que 〈ϕ, f 〉 := f (t0) define ϕ ∈ E∗ y calcular ‖ϕ‖.
7Estas son las normas por sumas de columnas [resp., filas] introducidas en el Ejemplo 3.24.
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(b) Comprobar que 〈χ , f 〉 := ∫ 10 f (t)dt define χ ∈ E∗ y calcular ‖χ ‖.
(c) Si f , д en C([0, 1]), encontrar ψ ∈ E∗ con ψ (f ) , ψ (д).
Ejercicio 3.17. Sea B(E, F ;G) el espacio vectorial de las aplicaciones bilineales continuas
B : E × F → G. Comprobar que la fórmula
‖B‖ := sup{ ‖B(x ,y)‖ : ‖x ‖ 6 1, ‖y‖ 6 1 }
define una norma en B(E, F ;G).
Demostrar que hay un isomorfismo isométrico entre B(E, F ;G) y L(E,L(F ,G)).
Ejercicio 3.18. Si S ∈ L(E, F ), su transpuesta es la aplicación lineal ST : F ∗ → E∗ definida
por
〈STw,x〉 := 〈w, Sx〉 para w ∈ F ∗, x ∈ E.
(a) Verificar que ST es continua, así que ST ∈ L(F ∗,E∗).
n Indicación: el lado derecho es bilineal en (w,x). o
(b) Demostrar que ‖ST‖ = ‖S ‖.
n Indicación: usar el Corolario 3.39 al teorema de Hahn y Banach. o
Ejercicio 3.19. (a) Demostrar que una aplicación bilineal continua B : E × F → G es
diferenciable en cada punto (x ,y) ∈ E × F ; y que su derivada es ese punto es la
aplicación lineal continua
B′(x ,y) : (u,v) 7−→ B(x ,v) + B(u,y).
(b) Demostrar de la composición de aplicaciones lineales (T , S) 7→ S ◦T define una apli-
cación diferenciable L(E, F )×L(F ,G) → L(E,G). Verificar que su derivada en (T , S)
es la aplicación lineal (U ,V ) 7→ S ◦U +V ◦T .
Ejercicio 3.20. Si f : U → F es una aplicación diferenciable definida en un abiertoU ⊆ E,
su aplicación tangente T f : U × E → F × F está definida por
T f (x ,u) := ( f (x), f ′(x)u) .
Si д : V → G es otra diferenciable definida en un abierto V ⊆ F tal que f (U ) ⊆ V ,
demostrar que la regla de la cadena para f y д es equivalente a la propiedad homomórfica
de aplicaciones tangentes:
T (д ◦ f ) = Tд ◦T f : U × E → G ×G .
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En los ejercicios que siguen, (K , ρ) y (L,σ ) son espacios métricos compactos. C(K) =
C(K ,C) denota el espacio de Banach de funciones continuas f : K → C con la norma
f 7→ ‖ f ‖∞ .
Ejercicio 3.21. (a) Demostrar que cualquier f ∈ C([0,pi ]) es el límite uniforme de
“polinomios en cosθ”, es decir, funciones de la forma θ 7→ p(cosθ ) donde p es un
polinomio con coeficientes en C.
(b) Demostrar que cualquier f ∈ C([0,pi ]) es el límite uniforme de polinomios trigono-
métricos pares, es decir, funciones de la forma
q(θ ) := a0 + a1 cosθ + a2 cos 2θ + · · · + an cosnθ con n ∈ N.
Ejercicio 3.22. Demostrar que el espacio de Banach C(K) es separable cuando el espacio
métrico K es compacto.
n Indicación: se sabe que K es separable, por el Ejercicio 2.10; sea A una parte nume-
rable densa de K . Considérese las funciones de la forma дn(x) := d(x ,K \ Bn) donde los Bn
son bolas abiertas con centros en A y radios en Q. Demostrar que estas funciones separan
los puntos de K . o
Ejercicio 3.23. Si [a,b] ⊂ R es un intervalo compacto, denótese porC∞([a,b]) la totalidad
de funciones continuas f ∈ C([a,b]) tales que f es de claseC∞ en el intervalo abierto (a,b).
Demostrar que C∞([a,b]) es denso en C([a,b]).
Ejercicio 3.24. Si t0 ∈ [a,b] y si f ∈ C([a,b]) satisface f (t0) = 0, demostrar que hay una
sucesión de polinomios {pn} con pn(t0) = 0 para cada n, tal que pn(t) → f (t) uniforme-
mente sobre [a,b].
n Indicación: agregar una constante. o
Ejercicio 3.25. (a) El producto cartesiano K × L es un espacio métrico con la métrica
τ ((x1,y1), (x2,y2)) := ρ(x1,x2) + σ (y1,y2).
Demostrar que K × L es compacto.
(b) Comprobar de las funciones de la forma
h(x ,y) :=
m∑
k=1
fk(x)дk(y),
conm ∈ N, cada fk ∈ C(K) y дk ∈ C(L), forman un subespacio denso de C(K × L).
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Ejercicios sobre espacios de Hilbert
En estos ejercicios, H es un espacio de Hilbert, con producto escalar (x ,y) 7→ 〈x | y〉.
Ejercicio 4.1. Demostrar, con el uso de la ley de cosenos, el siguiente teorema de la
geometría euclidiana: si ABCD es un paralelogramo con diagonales AC y BD, entonces
|AC |2 + |BD |2 = |AB |2 + |BC |2 + |CD |2 + |DA|2.
Ejercicio 4.2. Demostrar el teorema de Jordan y von Neumann: si E es un espacio normado
cuya norma cumple la ley del paralelogramo, las siguientes fórmulas definen un producto escalar
compatible con esa norma:
<〈x | y〉 := 12
(‖x + y‖2 − ‖x ‖2 − ‖y‖2), =〈x | y〉 := 12 (‖x − iy‖2 − ‖x ‖2 − ‖y‖2) .
(a) Comprobar primero la relación siguiente, para x ,y, z ∈ E:
‖x + y + z‖2 + ‖x ‖2 + ‖y‖2 + ‖z‖2 = ‖x + y‖2 + ‖y + z‖2 + ‖z + x ‖2.
n Indicación: considerar un paralelepípedo con vértices 0,x ,y, z. o Concluir que
<〈x | y + z〉 = <〈x | y〉 +<〈x | z〉.
(b) Deducir que<〈x |αy〉 = α<〈x |y〉 para α ∈ N, α ∈ Z, α ∈ Q, α ∈ R sucesivamente.
(c) Mostrar que <〈x | ix〉 = 0. Concluir que 〈x | y〉 := <〈x | y〉 − i<〈x | iy〉 cumple
todas las propiedades de un producto escalar en E, y que 〈x | x〉 = ‖x ‖2.
Ejercicio 4.3. En el espacio de Banach C([0, 1]), encontrar dos funciones f , д tales que
f (t)д(t) ≡ 0 mientras ‖ f ‖∞ = ‖д‖∞ = ‖ f +д‖∞ = ‖ f −д‖∞ = 1. Concluir que este espacio
de Banach no es un espacio de Hilbert.
Ejercicio 4.4. (a) Demostrar que la norma en un espacio de Hilbert realH es una fun-
ción diferenciable fuera de 0; si f : H \ {0} → (0,∞) está dada por f (x) := ‖x ‖,
mostrar que
f ′(x)u = 〈x | u〉‖x ‖ para x , 0, u ∈ H.
n Indicación: considerar д(x) := ‖x ‖2. o
(b) Si a ∈ R, h(x) := ‖x ‖a para x , 0, comprobar que h′(x)u = a〈x | u〉 ‖x ‖a−2. Deducir
una fórmula para las derivadas parciales ∂/∂xj(ra) cuando r = ‖x ‖ en Rn.
(c) Demostrar que la norma ‖x ‖1 := |x1 | + |x2 | no es diferenciable en el punto x = (1, 0)
en R2.
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0
x/‖x ‖
‖y‖x ‖x ‖y
y/‖y‖
Figura 4.4: El lema de simetría
Ejercicio 4.5. Si E es un espacio prehilbertiano y si x ,y ∈ E \ {0}, comprobar el lema de
simetría (véase la Figura 4.4):  y‖y‖ − ‖y‖x =  x‖x ‖ − ‖x ‖y.
Ejercicio 4.6. Lamatriz de Gram de n vectores x1, . . . ,xn ∈ H es la matriz A ∈ Mn(C) con
entradas aij := 〈xi | xj〉 ∈ C; su determinante de Gram es la función G(x1, . . . ,xn) := detA.
(a) Mostrar que A es (semidefinida) positiva: 〈z | Az〉 > 0 para todo z ∈ Cn. Concluir
que G(x1, . . . ,xn) > 0.
(b) Si n 6 dimH, mostrar que x1, . . . ,xn son linealmente independientes enH si y solo
si G(x1, . . . ,xn) > 0.
(c) Deducir la desigualdad de Schwarz del caso n = 2. En el caso n = 3, comprobar la
relación, para x ,y, z ∈ H \ {0}:
|〈x | y〉|2
‖x ‖2‖y‖2 +
|〈y | z〉|2
‖y‖2‖z‖2 +
|〈z | x〉|2
‖z‖2‖x ‖2 6 1 + 2<
〈x | y〉 〈y | z〉 〈z | x〉
‖x ‖2‖y‖2‖z‖2 .
Ejercicio 4.7. En el espacio vectorial Mn(C) ' L(Cn), la norma ‖A‖F :=
√
tr(A∗A) de
Frobenius es equivalente a la norma operatorial de L(Cn):
‖A‖ := sup{ ‖Ax ‖ : x ∈ Cn, ‖x ‖ 6 1 }.
La matriz A∗A es positiva, con autovalores µ21 > µ
2
2 > · · · > µ2n > 0. Usar la relación
‖Ax ‖2 = 〈x | A∗Ax〉 para mostrar que ‖A‖ = µ1 y para obtener las cotas exactas:8
‖A‖ 6 ‖A‖F 6
√
n ‖A‖.
Exhibir dos matrices B, C tales que ‖B‖ = ‖B‖F y ‖C‖F = √n ‖C‖.
8Los números no negativos µ1 > µ2 > · · · > µn son los valores singulares de la matriz A.
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Ejercicio 4.8. (a) Sea {uj : j ∈ A } una familia ortonormal en H, y sea F el espacio
C-vectorial generado por los vectores uj . Comprobar que {uj : j ∈ A } es total enH
si y solo si F es un subespacio denso de H.
(b) Si D = { xn : n ∈ N } es un conjunto numerable denso en H, demostrar que el
algoritmo de Gram y Schmidt, aplicado a D (o bien a una parte de D) produce una
base ortonormal numerable para H.
Ejercicio 4.9 (Factorización de Cholesky). Sea A = [aij] ∈ Mn(C) una matriz definida
positiva. Defínase una función de dos variables sobre Cn por
〈〈w | z〉〉 :=
n∑
i,j=1
w¯iaijzj .
(a) Comprobar que 〈〈· | ·〉〉 es un producto escalar sobre Cn.
(b) Encontrar un juego de vectores y1, . . . ,yn ∈ Cn y una matriz triangular superior
B ∈ Mn(C) tales que
bii > 0, 〈〈yi | yj〉〉 = 0 para i , j, ej =
j∑
k=1
bjk yk
para i, j = 1, . . . ,n; donde {e1, . . . , en} es la base estándar de Cn. n Indicación: usar
el algoritmo de Gram y Schmidt sin normalización. o
(c) Comprobar queA = B∗B demanera única: siA = C∗C dondeC es triangular superior
con entradas diagonales positivas, entonces C = B.
Ejercicio 4.10. El espacio deHilbert `2 tiene base ortonormal estándar {e0, e1, . . . , en, . . . }.
Considérese la familia de vectores:
u1 :=
e0 − e1√
2
, u2 :=
e0 + e1 − 2e2√
6
, · · · un := e0 + e1 + · · · + en−1 − nen√
n(n + 1)
, · · ·
Demostrar que {u1, . . . ,un, . . . } es otra base ortonormal de `2. Concluir que
F :=
{
x ∈ `2 :
∞∑
k=0
xk = 0
}
es un subespacio denso de `2.
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Sea I ⊆ R un intervalo real. Si ρ : I → (0,∞) es una función positiva continua y si hay
un par de constantes A,C > 0 tales que ρ(t) 6 C e−At para todo t ∈ I , dícese que ρ es una
función de peso sobre I . Se sabe que los monomios {1, t , t2, . . . } forman una familia total9
en el espacio de Hilbert L2(I , ρ dt), cuyo producto escalar es
〈f | д〉 :=
∫
I
f (t)д(t) ρ(t)dt .
Ejercicio 4.11. Los polinomios de Laguerre { Ln : n ∈ N } son los polinomios obtenidos de
{1, t , t2, . . . } por el algoritmo de Gram y Schmidt, en el caso I = [0,∞), ρ(t) := e−t . Su
definición más directa es por la función generatriz:
w(t , s) ≡ e
−st/(1−s)
1 − s =
∞∑
n=0
Ln(t) sn para t > 0; |s | < 1.
Calcular Ln(t) para n = 0, 1, 2, 3, 4 y verificar la ortonormalidad10
〈Lm | Ln〉 :=
∫ ∞
0
Lm(t)Ln(t) e−t dt = nm = no
param,n ∈ {0, 1, 2, 3, 4}.
Ejercicio 4.12. Los polinomios de Hermite {Hn : n ∈ N } son proporcionales a los poli-
nomios obtenidos de {1, t , t2, . . . } por el algoritmo de Gram y Schmidt, en el caso I = R,
ρ(t) := e−t2 . Su definición más directa es por la función generatriz:
w(t , s) ≡ e2st−s2 =
∞∑
n=0
Hn(t) s
n
n!
para s, t ∈ R.
Calcular Hn(t) para n = 0, 1, 2, 3, 4 y verificar la ortogonalidad
〈Hm | Hn〉 :=
∫ ∞
−∞
Hm(t)Hn(t) e−t2 dt = 0 cuando m , n
para m,n ∈ {0, 1, 2, 3, 4}. Obtener también las constantes11 An :=
∫ ∞
−∞Hn(t)2 e−t
2
dt para
n = 0, 1, 2, 3, 4.
9Para una prueba, véase el Lema 16.2.1 del libro: Ph. Blanchard y E. Brüning,Mathematical Methods in
Physics, Birkhäuser, Boston, 2003.
10Las funciones de Laguerre ln(t) := e−t/2Ln(t) son reales y forman una base ortonormal para L2([0,∞)).
11Conviene usar la fórmula
∫ ∞
−∞ e
−t 2 dt =
√
pi . Las funciones de Hermite hn(t) := A−1/2n e−t 2/2Hn(t) son
reales y forman una base ortonormal para L2(R).
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Ejercicio 4.13. Los polinomios de Chebyshev {Tn : n ∈ N } son proporcionales a los
polinomios obtenidos de {1, t , t2, . . . } por el algoritmo de Gram y Schmidt, en el caso
I = (−1, 1), ρ(t) := 1/
√
1 − t2 . Su definición directa es
Tn(cosθ ) := cosnθ , para − pi 6 θ 6 pi .
Verificar la ortogonalidad
〈Tm | Tn〉 :=
∫ 1
−1
Tm(t)Tn(t) dt√
1 − t2
=
∫ pi
0
cosmθ cosnθ dθ = 0
para todom , n enN. Calcular el valor de esta integral cuandom = n. Demostrar también
la relación de recurrencia para n > 2:
Tn(t) − 2t Tn−1(t) +Tn−2(t) ≡ 0.
Ejercicio 4.14. Las funciones deHaarψnk , para n ∈ N, k ∈ {0, 1, . . . , 2n−1}, son funciones
escalonadas en el intervalo [0, 1] definidas por
ψnk(t) := 2n/2ψ (2nt − k), ψ (t) := n0 6 t < 12o − n12 6 t < 1o.
(a) Graficar las funciones ψ = ψ00, ψ10, ψ11, ψ20, ψ22, ψ22, ψ23 .
(b) Demostrar que losψnk constituyen una familia ortonormal12 en el espacio de Hilbert
L2([0, 1]).
(c) Si f : [0, 1] → C es continua, demostrar que f es un límite uniforme – sobre el
intervalo [0, 1] – de combinaciones lineales de funciones de Haar. n Indicación:
considerar primero el caso especial de una función constante. o
(d) Concluir que {ψnk : n ∈ N, 0 6 k < 2n } es una base ortonormal de L2([0, 1]).
Ejercicio 4.15. Si T ∈ L(H), comprobar que ‖Tx ‖2 6 ‖T ∗T ‖ ‖x ‖2 para todo x ∈ H.
Concluir13 que ‖T ∗T ‖ = ‖T ‖2.
Ejercicio 4.16. Si T ∈ L(H), demostrar que T ∗T = TT ∗ si y solo si ‖T ∗x ‖ = ‖Tx ‖ para
todo x ∈ H.
12Una función R-integrable f tal que
∫ 1
0 | f (t)|2 dt < ∞ representa un elemento de L2([0, 1]), aunque
tenga un número finito de discontinuidades.
13UnaC∗-álgebra es un álgebra de Banach involutivaA tal que ‖x∗x ‖ = ‖x ‖2 para todo x ∈ A. Un famoso
teorema de Gelfand y Naı˘mark (1943) asegura que A es isomorfa a una subálgebra cerrada de L(H), donde
H es algún espacio de Hilbert (posiblemente inseparable).
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En los ejercicios que siguen, f : R → C es una función periódica de período 2pi . Sus
coeficientes de Fourier son las integrales ck :=
1
2pi
∫ pi
−pi
e−ikθ f (θ )dθ .
Ejercicio 4.17. Si la serie de funciones θ 7→ ∑∞k=−∞ ck eikθ converge uniformemente en el
intervalo [−pi ,pi ], con suma f (θ ), demostrar que esta serie coincide con la serie de Fourier
de la función f .
Ejercicio 4.18. Sea f una función periódica de clase C1.
(a) Comprobar que las coeficientes de Fourier de f ′ son c˜k := ik ck , para todo k ∈ Z.
(b) Demostrar que las siguientes dos series numéricas son convergentes:
∞∑
k=−∞
(1 + k2)|ck |2 < ∞,
∞∑
k=−∞
|ck | < ∞.
(c) Concluir que la serie de Fourier de f converge absoluta y uniformemente en el
intervalo [−pi ,pi ] y que la suma coincide con la función f .
Ejercicio 4.19. Si f ,д ∈ C([−pi ,pi ]) son periódicas de período 2pi , con series de Fourier
respectivas
∑
k∈Z ck eikθ y
∑
k∈Z dk eikθ , demostrar que la convolución
f ∗ д(θ ) := 1
2pi
∫ pi
−pi
f (θ − ϕ)д(ϕ)dϕ
tiene la serie de Fourier ∞∑
k=−∞
ck dk e
ikθ
y que esta serie converge absolutamente n Indicación: usar la desigualdad de Schwarz o y
uniformemente en θ . Concluir que la función f ∗д es también continua y que la suma de
la serie de Fourier es f ∗ д(θ ). n Indicación: Ejercicio 4.17. o
Ejercicio 4.20. Usar la serie de Fourier para la función periódica impar dada por f (θ ) := θ
cuando −pi < θ 6 pi , para comprobar que
∞∑
k=1
(−1)k−1 senkθ
k
=
θ
2
cuando − pi < θ < pi .
Deducir la fórmula de Gregory:
∞∑
m=0
(−1)m
2m + 1
=
pi
4
.
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Ejercicio 4.21. Usar la serie de Fourier para la función periódica par dada por f (θ ) := |θ |
cuando −pi 6 θ 6 pi , para comprobar que
|θ | = pi
2
− 4
pi
∞∑
m=0
cos(2m + 1)θ
(2m + 1)2 cuando − pi 6 θ 6 pi .
Deducir las fórmulas de Euler:
∞∑
m=0
1
(2m + 1)2 =
pi 2
8
,
∞∑
n=1
1
n2
=
pi 2
6
.
Ejercicio 4.22. Usar la serie de Fourier para la función periódica impar definida por
f (θ ) := θ (pi − |θ |) cuando −pi 6 θ 6 pi , para obtener la fórmula
∞∑
m=0
(−1)m
(2m + 1)3 =
pi 3
32
.
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