The standard method in optimization problems consists in a random search of the global minimum: a neuron network relaxes in the nearest local minimum from some randomly chosen initial configuration. This procedure is to be repeated many times in order to find as deep energy minimum as possible. However the question about the reasonable number of such random starts and if the result of the search can be treated as successful remains always open. In this paper by analyzing the generalized Hopfield model we obtain expressions, which yield the relationship between the depth of a local minimum and the size of the basin of attraction. Based on this, we present the probability of finding a local minimum as a function of the depth of the minimum. Such a relation can be used in optimization applications: it allows one, basing on a series of already found minima, to estimate the probability of finding a deeper minimum, and decide in favor of or against further running the program. The theory is in a good agreement with experimental results.
local minimum of the energy and the size of the basin of attraction. Based on this, we presented the probability of finding a local minimum as a function of the depth of the minimum. Such a relation can be used in optimization applications: it allows one, basing on a series of already found minima, to estimate the probability of finding a deeper minimum, and decide in favor of or against further running the program. Our expressions were obtained from the analysis of generalized Hopfield model, namely, of a neural network with Hebbian matrix [14] . However, they valid for any matrices, because any kind of matrix can be represented in form of (1) , constructed on arbitrary number of patterns. In this work we provide extended version of our investigations, some additional expressions and new experimental results. A good agreement between our theory and experiment is obtained. ).
Generalized Hopfield model
The generalization consists in the fact, that each pattern m S is added to the matrix ij T with its statistical weight m r . We normalize the statistical weights to simplify the expressions without loss 
and its (asynchronous) dynamics consist in the following [1] . Let S be an initial state of the network (the initial directions of the spins are defined in accordance with the signs of the components of the vector S ). Then the local field
/ , which acts on a randomly chosen i-th spin, can be calculated, and the energy of the spin in this field
can be determined. If the direction of the spin coincides with the direction of the local field ( 0 < i ε ), then its state is stable, and in the subsequent moment ( 1 + t ) its state will undergo no changes. In the opposite case ( 0 > i ε ) the state of the spin is unstable and it flips along the direction of the local field, so that )
. Such a procedure is to be sequentially applied to all the spins of the neural network. Each spin flip is accompanied by a lowering of the neural network energy. It means that after a finite number of steps the network will relax to a stable state, which corresponds to a local energy minimum.
The size of the basin of attraction
Let us examine at which conditions the pattern m S embeded in the matrix (1) will be a stable point [1] , at which the energy E of the system reaches its (local) minimum m E . In order to obtain correct estimates we consider the asymptotic limit ∞ → N . We determine the basin of attraction of a pattern m S as a set of the points of N-dimensional space, from which the neural network relaxes into the configuration m S . Let us try to estimate the size of this basin. Let the initial state of the network S be located in a vicinity of the pattern m S . Then the probability of the network convergation into the point m S is given by the expression:
Here γ erf is the error function of the variable γ :
where n is Hemming distance between m S and S . The expression (3) can be obtained with the help of the methods of probability theory, repeating the well-known calculation [13] for conventional Hopfield model (see, Appendix A),
. It follows from (3) that the basin of attraction is determined as the set of the points of the configuration space close to m S , for which (5) where
Indeed, if m n n ≤ we have 1 Pr → for ∞ → N , i.e. the probability of the convergence to the point m S asymptotically tends to 1. In the opposite case ( m n n > ) we have 0 Pr → . It means that the quantity m n can be considered as the radius of the basin of attraction of the local minimum m E .
It follows from (5) that the radius of basin of attraction tends to zero when 0 r r m → (Fig.1 ). It means that the patterns added to the matrix (1), whose statistical weight is smaller than 0 r , simply do not form local minima. Local minima exist only in those points m S , whose statistical weight is relatively large: ). In such a situation the network possesses only two local minima located at the points 1 S and * 1 S , and all the other local minima disappear. This limiting case has no practical interest for optimization problems, and we do not consider it in what follows.
The memory capacity of the generalized model
It follows from the above analysis that not all of the patterns, embeded in the matrix (1), can form local minima and can be retrieved by the neural network. In this connection a precise definition of the neural network memory capacity M is to be given. We define M as the number of those patterns, which do form local minima, and, consequently, can be retrieved.
It is clear that the memory capacity depends on the way how the connection matrix was formed, i.e on the distribution of the statistical weights. In a particular case M r m / 1 ≡ the condition 0 r r m > of the local minima existence transforms into the well-known [13] restriction
is the memory capacity of conventional Hopfield model. In this case the "memory capacity" just coincides with the number of patterns M, since the network recognizes either all the patterns from the connection matrix, or no one of them ( Fig.2 ). A local minimum exists only for those patterns, whose statistical weight is greater than 0 r . For 0 r r m → the size of the basin of attraction tends to zero, i.e. the patters whose statistical weight 0 r r m ≤ do not form local minima. Let us consider another example, when the statistical weights are random and are uniformly
In this case the probability for a given statistical weight to satisfy the requirement 0 r r m > is equal to
. Correspondingly, the memory capacity is given by the following equation:
The dependence of the memory capacity on the number of the patterns M is shown in Fig.2 . One can see that the maximum memory capacity 2 /
≥ the memory capacity is equal to zero, since there is no a single pattern, which forms a local minimum.
When the statistical weights are random and are uniformly distributed within the segment
, the dependence of the memory capacity on the number of patterns M is given by the expression: ≥ the memory capacity is equal to zero. To conclude this section we note, that the exclusion of the patterns with the statistical weights smaller than the critical value ( 0 r r m < ) from the connection matrix does not influence the memory capacity. However, this improves its recognition characteristics, since the size of the basin of attraction of the remaining patterns increases and, consequently, the network becomes able to recognize the patterns with stronger distortion. 5) and (9), one can easily obtain the following expression:
The energy of a local minimum
which yield a relationship between the depth of the local minimum and the size of its basin of attraction. One can see that the wider the basin of attraction, the deeper the local minimum and vice versa: the deeper the minimum, the wider its basin of attraction (see Fig.3 ).
We have introduced here also a constant max E , which we make use of in what follows. It denotes the maximal possible depth of a local minimum. In the adopted normalization, there is no special need to introduce this new notation, since it follows from (9) that 2 max
However for other normalizations some other dependencies of max E on N are possible, which can lead to a misunderstanding. The quantity min E introduced in (11) characterizes simultaneously two parameters of the neural network. First, it determines the half-width of the Lorentzian distribution (10) . Second, it follows from (10) that . One can also see from Fig.4 that, in accordance with (8) , the dispersion of the energies of the minima decreases with the increase of the statistical weight.
The probability of finding the minimum
Let us find the probability W of finding a local minimum m E at a random search. By definition, this probability coincides with the probability for a randomly chosen initial configuration to get to the basin of attraction of the pattern m S . Consequently, the quantity ) ( m n W W = is the number of points in a sphere of a radius m n , reduced to the total number of the points in the N -dimensional space: 
Equations (8) and (13) define implicitly a connection between the depth of the local minimum and the probability of its finding. Applying asymptotical Stirling expansion to the binomial coefficients and passing from summation to integration in (13) , one can represent this connection as where h is Shannon function 
It follows from (16) that the probability to find a minimum increases with the increase of its depth. This dependence is confirmed by the results of the experiments, carried out for the matrices (1) with a small loading parameter 05
, for which the aforementioned analysis is valid. In Fig.5 the solid line is computed from Eq. (13), and the points correspond to the experiment. One can see that a good agreement is achieved first of all for the deepest minima, which correspond to the patterns . In the more general case, which we consider here, they can appear also earlier. The reasons leading to their appearance are well examined with the help of the methods of statistical physics in [15] , where it was shown that the chimeras appear as a consequence of interference of the minima of m S . At a small loading parameter the chimeras are separated from the minima of m S by an energy gap clearly seen in Fig.5 . The minima, which correspond to the chimeras, go down with the increase of the loading parameter N M / and become of the same depth as the local minima of m S at
the so called spurious minima show up, and most of local minima of m S disappear. The spurious minima are deeply located and are constructed from large fragments of vectors m S [16] . This experimental picture has a simple explanation in the framework of the above analysis: the number of patters satisfying the condition of the existence of a local minimum 0 r r m > diminishes with the increase of M . Though the landscape is so complicated, the dependence given by Eqs.(13) -(16) "the deeper minimum → the larger the basin of attraction → the larger the probability to get to this minimum" as a rule is valid for any loading parameter. A rigorous proof of this phenomenon will be provided elsewhere. Here we only note that the deeper is the minimum, the better the dependence (13)- (16) is satisfied. Note that in optimization problems it is important to describe the behavior of the deepest minima.
Thus we are able to formulate a heuristic approach of finding the global minimum of the functional (2) for any given matrix (not necessarily Hebbian one). The point is to use the expression (14) with unknown parameters 0 W , min E and max E . To do this one starts the procedure of the random search and finds some minima. Using the obtained data, one determines typical values of min E
and max E and the fitting parameter 0 W for the given matrix. Substituting these values into (14) one can estimate the probability of finding an unknown deeper minimum m E (if it exists) and decide in favor or against (if the estimate is a pessimistic one) the further running the program.
This approach was tested with Hebbian matrices at relatively large values of the loading parameter
), when the neural network system transforms into a spin glass state [13] and above results become not completely applicable. The result of one of the experiments is shown in Fig.6 . In this experiment with the aid of the found minima (the points A ) the parameters 0 W , min E and max E were calculated, and the dependence ) ( m E W W = (solid line) was found. Then repeating the procedure of the random search over and over again ( 5 10 random starts) other minima (the points B ) and the precise probabilities of getting into them were found. One can see that, though some dispersion is present, the predicted values in the order of magnitude are in a good agreement with the precise probabilities. 
Discussion
Our analysis shows that the properties of the generalized model are described by three critical parameters 0 r , min E and max E . The first of them determines the minimal value of the statistical weight at which the pattern forms a local minimum and can be retrieved by the neural network. The second and third parameters are accordingly the minimal and the maximal depth of the local minima. It is important that the values of these parameters do not depend at all on the number of embeded patterns M . It is important also that the elimination from the connection matrix of the patterns with the statistical weights smaller than a critical value ( 0 r r m < ) does not influence the memory capacity of the network, but improves its recognition abilities: the sizes of the basins of attraction of the remaining patterns increase, and consequently the network can recognize more distorted patterns. At the same time note that when the size of the network N increases the normalized value of the radius of the basin of attraction ( N n m / ) decreases. It follows from (5) that such a decrease takes place even when the loading parameter of the network logarithmically decreases with the increase of N as N const N M ln 2 / / = . It means that the increase of N is accompanied by the decrease the level of allowed distortions, at which the network is capable to recognize patterns (a network of a smaller size is able to recognize more distorted patterns).
To avoid a misunderstanding, we point out that the relationship (12) between the radius of the basin of attraction m n and its volume ) ( m n W W = is essentially nonlinear. It means that even at very large value of the radius (for instance, N n m 49 . 0
) the basin of attraction can occupy a very small part of the N -dimensional space, and the part of the space outside the basin of attraction increases exponentially with the increase of N , tending to ½ for rather large values of N . In conclusion we stress once again, that any given matrix can be performed in the form of Hebbian matrix (1) constructed on an arbitrary number of patterns (for instance, ∞ → M ) with arbitrary statistical weights. It means that the dependence "the deeper minimum ↔ the larger the basin of attraction ↔ the larger the probability to get to this minimum" as well as all other results obtained in this paper are valid for all kinds of matrices. To prove this dependence, we generated random matrices, with uniformly distributed elements on [-1,1] segment. The results of a local minima search on one of such matrices are shown on fig. 7 . There the value of normalized energy is shown on x-scale (2) and on y-scale the spectral density is noted. As we can see, there are a lot of local minima, and most part of them concentrated in central part of spectrum. In spite of such a complex view of spectrum of minima, the deepest minimum is found with maximum probability (Fig 7.b) . The same perfect accordance of the theory and the experimental results are obtained in the case of random matrices too, which elements subjected to Gaussian distribution with zero mean. . Consequently, raising this quantity to power of N, we will obtain expression (3).
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