In Brief
Evolutionary breakpoints occur nonrandomly in genomes, for unknown reasons. Now, Berthelot et al. use ancestral genome reconstructions, statistical modeling, and computer simulations to show that 3D interactions of open chromatin in the nucleus can explain the distribution of breakpoints in five mammalian lineages, and all their known features.
INTRODUCTION
Chromosome rearrangements and their biological significance have been central to genome and genetic analyses since the early days of Drosophila genetics (Bridges, 1923; Sturtevant, 1925) . We know today that inversions, duplications, and translocations have been a major force in the reorganization of the eukaryotic genome both during evolution, and in various genetic diseases, in particular, tumorigenesis. At the molecular level, rearrangements are thought to result from errors in double-strand break repair pathways (mainly non-homologous end joining, but also non-allelic homologous recombination) when simultaneous breaks occur in close proximity in the nucleus (Lupski and Stankiewicz, 2005; Korbel et al., 2007; Meaburn et al., 2007; Quinlan et al., 2010; Zhang et al., 2012) , and, to a lesser extent, from fork stalling and template switching during replication (Shaw and Lupski, 2004 ; Lee et al., 2007; Kidd et al., 2010) . Some rearrangements are benign, such as the human chromosome 9 pericentric inversion carried by 0.8%-2.0% of the population with no apparent functional effects (Tawn and Earl, 1992) . Others have deleterious consequences, either directly by interrupting functional sequences or indirectly by physically separating regulatory elements that function in cis (for examples, see Keung et al., 2004; Benko et al., 2009) . Little is known about the fitness effects of rearrangements in eukaryote genomes, but several studies have reported that the majority of events appear to have no functional consequences (Korbel et al., 2007; Baptista et al., 2008; Kidd et al., 2010) .
Correspondingly, the basis of the distribution pattern of rearrangement breakpoints in eukaryote genomes has been the subject of much debate. In 1984, Nadeau and Taylor showed that the distribution of segment lengths between consecutive breaks in the order of human and mouse genetic markers was consistent with a pure Poisson process, i.e., that the occurrence and fixation of rearrangements resulted in a random distribution of breakpoints (Nadeau and Taylor, 1984) , a conclusion further supported by subsequent studies (Nadeau and Sankoff, 1998; Sankoff and Trinh, 2005) . However, more recent inter-specific genomic comparisons have provided increased resolution and have revealed many closely located breakpoints that had previously been overlooked. In addition, computational approaches that identify the most likely rearrangement scenario that could theoretically transform one extant genome into another have inferred a higher frequency of closely located and sometimes indistinguishable breakpoints than would be expected on the basis of random breakpoint occurrence. This phenomenon of ''breakpoint reuse'' (Pevzner and Tesler, 2003; Bourque et al., 2004; Murphy et al., 2005; Alekseyev and Pevzner, 2007) leads to an excess of clustered breakpoints and has been interpreted as evidence that breakpoints are more likely to occur or become fixed in some ''fragile'' genomic regions. Subsequent genomewide studies have consistently shown that both evolutionary and somatic disease-associated rearrangements are non-randomly distributed in the genome, and that rearrangements overlap more frequently than expected (Hinsch and Hannenhalli, 2006; Gordon et al., 2007; Drier et al., 2013) .
The observed non-random distribution of rearrangements breakpoints has been interpreted in two distinct ways: either it directly reflects rearrangements preferentially occurring in ''fragile regions'' that are more likely to undergo breakage, or the pattern of surviving rearrangements is skewed because of selective elimination of those that occur in functional regions where breakpoints are highly deleterious. There is certainly much evidence that some chromosome regions have a higher propensity to breakage, as observed in cancer genomes (Darai-Ramqvist et al., 2008) and in the finding of recurrent rearrangements associated with certain genetic diseases (Shaw and Lupski, 2004) . In particular, the statistical association of rearrangement breakpoints with genomic regions characterized by high GC content, high gene density, replication origins, repeated sequences, or DNA hypomethylation suggests that structural properties may play a substantial role in the occurrence of breakage events, although the relative importance of the different factors underlying this role is debated (Ma et al., 2006; Gordon et al., 2007; Larkin et al., 2009; Lemaitre et al., 2009; Drier et al., 2013; Li et al., 2012) . It should be underlined here that ''fragile regions'' is an operational term employed to describe regions that are prone to a higher incidence of breakage, but not necessarily weaker or fragile in the physical sense, and that a precise description of what constitutes a ''fragile region'' remains elusive. On the other hand, there presumably must be some selection against breakpoint rearrangements that disrupt certain functional sequences, in particular, coding genes, which are known to be under strong purifying selection and are only very rarely disrupted by breakpoints (Peng et al., 2006) . In addition, there may be selective constraint on gene order to preserve clusters of co-expressed genes (Hurst et al., 2004) or the physical linkage of consecutive genes with the interdigitated conserved non-coding sequences responsible for their regulation. These conserved genomic regions include the well-described ''genomic regulatory blocks'' (GRBs), which exert strong constraints on local gene reorganization in some regions of eukaryotic genomes (Goode et al., 2005; Vavouri et al., 2006; Engströ m et al., 2007; Kikuta et al., 2007; Hufton et al., 2009; Irimia et al., 2012; Dimitrieva and Bucher, 2013) but could more generally extend to any regions containing regulatory sequences linked in cis to their target genes, where at least some rearrangements may be too deleterious to be tolerated by selection (Peng et al., 2006; Becker and Lenhard, 2007; Mongin et al., 2009) . In short, the relative roles of mutational and selective processes in shaping the observed distribution of evolutionary breakpoints have not yet been resolved.
What are the forces shaping the rearrangement landscape of the mammalian genome? Here, we argue that this question is particularly difficult to answer if one relies solely on comparisons of rearranged and conserved regions in contemporary genomes. We show how an alternative approach, employing ancestral genome reconstructions and statistical modeling, can be used to assess the respective contribution of structural features and selective pressures to generate the pattern of rearrangement breakpoints seen in five mammalian genomes and in three yeast genomes. We find that mutational explanations alone are sufficient to describe the distribution of breakpoints in intergenic regions of the genome, with relatively weak but measurable evidence for selection to conserve synteny between genes and regulatory elements. Our results indicate that, although there is strong selective constraint on the evolution of gene sequences, changes in gene order are mostly unconstrained and occur neutrally. Strikingly, simulations show that the observed pattern of rearrangements can be accurately replicated when rearrangements occur between regions of open chromatin coming in contact because of chromosomal conformation in the nucleus, both of which have been previously suggested to play a role in rearrangements. Finally, we propose a model to explain the rearrangement process in eukaryotic genomes and suggest an explanation for the susceptibility of ''fragile regions'' to breakage.
RESULTS

Identification of Evolutionary Rearrangement Breakpoints
We applied a maximum parsimony-based algorithm to reconstruct the ancestral gene order in the 95-million-year-old ancestral genome of Boreoeutheria, the last common ancestor of primates, rodents, and laurasiatherians. With 28 sequenced descendant genomes (in Ensembl v.57) and several closely branching outgroups, the Boreoeutheria ancestor is ideally placed in the mammalian tree for ancestral genome reconstruction and breakpoint analysis over many lineages (Blanchette et al., 2004; Ma et al., 2006; Chauve and Tannier, 2008; Paten et al., 2008; Jones et al., 2012) . Existing reconstructions of the Boreoeutheria genome are either short stretches of ancestral sequences reconstructed at the base-pair level, with no information as to how these sequences are ordered in the genome (Paten et al., 2008) , or high-level, megabase-scale reconstructions based on a few thousand genomic markers, which are informative for the evolution of the overall chromosome structure but less so for fine-scale rearrangement analysis (Ma et al., 2006; Ouangraoua et al., 2011; Jones et al., 2012) . We therefore designed a graph-based parsimony algorithm to reconstruct the high-resolution order of the genes in this ancestral genome based on the gene order in all modern descendants, as described in Experimental Procedures, Figure S1A , and Supplemental Information 1. The reconstructed ancestral genome contains 18,436 gene-to-gene adjacencies, suggesting that this reconstruction is largely complete compared to a typical mammalian genome with 17,000 to 23,000 adjacencies (Supplemental Information 1). This reconstructed genome was further annotated with respect to its intergenic regions (or intergenes, the non-coding sequence between two consecutive genes), specifically, their lengths, GC content and their proportion of conserved non-coding sequence as defined by GERP (Cooper et al., 2005) . These features are highly conserved in orthologous intergenes across modern Boreoeutheria genomes, which were used to estimate the ancestral state in each ancestral intergene ( Figure S1A ; Supplemental Information). With 18,757 gene markers, separated by intergenes with a median length of 19.5 kb, this reconstructed ancestral Boreoeutheria genome is much more resolved than previous versions based on wholegenome alignments (Ma et al., 2006; Zhao and Bourque, 2009; Ouangraoua et al., 2011; Jones et al., 2012 ) (Supplemental Information; Table S1 ).
We then identified evolutionary rearrangement breakpoints that have occurred in the human (Homo sapiens), mouse (Mus musculus), dog (Canis familiaris), cow (Bos taurus), and horse (Equus caballus) lineages, each an essentially independent lineage within the Boreoeutheria clade (Experimental Procedures; Supplemental Information). Previous observations have shown that evolutionary breakpoints occur only very rarely within genes because of high selective pressure to maintain gene structure (Lemaitre et al., 2009; Mongin et al., 2009) . Therefore, we considered genes as rearrangement-free markers, and intergenes as potential breakpoint regions. We inferred that a breakpoint must have occurred in an ancestral intergene if, in the modern genome, the ancestral genes are no longer adjacent and have new neighbors. By this criterion, we identified a total of 751 breakpoints, 20 of which correspond to independent breakpoint reuse in different lineages ( Figures 1A and 1B) . The magnitude of these figures is in agreement with previous reports (Ma et al., 2006; Larkin et al., 2009) . The breakpoints largely overlap with a previously published, independent data set of 433 breakpoint regions (Larkin et al., 2009 ) but also reveal previously unidentified breakpoints at a higher resolution (Supplemental Information). Additionally, the identified breakpoints show the typical characteristics of rearrangement breakpoints; i.e., they occur in GC-rich, gene-dense regions possessing lower proportions of conserved non-coding sequence (mean GC content of 44.5% versus that expected at random, 40.7%; mean intergene length of 179 kb versus that expected at random, 882 kb; mean proportion of conserved sequence of 2.4% versus that expected at random: 4.4%; all p < 2.10 À16 , Wilcoxon's rank-sum test).
Breakpoint Frequency Is a Power Law of Ancestral Gene Density
Ancestral genome reconstructions provide a picture of the founding genome of a group before rearrangements occurred in the different, divergent lineages. We used multiple Poisson regression to assess whether the distribution of rearrangement breakpoints in the intergenes of the ancestral genome can be accurately explained based on simple features of these intergenes ( Figure 1A ; Experimental Procedures; Supplemental Information). Poisson regression is a generalized linear modeling approach that can be used to model the number of occurrences of a rare event (here, rearrangement breakpoints) in intervals (intergenes) according to features of these intergenes (length, GC content, proportion of constrained sequence, etc.). The resulting models report which characteristics are significantly associated with variations in the frequencies of rare events. In addition, by using goodness-of-fit statistics, they describe how accurately these characteristics account for variations in these frequencies. The null hypothesis, which corresponds to the classical Random Breakage Model (Nadeau and Taylor, 1984; Pevzner and Tesler, 2003) , is that breakpoint density is uniform in intergenic regions across the genome (genes themselves being under strong selection and ''unbreakable''). Under this hypothesis, the average number of breakpoints per intergene (breakage rate) should increase in proportion to intergene length and therefore follow a classical Poisson distribution.
To test the null hypothesis, we constructed a regression model describing the breakage rate as a function of intergene length. We find that a very high positive correlation exists between breakage rates and ancestral intergene lengths, but this correlation does not match the predictions of the Random Breakage Model ( Figure 1C ). Breakpoint events per intergene increase as a power law of intergene length rather than a proportionality law. This results in a striking linear relationship in (C) In mammalian genomes, the mean number of evolutionary breakpoints per intergene is a power law of intergene length, resulting in a linear correlation after logarithmic transformation (black, observed breakage rates; red, regression equation and 95% confidence interval). The regression model is different from the expectations of the ''random model'' (green): small intergenes contain more breakpoints than expected, whereas large intergenes contain fewer breakpoints than expected under random breakage. Axes are in log-log scale; a and b are numerical values proportional to the total number of breakpoints and are not biologically informative.
log-log scale that corresponds to the following equation (r, breakage rate; L, intergene length):
Strikingly, 93% of variation in breakpoint occurrence is explained by intergene length with statistical noise accounting for residual variability (McFadden's pseudo R 2 = 0.93; likelihood ratio test: p = 0.19; Table 1 ). As previously reported (Ma et al., 2006; Larkin et al., 2009; Lemaitre et al., 2009) , small intergenes (i.e., regions of high gene density) contain more breakpoints than expected, whereas large intergenes (i.e., regions of low gene density) contain fewer breakpoints than expected under random breakage. However, our finding that there is a powerlaw relationship between intergene length and breakpoint density cannot be readily explained. We checked for a potential confounding effect of GC content, which is strongly correlated with gene density in mammalian genomes, by constructing a second regression model describing breakage rate as a function of both intergene length and GC content. Consistent with previous observations (Lemaitre et al., 2009) , the ancestral GC content has no influence on breakpoint occurrence (Table 1) .
Selective Pressure to Maintain Synteny between Regulatory Elements and Genes Is Marginal
We then tested whether breakage probability was influenced by the ancestral density of conserved non-coding elements (CNEs), deduced from the conserved non-coding elements detected by GERP (Cooper et al., 2005) across boreoeutherian mammals (Supplemental Information). CNEs are putative regulatory elements that have been conserved over long evolutionary time. It has been proposed that strong selection may act against rearrangements that disrupt synteny between such regulatory elements and their target genes (Kikuta et al., 2007; Hufton et al., 2009; Mongin et al., 2009) . Evidence for such constraints exists for several highly regulated genes and their long-distance enhancers, resulting in so-called ''genomic regulatory blocks'' (GRBs) Kikuta et al., 2007; Irimia et al., 2012; Dimitrieva and Bucher, 2013) . However, beyond a few specific examples, it is not known whether such constraints are widespread and have a significant impact on the distribution of breakpoints at the scale of entire genomes. If selective constraints to preserve cis-regulatory interactions are pervasive genome-wide, we would expect regions with high CNE density to be particularly resistant to rearrangements. To test this hypothesis, we constructed a third regression model describing breakage rate as a function of both ancestral intergene length and ancestral CNE density. Consistent with this prediction, we observe that ancestral intergenes with high CNE content have been disrupted by significantly fewer breakpoints than intergenes of similar length with lower CNE content ( to preserve synteny between genes and conserved regulatory elements thus exists, but its overall influence on the genome-wide breakpoint distribution is small and probably restricted to a few specific regions of the genome. Interestingly, conserved noncoding elements are not the cause of the genome-wide power law relationship observed between intergene length and breakpoint numbers: this relationship remains even when CNE content These results show that selection on syntenic relationships between functional genes and their associated regulatory elements is not the main cause of the non-random distribution of evolutionary breakpoints, unlike previously hypothesized Engströ m et al., 2007; Mongin et al., 2009 ). The near-perfect correlation between intergene length and number of breakpoints reported here, in fact, suggests that outside of genes, rearrangements are neutral random events but their probability of occurrence at particular sites is biased by structural or functional genomic properties of those sites.
Breakpoints Distribution Is Not an Artifact Caused by Closely Located Inversion Breakpoints
A plausible explanation for the surprisingly strong correlation between intergene length and breakpoint frequency may be because most rearrangements are inversions involving two synchronized, potentially dependent breakpoints (Ma et al., 2006; Zhao and Bourque, 2009) and are not independent events as assumed by the classical Random Breakage Model and the Poisson distribution. If inversions are typically short, many of them may occur within an intergene without disrupting the gene order and would then be missed by our gene-based detection method. This effect would be particularly strong in genepoor regions, where intergenes are large, and could potentially result in a distribution of breakpoints similar to the one we described above.
To control for this, we tested whether the observed distribution of breakpoints can be approximated by realistic simulations of inversions in the human genome. The true distribution of inversions lengths in mammalian genomes is unknown; however, rearrangements have been shown to occur between regions in close 3D proximity in the nucleus in different contexts (Branco and Pombo, 2006; Vé ron et al., 2011; Zhang et al., 2012) , suggesting that contact probability is a good proxy for rearrangement probability. We used the Hi-C map of the human genome to estimate the contact and inversion probability between any two regions of a chromosome (Lieberman-Aiden et al., 2009). We then sampled pairs of breakpoints according to this probability ( Figure 2A ; Experimental Procedures; Supplemental Information). In line with the distance-dependent nature of DNA contacts in the nucleus, the simulations realistically produce a large number of short rearrangements, many of which would be undetectable to us because they do not encompass a gene and do not modify the gene order (Figure 2B) . But even when restricted to detectable breakpoints alone, the observed breakage probability as a function of intergene length does not deviate greatly from the expectations of the Random Breakage model and does not reflect the observations of the real data ( Figure 2C ). This control suggests that the power law found with true breakpoints is not explained by the dependency between inversion breakpoints alone. We therefore examine next which genomic feature(s) or mechanism(s) may result in such a distribution.
Breakpoints Density Is Reminiscent of the Density of Open Chromatin in Modern Genomes Repeated elements (Ovcharenko et al., 2005; Ma et al., 2006; Carbone et al., 2009; Zhao and Bourque, 2009) , recombination (Larkin et al., 2009; Vö lker et al., 2010) , replication origins (Di Rienzi et al., 2009; Lemaitre et al., 2009) , topological chromatin domain limits (Dixon et al., 2012) , and open chromatin (Lemaitre et al., 2009; Vé ron et al., 2011) have all been suggested to influence rearrangements. If one of these feature(s) causes rearrangements, we would expect it to be distributed similarly to breakpoint density in modern genomes, i.e., be denser in short intergenes and less frequent in large intergenes compared to the uniform density expected by chance (Supplemental Information 5). In contrast, we find that repeated elements and recombination frequencies are distributed radically differently from breakpoints ( Figure 2D ), eliminating them as potential candidates to explain the breakpoint pattern. Both replication origins and limits of topological domains are more frequent in short intergenes, thereby correlating with breakpoint density. Replication origins and limits of topological domains are both partly conserved in mammals (Ryba et al., 2010; Dixon et al., 2012) . Therefore, we mapped these inherited features to the ancestral Boreoeutheria genome but found that breakpoints have not significantly co-occurred with either replication origins or topological domain boundaries (Supplemental Information). The density of open chromatin, however, is similar to the pattern of breakpoints with the proportion of DNA in an open state decreasing as intergene size increases ( Figure 2D ). These results suggest DNA accessibility as a plausible candidate for the primary determinant of rearrangement probability.
Breakpoints Simulated between Open Regions in Contact in the Nucleus Reproduce the Evolutionary Distribution
Previous reports have hypothesized a role for chromatin structure in the occurrence of rearrangements (Drier et al., 2013; Li et al., 2012; Roukos et al., 2013) . Whether this alone can explain the genome-wide distribution of rearrangements, however, is not known. Because this model would readily explain our observations ( Figure 2B ), we tested this hypothesis by simulating inversions in the human genome according to contact probability as described above, except that rearrangements were allowed to occur only between open chromatin regions, using chromatin state profiles for different cell types published by the ENCODE consortium (ENCODE Project Consortium, 2012) (Experimental Procedures; Supplemental Information). Under this model, the simulated average number of breakpoints per intergene closely reproduces the relationship with intergene length observed in real data ( Figure 2F ). Specifically, when regression is performed, simulated breakage rates increase as a function of intergene length and follow a power law with the same coefficients as seen with real breakpoints-a result that is highly unlikely to arise by chance (Table 1 ). This result is not a coincidental finding, because simulations performed using open chromatin profiles from four different cell types result in strikingly similar average breakage patterns ( Figure S10C ), which reflect the higher-order properties of open chromatin regions and, notably, their increased density around genic sequences (Thurman et al., 2012) . Conversely, this breakpoint pattern is not reproduced when the same simulations are performed with other interspersed features such as transposable elements instead of open chromatin regions ( Figure 2E ).
Taken together, these results suggest a simple model in which chromosomal rearrangements occur in a biased manner due to misrepaired double-strand breaks between active chromatin domains in physical contact in the nucleus and then are mostly evolutionarily neutral if they do not directly disrupt a functional sequence. Remarkably, our model of randomly generated breakpoints simulated solely on the basis of open chromatin profiles and 3D contact probability replicates the known genomic properties of rearrangement breakpoints. Similar to real breakpoints, breakpoints simulated according to this model show associations with higher gene density, CpG islands, segmental duplications and repeats ( Figure 3A (B) Length distribution of simulated inversions (average over 100 iterations). Because the breakpoint detection method in this study is based on gene order, inversions that do not encompass genes cannot be detected. Simulations that produce a number of detectable breakpoints equal to real breakpoint data also produce a large number of short, undetectable rearrangements that do not affect gene order. (C) Simulated rearrangements based on the probability of 3D contact alone result in a distribution of detectable breakpoints similar to the random model expectation and do not appropriately reproduce the observation of real data (green, random distribution; red, observed distribution of breakpoints and 95% confidence interval as in Figure 1C ; dotted line and diamonds: simulated breakpoints). (D) Genomic features associated with rearrangements are expected to follow the same distribution trend as breakpoints, i.e., be denser in small intergenes than in large ones. This is the case for open chromatin, replication origins, and topological domains boundaries. Blue and red curves refer to blue (left) and red (right) axes, respectively. Values on the right axis should be multiplied by 10 À4 for breakpoints and replication origins, and by 10 À3 for topological domains boundaries.
(E) Simulated rearrangements between repeated sequences in 3D contact (dotted line and triangles) do not follow the distribution of real data breakpoints (red line), but rather the expectations of the random distribution control (green).
(F) Rearrangements between open chromatin regions in 3D contact (dotted line and circles) result in a distribution of detectable breakpoints similar to real breakpoints (red line; shaded area: 95% CI of the distribution of real breakpoints), showing that this mechanism would appropriately explain the biased occurrence of rearrangement breakpoints in mammalian genomes.
2009; Larkin et al., 2009 ). The simulated breakpoints also partition the genome into synteny blocks in which there is a striking excess of short blocks ( Figure 3B ). Notably, this finding formed the basis for the initial hypothesis that the genome contains regions of higher breakage probability, or ''fragile'' regions (Pevzner and Tesler, 2003; Zhao et al., 2004) and was previously observed in real genomic comparisons. The excess observed here is similar in magnitude to the excess predicted by these early studies. Last, the simulated breakpoints were compared to regions of functional relevance in the human genome. We calculated the predicted rate of disruption for 241 ultra-conserved genomic regulatory blocks (uGRBs), corresponding to arrays of non-coding elements and genes, mostly involved in development, found in conserved order between human and chicken and thought to be under selective constraint (Dimitrieva and Bucher, 2013) , as well as 2,996 topologically associated domains (TADs) corresponding to highly self-interacting chromatin structures that are thought to be important for gene expression and regulation (Dixon et al., 2012) . We found that the predicted rate of uGRB disruption is consistent with observations, with ten human uGRBs predicted to be disrupted by large inversions in mouse, similar to the number seen in real data (odds ratio = 1.03; p = 1, Fisher's exact test) (Dimitrieva and Bucher, 2013) . The model also predicts the existence of an average of 19 small inversions within GRBs that do not affect the organization of their conserved elements. Conversely, we found that 19% of simulated rearrangements are expected to displace a TAD boundary, affecting 12% of all TADs during the evolution of five different mammals. This is, in fact, a much lower rate of TAD disruption than observed in real data, since as high as 25%-50% of TADs boundaries have changed between human and mouse (Dixon et al., 2012) . This result is in line the authors' observations that TAD boundaries are fairly flexible and largely change due to transposition of repeated elements carrying CTCF binding sites, rather than rearrangements.
Yeast Genomes Display a Characteristic Breakpoint Pattern Similar to Mammals
To assess whether our findings might extend more widely across eukaryotic genomes, we reconstructed the ancestral genome of the last common ancestor of Kluyveromyces and Lachancea yeasts (Supplemental Information). We identified 505 rearrangement breakpoints since the ancestor in three mostly independent lineages, Lachancea kluyveri, Lachancea waltii, and Kluyveromyces lactis, a finding consistent with a previous analysis in these genomes ( Figure 4A ) . We found that breakage rates in yeasts follow a very similar correlation with ancestral intergene lengths as seen in mammals, suggesting that a similar occurrence mechanism could be at work in yeast genomes ( Figure 4B ; Supplemental Information).
DISCUSSION
We still miss a general model of the dynamics of genome organization, and, nearly a century after the discovery of the first chromosome rearrangement (Bridges, 1923) , we still cannot explain the biased distribution of these rearrangement in genomes. Previous studies aimed at characterizing breakpoint regions have frequently reported that breakpoints statistically associate with features including regions of high gene density, high GC content, and high repeat content. However, these studies could not distinguish between true determinants of breakage and secondary correlations, or disentangle mutational effects related to structural fragility from selective effects (i.e., purifying selection against chromosomal breakage). Here, we show that the distribution of rearrangements can be accurately explained as misrepaired breaks between open chromatin regions in non-coding regions that are brought into contact by the three-dimensional conformation of chromosomes in the nucleus, which also provides a direct explanation for their mechanism of occurrence. The distribution of open chromatin regions and the distance-dependent nature of chromatin-chromatin interactions result in this biased breakpoint pattern. Our model not only explains but also reproduces in silico the genome-wide pattern of evolutionary rearrangement breakpoints observed in eukaryotes. Notably, we observe the same striking linear relation between intergene size distribution and breakpoint rates in both mammals and yeasts, suggesting that the proposed model may be acting over a very broad evolutionary scale, and possibly in all eukaryote genomes. The idea that chromatin dynamics influence mutational processes has recently been put forward in other contexts by several reports. Physical damage to DNA occur preferentially in open chromatin (Cowell et al., 2007; Kim et al., 2007) and in active sites of transcription (Chiarle et al., 2011; Klein et al., 2011) . Additionally, convergent evidence from induced double-strand breaks (DSBs) (Kruhlak et al., 2006; Soutoglou et al., 2007; Jakob et al., 2009; Zhang et al., 2012) and natural translocations in vivo (Roix et al., 2003) suggest that rearrangements will preferentially take place between genomic sites closely located within the nucleus after DSB. Our results unify these observations at the whole-genome scale and suggest that mechanistic processes not only largely govern the initial occurrence of rearrangements but also, ultimately, their genome-wide distribution. Indeed, according to our model, the evolutionary fates of rearrangements mainly depend on the location of the breakpoints, rather than on the content of the region being rearranged. While genes and a small number of cis-regulatory interactions are under strong negative selection against disruption of synteny, rearrangement breakpoints occurring in non-coding regions are generally neutral and their distribution will mainly reflect their initial probability of occurrence. Unlike previously hypothesized, the biased distribution of rearrangement breakpoints would not be primarily the consequence of selection that maintains the local organization of genes and their conserved regulatory elements. An important consequence that follows is that gene order is mostly unconstrained too. While we do detect an influence of the presence of conserved regulatory regions on rearrangement rates in our model, the negative selection that it imposes on genome organization is marginal and probably restricted to very specific areas of the genome.
Interestingly, the occurrence of breakpoints in regions of open chromatin provides an attractive answer to the question of breakpoint reuse, and to the related question of fragile regions. Our simulations reproduce almost exactly the excess of small synteny blocks ( Figure 3B ) that led to the initial ''breakpoint reuse'' scenario (Pevzner and Tesler, 2003) . Fragile regions therefore exist but rather than reflecting fragility of the DNA sequence itself, their vulnerability is a consequence of their chromatin state. Additionally, since higher-order chromatin organization is mostly conserved across mammals (Chambers et al., 2013) , the space of possible rearrangements will be similar across species, resulting in higher co-occurrence and recurrence of breakpoints than expected under uniformity.
Finally, the model also clarifies another debated question: that transposable elements are a major cause of disruption of the integrity of the genome at the origin of evolutionary breakpoints (Ruiz-Herrera and Robinson, 2008; Cordaux and Batzer, 2009) . Although intuitively attractive, the notion that repeated elements directly promote rearrangements via non-homologous recombination events has been hard to ascertain, especially given that similar elements can easily be found by chance at or near the position of breakpoints. There is evidence that repeated elements are involved in a number of recurrent rearrangements in human (Lupski and Stankiewicz, 2005) , but these only represent a small fraction of all rearrangements, which are mostly non-recurrent (Kidd et al., 2010) . In contrast, experimental results have shown that repeated elements do not influence rearrangements frequency, even though they can affect the pathway of choice for breakpoint repair (Elliott et al., 2005; Weinstock et al., 2006) . This is in agreement with our results showing that recombination between repeated elements alone cannot explain the breakage pattern of mammalian genomes. Importantly, although our model has been developed on evolutionary rearrangement data, it is probably also relevant to other types of rearrangements, especially somatic and cancer rearrangements. In this context, our model provides a unified synthesis for many seemingly contradictory observations and suggests three main predictions. First, and paradoxically, rearrangements are expected to occur in gene-dense, actively transcribed regions of the genome. A recent survey of rearrangements in human cancers shows that this is indeed the case (Stephens et al., 2009) . Additionally, this same study showed that the large majority of breakpoints in cancer occur with a distance of 2 Mb, much closer than expected by chance but consistent with the strong influence from the intra-nucleus chromatin interactions that our model accounts for. Second, evolutionary and cancer breakpoints are expected to significantly cluster and to share genomic characteristics, as previously reported (Murphy et al., 2005; Darai-Ramqvist et al., 2008) , since they would be generated by the same mutational mechanisms and should exhibit similar genomic trends. Third, according to our model, cancerassociated rearrangements are expected to have tissue-specific characteristics reflecting the chromatin architecture of their tissue of origin and to reoccur in a tissue-specific manner.
Potentially, the most interesting application of our model lies in its ability to predict rearrangements probabilities. As proof of concept, we report here that our model appropriately reproduces not only the characteristics of rearrangement regions, but also the local rearrangement rates observed in a number of genomic structures. More generally, our results suggest that maps of open chromatin domains and 3D genomic contacts are sufficient to compute genome-wide, high-resolution rearrangement probabilities in any lineage or cell type. Such data are becoming increasingly available with the improvement and widespread use of functional genomics methods in the past few years. Predictions of local rearrangement probabilities would provide a baseline to detect regions that consistently deviate from their expected rearrangement pattern. This would, in turn, enable the identification of rare gene topologies that are more resistant to rearrangement in multiple lineages than would be expected (and that are probably functional). Notably, when we consider five independent mammalian lineages, our results suggest that large intergenes (>100 kb) have a breakage probability of approximately 10%. Therefore, we estimate that data from 100 species carefully selected to represent the mammalian phylogeny should provide sufficient statistical power to permit the well-resolved mapping of evolutionary constraint on genome re-organization in mammalian genomes. In the context of somatic rearrangements, cell-type-specific predictions of rearrangement probabilities could allow rearrangement-prone genomic regions to be identified. Such regions may indicate the existence of additional types of genomic fragility or the action of positive selection on some rearrangements. Using the same predictive approach, it will be possible to identify regions that are resistant to rearrangement because such rearrangements are lethal to the cell. The model we propose here may thus serve as a theoretical framework to better understand not only germline rearrangements leading to evolutionary fixation or to disease but also cell-type-specific somatic rearrangements occurring during tumorigenesis.
EXPERIMENTAL PROCEDURES
Supplemental Experimental Procedures are provided as Supplemental Information for all analyses.
Ancestral Genome Reconstructions and Estimation of Ancestral Genomic Features
Information on gene trees and gene order were downloaded from Ensembl v.57 (Flicek et al., 2013) for all available genomes (51 species). For yeasts, the gene order information was obtained from Genolevures for 11 species (Sherman et al., 2009) ; gene trees were built using TreeBest (Vilella et al., 2009) . The ancestral genome reconstruction method computes pairwise comparisons of gene order for all pairs of species that are informative for the ancestor of interest; i.e., the ancestor is on the pathway between both species in the phylogenetic tree. Pairs of genes that are directly next to each other and in the same orientation in two such genomes are considered as gene adjacencies inherited from their last common ancestor. Conflicts were resolved using a weighted graph algorithm selecting the most likely ancestral gene order from the number of informative pairwise genome comparisons in support of each gene adjacency (Supplemental Information).
The length, GC content, and total conserved non-coding sequence as defined by GERP (Cooper et al., 2005) of ancestral intergenes were estimated based on their values in all sequenced modern descendants of the ancestor of interest (28 species for mammals, five for yeasts). In each case, the median modern value was used as an estimate of the ancestral value.
Identification of Evolutionary Rearrangement Breakpoints
The ancestral gene order was compared to each of the five modern genomes under study (human mouse, dog, cow, and horse) to identify rearrangement breakpoints, i.e., pairs of genes that have different neighbors in the modern genome than their ancestral counterparts. Cases due solely to gene gains, losses, and duplications were not considered as rearrangements as they may arise through other mechanisms (polymerase slippage, loss-of-function mutations, retrotransposition, etc.). Additionally, dubious rearrangement events consistent with errors in ancestral or modern genome assemblies were removed from the data set (Supplemental Information). Breakpoints were compared with a previously published set obtained in four out of the five species used in our analysis (Larkin et al., 2009 ). Larkin et al.'s data set describes the human coordinates of regions of discontinuity with another mammalian genome. We tested whether these human regions descend from one of the breakpoint regions we identified in the ancestral Boreoeutheria genome, in which case we consider that we successfully identified the same rearrangement event (Supplemental Information).
Statistical Modeling Using Generalized Linear Models: Poisson Regression
The multivariate regression analysis was carried out in R (http://www. R-project.org/) using the generalized linear models implemented in the glm() function. Intergenes were stratified into classes of similar length (bins of width 0.5 in log scale), then further into classes of GC content (bins of 0.2) or into top 50% and lower 50% according to the proportion of conserved non-coding elements. The mean value of each parameter was used as the predictor value for each class of intergenes in the regression. A stepwise regression procedure was carried out to progressively add new variables in the model, in an order determined by their initial performance in explaining the data (intergene length, then GC content or proportion of CNEs; see the Supplemental Information for details on the regression model and procedure). The goodness of fit at each step was estimated using a c 2 test on the residual deviance and degrees of freedom of the model (likelihood ratio test). Non-significance (p > 0.05) denotes that variations between the model, and the data are consistent with statistical noise. A new parameter was retained in the model when a c 2 test on the difference of residual deviances with and without the parameter (with one degree of freedom) was significant.
Of note, this was always in agreement with Akaike's Information Criterion (no over-fitting).
Genome-wide Simulations of Breakage
Pairs of breakpoints were simulated by drawing an intergenic base randomly in the human genome as the first breakpoint and then a second breakpoint at a distance d according to the probability distribution derived from (LiebermanAiden et al., 2009) , which describes the probability of contact of two loci according to their distance. If the space between both breakpoints encompasses at least one gene, the breakpoints were recorded as detectable by our genebased method (and otherwise as undetectable). This process was repeated until we obtained as many detectable breakpoints as observed between Boreoeutheria and the five lineages under study (see the Supplemental Information). To simulate rearrangements driven by specific genomic regions, a condition was applied to record breakpoints only when they were both drawn from open chromatin regions (identified by the ENCODE project, Supplemental Information), from transposable elements (TEs) of the same class (SINEs, LINEs, LTR, DNA) or from TEs strictly of the same type (AluY, MIRb, L1M4, and so forth), as annotated by RepeatMasker. 
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