In this paper, we introduce the interior-outer-set model for calculating a fuzzy risk represented by a possibility-probability distribution. The model involving combination calculus is very difficult to follow. In this paper, we transform it into a matrix algorithm. Although the algorithm is still difficult to follow, fortunately, it is easy to make a computer program for realizing. This algorithm consists of MOVING-subalgorithm and INDEX-subalgorithm. The former works out leaving and joining matrices. The latter is a combination algorithm to get index sets. An example is presented showing how a user can calculate a risk of strong earthquake with the algorithm.
Introduction
The traditional approach used to model risky choicemaking situations is to describe choices involving risk in terms of their underlying probability distributions 30 . In many cases, however, it is practically impossible to precisely get the probability distribution we need. Sometimes the estimated values of the probabilities may be so imprecise as to be practically useless if we still regard them as crisp values. The fast thorough study of imprecise probabilities was undertaken by Walley 32 . His principal result is a demonstration that reasoning and decision making based on imprecise probabilities satisfies the principles of coherence and avoidance of sure loss, which are generally viewed as principles of rationality. Hence, the requirement of precision (or, equivalently, the additivity axiom) cannot be justified as inevitable for rationality, as previously believed. The soundness of using imprecise probabilities is based on this important result.
It is recognized that imprecise probabilities of different types must be distinguished since they require different methodological treatments. The imprecision of probabilities can be expressed, for example, by intervals of real numbers 22 , convex sets of probability distributions 23 , fuzzy numbers, or fuzzy intervals 27, 28, 29 . These various types of imprecise probabilities may be treated as special cases within fuzzy measure theory 33 , a relatively new theory concerned with nonadditive measures, whose connection with imprecise probabilities is analogous to the connection of classical measure theory with precise probabilities 21 . There is a whole set of other theories and models addressing imprecision, uncertainty and partial knowledge with respect to probability. They are referred to as imprecise probabilities. Imprecise probability is a generic term for many mathematical models which measure chance or uncertainty without sharp numerical probabilities. In statistical applications, imprecise probabilities usually come from subjectively assessed prior probabilities. The fuzzy set theory is applicable to the modeling of imprecise subjective probabilities, suggested by many researchers (for example, Freeling 12 , Watson, Weiss and Donnell 34 , and Dubois and Prade 10 ). To avoid any confusion, we restrict ourselves here to study the fuzzy probability that can be represented by a possibility-probability distribution.
First, we recall several basic definitions from measurement and probability theory 5 . We let Ω stand for a sample space, also called a foundation space. For example Ω can be all possible outcomes or results of an experiment, game. Let A be an σ-algebra over Ω and P be a measure on (Ω, A). A probability space is a measure space (Ω, A, P) satisfying P(Ω) = 1.
It is well known that a fuzzy concept is associated with a membership function which assigns to each point in the universe of discourse. A set consisting of allowable probability values with respect to a risk system is called a universe of discourse of probability, denoted by P . The elements of Ω will be denoted by x, and P by p. Definition 1.1. Let (Ω, A, P) be a probability space, and P be the universe of discourse of probability. Let the possibility that the probability of x occurring is p be π x (p).
is called a possibility-probability distribution (PPD).
For example, to a region, inquiring experts, we might conclude that "possibility of that a strong earthquake will occur in few days is small". Here, "a strong earthquake" is x. "Possibility is small" means that the experts cannot precisely estimate probability with respect to x occurring, but a fuzzy prediction "small probability". If we consider all x, the all corresponding statements will construct a possibilityprobability distribution.
In fact, the PPD is nothing else than a model of the second-order uncertainty 7 and together with the first-order uncertainty they form hierarchical models 8 . Traditionally, the major challenge in fuzzy probability is considered to find methods for the determination of the membership function π x (p) through interviewing experts. Mainly, there appears to be six methods used in experiments with the aim of constructing membership functions 2, 6, 26, 31 : polling, direct rating, reverse rating, interval estimation, membership function exemplification and pairwise comparison. All of those require subjective assessments by the expert. The second factor which seems to have prevented the widespread use of such fuzzy probabilities is the general feeling that the manipulation of such numbers would be intractable. For example, Lamata and Moral 24 attempted to define rules of calculus with linguistic probabilities and beliefs, but they felt that they had to sacrifice mathematical purity to get an efficient and simple calculus. This lead them to defining heuristic rules and ad hoc methods which cannot be widely accepted for lack of clear theoretical justification 9 . In practice, when engineers analyze physical systems they rely on objective methods to calculate the most important metrics rather than the results of subjective assessments. In other words, most engineers believe calculated result rather than subjective assessment. Therefore, it is necessary to find reasonable approaches to calculate (not subjectively assess) fuzzy probabilities with data.
In 1998, to improve probability-risk analysis, Huang 14 suggested a model based on the method of information distribution 25, 13, 15 to calculate a PPD. The model is called the interior-outer-set model. the In 1999, Huang and Shi 20 improved the model. To help the readers who never touch the interior-outer-set model, in next section, we briefly introduce it.
Interior-Outer-Set Model
The foundation of the interior-outer-set model is the method of information distribution.
Unless stated otherwise, it is assumed that we are given a set of observations X = {x 1 , x 2 , · · · , x n } on a given universe of discourse, which is a domain of value of x i . X is called a sample, x i (i = 1, 2, · · · , n) is called an observation, and n is called the sample size of X. A set consisting of some discrete points of the universe of discourse is called a discrete universe of X. When the points are u 1 , u 2 , · · ·, u m , the discrete universe is written as U = {u 1 
of real numbers), be a given sample, and U = {u j |j = 1, 2, · · · , m} ⊂ R be a discrete universe of X, where
For any x i ∈ X, and u j ∈ U , the following formula is called 1-dimensional linear-information-distribution:
In the formula (2), x i , u j , ∆ and q ij are called observation, controlling point, step length, and information gain, respectively.
We use the method of information distribution to construct the interior-outer-set model for calculating a PPD defined on I×P , where,
and
For interval I j and allowable probability value p k , we use π Ij (p k ) to represent the possibility that the probability of I j occurring is p k . The possibility is induced from the given sample X.
is called an outer set of interval I j . The elements of X out−j are called the outer points of I j .
Let S j be an index set such that ∀s ∈ S j then x s ∈ X in−j , and {x s |s ∈ S j } = X in−j . Let T j be one for X out−j , that is, {x t |t ∈ T j } = X out−j . S j is called an interior index set, and T j an outer index set.
∀x i ∈ X, if x i ∈ X in−j we say that it loses information, by gain at 1 − q ij , to other interval, we use q − ij = 1 − q ij to represent the loss; if x i ∈ X out−j we say that it gives information, by gain at q ij , to I j , we use q + ij to represent the addition. q ij means that x i may leave I j in possibility q When there are n j observations in interval I j (i.e., |X in−j | = n j ), we can obtain a formula 14 to calculate a PPD as
The formula (3) is called the interior-outer-set model (IOSM). With the calculation case of the risk of crop flood, Huang and Bai
18 proven that IOSM can give a better result to support risk management in crops avoiding flood than the traditional probability method. An experiment comparing computer simulations and inquiring experts proved that, the results from IOSM and the subjective assessment are very near in terms of the fuzzy expected value 19 , which implies that IOSM could replace experts to give fuzzy probabilities. Hence, IOSM might provide an approach to promote computational intelligent 3,4 with respect to fuzzy probability. However, it is very difficult to follow IOSM. In next section, we transform it into a matrix algorithm including MOVING-subalgorithm and INDEX-subalgorithm.
Matrix Algorithm
Suppose that we have a sample X with universe U . Using the formula (2), we can get q ij . Let
It is a membership function of a fuzzy set Q ∼ of X × U , called the fuzzy relation between observations and controlling points, denoted as Q = {q ij }.
Let
E ∼ is also a fuzzy set of X × U , called the fuzzy relation between observations and derived intervals from controlling points, denoted as E = {e ij }.
Then, q
is just the leaving possibility that x i may leave interval I j , and,
is just the joining possibility that x i may join interval I j . Summing up them we obtain the following MOVING-subalgorithm:
Step 1-1. Input X and U ;
Step 1-2. Calculate Q by formula (2);
Step 1-3. Construct E according to definition of the interior point;
Step 1-4. Calculate E − Q and Q − E;
Step 1-5. Change the negative values in E − Q and Q − E into 0, and then obtain Q − and Q + , respectively.
Employing the fuzzy relation E ∼ , we can construct index sets S and T .
in which, N = {1, 2, · · · , n} and j = 1, 2, · · · , m. Then, we obtain
According to formula (3), we know that the possibility that the probability of I j occurring is n j /n is 1, i.e., π Ij (p k ) = 1 for k = n j . We use S j and Q − to calculate π Ij (p k ) for k < n j , and T j and Q + for k > n j . We need a combination algorithm to do that.
As we well know, the number of all combinations of n different elements taken l at a time is
According to formula (3), we have
where
It involves all combinations of n j different elements (of S j ) taken l at a time. We need an algorithm to get all combinations of S j .
∀S, without loss of generality, we assume
Our task is to get an index set to indicate which of them are in a combination. For example, A = {a 1 , a 3 , a n } is a combination of n different elements taken 3 at a time. The combination can be identified by the index set {1, 3, n}. Let A t be t-th combination of different elements taken l. In most common order, we have
, a n−l+2 , · · · , a n−1 , a n }.
The corresponding index sets are
We employ a matrix, called INDEX, to store the index sets.
An element of the matrix is denoted as INDEX(t, i), t
Analyzing the INDEX, we obtain the INDEX-subalgorithm:
Step 2-3.
Step 2-4. Let i = 1;
Step 2-5. If C(i) ≥ n − l + i, go to step 2-8;
Step 2-6. If i = l, go to step 2-9;
Step 2-7. Let i = i + 1 and go to step 2-5;
Step 2-8.
Step 2-9. Let C(i) = C(i) + 1;
Step 2-10. Let C(j) = C(j − 1) + 1, j = i + 1, i + 2, · · · , l, and go to step 2-2.
Employing the MOVING-subalgorithm, formula (11) and INDEX-subalgorithm, We can calculate π Ij (p k ) for k < n j . Considering the symmetry of formula (3), also by above two algorithms and
where k = n j + l, we can calculate π Ij (p k ) for k > n j . Naturally, we obtain the algorithm for the interior-outer-set model: Step 1. Use the MOVING-subalgorithm to calculate Q − and Q + ; Step 2. Construct S j and T j according to formula (8) and (9);
Step 3. Calculate n j according to formula (10);
Step 4. Use the INDEX-subalgorithm to construct INDEX matrices of S j , j = 1, 2, · · · , m, for l = 1, 2, · · · , n j ;
Step 5. Calculate π Ij (p k ), k = n j − l, with the INDEX matrix of S j by using formula (11);
Step 6. Let π Ij (p nj ) = 1;
Step 7. Use the INDEX-subalgorithm to construct INDEX matrices of T j , j = 1, 2, · · · , m, for l = 1, 2, · · · , n − n j ;
Step 8. Calculate π Ij (p k ), k = n j + l, with the INDEX matrix of T j by using formula (12) .
The matrix algorithm directly based on the formula (3). It seems the algorithm is also difficult to follow. Fortunately, it is easy to make a computer program for realizing the algorithm. Fig. 1 illustrates the flow chat for the matrix algorithm. In next section, an example is presented showing how a user can calculate a risk of strong earthquake with the algorithm.
Calculating a risk of strong earthquake
There is a batch of strong earthquake data 16 which includes 6 seismic records of epicentral intensity I 0 =X observed in China from 1900 to 1975 with magnitudes in the range 7.2-7.8. The sample is X = {x i |i = 1, 2, · · · , 6} = {7.8, 7.5, 7.25, 7.9, 7.3, 7.2}.
In China, earthquake engineers want to know the risk of strong earthquake in the region where the earthquake intensity is X. Strictly speaking, the risk is a conditional probability distribution of x given I 0 . When a civil engineer designs a building for resisting earthquakes in a region where the zoned intensity is X, for choosing a better anti-earthquake strategy, he would consider the probability distribution of magnitude x that makes this intensity. If the probability of higher magnitude is big, he would use more reinforcement bars, else he use reasonably little. However, the size of the given sample is so small that it is impossible to precisely estimate the underlying probability distribution. We employ IOSM to calculate the risk of strong earthquake. Above matrix algorithm will be used to execute IOSM. We consider the intervals
3, 7.6[, I 3 = [7.6, 7.9]. Correspondingly, the discrete universe of discourse is U = {u j |j = 1, 2, 3} = {7.15, 7.45, 7.75} (14) where ∆, the step of controlling points, is 0.3. Then, (15) is universe of discourse of probability.
Step 1. We employ the MOVING-subalgorithm to work out leaving and joining matrices Q − and Q + . Now we have input X and U by (13) and (14) 
Start of Matrix Algorithm
❄ Input X and U ❄ ❄ Calculate Q − ❄ Calculate Q + ❄ S j = {i|i ∈ N , µ E (x i , u j ) = 1} ❄ T j = {i|i ∈ N , µ E (x i , u j ) = 0} ❄ n j = |S j |, l = 1, 2, · · · , n j ❄ ❄ Construct INDEX matrix of S j ❄ Construct INDEX matrix of T j ❄ Calculate π Ij (p k ) for k = n j − l by using formula (11) Calculate π Ij (p k ) for k = n j + l by using formula (12) ❄ Let π Ij (p nj ) = 1 ✲✛ ❄ End of Matrix Algorithm
Using
Step 1-5 to change the negative values in E − Q into 0, we obtain the leaving matrix Q − as the following.
Changing the negative values in Q − E into 0, we obtain the joining matrix Q + as the following.
For example,
Step 2. Construct S j and T j according to formula (8) and (9) . Step 3. Calculate n j according to formula (10) .
Step 4. We use the INDEX-subalgorithm to construct INDEX matrices of S j , j = 1, 2, · · · , m, for l = 1, 2, · · · , n j . For example, for S 1 , the INDEX-subalgorithm is shown as the following.
(1) Case l = 1.
Step 2-1. Let t = 1, C(1) = 1;
Step 2-2. Let IN DEX(t, i) 
Step 2-3. Let t = t + 1 = 2. Because n − l + 1 = n 1 − l + 1 = 2 − 1 + 1 = 2, we know C(1) = n − l + 1, therefore continue;
Step 2-5. C(i) ≥ n − l + 1, not skip to Step 2-8;
Step 2-6. Because i = l, (i = 1, l = 1), skip to Step 2-9;
Step 2-9.
Step 2-10. Now j = i + 1 = 1 + 1 > l (l = 1), so directly return to Step 2-2.
After this calculation, we obtain IN DEX(1, 1) = 1. It means that the first combination (i.e., t = 1) of S 1 taken 1 element (i.e., l = 1) only has one element. The value of the element for i = 1 is 1 because IN DEX(1, 1) = 1, i.e., s 11 is taken to will be an index for calculating
Because s 11 = 3, q − 31 will be used. Now we go on from Step 2-2.
Step 2-2. Remember, by Step 2-9, C(1) = 2 and by Step 2-3, t = 2. Then,
Step 2-3. t = t + 1 = 2 + 1 = 3. As same as the previous Step 2-3, we have n − l + 1 = 2. Now, C(1) = n − l + 1. Therefore we stop.
Hence we obtain IN DEX(2, 1) = 2 meaning the second combination of S 1 taken 1 element has one element with value 2 related to s 12 . Because s 12 = 6, q − 61 will be used to calculate π I1 (p n1−1 ).
Step 5. Using formula (11) Step 2-1. Let t = 1, C(1) = 1, C(2) = 2;
Step 2-2. Let IN DEX(1, 1) 
Step 2-3. Let t = t + 1 = 2. Because n − l + 1 = n 1 − 2 + 1 = 2 − 2 + 1 = 1, and C(1) = n − l + 1, we stop. i.e., π I1 (p 0 ) = 0.17.
Step 6. Let
Step 7. Similarly Step 4, we do this step to construct INDEX matrices of T j , j = 1, 2, · · · , m, for l = 1, 2, · · · , n − n j ;
Step 8. Similarly
Step 5, we Calculate π Ij (p k ), k = n j + l, with the INDEX matrix of T j by using formula (12); Finally, we obtain Table 1 showing the risk of strong earthquake in terms of fuzzy probabilities. 
for calculating probabilities of events I j , j = 1, 2, 3. Using X in (13), we obtain P(x ∈ I 1 ) = P(x ∈ I 2 ) = P(x ∈ I 3 ) = 2 6 = 0.33.
It shows that their probabilities are same. However, from Table 1 we know that the possibilities may be others in different degree. A major goal of studying strong earthquakes is to be able to synthesize strong motion seismograms suitable for use in engineering analyses 1 . This requires scientific understanding of the physical systems affecting the ground motions at a site of interest when a fault identified by the geologists breaks. Seismic hazard analysis transmits information on strong motions to allow for informed decisions on earthquake resistant designs, governmental response to the hazards, and other societal impacts of earthquakes. In principal, every specific site has its own seismic hazard curve. It's spatial variation can be presented on a probabilistic map, which might contour, for instance, estimates of peak ground accelerations that occur with a probability of 10% in 50 years 11 . However, it is very difficult to test the seismic hazard curve because the hazard curve describes rates of events that are very rare compared to the history of rigorous strong motion observations. In this case, the models can be adjusted by comparison with the risk of strong earthquake. If the estimated probabilities describing the risk are same, we can do nothing.
In 2002, Huang 17 given an application of IOSM to order three alternatives, g 1 , g 2 , g 3 , that are used to reduce the flood loss. In the decision-making which based on the method of histogram, the difference between g 2 and g 3 is insignificant. Contrast to that, the result based on IOSM has significant difference, and a small error of probability estimation cannot change their order. The result is concordant with the practical situation: the alternatives are so different.
It may be argued that, when we face a complex system, the difference that is provided by a PPD and represents additional information is useful.
Conclusion and Discussion
In the case that the underlying probability distribution is continuous, when a given sample is small (its size is less 30), only imprecise probability can be calculated with the sample. We can use the interior-outer-set model to calculate a possibilityprobability distribution for representing the imprecision. Here, the possibility value has the same meaning as the membership of a fuzzy concept. Therefore, the interiorouter-set model is regarded as a fuzzy risk model when employ it to study risk issues. This fuzzy risk model is very difficult to follow due to combination calculus with respect to the index sets S and T . In this paper, we transform the model into a matrix algorithm. Although the algorithm is still difficult to follow, fortunately, it is easy to make a computer program for realizing. This algorithm consists of MOVING-subalgorithm and INDEX-subalgorithm. The former works out leaving and joining matrices. The latter is a combination algorithm to get index sets.
