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Abstract
The isoline tracking of this work is concerned with the control design for a sensing vehicle to track a desired isoline of an
unknown scalar field. To this end, we propose a simple PI-like controller for a Dubins vehicle in the GPS-denied environments.
Our key idea lies in the design of a novel sliding surface based error in the standard PI controller. For the circular field, we
show that the P-like controller can globally regulate the vehicle to the desired isoline with the steady-state error that can be
arbitrarily reduced by increasing the P gain, and is eliminated by the PI-like controller. For any smoothing field, the P-like
controller is able to achieve the local regulation. Then, it is extended to the cases of a single-integrator vehicle and a double-
integrator vehicle, respectively. Finally, the effectiveness and advantages of our approaches are validated via simulations on
the fixed-wing UAV and quadrotor simulators.
Key words: Scalar field, isoline tracking, PI-like controller, regulation.
1 Introduction
The isoline tracking commonly refers to the tactic that a
sensing vehicle reaches and then tracks a desired concen-
tration level of a scalar field with unknown distribution,
which has wide applications in the environmental explo-
ration, e.g., tracking curve of sea temperature (Zhang &
Leonard 2010), tracking boundary of volcanic ash (Kim
et al. 2017), tracking plume front of oil spill (Jiang & Li
2018), exploring environmental feature of bathymetric
depth (Mellucci et al. 2019), and monitoring algal bloom
(Fonseca et al. 2019). In the literature, it is also named
as level set tracking (Matveev et al. 2012), curve tracking
(Malisoff et al. 2017), boundary tracking (Menon et al.
2015, Matveev et al. 2017, Kim et al. 2017, Mellucci et al.
2019), and covers the celebrated target circumnaviga-
tion as a special case (Matveev et al. 2011, Deghat et al.
2012, Cao 2015, Swartling et al. 2014, Zheng et al. 2015,
Dong, You & Xie 2020, Lo´pez-Nicola´s et al. 2020, Dong,
You & Song 2020).
Compared with the static sensor networks, it is more
flexible and economical to utilize sensing vehicles to col-
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lect data or track targets. Roughly speaking, we can cat-
egorize the control methods for the isoline tracking de-
pending on whether the gradient of the scalar field can
be used or not. The gradient-based method is extensively
used to steer a vehicle to track the direction of gradient
descending (ascending) to the minimizer (maximizer) of
a scalar field (Zhang & Leonard 2010, Brin˜o´n-Arranz
et al. 2019, Bourne et al. 2019). This strategy can also
be extended to the problem of the isoline tracking (Kap-
itanyuk et al. 2018).
If the gradient is not explicitly available, many works fo-
cus on the gradient estimation problem (Brin˜o´n-Arranz
et al. 2019, Hwang et al. 2019), including that (a) one
vehicle changes its position over time to collect the sig-
nal propagation at different locations; and (b) multiple
vehicles collaborate to obtain measurements at differ-
ent locations at the same time. For example, Ai et al.
(2016) design a sequential least-squares field estimation
algorithm for a REMUS AUV to seek the source of
a hydrothermal plume. The stochastic method for ex-
treme seeking is gradient-based in nature, the idea be-
hind which is to approximate the gradient of the field by
adding an excitatory input to the controller (Cochran
et al. 2009, Lin et al. 2017, Li et al. 2020). In Brin˜o´n-
Arranz et al. (2019), a circular formation of vehicles is
adopted to estimate the gradient of the sensing field.
Moreover, both cooperative Kalman filter andH∞ filter
are devised to estimate the gradient in Zhang & Leonard
Preprint submitted to Automatica 16 July 2020
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(2010) and Wu & Zhang (2012), respectively. A particle
filter has been developed to estimate a Gaussian plume
model where multiple vehicles are coordinated via the
multimodal nature of the nonparametric posterior in
Bourne et al. (2019).
However, in many practical scenarios, the vehicles have
no access to its GPS position and can only obtain the
concentration measurement at the current location, i.e.,
the measurement is in a point-wise fashion (Matveev
et al. 2012). Thus, it is of interest to exploit gradient-free
methods without position information. A sliding mode
approach has been proposed for the target circumnav-
igation in Matveev et al. (2011) and then adopted to
the level set tracking (Matveev et al. 2012), boundary
tracking (Matveev et al. 2015), and etc. They address
the “chattering” phenomenon via modeling dynamics of
the actuator as a first-order linear differential equation.
However, there is no rigorous proof of the revised control
law. A PD feedback controller is devised in Baronov &
Baillieul (2007) for a double-integrator vehicle to follow
isolines in a harmonic potential field. A PID controller
with adaptive crossing angle correction is designed in
Newaz et al. (2018). Moreover, there are some heuristic
methods for the isoline tracking, e.g., the sliding mode
control (Menon et al. 2015, Mellucci et al. 2017), the
bang-bang type control (Joshi et al. 2009), and etc. The
sliding mode controller consists of two-sliding motions to
explore the environmental feature of bathymetric depth.
They validate their controller via simulations in a syn-
thetic data-based environment and sea-trials via a C-
Enduro ASV. The bang-bang type control switches be-
tween alternative steering angles in virtue of whether the
current measurement is above or below the threshold of
interest, which results in a zigzagging behavior.
In this paper, we propose a gradient-free controller in a
PI-like form for a Dubins vehicle to track a desired isoline
by using only the concentration feedback. That is, we
do not use any field gradient or the position of the sens-
ing vehicle, which is particularly useful in GPS-denied
environments. Our key idea lies in the design of a novel
sliding surface based error in the standard PI controller.
Then we show that the steady-state tracking error can
be reduced by simply increasing the P gain, and is elim-
inated for circular fields with a small I gain. For the case
of smoothing scalar fields, we explicitly show the upper
bound of the steady-state tracking error, which also can
be reduced by increasing the P gain. To validate the ef-
fectiveness of our PI-like controller via simulation, we
adopt a fixed-wing UAV to track the predefined isoline
of the concentration distribution of particulate matter
(PM2.5) based on a real dataset in an area of China. Fi-
nally, we extend the PI-like controller to the cases of a
single-integrator vehicle and a double-integrator vehicle,
respectively. A preliminary version of this work which
only considers the case of a Dubins vehicle is presented
in Dong & You (2020).
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Fig. 1. The PM2.5 concentration observed in an area of
China.
The rest of this paper is organized as follows. In Section
2, we explicitly describe the isoline tracking problem. To
solve it, we propose a simple PI-like controller in Section
3. In Section 4, we show the global convergence and lo-
cal exponential stability for the case of circular fields. In
Section 5, we study the closed-loop stability of the PI-
like controller in a smoothing scalar field. The extension
to the cases of a single-integrator vehicle and a double-
integrator vehicle are given in Section 6. Finally, simu-
lations are performed in Section 7, and some concluding
remarks are drawn in Section 8.
2 Problem Formulation
In Fig. 1, we provide a 2-D example of the concentration
distribution of PM2.5 based on a real dataset in an area
of China 1 . To monitor the environment, it is fundamen-
tally important to investigate the spatial distribution of
PM2.5. That is, we design a sensing vehicle to track an
isoline of its distribution function, which is described as
F (p) : R2 → R, (1)
where p ∈ R2 is a GPS position in 2-D. Given a concen-
tration level sd, an isoline L(sd) of F (p) is defined as
L(sd) = {p|F (p) = sd}. (2)
The isoline tracking problem is on the control design for
a sensing vehicle to move along with the desired isoline
L(sd). Precisely, the position p(t) of the sensing vehicle
is controlled to satisfy that
limt→∞ |s(t)− sd| → 0 and ‖p˙(t)‖ = v, (3)
1 For privacy concern, we do not provide the exact region
of the collected data.
2
𝜙𝜙s = 𝑠𝑠𝑑𝑑
𝜃𝜃
𝑋𝑋
𝑌𝑌
𝑂𝑂
𝜑𝜑
𝝉𝝉
s > 𝑠𝑠𝑑𝑑 s < 𝑠𝑠𝑑𝑑
Vehicle 
𝒉𝒉
𝑠𝑠
−𝒏𝒏
𝒏𝒏
Fig. 2. Coordinates of the Dubins vehicle in scalar fields.
where s(t) = F (p(t)) is the concentration of the scalar
field at the position p(t) and v denotes a constant linear
speed of the vehicle. Throughout this work, we always
focus on the following scenario.
(a) Neither the concentration distribution function
F (·) nor the GPS position of the vehicle p(t) is
known.
(b) We cannot measure a continuum of the scalar field,
and the vehicle can only obtain s(t) at its current
position p(t).
(c) sd is not an extreme point of F (·).
The above implies that the gradient-based methods in
Zhang & Leonard (2010), Malisoff et al. (2017), Kapi-
tanyuk et al. (2018), Brin˜o´n-Arranz et al. (2019) cannot
be applied. If sd is an extreme point of F (·), the isoline
may be degenerated into a single point or a set with pos-
itive Lebesgue measure, in which case the isoline track-
ing problem is not well defined in this work.
3 Controller Design for Dubins Vehicles
In this section, we design a gradient-free controller in a
PI-like form for a Dubins vehicle to complete the isoline
tracking task. Our key idea lies in the design of a novel
sliding surface based error in the standard PI controller.
The cases of a single-integrator vehicle and a double-
integrator vehicle are given in Section 6.
Consider a Dubins vehicle on a 2-D plane
p˙(t) = v
[
cos θ(t)
sin θ(t)
]
and θ˙(t) = ω(t), (4)
where p(t) ∈ R2, θ(t), ω(t) and v denote the GPS posi-
tion, heading course, tunable angular speed and constant
linear speed, respectively. See Fig. 2 for illustration.
To achieve the tracking objective in (3) by the Dubins
vehicle, we propose the following PI-like controller
ω(t) = c1e(t) + c2σ(t), (5)
where σ(t) =
∫ t
0
e(τ)dτ is an integrator, e(t) is the out-
put of a nonlinear system driven by the tracking error
ε(t) = s(t)− sd, and c1,2 ≥ 0 are the control parameters
to be designed.
The major difference of (5) from the PI controller lies in
the novel design of the following error system
e(t) = ε˙(t) + c3 tanh(ε(t)/c4), (6)
where c3,4 > 0 are constant parameters and tanh(·) is the
standard hyperbolic tangent function. In fact, e(t) = 0
also can be regarded as a sliding surface. If the surface
is maintained, i.e.,
ε˙(t) = −c3 tanh (ε(t)/c4) , (7)
then ε(t) will tend to zero with an exponential conver-
gence speed.
If we directly set c2 = 0, then (5) is reduced to a P-like
controller
ω(t) = c1e(t). (8)
Note that the P-like controller in (5) is designed for the
global stability, and the I-like controller is added to elim-
inate the steady-state error. Similar to the standard PI
controller, it typically requires that 0 ≤ c2  c1. In view
of (7), c3 affects the convergence speed and c4 affects the
sensitivity to the tracking error ε(t).
Since the PI-like controller (5) only uses the tracking
error ε(t) and its derivative ε˙(t), it is particularly useful
in the GPS-denied environments.
Remark 1 If ε˙(t) is unavailable, we can design a sec-
ond order sliding mode (SOSM) filter (Dong, You & Xie
2020), a first order filter (Guler & Fidan 2015), or a
washout filter (Lin et al. 2016) to address this issue, which
is not pursued in this work.
4 The Isoline Tracking in Circular Fields
In this section, we consider a simplified yet instructive
case of a circular field, which includes the acoustic field,
i.e.,
F (p) = I0 exp(−α‖p− po‖2), (9)
where po is the source position of the field and I0, α
are unknown positive parameters. Taking logarithmic
functions on both sides of (9), then ln(F (p)) = ln Io −
3
α‖p(t) − po‖2. Form the mathematical proof of view,
there is no loss of generality to directly write the con-
centration function of a circular field as
F (p) = sd − α(r(t)− rd), (10)
where r(t) = ‖p−po‖2 is the distance from the vehicle to
the source position, and rd is unknown. Clearly, F (p) =
sd if and only if r(t) = rd, and rd is desired distance for
the vehicle to maintain from the source position po.
By Fig. 2, let n = ∇F (p) denote the gradient of F (p) at
the position p, h = [cos θ, sin θ]′ represent the heading
vector of the vehicle, and τ be a tangent vector of h.
By convention, h and τ form a right-handed coordinate
frame with h × τ pointing to the reader. Let φ(t) ∈
(−pi, pi] be the angle subtended by−n and h, and ϕ(t) ∈
(−pi, pi] is subtended by −n and the positive direction
of x-axis. Without loss of generality, let the counter-
clockwise direction of an angle be positive. Then, we
have that φ(t) = θ(t)− ϕ(t).
Now, we use r(t) and φ(t) to denote the coordinates of
the polar frame centered at the source position po. It
follows from (10) that
s˙(t) = −αr˙(t) = −αv cosφ(t),
φ˙(t) = ω(t)− v
r(t)
sinφ(t).
(11)
One can easily observe from Fig. 2 that ω(t) should be
designed such that [sd,−pi/2]′ is a stable equilibrium
of (11) to achieve the objective (3). At equilibrium it
follows that
ω(t) = ωc = −v/rd. (12)
In the circumnavigation problem, ωc is known for the
controller design in Dong, You & Xie (2020). For the iso-
line tracking, this is not the case and we design an inte-
grator c2σ(t) in (5) to estimate ωc which is indispensable
for the exact isoline tracking.
4.1 The P-like controller
Inserting (8) to (11) leads to that
s˙(t) = −αv cosφ(t),
φ˙(t) = c1
(
s˙(t) + c3 tanh
(
ε(t)
c4
))
− v sinφ(t)
r(t)
.
(13)
One can show that (13) has two equilibria, one of which
is unstable for any c1,3,4 > 0 and of no interest. The
other one is x˜e = [se,−pi/2]′ where se = sd−α(re− rd)
and re is the unique solution of g(r) = 0 where
g(r) := − tanh (α(r − rd)/c4) + v/(c1c3r). (14)
Then, we have the following result.
Lemma 2 Consider the equilibrium x˜e, it holds that
(a) se < sd for any finite c1 > 0.
(b) sd − se decreases to zero as c1 increases to infinity.
PROOF. By (14), the proof is trivial.
Although the P-like controller in (8) is unable to exactly
complete the isoline tracking task, the tracking error can
be arbitrarily reduced by increasing the controller gain
c1, which is sufficient for application. We show below
that the closed-loop system of (13) converges globally to
x˜e.
Proposition 3 Consider the closed-loop system in (13)
and let x(t) = [s(t), φ(t)]′. If the controller parameters
are selected to satisfy that
c1 > 0, αv > c3 > 0, c4 > 0, (15)
there exists a finite t1 > t0 such that
‖x(t)− x˜e‖ ≤ C‖x(t1)− x˜e‖ exp (−ρ(t− t1)) ,∀t > t1,
where ρ and C are two positive constants.
PROOF. See Appendix.
Remark 4 If c3 ≥ vα, the Dubins vehicle either ap-
proaches the desired isoline L(sd) with oscillations or di-
verges from it. Since α is an unknown parameter, the ve-
hicle can collect N samples of s˙(t) and select c3 such that
c3 <
1
N
·
∑N
i=1
|s˙(i)| ≤ αv, (16)
where i denotes the i-th sample.
By Lemma 2, the steady-state error sd − se cannot be
eliminated for a finite c1. This is where the integrator
σ(t) comes into play in the next subsection.
4.2 The PI-like controller for the exact isoline tracking
Inserting (5) to (11), we obtain that
r˙(t) = v cosφ(t),
φ˙(t) =− c1 (αr˙(t) + c3 tanh (α/c4 · (r(t)− rd)))
+ c2σ(t)− v sinφ(t)/r(t),
σ˙(t) =− αr˙(t)− c3 tanh (α/c4 · (r(t)− rd)) .
(17)
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In (5), the integrator σ(t), which is sometimes called the
internal model (Khalil 2002, Chapter 12.3), is designed
to enforce the tracking error to converge to zero. To-
gether with (7), the objective in (3) is finally achieved.
Unfortunately, we only obtain the local regulation via
linearization. As the P-like controller is already able to
arbitrarily reduce this error, we do not pursue the non-
local regulation result for the PI-like controller.
Proposition 5 Consider the isoline tracking system in
(11) under the PI-like controller in (5). If the control
parameters are selected to satisfy that
c1(c1 − 2)vα > c2 and vα > c3 > 0, (18)
then [rd,−pi/2, ωc/c2]′ is a locally exponentially stable
equilibrium of (17).
PROOF. Clearly, ze = [rd,−pi/2, ωc/c2]′ is an equilib-
rium of (17). Define an error vector
z(t) =
[
z1(t), z2(t), z3(t)
]′
=
[
r(t)− rd, φ(t) + pi/2, σ(t)− ωc/c2
]′
,
and linearize (17) around ze. It follows that
z˙(t) = Az(t), (19)
where the Jacobian matrix A is given by
A =

0 v 0
−c1c3α/c4 − ωc/rd −c1vα c2
−c3α/c4 −vα 0
 .
Let µ1 = c1c3α/c4 + ωc/rd, µ2 = c1α(c1αvµ1 −
c2c3α/(2c4)), µ3 = µ1v/2 + c2αv/2, and µ4 =
c1c2c4vµ1/c3 − c22/2. Consider the following Lyapunov
function candidate
V (z) = z′Pz, (20)
where P is symmetric and obtained by
P =
1
2

2µ2 + µ
2
1 c1αvµ1 −c2µ1
c1αvµ1 2µ3 + (c1αv)
2 −c1c2αv
−c2µ1 −c1c2αv 2µ4 + c22
 .
One can verify that the conditions in (18) ensure the
positiveness of V (z). Moreover,
V (z) ≤ λM (P )‖z‖22, (21)
where λM denotes the maximum eigenvalue of P .
Then, taking the derivative of V (z) in (20) along with
(19) leads to that
V˙ (z) = −z′Qz and Q =

q11 0 0
0 q22 q23
0 q32 q33
 , (22)
where q11 = c1αvµ
2
1 − c2c3αµ1/c4, q22 = (c1αv)3, q23 =
c2(c1αv)
2 − c22αv/2 + c1c2c4(αv)2µ1/(c3α), q32 = q23,
and q33 = c1c
2
2αv. Clearly, Q is positive definite. It fol-
lows from (21) and (22) that
V˙ (z) ≤ −λm‖z‖22 ≤ −λ−1M λmV (z), (24)
where λm denotes the minimum eigenvalue of Q. By the
comparison principle (Khalil 2002, Lemma 3.4), ze is a
locally exponentially stable equilibrium of (17).
5 The Isoline Tracking in Smoothing Fields
In this section, we extend the circular field to more gen-
eral cases satisfying the following assumption.
Assumption 6 The distribution function F (p) is twice
continuously differentiable, and for any compact set Ω ⊆
R2 that excludes the stationary point of F (p), there exist
γ1,2,3 > 0 such that
γ1 ≤ ‖∇F (p)‖ ≤ γ2, ‖∇2F (p)‖ ≤ γ3, ∀p ∈ Ω. (25)
Remark 7 Take the field in (9) as an example. Then,
‖∇F (p)‖ = αF (p) and ‖∇2F (p)‖ = α2F (p),
when p 6= po. Obviously, (25) is satisfied.
Since sd is not an extreme point of F (p), it follows from
Assumption 6 that the isoline L(sd) is composed by mul-
tiple strictly separate closed curve, i.e.,
L(sd) =
⋃
i∈I Ci
where I is a countable set, the set Ci is a closed curve
and Ci ∩ Cj = ∅ if i 6= j. If F (·) is further convex, L(sd)
contains only one closed curve. Otherwise, it may con-
tain multiple disjoint closed curves, and the vehicle is
expected to move along one of them, depending on the
initial conditions.
In view of Fig. 2, we obtain that
s˙(t) = −v‖∇F (p)‖ cosφ(t). (26)
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Taking the derivative of s˙(t) leads to that
s¨(t) = ω(t)vn′τ + v2h′∇2F (p)h (27)
= ω(t)v‖∇F (p)‖ sinφ(t) + v2h′∇2F (p)h.
By Fig. 2,xe = [sd,−pi/2]′ is also the desired equilibrium
of (26). Suppose that x(t) = xe, it follows from (27) that
s¨(t) = −ω(t)v‖∇F (p)‖+ v2h′∇2F (p)h.
To maintain s¨(t) = 0, it requires that
ω(t) =
vh′∇2F (p)h
‖∇F (p)‖ , (28)
which is time-varying and different from the case of the
circular field of (9). Since F (·) is unknown, we cannot
use (28), which renders it impossible to exactly complete
the isoline tracking task. Instead, we are able to design
the P-like controller in (8) such that |ε(t)| is uniformly
bounded, and the bound can be arbitrarily reduced by
increasing the P gain c1.
Proposition 8 Consider the isoline tracking system in
(26) and (27) under the P-like controller in (8). Suppose
that Assumption 6 holds and there is a closed curve in
L(sd) such that φ(t0) ∈ [−,−pi + ] where  ∈ (0, pi/2).
Let the control parameters be selected to satisfy that
c1 > max
{
γ3v
γ1 sin  (vγ1 cos − c3) ,
c4γ3v + c3γ2
c3γ1 sin 
}
,
and 0 < c3 < vγ1 cos , then
lim
t→∞ |s(t)− sd| ≤ tanh
−1
(
c4γ3v + c3γ2
c1c3γ1 sin 
)
.
The proof depends on the following technical result.
Lemma 9 Consider the following system
z˙(t) = −k tanh(z(t)) + b. (29)
If k > b > 0, then lim supt→∞ |z(t)| ≤ tanh−1 (b/k) .
PROOF. Consider a Lyapunov function candidate as
Vz(z) = 1/2 · z2(t).
Taking the derivative of Vz(z) along with (29) leads to
that
V˙z(z) = z(t) (−k tanh(z(t)) + b)
≤ −kz(t) tanh(z(t)) + b|z(t)|.
Since k > b > 0, it holds that V˙z(z) ≤ 0 for all |z(t)| ≥
tanh−1 (b/k). This completes the proof.
PROOF. [Proof of Proposition 8] Firstly, we show that
φ(t) cannot escape from the region [−,−pi+ ]. To this
end, inserting the P-like controller (8) to (27) leads to
that
s¨(t) = c1vn
′τ (s˙(t) + c3 tanh(ε(t)/c4)) + v2h′∇2F (p)h.
(30)
When φ(t) = −, it follows from (30) that
s¨(t) = v2h′∇2F (p)h− c1v‖∇F (p)‖ sin ×
(v‖∇F (p)‖ cos + c3 tanh (ε(t)/c4))
≤− c1vγ1 sin  (vγ1 cos − c3) + γ3v2 (31)
<0.
Similarly, φ(t) = −pi +  leads to that
s¨(t) ≥− c1vγ1 sin  (−vγ1 cos + c3)− γ3v2 > 0. (32)
Since s˙(t) and φ(t) are continuous in t, then φ(t) will
stay in the region [−,−pi + ] if φ(t0) ∈ [−,−pi + ].
Consider a Lyapunov function candidate as
Ve(e) = 1/2 · e2(t).
Taking the derivative of Ve(e) along with (26) and (30)
leads to that
V˙e(e) = e(t)
(
s¨(t) + c3/c4 ·
(
1− tanh2 (ε(t)/c4)
)
s˙(t)
)
= c1vn
′τe2(t) + e(t)×(
v2h′∇2F (p)h+ c3/c4 ·
(
1− tanh2 (ε(t)/c4)
)
s˙(t)
)
≤ c1vn′τe2(t) +
(
γ3v
2 + c3/c4 · γ2v
) |e(t)|
≤ − (c1vγ1 sin ) e2(t) +
(
γ3v
2 + c3/c4 · γ2v
) |e(t)|.
It is clear that V˙e(e) ≤ 0 holds for all
|e(t)| ≥ η := γ3v + c3γ2/c4
c1γ1 sin 
.
Thus, |e(t)| will be eventually bounded by η, i.e.,
limt→∞ |s˙(t) + c3 tanh (ε(t)/c4)| ≤ η.
By Lemma 9 and the condition that c1 >
c4γ3v+c3γ2
c3γ1 sin 
, it
implies
lim
t→∞ |s(t)− sd| ≤ tanh
−1
(
c4γ3v + c3γ2
c1c3γ1 sin 
)
.
This completes the proof.
6
6 Extension to Other Vehicles
In this section, we further extend the PI-like controller
(5) for the Dubins vehicle (4) to the cases of a single-
integrator vehicle and a double-integrator vehicle, re-
spectively.
6.1 Controller design for single-integrator vehicles
Consider a single-integrator vehicle as follows
p˙1(t) = v1(t), (33)
where p1(t) and v1(t) denote the position and velocity
of the single-integrator vehicle in 2-D, respectively.
To complete the isoline tracking task in (3) by the single-
integrator vehicle (33), we propose a concentration-only
controller
v1(t) = v
[
cos θ1(t), sin θ1(t)
]′
, (34)
where v is the constant linear speed and θ1(t) is given as
θ1(t) = c1s(t) + c1c3ζ(t), ζ˙(t) = tanh (ε(t)/c4) . (35)
Taking the time derivative of θ1(t) leads to that
θ˙1(t) = c1s˙(t) + c1c3 tanh (ε(t)/c4) = c1e(t),
which is of the same as the P-like controller (5). In this
case, the trajectories of the Dubins vehicle (4) and single-
integrator vehicle (33) are identical if they have same
initial states, as shown in Lemma 10.
Lemma 10 Consider the Dubins vehicle (4) under the
P-like controller in (8) and the single-integrator vehicle
(33) under the controller (35). If the two vehicles start at
the same initial states, i.e., p(t0) = p1(t0) and θ(t0) =
θ1(t0), then their trajectories are identical.
PROOF. Define an error vector as follows
z(t) = [p′(t)− p′1(t),θ(t)− θ1(t)]′. (36)
If the Dubins vehicle (4) and the single-integrator vehicle
(33) have the same state at some time t, e.g., z(t) = 0,
it further holds that
z˙(t) = [v′(t)− v′1(t),θ˙(t)− θ˙1(t)]′ = 0,
where v(t) = v[cos θ(t), sin θ(t)]′ is the velocity of the
Dubins vehicle. Thus, the trajectories of the vehicles (4)
and (37) are identical if they have same initial states.
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Fig. 3. Coordinates of the double-integrator vehicle in scalar
fields.
6.2 Controller design for double-integrator vehicles
Consider a double-integrator vehicle in Fig. 3
p˙2(t) = v˙2(t) and v˙2(t) = a˙2(t), (37)
where p2(t), v2(t) = [vx(t), vy(t)]
′, and a2(t) denote the
position, velocity, and acceleration in 2-D, respectively.
We propose the following controller
a2(t) = ω(t)
[
−vy(t)
vx(t)
]
︸ ︷︷ ︸
For isoline tracking
+ c5 · sgn
(
vd2(t)− v2(t)
)︸ ︷︷ ︸
For velocity regulation
,
(38)
where sgn(x) returns the sign of each element of x,
c5 > 0 is the control parameter to be determined, ω(t)
is the PI-like controller in (5), the desired velocity is de-
composed as
vd2(t) = v[cos θ2(t), sin θ2(t)]
′,
and θ2(t) = arctan(vy(t)/vx(t)) in Fig. 3.
In (38), the first term is orthogonal to v2(t) and is used to
complete the isoline task and the other aims to regulate
the velocity v2(t) such that
v2(t) = v, ∀t > t0 + T,
where v2(t) = ‖v2(t)‖2 is the linear speed of the double-
integrator vehicle, and T > 0 is finite.
Lemma 11 Consider the double-integrator in (37) un-
der the controller (38), there is a finite T > 0 such that
v2(t) = v, ∀t > t0 + T.
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PROOF. Consider the following Lyapunov function
Vv(v2) = 1/2 · (v2(t)− v)2.
Taking the derivative of Vv(v2) along with (37) and (38)
leads to that
V˙v(v2) =1/v2(t) · (v2(t)− v) (vx(t)v˙x(t) + vy(t)v˙y(t))
=− c5|v2(t)− v| (| cos θ2(t)|+ | sin θ2(t)|)
≤− c5|v2(t)− v|
=−
√
2c5V
1/2
v (v2).
By the comparison principle, it follows that
v2(t) = v, ∀t > t0 + T,
where T =
√
2V
1/2
v (v2(t0))/c5.
After a finite time of length T , the double-integrator
vehicle in (37) is only controlled by the first term of (38)
a2(t) = ω(t)[−vy(t),vx(t)]′. (39)
Since the above is orthogonal to v2(t), we can show that
the trajectories of the two vehicles (5) and (37) are iden-
tical if they have same initial states.
Lemma 12 Consider the Dubins vehicle (4) under the
PI-like controller (5) and the double-integrator vehicle
(37) under the controller (38). If the two vehicles have
same initial states, i.e., p(t0) = p2(t0), v2(t0) = v, and
θ(t0) = θ2(t0), their trajectories are identical.
PROOF. Similar to (36), we define an error vector as
z(t) = [p′(t)− p′2(t),v′(t)− v′2(t)]′,
where v(t) = v[cos θ(t), sin θ(t)]′. If the Dubins vehicle
(4) and double-integrator vehicle (37) have same states
at some time t, it holds that z(t) = 0 and z˙(t) = 0.
Thus, the trajectories of the vehicles (4) and (37) are
identical if they have same initial states.
7 Simulations
In this section, the effectiveness and advantages of the
proposed controllers are validated by simulations. Par-
ticularly, the PI-like controller (5) and the controller (37)
are performed on the simulators of (a) a 6-DOF fixed-
wing UAV in the field of PM2.5; and (b) a quadrotor
built by CrazyFlie 2.0 platform, respectively.
5
5
10
10
10
10
10
15
15
15
20
20
25
-5 0 5 10 15 20
X-position(m)
-10
-5
0
5
10
15
Y
- p
o s
i t i
o n
( m
)
14.6 14.8 15
-5
-4.5
Fig. 4. Trajectories of the Dubins vehicle with different initial
states.
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Fig. 5. Tracking errors with different control parameters.
7.1 The isoline tracking in a circular field
Consider the Dubins vehicle in (4), and let β(t) =
[p′(t), θ(t)]′ denote its state. The linear speed is set as
v = 0.5 m/s and the circular field of (9) is
F (p) = 30 exp
(
−0.1
√
(x− 5)2 + (y − 5)2
)
. (40)
The control parameters of the PI-like controller (5)
is given in Table 1. Fig. 4 illustrates the field dis-
tribution of (40) and the trajectories under differ-
ent initial states: β(t0) = [15,−5, 0.6pi]′, [15, 15, pi]′,
[−5, 15, pi/2]′, [−5,−5, 0]′, [6, 5, 0]′, [5, 6, pi/2]′, [4, 5, pi]′,
and [5, 4,−pi/2]′. Fig. 5 depicts the tracking errors and
confirms that increasing c1 can reduce the tracking er-
ror and only the PI-like controller with c2 = 1 exactly
achieves the objective in (3). Fig. 6 validates that the
integrator c2σ(t) converges to ωc = −v/rd.
8
0 50 100 150 200
Time(sec)
-0.2
0
0.2
In
te
gr
at
or
Integrator c2
Actual 
c
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Table 1
Parameters of the PI-like controller (5) in Section 7.1
Parameter c1 c2 c3 c4
Value 10 1 0.3 1
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Fig. 7. Comparison with the existing methods.
Table 2
Parameters of the PI-like controller (5) in Section 7.3
Parameter c1 c2 c3 c4
Value 10 0 0.1 1
7.2 Comparison with other controllers for circumnavi-
gation
We compare our PI-like controller (5) with other meth-
ods in the context of circumnavigation including (a)
the geometrical approach (Cao 2015) with parameters
k = 1 and ra = 9.95; (b) the switching approach (Zhang
et al. 2017) with k = 1.4/rd; (c) the sliding mode ap-
proach (Matveev et al. 2011) with δ = 0.83 and γ = 0.3;
and (d) the PD-like approach (Dong, You & Xie 2020)
with c1 = 200 and c2 = 30. In Fig. 7, one can ob-
serve that both the geometrical approach and the switch-
ing approach have large overshoots. The sliding mode
approach cannot exactly complete the isoline tracking
problem and the performance of the PI-like controller is
almost of the same as the PD-like approach, which how-
ever requires to know ωc = −v/rd and thus cannot be
applied to the isoline tracking problem of this work.
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Fig. 8. Fields distribution and trajectory of the Dubins ve-
hicle.
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Fig. 9. Tracking errors of the Dubins vehicle with different
proportional gain c1.
7.3 The isoline tracking in a smoothing field
Consider the following scalar field (Matveev et al. 2012)
F (p) = 20 exp
(− ((x− 20)2 + (y − 20)2) /600)+
30 exp
(− ((x+ 30)2 + (y + 20)2) /400)+
10 exp
(− ((x+ 20)2 + (y − 30)2) /800) . (41)
The field distribution and the trajectory of the Dubins
vehicle under the PI-like controller (5) with parame-
ters in Table 2 are illustrated in Fig. 8, where β(t0) =
[0, 20,−pi/2] and sd = 10. Fig. 9 depicts the tracking
errors with c1 = 1, 5, 10, 30, 50. Clearly, we can reduce
the steady-state error by increasing c1 which is consis-
tent with Proposition 8. Fig. 10 validates that the single-
integrator vehicle (33) under the controller (35) produce
similar trajectory as the Dubins vehicle.
Then, a 6-DOF quadrotor under the controller in (38)
is included to complete the objective (3) in the field of
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Fig. 10. Tracking errors of the single-integrator vehicle with
different proportional gain c1.
Table 3
Parameters of the PI-SM controller (38)
Parameter c1 c2 c3 c4 c5
Value 30 0.1 0.1 1 0.1
a3
a1
a2
b3
b1
b2
ω1
ω2ω3
ω4
ψ
ψ
r
e1
e2
e3
inertial
frame
body
frame
Figure 1: The CrazyFlie 2.0 robot. Note the reflective motion capture markers attached. A pair of motors spins
counter clockwise while the other pair spins clockwise, such that when all propellers spin at the same speed, the net
torque in the yaw direction is zero. The pitches on the corresponding propellers are reversed so that the thrust is
always pointing in the b3 direction for all propellers. Shown also is the transformation from the inertial frame to the
body-fixed frame. First a rotation by around the a3 axis (leading to coordinate system e1, e2, e3) is performed,
followed by a translation r to the center of mass C of the robot. Subsequent rotations by φ and θ generate the final
body-fixed coordinate system B, where the axes b1 and b2 are aligned with the arms, and b3 is perpendicular to
them.
2
Fig. 11. CrazyFlie 2.0 quadrotor (Lu 2017).
(41). Th simulator of the quadrotor is directly obtai ed
from Lu (2017), which is built via CrazyFlie 2.0 plat-
form made by Bitcraze, see Fig. 11 and Lu (2017) for de-
tails. The control par meters for (38) a e given i T ble
3, and the tracking error and speed of the quadrotor are
illustrated in Fig. 12. Moreover, the desired isoline and
speed are set as sd = 10 and v = 0.5. By the partially
enlarged view of Fig. 12, one can observe that v2(t) con-
verges to v in a short time. Note that the altitude and
attitude of the quadrotor are controlled by the original
controller of Lu (2017).
7.4 The isoline tracking in a field of PM2.5 by a fixed-
wing UAV
In this subsection, a 6-DOF fixed-wing UAV (Beard &
Mclain 2012) is adopted to test the effectiveness of the
PI-like controller (5) in the field of PM2.5, see Figs. 1
and 13. Due to page limitation, we omit details of the
mathematical model of the UAV, which can be found
in Beard & Mclain (2012), and adopt codes from Lee
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Fig. 12. Tracking error and linear speed of the quadrotor.
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Fig. 13. Coordinates of the fixed-wing 6-DOF UAV (Dong,
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Fig. 14. Trajectory of the fixed-wing UAV in the field of PM
2.5.
(2016) for the model. The sampling frequency for the
PM2.5 is set as 1 Hz and the linear speed of the UAV
is maintained as 30 m/s (Lee 2016). Fig. 14 depicts the
distribution of the field and the trajectory of the UAV,
where the square and arrow denote its initial position
and course. Fig. 15 illustrates the tracking error ε(t) and
the derivative of concentration s˙(t) versus time, which
completes the isoline tracking task.
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8 Conclusion
To track a desired isoline of a smoothing scalar field, we
have designed a coordinate-free controller in a PI-like
form for a Dubins vehicle by using concentration-based
measurements in this work. A novel idea lies in the de-
sign of a sliding surface based error in the standard PI
controller. Moreover, we have extended the PI-like con-
troller to the cases of a single-integrator vehicle and a
double-integrator vehicle, respectively. Finally, the sim-
ulation results have validated our theoretical finding.
Appendix. Proof of Proposition 3
To prove Proposition 3, we first show that the closed-
loop system in (13) asymptotically converges if φ(t0) ∈
[−pi, 0] in Lemma 13. Then, we show its local exponen-
tial stability in Lemma 14. Finally, we prove that there
exists a finite time instant t1 ≥ t0 such that φ(t) ∈
[−pi, 0], ∀t ≥ t1 for any initial state in Lemma 15.
Lemma 13 Under the conditions in Proposition 3, if
φ(t0) ∈ [−pi, 0], then
limt→∞ |s(t)− se| = limt→∞ |s˙(t)| = 0. (42)
PROOF. Similar to the proof of Proposition 8, we need
to verify that φ(t) remains in the region [−pi, 0], if φ(t0) ∈
[−pi, 0]. If φ(t) = 0, it follows from (13) that
φ˙(t) = c1 (αv + c3 tanh (ε(t)/c4)) ≥ c1(αv − c3) > 0.
Similarly, φ(t) = −pi leads to that
φ˙(t) ≤ c1(−αv + c3) < 0.
Since φ˙(t) is continuous in t, we obtain that φ(t) ∈
[−pi, 0],∀t > t0.
Let y(t) = [r(t), φ(t)]′ and ye = [re,−pi/2]′, where re
denotes the distance from the vehicle to the source po-
sition p0 if s(t) = se.
Consider a Lyapunov function candidate as
V (y) =
1
v
∫ y1(t)
re
(
c1c3 tanh
(
α(τ − rd)
c4
)
− v
τ
)
dτ
+ 1 + sin y2(t).
Taking the time derivative of V (y) leads to that
V˙ (y) =
(
c1c3 tanh
(
α(y1(t)− rd)
c4
)
− v
y1(t)
)
cos y2(t)
+ (ω(t)− v sin y2(t)/y1(t)) cos y2(t) (43)
=− v cos y2(t)
(
c1α cos y2(t) +
sin y2(t)
y1(t)
+
1
y1(t)
)
.
(a) If y2(t) ∈ [−pi/2, 0], then cos y2(t) ≥ 0 and
sin y2(t)/y1(t) + 1/y1(t) ≥ 0,
which implies that V˙ (y) ≤ 0.
(b) If y2(t) ∈ [−pi,−pi/2), then cos y2(t) < 0, and three
cases are considered separately to check the sign of V˙ (y).
(i) If y1(t) ≥ rd, then
c1α cos y2(t) < cos y2(t)/rd ≤ cos y2(t)/y1(t).
Together with cos y2(t) + sin y2(t) + 1 < 0, it holds
that V˙ (y) < 0.
(ii) If 1/(c1α) < y1(t) < rd, then
y1(t) >
1
c1α
>
1
c1α
(
1 + sin y2(t)
− cos y2(t)
)
and V˙ (y) < 0.
(iii) If 0 < y1(t) ≤ 1/(c1α), it follows from (13) that
y˙2(t) > −c1αv cos y2(t)− c1αv sin y2(t) > c1αv > 0.
Thus, y2(t) will monotonically increase until entering
[−pi/2, 0], which is Case (a). Moreover, when y2(t) =
−pi/2, it holds that
y˙2(t) < 0, if y1(t) > re,
y˙2(t) = 0, if y1(t) = re,
y˙2(t) > 0, if y1(t) < re.
That is, the vehicle never return to Case (iii). Finally,
we have V˙ (y) < 0.
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Let S = {y|V˙ (y) = 0}. For any y˜e ∈ S and y˜e 6=
ye, then y˙2|y=y˜e = c1c3 tanh (ε(t)/c4) + v/y1(t) 6= 0.
Thus, no solution can stay identically in S other than
y(t) ≡ ye. Note that V (y) is nonnegative, and V (y) > 0,
∀y 6= ye. By the LaSalle’s invariance theorem (Khalil
2002, Corollary 4.1), ye is an asymptotically stable equi-
librium of the closed-loop system in (11) under the P-like
controller (8), i.e., limt→∞ x(t) = x˜e, which is implied
by (10).
Lemma 14 Under the conditions in Proposition 3, if
φ(t0) ∈ [−pi, 0], then there is a finite t1 ≥ t0 such that
‖x(t)− x˜e‖ ≤ C‖x(t1)− x˜e‖ exp (−ρ(t− t1)) ,∀t > t1,
where ρ and C are two positive constants.
PROOF. Firstly, we define x(t) = [x1(t), x2(t)]
′ and
recall the closed-loop system in (13) that
x˙1(t) = − αv cosx2(t),
x˙2(t) = c1 (x˙1(t) + c3 tanh ((x1(t)− sd)/c4))
+ αv sinx2(t)/(αrd + sd − x1(t)).
(44)
Linearizing (44) around x˜e leads to that
x˙(t) = A˜(x(t)− x˜e) and A˜ =
[
0 −αv
a21 −c1αv
]
, (45)
where
a21 =
c1c3
c4
(
1− tanh2
(
se − sd
c4
))
− αv
(αrd + sd − se)2 .
Obviously, both the eigenvalues of A˜ have negative real
part, i.e., A˜ is Hurwitz. Let
D = {x|V (x) ≤ b}, (46)
where b > 0. If b is sufficiently small, then x1(t) is suffi-
ciently close to se and x2(t) is sufficiently close to −pi/2.
By Lemma 13, there exists a finite t1 such that x(t) ∈
D for all t > t1. Then, it follows from (45) that the
trajectory of the system satisfies
x(t)− x˜e = G exp(Λ(t− t1))G−1(x(t1)− xe),∀t > t1,
where A˜ = GΛG−1, Λ = diag(λ1, λ2), and λi, i = 1, 2
are the eigenvalues of matrix A˜. Finally, it holds that
‖x(t)− x˜e‖ = ‖G exp(Λ(t− t1))G−1(x(t1)− xe)‖
≤ C‖x(t1)− x˜e‖ exp(−ρ(t− t1)),
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Fig. 16. Illustrations of the state of the Dubins vehicle.
where C = ‖G‖‖G−1‖, ∆ = (c1αv)2 − 4a21αv, and
ρ =
{
(c1αv −
√
∆)/2, if ∆ > 0,
c1αv/2, if ∆ ≤ 0.
Lemma 15 Under the conditions in Proposition 3, there
exists a finite t1 > t0 such that φ(t1) ∈ [−pi, 0] for any
initial state φ(t0) ∈ (0, pi).
PROOF. To prove Lemma 15, four cases in Fig. 16 are
considered.
For the case in Fig. 16(a), i.e., s(t0) ∈ (0, sd] and φ(t0) ∈
(0, pi/2], it follows from (13) that s˙(t0) ≤ 0 and
φ˙(t0) = c1 (s˙(t0) + c3 tanh (ε(t0)/c4))− v sinφ(t0)/r(t0)
< −c1αv cosφ(t0) < 0.
Since φ(t) is continuous in t, φ(t) will monotonically
decrease until φ(t0 + δ) ∈ [−pi, 0] where δ > 0 is finite.
For the case in Fig. 16(b), i.e., s(t0) ∈ (0, sd] and φ(t0) ∈
(pi/2, pi), it follows from (13) that{
φ˙(t) < 0, if φ(t) = pi/2,
φ˙(t) > 0, if φ(t) = pi.
Then, there are three possible results after some finite
time δ > 0: (i) φ(t0 + δ) ≥ pi and s(t0 + δ) ≤ sd, which
is equivalent to that φ(t0 + δ) ≥ −pi; (ii) φ(t0 + δ) ≤
pi/2 and s(t0 + δ) ≤ sd, which is the case in Fig. 16(a);
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(iii) s(t0 + δ) > sd, which corresponds to the cases in
Fig. 16(c) and (d).
Next, we show that φ(t) will enter the region [−pi, 0] in
finite time. When φ(t) = pi/2 and s(t) > sd, it follows
from (13) that
φ˙(t) = c1c3 tanh (−α/c4 · (r(t)− rd))− v/r(t).
(a) If there is no solution in the region (0, rd) such that
φ˙(t) = 0, then φ(t) is monotonic in the cases of
Fig. 16(c) and (d).
(b) If there is a solution 0 < r∗ < rd such that φ˙(t) = 0,
the equilibrium y∗ = [r∗, pi/2]′ is unstable and there
is no closed orbit around it.
Overall, there are two possible results after some finite
δ > 0: (i) r(t0 + δ) ≥ rd and φ(t0 + δ) ∈ (0, pi/2], which
is Fig. 16(a); (ii) φ(t0 + δ) ∈ [−pi, 0]. Thus, we conclude
that there exists a finite time instant t1 > t0 such that
φ(t1) ∈ [−pi, 0] for any initial φ(t0) ∈ (0, pi).
To elaborate (b), we linearize (13) around y∗ as
y˙(t) = A∗(y(t)− y∗) and A∗ =
[
0 −v
a∗21 c1αv
]
,
where a∗21 = − c1c3αc4
(
1− tanh2
(
α(r∗−rd)
c4
))
+ vr2∗
. It is
clear that A∗ at least has one unstable eigenvalue. Then,
we show that there is no closed orbit around y∗ by apply-
ing Dulac’s Criterion (Strogatz 2018, Section 7.2) and
selecting a continuously differentiable, real-value func-
tion h(y) = y1(t). If y1(t) ∈ (0, rd) and y2(t) ∈ (0, pi), it
holds that
∂(h(y)y˙1)
∂y1
+
∂(h(y)y˙2)
∂y2
= −c1αvy1(t) sin y2(t) < 0.
Thus, there is no closed orbit in the region y1(t) ∈ (0, rd)
and y2(t) ∈ (0, pi).
Proof of Proposition 3: If φ(t0) ∈ [−pi, 0], it follows from
Lemma 13 that the closed-loop system (13) asymptoti-
cally converges to x˜e = [se,−pi/2]′. Moreover, the con-
vergence speed near x˜e is exponentially fast by Lemma
14. Finally, we show that there is a finite t1 > t0 such
that φ(t1) ∈ [−pi, 0] for any φ(t0) ∈ (0, pi), in Lemma 15.
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