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Abstract
Using a compilation of 25 studies from the literature, we investigate the evolution of the star-forming
galaxy (SFG) Main Sequence (MS) in stellar mass and star formation rate (SFR) out to z ∼ 6.
After converting all observations to a common set of calibrations, we find a remarkable consensus
among MS observations (∼ 0.1 dex 1σ interpublication scatter). By fitting for time evolution of
the MS in bins of constant mass, we deconvolve the observed scatter about the MS within each
observed redshift bins. After accounting for observed scatter between different SFR indicators, we
find the width of the MS distribution is ∼ 0.2 dex and remains constant over cosmic time. Our
best fits indicate the slope of the MS is likely time-dependent, with our best fit log SFR(M∗, t) =
(0.84± 0.02− 0.026± 0.003× t) logM∗−(6.51± 0.24− 0.11± 0.03× t), with t the age of the Universe
in Gyr. We use our fits to create empirical evolutionary tracks in order to constrain MS galaxy star
formation histories (SFHs), finding that (1) the most accurate representations of MS SFHs are given
by delayed-τ models, (2) the decline in fractional stellar mass growth for a “typical” MS galaxy today
is approximately linear for most of its lifetime, and (3) scatter about the MS can be generated by
galaxies evolving along identical evolutionary tracks assuming an initial 1σ spread in formation times
of ∼ 1.4 Gyr.
Subject headings: galaxies: evolution – galaxies: star formation – radio continuum: galaxies – surveys
1. INTRODUCTION
Wide-field and deep multi-wavelength surveys have
allowed us to study statistically large samples of galaxies
at a wide range of redshifts with unprecedented detail.
Substantial progress in stellar population synthesis
(SPS) modeling (Fioc & Rocca-Volmerange 1997;
Bruzual & Charlot 2003; Maraston 2005; Percival et al.
2009; Conroy et al. 2009; Conroy & Gunn 2010)
and improved global diagnostics of galactic star
formation (Murphy et al. 2011; Hao et al. 2011;
Kennicutt & Evans 2012 (KE12), and references within)
have enabled the determination of key physical quantities
of galaxies from these data: photometric redshifts, star
formation rates (SFRs; ψ), stellar masses (M∗), dust at-
tenuation, and stellar ages (Arnouts et al. 1999; Benítez
2000; Bolzonella et al. 2000; Collister & Lahav 2004;
Ilbert et al. 2006; Feldmann et al. 2006; Brammer et al.
2008; Hildebrandt et al. 2010; Abdalla et al. 2011;
Acquaviva et al. 2011; Pirzkal et al. 2012; Johnson et al.
2013; Moustakas et al. 2013; Dahlen et al. 2013).
These advances in redshift estimation have allowed the
determination of accurate rest frame colors for many of
these objects, and indicate that galaxies out to high red-
shifts fall into two distinct groups in color-color space:
“star-forming” (SF) and “quiescent” (Labbé et al. 2005;
Wuyts et al. 2007; Williams et al. 2009; Ilbert et al.
2010; Brammer et al. 2011; Ilbert et al. 2013). New
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studies of physical quantities have revealed key differ-
ences between these groups, such as a strong correlation
at fixed redshift between M∗ and ψ among star-forming
galaxies (SFGs). This SF “Main Sequence” (MS) gener-
ally takes the form
logψ = α logM∗ + β, (1)
with α and β free parameters of the fit. α is usu-
ally measured to be between 0 and 1 (Chen et al. 2009;
Reddy et al. 2012a (R12a)), with values of ∼ 0.6 – 1 pre-
ferred (Rodighiero et al. 2011), and both α (MS slope,
i.e. power-law index) and β (MS normalization) likely
functions of time, α(t) and β(t). This relationship
has been shown to hold for over 4 – 5 orders of mag-
nitude in mass (Santini et al. 2009) and from z = 0
to z ∼ 6 (Brinchmann et al. 2004 (B04); Salim et al.
2007 (S07); Noeske et al. 2007b (N07); Elbaz et al.
2007 (E07); Daddi et al. 2007 (D07); Chen et al. 2009
(C09); Pannella et al. 2009 (P09); Santini et al. 2009
(S09); Oliver et al. 2010 (O10); Magdis et al. 2010
(M10); Lee et al. 2011 (L11); Rodighiero et al. 2011
(R11); Elbaz et al. 2011 (E11); Karim et al. 2011
(K11); Shim et al. 2011 (S11); Bouwens et al. 2012
(B12); Whitaker et al. 2012 (W12); Zahid et al. 2012
(Z12); Lee et al. 2012 (L12); Reddy et al. 2012b (R12);
Salmi et al. 2012 (S12); Moustakas et al. 2013 (M13);
Kashino et al. 2013 (K13); Sobral et al. 2014 (So14);
Steinhardt et al. 2014, subm. (St14); Coil et al. 2014,
in prep. (C14)). This relation is quite tight, with only
∼ 0.20 – 0.35 dex of observed scatter5 (D07; M10; W12).
From this point onwards we will refer to each of these
studies by their abbreviation (see also Tables 3 and 4).
5 Throughout this paper, we use the term “scatter” to refer to
the 1σ dispersion of galaxies around the best fit MS parameters,
rather than the uncertainties in the fitted parameters themselves.
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These studies typically find that galaxies on this SF
MS formed stars at much higher rates in the distant uni-
verse than they do today: the average SFR at fixed stel-
lar mass has decreased at a steady rate by a factor of
∼ 20 from z ∼ 2 to z = 0 (D07; E07; W12; So14). This
has been linked to the rapid quenching of star formation
(Bell et al. 2007; Brammer et al. 2011; Ilbert et al. 2013;
M13) and the “downsizing paradigm”6 for galaxy evolu-
tion (Cowie et al. 1988). In addition, SFGs in clusters,
groups, and the field display similar MS relations up to
z ∼ 2.2 (although with differing quiescent fractions and
overall mass distributions), indicating that the underly-
ing physics governing MS evolution are relatively insen-
sitive to environment (Peng et al. 2010; Koyama et al.
2013; Lin et al. 2014).
Although there have been a host of studies of the MS in
the past decade, quantitative comparisons between them
have been difficult, as studies have not standardized their
calibrations and methodology. Differences in, e.g., as-
sumed stellar initial mass function (IMF), luminosity-to-
SFR (L –ψ) conversions, SPS models, dust attenuation,
and emission line contributions can lead to differences in
derived stellar masses and SFRs as high as a factor of 2 –
3 (M10; KE12; Z12; R12a; Stark et al. 2013). These ef-
fects have not yet been systematically calibrated against
each other, which has made it difficult to determine ac-
tual MS evolution, especially if both the normalization
and slope of the MS are changing over time. For instance,
while some studies have found significant evolution in
MS slope as high as α(z) = 0.70− 0.13z from z ∼ 0 – 2.5
(W12), others seem to indicate little to no evolution over
the same redshift range (D09; K11; So14).
Additionally, variation between MS slopes from vari-
ous studies at a given redshift is also significant, reach-
ing as high as & 0.6 (E07; O10; Mitchell et al. 2014),
twice as large as the total evolution observed by W12.
As the slope and normalization are highly degenerate,
samples that have similar overall distributions of masses
and SFRs but have been selected differently can have
large differences in their MS fits, leading to changes in
the derived slopes by up to ∼ 0.4 (K11; W12). The mag-
nitude of these effects precludes robust interpretations of
derived MS properties.
The inability to directly compare observations has also
made it difficult to quantify how the scatter about the
MS has evolved with time. While observations out to
z ∼ 2.5 find scatter to be roughly constant around
∼ 0.3 dex (N07; W12), the scatter observed at each me-
dian redshift has been convolved with evolution of the
MS within its redshift bin, as well as with additional
scatter resulting from uncertainties in stellar mass and
SFR (N07). S12 are the first to attempt to account for
this effect by simultaneously fitting a power-law correc-
tion as a function of redshift to their derived MS fits.
This method, however, is limited by the redshift range
spanned by their data (0.5 < z < 1.3) and somewhat
6 “Downsizing”, as originally defined in Cowie et al. (1988), is
the movement of star formation from more massive to less massive
systems with time. Coupled with observed evolution in the cosmic
star formation history (cSFH; Lilly et al. 1996; Madau et al. 1996;
Hopkins & Beacom 2006), “downsizing” has instead been taken to
be an evolutionary scenario where more massive objects evolve
more quickly. We use the phrase “downsizing” and “downsizing
paradigm” to refer to the former and latter, respectively.
dependent on the chosen functional form. As a result,
the evolution of the “true” scatter about the MS across
a wide range of redshifts has not yet been thoroughly
investigated.
To overcome these limitations, interpublication com-
parisons have used average SFRs (either across the whole
sample or at a specific mass) after simple IMF offsets to
determine the approximate evolution of the average MS
galaxy’s SFR, rather than the derived MS’s themselves
(M10; Z12). This method has been useful in estimating
the evolution of the cosmic star formation rate density
(i.e. per cubic Mpc) (cSFR) to first order (Madau et al.
1998; Hopkins & Beacom 2006). However, it averages
over the observedM∗−ψ relations, and so does not take
into account much of the information surrounding the
mass dependencies that govern the MS.
In order to directly compare MS observations against
each other and so constrain MS evolution and system-
atic errors, we have compiled 64 MS observations from
25 studies published since 2007, spanning z ∼ 0 – 6, and
converted them to the same absolute calibrations. These
have been taken from a variety of fields, selected using
different methodologies, include both stacked and non-
stacked data, and have SFRs determined from all meth-
ods currently available. By taking into account the dif-
ferent mass ranges in each study consistently, we not only
accurately determine MS evolution, but also quantify the
extent to which selection can affect observed MS deter-
minations. These results allow us to determine the evo-
lution of both the MS and the “true” scatter about it as
a function of cosmic time.
This paper is organized as follows. In § 2, we describe
the data included in this work. In § 3 we discuss some
of the technical differences between different views of the
MS and how we deal with them when converting MS ob-
servations to a common metric. In § 4, we describe our
mass-dependent method of fitting this inter-publication
dataset. Our best fits and their corresponding evolution-
ary tracks are listed in § 5. We discuss some of their
implications in § 6. We summarize our results and offer
some concluding remarks in § 7.
Throughout this work, we standardize to a
(h,ΩM ,ΩΛ) = (0.7, 0.3, 0.7) Wilkinson Microwave
Anisotropy Probe (WMAP) concordance cosmology
(Spergel et al. 2003), AB magnitudes (Oke & Gunn
1983), a Kroupa (Kroupa 2001; Kroupa & Weidner
2003) IMF (integrated from 0.1 – 100M⊙), KE12 L –ψ
relations7, and Bruzual & Charlot (2003) (BC03) SPS
models. Throughout the paper, t will be used to refer to
the age of the Universe (in Gyr),M∗ is measured inM⊙,
and ψ is measured in M⊙ yr−1. All masses discussed
below are stellar masses unless stated otherwise.
2. OBSERVATIONS OF THE MAIN SEQUENCE
In order to get a robust selection of MS observations,
we include papers which meet the following criteria:
1. Includes a published M∗ –ψ or M∗ –φ (φ ≡ ψ/M∗)
relation, or else numbers from which such a fit can
be derived. In order to accurately compare MS ob-
servations against each other, we require published
7 Although we refer to them as KE12 relations, these are taken
from Hao et al. (2011) and Murphy et al. (2011). KE12 has com-
piled them in one place for convenience.
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values of α (slopes) and β (normalizations) or oth-
erwise analogous quantities.
2. Fit(s) include more than two data points (if
stacked) or 50 galaxies (if directly observed). This
requirement is mainly to avoid biases resulting from
small number statistics and to enable the determi-
nation of a χ2 value to check the goodness of fit
and thus possible variance and/or errors.
3. Includes the specifics of their fits, list references
where such specifics may be obtained, or else pro-
vide data from which such specifics can be easily
estimated. In order to attempt to properly cali-
brate MS observations against each other, we must
know what specific calibrations were used for each
observation.
4. Published no earlier than 2007. We wish to limit
ourselves to more recent observations with larger
statistics, better estimates of physical parameters,
and improved selection criteria. This is also when
the idea of a “Main Sequence” was first coined by
N07, and when observations of star-forming galax-
ies began to become more systematized.
The papers which meet this criteria are listed in Ta-
ble 3 along with their calibrations and data types. The
best-fit MS parameters for each of the individual studies
are listed in Table 4. Our common set of calibrations are
listed in Table 1, the corresponding offsets for each study
in Table 5, and the final set of relationships calibrated
to a common basis in Table 6. More details about each
of the studies included here, as well as the rationale be-
hind the respective offsets applied to each one, can be
found in Appendix A. Note that these studies are not all
independent; several listed here have analyzed the same
set(s) of data (see Table 4).
In brief, we include data from 25 papers (64 MS rela-
tions), which can be broadly subdivided8 as follows:
• 12 (26), 11 (35), and 2 (3) studies (MS rela-
tions) are derived assuming Salpeter, Chabrier, and
Kroupa IMFs, respectively.
• 13 (15), 9 (36), and 3 (13) utilize “bluer”, “mixed”,
and “non-selective” selection methods (see § 3.3.2),
respectively. These include 8 (9), 15 (43), and 3
(12) whose parent samples were selected based on
their restframe UV, optical/NIR, and FIR emis-
sion, as well as 5 (6), 2 (3), 4 (4), 1 (7), 2 (3), 1
(1), 2 (14), 1 (4), and 8 (22) whose subsamples
(used in the analysis) were selected via Lyman-
break criteria, blue color, sBzK criteria, bimodali-
ties in theM∗ –ψ plane, emission lines, LIRG crite-
ria, NUV rJ or UV J color, a 2σ-clipping procedure
(for the reported fit), or no substantive cut.
• 6 (12) derive SFRs based on emission/absorption
lines, 8 (9) from dust-corrected UV, 4 (11) from
combined UV+IR data, 2 (7) from IR alone, 3 (16)
from 1.4GHz radio observations, and 3 (9) from
SED fitting alone. Of the emission/absorption line
studies, 4 (7) utilize Hα emission.
8 Note that studies that use multiple datasets are double-
counted.
• 19 (39) and 6 (25) derive masses and SFRs using
non-stacked and stacked data, respectively.
In addition, masses, SFRs, and other physical parameters
are derived using a range of model parameters, which
include:
• 7 different SPS models/template sets, along with 2
analytical M∗/L relations
• 5 different parametrizations of SFHs
• 7 different extinction curves, along with 3 inde-
pendent observational estimates from IRX obser-
vations/correlations (M99; R12a; B12)
• Assumed metallicites ranging from Z = 0.005 –
2.5Z⊙.
We adjust each relation onto a common scaled based on
the calibrations discussed in § 3, which are briefly sum-
marized here. The assumed stellar IMF is converted
to a Kroupa IMF using the conversion factors taken
from Z12 and the L –ψ relation to those taken from
KE12. Differences between SPS models (e.g., BC03 and
CB07) are accounted for using the conversion factors
from M10 and So14. IRX values (i.e. “extinction” cor-
rections) are taken from either R12a (z < 4) or B12
(z > 4). Radio SFRs have been adjusted based on the
ψ1.4/ψother ∝ (1 + z)∼0.8 evolution observed here using
the median redshifts of each redshift bin. When neces-
sary, we include emission line effects on the masses us-
ing the conversion factors from Stark et al. (2013) and
adjust for differences in cosmology using our assumed
(h,ΩM ,ΩΛ) = (0.7, 0.3, 0.7) WMAP concordance cos-
mology (Spergel et al. 2003) and first-order volume cor-
rections (see § 3.2.1). Differences between selection meth-
ods and their effects on derived MS parameters are
accounted for by subdividing them using our “bluer”,
“mixed”, and “non-selective” classifications. To reduce
the impact systematic uncertainties and selection effects
have in our sample, we exclude data in the first and last
2Gyr of the Universe where the two are most impor-
tant. Any other possible differences are not accounted
for in this work. The calibrations and the areas they
impact are briefly noted in Table 1, while their effects
on the interpublication scatter and fitted MS parameters
are shown in Table 2. Based on these results, we take
our “best” sample as the combination of our applied cal-
ibration offsets and “time edge” cuts restricted to mixed
observations only.
These data encompass a wide range of assumed inputs
and observations in the literature and are a census of
most of the methods available today utilized to derive
MS relations. The calibrations likewise incorporate many
of the most up-to-date observational evidence as well as
recent advances in modelling. By combining the two, we
present what we hope is the broadest and most accurate
census of MS observations to date.
3. CALIBRATING THE MAIN SEQUENCE
Differences in the assumptions and techniques used to
derive the MS can lead to major offsets in the final de-
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rived M∗ –ψ relations9. As outlined in Table 3, every
one of these has been interpreted differently by various
studies, leading to substantial difficulties in comparing
different MS observations.
In order to properly compare these studies, in each
case an offset is developed to produce a set of calibra-
tions and assumptions, thereby putting all studies on a
common basis. We denote all calibration offsets for the
MS relation outlined in this section with the form Cj ,
where j denotes the particular attribute being adjusted
for, and Cj is in dex. This common basis is described
in Table 1, while the impact it has on scatter between
MS observations (i.e. interpublication scatter) is shown
in Table 2. The corresponding calibration offsets applied
to each sample are listed in Table 5. All non-reference
acronyms used both here and throughout the rest of the
paper are listed in Appendix J.
Because studies have generally not released data ta-
bles containing individual objects, it is often impossible
to perfectly adjust results to the common basis in Ta-
ble 1. Adjusting each study requires individual tuning,
often in consultation with the authors. In many cases, it
is only possible to estimate an average adjustment to this
common basis, expecting that it will produce a better re-
sult than making no adjustment. For some adjustments
(described later in this section) the situation is too am-
biguous to find even an average value. As a general prin-
ciple, we choose to adjust data in every case where such
an adjustment is unambiguously better or supported by
results from the literature, but otherwise prefer to leave
data unaltered rather than implement adjustments that
may prove erroneous (although see § 3.4).
We find that the largest offsets arise due to differences
in assumed L –ψ conversion (Cψ) and stellar IMF (CM ),
which can lead to differences of several tenths of a dex.
This is fortunate, because both allow an unambiguous re-
calibration to a common standard. Choices of SPS model
(CS) also play a significant role, with different treatments
of short-lived but extremely luminous stellar phases (e.g.,
the thermally pulsating asymptotic giant branch) lead-
ing to differences of ∼ 0.1 – 0.2 dex. In addition, we find
that adjusting radio/IR SFR studies for missing UV light
(“extinction” corrections; CE) boosts SFRs upwards by
∼ 0.1 dex. This effect is offset, however, by the -0.1 dex
adjustment used to account for bias present in radio stud-
ies between the mean (derived through median stacking)
and median (used by most other studies) of a lognormal
distribution.
After applying these calibrations, we find that stacked
radio SFRs display systematic deviations from other SFR
indicators ∝ (1 + z)∼0.8 (i.e. the IR-to-1.4GHz conver-
sion decreases as (1 + z)−0.8). We note that evolution
is expected, and apply an empirical correction using the
median redshifts of each radio MS observation, which
leads to radio SFR calibration offsets (CR) as high as
∼ −0.6 dex. Outside of these main calibrations, different
cosmologies (CC) or emission line effects (CL) have rel-
atively negligible (< 0.05 dex) effects for most redshifts
included here. Based on previous results in the litera-
ture (discussed below), we do not choose to adjust our
9 For a more in-depth discussion of many of the points discussed
below, see Bastian et al. (2010), Kroupa et al. (2013), KE12,
Walcher et al. (2011), and Conroy (2013).
TABLE 1
Main Sequence Calibrations
Parameter Impact Calibration
Radio SFRs SFR (1 + z)−0.8 (see § 3.4)
Selection Effects MS slope “mixed” (see § 3.3.2)
L –ψ relation SFR Kennicutt & Evans (2012) a
Assumed IMF M/SFR Zahid et al. (2012)
SPS Model M Magdis et al. (2010) b
Extinction (z < 4) SFR Reddy et al. (2012a)
Extinction (z > 4) SFR Bouwens et al. (2012)
Emission Lines M Stark et al. (2013)
Cosmology SFR Spergel et al. (2003)
Assumed SFH M/SFR None
Extinction Curve SFR c None
Metallicity M/SFR None
Photo-z’s M/SFR None
SED Fitting M/SFR None
Note. — A list of the assumptions, the areas they impact, and
the calibrations we have choosen to establish (or not) to account
for varying assumptions, listed in order from largest to smallest.
Assumptions without a corresponding calibration have not been
accounted for in this work. Note that M (M∗) = stellar mass, SFR
(ψ) = star formation rate, and MS = Main Sequence. See § 3 for
more details.
a Taken from Hao et al. (2011) and Murphy et al. (2011).
b Calibrations for data from Sobral et al. (2014) are instead taken
from D. Sobral (priv. comm.). c Might also affect masses (see, e.g.,
Kriek & Conroy 2013).
results for differences in assumed star formation history
(SFH), different dust attenuation curves (we correct for
dust as a whole when it has not been applied), possible
photo-z biases, differences in SED fitting procedures, or
other possible observational biases. Lastly, we find that
differing selection methods (i.e. “bluer” vs. “mixed” vs.
“non-selective”; see § 3.3.2) can lead to substantially dif-
ferent MS slopes, with bluer (non-selective) MS slopes
biased towards values closer to unity (zero) relative to
mixed slopes (see Figure 1). These are shown in Tables 1
and 2.
Each of these effects are discussed in more detail below.
In § 3.1, we discuss seven calibration issues that could re-
sult in large offsets (& 25%) between different MS stud-
ies. These include: stellar IMF (§ 3.1.1), L –ψ conver-
sion (§ 3.1.2), SPS model (§ 3.1.3), SFH (§ 3.1.4), dust
attenuation (§ 3.1.5), dust attenuation curve (§ 3.1.6),
and emission line effects (§ 3.1.7). In § 3.2, we discuss
four other calibration issues that likely only have mi-
nor impacts (. 25%) on MS normalizations. These in-
clude: cosmology (§ 3.2.1), use of photometric redshifts10
(§ 3.2.2), SED fitting procedures (§ 3.2.3), and metallic-
ity (Z; § 3.2.4). In § 3.3, we discuss the effects various
observational biases have on MS parameters. These in-
clude the bias between the derived mean and median of a
log-normal distribution (§ 3.3.1), the effects different se-
lection methods have on derived MS parameters (§ 3.3.2),
systematic disagreements of sBzK-selected data relative
to the other data included here (§ 3.3.3), and the im-
pact of various other observational biases (incomplete-
ness, Eddington bias, and Malmquist bias) on the MS
(§ 3.3.4). In § 3.4, we discuss the observed disagreements
between radio SFR observations compared to other SFR
10 The full impacts of the widespread use of photometric red-
shifts are not well-quantified outside of direct comparisons with
spectroscopic redshifts, which significantly limits the conclusions
reported here.
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indicators.
3.1. Major Influences
3.1.1. Initial Mass Function
At present, several different stellar IMFs are used to
derive MS properties. These are usually presumed to be
universal – i.e., unchanging with respect to time, cur-
rent and/or past SFH, metalicity, etc. Current evidence
is conflicting: Bastian et al. (2010) claim that the IMF
is likely universal, while Kroupa et al. (2013) argue that
the IMF becomes more top-heavy (i.e. forming higher
fractions of more massive stars) with increasing SFRs.
Possible ramifications of this for MS evolution are dis-
cussed in Davé (2008), but at present the issue remains
unresolved. In this work, we assume a universal IMF.
Evolution in the IMF as a function of the SFR could
change the derived MS slope, and evolution as a func-
tion of redshift could affect our evolutionary fits.
The most common of these IMFs are those of Salpeter
(1955), Chabrier (2003), and Kroupa (2001), most
commonly (but not universally) integrated from 0.1 –
100M⊙. These will be referred to as Salpeter, Chabrier,
and Kroupa IMFs, respectively. The assumed IMF im-
pacts both the derived masses and SFRs, leading to vari-
ations of up to ∼ 40% (KE12). At present, there are
several different factors used to convert between these
different IMFs (E07; S07; C09; K11; Z12; Papovich et al.
2011). We choose the IMF offsets taken from Z12 (also
seen in S07 and E07) because they have been calculated
recently and assume the same SPS model (BC03) that
we standardize to here. These take the form
M∗,K = 1.06M∗,C = 0.62M∗,S, (2)
with the subscripts referring to Kroupa, Chabrier, and
Salpeter IMFs, respectively. These correspond to mass
offsets of CM∗,C = +0.03 and CM∗,S = −0.21 dex.
These agree well with the SFR offsets used to convert
from Kennicutt (1998a) (K98) to KE12 (which assume
Salpeter and Kroupa IMFs, respectively) for SFRs de-
rived from the FUV and NUV. In all cases, the shift
between a Chabrier and Kroupa IMF is essentially neg-
ligible. Although all adjustments have been applied for
completeness, we note that our results are unchanged if
the Chabrier IMF-derived masses are left as they are.
This mass adjustment is functionally equivalent to
shifting the MS left or right (i.e., increasing/decreasing
the SFR at a given mass) with the observed mass
ranges adjusted accordingly (see Tables 4 and 6). These
lead to calibration offsets in the normalization, CM , of
−α × CM∗ . For a slope of unity, these changes merely
result in a shift of the observed range of the MS relation
rather than the actual MS relation itself. However, as the
majority of data compiled here have slopes of less than
unity (see Figure 1), and the SFR offsets are not equiv-
alent to the mass offsets in some cases (see KE12), the
majority of these changes do impact the observed nor-
malizations significantly. For these reasons, we choose
to only apply explicit IMF adjustments to the derived
masses, as the L –ψ relations outlined in the next sec-
tion implicitly include such adjustments.
3.1.2. SFR Indicators and the L –ψ Relation
SFRs are calculated based on observed galaxy lumi-
nosities over spectral ranges that correlate with active
star formation in the past 10 – 100Myr. These most com-
monly are the UV continuum (from ∼ 1500 – 2800Å),
Hα emission, and the total IR (TIR) continuum (from
∼ 3 – 1100µm). In addition, other SFR indicators, such
as 1.4GHz emission, have further been developed by ex-
ploiting the tight observed radio – IR correlation (Condon
1992; Yun et al. 2001; Bell 2003), as well as from SED
fitting to individual bands (cf. S12) or multiband pho-
tometry (cf. M13). These indicators are sensitive to
the SFR on different timescales: while Hα probes SFRs
on < 10Myr timescales, UV and TIR (and by exten-
sion 1.4GHz) probe SFRs on ∼ 100Myr timescales11.
For additional discussion on the nature of SFR indi-
cators and the assumptions used to derive them, see
Hao et al. (2011), Murphy et al. (2011), Murphy et al.
(2012), KE12.
Most notably, the studies included here calculate in-
tegrated luminosities over the entire wavelength range
of interest by fitting specific templates to observed
bands. In the IR, these templates most often are taken
from Chary & Elbaz (2001) (CE01), Draine & Li (2001)
(DL01), Dale & Helou (2002) (DH02), and Draine & Li
(2007) (DL07). In the UV, the most commonly used tem-
plates are taken from BC03, although Brammer et al.
(2008) (B08) and Brammer et al. (2011) (B11)12 are also
used. To account for additional strong emission lines,
Charlot & Longhetti (2001) (CL01) templates are also
sometimes used.
Each of these SFR indicators traces ψ in different ways,
over different timescales, and with different calibration
issues (see, e.g., Table 1 and Section 3 of KE12), with
different L –ψ conversions differing by up to ∼ 50% (see,
e.g., the radio SFR calibrations from Yun et al. 2001 and
Bell 2003). The standard calibration for most calculated
SFRs today is K98, based on a single power-law Salpeter
IMF. While K98 gave reasonable SFR calibrations be-
tween SFR indicators, for many other wavelengths often
studied, the relative calibrations are sensitive to the pre-
cise form of the IMF.
KE12 have taken advantage of major improvements in
stellar evolution and atmospheric models over the last
decade to update the L –ψ relations presented in K98
to a Kroupa IMF, a broken 2-part IMF with a turnover
below ∼ 1M⊙. A Chabrier IMF, which has a log nor-
mal distribution from 0.1 – 1M⊙, yields nearly identical
results to those of KE12 (Chomiuk & Povich 2011). As
KE12 provide a self-consistent set of L –ψ relations for a
more realistic IMF (see their Table 1), we opt to convert
all previously derived SFRs to this new metric. The ratio
of the L –ψ relationships used in individual papers rela-
tive to those of K98 and KE12 are listed in Table 3. For
SFRs derived from a combination of IR and UV data,
we weigh ψUV and ψIR according to the calibration pre-
sented in § 3.1.5. For more information on these con-
versions, see KE12, Murphy et al. (2011), and Hao et al.
(2011). See Ranalli et al. (2003), Rieke et al. (2009), and
11 This might affect correlations with mass, especially in star
formation is “bursty”.
12 B08 models are calculated based on PEGASE.2 and BC03
models, but the scheme by which this is done is non-trivial (see
their Section 2 for more info). B11 models are modified B08 models
that take emission line contributions into account.
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TABLE 2
Impact of Calibrations on MS Parameters
Calibrations σi,o σi,e σi,f dψ/dt ψ(0)
Before (B/M/N) 0.20 0.17 0.15 -0.18 2.38
Before (B/M) 0.19 0.13 0.1 -0.20 2.48
Before (M) 0.14 0.14 0.11 -0.20 2.48
All (B/M/N) 0.17 0.14 0.13 -0.15 2.25
All (B/M) 0.15 0.11 0.09 -0.16 2.31
All (M) 0.09 0.09 0.09 -0.16 2.30
Note. — The impact of our calibrations (detailed in
§ 3) on interpublication scatters (σi, in dex) before (σi,o)
and after (σi,e) data from the last 2Gyr of the Universe
are excluded from our sample, as well as after the first and
last 2Gyr have been removed (σi,f ; see § 4), along with
the fitted linear evolution of ψ(t) = (dψ/dt) t + ψ(0), for
t measured in Gyr and ψ in dex. Both are listed at fixed
logM∗ = 10.5. The classification of “bluer” (B), “mixed”
(M), and “non-selective” (N) studies is detailed in § 3.3.2.
Calzetti et al. (2010) for L –ψ conversions at 2 – 10 keV,
24µm, and 70µm, respectively, andMurphy et al. (2012)
for an empirical comparison of the radio SFR calibra-
tion presented here. Additional composite L –ψ rela-
tions (i.e. multi-wavelength dust corrections) can be
found in Kennicutt et al. (2009) and Hao et al. (2011).
See Calzetti et al. (2007) and Calzetti et al. (2010) for
more discussion on many of the issues presented here.
For convenience, we include a short description of the
SFR calibrations used in this work below.
Assuming a solar metallicity and a constant SFR,
Murphy et al. (2011) find that Starburst99 stellar popu-
lation models yield a relation between the SFR and the
production rate of ionizing photons, Q(H0), of
logψ = logQ(H0)− 53.14, (3)
for Q(H0) measured in s−1 and a starburst age of ∼
100Myr. Assuming Case B recombination and an elec-
tron temperature Te = 104K, the Hα recombination line
strength is then related to the SFR via
logψHα = logLHα − 41.27, (4)
for LHα measured in ergs s−1. This is a factor of 0.68 that
of the corresponding calibration from K98 and probes
(0-3-10)Myr (min-mean-90%) timescales. Note that the
two coefficients are nearly independent of starburst age
for ages & 10Myr.
As the integrated UV spectrum is dominated by young
stars (K98; S07; Calzetti et al. 2005), it is a sensitive
probe of recent star formation activity. By convolving
the output Starburst99 spectrum with the Galaxy Evolu-
tion Explorer (GALEX; Martin et al. 2005) FUV trans-
mission curve, Murphy et al. (2011) find
logψFUV = logLFUV − 43.35, (5)
for LFUV measured in ergs s−1. This is a factor of
0.63 that of the corresponding calibration from K98
and probes (0-10-100)Myr timescales. Likewise, for the
NUV, they find
logψNUV = logLNUV − 43.17, (6)
for LNUV measured in ergs s−1. This is a factor of
0.64 that of the corresponding calibration from K98 and
probes (0-10-200)Myr timescales.
Due to the presence of dust, much of the light emit-
ted by young stars in the UV is absorbed and re-emitted
in the IR. In order to derive a calibration for the TIR,
Murphy et al. (2011) assume that the entire Balmer con-
tinuum is absorbed and re-radiated by dust and that the
dust emission is optically thin. After integrating the out-
put Starburst99 spectrum from 912 – 3646Å, they find
logψTIR = logLTIR − 43.41, (7)
for LTIR measured in ergs s−1. This is a factor of
0.86 that of the corresponding calibration from K98 and
probes (0-5-100)Myr timescales. Note that the exact
timescales are sensitive to SFH (see, e.g., Hayward et al.
2014).
To derive radio SFRs, most studies use the tight,
empirical IR – radio correlation (de Jong et al. 1985;
Helou et al. 1985; Yun et al. 2001; Bell 2003). This rela-
tion is most often expressed in terms of qIR, where
qIR ≡ log
(
LIR
3.75× 1012 L1.4
)
, (8)
and
L1.4 = 9.52× 10
18 S1.4 d
2
L 4pi(1 + z)
−0.2, (9)
where dL is the luminosity distance of the galaxy in Mpc,
S1.4 is the 1.4GHz flux density in Jy, and a radio spectral
index (Sν ∝ ναS ) of αS = −0.8 is assumed (e.g., D09;
K11). For LIR ≡ LTIR, qIR = 2.64 ± 0.26 dex for SFGs
in the local Universe (Bell 2003); for LIR ≡ LFIR, qIR is
instead 2.34± 0.26 dex (Yun et al. 2001). Using the Bell
(2003) qIR value, Murphy et al. (2011) find
logψ1.4 = logL1.4 − 28.20, (10)
for L1.4 measured in ergs s−1Hz−1. This probes star for-
mation activity in the last ∼ 100Myr.
3.1.3. Stellar Population Synthesis Model
In order to derive masses and SFRs, studies need
to assume a specific SPS model. The basic ingredi-
ents needed to generate an SPS model are relatively
straightforward, and are discussed extensively in Conroy
(2013). Unfortunately, systematic uncertainties in calcu-
lating particular phases of stellar evolution, inadequacies
in current stellar libraries, and other simplifying assump-
tions can lead to significant errors that are frequently
not taken into account (Maraston 2005; Conroy et al.
2009; Percival & Salaris 2009; Behroozi et al. 2010;
Conroy & Gunn 2010; Conroy 2013). For example, un-
certainties in modelling the little-understood evolution
of thermally pulsating asymptotic giant branch (TP-
AGB) stars, blue stragglers (BS), and horizontal branch
(HB) stars, all of which are relatively luminous, are sig-
nificant and can have major impacts on the integrated
stellar spectrum (Maraston 2005; Melbourne et al. 2012)
ranging from ∼ 0.1 – 0.3 dex depending on SPS model
(Salimbeni et al. 2009; Conroy et al. 2009; M10) in a way
that is likely mass-dependent (Salimbeni et al. 2009).
SPS calculations also implicitly assume a well-sampled
(i.e., fully populated) and unchanging IMF, which may
not always be satisfied (Kroupa et al. 2013).
Multiple SPS models are used when fitting for masses
and deriving photometric redshifts (photo-z’s; see
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§ 3.2.2). The models used in the compilation pre-
sented here13 are taken from Fioc & Rocca-Volmerange
(1997, 1999) (PEGASE.2), Bruzual & Charlot (2003)
(BC03), Maraston (2005) (M05), Charlot & Bruzual
(2007, 2011) (CB07, CB11)14, Polletta et al. (2007)
(P07), Rowan-Robinson et al. (2008) (R08), and
Gruppioni et al. (2010) (G10). In this study, all masses
are calibrated as best possible to BC03 models, as
described in Appendix A. PEGASE.2 models are
assumed to be similar to BC03 since they use similar
stellar evolution tracks (i.e. the Padova 1994 stellar
evolution tracks)15, and so their derived masses are
left unchanged. RR08 models, although empirically-
grounded, are regenerated to higher-resolution (and
given physical parameters) based upon the SPS models
Poggianti et al. (2001). These again use similar stellar
evolutionary tracks as BC03 models, and so are assumed
to be similar. The models of P07 and G10 are fit only
in addition to BC03 models in the studies listed here.
As the relative rate of their fitting procedure relative to
their BC03 counterparts is not detailed in any of the
studies provided, possible differences are not accounted
for here. Our assumption that these models lead to
broadly similar physical parameters (at least for masses)
are also supported by M13 at low redshift, who find
that using several different SPS models (e.g., BC03,
PEGASE) for the same set of priors results in almost
identical stellar mass functions.
M05, CB07, and CB11 models, however, utilize differ-
ent prescriptions to treat the TP-AGB phase that sub-
stantially differ from BC03 models. As the TP-AGB
phase tends to dominate much of the starlight at cer-
tain wavelengths, the revised prescriptions tend to re-
vise masses downward. We treat these models as iden-
tical because they implement similar TP-AGB prescrip-
tions (R12), and implement an adjustment upwards of
CM∗,S = +0.15 dex here based on the results of M10
(also an approximate average between the results of
Salimbeni et al. (2009) and Conroy et al. (2009)). Most
of the adjustments implemented in this way have the for-
tunate coincidence of being at similar redshifts (z & 2)
and being selected via Lyman-break criteria (see § 3.3.2).
The exception is So14, for which the offset is closer to
∼ 1.6 (CM∗,S = +0.20 dex; D. Sobral, priv. comm.).
This gives SPS calibration offsets of CS = −α× CM∗,S .
Some studies choose to eschew using SPS models and
SED fitting altogether in favor of analytical M∗/L rela-
tions (calibrated on SPS models; e.g., McCracken et al.
2010 and González et al. 2011) which can applied to a
wider selection of data to get “cheap” masses (as in P09
and B12). In principle, since these relationships are de-
rived from given SPS models, they should yield good
masses on average for similar samples. In addition, many
13 An extensive list can be found at http://www.sedfitting.org
and in Walcher et al. (2011).
14 Although used in the literature, these models have never been
formally published.
15 Technically, BC03 supplements the Padova 1994 tracks
(Alongi et al. 1993; Bressan et al. 1993; Fagotto et al. 1994a,b,c;
Girardi et al. 1996) with tracks from the Padova 2000
(Girardi et al. 2000) and the Geneva (Schaller et al. 1992;
Charbonnel et al. 1996, 1999) libraries, as well as a couple others
(see their Section 2), but for the most part are dominated by the
Padova 1994 tracks.
of these M∗/L relations include a built-in color depen-
dence that accounts for variation across the population
(i.e. SF vs. quiescent; Bell et al. 2003). Extending
these relationships to larger samples and a wide range of
masses, however, might lead to systematic effects in the
derived masses relative to those derived directly through
SED fitting. For instance, Ilbert et al. (2010) find that
using the analyticalM∗/L relationships of Arnouts et al.
(2007) for galaxies in the COSMOS (Scoville et al. 2007)
field overpredict masses by an average of 0.2 – 0.4 dex
at fixed luminosity. Based on these findings, we adjust
P09’s masses by an additional −0.2 dex (as they are de-
rived from COSMOS field galaxies, albeit using a slightly
different K-bandM∗/L conversion), but not those of B12
(which have not been investigated in a similar fashion
and also are applied to similar data at similar redshifts).
3.1.4. Star Formation History
Different SFHs are needed as inputs to generate the
SEDs used to derived galaxy physical properties. The
most commonly used of these are declining (D) SFHs,
taken from an exponentially-decaying burst with ψ(t) =
ψ0 e
−t/τ , where ψ0 is the SFR at the onset of the burst
(and also the scale-factor used in SED fitting proce-
dures), t is the time since the onset of the burst, and
τ is SFR e-folding time. D-SFHs are usually modeled
with a wide grid of values ranging from tens of Myr to
several Gyr (Maraston et al. 2010). Some fitting proce-
dures modify typical D-SFHs by superimposing random
starbursts (DRB-SFHs), usually modeled using a tophat
function with a constant SFR and a range of intensities
and timescales (S07; M13; So14).
Recent studies, however, motivated by the unphysi-
cality of the extremely short ages often derived with
D-SFHs – plus the implied functional form of the MS
for galaxies undergoing significant mass assembly – have
advocated rising SFHs as better functional fits to the
MS than D-SFHs. These have taken several forms: that
of exponentially-rising (R) SFHs, with ψ(t) = ψ0 et/τ
(Maraston et al. 2010; Gonzalez et al. 2012); power-law-
rising (RP) SFHs, with ψ(t) = ψ0 tα (Papovich et al.
2011; but see Smit et al. 2012); and linearly-rising (RL)
SFHs, with ψ(t) = ψ0 +
dψ
dt t (L11). Frequently, constant
(C) SFHs are also used as a go-between for the two op-
tions, with ψ(t) = ψ0 (L12). Studies may also include
“delayed-τ ” (DT) models, with ψ = Aτ2 te
−t/τ , with A
a normalization constant and the rest of the variables
defined as above (St14; see also M13). These models al-
low the construction of D-SFHs (t/τ ≫ 1) and RL-SFHs
(t/τ ≪ 1), as well as several that serve as intermediates
between the two.
Given all these current different parametrizations of
SFHs, however, it seems that the derived masses are
largely independent of the chosen SFH assuming rea-
sonable physical constraints on τ (Maraston et al. 2010;
R12; So14). The SFRs from R-SFHs/DRB-SFHs in this
scenario, by contrast, can be ∼ 0.3 – 0.4 dex (i.e., around
a factor of 2) higher than those from simple D-SFHs
(Maraston et al. 2010; So14). Often, however, τ values
do not choose “physical” values, an artifact of the “out-
shining” problem – i.e., that the youngest stars tend to
dominate the SED in the UV, where the SFR is best
constrained, and thus provide poor constraints on stel-
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lar ages without extensive multiband photometry and
possibly more complex and physically-motivated SFHs.
Instead, fits frequently choose incredibly small, unphys-
ical values of τ that simply provide the best formal fits
to the SED. When τ is free to choose these small values,
Maraston et al. (2010) find that the R-SFHs tend to de-
rive masses of ∼ 0.2 – 0.3 dex less than those of D-SFHs,
and SFRs ∼ 0.5 – 0.6 greater than those of D-SFHs.
This problem is not fully rectified by using slightly
more complex, 2-component SFHs (S11; So14), and fre-
quently requires ad-hoc limits on τ . Indeed, findings
from So14 and Behroozi et al. (2013) seem to indicate
that the uncertainty in SFHs leads almost all fitted pa-
rameters other than the mass to be extremely unreli-
able. Given that the SFH of a typical MS galaxy, which
likely includes both a rising and declining SFH compo-
nent of varying degrees as a function of observed mass
(and hence formation time; see § 5.2), as well as the small
sample sizes of both studies, we do not utilize any possi-
ble SFH-based SFR adjustments here.
3.1.5. Dust Attenuation
Most studies have measured extinction/attenuation
photometrically16 by dust using E(B –V ), either derived
through SED fitting (ES) or using the IR-to-bolometric
luminosity ratio (IRX) via the IRX-β (where β is the
UV slope) relation (Eβ) of, e.g., Meurer et al. (1999)
(M99). In the literature, ES values tend to be used cau-
tiously because of the degeneracies between age and red-
dening (and hence the assumed metallicity and SFH),
the parametrization of the extinction curve, and the
very limited grid space, leading Eβ values to be pre-
ferred. However, while observational methods such as
the IRX– β relation have for a long time been found to
give accurate UV-corrected SFRs compared to those de-
rived from UV+IR observations (B12), it exhibits a sig-
nificant amount (up to an order of magnitude in some
cases) of scatter (Boquien et al. 2012). In addition, re-
sults from Wuyts et al. (2011a,b); Price et al. (2013) im-
ply that simple extinction corrections are insufficient to
accurately correct for dust, and that more complex geo-
metrical (i.e., patchy) dust models are needed.
Regardless, by observing UV versus UV+IR emission
from an ensemble of SFGs, one can apply average extinc-
tion corrections that should be sufficient to convert from
the observed UV-derived SFR to the bolometric SFR. As
observations imply that average IRX of galaxies evolves
strongly at higher redshifts (e.g., B12), we will approx-
imate the average IRX observations using results pre-
sented by R12a (ψbol ∼ (5.2±0.6)ψUV) at low-z (z < 4),
and B12 (ψbol ∼ (2.5 ± 0.5)ψUV at z ∼ 4 – 5; see their
Table 6 for the full list of corrections) at high-z (z > 4).
We apply these IRX values to weight the corresponding
ψUV and ψIR components from ψUV+IR data accordingly
when adjusting SFR values using the L –ψ relations from
KE12 as well as to correct for dust attenuation in data
which only reports observed UV luminosities.
3.1.6. Extinction Curve
16 This excludes extinctions derived via, e.g., emission line ratios
(e.g., Garn & Best 2010; Sobral et al. 2012; Stott et al. 2013) or
Hα vs. IR measurements (Ibar et al. 2013).
Multiple extinction curves have been used in the lit-
erature to account for the effects of dust on the ob-
served SEDs in SPS-generated spectra. The ones used in
the papers presented here are taken from: Prevot et al.
(1984) (P84), from observations of the Small Magel-
lanic Cloud (SMC); Cardelli et al. (1989) (C89), from
various sources in the optical and NIR; Calzetti et al.
(2000) (C00), from observations of SFGs; Madau (1995)
(M95) and Charlot & Fall (2000) (CF00), from observa-
tions of nebular attenuation; and Chary & Elbaz (2001)
(CE01), from observations of local galaxies. A hybird
C00 model with a bump at 2175Å (C00b) to account
for graphite and polycyclic aromatic hydrocarbon (PAH)
features is also used in some cases (Ilbert et al. 2009).
Although the impact of extinction can be as high as a
factor of ∼ 5 (R12a), the impact of using different extinc-
tion curves appears negligible17 (Papovich et al. 2001;
Dickinson et al. 2003). This will not be accounted for
here.
However, while the use of different extinction curves
might produce similar results, using uniform extinction
curves might still produce subtle biases in derived physi-
cal results. In particular, if the general shape/amount of
PAH emission is correlated with the fitted amount of ex-
tinction, then the use of models with constant (or a lack
of) 2175Å features will produce notable biases in SED-
derived galaxy properties. Using a flexible parametriza-
tion of dust attenuation, Kriek & Conroy (2013) report
a negative correlation between the slope of the atten-
uation curve and the strength of the 2175Å bump (i.e.,
SED types with steeper attenuation curves have stronger
bumps.). They find this leads to biases in derived dust
attenuation (large) as well as masses (small) and spe-
cific SFRs (sSFRs, φ ≡ ψ/M∗; also small). In addi-
tion, they find edge-on and/or low-sSFR galaxies tend
to have steeper attenuation curves, while face-on and/or
high sSFR galaxies tend to have shallower attenuation
curves, implying possible dependencies on orientation.
Taking these findings into account may better improve
future SED-fitting procedures.
While these findings imply that current SED-fitted
physical parameters might display parameter-dependent
systematic biases (but see Garn & Best 2010), we do not
attempt to account for this effect here.
3.1.7. Emission Lines
Strong emission lines, such as Lyα, Hα, Hβ, [OII], and
[OIII] can significantly alter the SED by contaminating
observed band photometry. These lines decrease (i.e.,
make more luminous) the observed magnitude in a given
band by up to several tenths of a mag at higher redshifts
(Ilbert et al. 2009; S11; Stark et al. 2013). These differ-
ences, not accounted for (correctly) by most SPS models
(Ilbert et al. 2009), can significantly affect the derived
physical parameters taken from the SED fitting process
and impact the quality of derived photo-z’s. The relative
impact depends on the number of bands included in the
fit, their respective width, and the redshift of the source:
for surveys with a large number of bands (e.g., COS-
MOS), this effect will be somewhat washed out; however,
17 This result, however, may be dependent on both the wave-
length probed and the level of dust present (D. Kashino, priv.
comm.).
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for surveys with only a handful of bands, this effect can
make a big difference (Kriek & Conroy 2013).
Stark et al. (2013) show the effects that emission line
contributions can have on the observed MUV,1500 –M∗
(i.e. M∗ –ψ) relationship at high redshifts (where emis-
sion line contamination is most severe), and demon-
strate that while on average the slope of the re-
lation remains the same, the overall fitted masses
decreases substantially. We choose to implement
high-z corrections from their Figure 7 (taken from
Robertson et al. 2013), which lead to mass corrections of
CM∗,E ∼ (0,−0.03,−0.18,−0.40)dex for galaxies at z ∼
(4, 5, 6, 7), respectively. Like Robertson et al. (2013), we
have chosen to apply the correction without the hypothe-
sized redshift evolution of the Hα equivalent width (EW)
due to the age dependence it would introduce. If we had
taken these into account, the corrections listed above
would be even larger (e.g., up to an order of magni-
tude at z ∼ 7). This leads to MS calibration offsets
of CE = −α× CM∗,E .
3.2. Minor/Unknown Influences
3.2.1. Cosmology
The effects of differing cosmologies are accounted for
by calculating the ratios between luminosity distance,
dL(z), derived from two different cosmologies, and, given
the observed redshift range of a sample, applying a d2L
correction (CdL) at the expected median z of galaxies
in the sample after weighting for first-order volume ef-
fects. This volume-weighting assumes an approximately
constant number density and slowly changing mass dis-
tribution of MS galaxies within the redshift bin in ques-
tion. The effect is negligible in these cases, only changing
the derived dL corrections by less than a percent, but are
more significant when we use it later to deconvolve the
scatter about the MS (see § 4.1). Relative to the possi-
ble impacts listed in § 3.1, we find this effect is small, in
all cases < 0.05 dex. As they are straightforward to de-
rive, however, we choose to apply them out of complete-
ness (see Table 5). Because they boost the luminosity of
the entire spectrum, cosmology differences should lead to
both increased masses and SFRs. Our calibration offset
is then CC = (1− α) × CdL .
3.2.2. Photometric Redshifts
For the majority of galaxies used in the studies in-
cluded here, redshifts have been derived photometri-
cally (photo-z’s) via SED fitting rather than spectro-
scopically (spec-z’s). SPS models are used to derive
these photo-z’s, which simultaneously provide the masses
(and sometimes SFRs) used in these studies. Photo-
z’s have varying precision, ranging from 0.8% – 3% scat-
ter compared to their spec-z counterparts (Ilbert et al.
2013), and can be subject to “catastrophic failures” where
the photo-z’s and spec-z’s disagree by more than 15%
(η ≡ |zphot − zspec|/(1 + zspec) > 0.15). Note that these
statistics are only available when spec-z’s are available,
and thus are often based on only the brightest galaxies
(which are often targeted in I-band selected surveys).
Besides just misfits caused by bad photometry, a small
number of bands, or a multi-peaked redshift probability
distribution function (PDF), catastrophic errors can oc-
cur systematically by, e.g., confusing the Lyman break
at ∼ 1220Å and the Balmer/4000Å break (St14). Al-
though the errors from the average scatter are small, the
effect of catastrophic failures on the M∗ –ψ relation rel-
ative to that of confirmed spectroscopic samples has yet
to be fully investigated. We conduct a simple experi-
ment to qualitatively assess the effects of catastrophic
errors M∗ –ψ relationship, and find that their effect on
the overall distribution appears small, even for a large
fraction of catastrophic errors (see Appendix B).
In many cases, photo-z’s have not been compared
with spec-z’s across the full mass and redshift ranges to
which they have been applied; this serves to both check
their accuracy and are often necessary for calibration
purposes (Hildebrandt et al. 2010; Abdalla et al. 2011;
Dahlen et al. 2013). Existing spec-z or narrow-band se-
lected studies, however, seem to agree well with photo-z
derived distributions (e.g., S12; C14). In addition, simu-
lated errors and catastrophic failure rates agree with the
measured spectroscopic samples and are accounted for in
some works (e.g., Ilbert et al. 2013). Finally, the quality
of photo-z’s have been checked with pair statistics and
cross correlations, which seems to confirm errors derived
from spec-z’s (Benjamin et al. 2010).
On the whole, photo-z methods do not seem to dis-
play large redshift biases relative to spec-z’s, and the
likely induced scatter is small relative to scatter about
the MS and other systematic errors (Hildebrandt et al.
2010; Abdalla et al. 2011; Dahlen et al. 2013). Any pos-
sible systematic offsets they have relative to spec-z’s are
not accounted for in this study.
3.2.3. SED Fitting Procedure
Besides the variations in generating SEDs that have
been detailed above, the SED fitting procedure used to
derive photometric redshifts differs for different codes18.
Each of these fitting procedures, besides contamination
from catastrophic errors, might exhibit biases in the de-
termined photo-z’s relative to the true spec-z’s and/or
each other. In particular, the best fit parameters derived
from SED fitting tend to be sensitive to small changes in
parameter space and errors on the photometry. This can
be reduced by incorporating a wider range of parameter
space into the final mass, such as by taking the median
mass across all solutions in the entire multi-dimensional
parameter space for each fit that lies within 1σ of the
best fit (So14; see Appendix E). At the moment, how-
ever, since such procedures are not widely used, we will
not attempt to account for these effects here.
In order to directly test different photo-z codes/fitting
procedures against each other, Hildebrandt et al. (2010),
Abdalla et al. (2011), and Dahlen et al. (2013) compare
photo-z code performance against each other using iden-
tical samples. Their results indicate that, in general, all
codes produce reasonable photo-z estimates in both an
absolute and relative sense, although using a training set
of spec-z priors reduces both the scatter and the fraction
of catastrophic errors. Their findings also indicate that
using a training set from a small region of the sky does
not seem to produce biases when applied to larger sur-
vey areas, and that the median of all codes seems to do
better than any individual code at matching spec-z’s.
18 See Hildebrandt et al. (2010), Abdalla et al. (2011), and
Dahlen et al. (2013) for a good sampling of current codes.
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Most crucially, Dahlen et al. (2013) find that photo-
z errors and the fraction of catastrophic errors are the
largest for data at higher magnitudes (i.e., are fainter
with larger error bars), which implies the majority of
photo-z errors should happen preferentially to low-mass,
low-SFR galaxies observed within any given sample (pre-
cisely where spec-z’s are lacking). While these results
provide areas for photo-z codes to improves and that
should be investigated, based on these overall positive
results, we do not opt to attempt to account for possible
differences among SED fitting procedures.
3.2.4. Metallicity
Stellar evolutionary tracks (i.e. isochrones) used by
SPS models can be strong functions of metallicity. Cur-
rently, SPS models do not model metallicity evolution
self-consistently, which would involve tracing the evolv-
ing metallicity content of stellar populations over time
from supernovae injections, mixing, elemental abundance
patterns, etc., and their subsequent impact of star forma-
tion and evolution. Instead, many resort to using simple
stellar populations (SSPs), which follow the evolution in
time of the SED of a single, coeval stellar population
at a single fixed metallicity and abundance pattern. The
effects of using SSPs relative to populations where metal-
licity evolution is taken into account is not fully under-
stood. As SSPs are utilized in all SPS models considered
here and a fundamental assumption in the derivation of
physical parameters from SEDs, we take this to be an
unknown systematic that cannot be quantified and/or
accounted for at this time. See Conroy (2013) for fur-
ther discussion.
While systematics from using fixed-metallicity SSPs
are not accounted for, we can at least investigate a re-
lated assumption: the effects using different metallicities
in SSPs have on the derived physical parameters. At
low redshifts (z . 1), results from M13 (see their Ap-
pendix B) seem to indicate that assuming a fixed solar
metallicity relative to a much wider metallicity distri-
bution (from ∼ 0.2 – 1.5Z⊙) does not have a major im-
pact on the resulting mass distribution both at fixed red-
shift and as a function of redshift (their impact on SFRs
has yet to be thoroughly investigated). Based on these
findings, and the fact that the majority of studies in-
cluded here include sensible metallicity priors, we do not
attempt to implement any adjustments due to possible
metallicity-induced effects.
3.3. Observational Biases
3.3.1. Bias between the Mean and Median of a Log-Normal
Distribution
While the mean and median of a log-normal distribu-
tion are approximately identical when calculated in log
space, the expected mean of a log-normal distribution is
skewed in linear space (Behroozi et al. 2013). This offset
depends on the scatter present in the distribution – for
a log-normal distribution with a median of 1 and scatter
σ (dex), the expected mean will instead be
〈x〉 = exp
[
0.5 (σ ln 10)
2
]
. (11)
This leads to an offset between the mean and median in
log space of
∆x ≈ 1.15σ2. (12)
For an intrinsic scatter of σ = (0.30, 0.35)dex, this cor-
responds to ∆x = (0.10, 0.14)dex. As all radio data
included here (D09; P09; K11) have used median stacks
to find the true mean of the SFR for a given mass bin
(White et al. 2007), this effect translates to a systematic
overestimation of the SFR at a given mass by approx-
imately 0.1 dex compared to most other data included
here. This effect has been included in the Cψ calibration
offsets presented in Table 5.
3.3.2. Selection Effects
Selection effects within each study – not to mention
within the definition of the MS itself – also can affect
both the derived slopes and their evolution as a func-
tion of redshift (O10; K11; W12). While most of these
(see Table 3) are efficient at selecting SFGs, they do not
all select the same population. As K11 show in their
Appendix C, B – z vs. z –K (sBzK; Daddi et al. 2004a
(D04)) selection – and a bluer selection criteria in gen-
eral – is biased towards more “active” SFGs (i.e. with
higher (s)SFRs), excluding good portions of galaxies that
are classified as SFGs via other selection mechanisms
(NUV−r vs. r−J ; NUVrJ), and give steeper MS slopes
(see also O10 and K11). W12 shows that this effect
further translates into an inherent bias against redder,
more dust-attenuated SFGs (see their Figure 3), which
have lower slopes compared to their bluer, less dust-
attenuated counterparts. See also Sobral et al. (2011)
for more discussion on this issue.
Because of these effects, selection methods that are in-
herently biased towards bluer, highly-active, non-dusty
SFG populations will preferentially select a subset of the
MS population with a higher slope relative to other se-
lection mechanisms. These selection methods include:
sBzK, used to select SFGs from 1.4 < z < 2.5
(D07; R11; K13); the Lyman break (Steidel et al. 1999;
Stark et al. 2009; Bouwens et al. 2011; B12), used to se-
lect high-z Lyman-break galaxies (LBGs); and U − g
vs. Mbol, or any other cut on the color-magnitude dia-
gram (CMD) that explicitly selects based on (blue) color
(E07). We therefore classify these methods as “bluer” se-
lection mechanisms, along with luminous infrared galaxy
(LIRG) selected samples such as that of E11 – although
LIRGs are definitely SFGs, nearby LIRGS tend to be
highly active SFGs with large amounts of dust attenua-
tion and extreme amounts of star formation, in contrast
to “regular” MS galaxies that are more similar to the
Milky Way at low redshifts from, e.g., B04 and S07.
As can be seen by comparing selection methods from,
e.g. E07 (see their Figure 2) and Ilbert et al. (2013) (see
their Figure 3), non-“bluer” selection methods (broadly
classified as “mixed”) seem to provide not only a “cleaner”
cut between SFGs and quiescent galaxies, but a more
diverse star-forming population. The total classification
scheme of these two selection types is listed in Table 3. As
mentioned earlier, while these different selection methods
do not seem to affect the average observed SFRs across
different publications, they do seem to influence the de-
rived slopes and the intrinsic scatter (see § 3.3.3).
Although differences between bluer and mixed selec-
tion criteria can lead to differences in the derived MS re-
lations, all MS studies should ideally only include SFGs
in their analysis. Several of the studies included here
do not opt to impose a color-color cut of some sort to
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Fig. 1.— The slope of the MS as a function of time, color-coded according to varying classifications of selection type. Top: Color-coded
based on restframe wavelength used to select the parent sample, with restframe UV-selected samples in blue, restframe optical/NIR-selected
samples in green, and restframe FIR-selected samples in red. Middle: Color-coded based on the procedure used to select the star-forming
subsample used in the reported fit. Those selected using Lyman-break criteria are in cyan, using blue color in blue, using sBzK in yellow,
using bimodalities in the M∗ –ψ plane in orange, using emission lines in green, using LIRG criteria in red, using NUVrJ or UVJ color
criteria in purple, and using a 2σ-clipping procedure (for the reported fit) in brown. Subsamples established using simple mass/luminosity-
completeness criteria and that otherwise have no substantive cuts are in black. Bottom: Color-coded according to likely biases, with blue
points taken from studies which use “bluer” selection methods biased towards bluer, highly active, non-dusty galaxies, red points taken from
studies which use more “mixed” selection methods not biased in the same way (see § 3.3.2), and purple points taken from “non-selective”
studies that have not effectively separated star-forming and quiescent galaxies in their samples (see § 4). The readily apparent dichotomies
in slope, with “bluer” data displaying slopes between 0.75 – 1, “mixed” data displaying slopes around ∼ 0.6 (and almost always < 0.8),
and “non-selective” data displaying slopes . 0.4, seems to support our classifications detailed in § 3.3.2. Errors in individual MS slope
measurements have been taken from their respective studies when available.
separate out SFG and quiescent galaxy populations19
(C09, So14, and C14). These “non-selective” studies con-
sequently display prominent differences from SFG-only
studies. As quiescent galaxies “contaminate” their high-
19 Although we have used the terms extensively, the actual def-
inition of what constitutes a “star-forming” vs. “quiescent” galaxy
remains somewhat arbitrary. While there appears to be a strong
bimodality in color-color space (e.g., Ilbert et al. 2013), it is much
less pronouced in mass – SFR space (S09; M13; So14; C14).
est mass bins at a wide range of redshifts, their lower
SFRs significantly reduce the slope. In addition, their
increased prevalence at lower masses at lower redshifts
(as more and more galaxies “quench”) leads to increas-
ing offsets in normalizations for any flux-limited survey.
This effect is accentuated by increases in survey sensitiv-
ity, which can drive the SFR floor lower at all massess.
As expected, we find that all non-selective studies agree
with other data relatively well at lower masses (especially
12 Speagle et al.
at higher redshifts), but disagree significantly at higher
masses due to shallower MS relations20.
In Figure 1, we plot the derived slopes of each MS sam-
ple color-coded by selection method of the parent sample,
the subsample used for analysis, and our groupings listed
above. We find that, while some biases in MS selection
might emerge from parent samples selected primarily on
restframe UV, the majority of biases occur in the precise
selection of the subsample. As expected, we also find that
“bluer” MS observations display slopes between ∼ 0.8 – 1
and are relatively similar over the majority of the age of
the Universe, while “mixed” observations center around
∼ 0.6 and display possible time-dependencies21. Based
on these results, we decide to use our bluer/mixed clas-
sification scheme to account for different biases inherent
in SFG/MS selection, preferring mixed selection meth-
ods to bluer ones since they give us a larger and more
diverse SFG sample while still excluding most quiescent
galaxies.
3.3.3. Scatter and sBzK Selection
We find that the true and deconvolved scatters (see
§ 4.1) reported in all sBzK-selected studies (D07; R11;
K13) are systematically lower than reported in other pa-
pers, even for large sample sizes (R11). Furthermore,
their resulting values are low enough to likely be un-
physical, especially given the possible ∼ 0.1 dex of intrin-
sic scatter in determining mass (even when considering
possible convariances; see Appendix E). This seems to
indicate that the scatter observed in these papers is not
representative of the redshift range that they encompass,
and hence that sBzK is substantially biased compared to
other selection mechanisms (data taken from LBGs, for
instance, show similar scatters as other “mixed” samples;
M10; L12; R12)).
Most likely, this difference is due to an inherent bias
built into the sBzK selection mechanism itself. As out-
lined in D04, the B –z/z –K line used to select sBzK
galaxies was designed to be parallel to the reddening vec-
tor. However, due to the age-extinction degeneracy, this
means that age runs perpendicular to the selection func-
tion, and implies that you will systematically be miss-
ing older (and hence likely more massive and dusty)
galaxies because of their redder colors. As LBG selec-
tion mechanisms are not explicitly designed this way, al-
though redder SFGs are still selected against, the selec-
tion bias is not as systematic or complete as using sBzK.
Thus, while sBzK is effective at selecting for SFGs for
1.4 < z < 2.5, the distribution and scatter of the sample
is biased (σt,BzK ∼ 0.1 while σt,med ∼ 0.2; see § 4.1.2).
However, tests we have conducted on the Ilbert et al.
(2009) COSMOS catalog find that sBzK-selection is
actually quite efficient at selecting out SFGs between
1.4 < z < 2.5 (O. Ilbert, priv. comm.; although see
D09, P09, and K11). While this does not rule out the
possibility of intrinsically biased selection, it does point
to another possibility. Instead, the narrower distribution
20 This is not completely true for C14’s data – see Appendix A
for a more extensive discussion.
21 We note that this bimodality in slope determination seems to
break down at higher redshift, where LBG-selected samples display
lower slopes of ∼ 0.7. In addition, most of the high slopes at lower
redshift for our “mixed” data are from D09; the bimodality is much
sharper when their data is excluded.
might likely arise due to systematic biases in calculating
bolometric SFRs. Extinction corrections in sBzK sam-
ples are determined exclusively from B –z color (D04),
and so the same bands used to select the sample are
also used to determine the dust attenuation. Using a
large sample of LBGs, B12 finds that using the same
passbands for both selection and dust attenuation mea-
surements leads to large biases in the derived dust at-
tenuations. This implies we might be witnessing a simi-
lar problem with sBzK-selected sample here, where the
problem is not with inherent selection biases, but with
substantially biased calculations of dust attenuation and
hence a narrower distribution bolometric SFRs.
We note that apart from sBzK, the only other data
points which display lower-than-average scatter are those
with small sample sizes (N . 250), as well as those from
S09 (although S09 uses a 2-sigma-clipped fitting proce-
dures that biases the scatters by default; see Table 4).
3.3.4. Additional Biases
There are several main biases that characterize obser-
vations of the SFG MS: incompleteness, Malmquist bias,
and Eddington bias. If a survey is not mass-complete,
observations will be biased towards bluer galaxies both
due to the flux-limited nature of most surveys as well as
many SED fitting procedures (which are sensitive to the
signal-to-noise ratio of the photometry; see Dahlen et al.
2013), which will affect properties of the MS relation be-
low the mass completeness limit. This is easily rectified
by only using data where the survey is approximately
mass complete, as is done in, e.g., W12 (see their Fig-
ure 1). For the studies collected here, we find that on
average this effect on the reported MS fits is small com-
pared to the other issues discussed above, and therefore
do not correct for it here.
There are also other competing effects in most surveys
that tend to become more prominent near mass limits,
most notably a Malmquist bias of selecting galaxies with
larger SFRs at a given stellar mass in a flux-limited sam-
ple (see R12’s Appendix B). As the (s)SFR of galaxies are
a strong function of their mass, Malmquist bias will re-
sult in higher (s)SFRs derived on average for a given mass
for masses where the flux limit approaches the hypothe-
sized distribution. As shown in R12 (see their Figure 26),
this bias can lead to derivations of sSFRs from their true
values on the low mass end by a factor of ∼ 3 – 4. In
general, such a bias is strongest the more flux-limited a
sample is (and as such is different from just strict mass
completeness), and most prominently affects galaxies on
the low-mass end of the MS. As this leads to higher av-
erage SFRs for these objects as compared to higher mass
objects, this would lead to a shallower fitted slope22.
Another possible impact of Malmquist bias would be
a strong selection effect towards bursting low-mass SFGs
near the detection limits, as they would be more likely to
be detected over their non-bursting counterparts. This
might lead to a strong bias in SED-fitting procedures
towards very young ages for low-mass, low-SFR systems
(bottom-left of the MS), which might in turn bias MS
22 In R12, simulations of this effect lead to a change in slope from
unity to ∼ 0.5, which could imply that all MS observations really
should have slopes of approximately unity. However, as relatively
mass-complete surveys (e.g., K11; W12) find slopes much less than
unity, such an argument is strongly disfavored.
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slopes. As such a trend is not seen in R12, such a strong
systematic bias is likely not strong.
On the high-mass/high-SFR end, Eddington bias
(i.e. that random scatter in a given mass/luminosity
bin will preferentially scatter objects up into higher
mass/luminosity bins because they have comparatively
fewer objects) tends to be much more dominant. Such
bias might lead to a flattening of the MS at high masses
as lower mass (and hence lower SFR) objects are scat-
tered up into higher mass bins. This effect, however,
should also lead to objects with lower SFRs being up-
scattered into higher SFR bins (assuming, of course, that
the SFR/mass derivations are somewhat independent of
one another, as they are constrained by different por-
tions of the SED), causing an upturn in the MS rela-
tion. These two effects should then combine to produce
a more densely populated upper population in the de-
rived MS relation, with a downturn for samples with
well-constrained SFRs and less well-constrained masses
(e.g., empirically-derived Hα SFRs from high-quality
spectra and SED-fitted masses from multiband photome-
try), an upturn for samples with well-constrained masses
and poorly constrained SFRs (i.e. extintion-corrected
UV SFRs with SED-fitted masses from extensive, high-
quality multiband photometry), and a similar slope for
samples with about equivalent constraints on both (i.e.
both masses and SFRs derived through SED fitting).
All these scenarios are only relevant, however, assum-
ing photo-z accuracy does not depend on other physical
parameters and is relatively good for the majority ob-
jects included in the fit. This is not necessarily true –
like masses and SFRs, photo-z accuracy is sensitive to
the overall shape of the SED. This can lead to complex
covariances which have not been fully explored (but see
Appendix B). If the photo-z is incorrect, then masses
may likely be overestimated and SFRs derived from the
incorrect portion of the spectrum, which will lead to more
complicated behavior. Note that not all studies are af-
fected by photo-z biases: sBzK-, LBG-, and line-selected
samples have precise redshift distributions that are ap-
plied to the mass fitting rather than using the photo-z
for each individual source.
In all cases, however, there will be a bias towards
higher numbers of mass/SFR objects. These effects
should not have a large impact on MS relations derived
directly from nonstacked data (due to the small number
of objects at the high mass end), although for stacked
data (especially using mean instead of median stacks),
this effect is expected be more prominent. In many
studies, however, the slope of the MS is computed from
binned data, with mass bins often assigned equal weight
regardless of the size of each bin. In these cases, using
mass bins is essentially the same as stacking and implies
likely contributions from Eddington bias on the high-
mass end of the MS. Although we do not attempt to
correct for it here, we thus cannot exclude a significant
contribution from Eddington bias for massive galaxies.
3.4. Disagreements in Radio SFR Data
In the left panel of Figure 2, we plot SFRs at fixed
logM∗ = 10.5 after applying the calibrations discussed
above and listed in Table 1. As can be seen, SFRs derived
from stacked radio observations are systematically larger
than those derived via other methods, and also seem to
display a steeper time dependence. This is consistent
across all radio data included in this study and all mass
ranges probed.
In order to characterize the possible time/redshift-
dependent component of the observed offset, we fit our
data using the methods described in § 4 for the radio
data alone as well as for all other data excluding the ra-
dio data. Parametrizing ψ ∝ (1 + z)γ , we find that, at
fixed logM∗ = 10.5, γ ∼ 3.6 for the radio-only fit and
∼ 2.8 for the radio-excluded fit (i.e. larger radio SFRs
relative to other SFR indicators). In the right panel of
Figure 2, we plot radio SFRs after accounting for this
(1 + z)∼0.8 systematic offset (which we term CR) using
the median redshifts of each radio MS observation. As
can be seen, these new radio data agree well with the
rest of the observations included here and do not alter
the fit substantially. Note that this is not entirely by
design (although such a procedure by nature should in-
duce overall agreement), as this redshift-dependent offset
could just as easily have left a remaining constant offset
between the radio SFRs and the other SFR indicators.
Due our empirical methodology of accounting for these
offsets, in our later series of fits (see Tables 7 and 8) we
fit the evolution of the MS with and without including
radio SFR data as well as with and without this offset.
As this finding may have important implications in-
terpreting studies heavily reliant on the precise redshift
evolution of radio SFR data (e.g., Leitner 2012), we in-
vestigate possible reasons for this disagreement in Ap-
pendix C. Briefly, the systematic disagreements between
radio SFR calibrations and other data that emerge after
moving all data to a common set of calibrations mainly
arises due to assumptions regarding qIR – contrary to
the straightfoward conversion presented in Murphy et al.
(2011), the often-used Bell et al. (2003) radio L –ψ cal-
ibration uses a different qIR value than reported for
the entire sample, and in addition attempts to account
for light emitted by older stellar populations. Calibra-
tion assumptions themselves, however, cannot account
for steeper redshift evolution observed here since they
only adjust the normalizations – the KE12 relations
merely serve to highlight existing differences previously
hidden in the data. Although scenarios involving ra-
dio suppression from the Cosmic Microwave Background
(CMB) photons, redshift evolution of the radio spectral
index αS (Carilli et al. 2008; Sargent et al. 2010), or un-
known biases present in the stacking procedures used
here Condon et al. (2012) appear to be the most reason-
able explanations, they seem unlikely (at least, at lower
redshift) based on existing data (A. Karim, priv. comm.;
again, see Appendix C).
Given the amount of data included here, the self-
consistent nature of the L –ψ conversions used in this
work (see § 3.1.2), and the relatively straightforward way
that both IR and radio SFRs are derived, we are fairly
confident that this systematic (1+z)∼0.8 disagreement is
not a spurious effect. Although we are ultimately unsure
of its origins, it is likely that some combination of the
effects discussed above (and other possible issues likely
not accounted for here) might serve as the underlying
basis for the observed redshift evolution. Future studies
should hopefully be able to clarify this issue.
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mean and median in log space and the (1 + z)−0.8 calibration offset to the radio data, calculated using the best fit MS relations from each
of the 25 studies listed in Table 3. Data points are colored based on the SFR indicators they primarily use: blue = UV, purple = UV+IR,
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fiducial intrinsic scatter of 0.3dex. The best fits excluding (pre-“correction”; dotted line) and including (post-“correction”; solid line) the
radio data are overplotted in each panel. The marked difference in stacked radio SFR observations at higher redshifts, their excellent
agreement following our corrections, and the small effect these new radio SFRs have on the fit all suggest we are observing a real systematic
difference between radio SFRs as compared to other SFR indicators.
In order to fit a robust functional form for the MS that
includes not only information on the slope and normal-
ization as a function of time but also eliminates some
of the degeneracies between α and β between samples
with similar observational properties, the observed mass
ranges from each study (see Tables 4 and 6) are incor-
porated into the fit and considered the boundaries of
that specific MS. Thus, only studies that contain objects
at, e.g., M∗ = 1010.5M⊙, are included when fitting for
the SFR evolution of galaxies at that mass. These mass
ranges have either been taken directly from the paper in
question or estimated based on the data included in the
relevant fits, rounded to the nearest 0.1 dex after exclud-
ing outlying points. For stacked data, the mass ranges
have been taken from the medians of the lower and up-
per mass bins included in the fit, and thus the errors
are approximately equivalent to the width of the bin, or
∼ 0.1 – 0.2 dex. When IMF and SPS model adjustments
(among others) are significant (i.e. Salpeter to Kroupa
or CB07 to BC03), the reported mass ranges have been
adjusted accordingly in Table 6.
Using this additional mass information, we proceed to
fit the evolution of the SFR at fixed mass as a function
of time,
logψ(t) = ait+ bi, (13)
with SFRs calculated from the reported MS fits in each
individual paper. These are only included if the MS from
the study in question is observed at that given mass (i.e.
is within the logM∗ range observed). This allows us
to account for observational limitations inherent in indi-
vidual MS observations and different selection methods.
We choose this form to parametrize the MS as am easy
compromise between prior expectations and the observed
data. Our decision to parametrize logψ as a function of t
was motivated by the log-normal distribution of the MS
in M∗ –ψ space and the likely dependence of MS evo-
lution on the more physical time instead of redshift. A
straightforward linear fit was then found to give the best
fit to the data and was subsequently adopted.
This behavior was expected given the log-normal dis-
tribution of the MS (which implies logSFR), as well as
the likely dependent variable governing evolution being
time instead of redshift (linear t). We then simply chose
a linear function as the simplest to fit the data and found
it provided a good parametrization. This is now included
in the paper.
By fitting ai’s and bi’s for a grid of masses, we then
can derive a function of the form
logψ (t, logM∗) = a(logM∗) t+ b(logM∗), (14)
assuming a given parametrization for a(logM∗) and
b(logM∗). In other words, instead of fitting the MS
by simply averaging over all observed α’s and β’s as a
function of time, we average a subset of the observed
slopes/normalizations for each mass bin and then fit the
derived parameters within each mass bin as a function of
mass. By doing this process for a grid of masses within
a specified dynamical range, and specifying a minimum
number of observations required to include a mass bin in
the fit (Nbin), we are then able to derive a more robust,
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mass-dependent parametrization of the MS.
Before beginning our analysis, we wish to find a bal-
ance in the data between including all available obser-
vations and establishing a robust, self-consistent sam-
ple. In the hopes of reducing the impacts of systematic
and observational biases on our parametrizations, we re-
move data in the first and last 2Gyrs (i.e., . 2Gyr and
& 11.5Gyr) from our analysis (as determined by the me-
dian redshifts of the respective samples). The rationale
behind this is twofold. At the high redshift end, we get
much higher uncertainties in masses and SFRs, which is
to be expected: observations are more difficult, sample
sizes are smaller, selection effects are worse, and hidden
biases are more prominent. By removing these points,
we restrict ourselves to observations where data are more
tightly constrained.
At low redshift, several studies have used SDSS data
(S07; C09(1); Z12(1); C14(1)), and so have essentially
just fit the same set of photometry in different ways with
different selection criteria. In addition to almost identi-
cal datasets, these studies often need to utilize aperture
corrections to account for missing light, which can lead
to additional sources of uncertainty relative to higher-z
samples (B04; S07; C09; Z12). As we are not able to dis-
tinguish a “best” MS fit among them, we decide not to
include them at all rather than unduly overweight the fit
towards results in the local Universe (see Appendix H).
Both series of points, however, do provide useful infor-
mation even though they are not included in our main
sample. Most basically, their presence can test the valid-
ity of our parametrization of MS evolution at both early
and late times. Good agreement at late times (low red-
shift) would be encouraging and indicate the fit is proba-
bly good, while good agreement at early times (high red-
shift) would be important in confirming that, contrary
to some observations (M10; Weinmann et al. 2011), the
average sSFR for galaxies does not “plateau” at high red-
shift23. The differences between the SDSS observations
on the low redshift end can give some sense of the differ-
ent systematic biases present in the different assumptions
that are made in the process of deriving a MS fit (since
they are done on similar sets of photometry), while those
at high redshift give more insight into the effects of selec-
tion biases, differing photometry, SED fitting procedures,
and dust corrections. These will be discussed in § 6.
As discussed in § 3.3.2, non-selective methods – which
do not probe the SF MS but rather the weighted av-
erage of star-forming and quiescent galaxies – display
prominent biases in both slope (as a function of red-
shift) and normalization (as a function of mass) com-
pared to the other methods discussed above. The differ-
ences in slope as a function of redshift can most clearly be
seen in Figure 1, where non-selective studies (purple) dis-
play slopes well below those of bluer- or mixed-selected
studies. Differences in normalization as a function of
mass can be seen by examining Figure 1 and compar-
ing normalizations of non-selective studies (purple) at
logM∗ = 10.0 (where agreement with other data is fair)
and 11.0 (where non-selective SFRs are well below other
23 As noted in Behroozi et al. (2013), the current data seem to be
consistent with both a scenario where the sSFR plateaus at higher
redshifts & 3 and where it continues to increase with a relatively
shallow slope.
studies).24 As a result, over a broad range of masses,
MS observations (number) from C09 (2), So14 (4), and
C14 (7) (all non-selective studies) tend to disagree by
several tenths of a dex with other measurements from
the literature. In order to develop a consistent picture
of main sequence evolution, studies with large system-
atic differences should be considered in separate groups
and comparisons drawn within a group. As a result, we
exclude these non-selective studies from our main set of
fits.
In addition to these non-selective studies, MS observa-
tions (number) from E11 (1) and Z12(3) (1) also display
disagreements with the majority of the sample of up to
several tenths of a dex. Here, however, we have the oppo-
site problem: their samples tend to exhibit much higher
SFRs at a given mass compared with other data in the lit-
erature. For Z12(3), this discrepancy is best highlighted
at low masses in the top-right panel of Figure 3, where
their data (green) lies substantially above the majority
of other data at z ∼ 2. For E11, on the other hand,
this discrepancy mainly occurs at high masses, and best
be seen in the lower-right panel of Figure 3 where their
data (also green) lies over an order of magnitude above
most other low-z data. As E11 restricts their sample to
only include highly-active SFGs (i.e. LIRGs) and not
“typical” MS galaxies (such as the large SDSS samples
of B04, E07, S07, Z12, and C14, or the SWIRE sam-
ple of O10), their analysis is likely inherently biased; it
is not surprising that their results disagree with all oth-
ers at low redshifts. In the case of Z12(3), however, we
are ultimately unsure where the root cause of the appar-
ent disagreement arises, although the explanation might
likely involve different choices of extinction corrections
(especially at lower masses) or some aspect of their se-
lection criteria. Although we opt to exclude these two
results from all our MS fits, we note that including them
has a negligible impact on the majority of our fits.
As mentioned above, SFRs at a given mass are calcu-
lated based on the reported best fit relations from the
studies in question. As not all studies report errors on
their MS fits, and the errors are symptomatic of the ob-
served scatter about the MS, we instead incorporate er-
rors into our fit by including the scatter reported in the
papers in question (see § 4.1). As the scatter in almost all
cases is larger than the reported errors, this process is a
conservative estimate that will likely inflate our reported
errors. However, as we are fitting observed SFRs as a
function of time (which display scatter about the best
MS fit) in bins of mass, injecting this amount of scatter
is actually more physical.
We plot the ψ(t) relations derived for logM∗ = 9.5,
10.0, 10.5, and 11.0 in Figures 3 and 4, color-coded by
selection type and SFR indicator, respectively.
After compiling ai’s and bi’s for a grid of masses, we
24 While observational limits and the decreasing proportion of
quiescent galaxies would imply non-selective studies should agree
better at higher redshift, in the lower-right panel of Figure 3 the
opposite effect is observed. This might be due to the increasing in-
fluence any quiescent contamination has in the sample when SFRs
are on average higher (while quiescents are by definition low), or
possible biases in C14’s fitted M∗ –ψ distributions (where most of
the non-selective sample is drawn from at high masses).
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Fig. 3.— logψ vs. t for logM∗ = (9.5, 10.0, 10.5, 11.0), calculated using the best fit MS relations from each of the 25 studies listed in
Table 3 and plotted using the same color/symbol scheme as Figure 1. Data from E11 (which is excluded from our fits) are plotted in green.
The best fits (excluding non-selective data; see Figure 1 and § 4) for a given mass are plotted as red dashed lines.
fit them as linear functions of logM∗, with
a(logM∗) = am logM∗ + a0,
b(logM∗) = bm logM∗ + b0, (15)
which gives us
logψ (t, logM∗) = (am,t logM∗ + a0,t) t
+ (bm,t logM∗ + b0,t) . (16)
Some quick rearranging allows us to write this in a more
familiar form,
logψ (t, logM∗) = (αtt+ αc) logM∗+ (βtt+ βc) , (17)
where we have redefined αt ≡ am,t, αc ≡ bm,t, βt ≡ a0,t,
and βc ≡ b0,t for clarity/convenience. This leads us to a
functional fit to the MS of the form as seen in equation 1,
with α(t) = αtt + αc and β(t) = βtt + βc now linear
functions of time. We may also rewrite this new time-
dependent equation, MS(t), in terms of a mixed power-
exponential model,
ψ(t) = ψ0,t e
t/τ M
α(t)
∗ , (18)
where ψ0,t = 10βc and τ = 1/(βt ln 10). As the errors on
the fits are highly dependent on the number of observa-
tions available at a given mass, the errors from one mass
bin to the next are highly correlated (as observations
tend to cluster in the mass ranges they probe at a given
redshift). However, as will be argued below, the extent
to which these correlated errors (dependent on the esti-
mates of the internal scatter for each observation as well
as the scatter between observations) impact our results
should be small and does not change our conclusions.
In order to compare our results to previous ones in the
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literature, we also consider a fit as a function of redshift,
logψ (1 + z, logM∗) = (am,z logM∗ + a0) log(1 + z)
+ (bm logM∗ + b0) , (19)
which is fit in the same way as detailed above for the
ψ(t) case, the only difference being the substitution of
log(1+ z) for t. Here, we end up with a slightly different
parametrization, with
ψ (z,M∗) = ψ0,z(logM∗)× (1 + z)
a(logM∗), (20)
where ψ0,z(logM∗) = 10b(logM∗). Unlike in the MS(t)
case, here we have fit the MS as a mass-dependent power
law in z and M∗. On average, values in the literature
seem to report that ψ ∝ (1 + z)∼3.5 out to z ∼ 2.5
(O10; K11). As we have fit linear functions for a(logM∗)
and b(logM∗), doing a simple linear fit to two fiducial
logM∗ values gives the predicted MS(z) relation at any
given redshift. Our best fit ψ (z,M∗ = 10.5) evolution
goes as (1+z)∼2.8, in good agreement with the evolution
assumed in Sargent et al. (2012).
It is also easy to recover a(M, t) and b(M, t) to com-
pare to the a(M, z) and b(M, z) coefficients using our
parametrization above. We include the values of both
sets of coefficients at fixed mass (logM∗ = 10.5) in Ta-
bles 7 and 8. Although we note that redshift-dependent
parametrizations of MS evolution give decent fits to the
data, we find that time-based parametrizations provide
overall better fits (see Appendix F).
4.1. Scatter about the Main Sequence
4.1.1. Deconvolving the Intrinsic Scatter about the Main
Sequence
Each MS observation we include has been measured
within a predefined redshift window, and therefore has
an associated time-window (∆t) that accompanies it. Be-
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cause of this, the observed scatter about the MS (σ) is
actually the intrinsic scatter (i.e. “deconvolved” scatter,
σd) about the MS convolved with the MS’s evolution
within the given time interval. They are therefore over-
estimates. In order to deconvolve the observed scatter
with this effect, we use our best fits to approximate MS
evolution within each time bin (∆t), and subtract this
evolution from the observed scatter. In order to account
for first-order volume effects, we assume that within each
redshift bin in question, the number density and mass
distribution of MS galaxies is approximately constant,
and weight each result according to the changing comov-
ing volume within each redshift bin. Accounting for this
effect slightly decreases the total magnitude of the de-
convolution (from that of a simple tophat function), and
so is again a conservative estimate on the effects of MS
evolution within each redshift bin.
We then refit the MS using these new, smaller scatters
until we get a convergent solution. We find that differ-
ential mass evolution within each time bin is small rela-
tive to the absolute changes in SFRs, and approximate
the evolution of the MS as one entirely in normalization,
with
α(t) = α
β(t) = (−0.15)t, (21)
in good agreement with results from So14 (β(t) =
−0.18± 0.02) after taking into account differences in se-
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lection25. We note, however, that this differential mass
evolution is not negligible (see § 5), and would imply that
there should be a greater evolution at higher masses, and
hence more scatter, relative to lower masses (see § 5.2).
The actual change between σ and σd in most cases is neg-
ligible (see Table 4), but for the data with the largest∆t’s
the correction leads to a reduction of ∼ 0.04 dex (see Fig-
ure 6). The results are not sensitive to the precise value
chosen for β(t) here, only the approximate magnitude,
with shifts in β(t) of ±0.02 leading to changes in σd of
at most ∼ 0.01 dex, and does not affect our results from
§ 4.1.2.
4.1.2. Calculating the “True” Scatter about the Main
Sequence
The deconvolved, “intrinsic” scatter, however, is still
not the “true” scatter (σt) about the MS, as errors
in observing/deriving relevant physical quantities (i.e.
photo-z’s, masses, and SFRs) will further tend to in-
flate the observed distribution. In order to account for
this observation-induced scatter, we look for metrics by
which to estimate the approximate variation present in
any given indicator used to derive one of these quantities
relative to another (hopefully more reliable) metric.
For photo-z’s, this comparison is easy in principle, as
we are able to compare them against their more accurate
25 Restricting the sample to include just So14’s data, we find
β(t) = −0.20± 0.02, fully consistent with the their results.
spec-z counterparts26. Based on our first-order volume-
weighted calculations, the average scatter in the photo-z
vs. spec-z relation – ignoring contamination by catas-
trophic errors, interdependencies on masses and SFRs,
and other observational biases – will tend to increase the
observed scatter by at most 0.02 dex (for average phot-z
vs. spec-z errors of 2%). These are essentially negligible
and are not accounted for here. Accounting for this ef-
fect would tend to further decrease the observed scatters,
making theM∗ –ψ relation even more tightly correlated.
At the moment, masses are mainly derived through
SED fitting and do not have a range of available cross-
checks. Several studies (e.g., S12) have found other
indicators that might work as “empirical” masses, any
real vetting of such an indicator has yet to be un-
dertaken. Comparisons between dynamical and stellar
mass measurements, however, are available, and pro-
vide helpful estimates of the uncertainties in mass es-
timates. These generally display scatters of ∼ 0.2 dex,
and in addition find that any evolution systematic dif-
ference with redshift is small (. 0.3 dex) up to z ∼ 2
(Förster Schreiber et al. 2009; Taylor et al. 2010). This
seems to indicate that SED-derived masses on quite ac-
curate, and any intrinsic scatter present in stellar masses
is at the ∼ 0.15 dex level or lower, well below the 0.3 dex
of scatter observed in the MS.
26 We note again, however, that such a comparison is only avail-
able for the most massive/luminous galaxies.
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constant MS scatter over the majority of the age of the Universe.
To further characterize uncertainties in the SED-fitting
procedure, we try and compare the cross-correlation be-
tween two methods of determining masses from the same
SED fitting procedure and their effects on the derived
M∗ –ψ relations. While this cannot test some of the un-
certainties that go into the SED fitting procedure itself
(as the dynamical mass comparison above), it can test to
see if there is some intrinsic scatter present in mass de-
terminations that might inflate the M∗ –ψ distribution.
Using the different mass determinations from So14 (D.
Sobral, priv. comm.; see Appendix E), we tentatively
find that the intrinsic variation induced by using masses
taken from the best-fitting SED relative to a more ro-
bust indicator is small, at around ∼ 0.1 dex. As this has
not been rigorously tested, we do not opt to include this
additional correction when calculating σt.
The variety of SFR indicators in use today allows us
to establish some level of intrinsic observational-induced
SFR scatter. In order to determine the scatter that
might be introduced due to observational techniques
and/or modeling assumptions, we search for previous in-
stances where cross-calibrations have been established.
Using results from N07, S07, Noeske et al. (2007a), S09,
Nordon et al. (2010), Wuyts et al. (2011b), R12, K13,
Price et al. (2013), Carollo et al. (2013), Utomo et al.
(2014), and Pforr et al. (2014, in prep), we find that on
average all SFR indicators used today show quite good
agreement27, albeit with ∼ 0.3 dex cross-calibration scat-
ter (σcc), irrespective of extinction curve, sample size,
and SPS model28. σcc in each case appears to be un-
correlated with other variables, which holds even for in-
dicators that require extinction corrections such as Hα
(Wuyts et al. 2011b). Results are also consistent with
no redshift evolution between the indicators themselves
or their cross-correlations (N07; S07; S09; Wuyts et al.
2011b; R12).
The most reasonable interpretation is that the ob-
served ∼ 0.3 dex scatter among cross-correlations is due
to ∼ .2 dex of “intrinsic” scatter for any given individ-
ual SFR indicator (see Appendix D; see also Section 2
of N07). This can be easily subtracted in quadrature
from the deconvolved scatters to yield approximate “true”
scatters (σt) in the reported MS relations. The results
are included in Table 4.
We use these new σt values in our MS fit, and itera-
tively recalculate σd and σt until our fit converges.
27 Although there are conflicting results concerning SED
and UV-corrected SFRs relative to other SFR indicators, with
SED/UV-corrected SFRs displaying good agreement with other
SFR indicators in some cases (D07; Carollo et al. 2013) and up
to 0.5 dex scatter/offsets in others (Wuyts et al. 2011b), we will
assume here that the scatter is consistent with other methods.
28 Note that this does not hold true for assumptions regarding τ
in SFHs (Maraston et al. 2010; Price et al. 2013), as well as in re-
cently quenched galaxies or more “starbursty” SFHs (Utomo et al.
2014; Hayward et al. 2014).
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4.1.3. Success of the Deconvolution Procedure
We investigate the “success” of our deconvolution pro-
cedure by examining trends in σ against ∆t using non-
stacked data. If we assume an unchanging MS scatter, we
would expect that σ(∆t) should increase for larger time
bins due to the increasing effects of MS evolution and/or
worse data. After removing the results of S09, So14, and
C14 (the former due to their sigma-clipping fitting proce-
dure, the latter two as they are non-selective) as well as
several biased/outlying data points (sBzK-selected ob-
servations and those with a sample size of < 250; see
§ 3.3.3 and Figure 7), we find a best fit relation of
σ(∆t) = (0.28± 0.01) + (0.015± 0.005)∆t. (22)
This seems to indicate that data observed over a larger
time range has been increasingly impacted by MS evolu-
tion.
After deconvolution, we find a new best-fit relationship
of
σd(∆t) = (0.29± 0.02) + (0.003± 0.005)∆t. (23)
This σd(t) relation has a consistent zero-point with the
σ(t) relation, yet exhibits a five-fold reduced dependency
on ∆t. Thus, our deconvolution procedure significantly
reduces trends of larger scatters with ∆t (see Figure 6).
We obtain a very similar relationship for σt, with
σt(∆t) = (0.20± 0.02) + (0.007± 0.006)∆t. (24)
In order to check that our results are not the heavily
influenced by selection effects, we also calculate the best
fits for the mixed and bluer subsamples (excluding the
same studies as above). We find that
σt,mixed(∆t) = (0.20± 0.03) + (0.009± 0.010)∆t
σt,bluer(∆t) = (0.21± 0.06)− (0.001± 0.043)∆t, (25)
for the mixed and bluer subsamples, respectively. These
seem to imply that our deconvolution procedure is rela-
tively robust to selection effects.
We also wish to investigate possible evolution of σt over
time. Our best fits for σt(t) are
σt,C(t) = (0.25± 0.03)− (0.005± 0.003) t
σt(t,mixed) = (0.24± 0.05)− (0.003± 0.006) t
σt(t, bluer) = (0.26± 0.03)− (0.008± 0.02) t, (26)
for the combined, mixed, and bluer subsamples, respec-
tively (see Figure 7). The lack of time evolution seen in
the mixed (our preferred) subsample is in good agree-
ment with the common assumption that scatter on the
MS is approximately constant with time (N07; W12).
The ∼ 2σ time evolution in the combined sample is
mainly due to the lower scatters reported in E07 and
E11 at low redshift, which drive the fit to lower values.
Once these two data points are removed, the time evo-
lution is consistent with being negligible. Given these
results, we conclude that the scatter about the MS (σ,
σd, and σt) is consistent with being constant in time.
Considering the range of ∆t and t values which
spanned by these studies and the variety of different as-
sumptions that go into each MS observation included
here, these results seem to indicate that the real scat-
ter about the MS is
σd ∼ 0.3 dex
σt ∼ 0.2 dex, (27)
consistent with the analysis of Muñoz & Peeples (2014).
4.2. Accounting for Observational Limits and Selection
Effects
We account for observational biases and other effects
by fitting the MS using a variety of cuts in selection
mechanism (mixed, bluer, non-selective), detection type
(stacked or not), SFR indicator (emission lines, UV,
UV+IR, IR, radio, SED), and the number of points re-
quired per mass bin (ranging from 5 – 35). Each of these
cuts is reported for two sets of data – the uncalibrated
(Table 4) and the calibrated data (Table 6) – and two
sets of fits – “extrapolated” fits, where the data fit with-
out including any type of mass-weighting scheme (i.e. in-
cluding all MS observations published for the given cuts
and just averaging over their reported α and β), and
mass-dependent fits, where the data is fit as described
previously.
1σ uncertainties on the fits are calculated two different
ways. The first is from standard fitting procedures (us-
ing Scipy’s ODRpack), which take into account the true
scatter derived for each of the observations as well as the
interpublication scatter (σi). The second is from boot-
strapping (via resampling), where for each trial we ran-
domly adjusting the upper and lower bounds of each ob-
servation by up to ±0.2 dex (equivalent to the bin width
for some of our stacked data, the true scatter, and a con-
servative overestimate of our rounding procedure), re-fit,
and take the 1σ deviation around the median after 100
runs. We find that our functional form for the MS is
robust to possible errors on the reported logM∗ ranges,
with resampled errors only ≈ 50% larger than the for-
mal fitting uncertainties29. To be conservative, we report
these higher errors.
5. RESULTS
5.1. The Evolution of the Galaxy “Main Sequence”
Our results for both our time- and redshift-dependent
fits given a variety of (sub)samples and fitting assump-
tions are listed in Tables 7 and 8, respectively. We dis-
cuss the details behind the various fitting assumptions
and how they impact our analysis in Appendix F. Our
best fits and their comparisons to previous results in the
literature are discussed below.
Based on arguments in § 3.3.2 and Appendix F (also see
Table 2), we limit our “best” results to mixed data con-
verted to our common calibration after we have removed
data from our “time edges”. We require our best MS fit
to include a moderate threshold on the number of data
points included in each mass bin (Nbin = 15), where we
have included enough data points to avoid over-biasing
towards individual studies (e.g., S09/O10 at lower/higher
mass), but not so much that we eliminate a large portion
of the available mass range and lose some of the flexi-
bility of our mass-dependent parametrization. Our best
29 Using more runs (e.g., 500) gave consistent error estimates,
so this effect is not due to extra variation caused by too few trials.
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MS fit is:
logψ(M∗, t) = (0.84± 0.02− 0.026± 0.003× t) logM∗
− (6.51± 0.24− 0.11± 0.03× t) , (28)
where the listed errors are derived from resampling.
The interpublication scatter around this fit is σi =
(0.08, 0.09, 0.11)dex, for the minimum, median, and
maximum values within the fitted mass range logM∗ =
9.7 – 11.1, respectively. This encompasses a majority of
the age of the Universe (z ∼ 0.25 – 2.75), and provides
good fits to the observed SFRs all the way out z ∼ 5
(see Figure 4). For convenience, we also plot the related
best-fit MS relations at several fixed redshifts in Figure 8.
We note that our best fit provides good fits to the data
out to z ∼ 5 (St14); we might, however, opt to include
all high-z data to try and better constrain the fit. If we
re-include data from the first 2Gyr of the Universe in
our fit, we instead get
logψ(M∗, t) = (0.80± 0.02− 0.022± 0.003× t) logM∗
− (6.09± 0.23− 0.07± 0.03× t) , (29)
consistent with our earlier fit. In addition to incorpo-
rating high-z data, we might also choose to see how the
varies if we do not include our empirically-derived (and
more tentative) CR calibration offsets. Once these are
removed, our best fit is instead
logψ(M∗, t) = (0.96± 0.05− 0.045± 0.006× t) logM∗
− (7.41± 0.48− 0.27± 0.06× t) , (30)
, with a slightly higher median interpublication scatter
of σi = 0.14 dex. As expected, the fit exhibits stronger
time evolution, and has slightly larger errors due to the
larger interpublication scatter. We list all our best fits
for various subsets of the data in Table 9.
In order to confirm the validity of our fits, we check to
see whether our redshift fits can reproduce the observed
dependencies (ψ ∝ (1+z)γ) reported in other works. For
O10’s data, we find γ ∼ 3.2± 0.3, in agreement with the
γ ∼ 3.4± 0.3 derived there. For radio observations with-
out our (1 + z) adjustments (i.e. D09, P09, and K11),
we find a redshift dependence of γ ∼ 3.6± 0.1, in agree-
ment with the values reported in K11.30 As expected,
the best fit to the (1 + z)∼0.8 corrected radio SFRs is
γ ∼ 2.8 ± 0.1. In almost all cases, our observed redshift
evolution is milder than the γ ∼ 3.5 reported previously
(O10; K11). At logM∗ = 10.5, we find that the power
law index for the fit including all data or mixed data
only is γ ∼ 2.8 (2.8 – 2.9 if we exclude radio; 2.5 if we ex-
clude all stacked observations), in good agreement with
the evolution assumed in Sargent et al. (2012).
For bluer observations only, we find γ ∼ 2.4, in excel-
lent agreement with the result from K11 (this reduces
even further to γ ∼ 1.4 after high-z data are included
in the fit). As with the more rapid time-evolution of
the MS slope reported for combined UV+IR/IR-selected
observations only, we also find that the redshift depen-
dence among these observations is the steepest (γ ∼ 3.1).
Taken together, these observations indicate that the
parametrized dependence of the (s)SFR with redshift
goes as γ ∼ 2.8.
30 If we only include K11 the fit, our best fit evolution remains
unchanged.
5.2. Main Sequence Evolutionary Tracks
Using the MS as an empirical constraint, we can for-
mulate evolutionary tracks for typical MS galaxies with
the assumption that they must obey the MS at all times
by simply integrating along the MS. This type of “Main
Sequence Integration” (MSI; Renzini 2009; Peng et al.
2010; Leitner 2012) can provide information on the typ-
ical SFH of a MS galaxy at some time in the absence of
major mergers31. The evolution of stellar mass in a given
galaxy can be described as
dM∗(t)
dt
= (1− η(t))ψ(M∗, t), (31)
where dM∗(t)dt is the mass growth rate, ψ(M∗, t) is the
SFR as parametrized by our best MS fits, and η(t)
is the galaxy wide fractional mass-loss rate as a func-
tion of time. Thus, given an initial mass, time, and a
parametrization of the fractional mass-loss rate, we can
easily integrate to find the mass (and consequently SFR)
at any future time. Conversely, we can also use this
method to integrate backwards from some starting point.
We opt here to integrate forward in time, fine-tuning for-
mation time for a given initial mass via trial and error
to arrive at the desired final mass.
In Figures 9, 10, and 11, we plot our MSI tracks for
logψ, ψ, and logφ, respectively, for a typical logM∗(t =
t0) = 10 galaxy (in the sense that this is a typical galaxy
mass) assuming a seed mass of logM∗ = 7. We choose
this starting mass based on observations of globular clus-
ters and “super” star clusters, which are ∼ 106−7M⊙ and
come into being almost instantaneously (< 5Myr). We
note that by assuming such a seed mass, we are extrap-
olating MS evolution to lower masses than observed at
higher redshifts; however, as mass growth is extremely
rapid at masses smaller than M∗ = 107M⊙, the calcu-
lated formation times and ages are only weakly a func-
tion of mass and do not affect our conclusions. See Ap-
pendix G for more discussion on some of the uncertainties
present our methodology.
We include the effects of stellar mass loss using
the zeroth-order and first-order approximations of the
fractional galaxy-wide stellar mass-loss rate presented
Leitner & Kravtsov (2011) and Leitner (2012) assuming
a Chabrier IMF (functionally equivalent to a Kroupa
IMF for our purposes). These take into account mass
lost through the death of massive, young stars (zeroth-
order; η(t) ∼ 0.45) as well as mass loss from the remain-
ing ensemble of older stars (first-order; dη/dt ∼ 2/3 ×
galaxy age, normalized to a logM∗(t = t0) = 11 galaxy).
The latter expression is accurate to within a few percent
of the final mass. As the use of these mass-loss prescrip-
tions for a given final mass leads to less-efficient growth,
these result in a shift to earlier formation times as well as
earlier and larger peaks in SFRs. In the following discus-
sion, we only discuss MSI tracks for logM∗(t = t0) = 10
galaxies, which serve as a soft upper limit to typical SFGs
seen today (B04; S07). However, we have checked that
31 The recent results of Hayward et al. (2014) and Utomo et al.
(2014) indicate that IR SFRs can be significantly overestimated
for quiescent galaxies (or galaxies with more “starbursty” SFHs).
As post-starburst/starburst systems are a minority of MS galaxies
at a given redshift (E11; Sargent et al. 2012; Lackner et al. 2014,
subm.), their effect on our results should be small.
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Fig. 8.— Several of our “consensus” MS relations taken from our best fit to observations from the literature (see § 5.1) plotted at several
given redshifts. The widths of the distributions are taken to be the “true” scatters (±0.2dex) rather than the likely observed scatters
(∼ 0.3dex) for improved clarity, and the mass bounds are taken directly from the fit. The changing MS slope and ∼ 2 orders of magnitude
evolution in SFR at fixed mass from z = 4 to 0 are easily visible. As the first and last 2Gyrs of data are not included in the fit, the
z = 0 and z = 4 slopes should be viewed as predictions of high-/low-z MS relations rather than simply best fits to data available at those
redshifts (which would tend to fit well by default).
the majority of our conclusions still hold for galaxies with
smaller masses down to logM∗(t = t0) ∼ 8.
Two star-forming limits of the MS are clearly present
in our tracks. At lower masses, we see that a typical
MS galaxy experiences extremely rapid mass growth in
a very short amount of time. This amounts to taking
the limits [α(t), β(t), ζ(t)] ≈ [α, β, ζ] at some particular
time, where ζ(tgal) is the mass growth efficiency (M˙∗/ψ
or 1− η) as a function of time, which is a function of the
age of the galaxy (tgal) and the past SFH. In this limit,
the mass growth as a function of mass is a simple power
law,
dM∗
dt
∝Mα, (32)
and thus
M∗(t) = (α− 1)× (C − t)
1/(1−α), (33)
where C is a constant of integration. This “fast growth”
behavior is clearly visible in Figure 9, where logψ grows
by over an order of magnitude in an extremely short pe-
riod of time.
At later times, especially in the most realistic case with
the first-order approximation, we can see an approximate
linear decline in logψ. This can be best understood in
the “slow growth” mass limit, where logM∗(t) ≈ M∗,
and growth is dominated by evolution in α and β. In
this case, at a given mass, we end up with
logψ ∼ (αt logM∗ + βt) t, (34)
which leads to approximately linear decay in logψ(t)
(i.e., exponential decay). This behavior can again be
seen in Figure 9. By looking at ψ rather than logψ,
however, we actually see that the power-law rise can be
easily approximated by a linear rise because it dominates
such a small portion of a typical MS galaxy’s SFH (see
Figure 10).
We examine the evolution in sSFR and find that MS
galaxies seem to become progressively less efficient (i.e.
decreasing fractional mass growth) at forming stars over
the course of their lifetime (see Figure 11). This is a natu-
ral extension of the sub-linear nature of the logM∗ – logψ
relation, and decreases in a log-linear manner for the ma-
jority of the MS galaxy’s lifetime (i.e. during the “slow
growth” phase). By extension, this leads to an approxi-
mately linear fractional mass growth rate for the major-
ity of a galaxy’s lifetime, minus initial upturns at early
times (where gas is plentiful and the “fast growth” to
“slow growth” transition is still taking place) and down-
turns at late times (where the gas supply is being ex-
hausted and the mass loss from old stars is significant).
Using these MSI tracks, we are then able to better
judge what comprises “typical” MS SFHs, which may
help to improve future model fits. As the current vari-
ation in the ways the SFH is parametrized (e.g., expo-
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Fig. 9.— Calculated logψ tracks for galaxies that strictly evolve along the MS with final stellar masses of 1010M⊙ at the present day,
assuming direct SFR-to-M∗ growth (black), a zeroth order “return rate” correction (from stellar mass to gas mass) to account for mass loss
from young, massive stars (blue), and an additional first-order correction (accurate to within a few percent of the final mass) to account for
mass loss from older stellar populations (red). Both stellar mass loss prescriptions are taken from Leitner & Kravtsov (2011) and Leitner
(2012) and assume a Chabrier IMF (functionally equivalent to a Kroupa IMF). Initial seed masses of 107M⊙ are assumed. Dashed lines
indicate the return rate for the given correction as a function of time, and dashed-dotted lines indicate the mass growth the galaxy over
the same period.
nentially declining, power-law rising, delayed-τ) might
influence SED-derived SFRs by up to several tenths of a
dex (Maraston et al. 2010), choosing the proper SFHs for
SED fitting is important if we wish to use them to even-
tually reliably derive physical properties of SFGs beyond
just masses.
Our findings indicate that at young ages/early
times/low masses, MS galaxy SFHs seem to be well-
characterized by a rising SFHs, which can be well-
modeled by any of the current linear, exponential,
or power-law parametrizations, provided the ages are
young. At middle ages/times/masses, MS galaxies are
forming stars at around their peak SFRs, and are best fit
by constant SFHs or very slowly rising/declining SFHs,
depending how far around the peak they are currently
being observed. Finally, at later times/older ages/higher
masses, we see that MS galaxies are best characterized
by traditional exponentially declining SFHs.
Based on our MSI-derived SFHs, we would expect
there to be a changing distribution of SFHs with masses
(from linearly rising to constant to exponentially declin-
ing as the fitted mass increases) since, at a given redshift,
mass is a proxy for age. As of now, no paper has done a
detailed study of the distribution of best-fit SFHs within
MS relations at fixed redshifts. A study along these lines
should help us better understand the parameter space
explored when fitting MS galaxies (both physically and
computationally), and possibly lead to development of
priors and other procedures that can cut down on the
size of the parameter space that is often explored when
fitting photometric data.
A number of studies have shown that masses are
relatively robust to variations in the SFH (e.g.,
Maraston et al. 2010; R12; So14). However, if one hopes
to use SED-derived SFRs (which can be quite sensitive
to the SFH) in addition to masses, these results indi-
cate that typical MS SFHs (for galaxies that follows the
MS at all times and do not undergo any disruptive ma-
jor mergers) include a combination of all three types of
SFHs – rising, constant, and exponentially declining – as
a function of mass/age/time. We find that this type of
behavior is naturally reproduced using delayed-τ SFHs
(see § 3.1.4), and that no study included here except St14
has fit their samples using these SFHs. Following recent
results from Leitner (2012) and M13, we further note that
models including random burst components or multiple
component SFHs will likely not significantly improve fits
to the SED (S11; So14), and likely do not need to be
included.
5.3. Generating Scatter about the Main Sequence
While the MSI tracks are useful at exploring average
MS evolution, they often fail to incorporate and/or gen-
erate scatter about the MS (L11; Leitner 2012; see also
Muñoz & Peeples 2014). We propose a simple model to
generate scatter about the MS and briefly explore its im-
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plications (see also Steinhardt & Speagle 2014, subm.).
We first assume that MS galaxies all follow the determin-
istic evolutionary track set by our best-fit MS evolution
included here, and that their evolution is only governed
by their initial formation time. For a galaxy born at,
e.g., t = 2Gyr, we calculate its evolution inM∗ –ψ space
using the MSI tracks outlined above that incorporate our
first-order stellar mass loss approximation. In addition,
galaxies at a given mass form at a variety of different
times (Press & Schechter 1974). In order to accommo-
date this initial spread in formation times, we further as-
sume that, at any given time, an ensemble of MS galaxies
with a spread in formation times all follow the same evo-
lutionary tracks. Thus, a galaxy born at, e.g., t = 2Gyr
would follow the same evolutionary track as one born
±0.5Gyr before or after it. By extension, the galaxies
born earlier/later would be ±0.5Gyr “ahead” or “behind”
at every possible time.
Due to both stellar mass loss and a MS slope of
less than unity (which prevents runaway exponential
growth), galaxies evolving along the same set of evolu-
tionary tracks at different times end up at slightly dif-
ferent locations in the M∗ –ψ plane. If such an ensemble
of “coeval” MS galaxies are observed at a common time,
this translates into the upper and lower ±1σ bounds of
MS-like distribution. The only difference between an ob-
served MS relation and our “coeval” MS relation is we
have assumed that instead of a spread in SFR at a given
mass (or vice versa) there is instead a completely fixed
M∗ –ψ relation with an initial spread in time. As such an
ensemble of galaxies follows the same evolutionary path
(by construction), they can be thought of as evolving “in
sync”. Consequently, we term this 1σ spread in (forma-
tion) time a synchronization timescale, τs.
This could alternately be interpreted as determining
the accuracy of a MS inversion, where we have turned
our logψ(t) fits (at fixed mass) into t(logψ) ones. Thus,
τs is the accuracy to which we can determine the cosmic
epoch when an observed MS galaxy is active given its
mass and SFR: we have just transformed our “vertical”
scatter (in logψ) to a “horizontal” one (in t). τs is thus
a physically meaningful quantity.
The behavior of τs as a function of time also has im-
portant implications for galaxy evolutionary models. At
one extreme, galaxy evolution can be thought of as be-
ing driven by a variety of disruptive stochastic processes
such as major mergers. At the other, galaxy evolu-
tion is instead driven by more deterministic ones such as
“cold mode” accretion (Kereš et al. 2005; Davé 2008). If
galaxy evolution is driven by disruptive, stochastic pro-
cesses, then over a given interval an ensemble galaxies
at higher redshifts should have smaller τs values com-
pared to galaxies at low redshift as galaxies slowly “evolve
apart”. However, if galaxies simply follow a common, de-
terministic track (as we have assumed here using the MS)
or follow an attractor solution32 (set by the MS), then τs
32 While these deterministic solutions may be smooth, they may
also be approached through, e.g., a large number of random star
formation episodes via the central limit theorem, and thus intrin-
sically remain stochastic processes. While we thus might be able
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Fig. 11.— As Figure 9, but for the sSFR. As can be seen, the sSFR (i.e. the inverse growth time scale of a galaxy) decreases over time
to the present day values in an approximately linear fashion after an initially steep decline. Including stellar mass loss prescriptions leads
to a more gradual decline in the sSFR (in log space) compared to the direct SFR-to-mass growth.
should remain nearly redshift-independent across a wide
range of redshifts.
As the sets of tracks offset by our choice of synchro-
nization timescale serve as upper and lower 1σ bounds for
the MS observed at any particular time, we can use τs to
derive get the corresponding true scatter (σt) in SFR at a
given mass33. The true scatter at a given mass is actually
quite sensitive to the synchronization timescale that we
pick, with changes of just ∼ 0.3 – 0.4Gyr altering σt by
∼ 0.05 dex. Our best-fit constant value of σt ∼ 0.2 dex
directly translates into a constant τs of ∼ 1.4Gyr. A
spread in formation times combined with smooth SFHs
for individual galaxies thus can account for the observed
scatter, and provides a consistent view of the evolution of
the MS Mergers, by contrast, must likely either remove
objects from the MS entirely (and must do so relatively
quickly and/or infrequently) or have very little effect on
the overall M∗ –ψ relation (see also S11). Although this
model provides a consistent framework for interpreting
the MS, it is important to note that this model is not
unique: a model with zero age spread and a stochas-
tic component in the SFH of individual galaxies could
plausibly also reproduce the data (although possibly by
construction; see, e.g., Muñoz & Peeples 2014).
In addition, such a small τs implies that we can deter-
mine the cosmic epoch a galaxy is active to within ∼ 10%
to rule out large, disruptive, and/or rare stochastic processes, our
model is fully consistent with many smaller, more common ones.
33 Since the slope of the MS is not constant in our fits, the
scatter varies as a function of mass. In this section, we assume
logM∗ = 10.5.
(∼ 15% including observational errors on the SFR) know-
ing only its mass and SFR. Combined with a good prior
on the redshift, such accuracy could easily be turned into
a strong prior on photo-z codes that could significantly
constrain the parameter space that needs to be explored
for any specific galaxy and would help to distinguish
between competing solutions at markedly different red-
shifts. Using this information thus offers the possibly of
markedly reducing systematic catastrophic errors. This
could be improved further by combining information on
correlations among other physical parameters, such as
the mass – dust attenuation relation from Garn & Best
(2010), IRX(z) results from R12a and B12, and the form
of the MS presented here. We plan to investigate possible
improvements in photo-z accuracy and computational ef-
ficiency that can arise from such priors in a future work.
6. DISCUSSION
6.1. Extrapolations to High Redshift
The fits presented in this paper have purposely ex-
cluded data within the first and last 2Gyr of the Universe
in order to avoid biases and strong selection effects. In
this section, will discuss how well our fits do when com-
pared to current published high-z results. Comparisons
of our MS fits to low-z results and their implications for
MS systematics are described in Appendix H.
As shown in Figure 4, the time-based extrapolations
are overall consistent with the MS observed in the dis-
tant Universe, with observations from D09 (radio stack-
ing, K-band limited survey), S11 (spectroscopic follow-
up of Hα-emitting LBGs), L11 (LBG survey), L12 (LBG
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survey), B12 (LBG survey), and St14 (IR-limited survey
combined with COSMOS field data) following our best
fits to within ∼ 0.5 dex. We find that at higher masses,
the observations of D09, S11, and St14 seem to follow
our fits most closely, while at slightly lower masses those
of L11, L12 and B12 (all deep photometric LBG surveys)
provide slightly better fits (see Figure 4 and 3).
This dichotomy of results between flux-limited and
LBG surveys might indicate two possibilities. The first
would be that selection effects (e.g., a lower limit on the
SFR, completeness) play a significant role in MS obser-
vations at these high redshifts, even when surveys are
not near detection limits. The second would be that ex-
tinction corrections in some of these studies have been
under/overestimated at higher/lower masses34. These in
turn might point to systematic issues with IRX– β and
SED-fitted extinction corrections. We note that both
issues would serve to increase the MS slopes at these
redshifts towards unity, in agreement with our MS fits.
The good agreement at high redshift is somewhat sur-
prising given that the logψ – t relationship is likely not in-
definitely linear in time. Assuming an Eddington-limited
starburst (Capak et al. 2008; Younger et al. 2008), such
an upper-limit to the SFR would be approximately
ψmax = 560 σ
2
400Dkpcκ
−1
100M⊙ yr
−1, (35)
where Dkpc is the characteristic physical scale of the
“starburst” in kpc, σ400 is the line-of-sight velocity disper-
sion in units of 400 km s−1, and κ100 is the dust opacity in
units of 100 cm2 g−1. By assuming that the starbursting
system is in virial equilibrium (σ2 ∝ Mtot/Dkpc, where
Mtot is the total mass contained within Dkpc) and that
M∗ ∝ M
a
tot, where a is an arbitrary constant, we arrive
at ψmax ∝ Ma∗ . For a = 1, such a system would display
similar behavior to Eddington-limited accretion for black
holes. The fact that we do not see any type of limit up
to z ∼ 5 – 6 (i.e. we still observe a continual increase in
sSFR; St14) is intriguing.
On the whole, the agreement between our fits and cur-
rent high-z observations is quite good (St14), and justi-
fies our fits as functions of time instead of redshift; other
studies that fit MS evolution as function linear in red-
shift (Z12; W12) or as a power-law (K11) do not provide
nearly as good fits to the data over the full redshift range
that we span. While we are not able to definitively rule
out a possible “plateauing” of the sSFR in the redshifts
explored here, our results seem to favor a scenario where
the sSFR continues increasing until at least z ∼ 5 (and
likely plateaus afterwards).
6.2. Implications on Galactic Star Formation Processes
Star formation in galaxies has been found to
correlate well with several large-scale observables.
The Kennicutt-Schmidt (KS) relation (Schmidt 1959;
Kennicutt 1998b) implies that the SFR surface density
(Σψ, M⊙ yr−1 kpc−2) in a wide range of galaxies is re-
lated to the gas surface density (ΣG,M⊙ pc−2) via a sim-
ple scaling relation of the form Σψ ∝ Σ1.4G (Schmidt 1959;
Kennicutt 1998b). This implies that the physics govern-
ing star formation is only dependent on the amount of
34 For instance, L12’s disagreement with our best fit at higher
masses could be explained if B12’s extinction corrections (i.e. IRX)
have been underestimated by ∼ 0.1dex in more massive galaxies.
gas available, and is otherwise unrelated to other prop-
erties of the host galaxy or any past star formation.
According to the Elmegreen-Silk (ES) relation
(Elmegreen 1997; Silk 1997), however, this does not cap-
ture all of the physics. Galaxies are instead expected to
consume similar fractional amounts of gas during each or-
bit, and by including the dynamical timescales (τd) of the
galaxies in question, the SFR surface density can instead
be parametrized as Σψ ∝ ΣG/τd (Kennicutt 1998b). By
contrast, Shi et al. (2011) propose that it might not be
the kinematics of the host galaxy at all that determine
Σψ, but rather past star formation. This would indicate
that feedback effects – such as supernova and/or Active
Galactic Nuclei (AGN) – play a significant role in de-
termining a galaxy’s current SFR. By parameterizing by
past star formation via the stellar mass surface density
(Σ∗, M⊙ pc−2), Shi et al. (2011) propose an “Extended”
KS (EKS) law of the form Σψ ∝ ΣGΣ0.5∗ .
In addition to these scaling relations, hydrodynami-
cal simulations of star-forming galaxies at high-z (e.g.,
Finlator et al. 2006) also predict a tight relationship be-
tween mass and SFR, with a stronger dependence (M∗ ∝
ψ) that evolves slowly with redshift (Davé 2008). In
this scenario, a slope slightly below unity occurs due to
feedback, which leads to the growth of hot halos around
higher mass galaxies and slows down gas accretion.
In this context, the marked linearity of the decline in
logψ over time in these data is striking. One possible
implication is that the age of a galaxy, rather than more
stochastic events such as major mergers, is the most im-
portant indicator and/or driver of gas availability and
star formation (see also § 5.3). While other factors such
as environment likely play a role in galaxy evolution by,
e.g., influencing gas availability and/or delivery (Khabi-
boulline et al. 2014, subm.), this steady decline seems to
favor a much steadier, environment-independent mode of
star formation35.
By using observations of MS evolution included here,
we can attempt to distinguish between each of the differ-
ent scenarios outlined above. If we substitute a few scal-
ing relations (ψ ∝ R2Σψ, M∗ ∝ R2Σ∗, and τd ∝ R/V ,
where R is the characteristic radius of the system and
V is the corresponding characteristic velocity), assume
the system is in virial equilibrium (V 2 ∝Mtot/R, where
Mtot is the total mass contained within R), assume that
M∗ ∝ Mtot, and that the dark matter halo follows a
simple spherical distribution (Mtot ∝ R3), we can trans-
form the KS, ES, and EKS scaling relations listed above
into more MS-like relations. Substituting and rearrag-
ing, we derive MS relations for logψ ∼ α logM∗ + β
with α = 2/3, 2/3, and 5/6 and β = 1.4 logΣG, logΣG,
and logΣG (up to a scaling constant) for the KS, ES,
and EKS laws, respectively.
For each of these parametrizations, evolution the nor-
malization of the SFR could be due to evolution in the
average gas surface densities, while evolution in the slope
could be due to deviations from some of the assumptions
assumed here. These findings seem in good agreement
35 This environmental-independence is only true at a given mass.
Environment likely plays a role in determining the mass of a galaxy
and possibly “accelerating” evolution along the MS, even if it does
not change the form of the MS itself (Koyama et al. 2013; Lin et al.
2014).
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with results from Magdis et al. (2012) that MS galax-
ies likely follow a single, tight LIR –Mgas (i.e. ψ –ΣG)
relation from redshift z ∼ 0 – 2.
In order to compare the results above (involving SF
laws in disks) with those of the MS (involving total
masses), however, we are required to somehow implement
a correction to account for possible bulge components
(and bulge growth) of MS galaxies. Using the recent
results of Abramson et al. (2014) that show an increase
in MS slope of ∼ 0.25 after limiting their analysis to
disk components only, our best MS fits seem to imply a
Mdisk –ψdisk relation that begins at approximately unity
and decays to ∼ 0.65 at z = 0. As the KS and ES rela-
tions both predict MS slopes of ∼ 0.65, while the EKS
law predicts a slope closer to ∼ 0.85, our findings seem
to support the former two views of star formation over
the latter36 (see also Appendix I). Taken together with
observations that the ES relation encompasses a broader
range of galaxy classes than the KS relation while proving
equally good fits (Daddi et al. 2010; Magdis et al. 2012),
we interpret this as tentative evidence supporting the ES
view of star formation.
In conclusion, if we assume current hydrodynamical
simulations are representative of galaxy evolution at
high-z, our results seem to indicate that MS galaxies
transition from “cold mode” accretion scenarios (initial
conditions) to more general ES-dominated modes of star
formation (equilibrium conditions) over time.
7. CONCLUSION
64 measurements of the star-forming (SF) “Main Se-
quence” (MS) from 25 papers have been combined to
determine MS evolution out to z ∼ 6. They have been
recalibrated to use a common set of assumptions, cor-
recting for stellar IMF, L –ψ conversion, cosmology, SPS
model, dust attenuation, emission lines, and possible qIR
evolution. Our main conclusions are as follows:
1. By taking into account mass information, we are
able to derive a robust functional form for the
MS that indicates strong differential mass evolu-
tion (i.e. a time-dependent MS slope), with a best
fit of logψ(M∗, t) = (0.84± 0.02− 0.026± 0.003×
t) logM∗ − (6.51 ± 0.24 − 0.11 ± 0.03 × t). This
provides good fits from z ∼ 0 – 6. Almost all of our
fits show strong departures from unity.
2. Using our fits, we are able to deconvolve the scat-
ter around the MS with the scatter due to evolution
within any given time/redshift bin. After account-
ing for intrinsic scatter among SFR indicators, we
find that the true scatter among the MS is likely
∼ 0.2 dex rather than the ∼ 0.3 dex often reported.
Future studies should try and emulate this proce-
dure to better compare the derived “widths” of MS
observations. Scatter about the MS is functionally
equivalent to a group of galaxies following identi-
cal evolutionary tracks with an initial 1σ spread in
formation times of ∼ 1.4Gyr. Scatter about the
MS (i.e. ∼ 0.2 dex uncertainty in SFR at a given
mass) can thus be directly translated into a scatter
36 Note that the slope for MS (disk) relation from
Abramson et al. (2014) at z ∼ 0 ranges from 0.57 – 0.76 (0.80 –
1.0).
in time (i.e. ∼ 10 – 15% uncertainty in the age of
the Universe at a given mass and SFR).
3. sBzK-selected samples have systematically smaller
scatters than most other studies included here, and
are likely substantially biased compared to other
selection mechanisms. More generally, we find that
selection effects and other systematic effects can
have a big impact on the slope of the MS and should
be taken into account when conducting future sur-
veys and interpreting results.
4. With our new calibrations, we report possible
evidence for (1 + z)−0.8 evolution in qIR (i.e.
ψ1.4/ψother goes as (1 + z)∼0.8). While the exact
meaning of the observed evolution is still uncer-
tain, this at least indicates that possible evolution
in pre-existing radio assumptions should be consid-
ered when interpreting (stacked) radio SFR data in
the future.
5. The SFH of a typical MS galaxy involves a com-
bination of approximately linearly rising, constant,
and exponentially declining SFHs. These SFHs can
be most easily generated using delayed-τ models,
which should ideally be used in future studies to
in order avoid possible biases when deriving phys-
ical properties outside of the mass. In addition,
the fractional mass growth of a typical MS galaxy
is approximately linear for the majority of its life-
time, with deviations at early and late times due
to high sSFRs in the early Universe and significant
stellar mass loss from older stellar populations, re-
spectively.
6. The evolution of the SFR at fixed mass is well fit by
a log-linear evolution in time. Furthermore, fitting
MS evolution as a function of time significantly im-
proves the quality of the fits to the MS relative to
previous fits as a function of redshift.
Existing studies on star formation represent a strong
and consistent constraint on galaxy evolution over the
past 12 billion years. The consistency of this constraint,
however, is masked by inconsistent calibrations, and fu-
ture studies should use a standard set of assumptions
(or provide conversion factors) in order to make results
directly comparable. We propose one such standard in
this work; however, as all studies included here have been
calibrated to a set of common assumptions, any future
study should be able to easily convert all these results
to a modified set of assumptions without too much dif-
ficulty. Similarly, future studies of SFGs should attempt
to select their samples on more uniform criteria (such
as NUVrJ or UV J) and focus increased attention on
the effects of various SFHs on SED fitting procedures
in order to obtain more robust SED-derived SFRs and
better constrain systematics. The methods of extracting
more robust parameters from galaxy SED fits (e.g., the
median masses used in So14) should be investigated in
future studies.
By properly calibrating existing MS studies, we arrive
at a consistent picture of star forming galaxies out to
z & 5. However, this picture is one where high-z galaxies
have ever-higher masses and SFRs, sharpening a series of
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puzzles surrounding star formation in the early universe.
It is difficult both empirically and theoretically – from
fully empirical tracks (Leitner 2012) or semi-empirical
parametrizations (Wetzel et al. 2013; Behroozi et al.
2013) to semi-analytic models (Somerville & Primack
1999; Somerville et al. 2008; Mitchell et al. 2014) and nu-
merical simulations (Finlator et al. 2006; Katsianis et al.
2013) – to produce massive SFGs in the early Universe.
However, there seems to be no signs of deviation from this
trend even out to z ∼ 5 – 6 (L12; St14). The downsizing
paradigm (i.e. “anti-hierarchical” growth, with increas-
ingly massive galaxies found at earlier redshifts) has long
provided a theoretical challenge for merger-driven evo-
lutionary models (Fontanot et al. 2009), and the consis-
tency of this picture out to high redshift seems to further
increase tension between theory and observation.
Based on these results, pushing observations to only
slightly higher redshifts should move us from the regime
of “downsizing” to one of “upsizing” (with the resulting
details likely to yield greatly improved models). If in-
stead astronomers continue to find even more massive
SFGs at earlier times, we are likely to arrive in a scenario
where there was not enough time for these extremely
high-z objects to form given our current understanding
of masses, structure formation, and the limits from the
CMB on reionization. Regardless of the eventual out-
come, future high-redshift observations are poised to pro-
vide answers to current unresolved questions surrounding
galaxy formation and evolution in the early Universe.
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APPENDIX
A. DATA
We give brief descriptions of each of the data sets included in this study below, and describe our methodology in
converting the reported observations to our common calibration. We encourage anyone interested in more details to
read the actual paper(s) in question and/or contact the original authors. The main assumptions used to derive the
MS relations for each study are summarized in Table 3. MS relations, plus other general information, are listed in
Table 4. All studies listed here do not (explicitly) include AGN in their analysis, and remove them via hard X-ray
detection matching, SED fitting, and/or power-law fits to the observed IR emission.
Chen et al. (2009) (C09). C09 observes ∼ 5 × 105 and ∼ 3000 galaxies in the SDSS Data Release Four
(DR4; Adelman-McCarthy et al. 2006) and a combination of the Deep Evolutionary Exploratory Probe 2 (DEEP2;
Davis et al. 2007) survey and Palomar Observatory Wide Infrared (POWIR) survey at 0.005 < z < 0.22 and
0.75 < z < 1.0, respectively. Although C09 do not provide a MS relationship for their fits (which we will term
C09(1) and C09(2), respectively) in the paper itself, the fit they do provide in their Figure 11 does not seem to include
all data points (excluding the ones on the low mass end), and is calculated without assuming extinction. This fit is
does not utilize an effective cut to exclusively analyze SFGs.
We derive a MS-esque M∗ –ψ relation in a self-consistent manner as the rest of the studies listed here as follows.
We first take their derived sSFRs for both their SDSS and DEEP2 datasets, listed in their Table 2, and correct them
for extinction based on the PDFs in their Figure 6 and Figure 7. We keep the 1σ error bars the same, as the shapes
of the dust-corrected PDFs are almost identical to those without dust. We fit all the data points with a simple linear
fit using total least squares regression with Scipy’s ODRpack in order to account for bin size as well as the SFR PDFs.
For the resulting M∗ –ψ relationship, we observe that a strong “levelling out” of SFRs at higher masses occurs in
both datasets, likely due to increasing amounts of quiescent galaxies included in their mass bins, and therefore opt to
exclude the 11 – 12 mass bins from the C09(1) sample and the 11.5 – 12 mass bin from the C09(2) sample.
The SFRs are derived by finding the best fit between model Balmer absorption features and the observed features
from the composite stacked spectra in each mass bin. Masses are derived for the SDSS sample using the same
procedure as described in B04 and S07 assuming a Kroupa IMF. Masses are derived for the DEEP2 sample using the
same procedure but assuming a Chabrier IMF, and are corrected to a Kroupa IMF via a conversion factor of 1.12.
Extinctions and other parameters are derived via the Balmer decrement as detailed in Table 3.
Coil et al. (2014, in prep.) (C14). C14 observe ∼ 165000 (∼ 97000; z < 0.2) and ∼ 36000 (∼ 24000;
0.2 < z < 1.0) galaxies (mass-complete sample) from SDSS – matched with data from GALEX – and the PRism
MUlti-object Survey (PRIMUS; Coil et al. 2011; Cool et al. 2013; M13), respectively. All the objects have high
quality spec-z’s, and thus are not subject to uncertainties and contamination that concern photo-z’s. Both masses and
SFRs are derived using SED-fitting, as described in Table 3, and are taken from M13.
In order to separate quiescent galaxies from SFGs, C14 divides the sample based on the minimum between the
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bimodal distribution in the M∗ –ψ plane as a function of redshift, which is well fit by logψ = −10.139+ 0.85 logM∗+
3.72z − 2.7z2. All galaxies above the cut are classified as SFGs, while all those below are classified as quiescent.
This is in contrast to most other studies, which have used a color-color diagnostic to separate out star-forming and
quiescent systems (e.g., Ilbert et al. 2013). As we find that C14’s sample has much larger scatter than the majority
of other published MS studies (with the exception of So14’s low-z sample), we hypothesize that this difference in
SFG-selection leads to larger differences in the overall sample (ignoring possible systematics from SED-derived SFRs).
Color-color diagnostics often seem to lead to “star-forming”-classified systems having a relatively tight M-SFR relation
while ”quiescent”-classified systems occupy an extremely large SFR for fixed mass (see, e.g., Figure 18 from S07 and/or
Figure 7 from Schiminovich et al. 2007). These quiescent-classified systems, even while they occupy mostly the lower
range on the M-SFR diagram, have a significant long tail up to higher SFRs that overlaps with the SF-systems
(Schiminovich et al. 2007).
If this is true, then this would bias the minimum of an added bimodal distribution towards lower values. This would
not only increase the apparent scatter for SF systems on the MS, but bias the slope downwards towards lower values
(especially the more strongly/exclusively this effect occurs in higher mass bins). As PRIMUS is mass-complete, not
only would the scatter increase because at a given redshift C14 has probed down to lower (s)SFRs (i.e. there is not
a built-in (s)SFR-esque cut like one that can occur with many mass-incomplete surveys), but because at all redshifts
PRIMUS probes there’s a decent fraction of quiescent systems in the sample (Brammer et al. 2011).
Daddi et al. (2007) (D07). D07 observe mid-IR (MIR), far-IR (FIR), submillimeter, radio, and UV emission from
1291 sBzK galaxies in the Great Observatories Origins Deep Survey (GOODS; Giavalisco et al. 2004) North (GOODS-
N; 273 galaxies) and South (GOODS-S; 1018 galaxies) fields from 1.4 < z < 2.5. Multiband photometry in the optical
and NIR is taken from Giavalisco et al. (2004); MIR and FIR from Spitzer ’s Multiband Imaging Photometer for
Spitzer (MIPS; Rieke et al. 2004); submillimeter from the Submillimetre Common-User Bolometer Array (SCUBA;
Holland et al. 1999) maps of Borys et al. (2003) and Pope et al. (2005); and radio from Very Large Array (VLA)
observations taken from an early Morrison et al. (2010) catalog. LIR was derived either by fitting CE01 and DH02
templates or via the IR – radio correlation from, e.g., Yun et al. (2001), and LUV was derived from K-corrected and
extinction corrected B-band flux following D04. SFRs are obtained via the LUV –ψ relationship outlined in D04.
Photo-z’s for GOODS-N were determined by fitting to the empirical templates of Coleman et al. (1980) as described
in D04. Photo-z’s for GOODS-S are taken from Grazian et al. (2006), which uses PEGASE.2 models with D-SFHs
assuming a Rana & Basu (1992) IMF (slightly steeper than a Salpeter IMF) and a primordial metallicity. Masses are
obtained from Fontana et al. (2004) as detailed in Table 3.
Dunne et al. (2009) (D09). D09 analyze 1.4GHz radio emission from VLA observations (Ivison et al. 2007;
Ibar et al. 2008) of 23185 galaxies from the Ultra-Deep Survey (UDS) portion of the United Kingdom Infrared Tele-
scope (UKIRT) Infrared Deep Sky Survey (UKIDSS; Lawrence et al. 2007). Photo-z’s were derived as described by
Cirasuolo et al. (2010) and noted in Table 3. Masses are computed from rest-frame K-magnitudes (calculated using
the best-fitting SED template) using the M∗/L relation given by the Millennium simulation (De Lucia et al. 2006) in
the same manner as Serjeant et al. (2008) using a Salpeter IMF. The parameters which go into this conversion are
detailed in Table 3. SFRs are calculated using both the Condon (1992) and Bell (2003) conversions (∼ 0.87 that of
KE12), although only the Bell (2003) conversion is used in this work so that D09’s results are directly to K11’s.
We note that the Bell (2003) calibration actually has two components, a linear component for most masses that
simply scales with the luminosity, and a luminosity-dependent component for luminosities lower than a characteristic
value. However, this non-linearity only affects the lowest mass bins in D09’s lowest redshift bin. As M∗ –ψ fits are not
presented in D09, we directly fit the data (L. Dunne, priv. comm.) used in their Figure 13 with Scipy’s ODRpack.
Elbaz et al. (2007) (E07). E07 use data from two samples – SDSS DR4 (0.015 < z < 0.1) and GOODS (both
fields; 0.8 < z < 1.2) – which will be referred to as E07(1) and E07(2), respectively. Both data sets are selected viaMbol
and rest-frame U –g. E07(1) includes Hα emission from 19590 galaxies, and derives SFRs using the B04 calibration,
scaling results from a Kroupa to a Salpeter IMF dividing by 0.7. Masses are computed based on Kauffmann et al.
(2003) and detailed in Table 3, with results scaled from a Kroupa to a Salpeter IMF by dividing by 0.7. Extinctions
are derived via the Balmer decrement. E07(2) includes UV emission from ∼ 1200 galaxies. Extinctions and SFRs are
derived using the calibrations presented in D04, and masses are derived as detailed in Table 3.
Elbaz et al. (2011) (E11). E11 observe IR emission from 648 LIRGs from the CE01 sample observed with the
Infrared Space Observatory (ISO; Kessler et al. 1996), AKARI (Murakami et al. 2007), and the Great Observatories
All-Sky LIRG Survey (GOALS; Armus et al. 2009) from 0 < z < 0.1. AKARI data was cross-matched with the
Infrared Astronomical Satellite (IRAS; Neugebauer et al. 1984) Faint Sources Catalog ver. 2 (Moshir et al. 1992) and
SDSS DR7, and supplemented with data from the AKARI/Far-Infrared Surveyor (FIS; Kawada et al. 2007) All-Sky
Survey Bright Source Catalogue ver 1.0 and photo-z’s from Hwang et al. (2010). Masses are derived as in E07. LIR is
calculated from L8µm, and SFRs are calibrated on K98 assuming a Salpeter IMF.
Karim et al. (2011) (K11). K11 observe 1.4GHz emission from > 105 NUVrJ galaxies in the Cosmic Evolution
Survey (COSMOS) field from 0.2 < z < 3.0. SFRs are derived using the calibration from Bell (2003) assuming a
Chabrier IMF, which on average gives SFRs 50% lower than those of KE12 (see Table 3, as well as AppendixC). As
noted previously, the Bell (2003) calibration has two components, a linear component for most masses that simply
scales with the luminosity, and a luminosity-dependent component for luminosities lower than a characteristic value.
For the mass bins K11 use to derive their MS relations (since they wanted mostly "representative" populations) this
lower mass component is unimportant. We calibrate on the higher luminosity component which dominates the fit for
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all relevant masses, especially at higher redshifts. Photo-z’s, masses, and other parameters are derived as detailed in
Table 3.
Kashino et al. (2013) (K13). K13 observe Hα emission from 271 sBzK galaxies in the COSMOS field using the
Fiber Multi-Object Spectrograph (FMOS; Kimura et al. 2010) on the Subaru telescope from 1.4 < z < 1.7. These
are selected from the catalog of McCracken et al. (2010), based on deep near-IR imaging (Ks < 23) from the Canada-
France-Hawaii Telescope (CFHT) and optical imaging (BJ , z+) from Subaru. SFRs are calibrated on K98 assuming
a Salpeter IMF, and extinctions are calculated via the Balmer decrement when available (and averaged by stacking in
several mass bins otherwise). Photo-z estimates (and masses) are taken from Ilbert et al. (2009) based on photometry
as described in Capak et al. (2007).
Lee et al. (2011) (L11). L11 observe 1913 LBGs in the NOAO Deep Wide-Field Survey (NDWFS; Jannuzi & Dey
1999) from 3.3 < z < 4.1. SFRs are derived from the FUV based on the K98 calibration assuming a Salpeter IMF,
while masses (and phot-z’s) are derived by fitting a Chabrier IMF as detailed in Table 3. L11 notes that the slope they
derive changes from α = 0.8 – 1 depending on the assumed extinction parameters, and fit the MS assuming a slope of
unity. We, however, take this variation to be intrinsic error on a slope of α = 0.9 ± 0.1 and recalculate the fit with
their normalization scheme, propagating errors accordingly.
Lee et al. (2012) (L12). L12 observes 2952 and 846 LBGs in the GOODS fields from 3.4 < z < 4.4 to 4.4 <
z < 5.6, respectively. The relationships presented in L12, however, are in terms of M1700 rather than ψ, and do
not include extinction corrections. To convert M1700 to ψ, we take their best fit to the lower-z sample of logM =
−0.415M1700 + 1.2 (from their equation 13), and the best fit to the higher-z sample of logM = −0.442M1700 + 0.2,
derived by fitting the median points presented in Figure 3, for the lower and higher redshift bins, respectively, and
convert them to luminosities and SFRs using the KE12 relation for the FUV. We correct for extinction using B12’s
IRX observations at 1600Åassuming the extinction is comparable at 1700Å. This gives us the M∗ –ψ relations of
logSFR = 0.79 logM − 6.34 and logSFR = 0.73 logM − 5.69 for the two samples, respectively.
We check our assumed extinction correction by examining the data from L11, which exhibits a similar logM =
−0.413M1700 + 1.367 relation (see their Figure 3) but which also includes a derived M∗ –ψ relation. We find our
results are quite comparable, and agree to within a factor of ∼ 1.5. We choose to keep the B12 value for consistency
with the rest of the papers included here.
As L12 do not provide the actual redshift distribution of the sample included in the fit, we estimate the distribution
from spectroscopic follow-up observations by Vanzella et al. (2009). Based on their Figure 6, we find the median
redshifts distribution reported in L12 (∼ 3.7 and 5.1) are reasonably consistent with the spec-z distribution of observed
B- and V -drops. We therefore take the distribution presented in Vanzella et al. (2009) as representative of the full
sample, and assign redshift ranges of 3.4 – 4.4 and 4.4 – 5.6 (both slightly weighted towards the lower end) for L12’s
lower and higher redshift sample, respectively. For consistency with other works (where we have picked the midpoint
of the distribution), we choose zmed to be 3.9 and 5.0 rather than the exact values reported in L12. We find that
the difference in time this would lead to is only ∼ 100Myr and 30Myr, respectively – quite small compared to the
observed rate of MS evolution. Masses and photo-z’s are derived as detailed in Table 3.
Magdis et al. (2010) (M10). M10 observes UV emission from 106 LBGs from 2.8 < z < 3.2, taken from
Magdis et al. (2008) and encompassing a variety of fields. SFRs are determined from L1500, using conversions from
CB07 models assuming a Chabrier IMF that correspond to ∼ 0.82 that of the K98 calibration (see Table 3). Masses
are derived using CB07 models assuming a Chabrier IMF, which M10 shows on average are lower than those of BC03
models by a factor of ∼ 1.4. Extinction is modeled as C00, and derived from the IRX– β relation of M99. As M10
provide a slope for their fit (∼ .91) but do not provide the normalization, we derive the normalization based on the
average mass (∼ 5× 1010M⊙) and sSFR (∼ 4.6Gyr
−1) of their sample.
Noeske et al. (2007b) (N07). N07 observes Hα (plus various other emission lines calibrated to Hα), UV, and IR
emission from 2905 galaxies in the All-Wavelength Extended Groth Strip International Survey (AEGIS; Davis et al.
2007) with 0.2 < z < 0.7. LIR (and IR SFRs) were determined following Le Floc’h et al. (2005) calibrated on Bell et al.
(2005), using CE01 templates and a Kroupa IMF, and SFRs were derived via emission lines, UV+IR, or corrected UV
emission when IR measurements were unavailable. Extinction was calculated based on the Balmer decrement. Masses
were obtained from SED fits to optical/NIR photometry by Bundy et al. (2006) and are detailed in Table 3.
Oliver et al. (2010) (O10). O10 observes FIR emission from ∼ 8 × 105 galaxies in the Space Infrared Telescope
Facility (SIRTF; now Spitzer) Wide-Area Infrared Extragalactic Survey (SWIRE; Lonsdale et al. 2003) from 0 < z <
0.8. Observations are given in the paper at higher redshifts but are not included here because they do not fulfill our
selection criteria (i.e. they only include 2 points in their fit). LIR is derived by fitting a Sc galaxy template from
Polletta et al. (2006) to 70µm or 160µm emission. Masses (and photo-z’s) are determined by SED fitting using the
templates of Rowan-Robinson et al. (2008), which assumes the same IMF. These templates are empirical, but are
regenerated to higher resolution using SPS modelling in order to derive corresponding physical parameters.
SFRs are derived via the calibration presented in Rowan-Robinson et al. (2008) via a scaling factor and assuming a
given fraction of UV energy is absorbed by the dust, which are higher than K98 SFRs by a factor of 1.13. Since the
SFR is assuming some UV contribution, which increases the bolometric SFR at a given IR luminosity, we would expect
this to indeed be higher. However, by converting back to K98, we can remove the assumed extinction correction and
implement our R12a values for consistency with the rest of the results listed here. As this assumes a Salpeter IMF
integrated from .15 –120M⊙ (Babbedge et al. 2004), rather than the usual 0.1 – 100M⊙, we use this offset to convert
between the standard Salpeter IMF integration range and the one used here. This is most likely an overcorrection, but
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only leads to an additional change in MS normalization of −α× 0.05 dex, approximately equivalent to the Chabrier to
Kroupa IMF conversion factor assumed here. We fit our MS evolution both with and without this additional correction
factor and find that the impact on our results is negligible.
Pannella et al. (2009) (P09). P09 observe 1.4GHz emission from 11798 sBzK galaxies in the COSMOS field
from 1.0 < z < 3.0. SFRs are derived using the calibration from Yun et al. (2001), which is calibrated to the K98
relationship assuming a Salpeter IMF. We find that the SFRs derive differ from those offered in KE12 by a factor
of 0.93 (see Table 3), and correct for this accordingly. Masses are taken from McCracken et al. (2010), which are
computed based on a K-band luminosity-to-mass conversion following D04. We correct these based on the results o
Arnouts et al. (2007). Photo-z’s are calculated from using the same procedure as D07.
Rodighiero et al. (2011) (R11). R11 observe UV and IR emission from 19567 and 698 galaxies, respectively, in
the COSMOS and GOODS-S fields from 1.5 < z < 2.5. The UV sample consists of sBzK galaxies taken from D07
(GOODS-S) and McCracken et al. (2010) (COSMOS), while the flux-limited IR sample was observed with Herschel ’s
Photodetector Array Camera & Spectrometer (PACS; Poglitsch et al. 2010). Photo-z’s for the sBzK sample were
taken from Ilbert et al. (2009) and D07 for the COSMOS and GOODS-S fields, respectively, with masses and SFRs
have been computed using the same procedure as D07. For the PACS sample, photo-z’s (and masses) were derived
by cross-matching to the catalog of Ilbert et al. (2010) and then fitting via the procedure outlined in Rodighiero et al.
(2010a). LIR is derived from PACS fluxes using a P07 and G10 templates as described in Rodighiero et al. (2010b),
with SFRs determined from D07.
Reddy et al. (2012a) (R12). R12 observe UV and IR emission from 302 LBGs from 1.5 < z < 2.6, taken from
multiple fields detailed in their Table 1. LIR and LUV are derived from K-corrected fluxes taken from Spitzer MIPS
24µm observations per Reddy et al. (2010) and broadband photometry, respectively. SFRs are derived via combined
UV+IR emission assuming a Salpeter IMF calibrated on the K98 relations. R12 discuss the effects changing the
UV-SFR conversion would have on the subsample of galaxies with very young fitted ages in their Section 4.3 and
Appendix A. However, as the majority of their sample consists of older galaxies by design (by imposing restrictions on
the SED fitting procedure), this effect should not significantly impact our results. All objects have spec-z’s. Extinction
is derived via the IRX-β relation. Masses are determined as per Table 3.
Salim et al. (2007) (S07). S07 observes 48295 r-selected galaxies from the joint SDSS DR4 and GALEX data
set from 0.005 < z < 0.22. SFRs (and masses) are derived from UV– z-band SED-fitting assuming a Chabrier IMF,
and are compared against Hα SFRs (and masses) taken from B04 and converted from a Kroupa to a Chabrier IMF
by dividing by 1.06. The SFR conversion is based on BC03 SPS models which are used to provide an empirical SFR
calibration. Extinctions and other parameters are listed in Table 3.
Santini et al. (2009) (S09). S09 observes UV and IR emission from 7909 galaxies in the GOODS MUltiwavelength
Southern Infrared Catalog (GOODS-MUSIC; Grazian et al. 2006; S09) from 0.3 < z < 2.5, although only 7877 are
included in their fits (see their Section 2.3). SFRs are derived via combined UV+IR emission assuming a Salpeter
IMF and scaled based on the calibration in Bell et al. (2005) where IR data is available; otherwise, it is determined via
extinction-corrected UV emission derived via SED fitting (wich is used to derive the masses and photo-z’s) as detailed
in Table 3.
S09 employ a 2σ clipped fitting procedure, and many of the SED-derived SFRs tend to be the galaxies that lie
outside this range (i.e., quiescent). We attempt to bypass this problem by assuming that SED-derived SFRs from UV
data only have similar dust extinction values to those with observed UV+IR emission (i.e. we assume the properties
of UV-only and UV+IR objects are similar) and derive proper UV+IR weights using R12.
Shim et al. (2011) (S11). S11 observes 31 and 41 Hα emitters (HAEs) from 3.8 < z < 5.0 in the GOODS-N
and GOODS-S fields, respectively, taken from various spectroscopic observing programs in the field (Ando et al. 2004;
Vanzella et al. 2005, 2006, 2008). The sample is fitted using CB07 SPS models as detailed in Table 3. In order to
avoid line contamination from Hα, the IRAC ch1 measurements were excluded from this procedure. Objects with bad
fits (χ2 > 5) were excluded from the analysis, leaving a total of 64 remaining objects. As all these objects have secure
spec-z’s, the fitting procedure is only used initially to determine the masses and not the photo-z’s.
Using the templates, S11 derive photometric Hα fluxes and equivalent widths based on the IRAC ch1 excess (the
amount the observed flux exceeds that of the best-fit SED model) and correcting for assumed [NII] contamination.
Results are cross-checked with 15 galaxies from Erb et al. (2006) and found to be in relatively good agreement (∼
0.25 dex scatter; see their Fig. 5). Using the K98 L –ψ conversions for UV and Hα, S11 finds that the average ψHα/ψUV
ratio (both uncorrected for extinction) is ∼ 6, more than a factor of 2 above the median extinction correction in the
UV (∼ 2.5) that would be implied by B12. Based on these results, we do not choose to apply any additional extinctions
here.
Salmi et al. (2012) (S12). S12 observes UV and IR emission from 543 K-band selected galaxies in the GOODS-S
field from 0.5 < z < 1.3, taken from the K-band selected catalogue of D04. The majority of these objects (70%) have
spec-z’s; the rest have photo-z’s taken from Grazian et al. (2006). Masses are determined using the method describe
in Le Borgne & Rocca-Volmerange (2002) and as used in E07 and E11. LIR is derived using CE01 templates, while
L1500 is extrapolated from the observed photometry using the best-fitting SED model without extinction, assuming a
Chabrier IMF. The extinction is derived by comparing the latter to the total SFR, and used to correct for rest frame
colors based on C00. Although there are multiple MS relationships derived in the paper, we only include the one that
is most comparable to those from the literature, notably the one with masses derived via SED fitting (rather than
their “empirical” mass) that does not take into account color or morphology.
Sobral et al. (2014) (So14). So14 observes Hα emission from 1742, 637, 515, and 807 galaxies at z ∼
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0.40, 0.84, 1.47 and 2.23, respectively, in the COSMOS and UDS fields as part of the High Redshift Emission Line
Survey (HiZELS; Sobral et al. 2013). The data used to select the samples are taken from deep and wide narrow-band
surveys using UKIRT, Subaru, and the Very Large Telescope (VLT) designed to select HAEs (and thus cut on SFR; no
other strict cuts are applied except to attempt to remove contaminating line emitters from the sample). Redshifts are
determined photometrically and are taken from the catalogs of Ilbert et al. (2009) and Cirasuolo et al. (2010). Masses
are derived as outlined in Table 3 following Sobral et al. (2011), which use CB07 models. As mentioned above, unlike
for M10 and other LBG samples, the correction factor here is closer to ∼ 1.6 (CM∗,S = +0.20 dex; D. Sobral, priv.
comm.) due to the increased prevalence of the TP-AGB phase on the integrated light.
masses have been derived using both the best-fitted SED as well as the median mass across all solutions in the entire
multi-dimensional parameter space for each source that lie within 1σ of the best-fit. In order to maintain consistency
with other studies included here, the best-fitting masses are used in this analysis; however, we note that the median
masses seem more robust, as we discuss in Appendix E. SFRs are derived using the relation from K98 corrected to a
Chabrier IMF, which gives values ∼ 0.56 and 0.82 those of K98 and KE12, respectively. Dust corrections are applied
to the data using the empirical relations of Garn & Best (2010).
As M∗ –ψ relations are not presented in So14 directly, we obtained the data from D. Sobral (priv. comm.) and fit
M∗ –ψ relations directly using a procedure analogous to that used in St14. We exclude any galaxies with masses below
108.5M⊙ (z ∼ 0.4) and 109.5M⊙ (higher z samples) in order to avoid incompleteness issues (D. Sobral, private comm.),
leaving a final sample of 305, 392, 376, and 605 galaxies in each redshift bin. Each of the fixed-redshift relations is
fit using running medians in bins of 0.1 dex rather than the individual points in order to avoid biases from outlying
galaxies. We impose a minimum of 10 objects per bin order for a median to be included in the fit to avoid biases from
the edges where there are a small number of galaxies, and derive errors using resampling. The results are presented in
Table 4.
As So14 does not introduce a color-color cut or some other selection criteria to separate SFGs from quiescent galaxies,
the fits have shallower slopes and lower SFRs at higher masses (due to the existence of larger quenched populations
as you go upwards in mass), as well as with much higher scatter at lower masses (due to both better detection limits
and a larger quenched population). This is also discussed in C14’s data description.
Steinhardt et al. (2014, subm.) (St14). St14 observe 3398 galaxies from the flux-limited Spitzer Large
Area Survey with Hyper-Suprime Cam (SPLASH; Capak et al. 2014, in prep.) survey using Epoch 2 data at
redshifts 4 < z < 6. The data is multiwavelength, with observations from the Ultra Deep Survey with the Visible and
Infrared Survey Telescope for Astronomy (VISTA) telescope (UltraVISTA; McCracken et al. 2012), Spitzer, and Hyper-
Suprime-Cam (HSC). Epoch 2 observations, however, do not contain HSC data. Photo-z’s, masses, luminosities, and
extinctions are derived via SED fitting as described in Table 3. SFRs are calibrated on K98 but assuming a Chabrier
IMF, with ψtot[M⊙yr−1] = (LTIR + 2.3LNUV) 8.6× 10−11[L⊙], where the total IR luminosity is defined as KE12 and
NUV is taken at 2300Å (S. Arnouts, priv. comm.). Weighting according to B12, we find this conversion gives SFRs
approximately a factor of ∼ 0.65 those of KE12 (-0.19 dex) and correct for it accordingly. Note that the fit and results
included here were taken from a preliminary analysis; see St14 for the final MS fits.
Whitaker et al. (2012) (W12). W12 observe UV and IR emission from 22816 U − V vs. V − J (UV J) selected
galaxies from 0 < z < 2.5 in the NOAO Extremely Wide-Field Infrared Imager (NEWFIRM) Medium-Band Survey
(NMBS; Whitaker et al. 2011), which encompasses two fields within COmassOS and AEGIS. LIR is derived based on a
single template that is the log average of DH02 templates with 1 < α < 2.5 following Wuyts et al. (2008), Franx et al.
(2008), and Muzzin et al. (2010), while LUV is derived based on best-fitting B11 models. SFRs are derived via the
calibration presented in Franx et al. (2008), itself based on the calibration presented in Bell et al. (2005). Photo-z’s
are derived using EAZY with PEGASE.2 and M05 templates assuming a Kroupa IMF. Masses are derived using the
Fitting and Assessment of Synthetic Templates code (FAST; Kriek et al. 2009) assuming a Chabrier IMF.
Zahid et al. (2012) (Z12). Z12 use data from three separate z-selected star-forming samples: SDSS DR7, from
0.04 < z < 0.1; DEEP2, from 0.75 < z < 0.82; and the sample from Erb et al. (2006), from 1.41 < z < 2.57 – which
will be referred to as Z12(1), Z12(2), and Z12(3), respectively. Z12(1) includes Hα emission from ∼ 2 × 105 galaxies,
and derives SFRs based on Brinchmann et al. (2004) [B04] (with additional improvements given by S07, including
aperture corrections), and scale results from a Kroupa to a Chabrier IMF dividing by 1.06. The strong emission lines
of each galaxy are fit using the nebular emission models of CL01. Z12(2) includes Hβ emission from 1348 galaxies,
with SFRs derived based on K98 (assuming LHα = 2.86LHβ), and scale results from a Salpeter to a Chabrier IMF
dividing by 1.7. Z12(3) includes Hβ emission from 87 galaxies, and derives SFRs as Z12(2). For Z12(1), extinctions
are determined from the Balmer decrement (assuming a C89 extinction curve). These are then used to parametrize
extinction as a function of mass and metallicity, calibrated on Kobulnicky & Kewley (2004), using a similar formulation
to Xiao et al. (2012). This parametrization is then applied to Z12(2) and Z12(3) galaxies. Photo-z’s and masses are
derived consistently for all samples, as detailed in Table 3.
Brinchmann et al. (2004) (B04). While not utilized directly in our analysis, several papers here rely on re-
sults taken from and/or based on B04’s findings as well as the online joint Max Planck Institute for Astrophysics
(MPA)/Johns Hopkins University (JHU) SDSS catalog. For clarity, we briefly summarize features of the paper and
online catalogs here. B04’s original sample is based on SDSS DR1, with spectroscopically derived masses taken from
Kauffmann et al. (2003). Fiber-based SFRs are derived using a combination of Hα emission and the emission line-
calibrated 4000Å break, with total SFRs calculated using an emission line-calibrated photometric aperture correction.
The older version of the MPA/JHU catalog is based on DR4, but otherwise calculates masses and SFRs identically to
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B04. The current online MPA/JHU catalog, by contrast, is based on DR7, with masses derived photometrically via
SED fitting without GALEX data. Aperture-corrected total SFRs are likewise derived using SED fitting.
B. TESTING THE EFFECT OF CATASTROPHIC ERRORS ON MAIN SEQUENCE RELATIONS
Because most photo-z codes first determine a photometric redshift and use that as the basis for further analysis of
each galaxy, it is essential to understand the uncertainties in photometric redshifts (photo-z’s) and how they might
impact the MS. Most directly, uncertainty in the determined redshift will introduce additional uncertainty into any
redshift-dependent relationship as they scatter objects into and out of each redshift bin. A more substantial problem
is that redshift determination is highly degenerate with the other properties inferred for each galaxy. This might affect
classification, so that a particular class of galaxies might be mistakenly flagged as star-forming or excluded from the
sample, as well as more directly the mass and SFR.
We investigate the effect of errors in photo-z’s on the inferredM∗−SFR relation at lower redshift using the GOODS-
MUSIC catalog (Fontana et al. 2006), which had spec-z’s for 1858 out of 18409 objects in the GOODS field (1484 high
quality spectra with flags 3 and 4) and the Le PHARE photo-z code. This spectroscopic subset (all flags) was fit
with LE_PHARE using 27 BC03 models (no empirical models to account for non-SF galaxies), with ∼ 100 ages from
1Myr to 13Gyr, and a very rough grid of ∆z = 0.05 (zmax = 6) with no extinction values. In order to bound the
effects of poor photo-z determination, we chose the worst possible performance conditions and simulated blind (and
sloppy) use of both the code and the subsequent input: we did not include possible contributions from emission lines,
we did not refine our result using the spec-z’s as a prior, use systematic shifts to correct for systematic offsets in each
band, imposed no cut on our spec-z sample based on quality flags, applied no quality cuts to any of the photometric
input, and substituted several filters in the input file with similar ones from other surveys. As expected, the resulting
photometric fits had a high rate of catastrophic failures (∼ 50%).
The sample was then divided into subsamples of "good" (η < .15) and "bad" (η > .15) photo-z’s in order to example
the effect of poor photo-z determination on the MS. We find similar M∗ –ψ correlations in both samples (Figure 12),
with α ∼ 0.6 for both, along with similar mass distributions (although the "bad" photo-z sample displayed noticeably
more scatter). Based on these results, even large errors in LE PHARE’s derived photo-z’s do not induce any noticeable
M∗ – –ψ correlations in the data (compared to the well-matched sample), although it does seem to increase the scatter
(at least at lower redshifts). While this might not be true at higher redshifts or for data with very specific types of
catastrophic failures (e.g., St14), it at least seems to indicate that the relatively small percentage of catastrophic errors
seen in previously published samples should have little impact on derived MS relations.
C. ON CALIBRATIONS AND DISAGREEMENTS AMONG RADIO STAR FORMATION RATES
At higher redshifts, all of the studies included here have assumed that qIR is unchanging with time. However, this
assumption might be incorrect, as radio samples the SFR in two different ways. The first is through non-thermal
(i.e. synchrotron) radiation, which dominates at longer wavelengths (i.e. 1.4GHz) and underpins the tight IR – radio
correlation. While the mechanism connecting the two is not well understood, it is thought to be due to cosmic ray
electrons from supernovae being trapped in the magnetic field of the galaxy. This ratio is potentially is sensitive to
the CMB temperature as the CMB can cool (suppress) these cosmic ray electrons through inverse Compton scattering
if there isn’t a high gas density that can shield the magnetic field (Murphy 2009).
The second is through Bremsstrahlung (free-free) radiation from HII regions, which dominates at shorter wavelengths
(λ <∼ 1 cm in local galaxies). This should be independent of the CMB temperature. As a result, the conversion from
radio flux at a fixed wavelength may vary from a single power law as radio SFR studies have assumed (and hence
evolution in qIR). This variation would likely be redshift-dependent and also sensitive to the gas content/geometry of the
galaxy. Such an evolution in qIR, which we would expect to go as (1+ z) from a simple CMB temperature-suppression
scenario, seems to match the observed systematic difference. A similar line of reasoning is taken in Carilli et al. (2008),
who find that for the range of fields considered typical for spiral arms (a few µG), and for starburst galaxy nuclei
(∼ 100µG), inverse Compton losses off the CMB dominate synchrotron losses in a typical ISM at z > 0.5 and in
starburst nuclei at z > 4.
There are multiple issues that might cast doubt on this line of reasoning. First and foremost, such logic leads to a
suppression in radio luminosity, rather than the systematic increase that is observed. It also does not strictly scale
as (1 + z) (Murphy 2009). In addition, this finding conflicts with those of Sargent et al. (2010), who investigated the
IR – radio properties of galaxies in the COSMOS field and did not see any evidence for an evolution of qIR. Although
they are naturally limited by the data available (IR observations with Spitzer only), their analysis argues convincingly
against such trends in the data. Additionally, the evolution in qIR should only really be a major influencing factor
at high redshift where direct detections are scarce; it shouldn’t affect low-redshift observations. Our blanket (1 + z)
correction might then be incorrect at lower redshifts.
Furthermore, as mentioned above, for CMB cooling to work efficiently at a wide range of higher redshifts there
must some energy density in the magnetic fields across the star forming regions that is similar to what is observed in
spiral arms locally. Any evolution (enhancement) of typical magnetic field strengths will tend to directly counteract
cooling losses. As galaxies at high redshift are more gas rich and highly star-forming (although quite different from
local ULIRGS), such an enhancement in the typical magnetic field strengths seems quite plausible. These higher gas
densities might also serve to shield the magnetic field from CMB cooling losses, again leading to a deviation from
this (1 + z) behavior. Deeper JVLA observations might be able to untangle the two effects, as short wavelengths will
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Fig. 12.— A comparison of the derived M∗ –ψ relation using (a) well-fit photometric redshifts (η < 0.15; light blue) and (b) poorly-fit
photometric redshifts (η > 0.15; red) from the GOODS-MUSIC catalog. The best-fit star-forming main sequence has a similar slope of
α ∼ 0.6 in both cases, although the “bad” photo-z sample displays slightly more scatter.
have a larger free-free emission component that is not affected by possible redshift evolution. Given the uncertainties,
however, this line of reasoning remains an open possibility.
Most basically, such a disagreement might arise be due to the new calibration from KE12 (taken from Murphy et al.
2011) we adopt, which might inadvertantly boost the radio SFRs relative to the other calibrations. As the majority of
the calibrations from KE12 seem consistent with each other, such an error would have to occur in the qIR conversion
from LIR to L1.4. At first glance, such a miscalibration seems plausible: the KE12 radio calibration gives SFRs
approximately twice that of K11’s Bell (2003) calibration (converted to a Chabrier IMF) even though both use similar
IMFs and Murphy et al. (2011) uses the Bell (2003)’s reported qIR.
However, Bell (2003) makes several differing key assumptions that increase his SFRs by ∼ 50 – 60%. First, by using
an energy budget argument to account for the IR emission generated by older stars, Bell (2003) reduces his calibration
by ∼ 10% of its original value. In addition, by using a slightly different qIR factor (2.52, after he limits his sample to
only more luminous IR galaxies) for his conversion than reported for the full sample (2.64), his calibration is further
reduced by ∼ 30%.
Taking these factors into account (plus the ∼ 7% Chabrier-to-Kroupa IMF conversion assumed here), we end up with
a ∼ 50 – 60% increase in the reported K11 coefficient. This brings it well within the observed scatter (0.26 dex) in the
IR – radio correlation itself, and is acceptable given the differences in modeling assumptions between the two studies. It
also is relatively close to the empirically calculated LIR –ψ conversion reported in Murphy et al. (2012), which is ∼ 23%
lower than that of the Murphy et al. (2011) calibration used here. Furthermore, using the direct supernovae-to-1.4GHz
conversion reported in Murphy et al. (2011), we get values favoring those of the KE12 relations, an independent piece
of evidence that seems to suggest that our chosen L –ψ calibration is more accurate than the one reported in K11.
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In addition to this good agreement with other calibrations, this line of reasoning also does not seem likely because
our CR correction (Table 5) only adjusted the normalizations of each of the radio samples (D09, P09, and K11) by the
same factor, not their redshift evolution. Indeed, we find that the unaltered radio SFRs and our pre-CR corrected radio
SFRs display similar evolutions in both redshift and time (see the last few fits in Tables 7 and 8). So the main effect
of our new calibration was mainly to bring these pre-existing differences in the data to light. Note that the differences
between the KE12 and Yun et al. (2001) calibration mainly arise from the IMF conversion (Salpeter to Kroupa), the
altered definition of qIR being defined by the TIR instead of FIR, and the ∼ 15% difference in IR calibration between
that of K98 and KE12.
Another possibility could involve evolution in either qIR or the radio spectral index α. To derive radio SFRs at higher
redshifts, all of the studies included here have assumed that qIR and α are redshift-independent and that a constant
radio spectral index can be universally applied to all galaxies. While Sargent et al. (2010) indicates these assumptions
seem to hold to z ∼ 2, they might not necessarily be true at all redshifts.
An additional explanation might be that the radio stacking procedure itself leads to a systematic overestimate in
the observed 1.4GHz luminosity. In their stacking analysis, Condon et al. (2012) find that their estimates of source
counts from lower angular resolution data are much lower than those of Owen & Morrison (2008), which are derived
from much higher angular resolution data. They conclude that the disagreement is likely due to count corrections
made for partial resolution of extended sources in the high-resolution 1.4GHz beam. Survey catalogs are complete
to a fixed brightness cutoff (flux per beam), so extended sources with lower brightnesses but higher integrated flux
densities will be missed/under-represented in the beam.
The corrections needed to convert source brightnesses to source flux densities (as well to account for missing sources)
become quite large near the brightness cutoff as the angular resolution approaches the median angular size of faint
sources. As flux goes as (1 + z)−1, if these corrections happened to be too large, they might end up contributing to
much larger apparent source luminosities at higher redshifts with a similar evolution to what we observe here.
It is important to note, however, that the conclusions of Condon et al. (2012) are largely based on the comparison
of the source counts derived in Owen & Morrison (2008); no other study (including K11) has found source counts at
the low end that are as high (A. Karim, priv. comm.). In addition, the radio disagreements appear to be systematic,
rather than isolated to any particular study. This would imply that the wide variety of different stacking procedures
used in D09, P09, and K11 (see also Roseboom & Best 2014) – which are in excellent agreement with each other –
are all overestimating source counts, which seems unlikely. As a result, ultimately we remain unsure which (if any)
of the above explanations are the likely cause of the observed (1 + z)∼0.8 systematic offset between radio-based SFRs
compared to SFRs derived from other indicators.
D. INTERPRETING CROSS-CORRELATIONAL SCATTERS AMONG SFR INDICATORS
There are several possible interpretations of the relatively constant σcc values indicated by cross-correlational SFR-
indicator studies. The first would be that one of the SFR indicators (e.g., Hα) is intrinsically more reliable than the
others (taking the differences in the relative timescales probed into account), and thus should be taken as having very
little internal scatter compared to the rest. However, the fact that all indicators seem to share similar σcc values seems
to imply that the intrinsic scatter for most is around equivalent (σint ∼ .2 dex); otherwise, they should display smaller
scatter when being compared with Hα versus how much they display relative to each other. This would then imply
that the data measured with said SFR indicator should have intrinsically less scatter than those measured via other
means, and should be more representative of the population.
If we ignore the discrepant smaller sBzK scatters (see Wuyts et al. (2011b) and K13 for discussions on extinction-
corrected UV SFRs often used by sBzK studies; see also § 3.3.3), we find that on average the Hα indicators have less
scatter, with σd ∼ 0.25 compared to ∼ 0.3-0.35 for other sources. However, the fact that these observations, which not
only span different times but also differently sized time bins, show similar scatter is concerning, since as noted above
there shouldn’t be effects like this unless they apply to all bins equally. A casual inspection shows that this isn’t true,
and that scatters range both relative to t and ∆t, in seemingly an uncorrelated way, which tends to rule out this idea.
For instance, we can assume that, due to better observational constraints, on average Hα-based studies have less
scatter than UV or IR ones (as we observe in So14’s data), with σd ∼ .25. We can then assume that Hα has an intrinsic
scatter (e.g., from internal galaxy properties and observational errors) that is . .2 dex. We pick fiducial values ranging
from σint,Hα ∼ 0 – .15 dex (σt ∼ 0.2 – 0.25 dex). This implies that the intrinsic scatter among the other observables
ranges should range from σint ∼ .25 – .3 dex, in order to satisfy to σcc ∼ 0.3 dex constraint we observe. Adding these
in quadrature, we get that the minimum σd must range between 0.32 and 0.39 dex. The former (the generous case) is
already in tension with several data points, and the latter contradicts most others. Since this is in tension with both
the observations listed here and cross-correlation conclusions, we reject this hypothesis. We also construct this same
argument for all the other SFR indicators (when possible), and reach similar conclusions. Thus, there does not seem
to be one superior SFR indicator which displays smaller internal scatter among the data collected here.
Alternately, we can assume that the observed scatter in each study (i.e. MS observation) is almost entirely the result
of the scatter among the SFR indicator (i.e. that the SFR indicator scatter is completely unrelated to internal galaxy
properties). This then implies almost perfectly synchronous evolution among objects in a given mass bin, which seems
unreal given that range of ages that these studies are covering. Simple differences in formation times due to, e.g.,
Press & Schechter (1974), should generate an intrinsic dispersion among SFRs unless evolution was rapidly convergent
before/during the era of highest SFR activity (1 < z < 3; Hopkins & Beacom 2006) to within ∼ .05 dex. This would
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imply that galaxies are synchronous enough to be considered (with proper calibration) standard candles! It would also
imply that the processes that trigger and drive star formation are completely deterministic, and dominate at all times
over stochastic processes like mergers (at least while galaxies are on the MS).
We reject this line of reasoning due to the concerns mentioned earlier in this section, namely that if σcc ∼ 0.3 dex
among all indicators, there must be intrinsic scatter among each indicator, and so this situation cannot be viable.
We could also assume the other extreme, that the scatter among SFR indicators is in fact completely due to internal
galaxy properties (e.g., metallicity) that modify the observed emission, rather than the indicators themselves. Cross-
correlational studies also seem to rule the extreme version of this hypothesis out, although the results from S12 (See
their Table 1) seem to imply that this must be true at least to some extent.
E. INTRINSIC SCATTER AMONG SED-FITTED STELLAR MASSES
While empirical indicators that can be used to cross-check SED-fitted masses have not been established, it is nonethe-
less possible to evaluate the intrinsic scatter by comparing different mass determinations that have been derived using
the same data and fitting procedures (so that the only difference is interpreting the final output). We opt to do this
using the two masses taken from So14 (D. Sobral, priv. comm.), who derive their masses (see Appendix A) using two
different procedures. The first uses the most common method of taking the mass from the best-fitting SED, used in all
studies included in this work (M∗,B). The second involves taking the median of all the masses that have been derived
from fits that lie within 1σ parameter space of the best-fitting SED (M∗,M ).
As expected, while the “best-fit” mass and the “median” mass tend to be tightly correlated, the best-fit mass is
very sensitive to small changes in the parameter space and/or error estimations, while the median mass tends to be
robust against such variations (So14). We find that the correlation between the two mass estimates for all the galaxies
included in the HiZELS dataset (3004) is well parameterized by a linear fit in log-log space, where
logM∗,M = (1.05± 0.01) logM∗,B − (0.76± 0.28), (E1)
and σ = .32 dex. This fit covers logM∗,M = 6.8 – 11.4 and logM∗,B = 6.1 – 11.1, and has been fit using the both
same procedures outlined in St14 and Appendix A as well as just a standard fit to all the data points (the differences
are negligible). This relationship is not 1:1, likely due to the sensitivity of the best-fit mass to the grid space and
fitting procedures leading to nonlinear dependencies. In principle, the relation between the two could vary even more
if different (and more) models are used in the SED fitting process. We find that the average median mass is ∼ 0.2 dex
smaller than the best-fit mass, which suggests that while larger masses tend to be favored by the best fit, somewhat
smaller masses are in fact more common among most of the fits that are only marginally worse than the best fit.
There is also evidence for possible variations in the M∗,B –M∗,M relation over time. Splitting up our sample into
the four subsamples used in So14, the slopes for the z ∼ 0.40 (N = 1108), 0.84 (N = 635), 1.47 (N = 511),
and 2.23 (N = 750) samples are 1.10 ± 0.02, 1.06 ± 0.02, 0.99 ± 0.03, and 0.80 ± 0.02, respectively. At fixed mass
(logM∗,B = 10.5), the differences in mass, ∆M ≡ log (M∗,M/M∗,B), are −0.13± 0.03,−0.09± 0.01,−0.27± 0.01, and
−0.33 ± 0.01, respectively. At lower redshifts, the relationship is generally steeper (i.e., they agree more at higher
masses) and the differences between the two mass estimates smaller, while at higher redshifts the relationship is
shallower (i.e., agrees more at lower masses) and the disagreements somewhat larger (∼ 0.3 dex vs. ∼ 0.1 dex).
Directly comparing the MS relations from these two mass estimates, in all cases the scatter is lower among studies
which use the median masses. For the z ∼ 0.40, 0.84, 1.47, and 2.23 samples, the scatter (in dex) around the best
fit decreases from 0.49, 0.25, 0.23, and 0.24 to 0.43, 0.21, 0.21, and 0.20. If the median masses are more accurate
indicators of the true mass, then these decreases give some indication of the intrinsic scatter (or at least, some sense of
an upper bound) present in SED-fitted masses. Assuming that this intrinsic scatter has been subtracted in quadrature
from the original scatter in much the same way that this work has done for the SFRs (see D), these correspond to
intrinsic scatters (dex) of 0.23, 0.14, 0.09, and 0.13. In the worst case, this indicates that the intrinsic scatter in mass
is comparable to that in SFR; in the best case, it’s slightly lower, at around ∼ 0.1 – 0.15 dex.
Given our findings, while the median masses do indeed seem to be more robust than the best-fit masses, the exact
relationship between the two (and its time dependence) is uncertain. The methodology also looks promising to derive
more robust estimates of other SED parameters such as SFRs, stellar ages, etc., and might also serve as an alternate
way to estimate the errors on the output parameters. All of these should be further explored by future studies.
F. EFFECTS OF VARIOUS FITTING ASSUMPTIONS
As can be seen both from the median σi’s and the errors on the fit, our method as a whole is robust both in time
and in mass. The small σi’s, in most cases . σt, provides additional support that most MS observations are consistent
with each other. No matter how accurate our results seem to be, however, there always is the risk that we might
ignore important systematics present within our fitting procedure. In this section, we investigate the effects various
changes in our fitting parameters affect our result.
As can be seen in Tables 7 and 8, a simple average over MS observations while ignoring mass information tends to
hide possible differential mass evolution when fitting to all the data, as selection effects mainly cancel each other out.
We find that for the majority of our fits, there is > 3σ evidence for differential mass evolution (i.e. different rates of
time evolution at fixed stellar mass for different masses, or α(t) = αtt + αc has a nonzero αt). These are sometimes
as high as αt ∼ −0.04 dex per Gyr, but more typically are αt ∼ −0.02 dex per Gyr. These negative αt’s suggest more
rapid mass evolution occurring for higher masses and seem to match the observed changes in slope. By contrast, some
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extrapolated fits provide evidence for positive αt’s, which would imply more rapid ψ(t) evolution of lower -mass objects
(at fixed mass) rather than higher-mass ones, in contrast to the lower slopes we seem to observe.
In general, our calibrated SFRs show smaller interpublication scatters (σi) (typically ∼ 0.1 – 0.2 dex) than their
uncalibrated counterparts, and are & 0.1 dex smaller than the interpublication scatters between sSFR observations
included in Behroozi et al. (2013) (around ∼ 0.3 dex). They also display less time-dependencies in the MS slopes
α(t): while both sets of data display similar slopes at z ∼ 0, uncorrected data shows steeper slopes (and slightly
smaller absolute SFRs) at higher redshifts. Given the robustness of our fitting procedure and the improved results
after adjusting results to our common calibration, we choose to exclude the uncorrected and mass-independent fits
from further analysis.
We now shift our discussion to our varying minimum threshold for the number of objects we opt to include for each
mass bin (Nbin), and how altering the minimum threshold can affect our results. As can be seen from Table 7, within
each cut variations in N tend to only shift the αc by a maximum of ∼ 0.15, and more typically ∼ 0.1 dex. We do not
discuss the other parameters extensively here because they all tend to be degenerate. Changes in αc are compensated
by changes in αt, and usually in βt and βc (β(t) = βtt+βc) as well since they’re all fitting the same data (and tend to
fit them about equally well, if the median σi values are taken at face value). The overall evolution of the MS ultimately
remains about the same.
The main reasons why these changes are nonzero have to due with biases towards overweighting individual studies.
As we include several studies with multiple data points and large mass ranges (S09; O10), having a low Nbin tends to
lead to biases towards these data points near the edges of the mass ranges, pushing them downwards/upwards on the
low/high mass side (such as with the mixed fits). This effect more generally also is more prominent in cuts with less
points overall, where a small number of data points can change some of the specifics of the fit more than they would
otherwise (such as the FIR, stacked fits or the UV, non-stacked fits).
For very high Nbin, this change comes about because of the reduced mass ranges that meet our criteria. Since we
have restricted much of the dynamical range by design, fewer studies are consequently moving in and out of our mass
bins. This makes our mass-dependent fit more similar to our extrapolated fits as we lose some of our mass-dependence
from the slope/normalization averaging process. As can be seen in Table 7, our extrapolated fits tend to find less time
evolution (< αt) in the MS slope. Due to the degeneracy of αt with αc, this leads to an overall decrease in αc as well.
This effect is best approximated when there are lots of data points included in the fit; due to the sensitive nature of
fits with a small number of data points (. 15 observations), this effect might be quite different and sensitive to the
individual data points (and their parent studies) included in the fit. In order to balance robustness while keeping a
large enough dynamical range, we advocate only using fits where Nbin & 10 and the total number of data points is
& 15. All other fits should be used cautiously.
So far, we have limited this discussion to our MS(t) fits from Table 7. However, they also hold for our MS(z) fits
from Table 8. In order to decide which functional form of the MS provides a superior fit to the data, we turn our
attention towards functional robustness, interpublication scatters, and a direct comparison. In terms of robustness, we
find that the MS(z) functional form is about as robust as the MS(t) one in terms of the quality of the fits themselves,
with both methods having similar orders of errors and variances. In most cases, however, the errors on the MS(z) fit
(especially for the power law index) are fractionally larger than the MS(t) one. In addition, we note that the MS(z) fit
is not stable with respect to Nbin, with the power-law index changing drastically with variations in Nbin for the same
cuts.
For interpublication scatters, we find that on average σi,z is ∼ 0.02 – 0.05 dex greater than σi,t. As both functions are
fitting the same set of data, higher σi,z values seem to indicate that the chosen MS(z) parametrization is less effective
than the MS(t) one at fitting the data. We also find that it serves as a worse predictor for high-z MS observations
compared to the MS(t) forms plotted in Figures 3, 4, and 5, leading to differences in SFR at fixed mass (∆ψ = ψz−ψt)
of several tenths of a dex at z & 3, and of ∼ 0.1 dex at z ∼ 0. While it does provide reasonable fits to within the range to
which it has been applied, the failures to extrapolate MS(z) to higher redshifts where it severely overpredicts available
data leads us to favor the MS(t) case. We thus deem the MS(z) fits inferior to the MS(t) ones (i.e., time-dependent
parametrizations of the MS are superior to redshift-dependent ones), and will focus our discussion in this discussion
on the latter.
As can be seen from the fits in § 5.1 and in Tables 7 and 8, excluding the radio data (∼ 15 observations; 3 studies)
from the analysis shifts the fit towards larger amounts of time evolution in the slope. However, after removing all
stacked data (which also removes the stacked IR observations of O10), we find that the fit does not change substantially,
indicating that the radio data are not biased relative to their other stacked counterparts. Relative to the mixed data,
the fit which includes all available data points also tends to favor increased time evolution. This is because of the
dichotomy in slopes between mixed and bluer data illustrated in Figure 1. As most UV observations are centered at
high redshift (as FIR data are unavailable), this biases the average slopes (and SFRs) at these redshifts and increases
the slope evolution towards low redshift where these observations are less prevalent.
This behavior becomes especially apparent looking at the fit for only the bluer data, whose best fit indicates a general
slope increase over time. The subsets for observations for specific SFR indicators display much of the same trends.
For UV (SFR) data, the problem is worse due to the decreased sample size, and gives a best fit that implies a slope
of significantly greater than unity at late times. For combined UV+IR and IR (SFR) data, the strong evolution in
the slope is due to a combination of R12’s LBGs at higher redshift biasing the slopes upwards and the strong redshift
evolution present in observations such as W12. These are the same problems that characterize the fit that included all
observations. Finally, looking at the (1+z)∼0.8-corrected radio observations relative to their uncorrected counterparts,
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we find that the main differences between the two data sets is their time evolution, as expected.
G. IMPACTS OF ASSUMPTIONS ON MAIN SEQUENCE EVOLUTIONARY TRACKS
To estimate possible errors in our MSI tracks due to our assumption of an initial seed mass of 107, we examine
MSI tracks generated by smaller seed masses of 105 and 0M⊙. In order to arrive at the same final masses as our
original seed mass, these new seed masses require earlier formation times, with average offsets of ∼ 0.25 and ∼ 0.5Gyr,
respectively. These indicate that it takes ∼ 250 – 500Myr to grow 107M⊙ assuming continuous MS-like star formation,
or an average SFR of 0.02 – 0.04M⊙ yr−1. As galaxies as high as z ∼ 6 (t ∼ 900Myr) are observed to have masses
of ∼ 109−11M⊙ (L12; Stark et al. 2013; St14), this level of growth seems insufficient to generate some of the massive
SFGs in the extremely early Universe (and also seems to indicate significant amounts of mass assembly < 107M⊙ must
place in bursts).
Indeed, even assuming tform = 0 and logM∗,0 = 7, we are just barely able to generate galaxies on the order
of 109 (1010)M⊙ by z ∼ 7 (6). In order to account for possible (albeit unlikely) MS-like mass growth, we investigate
adding ∼ 500Myr age offsets to our stellar mass loss prescriptions. These lead to SFRs on the order of 10 – 500M⊙ yr−1,
which seem reasonable given the gas densities and merger rates in the very early Universe. We find this offset leads to
variations in the final mass on the order of a few percent, the same level of uncertainty inherent in the approximation
itself (Leitner 2012). The results of reported here do not change if we include this additional age/growth component.
Besides initial seed mass, other results from MSI (e.g., SFHs) can also sensitive to the assumed evolution of the
MS. In order to investigate the impact different parametrized MS evolutions might play in our MSI procedure, we
calculate tracks for several of our best fits presented in Table 9. We find that for most measurements, the variations in
formation times (assuming a fixed initial seed mass) vary between 5 – 10% while SFRs at any given time/mass vary by
∼ 0.1 dex. This is due to the fact that the actual SFR of a MS galaxy at any given mass and time is very similar across
most of the studies compiled here – most apparent differences in evolution (e.g., the strong evolution in slope from
W12 compared to the relatively steep slopes found other studies at similar redshifts) are almost entirely offset by the
derived evolution of other parameters (see Figure 4). For radio-based measurements, however, the differences can be
more significant (formation times varying by ∼ 15%, SFHs by several tenths of a dex), although the exact magnitude
depends on the final mass of the galaxy. Based on these considerations, we conclude our results are relatively robust
to the exact form of the MS. This also implies that while specific quantities reported in other MSI-based analyses
(e.g., Muñoz & Peeples 2014) might have larger systematic errors than reported, their main conclusions should be
unaffected.
H. EXTRAPOLATIONS OF MAIN SEQUENCE FITS TO LOW REDSHIFT
Since we have excluded the first and last 2Gyr of data from our fits, at lower redshifts we have the ability to
examine what differing fitting techniques, sample selection, and other systematic effects have on the determination
of MS fits. We find different parameters from E07, Z12, C09, and S07 (in order of increasing median redshifts), all
of which have used SDSS data from DR4 (Adelman-McCarthy et al. 2006) with the exception of Z12 and C14, who
use DR7 (Abazajian et al. 2009) and their own individual methods to determine MS relations for > 105 galaxies (see
Appendix A). As a separate check, we also compare these results to those of O10 (SWIRE). All listed parameters will
be for E07, Z12, C14, C09, S07, and O10, respectively, unless indicated otherwise.
We first examine the slopes of the individual MS determinations. For these six studies, we find α = 0.77, 0.71 ±
0.01, 0.477 ± 0.004, 0.35 ± 0.09, 0.65, and 0.77 ± 0.02. Excluding C09 and C14 as before, we see that MS slopes for
(essentially) the same sample range from 0.77 to 0.65. This wide range in the M∗ –ψ behavior is much larger than
the single quoted error (the only ones provided are 0.01), and so we can easily conclude that (excluding selection
differences) systematic errors on the order of ∼ 0.1 dex or larger dominate the MS slope error budget at these low
redshifts. Even when comparing results which used the same SFR indicators (E07 and Z12 use Hα, while S07 and C14
use SED-fitted values) or SPS models (S07, Z12, and C14 use BC03), the variation in slope is still ∼ 0.06 – 0.2. As an
independent check on the validity of any of the slopes listed here, O10’s data gives a slope on the higher end of the
other low-z estimates (0.77). We note that our extrapolated slope at z ∼ 0.1 is ∼ 0.5, in better agreement with C14’s
observed slope rather than those of E07 and Z12.
We next examine the normalizations (at M∗ = 109 and 1010) for the samples. For these six studies, logψ(9) =
−0.49,−0.40,−0.26,−0.26,−0.59, and −0.78, and logψ(10) = 0.28, 0.31, .22, 0.09, 0.06, and −0.01. At lower masses,
the agreement among the different studies is good, with logψ(9) ranging from -0.59 to -0.40 (excluding C09 and C14,
who both display much higher values). Again, the absolute SFR among studies with the same SFR indicator (E07 and
Z12) differ by ∼ 0.1 dex. The variation is larger, however, among the studies with the same SPS models (∼ 0.2 dex),
which seems to indicate that the SFR indicator is a more important driver for differences rather than SPS model.
We also find that the SFRs derived from O10 are ∼ 0.2 dex lower than even S07’s. So while the slopes are identical
between O10 and E07, the absolute normalizations differ by ∼ 0.3 dex. Thus a comparison in slope is not enough
to determine the robustness of any MS measurement – normalizations (especially relative normalizations) should be
taken into account.
At logψ(10), however, we get a slightly diferent picture. Here, while SFRs derived from Hα (E07 and Z12) and those
derived from other methods (absorption lines, SED fitting, and IR for C09, S07/C14, and O10, respectively) exhibit
good agreement within each group (∆ logψ(10) . 0.1 dex; C14, which straddles both groups, is the exception), they
are offset by ∼ 0.2 dex from each other. In other words, SFRs derived from Hα tend to be systematically higher than
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those derived through other means. While this tendency is true over the entire fitted mass range, it becomes most
severe (due to the steeper slopes) at higher mass.
We find that the SFRs provided by our best fits tend to favor the Hα SFRs forM∗ . 109.8 or so, and prefer the other
studies for higher masses. This trend is similar to that seen at high redshift, and probably indicates a similar problem
either with extinction corrections or selection effects at high and low masses. Alternately, it could indicate systematic
variations in the SED fitting procedure (perhaps due to SFH or other parameters) at higher and/or lower masses (see
also St14). The wide range in fitted MS slopes and normalizations suggest that many of the systematics involved in
determining MS parameters have been severely underestimated. We estimate the magnitude of these effects on the
MS slope to be of order ∼ 0.2 or larger using just the data included here, in good agreement with Abramson et al.
(2014), although we note that if we include other slopes from the literature (e.g., B04 measures a slope of ∼ 0.9) the
differences might be as large as ∼ 0.4.
I. THE NON-UNITY SLOPE OF THE MAIN SEQUENCE AND THE STAR-FORMING STELLAR MASS FUNCTION
As noted by Peng et al. (2010), Lilly et al. (2013), and Abramson et al. (2014), a MS slope of less than unity implies
that the slope αs of the SF mass function below the characteristic mass M∗ should steepen with time. More explicitly,
Peng et al. (2010) argue that the observed constancy of M∗ and αs for SFGs implies that the quenching of galaxies
around and above M∗ must be proportional to their SFRs. As the shape of the mass function appears to be relatively
unchanged since z ∼ 2 (Marchesini et al. 2009; Ilbert et al. 2010, 2013; Muzzin et al. 2013; Sobral et al. 2014), the fact
that the majority of our results give MS slopes significantly less than unity and display time-dependent evolution even
further away from unity could be seen as somewhat concerning. As we have spent a significant portion of this work
arguing the robustness of our fitting procedure and the widespread agreement among MS observations, we would like
to spend some time discussing this possible problem.
As argued by Abramson et al. (2014), the below-unity slope of the MS may in large part due to studies failing
to separate out bulge and disk components of their constituent galaxies. By analyzing only the disk components of
SFGs at z ∼ 0, they find the slope of this “disk-limited” MS (MSdisk) is approximately unity. They then propose that
this new approximately unity MSdisk slope solves the steepening mass function problem if one makes the reasonable
assumption that mass-growth is dominated by in situ disk SF.
As noted in Appendix H, the systematics in deriving a MS slope are extremely large (as high as ∼ 0.4), even
when using the same dataset (i.e. SDSS). Consequently, one might assume that these errors overwhelm all MS slopes
measured in this literature. If this is the case, all MS observations (excluding non-selective ones) included in this work
could technically be seen as consistent with slopes of ∼ 0.75 (indeed, many seem to cluster around ∼ 0.6 – 0.8 at a wide
range of redshifts), and our results as consistent with a scenario where the MS slope out to z ∼ 2 is approximately
constant and the MSdisk slope is approximately unity. As a result, αs would remain unchanged over the same redshift
range, in agreement with observations. While we cannot refute such a view as we are ultimately uncertain how large
a role systematics play in MS observations, we find this position unfavorable given the good results from, e.g., So14
at reproducing the cSFR out to z ∼ 2.5.
Alternately, we note that while most of our MS fits imply some form of time-dependent MS slope, some of our MS fits
(e.g. those which include only stacked, mixed MS observations) give time-independent parametrizations with slopes
similar to those seen in (Abramson et al. 2014). Although many of these are derived from smaller, more selective
subsets of the MS observations included here, it is fully possible that they are a more accurate parametrization of MS
evolution. Once future observations at low-z can rigorously demonstrate that their MS slopes are robust and agree
on appropriate selection criteria for differentiating between SF and quiescent galaxies, their results should be able to
serve as additional constraints on the fits we provide here and hopefully provide a concrete answer to the apparent
tension in the data.
J. LIST OF ACRONYMS
Many acronyms are used throughout the paper in our discussions of concepts and issues surrounding the SFG MS,
some used only once or twice, and others much more frequently. For convenience, we have compiled them all into
Table 10 for easy reference.
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TABLE 3
Main Sequence Derivations and their Assumptions
Paper IMF SFR indicator ψK98/ψKE12 (h,Ωm,ΩΛ) Selection Type SPS Model SFH Z(Z⊙) Extinction curve Lines Stacked N
B12 Salpeter FUV 1.00/0.63 (.7,.3,.7) UV/LBG BL BC03 n C n 0.2 n ? n No n Yes 1
C09(1) Kroupa Hα/Hβ w 0.48/0.71 (.7,.3,.7) OPT/None Non v BC03 D 0.2 – 1 CF00 No Yes 1
C09(2) Kroupa Hα/Hβ w 0.48/0.71 (.7,.3,.7) OPT 1/None Non v BC03 D 0.2 – 1 CF00 No Yes 1
C14 Chabrier UV SED –/1.0 (.7,.3,.7) OPT 1/M∗-ψ t Non v BC03 DRB 0.2 – 1.5 CF00 No No 7
D07 Salpeter FUV p 0.81/1.29 (.73,.26,.74) OPT/sBzK BL BC03 D 0.02 – 2.5 P84 No No 1
D09 Salpeter 1.4GHz –/0.87 (.71,.27,.73) OPT/None MI BC03 q D ? r C00/M95 No Yes 6
E07(1) Salpeter Hα 0.94/1.38 (.7,.3,.7) OPT/blue BL BC03 DRB 0.005 – 2.5 CF00 No No 1
E07(2) Salpeter FUV 0.81/1.29 (.7,.3,.7) OPT/blue BL PEGASE.2 ? a ? a ? a No No 1
E11 Salpeter IR 1.00/1.16 (.7,.3,.7) FIR/LIRG BL PEGASE.2 ? a ? a C00 No No 1
K11 Chabrier 1.4GHz –/0.50 (.7,.3,.7) OPT/NUVrJ MI BC03 D ? a C00 Yes Yes 9
K13 Salpeter FUV 1.00/1.59 (.7,.25,.75) OPT/sBzK BL BC03/P07 D 1 P84/C00(b) Yes No 1
L11 Chabrier c FUV 1.00/1.59 (.72,.28,.72) UV/LBG BL BC03 D/C/RL 1 C00 Yes Yes 1
L12 Chabrier FUV 0.63/1.00 (.72,.28,.72) UV/LBG BL CB07 D/C 1 C00/M95 No No 2
M10 Chabrier FUV 0.82/1.27 (.7,.3,.7) OPT/LBG BL CB07 D/C 1 C00 No No 1
N07 Kroupa various d 0.55/0.64 d (.7,.3,.7) OPT/z e MI BC03 D ? a CE01 No No 1
O10 Salpeter IR 1.13/1.31 (.7,.3,.7) FIR 2/None MI R08 N/A f ? a N/A f No Yes 6
P09 Salpeter 1.4GHz –/0.93 (.7,.3,.7) OPT/sBzK BL BC03 o D o 0.02 – 2.5 o P84 o No o Yes 1
R11 Salpeter FUV i 0.81/1.29 (.73,.26,.74) OPT 3/sBzK i BL i BC03/P07/G10 D 0.02 – 2.5/1 P84 a No No 1
R12 Salpeter UV+IR b,u 1.00/1.22 (.7,.3,.7) UV 2/LBG BL CB11 D/C/R 1 P84/C00 Yes No 1
S07 Chabrier UV SED k 0.77/1.22 (.7,.3,.7) OPT/Lines j MI BC03 DRB 0.1 – 2 CF00/M95 No No 1
S09 Salpeter UV+IR b,u 1.01/1.23 (.7,.3,.7) OPT/2σ-clip x MI BC03 D 0.02 – 2.5 P84/C00 No No 4
S11 Salpeter Hα k 1.00/1.47 (.71,.27,.73) UV/LBGm BL CB07 D/C 0.2 P84/C00 Yes No 1
S12 Chabrier UV+IR b 0.57/0.70 (.73,.26,.74) OPT/blue y BL PEGASE.2 ? a ? a C00 No No 1
So14 Chabrier Hα 0.56/0.82 (.7,.3,.7) OPT/None s Non v CB07 D/DRB 0.02 – 2.5 C00 No No 4
St14 Chabrier UV SED l 0.50/0.65 (.7,.3,.7) UV/M∗ MI BC03/P07 D/DT 1 P84/C00(b) Yes No 1
W12 Chabrier h UV+IR 0.60 a/0.73 (.7,.3,.7) FIR 2/UV J MI BC03 D 1 C00 Yes No 5
Z12(1) Chabrier Hα 0.66/0.97 (.7,.3,.7) OPT/Lines j MI BC03 D ? a C00 Yes No 1
Z12(2) Chabrier Hβ 0.59/0.87 (.7,.3,.7) UV/Lines j MI BC03 D ? a C00 Yes No 1
Z12(3) Chabrier Hβ 0.59/0.87 (.7,.3,.7) UV/None MI BC03 D ? a C00 Yes No 1
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TABLE 3 — Continued
Paper IMF SFR indicator ψK98/ψKE12 (h,Ωm,ΩΛ) Selection Type SPS Model SFH Z(Z⊙) Extinction curve Lines Stacked N
Note. — Col. 1: Reference (see Appendix A). Col. 2: Assumed stellar initial mass function. Col. 3: Star formation rate indicator. Col. 4: SFR normalized to the L –ψ relations from
Kennicutt (1998a) and Kennicutt & Evans (2012), respectively. Col. 5: Assumed cosmology. Col. 6: Selection methods used for the parent samples and the subsamples used in analysis (see
Appendix A or individual papers for more details). Parent samples are labeled by the rest-frame color (UV/OPT/FIR) while subsamples are labeled based on the relevant cuts used in the
subsequent analysis (completeness criteria not included). Col. 7: Selection type (bluer (BL)/mixed (MI)/non-selective (NON); see § 3.3.2). Col 8: Stellar population synthesis model used. Col.
9: Assumed star formation histories. Col. 10: Assumed metallicity. Col. 11: Extinction curve reference (see § 3.1.6). Col. 12: Accounted for emission line effects? (yes/no) Col. 13: Derived
using stacked data? (yes/no). Col. 14: Number of MS observations included in study. 1 Selection also includes portion of the rest-frame UV. 2 Selection also includes portion of the rest-frame
OPT. 3 Selection also includes portion of the rest-frame FIR. a Not explicitly listed, although it is mentioned that multiple are used. b UV and IR components of the SFR are weighted according
to observations by Reddy et al. (2012a). c Masses are derived assuming a Chabrier IMF, while SFRs are derived assuming a Salpeter IMF calibrated on K98. d Includes Hα, FUV, and IR, as
well as various other emission lines calibrated to Hα, which is used as a proxy for unobscured star formation. e z is redshift here. f All the templates in R08 are empirical, albeit regenerated to
high resolution from SPS models assuming a given SFR and extinction. g P84 is listed for the sBzK sample, but the extinction curves/assumptions applied to the IR sample are not explicitly
listed. h Masses are derived assuming a Chabrier IMF, while SFRs are derived assuming a Kroupa IMF calibrated on Franx et al. (2008). i In addition to the sBzK sample that dominates the
fit, R11 also includes IR data (LIR limited, FIR-selected) data from Herschel.
j See the respective papers for more details on the emission line criteria used. k S07 chooses to use SED-derived
SFRs, although both UV and Hα SFRs are included and discussed in the paper. S11 chooses to use Hα SFRs derived from excess IRAC ch1 flux rather than rest-frame UV-derived SFRs.
l SFRs are derived via combined UV+IR luminosities extrapolated from the best-fitting model, and are weighted according to observations by Bouwens et al. (2012). m Sample taken from
various spectroscopic observing programs over the two GOODS fields (Ando et al. 2004; Vanzella et al. 2005, 2006, 2008), which use UV-dropout selection criteria. Only objects with secure
spec-z’s are included. n Instead of SED fitting, B12 uses the M∗/LUV scaling from González et al. (2011) to derive their masses, which utilize the parameters listed above (the extinction curve
is not specified). o Instead of SED fitting, P09 uses an analytic relation to convert from K-band luminosity to mass taken from McCracken et al. (2010) following Daddi et al. (2004b), which
utilizes the parameters listed above. p Although multiple SFR indicators are used as cross-checks, only FUV is used in the final relation. q Supplemented with empirical templates as described
in Cirasuolo et al. (2010). These are only used to derive the photo-z’s; masses are taken from the K-band M∗/L relationship of Serjeant et al. (2008), taken from the Millennium Simulation
(De Lucia et al. 2006). r Not mentioned. s Although the entire sample is Hα-selected, So14 select the sub-samples in each redshift bin using a combination of photo-z and color-color cuts that
differ for each bin in order to maximize completeness and exclude other possible contaminating lines. See Sobral et al. (2013) for more details. t C14 separates SFGs from quiescent galaxies
by tracing out the minimum in the bimodal population distribution in the M∗ –ψ plane as a function of redshift, using logψ = −10.139 + 0.85 logM∗ + 3.7z − 2.7z
2. u Includes SED-derived
SFRs in the sample, but but UV+IR measurements are representative of the sample. v Although classified as “non-selective” here because these studies do not exclusively analyze SFGs, the
parent samples themselves have all been selected with optical selection methods. w C09 derives SFRs based on absoprtion features from stacked spectra rather than emission lines. x S09 uses
a 2σ-clipping procedure to remove quiescent galaxies from their fit to the MS. y S12 does not exactly specificy what cut was used to select for a SFG-only sample at the redshift range used in
their paper, although their analysis suggests a cut on blue/red color.
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TABLE 4
Main Sequence Relationships
Paper zmed zrange ∆t α β ψ(10.5) σ σd σt logM∗ range Sample Survey Area/Vol
E11 0.05 0.0-0.1 a 1.301 1 -9.60 0.9 0.26 0.26 0.16 9.6-11.3 648 various a 38960 a/289.86
E07(1) 0.06 0.015-0.1 1.094 0.77 −7.44 0.645 0.25 0.25 0.15 9.1-11.2 19590 SDSS 705/5.23
Z12(1) 0.07 0.04-0.1 0.758 0.71± 0.01 −6.78± 0.1 0.675 0.25 0.25 0.15 8.5-10.4 ∼ 2× 105 SDSS 8200/56.93
C14(1) 0.1 0.0-0.2 2.432 0.477± 0.004 −4.57± 0.04 0.43 0.65 0.65 0.61 9.0-11.3 101973 GALEX+SDSS 2505/138.56
O10 0.1 0.0-0.2 2.432 0.77± 0.02 −7.88± .22 0.205 0 b 0 b 0 b 9.1-11.6 8400 SWIRE 11.33/0.63
C09(1) 0.11 0.005-0.22 2.570 0.35± 0.09 −3.56± .87 0.115 0 b 0 b 0 b 9.0-12.0 ∼ 5× 105 SDSS 4783/346.88
S07 0.11 0.005-0.22 2.570 0.65 −6.33 0.495 0.3 0.29 0.21 9-11.1 48295 GALEX+SDSS 645/46.78
C14(2) 0.25 0.2-0.3 0.986 0.48± 0.01 −4.36± 0.14 0.66 0.53 0.53 0.49 9.0-10.9 3423 PRIMUS 9/1.06
O10 0.25 0.2-0.3 0.986 0.63± 0.03 −6.21± .33 0.405 0 b 0 b 0 b 9.8-11.7 10984 SWIRE 11.33/1.33
W12 c 0.25 0.0-0.5 5.040 0.67 −6.36 0.675 0.34 0.30 0.22 9.3-10.6 4512 NMBS 0.4/0.27
K11 0.3 0.2-0.4 1.850 0.56± 0.03 −5.43± 0.33 0.45 0 b 0 b 0 b 8.8-11.1 3385 COSMOS 1.72/0.56
C14(2) 0.35 0.3-0.4 0.864 0.39± 0.02 −3.38± 0.14 0.77 0.51 0.51 0.47 9.0-11.1 4373 PRIMUS 9/1.86
O10 0.35 0.3-0.4 0.864 0.68± 0.04 −6.67± .44 0.47 0 b 0 b 0 b 9.9-11.7 10478 SWIRE 11.33/2.34
So14 0.40 0.39-0.41 0.161 0.78± 0.11 −7.78± 1.06 0.39 0.49 0.49 0.45 8.7-9.8 305 HiZELS 2/0.51
C14(2) 0.45 0.4-0.5 0.758 0.36± 0.02 −2.83± 0.17 0.91 0.52 0.52 0.48 9.3-11.2 4108 PRIMUS 9/2.74
D09 0.45 0.2-0.7 3.869 0.83± 0.01 −7.92± 0.13 0.80 0 b 0 b 0 b 9.3-11.1 6899 UDS 0.8/0.10
N07 0.45 0.2-0.7 3.869 0.67± 0.08 −6.19± .78 0.845 0.35 0.32 0.24 10.0-11.0 2905 AEGIS 1/1.54
O10 0.45 0.4-0.5 0.758 0.73± 0.05 −7.02± .55 0.645 0 b 0 b 0 b 10.3-11.7 16856 SWIRE 11.33/3.45
S09 0.45 0.3-0.6 2.292 0.7± 0.14 −6.33± 1.54 1.02 0.23 d 0.21 0.06 7.3-11.2 1248e GOODS-MUSIC 0.040/0.04
K11 0.5 0.4-0.6 1.428 0.58± 0.03 −5.28± 0.33 0.81 0 b 0 b 0 b 8.9-11.1 4406 COSMOS 1.72/1.22
O10 0.55 0.5-0.6 0.669 0.54± 0.05 −4.85± .55 0.82 0 b 0 b 0 b 10.5-11.6 14987 SWIRE 11.33/4.61
C14(2) 0.575 0.5-0.65 0.974 0.39± 0.02 −3.10± 0.17 0.96 0.51 0.51 0.47 9.5-11.2 5069 PRIMUS 9/5.83
K11 0.7 0.6-0.8 1.117 0.60± 0.03 −5.27± 0.33 1.03 0 b 0 b 0 b 9.1-11.1 7820 COSMOS 1.72/1.91
O10 0.7 0.6-0.8 1.118 0.36± 0.06 −2.74± .66 1.04 0 b 0 b 0 b 10.5-11.6 16004 SWIRE 11.33/12.56
C14(2) 0.725 0.65-0.8 0.812 0.09± 0.02 0.23± 0.22 1.16 0.47 0.47 0.42 9.8-11.2 4267 PRIMUS 9/7.81
W12 c 0.75 0.5-1.0 2.675 0.60 −5.20 1.1 0.34 0.32 0.25 9.6-10.8 8491 NMBS 0.4/1.19
Z12(2) 0.785 0.75-0.82 0.353 0.67± 0.02 −5.91± 0.2 1.125 0.27 0.27 0.18 9.3-10.6 1348 DEEP2 2.8/1.24
S09 0.8 0.6-1.0 2.005 0.73± .15 −6.44± 1.65 1.225 0.20 d 0.18 0.18 o 7.8-11.4 2478e GOODS-MUSIC 0.040/0.10
So14 0.845 0.83-0.86 0.141 0.47± 0.05 −4.16± 0.46 0.75 0.25 0.25 0.15 9.5-10.8 392 HiZELS 2/0.41
C09(2) 0.875 0.75-1.0 1.143 0.13± 0.15 −0.46± 1.57 0.905 0 b 0 b 0 b 10.0-12.0 ∼ 3000 DEEP2+POWIR 1.6/2.84
C14(2) 0.9 0.8-1.0 0.888 0.05± 0.03 0.80± 0.31 1.29 0.51 0.51 0.47 10.2-11.2 3157 PRIMUS 9/13.15
K11 0.9 0.8-1.0 0.888 0.62± 0.03 −5.30± 0.33 1.21 0 b 0 b 0 b 9.1-11.1 11164 COSMOS 1.72/2.51
S12 0.9 0.5-1.3 3.695 0.74 −6.63 1.14 0.32 f 0.28 f 0.2 9.7-11.2 543 GOODS-S 0.033 g/0.23
D09 0.95 0.7-1.2 2.128 0.83± 0.05 −7.38± 0.53 1.38 0 b 0 b 0 b 9.8-11.1 6994 UDS 0.8/3.05
E07(2) 1.0 0.8-1.2 1.603 0.90 −8.14 1.31 0.3 0.29 0.21 9.1-11.1 ∼ 1200 GOODS 0.088/0.28
K11 1.1 1.0-1.2 0.715 0.54± 0.03 −4.32± 0.33 1.35 0 b 0 b 0 b 9.3-11.1 9655 COSMOS 1.72/3.01
S09 1.25 1.0-1.5 1.550 0.65± 0.13 −5.48± 1.43 1.345 0.31 d 0.30 0.23 8.2-11.4 1781e GOODS-MUSIC 0.040/0.19
W12 c 1.25 1.0-1.5 1.550 0.54 −4.14 1.53 0.34 0.33 0.27 10.1-10.9 5451 NMBS 0.4/1.91
K11 1.4 1.2-1.6 1.065 0.70± 0.03 −5.82± 0.33 1.53 0 b 0 b 0 b 9.5-11.1 19009 COSMOS 1.72/7.07
D09 1.45 1.2-1.7 1.276 0.86± 0.01 −7.30± 0.10 1.72 0 b 0 b 0 b 9.9-11.1 5267 UDS 0.8/4.18
So14 1.466 1.450-1.482 0.080 0.34± 0.03 −2.21± 0.35 1.31 0.23 0.23 0.11 9.5-10.9 376 HiZELS 2/0.68
K13 1.55 1.4-1.7 0.693 0.81± 0.04 −6.85± .4 1.655 0.22 0.22 0.09 10-11.3 271 COSMOS 2/6.50
W12 c 1.75 1.5-2.0 0.974 0.47 −3.17 1.765 0.34 0.34 0.27 10.4-11.1 3292 NMBS 0.4/2.27
K11 1.8 1.6-2.0 0.744 0.59± 0.07 −4.39± 0.60 1.805 0 b 0 b 0 b 9.7-11.1 14935 COSMOS 1.72/7.89
D07 1.95 1.4-2.5 1.879 0.90 −7.6 1.85 0.23 l 0.21 0.08 9.5-11.1 1291 GOODS 0.033 g/0.42
D09 1.95 1.7-2.2 0.824 0.88± 0.03 −7.21± 0.37 2.04 0 b 0 b 0 b 10.2-11.1 2166 UDS 0.8/4.68
Z12(3) 1.985 1.41-2.57 1.926 0.46± 0.07 −2.99± 0.7 1.84 0.24 0.22 0.10 9.1-10.7 87 Erb et al. (2006) 0.5 k/6.77
P09 2.0 1.0-3.0 3.638 0.95± 0.07 −8.30 1.675 0 b 0 b 0 b 10.1-11.2 11798 COSMOS 0.9/20.15
R11 2.0 1.5-2.5 1.627 0.79 −6.42 1.875 0.24 0.22 0.11 9.4-11.9 20265m COSMOS+GOODS-S 1.73/20.15
S09 2.0 1.5-2.5 1.627 0.85± 0.17 −7.24± 1.87 1.685 0.37 d 0.36 0.30 8.7-11.5 1985e GOODS-MUSIC 0.040/0.47
R12 2.05 1.5-2.6 1.732 0.97 ± 0.05 j −8.28± 1.28 1.905 0.37 j 0.36 0.3 8.7-11.3 302 various i 0.081 i/1.04
So14 2.23 2.214-2.246 0.042 0.31± 0.03 −1.82± 0.34 1.41 0.24 0.24 0.13 9.5-11.3 605 HiZELS 2/0.77
44
Speagle
et
al.
TABLE 4 — Continued
Paper zmed zrange ∆t α β ψ(10.5) σ σd σt logM∗ range Sample Survey Area/Vol
K11 2.25 2.0-2.5 0.653 0.58± 0.05 −4.16± 0.55 1.93 0 b 0 b 0 b 9.8-11.2 12927 COSMOS 1.72/10.28
W12 c 2.25 2.0-2.5 0.653 0.41 −2.30 2.005 0.34 0.34 0.27 10.7-11.3 1070 NMBS 0.4/2.39
D09 2.6 2.2-3.0 0.823 0.65± 0.12 −4.49± 1.26 2.31 0 b 0 b 0 b 10.3-11.1 930 UDS 0.8/7.66
K11 2.75 2.5-3.0 0.461 0.56± 0.15 −3.73± 1.66 2.15 0 b 0 b 0 b 10.1-11.2 7656 COSMOS 1.72/10.27
M10 3.0 2.8-3.2 0.314 0.91 -7.38 2.175 0.21 0.21 0.06 9.7-11.5 196 Magdis et al. (2008) 0.296/1.40
L11 3.7 3.3-4.1 0.425 0.9± .1 −7.52± 1.1 1.93 0 b 0 b 0 b 10.0-11.2 1913 NDWFS 5.3/47.30
B12 3.8 3.2-4.4 p 0.613 0.73± 0.32 −5.46± 2.88 2.205 0 b 0 b 0 b 8.1-9.8 1832 HUDF09+CDF-S GOODS 0.043/0.57
L12 3.9 h 3.4-4.4 h 0.482 0.79 -6.34 1.955 0.3 0.3 0.22 8.3-10.3 2952 GOODS 0.089/0.97
D09 4.0 n 3.0-5.0 0.957 0.40± 0.12 −1.59± 1.30 2.57 0 b 0 b 0 b 10.3-11.7 234 UDS 0.8/17.31
S11 4.4 3.8-5.0 0.456 0.54± .06 −3.43± 0.55 2.24 0.24 0.24 0.13 9.0-10.5 64 GOODS 0.092/1.15
L12 5.0 h 4.4-5.6 h 0.350 0.73 -5.69 1.975 0.3 0.3 0.22 8.3-10.4 846 GOODS 0.089/1.04
St14 5.0 4.0-6.0 0.599 0.78± .02 −6.17± 0.15 2.01 0.24 0.24 0.13 9.5-11.5 3398 SPLASH 2/38.98
Note. — Col. 1: A list of all the main properties from the MS relations included in this work. Papers are listed as Table 3 and ordered by increasing redshift. Col. 2: Median redshift of
the sample. Col. 3: Redshift range spanned by the sample. Col. 4: Time range (in Gyr) spanned by the redshift bin. Cols. 5 & 6: MS slope α and normalization β, as defined per equation
1. These values (and their respective errors, if reported) have been taken from their respective papers. Col. 7: SFR (in dex) each MS relations predicts at logM∗ = 10.5, which allows a
more intuitive comparison of the average evolution of the SFR at fixed mass as a function of time. Col. 8: The observed 1σ scatter around the best fits. Col. 9: Our calculated deconvolved
scatter. Col. 10: The hypothesized“true” scatter, calculated as outlined in § 4.1. Col. 11: Mass range observed in each sample. Col. 12: Number of galaxies included in each sample. Col. 13:
Survey data is taken from (see Table 10). Col. 14: The area and co-moving surveyed (in deg2 and 103 Gpc3, respectively). All parameters listed here have been taken/derived from the studies
themselves and/or obtained from the respective authors. Note that several studies have utilized data taken either from the same survey(s) (e.g., SDSS) or different surveys targeting the same
field (e.g., COSMOS, HiZELS). a E11 draw their local sample from a subsample of galaxies described in § 2. These have redshift distributions of objects from z ∼ 0 to ∼ 0.2, 0.1, and 0.088,
respectively, and so we take the average redshift distribution presented to be . .1. The survey with the largest area is the GOALS survey (|b| > 5, or 38960 deg2), which is the one we list here.
b SFRs derived via stacked data, so no measure of dispersion available. c Derived using W12’s functional form, applied to the median redshift of each bin, as the actual relations in each redshift
bin are not supplied. d Calculated after a 2-sigma clipped fit, to remove quiescent galaxies in their fitting process. Due to the larger quiescent population at lower redshift (and hence a more
pronounced bimodal distribution and a more biased initial fit), it is likely that more MS galaxies are removed during the clipping procedure, resulting in unphysically small scatters in their
lower redshift samples compared to those at higher redshifts (where such a procedure is more effective at just removing outlying quiescent galaxies). e S09 report a total sample of 7909 galaxies
(1165 IR-detected), but only include 7877 objects in their final analysis (subsample B, after removing highly obscured AGN; see their Section 2.3), with the breakdowns as listed above. Due
to their 2-sigma clipping procedure, only 867, 1781, 1820, and 1759 galaxies are actually included in their 0.3 < z < 0.6, 0.6 < z < 1.0, 1.0 < z < 1.5, and 1.5 < z < 2.5 fits, respectively. f S12
fit their data with a redshift-dependent power-law as a way of deconvolving the observed scatter with the time bin, and do not provide the raw fits to the data. The σ reported here is what
the original scatter would likely have been, based on our deconvolution procedure. g D07 report using a fraction of the GOODS-N and GOODS-S fields, but do not list an exact area. We take
the area from R11, which uses a similar sample. h L12 do not provide the actual redshift distribution of the sample included in the fit, so we estimate the distribution based on Vanzella et al.
(2009). See Appendix A. i R12 draw their sample from a number of fields detailed in their Table 1, the largest of which (Q1623) is listed. j While most of the data are not stacked, the lower
mass bins, which could not be detected in MIPS 24µ (181 out of 302 objects), are stacked and included in the fit. The inclusion of these objects drastically changes the derived slope (see their
Figure 12) from one more similar to ∼ 0.6 (only including direct detections) to one closer to unity. It also increases the scatter. k Erb et al. (2006) reports using a subset of galaxies selected
from Steidel et al. (2004), which contains 7 fields totalling ∼.5 deg2. l D07 reports 0.16 dex inter-quartile scatter, which is equivalent to a 0.23 dex 1-sigma scatter. m R11 draws their sample
from two distinct subsamples, with 698 galaxies observed with PACS from the COSMOS field and 19567 sBzK galaxies taken from GOODS-S. n As with L12, the medians of D09’s mass bins
used in this redshift bin have been shifted from their original z ∼ 3.25 – 3.5 up to 4 to correspond with the middle of the redshift bin. This corresponds to shifts of ∼ 250 – 400Myr. o As the
intrinsic scatter was ≤ .2dex, the intrinsic scatter is listed in place of the true scatter. p Taken from their predicted redshift distribution shown in B12’s Fig. 3, as the redshift distribution of
the sample has not been confirmed via spectroscopic follow-up.
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TABLE 5
Main Sequence Calibration Offsets
Paper Redshift CM Cψ
f CC CS CE CL CR Ctot
Elbaz et al. (2011) 0.05 +0.21 -0.06 +0.00 +0.00 +0.00 a +0.00 +0.00 +0.15
Elbaz et al. (2007)(1) 0.06 +0.16 -0.14 +0.00 +0.00 +0.00 +0.00 +0.00 +0.02
Zahid et al. (2012)(1) 0.07 -0.02 +0.01 +0.00 +0.00 +0.00 +0.00 +0.00 -0.01
Coil et al. (2014, in prep.)(1) 0.1 -0.01 +0.03 +0.00 +0.00 +0.00 +0.00 +0.00 +0.02
Oliver et al. (2010) 0.1 +0.20 -0.12 +0.00 +0.00 +0.09 +0.00 +0.00 +0.17
Chen et al. (2009)(1) 0.11 +0.00 +0.15 +0.00 +0.00 +0.00 +0.00 +0.00 +0.15
Salim et al. (2007) 0.11 -0.02 -0.09 +0.00 +0.00 +0.00 +0.00 +0.00 -0.11
Coil et al. (2014, in prep.)(2) 0.25 -0.01 +0.03 +0.00 +0.00 +0.00 +0.00 +0.00 +0.02
Oliver et al. (2010) 0.25 +0.16 -0.12 +0.00 +0.00 +0.09 +0.00 +0.00 +0.13
Whitaker et al. (2012) 0.25 -0.02 +0.14 +0.00 +0.00 +0.00 +0.00 +0.00 +0.12
Karim et al. (2011) 0.3 -0.02 +0.20 +0.00 +0.00 +0.09 +0.00 -0.11 +0.18
Coil et al. (2014, in prep.)(2) 0.35 -0.01 +0.03 +0.00 +0.00 +0.00 +0.00 +0.00 +0.02
Oliver et al. (2010) 0.35 +0.18 -0.12 +0.00 +0.00 +0.09 +0.00 +0.00 +0.15
Sobral et al. (2014) 0.40 -0.02 +0.09 +0.00 -0.16 c +0.00 +0.00 +0.00 -0.09
Coil et al. (2014, in prep.)(2) 0.45 -0.01 +0.03 +0.00 +0.00 +0.00 +0.00 +0.00 +0.02
Dunne et al. (2009) 0.45 +0.17 -0.04 +0.00 +0.00 +0.09 +0.00 -0.13 +0.09
Noeske et al. (2007b) 0.45 +0.00 +0.19 +0.00 +0.00 +0.00 +0.00 +0.00 +0.19
Oliver et al. (2010) 0.45 +0.19 -0.12 +0.00 +0.00 +0.09 +0.00 +0.00 +0.16
Santini et al. (2009) 0.45 +0.15 -0.09 +0.00 +0.00 +0.00 +0.00 +0.00 +0.06
Karim et al. (2011) 0.5 -0.02 +0.20 +0.00 +0.00 +0.09 +0.00 -0.14 +0.13
Oliver et al. (2010) 0.55 +0.14 -0.12 +0.00 +0.00 +0.09 +0.00 +0.00 +0.11
Coil et al. (2014, in prep.)(2) 0.575 -0.01 +0.03 +0.00 +0.00 +0.00 +0.00 +0.00 +0.02
Karim et al. (2011) 0.7 -0.02 +0.20 +0.00 +0.00 +0.09 +0.00 -0.18 +0.09
Oliver et al. (2010) 0.7 +0.09 -0.12 +0.00 +0.00 +0.09 +0.00 +0.00 +0.06
Coil et al. (2014, in prep.)(2) 0.725 +0.00 +0.03 +0.00 +0.00 +0.00 +0.00 +0.00 +0.03
Whitaker et al. (2012) 0.75 -0.02 +0.14 +0.00 +0.00 +0.00 +0.00 +0.00 +0.12
Zahid et al. (2012)(2) 0.785 -0.02 +0.06 +0.00 +0.00 +0.00 +0.00 +0.00 +0.04
Santini et al. (2009) 0.8 +0.15 -0.09 +0.00 +0.00 +0.00 +0.00 +0.00 +0.06
Sobral et al. (2014) 0.845 -0.01 +0.09 +0.00 -0.09 c +0.00 +0.00 +0.00 -0.01
Chen et al. (2009)(2) 0.875 +0.00 +0.15 +0.00 +0.00 +0.00 +0.00 +0.00 +0.15
Coil et al. (2014, in prep.)(2) 0.9 +0.00 +0.03 +0.00 +0.00 +0.00 +0.00 +0.00 +0.03
Karim et al. (2011) 0.9 -0.02 +0.20 +0.00 +0.00 +0.09 +0.00 -0.22 +0.05
Salmi et al. (2012) 0.9 -0.02 +0.15 +0.01 +0.00 +0.00 +0.00 +0.00 +0.14
Dunne et al. (2009) 0.95 +0.17 -0.04 +0.00 +0.00 +0.09 +0.00 -0.23 -0.01
Elbaz et al. (2007)(2) 1.0 +0.19 -0.11 +0.00 +0.00 +0.00 +0.00 +0.00 +0.08
Karim et al. (2011) 1.1 -0.02 +0.20 +0.00 +0.00 +0.09 +0.00 -0.26 +0.01
Santini et al. (2009) 1.25 +0.14 -0.09 +0.00 +0.00 +0.00 +0.00 +0.00 +0.05
Whitaker et al. (2012) 1.25 -0.02 +0.14 +0.00 +0.00 +0.00 +0.00 +0.00 +0.12
Karim et al. (2011) 1.4 -0.02 +0.20 +0.00 +0.00 +0.09 +0.00 -0.30 -0.03
Dunne et al. (2009) 1.45 +0.18 -0.04 +0.00 +0.00 +0.09 +0.00 -0.31 -0.08
Sobral et al. (2014) 1.466 -0.01 +0.09 +0.00 -0.07 c +0.00 +0.00 +0.00 +0.01
Kashino et al. (2013) 1.55 +0.17 -0.20 -0.01 +0.00 +0.00 +0.00 +0.00 -0.04
Whitaker et al. (2012) 1.75 -0.01 +0.14 +0.00 +0.00 +0.00 +0.00 +0.00 +0.13
Karim et al. (2011) 1.8 -0.02 +0.20 +0.00 +0.00 +0.09 +0.00 -0.36 -0.09
Daddi et al. (2007) 1.95 +0.19 -0.11 +0.00 +0.00 +0.00 +0.00 +0.00 +0.08
Dunne et al. (2009) 1.95 +0.18 -0.04 +0.00 +0.00 +0.09 +0.00 -0.38 -0.15
Zahid et al. (2012)(3) 1.985 -0.01 +0.06 +0.00 +0.00 +0.00 +0.00 +0.00 +0.05
Pannella et al. (2009) 2.0 +0.40 c -0.07 +0.00 +0.00 +0.09 +0.00 -0.38 +0.04
Rodighiero et al. (2011) 2.0 +0.17 -0.11 +0.00 +0.00 +0.00 +0.00 +0.00 +0.06
Santini et al. (2009) 2.0 +0.18 -0.09 +0.00 +0.00 +0.00 +0.00 +0.00 +0.09
Reddy et al. (2012b) 2.05 +0.20 -0.09 +0.00 -0.15 +0.00 +0.00 +0.00 -0.04
Sobral et al. (2014) 2.23 -0.01 +0.09 +0.00 -0.06 c +0.00 +0.00 +0.00 +0.02
Karim et al. (2011) 2.25 -0.02 +0.20 +0.00 +0.00 +0.09 +0.00 -0.41 -0.14
Whitaker et al. (2012) 2.25 -0.01 +0.14 +0.00 +0.00 +0.00 +0.00 +0.00 +0.13
Dunne et al. (2009) 2.6 +0.14 -0.04 +0.00 +0.00 +0.09 +0.00 -0.45 -0.26
Karim et al. (2011) 2.75 -0.02 +0.20 +0.00 +0.00 +0.09 +0.00 -0.46 -0.19
Magdis et al. (2010) 3.0 -0.03 -0.10 +0.00 -0.14 +0.00 +0.00 +0.00 -0.27
Lee et al. (2011) 3.7 -0.03 -0.20 +0.00 +0.00 +0.00 +0.00 +0.00 -0.23
Bouwens et al. (2012) 3.8 +0.15 -0.20 +0.00 +0.00 +0.00 +0.00 +0.00 -0.05
Lee et al. (2012) 3.9 -0.03 +0.00 +0.00 -0.12 +0.00 +0.00 +0.00 -0.15
Dunne et al. (2009) 4.0 +0.08 -0.04 -0.01 +0.00 +0.09 d +0.00 -0.56 -0.44
Shim et al. (2011) 4.4 +0.11 -0.17 -0.01 -0.08 +0.00 e +0.00 +0.00 -0.15
Lee et al. (2012) 5.0 -0.03 +0.00 +0.00 -0.11 +0.00 +0.03 +0.00 -0.11
Steinhardt et al. (2014, subm.) 5.0 -0.03 +0.19 +0.00 +0.00 +0.00 +0.00 +0.00 +0.16
Note. — Calibration offsets to MS normalizations based on Table 1 and outlined in § 3, in dex. Subscripts are as follows: M = mass, ψ = SFR,
C = cosmology, S = SPS Model, E = Extinction, L = Emission Lines, R = Radio (possible evolution in qIR), and tot = total.
a An extinction
correction (for missing/unobscured UV emission) is not taken into account for E11 because they’ve selected a sample of LIRGS, which are display
much higher dust attenuation (and hence IR emission) than the typical MS galaxy. b As mentioned earlier, So14’s mass adjustment for CB07
models result in a shift upwards of ∼ 0.2dex, rather than the slightly lower ∼ 0.15dex found by M10. c Includes both an adjustment for IMF
(Salpeter to Kroupa) and for systematic biases present in using K-band luminosity-to-mass conversions (Ilbert et al. 2010). d We use the R12a-
derived extinction correction here as the median redshifts of each of the respective mass bins used in the fit tends to be closer to z ∼ 3.25 – 3.5
than to 4. e Given that the ψHα-to-ψUV ratio reported in S11 (∼ 6) is larger than the extinction correction that would otherwise be applied from
B12 (∼ 2.5), we decide not to include any additional extinction corrections. f Includes a -0.1 dex adjustment (see § 3.4) for stacked radio data to
account for the fact that the true mean (derived through median stacks) is biased above the median for a log-normal distribution.
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TABLE 6
Calibrated Main Sequence relationships
Paper zavg zmin zmax ∆t (Gyr) α β logψ(10.5) σt (dex) logM range
Elbaz et al. (2011) 0.05 0.0 0.1 1.301 1 -9.45 1.05 0.16 9.4-11.1
Elbaz et al. (2007)(1) 0.06 0.015 0.1 1.094 0.77 −7.42 0.665 0.14 8.9-11.0
Zahid et al. (2012)(1) 0.07 0.04 0.1 0.758 0.71± .01 −6.79± 0.1 0.665 0.15 8.5-10.4
Coil et al. (2014, in prep.)(1) 0.1 0.0 0.2 2.432 0.477± 0.004 −4.55± 0.04 0.45 0.61 9.0-11.3
Oliver et al. (2010) 0.1 0.0 0.2 2.432 0.77± .02 −7.71± .22 0.375 0 8.9-11.4
Chen et al. (2009)(1) 0.11 0.005 0.22 2.570 0.35± .09 −3.41± .87 0.265 0 9.0-12.0
Salim et al. (2007) 0.11 0.005 0.22 2.570 0.65 −6.44 0.385 0.21 9.0-11.1
Coil et al. (2014, in prep.)(2) 0.25 0.2 0.3 0.986 0.48± 0.01 −4.34± 0.14 0.68 0.49 9.0-10.9
Oliver et al. (2010) 0.25 0.2 0.3 0.986 0.63± .03 −6.08± .33 0.535 0 9.6-11.5
Whitaker et al. (2012) 0.25 0.0 0.5 5.040 0.67 −6.24 0.795 0.22 9.3-10.6
Karim et al. (2011) 0.3 0.2 0.4 1.850 0.56± .03 −5.33± 0.33 0.63 0 8.8-11.1
Coil et al. (2014, in prep.)(2) 0.35 0.3 0.4 0.864 0.39± 0.02 −3.36± 0.14 0.79 0.47 9.0-11.1
Oliver et al. (2010) 0.35 0.3 0.4 0.864 0.68± .04 −6.52± .44 0.62 0 9.7-11.5
Sobral et al. (2014) 0.40 0.35 0.45 1.169 0.78± 0.11 −7.83± 1.06 0.34 0.45 8.9-10.0
Coil et al. (2014, in prep.)(2) 0.45 0.4 0.5 0.758 0.36± 0.02 −2.81± 0.17 0.93 0.48 9.3-11.2
Dunne et al. (2009) 0.45 0.2 0.7 3.869 0.83± 0.01 −7.83± 0.13 0.89 0 9.1-10.9
Noeske et al. (2007b) 0.45 0.2 0.7 3.869 0.67± 0.08 −6.00± .78 1.035 0.24 10.0-11.0
Oliver et al. (2010) 0.45 0.4 0.5 0.758 0.73± .05 −6.86± .55 0.805 0 10.1-11.5
Santini et al. (2009) 0.45 0.3 0.6 2.292 0.7± .14 −6.27± 1.54 1.08 0.2 7.1-11.0
Karim et al. (2011) 0.5 0.4 0.6 1.118 0.58± .03 −5.23± 0.33 0.94 0 8.9-11.1
Oliver et al. (2010) 0.55 0.5 0.6 0.669 0.54± .05 −4.74± .55 0.93 0 10.3-11.5
Coil et al. (2014, in prep.)(2) 0.575 0.5 0.65 0.974 0.39± 0.02 −3.08± 0.17 0.98 0.47 9.5-11.2
Karim et al. (2011) 0.7 0.6 0.8 1.427 0.60± .03 −5.35± 0.33 1.12 0 9.1-11.1
Oliver et al. (2010) 0.7 0.6 0.8 1.118 0.36± .06 −2.68± .66 1.1 0 10.3-11.5
Coil et al. (2014, in prep.)(2) 0.725 0.65 0.8 0.812 0.09± 0.02 0.26± 0.22 1.19 0.42 9.8-11.2
Whitaker et al. (2012) 0.75 0.5 1.0 2.675 0.60 −5.08 1.22 0.24 9.6-10.8
Zahid et al. (2012)(2) 0.785 0.75 0.82 0.353 0.67± .02 −5.87± 0.2 1.165 0.18 9.3-10.6
Santini et al. (2009) 0.8 0.6 1.0 2.005 0.73± .15 −6.38± 1.65 1.285 0.21 7.6-11.2
Sobral et al. (2014) 0.85 0.75 0.95 0.343 0.47± 0.05 −4.15± 0.46 0.76 0.15 9.7-11.0
Chen et al. (2009)(2) 0.875 0.75 1.0 1.143 0.13± .15 −0.31± 1.57 1.055 0 10.0-12.0
Coil et al. (2014, in prep.)(2) 0.9 0.8 1.0 0.888 0.05± 0.03 0.83± 0.31 1.32 0.47 10.2-11.2
Karim et al. (2011) 0.9 0.8 1.0 0.888 0.62± .03 −5.33± 0.33 1.26 0 9.1-11.1
Salmi et al. (2012) 0.9 0.5 1.3 3.695 0.74 −6.49 1.28 0.20 9.7-11.2
Dunne et al. (2009) 0.95 0.7 1.2 2.128 0.83± 0.05 −7.39± 0.53 1.37 0 9.6-10.9
Elbaz et al. (2007)(2) 1 0.8 1.2 1.603 0.90 −8.06 1.39 0.21 8.9-10.9
Karim et al. (2011) 1.1 1.0 1.2 0.715 0.54± .03 −4.39± 0.33 1.36 0 9.3-11.1
Santini et al. (2009) 1.25 1.0 1.5 1.550 0.65± .13 −5.43± 1.43 1.395 0.21 8.0-11.2
Whitaker et al. (2012) 1.25 1.0 1.5 1.550 0.54 −4.02 1.65 0.26 10.1-10.9
Karim et al. (2011) 1.4 1.2 1.6 1.065 0.70± .03 −5.93± 0.33 1.50 0 9.5-11.1
Dunne et al. (2009) 1.45 1.2 1.7 1.276 0.86± 0.01 −7.38± 0.10 1.64 0 9.7-10.9
Sobral et al. (2014) 1.45 1.35 1.55 0.505 0.34± 0.03 −2.18± 0.35 1.34 .11 9.7-11.1
Kashino et al. (2013) 1.55 1.4 1.7 0.693 0.81± .04 −6.89± .4 1.615 0.09 9.7-11.0
Whitaker et al. (2012) 1.75 1.5 2.0 0.974 0.47 −3.04 1.895 0.27 10.4-11.1
Karim et al. (2011) 1.8 1.6 2.0 0.744 0.59± .07 −4.56± 0.60 1.72 0 9.7-11.1
Daddi et al. (2007) 1.95 1.4 2.5 1.879 0.90 −7.52 1.93 0.08 9.3-10.9
Dunne et al. (2009) 1.95 1.7 2.2 0.824 0.88± 0.03 −7.36± 0.37 1.89 0 10.0-10.9
Zahid et al. (2012)(3) 2.0 1.4 2.57 1.926 0.46± .07 −2.94± 0.7 1.89 0.10 9.3-10.6
Pannella et al. (2009) 2.0 1.0 3.0 3.638 0.95± .07 −8.35± .01 1.99 0 9.7-10.8
Rodighiero et al. (2011) 2.0 1.5 2.5 1.627 0.79 −6.36 1.935 0.11 9.2-11.7
Santini et al. (2009) 2.0 1.5 2.5 1.627 0.85± .17 −7.15± 1.87 1.775 0.21 8.5-11.3
Reddy et al. (2012b) 2.05 1.5 2.6 1.732 0.97± .05 −8.32± 1.28 1.865 0.30 8.7-11.3
Sobral et al. (2014) 2.23 1.7 2.8 1.480 0.31± 0.03 −1.79± 0.34 1.44 0.11 9.7-11.5
Karim et al. (2011) 2.25 2.0 2.5 0.653 0.58± .05 −4.38± 0.55 1.79 0 9.8-11.2
Whitaker et al. (2012) 2.25 2.0 2.5 0.653 0.41 −2.17 2.135 0.27 10.7-11.3
Dunne et al. (2009) 2.6 2.2 3.0 0.823 0.65± 0.12 −4.75± 1.26 2.05 0 10.1-10.9
Karim et al. (2011) 2.75 2.5 3.0 0.461 0.56± .15 −4.00± 1.66 1.96 0 10.1-11.2
Magdis et al. (2010) 3.0 2.8 3.2 0.314 0.91 -7.65 1.905 0.06 10.0-11.8
Lee et al. (2011) 3.7 3.3 4.1 0.425 0.9± .1 −7.75± 1.1 1.7 0 9.9-11.1
Bouwens et al. (2012) 3.8 3.2 4.4 0.613 0.73± .32 −5.51± 2.88 2.155 0 7.9-9.6
Lee et al. (2012) 3.9 3.4 4.4 0.482 0.79 -6.49 1.785 0.22 8.3-10.3
Dunne et al. (2009) 4.0 3.0 5.0 0.957 0.40± 0.12 −2.03± 1.30 2.17 0 10.1-11.5
Shim et al. (2011) 4.4 3.8 5.0 0.456 0.54± .06 −3.58± 0.55 2.09 0.13 8.9-10.4
Lee et al. (2012) 5.0 4.4 5.6 0.350 0.73 -5.80 1.835 0.22 8.3-10.4
Steinhardt et al. (2014, subm.) 5.0 4.0 6.0 0.599 0.78± .02 −6.01± 0.15 2.17 0.13 9.5-10.8
Note. — Same as Table 4, but with the adjustments from Table 5 applied. Mass ranges have been adjusted for IMF, cosmology, SPS model,
and emission line corrections, plus any additional offsets noted in Table 5 and/or in § 3.
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TABLE 7
Parametrizations of Main Sequence Evolution as a Function of
Time
Fit Data Sel Stk SFR Nmin Ntot logM∗ z αc αt βc βt a(10.5) b(10.5) σi
1 C(E) All All All N/A 51(39) 8.5-11.5 0.25-3.0 0.77 −0.014 −5.76 −0.02 −0.166 2.346 0.15
2 U(E) All All All N/A 51(39) 8.5-11.5 0.25-3.0 0.77 −0.014 −5.62 −0.05 −0.197 2.487 0.15
3 C(M) All All All 5 51(39) 8.5-11.5 0.25-3.0 0.98± 0.01 −0.044 ± 0.002 −7.94± 0.14 0.3± 0.02 −0.166 ± 0.002 2.317± 0.01 0.1
4 U(M) All All All 5 51(39) 8.5-11.5 0.25-3.0 1.05± 0.02 −0.054 ± 0.003 −8.57± 0.16 0.38± 0.03 −0.195 ± 0.002 2.444± 0.012 0.11
5 C(M) All All All 10 51(39) 9.2-11.3 0.25-3.0 0.92± 0.02 −0.037 ± 0.003 −7.4± 0.2 0.22± 0.03 −0.165 ± 0.001 2.313± 0.01 0.1
6 U(M) All All All 10 51(39) 9.2-11.3 0.25-3.0 1.0± 0.02 −0.047 ± 0.002 −8.03± 0.18 0.3± 0.02 −0.193 ± 0.001 2.434± 0.01 0.11
7 C(M) All All All 15 51(39) 9.4-11.2 0.25-3.0 0.89± 0.02 −0.033 ± 0.002 −7.08± 0.16 0.18± 0.03 −0.165 ± 0.001 2.315± 0.008 0.09
8 U(M) All All All 15 51(39) 9.4-11.2 0.25-3.0 0.97± 0.02 −0.044 ± 0.003 −7.73± 0.2 0.27± 0.03 −0.194 ± 0.001 2.443± 0.01 0.11
9 C(M) All All All 20 51(39) 9.7-11.1 0.25-3.0 0.89± 0.02 −0.031 ± 0.003 −6.98± 0.2 0.16± 0.03 −0.165 ± 0.001 2.318± 0.008 0.09
10 U(M) All All All 20 51(39) 9.7-11.1 0.25-3.0 0.95± 0.02 −0.041 ± 0.003 −7.49± 0.25 0.23± 0.04 −0.195 ± 0.001 2.456± 0.009 0.11
11 C(M) All All All 25 51(39) 9.8-11.1 0.25-3.0 0.88± 0.02 −0.029 ± 0.003 −6.91± 0.21 0.14± 0.03 −0.164 ± 0.001 2.319± 0.008 0.09
12 U(M) All All All 25 51(39) 9.8-11.1 0.25-3.0 0.92± 0.03 −0.036 ± 0.004 −7.18± 0.33 0.18± 0.05 −0.196 ± 0.001 2.465± 0.009 0.11
13 C(M) All All All 30 51(39) 10.1-10.9 0.25-3.0 0.88± 0.03 −0.03± 0.005 −6.97± 0.32 0.15± 0.05 −0.164 ± 0.001 2.319± 0.007 0.09
14 U(M) All All All 30 51(39) 10.1-10.9 0.25-3.0 0.9± 0.04 −0.033 ± 0.005 −6.93± 0.4 0.15± 0.06 −0.196 ± 0.001 2.473± 0.008 0.11
15 C(M) All All All 35 51(39) 10.2-10.9 0.25-3.0 0.89± 0.04 −0.033 ± 0.006 −7.05± 0.4 0.18± 0.07 −0.163 ± 0.001 2.318± 0.007 0.09
16 U(M) All All All 35 51(39) 10.2-10.9 0.25-3.0 0.88± 0.04 −0.032 ± 0.007 −6.71± 0.37 0.14± 0.07 −0.197 ± 0.001 2.482± 0.007 0.11
17 C(E,R) All All All N/A 35(24) 8.5-11.5 0.25-3.0 0.8 −0.018 −5.99 0.01 −0.172 2.406 0.16
18 U(E,R) All All All N/A 35(24) 8.5-11.5 0.25-3.0 0.8 −0.018 −5.95 −0.0 −0.191 2.445 0.16
19 C(M,R) All All All 5 35(24) 8.5-11.5 0.25-3.0 1.01± 0.02 −0.05± 0.002 −8.32± 0.16 0.35± 0.02 −0.167 ± 0.002 2.34± 0.01 0.1
20 U(M,R) All All All 5 35(24) 8.5-11.5 0.25-3.0 1.08± 0.01 −0.06± 0.002 −8.9± 0.13 0.44± 0.02 −0.189 ± 0.002 2.406± 0.013 0.11
21 C(M,R) All All All 10 35(24) 9.4-11.3 0.25-3.0 0.98± 0.02 −0.045 ± 0.003 −7.89± 0.2 0.3± 0.03 −0.168 ± 0.001 2.352± 0.008 0.1
22 U(M,R) All All All 10 35(24) 9.4-11.3 0.25-3.0 1.04± 0.02 −0.055 ± 0.003 −8.5± 0.19 0.39± 0.03 −0.188 ± 0.002 2.404± 0.011 0.11
23 C(M,R) All All All 15 35(24) 9.8-11.1 0.25-3.0 0.97± 0.02 −0.041 ± 0.004 −7.78± 0.2 0.27± 0.04 −0.168 ± 0.001 2.359± 0.008 0.1
24 U(M,R) All All All 15 35(24) 9.8-11.1 0.25-3.0 1.0± 0.02 −0.048 ± 0.004 −8.13± 0.24 0.32± 0.04 −0.188 ± 0.002 2.413± 0.008 0.11
25 C(M,R) All All All 20 35(24) 10.2-10.9 0.25-3.0 1.0± 0.04 −0.047 ± 0.007 −8.19± 0.4 0.33± 0.07 −0.167 ± 0.002 2.362± 0.011 0.1
26 U(M,R) All All All 20 35(24) 10.2-10.9 0.25-3.0 0.97± 0.04 −0.046 ± 0.007 −7.79± 0.37 0.29± 0.07 −0.19± 0.002 2.429± 0.009 0.11
27 C(E) All No All N/A 27(19) 8.5-11.3 0.25-3.0 0.8 −0.015 −6.04 −0.0 −0.155 2.342 0.16
28 U(E) All No All N/A 27(19) 8.5-11.3 0.25-3.0 0.8 −0.015 −6.0 −0.02 −0.174 2.384 0.15
29 C(M) All No All 5 27(19) 8.5-11.3 0.25-3.0 0.98± 0.02 −0.036 ± 0.007 −8.02± 0.23 0.23± 0.06 −0.145 ± 0.007 2.274± 0.022 0.09
30 U(M) All No All 5 27(19) 8.5-11.3 0.25-3.0 1.1± 0.03 −0.065 ± 0.009 −9.11± 0.25 0.5± 0.09 −0.187± 0.01 2.4± 0.03 0.1
31 C(M) All No All 10 27(19) 9.4-11.1 0.25-3.0 0.96± 0.02 −0.033 ± 0.005 −7.76± 0.22 0.2± 0.05 −0.149 ± 0.003 2.287± 0.013 0.09
32 U(M) All No All 10 27(19) 9.4-11.1 0.25-3.0 1.03± 0.03 −0.05± 0.008 −8.5± 0.28 0.35± 0.08 −0.173 ± 0.004 2.353± 0.016 0.1
33 C(M) All No All 15 27(19) 9.9-10.9 0.25-3.0 0.98± 0.03 −0.036 ± 0.006 −8.04± 0.33 0.23± 0.06 −0.148 ± 0.002 2.285± 0.01 0.09
34 U(M) All No All 15 27(19) 9.9-10.9 0.25-3.0 1.02± 0.04 −0.045 ± 0.007 −8.39± 0.44 0.3± 0.08 −0.172 ± 0.002 2.36± 0.011 0.1
35 C(E) All Yes All N/A 24(20) 9.2-11.5 0.25-2.75 0.73 −0.011 −5.38 −0.05 −0.168 2.307 0.1
36 U(E) All Yes All N/A 24(20) 9.2-11.5 0.25-2.75 0.73 −0.011 −5.14 −0.09 −0.211 2.556 0.11
37 C(M) All Yes All 5 24(20) 9.2-11.5 0.25-2.75 0.59± 0.07 0.001± 0.008 −3.96± 0.67 −0.18± 0.08 −0.162 ± 0.005 2.241± 0.042 0.07
38 U(M) All Yes All 5 24(20) 9.2-11.5 0.25-2.75 0.61± 0.09 −0.001± 0.01 −3.99± 0.91 −0.19± 0.1 −0.199 ± 0.005 2.449± 0.049 0.08
39 C(M) All Yes All 10 24(20) 9.7-11.1 0.25-2.75 0.7± 0.04 −0.009 ± 0.004 −5.03± 0.36 −0.07± 0.04 −0.167 ± 0.002 2.289± 0.013 0.06
40 U(M) All Yes All 10 24(20) 9.7-11.1 0.25-2.75 0.73± 0.05 −0.014 ± 0.006 −5.18± 0.53 −0.06± 0.06 −0.207 ± 0.002 2.518± 0.017 0.08
41 C(M) All Yes All 15 24(20) 10.0-11.1 0.25-2.75 0.74± 0.04 −0.012 ± 0.004 −5.46± 0.39 −0.04± 0.05 −0.168 ± 0.001 2.302± 0.007 0.06
42 U(M) All Yes All 15 24(20) 10.0-11.1 0.25-2.75 0.76± 0.06 −0.015 ± 0.008 −5.4± 0.67 −0.05± 0.08 −0.209 ± 0.001 2.541± 0.01 0.08
43 C(E) MI All All N/A 36(31) 8.5-11.5 0.25-2.75 0.63 0.002 −4.28 −0.19 −0.166 2.341 0.14
44 U(E) MI All All N/A 36(31) 8.5-11.5 0.25-2.75 0.63 0.002 −4.12 −0.22 −0.197 2.492 0.14
45 C(M) MI All All 5 36(31) 8.5-11.5 0.25-2.75 0.88± 0.06 −0.033 ± 0.006 −6.98± 0.55 0.18± 0.06 −0.158 ± 0.007 2.249± 0.058 0.09
46 U(M) MI All All 5 36(31) 8.5-11.5 0.25-2.75 0.94± 0.05 −0.042 ± 0.005 −7.48± 0.44 0.25± 0.05 −0.184 ± 0.005 2.361± 0.048 0.11
47 C(M) MI All All 10 36(31) 9.2-11.2 0.25-2.75 0.85± 0.02 −0.028 ± 0.003 −6.62± 0.21 0.14± 0.03 −0.16± 0.001 2.273± 0.011 0.09
48 U(M) MI All All 10 36(31) 9.2-11.2 0.25-2.75 0.9± 0.03 −0.036 ± 0.003 −7.02± 0.27 0.19± 0.03 −0.188 ± 0.002 2.399± 0.013 0.11
49 C(M) MI All All 15 36(31) 9.6-11.1 0.25-2.75 0.84± 0.02 −0.026 ± 0.003 −6.51± 0.24 0.11± 0.03 −0.16± 0.002 2.282± 0.011 0.09
50 U(M) MI All All 15 36(31) 9.6-11.1 0.25-2.75 0.87± 0.04 −0.033 ± 0.005 −6.66± 0.4 0.15± 0.05 −0.191 ± 0.002 2.429± 0.014 0.11
51 C(M) MI All All 20 36(31) 9.8-11.1 0.25-2.75 0.82± 0.03 −0.023 ± 0.004 −6.3± 0.29 0.08± 0.04 −0.161 ± 0.001 2.292± 0.009 0.09
52 U(M) MI All All 20 36(31) 9.8-11.1 0.25-2.75 0.83± 0.04 −0.026 ± 0.005 −6.22± 0.39 0.08± 0.05 −0.194 ± 0.002 2.46± 0.012 0.11
53 C(M) MI All All 25 36(31) 10.2-10.9 0.25-2.75 0.8± 0.05 −0.021 ± 0.007 −6.09± 0.52 0.06± 0.07 −0.161 ± 0.001 2.299± 0.01 0.09
54 U(M) MI All All 25 36(31) 10.2-10.9 0.25-2.75 0.75± 0.04 −0.017 ± 0.006 −5.4± 0.39 −0.01± 0.06 −0.196 ± 0.001 2.48± 0.008 0.11
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TABLE 7 — Continued
Fit Data Sel Stk SFR Nmin Ntot logM∗ z αc αt βc βt a(10.5) b(10.5) σi
55 C(E,R) MI All All N/A 21(17) 8.5-11.5 0.25-2.25 0.53 0.013 −3.1 −0.31 −0.176 2.445 0.15
56 U(E,R) MI All All N/A 21(17) 8.5-11.5 0.25-2.25 0.53 0.013 −3.17 −0.32 −0.18 2.368 0.15
57 C(M,R) MI All All 5 21(17) 8.5-11.5 0.25-2.25 0.95± 0.05 −0.043 ± 0.005 −7.74± 0.45 0.29± 0.05 −0.16± 0.005 2.28± 0.047 0.1
58 U(M,R) MI All All 5 21(17) 8.5-11.5 0.25-2.25 0.96± 0.04 −0.047 ± 0.005 −7.83± 0.4 0.33± 0.04 −0.165 ± 0.005 2.219± 0.045 0.1
59 C(M,R) MI All All 10 21(17) 9.7-11.2 0.25-2.25 0.94± 0.03 −0.041 ± 0.004 −7.58± 0.3 0.26± 0.04 −0.163 ± 0.002 2.313± 0.018 0.11
60 U(M,R) MI All All 10 21(17) 9.7-11.2 0.25-2.25 0.9± 0.03 −0.037 ± 0.004 −7.22± 0.29 0.22± 0.04 −0.17± 0.002 2.261± 0.014 0.12
61 C(E) MI No All N/A 15(12) 8.5-11.2 0.25-2.25 0.53 0.017 −3.17 −0.34 −0.156 2.366 0.17
62 U(E) MI No All N/A 15(12) 8.5-11.2 0.25-2.25 0.53 0.017 −3.26 −0.34 −0.157 2.272 0.15
63 C(M) MI No All 5 15(12) 8.5-11.2 0.25-2.25 0.94± 0.02 −0.033 ± 0.009 −7.66± 0.22 0.2± 0.09 −0.139± 0.01 2.215± 0.028 0.05
64 U(M) MI No All 5 15(12) 8.5-11.2 0.25-2.25 0.93± 0.02 −0.035 ± 0.005 −7.66± 0.19 0.23± 0.05 −0.141 ± 0.006 2.138± 0.024 0.05
65 C(M) MI No All 7 15(12) 9.4-11.0 0.25-2.25 0.97± 0.03 −0.034 ± 0.004 −7.95± 0.26 0.21± 0.04 −0.136 ± 0.003 2.206± 0.021 0.08
66 U(M) MI No All 7 15(12) 9.4-11.0 0.25-2.25 0.92± 0.03 −0.031 ± 0.006 −7.58± 0.28 0.18± 0.06 −0.138 ± 0.003 2.124± 0.02 0.07
67 C(E) MI Yes All N/A 21(19) 9.2-11.5 0.25-2.75 0.68 −0.005 −4.84 −0.11 −0.169 2.317 0.09
68 U(E) MI Yes All N/A 21(19) 9.2-11.5 0.25-2.75 0.68 −0.005 −4.57 −0.16 −0.216 2.596 0.09
69 C(M) MI Yes All 5 21(19) 9.2-11.5 0.25-2.75 0.58± 0.07 0.002± 0.008 −3.88± 0.69 −0.19± 0.08 −0.162 ± 0.004 2.243± 0.038 0.07
70 U(M) MI Yes All 5 21(19) 9.2-11.5 0.25-2.75 0.61± 0.08 −0.001 ± 0.009 −3.94± 0.83 −0.19± 0.09 −0.202 ± 0.006 2.469± 0.05 0.07
71 C(M) MI Yes All 10 21(19) 9.7-11.1 0.25-2.75 0.67± 0.04 −0.005 ± 0.004 −4.71± 0.37 −0.11± 0.04 −0.167 ± 0.001 2.294± 0.013 0.06
72 U(M) MI Yes All 10 21(19) 9.7-11.1 0.25-2.75 0.71± 0.05 −0.011 ± 0.005 −4.91± 0.49 −0.1± 0.06 −0.211 ± 0.002 2.549± 0.016 0.06
73 C(E) BL All All N/A 15(8) 9.4-11.2 0.9-3.0 0.99 −0.03 −8.02 0.15 −0.172 2.369 0.09
74 U(E) BL All All N/A 15(8) 9.4-11.2 0.9-3.0 0.99 −0.03 −7.78 0.09 −0.234 2.607 0.08
75 C(M) BL All All 5 15(8) 9.4-11.2 0.9-3.0 0.79± 0.04 0.008± 0.012 −5.89± 0.43 −0.27± 0.12 −0.182 ± 0.005 2.418± 0.017 0.08
76 U(M) BL All All 5 15(8) 9.4-11.2 0.9-3.0 0.97± 0.03 −0.031 ± 0.009 −7.57± 0.32 0.08± 0.09 −0.244 ± 0.004 2.645± 0.014 0.07
77 C(E) BL No All N/A 12(7) 9.4-11.2 0.9-3.0 0.97 −0.027 −7.75 0.11 −0.177 2.406 0.09
78 U(E) BL No All N/A 12(7) 9.4-11.2 0.9-3.0 0.97 −0.027 −7.49 0.04 −0.244 2.671 0.03
79 C(M) BL No All 5 12(7) 9.4-11.2 0.9-3.0 0.8± 0.02 0.005± 0.007 −5.99± 0.26 −0.25± 0.07 −0.187 ± 0.004 2.445± 0.017 0.08
80 U(M) BL No All 5 12(7) 9.4-11.2 0.9-3.0 0.99± 0.02 −0.032 ± 0.006 −7.71± 0.18 0.09± 0.06 −0.249 ± 0.003 2.683± 0.008 0.03
81 C(E) All All UV N/A 8(4) 9.3-11.7 1.0-3.0 0.86 0.004 −6.68 −0.2 −0.16 2.363 0.09
82 U(E) All All UV N/A 8(4) 9.3-11.7 1.0-3.0 0.86 0.004 −6.4 −0.27 −0.234 2.645 0.03
83 C(M) All All UV 3 8(4) 9.3-11.7 1.0-3.0 0.52± 0.04 0.09± 0.012 −3.0± 0.43 −1.1± 0.12 −0.153± 0.01 2.382± 0.033 0.03
84 U(M) All All UV 3 8(4) 9.3-11.7 1.0-3.0 1.01± 0.04 −0.058 ± 0.011 −7.83± 0.43 0.33± 0.12 −0.275 ± 0.006 2.754± 0.021 0.02
85 C(E) All All UV+IR N/A 12(12) 8.5-11.2 0.25-2.25 0.65 0.002 −4.5 −0.18 −0.155 2.358 0.17
86 U(E) All All UV+IR N/A 12(12) 8.5-11.2 0.25-2.25 0.65 0.002 −4.56 −0.19 −0.162 2.304 0.15
87 C(M) All All UV+IR 5 12(12) 8.5-11.2 0.25-2.25 1.0± 0.08 −0.042 ± 0.024 −8.3± 0.74 0.3± 0.23 −0.144 ± 0.026 2.25± 0.083 0.07
88 U(M) All All UV+IR 5 12(12) 8.5-11.2 0.25-2.25 0.99± 0.11 −0.045 ± 0.035 −8.2± 1.03 0.31± 0.33 −0.154 ± 0.038 2.224± 0.117 0.07
89 C(E) All All IR N/A 7(5) 9.8-11.5 0.25-0.7 −0.13 0.081 3.69 −1.03 −0.174 2.336 0.05
90 U(E) All All IR N/A 7(5) 9.8-11.5 0.25-0.7 −0.13 0.081 3.76 −1.05 −0.196 2.404 0.05
91 C(M) All All IR 3 7(5) 9.8-11.5 0.25-0.7 0.73± 0.34 −0.006 ± 0.037 −5.81± 3.59 −0.07± 0.39 −0.125 ± 0.009 1.852± 0.094 0.03
92 U(M) All All IR 3 7(5) 9.8-11.5 0.25-0.7 0.98± 0.28 −0.028± 0.03 −8.58± 3.03 0.17± 0.32 −0.13± 0.013 1.749± 0.13 0.03
93 C(E) All All UV+IR/IR N/A 19(17) 8.5-11.5 0.25-2.25 0.65 −0.001 −4.39 −0.16 −0.175 2.436 0.16
94 U(E) All All UV+IR/IR N/A 19(17) 8.5-11.5 0.25-2.25 0.65 −0.001 −4.44 −0.17 −0.183 2.388 0.16
95 C(M) All All UV+IR/IR 5 19(17) 8.5-11.5 0.25-2.25 1.0± 0.05 −0.049 ± 0.006 −8.17± 0.49 0.35± 0.06 −0.161 ± 0.006 2.29± 0.051 0.1
96 U(M) All All UV+IR/IR 5 19(17) 8.5-11.5 0.25-2.25 1.0± 0.06 −0.052 ± 0.007 −8.21± 0.58 0.38± 0.06 −0.173 ± 0.007 2.28± 0.064 0.11
97 C(M) All All UV+IR/IR 10 19(17) 9.8-11.2 0.25-2.25 0.99± 0.03 −0.047 ± 0.004 −8.05± 0.31 0.33± 0.05 −0.165 ± 0.002 2.334± 0.014 0.11
98 U(M) All All UV+IR/IR 10 19(17) 9.8-11.2 0.25-2.25 0.96± 0.03 −0.044 ± 0.004 −7.73± 0.29 0.29± 0.04 −0.177 ± 0.002 2.317± 0.01 0.12
99 C(E) All All Radio N/A 16(15) 9.2-11.1 0.3-2.75 0.74 −0.009 −5.45 −0.07 −0.163 2.286 0.09
100 U(E) All All Radio N/A 16(15) 9.2-11.1 0.3-2.75 0.74 −0.009 −5.18 −0.11 −0.208 2.549 0.11
101 C(M) All All Radio 5 16(15) 9.2-11.1 0.3-2.75 0.67± 0.03 −0.006 ± 0.004 −4.72± 0.33 −0.1± 0.04 −0.163 ± 0.002 2.276± 0.013 0.07
102 U(M) All All Radio 5 16(15) 9.2-11.1 0.3-2.75 0.74± 0.03 −0.014 ± 0.005 −5.23± 0.36 −0.06± 0.05 −0.205 ± 0.003 2.518± 0.017 0.09
103 C(M) All All Radio 10 16(15) 9.8-11.1 0.3-2.75 0.75± 0.05 −0.013 ± 0.007 −5.55± 0.53 −0.03± 0.07 −0.162 ± 0.001 2.278± 0.011 0.06
104 U(M) All All Radio 10 16(15) 9.8-11.1 0.3-2.75 0.78± 0.06 −0.018 ± 0.007 −5.64± 0.6 −0.02± 0.08 −0.206 ± 0.002 2.53± 0.015 0.09
105 C(E,Q) All All Radio N/A 16(15) 9.2-11.1 0.3-2.75 0.74 −0.009 −4.91 −0.11 −0.21 2.822 0.09
106 U(E,Q) All All Radio N/A 16(15) 9.2-11.1 0.3-2.75 0.74 −0.009 −5.18 −0.11 −0.208 2.549 0.11
107 C(M,Q) All All Radio 5 16(15) 9.2-11.1 0.3-2.75 0.74± 0.03 −0.015 ± 0.004 −4.97± 0.33 −0.05± 0.04 −0.209 ± 0.002 2.799± 0.015 0.07
108 U(M,Q) All All Radio 5 16(15) 9.2-11.1 0.3-2.75 0.74± 0.03 −0.015 ± 0.004 −5.22± 0.3 −0.05± 0.04 −0.207 ± 0.003 2.523± 0.017 0.09
109 C(M,Q) All All Radio 10 16(15) 9.8-11.1 0.3-2.75 0.78± 0.04 −0.017 ± 0.005 −5.38± 0.41 −0.03± 0.06 −0.209 ± 0.002 2.811± 0.012 0.06
110 U(M,Q) All All Radio 10 16(15) 9.8-11.1 0.3-2.75 0.79± 0.06 −0.019 ± 0.009 −5.78± 0.68 −0.01± 0.09 −0.206 ± 0.002 2.53± 0.012 0.09
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TABLE 7 — Continued
Fit Data Sel Stk SFR Nmin Ntot logM∗ z αc αt βc βt a(10.5) b(10.5) σi
111 C(E) NON All Lines N/A 6(5) 9.8-11.5 0.4-2.23 0.01 0.068 1.98 −0.9 −0.189 2.089 0.11
112 U(E) NON All Lines N/A 6(5) 9.8-11.5 0.4-2.23 0.01 0.068 1.88 −0.89 −0.175 1.994 0.1
113 C(M) NON All Lines 3 6(5) 9.8-11.5 0.4-2.23 0.11± 0.08 0.047± 0.034 0.9± 0.82 −0.68± 0.37 −0.19± 0.015 2.071± 0.032 0.08
114 U(M) NON All Lines 3 6(5) 9.8-11.5 0.4-2.23 0.23± 0.07 0.015± 0.029 −0.31± 0.73 −0.36± 0.32 −0.2± 0.016 2.081± 0.031 0.08
115 C(E) NON No Lines N/A 4(4) 9.8-11.1 0.4-2.23 0.04 0.076 1.63 −0.99 −0.193 2.074 0.08
116 U(E) NON No Lines N/A 4(4) 9.8-11.1 0.4-2.23 0.04 0.076 1.55 −0.97 −0.175 1.993 0.08
117 C(M) NON No Lines 3 4(4) 9.8-11.1 0.4-2.23 0.02± 0.15 0.078± 0.042 1.84± 1.52 −1.01± 0.43 −0.194 ± 0.013 2.087± 0.043 0.08
118 U(M) NON No Lines 3 4(4) 9.8-11.1 0.4-2.23 0.05± 0.14 0.07± 0.038 1.57± 1.45 −0.92± 0.4 −0.191 ± 0.014 2.05± 0.047 0.08
119 C(E) NON All SED N/A 7(6) 9.6-11.2 0.25-0.9 −0.54 0.1 7.94 −1.2 −0.155 2.292 0.05
120 U(E) NON All SED N/A 7(6) 9.6-11.2 0.25-0.9 −0.54 0.1 7.89 −1.2 −0.153 2.247 0.05
121 C(M) NON All SED 5 7(6) 9.6-11.2 0.25-0.9 −0.17± 0.15 0.061± 0.017 3.99± 1.62 −0.79± 0.18 −0.146 ± 0.004 2.204± 0.038 0.05
122 U(M) NON All SED 5 7(6) 9.6-11.2 0.25-0.9 −0.14± 0.15 0.059± 0.016 3.67± 1.55 −0.76± 0.17 −0.144 ± 0.004 2.159± 0.036 0.05
123 C(E,Q) All All All N/A 51(39) 9.4-11.2 0.25-3.0 0.77 −0.014 −5.5 −0.04 −0.192 2.607 0.16
124 U(E,Q) All All All N/A 51(39) 9.4-11.2 0.25-3.0 0.77 −0.014 −5.62 −0.05 −0.197 2.487 0.13
125 C(M,Q) All All All 15 51(39) 9.4-11.2 0.25-3.0 0.99± 0.03 −0.047 ± 0.004 −7.83± 0.3 0.31± 0.04 −0.185 ± 0.002 2.533± 0.015 0.15
126 U(M,Q) All All All 15 51(39) 9.4-11.2 0.25-3.0 0.97± 0.02 −0.044 ± 0.003 −7.71± 0.2 0.26± 0.03 −0.194 ± 0.001 2.443± 0.009 0.11
127 C(M,Q) All All All 20 51(39) 9.7-11.1 0.25-3.0 0.95± 0.04 −0.042 ± 0.005 −7.38± 0.43 0.25± 0.06 −0.187 ± 0.002 2.557± 0.013 0.15
128 U(M,Q) All All All 20 51(39) 9.7-11.1 0.25-3.0 0.94± 0.02 −0.041 ± 0.004 −7.46± 0.25 0.23± 0.04 −0.195 ± 0.001 2.453± 0.009 0.11
129 C(M,Q) All All All 25 51(39) 9.8-11.1 0.25-3.0 0.92± 0.03 −0.036 ± 0.004 −7.07± 0.35 0.2± 0.04 −0.189 ± 0.002 2.576± 0.012 0.15
130 U(M,Q) All All All 25 51(39) 9.8-11.1 0.25-3.0 0.92± 0.03 −0.037 ± 0.004 −7.23± 0.34 0.19± 0.05 −0.196 ± 0.001 2.467± 0.009 0.11
131 C(E,z) All All All N/A 51(46) 9.2-11.2 0.25-5.0 0.74 −0.01 −5.52 −0.05 −0.157 2.279 0.15
132 U(E,z) All All All N/A 51(46) 9.2-11.2 0.25-5.0 0.74 −0.01 −5.35 −0.09 −0.191 2.444 0.15
133 C(M,z) All All All 15 51(46) 9.2-11.2 0.25-5.0 0.85± 0.01 −0.026 ± 0.002 −6.64± 0.11 0.12± 0.02 −0.16± 0.001 2.277± 0.008 0.12
134 U(M,z) All All All 15 51(46) 9.2-11.2 0.25-5.0 0.91± 0.01 −0.036 ± 0.002 −7.11± 0.1 0.18± 0.02 −0.195 ± 0.001 2.447± 0.008 0.13
135 C(M,z) All All All 20 51(46) 9.4-11.1 0.25-5.0 0.85± 0.01 −0.027 ± 0.002 −6.68± 0.14 0.12± 0.02 −0.16± 0.001 2.279± 0.007 0.12
136 U(M,z) All All All 20 51(46) 9.4-11.1 0.25-5.0 0.93± 0.01 −0.038 ± 0.002 −7.33± 0.14 0.21± 0.02 −0.194 ± 0.002 2.448± 0.009 0.13
137 C(M,z) All All All 25 51(46) 9.7-11.1 0.25-5.0 0.86± 0.01 −0.028 ± 0.002 −6.79± 0.15 0.13± 0.02 −0.159 ± 0.001 2.28± 0.007 0.11
138 U(M,z) All All All 25 51(46) 9.7-11.1 0.25-5.0 0.94± 0.02 −0.04± 0.003 −7.45± 0.18 0.23± 0.03 −0.194 ± 0.001 2.447± 0.009 0.13
139 C(E,Q,z) All All All N/A 51(46) 9.2-11.2 0.25-5.0 0.74 −0.01 −5.33 −0.07 −0.172 2.464 0.22
140 U(E,Q,z) All All All N/A 51(46) 9.2-11.2 0.25-5.0 0.74 −0.01 −5.35 −0.09 −0.191 2.444 0.15
141 C(M,Q,z) All All All 15 51(46) 9.2-11.2 0.25-5.0 1.0± 0.02 −0.049 ± 0.002 −8.07± 0.17 0.34± 0.02 −0.176 ± 0.002 2.469± 0.015 0.17
142 U(M,Q,z) All All All 15 51(46) 9.2-11.2 0.25-5.0 0.91± 0.01 −0.035 ± 0.002 −7.08± 0.13 0.17± 0.02 −0.194 ± 0.001 2.445± 0.009 0.13
143 C(M,Q,z) All All All 20 51(46) 9.4-11.1 0.25-5.0 1.02± 0.02 −0.051 ± 0.003 −8.23± 0.21 0.35± 0.03 −0.177 ± 0.002 2.482± 0.012 0.18
144 U(M,Q,z) All All All 20 51(46) 9.4-11.1 0.25-5.0 0.93± 0.01 −0.039 ± 0.002 −7.32± 0.13 0.21± 0.02 −0.194 ± 0.001 2.447± 0.009 0.13
145 C(M,Q,z) All All All 25 51(46) 9.7-11.1 0.25-5.0 1.03± 0.03 −0.051 ± 0.004 −8.28± 0.29 0.35± 0.04 −0.178 ± 0.002 2.494± 0.013 0.18
146 U(M,Q,z) All All All 25 51(46) 9.7-11.1 0.25-5.0 0.95± 0.02 −0.04± 0.003 −7.48± 0.22 0.23± 0.04 −0.194 ± 0.002 2.446± 0.01 0.13
147 C(E,Q) MI All All N/A 36(31) 9.2-11.2 0.25-2.75 0.63 0.002 −3.91 −0.22 −0.203 2.705 0.15
148 U(E,Q) MI All All N/A 36(31) 9.2-11.2 0.25-2.75 0.63 0.002 −4.12 −0.22 −0.197 2.492 0.12
149 C(M,Q) MI All All 10 36(31) 9.2-11.2 0.25-2.75 0.97± 0.04 −0.046 ± 0.005 −7.58± 0.42 0.29± 0.05 −0.192 ± 0.002 2.604± 0.017 0.14
150 U(M,Q) MI All All 10 36(31) 9.2-11.2 0.25-2.75 0.9± 0.03 −0.036 ± 0.003 −7.01± 0.27 0.19± 0.03 −0.188 ± 0.002 2.404± 0.013 0.11
151 C(M,Q) MI All All 15 36(31) 9.6-11.1 0.25-2.75 0.9± 0.05 −0.037 ± 0.006 −6.84± 0.51 0.19± 0.06 −0.197 ± 0.002 2.645± 0.017 0.14
152 U(M,Q) MI All All 15 36(31) 9.6-11.1 0.25-2.75 0.88± 0.04 −0.032 ± 0.005 −6.77± 0.38 0.15± 0.05 −0.191 ± 0.002 2.431± 0.014 0.11
153 C(M,Q) MI All All 20 36(31) 9.8-11.1 0.25-2.75 0.81± 0.05 −0.025 ± 0.007 −5.82± 0.53 0.06± 0.07 −0.2± 0.002 2.679± 0.013 0.14
154 U(M,Q) MI All All 20 36(31) 9.8-11.1 0.25-2.75 0.82± 0.04 −0.025 ± 0.006 −6.14± 0.45 0.07± 0.06 −0.194 ± 0.002 2.459± 0.013 0.11
155 C(E,z) MI All All N/A 36(33) 9.2-11.2 0.25-5.0 0.62 0.003 −4.15 −0.2 −0.168 2.357 0.12
156 U(E,z) MI All All N/A 36(33) 9.2-11.2 0.25-5.0 0.62 0.003 −3.99 −0.23 −0.2 2.514 0.15
157 C(M,z) MI All All 10 36(33) 9.2-11.2 0.25-5.0 0.82± 0.02 −0.025 ± 0.003 −6.33± 0.23 0.1± 0.03 −0.161 ± 0.001 2.28± 0.01 0.09
158 U(M,z) MI All All 10 36(33) 9.2-11.2 0.25-5.0 0.95± 0.02 −0.042 ± 0.003 −7.53± 0.21 0.25± 0.03 −0.192 ± 0.002 2.43± 0.012 0.12
159 C(M,z) MI All All 15 36(33) 9.6-11.1 0.25-5.0 0.8± 0.02 −0.022 ± 0.003 −6.09± 0.23 0.07± 0.03 −0.162 ± 0.001 2.298± 0.01 0.09
160 U(M,z) MI All All 15 36(33) 9.6-11.1 0.25-5.0 0.94± 0.03 −0.042 ± 0.005 −7.48± 0.35 0.25± 0.05 −0.193 ± 0.002 2.448± 0.015 0.12
161 C(M,z) MI All All 20 36(33) 9.8-11.1 0.25-5.0 0.78± 0.02 −0.019 ± 0.003 −5.9± 0.22 0.03± 0.03 −0.163 ± 0.001 2.309± 0.008 0.09
162 U(M,z) MI All All 20 36(33) 9.8-11.1 0.25-5.0 0.91± 0.04 −0.037 ± 0.005 −7.08± 0.39 0.19± 0.05 −0.196 ± 0.002 2.47± 0.016 0.13
163 C(E,Q,z) MI All All N/A 36(33) 9.2-11.2 0.25-5.0 0.62 0.003 −3.8 −0.24 −0.203 2.708 0.17
164 U(E,Q,z) MI All All N/A 36(33) 9.2-11.2 0.25-5.0 0.62 0.003 −3.99 −0.23 −0.2 2.514 0.15
165 C(M,Q,z) MI All All 10 36(33) 9.2-11.2 0.25-5.0 0.99± 0.03 −0.05± 0.004 −7.82± 0.35 0.33± 0.04 −0.194 ± 0.002 2.611± 0.015 0.15
166 U(M,Q,z) MI All All 10 36(33) 9.2-11.2 0.25-5.0 0.95± 0.02 −0.042 ± 0.003 −7.51± 0.25 0.25± 0.03 −0.192 ± 0.002 2.431± 0.012 0.12
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TABLE 7 — Continued
Fit Data Sel Stk SFR Nmin Ntot logM∗ z αc αt βc βt a(10.5) b(10.5) σi
167 C(M,Q,z) MI All All 15 36(33) 9.6-11.1 0.25-5.0 0.96± 0.05 −0.045 ± 0.006 −7.41± 0.48 0.27± 0.06 −0.197 ± 0.002 2.643± 0.015 0.15
168 U(M,Q,z) MI All All 15 36(33) 9.6-11.1 0.25-5.0 0.94± 0.03 −0.041 ± 0.004 −7.42± 0.32 0.24± 0.04 −0.194 ± 0.002 2.449± 0.014 0.12
169 C(M,Q,z) MI All All 20 36(33) 9.8-11.1 0.25-5.0 0.89± 0.05 −0.036 ± 0.007 −6.74± 0.58 0.18± 0.07 −0.2± 0.002 2.671± 0.016 0.15
170 U(M,Q,z) MI All All 20 36(33) 9.8-11.1 0.25-5.0 0.9± 0.04 −0.036 ± 0.005 −7.04± 0.44 0.18± 0.06 −0.196 ± 0.002 2.47± 0.017 0.13
171 C(E,z) BL All All N/A 15(13) 8.7-11.2 0.9-5.0 0.76 0.02 −5.85 −0.33 −0.121 2.136 0.16
172 U(E,z) BL All All N/A 15(13) 8.7-11.2 0.9-5.0 0.76 0.02 −5.62 −0.39 −0.184 2.375 0.14
173 C(M,z) BL All All 5 15(13) 8.7-11.2 0.9-5.0 0.73± 0.05 0.037± 0.017 −5.51± 0.45 −0.52± 0.16 −0.136 ± 0.014 2.209± 0.041 0.15
174 U(M,z) BL All All 5 15(13) 8.7-11.2 0.9-5.0 0.81± 0.04 0.021± 0.012 −5.95± 0.35 −0.42± 0.12 −0.211± 0.01 2.492± 0.032 0.13
175 C(M,z) BL All All 7 15(13) 9.0-11.1 0.9-5.0 0.73± 0.02 0.027± 0.006 −5.42± 0.22 −0.42± 0.07 −0.134 ± 0.004 2.193± 0.018 0.14
176 U(M,z) BL All All 7 15(13) 9.0-11.1 0.9-5.0 0.8± 0.03 0.012± 0.007 −5.91± 0.26 −0.33± 0.07 −0.205 ± 0.004 2.465± 0.017 0.12
Note. — Col. 1: Fit number. Col. 2: Type of data used for fit, where C = Calibrated data, U = uncalibrated data, (M) = fitted in bins of mass, (E) = extrapolated/simple average, (R) =
excluding radio data, (Q) = excluding our radio-specific CR offsets, and (z) = including high-z data. Col. 3: Selection type (bluer (BL)/ mixed (MI)/non-selective (NON)/BL+MI (all)); see
§ 3.3.2. Col. 4: Stacked? (yes/no/all). Col. 5: SFR indicators included in the fit. Col. 6: Minimum number of data points in a given mass bin required to include the bin in the fit. Col. 7:
Total number of data points included in our selection criteria before (and after) excluding the first and last 2Gyr of data. Col. 8: Range of mass bins included in the fit, in units of 0.1 dex.
Col. 9: Total span of the data in redshift (using median redshifts of each sample). Cols. 10 – 13: Best-fit MS parameters, with αc, αt, βc, and βt defined via ψ(M∗, t) = 10
β(t) Mα(t)
∗
, where
α(t) = αt t + αc and β(t) = βt t + βc. Cols. 14 & 15: Best-fit parameters at fixed mass, where a(10.5) and b(10.5) are defined via logψ = a(logM∗) t+ b(logM∗) for logM∗ = 10.5. Col. 16:
The median interpublication scatter at fixed mass between studies included in the fit. Errors on the parameters are derived by calculating the standard deviation of their distributions after
100 runs, with mass ranges for each study randomly adjusted by up to ±0.2dex in each run. These are ∼ 50% greater than the formal fitted errors in most cases. Errors are not listed for the
extrapolated fits since not MS parameters used in the fit included errors (i.e. some studies did not report errors on their fit); they are likely similar to the errors seen in our mass-dependent fits.
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TABLE 8
Parametrization of Main Sequence Evolution as a Function of
Redshift
Fit Data Sel Stk SFR Nmin Ntot logM∗ z am a0 bm b0 a(10.5) b(10.5) σi
1 C(E) All All All N/A 51(39) 8.5-11.5 0.25-3.0 0.25 0.26 0.61 −5.95 2.84 0.46 0.17
2 U(E) All All All N/A 51(39) 8.5-11.5 0.25-3.0 0.25 0.83 0.61 −6.17 3.4 0.24 0.15
3 C(M) All All All 5 51(39) 8.5-11.5 0.25-3.0 0.69± 0.05 −4.41 ± 0.47 0.48± 0.02 −4.59± 0.16 2.85± 0.03 0.42± 0.01 0.11
4 U(M) All All All 5 51(39) 8.5-11.5 0.25-3.0 0.88± 0.05 −5.85 ± 0.47 0.42± 0.02 −4.26± 0.16 3.37± 0.03 0.2± 0.01 0.11
5 C(M) All All All 10 51(39) 9.2-11.3 0.25-3.0 0.52± 0.05 −2.54 ± 0.52 0.53± 0.02 −5.09± 0.16 2.85± 0.03 0.43± 0.01 0.11
6 U(M) All All All 10 51(39) 9.2-11.3 0.25-3.0 0.69± 0.05 −3.93 ± 0.52 0.48± 0.02 −4.81± 0.16 3.36± 0.02 0.21± 0.01 0.11
7 C(M) All All All 15 51(39) 9.4-11.2 0.25-3.0 0.4± 0.06 −1.41 ± 0.58 0.56± 0.02 −5.4± 0.2 2.85± 0.03 0.43± 0.01 0.11
8 U(M) All All All 15 51(39) 9.4-11.2 0.25-3.0 0.61± 0.05 −3.03 ± 0.52 0.5± 0.02 −4.99± 0.17 3.37± 0.02 0.22± 0.01 0.11
9 C(M) All All All 20 51(39) 9.7-11.1 0.25-3.0 0.32± 0.07 −0.55 ± 0.71 0.58± 0.02 −5.68± 0.23 2.84± 0.03 0.44± 0.01 0.11
10 U(M) All All All 20 51(39) 9.7-11.1 0.25-3.0 0.51± 0.07 −1.96 ± 0.69 0.53± 0.02 −5.32± 0.23 3.39± 0.02 0.22± 0.01 0.11
11 C(M) All All All 25 51(39) 9.8-11.1 0.25-3.0 0.28± 0.09 −0.12 ± 0.92 0.6± 0.03 −5.89± 0.27 2.82± 0.02 0.45± 0.01 0.11
12 U(M) All All All 25 51(39) 9.8-11.1 0.25-3.0 0.4± 0.08 −0.78 ± 0.81 0.56± 0.02 −5.66± 0.23 3.4± 0.02 0.23± 0.01 0.11
13 C(M) All All All 30 51(39) 10.1-10.9 0.25-3.0 0.34± 0.12 −0.79 ± 1.28 0.59± 0.03 −5.74± 0.35 2.8± 0.02 0.46± 0.01 0.11
14 U(M) All All All 30 51(39) 10.1-10.9 0.25-3.0 0.4± 0.07 −0.77 ± 0.73 0.56± 0.02 −5.69± 0.23 3.4± 0.01 0.23± 0.01 0.11
15 C(M) All All All 35 51(39) 10.2-10.9 0.25-3.0 0.46± 0.09 −2.05 ± 0.97 0.56± 0.03 −5.43± 0.26 2.78± 0.01 0.47 ± 0.0 0.11
16 U(M) All All All 35 51(39) 10.2-10.9 0.25-3.0 0.41± 0.06 −0.88 ± 0.61 0.56± 0.02 −5.64± 0.24 3.4± 0.01 0.23 ± 0.0 0.11
17 C(E,R) All All All N/A 35(24) 8.5-11.5 0.25-3.0 0.34 −0.62 0.59 −5.71 3.0 0.43 0.17
18 U(E,R) All All All N/A 35(24) 8.5-11.5 0.25-3.0 0.34 −0.25 0.59 −5.9 3.37 0.24 0.16
19 C(M,R) All All All 5 35(24) 8.5-11.5 0.25-3.0 0.81± 0.04 −5.59 ± 0.43 0.44± 0.01 −4.22± 0.13 2.89± 0.03 0.41± 0.01 0.12
20 U(M,R) All All All 5 35(24) 8.5-11.5 0.25-3.0 1.01± 0.03 −7.3± 0.34 0.38± 0.01 −3.76± 0.12 3.29± 0.03 0.23± 0.01 0.11
21 C(M,R) All All All 10 35(24) 9.4-11.3 0.25-3.0 0.66± 0.07 −4.01 ± 0.73 0.49± 0.03 −4.69± 0.27 2.93± 0.03 0.42± 0.01 0.12
22 U(M,R) All All All 10 35(24) 9.4-11.3 0.25-3.0 0.85± 0.06 −5.56 ± 0.65 0.43± 0.02 −4.24± 0.25 3.32± 0.03 0.23± 0.01 0.11
23 C(M,R) All All All 15 35(24) 9.8-11.1 0.25-3.0 0.55± 0.09 −2.8± 1.0 0.54± 0.03 −5.24± 0.33 2.94± 0.03 0.43± 0.01 0.12
24 U(M,R) All All All 15 35(24) 9.8-11.1 0.25-3.0 0.67± 0.06 −3.71 ± 0.58 0.49± 0.03 −4.94± 0.27 3.34± 0.02 0.23± 0.01 0.11
25 C(M,R) All All All 20 35(24) 10.2-10.9 0.25-3.0 0.75± 0.11 −4.99 ± 1.21 0.5± 0.03 −4.79± 0.35 2.91± 0.02 0.45± 0.01 0.13
26 U(M,R) All All All 20 35(24) 10.2-10.9 0.25-3.0 0.64± 0.08 −3.34 ± 0.87 0.51± 0.04 −5.1± 0.37 3.35± 0.02 0.24± 0.01 0.11
27 C(E) All No All N/A 27(19) 8.5-11.3 0.25-3.0 0.27 −0.26 0.62 −5.96 2.62 0.6 0.16
28 U(E) All No All N/A 27(19) 8.5-11.3 0.25-3.0 0.27 0.12 0.62 −6.16 3.0 0.4 0.13
29 C(M) All No All 5 27(19) 8.5-11.3 0.25-3.0 0.4± 0.11 −1.92 ± 1.01 0.67± 0.05 −6.26± 0.48 2.28± 0.11 0.72± 0.05 0.09
30 U(M) All No All 5 27(19) 8.5-11.3 0.25-3.0 0.77± 0.06 −5.16 ± 0.56 0.51± 0.03 −4.9± 0.29 2.86± 0.05 0.43± 0.03 0.08
31 C(M) All No All 10 27(19) 9.4-11.1 0.25-3.0 0.31± 0.04 −0.75± 0.4 0.67± 0.01 −6.42± 0.14 2.46± 0.03 0.64± 0.01 0.09
32 U(M) All No All 10 27(19) 9.4-11.1 0.25-3.0 0.61± 0.06 −3.46 ± 0.56 0.56± 0.02 −5.44± 0.24 2.9± 0.03 0.42± 0.02 0.08
33 C(M) All No All 15 27(19) 9.9-10.9 0.25-3.0 0.38± 0.15 −1.47 ± 1.54 0.66± 0.04 −6.34± 0.44 2.47± 0.03 0.64± 0.01 0.09
34 U(M) All No All 15 27(19) 9.9-10.9 0.25-3.0 0.57± 0.05 −3.08 ± 0.51 0.58± 0.02 −5.67± 0.18 2.93± 0.02 0.42± 0.01 0.07
35 C(E) All Yes All N/A 24(20) 9.2-11.5 0.25-2.75 0.18 0.97 0.61 −5.99 2.89 0.38 0.12
36 U(E) All Yes All N/A 24(20) 9.2-11.5 0.25-2.75 0.18 1.73 0.61 −6.24 3.65 0.13 0.13
37 C(M) All Yes All 5 24(20) 9.2-11.5 0.25-2.75 −0.36± 0.12 6.8± 1.28 0.67± 0.02 −6.66± 0.25 3.02± 0.06 0.34± 0.01 0.09
38 U(M) All Yes All 5 24(20) 9.2-11.5 0.25-2.75 −0.39± 0.12 7.76± 1.26 0.67± 0.02 −6.95± 0.23 3.74± 0.06 0.09± 0.01 0.09
39 C(M) All Yes All 10 24(20) 9.7-11.1 0.25-2.75 −0.11± 0.13 4.16± 1.38 0.65± 0.03 −6.44± 0.3 2.97± 0.04 0.35± 0.01 0.09
40 U(M) All Yes All 10 24(20) 9.7-11.1 0.25-2.75 −0.09± 0.14 4.7± 1.48 0.63± 0.03 −6.56± 0.31 3.7± 0.04 0.11± 0.01 0.1
41 C(M) All Yes All 15 24(20) 10.0-11.1 0.25-2.75 0.03± 0.12 2.64± 1.23 0.65± 0.03 −6.41± 0.29 2.93± 0.02 0.37± 0.01 0.09
42 U(M) All Yes All 15 24(20) 10.0-11.1 0.25-2.75 0.06± 0.13 2.99± 1.36 0.63± 0.03 −6.47± 0.32 3.67± 0.02 0.12± 0.01 0.1
43 C(E) MI All All N/A 36(31) 8.5-11.5 0.25-2.75 −0.04 3.38 0.66 −6.46 2.91 0.43 0.15
44 U(E) MI All All N/A 36(31) 8.5-11.5 0.25-2.75 −0.04 3.95 0.66 −6.67 3.49 0.22 0.14
45 C(M) MI All All 5 36(31) 8.5-11.5 0.25-2.75 0.56± 0.09 −3.0± 0.9 0.5± 0.02 −4.8± 0.18 2.86± 0.09 0.41± 0.02 0.11
46 U(M) MI All All 5 36(31) 8.5-11.5 0.25-2.75 0.73± 0.07 −4.34± 0.7 0.45± 0.02 −4.46± 0.17 3.35± 0.07 0.21± 0.01 0.11
47 C(M) MI All All 10 36(31) 9.2-11.2 0.25-2.75 0.35± 0.06 −0.79 ± 0.64 0.55± 0.02 −5.35± 0.19 2.87± 0.03 0.42± 0.01 0.11
48 U(M) MI All All 10 36(31) 9.2-11.2 0.25-2.75 0.47± 0.07 −1.58 ± 0.68 0.51± 0.02 −5.16± 0.2 3.4± 0.03 0.21± 0.01 0.11
49 C(M) MI All All 15 36(31) 9.6-11.1 0.25-2.75 0.22± 0.06 0.59± 0.65 0.59± 0.02 −5.77± 0.21 2.86± 0.03 0.43± 0.01 0.11
50 U(M) MI All All 15 36(31) 9.6-11.1 0.25-2.75 0.33± 0.09 −0.03 ± 0.93 0.54± 0.03 −5.5± 0.27 3.44± 0.03 0.21± 0.01 0.11
51 C(M) MI All All 20 36(31) 9.8-11.1 0.25-2.75 0.15± 0.07 1.3± 0.76 0.62± 0.02 −6.05± 0.22 2.85± 0.03 0.43± 0.01 0.11
52 U(M) MI All All 20 36(31) 9.8-11.1 0.25-2.75 0.16± 0.07 1.8± 0.68 0.6± 0.02 −6.05± 0.2 3.48± 0.02 0.21± 0.01 0.11
53 C(M) MI All All 25 36(31) 10.2-10.9 0.25-2.75 0.21± 0.15 0.55± 1.57 0.6± 0.04 −5.82± 0.38 2.83± 0.03 0.44± 0.01 0.11
54 U(M) MI All All 25 36(31) 10.2-10.9 0.25-2.75 0.13± 0.08 2.11± 0.82 0.6± 0.03 −6.12± 0.28 3.49± 0.02 0.21± 0.01 0.11
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Fit Data Sel Stk SFR Nmin Ntot logM∗ z am a0 bm b0 a(10.5) b(10.5) σi
55 C(E,R) MI All All N/A 21(17) 8.5-11.5 0.25-2.25 −0.24 5.84 0.68 −6.78 3.33 0.36 0.14
56 U(E,R) MI All All N/A 21(17) 8.5-11.5 0.25-2.25 −0.24 5.9 0.68 −6.91 3.4 0.23 0.15
57 C(M,R) MI All All 5 21(17) 8.5-11.5 0.25-2.25 0.85± 0.09 −5.85 ± 0.87 0.43± 0.02 −4.09± 0.16 3.03± 0.08 0.38± 0.02 0.11
58 U(M,R) MI All All 5 21(17) 8.5-11.5 0.25-2.25 0.91± 0.06 −6.45 ± 0.55 0.38± 0.01 −3.77± 0.12 3.12± 0.06 0.26± 0.01 0.12
59 C(M,R) MI All All 10 21(17) 9.7-11.2 0.25-2.25 0.61± 0.08 −3.3± 0.85 0.49± 0.03 −4.82± 0.28 3.12± 0.04 0.38± 0.01 0.12
60 U(M,R) MI All All 10 21(17) 9.7-11.2 0.25-2.25 0.54± 0.08 −2.37 ± 0.85 0.5± 0.03 −4.96± 0.28 3.24± 0.03 0.24± 0.01 0.13
61 C(E) MI No All N/A 15(12) 8.5-11.2 0.25-2.25 −0.33 6.35 0.73 −7.15 2.91 0.53 0.15
62 U(E) MI No All N/A 15(12) 8.5-11.2 0.25-2.25 −0.33 6.35 0.73 −7.25 2.91 0.43 0.13
63 C(M) MI No All 5 15(12) 8.5-11.2 0.25-2.25 0.59± 0.05 −3.69± 0.5 0.56± 0.02 −5.3± 0.19 2.53± 0.06 0.61± 0.02 0.06
64 U(M) MI No All 5 15(12) 8.5-11.2 0.25-2.25 0.63± 0.07 −4.0± 0.67 0.53± 0.03 −5.09± 0.28 2.56± 0.08 0.51± 0.03 0.07
65 C(M) MI No All 7 15(12) 9.4-11.0 0.25-2.25 0.51± 0.06 −2.82 ± 0.65 0.61± 0.02 −5.75± 0.2 2.53± 0.04 0.62± 0.01 0.07
66 U(M) MI No All 7 15(12) 9.4-11.0 0.25-2.25 0.48± 0.09 −2.44 ± 0.91 0.59± 0.03 −5.71± 0.35 2.55± 0.05 0.51± 0.02 0.07
67 C(E) MI Yes All N/A 21(19) 9.2-11.5 0.25-2.75 0.08 2.08 0.62 −6.18 2.91 0.38 0.11
68 U(E) MI Yes All N/A 21(19) 9.2-11.5 0.25-2.75 0.08 2.91 0.62 −6.44 3.74 0.12 0.11
69 C(M) MI Yes All 5 21(19) 9.2-11.5 0.25-2.75 −0.39± 0.12 7.15± 1.3 0.67± 0.02 −6.76± 0.24 3.04± 0.06 0.33± 0.01 0.09
70 U(M) MI Yes All 5 21(19) 9.2-11.5 0.25-2.75 −0.41± 0.11 8.03± 1.18 0.68± 0.02 −7.0± 0.22 3.8± 0.06 0.09± 0.01 0.08
71 C(M) MI Yes All 10 21(19) 9.7-11.1 0.25-2.75 −0.18± 0.12 4.87± 1.22 0.66± 0.03 −6.57± 0.27 2.99± 0.04 0.35± 0.01 0.09
72 U(M) MI Yes All 10 21(19) 9.7-11.1 0.25-2.75 −0.15± 0.1 5.32± 1.0 0.65± 0.02 −6.7± 0.25 3.79± 0.04 0.09± 0.01 0.08
73 C(E) BL All All N/A 15(8) 9.4-11.2 0.9-3.0 0.39 −1.93 0.7 −6.6 2.18 0.75 0.11
74 U(E) BL All All N/A 15(8) 9.4-11.2 0.9-3.0 0.39 −1.02 0.7 −7.01 3.09 0.35 0.08
75 C(M) BL All All 5 15(8) 9.4-11.2 0.9-3.0 −0.41± 0.2 6.66± 2.03 0.99± 0.09 −9.74± 0.97 2.36± 0.09 0.68± 0.04 0.1
76 U(M) BL All All 5 15(8) 9.4-11.2 0.9-3.0 0.14± 0.1 1.82± 1.05 0.78± 0.05 −7.92± 0.51 3.24± 0.05 0.29± 0.03 0.07
77 C(E) BL No All N/A 12(7) 9.4-11.2 0.9-3.0 0.35 −1.49 0.71 −6.68 2.22 0.74 0.11
78 U(E) BL No All N/A 12(7) 9.4-11.2 0.9-3.0 0.35 −0.53 0.71 −7.1 3.18 0.33 0.05
79 C(M) BL No All 5 12(7) 9.4-11.2 0.9-3.0 −0.36± 0.12 6.26± 1.25 0.97± 0.06 −9.5± 0.59 2.42± 0.09 0.66± 0.04 0.11
80 U(M) BL No All 5 12(7) 9.4-11.2 0.9-3.0 0.15± 0.09 1.76± 0.94 0.78± 0.05 −7.95± 0.48 3.29± 0.04 0.28± 0.02 0.05
81 C(E) All All UV N/A 8(4) 9.3-11.7 1.0-3.0 −0.0 1.88 0.88 −8.27 1.83 0.94 0.12
82 U(E) All All UV N/A 8(4) 9.3-11.7 1.0-3.0 −0.0 2.95 0.88 −8.75 2.9 0.46 0.04
83 C(M) All All UV 3 8(4) 9.3-11.7 1.0-3.0 −1.5± 0.16 17.65 ± 1.63 1.53± 0.07 −15.02± 0.74 1.91± 0.14 0.96± 0.07 0.03
84 U(M) All All UV 3 8(4) 9.3-11.7 1.0-3.0 −0.17± 0.1 5.01± 1.1 0.9± 0.04 −9.14± 0.46 3.18± 0.05 0.33± 0.02 0.02
85 C(E) All All UV+IR N/A 12(12) 8.5-11.2 0.25-2.25 −0.03 3.19 0.68 −6.56 2.84 0.55 0.16
86 U(E) All All UV+IR N/A 12(12) 8.5-11.2 0.25-2.25 −0.03 3.32 0.68 −6.7 2.97 0.41 0.14
87 C(M) All All UV+IR 5 12(12) 8.5-11.2 0.25-2.25 0.74± 0.27 −5.2± 2.53 0.53± 0.13 −4.94± 1.21 2.54± 0.28 0.61± 0.14 0.07
88 U(M) All All UV+IR 5 12(12) 8.5-11.2 0.25-2.25 0.76± 0.38 −5.3± 3.54 0.5± 0.18 −4.76± 1.7 2.72± 0.4 0.47± 0.19 0.07
89 C(E) All All IR N/A 7(5) 9.8-11.5 0.25-0.7 −2.12 26.62 0.93 −9.68 4.4 0.09 0.04
90 U(E) All All IR N/A 7(5) 9.8-11.5 0.25-0.7 −2.12 27.18 0.93 −9.9 4.96 −0.13 0.04
91 C(M) All All IR 3 7(5) 9.8-11.5 0.25-0.7 0.06± 0.95 2.8± 10.08 0.67± 0.14 −6.82± 1.48 3.24± 0.24 0.22± 0.03 0.03
92 U(M) All All IR 3 7(5) 9.8-11.5 0.25-0.7 0.6± 0.78 −3.1± 8.35 0.61± 0.11 −6.38± 1.16 3.32± 0.33 0.07± 0.04 0.03
93 C(E) All All UV+IR/IR N/A 19(17) 8.5-11.5 0.25-2.25 0.04 2.81 0.63 −6.26 3.26 0.37 0.16
94 U(E) All All UV+IR/IR N/A 19(17) 8.5-11.5 0.25-2.25 0.04 2.97 0.63 −6.41 3.42 0.23 0.16
95 C(M) All All UV+IR/IR 5 19(17) 8.5-11.5 0.25-2.25 0.95± 0.09 −7.06 ± 0.89 0.4± 0.02 −3.83± 0.16 2.99± 0.09 0.39± 0.02 0.11
96 U(M) All All UV+IR/IR 5 19(17) 8.5-11.5 0.25-2.25 1.03± 0.1 −7.57 ± 0.97 0.36± 0.02 −3.55± 0.17 3.21± 0.11 0.24± 0.02 0.12
97 C(M) All All UV+IR/IR 10 19(17) 9.8-11.2 0.25-2.25 0.77± 0.08 −5.05 ± 0.81 0.45± 0.03 −4.39± 0.32 3.09± 0.03 0.38± 0.01 0.11
98 U(M) All All UV+IR/IR 10 19(17) 9.8-11.2 0.25-2.25 0.69± 0.08 −3.89 ± 0.87 0.47± 0.03 −4.68± 0.3 3.32± 0.03 0.22± 0.01 0.13
99 C(E) All All Radio N/A 16(15) 9.2-11.1 0.3-2.75 0.11 1.54 0.65 −6.35 2.67 0.48 0.1
100 U(E) All All Radio N/A 16(15) 9.2-11.1 0.3-2.75 0.11 2.32 0.65 −6.6 3.45 0.22 0.12
101 C(M) All All Radio 5 16(15) 9.2-11.1 0.3-2.75 −0.52± 0.13 8.19± 1.36 0.75± 0.03 −7.41± 0.35 2.79± 0.06 0.44± 0.02 0.08
102 U(M) All All Radio 5 16(15) 9.2-11.1 0.3-2.75 −0.5± 0.13 8.73± 1.4 0.74± 0.03 −7.56± 0.35 3.54± 0.06 0.19± 0.02 0.1
103 C(M) All All Radio 10 16(15) 9.8-11.1 0.3-2.75 −0.1± 0.14 3.82± 1.5 0.69± 0.04 −6.74± 0.38 2.71± 0.03 0.46± 0.01 0.08
104 U(M) All All Radio 10 16(15) 9.8-11.1 0.3-2.75 −0.11± 0.15 4.67± 1.64 0.68± 0.04 −6.92± 0.42 3.49± 0.04 0.21± 0.01 0.1
105 C(E,Q) All All Radio N/A 16(15) 9.2-11.1 0.3-2.75 0.11 2.35 0.65 −6.35 3.48 0.47 0.1
106 U(E,Q) All All Radio N/A 16(15) 9.2-11.1 0.3-2.75 0.11 2.32 0.65 −6.6 3.45 0.22 0.12
107 C(M,Q) All All Radio 5 16(15) 9.2-11.1 0.3-2.75 −0.48± 0.12 8.72± 1.26 0.74± 0.03 −7.32± 0.33 3.6± 0.06 0.43± 0.02 0.08
108 U(M,Q) All All Radio 5 16(15) 9.2-11.1 0.3-2.75 −0.47± 0.12 8.48± 1.22 0.73± 0.03 −7.52± 0.33 3.55± 0.07 0.19± 0.02 0.1
109 C(M,Q) All All Radio 10 16(15) 9.8-11.1 0.3-2.75 −0.13± 0.12 4.91± 1.27 0.69± 0.03 −6.77± 0.32 3.54± 0.04 0.46± 0.01 0.08
110 U(M,Q) All All Radio 10 16(15) 9.8-11.1 0.3-2.75 −0.11± 0.18 4.68± 1.86 0.68± 0.05 −6.94± 0.48 3.48± 0.04 0.21± 0.01 0.1
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TABLE 8 — Continued
Fit Data Sel Stk SFR Nmin Ntot logM∗ z am a0 bm b0 a(10.5) b(10.5) σi
111 C(E) NON All Lines N/A 6(5) 9.8-11.5 0.4-2.23 −1.03 13.95 0.73 −7.7 3.16 −0.01 0.12
112 U(E) NON All Lines N/A 6(5) 9.8-11.5 0.4-2.23 −1.03 13.77 0.73 −7.65 2.98 0.03 0.12
113 C(M) NON All Lines 3 6(5) 9.8-11.5 0.4-2.23 −1.16± 0.42 15.33 ± 4.54 0.77± 0.15 −8.06± 1.67 2.98± 0.17 0.05± 0.07 0.1
114 U(M) NON All Lines 3 6(5) 9.8-11.5 0.4-2.23 −0.69± 0.35 10.3± 3.77 0.55± 0.13 −5.8± 1.38 3.09± 0.16 −0.04± 0.06 0.1
115 C(E) NON No Lines N/A 4(4) 9.8-11.1 0.4-2.23 −1.27 16.63 0.89 −9.47 3.31 −0.11 0.12
116 U(E) NON No Lines N/A 4(4) 9.8-11.1 0.4-2.23 −1.27 16.34 0.89 −9.36 3.02 0.0 0.11
117 C(M) NON No Lines 3 4(4) 9.8-11.1 0.4-2.23 −2.03± 0.7 23.97 ± 7.29 1.15± 0.27 −12.13± 2.79 2.92± 0.2 0.07± 0.09 0.11
118 U(M) NON No Lines 3 4(4) 9.8-11.1 0.4-2.23 −1.86± 0.59 22.23± 6.1 1.08± 0.23 −11.29± 2.38 2.81± 0.21 0.09 ± 0.1 0.11
119 C(E) NON All SED N/A 7(6) 9.6-11.2 0.25-0.9 −2.42 29.15 0.74 −7.43 3.74 0.31 0.05
120 U(E) NON All SED N/A 7(6) 9.6-11.2 0.25-0.9 −2.42 29.08 0.74 −7.45 3.67 0.3 0.05
121 C(M) NON All SED 5 7(6) 9.6-11.2 0.25-0.9 −1.73± 0.38 21.84 ± 4.05 0.64± 0.06 −6.44± 0.63 3.57± 0.1 0.34± 0.02 0.05
122 U(M) NON All SED 5 7(6) 9.6-11.2 0.25-0.9 −1.71± 0.37 21.54 ± 3.91 0.64± 0.06 −6.42± 0.62 3.51± 0.09 0.32± 0.02 0.05
123 C(E,Q) All All All N/A 51(39) 9.4-11.2 0.25-3.0 0.25 0.72 0.61 −5.99 3.3 0.42 0.17
124 U(E,Q) All All All N/A 51(39) 9.4-11.2 0.25-3.0 0.25 0.83 0.61 −6.17 3.4 0.24 0.13
125 C(M,Q) All All All 15 51(39) 9.4-11.2 0.25-3.0 0.68± 0.07 −3.9± 0.75 0.48± 0.02 −4.6± 0.21 3.19± 0.03 0.42± 0.01 0.16
126 U(M,Q) All All All 15 51(39) 9.4-11.2 0.25-3.0 0.61± 0.05 −3.01 ± 0.54 0.5± 0.02 −4.99± 0.18 3.38± 0.02 0.22± 0.01 0.11
127 C(M,Q) All All All 20 51(39) 9.7-11.1 0.25-3.0 0.52± 0.1 −2.24 ± 1.05 0.52± 0.03 −5.08± 0.29 3.23± 0.03 0.42± 0.01 0.16
128 U(M,Q) All All All 20 51(39) 9.7-11.1 0.25-3.0 0.49± 0.07 −1.74 ± 0.74 0.53± 0.02 −5.36± 0.25 3.39± 0.02 0.22± 0.01 0.11
129 C(M,Q) All All All 25 51(39) 9.8-11.1 0.25-3.0 0.41± 0.11 −1.0± 1.2 0.56± 0.03 −5.46± 0.32 3.26± 0.03 0.42± 0.01 0.16
130 U(M,Q) All All All 25 51(39) 9.8-11.1 0.25-3.0 0.42± 0.07 −0.96 ± 0.71 0.56± 0.02 −5.62± 0.22 3.4± 0.02 0.23± 0.01 0.11
131 C(E,z) All All All N/A 51(46) 9.2-11.2 0.25-5.0 0.12 0.86 0.64 −6.12 2.13 0.65 0.2
132 U(E,z) All All All N/A 51(46) 9.2-11.2 0.25-5.0 0.12 1.36 0.64 −6.32 2.63 0.45 0.21
133 C(M,z) All All All 15 51(46) 9.2-11.2 0.25-5.0 0.53± 0.03 −3.3± 0.35 0.53± 0.01 −4.99± 0.15 2.31± 0.03 0.58± 0.01 0.17
134 U(M,z) All All All 15 51(46) 9.2-11.2 0.25-5.0 0.74± 0.05 −4.86 ± 0.54 0.47± 0.02 −4.6± 0.21 2.86± 0.04 0.36± 0.01 0.17
135 C(M,z) All All All 20 51(46) 9.4-11.1 0.25-5.0 0.56± 0.04 −3.63 ± 0.44 0.53± 0.02 −4.96± 0.17 2.3± 0.03 0.58± 0.01 0.17
136 U(M,z) All All All 20 51(46) 9.4-11.1 0.25-5.0 0.82± 0.07 −5.72 ± 0.67 0.45± 0.02 −4.39± 0.23 2.85± 0.04 0.37± 0.01 0.18
137 C(M,z) All All All 25 51(46) 9.7-11.1 0.25-5.0 0.61± 0.05 −4.07 ± 0.53 0.52± 0.02 −4.87± 0.21 2.29± 0.03 0.59± 0.01 0.17
138 U(M,z) All All All 25 51(46) 9.7-11.1 0.25-5.0 0.88± 0.1 −6.4± 0.98 0.43± 0.03 −4.19± 0.35 2.84± 0.05 0.38± 0.01 0.18
139 C(E,Q,z) All All All N/A 51(46) 9.2-11.2 0.25-5.0 0.12 1.03 0.64 −6.07 2.3 0.7 0.28
140 U(E,Q,z) All All All N/A 51(46) 9.2-11.2 0.25-5.0 0.12 1.36 0.64 −6.32 2.63 0.45 0.21
141 C(M,Q,z) All All All 15 51(46) 9.2-11.2 0.25-5.0 0.89± 0.06 −6.86 ± 0.55 0.43± 0.02 −3.94± 0.22 2.54± 0.05 0.59± 0.01 0.22
142 U(M,Q,z) All All All 15 51(46) 9.2-11.2 0.25-5.0 0.72± 0.06 −4.71± 0.6 0.47± 0.02 −4.62± 0.22 2.85± 0.04 0.36± 0.01 0.17
143 C(M,Q,z) All All All 20 51(46) 9.4-11.1 0.25-5.0 0.97± 0.07 −7.64 ± 0.67 0.42± 0.02 −3.82± 0.25 2.55± 0.04 0.6± 0.01 0.22
144 U(M,Q,z) All All All 20 51(46) 9.4-11.1 0.25-5.0 0.79± 0.07 −5.52 ± 0.67 0.46± 0.02 −4.42± 0.25 2.85± 0.04 0.37± 0.01 0.18
145 C(M,Q,z) All All All 25 51(46) 9.7-11.1 0.25-5.0 1.03± 0.09 −8.25 ± 0.94 0.41± 0.03 −3.67± 0.34 2.55± 0.05 0.61± 0.02 0.23
146 U(M,Q,z) All All All 25 51(46) 9.7-11.1 0.25-5.0 0.87± 0.09 −6.31± 0.9 0.44± 0.03 −4.25± 0.3 2.82± 0.05 0.38± 0.02 0.18
147 C(E,Q) MI All All N/A 36(31) 9.2-11.2 0.25-2.75 −0.04 4.07 0.66 −6.53 3.6 0.36 0.14
148 U(E,Q) MI All All N/A 36(31) 9.2-11.2 0.25-2.75 −0.04 3.95 0.66 −6.67 3.49 0.22 0.12
149 C(M,Q) MI All All 10 36(31) 9.2-11.2 0.25-2.75 0.69± 0.09 −3.69 ± 0.94 0.46± 0.02 −4.43± 0.2 3.48± 0.03 0.36± 0.01 0.14
150 U(M,Q) MI All All 10 36(31) 9.2-11.2 0.25-2.75 0.47± 0.06 −1.58± 0.6 0.51± 0.02 −5.17± 0.16 3.4± 0.03 0.21± 0.01 0.12
151 C(M,Q) MI All All 15 36(31) 9.6-11.1 0.25-2.75 0.41± 0.1 −0.82± 1.1 0.52± 0.03 −5.11± 0.27 3.54± 0.03 0.36± 0.01 0.14
152 U(M,Q) MI All All 15 36(31) 9.6-11.1 0.25-2.75 0.31± 0.08 0.23± 0.89 0.56± 0.03 −5.63± 0.27 3.44± 0.03 0.21± 0.01 0.11
153 C(M,Q) MI All All 20 36(31) 9.8-11.1 0.25-2.75 0.15± 0.09 2.03± 0.93 0.59± 0.02 −5.89± 0.26 3.6± 0.03 0.35± 0.01 0.14
154 U(M,Q) MI All All 20 36(31) 9.8-11.1 0.25-2.75 0.14± 0.06 1.95± 0.66 0.6± 0.02 −6.12± 0.19 3.48± 0.02 0.21± 0.01 0.11
155 C(E,z) MI All All N/A 36(33) 9.2-11.2 0.25-5.0 −0.06 3.16 0.66 −6.39 2.56 0.52 0.16
156 U(E,z) MI All All N/A 36(33) 9.2-11.2 0.25-5.0 −0.06 3.65 0.66 −6.58 3.05 0.33 0.19
157 C(M,z) MI All All 10 36(33) 9.2-11.2 0.25-5.0 0.24± 0.07 −0.05 ± 0.75 0.57± 0.02 −5.47± 0.2 2.52± 0.03 0.5± 0.01 0.13
158 U(M,z) MI All All 10 36(33) 9.2-11.2 0.25-5.0 0.54± 0.12 −2.58 ± 1.27 0.5± 0.03 −4.91± 0.31 3.02± 0.05 0.3± 0.02 0.17
159 C(M,z) MI All All 15 36(33) 9.6-11.1 0.25-5.0 0.3± 0.12 −0.69 ± 1.32 0.57± 0.03 −5.5± 0.36 2.52± 0.03 0.51± 0.01 0.13
160 U(M,z) MI All All 15 36(33) 9.6-11.1 0.25-5.0 0.73± 0.19 −4.7± 1.96 0.46± 0.05 −4.5± 0.5 3.0± 0.05 0.32± 0.02 0.18
161 C(M,z) MI All All 20 36(33) 9.8-11.1 0.25-5.0 0.31± 0.08 −0.72 ± 0.78 0.58± 0.02 −5.56± 0.25 2.51± 0.03 0.52± 0.01 0.13
162 U(M,z) MI All All 20 36(33) 9.8-11.1 0.25-5.0 0.7± 0.16 −4.34 ± 1.67 0.46± 0.04 −4.58± 0.46 3.02± 0.06 0.32± 0.02 0.18
163 C(E,Q,z) MI All All N/A 36(33) 9.2-11.2 0.25-5.0 −0.06 3.7 0.66 −6.42 3.1 0.49 0.21
164 U(E,Q,z) MI All All N/A 36(33) 9.2-11.2 0.25-5.0 −0.06 3.65 0.66 −6.58 3.05 0.33 0.19
165 C(M,Q,z) MI All All 10 36(33) 9.2-11.2 0.25-5.0 0.74± 0.1 −4.75 ± 1.07 0.44± 0.02 −4.19± 0.26 3.03± 0.05 0.47± 0.01 0.19
166 U(M,Q,z) MI All All 10 36(33) 9.2-11.2 0.25-5.0 0.55± 0.11 −2.78 ± 1.15 0.5± 0.03 −4.89± 0.29 3.02± 0.06 0.3± 0.02 0.17
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TABLE 8 — Continued
Fit Data Sel Stk SFR Nmin Ntot logM∗ z am a0 bm b0 a(10.5) b(10.5) σi
167 C(M,Q,z) MI All All 15 36(33) 9.6-11.1 0.25-5.0 0.71± 0.18 −4.5± 1.84 0.46± 0.05 −4.31± 0.47 3.04± 0.06 0.48± 0.02 0.2
168 U(M,Q,z) MI All All 15 36(33) 9.6-11.1 0.25-5.0 0.72± 0.18 −4.63 ± 1.85 0.46± 0.05 −4.55± 0.48 3.02± 0.05 0.31± 0.01 0.18
169 C(M,Q,z) MI All All 20 36(33) 9.8-11.1 0.25-5.0 0.68± 0.17 −4.11 ± 1.78 0.47± 0.04 −4.47± 0.46 3.04± 0.06 0.49± 0.02 0.2
170 U(M,Q,z) MI All All 20 36(33) 9.8-11.1 0.25-5.0 0.7± 0.14 −4.34 ± 1.48 0.47± 0.04 −4.62± 0.41 3.03± 0.06 0.32± 0.02 0.18
171 C(E,z) BL All All N/A 15(13) 8.7-11.2 0.9-5.0 −0.29 4.16 0.98 −9.09 1.07 1.2 0.18
172 U(E,z) BL All All N/A 15(13) 8.7-11.2 0.9-5.0 −0.29 4.79 0.98 −9.37 1.7 0.91 0.17
173 C(M,z) BL All All 5 15(13) 8.7-11.2 0.9-5.0 −0.17± 0.17 3.06± 1.62 0.94± 0.09 −8.74± 0.87 1.32± 0.16 1.11± 0.08 0.17
174 U(M,z) BL All All 5 15(13) 8.7-11.2 0.9-5.0 0.14± 0.16 0.69± 1.51 0.8± 0.08 −7.69± 0.81 2.17± 0.15 0.71± 0.08 0.16
175 C(M,z) BL All All 7 15(13) 9.0-11.1 0.9-5.0 −0.16± 0.09 2.99± 0.91 0.91± 0.05 −8.41± 0.53 1.29± 0.06 1.11± 0.03 0.17
176 U(M,z) BL All All 7 15(13) 9.0-11.1 0.9-5.0 0.13± 0.11 0.76± 1.09 0.8± 0.06 −7.66± 0.57 2.11± 0.06 0.74± 0.03 0.16
Note. — Data are classified as Table 7, except the parameters listed are for a fitted function of the form ψ(M∗, z) = 10
b(M∗) (1 + z)a(M∗), where a(logM∗) = am logM∗ + a0 and
b(M∗) = bm logM + b0 are the power-law index and the normalization of the MS. am contains information about the steepness of the mass dependence (i.e. the amount of differential mass
evolution), while the other three parameters mostly provide normalizations. a(10.5) and b(10.5) are defined at logM∗ = 10.5, and track the evolution of the SFR from the present day (z = 0)
to higher redshifts. As in Table 7, errors on the parameters are derived by calculating the standard deviation of their distributions after 100 runs, with mass ranges for each study randomly
adjusted by up to ±0.2dex in each run. These are ∼ 50% greater than the formal fitted errors in most cases. Errors are not listed for the extrapolated fits since not MS parameters used in the
fit included errors (i.e. some studies did not report errors on their fit); they are likely similar to the errors seen in our mass-dependent fits.
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TABLE 9
Best-fit Main Sequence Evolution
Data Best MS Fit Best logψ(t, 10.5) fit Number
“Mixed” (preferred fit) logψ(M∗, t) = (0.84± 0.02− 0.026± 0.003× t) logM∗ − (6.51± 0.24 − 0.11± 0.03× t) logψ(10.5, t) = (−0.16 ± 0.02) t+ (2.28± 0.20) 49
“Mixed” w/o CR logψ(M∗, t) = (0.90± 0.05− 0.037± 0.006× t) logM∗ − (6.84± 0.51 − 0.19± 0.06× t) logψ(10.5, t) = (−0.20 ± 0.02) t+ (2.65± 0.20) 151
“Mixed” w/ high-z obs logψ(M∗, t) = (0.80± 0.02− 0.022± 0.003× t) logM∗ − (6.09± 0.23 − 0.07± 0.03× t) logψ(10.5, t) = (−0.16 ± 0.02) t+ (2.30± 0.20) 159
“Mixed” w/ high-z obs w/o CR logψ(M∗, t) = (0.96± 0.05− 0.045± 0.006× t) logM∗ − (7.41± 0.48 − 0.27± 0.06× t) logψ(10.5, t) = (−0.20 ± 0.02) t+ (2.64± 0.20) 167
All logψ(M∗, t) = (0.89± 0.02− 0.033± 0.002× t) logM∗ − (7.08± 0.16 − 0.18± 0.03× t) logψ(10.5, t) = (−0.16 ± 0.02) t+ (2.31± 0.20) 7
All w/o CR logψ(M∗, t) = (0.95± 0.04− 0.042± 0.005× t) logM∗ − (7.38± 0.43 − 0.25± 0.06× t) logψ(10.5, t) = (−0.19 ± 0.02) t+ (2.56± 0.20) 127
All w/ high-z obs logψ(M∗, t) = (0.85± 0.01− 0.027± 0.002× t) logM∗ − (6.68± 0.14 − 0.12± 0.02× t) logψ(10.5, t) = (−0.16 ± 0.02) t+ (2.28± 0.20) 135
All w/ high-z obs w/o CR logψ(M∗, t) = (1.02± 0.02− 0.051± 0.003× t) logM∗ − (8.23± 0.21 − 0.35± 0.03× t) logψ(10.5, t) = (−0.18 ± 0.02) t+ (2.48± 0.20) 143
All w/o radio obs logψ(M∗, t) = (0.97± 0.02− 0.041± 0.004× t) logM∗ − (7.78± 0.20 − 0.27± 0.04× t) logψ(10.5, t) = (−0.17 ± 0.02) t+ (2.36± 0.20) 23
All w/o stacked obs logψ(M∗, t) = (0.96± 0.02− 0.033± 0.005× t) logM∗ − (7.76± 0.22 − 0.20± 0.05× t) logψ(10.5, t) = (−0.15 ± 0.02) t+ (2.29± 0.20) 31
“Mixed” w/o radio obs logψ(M∗, t) = (0.94± 0.03− 0.041± 0.004× t) logM∗ − (7.58± 0.30 − 0.26± 0.04× t) logψ(10.5, t) = (−0.16 ± 0.02) t+ (2.31± 0.20) 59
“Mixed” w/o stacked obs logψ(M∗, t) = (0.94± 0.02− 0.033± 0.009× t) logM∗ − (7.66± 0.22 − 0.20± 0.09× t) logψ(10.5, t) = (−0.14 ± 0.02) t+ (2.22± 0.20) 63
“Bluer” logψ(M∗, t) = (0.79± 0.04 + 0.008± 0.012× t) logM∗ − (5.89± 0.43 + 0.27± 0.12× t) logψ(10.5, t) = (−0.18 ± 0.02) t+ (2.42± 0.20) 75
“Bluer” w/ high-z obs logψ(M∗, t) = (0.73± 0.02− 0.027± 0.006× t) logM∗ − (5.42± 0.22 + 0.42± 0.07× t) logψ(10.5, t) = (−0.13 ± 0.02) t+ (2.19± 0.20) 75
UV SFRs logψ(M∗, t) = (0.52± 0.04 + 0.090± 0.012× t) logM∗ − (3.00± 0.43 + 1.10± 0.12× t) logψ(10.5, t) = (−0.15 ± 0.02) t+ (2.38± 0.20) 83
UV+IR/IR SFRs logψ(M∗, t) = (0.99± 0.03− 0.047± 0.004× t) logM∗ − (8.05± 0.31 − 0.33± 0.05× t) logψ(10.5, t) = (−0.17 ± 0.02) t+ (2.33± 0.20) 97
Radio SFRs logψ(M∗, t) = (0.75± 0.05− 0.013± 0.007× t) logM∗ − (5.55± 0.53 − 0.03± 0.05× t) logψ(10.5, t) = (−0.15 ± 0.02) t+ (2.25± 0.20) 103
Radio SFRs w/o CR logψ(M∗, t) = (0.78± 0.04− 0.017± 0.005× t) logM∗ − (5.38± 0.41 − 0.03± 0.06× t) logψ(10.5, t) = (−0.21 ± 0.02) t+ (2.81± 0.20) 109
Non-sel Hα logψ(M∗, t) = (0.11± 0.08 + 0.047± 0.034× t) logM∗ + (0.90± 0.82 − 0.68± 0.37× t) logψ(10.5, t) = (−0.19 ± 0.02) t+ (2.07± 0.20) 113
Non-sel SED logψ(M∗, t) = (−0.17± 0.15 + 0.061± 0.017× t) logM∗ + (3.99± 1.62 − 0.79± 0.18× t) logψ(10.5, t) = (−0.15 ± 0.02) t+ (2.20± 0.20) 121
Note. — Our best fits to available MS data taken from Table 7. Col. 1: Subset of data that was fit. Col. 2: Best-fit parametrization of the time evolution of the logψ – logM∗ relation.
Col. 3: Best-fit parametrization of logψ over time at logM∗ = 10.5. Errors on the slope and normalization from Table 7 have bee added in quadrature with 0.2dex and 0.02dex, respectively,
in order to better represent intrinsic uncertainties and MS scatter. Col. 4: Numbers corresponding to the relevant row in Table 7 that the best fits have been drawn from. All of these fits do
not include non-selective data (see § 3.3.2) unless specifically stated otherwise (e.g., the “all” fits does not include non-selective data). To convert these results to a Salpeter (Chabrier) IMF,
just add (subtract) 0.21 (0.03) dex from logM∗ and logψ and propagate changes accordingly.
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TABLE 10
Acronyms and Shorthand Notation
Term Usage
TERMINOLOGY SHORTHAND
Blue Straggles BS
Cosmic Microwave Background CMB
Color-Magnitude Diagram CMD
Elmegreen-Silk (Relation) ES
“Extended” KS (Relation) EKS
Equivalent Width EW
Extinction: B − V E(B –V )
Extinction: IRX-β Eβ
Extinction: SED-fitted ES
Horizontal Branch HB
Initial Mass Function IMF
Interstellar Medium ISM
Kennicutt-Schmidt (Relation) KS
LIR-to-Lbol Ratio IRX
(Ultra) Luminous Infrared Galaxies (U)LIRGs
Lyman-break Galaxies LBGs
“Main Sequence” MS
Main Sequence: Slope α
Main Sequence: Normalization β
Main Sequence Integration MSI
Metallicity Z
Photometric Redshift Photo-z
Polycyclic Aromatic Hydrocarbon PAH
Probability Distribution Function PDF
Radio Spectral Index α
Small Magellanic Cloud SMC
Specific Star Formation Rate sSFR/φ
Spectral Energy Distribution SED
Spectroscopic Redshift Spec-z
Star Formation History SFH
SFH: Constant C(-SFH)
SFH: Delayed-τ DT(-SFH)
SFH: Exponentially Declining D(-SFH)
SFH: Exponentially Declining with Random Bursts DRB(-SFH)
SFH: Exponentially Rising R(-SFH)
SFH: Linearly Rising RL(-SFH)
SFH: Power-law Rising RP(-SFH)
Star Formation Rate SFR/ψ
Star Forming (Galaxy) SF(G)
SFG selection: B − z vs. z −K sBzK
SFG selection: U − v vs. v − J UV J
SFG Selection: NUV− r vs. r − J NUVrJ
Stellar Mass M∗
Stellar Population Synthesis SPS
Thermally Pulsating Asymptotic Giant Branch TP-AGB
SURVEYS ACRONYM
All-Wavelength Extended Groth Strip International Survey AEGIS
Cosmic Evolution Survey COSMOS
Deep Evolutionary Exploratory Probe 2 DEEP2
Great Observatories Origins Deep Survey (North/South) GOODS(-N/S)
GOODS Multiwavelength Southern Infrared Catalog GOODS-MUSIC
Great Observatories All-Sky LIRG Survey GOALS
High Redshift Emission Line Survey HiZELS
NOAO Deep Wife-Field Survey NDWFS
NEWFIRM Medium-Band Survey NMBS
Palomar Observatory Wide Infrared (Survey) POWIR
Prism Multi-Object Survey PRIMUS
SIRTF Wide-Area Infrared Extragalactic Survey SWIRE
Sloan Digital Sky Survey SDSS
Spitzer Large Area Survey with HSC SPLASH
Submillimetre Common-User Bolometer Array SCUBA
Ultra-Deep Survey UDS
UKIRT Infrared Deep Sky Survey UKDISS
Wilkinson Microwave Anisotropy Probe WMAP
Note. — A list of acronyms used throughout the paper. Organized in alphabetical order and separated by terms and surveys.
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