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Dear Colleagues,
2012 was a very important and finally successful year for FAIR and CBM. FAIR received the building permit together
with 526 Million Euros for civil construction from the German Ministry for Education and Research. The construction
site has been cleared, giving an impression on the size and the shape of the future facility (see picture below). GSI has
been restructured in order to focus all activities onto the realization of the SIS-100 accelerator and the FAIR experiments.
In December 2012, the CBM collaboration submitted Technical Design Reports for two major components of the
experiment: the Superconducting Dipole Magnet, and the Silicon Tracking System. The TDRs for the Projectile
Spectator Detector and for the Ring Imaging Cherenkov detectors will be submitted in spring 2013. Many thanks to all
of you who participated in this effort.
Peter Senger
CBM Progress Report 2012 Preface
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Status of the CBM Experiment at FAIR
P. Senger and the CBM Collaboration
GSI, Darmstadt, Germany
The Compressed Baryonic Matter (CBM) experiment is
designed to explore the QCD phase diagram in the region
of high net-baryon densities using novel diagnostic probes.
The layout of the CBM detectors is driven by the exper-
imental requirements concerning reaction rates, radiation
tolerance, particle densities, and selectivity. The experi-
mental setup comprises the following components.
The superconducting dipole magnet
In 2012 the design of the CBM SC dipole magnet was
optimized. The magnet is of H-type with circular super-
conducting coils and with two cryostats (see Fig. 1). It has
a large aperture (gap height 140 cm, gap width 260 cm) in
order to host the Silicon Tracking System. The field inte-
gral is 1 Tm. The Technical Design Report was submitted
to FAIR in December 2012.
Figure 1: The CBM Superconducting Dipole Magnet
The Micro-Vertex Detector
The precise determination of the secondary decay ver-
tices of charmed particles requires a highly-granulated,
fast, radiation-hard, and low-mass detector system. We
will use silicon pixel stations which are based on ultra-thin
Monolithic Active Pixel Sensors (MAPS). Sensors have
been developed which exhibit a high signal-to-noise ra-
tio even after an integrated neutron dose of 1013 neq/cm2.
Prototype detectors comprising sensors, a read-out-system,
a cooling and support structure have been successfully
tested with a 120 GeV pion beam at CERN.
The Silicon Tracking System
The CBM Silicon Tracking System (STS) is based on
double-sided micro-strip sensors with outer dimensions of
6.2 × 2.2 cm2, 6.2 × 4.2 cm2, and 6.2 × 6.2 cm2. The
front side strips are inclined by a stereo angle of 7.5◦.
Short strips in the sensor corners will be interconnected to
a strip in the opposite corner either via a second metalliza-
tion layer or via an additional micro-cable. Both options
are under investigation. Each sensor (2048 strips) is read
out via 16 low-mass micro cables (128 wires each) by 8
free-streaming ASICs (2 channels each). The cables will
be tab-bonded at both ends. Several of these modules con-
sisting of a sensor, the cables and the front-end board car-
rying 8 ASICs will be mounted on a light-weight carbon
ladder. Up to 16 of these ladders will be integrated into a
detector station. The STS consists of 8 stations of increas-
ing size and increasing granularity with increasing distance
from the target (see Fig. 2). The STS will be operated in
a thermal enclosure at about -10◦C. The Technical Design
Report was submitted to FAIR in December 2012.
Figure 2: The CBM Silicon Tracking System
The Ring Imaging Cherenkov detector
The RICH photo-detector exhibits an active area of
2.4 m2 and ∼55000 individual readout channels. In 2012,
two additional options for photo sensors were investigated
as possible alternative to the Hamamatsu H8500 baseline
solution: The Hamamatsu R11265, a smaller 1” square
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tube with enhanced quantum efficiency due to Super-
Bialkali cathode; and a Micro Channel Plate (MCP) sensor
from Photonis, XP85012, which is immune against mag-
netic stray fields. All three sensors were tested in parallel
during a RICH test beam at CERN PS. In the beginning of
2012, the development of a new FPGA-TDC based readout
concept for the RICH was started at the GSI electronic de-
partment. First prototype modules were successfully tested
at CERN together with the previously used n-XYTER read-
out, allowing for a direct comparison of the two different
concepts.
The Muon Detection System
In order to identify soft muons from vector meson de-
cays in a large combinatorial background, CBM will use
an instrumented hadron absorber. The detection system
comprises 6 iron slabs of varying thickness from 20 cm to
100 cm, with detector triplets behind each iron absorber.
The technology of the gaseous muon tracking detectors is
matched to the hit density and rate: behind the first and sec-
ond hadron absorber (particle density up to 500 kHz/cm2)
we will install Gas Electron Multiplier (GEM) detectors.
Prototype GEM detectors with single-mask foils have been
successfully tested with particle beams at CERN. Further
downstream, where the hit density is reduced, straw-tube
detectors will be used. Full size prototype straw-tube de-
tector modules have been built and tested.
The Transition Radiation Detector
The CBM Transition Radiation detector (TRD) has to
provide an electron/pion suppression factor of the or-
der of 100 for momenta above 1 GeV/c at hit rates of
100 kHz/cm2. A pion suppression factor of 100 (corre-
sponding to a pion efficiency of 1 %), together with an elec-
tron efficiency of better than 90 %, can be achieved with
9–10 layers of TRD chambers, resulting in an overall de-
tector area of almost 600 m2. Several prototype detectors
have been developed to fulfil the requirements, such as pro-
totype fast multi-wire chambers with and without drift sec-
Table 1: CBM subsystems, their status, and time of TDR
submission
System Status TDR submission
Magnet design ready December 2012
Micro-Vertex Detector successful prototype tests with beams 2014
Silicon Tracking System design ready, successful prototype tests with beams December 2012
Ring Imaging Cherenkov detector design ready, successful prototype tests with beams spring 2013
Muon Tracking Chambers (MUCH) prototype MUCH successfully tested with beams end of 2013
Transition Radiation Detector (TRD) prototype TRDs successfully tested with beams 2014
Time-of-Flight wall (Multi-gap RPCs) prototype MRPCs successfully tested with beams 2013
Electromagnetic Calorimeter (ECAL) design ready, established technology 2013/2014
Projectile Spectator Detector (PSD) design ready, established technology spring 2013
DAQ/FLES prototype tests with beams 2013 – 2016
tion read-out by the self-triggered SPADIC chip. More-
over, a two-dimension position sensitive prototype TRD
with diagonally split rectangular (i.e., triangular) read-out
pads has been built. All prototype TRDs were successfully
tested at CERN using a mixed beam of electrons and pions.
Timing Multi-gap RPCs
An array of Multi-gap Resistive Plate Chambers
(MRPCs) will be used for hadron identification via TOF
measurements. The TOF wall covers an active area of
about 120 m2 and is located about 6 m downstream of
the target for measurements at SIS-100, and at 10 m at
SIS-300. The required time resolution is of the order
of 80 ps. For 10 MHz minimum bias Au+Au collisions,
the innermost part of the detector has to work at rates
up to 20 kHz/cm2. Prototype MRPCs built with low-
resistivity glass have been tested with a time resolution of
σ = 40 – 60 ps at 20 kHz/cm2. At small deflection angles
the pad size is about 5 cm2, corresponding to an occupancy
of below 5 % for central Au+Au collisions at 25AGeV. In
order to optimize the number of gaps, the pad layout, and
the read-out electronics, several prototype MRPCs have
been tested with particle beams at CERN. At large polar
emission angles, i.e. in most of the active area of the CBM
TOF detector, the hit rate is of the order of 1 kHz/cm2. At
these low rates, a conventional MRPC in multi-strip config-
uration with thin standard float glass can be used. For this
application, a fully differential prototype MRPC has been
built and tested successfully at COSY with a proton beam.
Online event selection
Measurements with high event rates require online event
selection algorithms (and hardware) which reject the back-
ground events (which contain no signal) by a factor of 100
or more. The event selection system will be based on a fast
online event reconstruction running on a high-performance
computer farm equipped with many-core CPUs and graph-
ics cards (GSI GreenIT cube).
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Prototyping the CBMMicro-Vertex Detector
M. Koziel for the CBM-MVD collaboration
Institut fu¨r Kernphysik, Goethe-Universita¨t, Frankfurt, Germany
The need for prototyping and characterizing the CBM
Micro-Vertex Detector (MVD) motivated the construction
of an ultra-low mass, high-precision detector setup incor-
porating several prototype stations. Each station consists
of a ”core module”, that is two 50µm thick MIMOSA-26
CMOS pixel sensors [1] adhesive-bonded to a mechan-
ical support ensuring heat evacuation and wire-bonded
to the dedicated Flex Print Cable. Three mechanical
supports were used: 1 mm thick aluminium with open-
ings and a 200µm thick CVD diamond with and without
(double-sided module) openings (Fig. 1). The openings are
16.5×8.2 mm2 in size and are located in the middle of the
active area of the MIMOSA-26 sensor. Modules with open-
ings ensure stable mechanical support with minimum ma-
terial budget of 0.05%X0 (Si only) at the region of open-
ings. The double-sided unit features a material budget of
0.3%X0 (Si + adhesive + CVD).
Figure 1: CVD diamond support with openings to reduce
the material budget
The detector setup discussed here incorporates four
single-sided reference stations and one double-sided station
in the middle, which is called Device Under Test (DUT)
and serves for both a high-precision standalone tracking
device and a test site for advanced integration concepts,
with the focus on high-performance materials (e.g., CVD
diamond). In addition, the full setup allows for validating
the customized and scalable readout system design together
with dedicated data analysis tools.
Figure 2: The IKF detector setup installed at the CERN-
SPS (EHN1-North Area)
The beam test took place over five days in November
2012 at the CERN-SPS H6 extraction line. The setup is
shown in Fig. 2. It highlighted several aspects as discussed
in the following.
To validate our concepts regarding sensor integration and
read-out, the main focus was put on reproducing the beam
test results achieved with MIMOSA-26 sensors by IPHC
Strasbourg: a detection efficiency above 99.5 % and a spa-
tial resolution of about 3.5µm (σ) were observed for an
average fake hit rate (the average number of fake hits per
pixel per frame) of about 10−5, very well in accordance
with the previously known sensor characteristics.
The precise knowledge of the sensor response to charged
particles, needed to address proper simulations of the CBM
detector, motivated the beam-test runs taken for different
inclination angles (0◦, 30◦, 45◦, 60◦), beam energies (10,
80 and 120 GeV) as well as various DUT heat-sink temper-
atures (-6◦C, +6◦C, +17◦C) and threshold voltages of the
pixel discriminators housed by the chip. This analysis is
ongoing, based on a precise alignment of the single-sided
stations.
Since the double-sided CVD-diamond based prototype
was designed to serve as a precise micro-tracking device,
some test runs with a metal target in front of the DUT were
taken.
The MIMOSA sensors have never been tested at running
conditions imposing a high sensor occupancy. Since such
conditions are expected for the CBM experiment, tests at
high beam intensities were undertaken. The average flux
was expected to be about 10 hits/frame, but because of non-
uniformity of the beam, about 300 hits/frame are expected
for some frames.
Simultaneously to data taking, it was possible to mon-
itor the data quality and stability of the readout system.
A typical frame rate was 8.68 kHz, corresponding to a
data rate of 6 – 25 MB/s for the whole telescope (12 sen-
sors running in parallel). The readout system was observed
to be very stable for different data loads generated by ten
MIMOSA-26 sensors working in parallel. No data loss or
corrupted frames were observed. Moreover, sensors were
synchronized with precision of one signal clock.
In summary, the prototype setup allowed to study vari-
ous aspects of the sensor behavior and proved the mechan-
ical stability and the flexibility of the DAQ system. The
results of the beam test for different detector setups and for
various sensor parameters and running conditions are con-
sidered very promising. The data analysis is in progress
and announces further insights in sensor operation and in-
tegration concepts.
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Mechanical Integration of the CBMMVD Prototype
T. Tischler, S. Amar-Youcef, M. Deveaux, M. Koziel, C. Mu¨ntz, C. Schrader, and J.Stroth
for the CBM-MVD Collaboration
Institut fu¨r Kernphysik, Goethe-Universita¨t, Frankfurt
The need for prototyping and characterizing the CBM-
Micro Vertex Detector (MVD) motivated the construction
of an ultra-low mass, high-precision detector setup com-
prising several stations. This setup aims at validating the
detector concept (Fig. 1) and the selected technologies. The
setup - one double-sided and four single-sided stations -
was successfully tested at CERN SPS in November 2012.
Figure 1: Schematic cross section
Each station contains two (single-sided station) or four
(double-sided station) 50µm thick thinned CMOS sensors
(MIMOSA-26 AHR [1], see Fig. 2 left), read-out by a cus-
tomized data acquisition. The sensors are glued to 200µm
thin CVD diamond carriers [2], which provide both me-
chanical support and efficient heat evacuation. The setup
allows for different relative distances between the five de-
tector stations, for different incident angles of the beam to
the double-sided station, and for temperature cycling in a
range between −20◦C and +20◦C. The double-sided sta-
tion - the ultra-thin, standalone tracking device with a ma-
terial budget of 0.3%X0 - represents the prototype being
closest to the MVD geometry. Its active sensor area cov-
ers 1/4 of that of the final detector. However, the rela-
tive position of the front- and backside sensors focus on
standalone tracking (rather than on maximum acceptance).
The four single-sided stations serve as reference system,
also demonstrating the scalability of the read-out system.
In contrast to the double-sided station, the CVD diamond
carriers of the single-sided stations provide cut-outs in the
major part of the active area of the sensors to achieve
a minimum material budget for the reference system of
0.053%X0 per station.
The integration of the 50 µm thick thinned sensors calls
for dedicated customized pick-up and positioning tools.
The mechanical and thermal connection between the sen-
sors and their carriers is realized with the low-viscosity
glue E501 from Epotency. The thickness of the deposited
glue has been evaluated to be less than 50µm. The elec-
trical connectivity between a dedicated FlexPrint-Cable
(based on copper traces [3]) and the sensors is established
via wire bonding. The wire bonds were encapsulated with
Sylgard 186 - a soft, silicon-based elastomer - to be pro-
tected against mechanical damage while handling.
Figure 2: Curved MIMOSA-26 AHR, 50µm thick (left);
assembled prototype (right)
For the first time, a detector station employing double-
sided mounting of pixel sensors (MAPS) was realized
with 50µm thick thinned sensors glued on both sides of
a 200µm thin CVD diamond carrier as shown in Fig. 2
right. In contrast to the final CBM-MVD, the active area of
the sensors is chosen to be overlapping to allow for micro-
tracking with a fixed distance. The station thus forms a
double-sided, ultra-thin tracking device with a thickness of
only 0.3%X0 (Fig. 3).
The reference stations provide precision tracking with
a minimum material budget of 0.053%X0 per station. A
preliminary analysis of the recorded data shows a spatial
resolution of the double-sided station of < 4µm with a
detection efficiency above 99.8 %.
Figure 3: Material budget of the prototype
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Beamtime results of the MVD prototype DAQ network
B. Milanovic´, B. Neumann, M. Wiebusch, S. Amar-Youcef, M. Koziel, T. Tischler, Q. Li, I. Fro¨hlich,
M. Deveaux, C. Mu¨ntz, and J. Stroth
IKF, Goethe University, Frankfurt, Germany
The CBM Micro Vertex Detector (MVD) is based on
Monolithic Active Pixel Sensors (MAPS). In order to prove
its suitability for upcoming experiments, a MVD prototype,
representing one quarter of the first MVD station, was de-
veloped and tested during a beamtime at the CERN SPS
accelerator in 2012 with high-energetic pion beams of vary-
ing intensity. The prototype (Device Under Test, DUT)
employs four MIMOSA-26 AHR sensors thinned down to
50µm and glued back-to-back on the 200µm thick CVD
diamond support. It therefore features double-sided MAPS
sensors with excellent heat conductivity, material budget
and non-ionizing radiation hardness. The test setup in-
tended to demonstrate tracking capabilities of the MVD.
Therefore the DUT was placed between four reference de-
tector planes (see Fig. 1, left) also containing MIMOSA-26
AHR sensors.
Figure 1: The prototype readout network
The sensors were operated via JTAG implemented on
a central controller board called MVD Acquisition and
Interaction Node (MAIN). The MAIN board is capable of
controlling three independent JTAG chains with up to 6
MIMOSA sensors (tested). In total, 12 sensors were used
in the setup (4 per chain). Specialized front-end electron-
ics (FEEs), designed to sustain large radiation doses, were
used to operate the sensors. The sensors were connected
via short Flexprint Cables (FPCs) to the FEEs, and the
FEEs were all connected with RJ45 cables over patch pan-
els either to the MAIN board or to the Readout Controllers
(ROCs) (see Fig. 1). The ROCs are responsible for the ac-
tual acquisition of data. Each ROC can process 4 sensors
in parallel. The sensor data were checked online for errors,
and a status report containing all the error bits was written
with the data. For the implementation of the MAIN board
and the ROCs, a TRBv2 board [1] with a general-purpose
addon was used. The data were encoded using TrbNet [1]
as network protocol and transmitted via optical links.
One single MIMOSA-26 AHR chip can produce up to
20 MB/s data at full occupancy. It can theoretically detect
up to 342 particles per event at an event rate of 8,68 kHz
and under the asumption that each hit activates an area
of 3 × 3 pixels. However, the data rate throughout the
beamtime was very low. Even after achieving maximum
beam intensity of 33 kHz, the entire setup featuring 10 ac-
tive sensors produced 25,1 MB/s on average, half of which
was noise. The peak sensor occupancy was 75 particles
per event. After manually putting four sensors into satu-
ration mode, a peak readout rate of 98 – 99 MB/s could
be achieved. Under overload, the network synchronizes
all frames by stopping the data buffers. New data are dis-
carded until all buffers can take another event. Then, the
data acquisition continues in a synchronous manner with-
out errors. All sensors are synchronized within 10 ns be-
cause of a common clock and a simultaneous start signal
provided by the MAIN board.
All power supplies, FPGAs and sensors were controlled
and monitored actively (Fig. 2). An automated PERL script
acquired data from 244 TrbNet registers and stored them in
a local ASCII file for error analysis. Throughout the beam-
time, no errors were observed. Merely two FEE boards
had to be replaced because of mechanical damage. The
presented network is highly scalable, meaning that more
ROCs and Hubs can read out more sensors. In future, a
new ROC based on TRBv3 will be implemented in order
to support CBMNET and higher readout rates for the final
MVD.
Figure 2: Beamtime DAQ monitoring tools
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Online data processing with the CBM-MVD prototype
Q. Li, S. Amar-Youcef, M. Deveaux, C. Mu¨ntz, and J. Stroth for the CBM-MVD Collaboration
Institut fu¨r Kernphysik, Goethe-Universita¨t, Frankfurt, Germany
The CBM Micro Vertex Detector (MVD) will have to
handle high data rates and occupancies, which calls for ef-
ficient data processing. We study the option to comple-
ment the on-chip zero suppression of the CMOS sensors
by an online cluster finding and classification. The aim is
to exploit the computing resources of the FPGAs control-
ling the sensors without increasing the network bandwidth
needed for the consecutive data transport.
Figure 1: Clusters encoded in states
Our study relies on the MIMOSA-26AHR (M26) CMOS
sensors [1] known from the MVD prototype. These sensors
host digital circuits for data sparsification, which group up
to four consecutive fired pixels in a line into a so-called
state. This shape information is encoded together with the
column number of the first pixel into a 16-bit word. Sep-
arate data words are needed to indicate the line number of
the group. Figure 1 shows an example of four hit clusters
comprising seven states (S1-S7) and four states for line in-
formation (not shown). In this example, 11 words of 16 bit
are required to encode four clusters. In general, the precise
number of states depends on the detector occupancy and
the cluster shape.
Our strategy for data pre-processing is to perform a
FPGA-based cluster finding and to fit each of the resulting
clusters into a single 32-bit word. As 22 bits are needed for
position information, 10 bits remain for encoding the clus-
ter shape. This space is insufficient to encode the pixels
bitwise. Therefore, it was considered to attribute a unique
shape code to a given cluster shape. Provided the total num-
ber of different cluster shapes found in the MVD data re-
mains below 1024, this concept allows for a lossless encod-
ing of the experimental data.
To test this approach, the cluster finder was implemented
in C++ and tested with data from CBMRoot simulations
and with experimental data obtained from the beam test
of the MVD prototype in November 2012 at the CERN-
SPS. The six stations of the prototype allowed for a pre-
cise tracking of the traversing high energy pions and hence,
for selecting high-purity tracks and clusters. Data on the
shape of the clusters were recorded for various sensor tem-
peratures, inclination angles, and discriminator thresholds.
Figure 2 presents preliminary results on the dependence of
the mean number of fired pixels per cluster on the inclina-
tion angle for three different applied discriminator thresh-
olds. In general, the number of pixels in a cluster is smaller
than known from earlier studies (see for example [2]). This
is due to the more efficient charge collection mechanism
found in the partially depleted active volume of the novel
sensor [3]. Figure 3 shows the cluster shape distributions
and the eight most frequent cluster shapes. Only substan-
tially less than 0.01 % of all measured clusters (the ones
with ShapeCode=0) could not be encoded with the shape
code algorithm proposed.
Figure 2: Mean cluster size
Figure 3: Cluster shape distribution
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Radiation tolerance of a CMOS Monolithic Active Pixel Sensor produced in a
0.18 µm CMOS process
D. Doering1, J. Baudot2, M. Deveaux1, M. Goffe2, S. Senyukov2, J. Stroth1, and M. Winter2
1Institut fu¨r Kernphysik, Goethe University, Frankfurt, Germany; 2IPHC Strasbourg, France
So far, CMOS active pixel sensors (MAPS) matched the
requirements of CBM in terms of spatial resolution and ma-
terial budget. During several years, their radiation toler-
ance has been adapted to the needs of this experiment. In
2012, the radiation tolerance of a sensor, produced in an
0.18 µm CMOS process was tested. It could be demon-
strated that this sensor provides the radiation tolerance re-
quired for CBM at SIS-100.
In a first step, the tolerance of MAPS to non-ionizing ra-
diation was improved by more than one order of magnitude.
This was reached by partially depleting the active volume
of the sensors [1, 2]. Still, the tolerance of the sensors to
ionizing radiation remained to be improved. This was done
by migrating a simple imager sensor from the established
0.35 µm process to an 0.18 µm process. It was hoped that
this would allow for exploiting the known higher intrinsic
radiation tolerance of deep sub-micron CMOS processes.
Besides providing benefits in terms of radiation tolerance,
the 0.18 µm process comes with additional features which
are expected to allow for a better time resolution of the de-
vice.
To explore the new technology, three different proto-
types named MIMOSA-32 (V1-3) were designed by the
PICSEL group of the IPHC and tested in the laboratory
and at the CERN-SPS. Each flavor of MIMOSA-32 is com-
posed of arrays of 32 different pixels with various param-
eters, which were put to study selected pixel parameters in
a systematic way. To perform radiation tolerance studies,
some of the sensors were irradiated with combined non-
ionizing and ionizing doses of 1013 neq/cm2 and 1 Mrad.
Those radiation doses match the design requirements of
CBM running at SIS-100.
After being irradiated, the sensors were tested by the
PICSEL group at the CERN-SPS. Some results for the par-
ticularly unfavorable running conditions of T > +15 ◦C
and for relatively high pixel pitches of 20 × 40 µm2 are
shown in Fig. 1. The non-irradiated sensor shows an ex-
cellent detection efficiency of& (99.78± 0.08)% indepen-
dent of the operation temperature. The irradiated sensor
keeps a very good detection efficiency of (98± 0.3)% at
even T = +30 ◦C. When operating the sensors with
a slight cooling at T = +15 ◦C, this detection efficiency
raises to & (99.5± 0.3)%.
This work was complemented at IKF with studies ex-
ploring the properties of the sensor at higher ionizing doses
of up to 10 Mrad. The gain shrinks slightly about 5% after
3 Mrad, while the noise of the sensor remains mostly con-
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Figure 1: Detection efficiency of elongated pixels at a
coolant temperature of T = +15 ◦C and T = +30 ◦C be-
fore and after irradiation (1 Mrad + 1013 neq/cm2).
stant. After a dose of 10 Mrad, the gain of the sensor is re-
duced by a factor of two and the noise raises by about 40%,
which is not yet fully understood. The signal-to-noise ratio
of this sensor was measured with a Sr-90 source and found
to remain above 30 (Most Probable Value). This appears
sufficient for obtaining a satisfactory detection efficiency
for minimum ionizing particles.
We conclude that MAPS manufactured in a 0.18 µm
CMOS process combined with a high-resistivity epitaxial
layer provide the radiation tolerance required by the micro-
vertex-detector of CBM at SIS-100. Moreover, there are
first evidences that the technology might also match the
higher needs of CBM at SIS-300. While this conclusion
appears robust for simple imagers, it remains to be con-
firmed for the more complex sensors with integrated data
processing circuits.
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Full-size silicon microstrip sensors for the CBM Silicon Tracking System
J.M. Heuser1, C. J. Schmidt1, J. Eschke1, S. Chatterji1, W. Niebur1, W. F. J. Mu¨ller1, P. Senger1,
C. Sturm1, C. Simons1, D. Soyk1, T. Balog1,2, A. Lymanets3,4, I. Sorokin5,4, M. Singla5, P. Ghosh5,
Y. Murin6, M. Merkin7, V.M. Borshchov8, M. Protsenko8, and I. Tymchuk8
1GSI, Darmstadt, Germany; 2Comenius University, Bratislava, Slovakia; 3Eberhard Karls University, Tu¨bingen,
Germany; 4Kiev Institute for Nuclear Research, Kiev, Ukraine; 5Goethe University, Frankfurt, Germany;
6JINR, Dubna, Russia; 7Moscow State University, Moscow, Russia; 8SE SRTIIE, Kharkov, Ukraine
The layout of the CBM Silicon Tracking System fore-
sees the application of double-sided microstrip sensors in
three sizes. All sensors have the same width of 6.2 cm,
matching the width of the detector ladders that build up
the tracking stations, and are segmented into 1024 strips of
58 µm pitch. The sensor heights, essentially correspond-
ing to the strip lengths, are 6.2, 4.2 and 2.2 cm, depending
on the position of the sensors within the tracking stations.
Sensors close to the beam line, which are exposed to the
highest track densities, have the shortest strip length. To-
wards the periphery of the STS, sensors with longer strips,
even daisy-chained sensors can be used still yielding small
enough particle hit occupancies for efficient pattern recog-
nition. A first series of silicon microstrip sensors in all three
sizes was designed in 2012. Their profiles are shown in
Fig. 1. The projects, conducted in close cooperation of GSI
(CBM05, CBM05H4) and JINR (CBM05H2s) complement
the previous prototyping activities [1] in terms of design
optimization towards the emerging silicon detector module
structure, and high production yield. They will yield tested
pre-series prototypes in 2013.
CBM05, CiS
6.2 cm by 6.2 cm
double-sided
CBM05H4, Hamamatsu
6.2 cm by 4.2 cm
double-sided
CBM05H2s, Hamamatsu
6.2 cm by 2.2 cm
single-sided
Figure 1: Prototype microstrip sensors, CBM05 family
The largest of the three sensors (CBM05) is currently in
production at CiS [1]. It is a p-in-n type double-sided sen-
sor of 300 µm thickness with a 7.5◦ stereo angle between
front and back side strips. Strips of the corner regions of
the stereo side are interconnected through lines on a sec-
ond metal layer so that their full read-out can be achieved
from one edge. The complex sensor structure was opti-
mized based on the good results with a similar single-sided
technology sensor CBM03’ built in 2012.
The mid-size sensor (CBM05H4) is being realized in
parallel with Hamamatsu Photonics. Since 2011, Hama-
matsu offers again the fabrication of double-sided sensors.
With CBM05H4 we realize a double-sided sensor with
double-metal interconnecting lines in the complementing
dimensions 6.2 cm by 4.2 cm. The layout of the sensor is
essentially identical to the CBM05 layout, including a dou-
ble metal layer on the p-side.
The small prototype sensor (CBM05H2s) is also devel-
oped in cooperation with Hamamatsu. The objective is to
realize a sensor with minimum complexity to study an al-
ternative for the double-metal interconnection layer. Its
layout has no second metal layer but pads for the attach-
ment of a separate microcable fulfilling the same function
as the lines otherwise integrated into the sensor. The micro-
cable is designed and produced at SE SRTIIE. A mock-up
of the sensor fitted with its on-chip cable is shown in Fig. 2.
The final sensor will be also produced as a double-sided
structure.
Figure 2: Microcable replacing the second metal layer
mounted on a mockup of sensor CBM05H2s
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Development of on-sensor micro-cable technology for the CBM Silicon
Tracking System
V. M. Borshchov1, Yu. A. Murin2, M. A. Protsenko1, I. T. Tymchuk1, R. A. Kushniruk1, and
V. A. Vassendina2
11SE SRTIIE, Kharkov, Ukraine; 2JINR, Dubna, Russia
The CBM STS comprises double-sided microstrip sen-
sors with a strip orientation of 7.5◦ and 0◦ on the front and
back sides of the sensors, respectively. On the side with
inclined strips there are “short” strips in the corners of the
sensor which have to be connected to the corresponding
strips at the opposite edge. The number of “short” strip
pairs to be shortcut depends on the sensor length: 41 pairs
for the 22 mm long sensor, 87 pairs for 42 mm and 131 for
62 mm.
An approach for the interstrip interconnection via thin
aluminium-polyimide microcables is being developed at
SE SRTIIE in cooperation with JINR, introducing compos-
ite double-sided sensors as prototypes for the final CBM
STS sensors. The composite sensors used so far are built
from two single-sided sensors with STS-like strip topol-
ogy, glued to each other back-to-back. For mounting the
interstrip cable, additional contact pads connected to the
short strips are provided on the sensor with inclined strips.
The interstrip cables are made of the aluminium-polyimide
FDI-A-24 foiled dielectric similar to [1, 2].
The composite double-sided sensor schematically shown
in Fig. 1 comprises of five structural elements: (1) a single-
sided sensor with vertical strips (300µm silicon); (2) a
single-sided sensor with 7.5◦ inclined strips (300µm sili-
con); (3) back contact for sensor 1 (aluminium foil, 30µm);
(4) back contact for sensor 2 aluminium foil, 30µm), and,
finally, (5) the interstrip cable for sensor 2 (FDI-A-24).
Figure 1: Configuration of a composite double-sided sen-
sor and its assembly steps (see text)
The following sequence was developed for the assembly
of the composite sensors. First, the back contact to sensor
1 was bonded, followed by ultrasonic bonding of the in-
terstrip cable to sensor 2 with bond protection carried out
afterwards. Next, bonding of the back contact to sensor 2
was done. The last step was gluing sensors 1 and 2 back-
to-back by a conductive glue.
 
 
 
 
 
 
 
A
B
C
D
Figure 2: Evolution of the assembly of a composite sensor.
A: sensor 1 with the bonded back contact; B: sensor 2 with
the bonded interstrip cable; C: sensor 2 with the bonded
back contact; D: a mock-up of the assembled double-sided
sensor.
To check the practical realization of this approach, three
mock-ups of the composite double-sided sensors of dimen-
sions 22 × 62 mm2, 42 × 62 mm2 and 62 × 62 mm2
were manufactured. Figure 2 shows the assembly steps
for the 22 mm long mock-up. The obtained technologi-
cal expertise will be used in the future manufacturing of
double-sided sensors with interstrip cable connectivity for
the CBM-MPD STS Consortium.
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Design options for radiation tolerant microstrip sensors for the CBM Silicon
Tracking System
S. Chatterji1, M. Singla2, W. F. J. Mu¨ller1, and J. M. Heuser1
1GSI, Darmstadt, Germany; 2Goethe University, Frankfurt, Germany
The maximal neutron fluence for the CBM STS is
1014 neqcm−2, after which a replacement of sensors is fore-
seen. The main impact of radiation damage is the loss in
the charge collection efficiency (CCE) limited by the break-
down voltage Vbd. In addition, we aim to minimize the
capacitive noise, the dominant contributor to which comes
from the interstrip capacitanceCint. To summarize, we aim
to develop microstrip detectors having low Cint, high Vbd
and maximum CCE.
Table 1 shows the expected neutron fluence for the first
five years of CBM operation. In this table, the initial resis-
tivity of silicon was taken to be 5.33 KΩcm; the lifetimes
of electrons τe and holes τh were calculated using Kram-
berger’s model [1] assuming an operating temperature of
-100C. One can observe a deterioration of carrier life time
with fluence, which will have an impact on the CCE, es-
pecially on the p-side since this side collects less mobile
holes.
Table 1: Fluence profile of neutrons for the CBM STS
Year Fluence Neff τe τh Vfd
[neq cm−2] [cm−3] [ns] [ns] [V]
1 2×1013 2.8×1011 1140 1050 28
2 4×1013 -1.54×1011 570 527 20
3 6×1013 -5.35×1011 380 351 44
4 8×1013 -8.84×1011 285 263 75
5 1×1014 -12.1×1011 228 211 100
In order to investigate the life time of sensors, it is imper-
ative to extract the CCE as a function of fluence, for which
one has to understand the strip isolation in particular on the
ohmic side. Hence various isolation techniques have been
explored both through prototyping as also through simu-
lations, for example P-stop, P-Spray, Modulated P-spray
(conventional isolation techniques) and also a new isolation
technique, the Schottky barrier. The latter can be defined
either through metal work function value or through barrier
height, which in turn depends on the substrate type and the
metal used for the Schottky contact. For Aluminum, the
barrier height is 0.72 eV for n-type silicon while for p-type
silicon, the barrier height is 0.58 eV [2]. A comparison of
the conventional isolation techniques with Schottky barrier
in terms of Vbd, Cint and CCE is shown in Table 2. One
can infer that the Schottky barrier is the best choice in terms
of Vbd and Cint. However in terms of CCE, the Schottky
barrier gives the worst performance especially after type
inversion. Therefore, Schottky barrier has not been opted
as a suitable isolation technique.
Besides P-stop and P-spray, another isolation technique,
the modulated P-spray, has also been explored, and an op-
timization of modulated P-spray has been performed. It
was found that using a moderate P-stop width of around
15 µm and very low P-spray concentration of around
1×1015 neqcm−3 gives the best performance in terms of
Vbd and Cint; this is referred to as Optimized Modulated
P-spray in Table 3. Finally, a comparison of P-stop, P-
spray and Optimized Modulated P-spray after one year of
operation and for the maximum fluence expected at the
end of five years of CBM operation is shown in Table 3.
One can notice from this table that using Optimized Mod-
ulated P-spray, Vbd is increased by around 60% and Cint
is reduced by 25% while maintaining the same CCE as
with conventional isolation techniques. In Tables 2 and 3,
Vbd, Cint and CCE are simulated values confirmed with
measurements. We conclude that Optimized Modulated P-
spray is the best choice for isolation technique in terms of
Vbd, Cint and CCE.
Table 2: Comparison of conventional isolation techniques
with Schottky barrier
Isolation Fluence Vbd Cint CCE
Technique [neq cm−2] [V] [pF cm−1] [%]
P-stop
3.93×1012 1010 2.1 91.25
20.60×1012 890 2.29 86.25
P-spray
3.93×1012 524 2.6 93
20.60×1012 450 2.7 86.25
Schottky 3.93×1012 1450 2.05 79
Barrier 20.60×1012 1350 1.80 77.5
Table 3: Comparison between p-stop, p-spray and opti-
mized modulated p-spray at low and high fluence
Isolation Fluence Vbd Cint CCE
Technique [neq cm−2] [V] [pF cm−1] [%]
P-stop
2×1013 980 2.02 93.15
1×1014 720 2.03 88.87
P-spray
2×1013 513 2.56 93.17
1×1014 495 2.44 89
Opt. Mod. 2×1013 1600 1.58 93.22
P-spray 1×1014 1150 1.60 89
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Quality assurance tests of silicon microstrip sensors for the Silicon Tracking
System in the CBM experiment at FAIR
P. Larionov and P. Ghosh
Goethe-Universita¨t, Frankfurt am Main, Germany
The Compressed Baryonic Matter (CBM) experiment
aims to explore the QCD phase diagram in the region
of high net-baryonic densities and moderate temperatures.
The core of the CBM experimental setup – the Silicon
Tracking System – will consist of 8 stations based on
double-sided silicon strip sensors and self-triggered read-
out. It will have to cope with large track densities and event
rates up to 107 s−1, will have to enable high momentum
resolution and detection efficiency as well as stand radia-
tion doses of up to 1014 neq/cm2.
A large amount of sensors (about 1400) will be required
to construct the STS. For the proper operation of the sys-
tem, each sensor requires a number of procedures to ensure
proper production and to verify the full accordance to the
technical specifications. Local laboratory tests are as im-
portant as verification of the technical specifications pro-
vided by the manufacturer. These tests will ensure that the
sensors will be suitable for the STS detector and will satisfy
its requirements. Both these two procedures define Quality
Assurance for the Silicon Tracking System, which includes
visual inspection, bulk and interstrip parameters measure-
ments, sensor efficiency and total signal-to-noise ratio tests,
measurements of irradiated sensors, low temperature per-
formance and current stability tests. In the following, we
report on QA tests of STS prototype sensors with 256 strips
per side, 300 µm thickness and 58 µm strip pitch [1].
Bulk measurements – current-voltage (I-V) and
capacitance-voltage (C-V) characteristics (see Fig. 1) –
can serve as basic acceptance criteria. These measurements
are a good instrument to assess the quality of the sensor,
to verify the manufacturer data and to make sure there has
been no damage during sensor manufacturing or handling.
Figure 1: Bulk measurements. Left: current-voltage; right:
capacitance-voltage.
In addition, some passive electrical characteristics were
measured for different strips of the sensor. These mea-
surements aim to investigate the charge collection and the
equivalent noise charge of the sensor. The value of cou-
pling capacitance (Fig. 2) allows to judge about the trans-
mission of the signal. The ratio of coupling and interstrip
capacitances affects the value of the signal transmitted to
the read-out electronics. For these measurements, the wafer
prober Su¨ss-PA300 was adapted in the clean room with
temperature and humidity control.
Figure 2: Coupling capacitance measurements. Left: p-
side of the sensor; right: n-side of the sensor.
Figure 3 indicates the variation of current-voltage curves
for sensors that were irradiated with different fluences. As
a part of QA, these measurements were carried out to in-
vestigate the sensor’s behavior and perfomance after irra-
diation.
Future QA activities for the STS include long-term sta-
bility tests, low temperature performance measurements
and optimization of the measurement procedures via Lab-
View software.
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Figure 3: Current-voltage curves for irradiated sensors
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Characterization of double sided silicon micro-strip sensors with a pulsed
infra-red laser system for the CBM experiment
P. Ghosh1,2 and J. Eschke2,3
1Goethe-Universita¨t, Frankfurt am Main, Germany; 2GSI Darmstadt, Germany; 3FAIR GmbH, Darmstadt, Germany
The Silicon Tracking System (STS) of the Compressed
Baryonic Matter (CBM) experiment at FAIR is composed
of 1292 double-sided silicon micro-strip sensors. For the
development and the quality assurance of produced sensors
a laser test system has been built up. The main aim of the
sensor scans with the pulsed infra-red laser system is to
determine the charge sharing between strips and to measure
the uniformity of the sensor response over the whole active
area. The prototype sensors CBM02 tested so far with the
laser system have 256 strips with a pitch of 50 µm on each
side [1]. They are read out by the self-triggering n-XYTER
prototype read-out electronics.
Figure 1: Schematic representation of the laser setup
The laser system is intended to measure the sensor re-
sponse in an automatized procedure at several thousand po-
sitions across the sensor with focused infra-red laser light
(σspotsize ≈ 15 µm). The duration (∼5 ns) and power (few
mW) of the laser pulses are selected such that the absorp-
tion of the laser light in the 300 µm thick silicon sensors
produces about 24k electrons, which is similar to the charge
created by minimum ionizing particles (MIP) there.
Figure 2: Dependence of number of fired strips on the dis-
tance to focuser from the sensor surface
The wavelength of the laser was chosen to be 1060 nm
because the absorption depth of infra-red light with this
wavelength is of the order of the thickness of the silicon
sensors [2]. Figure 1 shows the measurement setup in
a schematic view. The laser light is transmitted through
a 6 µm (inner diameter) thick optical fibre to a two-lens
focusing system, which focuses the light to a spot size
of about 15 µm diameter; the working distance is about
10 mm. Figure 2 shows the number of fired strips as a func-
tion of the distance of the laser to the sensor surface. The
best focusing was obtained at position 7 w.r.t the reference
level.
Figure 3: Distribution of hits per strips on the n-side
Figure 4: ADC amplitude distribution (n-side)
We have illuminated a prototype sensor with a focused
pulsed laser and could achieve a spot size of a little more
than one strip (fig. 3). The preliminary results demonstrate
that we are successful in inducing charge similar to 1 MIP
(24k electrons). Figure 4 shows that the number of single-
strip clusters is about an order of magnitude higher than
that of two-strip clusters. The next step of our work will
be to investigate the charge sharing function between the
strips.
References
[1] J. M. Heuser et al., CBM Progress Report 2011, p.17
[2] P. O’Connor et al., Proc. SPIE 6276 (2006) 62761W, p. 2
Silicon Tracking System CBM Progress Report 2012
12
Signal transmission in low-mass readout cables for the CBM Silicon Tracking
System
M. Singla1,2, S. Chatterji2, W. F. J. Mu¨ller2, V. Kleipa2, and J. M. Heuser2
1Goethe University, Frankfurt am Main, Germany; 2GSI, Darmstadt, Germany
In the Silicon Tracking System of the CBM experiment,
readout cables will bridge the distance between the mi-
crostrip sensors and the electronics placed at the periph-
ery of the tracking stations. Since the length of the cables
can reach up to 50 cm for the inner modules, it is very im-
portant to extract the expected transmission losses in the
cables as these will be reflected in the signal-to-noise ra-
tio. Mixed-mode simulations have been done to assess the
transmission loss in the cables. The mixed-mode capabil-
ity of the Sentaurus Device (a sub-package of SYNOP-
SYS [1]) allows the simulation of a circuit that combines
any number of Sentaurus devices of arbitrary dimensional-
ity (1D, 2D, or 3D) with other devices based on compact
models (SPICE).
Figure 1: Dependence of transmission losses on input pulse
period using mixed-mode simulations. Upper panel: in-
put pulse period 100 ns; lower panel: input pulse period
3.13 ns.
To study the impact of input pulse frequency, square
pulses are injected through the sensor, and the output pulse
is seen at the end of the cable. Figure 1 shows the impact
of input pulse frequency on the output pulse. For higher
frequencies, the signal amplitude decreases and the pulse
broadens at the input of the front end electronics, which
may lead to charge loss depending on the RC time constant
of the read-out chip shaper. The decrease in signal ampli-
tude may enforce a lower threshold, which could result in
more noise again depending on the RC time constant of the
integrator. Secondly, the pulse broadening may lead to the
charge loss if we use fast electronics, i.e. a short shaping
time of the preamplifier.
For higher frequencies, a pile-up effect can be observed,
when the second pulse arrives relatively early and rides on
the falling tail of the first pulse. Also a baseline shift can be
observed for higher frequency pulse output. For example,
in the lower panel of Fig. 1 the baseline shift is around 18%
of the input pulse amplitude (0.6×10−7). In our calcula-
tions, baseline corrections have been taken into account.
For validation of the transmission (dB) loss determined
using mixed-mode simulations, the dB loss in a CBM pro-
totype cable with aluminum traces has been measured us-
ing a Vector Network Analyser [2]. Figure 2 (left) shows
the comparison of measured values with simulations up to
240 MHz. The simulated data match with measurements
withing 5% error thus validating the simulation approach.
In the simulations, continuous attenuation with frequency
can be seen since the readout cable acts as a low-pass filter.
Figure 2 (right) shows the dependence of the transmission
loss on the length of the cables. Again, simulations and
measurements match well. A mathematical model for the
dependence of transmission loss on the length of cables has
been extracted.
The transmission losses increase with pulse frequency
and with the length of the cable. For the frequency range
of interest for the present prototype front-end chip in the
fast shaper mode (25 MHz), the transmission is expected
to be around 85% for a 30 cm long cable.
Figure 2: (left) Comparison of measured transmission coef-
ficient with simulations for a CBM prototype readout cable
of length 30 cm; (right) dependence of transmission loss on
the length of cables.
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Transconductance calibration of n-XYTER 1.0
I. Sorokin1,2, T. Balog3,4, V. Krylov5, and C. J. Schmidt4
1Goethe University, Frankfurt a. M., Germany; 2KINR, Kiev, Ukraine; 3Comenius University, Bratislava, Slovakia;
4GSI, Darmstadt, Germany; 5Kyiv University, Ukraine
Since long, the n-XYTER 1.0 [1] has been used as a pro-
totype readout chip for the Silicon Tracking System (STS),
the muon and Cherenkov detectors of the CBM experiment.
The transconductance calibration of the n-XYTER was al-
ready reported [2]. However, it was done with only one
channel of one chip, only at one polarity and without ther-
mal stabilization of the chip. An inconsistency between
this calibration and results of measurements with various
microstrip detectors done by the CBM-STS group [3] ne-
cessitated to repeat the calibration thoroughly.
The n-XYTERs were operated on the front-end boards
rev. D, with thermal stabilization and in conjunction with a
12-bit ADC (AD9228, dynamic range –1...1 V). To gener-
ate reference charge pulses, voltage steps were applied to
the n-XYTER input over a capacitor. The injected charge
in this case is C · ∆V . The voltage steps were generated
with an ordinary laboratory pulser and attenuated down to
the millivolt level with passive attenuators. In order to
minimize the systematic error, the actual attenuation fac-
tors were measured with high precision, and also their in-
dependence of the frequency was checked. The capac-
itance (including parasitics) was also measured precisely
(1.051±0.001 pF). As a cross-check, the calibration of one
channel was repeated with a capacitor of a different type
and value, and a good agreement was observed. Finally,
the independence of the n-XYTER response of the width
of the injected pulse was checked (as expected, observed
roughly up to 50 ns).
The calibration was done on 3 chips and 42 channels at
negative polarity and 10 channels at positive. Within the
same polarity the data from all channels were combined
and fitted with a 4th order polynomial (Fig. 1). The results
are1:
Q− = 0.2025 + 2.053 · 10−2 ·A− 6.733 · 10−6 ·A2+
+1.324 · 10−8 ·A3 − 3.566 · 10−12 ·A4
Q+ = 0.3966 + 1.921 · 10−2 ·A+ 2.603 · 10−6 ·A2−
−1.062 · 10−8 ·A3 + 1.227 · 10−11 ·A4
whereQ± is the input charge in fC, and A is the n-XYTER
output amplitude in ADC LSB (least significant bit).
A straight-line fit in the linear range (0–700 LSB) yields
Q− = 0.07757+0.02051 ·A = 0.07757+1.002 ·10−2 ·U
Q+ = 0.3718 + 0.01960 ·A = 0.3718 + 9.573 · 10−3 · U
1Parameter values were not rounded because their uncertainties were
not calculated. Instead the total uncertainty will be specified below.
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Figure 1: n-XYTER calibration at negative polarity
Here, U is the n-XYTER output amplitude in mV.
The dominant contribution to the calibration uncertainty
comes from the fact that a single calibration curve is ap-
plied to all channels, even though they have slightly differ-
ent gains. This uncertainty was parametrized with a 2nd
order polynomial w.r.t. the amplitude and estimated by re-
quiring that it compares to the dispersion of the data. Be-
cause of the small number of data points at positive polar-
ity, the uncertainty was assumed to be the same for both
polarities (∆Q in fC, A in ADC LSB):
∆Q = 0.1− 4 · 10−4 ·A+ 1.4 · 10−6 ·A2
As a cross-check against possible systematic errors, a
planar silicon detector was connected to one n-XYTER
channel, and the amplitude corresponding to the 59.6 keV
line of 241Am was measured (114 ADC LSB). According
to the calibration of the same channel, the amplitude cor-
responds to a charge of 2.57 fC, which is in a very good
agreement with the expected value of 2.64 fC (2.7 % dif-
ference).
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n-XYTER 2.0 operative and tested
D. Dementyev3, V. Krylof 2, S. Lo¨chner1, C. J. Schmidt1, and I. Sorokin1,4
1GSI, Darmstadt, Germany; 2Kyiv University, Kiev, Ukraine; 3JINR, Dubna, Russia; 4KINR, Kiev, Ukraine
n-XYTER is a self-triggered multi-channel charge sen-
sitive detector readout chip, originally developed for the
signal readout of thermal neutron detectors [1] and simi-
lar to FSSR2 [2]. It is being employed in many detector
prototyping activities for the FAIR experiments and oth-
ers [3, 4], as it is the only front-end chip available which
realizes a self-triggered architecture, is applicable for both
polarity signals and finally has sufficiently high gain for the
detection of MIP size signals in Silicon.
The first prototype version 1.0 has been extensively
tested and turned out to show a severe temperature coef-
ficient in the DC-signal levels of about 4%/K, which made
its employment very tedious and difficult, as the slightest
temperature variations resulted in enormous pedestal drifts.
With the aim to repair the temperature coefficient, the
chip underwent a redesign, which primarily focussed upon
the supply of several biasing potentials from outside the
chip, the correction of various layout deficiencies and fi-
nally the introduction of a switch that would change the
gain by about a factor of 4 and thus extend the dynamic
range by the same factor.
The submission of n-XYTER 2.0 was realized as an en-
gineering run, which served to supply a sufficient number
of dies for the use in FAIR detector prototyping activities
as well as thermal neutron detector developments targeted
at the Physikalisches Institut Heidelberg. The design was
submitted in the AMS 0.35 µm process; twelve wafers
were produced in total. For risk mitigation purposes, one
out of four locations on the reticle was filled with the orig-
inal design of n-XYTER 1.0, the other three locations real-
ized n-XYTER 2.0.
The chip was taken into operation on a PCB previously
employed for n-XYTER 1.0 through the use of a little
fudge board, which carried the four adjustable external bias
sources that need to be supplied with this version of the
chip. The strategy for setting these biases turned out com-
paratively simple: the bias for the pre-amp is to be set such
that the DC output of the pre-amp is identical to the input
potential. Further, the three DC-bias voltages for the fast
shaper circuit as well as the two successive slow shaper cir-
cuits can easily be set with the target of setting the output
DC levels to adequate values.
The temperature coefficient was measured for every
channel on a chip and found at a level of 0.12 mV/K or
∼ 2 · 10−4/K, an improvement by a factor of 200 as com-
pared to n-XYTER 1.0.
Then the internal charge injection circuit was tested and
calibrated for two individual chips by comparison to the
response of a very well calibrated external charge injection
circuit. Variations were found on the level of ±5%, which
may be attributed to variations of the effective input cou-
pling capacitance of the internal test circuits.
Likewise the gain of every channel was individually de-
termined. Fig. 2 shows the histograms of the channel gain
of one chip for positive and negative signal polarities.
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Figure 1: Calibration of the test pulse circuit, using a highly
accurate external injection circuit (right) and comparing the
signal response to the signals generated by the internal cir-
cuit (left)
Figure 2: Histograms of measured gain for positive (right)
and negative (left) input signals
The newly introduced feature, the switchable dynamic
range through switchable gain, did result disappointing.
Gain may indeed be changed by about a factor of 2.5. The
dynamic range however resulted to remain the same, as the
analogue output operating window is in effect reduced by
the same factor. In conclusion, this feature may only be
realized with much more sophisticated changes in the cir-
cuitry, which for this submission was omitted to minimize
risk of failure.
In conclusion, n-XYTER 2.0 is functional. The temper-
ature coefficient has been abolished. By now, the full set
of tools for an automated serial test has been set up and
may now be employed for a wafer-scale test campaign to
characterize this batch of chips.
References
[1] A. Brogna et al., Nucl. Instrum. Methods A 568 (2006) 301
[2] V. Re et al., IEEE Nucl. Sci. Symp. N16-1 (2005) 896
[3] J. Heuser et al., CBM Progress Report 2008, p. 11
[4] J. Heuser et al., CBM Progress Report 2009, p. 8
CBM Progress Report 2012 Silicon Tracking System
15
Optimization of the technology of mounting n-XYTER ASICs on FEBs with
the use of flexible micro-cables to improve heat dissipation
V. M. Borshchov1, M. A. Protsenko1, D. V. Dementyev2, Yu. A. Murin2, I. T. Tymchuk1,
Y. Y. Kostyshyn1, S. N. Bazylev2, L. V. Klimova1, C. S. Schmidt3, and V. Kleipa3
11SE SRTIIE, Kharkov, Ukraine; 2JINR, Dubna, Russia; 2GSI, Darmstadt, Germany
To simplify the assembling of the front-end board (FEB)
while maintaining a high level of reliability and good heat
dissipation from the n-XYTER ASIC, a new double-layer
micro-cable for the connection of the ASIC to the FEB was
designed with the number of output contacts on the board
reduced nearly by half relative to the previous design [1].
Five FEBs with the n-XYTER v1 ASIC and micro-
cables (Fig. 1) were developed and assembled jointly by
JINR and SE SRTIIE with the cables realized for the two
existing versions of the ASIC. This approach opens the
practically important opportunity for testing of the ASIC
after bonding to the cable in a standard auxiliary frame as
shown in Fig. 2.
Figure 1: FEB with a chip connected by micro-cable
Figure 2: A micro-cable with the n-XYTER chip in an aux-
iliary frame
Comparative estimations of thermal regimes of the
n-XYTER mounted on multi-layer PCBs were carried out
for three options of FEB: without and with a hole through
the PCB in the place of the chip, and with direct mount-
ing of the ASIC on a primary copper heat sink as depicted
in Fig. 3. The estimations were performed for normal en-
vironment conditions (T = 25◦C) and for a silicon ASIC
of size 8.8× 8× 0.8 mm3 dissipating a thermal power of
1.5 W.
Figure 3: n-XYTER chip with the FEB on a primary copper
heat sink
For a PCB comprising three 0.25 mm thick basic FR4
layers, two 0.2 mm and two 0.12 mm prepreg layers and
eight metallization layers, overheating of the ASIC mea-
sured relative to the environment depends on the way the
ASIC is attached to the heat sink. If the chip is glued to
the metallized area of the upper layer of the PCB, the max-
imal overheating is 59◦C. In case it is glued to the metal-
lized area with 30 through-plate holes with a diameter of
0.8 mm each, filled with a heat-conductive glue (EpoTek
E4110 with λ =1.5 W/(m·K)), the maximal overheating is
13.4◦C. The best results are obtained when the chip is at-
tached to a pedestal of the primary heat sink located in a big
hole of the PCB which is in turn glued to the heat sink. In
this case, the maximal overheating of the ASIC is expected
to be 11.1◦C.
The obtained results will be validated during the assem-
bly of the n-XYTER v2 chip with a PCB and a primary heat
sink. The experience gained in creation of a new FEB with
improved heat dissipation will be useful for manufacturing
future FEBs for the CBM-MPD STS Consortium.
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STS-XYTER - a prototype silicon strip detector readout chip for the STS
P. Grybos, K. Kasinski, R. Kleczek, P. Otfinowski, and R. Szczygiel
AGH-UST, Krakow, Poland
The STS-XYTER prototype readout ASIC for the CBM
STS detector was designed in 2012. It is a full-size proto-
type dedicated for signal detection from the double-sided
microstrip sensors in the CBM environment. The self-
triggering ASIC provides both timing and energy informa-
tion for each incoming signal in its channels.
The chip includes 128 channels. The input current pulse
from the detector is processed by the charge-sensitive am-
plifier (CSA). The signal path is then split into a fast and
a slow one (Fig. 1). The fast path includes a fast shaper
with a typical shaping time of 30 ns, a discriminator and a
timestamp latch. It is optimized to provide good timing res-
olution (<10 ns). The slow path consists of a slow shaper
with a typical shaping time of 80 ns, a 5-bit flash ADC and
a digital peak-detecting logic. It is optimized for energy
measurement and noise performance.
Figure 1: Block scheme of the STS-XYTER chip
For a particle hit, each channel provides the timestamp
and the ADC value corresponding to the deposited charge.
Data from the channels are read out using a token-ring
structure, controlled by a readout controller. The gathered
data are sent out via up to four 500 Mbit/s LVDS serial
data links. The data transfer to and from the chip is imple-
mented according to the CBMnet protocol description. The
HDL code of the CBMnet-related digital part was provided
by ZITI, Univ. Heidelberg [1]. A simplified I2C interface
allows to configure the chip without protocol overhead for
test purposes. A summary of the most important parame-
ters is given in Table 1.
The essential new feature compared to the n-XYTER ar-
chitecture is an effective two-level discriminator scheme.
The discriminator in the fast signal lane triggers the latch
of the timestamp at high timing resolution. Because of the
higher bandwidth of the fast lane, the noise level and thus
the noise-related trigger rate is comparatively high in such
a self-triggered system if the discriminator level is kept low.
The noise-related trigger rate is determined by the Rice for-
mula. If the discrimination level is kept below 3σ, noise-
related hits will swamp data channels and create dead time,
while if kept too high, the essential low-level hits will re-
Table 1: Design parameters of the ASIC
Number of channels 128 + 2 test
Pad / channel pitch 58 µm
Input signal polarity positive and negative
Accepted input leakage current 10 nA
ENC @ 30 pF det. capacitance 900 e-
Voltage gain in slow path 25 mV/fC
Voltage gain in fast path 71 mV/fC
ADC range 16 fC
Input clock frequency 250 MHz
Timestamp resolution <10ns
Power consumption <10 mV/channel
Operating temperature range 0◦C < T < 40◦C
Digital interface standard 4x 500 Mbit/s LVDS
main undetected. The two-level trigger scheme employed
in the STS-XYTER adds a veto to the transmission of data
in case the flash ADC has generated ”zero”. The discrim-
ination level of the LSB is controlled by an internal regis-
ter and effectively serves as a secondary discriminator that
is exposed to the low-bandwidth, low-noise energy signal.
This strategy makes the Rice formula applicable to the sig-
nal of the energy channel while keeping the high time reso-
lution achieved from triggering on the fast timing channel.
Figure 2: STS-XYTER ASIC layout
The ASIC was designed using the UMC 180 nm process
and was sent for manufacturing in October 2012. The die
size is 6.5 mm x 10 mm (Fig. 2). A detector is to be con-
nected via a Kapton cable attached to the ASIC using tab
bonding. The power supply, biasing and digital interface
pads are designed for wire bonding. Particularly sensitive
elements of the chip were made radiation hard.
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An assembly concept for modules of the CBM Silicon Tracking System
C. J. Schmidt1, J.M. Heuser1, W. F. J. Mu¨ller1, V. Kleipa1, C. Simons1, D. Soyk1, U. Frankenfeld1,
V.M. Borshchov2, M. Protsenko2, I. Tymchuk2, and H. R. Schmidt3
1GSI, Darmstadt, Germany; 2SE SRTIIE, Kharkov, Ukraine; 3Eberhard Karls University, Tu¨bingen, Germany
The functional building block in the layout of the CBM
experiment’s Silicon Tracking System (STS) is a detector
module, definded as the assembly of a single double-sided
silicon microstrip sensor or several daisy-chained sensors,
micro cables and two front-end electronics boards, one for
each sensor side. Various module types will be applied, dif-
fering in the sensor arrangement and the length of the read-
out cables to the front-end electronics at the top and bottom
periphery of the STS. A module is a non-reworkable unit,
which in case of failure will need to be replaced as a whole.
Due to the thin micro cables it is a very delicate device
that can be mounted onto and dismounted from the ladder
structure only by means of specialized assembly tools and
procedures.
Components
The components of a module as shown in Fig. 1 are:
• Sensor: Double-sided silicon strip sensor with 7.5◦
stereo angle and 1024 strips of 58 µm pitch per side.
One or several daisy-chained sensors of 6.2 cm width
and either 6.2, 4.2 or 2.2 cm length are used.
• Microcables: Single-layer Aluminum cables on poly-
imide carrier, 64 leads at a pitch of 116 µm. Two stag-
gered layers at twice the pitch will be used to connect
all sensor channels. Eight doubly-layered cables read
out the 1024 channels per sensor side. The total num-
ber of cable stacks per module is 16.
• Readout ASIC: The dedicated STS-XYTER chip
comprises 128 readout channels.
• Front-end board: A FEB receives eight read-out
ASICs and serves 1024 input channels. The digital
data from the chips are channeled by the data aggre-
gator HUB chip into four high-speed serial links. Two
FEBs are applied per module.
Assembly
The following sequence of assembly steps has been
worked out from an analysis of ladder manufacturing op-
tions taking into account risk and yield evaluation [1, 2].
The scheme aims to minimize the overall risk, to maximize
complete assembly yield and to minimize production costs
while avoiding the shift of crucial challenges to later as-
sembly steps. Current work is focused on a detailed refine-
ment of the technological steps and the demonstration of
their feasibility.
1. FEB is fully populated with parts including the HUB
chip. STS-XYTER chips not yet installed.
2. Tab bonding of first 64-channel micro cable onto the
STS-XYTER chip in a dedicated tool followed by a
connectivity test.
3. Tab bonding of second 64-channel micro cable onto
the STS-XYTER chip; connectivity test.
4. Tab bonding of micro cables with attached read-out
chips to the p-side of a sensor; connectivity test.
5. Tab bonding of micro cables with read-out chips to the
n-side of a sensor; connectivity test.
6. Installation of first row of four chips to FEB.
7. Wedge-wedge wire bonding of chips to FEB; succes-
sive application of glob top.
8. Installation of second row of four chips to FEB.
9. Wedge-wedge wire bonding of chips to FEB; applica-
tion of glob top.
10. Flipping upside down of module. Repetition of the
installation of read-out chips into the second FEB.
11. Functional test of FEBs with connectivity test of the
sensor through the micro cables.
Figure 1: Schematical view of an assembled STS module
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Performance of a first prototype module for the CBM Silicon Tracking System
T. Balog1,2, I. Sorokin3,4, and J. M. Heuser1
1GSI, Darmstadt, Germany; 2Comenius University, Bratislava, Slovakia; 3Goethe University, Frankfurt a.M., Germany;
4KINR, Kiev, Ukraine
The building block of the CBM Silicon Tracking Sys-
tem is a detector module, a functional unit of one or sev-
eral daisy-chained double-sided silicon microstrip sensors,
read-out cables and front-end electronics. Ten modules will
be located on a detector ladder. Several ladders build up a
STS tracking station [1].
A first prototype module comprises the CBM01 double-
sided sensor with 1024 channels on both sides. On every
side, 1/8 of the channels are read out via low-mass ca-
bles connected to two front-end boards each hosting one
n-XYTER chip (Fig. 1). Three of such prototypes with dif-
ferent cable lengths were tested in the laboratory.
Figure 1: Photo of the prototype module
The noise performance of the systems was determined
using external triggers on the baselines of the read-out elec-
tronics. The main noise source in the silicon strip detectors
with cables is the interstrip capacitance, which was deter-
mined for all three prototypes (Table 1). In the analysis,
Gaussian fits of the baseline distributions were calculated
and their standard deviations (σ) taken as a measure of the
noise in the channels. According to the n-XYTER ADC
calibration [2], the noise is then expressed in equivalent
noise charge (ENC) - the amount of charge seen by the
Table 1: Measured interstrip capacitances of prototypes
Length of read-out cable Interstrip capacitance
[cm] [pF]
10 cm 16.5 pF
20 cm 22.1 pF
30 cm 26.8 pF
read-out electronics (Fig. 2)
Afterwards the charge collection efficiency for all three
demonstrators was measured using a 241Am source with
the silicon detector. Its 59.5 keV gamma line corresponds
to 114 ADC units. As shown in Fig. 3, the signal amplitude
depends on the length of the cable connected to the sensor.
Within the measured prototypes, the charge collection effi-
ciency was above 85%.
Figure 2: Noise performance of the prototype modules as a
function of read-out cable length
Figure 3: 241Am spectra from the prototype modules
For efficient track recontruction with the STS, the noise
of the read-out module is required to be below 4k e−. The
measurements with the prototype modules achieved a noise
level well below 3k e− (measure of 3σ). According to the
measured noise and the charge collection efficiency, the ex-
pected signal-to-noise ratio for minimum-ionizing particles
in the prototype modules is above 20.
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CO2 cooling for the CBM Silicon Tracking System
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1University of Tu¨bingen, Tu¨bingen, Germany; 2Institute for Nuclear Research, NASU, Kiev, Ukraine
The CBM Silicon Tracking System (STS) is a compact
array of silicon strip sensors [1]. The operation of the de-
tector requires the silicon sensors to be permanently kept at
a temperature of -7◦C or below to avoid thermal runaway
and reverse annealing of radiation effects. Thus, the de-
tector array is housed in a thermal enclosure of about 2m3
of volume, which is located inside the CBM dipole magnet.
The 2133k channels of the frontend readout dissipate about
40 kW of heat, which is produced in a relatively small vol-
ume defined by the location of the frontend readout boards
(FEBs) attached to both ends of the STS ladders. The den-
sity of heat dissipation is thus extremely high and requires
a cooling system with high volumetric cooling efficiency.
For this, evaporative bi-phase cooling [2] has been con-
sidered. Fig. 1 shows the volumetric heat transfer coeffi-
cient for different cooling agents as a function of the tube
diameter. The best (volumetric) cooling performance is
achieved for liquid CO2 passed through 2 mm tubes.
Figure 1: Volumetric heat transfer coefficient versus tube
diameter for different cooling agents (courtesy B. Verlaat)
A first task is the verification of the cooling efficiency,
i.e., it has to be demonstrated that 200 W dissipated in a
FEB box can be removed under the given geometrical con-
straints. For these tests, a simple open-loop CO2 cooling
system has been constructed at the University of Tu¨bingen.
In parallel, a closed-loop prototype system (TRACI-XL)
with 1 kW cooling power is being designed at GSI [3].
The operation principle of the open-loop system is
sketched in Fig. 2. The liquid CO2 flows from a pressure
bottle at 63 bar and at room temperature through a heat ex-
changer, where it is cooled down to -25◦C. Expansion be-
hind a needle valve brings the liquid to 10 bar and -40◦C,
i.e., to the the bi-phase boundary, from whereon the latent
heat can be used for cooling: when flowing through the
heater simulating the thermal load, the liquid starts to evap-
orate, and the bi-phase mixture is formed.
Figure 2: Scheme of the open-loop CO2 cooling system
The heater simulates in detail the FEB box with its 10
frontend boards dissipating 20 W each. About 2 m of 2 mm
stainless steel tube is compactly casted into an aluminum
block of dimension 105× 70× 30mm3, which then serves
as a heat exchanger for the FEB box. The assembly is
mounted into a thermal enclosure to exclude heat flow from
the outside. After leaving the thermal enclosure, the bi-
phase mixture with about 50 % of gas is evaporated in a
second heater and exhausted to the air. Those parts of
the transport line which can be isolated by the valves and
thus trap the liquid (dead volumes) are equipped with relief
valves that prevent accidents due to overpressure (which
can be as high as 720 bar). The overall pressure and the
flow are controlled by a needle valve and a flow meter, re-
spectively, which are installed after the second heater. Pres-
sure and temperature are controlled at several points along
the line to ensure proper operating conditions.
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TRACI-XL, the test cooling system for the CBM Silicon Tracking System
J. Sa´nchez1, J.M. Heuser1, C. J. Schmidt1, P. Petagna2, B. Verlaat2, L. Zwalinski2, H. R. Schmidt3,
and A. Lymanets3
1GSI, Darmstadt, Germany; 2CERN, Geneva, Switzerland; 3Eberhard Karls University, Tu¨bingen, Germany
An evaporative bi-phase cooling system based on CO2
has been chosen as the best option to extract the heat
produced by the read-out electronics in the CBM Sili-
con Tracking System. In the framework of the EU-FP7
project CRISP, the system TRACI (Transportable Refrig-
eration Apparatus for CO2 Investigation), developed at
NIKHEF/CERN to provide support to the ATLAS and
LHCb experiments, is being upgraded at GSI from 100 W
to 1 kW cooling power. This system TRACI-XL will be
used as a testing device for the CBM application.
The I-2PACL principle (Integrated 2 Phase Accumula-
tor Controlled Loop) was created as simplification of the
2PACL systems by using the CO2 line to condensate the
gas inside the accumulator instead of using a branched line
derived from the condensing unit. Therefore the control is
reduced to one cartridge heater controlled by PLC Siemens
Simatic S7-1200. The size of the control unit is decreased,
and it allows a wider range of possible operating tempera-
tures from -30◦ C up to room temperature.
Figure 1: Process diagram of TRACI-XL
This range is obtained because of the implementation
of a condensing unit equipped with a Bitzer 2DC-3.F1Y
Varispeed compressor and Swep heat exchanger with the
following system performance:
• at 30 Hz; Q0 = 0,55 kW, T0 =-45◦ C,
Tsuction = -30◦ C, Tc = +35◦ C, Tsub = 3 K, R404a.
• at 87 Hz; Q0 = 1.59 kW, T0 = -45◦ C,
Tsuction = -30◦ C, Tc = +35◦ C, Tsub = 3 K, R404a.
A LEWA membrane pump with remote head design,
as innovation to avoid the addition of residual heat in the
coolant, transports sub-cooled CO2 to the evaporator in the
thermal box (1-2-3-4-5 in Fig. 1). The CO2 is heated up
to the right evaporation temperature by a heat ex-change
produced inside an inner hose with the returning CO2
line (6-7). Due to the pulses generated by the metering
pump the installation of a pulsation dampener is needed.
Figure 2: Cycle in the enthalpy-pressure diagram for R744
The heat generated in the read-out electronics is ab-
sorbed and extracted by the evaporator capillaries inside the
thermal box (5-6). The return line (8-1) contains a bi-phase
mixture which is liquefied by the condensing unit named
previously below the operating temperature. By controlling
the pressure inside an accumulator, the evaporation temper-
ature can be fixed. This vessel contains two-phase CO2 in
contact (see Fig. 3).
(a) Full model (b) CO2 Line
Figure 3: CAD model with CO2 line detail
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System integration of the CBM Silicon Tracking System
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For the system integration task of the Silicon Tracking
System (STS) of the CBM experiment, a top-down ap-
proach has been chosen, starting from the physics require-
ments of the CBM experiment: interaction rates, radiation
environment, tracking aperture and detector segmentation.
A functional plan of the STS and its surrounding structural
components is being worked out, from which the STS sys-
tem shape is derived and the power need, cooling, the con-
nector and cable space requirements, live span of compo-
nents, and installation / repair aspects etc. are determined.
Figure 1: Detailed view of the STS in its envelope, MVD,
beam pipe and target
The Silicon Tracking System will be installed into the
superconducting dipole magnet, sharing the confined space
with the target, the micro-vertex detector (MVD) and the
beam pipe. The STS stations will be surrounded by a ther-
mal enclosure to minimize radiation damage to the silicon
sensors. This envelope is the supporting structure for the
STS detector as well as for the MVD detector, which is
located in its own vacuum vessel, the target and the beam
pipe. The MVD vacuum chamber is mounted to the front
side of the STS. The MVD detector itself is mounted on a
flange and can therefore be removed without opening the
STS volume. The MVD flange also supports the target.
Figure 1 shows a sectional view of the STS isolation en-
velop (green) with the eight half stations of the STS. The
beam pipe (yellow) and the MVD vacuum vessel (orange)
are integrated into the isolation volume.
The STS envelope will be installed into the magnet from
the upstream beam side. It is mounted on rails with prolon-
gations which allow the insertion into the magnet. The po-
sition of the rails and the maximum dimensions of the STS
envelope are predetermined by the dimensions of the dipole
magnet, which is being designed by a separate workgroup.
The so called H-type magnet allows the STS envelope di-
mensions to be 1400 × 2000 × 1100 mm3.
All Services like HV, LV, data and monitoring signals
and cooling lines will be routed through the front panel into
the STS envelope. This allows the dismounting of a half
station through the open side panel of the STS box. The
exact position will be optimized in order to minimize the
interference between the MVD and the STS while disman-
tling one of the detectors for service work. The services
have to be fed through the front panel such that its thermal
isolation properties are preserved.
Figure 2: STS ladders assembled to a half station
The installation procedure of the STS will consist of the
assembly of ladders equipped with modules (sensors and
front end electronic) to a half station (see Fig. 2). The half
station will be installed into the STS box. After installation
of the services, the STS will be inserted into the magnet.
In the case of maintenance it is required to remove the
STS, to get access to an arbitrary half station without dis-
mantling the others and then to remove an arbitrary ladder
leaving the other ladders in place.
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In-beam test of a prototype CBM Silicon Tracking System at COSY
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In January 2012, a prototype setup of the Silicon Track-
ing System (STS) for the CBM Experiment was tested in
a 2.4 GeV/c proton beam at the COSY synchrotron of Re-
search Center Ju¨lich, Germany. The experiment aimed at
a full-sytem test of prototype detector stations, data ac-
quisition system, detector controls and online monitoring.
Hit and cluster finding algorithms were applied to evaluate
the performance of neutron-irradiated prototype sensors. A
simple track reconstruction algorithm was applied to the
acquired data to determine the position resolution of the
system.
Figure 1: Beam test set-up of the prototype STS
The experiment in the JESSICA cave is shown in Fig. 1.
It comprised three silicon detector stations and two scin-
tillating fiber hodoscopes for beam monitoring. A further
CBM prototype detector for the muon detection system
was installed downstream of the silicon stations. All detec-
tors were read out with self-triggering front-end electron-
ics based on the n-XYTER1.0 ASIC that delivered time-
stamped digitized analog data to the acquisition system.
The two outer silicon stations, operated already in the 2010
beam test [1], included CBM02 prototype sensors and were
used as reference detectors. In the middle station, which
could be rotated around the vertical axis to allow for differ-
ent beam incidence angles, CBM04 prototype sensors were
under test irradiated with neutrons up to the maximum flu-
ence 1014 neq/cm2 expected in the CBM experiment. The
sensors are described in [2].
The amplitude distributions of particle hits in the sensors
demonstrated clear separation of the signal from the noise.
An example of a strip hit pattern is shown in Fig. 2 (left).
With increasing beam incidence angle, the charge spread
over clusters of adjacent strips grows as expected, which is
shown in Fig. 2 (right). After geometrical alignment of the
system, a simple track algorithm was applied to selected
events with single particle hits, as depicted in Fig. 3. The
spatial resolution obtained in both transverse coordinates
was of the order of 35 µm for the reference stations, about
a factor two worse than expected from the 58 µm strip pitch
alone. The resolution of the irradiated sensors was slightly
worse. It has to be further investigated how the increased
currents with irradiated sensors and thus imposed higher
thresholds, and other factors, impact on those results.
Figure 2: (left) Example of a single strip fired by a pass-
ing proton in a test sensor with 256 strips; (right) Cluster
charge as a function of the beam incidence angle
Figure 3: A reconstructed track shown in two projections
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Charge sharing in micro-strip sensors determined from beam test data
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In January 2012, prototype modules of the CBM Sil-
icon Tracking System were tested in a 2.4 GeV/c proton
beam at COSY, Forschungszentrum Ju¨lich, Germany. The
double-sided sensor CBM02-B2 (256 orthogonal strips per
side with 50µm pitch) was assembled into a demonstra-
tor board; the readout was performed by 4 nXYTER chips.
The sensor was operated at a bias voltage of 100 V, the full
depletion voltage being 80 V.
1-strip and 2-strip clusters were reconstructed. It was
found that in the case of proton penetration in the middle
between two strips, the full charge of the cluster is approx-
imately 10% lower than in the case of proton penetration
into one strip. Therefore there is a charge loss of less than
10% in the interstrip gap, which is too small to signifi-
cantly affect the performance of the sensor.
The correlation of the charges registered in two adjacent
strips are shown in Fig. 1 for both the p-side and the n-side
of the investigated sensor. The charge on the p-side peaks
at about 130 ADC units, corresponding to the most proba-
ble signal from minimum ionizing particles (82 keV). The
signal on the n-side is approximately 10 ADC units less
than that on the p-side. The calculated signal-to-noise ratio
is around 19 for the p-side and 18 for the n-side. This is
sufficient for a reliable registration of useful events on top
of the background for the not irradiated sensor of 285µm
thickness.
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Figure 1: Charge correlation for two adjacent strips. Left:
p-side, right: n-side of the sensor.
For tracks generating enough charge on two adjacent
strips to exceed the threshold value in both of them, the
position can be determined more precisely if the charge
sharing function (η-function) is known. η is defined as the
ratio of the charge collected by the right strip to the total
charge of the cluster. Fig. 2 shows the distribution of η
obtained from the experimental data. Only 2-strip clusters
were taken into account for this analysis.
The presence of two peaks in the η distribution signals
that the charge division between the two strips is far from
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Figure 2: Experimental distribution of η for the sensor
CBM02-B2 with a pitch of 50µm
being linear. The capacitive coupling between the strips
moves the peaks towards the center of the distribution, be-
cause a certain fraction of charge is always collected in the
neighbouring strips.
Since the beam is much broader than the strip pitch, the
distribution dN/dx is constant. Then, the hit position be-
tween two adjacent strips, in units of the strip pitch, is given
by:
x0 =
1
Nt
η0∫
0
dN
dη
dη (1)
where Nt is the total number of entries is the dN/dη dis-
tribution and η0 the fraction of the signal collected by the
right strip in the considered event. Thus, from Fig. 2 the
dependence of η on the hit position between the to strips
can be derived. The result is shown in Fig. 3.
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Figure 3: Variable η versus hit position between two adja-
cent strips.
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Performance simulations of the CBM-STS with realistic material budget
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The task of the Silicon Tracking System (STS) of the
CBM experiment is to reconstruct the trajectories of up to
600 charged particles created in nucleus-nucleus collisions.
For the performance of the system, its material budget is a
crucial issue since multiple scattering in the detector mate-
rial will lead to a decrease in both track finding efficiency
and momentum resolution. In order to assess these per-
formance figures, a realistic implementation of active and
passive materials in the simulations is required.
The system is composed of double-sided micro-strip
sensors of 300 µm thickness, which was found to be the
best balance between signal-to-noise ratio and material
budget. In addition to these active sensors, cables transport-
ing the analog signals from the inner sensors to the read-out
at the top or bottom of the system add to the material in the
acceptance. Lately, a detailed design of the analog cables
was developed [1], which now allows to have a realistic de-
scription of the material budget as input to the simulations.
The signals will be transported by two staggered layers
of Aluminum cables on polyimide carriers. In the simula-
tion geometry, these two layers are represented by a single
volume of 100 µm silicon (0.1 % X0) as equivalent mate-
rial budget. At the vertical periphery of a STS station, up
to four of such cable volumes overlap. Consequently, the
material budget within one station varies with the vertical
distance from the beam; its maximal value is about 0.8 %.
As an example, the material budget distribution of station
4 at z = 60 cm is shown in Figure 1.
Figure 1: Distribution of material budget in tracking station 4
This model of the STS was implemented in the
CBM software framework and subjected to simulations of
Au+Au collisions in the CBM detector setup. A realistic
detector response was applied as described previously [2].
The tracks were reconstructed by the Cellullar Automaton
track finder algorithm; their parameters were determined
by the Kalman Filter. The results of these simulations are
shown in Fig. 2. The average efficiency for primary tracks
above 1 GeV is 96 %, only 1 % less than obtained in pre-
vious simulations without the cable materials. Similarly,
the efficiency for secondary tracks is hardly affected by the
additional material. A more noticeable, but still moderate
effect of the cable material is seen in the momentum reso-
lution. Its average value is found to be 0.98 % (Gaussian
σ), compared to 0.87 % without cables.
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Figure 2: Track reconstruction efficiency (upper panel) and mo-
mentum resolution (lower panel) in the STS as a function of the
momentum for all tracks in central Au+Au collisions at 25 AGeV
projectile energy
In summary, the current simulations of the STS comprise
a realistic material budget, including the analog read-out
cables. The support structures made of carbon fibre are not
yet included, but their contribution to the total material is
minor. Within our simulations, we find the track recon-
struction efficiency and the momentum resolution to match
the CBM requirements. The module concept for the STS
can thus be considered as validated.
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Neutron shielding for the CBM silicon tracker
A. Senger
GSI, Darmstadt, Germany
The CBM experiment is designed as a multi-purpose de-
vice which will be able to measure hadrons, electrons and
muons in heavy-ion collisions. The core detector of the
CBM setup is a Silicon Tracking System (STS) located
in the gap of a superconducting dipole magnet. Electrons
will be identified with a Ring-Imaging Cherenkov Detec-
tor (RICH), a Transition Radiation Detector (TRD), and a
Time-of-Flight Detector (ToF). In order to measure muons,
the RICH will be replaced by Muon Tracking Chambers
(MuCh). The MuCh consists of 6 hadron absorbers and
tracking stations in between. The first 20 cm iron ab-
sorber is located 5 cm behind the last silicon tracking sta-
tion. FLUKA [1, 2] calculations predict an increased non-
ionizing energy loss (NIEL) level in the STS with the muon
setup.
The main reason for the increase of the NIEL level is
back-scattered neutrons from the hadron absorber. This
was studied with a simple model presented in Fig. 1. It
consists of the CBM target (250 µm Au foil), the magnet,
and the beam pipe. The neutron flux at the position of the
last STS station (see scoring plane in Fig. 1) was calcu-
lated with and without 20 cm iron absorber. The neutron
distributions are shown in Fig. 2 (blue and red lines). The
number of neutrons increases up to 10 times if the hadron
absorber is put in. In order to shield the neutrons from the
absorber, a borated polyethylene layer was placed between
the scoring plane and the iron. The neutron distributions
with 5 cm neutron shielding for different fractions of boron
are presented in Fig. 2 (light blue and green lines). The
number of neutrons decreases up to 4 times if a 5 cm 5%
borated polyethylene layer is put between the scoring plane
and the iron. Figure 3 shows the NIEL distribution in the
last STS layer for the electron setup (right), for the muon
setup (left), and for the muon setup with the neutron shield-
ing (middle). The NIEL level decreases substantially if the
Figure 1: The FLUKA geometry for optimization of the
neutron shielding
neutron shielding is used.
In summary, the FLUKA study demonstrated the possi-
bility to shield neutrons from the iron absorber. The 5 cm
5% borated polyethylene layer allows to reduce the NIEL
level in the last STS station by a factor of up to five.
Figure 2: Neutron distributions in the position of the last
STS station calculated with FLUKA. Blue: without 20 cm
iron absorber, red: in front of the absorber without neutron
shielding, light blue: with 5 cm 5% borated polyethylene
layer, green: with 5 cm 30% borated polyethylene.
Figure 3: NIEL distributions in the last STS station for 35
GeV/u Au beam after 2 months of run with an intensity of
109 ions per second for the electron setup (right), for the
muon setup with 5 cm neutron shielding (middle), and for
the muon setup without shielding (left)
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Results from the CBM-RICH in-beam test 2011 at the CERN-PS
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The real-size CBM-RICH prototype was operated for
the first time in 2011 in a common beam test together
with other CBM groups at the CERN PS/T9 beamline [1].
The aim was to verify the concept of the CBM-RICH de-
tector, to validate the CBM-RICH simulations with the
cbmroot framework by testing the ring finding and fitting
algorithms, and to get experience in building and running
the RICH detector including gas-system, mirror alignment,
data read-out, and ring reconstruction.
The experimental setup is described in [1]. Here, we will
present results on the single photon detection capabilities of
the photon detector, the influence of the radiator gas on ring
parameters, fitted Cherenkov ring radii, the number of de-
tected photoelectrons per ring (hit multiplicity) for differ-
ent types of MAPMT photocathodes and number of dynode
stages, for MAPMTs with wavelength shifting (WLS) films
on the front window, and the electron pion separation capa-
bility which are important parameters in order to evaluate
the overall prototype performance. A second beam test was
carried out in 2012 [2].
The CBM-RICH prototype geometry has been imple-
mented in the cbmroot framework including the measured
properties of its components as the wavelength dependent
quantum efficiency of different MAPMT types, the addi-
tional hit fraction due to crosstalk, and the mirror reflectiv-
ity.
The time difference between the hits and the trigger as
well as a typical single photon ADC spectrum from one
channel are shown in Fig. 1. The extremely low rate of un-
correlated noise [1], together with a time cut with a width of
100 ns, permit an almost noiseless detection of Cherenkov
rings. A cut on the signal amplitude turns out not to be
necessary to further suppress noise.
Figure 1: Time and amplitude distribution for individual
hits before cuts. In order to reduce noise, only hits between
200 ns and 100 ns before the (delayed) trigger are selected.
The relative detection efficiency of each MAPMT pixel
is extracted from a measurement with homogeneous single
photon LED illumination at 350 nm, a wavelength at which
the WLS films are transparent. It is observed that the de-
tection efficiency of pixels within one MAPMT varies by
a factor of 1.72 at most. The detection efficiency between
different MAPMTs varies by a factor of 1.16 when addi-
tional hits due to crosstalk between neighbouring pixel are
subtracted. In the analysis, the data were normalized with
the relative detection efficiency of each channel (correc-
tion factor, Fig. 2 left) leading to the same hit multiplicity
for the same MAPMT type. That way of correcting for
tube-to-tube and channel-to-channel variations is an essen-
tial prerequisite to estimate the effect of the usage of a WLS
coating on the MAPMT window.
Figure 2: Left: number of detected photoelectrons for a
homogeneous single photon illumination normalized to an
average of 1 (correction factor) for the 1024 channels of
the CBM-RICH prototype. Right: event display of accu-
mulated electron, muon, and pion rings at 5 GeV/c.
During the beam test, temperature and pressure of the ra-
diator gas varied with weather conditions. Figure 3 shows,
for the same detector settings, fitted ring radius r and hit
multiplicity N as function of the refractive index of the ra-
diator which is calculated from temperature and pressure.
Comparing the measurement to the expected curves (red),
it can be seen that the experimental data are understood.
Temperature and pressure correction have been performed
by normalizing values to the conditions at T = 20 ◦C and
p = 958 mbar.
The number of Cherenkov photons arriving at the photon
detector is sensitive to the gas purity since e.g. O2 and H2O
molecules absorb UV photons. Increasing the O2 content
from the nominal value of 50 ppm to 350 ppm does not
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deteriorate the Cherenkov ring hit multiplicity noticeably.
Thus no correction has been made for the O2 and H2O con-
tent.
Figure 3: Fitted radius (top) and hit multiplicity (bottom) of
electron rings as function of refractive index of the radiator
gas. The red lines indicate the expectation from theory.
As electrons are ultra-relativistic in the momentum range
of PS/T9, the parameters of electron rings are constant and
therefore a good quantity for systematic studies. Depend-
ing on the position of the Cherenkov ring on the photon de-
tector, the electron ring radius extracted from the beam test
data is 4.58 to 4.67 cm which is in agreement with simula-
tion (4.67 cm). With such a radius one Cherenkov electron
ring fits on 2×2 MAPMTs (Fig. 2 right).
An important quantity for the efficiency of ring find-
ing and the quality of ring fitting is the hit multiplicity.
Counting the hits per ring leads to hit multiplicities be-
tween 21.4 and 23.4 per electron ring for the standard
MAPMTs (BA photocathode, 12 dynode stages) depending
on the efficiency of the MAPMTs, temperature and pres-
sure. Note that these numbers include additional hits due
to crosstalk. Simulations with realistic quantum efficiency,
crosstalk, and mirror reflectivity reveal a value of 23.7. It
is found that the hit multiplicity per ring covered by two
8-stage/SBA and two standard MAPMTs is (7.7 ± 1.4) %
lower. This means that the higher quantum efficiency of the
SBA photocathode does not compensate the disadvantage
of the lower gain of the 8 dynode stages. Because of the rel-
atively low gain, the performance of the 8-stage MAPMTs,
however, depends on the signal attenuation necessary when
using the n-XYTER chip [3]. This result has to be consid-
ered as preliminary. Therefore, the 8-stage MAPMTs were
tested again with optimized signal attenuation during the
2012 beam test.
Four standard MAPMTs were coated with WLS films
by means of dip-coating in order to enhance the detection
of UV photons. The data show that the use of WLS films
does not increase the number of additional crosstalk hits.
The hit multiplicity is increased by (12.2 ± 1.7) % when
using WLS coated instead of bare MAPMTs. This result
is in agreement with a simulation considering the mea-
sured quantum efficiency curves of WLS coated MAPMTs,
which predicts an increase of 12.4 %.
During the beam test, the momentum of electrons and
pions was varied between 2 and 10 GeV/c in steps of
1 GeV/c. Figure 4 shows the simulated and measured ring
radius for electrons and pions as function of particle mo-
mentum. A good agreement between simulation and data
is seen. To quantify the electron-pion separation capability
of the detector, a Gaussian is fitted to the radius distribu-
tion. For particles with momenta of 8 GeV/c the separation
of electrons and pions (in terms of ring radius) is larger than
7 σpi , where σpi is the width of the Gaussian fit to the pion
radius distribution (Fig. 5).
Figure 4: Ring radius vs. incident particle momentum in
simulation (left) and data (right)
Figure 5: Fitted ring radius for electrons and pions at
8 GeV/c in simulation (left) and data (right). Note that
the ratio between electrons and pions in simulation is 1:1
whereas in data it is approximately 1:2. The tail of the pion
peak to large radii in the data is due to imperfectly sub-
tracted muons.
In summary, the successful operation of the CBM-RICH
prototype at the CERN PS can be seen as a proof of princi-
ple for the proposed RICH layout. The ring finding and fit-
ting algorithms were tested with real data for the first time.
Results show good agreement with simulation.
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Crosstalk between neighbouring channels in multianode PMTs
J. Kopfer, K.-H. Becker, K.-H. Kampert, C. Pauly, J. Pouryamout, S. Querchfeld, J. Rautenberg, and
S. Reinecke
Bergische Universita¨t, Wuppertal, Germany
The photon detector of the CBM-RICH is foreseen to be
built from multinanode photomultiplier tubes (MAPMTs).
The usage of MAPMTs has the advantage of good time
and spatial resolution and a very low dark rate. Up to now,
R&D was focussed on the Hamamatsu metal channel dyn-
ode type PMTs H8500 and R11265. The H8500 has 64
pixels of 5.8 x 5.8 mm2 each. The R11265 has 16 pixels
with the same pixel size. The suitability of the H8500 for
single Cherenkov photon detection has been demonstrated
in laboratory tests [1] and in beam tests [2, 3].
In a RICH detector the number of registered photons per
Cherenkov ring is important for the efficiency of ring find-
ing and the quality of the ring fitting. In order to evaluate
the number of registered photons, crosstalk has to be taken
into account, of which there are two different sources:
firstly, optical crosstalk from the incident light spread in
the front window and from photo electrons travelling on a
curved trajectory from photo cathode to first dynode, and
secondly, electrical crosstalk from the splitting of the elec-
tron avalanche between the dynodes during secondary elec-
tron multiplication and on the segmented anodes. Optical
crosstalk will mainly cause a smearing of position informa-
tion and does not influence the number of registered pho-
tons whereas electrical crosstalk generates additional hits
in the neighbouring pixels.
Crosstalk measurements for the H8500 have already
been done by illuminating one pixel with a pulsed 350 nm
LED/tungsten lamp with the help of an aperture mask or
optical fibre [4, 5]. Here, we present measurements of ad-
ditional hits caused by crosstalk on the single photon level
at a wavelength of 275 nm.
The measurement is based on a homogeneous single
photon illumination of the MAPMT without usage of an
aperture mask or light fibre, which has the advantage that
the photons hit the pixel not only at the central part but ho-
mogeneously distributed over the whole surface as it will
be the case in the RICH detector. Single photons hitting the
outer parts of a pixel will create more crosstalk than those
hitting the centre. The data readout is described in [3]. In
order to estimate the number of additional hits in neigh-
bouring pixels due to crosstalk, the distribution of the ge-
ometrical distance of hits in events with exactly two hits
per MAPMT (2-hit-events) is compared to a simulation
without crosstalk (Fig. 1). The normalized excess of en-
tries in the bin corresponding to direct and diagonal neigh-
bours in the data compared to the simulation quantifies the
crosstalk.
The crosstalk extracted by this method depends on the
threshold applied to the ADC signal. Figure 2 shows the
Figure 1: Geometrical distance of hits in 2-hit-events within one
MAPMT in simulation (solid line) and data (dashed line). Be-
cause of crosstalk, simulation and data differ in the second bin
(”neighbour bin”).
additional hit fraction (crosstalk) as function of MAPMT
gain for 12 H8500 and 7 R11265. For a common thresh-
old for all MAPMTs, the crosstalk rises with gain. This
is expected as for high-gain MAPMTs the relatively small
ADC values of the crosstalk hits are more likely to pass
the threshold. If, however, individual thresholds for ev-
ery MAPMT at 10 % of the single photo-electron peak
are applied, the crosstalk is fairly constant. When aver-
aging the values we see that for H8500 (6.8 ± 1.2) % ad-
ditional crosstalk hits are found; the corresponding amount
for R11265 is (3.2± 0.7) %.
Figure 2: Crosstalk as function of gain for common threshold
(solid circles) and for threshold at 10 % of the single photon peak
(open circles) for H8500 (left) and R11265 (right). Linear fits to
the data are shown as dashed lines. Every data point corresponds
to one MAPMT. The HV of all MAPMTs was set to the same
nominal value of 1 kV.
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Overview of the RICH-prototype beam test 2012 at the CERN-PS
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In October/November 2012 the RICH prototype was
tested again at the CERN-PS/T9 beam line together with
prototypes of the TRD and TOF sub-systems of CBM.
The real-size RICH prototype that was build and suc-
cessfully tested in a beam test at CERN in 2011 [1] has
been improved and extended for this years test at CERN.
The changes with respect to the 2011 beamtime can be
summarized as follows:
• new photon camera design including 3 different types
of MAPMTs/MCPs for comparison,
• alternative read-out electronics for direct comparison
with standard n-XYter solution [2],
• improved WLS (optimized thickness) coating on sev-
eral different MAPMTs [3],
• laser based monitoring system of MAPMTs/MCPs,
• fully functional EPICS based mirror-control system
offering high flexibility and convenient positioning of
the mirror positions [4],
• new EPICS based temperature and pressure monitor-
ing system [5],
• second beam hodoscope for full single track recon-
struction [6].
As an alternative to the H8500 MAPMTs, several
R11265 MAPMTs were included in the new photon cam-
era design (see Fig. 1). Unlike the H8500 the R11265 is
explicitly recommended by Hamamatsu for single-photon
measurements. Micro-channel plates (MCPs) from Photo-
nis of type XP85012 were tested as well because they can
still work in magnetic fields up to 1 T. Using these MCPs
would therefore release all constraints on the RICH perfor-
mance with respect to the magnetic stray field [7].
Some of the MAPMTs were covered with a wavelength
shifting film (WLS) of optimised thickness. These were
removed during the beam time to get a better quantitative
understanding of the influence of the WLS on the photon
detection efficiency. In addition, some H8500 MAPMTs
which have particularly been selected as “bad” from Hama-
matsu were tested under realistic conditions. With these ad-
ditional testing units the layout of the camera was slightly
modified as shown in Fig. 1.
A new feature of this year’s beam time was a
pulsed-laser-driven system to simultaneously take data of
Cherenkov rings, covering only a small part of all chan-
nels, and of homogeneously distributed single photons over
the whole camera surface. The light pulses were coupled
via an optical fibre and a diffuser, positioned on top of the
mirror frame and pointing towards the camera.
The slow-control system based on EPICS allowed for
control and recording of all high voltage values and the mir-
ror position. Parameters from the stand-alone gas-system
control [8] such as temperature and pressure, being essen-
tial for the calculation of the refractive index and thus for
later calibration of the data, were handed over to EPICS
and saved within this control system. In addition a new set
of temperature sensors allowed for a detailed measurement
of temperatures in the gas and electronics unit.
With these modifications the goals for the beam time can
be summarized as:
• evaluation and comparison of MAPMT/MCP solu-
tions alternatively to the H8500,
• final evaluation of WLS coating, adding the R11265
MAPMT with SBA cathode,
• test newly developed FPGA-TDC read-out electronics
under beam conditions,
• improved understanding of the RICH prototype per-
formance (e.g. mirror misalignment [9]).
Figure 1: Photograph of photon detector tested in 2012,
overlayed with one integrated ring image of scaled size.
The 3 × 4 MAPMTs on the right half are of type H8500,
the 8 ring-shape arranged MAPMTs in the upper left cor-
ner of type R11265 and the 3 ones in the lower left corner
are the Photonis XP85012 MCPs. MAPMTs covered with
WLS can be recognized by their milky-looking surface (6×
H8500 + 4× R11265).
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The analysis of the beam time data has only been started
yet. Details on hit multiplicities per Cherenkov ring, single
photon spectra for the different photon detectors and read-
out electronics together with noise rates and crosstalk and
more will be investigated. Here, only a few preliminary
impressions shall be given.
Already from the Go4 online analysis during the beam
time it became clear that the MCPs register many more hits
than the MAPMTs. The ongoing analysis shows that this
is partially caused by the increased crosstalk of the MCPs
and also by the increased efficiency in the UV-region due to
the quartz window of the MCPs (the MAPMTs in contrast
have only UV-extended borosilicate glass).
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Figure 2: Typical single-photon spectra for LED events
(blue: all data taken, red: without crosstalk, green: red line
scaled up). Top left: H8500 selected as “bad” by Hama-
matsu, top right: H8500, bottom left: R11265, bottom
right: XP85012 MCP.
One parameter to judge the different MAPMTs/MCPs
are the single-photon spectra. In Fig. 2 the single-photon
spectra for LED events (blue: all events, red: remaining
hits after subtracting hits probably caused by crosstalk by
applying a condition on hits in neighbouring pixel) for four
different MAPMTs/MCPs are shown (for the MCP with ad-
ditionally scaled peak in green). The “bad” MAPMT shows
a clear difference compared to a normal one, as there is
no well defined single-photon peak visible. In contrast the
MCP shows a pronounced peak with a good peak-to-valley
ratio. In this preliminary check the performances of a stan-
dard H8500 and a R11265 MAPMT are very comparable.
Detailed mirror misalignment studies have been per-
formed in order to establish limits on the later precision
for mirror alignment [9].
Within less than one year a new type of read-out elec-
tronics was developed, which could serve as a first proto-
type for the final RICH read-out. This read-out is based
on the existing TRB3 board [10] and is described in more
detail in [2]. 4 Modules were implemented serving for the
read-out of 4 MAPMTs, i.e. allowing to measure a com-
plete Cherenkov ring. This concept proved to work well,
although the noise performance and efficiency still need to
be improved. Figure 3 shows a comparison of an event in-
tegrated Cherenkov ring image read out with the n-XYTER
and TRB3 electronics in the left and right half, respectively.
Systematic tests of the different photon detectors as well as
read-out electronics were performed by varying the HV and
thresholds.
Figure 3: Integrated ring image of a combined read-out of
n-XYTER (left half of the ring) and the newly developed
RICH-TRB3 electronics (right half of the ring) with H8500
MAPMTs.
The gas system worked very reliably, and it could be
shown that even a high contamination of the RICH radiator
gas (O2 > 1000 ppm, H2O > 230 ppm) does not influence
the detector performance in a significant range [11].
With the wealth of data taken through this success-
ful beam time, enough information should be available to
make final design decisions on certain layout parts of the
RICH detector.
We would like to thank J. Adamczewski-Musch and S.
Linev for their valuable support in all DAQ and analysis
related issues as well as J. Michel, M. Traxler and C. Ugur
for making this first test of a TRB3 based MAPMT/MCP
read-out possible within less than a year.
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Slow control system for the CBM-RICH prototype
J. Song and I.-K. Yoo
Pusan National University, Busan, Korea
In order to control and monitor the RICH prototype dur-
ing beam operation, a slow control system has been devel-
oped which is based on the open source software package
EPICS (Experimental Physics and Industrial Control Sys-
tem) [1]. We developed control systems for mirror posi-
tioning and high voltage and a monitoring system for en-
vironmental sensors (pressure and temperature for gas and
electronic modules) with EPICS and integrated all control
systems to one IOC (Input Output Controller) system. The
scheme of the slow control system is shown in Fig. 1.
Figure 1: EPICS architecture for slow control systems
A GUI (Graphical User Interface) based on the EPICS
client software CSS (Control System Studio) has been de-
veloped for easy online control of all parameters. Most of
these parameters such as mirror tilt angles, HV values etc.
were stored in the DAQ data stream during the beamtest at
the CERN-PS.
For the mirror positioning control, we used two servo
motors (AM3021-0C41-0000), servo drives (AX5203-
0000) and an Industrial PC (IPC, C6915-0000) from Beck-
hoff [2]. The IPC is connected to the servo drive and
communicates via EtherCAT. The TwinCAT (The Window
Control Automation Technology) program is installed in
this IPC based on the Windows CE operating system. Fi-
nally the TwinCAT program in the IPC is linked with IOC
via the Modbus/TCP protocol. As an EPICS server the IOC
provides information and services to the EPICS clients via
the CA (Channel Access) protocol.
For a more flexible use of mirror positioning, a GUI has
been newly developed based on CSS (Fig. 2). This GUI en-
ables us to save any mirror positions for complex measure-
ment sequences. This new version was fully operational for
the beamtest in October 2012 at the CERN-PS.
For the HV control, a Mpod crate and HV modules are
connected to an EPICS server (IOC) via SNMP (Simple
Network Management Protocol) as explained in [3].
Figure 2: GUI for the mirror positioning control system.
Left: Previous version; right: new version.
A new ARDUINO-based development for the slow con-
trol of temperature and pressure (TP) as described in [4]
has been implemented in EPICS by reading data from these
sensors via StreamDevice. A GUI for the TP monitoring
system has also been developed based on CSS as shown in
Fig. 3. An alarm function is added for warning of high tem-
peratures with indicating which modules are over-heated.
Figure 3: GUI for the TP monitoring system
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Development of an ARDUINO-based slow-control monitoring system with
EPICS integration
K.-H. Becker, C. Pauly, and K.-H. Kampert
Bergische Universita¨t, Wuppertal, Germany
The monitoring (and control) of parameters like temper-
ature, pressure, currents and voltages is a common task to
ensure stable detector operation during beam tests. The
CBM detector slow control will be based on EPICS (”Ex-
perimental Physics and Industrial Control System”), which
is a set of Open Source software tools to provide software
infrastructure for building distributed control and moni-
toring systems [1]. A central component in EPICS are
Input-Output Controllers (IOC), of which many can be dis-
tributed over the network and each control or monitor a
certain subset of Process Variables (PV).
We developed a new slow control hardware interface for
easy integration and readout of many different input/output
channels, in particular inexpensive, commercially available
I2C sensor devices. The interface connects via Ethernet to
a standard EPICS IOC client running on a Linux PC.
The interface is based on the commercially available
ARDUINO board, utilizing the ATMEL ATmega2560 em-
bedded processor. A photograph of the interface box is
shown in Figure 1. The ARDUINO board provides vari-
ous input/output interface connections for sensor readout:
54x simple digital I/O pins, 16x 10bit analog ADC inputs,
1x I2C interface, 4 UARTs etc. Additional functional-
ity can be achieved by standardized add-on boards, called
shields. We attach an Ethernet shield for communication
to the EPICS-IOC. During the recent CBM-RICH proto-
type beamtest at CERN/PS [2] we used the system in con-
nection with integrated temperature and pressure sensors
as shown in Fig. 2 to monitor the radiator gas temperature
and pressure, as well as the temperature of each individual
readout module. Resolution of these sensors is very good,
0.01 mbar / 0.1 K. The sensors were read out via a common
I2C bus implemented on the RICH photon camera read out
board. The I2C-bus on the camera was extended via long
(3m) cable to the ARDUINO interface box, which acted as
I2C bus master. A maximum of 7 temperatur sensors of
type TMP75 (plus one embedded into the pressure sensor)
and a pressure sensor (type BMP085) could be read out like
this.
The IOC requests data every 5 seconds from the Ar-
duino via standard stream device, and provides the data
as Process Variables (PV) with following names via the
network: CBM:RICH:press 0 and CBM:RICH:temp 0 for
the pressure sensor and its build-in temperature sensor, and
CBM:RICH:temp 1 to CBM:RICH:temp 7 for the dedi-
cated temperature sensors. The DAQ system polls these
variables regularly and stores them as EPICS subevent in
the data stream for offline analysis. In parallel, the data can
be displayed by any EPICS CA client, e.g. StripTool. A
Figure 1: Photograph of the ARDUINO based slow control
box. The display is used to show the IP address obtained
via DHCP.
graphical user interface based on CSS was developed for
online data visualization and alarm monitoring [3].
During the beam test the system was running very
smoothly, and it is a cheap and reliable alternative to com-
mercial solutions. For the future we plan to move to the
Raspberry Pi platform [4], which will allow to integrate the
IOC functionality into the interface box rendering the need
for an external Linux IOC client.
Figure 2: Pressure sensor (left) and temperature sensor
(right) with integrated I2C interface
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First lab tests of a new RICH readout electronic prototype module
C. Pauly1, K.-H. Kampert1, J. Kopfer1, S. Reinecke1, M. Traxler2, and C. Ugur2
1Bergische Universita¨t, Wuppertal, Germany; 2GSI, Darmstadt, Germany
A new electronic readout module (first prototype see
Fig. 1) is currently being developed at GSI by M. Traxler et
al. for readout of the CBM RICH detector. The board de-
sign is based on the HADES TRB3 readout board [1] and
comprises 64+1 channels of FPGA-TDC, individual ana-
log input amplifiers, 8 channel DAC for threshold control
(common threshold for each group of 8 input channels), a
digital TRBnet backend and SFP-connection for data trans-
port. Analog signal discrimination is implemented using
LVDS differential line receivers on the FPGA. The goal is
to develop a compact, inexpensive readout board providing
excellent time resolution (σ < 500ps) for MAPMT sig-
nals and moderate amplitude information via Time-over-
Threshold (ToT).
Figure 1: First prototype of the newly developed TRB3
based FPGA-TDC readout module for the RICH
Characterization of first prototype boards in the lab has
been started using signals from a fast analog pulser of vari-
able amplitude to mimic the PMT signals. Of particular
interest here is the threshold spread among all channels in
view of the novel discrimination approach. Figure 2 (left
side) shows the threshold variation (pulse detection effi-
ciency as function of signal amplitude) for all 64 chan-
nels (gray) if a single common threshold value is used. A
group of 8 inputs belonging to the same DAC channel is
highlighted (magenta). The main contribution to the ob-
served threshold dispersion is the gain variation of the am-
plifier stages and tolerances of the LVDS receivers. A next
board iteration will comprise individual DACs for each in-
put channel to compensate for threshold dispersion (and
MAPMT gain non-uniformity).
A second important characteristic tested here is the
achieved time resolution. It was determined by simulta-
neously splitting the same pulser signal to several input
channels. Figure 3 shows the measured time difference
between such pairs of inputs; a Gaussian fit to the corre-
lation peak gives an estimate on the time resolution. A
time resolution in the order of 100 ps is achieved in most
channel pairs (Fig. 3, right side); however, some channels
perform significantly worse, which is probably a matter of
further FPGA firmware tuning. The present prototype per-
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Figure 2: Threshold behaviour for all 64 channels (left,
gray) and 8 channels belonging to same DAC (left, ma-
genta). Threshold dispersion (50% and 90%) is shown in
the histogram to the right.
formance is partly limited by problems due to oscillations
of the densely packed input amplifiers, which will be ad-
dressed in a next prototype iteration. On a similar devel-
opment project (”PADIWA”) this problem could be solved
already.
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Figure 3: Individual time difference between pairs of in-
put channels connected to the same pulser signal (left) and
overview for all channels (right)
The new prototype readout board could also be tested
during the recent RICH prototype beam test at CERN-
PS [2], where it was partially used for readout of the photon
detector in parallel to the presently used n-XYTER solu-
tion. Analysis of the data is in progress; first results look
promising.
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MAPMTs with wavelength-shifting films on UV-extended windows –
dependence of quantum efficiency on layer thickness
T. Schweizer1, D. Spies1, J. Kopfer2, C. Pauly2, K.-H. Kampert2, and M. Du¨rr1
1Hochschule Esslingen, Esslingen, Germany; 2Bergische Universita¨t, Wuppertal, Germany
Wavelength shifting (WLS) films which consist of p-
terphenyl (PT) as active material and paraloid as binder
were applied on MAPMTs with UV-extended windows by
means of dip coating from a dichloromethane-solution. In
contrast to PMTs with standard windows [1], the quantum
efficiency of PMTs with UV-extended windows shows a
more pronounced dependence on layer thickness, which
necessitates a systematic study.
Using different pulling speeds for the dip coating pro-
cess, a layer thickness between 50 and 180 nm was re-
alized; good film quality was achieved for the covered
range of thicknesses (Fig. 1). QE-curves of the employed
MAPMTs (H8500-3) without and with WLS film are com-
pared in Fig. 2 (top). For all measurements, an increase of
QE for λ ≤ 300 nm is observed. In contrast to the evapo-
rated films of larger thickness [2], the QE does not decrease
for wavelengths λ ≥ 300 nm.
Unfortunately, the QE-curves of the bare PMTs differ
significantly, and a direct comparison of the influence of
the WLS films with different layer thickness is difficult. In
order to minimize the influence of the bare PMTs, a nor-
malized increase of the QE was calculated according to
∆QE(λ) = [QEfilm(λ)−QEbare(λ)]×QEmax,∗bare /QEmaxbare
with QEmax,∗bare being the maximum QE of the best of the
PMTs used. The respective curves are shown in Fig. 2 (bot-
tom) for the PMTs with the three dip-coated layers as well
as for the PMT which was coated with PT by means of
evaporation [2]. For wavelengths λ ≤ 300 nm, the in-
crease caused by the dip coated layers is higher than for
the evaporated film. Within the series of dip-coated layers,
the increase in QE increases with increasing layer thick-
ness. From absorption and fluorescence measurements (not
Figure 1: H8500D-03 MAPMT with part of the original
WLS coating removed on the left hand side. The homoge-
neous film on the right hand side is clearly discernible.
Figure 2: Top: QE as a function of wavelength as mea-
sured for H8500-03 MAPMTs without (open symbols)
and with dip-coated WLS films (filled symbols, 3 differ-
ent layer thicknesses). Bottom: Normalized difference
∆QE(λ) as deduced for the three MAPMTs with differ-
ent layer thickness from the top panel as well as deduced
for the MAPMT with an evaporated PT film.
shown), no further increase towards thicker layers is ex-
pected. Whereas the evaporated film shows a decrease in
QE around λ ≈ 300 nm, no such decrease is observed for
the much thinner dip-coated layers.
MAPMTs with WLS films of about 180 nm were used
in the RICH beam tests in 2011 and 2012 [3, 4].
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Results of the RICH prototype gas system during the 2012 beam test
L. Kochenda1, P. Kravtsov1, Y. Ryabov1, C. Ho¨hne3, C. Dritsa3, T. Mahmoud3, and J. Eschke2
1PNPI, Gatchina, Russia; 2GSI, Darmstadt, Germany; 3Justus Liebig University, Giessen, Germany
The CBM RICH prototype gas system [1] was built to
provide pure CO2 gas to the RICH prototype at a con-
stant differential pressure of about 2 mbar. During the Oc-
tober/November 2012 beam test at CERN, the gas system
worked successfully with the RICH prototype. The differ-
ential pressure was stabilized in the detector at the level of
2.0± 0.15mbar although the barometric pressure changed
in the range of 37 mbar (Fig. 1). Since the gas system pro-
vides pure CO2 gas without admixtures, the slow control
system operating the mass controller to stabilize the inter-
nal detector pressure acted on adding more or less fresh
pure gas (Carbon Dioxide).
Figure 1: RICH pressure stability
Both the purifier and dryer were regenerated prior to the
beam time. These units remove moisture and oxygen from
the recirculation flow. The dryer was filled with Zeolite
NaX and the purifier with pure copper. The final impurity
levels downstream of the purifier and the dryer were 9 ppm
of oxygen and 15 ppm of moisture.
The control system [2] performed well except for a
single accident after a power failure: the temperature-
indicating controller for the purifier then accidentally over-
heated the purifier. This accident decreased the purifier ef-
ficiency, which however was still good enough to keep an
oxygen level of 200–230 ppm.
For technical reasons we had a very good opportunity to
investigate the influence of the oxygen to the RICH detec-
tor performance. In the middle of the run, the prototype
vessel was opened to remove the wavelength shifting film
(WLS) from some of the MAPMTs. This opening of the
box resulted in an extremely high content of oxygen (up
to 1 %) and moisture (up to 1000 ppm) in the chamber
(Fig. 2). The efficiency of the RICH detector was mea-
sured during cleaning of the detector volume from oxygen.
The results of the measurements are shown in Fig. 3. The
behaviour of the ring radius and the number of hits per
ring showed a surprisingly small dependence on the oxy-
gen content. The ring reconstruction in the RICH prototype
was reliable even at 9000 ppm of oxygen.
Figure 2: Oxygen and moisture content after camera ex-
change
Figure 3: Influence of the oxygen content to ring radius and
number of hits
In general, the gas system provided stable operation with
stabilization of all required gas parameters in the RICH
prototype. It was reliably controlled by the control system,
providing all system parameters to the central slow con-
trol system based on EPICS. The RICH prototype vessel
(3.5m3) was checked for leaks prior to the beamtime. The
leak rate was estimated by the pressure decrease in the ves-
sel. It turned out to be quite reasonable for the gas system
operation (170 sccm).
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Ring reconstruction for the RICH prototype beam test data 2012
S. Lebedev1,2 and C. Ho¨hne1
1Justus-Liebig-Universita¨t, Gießen, Germany; 2LIT JINR, Dubna, Russia
The real-size prototype of the Ring Imaging Cherenkov
detector (RICH) was tested for the second time together
with other CBM groups at the CERN PS/T9 beam line
in October 2012 [1]. One of the goals was a test of the
ring reconstruction and fitting algorithms which were im-
plemented in CBMROOT with a real data. In this report
the analysis of the ring reconstruction is presented.
The event reconstruction includes several steps. First, all
hits which belong to one event are collected. Then the rings
are reconstructed using an algorithm base on the Hough
Transform method [2]. The parameters of the rings are pre-
cisely estimated by circle and ellipse fitting procedures [2].
These are all standard algorithms for the ring finding and
fitting in the CBMROOT framework.
For a better understanding of the RICH prototype per-
formance and also for the validation and debugging of the
reconstruction procedure it is quite useful to have a visual
representation of events. For this purpose a RICH proto-
type event display was implemented. It displays informa-
tion about the event like all hits and hits which were as-
signed to the ring by the ring finder. It also draws fitted cir-
cles and ellipses and their parameters. Two example events
are shown in Fig. 1.
Figure 1: Examples of the events for the RICH prototype
Since the analysis was performed for real data there was
no possibility to use Monte-Carlo information. For the ef-
ficiency calculation of the ring finder the following defini-
tion was established: the number of events in which at least
one ring was reconstructed divided by the number of events
with at least one hit. Only electron events were selected by
cuts on both Cherenkov detectors [1]. The quality of re-
constructed rings was also checked using the event display;
however, this could be only done for a limited sample.
Figure 2 shows the ring reconstruction efficiency (black
line) in dependence on the number of hits in the event. The
integrated efficiency over all events is 99.1%. The effi-
ciency drops down for events with less than 10 hits: the
mean efficiency for events with 9 – 11 hits is 81%, it de-
creases to 36% for events containing 6 – 8 hits. Rings with
less than 6 hits cannot be found by the ring finder. The
quality of rings with a small number of hits is very low,
and many of them are rejected by the ring finder.
Approximately 3% of events contain two rings. An ex-
ample of such an event is presented in the right panel of
Figure 1.
One of the criteria of the ring finder performance is cor-
rect fitting of the found rings. For the evaluation of the
fitting efficiency it was assumed that a ring is correctly fit-
ted by the circle fitter if its radius is in the range 3 – 6 cm,
which corresponds to the mean radius of electron rings
(4.5 cm±1.5 cm). For the ellipse fitter the major and minor
half axis should lie in the same range. The fitting efficiency
is defined as the number of correctly fitted rings divided by
the number of events with at least one hit. The efficiency
of circle (blue line) and ellipse (red line) fits is shown in
Fig. 2. The circle fitting efficiency is almost 100%, which
means that if a ring is found it can be correctly fitted as cir-
cle. For the ellipse fitting the efficiency for the events with
low number of hits is worse, because more hits are required
for correct estimation of 5 ellipse parameters instead of 3
circle parameters.
Figure 2: Efficiency of the ring reconstruction, circle fitting
and ellipse fitting in dependence on the number of hits in
an event
In summary, the ring finding and fitting algorithms were
tested with real data and showed very good efficiency.
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Mirror displacement tests - simulation and preliminary results
T. Mahmoud and C. Ho¨hne
Justus-Liebig-Universita¨t, Gießen, Germany
When constructing the mirror plane of the CBM RICH
detector, misalignment between the mirror tiles relative to
each other and to the nominal common spherical surface
cannot be completely avoided. Such misalignment leads
to displacements of a mirror tile along the z-axis at one or
more of its sides, which results in displacing the hit position
of a reflected photon on the detector plane. This can cor-
rupt the shape and properties of Cherenkov rings that are
reflected at displaced borders. To determine displacement
tolerances this aspect was simulated within the cbmroot
simulation framework and addressed during the beam time
at CERN in fall 2012 [1] with the real-size RICH proto-
type [2]. In the simulations the prototype has been imple-
mented according to its technical design and the measured
optical properties of the mirror, photon detector and gas ab-
sorption. The mirror system of the prototype consists of 4
real size mirror tiles (see Figs. 1 and 2).
Figure 1: Displacement at the top side of mirror number 3,
∆zRotX . The blue (red) line connects the beam position
on the mirror surface with the middle point of the sphere
before (after) the rotation.
Figure 2: Left: Visu-
alisation of the x
′ −
y
′
-plane on the mir-
ror surface. Right:
same as Fig. 1 for
the y
′
-axis.
Study environment: The upper side of mirror 3 was
displaced backwards and the left side forwards. These dis-
placements are called ∆zRotX and ∆zRotY , respectively.
As illustrated in Figs. 1 and 2, ∆zRotX corresponds to a
rotation around the x
′
-axis by an angle αX and ∆zRotY
to a rotation around the y
′
-axis by an angle αY . Figure 3
shows the relation between αX(Y ) and ∆zRotX (∆zRotY ).
In the prototype the x
′
- and y
′
-axis are defined by the
mounting points of the mirrors to the holding frame via
remotely operated actuators. The beam centre runs exactly
between mirrors number 3 and 4.
The effect of the displacements was simulated and mea-
sured using an electron beam with 3 GeV/c momentum.
The main focus was on the half major axis, A-axis, of an
elliptic fit on the reconstructed Cherenkov rings.
Figure 3: Ro-
tation angle αX
as a function of
∆zRotX
Rotation around x
′
-axis: Figure 4 shows the A-axis
distributions as a function of ∆zRotX . Not all entries in the
distributions are affected by border displacements. Since
the beam cross-section is about 1.3 × 1.2 cm2 [3], the
Cherenkov cones of some electrons are reflected entirely
on one of the two mirrors. In other cases the cones are
shared between both. Hence, in each distribution distorted
and undistorted rings are mixed.
Figure 4: A-axis distributions for several ∆zRotX displace-
ments. Left: simulations. Right: data from the 2012 beam
test with the RICH prototype.
Qualitatively, simulations show that starting from the
ideal case with ∆zRotX=0, the maximum and the FWHM
of the A-axis distribution grow with ∆zRotX until a dis-
placement of 1 mm, where they start falling again. To un-
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derstand this behaviour consider only those events where
the electrons run exactly between the two mirrors (com-
pletely distorted rings). One half of the ring is reflected on
mirror number 3 and the other on number 4.
Figure 5: Integrated rings for a displacement of 3.8 mm
The half which is reflected on the rotated mirror moves
along the photon detector plane upwards. For small dis-
placements the ring finder still finds one ring and the ring
fitter fits it but with a largerA-axis. The larger the displace-
ment the more pronounced is the splitting of both halves,
and consequently the A-axis grows more and more lead-
ing to wider distributions. At ∆zRotX ≈ 1 mm the split-
ting is pronounced enough for the ring finder to recognise
two rings (left panel of Fig. 5). They can be fitted with
more realistic values of the A-axis leading to narrower dis-
tributions. This partially regenerating of the distribution
shape is deceptive because we have two rings coming from
one electron. In summary, and from the point of view of
∆zRotX , a displacement of 0.32 mm, corresponding to an
αX of about 1 mrad, is still tolerable.
The right panel of Fig. 4 shows preliminary results from
beam data, which confirm the trend observed in the simu-
lated data, although not so pronounced (see later).
Rotation by y
′
-axis: Rotations of the mirror around the
y
′
-axis have even more pronounced effects as can be seen
in Fig. 6. With increasing ∆zRotY the maximum and the
mean value of the distribution decrease and its FWHM in-
creases up to ∆zRotY ≈ 1.27 mm, where the distribution
splits into two peaks. To understand this behaviour see the
Figure 6: A-axis distributions for several ∆zRotY displace-
ments. Left: simulations. Right: data from the 2012 beam
test with the RICH prototype. In the ledge, the values of
the split peak are of the right part only.
right panel of Fig. 5 and, again, consider only events where
electrons run exactly between the two mirrors. The rota-
tion moves one half of the ring towards the other; the ring is
squeezed leading to lower values of theA-axis. The shrink-
ing of the latter reduces the mean value and finally forms
the left peak of the distribution. The right peak contains
all events with Cherenkov cones being reflected entirely
(or mostly) on one of the mirrors. Also from the point
of view of ∆zRotY , simulations show that a rotation by
αY ≈ 1 mrad is tolerable.
The right panel of Fig. 6 shows preliminary results from
beam data. The double peak effect and the reduction of the
maximum abscissa are observed but not the clear reduction
of the mean value and increase of the FWHM.
Simultaneous rotations around x
′
- and y
′
-axes: Pre-
liminary investigations of the measured data show that mir-
ror misalignment was already present in the starting posi-
tion of the measurements. This is why the maximum of
the A-axis distribution does not rise (fall) as expected by
rotations around the x
′
-axis (y
′
-axis); the effects partially
cancel each other. However in real experiments the ring
position is not fixed as in our case. For a given position,
if one rotation cancels the corruption caused by another, it
enhances it at a different corner, i.e. the opposite side.
Other displacements: The discussed results in this sec-
tion take only ∆zRotX backwards and ∆zRotY forwards
into account. ∆zRotX forwards has same effects as back-
wards because of symmetry reasons. ∆zRotY backwards
has an opposite effect as ∆zRotY forwards. Instead of be-
ing squeezed, the ring is stretched causing a wider distri-
bution of the A-axis. The two ring halves separate quickly
at ∆zRotY of about 0.4 mm, and the ring finder recognises
two rings. This keeps our conclusions regarding tolerances
unchanged.
Conclusion: We have studied effects of mirror displace-
ments on theA-axis of an elliptic fit to the Cherenkov rings
in detailed simulations. Together with preliminary beam
data they show that displacements caused by rotations of
1 mrad can be tolerated.
In addition, results not discussed in this report show that
a displacement of the entire mirror along the z-axis up
to 10 mm does not affect theA-axis distribution noticeably.
Acknowledgement: Many thanks to Thomas Wasem
from the University of Gießen for calculating the sphere
coordinates for different rotations.
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RICH mechanical development
Yu. Ryabov1, V. Dobyrn1, C. Ho¨hne2, E. Leonova1, C. Pauly3, V. Samsonov1, O. Tarasenkova1, E.
Vznuzdaev1, and M. Vznuzdaev1
1PNPI, Gatchina, Russia; 3Bergische Universita¨t Wuppertal, Germany; 2Justus Liebig University, Giessen, Germany
The conceptual layout of the CBM experiment assumes
that the RICH detector is located right behind the magnet.
The total length of the detector along the z-axis is 2 m. It
occupies the same location as the CBM MUCH detector.
The two detectors will be used alternately with a typical ex-
change period of one year. The acceptance of the RICH de-
tector has to cover an angular range up to 609 mrad (∼35◦)
in the horizontal (x-z) plane and up to 435 mrad (∼25◦) in
the vertical (y-z) plane. The detector will be operated at
ambient temperature and pressure. CO2 gas is used as a ra-
diator. The average radiator length is 170 cm. The remain-
ing space is reserved for two horizontally divided mirror
halves, their mounts and support frames. The photo detec-
tor planes are located above and below the beam axis. Each
mirror half is a part of a sphere with a radius of 300 cm.
The area of the reflecting surface of each half of the mirror
is 6.48 m2. The slope angle of each mirror half currently is
one degree. All these parameters were used in the overall
RICH mechanical design prepared in 2012. This design in-
cludes a mirror splitting scheme, mirror supporting frame,
photo detector support and gas box.
In the current design each of the halves of the mirror is
split into 36 parts (tiles): four rows with nine mirrors in
each row (see Fig.1).
Figure 1: Splitting of one from two mirrors halves and mir-
ror tiles support frame
Two types of tiles with different sizes are used.
The two middle rows consist of nine trapezoidal tiles
of 430 (425.6) mm × 425 mm in an arc. The reflect-
ing surface area of the tile is 0.182 m2. The re-
maining two rows consist of nine trapezoidal tiles of
425.5 (412.5) mm × 425 mm in an arc. The reflecting sur-
face area of the tile is 0.178 m2. This splitting scheme al-
lows for reasonable size of the tiles close to that used in the
prototype and provides acceptable gaps between the mir-
rors (about 4 mm).
A three-point (tripod) mount concept is chosen as the ba-
sic idea for the tiles mount geometry, with the three mount
points on the tile forming an equal-sided triangle [1]. The
proposed mount leg structure is shown in Fig. 2 (right).
These mounts allow to rotate tiles along three axes, as well
as to move them along the z-axis. It consists of the Cardan
joint connected to the mirror tile through the ring plate at
the mount point. A rotating rod is inserted into the oppo-
site side of the hinge, which is the base axis of the mount
leg. It passes through the support and ends up in a manual
screw. A linear actuator of Firgelli L12 type [2] is fixed
on one side of this support in parallel to the screw. The
Cardan joint itself consists of a couple of hinges where one
hinge can only rotate around its rotation axis but the sec-
ond hinge, in addition, has freedom of translation along its
rotational axis. The layout of the 3-point mount geometry
shown in Fig. 2 (left).
Figure 2: The layout of the 3-point mount geometry. The
arrows indicate the rotational and translational degrees of
freedom (left). Mount leg structure (right).
In the current project we use a mirror mount design
which can be controlled remotely and manually. Any of
these options can be removed from the final version of the
design. Each of the three mounting legs of the mirror tiles
is attached to a special aluminum rectangle (see Fig. 3,
right). The rectangle in turn is attached to the frame, as
shown in Fig. 3 (left). In the region close to the beam pipe,
the tiles will be partly cut off. Therefore, a special mount-
ing scheme is required in this zone.
The design of the supporting frame utilizes aluminum
profiles of 40 mm × 40 mm and 30 mm × 30 mm. The
frame consists of four “belts“ (zones) corresponding to the
four rows of tiles (see Fig. 3, left). Vertical and horizon-
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Figure 3: Mirror tiles support frame (left). One tile with
three mounting legs attached to a special aluminum rectan-
gle (right).
tal cross beams form cells that match the size of the tiles.
Each cell is parallel to the plane of the tiles included in the
corresponding row.
All four “belts“ are attached to a rectangular base frame,
as shown in Fig. 1. This base is common for both mir-
rors. This design contains a number of connections with
non-standard angles. Precise cuts of aluminum profiles and
home-made joining details are to be used for the project.
For joining aluminum parts of the frame which are at 90◦
and 45◦ with respect to each other, the design uses indus-
trially produced details.
Each of the two photon detection systems (above/below
the beam pipe) is horizontally split into two sub planes with
dimensions of ∼ 1000 mm × 600 mm. These two parts are
arranged at an angle of 5◦ with respect to each other in
order to optimize the focusing. Thus the full photon cam-
era system of the RICH consists of four such detector sub-
planes, two above and two below the beam pipe. Each of
these planes is divided into four sub-parts, corresponding to
four printed circuit boards (PCB) carrying the photon sen-
sor devices. Figure 4 shows the photon detector supporting
frame as well as a possible installation and sealing scheme
for the individual PCBs. For fine tuning of the position of
the photon detector supporting frame, special spacers can
be used.
Figure 4: One of the photon detector support frames as
seen from inside the gas box. Two single sensor PCBs are
sketched in yellow.
The design of the gas box is based on solutions tested
with the prototype [3] and contains a reinforced frame
welded from 100 mm × 100 mm × 5 mm channel bars
(Fig. 5), covered with rigid panels on all sides. A rein-
forced design of the gas box is necessary for the possi-
bility to move the detector using a crane. The design en-
ables disassembly of the gas box for transportation in a
standard container. Part of one of the side panels can be
dismounted for installation of the mirror supporting frame.
The front and rear panels can also be removed for access
to the supporting frame and photon detectors. The front
and rear panels are made of Kapton foil with a thickness of
200µm. Alternatively, a 2 mm plastic sheet may be used
for the rear panel. The corresponding parts of the frame
will have structures for support of the beam pipe.
A general view of the supporting frame with mirrors, gas
box and the photon detector planes is shown in Fig. 5.
Figure 5: A general view of the supporting frame with mir-
rors, gas box and the photon detector planes
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RICH design with tilted mirrors
C. Welzbacher1, T. Mahmoud1, C. Pauly2, and C. Ho¨hne1
1Justus-Liebig-Universita¨t, Gießen, Germany; 2Bergische Universita¨t, Wuppertal, Germany
In the current RICH layout, the photon detector plane
is located directly behind the magnet yoke. The expected
stray fields are too large for the anticipated photon sensors.
An obvious way to reduce the magnetic stray field in the
photon detector plane is to move the planes outward by tilt-
ing the RICH mirrors. A disadvantage of this ansatz is that
with large angles the rings get distorted in their projection
onto the photon sensors and it also becomes more difficult
to get a good focussing of all rings. Some more generic
studies of this ansatz have been made in the cbmroot sim-
ulation framework and shall be reported in the following.
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Figure 1: Position for the center of the photodetector plane
for different tilt angles of the mirror with three examples
for possible configurations
Figure 2: Visualization of the
implemented geometry with a
10◦ tilt of the mirror
Positions of the photon detector plane have been calcu-
lated analytically to first order in dependence on the tilting
of the RICH mirror. Fig. 1 shows the positions of the cen-
ter of the photon detector plane for different tilt angles of
the mirror with three examples for possible configurations.
As can be clearly seen, tilting the mirror moves out the
photon detector plane in z and y from the magnetic stray
field. The larger the tilt is, the more the photon detector
plane approaches a horizontal position. For an illustration
Fig. 2 shows the visualization of one of those geometries in
cbmroot. Connected to the larger reflection angles for pho-
tons is a decreased quality of the ring projection: The ring
distortions measured through the ellipticity B/A (ratio of
Table 1: Comparison of the ellipticity B/A (distortion) of
the rings and focus (thickness ∆R) of the rings
Tilt angle α B/A ∆R[cm]
-1◦ 0.9040 0.2791
5◦ 0.8938 0.3090
10◦ 0.8740 0.3540
15◦ 0.8415 0.4022
minor and major half axis when fitting an ellipse) increase
as well as the width of the focussed ring ∆R (mean of
distances of single Cherenkov photon impacts to the fitted
ring). Fitting the focussed rings, the ellipticityB/A and the
ring focus (thickness) ∆R were extracted and summarized
in Tab. 1 for different tilting angles. The increased thick-
ness is still below the granularity of the anticipated pho-
tomultipliers (pixel size of 5.8×5.8 mm2) and thus should
have little effect. The increased ellipticity however poses a
challenge for the ring finding: currently there is a 6 % ef-
ficiency drop from the standard geometry to the one with
mirrors tilted by 10◦.
The resulting reduction of the magnetic field has been
studied using the most up-to-date field map available in
cbmroot (field v12b) not yet including any shielding.
Fig. 3 shows the effect of magnetic field reduction due to
different positions of the photon detector plane. For tilt an-
gles larger than 10◦, values below 5-6 mT are reached even
in the innermost region of the photon detector plane.
We expect that including a proper shielding and a tilt
of the mirror of ≥ 10◦, magnetic field values of less than
1 mT can be achieved in the photon detector plane. The
ring reconstruction routines have to be improved in order
to cope with the (predictable) elliptic shapes of the rings.
Figure 3: Visualization of different photon detector posi-
tions with respect to the magnetic field (field v12b). The
field is shown in the y − z plane at x = 0 cm.
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A modified RICH detector design with an additional second mirror
S. Reinecke, K.-H. Kampert, J. Kopfer, C. Pauly, J. Pouryamout, S. Querchfeld, and J. Rautenberg
Bergische Universita¨t, Wuppertal, Germany
Because of the large magnetic stray field in the region
of the RICH camera and thus the significantly decreasing
detection efficiency of the multianode photomultipliers [1],
an alternative design of the RICH detector with an addi-
tional second mirror was simulated. The second mirror can
either be plane or spherical, both solutions having differ-
ent advantages and disadvantages. The second mirror is
placed at the original position of the photon camera with
the camera being moved to a new position above/below the
first mirror where the magnetic stray field is significantly
reduced.
As a result of the increased path length of the Cherenkov
light, the radius of curvature of the first mirror has to be
increased from 3 m to a value around 4.5 m - 5.5 m, and its
tilting angle must be increased from -1◦ to 5◦ - 8◦.
An unavoidable drawback of any two-mirror geometry
is the reduced number of detected photons per ring, as the
mirrors have reflectivities less than 100% (see e.g. [2]).
Calculations show a loss of around 10% corresponding to
3 - 4 photons when adding a second mirror.
Several parameters were investigated in simulations,
namely the number of photons per ring, ring radius r, ring
width dR, ring ellipticity B/A and momentum-dependend
efficiency of ring finding.
Figure 1: Exemplary RICH detector design with two mir-
rors (side view); the red line shows a particle track with the
envelope of all Cherenkov photons shown in blue.
A sketch of the design using a plane second mirror can
be seen in Fig. 1. A plane second mirror has no direct influ-
ence on the optical shape of the produced Cherenkov rings,
as it only folds the light path. This leads to an increased
ring radius from 5 cm to around 7 cm - 8 cm, because
the ring radius r is correlated with the mirror radius R and
Cherenkov opening angle ϑ according to r = R/2 · tanϑ.
According to present simulations the quality of the rings
and the efficiency of ring finding and fitting nearly stay the
same compared to the original geometry. The only impor-
tant disadvantage, and this is a decisive factor regarding the
costs, is the need for a bigger camera size (factor of nearly
2.5, proportional to R2) to keep the same acceptance.
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Figure 2: Comparison of the number of hits per Cherenkov
ring in the original geometry (left) and in the 2-mirror ge-
ometry (right)
With an additional spherical mirror it is possible to keep
the camera at nearly the same size as in the original geome-
try, as a smaller effective focal length feff can be achieved,
with the effective focal length of the combined mirror sys-
tem being f−1eff = f
−1
1 +f
−1
2 −d ·f−11 ·f−12 , with f1 and f2
the focal lengths of the two spherical mirrors (fi = Ri/2)
and d the distance between them. Using this design the
ring radius can be kept at around 5 cm. However this lay-
out would produce more ellipsoidal rings, and the degree of
ellipticity seems not to be homogeneously distributed over
the surface, becoming worse to the upper and lower sides
of the camera.
Another disadvantage is the highly increased complexity
of aligning all single mirror tiles of two spherical mirrors.
Both design considerations show that it is possible to in-
clude a second (plane or spherical) mirror in the RICH de-
tector. Using an additional plane mirror seems no alterna-
tive to the original layout because of the highly increased
size and costs for the detector camera, even if the optical
qualities would approximately stay the same. The usage
of an additional spherical mirror would not result in sig-
nificantly increased costs but has worse optical qualities of
the produced Cherenkov rings and needs much more effort
when aligning all single mirror tiles.
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Segmentation optimization for the MUCH detector
H. Ansari, N. Ahmad, and M. Irfan
Department of Physics, Aligarh Muslim University, Aligarh, India
The main aim of the present study is to search for an
optimized MUCH segmentation layout for SIS-300 colli-
sion energies. We simulated central Au+Au collisions at
beam energy of Elab = 35A GeV. As signal particle we
considered the ω meson generated by the PLUTO event
generator [1]. The background was simulated using the
UrQMD event generator. The full event reconstruction
was performed in the cbmroot framework (trunk version
18224) [2]. The geometry used is the standard geometry. It
includes 6 iron absorbers and 18 detector layers, 3 detector
layers behind each absorber. The total absorber length in
the current design is 225 cm. The segmentation is imple-
mented at the digitization level of the simulation.
The study of the segmentation is important for a) the de-
termination of occupancy and multi-hit probability, which
eventually determines the feasibility of tracking and the
efficiency of muon measurements; b) the total number of
pads, which influences the cost, and c) the small pad size,
important from the point of view of fabrication and signal
strength.
Figure 1: Segmentation scheme for a MUCH station
Figure 1 shows the segmentation scheme for the detector
layers of the MUCH system. Different annular regions are
segmented into pads by dividing the azimuthal angle. The
annular regions are filled with square pads (dr = r∆φ)
with the pad size increasing with radius. This segmenta-
tion scheme helps to keep the occupancy close to a con-
stant, which in turn enables to avoid a radial dependence
of the detector response. Figure 2 shows the variation of
occupancy with the angular segmentation ∆φ for the entire
layer.
Figure 3 shows the variation of the number of unmatched
Figure 2: Variation of occupancy with segmentation angle
background tracks per event for primary and secondary
tracks passing through 12 and 15 layers of MUCH. The
mismatch between tracks increases with segmentation an-
gle for secondary tracks, but remains nearly constant for
primary tracks. We conclude that a segmentation angle of
1◦ seems to be the optimum choice.
Figure 3: Number of unmatched tracks per event as func-
tion of segmentation angle. Magenta: primary tracks, 12
layers; yellow: primary tracks, 15 layers; blue: secondary
tracks, 12 layers; green: secondary tracks, 15 layers
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Study of secondaries produced in the MUCH detector of the CBM experiment
S. Ahmad and M. Farooq
University of Kashmir, Srinagar, India
The secondaries produced by the muon absorber system
of CBM need careful study as they affect the design criteria
of both STS and MUCH. The absorber layout of MUCH
has been analysed in simulations for central Au+Au col-
lisions at 25A GeV for 1000 events. The primary parti-
cles are produced with the UrQMD event generator, and
the GEANT3 transport code is used to propagate the parti-
cles through the detector material and to create secondary
particles. We used a full version of the muon detection sys-
tem, consisting of 6 absorber layers and 18 tracking cham-
ber planes, grouped in triplets behind each absorber slab.
The total absorber thickness is kept constant at 225 cm,
whereas the thickness of the first layer is varied between
7 and 50 cm. The multiplicity of secondaries behind the
first absorber can be reduced by increasing the thickness of
the iron plate. In this case, however, small-angle scattering
in the absorber material is increased, and the matching effi-
ciency between the ingoing and outgoing tracks decreases.
Figure 1: Much/STS multiplicity ratio for different parti-
cles as a function of Fe absorber thickness
In a first step, we studied the particle multiplicity be-
fore and after the first iron absorber, i. e. on the last STS
layer and on the first MUCH layer, respectively, as a func-
tion of the absorber thickness. Figure 1 shows the ratio of
(primary and secondary) particle multiplicities detected be-
fore and after an iron absorber of variable thickness. The
multiplicity at zero thickness corresponds to the number of
particles in front of the absorber. The particle multiplic-
ity is dominated by the yield of secondary electrons, which
rises steeply up to an absorber thickness of about 5 cm and
then drops with increasing material thickness. The particle
multiplicity decreases also strongly with increasing radial
distance from the beam. This effect is important for the
segmentation of the tracking chambers, which may vary in
size by more than one order of magnitude from the inner to
the outer area of the detector.
In a second step, we investigated the influence of the
magnetic field, the beam pipe and the beam pipe shielding
(tungsten) on the secondary electron-positron pairs as well
as on the small number of neutrons observed on the last
STS station. The results of this study are shown in Fig. 2.
We find that with the removal of the beam pipe shielding,
while keeping the magnetic field and the beam pipe in the
setup, the number of secondaries is greatly reduced, indica-
tion that the W shielding is the main source of secondaries.
Figure 2: Positron multiplicity in the last STS station as a
function of absorber thickness and with removal of mag-
netic field, beam pipe and beam pipe shielding
Finally, an additional Graphite absorber of different
thickness was introduced between STS and MUCH to re-
duce the back-scattered neutrons in the STS while keep-
ing the first MUCH absorber thickness fixed. Our results
showed that there is a slight decrease in the number of neu-
trons, which can be reduced to zero if the beam pipe shield-
ing is removed completely.
We conclude that the number of secondary electron-
positron pairs as well as of neutrons can be reduced if the
beam-pipe shielding material is re-optimized in this respect
by trying different materials at different regions of the beam
pipe.
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Response of a triple GEM chamber with high-intensity X-ray source
A. K. Dubey, J. Saini, S. Chattopadhyay, and G. S. N. Murthy
Variable Energy Cyclotron Centre, Kolkata, India
The first few stations of the CBM muon chambers have
to cope with a high rate of about 1 MHz/cm2. A high-rate
gas detector based on Gas Electron Multipliers (GEM) has
been envisaged. In this regard, we have tested several pro-
totype detectors having an active area of 10 cm × 10 cm
using self-triggered readout electronics. One of the key is-
sues has been to study the efficiency of charged particle
detection by varying the incident particle flux. In the beam
tests performed so far, rates up to several hundred kHz/cm2
could be reached. In order to study the response of the de-
tector at higher rates, we have tested the chambers with a
high-intensity X-ray source facility at the RD51 laboratory
at CERN. This Cu-target X-ray source with a characteristic
energy of 8 keV was incident from a narrow tube having an
aperture of about 2 mm diameter. A triple GEM chamber
of 10 cm× 10 cm active area and consisting of 512 readout
pads was used for the tests. Since it is not possible to gener-
ate a trigger while using the X-ray source, the test was done
with standard Ortec electronics instead of the n-XYTER.
For this, each of the 8 zones of the readout plane was indi-
vidually shorted using 8 different connectors, and the sig-
nal was readout from one such zone where the detector was
illuminated. The drift gap, transfer gap and induction gap
of the triple GEM chamber were 3 mm, 1 mm and 1.5 mm,
respectively. The biasing chain consisted of a protection
resistor of 12 MΩ across the top surface of each GEM foil.
The chamber was tested at a HV of 3200 V (∆Vgem across
each GEM was about 358 V). The intensity of the Copper
X-rays was varied by changing the filament current. Fig-
ure 1 depicts the prototype chamber under test. The X-ray
tube is placed about 2 cm away from the chamber.
Figure 1: Photo of the triple GEM chamber under test with
the X-ray source
The pulse height spectra corresponding to seven differ-
ent intensities are shown in Fig. 2. The spectrum with high-
est intensity (about 1.37 MHz/cm2) is represented by the
outermost curve, while the one with lowest intensity corre-
sponds to 93 kHz/cm2. The position of the major peak is
found quite stable in spite of the change in the rate of inci-
dent particles by a factor of about 12. The intensity of the
incident X-rays was calculated from the frequency of the
signal collected from the bottom last GEM.
Figure 2: Cu X-ray pulse height spectra for varying inci-
dent intensities
The anode pads from the zone being readout were cou-
pled to a picoammeter to have an independent and quanti-
tative estimate of the change in gain. The detector was op-
erated at a gain of∼ 7 ·103, and the observed change based
on the anode current measurement was found to be around
10 % for the range of intensities studied (see Fig. 3). This
value is close to what can be gathered from the mean po-
sitions of the major peak in the pulse height spectra shown
in Fig. 2. Further investigations of this data are underway.
Figure 3: Variation of detector gain with anode current
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High-rate study of GEM detectors with n-XYTER readout
J. Saini, S. Chattopadhyay, A. K. Dubey, and S. R. Naryana
Variable Energy Cyclotron Centre, Kolkata, India
The n-XYTER is a self-triggered ASIC with various bi-
asing parameters designed to operate at high frequencies of
up to 1.6 MHz. We have been using this ASIC since 2010
for the prototype testing of GEM detectors. In these tests,
we have observed the following issues at high rates above
5 kHz per channel: (i) low overall efficiency, (ii) reduction
of ADCs, (iii) missing hits in the center of the beam spot at
high rate and (iv) significant rate and amplitude dependent
crosstalk. GEM detectors have been demonstrated to work
at very high rates (> 1MHz/mm2), and therefore the is-
sues mentioned above appear to be related to the readout
electronics. To resolve this, a systematic study was per-
formed, and the results reported here demonstrate that the
problems can be traced to the electronics bias settings of
the n-XYTER.
Figure 1: Left: beam spot with low intensity. The spot is
clearly visible in the central region. Right: Beam spot with
high intensity. Hits are missing in the central region, and
crosstalk is generated in uncorrelated pads.
The test data showed 99 % detection efficiency of muons
at low rates (∼ 1.7 kHz/cm2), but with high rate of inci-
dent pions (> 5 kHz/cm2), the overall efficiency reduces
drastically and the central cell shows less hits then the
nearby cells as shown in Fig. 1 for low and high intensity
runs, respectively.
Test with pulse input to the the n-XYTER
FEE
In the laboratory, a ladder-type waveform is specially
designed to inject 9 consecutive charge pulses to the test
channel of the n-XYTER without a discharge unlike nor-
mal square pulses. This type of waveform was generated
to simulate the detector input charge faithfully. With this
input, we have studied the n-XYTER output waveforms by
varying Vbfb, which controls the feedback impedance of
the charge-sensitive preamplifier (CSA). Increasing Vbfb
decreases the feedback impedance, resulting in lowering
the discharge time of the CSA. Figure 2 shows scope
screenshots, where the pink waveform is a ladder pulse as
an input to a 1 pF capacitor which injects the charge in the
test channel of the n-XYTER. The yellow and green wave-
forms are the fast and slow shaper output responses of the
n-XYTER, respectively. The pulse injection frequency is
500 kHz with a pulse height of 15 mV, injecting a charge of
15 fC per pulse step. The left side shows the situation for
Vbfb = 25 as was used in test beams. It can be clearly seen
that with consecutive pulses, the CSA of the n-XYTER
gets saturated and the shaper pulse amplitude gets reduced.
With Vbfb set to 70 (right side), we see the restoration of
all pulse amplitudes.
Figure 2: Scope screenshots with Vbfb = 25 (left) and
Vbfb = 70 (right). The frequency is 500 kHz, the input
charge is 15 fC.
Figure 3: Scope screenshots with input charge 50 fC at a
frequency of 500 kHz. Left: Vbfb = 70, right: Vbfb = 100.
We have also studied the effect of high input charge. Fig-
ure 3 (left) shows that with a charge input of 50 fC, the dis-
tortion of amplitudes persists even with Vbfb = 70. So we
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increased Vbfb further to 100 to nullify this effect as shown
in the right side of Fig 3.
Test with source on the detector and
n-XYTER electronics
Tests were also carried out with a GEM detector us-
ing the n-XYTER FEE board and with Fe-55 and Co-60
sources emitting X-rays and γ rays, respectively. With the
Co-60 source, Fig. 4 (left) demonstrates that with Vbfb =
25, hits are missing for the central region of the beam spot
and crosstalk starts appearing. With increasing of Vbfb to
55, we see that the peak of the beam spot is well centered
with no crosstalk (right side of Fig. 4).
Figure 4: 2-d hit distribution from a Co-60 source. Left:
Vbfb = 25; hits are missing in the central region. Right:
Vbfb = 55; well defined beam spot.
For the data with Fe-55 source, we have, in addition to
the 2-d plots, identified a central channel and studied the
evolution of ADC with Vbfb. Figures 5, 6 and 7 show
the results for Vbfb = 6, 25 and 55, respectively. A well-
defined beam spot is visible for high Vbfb settings. The
signal in the central channel is not visible above the noise
for Vbfb = 6. With increasing Vbfb, the characteristic X-
ray peaks of Fe-55 appear, which are clearly visible for
Vbfb = 55, including the escape peak. It should be noted
that the ADC spectrum of the n-XYTER is inverted, show-
ing lower pulse height in higher channels.
Figure 5: Results of the tests with a Fe-55 source for
Vbfb = 6. Left: 2-d hit distribution; right: ADC spectrum
of a central channel.
In conclusion, it has been shown by both injecting an
input pulse to the n-XYTER FEE and source tests using
Figure 6: Same as Fig. 5, but for Vbfb = 25
Figure 7: Same as Fig. 5, but for Vbfb = 55
a GEM detector coupled to n-XYTER electronics that the
setting of Vbfb can cause the efficiency loss, the incorrect
ADC and the cross talk effect which were seen in previ-
ous test beams. Crosstalk seems to be the effect of pile-up
of multiple hits which results in surpassing the threshold
in uncorrelated cells whose tracks in the detector PCB are
lying nearby the track of the central cell with the actual hit.
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Ageing studies of GEM foils for the CBM-MUCH detector
S. Biswas1,2, D. J. Schmidt1, A. Abuhoza1, U. Frankenfeld1, C. Garabatos3, J. Hehner1, V. Kleipa1,
T. Morhardt1, C. J. Schmidt1, H. R. Schmidt4, and J.Wiechula4
1GSI, Darmstadt, Germany; 2Variable Energy Cyclotron Centre, Kolkata, India; 3CERN, Geneva, Switzerland;
4Eberhard-Karls-Universita¨t, Tu¨bingen, Germany
The ageing and long-term stability of GEM-based de-
tectors for the CBM Muon Chamber (MUCH) was stud-
ied in the GSI Detector Laboratory employing both X-ray
and Fe55 sources. One GEM detector was tested for 15
days continuously at the voltages 400 V, 395 V and 390 V
with a gas mixture of Ar/CO2 (70:30). The drift, induction
and transfer field were set to be 2.5 kV/cm, 2 kV/cm and
3 kV/cm, respectively. The Fe55 X-ray spectra were taken
for a 10-minutes interval. The mean position of the 5.9 keV
Fe55 X-ray peak was recorded continuously, as well as the
ambient temperature T and pressure p. A definite correla-
tion between peak position and T/pwas observed, which is
well known for any gas detector. Therefore, a corrected and
normalized gain g was computed from the effective gain G
according to
g =
G
AeBT/p
. (1)
A and B are fit parameters, determined by fitting the expo-
nential function
G(T/p) = AeBT/p (2)
to the correlation plot. The exponential dependence in
Eq. 2 is deduced by assuming inverse proportionality of
the Townsend coefficient α to the mass density ρ; and thus
α ∝ 1/ρ ∝ T/p.
Figure 1: Normalized gain vs. time for a GEM detector
irradiated by a Fe55 source
The variation of the normalized gain as obtained by Eq. 1
is shown in Fig. 1. There is a peak-to-peak variation of
about 10 %, originating from the variation of the O2 con-
centration in the gas as well as from the variation of the gas
ratio due to changes of the characteristics of the mass flow
controller with temperature.
The ageing study of one GEM module was performed
by using a 8 keV Cu X-ray generator to verify the stability
and integrity of the GEM detectors over a period of time.
The GEM was operated at 395-390-385 V with drift, induc-
tion and transfer field at 2.5 kV/cm, 2 kV/cm and 3 kV/cm,
respectively. The centre of the upper part of the GEM (re-
gion A) was exposed to high-rate Cu X-rays for 10 min-
utes. Subsequently, the Fe55 spectra were observed for 1
minute each from the upper and lower part (region B) of the
GEM. The Fe55 source was placed in such a way that the
Fe55 X-rays direct toward the upper part of the GEM in the
same spot which was exposed to Cu X-ray. The ratio of the
mean position of 5.9 keV Fe55 X-ray peak from the upper
side and the lower side of the GEM is the normalized gain
and corrects the effect of pressure and temperature varia-
tions. The whole measurement was performed for about 70
hours. The rate of the Cu X-ray was about 240 kHz.
Figure 2: Top: Mean peak positions vs. time. Bottom: Nor-
malized gain as a function of accumulated charge per unit
area.
The mean Fe55 peak positions of region A and B as a
function of time are shown in Fig. 2 (top). They vary with
time because of the change of pressure and temperature.
The gain from the two regions are slightly different because
of the difference in gain of the pre-amplifiers.
The accumulated charge on the detector is calculated
from the rate of the X-ray and the average gain of the
detector. The normalized gain as a function of accumu-
lated charge per unit area is shown in Fig. 2 (bottom). No
sign of ageing is observed after accumulation of more that
0.04 mC/mm2.
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Straw-based coordinate muon chamber
V. Peshekhonov, G. Kekelidze, V. Myalkovskiy, I. Zhukov, and A. Zinchenko
JINR, Dubna, Russia
A prototype MUCH module based on straw tubes was
designed by considering the feasibility of constructing
standard modules convenient for assembly into large-area
detecting systems that can operate at high gas pressure of
up to 4 bar and are not affected by variations of environ-
mental parameters such as humidity and temperature[1].
The one-layer prototype contains 48 straws with an in-
ner diameter of 9.56 mm and of 2 m length with a carbon-
coated cathode. The thickness of the straw wall is ∼60 µm
and the sensitive area is 2 × 0.5 m2. The developed pro-
totype has a rigid planar structure containing N (multiple
of 8) straws covered with epoxy resin. The structure thick-
ness is only 0.2 mm larger than the straw diameter because
of the increase of 0.1 mm on each surface. The production
technique allows to preserve both the straightness and the
straw diameter as well as a constant gap between the adja-
cent straws.
Two tubular gas manifolds (GMs) are mounted on one
side of the structure near the ends of the straws. The mani-
folds are used for the supply and return of the gas mixture,
and they are joined together with side profiles in a common
frame and are covered with epoxy resin later on. Fig. 1
displays the installation of the GMs. Each manifold is con-
nected with the inner volume of each straw by using metal-
lic capillary tubes passing through holes made beforehand
in the end plugs and the straw walls and are placed orthog-
onally to the straw plane.
Figure 1: Schematic layout of the gas manifold mounted
on straw planar structure. 1 - straw walls, 2 - Al tube of
8 mm diameter and 0.4 mm wall thickness, 3 - plastic end-
plug, 4 - metal capillary tube, 5 - anode, 6 - crimping pin,
7 - epoxy resin.
The motherboards (MBs) and termination boards (TBs)
are mounted near the crimping pins, and the anodes are gal-
vanically connected with the corresponding buses on the
boards. Therefore, the prototype module has two tubular
GMs on one side which serve as the parts of its frame. In
the adopted design scheme, the GMs do not contain any
material which would contaminate the gas mixture, and the
MBs and TBs are connected to the anodes without passing
through hermetic gaseous volumes. A gas-tightness check
for the prototype has demonstrated that the gas leak at 4 bar
was about 2.4 mbar/h, which was caused by a leaky joint
between the Cu tube and the plastic covering of the crimp-
ing pins. Epoxy sealing of these seams removes the leak.
Long tests of the prototype during one year on the bench
with a fixed composition of the gas mixture and the anode
voltage for different gas pressures of up to 4 bar demon-
strated the high stability of the prototype parameters for
different environmental conditions.
The radiation thickness of the straw is less than
0.05 %X0. It is instructive to compare this parameter for
the straw-based detector and the detector based on alu-
minum tubes. Assuming the same radiation thickness for
the two types of detectors, the relation between the wall
thickness (h) for the aluminum tubes and the straw diam-
eter (d) is displayed in Fig. 2. It is safe to say that the
increase of radiation thickness of the constructed module
with straws of small diameter (4-6 mm) is negligible.
Figure 2: The relationship between the thickness h of the
Al tube wall and the straw diameter d, for the same radia-
tion thickness of a high-pressure gaseous detector
We conclude that the double-layer coordinate detectors
based on straw tubes of small diameter, created by this
technology, can not only be used for the muon detector.
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Study of the longitudinal spatial resolution of long straw tubes using the direct
timing method
V. Peshekhonov, A. Makankin, V. Myalkovskiy, S. Vasilyev, and A. Zinchenko
JINR, Dubna, Russia
In gaseous drift chambers, the radial coordinate is deter-
mined with high precision by measuring the drift time of
the ionization electrons produced by charged particles pass-
ing through the chamber. The coordinate along the anode
wire can be measured by, e.g., the charge-division method,
when the signals are read out from two ends of the resis-
tive anode wire. A spatial resolution of σ = 6.0 cm near the
ends of a 1.52 m long straw for MIPs was shown [1, 2].
We considered the possibility of using the direct timing
method (DTM) [3, 4] for processing signals from a proto-
type constructed of 2 m long straws with an inner diameter
of 9.53 mm. The anodes were made of 30µm gold-plated
tungsten wire with a resistivity of 70 Ω/m. The gas mixture
Ar/CO2 (80:20) under a pressure of 1 or 3 bar was used.
The layout of the experimental setup is shown in Fig. 1.
A straw under study was irradiated with either 5.9 keV
gammas from a Fe-55 source or with beta rays from a
Ru-106 source through slit collimators. In the latter case,
the electrons passing through the straw were detected by
a scintillation counter with two photo-multipliers. Low-
energy electrons were stopped in the absorber located be-
tween the straw and the counter. Amplifiers based on a
MSD-2 microcircuit with a gain of 35 mV/µA, a rise time
of about 4 ns and an input impedance of 120 Ω are installed
close to the anode ends and connected with minimum para-
sitic capacitance and inductance. Such amplifiers are com-
monly used for straw detectors. The pulses from the out-
puts of the amplifiers are fed into two channels (1 and 3)
of the DRS4 Evaluation Board. This board is based on the
DRS4 chip, which can sample an input signal with a sam-
pling speed of up to 5 GB/s and store an analog waveform
in a time window the size of which is determined by the
capacitor array [5].
Figure 1: Schematic view of the setup with absorber (A),
scintillation counter (SC), amplifier (Amp), coincidence
circuit (CC) and Domino Ring Sampler (DRS)
If the avalanche origin is displaced along the anode wire
by δy from its center, two signals arriving at the amplifiers
pass the distance L/2 ± δy, where L is the anode length,
and have a time difference of δτ = 2δy/v, where v is the
propagation velocity of the electromagnetic wave along the
anode wire. The difference between the leading edges of
the pulses determines the coordinate along the anode.
A Fe-55 source was used for measurements of the pulse
attenuation and its propagation velocity along the anode.
The pulse attenuation over a length of 2 m is 1.17, and the
propagation velocity was found to be 3.49 ns/m. A distance
of 1 cm corresponds to a difference in the time delay of
69.8 ps if two signals are registered at the ends of the straw.
The large dynamic range of MIP signals as well as the clus-
tering of the ionizing losses lead to larger distortions of the
pulse waveform compared to those from the Fe-55 source.
This can result in a nonlinearity in the determination of the
pulse arrival time, which, however, can be corrected for
during the data analysis procedure.
The longitudinal resolution obtained in the case of elec-
tron registration from Ru-106 is shown in Fig. 2. The res-
olution varies from ∼1 cm in the center of the straw to
∼2 cm near the straw end.
Figure 2: Longitudinal resolution as a function of the dis-
tance of the Ru-106 source from the straw center. The gas
mixture pressure is 1 bar and the gas gain is about 8× 104.
The measurements conducted with the detector proto-
type have demonstrated the feasibility of using the DTM
for determination of the longitudinal coordinate in 2 m long
thin-walled drift tubes to an accuracy below 2 cm (σ). The
longitudinal resolution for a 1.5 m straw is 2 cm instead of
6 cm provided by the charge-division method. Fast current
amplifiers can be used for measurements of both the radial
coordinate from the electron drift time and the longitudinal
one by the DTM technique.
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Prototype ASIC of analog frond-end for MUCH
E. Atkin, E. Malankin, and V. Shumikhin
National Research Nuclear University ”MEPhI”, Moscow, Russia
During 2012 a prototype FEE ASIC for the MUCH de-
tector system was under development at MEPhI. The basic
task was to design, prototype and study a building block
of preamp-shaper fitting the expected specifications of the
MUCH. The ASIC was designed according to the rules
of the CMOS UMC 180 nm MMRF process. This paper
presents the structure of the chip and first lab test results.
During the design, the following specifications were
used as guidelines:
• input signal range 1.5 – 100 fC;
• negative charge polarity;
• noise less than 0.3 fC;
• detector capacitance up to 100 pF;
• maximum hit rate per channel 1.6 MHz.
Since several options of MUCH implementation cur-
rently exist, the accent in designing the ASIC was made
on the elaboration of two preamp versions – a current and a
charge-sensitive one. Each of them was designed as a four-
channel structure, supplemented by a fifth (test) channel
allowing to monitor intermediate points of that. The basis
of both versions is the traditional folded cascade, supple-
mented by an additional boost amplifier and output source
follower. The geometry of the preamp input transistor was
chosen to be 4 mm × 360 nm. In both versions a feed-
back capacitance of 200 fF was used. In case of the current
preamp, the feedback resistor was set such that it provides
the required bell-shape response, corresponding to a maxi-
mum hit rate per channel not less than 2 MHz. In the alter-
native FEE version, shown in Fig. 1, the charge-sensitive
Figure 1: Preamp-shaper structure
amplifier (CSA) is followed by a shaper of the CR−RC2
type. The latter is based on the non-inverting Sallen-Key
filter scheme, and its parameters define the above men-
tioned channel hit rate. The shaper has two additional ad-
justments: TAIL for tail cancellation and SHBL for base-
line tuning. The ASIC is manufactured using the UMC
180 nm CMOS MMRF process via Europractice. Its layout
is shown in Fig. 2 (left) and has a size of 1525× 1525µm2.
Figure 2: The ASIC layout (left) and the test board (right)
All prototyped chips were packed into CLCC 68 cases
and a test board, based on the corresponding socket, was
developed (Fig. 2 (right)). The CSA has a gain of 5 mV/fC
and a power consumption of less than 2 mW. A typical re-
sponse of the shaper for an input charge of 80 fC is shown
in Fig. 3 (left). The right panel of Fig. 3 shows the transfer
function of the chain, measured in the input range of 10 to
100 fC.
Figure 3: Shaper response (left) and transfer function
(right)
Further plans on studying the prototype chips comprise
refining the test board, detailed noise measurements and
chip tests with MUCH prototypes.
Muon System CBM Progress Report 2012
52
Development of the Mu¨nster CBM TRD prototypes and update of the TRD
geometry to version v13a
D. Emschermann
Institut fu¨r Kernphysik, Mu¨nster, Germany
Figure 1: TRD geometry v13b, with 10 layers, for SIS-300
One of the challenges in the design of a TRD module
is to minimise the loss of transition radiation between the
radiator and the detection volume. A thin kapton foil act-
ing as gas barrier can fulfill this criterion. The deformation
of this foil depends on its mechanical tension, the size of
the detector module and the differential pressure. In re-
turn, gain variations across the detector module must stay
at an acceptable level; therefore the deformation of the en-
trance window should be kept at a minimum. Real-size
CBM TRD modules will be built with an edge length in the
range of 60 cm to 100 cm (Fig. 2). For such dimensions,
a simple foil window can develop a considerable bulgy de-
formation, due to atmospheric pressure variations.
Figure 2: A small (60×60 cm2 size) TRD module, with
highest pad granularity. The readout electronics is densely
packed on the backside (left). The yellow lattice grid, helps
to stabilise the green gas window (center, right).
The distortion of the entrance window due to external
underpressure can lead to an increase of the gas thickness.
This in turn impacts on the electrical fields in the gas, which
can alter the gas gain. In the worst case, at external over-
pressure, the foil (acting as drift cathode) can be pressed
Figure 3: Excessive mis-alignment of the TRD modules
into the cathode wire grid (with ground potential) and cause
an electrical short.
A lattice grid reinforcement, stabilising the drift elec-
trode, was incorporated to the 2012 TRD prototypes from
Mu¨nster [1]. This grid limits the maximum deformation of
the foil window to less than 1 mm at 1 mbar overpressure
on a 60 cm detector. A large volume TRD gas system, as
for example in the ALICE TRD, can be operated at a nomi-
nal differential overpressure of around 0.1 mbar. In addi-
tion one needs to take into account the hydrostatic pressure
difference for Xenon of 0.4 mbar/m within the vertically
positioned detector modules. In summary, we conclude
that the total deformation of a lattice grid reinforced foil
window is on the safe side, when the latter is used as drift
cathode for a MWPC containing a small drift section.
The layout of the 2012 modules was then implemented
as a Root geometry in the cbmroot simulation package.
Compared to the former TRD version [2], this allowed to
introduce an optional mis-alignment for each individual
TRD module (Fig. 3). One can specify a range of maxi-
mum displacement along or rotation around the x, y and z
axes, which is then randomly applied to each detector mod-
ule. A check for overlaps in the mis-alignment geometry is
not performed. The offline alignment procedure can now
be studied with these mis-aligned TRD geometries.
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Construction and simulations of full-size CBM-TRD prototypes without
drift region
E. Hellba¨r, H. Appelsha¨user, A. Arend, C. Baumann, T. Bel, C. Blume, P. Dillenseger, K. Reuß,
F. Roether, and M. Seidl
Institut fu¨r Kernphysik, Goethe-Universita¨t, Frankfurt am Main, Germany
To provide a fast and efficient e/pi separation and charged
particle tracking for the Compressed Baryonic Matter
(CBM) experiment, a Transition Radiation Detector (TRD)
based on a thin Multiwire Proportional Chamber (MWPC)
without an additional drift region is considered [1]. Cor-
responding to this design, two full-size prototypes have
been developed and built with an anode-cathode spacing
of 4 mm and 5 mm, respectively, resulting in amplifica-
tion regions of 8 mm and 10 mm depth. The gold-plated
tungsten wires with a diameter of 20 µm have a pitch of
2.5 mm. They are glued on distance ledges which are at-
tached to the frame of the detector made out of aluminium
with the dimensions 60 × 60 cm2. The back side con-
sists of a honeycomb structure supporting the pad plane.
The common pad plane design features different pad sizes,
where the read-out pads used during tests have a size of
7.125 × 75 mm2. A second frame to seal the MWPC in-
cludes a thin aluminized mylar foil serving as the entrance
window as well as an optional support structure. Figure 1
shows a technical drawing of the prototypes with the afore-
mentioned components.
Figure 1: Technical drawing of a full-size TRD-prototype
without drift region
To avoid large changes of the gas gain due to its defor-
mation, the thin mylar foil has to be stretched uniformly
and with appropriate tension. To achieve this requirement,
a method based on thermal expansion is being used [2].
The foil is fixed to a plexiglass frame which is heated up
by heating coils resulting in an expansion of the frame and
thus a mechanical stretching of the foil. To quantitatively
analyse the bulge of the stretched foil caused by overpres-
sure inside the chamber, the deformation of the entrance
window and the mechanical stress of the MWPC body are
simulated with the Abaqus software package [3]. Accord-
ing to these simulations, the entrance window stretched at
a plexiglass temperature of 55◦C gets deformed by 160µm
at an overpressure of 0.01 mbar, which is verified by mea-
surements. The resulting gain variation as a function of
the modified distance between the entrance window and
the anode wires is simulated with Garfield [4] and shown
for three detector geometries without drift region in Fig. 2.
Keeping the deformation of the entrance window below
120 µm leads to a gain variation of less than 10% and can
be achieved by limiting the differential gas pressure varia-
tions to less than 0.01 mbar.
m]µd [
-300 -200 -100 0 100 200 300
G
ai
n(0
)
G
ai
n(d
)
0.8
0.9
1
1.1
1.2
1.3
1.4 (20%) for2Relative gain with Xe(80%)/CO
4+4mm MWPC 1940V, Gain(0)=2224
5+5mm MWPC 2220V, Gain(0)=2227
6+6mm MWPC 2500V, Gain(0)=2229
Figure 2: Relative gain depending on the displacement of
the entrance window for three detector types without drift
region
The full-size prototypes described in this article were
tested along with several other considered prototype geo-
metries with dedicated drift regions at the common test
beam campaign at CERN-PS in October 2012 [5].
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SPADIC 1.0 – a self-triggered amplifier/digitizer ASIC for the CBM-TRD
T. Armbruster, P. Fischer, M. Krieger, and I. Peric
ZITI, Heidelberg University, Germany
For the charge readout of the future CBM-TRD sub-
detector, the mixed-signal readout chip SPADIC (Self-
triggered Pulse Amplification and Digitization asIC) is
being developed in a 180 nm technology. After the well-
established version 0.3, in 2012 the first full-blown SPADIC
version 1.0 became available, and first measurements were
performed [1]. SPADIC 1.0 provides 32 autonomous read-
out channels, each of which produces complex digital mes-
sages for every charge pulse that is injected (free-running
system). A central feature of SPADIC is the recording of
complete pulses, which makes the ASIC behave similarly
to an oscilloscope and allows for flexible data processing
and feature extraction.
Briefly summarized, each SPADIC 1.0 channel consists
of an analog preamplifier (80 ns shaping time, simulated
ENC about 800 e− @ 30 pF load), a continuously running
pipeline ADC (25 MS/s, 8 bit effective resolution), an IIR
filter (16 bit internal resolution, 4 first order stages) for
ion-tail cancellation and baseline stabilization, and a hit
detection and message building logic (including features like
for instance neighbor readout or data value selection). In
order to transport the recorded information out of the ASIC,
the messages of 16 channels (plus those of a dedicated
epoch marker channel) are arbitrated to one message stream
(conserving the message order in terms of their time-stamp),
which is further fed into a CBMnet protocol block [2]. The
generated CBMnet data packages are physically transported
over two serial 500 Mbps (DDR) LVDS links to the next
DAQ stage (either an FPGA or another ASIC).
Being a part of the CBM DAQ system, SPADIC 1.0
makes use of the synchronization techniques provided by
CBMnet. The main chip clock (250 MHz) enters the ASIC
via the CBMnet interface and all derived internal SPADIC
clocks (125 and 25 MHz) therefore run synchronously to all
other CBMnet nodes in the DAQ system. Via short control
telegrams called DLMs (Deterministic Latency Messages),
which are guaranteed to have a fixed (and measurable) path
delay from one DAQ node to any other DAQ node, all
operations required for synchronization can be performed.
Examples are the reset of the internal time-stamp counter or
the start/stop of data taking.
All building blocks of SPADIC 1.0 have already been
successfully operated, and also first full-system measure-
ments have been performed. Moreover, during the TRD
beam-time at CERN/PS in November 2012, some first TRD
chamber pulses could be recorded with SPADIC 1.0 [3].
The provisional setup that thereby has been used is shown in
Fig. 1. So far, the overall functionality of SPADIC 1.0 seems
to be satisfactory, even though some more comprehensive
measurements will have to be performed. Updated status
information can be found on the SPADIC website [4].
In 2013 the main focus will lie on the improvement of
the SPADIC 1.0 setup (e. g. more reliable firmware, mini-
mized pickup noise), on the complete characterization of
the analog parts (mainly CSA and ADC), and on measuring
the actual radiation tolerance. Depending on the results, a
submission of another prototype or even the final SPADIC
iteration in the end of 2013 is conceivable.
Figure 1: SPADIC 1.0 front-end PCB connected to a TRD
prototype during the CERN/PS beam-time in 2012. The
front-end PCB is further connected via CBMnet (transported
over an HDMI cable) to a Xilinx SP605 FPGA board.
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FPGA-based free running mode acquisition for a high counting rate TRD
F. Constantin
Horia Hulubei National Institute of Physics and Nuclear Engineering, Bucharest, Romania
A new acquisition system, Free Running Mode for in-
beam tests of the TRD prototypes, was developed; it is
based on the Virtex-6 FPGA ML605 Evaluation Kit (see
Fig. 1). This activity is a continuation of the one presented
in [1], aiming for a secure synchronization with MBS DAQ
system.
Figure 1: General view of the acquisition system
The signals from the TRD, amplified by a FEE based on
FASP ASIC, are transported via a twisted pair cable to a
fast ADC (MAX1434), a 10-bit analog-to-digital converter
which features fully differential inputs, a pipelined archi-
tecture, and digital error correction incorporating a fully
differential signal path. The MAX1434 offers a maximum
sample rate of 50 Msps [2].
The main tasks of ML605 [3] are:
• clock generation,
• de-serialization of data delivered by MAX 1434 ,
• reading the synchronization signal generated by MBS,
• Ethernet communication.
The VHDL language was used in order to perform the re-
quired tasks; 16 analog channels, corresponding to 16 TRD
pads, were processed.
The sync signal from MBS was used in order to corre-
late the information delivered by the MAX data with the
other Read Out Controllers (mainly with the QDC operat-
ed in the VME crate which was used for lead glass and
Cherenkov detectors). The information from ML605 was
directed also to the general acquisition system, and the data
were made available in the Go4 environment, thus being
used to monitor the whole system during data taking.
Figure 2 shows the electron-pion separation using a fibre
radiator and one of the TRD prototypes of the Bucharest
group based on MWPC architecture with 2x4 mm amplifi-
cation zone and 4 mm drift region [4]. Electrons and pions
were selected using the information from the Cherenkov
detector and the lead glass calorimeter [5]. Although still
preliminary, the results show that the information delivered
by the high counting rate prototypes developed for CBM
and amplified by FASP could be processed by the free run-
ning mode architecture, conserving their performance. The
activities towards a higher integration of the present solu-
tion are in progress.
Figure 2: Pulse height spectrum for pions and electrons
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Test of Mu¨nster CBM TRD prototypes at the CERN-PS/T9 beam line
C. Bergmann1, R. Berendes1, D. Bonaventura1, D. Emschermann1, N. Heine1, J. Hehner2,
B. Kolipost1, W. Verhoeven1, and J. P. Wessels1
1Institut fu¨r Kernphysik, Mu¨nster, Germany; 2GSI, Darmstadt, Germany
The Mu¨nster real-size CBM TRD prototypes [1] of
59 × 59 cm2 shown in Fig. 1 are derived from the design
of the ALICE TRD modules. An amplification region of
3.5 + 3.5 mm is combined with a 5 mm drift section lead-
ing an active gas volume thickness of 12 mm. Signals are
induced on rectangular pads of 7.125 mm width, allowing
charge collection on three adjacent pads. This design cor-
responds to the smallest module size next to the beam-pipe,
required for 12% of the total CBM TRD area, and is scal-
able to detector modules of 1 m2-size.
Figure 1: Mu¨nster TRD protoypes in the CBM beam test
Various radiator types were investigated on these three
TRD prototypes during the common CBM beam test in
2012. The read-out was performed with the SPADIC v0.3 /
Susibo [2], SPADICv1.0 [3] and FASP [4] front-ends. The
setup was entirely EPICS controlled, allowing online mon-
itoring of the HV settings and the gas flow and inclusion of
these values in the DAQ stream. First results of the ongoing
analysis are shown in Fig. 2.
One important aspect of radiator choice is to match of
the TR-emission spectrum to the absorption spectrum of
the detector. For a detailed investigation, we have built dif-
ferent radiator types: regular foil and irregular foam, fiber
and sandwiches. Ideally, a radiator should yield an op-
timal TR performance while keeping the material budget
as low as possible. While this consideration favors regu-
lar foil radiators, they usually require a significant external
support frame to keep the foils stretched and in position.
This additional frame material is avoided in our first micro-
structured self-supporting radiators (Kshort, K, K++). First
results using self-supporting radiators of type K (Fig. 3) are
promising and comparable to the classical radiator type B
with the same parameters, as e.g. the number of foils, and
made from the identical material.
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Figure 2: ADC spectra for pi (black) and e (red), integrated
and calibrated, for the second TRD prototype operated with
Xe/CO2 (80:20) gas in combination with a 350 foil layer
micro-structured self-supporting radiator (K++) at 3 GeV/c
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Figure 3: Extrapolated pion efficiency for a TRD consisting
of up to 10 layers with a micro-structured self-supporting
radiator (K++). The dashed line indicates the design goal
of 1% pi efficiency at 90% e efficiency, which in this con-
figuration is reached with 6 layers.
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In-beam performance studies of the first full-size CBM-TRD prototypes
developed in Frankfurt
P. Dillenseger, H. Appelsha¨user, A. Arend, C. Baumann, T. Bel, C. Blume, E. Hellba¨r, K. Reuß,
F. Roether, and M. Seidl
Institut fu¨r Kernphysik, Goethe-Universita¨t, Frankfurt am Main, Germany
For the Compressed Baryonic Matter (CBM) experiment
at the Facility for Antiproton and Ion Research (FAIR), a
Transition-Radiation Detector (TRD) is being developed.
Its goal is to provide good particle identification and track-
ing performance in the high particle-density environment
of the experiment. The aim is to achieve 90 % electron
efficiency with a pion mis-identification below 1 %. For
the test beam at the CERN-PS in October 2012 [1], full-
size prototypes were built and used. Detailed informa-
tion about these prototypes and their manufacturing can be
found in [2].
To match the challenge of the high-flux environment in
the CBM experiment, we employ thin symmetric Multi-
Wire Proportional Chambers (MWPC), with a single wire
plane, 8 or 10 mm thick gas volume regions, and a 20µm
thick aluminized mylar-foil as cathode plane and at the
same time as entrance window. In order to maximize the
electron-identification power the optimization of the radi-
ator performance is essential. During the test runs in Oc-
tober 2012, several different types of radiators were tested,
including regular and irregular foil radiators, several foam
radiators and fibre radiators. In addition to the radiator
scan, the dependence of the gas gain on the differential gas
pressure inside the chambers was measured in order to in-
vestigate the deformation of the mylar foil and its influence
on the gas gain.
Two prototypes with the dimensions 60×60 cm2, one
with a 4+4 mm and the other one with a 5+5 mm gas
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Figure 1: Average electron and pion signal of the 5+5 mm
prototype without radiator and with the FFM R002 radiator
gap [2], were used with the SPADIC rev 0.3 readout
chain [3] for the measurements at the CERN-PS. The radia-
tor scan included 15 different radiators and was performed
with a 3 GeV/c mixed electron-pion beam.
Figure 1 displays the signal of electrons and pions aver-
aged over one run. The dashed curve corresponds to elec-
trons measured with FFM R002 (shown in Fig. 2) as radi-
ator, the signal below the dashed curve are electrons mea-
sured without a radiator and the filled area is the average
pion signal. The radiator used here is made out of polyethy-
lene foam with a bubble diameter of about 1 mm, which
corresponds to approximately 260 surface boundaries for a
total radiator thickness of 26 cm. The measurement shows
a difference of more than a factor two between the elec-
tron signal with and without the FFM R002 radiator. At the
same time the FFM R002 is cost efficient and mechanically
stable, which makes it an attractive choice for the radiator
material.
Figure 2: The radiator FFM R002. It consists of polyethy-
lene foam with a bubble-diameter of about 1 mm.
The next steps of the CBM-TRD development will be to
investigate combinations of the thin entrance window and
the stiff radiator in order to minimize the deformation of
the entrance window.
References
[1] D. Emschermann et al., Common CBM beam test of the
RICH, TRD and TOF subsystems at the CERN-PS/T9 beam
line in 2012, this report
[2] E. Hellba¨r et al., Construction and simulations of full-size
CBM-TRD prototypes without drift region, this report
[3] T. Armbruster et al., CBM Progress Report 2010, Darmstadt
2011, p. 45
Transition Radiation Detectors CBM Progress Report 2012
58
Beam test results of the CBM-TRD feature extraction using SPADIC v1.0
C. Garcia1, C. Bergmann2, D. Emschermann2, M. Krieger3, and U. Kebschull1
1IRI, Goethe University, Frankfurt/Main, Germany; 2Institut fu¨r Kernphysik, Mu¨nster, Germany; 3ZITI, Heidelberg
University, Germany
The feature extraction is a data processing stage of the
proposed data acquisition chain (DAQ) for the CBM-TRD
detector aiming to deliver event-filtered and bandwidth-
reduced data to the First Level Event Selection (FLES). The
feature extraction processing stage will be implemented
at the Data Processing Board (DPB) located in the TRD-
DAQ. A data rate of about 1 TB/s and a high event rate
of approximately 10 MHz is expected for the final experi-
ment [1].
In October and November 2012 a common beam test of
the CBM subsystems RICH, TRD and TOF was performed
at the CERN Proton Synchrotron (PS) T9 accelerator beam
line. A full size (59×59 cm2) TRD detector prototype from
Mu¨nster [2], with an amplification/drift region of 7.0/5.0
mm thickness was used for this study. The readout and sig-
nal processing of the TRD module was performed by the
Self-triggered Pulse Amplification and Digitization asIC
(SPADIC) version 1.0 [3]. The SPADIC chip reads out 32
channels in self-triggered mode and, compared to the pre-
vious SPADIC v0.3 chip, implements new features which
are of importance for the feature extraction (e.g. neighbor
channel-trigger readout).
Figure 1: Full-size TRD prototype and SPADIC v1.0 PCB
as tested at the CERN-PS/T9 in 2012
In order to perform further developments for the feature
extraction stage, obtaining real data samples from full-size
TRD prototypes employing the new SPADIC v1.0 chip was
one of the purposes of the beam test at the CERN-PS/T9.
The experimental data acquisition setup was composed of
the SPADIC v1.0 connected by a HDMI cable to a Readout
Controller (ROC). The latter was interfaced with an optical
connection to an Active Buffer Board (ABB) in a data ac-
quisition computer. The communication protocol used was
CBMnet 2.0 [4]. An effective area of 16 channels was read
out in self-triggered mode, while a total area of 8 channels
was read out using the neighbor channel-trigger feature. A
set of recorded data was acquired during the beam test;
however, this data set lacks synchronization to any other
detector subsystem.
An online cluster reconstruction is currently being de-
signed using beam test data. Even if it is not possible to
reconstruct the whole physical event, it helps to simulate
specific scenarios of high particle rates in order to develop
a DPB feature extraction module. As shown in Fig. 2,
a three-pad cluster and its approximated position recon-
struction were obtained using a clusterizer algorithm that
is easily parallelizable. Furthermore, the firmware migra-
tion of the actual feature extraction processing board (Xil-
inx SP605 FPGA) into the new SysCore v3 [5] will be one
of the main tasks in 2013.
Figure 2: Left: reconstructed TRD cluster for a single par-
ticle; right: hit position approximation by a fit to the total
charge deposition. The vertical line indicates the recon-
structed hit position.
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Two dimensionally position sensitive real size CBM-TRD prototype
M. Taˆrzilaˇ1, M. Petris¸1, M. Petrovici1, V. Simion1, V. Aprodu1, D. Bartos¸1, G. Caragheorgheopol1,
V. Caˇtaˇnescu1, F. Constantin1, L. Prodan1, A. Radu1, J. Adamczewsky-Musch2, and S. Linev2
1NIPNE, Bucharest, Romania; 2GSI, Darmstadt, Germany
For the planned Compressed Baryonic Matter (CBM)
experiment we have constructed and tested a real size
CBM-TRD prototype (539.8 x 557.8 mm2) with an archi-
tecture based on a MWPC coupled with a drift zone. The
chamber design concept was retained from a previous small
prototype [1]: a 2x4 mm thick amplification region and a
drift zone of 4 mm thickness, an anode pitch of 3 mm and
a cathode pitch of 1.5 mm.
Figure 1: The back side of the detector with signal flat ca-
bles (left side); associated 16 channel FEE based on two
FASP chips (right side).
The drift electrode, made from a 9 mm thick honey-
comb plate placed between two Rohacell plates of 3 mm
thickness, each one coated on the outer side with an alu-
minized Kapton foil of 25 µm thickness, closes one side of
the gaseous chamber. The other side is closed by the read
out electrode made from a 300 µm thick PCB reinforced
by a 2 cm honeycomb plate sandwiched between two lay-
ers of 100 µm carbon fiber. The pad plane has a structure
of 9 columns and 20 rows with 144 triangular pads per row,
each of∼ 1 cm2 area, which are read out individually. Sig-
nals delivered by the pads are routed in groups of 16 to the
flat cables as can be seen in Fig. 1 (left), and processed by
FASP [2] FEE (see Fig. 1, right).
The TRD prototype was tested with a mixed electron-
pion beam of 2-8 GeV/c momenta, made available at T9
beam line of CERN Proton Synchrotron. The chamber was
flushed with a 80%Xe+20%CO2 gas mixture and operated
at an anode voltage of 2000 V and a drift voltage of 800 V.
The electron and pion events are identified and se-
lected using the correlation between signals provided by a
Cherenkov detector and a lead-glass calorimeter positioned
in front and at the end of the beam line, respectively.
The obtained pulse height distributions for electrons and
pions at 3 GeV/c beam momentum are presented in Fig. 2.
The results are from measurements when the prototype was
operated with a regular foil radiator of the type 20/250/220
(20 µm foil thickness, 250 µm gap, 220 foils).
Figure 2: Pulse height distributions for pions (red line) and
electrons (blue line).
The distributions obtained with one layer (Fig. 2) allow
to estimate the electron identification capability of the full
TRD as a function of the number of layers. The results are
shown in Fig. 3 (left) for particle momenta of 3 GeV/c and
for three types of radiators.
Figure 3: Extrapolated electron-pion identification perfor-
mance as a function of: number of layers (left side); po-
sition of the illuminated area across the detector’s surface
(right side).
For a regular foil radiator a performance of ∼1% was
estimated for a configuration of six layers.
Fig. 3 (right) shows that the electron-pion separation per-
formance is not dependent on the position across the detec-
tor’s surface, proving that the deformation of the drift elec-
trode due to the slight overpressure of the circulated gas
mixture is negligible.
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e/pi identification and position resolution of a high-granularity TRD prototype
based on a MWPC
M. Petris¸1, M. Taˆrzila˘1, M. Petrovici1, V. Simion1, V. Aprodu1, D. Bartos¸1, A. Bercuci1,
G. Caragheorgheopol1, V. Ca˘ta˘nescu1, F. Constantin1, L. Prodan1, A. Radu1,
J. Adamczewski-Musch2, and S. Linev2
1NIPNE, Bucharest, Romania; 2GSI, Darmstadt, Germany
A high-granularity TRD prototype was designed and
built as a single multi-wire proportional chamber (MWPC)
with 2x4 mm amplification region coupled with a 4 mm
drift zone. The readout electrode has triangular shaped
pads of 2.7 cm height and 0.7 cm width corresponding to
the granularity requirements of the innermost zone of the
first CBM-TRD station of 1 cm2 readout cell area. De-
tails on the architecture of this type of TRD prototype were
already reported in Ref. [1]. The present contribution is
focused on the e/pi discrimination and position resolution.
Figure 1: Pulse height distributions for pions (red line) and
electrons (blue line) at 3 GeV/c
The in-beam tests were performed at the T9 beam line
of the PS accelerator at CERN using a mixture of electrons
and pions of 2–8 GeV/c momentum. The electrons and pi-
ons were selected using the information from a Cherenkov
and a Pb glass calorimeter positioned in front and at the end
of the beam line, respectively. The detector was flushed
with a 80%Xe+20%CO2 gas mixture. The triangular pads
were read out by FASP front-end electronics [2, 3] using
a shaping time of 40 ns. The measured pulse height dis-
tributions for electrons and pions at 3 GeV/c are shown
in Fig. 1 for 2000 V anode voltage and 800 V drift volt-
age. The pion misidentification probability as a function of
number of TRD layers was obtained by a Monte Carlo sim-
ulation based on the measured pulse height spectra. A pion
misidentification probability of 1.25 % for a six-layer con-
figuration (Fig. 2) was obtained using a regular foil radiator
(220 foils of 20 µm thickness and 250 µm air spacing). A
1 % pion misidentification probability was estimated for a
configuration with seven TRD layers with a fibre radiator.
The position across the pads was reconstructed by the
charge shared among consecutive rectangular pads: the pad
with maximum signal (pad i) and its left (pad i − 1)/ right
Figure 2: Pion misidentification as a function of number of
TRD layers for 90% electron efficiency
(pad i + 1) neighbours. The finite digitization of the sig-
nal, (i.e. three pads) obviously introduces systematic errors.
For this reason corrections based on Monte Carlo simula-
tions for the finite digitization and amplitude fluctuations
are applied to the reconstructed position. The position res-
olution was determined from the standard deviation of a
Gauss function fitted to the difference between the recon-
structed position with two identical detectors. A position
resolution of 493 µm across the pads was achieved consid-
ering equal contributions of both chambers (Fig. 3, left).
The beam profile obtained from the position information
shows no discontinuities due to the reconstruction proce-
dure (Fig. 3, right). For the position reconstruction along
the pads the algorithm described in [4] will be considered.
Figure 3: (left) Difference between the reconstructed position
across the pads with two identical detectors, fitted with a Gauss
function; (right) reconstructed beam profile
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Results of the CBM-TRD beam test in 2011
S. Chernenko1, O. Fateev1, S. Lebedev2, G. Ososkov1, S. Razin1, Yu. Zanevsky1, and V. Zryuev1
1JINR, Dubna, Russia; 2Justus-Liebig-Universita¨t, Gießen, Germany
The test results of Dubna TRD prototype detectors ob-
tained during the CBM beam test run 2011 are presented
[1]. The measurements were carried out using a mixed
electron-pion beam with momentum of up to 8 GeV/c. The
experimental setup is shown in Fig. 1.
Figure 1: The layout of the CBM TRD beam test installa-
tion.
Two detectors are based on MWPCs with pad readout
and a 2 mm anode wire pitch. The active area of the detec-
tor is 96 mm × 90 mm. The gap between the anode wire
plane and the cathode wire plane is 3 mm. The drift gap is
6 mm. We used irregular radiators of the same type as em-
ployed in the ALICE-TRD with 48 mm thickness [2]. The
detectors were filled with gas mixtures Ar(80)/CO2(20) or
Xe(80)/CO2(20). The pad size is 6 x 45 mm2, and the total
number of channels is 32. The MWPC was equipped with
FEE based on the 16-channel PASA-CBM preamplifier and
shaper (designed by H. Solveit, Univ. Heidelberg) with the
following parameters: ENC 460e, Kq 12 mV/fC and shap-
ing time ∼70 ns. A VME-based peak sensing ADC was
used. The signal from the anode plane was used as refer-
ence signal.
The prototypes were tested at different gas gains, beam
intensities and momentum. For beam particle identification
the data from the Cherenkov and the lead glass detectors
were used. The electron and pion events are selected by an
off-line analysis using the correlation between the signals
delivered by the Cherenkov and lead glass detector. The
Figure 2: Total charge distributions for electron (red line)
and pion beams (blue line) with a momentum of 3 GeV/c
Figure 3: Total charge distributions for electron beams with
momenta of 3 GeV/c, 4 GeV/c, 6 GeV/c and 8 GeV/c
result of data analysis for electron beam (red line) and pion
beam (blue line) with a momentum of 3 GeV/c is presented
in Fig. 2.
In Fig. 3 the distributions of the total charge are shown
for electrons with momenta of 3 GeV/c, 4 GeV/c, 6 GeV/c
and 8 GeV/c and a gas mixture of Xe/CO2. The data ob-
tained for 3 GeV/c and 8 GeV/c were used in the simulation
framework (cbmroot) of the CBM experiment.
Figure 4: The pion suppression factor in dependence on the
number of TRD layers
The pion suppression factor for different number of TRD
layers is presented in Fig. 4. Thus, in order to achieve a
pion suppression factor about 100 at 8 GeV/c beam mo-
mentum, we have to use nine layers of the TRD.
References
[1] C. Bergmann et al., CBM Progress Report 2011, p. 4
[2] The ALICE Collaboration, Technical Design Report of the
Transition Radiation Detector, CERN/LHCC 2001-21
Transition Radiation Detectors CBM Progress Report 2012
62
Analysis of TRD beam test data of 2011 in CBMROOT
A. Lebedev1,3, S. Lebedev2,3, and G. Ososkov3
1IKF, Goethe University, Frankfurt, Germany; 2Justus Liebig University, Giessen, Germany; 3LIT JINR, Dubna, Russia
Transition Radiation Detector (TRD) prototypes from
the Frankfurt [1] and Mu¨nster [2] groups were tested at the
CERN PS/T9 beam line in October 2011. In this report
we present some results from the data analysis employ-
ing electron identification algorithms developed within the
cbmroot framework.
An example of energy loss spectra for electrons and pi-
ons with a momentum of 3 GeV/c for the foam radiator
is shown in Fig. 1. The energy loss data for our study
were generated from measured energy loss distribution his-
tograms assuming that all TRD layers are identical with re-
spect to energy loss measurements.
Figure 1: Energy loss spectra for electrons and pions with
p = 3GeV/c
Several electron identification algorithms were devel-
oped in cbmroot, including algorithms based on the Arti-
ficial Neural Network (ANN) [3], Boosted Decision Tree
(BDT) [4], Likelihood method, threshold on the mean
value, and on threshold on the median value.
The number of TRD layers required to achieve the nec-
essary pion suppression level is a crucial parameter for the
TRD; it was evaluated with the different algorithms. Fig-
ure 2 shows the pion suppression requiring 90% of elec-
tron identification efficiency. According to our results, the
required pion suppression level of better than 100 can be
achieved with 9 – 10 TRD layers both with regular foiled
radiators as well with irregular foam radiators.
Different radiator types were investigated with the TRD
prototypes. Here we present results for selected radia-
tors tested by the Mu¨nster group (B, F: regular foil radi-
ator, H++: irregular foam, G30: fiber) and by the Frank-
furt group (5mm fibre: a fiber radiator as used in the
ALICE TRD, 4mm foam: a polypropylene foam radia-
Figure 2: Pion suppression level as function of the number
of TRD layers for 4 mm foam radiator from the Frankfurt
group
tor, 4mm f350: regular foil radiator). The best results
were achieved for the regular foil type radiator (see Fig. 3).
Such radiators usually require a significant external sup-
port frame to keep the foils. However, a reasonable pion
suppression can also be achieved with irregular foam ra-
diators, which are self supporting and much cheaper than
regular ones.
Comparing the different algorithms for electron identifi-
cation, the best performance is obtained by the Likelihood,
ANN and BDT methods.
Figure 3: Pion suppression level for different radiator types
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A CBM Time-of-Flight outer wall layout
I. Deppner1, N. Herrmann1, P.-A. Loizeau1, C. Simon1, C. Xiang1,2, M. Ciobanu3, J. Fru¨hauf3,
M. Kis3, and the CBM-TOF working group
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Normal University, Wuhan, China; 3GSI, Darmstadt, Germany
The key element providing hadron identification at in-
cident energies between 2A and 10A GeV is a Time-of-
Flight (ToF) wall covering the polar angular range from
2.5◦–25◦ and full azimuth [1]. The ToF wall is subdi-
vided into different regions covered by different counters
arranged in super modules (SM). In this report, a possible
layout of the outer wall is presented.
Figure 1: 3-D drawing of the outer CBM ToF wall as de-
signed for the start version of CBM. For details see text.
Figure 1 shows a 3-D drawing of the outer part of the
ToF-wall, designed for the starting phase of CBM. In the
start version of CBM it is planned to locate the wall 6 m
downstream of the target. Upon completion of SIS-300, the
wall will be extended and relocated to 10 m downstream
from the interaction point, which demands flexible posi-
tioning of the counter elements. The main frame (15 m ×
10 m) is designed in such a way that it is usable for both
positions, which minimizes the cost for the upgrade sub-
stantially. The SMs are mounted on commercial bars made
of aluminum profiles running in vertical direction, which
allows for shifting of the SM in this direction (see Fig. 1).
The bars placed in front of the active detector material have
a typical radiation length of about 6 %. The bars carrying
most of the load are placed behind the active detector ma-
terial. The outer wall is built from two types of SMs only:
s small SM of size 1800 mm × 490 mm × 100 mm and a
big SM (1800 mm × 740 mm × 130 mm). Hence the cost
for development and production is reduced. In addition,
the same size of the SM allows a better and more compact
staggering in order to avoid holes in the acceptance.
Both types of SM are constructed in the same way. The
SM boxes are made of aluminum. The counters mounted
in the small chamber are staggered in two ways. For the
central column of the wall, the staggering of the RPCs is
done symmetrically in an alternative fashion. In the other
columns, the counters are tilted with respect to the beam by
a certain angle and overlap like roof tiles. The preamplifier
cards [2, 3] carrying 2 PADI chips each are mounted in-
side the super modules directly to the readout electrode of
the counter in order to improve shielding and thus stabil-
ity. The discriminated signals are transmitted via twisted
pair cables to a multilayer PCB acting as a feed-through.
The outer side of the PCB contains connectors in which the
TDC (GET4 or FPGA-TDC) can be plugged. A data col-
lector board combining all TDCs sends the data via glass
fiber cable to a FPGA-based pre-processing board. This
solution decreases the amount of cables leaving the wall
tremendously.
The super modules are based on two types of counters
only: a small RPC (27 cm × 32 cm) using low-resistivity
glass and a large RPC (53 cm × 52 cm) using window
glass. The dimensions of the active area of the counter
modules are compatible with the production limitations of
the respective glasses. In order to implement impedance
matching with the FEE strip widths of about 7 - 8 mm, a
gap number between 8 and 9 and a gap width of 220 µm
have to be used, fixing the strip number of the counters to
56 (32) for the large (small) modules, respectively. Some
of the technical characteristics are summarized in Table 1.
Further detailed information about the performance of the
differential strip RPCs can be found in [4, 5].
Table 1: Technical characteristics of the super modules
small SM big SM
# of RPCs 5 small RPC 3 large RPC
# of strips 160 168
# of channels 320 336
# of FEE-cards 40 42
total active area 152 × 27 cm2 152 × 53 cm2
overlap to next SM h.: 2 cm, v.: 2 cm h.: 3 cm, v.: 2 cm
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RPC test with heavy-ion beams
C. Simon1, N. Herrmann1, I. Deppner1, P.-A. Loizeau1, J. Fru¨hauf 2, C. Xiang1,3, M. Kisˇ 2, M. Petris¸4,
M. Petrovici4, and the CBM-TOF working group
1Ruprecht-Karls-Universita¨t, Heidelberg, Germany; 2GSI, Darmstadt, Germany; 3Central China Normal University,
Wuhan, China; 4NIPNE, Bucharest, Romania
The Time-of-Flight (ToF) wall of CBM, conceptualized
on the basis of high-resolution timing Multi-gap Resistive
Plate Chambers (MRPC), is intended to account for con-
cise hadron identification at an unprecedented event rate of
10 MHz. For the layout of the outer wall, strip-MRPCs are
foreseen [1]. To explore the performance and limitations of
the current design, high-rate tests with GSI/SIS-18 heavy-
ion beams irradiating the full surface of a 30 × 30 cm2,
fully differential multi-strip MRPC demonstrator [2] were
performed in the fall of 2012. In order to test the equip-
ment under realistic conditions, data were taken from sev-
eral heavy-ion reactions Kr+Pb, Ni+Pb and d+Pb at beam
energies of 1A – 2A GeV with particle fluxes on the de-
tector surface between 50Hz/cm2 and 20 kHz/cm2. In
this report, we present preliminary results from the Ni+Pb
beamtime in early November 2012, where the incident par-
ticle flux amounted to ∼ 50Hz/cm2.
The test beam setup (Fig. 1) consisted - looking down-
stream - of a diamond start counter, the target, two plastic
counters of size 2 × 2 cm2 for cross checks, the MRPC
demonstrator and a reference MRPC constructed by the
Bucharest group [3], enabling us to determine the effi-
ciency and timing resolution of the demonstrator against
a substantial area (85 cm2) of the reference counter.
Figure 1: Testbeam setup in November 2012
A calibration scheme, based on ROOT and Go4 and ad-
justed to the layout of the prototype, is currently under de-
velopment [4]. First, hits are built and clustered in both the
demonstrator and the reference counter. A matching algo-
rithm then assigns the geometrically most suitable pendant
in the demonstrator to clusters originating from one-cluster
events in the reference counter. We find that our demon-
strator is capable of dealing well with multi-hit exposure
(Fig. 2 left), thus facilitating the study of inter-hit depen-
dencies.
Furthermore, we studied the counter response in terms
of the cluster size (Fig. 2 right), which averages at about
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Figure 2: Cluster multiplicity (left) and cluster size (right)
of the demonstrator
2.3 strips. On the strip level, we found the resolution of
the cluster mean time difference to be 80 ps (Fig. 3), which
approximately translates into a single-counter timing reso-
lution of 57 ps for our demonstrator. This promising result
was achieved so far only for the small area (4 cm2) covered
by the plastic counters which were requested to have clean
conditions. The analysis of the efficiency as function of the
hit rate on the counter surface, a task of utmost importance,
is in progress.
Entries  7493
Constant  361.6
Mean      0.5917
Sigma    
 80.16
)/2 [ps]BUCR+tBUCLt()/2 - RHD + tLHDt(
-800 -600 -400 -200 0 200 400 600 800
co
u
n
ts
1
10
210
Figure 3: Timing resolution on the strip level
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Status of the CBM TOF free streaming electronics chain
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The CBM experiment will have a data acquisition sys-
tem operating in free-streaming mode for most of its de-
tectors. In the case of the CBM Time-of-Flight (ToF) wall
electronics chain, this new readout mode applies first to the
Time to Digital Converter (TDC) and then to one or more
FPGA based boards acting as Readout Controller (ROC)
and Pre-Processor [1], until the input of the computer farm.
A first prototype of this readout chain consisting of the
PADI3 and GET4 prototype ASICs and of the Syscore v2
ROC was assembled and tested in beam with Resistive
Plate Chamber (RPC) prototypes[2]. Results of these test
helped for the development of the GET4 v1.0 chip [3] and
new versions of the PCB boards [4].
Figure 1: Sketch of the setup used to take pulser data with
GET4 and VFTX in parallel.
These new developments were tested in beam with heavy
ions at GSI in November 2012 and later in the laboratory
with pulser signals. During the beam test, an RPC detec-
tor was equipped with PADI6 discriminators and two Plas-
tic scintillators readout by Photo-multipliers (PMT) were
equipped with PADI7 discriminators. The signals from
the PADI boards were then splitted. On one side they
were readout in a MBS/VME based triggered system using
VFTX boards [5] as digitizer. On the other side the GET4
v1.0 based free-streaming system was used. Additionaly, a
signal from the trigger board of the VME system is inserted
in the data stream of the free-streaming system. This pro-
vides synchronization points between both systems. This
also allows a comparison in the free streaming part between
an event reconstruction based on using data themselves to
detect events and a “triggered-like“ event reconstruction.
The pulser test is performed by replacing the 4 PMT sig-
nals with a single analog splitted pulser signal. A sketch of
this setup is shown in figure 1.
The analysis software composed of an unpacker based
on the GO4 framework and ROOT macros is now the same
for the triggered and free streaming systems. A class for the
VFTX unpacking and calibration and a class for the GET4
v1.0 unpacking and event building are feeding the same
classes describing the detectors hits and clusters. The data
taken in parallel can also be merged in a single output event
using the event index sent from the triggered system to the
free-streaming system. This allows direct comparison of
the results, in particular time difference distributions, ob-
tained with the two systems.
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Figure 2: Example of a VFTX to GET4 comparison with
pulser signals.
In the pulser test, the time differences between each pair
of signals in each system are fitted with gaussian distribu-
tions. The difference between the time differences obtained
in each system is also computed and fitted with a gaus-
sian. Figure 2 shows an example of timing performances
comparison between VFTX and GET4 based systems for
the pulser test in the laboratory. Table 1 presents the mean
sigma of the 6 possible signal combinations for each TDC
and for their comparison.
σ[ps]
PADI7 + VFTX 17.5
PADI7 + GET4 27.5
GET4 - VFTX 34.5
Table 1: Mean sigma of the Gaus fit for each distributions
in the pulser test for a 20mV pulse and a 150mV threshold.
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Hardware Development for CBM ToF
J Fru¨hauf1, N Herrmann2, M Ciobanu3, H Flemming1, H Deppe1, P. A Loizeau2, and I. Deppner2
1GSI, Darmstadt, Germany; 2Universita¨t Heidelberg, Germany; 3ISS, Bucharest, Romania
The CBM-ToF-Readout-Chain is based on preamplifier
and discriminator ASICs (PADI)[1] and event-driven TDC
ASICs (GET4)[2] as front-end electronic. These ASICs are
specially developed for the CBM-ToF detector.
For the preamplifier it is necessary to go nearby to the
RPC to reach the best performance. Therefore it is decided
to go even inside of the RPC-GAS-Box with the preampli-
fiers for the outer part of the ToF-Wall. Here we have a
direct connection from the RPC to the FEE. The PCB lay-
out was done in a way that there is one baseboard for power
distribution, SPI-DAC-interface and connector for the out-
put signals and OR signals from PADI. Each add-on PCB
is equipped with two PADI-ASICs and the connector for
the RPC.
Figure 1: PADI-FEE (32 Channel)
Two single ended pulses are injected into two input chan-
nels of PADI. The measurement was done for different sig-
nal amplitude as well as the threshold level of PADI was
modified. The LVDS output signal was measured with
an oscilloscope (Tektronix TDS6154C). The results of this
measurement are shown in figure 2. The resolution be-
Figure 2: Resolution between two channels
tween two channels for input signal amplitudes between
10mV and 100mV at different thresh-old values is below
20ps, which fulfils the CBM-ToF requirements.
The test PCB for the GET4 1.0 ASIC is shown in the
following picture. The main goal of this design is to test on
board clock and power distribution, different supply volt-
ages (5V; 12V and 48V) as well to test the new ASIC.
One baseboard (Figure 3) can be equipped with four add-
on PCBs, where each of them is equipped with four GET4
ASICs. On the left side of the picture the four add-on PCBs
Figure 3: GET4-FEE (64 Channel)
are seen. In the upper right corner the different power in-
jections and in the lower right corner the two clock inputs
as well as the sync signal input send out by CLOSY[3] are
placed. In between, although as add-on PCB, the connector
for the readout controller is placed.
The result of a pulser test in the laboratory is depicted in
figure 4. The same LVDS signal is injected into two chan-
Figure 4: Resolution between two channels
nels of two GET4 ASICs to mark each rising and falling
edge with a time-stamp. The resolution between two chan-
nels is 27ps.
New frontend cards with specific layouts for each detec-
tor as well as test pcbs for the upcoming version of PADI
and GET4 will be developed.
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Toward a RPC basic structure for the inner zone of CBM RPC-TOF wall
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For the inner zone of the CBM-TOF wall (polar angles
between 50 mrad and 220 mrad) we proposed as basic
unit a completely differential Multi-strip Multi-gap Resis-
tive Plate Chamber (MSMGRPC) with a new geometry for
the readout electrode of 7.1 mm strip pitch (5.6 mm strip
width) and 96 mm strip length [1, 2]. With this value of
the pitch size, the number of readout channels is reduced
to one third of the estimated values of readout channels
for the case of considering as basic unit the MGMSRPC
with 2.5 mm strip pitch. High counting rate tests per-
formed at COSY-Ju¨lich with a proton beam of 2.5 GeV/c
showed that even at 100,000 particles/cm2·sec, the time
resolution is better than 70 ps and the efficiency higher
than 90% [2]. Constrained by the available dimensions of
low resistivity glass (∼1010 Ωcm) [3], the solutions fore-
seen for the present design is based on glass electrodes of
300 mm x 96 mm size.
Figure 1: 3D image of RPC cells inside a supermodule
A modular structure divided in eight supermodules (SM)
is proposed for the inner region of the CBM-TOF. A con-
tinuous coverage of the active area requires a staggered ar-
rangement of RPC cells inside a supermodules and of su-
permodules, one relative to the other, as can be followed in
Fig.1 and Fig.2, respectively.
Figure 2: The 8 SM covering the inner wall active area
A demonstrator for the basic architecture of a super-
module contains four identical chambers staggered along
(16.5 mm overlap) and across (17.5 mm overlap) the read-
out strips inside a gas tight box as it is illustrated in Fig3.
The RPC cell structure is identical with the one reported in
[1, 2].
Figure 3: Sketch (left side) and photo (right side) of a basic
architecture proposed for the inner zone of the CBM-TOF
The lateral and front walls of the tight gas box are con-
structed from honeycomb sheets of 10 mm, sandwiched be-
tween two stesalit layers of 0.4 mm plated on the inner side
by a pcb of 0.13 mm. The back plate, made from aluminum
of 12 mm thickness supports the RPC cells. On rectangular
openings machined on the plate are glued pcb plates with
the connectors, for signal transmission from RPC cells to
the front-end electronics.
The in beam test was performed at T9 beam line of
CERN PS accelerator with a mixed electron and pion beam
of 2 - 8 GeV/c momenta.
Figure 4: The TOF spectrum (left side); calibrated differ-
ence of the times measured at both strip ends (right side)
Figure 4 left side shows the obtained time resolution of
48 ps measured for the overlapping zone along the strips
of two MGMSRPC cells, after walk correction, including
the electronics contributions. The 5.4 mm position resolu-
tion along the strip shown in Fig.4 right side was obtained
from the calibrated time difference measured at both strip
ends using position information from narrow strip refer-
ence RPC [2].
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ToF-ROC FPGA irradiation tests 2012
S. Manz, J. Gebelein, A. Oancea, H. Engel, and U. Kebschull
Infrastruktur und Rechnersysteme in der Informationsverarbeitung (IRI), Goethe University, Frankfurt, Germany
Ionizing radiation can severely disturb the operation of
electronic devices, especially SRAM-based electronics like
Field Programmable Gate Arrays (FPGAs). The theory of
radiation-induced failures is well known, and radiation mit-
igation techniques have been developed [1, 2]. However,
when using commercial off-the-shelf electronics the inter-
nal details of electronic circuits are generally not known
and the efficiency of the mitigation techniques needs to be
tested in experiments before the usage of those electronics
can be approved. Here we show the result of a test carried
out at the accelerator facility at the FZ Ju¨lich, Germany,
in August 2012. Contrary to previous tests, our intention
was not to characterize the chip’s internal logic cells using
an academic test design. We evaluate the efficiency of the
radiation mitigation technique scrubbing on logic of an ac-
tual firmware that is currently used for readout of the GET4
TDC [3]. For characterizing the efficiency we do not use
the particle flux as reference but directly count the induced
upset rate in the configuration memory of a second iden-
tical device in the beam. The firmware itself was running
on a Xilinx Virtex-4 FPGA operating directly in a 2 GeV
proton beam at a particle rate in the order of 107 s−1cm−2.
Figure 1: Number of SEUs collected in the reference board
(red) and time since the last full reset of the setup (blue)
with scrubbing disabled. Every return-to-zero of the blue
curve refers to an unrecoverable failure of the setup caused
by radiation. A full reset of the setup is required in less
than a minute. The setup is only stable when the beam is
turned off for technical reasons (highlighted time periods).
Figures 1 and 2 show a direct impression of the values
recorded during the beam time. Both diagrams show the
results of a three hours run, where scrubbing is disabled
(Fig. 1) and enabled (Fig. 2). The in-beam tests showed
very promising results when using the scrubbing technique
on an operational detector read-out firmware. The dead
time of the device could be reduced by almost a factor of
50, and corrupted data could be reduced by a factor of 200
while the ressource utilization increased by less than a fac-
tor of two.
Figure 2: Same as Fig. 1, but with scrubbing enabled. The
setup runs stable for several minutes.
From the high efficiency of the configuration scrubber,
we conclude that an FPGA-based read-out controller for
the CBM-ToF front-end electronics is absolutely feasible.
For the real CBM experiment the occurrence of an SEU
needs to be logged directly in the data stream for data anal-
ysis. A concept for doing so needs to be developed and ex-
perimentally approved, also considering new possibilities
that emerge with the Xilinx series 7 FPGAs [4].
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The GSI Event driven TDC GET4 V1
H. Flemming and H. Deppe
GSI, Darmstadt, Germany
In 2009 results of a first test design of the GET4 TDC
ASIC have been obtained[1]. In the meantime additional
analysis of the behavior of this ASIC in beamtimes as well
as the submission of two test chips to improve the linearity
of the TDC core have been done. Based on these activi-
ties in march 2012 the first fully equipped GET4 V1 was
submitted to the IC foundry.
Figure 1: Die picture of the GET4 ASIC.
The full custom designed TDC core of the GET4 V1
is based on the same architecture as the one of the first
GET4 ASIC but is improved in many details. The TDC
core is visible on the lower left side of the die picture in
figure 1. The readout logic of the GET4V1 is completely
new developed and automatically synthesised from a vhdl
code. It contains a 24 bit readout mode that is compat-
ible to the old GET4 ASIC and a new 32 bit mode that
can cope with higher event rates. The 32 bit mode pro-
vides an internal time over threshold calculation and more
slow control information. More information about internal
structure, programming and data format can be found in
the ASIC documentation[2]. The tests and measurements
of the GET4 V1 could confirm the good results of previous
test chips. Figure 2 shows a pulse width spectrum and a
time difference spectrum of a test signal generated with an
internal test pattern generator. The width of the time dif-
ference peak is 27.9 ps rms. After division by
√
2 one gets
an uncorrelated time resolution of 19.7 ps for time differ-
ences. As the pulse width measurement contains the jitter
of the internal ring oscillator as additional error contribu-
tion the result is slightly worse than the resolution for the
time difference.
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Figure 2: Pulse width and time resolution spectra.
Beside the very good TDC performance during tests also
a few bugs have been found[3]. These bugs have been cor-
rected in the design and on February 11th, 2013 a second
iteration of this ASIC has been submitted to the foundry.
This chip is expected to be produced in May. So for a new
beam test campaign end of 2013 a bug fixed GET4 V1.2
will be available. In parallel the development of a pro-
grammable readout controller[4] will be continued with the
second prototype that now fits to the 32 bit readout mode of
the GET4 V1, delivered in February 2013. Tests will start
in spring 2013.
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VFTX - a VME module for high accuracy timing measurements
J. Fru¨hauf, J. Hoffmann, E. Bayer, and N. Kurz
GSI, Darmstadt, Germany
For high accuracy timing measurements the VME-
Module VFTX (Figure 1) has been developed at GSI Ex-
periment Electronic Department. It has an FPGA based
TDC design using the tapped delay line method [1].
Figure 1: VFTX Module
The VFTX can handle up to 32 LVDS input signals or
with a different add-on pcb 16 NIM signals. Available pro-
grams are:
• 16 Channel 7ps (leading edge)
• 32 Channel 10ps (leading edge)
• 28 Channel 10ps with time over threshold in-
formation (leading edge and trailing edge)
An external clock input allows having more than one mod-
ule running on the same clock. An external reset Input and
a reset command via VME command assures that the mod-
ules clock counter are reset at the same time. Due to that
there is no need of a reference signal in each TDC and no
loss of
√
2 in resolution. The readout of this module is
trigger based and the used data acquisition is MBS (Multi
Branch System).
Figure 2 shows a simplified block diagram of the test
setup in the laboratory. In grey the clock generator CLOSY
[2] with the clock distribution can be seen. In orange the
signal generator with the signals splitter, to have 10 times
the same input pulse available. The blue blocks are the
VME modules VFTX and the necessary modules for MBS
readout. The LEVCON (Level-Converter) is used for send-
ing out the trigger in different levels.
Figure 2: Block diagram Pulser Test.
The result of this measurment are despicted in Figure 3.
On the left side of the picture the time resolution for a 28
channel (TOT) design with 9.5ps and on the right hand side
the time resolution for a 16 channel design with 6.6ps time
resolution are shown. These two results are measured both
on the same VFTX module.
Figure 3: Time resolution between two channels.
Measurements between two VFTX modules have a res-
olution of 12ps for a 10ps design and 9ps for a 7ps design
between two channels. This loss of 2ps is due to the clock
splitter, which provides the master 200MHz clock for the
different modules.
The VFTX Module shows nice result in the laboratory
tests and was already used successfully in beam by the
CBM-ToF Group for RPC readout. New hardware for di-
rect connection to the RPC Box with a non-triggered read-
out is under developement.
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PADI-6 and PADI-7, new ASIC prototypes for CBM ToF
M. Ciobanu1, N. Herrmann2, K. D. Hildenbrand3, M. Kisˇ3, A. Schu¨ttauf3, H. Flemming3, H. Deppe3,
J. Fru¨hauf3, P. A. Loizeau2, I. Deppner2, and M. Tra¨ger3
1ISS, Bucharest, Romania; 2Universita¨t Heidelberg, Germany; 3GSI, Darmstadt, Germany
We designed a general purpose PreAmplifier-
DIscriminator (PADI) ASIC which can be used as a
Front-End-Electronics for Resistive Plates Chambers in
future CBM at FAIR. The low power PADI-chip can be
used for different flavors of RPC’s, with strip / pad like
anode structures. These timing devices have signal rise
times tR<300ps and primary charges in the range of 10
to 500fC, which needs a preamplifier-discriminator stage
with an intrinsic electronic resolution of σtE<15ps. We
developed and tested different 4 channels prototypes in
CMOS 0.18m technology [1, 2] with the following key
design parameters: fully differential using a 50Ω input
impedance at a preamplifier gain of Gp >100 with a
bandwidth of BWp >300MHz having a peaking time
for the signal of tpk <1ns and a noise related to input
of VN−IN <25VRMS . We use a DC feedback loop for
offset and threshold stabilization; the threshold range is
between +/- 500mV. As auxiliary functions PADI offers an
OR-out. For the last prototypes, the increase of the charge
responsivity and the decrease of the DC offsets were
the main tasks. The Monte Carlo simulation shows that
the preamplifier schematics must be drastically changed
(Fig.1).
Figure 1: The simplified ac schematic of the preamplifier.
The feedback path is now unique for signals and thresh-
old voltage. The whole schematic can be evaluated like
a full differential operational transconductance amplifier
(OTA), having two inputs (VTHR and Signal) and one out-
put. The resistive feedback realized with 4 identical re-
sistors (R4) assure a linear DC transfer function. Except
Rf, all resistors in schematic are physical resistors like in
PADI-1. This solution achieves a maximum preamplifier
bandwidth with good Monte Carlo results in matching of
components or taking into account the technological dis-
persions. The threshold voltage is obtained from a DC
bridge realized by 6 resistors R. This bridge is supplied
from VDD and can be controlled internally by two 10 bits
DACs (PADI-6) or externally (PADI-6 and PADI-7), by a
potentiometer connected between VREF+ and VREF- pads
and having the cursor at ground potential. These pads are
common for all channels and one potentiometer can con-
trol all channels. The two DACs (PADI-6) are complemen-
tary commanded and the common mode voltage is not af-
fected by the DAC code value. We have changed the type
of the interface from I2C to the very often used SPI (Serial
Protocol Interface) which is more simple and robust [3].
The SPI interface is currently used in many types of micro-
controllers (e.g. the PIC family) and the implementation
of PADI test equipment will be easier. In Fig.2 the simu-
lated transient response of the new preamplifier to the input
charge 1-2048 fC is shown, in Fig.3 the measured time res-
olution between two channels excited by the same signal
(1- 300 mV), for different threshold voltages.
Figure 2: Simulation: PADI-6,-7 charge responsivity.
Figure 3: Measurement: Two channels time resolution ver-
sus input signal amplitude dependence to VTHR.
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Development of extreme high-rate timing ceramics RPCs
A. Laso Garcia1, J. Hutsch1, B. Ka¨mpfer1, M. Kaspar1, R. Kotte1, L. Naumann1, M. Sobiella1,
D. Stach1, C.Wendisch1, and J.Wu¨stenfeld1
1Helmholtz-Zentrum Dresden-Rossendorf, Germany
Recent progress on development of ceramics RPCs has
pushed the rate capabilities of this detectors to new fron-
tiers. Different prototypes developed with semiconductor
SiC/Si3N4 composites have been built and their perfor-
mance under high irradiation was studied. These detectors
are four gap RPCs with 250µm gap width. The active sur-
face is 20×20 cm2. The tests have been performed with
30 MeV electrons at the ELBE facility at HZDR and 2.5
GeV/c protons at COSY at FZ-Ju¨lich [1, 2, 3].
The beam at ELBE had a beamspot of approximately
20 cm2 calculated as FWHMx×FWHMy where the pa-
rameters were extracted from the time difference spectrum
in the RPC. The detector was aligned such that the cen-
ter part was the most irradiated one. The efficiency and
time resolution dependence on the flux and field strength is
shown in Figures 1 and 2. It is shown that the efficiency re-
mains higher than 80% for fluxes up to 40×103 cm−2 s−1
for the highest electric field in the gap. At the same time the
time resolution remains below 70 ps. The time resolution
shown here corresponds to the combination RPC+FEE. Al-
though the efficiency appears to be low for the CBM ToF
requirements, it is important to note that this result has been
achieved with a four gap RPC. Increasing the number of
gaps will increase the efficiency.
The cluster size, or average number of strips simulate-
nously fired by an avalanche has been calculated. In Fig. 3
the cluster size dependence on the electric field in the gas
gap is presented. In this figure, the average value and the
RMS of the distribution is plotted. The cluster size for this
prototype ranges from 1 to 4, which translates in the large
RMS shown. However, the average cluster size increases
from 2 to 2.4 when the electric field in the gas gap is in-
creased.
A new prototype, fully differential six gap ceramic RPC
is in development. It is planned to be tested at ELBE in
May 2013.
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Figure 1: Efficiency dependence on the flux for different
electric fields.
Figure 2: Time resolution dependence on the flux for dif-
ferent electric fields.
Figure 3: Cluster size dependence on the electric field in
the gas gap.
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Aging effects on low-resistive high-rate ceramics RPCs
A. Laso Garcia1, A. Akindinov2, J. Hutsch1, B. Ka¨mpfer1, M. Kaspar1, R. Kotte1, D.Mal’kevich2,
L. Naumann1, A. Nedosekin2, V. Plotnikov2, M. Sobiella1, D. Stach1, K. Voloshin2, F.Wagner3,
C.Wendisch1, and J.Wu¨stenfeld1
1Helmholtz-Zentrum Dresden-Rossendorf, Germany; 2Institute for Theoretical and Experimental Physics, Moscow,
Russia; 3Technische Universita¨t Mu¨nchen, FRMII, Germany
During the last years, RPCs built with Si3N4/SiC ceram-
ics electrodes have been proven to be able to operate under
high irradiation conditions [1, 2]. Further tests have been
performed to determine radiation hardness of neutron ex-
posure on the ceramics material. Two probes of 5×5 cm2
have been exposed to non-ionizing radiation doses in the
order of 1013 neq/cm2 at the neutron beam of the MEDAPP
facility of the FRM II. This dose is what has been calcu-
lated for one year of CBM operation for the STS exposure
region and two orders of magnitude higher than the one ex-
pected for the ToF (1011 neq/cm2/year) [3]. The bulk resis-
tivity of both probes was measured before and after the irra-
diation. A factor 2 decrease of the bulk resistivity has been
observed. This decrease is not a problem for efficiency and
time resolution. Further studies are planned to improve our
understanding of this effect. Previous studies of irradiation
of Al2O3 ceramics with up to 1015 neutrons/cm2 showed
no changes in the material except for a color change from
white to yellow on the substrate [4].
A new special kind of ceramics RPC has been developed
in collaboration with the Institute of Theoretical and Ex-
perimental Physics (ITEP) in Moscow. This prototype is
a two gap RPC with the floating electrode built of HZDR
ceramics with a bulk resistivity in the order of 109Ω cm.
However the outer electrodes are Al2O3 ceramics with a
Cr layer evaporated on one side, a groove separates the
Cr evaporated surface from the edge of the Al2O3 ceramic
(Figure 1). Thus the electric field at the edges is reduced by
simply separating the edges of the HV applied surface and
the floating electrode. This structure minimizes the leakage
current formed by discharges at the edge of the detector.
A drastic decrease of the current has been observed: from
tenths of nA/cm2 on a normal two gap structure to less than
5 nA/cm2 on the grooved structure. In addition this RPC
architecture is such, that the gas is forced to flow directly
through the gas gaps in opposition to normal RPCs were
the flow of gas through the gaps is due to diffusion. How-
ever, during operation the formation of whiskers or small
polymer filaments was observed (Figure 2). This small
whiskers grew as much as one third of the gas gap increas-
ing the electric field in that region and creating sparks in
the detector. This effect is due to iButane. After removal
of iButane from the mixture no whiskers were observed.
Also, the efficiency was measured during a beam test at
ELBE in November 2012, shown in Fig. 3.
Figure 1: Groove separating the Cr evaporated surface from
the edge of the Al2O3 ceramic.
Figure 2: Polymer growing on the cathode. The height
reaches up to 100µm.
Figure 3: Efficiency dependence on electric field in the gas
gap for different fluxes for a two gas gap RPC with gap size
of 300µm.
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Performance of real-size MRPC modules based on low-resistive glass
J. Wang and Y. Wang
Department of Engineering Physics, Tsinghua University, Beijing, China
In the current CBM conceptual design, the whole TOF
wall is arranged in four ‘rate regions’ [1]. In the inner re-
gion of the wall (region 1), pad readout MRPCs based on
low-resistive glass can be efficiently used to cope with the
high particle flux (up to 25kHz/cm2) at an optimal segmen-
tation (4–6 cm2 per pad), while strip-readout MRPCs rep-
resent a natural choice for the outer region (0.5-8 kHz/cm2)
where the system occupancy and flux are orders of magni-
tude lower.
Recently, at Tsinghua University, we have managed to
develop a stable production line of a new type of low-
resistive doped glass. Following the encouraging results
obtained with small-area MRPC prototypes based on this
material [2], two real-size MRPC modules were produced
in order to suit the current design of the CBM-TOF wall.
The basic structures of the two modules are depicted in
Fig. 1.
The pad-readout MRPC has 10 gas gaps and consists
of two (mirrored) stacks of plates made of 0.7 mm-thick
low-resistive glass plate with a resistivity of about 2×1010
Ωcm. It has 6×2 pads of size 2 cm×2 cm each, with
an interval between pads of 2 mm. The gas gap is 0.22
mm. The high voltage electrodes are covered with col-
loidal graphite spray, yielding a typical surface resistivity
of about 2 MΩ/sq.
Figure 1: Real-size MRPC modules
As compared to the pad-design, the strip-counter has
slightly larger gaps of 0.25 mm. The readout strips have
12.5 cm length and 2.2 cm width. The intervals between
the strips are 3 mm.
The counters have been thoroughly characterized with a
30 MeV electron beam at the Electron Linac with high Bril-
liance and low Emittance facility (ELBE) at Helmholtz-
Zentrum Dresden-Rossendorf (HZDR).The results of HV
scans are summarized in Fig. 2.
Figure 2: HV scan of the modules
The high-flux behavior of the efficiency and time reso-
lution for the two modules is shown in Fig. 3. The beam
shape was determined by the reference scintillators. The
flux is defined as the average flux over the considering
area [3].
Figure 3: Performances VS average flux
As a summary, the requirements of the CBM-TOF wall
have been fulfilled by resorting to real-size pad MRPC
modules based on the newly developed Chinese doped
glass. The pad counter prototype can run with a tolera-
ble performance degradation up to 55 - 65 kHz/cm2. An
8-strip RPC shows a rate capability up to 25 - 30 kHz/cm2.
The uncertainty in the quoted flux ranges is related to the
uncertainty in the spatial beam profile due to the observed
additional broadening by a factor of about 1.2 of the elec-
tron beam due to multiple scattering inside the RPC.
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The online data pre-processing for CBM-TOF
C. Xiang1,2, N. Herrmann2, P.-A. Loizeau2, I. Deppner2, S. Manz3, J. Fru¨hauf4, and S. Linev4
1Key Laboratory of Quark and Lepton Physics (MOE) and Institute of Particle Physics, Central China Normal
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The Compressed Baryonic Matter (CBM) experiment
will operate a free streaming data acquisition system. In
order to optimize the data bandwidth and to achieve high
performance, a data pre-processing unit is designed for the
readout chain of the CBM-TOF detector and implemented
in the ROC firmware [1]. It consists of three modules, a
data pre-processing module, a monitor module and a con-
trol module [2]. The data pre-processing module (DPM)
which is the main part of the unit has two functions, hit
building and cluster building, which are designed in two
steps (see Fig. 1). As indicated in Fig.1 and as a first step
Figure 1: Structure of data pre-processing module
a hit is built from the rising edge and a matched falling
edge of the GET4 data [3]. The hit contains the rising edge
time stamp and Time-Over-Threshold (TOT) information
which is the time difference between the rising and the
falling edge. In the second step clusters are built from 8
channels of two GET4 chips which are connected to the
two side of 4 neighbouring Resistive Plate Chamber (RPC)
strips. A cluster is characterized by the common hit times
within a certain time slice and corresponds to a single par-
ticle traversing the detector. All the data are combined to-
gether and sent to the DAQ for further processing.
RAW data DPM data
Number of data 2.28E+08 1.39E+06 99.4%
Number of hits 967749 967604 0.015%
Number of events 237856 237848 0.003%
Table 1: Data with/without DPM
The data pre-processing module implemented in the
ROC firmware was tested at COSY with a proton beam
in November 2011 operating on online data of a MM-
RPC detector[4]. A possible reduction of the data volume
by means of online pre-processing in the DPM is demon-
strated in Tab. 1. In the table, the 2nd column Raw data is
the result of an offline analysis of GET4 data, and the 3rd
column DPM data is the result of an online analysis includ-
ing the 1st step of the data pre-processing module. The last
column shows the resulting difference between offline and
online analysis normalized to the Raw data values. The fi-
nal reduction of the output data volume depends on the hit
rate, because most of the reduction is due to the rejection of
the epoch data. In the case of hit rates in the order of 50 Hz
per channel, as encountered during the test beam-time, a
reduction of about 99.4% was achieved. As shown in table
1, during the test running for about 50 minutes, the DPM
lost only 145 hits (0.015%), and only 8 events (0.003%).
The ROC firmware in which cluster building was imple-
mented was tested in the lab in July 2012. Input signals
were generated by splitting the signal of a signal genera-
tor and fed into a GET4 chip. In principle, the number of
Raw data of the two channels of the GET4 chip should be
equal. As shown in table 2, however, the observed numbers
differ (2nd row of the table). After the 2nd step of data pre-
processing, eliminating the mismatches, the number of data
from both channels are the same. This demonstrates the
feasibility to reject single hits in a time slice. Note that this
causes no loss of information since single hits are mean-
ingless from a strip detector point of view.
Chn. 1 Chn. 6
Raw data 2507905 2507991
1st step DPM data 2507243 2507217
Hit lost 0.0264% 0.0309 %
2nd step DPM data 2506236 2506236
Hit lost 0.07% 0.07%
Table 2: Number of obtained hits from different data pre-
processing level
These two tests show that the data pre-processing mod-
ule was fully functional and demonstrate the potential of
implementing an on-line inspection of the data. Further
features, like threshold self-adjusting can also be done in
the readout chain and will be explored in the future.
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Superconducting dipole magnet for the Compressed Baryonic Matter (CBM)
experiment at FAIR
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The CBM superconducting dipole magnet is a central
part of the detector system. The target station and the Sil-
icon Tracking System are placed in the magnet gap. The
magnet has to provide a vertical magnetic field with a bend-
ing power of 1 Tm over a length of 1 m from the target. A
perspective view of the magnet is shown in Fig. 1.
The magnet gap has a height of 140 cm and a width of
250 cm in order to accommodate the STS with a polar angle
acceptance of ±25◦ and a horizontal acceptance of ±30◦.
The magnet is of H-type with a warm iron yoke/pole and
cylindrical superconducting coils in two separate cryostats
like the SAMURAI magnet at RIKEN [1, 2]. The potted
coil has 1749 turns. The wire, similar to the CMS wire,
has Nb-Ti filaments embedded in a copper matrix and is
soldered in a copper stabilizer with a total Cu/SC ratio of
about 13 in the conductor. The operating current and the
maximal magnetic field in the coils are 686 A and 3.25 T,
respectively. The coil case made of stainless steel contains
20 liters of liquid helium for one coil. The vertical force
in the coils is about 250 t. The cold mass is suspended
from the room temperature vacuum vessel by six suspen-
sion links. Six cylindrical support struts compensate the
vertical forces.
Figure 1: View of the CBM superconducting magnet
The energy stored in the magnet is about 5 MJ. The mag-
net will be self-protecting. However, in order to limit the
temperature rise to 100 K in case of a quench, the energy
will be dumped in an external resistor. The parameters of
the magnet are listed in Table 1.
Table 1: Parameters of the magnet
Type H-type, SC magnet
number of turns 1749 per coil
windings of coil impregnated close coiling
maximum current 686 A
magnetomotive force 1.2 MA turns/coil
current density 48 A/mm2
central field 1.08 T
field integral 1 Tm
maximum field at coil 3.25 T
inductance 396 – 150 H
stored energy 5.15 MJ
Coil
inner diameter 1.37 m (at 4 K)
outer diameter 1.82 m (at 4 K)
cross section 149.2 x 168 mm2 (at 4 K)
weight 1644 kg/coil
Pole
shape circular type
gap 1.4 m
diameter 2.0 m
height 0.5 m
Yoke
width 4.4 m
depth 2.0 m
height 3.7 m
weight 250 t
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Design calculations for the superconducting dipole magnet for the Compressed
Baryonic Matter (CBM) experiment at FAIR
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P. Senger2, A. Shabunov1, P. Szwangruber2, Y. Xiang2, and C. Will2
1JINR, Dubna, Russia; 2GSI, Darmstadt, Germany
Calculations have been performed to design the coil
case, the coil vessel, the support links and the quench pro-
tection scheme for the CBM superconducting dipole mag-
net. The general parameters of the magnet are discussed in
a separate contribution to this Progress Report. The code
TOSCA was used for calculating electromagnetic forces
exerted on the coil, while the structural analysis was made
using the code ANSYS. The radial and vertical forces Fr
and Fy were calculated at 1.08 T with TOSCA as a func-
tion of the azimuthal angle of the coil. The radial force
points towards the outer direction, while the vertical force
attracts the coil toward the iron yoke. The integrated forces
along the coil circumference are radially 60 t and vertically
254 t. The ANSYS calculation was based on the results of
TOSCA.
Coil case
The coil case is designed considering two main func-
tions: one is to protect the windings against magnetic
forces during operation, and the other is to use the case
as a container for liquid helium (LHe) to cool the winding.
The volume of the LHe in the case is about 20 liters for one
coil, including the LHe stored in the current leads box. The
case is welded of stainless steel 316LN [1]. The minimal
thickness of the case is 20 mm. The steel magnetic perme-
ability is about 1.01 – 1.02. The cross section of the coil
has a height of 236 mm and a width of 22 mm. The coil oc-
cupies only a part of the internal space of the case. The rest
of the space is filled with spacers made of NEMA G10 and
an aluminum circular shim (AW6061 or AW3003). In ad-
dition, the shim provides good thermal conduction, which
allows to distribute the heat load caused by friction if the
coil moves or cracks under the Lorentz forces. The large
cross section is necessary to have a very rigid structure.
The case should transmit huge vertical forces from the coil
to the supports. It is supported by six main cylindrical sup-
ports and six tie rods. To reduce the heat flux to the helium
system, the outer surface of the casing will be wrapped with
10 layers of a multi-layer insulation.
Thermal shield
The thermal shield must have good thermal conductivity
and a good ratio of rigidity to weight, and it should be easy
to fabricate and assemble. The thermal shield consists of
two main pieces: the top shield and the cover. The shield
has a radial cut for an electrical break. All pieces are made
of copper sheets each 2 mm thick. The forced-flow cryogen
for cooling the thermal shield is cold helium gas to inter-
cept thermal radiation from the cryostat. The cooling pipes
are made of a 1 mm thick copper tube having a rectangular
shape with an outer dimension of 20 mm × 8 mm. To re-
duce the heat flux to the helium system, the outer surface of
the thermal shield will be wrapped with an insulation of 20
layers. The thermal shield is fixed to the main cylindrical
supports.
Suspension
The cold mass is suspended from the room temperature
(RT) vacuum vessel using 6 support struts and 6 tie rods
(Fig. 1 left). These support struts are described as ”warm-
to-cold” because the warm end is attached to the RT vac-
uum vessel and the cold end is attached to the cold mass.
The suspension during the working cycle has two types of
loading. When the magnet is switched off, only the weight
of the cold mass is applied to the suspension. In this case
the vertical force is about 2000 kg. When the magnet is
switched on, the vertical component of the Lorenz forces
should be added to the weight of the cold mass. The max-
imum vertical force in this case is 254 t. The lateral forces
should not exceed a few hundred kilograms because of the
symmetry of the magnet. The support struts are typically
compressed. Only the green parts require pre-compression
while manufacturing the CBM dipole magnet. The tie rods
will provide this pre-compression. The support struts have
a nominal compression force of 42 t [2]. The tie rods are
tensed with the force of 500 kg.
The support strut consists of four composite tubes nested
coaxially in each other and connected in series by three
stainless steel tubes with Z-shaped cross section. The com-
Figure 1: Suspension on the coil (left) and vacuum vessel
(right)
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posite tubes are polar wound tubes with glass fibers and
epoxy resin. The axial winding angle is ±15◦. Few layers
have a winding angle of 90◦ to fix the main layers. The
glass fiber composite has small thermal conductivity at low
temperature. The Z-shape tubes are made of the stainless
steel SAE 304. Five layers of MLI are inserted in each gap
between the tubes. The middle tube is connected with the
thermo shield at a temperature of 80 K.
The tie rods are used to sustain the cold mass and preload
the support struts. The tie rods, which are attached on one
side to the vacuum vessel and on the other side to the coil
case, are subjected to a thermal gradient from 4.5 K till
room temperature. The titanium alloy Ti 5Al 2.5Sn has
been chosen as tie rod material for its low thermal conduc-
tivity and high mechanical strength [3]. The tie rods have
spherical hinges on both sides. The hinge attached to the
vacuum vessel is fixed with a key. The hinge on the other
side has a thread for adjusting. On 1/3 of the length from
the vacuum vessel it has a shoulder for a thermo bridge [4].
Vacuum vessel
The vacuum vessel seals the vacuum around the cold
mass to allow the cooling system to reach the desired cryo-
genic temperature. The vacuum vessel consists of a support
ring, a shell and a weldolet (see Fig. 1 right). The rest of
the parts are made of the stainless steel SAE 304 [1]. The
thickness of the shell is 15–20 mm. The support ring is
48 mm thick. All parts of the vacuum vessel will be assem-
bled by welding.
The gap between the spacers is used for the liquid helium
circulation. Over the spacers there is a tray made from thin
G-10 Glass Epoxy laminate and covered by few layers of
fiber glass fabric with epoxy resin with a total thickness
of 2 mm. The coil is wound inside this tray. Each layer
is insulated with three layers of 0.1 mm fiber glass fabric
with epoxy resin. Since the coils and the conductor ex-
perience radial and axial forces of a high magnitude, the
winding is required to be done at high tension of 20 kg,
and the gaps between the turns need to be filled with epoxy
resin to restrict the movement of the conductor. This im-
pregnation should be done with a brush. The last layer
should be wrapped with six layers of 0.1 mm fiber glass
fabric with epoxy resin. Then aluminum banding is car-
ried out around the coil at 200 kg tension for restricting the
movement of the conductor and the coil while the magnet
is energized. Aluminum banding gives more compressive
stress to the coil at 4.5 K as compared to SS because of the
higher thermal contraction coefficient. A special grade of
aluminum (5052 - H34) strip having high hardness and a
tensile strength of 267 MPa is used. The strip has a cross
section of 2.5 mm × 5 mm.
Instantaneous quench
Figure 2 shows the instantaneous quench calculation re-
sults [5, 6]. This calculation was done with a constant in-
ductance of 21.9 H (Lw at 686 A). The average temperature
is 81 K. The resistance of the quenched pole is 2.6 Ω and
the maximum quench voltage is 737 V. The quench detec-
tion and protection scheme is shown in Fig. 3.
Figure 2: Instantaneous quench calculations for the CBM
dipole magnet. Upper panel: magnet current and average
coil temperature; lower panel: quench voltage and quench
resistance.
Figure 3: Quench detection and protection scheme (includ-
ing voltage taps)
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Common CBM beam test of the RICH, TRD and TOF subsystems at the
CERN PS T9 beam line in 2012
D. Emschermann1, J. Adamczewski-Musch2, A. Arend3, C. Bergmann1, C. Garcia4, N. Heine1,
S. Linev2, T. Morhardt2, C. Pauly5, M. Petris¸6, M. Petrovici6, W. Verhoeven1, and J. P. Wessels1
1Institut fu¨r Kernphysik, Mu¨nster, Germany; 2GSI, Darmstadt, Germany; 3Institut fu¨r Kernphysik, Frankfurt/M,
Germany; 4IRI, Frankfurt/M, Germany; 5Bergische Universita¨t Wuppertal, Germany; 6NIPNE, Bucharest, Romania
A common beam test of the CBM Ring Imaging
CHerenkov (RICH), Transition Radiation Detector (TRD)
and Time Of Flight (TOF) subsystems was performed at
the CERN Proton Synchrotron (PS) accelerator in Octo-
ber/November 2012. The measurements were carried out
at the T9 beam line in a mixed beam of electrons and pi-
ons with momenta from 2 to 10 GeV/c. In addition to
the above mentioned detectors, the setup consisted of two
Cherenkov detectors, two fiber trackers, beam trigger scin-
tillators and a lead-glass calorimeter. The first fiber tracker
was placed at the upstream end of the setup, followed by a
large-volume RICH prototype, 8 real-size TRD prototypes,
2 TOF detectors and finally the second fiber tracker at the
downstream end (see Fig. 1).
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Figure 1: Setup of CBM in the PS/T9 beam line in 2012
The RICH prototype [1] was based on a mirror-focusing
setup with CO2 gas as radiator. The photon camera was
composed of 4 micro channel plate (MCP) detectors plus
20 Hamamatsu multi-anode photo-multipliers (MAPMTs).
Two concurrent approaches to readout the RICH camera
were tested: the traditional triggerless n-XYTER front-end
as well as a free streaming approach based on the HADES
Trigger and Readout Board (TRB3).
The TRD laboratories in Mu¨nster [2], Bucharest [3, 4]
and Frankfurt [6, 7] have built real-size (59×59 cm2) de-
tector modules based on MWPC technology with cathode
pad readout. The large size of the TRDs has triggered
innovative developments to stabilize the entrance window
to the gas volume while minimizing the loss of transition
radiation between the radiator and the detection volume.
The readout of the Bucharest prototypes was based on the
Fast Analog Signal Processor (FASP) ASIC, either digi-
tized in a VME-based MADC32 or using free streaming
MAXIM [5] based converters. The signal processing on
the TRD modules from Mu¨nster and Frankfurt was per-
formed with the SPADIC v0.3 of 2011. A TRD prototype
from Mu¨nster served as platform to compare the perfor-
mance of the FASP, the SPADIC v0.3 and the recently de-
veloped SPADIC v1.0 [8, 9]. The latter reads out 32 chan-
nels in self-triggered mode and implements the CBMnet
protocol on the ASIC. The TRD test program consisted of
a systematic study of different radiator prototypes with a
Xe(80%)+CO2(20%) gas mixture in the detection volume,
as well as beam momentum and high-voltage scans.
Bucharest completed the setup with a segmented TOF
prototype, consisting of 4 partially overlapping RPC cells,
combined with a single RPC cell reference TOF prototype
from 2011. These two TOF modules were again tested us-
ing a C2F4H2(90%)+SF6(5%)+iso-C4H10(5%) gas mix-
ture allowing for fast signal generation.
All prototypes under test were read out in a common hy-
brid data acquisition system based on MBS and DABC.
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Design of the beam dump for HADES at SIS-100
A. Senger
GSI, Darmstadt, Germany
HADES at SIS-100 will be placed in front of the CBM
experiment as sketched in Fig. 1. The beam can be focused
either on the target of HADES (left setup) or on the CBM
target (right setup). The possibility to run the HADES ex-
periment with the CBM experiment in place was studied
using FLUKA [1, 2].
Figure 1: Experimental setup with HADES (left) and CBM
(right)
If the beam is focused on the HADES target, the beam
size in the CBM Silicon Tracking System (STS) will be
larger than the CBM beam pipe. FLUKA calculations
have been performed to study the non-ionizing energy loss
(NIEL) in the CBM cave for different scenarios. Figure 2
(left) illustrates the NIEL in the CBM cave for Ni+Ni col-
Figure 2: NIEL distributions in the CBM cave during a
HADES run of Ni+Ni at 8 GeV/u with an intensity of
107 ions per second (left), and during a CBM run of Au+Au
at 10 GeV/u with an intensity of 107 ions per second (right)
lisions at 8 GeV/u with an intensity of 107 ions per second
on the HADES target. For comparison, in Fig. 2 (right)
the NIEL distribution during a CBM run of Au+Au colli-
sions at 10 GeV/u with an intensity of 107 ions per second
is shown.
In order to protect the CBM experiment during runs with
HADES, a beam dump will be placed in front of the CBM
magnet. In a first step, the thickness of an iron beam dump
was determined with FLUKA. It was found that a thick-
ness of 1.5 m of iron is sufficient to fully stop the beam.
However, the radiation level outside the iron is too high, as
shown in Fig. 3 (left). In order to reduce this radiation, an
additional concrete shielding was studied. It turns out that
the radiation level can be drastically reduced by 50 cm of
concrete around the iron core and 150 cm of concrete in
front of the iron (see right panel of Fig. 3).
Figure 3: NIEL distributions in the CBM cave during a
HADES run of Ni+Ni at 8 GeV/u with an intensity of
107 ions per second. Left: with 1.5 m iron as beam dump;
right: with additional concrete around the iron (see text).
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A reaction detector for CBM
P. Koczon´
GSI, Darmstadt, Germany
A detector placed around the target outside of the CBM
acceptance (θ > 25◦), registering reaction products of
Au+Au @ 10A GeV and p+C @ 30 GeV interactions,
was simulated. Equipped with a simple signal summing-
up and threshold electronics, such a reaction detector (RD)
can distinguish between central, minimum bias and empty
reactions in case of Au+Au and can deliver a ”time zero”
signal for TOF measurements even for p+C reactions.
A detector in form of a ring consisting of eight trape-
zoidal tails installed side by side (as depicted in Fig. 1),
covering polar angles from 30 to 60 degrees and the full
azimuthal angle, was investigated in the framework of the
FairRoot simulation system [1] using the Geant3 transport
engine. A sensor material of 2 mm thickness and with the
density of silicon was assumed for the flat dies installed
at 60 mm distance from the target center (0.25 mm Au or
1 mm C). This thickness corresponds to either ceramic RPC
or to MCP sensors - both possessing excellent timing prop-
erties and certain energy resolution. Standard URQMD
events of Au+Au @ 10A GeV (both minimum bias and
central) as well as p+C @ 30 GeV were used as input.
The FairRoot class FairIonGenerator was used to simulate
”empty events”, i. e. the passage of heavy ions through the
target material without any nuclear interaction, thus pro-
ducing only delta electrons.
Figure 1: The reaction detector – a ring of eight trapezoidal
segments around the target (yellow). The beam direction is
horizontal.
The sum of energy loss signals of all products from a nu-
clear collision in the reaction detector differs significantly
for minimum bias or central events and ”empty events” as
shown in Fig. 2. The lowest energy losses (below 10 MeV)
and lowest multiplicities (8±2.5) are registered mainly for
”empty events”. Minimum bias events are characterized by
the sum of energy loss in the reaction detector in the range
up to 50 MeV. The highest energy loss (and at the same
time the highest particle multiplicity) is observed for cen-
tral events. A simple threshold at 10 MeV of total energy
loss per event would deliver a clear signature for nuclear
reaction events, while losing about 10 % of peripheral in-
teractions.
Figure 2: Total energy loss for central (blue, hatched hor-
izontally), minimum bias (green, hatched vertically) and
empty events (red, inclined hatching)
The total energy loss signal can not only be used for nu-
clear reaction tagging but also as a ”time zero” for TOF
measurements. Because of the axial symmetry of the RD
around the target, the time spread of arriving particles is
very narrow (RMS = 10 ps). For 30 GeV protons on a car-
bon target, a similar time resolution is achieved as shown
in Fig. 3.
Figure 3: Time resolution for 30 GeV protons on a carbon
target. An additional requirement of at least one double hit
in the RD reduces the efficiency to 50 %.
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Single Event Effects and beam diagnostic studies at the CBM proton test beam
S. Lo¨chner1, H. Graf2, and B. Walasek-Ho¨hne2
1Electronics Department (CSEE), GSI Darmstadt, Germany; 2Beam Instrumentation Department (LOBI), GSI
Darmstadt, Germany
Radiation damages to electronic components are an im-
portant issue for FAIR accelerator, FAIR experiments and
the used equipment there. For the experiments, one of the
preferred technology for Application Specific Integrated
Circuit (ASIC) developments is the 180 nm UMC CMOS
process. In this regard the ASIC design group of the GSI
Electronics department (CSEE) has been launched a re-
search project, including the development of the GRISU
ASIC, with the main goal to characterise the Single Event
Effects (SEE) on this process [1].
Within the CBM collaboration, a SEE test with 2 GeV
protons was realised in August 2012 at the particle acceler-
ator COSY in Ju¨lich [2]. Two aspects were tested: mobile
beam diagnostic devices and the SEE characterisation it-
self.
For the SEE cross section measurement it is essential to
know the intensity and the position of the particle beam.
The number of proton particles is measured with an ionis-
ing chamber [3], read out with a charge-to-frequency con-
verter ASIC (QFW) [4]. An online measurement of the
proton beam position is performed with a YAG:Ce scintil-
lating screen and an attached CCD camera [5]. The entire
setup is mounted on a moveable XY-table, and alignment
is achieved with the feedback from the online measurement
of the beam profile. Once the system is aligned, the scin-
tillating screen is pneumatically moved out of the proton
beam. In addition, the beam position has been approved by
a self-developing dosimetry film [6]. A photography of the
GSI test system at COSY is shown in Fig. 1 as well as a
typical corresponding measured beam profile.
Figure 1: Left: SEE beam test system with ionising cham-
ber (A), scintillating screen (B), dosimetry film (C) and de-
vice under test (D). Right: beam position and dosimetry
film.
Single Event Effects (SEE) is the main generic term
for immediate effects in semiconductor devices triggered
by the impact of particles. Of great interest are the so-
called Single Event Upset (SEU) and Single Event Tran-
sient (SET). These effects were studied in detail with heavy
ions at the GRISU ASIC between 2008 and 2011 [1].
For proton radiation the SEE mechanism is different.
Within the 2012 CBM proton test beam campaign at
COSY, the SEE cross sections of all GRISU circuits were
tested. At a proton energy of 2.0 GeV and a fluence of
4.9 · 1012 p/cm2, in total 456 SEE were measured. Figure 2
shows exemplary the SET cross section data as well as its
corresponding Weibull fit of a minimum-sized inverter ob-
tained from measurements with heavy ions. In the same
diagram the saturated SET cross section region for proton
radiation is drawn. This results for this inverter device in
a ratio of maximum cross section between heavy ion and
proton radiation of σsat,hi /σsat,p ≈ 4500.
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Figure 2: SET cross section for a minimum-sized inverter
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Status of CBMnet integration and HUB design
F. Lemke, S. Schatral, S. Schenk, and U. Bruening
University of Heidelberg, Mannheim, Germany
For the CBM read-out chain from the FEE detector
ASICs to the FLES cluster, a hierarchical network structure
was developed and optimized for the CBM experiment [1].
In addition to providing a network communication built-in
block, the idea was to create a set of modules with well-
defined interfaces and functions, which can be used in dif-
ferent CBM network devices. Thus, they can benefit by
reusing well-tested hardware. This approach saves design
time and uses reliable components. The goal is to provide
this set of generic modules not only to FPGAs, but also
to FEE ASICs. The generic modules include the CBM-
net implementation, some special PHY implementations,
and deliver additional features generally required in CBM
network devices. These additional features include an au-
tomatically generated register file (RF) supporting user-
specific parts for analog designers, an I2C interface for
debug and test purposes, special blocks for analog regis-
ter chain access or sub RFs, and serializers/deserializers
(SERDES) implementations for different technologies to
provide the required communication bandwidth to all CBM
network parts. Various FPGA implementations are using
this concept, and it is used within a first FEE ASIC for
its digital communication part, the SPADIC [2]. The test
readout chain for SPADIC testing is shown in Fig. 1. Af-
ter the first successful tests, configuring the SPADIC and
reading out its configuration, it was verified that data, con-
trol, and synchronization messages work reliably. These
results gave the confidence to integrate these modules also
into other ASICs. Thus, they were integrated into the
STS-XYTER, which has been submitted in fall 2012. All
setups are prepared, and its testing is planned for spring
2013.
Figure 1: Beam time readout setup
Delivering the readout density required for CBM is a
challenging task. Therefore a specific intermediate ASIC
for early data aggregation and FEE control is planned. This
device, the HUB ASIC [3, 4], is planned to provide at least
32 front-end links with 500 Mb/s each and up to 4 back-end
links with at least 5 Gb/s. There are various difficult tasks
to handle within this device including handling and dead-
lock avoidance for all traffic types. A block diagram of the
inner HUB ASIC structure is presented in Fig. 2. It depicts
the handling of the three virtual traffic classes and shows
its general structure. First prototyping for design parts has
been done using spartan 6 evaluation boards, and the new
spartan-based ROC, currently developed in the collabora-
tion, will provide a platform for further prototyping. The
target technology for the HUB ASIC is 65 nm, and the first
miniASIC submission will be prepared in 2013.
Figure 2: Block diagram of HUB ASIC data path
References
[1] F. Lemke, S. Schenk and U. Bruening, The Hierarchical
CBM Network Structure and the CBMnet V2.0 Protocol, DPG
Spring Meeting, March 19-23, 2012, Mainz, Germany
[2] T Armbruster et al., SPADIC 1.0 - a self-triggered ampli-
fier/digitizer readout ASIC for the CBM-TRD, this report
[3] F. Lemke and U. Bruening, Design Concepts for a Hierar-
chical Synchronized Data Acquisition Network for CB, IEEE
RTC 2012, June 11-15, 2012, Berkeley, CA, USA.
[4] F. Lemke, Unified Synchronized Data Acquisition Networks,
Ph.D. thesis, University of Mannheim, 2012
DAQ and Online Event Selection CBM Progress Report 2012
84
Radiation-tolerant 2.5 GHz Clock Multiplier Unit and 5 Gbps SERDES
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M. Mahalley, A. Chaudhary, N. Gaurav, D. Mandal, S. Haldar, and P. Banerjee
Indian Institute of Technology, Kharagpur, India
The HUB ASIC chip is to be employed for the purpose
of data readout from the CBM experiments, and the Clock
Multiplier Unit (CMU) is an integral part of the Serializer-
Deserializer (SERDES) core of the chip. Keeping in mind
the nature of application, radiation hardness and phase-
noise are the desired performance measures.
The 2.5 GHz CMU has been designed and fabricated us-
ing 180 nm CMOS technology. The active silicon area of
the CMU is approximately 1.4 mm× 1.5 mm. The chip has
been tested as a soldered-down device on a printed circuit
board (PCB) at room temperature using 1.8 Volt VDD.
The CMU is augmented with a memory block in the die
in order to provide programmability to the design via an
FPGA interface. This helps to test the individual blocks and
to vary and calibrate certain design parameters like tail cur-
rents of Current Mode Logic (CML) blocks and the switch-
able capacitors of the LC-tank Voltage Controlled Oscilla-
tor (VCO). Figure 1 shows the frequency spectrum of the
CMU output, when the VCO is locked at 2.5 GHz (fvco)
using a PLL reference frequency of 50 MHz (fref ).
Figure 1: Spectrum of the CMU output signal (fvco =
2.5 GHz, fref = 50 MHz)
The preliminary measurement shows the phase noise
performance of the CMU output (locked at 2.5 GHz) to be
-110 dBc/Hz at 1 MHz offset frequency. The degradation
from the simulated value of -129 dBc/Hz (at 1 MHz offset
frequency) may be attributed to inaccuracies in the phase
noise models used in simulations. Further, -35 dBc spurs
corresponding to the reference frequency and its harmonics
were also observed. The settling time of a locked CMU for
a frequency step of 20 MHz is 17µs and it exhibits a static
phase error of 0.1pi radians. The tuning range of the VCO
is measured to be 2.04–2.53 GHz. Further testing including
the jitter performance is in progress. However, one of the
primary goals of this design is to achieve radiation hard-
ness, which remains to be tested based on the availability
of the beam line.
In collaboration with the Heidelberg team (led by Prof.
U. Bruening), IIT-Kharagpur is in the process of designing
the 4 x 5 Gbps serial-link architecture (Fig. 2). The total
number of SERDES blocks per ASIC HUB is four. Each
of the four SERDES supports 5 Gbps serial interface and
10 x 500 Mbps dual-data rate parallel interface. The salient
features of the architecture are as follows:
• Received Signal Strength Indicator (RSSI) for monitor-
ing the input signal amplitude;
• automatic switch-over to on-chip 2.5 GHz CMU output
on the LOS events through a glitchless analog MUX;
• hand-shaking for sliding the Parallel Clock
(P CDR CLK) by one Serial Clock (S CDR CLK)
period for indefinite number of Parallel Clock cycles;
• Retiming circuit with digital control for sliding the re-
sample time of the incoming 5 Gbps bit-stream:
Figure 2: SERDES architecture for simultaneous operation
across four 5 Gbps channels
Design and schematic level verification of various blocks
are complete for the UMC 65 nm design. Migration to the
TSMC 65 nm technology node, which is planned to be the
fabrication platform for the first tape-out, is in progress.
First prototype tape-out is planned on 24 September 2013.
References
[1] P. Moreira et al., A Radiation tolerant Gigabit Serializer for
LHC data transmission, Proc. 7th Workshop on Electron-
ics for LHC Experiments, CERN-LHCC-2001-034 (2001)
p. 145
CBM Progress Report 2012 DAQ and Online Event Selection
85
Development and production of the ROC SysCore board V2.2
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The FPGA-based Readout Controller Board (ROC) is
one of the important components in the DAQ chain of the
CBM experiment. The requirement of implementing more
logic blocks demands the migration from the ROC SysCore
board V1 to higher versions. Moreover, the flat cable was
not fully compatible to the data port of the n-XYTER front-
end board. The cable assembly during experiments was
time consuming and also needed extra precaution. These
problems were taken care of with the next ROC SysCore
V2.
In the first run, some design modifications were imple-
mented to make the ROC compatible with newer versions
of the n-XYTER board. Two such ROC boards were fab-
ricated and tested. It was observed that one of the clock-
capable LVDS pins from ROC to FEB was missing. The
developed boards were used by swapping two pair of data
ports. In the second run, after some design modifications, a
single ROC board with XC4VFX60-10FFG672C was fab-
ricated again. It was observed that only one data port of
ROC could be used.
Based on the above feedback, a new layout design
SysCore version 2.2 was implemented. During the fabri-
cation of this version, checks of the integrity of each layer
of the multilayer PCB with X rays and of the continuity
of all nets by flying probes method were performed by the
fabricators. The assembly of the components was checked
visually, in some cases using magnifiers. The laboratory
setup used to perform the test is shown in Fig. 1. The basic
functionality of two ports, namely the Ethernet and optical
(SFP) ports of the boards was checked downloading two
sets of test bit files (ethernet.bit and optics.bit).
Figure 1: Laboratory setup with ROC boards
The functionality of the Ethernet and optical ports was
determined by observing yellow blinking LED6. It started
blinking after successful programming to FPGA. The ob-
servation of the procedures followed during programming
of the ROC is listed in Table 1. It was observed that the
current drawn by the boards after programming the FPGA
for optics varied from 1.07 A to 1.27 A. In case of Ethernet
bit file, it varied from 1.50 A to 1.81 A.
Table 1: Routine procedures followed to check the pro-
grammability of the ROC boards by downloading the bit
files and measuring the current drawn by the boards
board ID bit file current [A]
13628-PAC003 Ethernet 1.55
13628-PAC003 Optical 1.11
13628-PAC004 Ethernet 1.60
13628-PAC004 Optical 1.13
13628-PAC005 Ethernet 1.51
13628-PAC005 Optical 1.08
13628-PAC006 Ethernet 1.53
13628-PAC006 Optical 1.09
13628-PAC007 Ethernet 1.56
13628-PAC007 Optical 1.09
13628-PAC008 Ethernet 1.50
13628-PAC008 Optical 1.06
13628-PAC009 Ethernet 1.80
13628-PAC009 Optical 1.18
In the development process outlined above, three types
of Virtex-4 with the same footprint were used. Two mod-
ifications in the layout designs were required, which were
ressourced from CBM groups. Table 2 gives the produc-
tion status of the ROC boards. All boards were fabricated,
assembled and tested in India. They were subsequently dis-
tributed among different CBM detector groups and are be-
ing used extensively in the CBM test runs.
Table 2: Production status of ROC boards
device SysCore version quantity
XC4VFX20-10FFG672C V2 2
XC4VFX60-10FFG672C V2.1 1
XC4VFX40-10FFG672C V2.2 25
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SysCore3 – A universal Read-Out Controller and Data Processing Board
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The universal SysCore architecture was initially an-
nounced in 2007 to provide an optimum balance be-
tween fixed requirements and flexibility. The first instance
of boards following this principle acted as development
platform for FEE (Front End Electronic), especially the
nXYTER with ADC (Analog Digital Converter) and ROC
(Read Out Controller). The second, slightly modified in-
stance of the board came into operation in several sub-
detector systems of the CBM experiment, especially as
ROC for the ToF (Time of Flight) system, where it is used
for years now. To extend the usability spectrum whilst
keeping the re-usability approach, a completely new and
improved version 3 of the SysCore architecture board has
been developed [1]. It allows the CBM collaboration not
only to prototype FEE or to develop ROCs, but also to
evaluate the DPB (Data Processing Board) capabilities for
an optical readout in the CBM service building. In this
specific context, feature extraction for the TRD (Transition
Radiation Detector) is currently an active field of research.
Considering all requirements such as FMC HPC connec-
tors for high-performance connectivity, USB for program-
ming and data transfer, DDR3 for fast memory access, Jit-
ter Cleaner for clock distribution across several boards, op-
tical SFP connectors for CBMnet integration [2] and, not
to forget, an inexpensive central processing FPGA which
can be operated in radiation environments, the PCB got a
size of 230x230 mm2. It is made of 16 different layers
with a track width/distance of 0,15-0,09 mm (micro fine
lines). Length compensation for the most critical compo-
nents such as DDR3, FMC and SFP has been performed.
Functional blocks such as power supply, scrubbing control-
ling or high-performance data transfer have been locally
combined to provide optimal results. The final board lay-
out is shown in Fig. 1.
Programming of the major components on the board can
be performed in different ways: The Spartan-6 FPGA it-
self can be programmed either via USB (Cypress FX2) or
JTAG programmer or by the onboard Microsemi ProASIC3
scrubbing controller from a nearby flash memory. The
PROASIC3 can be programmed via the Spartan-6 FPGA
or a JTAG programmer. This combination allows remote
configuration of both FPGAs on the board. Furthermore,
the ProASIC3 acts as scrubbing controller for the ToF
ROC when it is operated in radiation-susceptible environ-
ments [3, 4, 5]. This fault-tolerance approach has always
been a major component of the SysCore architecture and
can only be achieved when all components go together.
Therefore, the major processing FPGA has been selected to
support the background scrubbing feature, the flash mem-
ory holding its configuration is a Micron SLC NAND mem-
ory with durable charge pumps [6] and the power supply
utilizes Linear Technology POL (Point of Load) convert-
ers.
Figure 1: Top view of the SysCore3 PCB
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ALICE C-RORC as CBM FLES Interface Board prototype
H. Engel and U. Kebschull
Goethe University, Frankfurt, Germany
The ALICE Common ReadOut Receiver Card
(C-RORC) is a FPGA-based PCIe readout card with
high-density parallel optical connectivity addressing the
needs for the upcoming ALICE upgrade. This card is
also considered as a prototype for the CBM First Level
Event Selector Interface Board (FLIB), and CBM-related
requirements have already been integrated during its
development. First prototypes of this board have been
produced and could be tested successfully.
The FLES Interface Board serves as an interface be-
tween the Data Processing Boards and the First Level Event
Selector in the CBM readout chain. It is planned to be
implemented as a FPGA-based PCI-Express plug-in card
with optical interfaces at the FLES input nodes. Streaming
data received on the optical interface from the front-end
electronics via Read-Out Controllers and Data Processing
Boards is received by the FLIB and provided to the host
machine using Direct Memory Access (DMA). Prototype
boards are required as a test platform for FLES hardware
and software development as well as for testbeam and lab
setup readout. A more detailed description of the FLES
developments can be found in [1].
The C-RORC is a Xilinx Virtex-6 based FPGA board de-
veloped by ALICE to replace existing readout boards and
enable upgrades of the current readout architecture. The
board comes with an eight-lane PCI Express Gen2 inter-
face to the host machine and 12 serial optical links of up
to 6.6 Gbps using three QSFP modules. The highly parallel
optical connectivity, the DDR3 RAM and its interface to
the host machine makes this board a suitable prototype for
first FLIB firmware developments. Requirements for the
usage as FLIB prototype have already been considered dur-
ing the development of the card. The layout of this board
was completed in 2012, and first prototypes have been pro-
duced. A picture of the board is shown in Fig. 1.
Several hardware tests have been performed to confirm
the correct operation of the board and have been com-
pared to previous firmware tests with commercially avail-
able evaluation boards. The throughput of the PCIe inter-
face has been directly compared with a reference imple-
mentation on the HitechGlobal board and could be con-
firmed to be identical. All DMA tests have been performed
with a custom device driver and DMA engine. A generic
device driver, DMA library and software architecture is
currently being developed. More details on this can be
found in [2]. The onboard flash memories are accessible
with both the PCIe interface and the programming cable.
The FPGA gets automatically configured from these mem-
ories on power-on, and the device is correctly detected on
all tested host machines. The serial optical links have been
tested with electrical and optical loopback adapters, op-
tical QSFPs and active optical cables. A long-term test
of a full setup with two boards interconnected with QSFP
transceivers and parallel fibers did not show any bit errors.
First DDR3 tests with SO-DIMM modules operating with
800 Mbps and 1066 Mbps could also be concluded success-
fully. The onboard microcontroller for configuration mon-
itoring and control could also be verified. The board is ac-
cessible from the I2C chain of the host machine, the config-
uration status and the board voltages can be read out with
I2C, and a reconfiguration of the FPGA from a selected
flash partition can be triggered. There are no major PCB
changes required for the next series of boards.
Figure 1: Photo of a C-RORC prototype with one DDR3
module
In summary, all hardware tests performed by now could
be concluded successfully. All major interfaces have
proved reliable behavior, and there are only a few untested
aspects of the board remaining. A larger number of boards
is going to be produced in 2013 and will be provided to
several working groups to investigate the hardware more
deeply and to continue the development of firmware and
software.
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Status of CBM First-Level Event Selector prototype developments
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The First-Level Event Selector (FLES) is the central
event selection system in the CBM experiment. Its task is
to select data for storage based on online analyses including
a complete event reconstruction. To do so, the FLES time-
slice building has to combine data from all input links to
time intervals and distribute them via a high-performance
network to the compute nodes. Data rates at this point are
expected to exceed 1 TByte/s. It has proven practical to use
an InfiniBand network for data transfer between the FLES
nodes. Even so, further investigations are needed to design
the final system and develop the required software algo-
rithms.
To provide a small-scale, highly customizable platform
for these studies, the Micro-FLES cluster was installed at
GSI (see Fig. 1). Eight identical compute nodes provide a
total of 192 logic cores and 512 GB memory. While con-
suming only 1 U of installation space, the nodes still pro-
vide PCIe 3.0 expansion slots for up to two FLES Interface
Boards (FLIB) and three GPU cards. This allows additional
tests of the full data transport chain and reconstruction al-
gorithms in the future. In addition to the compute nodes,
one head node provides infrastructure services such as stor-
age and boot images. Although there is local storage in the
compute nodes for test purposes, it is currently not used for
operating the cluster.
Figure 1: The Micro-FLES cluster installed at GSI
For timeslice building the cluster is equipped with a
state-of-the-art InfiniBand FDR network. Each node of-
fers two 56 Gbit/s 4x FDR ports currently connected to one
core switch. The availability of two ports per node easily
allows the study of more complex network topologies.
Complementarily, the development of a timeslice-
building test software based on InfiniBand Verbs has
started. Especially questions regarding data structures,
buffer management, and network scheduling are addressed.
Preliminary tests using the same data structures as intended
for the final setup have shown promising results.
In the process of upgrading the CBMnet-based prototype
read-out chain, a replacement for the currently used PC in-
terface board (namely the ABB) is needed. For this pur-
pose the FLIB prototype board derived from the ALICE
C-RORC [1] has been chosen. Based on a Xilinx Virtex-6
FPGA, it features an eight-lane PCIe Gen 2 interface, up to
12 optical links and two DDR3 memory sockets.
In contrast to the final system, early prototype setups will
not support the creation of microslice containers (MC) (as
described in [2]). Hence, a firmware was developed that is
capable of reading out raw CBMnet messages as delivered
from the CBM front-end electronics.
The corresponding data path is shown in Figure 2. In the
first step, incoming CBMnet messages are preprocessed in
hardware to facilitate subsequent software processing. Af-
ter preprocessing, a separate module packages the incom-
ing data into simplified MCs, whose reduced data content
requirements (in comparison to ordinary MCs) support not
yet fully synchronized detector electronics. Finally, an ad-
dress index table is created and MCs are written to the PC
host memory via the PCIe interface. The chosen partition-
ing of the design and the creation of simplified MCs en-
ables reuse of developed hardware and software compo-
nents when migrating to a fully microslice-based read-out
chain.
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Figure 2: Schematic view of the FLIB read-out data path
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Intermediate mass fragments for the CBM simulation framework
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Atomic and Nuclear Physics Chair, Faculty of Physics, University of Bucharest, Romania
Intermediate-mass fragments (IMF) created at CBM en-
ergies determine the number of free spectator nucleons.
Their generation is significant for semi-peripheral and pe-
ripheral events and marks the reaction plane determination.
In CBM, the PSD detector will be used to reconstruct the
event plane and to measure directed flow. This work reports
on the implementation of IMF for simulations using the
UrQMD event generator [1]. Previously, only the SHIELD
code allowed the generation of IMF to be accounted for.
The current understanding of the IMF generation is de-
picted by the universality of spectator fragmentation at rel-
ativistic energies [2]. Experimental data from the ALADIN
spectrometer at SIS-GSI showed that the Zbound universal-
ity was obeyed by the fragment multiplicities and correla-
tions. These observables are invariant with respect to the
entrance channel if plotted as a function of Zbound, where
Zbound is the sum of the atomic numbersZi of all projectile
fragments with Zi ≥ 2.
In particular, no significant dependence on the bombard-
ing energy nor the target mass was observed. The mea-
sured Z distributions of fragments with Zi ≥ 2 for Au+Au
at different energies for distinct intervals of Zbound were
fitted with power-law functions Z−τ . The resulting τ val-
ues are the same regardless of projectile energy. The aver-
age number of IMF, the average maximum Z of fragments,
the τ exponent of fragments Z distribution, and the aver-
age number of α particles were parametrized as polynomial
functions of the variable Zbound/Zproj . The coefficients of
these functions were obtained from fits to the experimental
data.
The authors in [2] relied on the fact that the universal
properties should persist up to much higher bombarding
Figure 1: Number of free spectator protons (left) and neu-
trons (right) in Au+Au collisions at plab = 5GeV/c. The
open symbols shows the results without IMF, the full ones
those with the inclusion of IMF generation.
energies. We thus applied their parametrization to Au+Au
collisions at plab = 5GeV/c simulated with UrQMD and
studied the response of the PSD located at 6 m from the in-
teraction point. In order to express the functional above,
we have followed closely the AliRoot implementation [3].
Once the IMF distribution is determined for a given impact
parameter, the corresponding spectators - identified either
by p − p⊥ cuts or directly from UrQMD in the case of
FORT14 output - are sub-sampled and removed from the
input. Finally, the computed IMFs are added to the main-
stream analysis.
Figure 1 demonstrates the effect of IMF generation by
comparing the number of free spectator protons and neu-
trons without and with inclusion of this process. IMF gen-
eration severely influences the free spectator number for
b > 5 fm. Since fragments tend to pass through the beam
hole of the PSD, the response of the latter is also strongly
influenced as shown in Fig. 2.
Figure 2: Energy loss in the PSD @ 6 m. Left: no IMF
taken into account; right: IMF included.
The implementation of IMF generation reported here al-
lows the CBM simulation framework to more realistically
model the UrQMD output in order to study the PSD capa-
bilities to reconstruct the collisions centrality and the event
plane.
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Study of clustering algorithms for the MVD detector
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1LIT JINR, Dubna, Russia; 2IKF, Goethe University, Frankfurt, Germany
Clustering algorithms are an important part of the event
reconstruction in high energy physics. This holds in partic-
ular for the CBM experiment. These algorithms translate
fired strips and pads into space coordinates (hits) which are
later used in the track reconstruction algorithms. In this pa-
per we discuss the clustering problem for the MVD (Micro
Vertex Detector). The high interaction rate and the large
amount of data lead to strong requirements to the cluster-
ing algorithms which have to perform fast and efficient and
be able to deal with high track multiplicity.
Currently, two different clustering implementations for
the MVD are under discussion. In the first case, each fired
pixel provides information about the deposited charge. In
the second case, a pixel can be either fired or not; then, the
separation of overlapping clusters becomes a difficult task.
The pixel size is 18.5 µm in both cases. The size of most
clusters is larger than 10 pixels.
For clustering with charge information, we developed an
algorithm which works by the following rule: every pixel
with a local maximum of charge forms a separate cluster.
All other active pixels are attached to the neighbor with
the highest charge. This approach allows to clearly define
clusters (each with its own local maximum of charge) and
does not require complex calculations.
For clustering without charge information, we used an
algorithm based on the single-linkage method. According
to this algorithm, every group of neighboring fired pixels is
combined into one cluster. In this approach, clustering is
very fast, but the separation of overlapping clusters is not
possible.
The developed algorithms were integrated into cbmroot
and tested on various types of simulated events (p+C, C+C,
Au+Au). The results presented in this report are based on
the simulation of central Au+Au events at 25A GeV. The
Figure 1: Matching of tracks in the MVD and STS detec-
tors
algorithm for clustering with charge information shows a
hit finding efficiency of 97.81% and a hit position reso-
lution of 0.9 µm. This high quality of clustering allows
an efficient reconstruction of tracks in the MVD and their
correct matching to the correspondent tracks in the STS
(Fig. 1). The hit finding efficiency for the single-linkage
method of clustering without charge information is 96.65%
with a position resolution of 2.8 µm.
The problem of overlapping clusters in the single-
linkage method was investigated. The use of cluster size
and shape is not sufficient to disentangle neighboring clus-
ters. The most appropriate method of cluster separation in
this case is the application of a charge threshold for the ac-
tivation of pixels. We have studied the effect of the thresh-
old on the accuracy and efficiency of clustering and have
determined the optimal value of the threshold to be 100.
Using this threshold improves the efficiency from 96.65%
to 97.25%, but leads to a drop in accuracy in comparison to
clustering without threshold. In this case, the position reso-
lution is 4.9 µm. This drop in accuracy is due to the loss of
fired pixels in the clusters. Still, the error is much smaller
than the pad size. The efficiency increases because of the
separation of some neighboring clusters. Fig. 2 shows the
distributions of position residuals for all cases of clustering.
Figure 2: Distribution of position residuals. Red: with
charge information; blue: single linkage method without
threshold; green line: single linkage with threshold
In summary, we have developed clustering algorithms
for the MVD detector in the environment of high track mul-
tiplicity. They have been tested on various types of simu-
lated events (including central Au+Au events at 25A GeV)
and have shown high efficiency and accuracy in all cases.
The algorithms have been integrated into cbmroot and are
ready to be used for clusterization.
CBM Progress Report 2012 Computing
91
FLES: Standalone First Level Event Selection package for CBM
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The main focus of the CBM experiment is the measure-
ment of very rare probes, which requires interaction rates
of up to 10 MHz. Together with the high multiplicity
(up to 1000) of charged particles produced in heavy-ion
collisions, this leads to huge data rates of up to 1 TB/s.
Most trigger signatures are complex (short-lived particles,
e. g. open charm decays) and require information from sev-
eral detector sub-systems.
The First Level Event Selection (FLES) package of the
CBM experiment is intended to reconstruct the full event
topology including tracks of charged long-lived particles
and short-lived particles. The FLES package consists of
several modules (see Fig. 1): track finder, track fitter, par-
ticle finder and physics selection. As an input the FLES
package receives the geometry of the tracking detectors
and the measurements (hits) created by the charged par-
ticles crossing the detectors. The tracks of the charged
particles are reconstructed by the Cellular Automaton track
finder [1]. The Kalman filter based track fitter [2] is used
for precise estimation of the track parameters. The KF Par-
ticle Finder [3] is used to find short-lived particles. In addi-
tion, a module for quality assurance is implemented which
allows to monitor the quality of the reconstruction at all
stages.
The package provides high reconstruction efficiency
and high signal-to-background ratio (S/B) for the recon-
Figure 1: Block diagram of the FLES package
structed decays. For instance, for 240,000 minimum bias
Au+Au UrQMD events at 25A GeV, the reconstruction ef-
ficiency (normalized to 4pi) for the K0s meson is 15.3 %
with a S/B ratio of 3.5; the corresponding values for the Λ
hyperon are 17.2 % efficiency and S/B = 5.1.
The first version of the FLES package is optimized with
respect to speed and is intrinsically local and parallel. The
implementation is based on the SIMD instructions and was
parallelized between cores using the Intel Threading Build-
ing Blocks package [4], which provides scalable event-
level parallelism with respect to the number of hardware
threads and CPU cores. Four servers with Intel Xeon and
AMD processors have been used for the scalability tests.
The most powerful server has 4 processors with 10 physi-
cal cores each, providing 80 logical cores in total. Figure 2
shows a strong scalability for all many-core systems. The
achieved reconstruction speed is 1700 events per second on
the 80-core server.
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Figure 2: Scalability of the FLES package on many-core
servers
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The Cellular Automaton track finder at high track multiplicities for CBM
V. Akishina1,2,3, I. Kisel1,2,4, I. Kulakov1,2,4, and M. Zyzak1,2,4
1Goethe-Universita¨t, Frankfurt, Germany; 2GSI, Darmstadt, Germany; 3JINR, Dubna, Russia; 4FIAS, Frankfurt,
Germany
The CBM experiment at FAIR is being designed to study
heavy-ion collisions at extremely high interaction rates (up
to 10 MHz) and with high track multiplicities (up to 1000).
At such interaction rates, events will be close or even
overlapping in time. Measurements in this case will be
4-dimensional (x, y, z, t). Thus, reconstruction will act on
time slices rather than on events. In addition to such high
input rate and complicated event topology, full event recon-
struction and selection is required at the First Level Event
Selection (FLES) stage. Therefore, both the speed of the
reconstruction algorithms and their efficiency are crucial.
The Cellular Automaton (CA) track finder [1] is fast
and robust and will therefore be used for both online and
offline track reconstruction in the CBM experiment. The
algorithm creates short track segments in each three neigh-
bouring stations, combines them into track candidates and
selects the best tracks according to the maximum length
and minimum χ2 criteria. The algorithm was further opti-
mized for the case of high track multiplicity with respect to
time: additional sorting of found hits according to a two-
dimensional (y, z) grid was introduced in order to speed up
the search for the next hit.
Figure 1: Reconstructed tracks in a minimum-bias event
(left) and in a packed group of 100 minimum-bias events
(right), with 109 and 10,340 tracks, respectively
The standalone FLES package [2] was used to investi-
gate the stability of the CA track reconstruction with re-
spect to the track multiplicity per event. For this study,
1000 minimum-bias Au+Au events at 25A GeV were gen-
erated with UrQMD and simulated in the CBM-STS. As
a first step towards 4-D tracking, the hits from a number
of minimum bias events (up to 100) were packed into one
group without taking into account the timing information.
The group was treated by the CA track finder as a single
event, and the regular reconstruction procedure was per-
formed (Fig. 1).
The dependence of the track reconstruction efficiency on
the track multiplicity was found to be stable (Fig. 2). In
particular, the efficiency of the algorithm decreases only
by 4 % for 100 minimum bias events in one group, com-
pared to the case of a single minimum bias event. The
efficiency for reference tracks (p > 1 GeV/c), which
are of relevance for a large part of the CBM physics,
remains high for the entire range of track multiplicities.
The efficiencies for low-momentum tracks (”ExtraPrim”,
100 MeV/c < p < 1GeV/c) and secondary tracks are also
stable. The level of ghost tracks stays below 10 %.
Figure 2: Track reconstruction efficiencies for different
track classes and ghost rate as function of track multiplicity
The speed of the algorithm was also studied as a func-
tion of track multiplicity. The time the algorithms needs
to process a group of events was found to behave like a
second order polynomial with respect to the number events
in the group. As a consequence, the CA track finder needs
less than two seconds to reconstruct a group of 100 overlaid
minimum-bias events, which contains about 10,000 recon-
structed tracks.
To summarize, the CA track finder reconstruction algo-
rithm shows high speed performance and stability with re-
spect to track multiplicity, up to the extreme case of about
10,000 reconstructed tracks per event.
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The KF Particle Finder package for the reconstruction of short-lived particles
in CBM
M. Zyzak1,2,3, I. Kisel1,2,3, I. Kulakov1,2,3, and I. Vassiliev1,3
1Goethe University, Frankfurt am Main, Germany; 2FIAS, Frankfurt am Main, Germany; 3GSI, Darmstadt, Germany
A large part of the physics of CBM is hidden in the prop-
erties of short-lived particles which cannot be registered di-
rectly by the detector system, but only reconstructed from
their decay products. Of particular interest are short-lived
particles with a very small production probability. Thus,
a statistically significant result can only be obtained with
high collision rates of up to 107 Hz. This raises the problem
of data processing and storage. Therefore only those events
are selected for the further analysis that potentially contain
interesting particles. The CBM experiment requires the full
reconstruction of events, including reconstruction of short-
lived particles, already at the selection stage.
A fast and efficient KF Particle Finder package for the re-
construction and selection of short-lived particles is being
developed for the CBM experiment. A search for about 50
decay channels is currently implemented. First, all tracks
are divided into the groups of secondary and primary tracks
for further analysis. Primary tracks are those which are
produced directly in the collision of beam and target ions.
Tracks from decays of resonances (strange, multi-strange
and charmed resonances, light vector mesons, charmo-
nium) are also considered as primaries since they are pro-
duced directly at the point of the primary vertex. Secondary
tracks are produced by the short-lived particles which do
not decay in the primary vertex point and can thus be well
separated. These particles include strange particles (K0s
andΛ), multi-strange hyperons (Ξ andΩ) and charmed par-
ticles (D0, D±, D±s and Λc).
Tracks: e±, µ±, π±, K±, p±
secondary and primary
Strange particles:
K0s → π+ π-
Λ  → p π-
Λ → π+ p-
Gamma
γ  → e- e+
Strange resonances
K*0  → K+ π-
K*0  → π+ K-
Λ*  → p K-
Λ*  → p- K+
Light vector mesons:
ρ  → e- e+
ρ  → µ- µ+
ω  → e- e+
ω  → µ- µ+
φ → e- e+
φ → µ- µ+
φ  → K- K+
Charmonium:
J/Ψ  → e- e+
J/Ψ  → µ- µ+
Multi-strange 
resonances:
Ξ*0  → Ξ- π+ 
Ξ*0  → Ξ+ π-
Ω*-  → Ξ- π+ K- 
Ω*+  → Ξ+ π- K+ 
Open-charm:
D0 → π+ K-
D0 → π+ π+ π- K-
D0  → π- K+
D0 → π- π- π+ K+
D+ → π+ π+ K-
D- → π- π- K+
Ds+ → π+ K+ K-
Ds- → π- K+ K-
Λc  → π+ K- p Multi-strange 
hyperons:
Ξ-  → Λ π-
Ξ+ → Λ π+
Ω-  → Λ K-
Ω+ → Λ K+
Strange and multi-
strange resonances:
Σ*+  → Λ π+
Σ*+  → Λ π-
Σ*-  → Λ π-
Σ*-  → Λ π+
K*-  → K0s π-
K*+ → K0s π+
Ξ*-  → Λ K-
Ξ*+  → Λ K+
Open-charm 
resonances:
D*0  → D+ π-
D*0  → D- π+
D*+  → D0 π+ 
D*-  → D0 π-
Figure 1: Block diagram of the KF Particle Finder algo-
rithm
The tracks are then combined according to the block di-
agram in Fig. 1, and particle candidates are produced from
these combinations. The particles are reconstructed with
the KF Particle package [1], which is based on the Kalman
filter (KF) method and reconstructs parameters of the par-
ticle such as decay vertex, momentum, energy, and mass
together with their errors. All particles are reconstructed at
once, which makes the algorithm local with respect to the
data and therefore very fast.
The KF Particle Finder achieves a high efficiency for
particle reconstruction. For example, the efficiencies of
K0s , Λ, Ξ
− and Ω− reconstruction are 15.3 %, 17.8 %,
5.0 % and 2.5 %, respectively. The corresponding signal-
to-background ratios for 240,000 minimum bias Au+Au
collisions at 25A GeV are 3.5, 5.1, 42.2 and 4.3.
In order to utilize all possible resources of modern CPUs
and to achieve the highest possible speed, the KF Parti-
cle Finder is based on the SIMD instructions. In addition,
the algorithm has been parallelized between cores of mod-
ern CPUs and demonstrates a strong linear scalability on
many-core servers with respect to the number of cores (see
Fig. 2).
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Figure 2: Scalability of the KF Particle Finder package
for minimum bias Au+Au events at 25A GeV on the
many-core server lxir075 equipped with four Intel E7-4860
(2.27 GHz) CPUs
In summary, the KF Particle Finder package reconstructs
about 50 of the most important decay channels for the
CBM experiment with high efficiency and high signal-to-
background ratio, achieving a speed of 1.5 ms per Au+Au
minimum bias collision at 25AGeV on a single core.
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GPU-accelerated CA TRD track finder and J/ψ software trigger
E. Kaptur
University of Silesia, Katowice, Poland
The CBM experiment will study heavy-ion reactions
with interaction rates of up to 107 collisions per second.
The track multiplicity in the TRD is in the order of 600
tracks for a central Au+Au collision at 25AGeV beam en-
ergy. Such high interaction rates and track multiplicities
require fast and efficient tracking algorithms.
A track finder based on the Cellular Automaton was
developed in CUDA to work as an entry stage to an
J/ψ event selection algorithm. The algorithm is based
on earlier work by Arek Bubak and Maciej Krauze [1].
Both track finder and the event selection algorithms work
fully in the CBMROOT framework. The algorithms are
tuned to the v11c geometry of the TRD with 12 layers
and are currently working on TRD hits produced by the
CbmTrdHitProducerSmearing class.
The track finding algorithm consists of few distinct
phases:
• copying ROOT hit data into C arrays,
• creation of space points (on GPU),
• creation of tracklets (on GPU),
• neighbour search (on GPU),
• creation of tracks (on CPU).
In order to increase the track finding efficiency, each event
is processed twice. Hits attributed to a found track in the
first pass are discarded for the second pass.
The performance of the algorithm was studied on a
sample of 1,000 central Au+Au collisions generated by
UrQMD und simulated in the detector setup. In each event,
one electron-positron pair from the J/ψ decay generated
by PLUTO was embedded. These signal tracks are pri-
mary tracks with high transverse momentum (>1 GeV/c).
The track finding efficiency for such tracks is presented in
Table 1.
Table 1: Track finding efficiency for tracks having
12 or >9 hits in the detector
12-hits eff. [%] >9-hits eff. [%]
Primary, high pt 86.8 41.7
Other 65.2 28.1
Ghost rate 6.0
The current version of the algorithm is unable to find
tracks with less than 12 hits in the TRD detector. This re-
sults in a low average efficiency of finding tracks with more
than 9 hits. The J/ψ detection efficiency suffers severely
from this restriction because of the small amount of 12-hits
signal tracks. Table 2 shows the percentage of events con-
taining 12 hits, >9 hits and reconstructed signal tracks. An
ideal reconstruction with the current algorithm would yield
an efficiency equal to the percentage of events with 12-hits
signal tracks.
Table 2: J/ψ finding efficiency. Shown is the percentage
of events containing signal tracks with 12 hits, with more
than 9 hits and with both signal tracks reconstructed by the
algorithm.
12-hits [%] >9-hits [%] Reco. [%]
8.2 33.6 5.3
Figure 1 shows the execution time of different parts of
the track finder. The handling of the ROOT objects (hits)
takes most of the time. The need for this stage would be
eliminated by a GPU hit finder. The second most time-
consuming part is track creation, which is still executed on
CPU in a non-optimised way. A breakdown of the execu-
tion time of the GPU routines is shown in Fig. 2.
-4 -2 0 2 4 6
Time [ms/central event]  
ROOT translation
GPU functions
Tagging
Track creation
Second pass
Figure 1: Execution time of the track finding algorithm
0 0,1 0,2 0,3 0,4 0,5 0,6
Time [ms/central event]  
SpacePoint creation
Tracklet creation
Neighbour search
Other
GPU ↔ CPU copy 
Figure 2: Execution time of the GPU routines
Next steps in developing the track finding and trigger-
ing algorithms will be the implementation of the search for
short tracks, the implementation of a GPU hit finder, the
implementation of GPU track fitting and event selection as
well as further optimisation of the currently existing code.
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ωkn test vs. ANN in the J/ψ selection problem based on the TRD
O. Yu. Derenovskaya and V. V. Ivanov
LIT JINR, Dubna, Russia
In the CBM experiment, the reconstruction of the events
of interest to physicists should be realized in real time. This
imposes high requirements to the efficiency and speed of
the processing algorithms. The measurement of the decay
J/ψ → e+ + e− in a dominant background (mostly pi-
ons) is one of the key tasks of CBM. Currently, an artificial
neural network (ANN) is used to identify the e−/e+ and
suppress pions based on information from the TRD detec-
tor.
In [1], a comparative analysis of different methods, in-
cluding those based on ANN [2], was performed. It was
noted that, in order to correctly apply this method, ade-
quate information about the energy loss distributions for
both electrons and pions is required. The distribution of
the ionization losses of pions in a substance has been well
studied; it can be approximated with good accuracy by a
log-normal law. The distribution of the energy loss of elec-
trons in radiators are of a complex character, such that no
correctness of results obtained with the help of the ANN
can be guaranteed.
In addition, in order to carry out identification of par-
ticles with different momenta and/or different numbers of
hits in the TRD (from 9 to 12), a corresponding adjustment
of the ANN is required. This, together with the computa-
tional complexity of the ANN algorithm, leads to a huge
amount of computing time for this approach.
Therefore we suggest an alternative method based on the
ωkn goodness-of-fit criterion [1]:
ωkn = −
n
k
2
k + 1
n∑
j=1
{[
j − 1
n
− φ(λj)
]k+1
−
−
[
j
n
− φ(λj)
]k+1}
, (1)
where k is the criterion degree and φ(λ) the Landau distri-
bution function (which describes the energy loss of pions)
with a new variable λ:
λi =
∆Ei −∆Eimp
ξi
− 0.225, i = 1,2,...,n,
where ∆Ei is the energy loss in the i-th TRD layer, ∆Eimp
the value of most probable energy loss, ξi = 14.02 FWHM
of the distribution of the energy loss for pions, and n the
number of TRD layers.
This approach has no specified disadvantage regarding
its application and requires the knowledge of only two pa-
rameters (∆Eimp and FWHM) describing the distribution
of the pion ionization losses.
The formulas for the transformation parameters depend-
ing on the momentum are:
∆Emp(p) = 0.00026p
3− 0.008865p2 + 0.1176p+ 0.913,
ξ(p) = 0.0000894p3 − 0.003022p2 + 0.03999p+ 0.5292.
In [1], the ωkn criterion was modified with respect to the
most probable value of the TR counts in the TRD layers
– about half of the total number of layers. Consequently,
the ωk5 or ω
k
6 statistics should be applied for tracks with 9
to 12 hits in the TRD, respectively. However, our study
has shown that it is possible to use the ωk6 statistics with
no efficiency loss for all cases. The criterion degree k was
chosen to be 4. It should be noted that this modification
significantly increased the power of the test [1].
Our study for the problem of the reconstruction of
J/ψ → e+ + e−, produced in Au+Au collisions at
10A GeV, has shown that the modified criterion ωkn is not
inferior in power to ANN [3]. Figure 1 shows the distribu-
tions of the ω46 value for this case.
Figure 1: Distributions of the ω46 value for e
−/e+ (red) and
pi−/pi+ (blue)
With this in mind and taking into consideration the very
simple software implementation of the modified ωkn crite-
rion, we conclude that it can be used, in particular, for real-
time selection of J/ψ candidates.
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First Level Event Selection for MUCH using GPU
V. Singhal1, P. P. Bhaduri1, A. Prakash2, S. Chattopadhyay1, and S. K. Aggarwal3
1Variable Energy Cyclotron Centre, Kolkata, India; 2Banaras Hindu University, Varanasi, India; 3Indian Institute of
Technology, Kanpur, India
At FAIR energies, the cross section for J/ψ production is
extremely low, such that a measurement requires very high
interaction rates of up to 10 MHz. The corresponding data
volume has to be reduced online by selecting only events
potentially containing a J/ψ. Here we report on the devel-
opment of an event selection procedure on GPUs, which
allow to execute thousands of threads in parallel. The al-
gorithm was implemented on the NVIDIA Tesla C2075
card [1], using the Compute Unified Device Architecture
[CUDA] [2].
To achieve a high execution speed of the event selec-
tion, the algorithm developed earlier [3] was modified and
implemented in the C language using the CUDA API on
TESLA C2075 Card. The algorithm is designed to select
events likely to contain J/ψ. It is based on searching for
the hit triplets which are formed using the spatial infor-
mation associated with reconstructed hits. We tested and
developed the algorithm on simulated J/ψ decays, gener-
ated by PLUTO, which were embedded into minimum-bias
Au+Au collisions at 35A GeV from UrQMD.
The acceleration of the event selection was performed
in several steps. First, the original procedure was imple-
mented in CUDA (Opt-1). It was then optimized by using
coalesced memory access according to the CUDA archi-
tecture (Opt-2). Further optimization was achieved by re-
ducing the number of global reads (Opt-3). Fig. 1 shows a
comparison of the execution time on CPU (entire code run-
ning on single core of CPU) and on GPU for the different
optimization steps (Opt-1, Opt-2 and Opt-3), together with
the data transfer time from CPU to GPU, as a function of
the number of events processed in parallel. After the op-
Figure 1: Time comparison between different optimization
steps on GPU and on CPU as a function of the number of
events processed in parallel
timization of GPU code (Opt-3), the computation time is
significantly reduced compared to execution on CPU, but
the CPU to GPU data transfer time is substantial.
After analyzing this problem, we could, with little com-
putation on the CPU, reduce the data volume which has to
be transferred from CPU to GPU. Table 1 shows the re-
sults after this last optimization step. For 40,000 events,
we achieved a speed-up by a factor of 35 on the GPU with
respect to a single-core CPU. The data transfer time is re-
duced to a small fraction of the computation time.
Table 1: Final results for event selection algorithm
# Events GPU
Time
(ms)
CPU-GPU
Transfer
Time(ms)
CPU
Time
(ms)
Speed
Up
1000 30 1 120 4
2000 30 1 250 8
3000 30 10 370 12
4000 30 10 490 18
5000 40 10 610 15
10000 50 10 1230 25
20000 80 10 2470 31
40000 140 20 4920 35
In summary, we have demonstrated the implementation
of an accelerated event selection for the MUCH detector
based on GPU. Table 1 shows that we can process 3 · 105
to 4 · 105 events per second using one GPU Card. The
present hardware supports up to four GPU cards on a single
motherboard; thus, we can process more than 106 events
per second, which is close to the targeted event rate.
The distribution of computation between GPU and CPU
remains a subject of research. Our results suggest that the
usage of GPUs can be beneficial for performing first level
event selection in the CBM experiment. Our next step is to
develop and implement 4-dimensional event reconstruction
algorithms, with the time as 4th dimension, on GPU.
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Developments in the quality assurance tools for CBMROOT
A. Lebedev1,3, S. Lebedev2,3, and G. Ososkov3
1IKF, Goethe University, Frankfurt, Germany; 2Justus Liebig University, Giessen, Germany; 3LIT JINR, Dubna, Russia
The software framework of the CBM experiment -
cbmroot - has been continuously growing over the years.
The increasing complexity of the software calls for bet-
ter maintenance and further developments. In this report
we address the problem of software quality assurance and
testing, which is of special importance for large, complex
software systems. In general, the automatization of regu-
larly performed tasks is an important component of a well-
organized software development process. A reliable and
automatized testing procedure can considerably improve
the development process, since the developer has to be
sure that changes made to the code do not lead to program
crashes or incorrect results. Moreover, the automatization
of this process can considerably reduce the development
cycles.
Currently, the main developments are concentrated on
the following issues: using regular expressions in the his-
togram manager; new structure and new interfaces of the
report classes; using quality tools for large-scale simula-
tions. In the following, we discuss these developments in
detail.
In the analysis and testing software, users and develop-
ers of cbmroot often create a large number of histograms,
graphs, profiles etc. In order to simplify the manage-
ment of such large numbers of objects, a special class
CbmHistManager has been developed. One of the impor-
tant features of this class is the ability to retrieve an ar-
ray of histograms by a regular expression. This is espe-
cially useful if histograms have to be created dynamically,
e. g., based on the detector setup. The most obvious use
case is to encode the histogram designation not in the C++
variable name but directly in the histogram name. For ex-
ample, a histogram of tracking efficiency can be named to
hte StsTrd StsTrdTof Primary Eff p. A list of all ef-
ficiency histograms can be accessed with the regular ex-
pression "hte .+ Eff .+". This rather simple and power-
ful tool allows to dramatically reduce the complexity and
the amount of code and to speed up the development pro-
cess since adding new histograms becomes much easier.
Working with the users feedback we have learned that
the use of the report classes is quite complicated and, more-
over, some functionality is not used at all. Thus we re-
worked and simplified the interfaces of the developed re-
port classes. To simplify systematic studies of the CBM
detector, a special study report was implemented, which
allows to generate a summary report out of many different
simulation results. This helps to improve and speed up such
studies, easing the interpretation of simulation results.
With the increasing power of the computer farm, large-
scale simulations become part of the developer’s daily rou-
tine. The task of performance analysis of the full set of sim-
ulated events is one of the use cases for the developed tools.
By employing ROOT’s hadd and the new report classes,
this task becomes trivial.
The improvements in the base classes described above
have been implemented in the concrete quality assurance
classes for simulation. For example, the tracking perfor-
mance tool was significantly reorganized to be able to use
the new features, mainly regular expressions in the his-
togram manager. This helps to dynamically create a list of
required histograms based on the detector setup and sim-
plify adding new histograms, for example, an additional
track category (all, primaries, muons, electrons etc.) or
dependence on a particular parameter (p, pt, y etc.). Cur-
rently, the tracking performance tool allows to calculate
tracking efficiency in the STS, TRD, MUCH, and TOF
detectors as well as global tracking efficiency, ring recon-
struction efficiency in the RICH detector, electron identifi-
cation and pion suppression performance and other useful
quality figures.
Figure 1: Example of the HTML report for the tracking
performance
The combination of the described tools allows to autom-
atize the quality monitoring of the event reconstruction.
The simulation and reconstruction is run by the standard
cbmroot dashboard which is based on cdash. The final
HTML report is generated and copied to the web server.
An example of such a report is shown in Fig. 1.
The developed QA routines allow to improve the
cbmroot testing procedure without requiring any addi-
tional efforts from the developers since testing is done
automatically. The developed prototype of the quality
monitoring of the event reconstruction can be found in
http://web-docs.gsi.de/~andrey/wwwqa.
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Reaction plane reconstruction in the CBM experiment at SIS-300
S. Seddiki1 and F. Rami2
1GSI, Darmstadt, Germany; 2IPHC, Strasbourg, France
Determining the azimuthal orientation of the reaction
plane in nucleus-nucleus collisions with good precision is
crucial, in particular for anisotropic flow measurements. In
the CBM experiment, the reaction plane can be measured
from the sidewards deflection of spectator particles using
a forward hadronic calorimeter, referred to as the Projec-
tile Spectator Detector (PSD). The Silicon Tracking Sys-
tem (STS) of the experiment, designed to cover a different
region of particle rapidity, can provide another independent
and complementary measurement. This work consisted in
investigating the capabilities of each of these detectors for
reconstructing the reaction plane at SIS300 energies.
The simulations were carried out for Au(25A GeV)+Au
collisions in the cbmroot environment, using the event
generator UrQMD and the transport code GEANT, the
latter being complemented with the hadronic interaction
package GEISHA. A realistic model of the CBM detector
was considered, including a 250 µm thick Au target, a STS
consisting of 8 silicon stations located between 30 cm and
1 m from the target and embedded in a dipole magnet, and
a PSD positioned at 15 m. The latter is transversally consti-
tuted of 12 × 9 modules of 10× 10 cm2, each composed,
along the beam axis, of 60 layers with combined lead ab-
sorber and scintillator material.
The azimuthal orientation of the reaction plane was de-
termined with the help of the so-called event plane method
[1, 2], which uses the anisotropic flow of emitted parti-
cles. This flow can be exploited directly by measuring
the momentum of charged particles in the STS, while it
is reflected in the azimuthal distribution of the energy de-
posited by projectile spectators in PSD modules. In the
STS (PSD), the calculations make use of the elliptic (di-
rected) flow since the detector covers the mid-rapidity (pro-
jectile rapidity) region where it is maximum. Therefore the
reconstructed event plane is said to be of 2nd (1st) order.
Note that in the STS, the reconstructed particle tracks have
been used in the calculations.
The reaction plane resolutions shown in Fig. 1 are ex-
pressed in terms of the Gaussian width (σ) of the distribu-
tion of the event plane (Ψ1) around the true reaction plane
angle (ΨR). In Fig. 2, the resolutions are expressed in terms
of the 〈cos(2 × (Ψn − ΨR))〉 factor needed to correct the
observed elliptic flow for the reaction plane resolution.
We found that the elliptic flow analysis can be performed
quite accurately in CBM, over a large impact parameter
range, using either the 1st order event plane from the PSD
or the 2nd order event plane from the STS. Both detectors
provide a similar accuracy on the reconstruction of the re-
action plane, in particular for semi-peripheral collisions (in
the impact parameter range from 5 to 9 fm) where the best
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Figure 1: Reaction plane resolution achieved with the PSD
detector in Au(25AGeV)+Au collisions as a function of
the collision impact parameter. The resolutions are ob-
tained using the 1st order event plane. The error bars rep-
resent the statistical uncertainties.
resolution was obtained: an azimuthal angular resolution of
about 40◦, or accordingly, a correction factor of about 0.4.
These results show that STS and PSD can provide indepen-
dent and fairly precise reaction plane estimates in CBM at
SIS-300.
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Figure 2: Reaction plane resolution in Au(25AGeV)+Au
collisions as a function of the collision centrality. It is ex-
pressed in terms of the 〈cos(2 × (Ψn − ΨR))〉 factor (see
text). The black circles correspond to the resolutions ob-
tained using the 2nd order event event plane (n=2) recon-
structed with the STS. The red squares are those obtained
using the 1st order event plane (n=1) evaluated with the
PSD calorimeter, as presented in Figure 1. The error bars
represent the statistical uncertainties.
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Reconstruction of multi-strange baryons in the CBM experiment
I. Vassiliev1,2, I. Kisel1,3, I. Kulakov1,3, A. Lebedev1,4, and M. Zyzak1,3
1IKF, Goethe-Universita¨t, Frankfurt am Main, Germany; 2GSI, Darmstadt, Germany; 3FIAS, Goethe-Universita¨t,
Frankfurt am Main, Germany; 4JINR, Dubna, Russia
One of the predicted signatures of the phase transition
from nuclear matter to a deconfined quark-gluon plasma
is the enhanced production of multi-strange particles. The
yield of particles carrying strange quarks is also expected
to be sensitive to the fireball evolution. The CBM detec-
tor will provide an unique opportunity to measure yields
and directed and elliptic flow of multi-strange baryons in
heavy-ion collisions at different beam energies and sizes
of the colliding nuclei. To study the feasibility of such
measurements in the CBM experiment, sets of 106 central
Au+Au events from UrQMD at each of the beam energies
2, 4, 6, 8, 10, 15, 20, 25, 30 and 35 AGeV were simulated.
The high events statistic allows to study even the Ω± re-
construction directly, avoiding signal embedding into the
UrQMD events.
Multi-strange baryons will be measured in CBM by their
decay into charged hadrons which are detected in the Sili-
con Tracking System (STS) and in the Time-of-Flight de-
tector (TOF). The Ω− decays into Λ + K− with a branch-
ing ratio of 67.8 % and cτ = 2.46 cm; the Ξ− decays into
Λ+pi− with a branching ratio of 99.89 % and cτ = 4.92 cm.
The decays of the secondary Λ happen most often in the
STS detector. The STS geometry with 8 double-sided strip
detectors and realistic material budget, including analog
cables, was used in the simulations. Identification of the
Figure 1: Reconstructed invariant-mass distribution of
Λ K− pairs in central Au+Au collisions at 35A GeV. The
full line shows a fit of the Gaussian signal on top of a poly-
nomial background.
charged final-state particles by time-of-flight was applied.
The KFParticleFinder package was used to simultane-
ously reconstruct about 50 particles and resonances includ-
ing Ω±, Ξ±, Λ and Λ¯.
Ω± or Ξ± candidates are accepted if their decay vertex
is reconstructed farther than 3 cm downstream of the tar-
get plane, and fulfills geometrical and topological quality
constraints (χ2geo < 3σ, χ
2
topo < 3σ). A typical result is
given in Fig. 1, showing the ΛK− invariant-mass spectrum
after all cuts at 35A GeV. The Ω− reconstruction efficiency
is about 1.8 % for central events. The reconstructed mass
value (1.672± 0.003) GeV/c2 is in a good agreement with
the simulated book value. The invariant-mass resolution
for Ω− is 2.3 MeV/c2.
Figure 2: Reconstructed ratios of anti-hyperon to hyperon
yields as function of beam energy
The wide range beam energies allows to investigate the
systematic behavior of different physics observables like
directed and elliptic flow, excitation functions, anti-baryon
to baryon ratios and many others. Figure 2 shows the re-
constructed anti-hyperon to hyperon production ratios as
function of beam energy. A hierarchy with the number of
strange valence quarks is clearly visible. The black sym-
bols correspond to the Ω+/Ω− ratio (S = 3), the red sym-
bols to the Ξ+/Ξ− ratio (S = 2) and the blue ones to the
Λ¯/Λ ratio (S = 1).
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Reconstruction of anti-hyperons in the CBM experiment
I. Vassiliev1,2, I. Kisel1,3, I. Kulakov1,3, and M. Zyzak1,3
1IKF, Goethe-Universita¨t, Frankfurt am Main, Germany; 2GSI, Darmstadt, Germany; 3FIAS, Goethe-Universita¨t,
Frankfurt am Main, Germany
One of the most challenging tasks of the CBM exper-
iment is to measure yields, excitation functions and flow
of anti-hyperons like Ω+ and Ξ+. These particles will be
measured in the CBM detector by the decay into charged
hadrons, which are detected in the Silicon Tracking System
(STS) and in the Time-of-Flight detector (TOF). The key
role of the TOF detector is anti-proton selection in a very
dense environment of negatively charged pions and kaons.
Figure 1 shows the m2 calculated from the TOF measure-
ment versus the particle momentum. Negatively charged
tracks with | m2 −m2p |< 2σ and | m2 −m2K |> 3σ and
| m2 −m2pi |> 3σ were used as anti-proton candidates to
reconstruct Λ¯. The KFParticleFinder was used to re-
construct Λ¯ by combining secondary p¯ and pi−.
Figure 1: m2 versus particle momentum for reconstructed
tracks in the TOF detector
Figure 2 shows the invariant-mass distribution of p¯ pi+
pairs. A clear Λ¯ peak is visible. The Λ¯ reconstruction ef-
ficiency is 14 % for 35A GeV and achieves its maximum
of about 22 % at 8A GeV. The selection of anti-proton
track candidates (one or two per event) allows to signifi-
cantly reduce the combinatorial background. The signal-
to-background ratio is 3.4 for central Au+Au collisions at
35A GeV.
Combining Λ¯ with a positively charged secondary kaon
or pion, Ω+ and Ξ+ candidates are constructed. A can-
didate is accepted if its decay vertex is more than 3 cm
downstream of the target and fulfills the geometrical and
topological quality criteria χ2geo < 3σ, χ
2
topo < 3σ.
The reconstruction of multi-strange anti-hyperons was
tested for central Au+Au collisions at the beam energies
Figure 2: Reconstructed invariant-mass distribution of
p¯ pi+ pairs in central Au+Au collisions at 35A GeV. The
full line shows the Gaussian signal fit on top of a polyno-
mial background.
2A, 4A, 6A, 8A, 10A, 15A, 20A, 25A, 30A and 35A GeV.
For each energy, 106 events were generated by UrQMD
and simulated in the CBM setup. A typical invariant-mass
spectrum is shown in Fig. 3. The Ξ+ reconstruction effi-
ciency is about 3.1 % at 35A GeV. The reconstructed mass
value of (1.321 ± 0.003) GeV/c2 is in a good agreement
with the simulated book value. The invariant mass resolu-
tion is 2.3 MeV/c2.
Figure 3: Reconstructed invariant-mass distribution of
Λ¯ pi+ pairs in central Au+Au collisions at 35A GeV. The
full line shows the Gaussian fit to the signal plus a polyno-
mial background.
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Σ∗ decay reconstruction in the CBM experiment
I. Vassiliev1,2, I. Kisel1,3, I. Kulakov1,3, and M. Zyzak1,3
1IKF, Goethe-Universita¨t, Frankfurt am Main, Germany; 2GSI, Darmstadt, Germany; 3FIAS, Goethe-Universita¨t,
Frankfurt am Main, Germany
The investigation of p+A collisions up to 30 GeV and
A+A collisions from 4A to 11AGeV beam energies is con-
sidered an integral part of the CBM research program and
will be performed in the first phase of FAIR with a start
version of the CBM detector at the SIS-100 accelerator.
This start version consists of two detector systems: the Sil-
icon Tracking System (STS) placed in a magnetic field for
the measurement of momenta and vertices, and a Time-Of-
Flight (TOF) wall placed at 6–10 meter downstream of the
target for hadron identification. Σ∗± are members of the
multi-strange hyperon family, consisting of uus (Σ∗+) and
dds quarks (Σ∗−), respectively. In contrast to Ω± or Ξ±,
Σ∗± hyperons have a very short lifetime and thus decay
predominantly inside the fireball, carrying out information
about the fireball evolution.
To study the feasibility of the reconstruction of Σ∗±
decays in the CBM experiment, a set of 6 · 106 central
C+C UrQMD events at 10A GeV was simulated. The high
statistics allowed to use the Σ∗± generated by UrQMD di-
rectly, without having to embed additional signals into the
UrQMD background.
The detection is via the decay into Λ+pi± with a branch-
ing ratio of 87 %. The Λ daughters decay predominantly in
the STS detector consisting of 8 layers of double-sided sil-
icon strip sensors. The STS was simulated with realistic
Figure 1: Reconstructed invariant-mass distribution of
pairs of primary pi+ and Λ in central C+C collisions at
10A GeV. The full line shows a Gaussian fit to the signal
on top of a polynomial background.
material budget, including passive materials like readout
cables. The L1 package [1] was used for track reconstruc-
tion in the STS. Identification of charged secondaries by
TOF was applied. In order to reconstruct Σ∗, all primary
pions were combined with all reconstructed primary lamb-
das, using the KFParticleFinder. Pairs are accepted as
Σ∗ candidates if their common vertex fulfills geometrical
and topological quality criteria: (χ2geo < 3σ, χ
2
topo < 3σ).
Figure 2: Reconstructed invariant-mass distribution of
pairs of primary pi− and Λ in central C+C collisions at
10A GeV. The full line shows a Gaussian fit to the signal
on top of a polynomial background.
Figures 1 and 2 show the resulting invariant-mass spec-
tra of pi+Λ and pi−Λ, respectively. In both cases, clear
signal peaks are observable on top of the combinatorial
background. The signal-to-background ratios are 0.16 and
0.24, respectively. We find the reconstructed mass value of
(1.383± 0.003) GeV/c2 in good agreement with the simu-
lated value.
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Reconstruction of ω → pi+pi−pi0 with light ECAL in p+C at SIS-100
S. M. Kiselev
ITEP, Moscow, Russia
The feasibility of the reconstruction of the decay
ω → pi+pi−pi0 was studied on a sample of 106 p+C events
(b = 0 fm) from UrQMD at the SIS-100 energy 30 GeV,
using the cbmroot trunk version of September 2010. The
set-up consists of MVD, STS and the light ECAL of the
size 5.28×4.32m2 at 6 m distance from the target. Recon-
structed photons with p > 0.5 GeV/c and χ2cluster < 1000
were used for the analysis.
The pi+pi−pi0 invariant-mass spectrum for primary
Monte-Carlo tracks shows the ω peak on top of a large
combinatorial background (Fig. 1). When analyzing
the reconstructed signal, we consider each triplet with
0.770 GeV < m < 0.796 GeV a signal. The fraction of
true ω in this selection is about 18 %.
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Figure 1: Invariant-mass spectra of primary pi+pi−pi0
triplets of for p+C at 30 GeV. The line is a fit by a Breit-
Wigner function (BW) on top of a linear background.
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Figure 2: Invariant-mass spectra of γγ pairs with
pγγt > 0.2GeV for p+C at 30 GeV
Figure 2 shows the invariant-mass distribution for
pairs of reconstructed photons with pγγt > 0.2GeV.
The pi0 peak has a width of σ ∼ 6MeV. Pairs with
0.125 GeV< mγγ < 0.145 GeV were selected as pi0 can-
didates.
No particle identification was applied for the selection of
pi+ and pi− candidates, but a cut on the impact parameter
in the target plane (< 4σ) was used to suppress secondary
charged tracks. This selection of candidates for pi0, pi+ and
pi− results in an average geometrical acceptance of 21 %,
a reconstruction efficiency of 59 % and a cut efficiency of
41 %.
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Figure 3: Invariant-mass spectra of signal and background
pi+pi−pi0 triplets for p+C at 30 GeV
Fig. 3 shows the invariant mass distributions of signal
and background pi+pi−pi0 triplets. We obtain a signal-to-
background ratio (S/B) of about 1.7 %; the significance is
6.8. This is to be compared to the S/B in the pi0γ channel,
which was found to be 3.7 % [1]. The values for S/B and
significances in different pt bins are given in Table 1.
Table 1: S/B and significance for ω → pi+pi−pi0, calculated
in the ±2σ mass region, for different pt bins
pt [GeV] 0.0-0.4 0.4-0.8 0.8-1.2 1.2-1.6 1.6-2.0
S/B [%] 1.3 1.7 2.8 5.1 6.5
signif. 2.8 4.6 4.6 3.7 2.2
References
[1] S. M. Kiselev, CBM Progress Report 2011, p. 82
CBM Progress Report 2012 Physics Performance
103
Reconstruction of η′(958) with light ECAL in p+C at SIS-100
S. M. Kiselev
ITEP, Moscow, Russia
The feasibility of η′(958) reconstruction using the light
ECAL was studied on a sample of 106 p+C (b = 0 fm)
events from UrQMD at the SIS-100 energy 30 GeV.
The detector geometry and software version are described
in [1]. We analyzed the three decay channels γγ, pi0pi0η
and pi+pi−η.
1. η′ → γγ (BR = 2 %). The MC reference is a pair
of primary γ with 0.957 GeV < mγγ < 0.959 GeV. The
acceptance and reconstruction efficiencies for the signal are
30 % and 96 %, respectively. The invariant-mass spectrum
for reconstructed γγ pairs in the η′range is shown in Fig. 1.
The S/B ratio is 0.3 %. With the simulated statistics, the
significance is 0.5.
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Figure 1: Invariant-mass spectra of reconstructed γγ pairs
for p+C at 30 GeV
2. η′ → pi0pi0η (BR = 21 %). We assume triplets
of primary pi0pi0η in the range 0.95 GeV < Mpi0pi0η <
0.96GeV to be the η′ signal. Candidates for pi0 and η
are reconstructed γγ pairs in the mass range 0.125 GeV <
mγγ < 0.145 GeV and 0.5 GeV < mγγ < 0.6 GeV, re-
spectively. We find an acceptance of 4 %, a reconstruction
efficiency of 25 % and a cut efficiency of 26 %. Figure 2
shows the invariant-mass distributions for signal and back-
ground. The S/B ratio of 3.2 % is one order of magnitude
higher than for the γγ channel; the significance is 0.5.
3. η′ → pi+pi−η (BR = 45 %). We consider triplets
of primary pi+, pi− and η in the mass range 0.960 GeV <
mpi+pi−η < 0.964 GeV to be η′ signals. No PID infor-
mation was used for the selection of pi+ and pi− candi-
dates, but secondary charged tracks were suppressed by
a impact parameter cut < 4σ. As η candidates, we se-
lect photon pairs with pγγt > 0.2 GeV and 0.53 GeV <
mγγ < 0.56 GeV. The average values of acceptance, re-
construction and cut efficiencies are 8 %, 92 % and 37 %,
respectively. The total detection efficiency of 3 % is one or-
der of magnitude larger than for the η′ → pi0pi0η channel.
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Figure 2: Invariant-mass spectra of reconstructed pi0pi0η
triplets with pt > 0.3 GeV for p+C at 30 GeV
The invariant-mass distributions for the selected pi+pi−η
triplets is shown in Fig. 3. The S/B ratio ((S/B)2σ = 1 %)
is three times smaller than for the η′ → pi0pi0η channel;
the significance is 0.4. However, S/B increases consider-
ably with the transverse momentum (see Table 1).
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Figure 3: Invariant-mass spectra of reconstructed pi+pi−η
triplets for p+C at 30 GeV
Table 1: S/B and significance for the decay η′ → pi+pi−η
for different pt bins
pt [MeV/c] 0.4 - 0.8 0.8 - 1.2 1.2 - 2.0
S/B [%] 1.0 1.7 6.6
signif. 0.9 0.9 1.3
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Reconstruction of Σ hyperons with light ECAL in p+C at SIS-100
S. M. Kiselev
ITEP, Moscow, Russia
The feasibility of Σ hyperon reconstruction using the
light ECAL was studied on a sample of 106 p+C (b =
0 fm) events from UrQMD at the SIS-100 energy 30 GeV.
The detector geometry and software version are described
in [1]. We analyzed the decays Σ0 → Λγ and Σ+ → ppi0.
For the channel Σ0 → Λγ, the Λ hast to be reconstructed
through its decay into ppi−. For the selection of Λ candi-
dates, no PID is used, but we apply single-track cuts on
the impact parameter in the target plane ( > 4σ) as well
as pair cuts on the vertex quality (χ2vertex < 2, distance of
closest approach < 2 cm). In addition, topological cuts on
the pair were applied (impact parameter of pair momentum
< 0.15 cm; decay vertex z position 3 – 35 cm). Pairs of op-
positely charged tracks fulfilling these criteria and having
an invariant mass of mΛ ± 25 MeV under the p / pi mass
hypothesis were taken as a Λ candidate and were com-
bined with reconstructed photons with pt > 0.3 GeV and
χ2cluster < 1000 to form Σ
0 candidates.
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Figure 1: Λγ invariant-mass spectra of signal and back-
ground pairs for p+C at 30 GeV
Table 1: S/B and significance for Σ0 → Λγ, calculated in
the ±2σ mass region for different pt bins
pt [GeV] 0.4 - 2.0 0.8 - 2.0 1.2 - 2.0
S/B [%] 9.4 11.2 13.9
signif. 4.6 2.8 1.4
Figure 1 shows the Λγ invariant-mass distributions for
signal and background pairs. We obtain a signal-to-
background ratio (S/B2σ) of about 9.2 %; the significance
is 5.2. The geometrical acceptance is 6.5 %, the reconstruc-
tion efficiency 53 % and the cut efficiency 33 %. S/B and
significance for different pt bins are given in Table 1.
For the channel Σ+ → ppi0, we construct pi0 candidates
from γ pairs with 0.124 GeV < mγγ < 0.144 GeV. No
PID was used to select the proton candidates, but primary
tracks were suppressed by a cut in the impact parameter in
the target plane (> 5σ). The average values of acceptance,
reconstruction efficiency and cut efficiency are 5.6 %, 45 %
and 15 %, respectively. The resulting invariant-mass distri-
bution is shown in Fig. 2. The signal-to-background ratio
(S/B2σ) is 7.9 %, the significance is 2.8. The values for
S/B and significance in different pt bins are given in Ta-
ble 2.
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Figure 2: ppi0 invariant-mass spectra of signal and back-
ground pairs for p+C at 30 GeV
Table 2: S/B and significance for Σ+ → ppi0, calculated in
the ±2σ mass region, for different pt bins
pt [GeV] 0.6 - 2.0 1.0 - 2.0
S/B [%] 10.3 18.5
signif. 2.9 2.4
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Status of low-mass di-electron simulations in the CBM experiment
E. Lebedeva and C. Ho¨hne
Justus Liebig University, Gießen, Germany
The reconstruction of low-mass vector mesons is one
of the main goals of the CBM experiment at FAIR. The
CBM experiment will be able to reconstruct low-mass vec-
tor mesons in both the di-electron and the di-muon decay
channel. The current status of low-mass di-electron simu-
lations in central Au+Au collisions at 8A GeV (SIS-100)
and 25A GeV (SIS-300) beam energy is presented in this
report.
Results were obtained with the latest version of the
cbmroot software (January 2013) which includes realistic
detector descriptions. The background was generated us-
ing the transport code UrQMD including di-electron pairs
from γ conversions, pi0- and η-Dalitz decays. Di-electron
pairs from ρ, ω, φ, and ω-Dalitz decays were simulated by
the PLUTO event generator and embedded into UrQMD
events. The detector setup includes the STS, RICH, TRD
and TOF detectors. For 8AGeV beam energy, the TRD de-
tector was excluded from the simulations. A 25µm thick
gold target was used in order to avoid additional back-
ground from γ conversions in the target.
An electron candidate has to be reconstructed and iden-
tified in all detectors, namely RICH, TRD and TOF. Since
the TRD is not used for 8 AGeV beam energy simula-
tions, an additional momentum cut at 5.5 GeV/c was im-
plemented in order to reject large-momentum pions.
The background rejection strategy includes several cuts.
The first cut is based on the assumption that all pairs with
Mee < 25MeV/c2 stem from γ conversion; such pairs are
fully removed from further combinatorics. The aim of the
next two cuts is to reject e± pairs where one partner is re-
constructed only in the STS (segment track) or was fully
reconstructed but not identified as electron. The last cut is
a transverse momentum cut.
The dominant background source are random combi-
nations of e± from pi0-Dalitz decays and γ conversions.
For 8A GeV beam energy, the main contributions to back-
Table 1: S/B ratio and reconstruction efficiency after ap-
plying all cuts
8A GeV 25A GeV
S/B Eff.[%] S/B Eff.[%]
ρ - 3.12 - 4.39
ω 0.64 4.11 0.31 5.53
φ 0.04 4.89 0.11 7.08
Mee:0.0-0.2 1.94 - 1.44 -
Mee:0.2-0.6 0.031 - 0.019 -
Mee:0.6-1.2 0.067 - 0.053 -
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Figure 1: Invariant-mass spectra after applying all cuts for
central Au+Au collisions at a beam energy of 8A GeV (up-
per panel, 100k events) and 25A GeV (lower panel)
ground pairs come from combinations of e± from pi0-
Dalitz decays and other particles (35 %), e± from pi0-Dalitz
and γ conversion (23 %) and e± from different pi0-Dalitz
decays (18 %). The numbers for 25A GeV beam energy
are 23 %, 31 % and 29 %, respectively.
The invariant-mass spectra after applying all cuts are
presented in Fig. 1 for 8A GeV beam energy (upper plot)
and for 25A GeV beam energy (lower plot). S/B ratio and
reconstruction efficiency for ρ0, ω and φ mesons and for
different invariant-mass regions are summarized in Table 1.
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J/ψ reconstruction in Au + Au collisions at 10A GeV
O. Derenovskaya1 and I. Vassiliev2,3
1LIT JINR, Dubna, Russia; 2GSI, Darmstadt, Germany; 3Goethe-Universita¨t, Frankfurt, Germany
In this report, we discuss the feasibility of J/ψ recon-
struction through its decay into e+e− in Au + Au collisions
at the sub-threshold beam energy of 10A GeV, the lowest
accessible beam energy from SIS-300.
In order to simulate this decay, the electron-positron pair,
generated by PLUTO, was embedded into a central Au+Au
UrQMD event. The STS geometry v12b with 8 layers
of double-sided strip detectors, cables and support frames
was used for this simulations. The electrons and positrons
were identified by the RICH, TRD and TOF detectors cor-
responding to the full CBM setup.
The radius of the reconstructed rings in the RICH detec-
tor is shown in Fig. 1 as a function of the particle momen-
tum. A maximal distance of 1 cm was allowed for ring-
track matching. The cuts applied to the ring parameters
to separate electrons from pions are shown as red lines in
Fig. 1.
Figure 1: Radius of the reconstructed rings as a function of
the particle momentum
Based on the individual and total energy loss, the modi-
fied ωkn criterion [1] was used for the selection of electrons
and suppression of pions in the TRD. The information from
TOF is also used to select low-energy electrons by a cut on
the squared mass versus momentum as indicated by the red
line in Fig. 2.
Oppositely charged tracks emerging from the target and
identified as electrons or positrons by the RICH, TRD
and TOF were combined to construct a J/ψ candidate.
The KFParticle package [2] was used to reconstruct the
signal event topology. In order to suppress the physical
electron-positron background, a transverse momentum cut
at 1 GeV/c was applied.
The resulting e+e− invariant-mass spectrum after elec-
tron identification and background rejection cuts is shown
in Fig. 3 for 1012 central events. The combinatorial
Figure 2: Squared mass calculated from the TOF measure-
ment as a function of the particle momentum
background was obtained by the event mixing technique
and scaled according to the assumed J/ψ multiplicity
(1.74 · 10−7 from the HSD model) and the branching ratio
(6 %). The signal is clearly visible above the background;
the signal-to-background ratio is 0.12.
We obtain a J/ψ reconstruction efficiency of 12 %. As-
suming the multiplicity as predicted by HSD and an inter-
action rate of 10 MHz, the CBM detector allows to collect
about 43 J/ψ per hour.
Figure 3: Reconstructed e+e− invariant-mass spectrum for
central Au+Au collisions at 10A GeV
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Study of the CBM detector capabilities for open charm elliptic flow
measurements
S. Seddiki1 and F. Rami2
1GSI, Darmstadt, Germany; 2IPHC, Strasbourg, France
The measurement of the elliptic flow of open charm
mesons in heavy ion collisions at FAIR energies is inter-
esting for the investigation of a possible phase transition
from hadronic matter to a deconfined quark gluon plasma.
It is, however, very challenging at FAIR, close to the charm
production threshold. It is not only limited by the maxi-
mum collision rate that can be achieved in the experiment
(constrained mostly by the read-out time of the MVD) but
also relies on the possibility to accurately measure the az-
imuthal orientation of the reaction plane. The purpose of
this work was to assess the statistical accuracy with which
the D-meson elliptic flow can be measured in CBM. This
was done for semi-peripheral Au(25A GeV)+Au collisions
using the cbmroot simulation framework.
In CBM, the reaction plane can be determined indepen-
dently by two sub-detectors (covering different rapidity re-
gions), namely the PSD calorimeter and the STS tracker.
The performance of each of those sub-detectors was in-
vestigated using the UrQMD event generator, the trans-
port code GEANT, detailed simulations (accounting for the
track reconstruction in the STS, the energy resolution in the
PSD, etc.) and the event plane method [1]. Both detectors
were found to provide a similar accuracy, in particular for
semi-peripheral collisions (in the impact parameter range
from 5 to 9 fm) where the best resolution was obtained: an
azimuthal angular resolution of about 40◦[2].
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Figure 1: Elliptic flow parameter v2 of D-mesons as a function
of transverse momentum in semi-peripheral Au(25A GeV)+Au
collisions, shown for two assumptions on the flow magnitude (see
text). The statistical uncertainties are obtained for 6 × 104 D-
mesons, measurable in 8 weeks ”beam on target” at a collision
rate of 400 kHz[3] (limited by the MAPS read-out time of 10 µs
expected at SIS-300).
To study the D-meson elliptic flow, a pt-dependent
anisotropy was added to the generated (uniform) azimuthal
distributions of these mesons. This simple procedure was
justified by the good performances of CBM for D-meson
reconstruction in Au(25AGeV)+Au collisions (e.g., a good
ratio S/B) [3]. D-meson azimuthal angles were smeared
with the estimated reaction plane resolution, and the result-
ing distributions were analyzed to extract v2 as a function
of transverse momentum. The obtained v2 values, after be-
ing corrected for the reaction plane resolution, are shown in
Fig. 1. Two assumptions were made: i) the pt-differential
v2 of mid-rapidity D-mesons predicted by HSD [4]: v2 ∼
0.03 × pt (up to pt = 2 GeV/c), ii) a flow effect higher by
a factor of two if partonic interactions take place at FAIR
energies (supported by PHSD [5] for charged particles at
mid-rapidity). Table 1 presents the statistical uncertainties
on the integrated v2 in case ii.
Table 1: Statistical uncertainties for the pt-integrated v2 of
D-mesons, obtained in case ii (see text) and for the same
event sample as in Fig. 1
particles yield/year v2 δv2/v2
ND 6.0 × 104 0.049 ± 0.005 10 %
D+ 1.3 × 104 0.054 ± 0.010 18 %
D− 2.0 × 104 0.055 ± 0.009 16 %
D0 7.0 × 103 0.062 ± 0.015 24 %
D¯0 2.0 × 104 0.055 ± 0.009 16 %
We conclude that even very small magnitudes of D-
meson v2 can be measured in one year of data taking with
the CBM detector (see Figure1). If partonic interactions
take place at FAIR, the experiment will be able to measure
accurately its integrated magnitude (see Table 1). However,
more detailed pt-differential measurements would be fea-
sible (with moderate statistical precision) only if all recon-
structed D-mesons are included (see Figure 1). Performing
such measurements for individual D-meson species would
require higher statistics and hence higher collision rates,
beyond the expected limit tolerable by the MAPS sensors.
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CBM FEE/DAQ/FLES Workshop
25 – 27 January 2012, Mannheim, Germany
CBM will use free-streaming read-out electronics which leads to very high data bandwidth requirements
between the front-end ASCIs and the first data processing stages located in the CBM annex building and the
FAIR Tier 0 computing center where CBM ’First Level Event Selector’ (FLES) will be located. The goal of the
workshop was to discuss the main challenges of the front-end electronics and read-out chain, especially the
front-end ASICs, the data transport chain from detector to CBM annex building and further on to FLES, and the
hit-level data pre-processing. The agenda covered the status of all ongoing ASIC developments, the potential
of FPGA based front-end concepts, as well as a session devoted to the CBM radiation environment. In addition
to contributions from CBM collaborators, Ken Wyllie presented an overview of the LHCb front-end electronics.
https://indico.gsi.de/conferenceDisplay.py?confId=1412
19th CBM Collaboration Meeting and CBM Physics Workshop
26 – 30 March 2012, Darmstadt, Germany
https://indico.gsi.de/conferenceDisplay.py?confId=1368
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First Workshop on Quality Assurance for the CBM Silicon Tracking System
14 – 15 June 2012, Tübingen, Germany
The development of quality assurance procedures
and laboratory infrastructure is of central importance
for the preparation of a yield-maximized production
of the highly-integrated module and ladder compo-
nents that will build up the Silicon Tracking System.
Members of the STS project from GSI, the Goethe
University Frankfurt, JINR, the Kiev Institute for Nu-
clear Research and the University of Tübingen met on
14 and 15 June, 2012 for a first dedicated workshop
on this topic. The meeting was hosted by the CBM
group at the Eberhard Karls University in Tübingen,
Germany. The subject is closely related to the Joint
Research Activity ULISINT of the EU-FP7 project
HadronPhysics3 through which travel support was
realized.
The workshop started with reviews of the approaches made for the large-scale productions of components
for the silicon tracking detector projects of the LHC experiments, where significant experience has been gained.
The agenda continued with summaries of achievements and open issues made in the STS team with the quality
characterization of CBM prototype silicon microstrip sensors, cables and front-end electronics available to date.
For the tests of those basic components a rather clear view emerged of the test procedures and the required
equipment. For the higher integrated objects, i.e. modules and ladders, no clear procedures could be named
as they strongly depend on the exact details of the structures. Further work is needed to develop the technical
approach towards their assembly. The quality assurance tasks will be performed in several test centers. The
same test standards and infrastructures have to be established there. The development and deployment of
a data base will be important to gather the information from all test centers. Follow-up workshops will be
organized to further advance the project.
https://indico.gsi.de/conferenceDisplay.py?confId=1621
CBM Workshop on Online Data Processing
10 – 12 September 2012, Darmstadt, Germany
The triggerless data acquisition concept of CBM poses novel challenges to the various steps of online data
processing, from the self-triggered front-end electronics to the real-time reconstruction and data selection.
While the components of the data processing chain have been subject of research and development in the past
years, a realization of the entire data flow has not yet been demonstrated. This workshop aimed at reviewing
the present status of developments and to discuss, shape and coordinate the further efforts towards the full
CBM online data processing chain. To this behalf, 26 participants convened at GSI in September 2012. Specific
topics were: data sources (FEE), data transport and pre-processing (DPB), First-Level Event Selection farm
(FLES), online reconstruction software, controls, and oﬄine software framework and simulations of the online
data flow. A tentative structure of an CBM Online Project was worked out, which is to be proposed to the
Collaboration Board in spring 2013.
https://indico.gsi.de/conferenceDisplay.py?confId=1838
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20th CBM Collaboration Meeting
24 – 28 September 2012, Kolkata, India
http://indico.vecc.gov.in/indico/internalPage.py?pageId=0&confId=16
Workshop on Module Assembly for the CBM Silicon Tracking System
3 – 7 December 2012, Darmstadt, Germany
The understanding of the challenges with the
module assembly for the Silicon Tracking System, and
the elaboration of a feasible assembly procedure were
in the focus of a workshop held at GSI from 3 to 7 De-
cember 2012. The participants comprised the STS
team based at GSI and experts from the State Enter-
prise Scientific Research Technological Institute of In-
strument Engineering (SE SRTIIE), Kharkov, Ukraine.
Support was realized through the EU-FP7 Hadron-
Physics3 joint research activity “ULISINT”, to which
the event served as a work meeting.
The STS module is built using micro cable technol-
ogy whose manufacturing procedures and challenges
were discussed in particular with respect to maxi-
mizing yield and reliability. The discussions were
augmented with hands-on work at dedicated bond-
ing equipment in the GSI’s detector laboratory clean
room space.
As an outcome of the workshop a focussed R&D project was elaborated. Starting with the cable preparation
for a STS module to be used in a beam test in 2013 and the evaluation of technological options of cable-to-
sensor and cable-to-electronics tab-bonding, an optimum design and assembly procedure for the STS modules
is targeted, leading to quantitative estimates on yield and production effort. An adequate structure is being
worked out for a continued GSI - SE SRTIIE R&D cooperation, necessary work packages and development
tasks.
https://indico.gsi.de/conferenceDisplay.py?confId=2021
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2nd CBM Software Workshop
4 – 6 December 2012, Ebernburg, Germany
The second CBM Software Workshop united 21 participants in the beautiful scenery of Ebernburg Castle.
Unlike its predecessor, the workshop concentrated on the discussion among developers and excluded training
aspects, which were taken care of in a separate software school.
The focus of the workshop was put on software issues hardly addressed so far, but where activities need
to be started urgently, such as alignment and calibration. The direction in which to continue the time-based
simulations and reconstruction was a vivid subject of discussions as well as the structure of the repository
and the relationship of online and oﬄine software. The latter addressed both the L1 package developed for
deployment on the FLES and the DABC/Go4 software currently used for in-beam detector tests. Apart from
such strategical discussions, very practical aspects like a common geometry format and a framework for quality
assurance were brought up.
Like in 2011 at the occasion of the first CBM Software Workshop, Ebernburg Castle provided a nice working
atmosphere and proved to be a quite adequate site for this meeting. If possible, it will be made the regular
place to host the workshop series.
https://indico.gsi.de/conferenceDisplay.py?confId=1810
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