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第１章	 はじめに  
 
 
１ .1	背景  
SNS やブログに代表される，消費者が形成するメディアを CGM（Consumer Generated 
Media）と呼ぶ．CGM は，消費者の購買傾向や，ユーザの商品・サービスに対する評価と
いった情報を有しており，今や企業にとって欠かせないものである[1]．Web 上の CGM を
分析することで，企業は施策の立案，実施，確認，改善を短いサイクルで回すことが出来
るようになるため，あらゆる分野で CGM 分析が盛んになっている[2]． 























































図 1.2	 評価軸と特徴語の例 
 
１ .4	本論文の構成  
第 1 章 
本研究の背景と目的について説明する 
 
第 2 章 
関連研究について説明する 
 
第 3 章 
本研究で扱う用語について説明する 
 
第 4 章 
語彙の収集方法について説明する 
 
第 5 章 
収集した語彙を用いてレーダーチャートを生成する方法について説明する 
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第 6 章 
提案手法の評価実験を行う 
 




第２章	 関連研究  
 
 





















































































第３章	 用語の定義  
 
 




	 	 評価表現： あるものを評価する語句である．評価表現の候補となる語句は，形容動
詞語幹の名詞と形容詞である． 
	 	 評価極性： 評価表現が示す肯定・否定の情報である． 
	 評価極性値： 評価表現が示す評価の度合いを数値化したもの．[−1, 1]の連続値であり，
評価極性値が正の場合は肯定，負の場合は否定の評価極性となる． 







評価表現辞書の例を図 3.1 に示す． 
 




３ .2	評価軸  
評価軸は，「性能」や「価格」といった，対象の評価指標を表したものである．1.3 節で
記述した通り，評価軸は特徴語の集合として表現される． 





するために利用する．評価軸の例を図 3.2 に示す． 
 
図 3.2	 評価軸 
 





                                            
1 http://www.rakuten.co.jp/ 
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４ .1	学習手順  
ある商品ジャンルのレビュー集合と少数の種表現を入力として，そのジャンルに適した
評価軸と評価表現辞書を構築する．図 4.1 はその学習フローである． 
 




































アを集計して評価極性値を決定する．既知の評価表現 𝑒 によって評価表現候補 𝑥 を抽出した
際の抽出スコア𝑒𝑥𝑡𝑟𝑎𝑐𝑡(𝑒, 𝑥)は以下の式で算出する． 
𝑒𝑥𝑡𝑟𝑎𝑐𝑡(𝑒, 𝑥) = 𝑣𝑎𝑙𝑢𝑒! ∙ 𝑐𝑜𝑛𝑗𝑢𝑛𝑐𝑡𝑖𝑜𝑛(𝑒, 𝑥) ∙ 𝑟𝑒𝑣𝑒𝑟𝑠𝑒(𝑒) ∙ 𝑟𝑒𝑣𝑒𝑟𝑠𝑒(𝑥)	 	 	 (4.1) 
但し， 
𝑐𝑜𝑛𝑗𝑢𝑛𝑐𝑡𝑖𝑜𝑛(𝑥, 𝑥′) =  +1（表現𝑥と表現𝑥′が順接である） −1（表現𝑥と表現𝑥′が逆接である） 	 	 	 	  




































表現候補 𝑥 について，以下のスコア𝑠𝑐𝑜𝑟𝑒(𝑥)を計算する． 
	 	 	 𝑠𝑐𝑜𝑟𝑒(𝑥) = 𝑒𝑥𝑡𝑟𝑎𝑐𝑡(𝑥)𝑒𝑥𝑡𝑟𝑎𝑐𝑡(𝑥) 	 	 	 	 	 	 (4.2) 
評価表現候補𝑥 が新たな語彙である場合は，このスコアを評価極性値とする．既知の評価
表現を更新する際は，パラメータ𝛼 (0 < 𝛼 < 1)を用いて，以下の式で求める． 
𝑣𝑎𝑙𝑢𝑒′! = 𝑠𝑐𝑜𝑟𝑒 𝑥 ∙ 𝛼 + 𝑣𝑎𝑙𝑢𝑒! ∙ 1 − 𝛼 	 	 	 (4.3) 












る．特徴語候補 𝑦 の重要度 𝑤𝑒𝑖𝑔ℎ𝑡! は以下の式で与える． 
𝑤𝑒𝑖𝑔ℎ𝑡! = 𝑒𝑥𝑡𝑟𝑎𝑐𝑡_𝑛𝑢𝑚 𝑦 ⋅ 𝑟𝑎𝑡𝑒_𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑦 ⋅ 𝑟𝑎𝑡𝑒_𝐸𝐸 𝑦 	 	 	 (4.4) 









書に登録する．図 4.3 は評価表現判定のフローである． 
 





























ラスタリング後に評価軸に分配する．これについては 4.3 節で説明する． 
特徴語判定のフローを図 4.5 に示す． 
 
図 4.5	 特徴語判定のフローチャート 
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本研究では特徴語の意味的な類似度を表現するために TF-IDF を流用する．TF-IDF とは
本来「文書集合において，ある単語が各文書内でどれだけ重要であるか」を表す尺度であ
り，以下の式で表される． 
𝑡𝑓𝑖𝑑𝑓!,! = 𝑡𝑓!,!・𝑖𝑑𝑓! 
	 	 	 	 	 	 	 	 𝑡𝑓!,! = 𝑛!,!𝑛!,!! 	 	 	 	 	 	 (4.5) 
𝑖𝑑𝑓! = log |𝐷||{𝑑:𝑑 ∋ 𝑡!}| 
𝑛!,!  は単語 𝑡!  の文書 𝑑!  における出現回数で，𝐷  は文書の総数，その分母は単語 𝑡!  が登場す
る文書数を表している．𝑡𝑓 は Term Frequency の略であり，単語の出現頻度を表している．




この TF-IDF は文書分類を目的として用いることが多いが，この TF-IDF を「特徴語と
評価表現の関連度」を表す尺度として用いる．これは「同じ評価軸に属する特徴語は，類
似した評価表現と共起する可能性が高い」という仮定に基づいている．分類対象は特徴語
であるため，本来の TF-IDF との各要素の対応表は表 4.1 のようになる． 







よって，本研究における TF-IDF は次式で表される． 
𝑡𝑓𝑖𝑑𝑓!,! = 𝑡𝑓!,!・𝑖𝑑𝑓! 
	 	 	 	 	 	 	 𝑡𝑓!,! = 𝑛!,!𝑛!,!! 	 	 	 	 	 	 (4.6) 




以下に TF-IDF の計算例を示す．「4.2 語彙の収集」によって，以下の語彙と係り受け回
数を得たとする． 




 5 3 010 8 00 0 10  
 
これに対し，上記の TF-IDF の式を適用することで，以下のような TF-IDF 行列が完成す
る． 






























を用いる．k-medoids 法は，同じく教師なし学習である k-means 法に類似したクラスタリ
ング手法である．k-means 法では，クラスタの重心であるセントロイドをクラスタの代表
点とし，最も近いクラスタへのデータの再分類とセントロイドの更新を繰り返す．一方，
















実データのクラスタリング結果が密であると言える．クラスタ数を𝑘 = 1,2,… と増やしなが
ら Gap 統計量を計算し，局所最適な最小の 𝑘 の値を選択するというものである．後者の手





















1. 最も距離が近い評価軸との距離を 𝑑!とする． 
2. ２番目に距離が近い評価軸との距離を 𝑑!とする． 











は第 5 章で紹介する． 
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第５章	 レーダーチャート生成システム  
 
 
５ .1	システム構成  












５ .2	レーダーチャート生成の手順  
商品を選択してから，レーダーチャートを生成するまでの手順を図 5.2 に示す． 
 





























図 5.3 は評判分析の処理フローである． 
 




評判分析の例を以下に示す．語彙情報の学習により，表 5.1 の評価表現辞書と表 5.2 の評
価軸を構築したとする． 
表 5.1	 獲得した評価表現辞書の例 
評価表現 評価極性 評価極性値 
満足 肯定 +0.95 
強い 肯定 +0.90 
うるさい 否定 −0.92 
 
表 5.2	 獲得した評価軸の例 
 特徴語群 代表評価表現 
評価軸１ 音，動作音 うるさい 
評価軸 2 吸引力，力 強い 
評価軸 3 価格，値段，金額  
 
ここで，「少しうるさいけど，吸引力は強いし満足です」という商品レビューが与えられ
たとする．その係り受け解析結果から評価箇所を抽出した例を図 5.4 に示す． 
 





軸 2 に属しているため，この商品レビューにおける評価軸 2 の評価として「強い」の評価
 25 
極性値（+0.90）を加算する．また，否定表現「うるさい」はどの特徴語とも係り受け関係




については評価されておらず，このレビューに対する評判分析結果は表 5.2 のようになる． 
表 5.2	 レビューにおける評価値の計算結果の例 
 評価値 評価レビュー数 
総合評価 +0.95 +1 
評価軸 1 −0.92 +1 
評価軸 2 +0.90 +1 

















表 6.1	 「みんなのレビュー・口コミ情報」のデータ構造 
分類 カラム 内容についての補足 
投稿者情報 
投稿者 「user1」のようにマスクしたユーザ名 
年齢 「10 歳代」等 





商品 URL ― 





























第 4 章で述べた，語彙情報の学習に関するパラメータはそれぞれ表 6.3 で示すように設定
した．これらは，多くの商品ジャンルに対して安定した結果を出せるよう，経験的に選択
した値である． 
表 6.3	 評価実験におけるパラメータ 







重要度による判定閾値 𝛽 50% 
評価軸 
ノイズの評価軸とみなす閾値 0.05 




６ .2	評価表現辞書の構築  
６.2.1	 語彙の収集結果 
肯定表現「満足」と否定表現「不満」の 2 語を種表現として，評価表現辞書の構築実験
を行った．それぞれの商品ジャンルにおける獲得語彙数を表 6.4 に示す． 
表 6.4	 商品ジャンル毎の獲得語彙数 
ジャンル名 肯定語 否定語 
掃除機 67 24 
スーツ 48 11 
和菓子 51 14 
 
収集した評価表現を表 6.5 から表 6.7 に示す． 





















































































	 	 	 	 	 	 	 	
𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 − 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑁 	 	 	 	 	 	 	 	 (6.1) 
ここで，𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 は「肯定」のラベルを付与した回数，𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 は「否定」のラベルを付
与した回数である．𝑁 はラベルを付与した回数であり，この実験では 𝑁 = 15 である． 
次に，以上の手順で求めた人手による評価極性値を横軸に，提案手法により決定した評
価極性値を縦軸に取ったグラフを図 6.1 から図 6.3 に示す． 
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図 6.1	 「掃除機」の評価極性値 
 
 
図 6.2	 「スーツ」の評価極性値 
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た回数は 12 回であった．また，その 12 個の商品レビューのうち，内容がほぼ同一のもの
が複数存在した．商品レビューのフィルタリングは完全に同一内容のものに限るため，一
部表現が異なるものは除去の対象とはならない．この重複した商品レビューを考慮から除
外すると，誤った抽出箇所は 7 箇所となった． 
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次に，この 7 箇所の抽出箇所について，誤った原因をそれぞれ考察した．それらの内訳
を表 6.8 に示す． 

















度はコーパス中で 98 回と比較的少なく，このような結果になったと考えられる． 
次に，条件を表す節からの評価極性の誤りが発生するレビューの例を示す． 
	 例：「タイトすぎるのは駄目なので，L サイズで良かった．」 
この場合のレビューも，通常とは異なり肯定表現と否定表現が順接関係となる．後半の








評価極性による手法[16]と比較した結果を表 6.9 に示す． 
 34 
表 6.9	 商品ジャンル毎の獲得語彙数 
ジャンル名 獲得した語彙数 改善数 
掃除機 91 +20 
スーツ 59 +6 









は図 6.4 のようになった．横軸は語彙数である． 
 





割合を表 6.10 に示す． 
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表 6.10	 抽出可能な評価表現候補の割合 
ジャンル名 抽出可能 抽出不可 割合 
掃除機 518 165 0.758 
スーツ 402 185 0.685 





しかし，図 6.4 には出現頻度が 100 回を超える評価表現候補も幾つか見られ，「掃除機」
の場合は 17 語存在した．それらの語句を表 6.11 に示す． 
表 6.11	 「掃除機」において抽出できなかった出現頻度上位の評価表現候補 
評価表現候補 品詞 出現頻度 
にくい 形容詞 2339 
づらい 形容詞 797 
っぽい 形容詞 430 
色々 名詞 322 
うまい 形容詞 314 
勝手 名詞 293 
いろいろ 名詞 271 
細か 名詞 256 
急 名詞 251 
直ぐ 名詞 185 
肝心 名詞 156 
難い 形容詞 155 
はるか 名詞 153 
大量 名詞 146 
すっごい 形容詞 140 
無事 名詞 134 











６ .3	特徴語の収集結果  
次に，特徴語の収集結果を示す．特徴語候補は評価表現から抽出され，式 4.4 の重要度を
付与する．収集した特徴語候補の重要度を降順に並べたものを図 6.5 に示す． 
 
図 6.5	 特徴語候補の重要度 
この図から分かる通り，特徴語候補の重要度は，4.2.6 節で記述したようなロングテール
構造となっている．このうち，累積重要度の上位 𝛽 = 50% に含まれるものを特徴語とし，
それ以外のロングテール部分は準特徴語とする．特徴語は「評価軸の構築」においてクラ
スタリングに使われるデータ点となり，準特徴語は特に類似したクラスタがある場合に限
り後から分配される．各商品ジャンルにおける特徴語の収集結果を表 6.12 に示す． 
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６ .4	評価軸の構築  
収集した語彙を用いて評価軸を構築した．始めに，k-medoids 法に使う k の値を決定す
るために Gap 統計量を用いて最適なクラスタ数を決定した．その結果を表 6.13 に示す． 









表 6.14	 「掃除機」のクラスタリング結果 
 特徴語群 重要度合計 除去フラグ 
評価軸１ モーター音，音，静音性音，動作音 66.4 F 
評価軸２ 使い勝手，評判，調子 38.7 F 
評価軸 3 吸引力，パワー，力 32.3 F 
評価軸 4 形，色，見た目 29.7 F 
評価軸 5 価格，値段，お値段 23.7 F 










評価軸 10 部屋，空気 9.09 T 
評価軸 11 レビュー評価，コストパフォーマンス 9.50 T 
評価軸 12 コード 5.49 T 
評価軸 13 乾き，充電時間 9.43 T 
評価軸 14 腰 3.83 T 
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表 6.15	 「スーツ」のクラスタリング結果 
 特徴語群 重要度合計 除去フラグ 
評価軸１ 生地 24.7 F 
評価軸２ 質感，肌触り，着心地 43.2 F 
評価軸 3 お値段，価格，値段 26.4 F 
評価軸 4 サイズ展開，種類，サイズ 20.8 F 





評価軸 7 評判 8.97 T 
評価軸 8 使い勝手 6.41 T 
評価軸 9 丈，袖，着丈 14.7 F 
評価軸 10 乾き 5.12 T 
評価軸 11 仕立て 4.95 T 
評価軸 12 アイロンがけ 4.55 T 
 
 
表 6.16	 「和菓子」のクラスタリング結果 












評価軸 3 甘さ，甘み，甘さ加減，塩加減 21.6 F 
評価軸 4 見た目，形，箱，パッケージ，色，彩り 30.7 F 
評価軸 5 お値段，値段，価格，送料，単価 30.5 F 
評価軸 6 いちご，イチゴ，苺，栗，サイズ 18.0 F 









表 6.17	 「掃除機」における準特徴語の分配結果 
 代表点 特徴語群 
評価軸１ モーター音 おと，排気音，騒音，若干音，作動音 
評価軸２ 使い勝手  
評価軸 3 吸引力 吸塵力，吸収力，威力，馬力 
評価軸 4 形 ピンク，姿 
評価軸 5 価格 金額，その他値段，料金，店，電気代 
評価軸 6 ヘッド ヘッド部分 
評価軸 7 ごみ捨て 
ごみ処理，取り出し，取り付け，使い方，ゴミ， 
ゴミ処理，後片付け 
評価軸 8 使い心地  
 
 
表 6.18	 「スーツ」における準特徴語の分配結果 




評価軸２ 質感  
評価軸 3 お値段 金額 
評価軸 4 サイズ展開 品数，バリエーション，品ぞろえ，カラーバリエーション  
評価軸 5 シルエット 状態 
評価軸 6 質  




表 6.19	 「和菓子」における準特徴語の分配結果 
 代表点 特徴語群 
評価軸１ 餡  
評価軸２ 縁起 口コミ，口溶け 
評価軸 3 甘さ  
評価軸 4 見た目 包装紙，入れ物，巾着 
評価軸 5 お値段 金額 
評価軸 6 いちご  





























表 6.20	 「掃除機」における評価軸の構築結果 

















































表 6.21	 「スーツ」における評価軸の構築結果 





評価軸２ 質感，肌触り，着心地 柔らかい，やわらかい 
































表 6.22	 「和菓子」における評価軸の構築結果 




















評価軸 5 お値段，値段，価格，金額，送料，単価 
安い，高い，手頃， 
手ごろ 
評価軸 6 いちご，イチゴ，苺，栗，サイズ 
大きい，みずみずしい，
甘酸っぱい 
































































第７章	 おわりに  
 
 










































































人工知能学会研究会資料, SIG-SWO-A603-06, 2007. 
[2] 林田英雄，“Web マーケティングのための CGM 分析 ,”Unisys 技報  : Unisys 
technology review. 31(3)(110), pp.275-285, 2011. 
[3] 乾孝司，奥村学，“テキストを対象とした評価情報の分析に関する研究動向,”自然言
語処理 Vol.13, Num.3, pp.201-241, 2006. 
[4] 佐野大樹，“日本語アプレイザル評価表現辞書（JAppraisal 辞書）〜態度評価編〜
Version1.2 仕様説明書，及び，評価表現分類表,”言語資源協会, 2012. 
[5] 小林のぞみ，乾健太郎，松本裕治，“意見情報の抽出/構造化のタスク仕様に関する考
察,”情報処理学会研究報告 NL-171, pp.111-118, 2006. 
[6] Kamps, J., Marx, M., Mokken, R. J., and de Rijke, M. "Using WordNet to Measure 
Semantic Orientations of Adjectives," Proc. of the Fourth International 
Conference on Language Resources and Evaluation (LREC-2004) Vol.4, 
pp.1115-1118, 2004. 
[7] 那須川哲哉，金山博，“文脈一貫性を利用した極性付評価表現の語彙獲得,”情報処理
学会自然言語処理研究会(NL-162-16), pp.109-116, 2004. 
[8] 小林のぞみ，乾健太郎，松本裕治，立石健二，福島俊一，“意見抽出のための評価表
現の収集,”自然言語処理 Vol.12, No.2, pp.203-222, 2005. 
[9] グェン ファム タン タオ，岡部誠，尾内理紀夫，林貴宏，西岡悠平，竹中孝真，森
正弥，“新たな弱教師付き型分類手法 Bautext”, 情報処理学会論文誌 Vol.52 No.1, 
pp.269-283, 2011. 
[10] 中野裕介，湯本高行，新居学，上浦尚武，“機械学習による商品レビューの属性-意見
ペアの抽出 ,”研究報告データベースシステム (DBS) Vol.2015-DBS-162, No.14, 
pp.1-8, .2015． 
[11] 高野敦子，池奥渉太，北村泰彦，“因果関係に着目した口コミ Web サイトからの評価
表現抽出,”人工知能学会論文誌 Vol.24, No.3, pp.322-332, 2009. 
[12] Peter D. Turney, "Thumbs up or thumbs down?: semantic orientationapplied
 to unsupervised classification of reviews," Proceedings of the 40th Annual 






手法の設計と評価，”電子情報通信学会論文誌 D Vol.J94-D, No.3, pp.540-548, 2011. 
[15] 前川浩基，中原孝信，岡田克彦，羽室行信，“大規模ニュース記事からの極性付き評
価表現の抽出と株価収益率の予測,”オペレーションズ・リサーチ : 経営の科学 
Vol.58, Num.5, pp.281-288, 2013. 
[16] 金兵裕太，沼尾雅之，“ネットショッピングサイトの商品レビューを利用したジャン
ル毎の評価軸の自動構築,”The 8th Forum on DataEngineering and Information 
Management, C2-3, 2016. 
[17] 杉浦広和，“議事録集合からの特徴語抽出とその応用に関する研究，”名古屋大学電気
電子・情報工学科卒業論文，未公刊，2009. 
[18] Dan Pelleg, Andrew W. Moore, "X-means: Extending K-means with Efficient
 Estimation of the Number of Clusters," ICML '00 Proceedings of the Seven
teenth International Conference on Machine Learning, pp.727-734, 2000. 
[19] 石岡 恒憲，“クラスター数を自動決定する k-means アルゴリズムの拡張について,”
応用統計学 Vol.29, No.3, pp.141-149, 2001. 
[20] Robert Tibshirani, Guenther Walther and Trevor Hastie, "Estimating the number 





付録  評判分析システム  
 
 








はじめに，本システムの起動直後の画面を図 A-1 に示す． 
 
図 A-1	 システム起動直後の画面 
 























図 A-3	 1 度目の語彙の収集結果 
 
 
図 A-4	 最終的な語彙の収集結果 
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語彙の収集が完了したら，メニューの［辞書］から［評価軸の構築］を選択する．評価
軸の構築が完了すると，図 A-5 で示すように評価軸情報がパネルに表示される． 
 

















図 A-6	 商品選択用のダイアログ 
 
図 A-7	 商品の評判分析結果のダイアログ 
このように，本システムでは語彙情報の学習から評判分析結果の可視化までを一貫して
行うことが可能である．現状は楽天市場のコーパスに対応した実装となっており，多様な
形式のコーパスに対応可能なインターフェースは開発中であるが，一連の処理結果を確認
するツールとしては十分に機能すると考える． 
