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1. INTRODUCTION 
Recently A. M. Odlyzko ([3]) studied functions defined by functional 
equations like 
(1.1) P(x)=x+P(xZ+x3). 
He proved that the asymptotic behaviour of their power series coefficients 
tn involves a periodic function of log n. In the case of (1.1) the behaviour 
is tn N oln-l@v(log n), where oc is a constant, +=i( 1+1/s), and v is a 
positive periodic function with period log( 3 - #-I). 
A related problem was treated in [l], viz. the asymptotic behaviour 
of the power series coefficients of the function 
w4 H(x) = log T-& (1 - xrk)-1, 
which satisfies 
(1.3) H(x)= -log (1-Lx)+H(xr) 
(r is an integer > 1). This was achieved by studying the asymptotic 
behaviour of (1.2) when x approaches the singularity at the point 1, and 
deriving the behaviour of the coefficients from what is essentially Cauchy’s 
coefficient formula. Some years later W. B. Pennington [4] gave a shorter 
derivation by means of a Tauberian theorem of Ingham. 
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The asymptotic formula for (1.2) follows from the following exact 
formula 
! 
f.qx) = (1% 1% x-lj2 
.(1.4) 210gr 
- - * log log (x-l) + W(log log x-l) + 
+ Z$, B,(log x-l)~/(n.n!(V- l)), 
where the B, are Bernoulli numbers, and W is periodic with period log r: 
(1.5) w(y) = zg --oo Ock eXp (.%dy/hg T), 
with 
In the present note we study the more general problem of the behaviour 
of sums of the type 
(1.6) g(x)+g(e(x))+g(e(e(x)))+ --a 
and this will still contain a periodic function like the above W. Our main 
result will be (4.4). 
If 0(x)=x2+x3, g(x)=x we get the P of (l.l), if B(x)=xr, g(x)= 
= -log (1 -x), we get the H of (1.3). (It is not necessary that r is an 
integer, and that was not assumed in [l]. Only, if r is not an integer, 
the notion “coefficient of the power series” has to be slightly revised). 
2. CONDITIONS ON 19 AND g 
Let b be a positive real, and let 0(x) be defined for O<x< b, with 
(i) 0 is real-valued, continuous and strictly monotonically increasing, 
(ii) e(o) = 0, 
(iii) B(b) = b, 
(iv) O<B(z)<x (O<x<b), 
(v) there is a constant c with Otct 1 such that e(x) <cx for O<x<Qb, 
(vi) 0 is differentiable in an interval c < x < b, with e’(b) > 1, and W(x) - 
-8’(b)=@-b) (x<b, x -+ b). 
On account of (i), (ii), (iii), there is an inverse function and there is 
a double infinite sequence {On}ncZ with &=0, B,+i(x) =0(&(x)) for all 
n E Z. So 0-i is the inverse of 0, 00 is the identity, and if n> 0 then Ba 
is the n-th iterate of 0. 
If 0 <x.< b, and x is fixed, then e,(x) decreases exponentially if x is 
fixed and n -+ co. Actually we have 0,(x) =O(c*) (see (v)). Similarly, 
b - f&(z) decreases exponentially if n --f - co, since U(b) > 1. (For a general 
discussion on these iteration questions we refer to [2], ch. 8). 
The function g will be assumed to be real-valued and continuous on 
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the interval O<x< b, with g(0) = 0, and such that g(x)/x is bounded on 
O<x<+b. 
We shall also use on O<x<6 an auxiliary function Z which has to have 
the following property: if h is defined by 
(2.1) wJ4 = g(x) - zt4 + WWL 
(2.2) ZL lwMx))I 
converges for every x in 0 < x < 6, and uniformly in every interval al < x < b 
with O<ai < b (note that it suffices to require uniformity in an interval 
8(x0) GXGXO with some xo E (0, b)). 
We quote two examples. First, if g(x) =x for all x, then we can take 
(2.3) Z(x) = - 6 log (b-x)/log (e’(b)). 
It easily follows from (vi) that h(x) =0(x-b), and that guarantees the 
convergence of (2.2). 
Secondly, if b = 1, g(x) = - log (1 -x) then we can use 
(2.4) Z(x) = (log (l- “12 _ 4 log (1 -x), 2 log S’( 1) 
which again leads to h(x) =0(x-b). 
In general, the existence of 2 (such that (2.1) and (2.2) hold) is no 
problem (we can prescribe Z(x) arbitrarily on some interval 8(x0) <x<xa 
and continue it such that (2.1) holds with h(x) = 0 for all x>xa; cf. the 
discussion on (3.1) in section 3). But what we want, of course, is a function 
2 that is easy to handle, at least asymptotically. 
3. TWO RELATED FUNCTIONAL EQUATIONS 
We consider the functional equations 
(3.1) ww =w4 
(3.2) df(e(x)) = eyb)qx). 
It is easy to construct all solutions of (3.1) on 0 <x< b. We take an 
arbitrary x0 in that interval and prescribe L(x) arbitrarily for 8(x0) <x <x0. 
Since en(xo) -+ 0 if n -+ +OO, e-,(x ) 0 + b if n -+ - co, this function can 
be extended to a solution of (3.1) for 0 <XC b : for every x E (0, b) there 
is a unique n E Z with e,(x) E (0(x0), x0]. 
As to (3.2) it suffices to produce a single positive solution on (0, b), 
since every other solution is the product of that positive solution and a 
solution of (3.1). 
Equation (3.2) is directly related to the Schroder equation: if we define 
co, al, f by co(z)=M(b-s), f(x)=b-e-~(b-x), al=(W(b))-1, we get the 
Schroder equation @(f(x)) = aim(x) for which an infinite product solution 
was described in [2, section 8.31. In our present notation it amounts to 
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the following. If q is defined by 
s(x)=e’(b)b;e_j(z) (O<x<b) 
we have q(x) = 1 + O(b -x) by ( vi, section 2). It follows. that we can define 
a function MO by 
(3.3) Jfo(x) = (b -4 -J--gzo ~(L(x)) 
(note that b-e-,(x) t en d s exponentially to zero). It is easy to verify that 
MO satisfies (3.2) and that NO is continuous and monotonically increasing. 
If L satisfies (3.1) then there obviously exists a periodic function v 
with period 1 such that 
(3.4) .L(x)=v (‘p,:$g’) * 
As MO(X) N b-x if x< b, x -+ b, it requires only light smoothness con- 
ditions on L in order to get from (3.4) to 
(3.5) L(x) =v so(l) (x<b, x--f b). 
Continuity of L on [0(x0), x0] is sufficient; this implies continuity of v. 
4. THE SUM Fg 
Let 0 and g satisfy the conditions of section 2. We define 
(4.1) F’,(x)= ~FLJ de,(x)) (O<x<b). 
The series converges rapidly since e,(x) tends exponentially to zero, and 
g(x) = O(x). Obviously 
(4.2) ux)=gw+ue(x)) (O<x<b). 
We want the behaviour of Fg(x) for x -+ b. Let us assume we have a 
function Z as described in section 2, i.e. with uniform convergence of 
(2.2) for every interval a<x<b (if O<a<b). Por O<x<b, we now define 
J&4 by 
(4.3) L(x) = lim,,, ux= + guh(o --w-dw. 
The existence of the limit follows from the convergence of (2.2), and we 
can write 
(4.4 L(x) =E$(x) -Z(x) + zInM_l wn(x)). 
By (4.2) and (2.1) we obtain 
L(x)=L(e(x)) (O<x<b), 
i.e. L satisfies (3.1), and has the form (3.4). 
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Because of the uniform convergence of (2.2) we have 
zz1 h(L(x)) --f 0 (x<b, x + b), 
since xF=‘=, h(8+(y)) = z=, TL(B-,(x)) if y =0,(x), and y E (a, b) as soon as 
x E (&,(a), b). Thus we have obtained, as our main result, 
(4.5) limz<b,z-4 (F,(x) -Z(x) -L(x)) = 0. 
Formula (4.4) presents a quite useful representation of L(x). In the 
special case where g(x) =x (0 <x < b) we can also use the function MO of 
section 3. We define 2; by (2.3), whence 
-b 
z(e-fi(x)) - log e,(b) Jfoc4 log (eyb)p ( ) 
-to (n-+-co), 
and now (4.3) gives 
(4.6) -w4 = w4 - ~ZEL (b -h(X)) + & log MO(X). 
Note that the two series, as well as the product expansion of MO(X), are 
rapidly convergent. This can be used to show that this function L is 
continuous. It follows that it satisfies (3.5) (whith a constant periodic 
function v). 
5. APPLICATIONS 
(i) First we take the function P defined by (1.1). According to (4.2) 
this equals fi‘,, where g(x) =x, and e(x) =x2+ x3, if we take b = &( - 1 + 1/5), 
i.e. the positive root of x=x2+x 3. We have W(b)=&(7--5). By (4.5) 
we have 
b 
p(x)= - log e’(b) -- log (b-x)+L(x)+o(l) 
if x<b, x -+ b. The term o(1) can be replaced by 
- z1 h(e-da 
(ii) Next we take a look at H(x) of (1.2). We take b = 1, e(x) =x” 
(r is a real number > l), g(x)= - log (1 -x), and Z(x) as in (2.4). By 
(4.2) we have P,= H. Now (4.5) gives 
H(x) = (log (l -x),” 
2 log r -ilog (l--x)+L(x)+o(1), 
and this is in accordance with (1.4). Note that if W(log log x-i) is ab- 
breviated as U(x), then U(x)= U(xr) (since W is periodic with period 
log r). 
(iii) Let us take the simpler case where still b = 1, 0(x) =xr, but now 
g(x)=x~ with some positive constant c. This means that Pg(x) =P(x; c), 
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where P(x; c) is defined by 
P(x; c)=xc+Xcr+Xcr2+.... 
We take b = 1, and 2 as in (2.3) (this works for every g with g(x) = 1 + 
+0(x-l)), and now (4.5) gives 
F(x; c)= - 
log (1 -x) 
log r 
+L(x)+o(1) (z + 1) 
with L(x) = L(C). Actually, by the method of [l] an explicit formula for 
P(x; c) can be produced; it is just a bit simpler than the one for (1.2). 
It is 
+*+ 
+ zg --oo ak exp %Lik 
log log x-1 
log r > 
+ 2% /J?&(log +p, 
where bk = T( 2&lc/log r) (log r)-1 c2xik”ogr, 
,$ = cn( - I)“-‘/(n!(r” - 1)) 
and y is Euler’s constant. We mention that it is easy to verify, as a check, 
that F(x; c) =xe+J’(x; cr). 
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