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CHAPTER 1
INTRODUCTION
“The very ﬁrst of all, CHOAS came into being.” Hesiod, Theogeny 116
In July 1687 the ﬁrst complete edition of Newton’s Principia was published.
In these books Newton managed to formulate the science of mechanics in terms of
just three basic laws. He also included a systematic mathematical framework for
exploring the implications of these laws. With the advent of this work science be-
gan an exponential growth, with scientists having a tool to predict the behavior of
mechanical objects. Newton’s laws were such a success that the overriding view of
every phenomena occurring in nature became one which was inherently deterministic.
Although Newton’s equations are the correct starting point of mechanics, in general
they only allow for predicting long time behavior of integrable mechanical systems.
Unfortunately nature does not contain many of examples like this, and so for the
most part, Newton’s laws are useful in only predicting the short time behavior of a
system.
Maybe more than anything else it was hoped that Newton’s laws be able to help
understand the solar system. Questions of the stability and evolution of the solar
system have been circling in the scientiﬁc community for a long time. Its apparent
clock-like regularity and the accuracy with which the planetary motions could be
computed attracted the curiosity of many scientist and led to the question of the
stability of the solar system. The question was so pressing that in 1885 as part of a
contest organized by Mittag-Leﬄer, in honor of King Oscar II of Sweden and Norway,
Weierstrass posed a question for which the answer could potentially solve the stability
problem. The question reads as follows “For an arbitrary system of mass points
1
2which attract each other according to Newton’s laws, assuming that no two points
ever collide, give the coordinates of the individual points for all time as the sum of a
uniformly convergent series whose terms are made up of known functions” 1. At the
time, Newtonian mechanics was still giving an accurate description of the motion of
the bodies in the solar system. The discovery of Neptune was prompted by an attempt
to explain a discrepancy between the predicted and observed trajectories of Uranus.
Although solving the problem of the dynamics of three gravitationally interacting
bodies even today is not analytically possible in a general form, many predictions of
planetary locations were performed by considering only the interaction of each planet
with the sun, and then taking into account the perturbations due to the interactions
of the planets with each other. Henry Poincare´ entered the contest and won the prize
for solving the problem twice. He ﬁrst submitted a complex and innovative entry
that demonstrated the stability in the three-body problem and claimed the winning
entry. After its publication it was pointed out that Poincare´ had made a signiﬁcant
error in his proof. Mittag-Leﬄer gave a dramatic response, requiring that every copy
of the Acta Mathematica where the proof had appeared be recalled and destroyed.
Subsequently, Poincare´ revised his proof and again won the prize; however, this time
his work contained the opposite conclusion: the stability of the solar system could
not be guaranteed. Poincare´ later indicated that minute diﬀerences in the initial
condition of a system could lead to wildly diﬀerent outcomes. Small and inevitable
errors in knowing the state of a dynamical system necessarily forbid accurate, long-
term predictions of the system’s evolution; this is the corner stone of chaotic systems.
In other words even though it’s possible to describe a chaotic system by a set of
deterministic equations, its dynamics are inherently unpredictable, and appear to be
random.
Several decades after Poincare´’s proof, long term predictions in mechanics re-
mained a seldom investigated research topic in Physics. No further progress was made
3on the problem until the 1950’s and 1960’s when the stability problem was indepen-
dently revisited by A.N. Kolmogorov, V.I. Arnold, and J. Moser. Their research led to
the important KAM theorem 2–4 stating essentially that series expansions describing
the motion of some orbits in many-body systems are convergent provided the natural
frequencies associated with these orbits are not close to resonance. With their results,
the solar system was found stable in certain conﬁgurations and unstable in others.
In addition, in the case of small perturbations most of the possible conﬁgurations are
stable.
The invention of computers with high computational speeds boosted research
on chaos because of the ability to simulate an inherent complex system. Simulta-
neously, with these hardware developments chaos has became increasingly intriguing
for scientists of diverse disciplines. The reason for this may be two fold. Firstly, the
study of chaos has provided new conceptual and theoretical tools with which we can
now understand the behavior of complex systems. Secondly, chaotic behavior is wide
spread in nature. It shows up in mechanical oscillators, electrical circuits, lasers, non-
linear optical systems, chemical reactions, nerve cells, heated ﬂuids, and many other
systems. Some examples are in the study of cardiac rhythms 5, chemical reactions 6,
and disease epidemiology 7.
Before going any further we should ﬁrst attempt to answer the question, “What
is chaos and how should we deﬁne it?” Although the term chaos was introduced 8
to refer to ”deterministic randomness” in dynamical systems, it is diﬃcult to give
a deﬁnition that is universally accepted. Regardless of how it is deﬁned, all chaotic
systems share a few important characteristics.
1. A dynamical instability leading to unpredictability is a central characteristic
of chaos. This instability is exponential rather than linear in time, since if linear,
predictability is possible even if there is a slight uncertainty provided a suﬃciently
long history of the system is known. On the other hand, in the exponential (chaotic)
4case, knowing the system’s history beyond the initial conditions does not add to the
predictions of the system 9.
2. Chaos cannot be explained by external noise 9 since the instability is purely
deterministic and intrinsic to the dynamics.
3. Chaotic behavior occurs for a range of conditions in phase space and is in
this sense global. Also, the chaotic trajectories should be ergodic, so that they even-
tually wander throughout the possible range of chaotic trajectories. Noting that, it is
also possible to ﬁnd disconnected regions of chaos in weakly perturbed Hamiltonian
systems and in dissipative systems.
4. The system should be in some sense bounded, to avoid trivial exponential
separation of trajectories, as in x(t) = x0exp(t) for diﬀerent x0. To keep the tra-
jectories conﬁned as they separate from each other, there must be some notion of
“stretching and folding,” as exempliﬁed in the Smale horseshoe map 10. Another
related property is that each point on a chaotic trajectory should lie arbitrarily close
to a periodic trajectory (i.e., a trajectory that repeats itself in ﬁnite time) 11.
5. The physical model of the system should be simple. It is surprising that
simple systems such as the three-body problem can give rise to such complicated
and unpredictable behavior, but complicated behavior is not surprising in a system
with many degrees of freedom. So, for example, although Brownian motion is unpre-
dictable, a deterministic physical model would include the collisional interactions of
a macroscopic number of gas molecules; hence, we would not call this system chaotic.
(Note that there are methods for analyzing data to distinguish low-dimensional chaos
from such high-dimensional noise 12,13.)
1.1 Chaos in Quantum Mechanics
There is much debate over what is meant by quantum chaos. The diﬀerences
between quantum mechanics and classical mechanics raise questions about whether
chaotic behavior exists in quantum mechanics; how can it be deﬁned and measured?
5One can approach the problem of quantum chaos by asking what kinds of chaotic
behaviors can be found in quantum systems. Part of the diﬃculty in carrying over
classical chaos to quantum mechanics is that classical chaos is often deﬁned in terms of
the divergence of nearby trajectories, which does not have a straightforward quantum
analog. However, to put it naively, the Heisenberg uncertainty principle makes it
impossible to consider inﬁnitesimal diﬀerences between initial conditions in the usual
sense that we mean in classical mechanics. To illustrate this point, consider two states
|α〉 and |β〉 whose overlap at time t = 0 is |〈α(0)|β(0)〉|2 = 1 − , where  is very
small. If the time evolution is governed by a unitary operator,
Uˆ(t)|α(0)〉 = |α(t)〉 (1.1)
Uˆ(t)|β(0)〉 = |β(t)〉 (1.2)
The overlap at time t is
|〈α(t)|β(t)〉| = 〈α(0)|Uˆ †(t)Uˆ(t)|β(0)〉 (1.3)
= 〈α(0)|Iˆ|β(0)〉 (1.4)
= 〈α(0)|β(0)〉 (1.5)
Thus, if two nearly identical wave packets evolve, even in a nonintegrable sys-
tem, the wave packets will remain close in the sense that their overlap integral is
preserved under unitary time evolution. In other words, there is no exponential sen-
sitivity to initial conditions in state space. However, if one uses this argument against
chaos one could also apply it to the overlap integral of two classical phase space dis-
tributions evolving by the Liouville equation 10. What if instead of proposing small
perturbations to the quantum state we talked about sensitivity to parameter pertur-
bations? In this case, taking two initially identical wave packets and allowing them
to evolve under slightly diﬀerent Hamiltonians will cause their overlap to drop ex-
ponentially under chaotic conditions, but remain large in the stable case, 14–16 since
the quantum states associated with chaotic regions in phase space are sensitive to
6parameter perturbations. Schack et.al 17,18 extended this idea to study the sensitivity
of wave-packet evolution under randomly perturbed Hamiltonians showing marked
diﬀerences between stable and chaotic conditions. There is also the notion of ﬁnite
time quantum chaos. For instance, in the initial diﬀusive phase of the quantum kicked
rotor 19, focusing on the short-time dynamics, the behavior resembles that of classical
chaos. Another case would be initially localized wave packets that show exponential
instability for short times 20–22. Further work in this area has been carried out by
Chirikov 23. Coupling a quantum system to a classical one can give rise to chaotic
behavior. Some examples are the case of two-level atoms in a cavity coupled to a clas-
sical ﬁeld 24, or more generally a quantum-mechanical oscillator coupled to a classical
oscillator 25. It has also been proposed that if a classical chaotic system is quantized,
that is a quantum mechanical system is created from a classical one, chaos is possible.
Blu¨mel has proposed 26 three broad categories for quantum chaotic systems;
1) A purely quantum system which shows exponential sensitivity to initial con-
ditions.
2) A semiclassical system in which both quantum and classical variables can
behave chaotically due to the quantum coupling to at least one classical degree of
freedom.
3) A quantum system for which the classical analog is chaotic. The last case is
the most common one and will be considered in this thesis the in form of the quantum
kicked accelerator.
To get a clearer idea of what chaos is and how it works let us point out some
important characteristics of classically chaotic systems 10,27. We will start oﬀ with the
pendulum Hamiltonian, in order to demonstrate some basic principles of the phase
space, often the main tool in studying chaos. Then we will give a brief overview of
the delta-kicked rotor, a much studied classical chaotic system and subsequently look
into what the delta-kicked rotor would show us if studied under quantum mechanical
conditions.
71.2 The Pendulum Phase Space
Any N -degree of freedom Hamiltonian system which has N constants of motion
is completely integrable. In other words, those dynamical systems which have as
many constants of the motion as degrees of freedom are integrable. Therefore, any
1-degree of freedom, autonomous system (like the pendulum, for example) has the
Hamiltonian as a constant of the motion, and is therefore integrable. A useful tool
in studying a system’s diﬀerent types of motion is a phase space plot. Such a plot
consists of the canonical coordinates p(t) vs. q(t) for all t and for a given set of
initial conditions. Fig. 1.1 shows a phase space plot for a pendulum depicting all the
possible types of motion of the system. The importance of understanding this plot
is due to the fact that the pendulum plays a central role in the analysis of near-
integrable systems 28. The phase space plot shows three diﬀerent energy/momentum
regimes each corresponding to a type of motion represented by a trajectory in the
phase space. The ﬁrst type shows the eﬀect of the potential on the free motion of the
pendulum, and the last two are related to the hyperbolic and elliptical ﬁxed points
of the system. The trajectory labeled A in Fig. 1.1 is the ﬁrst type; it occurs at
large momentum values where the total energy is larger than the maximum potential
energy and shows unbounded rotation. As can be seen in the plot, with the growth of
the kinetic energy, the eﬀect of the potential is that it just perturbs the free motion
of the pendulum, shown by the ﬂattening of the trajectories. The normal resting
point of the pendulum, an elliptical or stable ﬁxed point at the center (labeled B in
Fig. 1.1), shows the second type of motion. Small amplitude swinging or vibration of
the pendulum gives rise to the closed contours surrounding this point. This collection
of closed curves is called an island for that ﬁxed point. On each curve, p and q oscillate
with exactly the same frequency. As we get closer to the ﬁxed point at the center, this
frequency approaches that of a harmonic oscillator, ω = K1/2. Moving toward the
edge, ω approaches zero. The boundry of the island is the last type of motion noted
by C. This is the trajectory which connects the hyperbolic or unstable ﬁxed points
8−3 −2 −1 0 1 2 3
−3
−2
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0
1
2
3
q
p
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Figure 1.1. Example of a classical pendulum phase space. The trajectories near A
show unbounded rotation in q. Trajectories near B show the stable
oscillations that make up the island around the central stable ﬁxed
point. The points at C are the unstable ﬁxed points which are the
limit points for separatrix trajectories.
9on either side of the stable ﬁxed point, we call this trajectory the separatrix. This
trajectory divides the two previous regions and the unstable nature of its endpoints
provides the necessary conditions for the growth of stochastic behavior even under
slight perturbations. Two other aspects of this ﬁgure are worthy of note. Firstly, the
arrows on each trajectory represent the direction of the ﬂow and the trajectories do
not intersect each other due to the deterministic nature of the motion. Secondly, the
trajectories of any set of points within a closed curve, will remain inside the trajectory
of the closed curve and the area spanned by these points will remain constant as they
ﬂow in the phase space.
It should be noted here that another plot frequently used when studying chaos
is Poincare´’s surface of section plot. This is a very useful tool getting an idea of a
system’s integrability. On such a plot the points of intersection of a trajectory with a
plane through phase space are plotted. If the phase space only consists of closed curves
or periodic points it implies integrability where as a phase space including seemingly
randomly scattered points indicates global chaos. A plot showing a mixture of the
two above cases indicates a non-integrable system with regions of both chaotic and
regular (quasiperiodic) dynamics. For a one-dimensional time dependent system, this
takes the form of a strobe plot, a plot where the coordinate and canonically conjugate
momentum are plotted against each other periodically in time.
1.3 The Delta-Kicked Rotor
To study the properties of the transition to chaos, the models most used are
nonlinear one dimensional systems that are driven by an external ﬁeld. The impor-
tance of these systems is due to the fact that the location and size of resonances can
be controlled by changing the frequency and amplitude of the external ﬁeld. One
model that has played an important role in understanding some aspects of the tran-
sition to chaos in classical or quantum systems is the delta-kicked rotor (DKR) 27,29.
The DKR is an attractive system to study for several reasons, the most important
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being that it is simple enough to be reproduced both experimentally and numerically.
Mathematically it can be described by a discrete map called the standard map where
properties can be used to study general characteristics of chaotic behavior near a
perturbed resonance. We will start by studying the classical case and subsequently
investigate what physical attributes it will have in the quantum regime.
1.3.1 The Classical Delta-Kicked Rotor
Figure 1.2 shows a pendulum, a freely rotating rigid mass where the constant
force of gravity provides torque. In the DKR the diﬀerence is that this gravitational
force is turned on at discrete times independent of the position of the rotor. Thus
a force is applied which depends on where the rotor is when the kick begins. If
the rotor moves little between pulses, its position will be very predictable and will
look like the pendulum, in the limit of continuous small pulses. However, if a single
kick is large enough to change the momentum enough to make the position change
signiﬁcantly before the next kick, then the angular dependence allows the subsequent
kick to be completely diﬀerent in size. That is, series of such kicks will have the
appearance of a random walk in phase space. This explains why the degree of chaos
depends both on the well depth and the period since both conspire to increase the
displacement between kicks. The dynamics for such a system are generated by the
following Hamiltonian.
H =
J2
2I
+ K cos(ϕ)
∑
n
δ(t− nT ), (1.6)
where J is the angular momentum of the rotor, ϕ is its angular position, and I is its
moment of inertia. The parameter, K, is just the strength of the kicks, also called
the stochasticity parameter and is proportional to V0T (in the MKS system), where
V0 is the well depth of the potential and T is the period of kicking. We can now write
the resulting Hamilton’s equations of motion
dJ
dt
= −∂H
∂ϕ
= K sin(ϕ)
∑
n
δ(t− nT ) (1.7)
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Figure 1.2. The physical picture of a rotor can provide intuition on many of the
characteristics of the delta kicked rotor.
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dϕ
dt
=
∂H
∂J
=
J
I
(1.8)
The rotor is given a delta function kick at times t = nT . However, between the kicks
no force acts so the rotor evolves freely. Therefore, between the kicks J is constant,
and ϕ evolves linearly. At the kick, J changes discontinuously so that the rate of
growth of ϕ between diﬀerent kicks will diﬀer. Let us now integrate Eqs. 1.7 and
1.8 from a time just before the kick at t = nT to a time just before the kick at
t = (n + 1)T . The only contribution form the force comes at t = nT . Thus,
Jn+1 − Jn =
∫ ((n+1)T )−
nt−
dt
dJ
dt
(1.9)
=
∫ ((n+1)T )−
nt−
dtK sin(ϕ)δ(t− nT ) = K sin(ϕn)
ϕn+1 − ϕn =
∫ ((n+1)T )−
nt−
dt
dϕ
dt
=
∫ ((n+1)T )−
nt−
dt
Jn+1
I
=
Jn+1T
I
(1.10)
If we set I = 1 and T = 1, we obtain
Jn+1 = Jn + K sin(ϕn) (1.11)
ϕn+1 = ϕn + Jn+1 (1.12)
This is the standard map which was used to generate Fig. 1.3, and other surfaces
of section for the DKR in Chapter 4. Notice that the single parameter K completely
determines the behavior of this system, and thus its phase space, as shown in Fig. 1.3.
For K = 0 we see lines of constant momentum (KAM-tori) corresponding to the free
rotor. Then, as we increase K, we see the KAM-tori distort and break apart as
resonances form. By K = 2 we see large regions of chaos with isolated islands. At
K ≈ 4 the primary island becomes unstable, making the phase space for K > 4
predominantly chaotic. Our experiments work around K = 2, where the island size
is big enough that the linear momentum gain (changing with kick number) for atoms
with initial conditions overlapping with the stability islands is observable.
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Figure 1.3. Evolution of DKR phase space as a function of the stochasticity parame-
ter, K. K ≈ 1 marks the onset of global chaos which is seen at K = 2
by the diﬀused “sea of chaos” surrounding the stable islands, allowing
unbounded transport through the phase space. Note that each tile is
2π wide in φ, and 4π high in ρ.
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1.3.2 The Quantum Delta-Kicked Rotor
The quantum delta-kicked rotor (QDKR) has played an important role in the
ﬁeld of quantum chaos. It has been studied in some detail by various authors 30–32
and a wide range of eﬀects have been predicted 27. To arrive at the quantum model
of the DKR we start by quantizing Eq. 1.6. This system is easily achieved with an
angular momentum operator given by, Jˆ = ı ∂
∂ϕ
. Thus the Schro¨dinger equation is,
ı
∂ψ(ϕ, t)
∂t
= −
2
2I
∂2ψ(ϕ, t)
∂ϕ2
+ K cos(ϕ)
∑
n
δ(t− nT )ψ(ϕ, t), (1.13)
where ψ(ϕ, t) is the probability amplitude to ﬁnd the rotor at angle ϕ, and at time t.
Let us now write the state of the system at time t = 0, just after the ﬁrst kick as a
superposition of plane waves of momentum n,
ψ(ϕ, 0) =
∑
n
ψn(0)e
ınϕ. (1.14)
Then between successive kicks, which we choose as 0 < t < T , where T is the time
right before the kick at time t = T , the system evolves freely and the state of the
system is described as
ψ(ϕ, t) =
∑
n
ψn(0)e
ınϕe−
ın2t
2I , (0 < t < T ). (1.15)
What we want now is the state of the system just after the kick at time t = T . If we
integrate Eq. 1.6 across the kick,
ı
∫ T+
T−
dt
∂ψ
∂t
+

2
2I
∫ T+
T−
dt
∂2ψ
∂ϕ2
−K
∫ T+
T−
dt cos(ϕ)
∑
n
δ(t− nT )ψ = 0 (1.16)
Then as → 0 the contribution of the middle term is zero and the change in the state
of the system is determined by the equation
ı
∂ψ
∂t
= K cos(ϕ)
∑
n
δ(t− nT )ψ at t = T (T− < t < T+), (1.17)
where the solution is
ψ(ϕ, T+) = e−ı
K

cos(ϕ)ψ(ϕ, T−). (1.18)
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Now if we combine Eqs. 1.15 and 1.18, we obtain
ψ(ϕ, T+) = e−ı
K

cos(ϕ)
∑
n
ψn(0)e
ınϕe−
ın2t
2I (1.19)
Eq. 1.19 relates the state of the rotor at time t = T to its state at t = 0.
1.4 Experiments in Quantum Chaos
Progress in the ﬁeld of quantum chaos has been heavily theoretical but during
the past few decades many experiments have been carried out to complement the
theoretical advances. In this section we give a glimpse of the experimental work in
quantum chaos, demonstrating its importance in a variety of systems. Experiments
done by Bayﬁeld and Koch in 1974 on multi-photon ionization of highly excited
hydrogen atoms provided the basis for work which later lead to evidence of dynamical
localization. Speciﬁcally, under certain experimental conditions the classical theory
no longer agreed with the data while the analytical theory of localization was in
agreement with the experimental results 33–35. Rydberg atom ionization experiments
have given rise to a variety of interesting phenomena 36, such as scarring eﬀects 35,37
and eﬀects due to “metamorphoses” of classical resonances as the ﬁeld strength is
varied 38. Spectroscopy of atoms in external ﬁelds also provided a frequency-domain
arena for tests of quantum chaos, including level statistics 39,40 and the inﬂuence of
periodic orbits 41–43. The statistics of resonances in atoms, molecules, and nuclei have
also been shown to exhibit level-repulsion eﬀects 14. As mentioned before, mesoscopic
semiconductor structures provide an important arena for the study of quantum chaos
44. Conductance measurements of semiconductor billiard structures show “universal
conductance ﬂuctuations” and weak localization eﬀects with the application of strong
magnetic ﬁelds 44,45. The tunneling current through quantum-well heterostructures
(“resonant tunneling diodes”) can also be understood in terms of unstable periodic
orbits in a chaotic regime 46 and show eﬀects due to scarring 47. Semiconductor
antidot lattices provide a diﬀerent setting for studying conductance ﬂuctuations with
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applied magnetic ﬁelds 48,49, giving an experimental realization of the Lorentz gas
44. Another related billiard-like system is the “quantum corral” 50, where a scanning
tunneling microscope (STM) can be used to move individual atoms on a surface to
build a conﬁning structure for electrons. A diﬀerent class of experiments explores
the area of “wave chaos,” exploiting the formal equivalence of various other wave
equations to the Schro¨dinger equation under certain circumstances. Perhaps the
most notable among these are the microwave-cavity billiard experiments 44, in which
such topics as level statistics 51, scarring 52, dynamical localization 53, chaos-assisted
tunneling 54, and a trace formula 55 have been studied. This line of analysis has
been extended to the study of deformed micro-disk cavity lasers, which act as open
billiard systems in the optical domain 56. A similar realization of wave chaos occurs
with the mechanical vibrations of aluminum blocks 57 or rigid plates 44,58, and billiard
type experiments can be carried out using surface waves 59,60 or ultrasonic waves 61
in ﬂuids. Many of these billiard-type experiments are reviewed in 44. Finally, the
equivalence of the electromagnetic equation in the paraxial approximation with the
Schro¨dinger equation can be exploited to create an optical realization of the kicked
rotor 62,63. Atomic physics has also been an active front in quantum chaos research.
In the following we will give a more detailed review of our groups contribution in this
area.
1.5 Quantum Chaos in atomic physics
Theoretical work on this subject had largely concentrated on the investigation of
idealized systems such as the quantum delta-kicked rotor (QDKR) which was already
well known from extensive work in the classical regime 28. The experimental study
of this system gained new impetus through its realization using laser cooled atoms
exposed to a corrugated potential from a pulsed oﬀ-resonant standing light wave 64.
This system has subsequently led to many discoveries in the ﬁeld of quantum chaos
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including observation of quantum resonances 64,65, dynamical localization 66,67 and
quantum diﬀusion 68,69.
The delta kicked accelerator is another example which has been widely used in
studying aspects of the transition to chaos in classical and quantum systems 27. Again
advanced cooling and trapping techniques has brought the study of the quantum delta
kicked accelerator (QDKA) to the experimental frontiers. Experimentally, the QDKA
was ﬁrst realized in the Oxford group in 1999 by exposing a sample of laser cooled
atoms to a pulsed oﬀ-resonant standing wave of light in the direction of gravity 70. The
most striking feature of this experiment was the observation of quantum accelerator
modes (QAMs) which are characterized by their linear momentum gain with pulse
number. Quantum accelerator modes appeared close to quantum resonance times
which are integer multiples of the half-Talbot time 70. At the Talbot time, plane
waves with certain initial momenta in the kicking direction acquire a phase factor of
2π. QAMs have applications in the ﬁelds of quantum chaos 71,72, atomic physics 73,74
and nonlinear dynamics 75.
In order to understand the observed behavior of the quantum accelerator modes,
Godun et. al 73 developed a model based on the interference (referred to as interfer-
ence model hereafter) between diﬀerent momentum states populated by diﬀraction of
the matter waves from the diﬀraction gradient created by the pulsing standing wave
light.
Soon after, Fishman, Guarneri, and Rebuzzini (FGR) 76 developed a pseudo-
classical method to study the QDKA (-classical model hereafter). They showed that
for time intervals between kicks close to a resonance, a classical treatment of the
QDKA is possible. Using this approach they attributed the QAMs to the stability
islands that appear in the underlying pseudo-classical phase space of the QDKA.
In the experiments conducted at Oxford, the cold atomic samples had a mo-
mentum distribution signiﬁcantly wider than two recoil momentum and therefore one
could not observe the discreteness of the atomic wavefunction after applying standing
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waves. This experimental limitation prevented further investigation of the creation
mechanism of the QAMs. Furthermore, this technical limitation has also made it dif-
ﬁcult to quantitatively validate either of the theoretical models and their predictions.
However, the fact that the interference model failed to predict higher order QAMs
has played in favor of the -classical theory such that it has been adopted by the
subsequent research eﬀorts related to QAMs.
A straightforward way to over come this limitation would be to use a sample
of atoms with much lower temperatures than the laser cooled atoms utilized in the
Oxford group. A Bose-Einstein condensate (BEC) seemed to be an excellent candi-
date for such experiments with the additional advantage of being a pure quantum
mechanical system with macroscopic size. To this end a BEC was realized at OSU in
2004 using and optical trap 77
1.6 A Brief History of the Realization of the Bose-Einstein Condensate
At the time when our lab was established there were two approaches towards
realizing a BEC. The ﬁrst method was very well known, using magnetic traps and
rf evaporative cooling. This method was developed by Eric Cornell, Carl Wieman
and co-workers at JILA in a remarkable series of experiments leading to the ﬁrst
production of BEC in a dilute gas of Rubidium atoms using a TOP trap in 1995 78.
Shortly thereafter Wolfgang Ketterle and co-workers at MIT created a BEC of sodium
atoms also in a magnetic trap 79. An interesting review of the historical development
of laser cooling and the achievement of BEC can be found in review articles by
Phillips 80 and Cornell et al.,81. In short, the steps leading to the realization of BEC
within these groups consisted of pre-cooling the atomic vapor using laser cooling
techniques to sub-mK temeratures , transferring these atoms to a magnetic trap
and subsequently cooling to the BEC transition with evaporative cooling induced by
energy an selective spin transition. While their method was ingenious, it was also
slow, requiring evaporative times on the order of minutes. The system needed to
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be very well isolated from stray rf and optical ﬁelds. Having an alternative rapid
technique for producing BEC thus became a desirable goal.
In a diﬀerent approach, all-optical methods of reaching the BEC phase transi-
tion have been pursued since the early days of laser cooling. Despite many impressive
developments beyond the limits set by Doppler cooling, including polarization gradi-
ent cooling 82, velocity selective coherent population trapping 83, Raman cooling 84–86,
and evaporative cooling in optical dipole traps 87–91, the best results, as far as the
phase space density was concerned, was a factor of 10 away from the BEC transition
90,91. Hence, optical traps played only an auxiliary role in BEC experiments. For
example, a group at MIT used a magnetic trap with an optical dipole to reversibly
condense a magnetically conﬁned cloud of atoms restoratively cooled to just above
the BEC transition 92. Additionally, Bose condensates created in magnetic traps had
been successfully transferred to shallow optical traps for further investigations 93–96.
Finally, it was Michael Chapman’s group at Georgia Institute of Technology that
announced the ﬁrst creation of a BEC using an all-optical method in 2001 97. Soon
after, the Grimm group at Innsbruck condensed Cesium atoms using an all-optical
technique 98. In spite of the successful demonstration of the all-optical approach,
there was little known about how the method worked. In a surprising coincidence,
our group and the Weiss group at Pennsylvania state university independently realized
that an important factor in eﬃcient loading of an optical trap was its volume. These
eﬀorts led to the invention of time averaged optical traps 77 by our group and the
compressible crossed dipole trap technique 99 for creating BEC by the Weiss group.
These techniques have streamlined achieving BEC using the all-optical approach and
have become a robust method for the creation of condensates.
1.7 Organization
The following chapters describe the work I carried out in the BEC laboratory
at Oklahoma State University. The broad aim was to study quantum accelerator
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modes utilizing a BEC of Rb87 atoms, in which only optical methods were used.
However before this research could be carried out it was necessary to develop a new
set of techniques for creating the condensate. This involved upgrade the existing
setup which used a crossed beam optical trap to one that used a single beam. This
would make the experiment much more robust and allow for the production of larger
condensates. In accordance with these goals this dissertation has been organized as
follows.
In Chapter 2 a review of the Physics of laser cooling and trapping of neutral
atoms is presented. The steps required to make a BEC starting from preparing
magneto-optical traps as a source of cold atoms, loading them into a wide optical
trap, and compressing these traps into tighter ones for eﬃcient evaporative cooling
will be explained.
The experimental setup will be brieﬂy reviewed in chapter 3. The theoretical
models for QAM’s will be studied in Chapter 4. There are essentially two prevailing
models for QAM studies and in this chapter we will see the fundamental equivalency
of the two. Further development of the interference model will be also pursued in
order to explain the higher order QAMs. Generalization of those concepts allow the
prediction of the existence of QAM’s at higher order quantum resonances. Our results
are in very good agrement with our observations.
Chapter 5 is dedicated to a detailed experimental study of QAMs in the context
of the −classical model. This chapter demonstrates how using a BEC enables one
to examine this model with an exquisite precision. And in the end, in Chapter 6 we
highlight the possible new directions for this ﬁeld of research.
CHAPTER 2
TECHNIQUES TO COOL AND TRAP
NEUTRAL ATOMS FOR BOSE-EINSTEIN
CONDENSATE
As mentioned in the introduction, BEC is our golden tool for the research pre-
sented in this dissertation. The technical approach for creating BEC is a fascinating
endeavor, one where the ﬁnal experimental set up is truly a ﬁne built machine. To
honestly appreciate this structure a thesis needs to be solely dedicated to how one can
make a BEC. Fortunately for me, this task has already been carried out by Peyman
Ahmadi 100, in his thesis, where he gives a highly detailed account of the experimental
and setup. Therefore, here I will only brieﬂy mention the physical conditions required
for creating a BEC and will continue with a review of the theoretical foundations for
diﬀerent laser cooling techniques of neutral atoms.
The history of BEC began when attempts were made to calculate the black
body spectrum. Satyendranath Bose, in 1924, formulated the distribution of identical
particles (such as Plancks radiation quanta) in a way that allowed him to calculate the
Planck spectrum using the method of statistical mechanics 101. Einstein generalized
Bose’s new idea to include identical particles with discrete energies. The result was
Bose-Einstein (BE) statistical mechanics. The BE distribution is written as
N(E) = 1/(exp(β(E − µ))− 1), (2.1)
where β = 1/kBT , E is the energy of the particle and µ the chemical potential.
Einstein applied the new concept of Bose statistics to an ideal sample of atoms or
molecules that were at thermal equilibrium and trapped in a box. Based on this model
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he predicted that at suﬃciently low temperatures the particles would accumulate in
the lowest quantum state in the box, giving rise to a new state of matter with many
unusual properties 102,103. Conceptually, the eﬀects of quantum statistics (which stems
from the indistinguishability of the particles) arises if the mean inter-particle distance;
(V/N)1/3, where V is the volume of the system, is comparable to the mean thermal
wavelength of the particles λdB,
(
V
N
)1/3 ≈ λdB,
or nλ3dB ≈ 1, which is refereed to as the “phase space density” - the number of atoms
within a volume λ3dB. The process of increasing the phase space to the order of unity
is what we know today as Bose-Einstein condensation.
The experimental realization of BEC has had a long history of its own dating to
the ﬁrst eﬀorts of cooling atoms. The ﬁeld picked up momentum with the advances
in laser cooling. The understanding of how light exerts force on material objects goes
back to the 18th century with Maxwell’s calculation of the momentum ﬂux density of
light. In the early 19th century Lebedev 104 and Nichols and Hull 105 conducted the
ﬁrst laboratory experiments where they observed the light pressure on macroscopic
objects which quantiﬁed the theories. Later in 1917 this phenomena was explained
quantum mechanically by Einstein with momentum transfers through absorption and
re-emission of photons by atoms. Frisch 106 in 1933 showed how an atomic sodium
beam could be deﬂected with resonance radiation from a lamp, where the average
change in momentum was due to scattering of one photon. With the invention of
the laser, Ashkin 107 recognized the possibility of manipulation of atoms with this
intense, narrow-band light. Ashkin called the radiative force the atoms experience
the “scattering force” because it results when light strikes an object and a photon
scatters with no preferred direction, comet tails being an example of such forces
in nature. Another radiative force is the dipole force, which can be thought of as
arising from the interaction between an induced dipole moment and the gradient of
the incident light ﬁeld. This force was ﬁst introduced by Askar’yan 108 in 1962 in
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connection with both plasmas and neutral atoms. In 1968 this led to a proposal
by Letokhov 109 that atoms might be conﬁned along one dimension in a standing
wave of light tuned far from an atomic transition. Two years later Ashkin trapped
micron-sized particles with a pair of opposing, focused beams of laser light.
The idea of laser cooling which is basically the reduction of random thermal
velocities using radiative forces was proposed in two independent papers by Ha¨nsch
and Schawlow 110 and Wineland and Dehmelt 111. Three years later in 1978 Ashkin 112
described how an atomic beam of sodium could be slowed down using the radiation
pressure of a laser beam tuned to an atomic resonance. Furthermore, after being
slowed, they could be trapped in the focus of laser beams which would damp their
motion until their temperature reached the micro-kelvin range.
These were the foundations that paved the way for Steve Chu, Claude Cohen
Tannoudji and William D. Phillips to develop methods to cool and trap atoms with
laser light for which they were awarded the Nobel prize in 1997. Their achievements
led the way to the realization of a BEC (Bose-Einstein condensate) in 1995 by Eric.A.
Cornell, Wolfgang Ketterle, and Carl E. Wieman. This achievement garnered the 2001
Nobel prize in physics.
Before discussing the details of how laser cooling works, the term “temperature”
should be properly deﬁned. When the word temperature is used in Physics the
thermodynamic deﬁnition usually comes to mind. Here temperature is a parameter
of state of a closed system in thermal equilibrium with its surroundings, which is
in thermal contact with the environment. In laser cooling the atoms are always
absorbing and scattering light and thus making major changes to their environment,
additionally there is no heat exchange occurring since light, even though a form of
energy, can not be considered heat. So although the system is in a steady-state
situation, it is not in thermal equilibrium and hence using the word temperature in
the thermodynamic sense is inaccurate.
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Temperature is given as a label that describes how the average kinetic energy
of an atomic sample with a well deﬁned velocity distribution has been reduced, and
is written as
NDKB
T
2
=< Ek >=
mv2rms
2
, (2.2)
Where KB is the Boltzman constant, ND the number of dimensions, < Ek > the
average kinetic energy, and vrms is the root-mean-squared of the velocity.
2.1 Laser cooling mechanism
The process that enables laser cooling is the exchange of energy and momentum
between atoms and the light ﬁeld. In order to get an intuitive understanding of how
light slows atoms down, let us consider an atomic beam with velocity −→v that is irradi-
ated by an opposing laser beam with frequency −→ω = c−→k (See Figure 2.1.) A ground-
state atom that absorbs a photon gains energy ω and momentum −→p absorb = −→k due
to energy and momentum conservation. The recoil −→p recoil = −→p absorb = −→k the atom
experiences during this interaction is along the direction of the laser beam, which
opposes the atoms motion. As a result the atom is slowed by vrecoil = k/m. In
the excited state the atom no longer absorbs further photons. However, the atom
eventually returns back to the ground state by spontaneously emitting a photon with
momentum −→p emitted , recoiling in the opposite direction to the photon. The to-
tal change of momentum the atom receives in this sequence of events is therefore,
∆p = −→p absorb − −→p emitted. Since the emission of photons is random and has no pre-
ferred direction, its contribution to the atom’s momentum averages to zero for a large
number, N , of scattering events. Consequently, the net force an atom experiences
(for N >> 1) is
−→
F scatter = N−→p absorbγ, where γ is the scattering rate and −→F scatter is
referred to as the scattering force.
Although the average momentum transfer to an atom due to spontaneous emis-
sion is zero, its ﬂuctuation is not. The random photon emission introduces an un-
certainty k in the atoms momentum because the direction of the recoil is unknown.
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Figure 2.1. (a) An atom with velocity v encounters a photon with momentum k.
(b) After absorbing the photon, the atom is slowed by k/m. (c) After
re-radiation in a random direction , the atom is on average slower than
(a).
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Therefore using spontaneous emission as the cooling mechanism, the atoms momen-
tum can at best be reduced to precoil = k , which corresponds to a temperature
Trecoil = 
2k2/2mKB, called the recoil limit. In summary, spontaneous emission is
both the dissipative process necessary for laser cooling and the factor which limits
the temperature achievable to the recoil temperature.
2.2 Laser Cooling as a Random Walk
Since the energy and momentum exchange during the interaction is character-
ized by discrete ﬁnite momentum “kicks”, one can describe the motion of the atom by
a random walk through momentum space. A simple model to consider would be an
atom moving only in one dimension and the eﬀect of a standing plane wave. Here, the
randomness arises from the spontaneous emission of a photon, and the uncertainty
of the absorption direction. The steps of this walk are of size k and are generally
much smaller than the momentum of thermal atoms mvrms = KBT
1/2 , as is easily
seen by comparing the two.
k
mvrms
=
√
Trecoil
T
<< 1 (2.3)
The recoil temperature Trecoil = k/2mKB is of the order of a µK for most laser
cooled elements, whereas cryogenic temperatures, for instance liquid helium, are of
the order of a few K. Thus, the scattering of a single photon has a negligible eﬀect
on the overall atomic motion, but many repeated scattering events can result in
large changes in the atomic motion. For example, a typical sodium (23Na) beam
has a velocity v = 105 cm/s , whereas the recoil velocity due to the resonance light
(λ = 589nm) used to cool sodium is only about vrecoil = 3 cm/s . Therefore a sodium
atom has to undergo about 104 scattering events before coming to rest. Assuming a
perfect 2-level atom in the steady state, the atom can remain at most half of the time
in the excited state, which has a lifetime of about t = 16ns for this sodium transition.
Consequently, the atom can scatter a photon about every 32ns bringing the atom to
rest in about 1 ms. A two-level atom conﬁned to motion in one a dimensional (1-D)
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standing wave is the simplest case to model which will be discussed here. At any
time t, an atom with momentum p has the probability +(p) to gain k momentum
and a probability −(p) to gain −k. Note that the probabilities will depend on the
momentum of the atom. The number of atoms with momentum p at time t is given
by the momentum distribution of the atoms W (p, t). After a typical scattering time
∆t (∆t being the average time between two scattering events) the distribution will
change according to
W = W (p, t +t)−W (p, t) (2.4)
= −[+(p) + −(p)]W (p, t) + +(p− k)W (p− k, t) + −(p + k)W (p+ k, t).
The ﬁrst term on the right hand side is equal to the rate at which the atoms with
momentum p receive a momentum kick in the + or − direction. The second (third)
term gives the rate at which atoms with momentum p±k jump toward the momen-
tum p by receiving a momentum kick ±k. As stated before, the momentum kicks
are of order, k and are generally much smaller than the momentum of a thermal
atom p = mvrms. Therefore the last two terms on the right hand side of Eq. (2.5) can
be Taylor expanded as follows:
±(p∓ k)W (p∓ k) = ±(p)W (p, t)∓ k ∂
∂p
[±(p)W (p, t)]
+
(hk)2
2
∂2
∂p2
[±(p)W (p, t)] + O(
k
mvrms
)3 (2.5)
Inserting this expansion into Eq. (2.5) and neglecting terms of order of the last term
in Eq. (2.5) (The validity of the approximation is explained above. See Eq. (2.3)), one
gets
∆W = −k ∂
∂p
([+(p)− −(p)]W (p, t)) + 1
2
(k)2
∂2([+(p) + −(p)]W (p, t))
∂p2
(2.6)
Taking the limit for ∆t→ 0, we get
lim∆t→0
W
t =
∂W (p, t)
∂p
= −∂[M1W (p, t)]
p
+
1
2
∂2[M2W (p, t)]
∂p2
(2.7)
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with
M1 = [+(p)− −(p)] kt (2.8)
M2 = [+(p) + −(p)]
(k)2
t (2.9)
The above equation, as expected, is of the same form as the Fokker-Planck equation:
∂W (p, t)
∂p
= −∂[F (p, t)W (p, t)]
∂p
+
∂2[D(p, t)W (p, t)]
∂p2
(2.10)
with the drift or damping force, F (p, t) = M1 and the diﬀusion term, D(p, t) =
1
2
M2.
The stationary state distribution W (p, t) of the process is found by setting
∂W (p, t)
∂p
= 0. (2.11)
For the case that both the force and the diﬀusion term are time-independent, the
solution to the stationary state is given by
W (p, t) =
C
D(p)
exp(
∫ µ
0
F (p′)
D(p′)
dp′) (2.12)
which can easily be solved once the force and diﬀusion coeﬃcient are known.
2.3 The Rabi Two-Level Problem
Further investigation into the photon-atom interaction will reveal the exact
nature of the damping force and diﬀusion term in a scattering event. The Hamiltonian
for an atom interacting with a single frequency light ﬁeld can be written as,
H = H0 + H
′(t), (2.13)
where H0 =
∑
k ωk|φk(−→r )〉〈φk(−→r )| is the ﬁeld-free time independent atomic Hamil-
tonian with eigenvalues ωk and eigenstates |φk(−→r )〉, and H ′(t) is the atom-ﬁeld
interaction. To study how the wave function of the atom evolves we start with the
time dependent Schro¨dinger equation for the total Hamiltonian, H , of the atom in a
radiation ﬁeld,
HΨ(−→r , t) = i∂|Ψ(
−→r , t)〉
∂t
. (2.14)
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It will be apparent later that it is helpful to rewrite the above equation as
i
dcj(t)
dt
=
∑
k
ck(t)H
′
jk(t)e
iωjkt (2.15)
where H ′jk(t) = 〈φj(−→r )|H ′(t)|φk(−→r )〉 and ωjk = (ωj − ωk). To derive the above
equation is simple; expand the wavefunction in terms of the eigenstates of the free
atom
|Ψ(−→r , t)〉 =
∑
k
|Ψ(−→r , t)〉〈φk(−→r )|φk(−→r )〉e−iωkt =
∑
k
ck(t)|φk(−→r )〉e−iωkt, (2.16)
and subsequently insert this sum into Eq. 2.14 a few further simple mathematical
steps gives Eq. 2.15
The above manipulations involve no approximations. However, Eq. 2.15 cannot
be solved for the general case of an atom in a radiation ﬁeld, making approximations
necessary. We start by truncating the sum in Eq. (2.15) to just two terms, the single
ground; (k = 1→ g), and excited state; (k = 2→ e), connected by a laser ﬁeld. This
results in two coupled diﬀerential equations which can then be solved. This type of
calculation was ﬁrst studied in 1937 by Rabi in the context of magnetic resonances
and thus is often referred to as the Rabi two-level problem. A two-level atom is
illustrated in Fig. 2.2. The solution starts by absorbing the diagonal elements of
H ′(t) into H0. Keeping in mind that H ′ge(t) = H
′∗
eg(t) , we arrive at the following
coupled diﬀerential equations,
i
dcg(t)
dt
= ce(t)H
′∗
eg(t)e
−iω0t (2.17)
i
dce(t)
dt
= cg(t)H
′
eg(t)e
iω0t, (2.18)
where ω0 = ωeg is the atomic resonance frequency. It should be noted that the co-
eﬃcients ce(t) and cg(t) can be interpreted as transition amplitudes, their squares
ce(g)(t)
2 = ce(g)(t)c
∗
e(g)(t) giving the transition probabilities. H
′(t) describes the
Coulomb interaction of the atom’s electron at position −→r , with the radiation ﬁeld.
In the case of laser cooling, this can be considered as a classical single mode elec-
tromagnetic ﬁeld with an electric ﬁeld vector
−→
E (−→r , t). To evaluate H ′ in the most
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Figure 2.2. A two level atom interacting with a radiation ﬁeld ωl. As a result, the
atom oscillates between the ground and excited state.
general form, we start by writing it as the sum of the kinetic energy and the Coulomb
potential seen by the electron. After some manipulations, we arrive at the expres-
sion: H ′(t) = −e−→E (−→r , t).−→r . Two further approximations are required to solve this
problem. One is the rotating wave approximation (RWA), which assumes that the
laser frequency, ωl, is much larger than the detuning  = ωl − ω0. This basically
means that the incident light is close to resonance, ωl ≈ ω0. The next is referred
to as the electric dipole approximation, which assumes the electric ﬁeld of the light
−→
E (−→r , t) is constant over the location of the electron. Since −→E (−→r , t) varies spatially
as the wavelength of the incident light, typically several hundreds of nm, and the elec-
tron is almost entirely contained within a sphere of a radius typically smaller than
1 nm, this approximation is a good one. For a plane wave traveling in the positive
z-direction, the electric ﬁeld operator is
−→
E (−→r , t) = E0cos(kz − ωlt)̂ where E0 is the
amplitude of the light ﬁeld and ̂ is the polarization direction. In case of a 2-level
atom, the dipole moment; e−→r is parallel to the polarization ﬁeld ̂ and the interaction
element becomes H ′eg(t) = Ωcos(kz − ωlt), where Ω is the Rabi frequency deﬁned
as; Ω = −eE0/〈e|r|g〉. Using these approximations the diﬀerential equations 2.17
and 2.18 can now be uncoupled and solved to give the evolution of the ground and
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excited state populations as,
ρg = |cg(t)|2 = cos2Ω
′t
2
+ (

Ω′
)2sin2
Ω′t
2
(2.19)
ρe = |ce(t)|2 = ( Ω
Ω′
)2sin2
Ω′t
2
, (2.20)
where Ω′ =
√
Ω2 +2. A brief look at these equations gives a general description of
how the atom behaves in the radiation ﬁeld showing how the atom oscillates between
the ground and excited state with a frequency Ω′ and a probability amplitude (Ω/Ω′)2.
If the incident light is on resonance  = ωl−ω0 = 0, the probability oscillates at the
Rabi frequency Ω and its amplitude is 1.
2.4 The Optical Bloch Equations
In the above discussions the energy of the system, the combined applied radi-
ation ﬁeld and the atom, is conserved. This means that the equations only describe
stimulated absorption and stimulated emission, both coherent processes. In these
cases the energy is transferred from the radiation ﬁeld to the atom (and vice versa)
as the atom absorbs a photon from (emits a photon into) the radiation ﬁeld and
makes a transition from the ground to the excited state (from the excited to the
ground state). Yet in order to cool the atom, energy must be dissipated. One such
energy dissipating process is spontaneous emission, in which the photon is emitted
into the vacuum (with random direction and a random polarization) instead of the
applied radiation ﬁeld. The spontaneously emitted photon is not part of the observed
system, and therefore information about the emitted photon such as its direction of
emission and polarization is lost. Because of this partial detection of the ﬁnal state,
the system is no longer in a pure state, but evolves into a statistical mixture. For-
mulating this dissipative process requires the use of the density matrix formalism.
The time evolution of the density matrix ρ in a closed system, one where the system
remains in a pure state, depends on the Hamiltonian according to the Von Neumann
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equation,
i
dρ
dt
= [H, ρ]. (2.21)
This formalism is equivalent to the Schro¨dinger description used earlier and will give
the same solutions as before. When the atom undergoes spontaneous emission how-
ever, the emitted photon is not observed and it is necessary to take a statistical
average over its possible directions and polarizations. This is done by tracing over
the possible states of the emitted photon P . The density matrix for atom, A, then
becomes ρA = TrP (ρAP ). More precisely, the spontaneous emission of a photon can
be regarded as the interaction of the atom with the vacuum state of the quantized
electromagnetic ﬁeld. The radiation ﬁeld B, in which atom A is immersed, has many
more degrees of freedom than the atom and therefore can be considered as a heat
reservoir as deﬁned by statistical mechanics. It is safe to assume that the reservoir
obeys the Markov approximation; stays close to thermal equilibrium and has a very
short relaxation time. We can now write the Hamiltonian of the total system as
H = HA + HF + HAF , where the ﬁrst term on the left is the Hamiltonian for the
free atom; HA =
∑
k=g,a ωk|k〉〈k|, the second term is the quantized radiation ﬁeld;
HF =
∑
k=g,a ωka
†
k,λak,λ, and the last term is the semi-classical atom-ﬁeld interaction;
HAF = −e−→E (−→r , t).−→r . After applying the RWA and assuming the atom to be at rest,
the interaction term can be re-written as HAF =
∑
k,λ i(gk,λak,λ|e〉〈g|+g∗k,λa†k,λ|g〉〈e|),
where gk,λ is the coupling constant between the two states. The Master equation for
the atom’s density matrix ρA is found by starting with the Von Neumann equation
for the total system, applying the Markov approximation, and tracing over the radi-
ation ﬁeld B. The time evolution for the atom’s density matrix ρA = TrB(ρAB), as
expected for a Markov process, has the form
dρA
dt
= − i

[Hs, ρA] + D(ρA), (2.22)
where the Hamiltonian Hs describes the coherent evolution of the atom, such as stim-
ulated emission and absorption. The Lindbladian dissipation term D(ρA) accounts
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for spontaneous emission,
D(ρA) = γ−(σ−ρAσ+ − 1
2
{σ+σ−, ρA}), (2.23)
where σ+ = |e〉〈g| , σ− = |g〉〈e| , γ− = γ is the rate of spontaneous emission, also
referred to as the linewidth of the transition. Note that the interaction with the
vacuum ﬁeld does not allow spontaneous absorption (γ+ = 0). Solving this equation
gives the following optical Bloch equations (OBE),
dρgg
dt
= +γρgg +
i
2
(Ω∗ρeg − Ωρge) (2.24)
dρee
dt
= −γρee − i
2
(Ω∗ρeg − Ωρge) (2.25)
dρge
dt
= −(γ
2
+ iδ)ρge +
i
2
Ω∗(ρee − ρgg) (2.26)
dρge
dt
= −(γ
2
+ iδ)ρeg +
i
2
Ω∗(ρgg − ρee) (2.27)
(2.28)
where ρij = 〈i|ρ|j〉, ρge = ρgee−iδt, γ is the natural linewidth, Ω is the Rabi-frequency,
and δ is the detuning of the incident laser ﬁeld. Note that not all the parameters
in the OBE are independent, since the population of a closed two-level system is
conserved we have; ρee + ρgg = 1. Furthermore this implies that dρee/dt = −dρgg/dt.
We now wish to ﬁnd the steady-state solutions of the OBE by setting the time
derivatives to zero and additionally utilizing certain relationships among the real inde-
pendent parameters of ρ for a two level system. As indicated above, the conservation
of population eliminates one parameter, and two of the others are complex conjugates
of one another; ρeg = ρ
∗
ge. Deﬁning the population diﬀerence P ≡ ρgg − ρee, the OBE
now reduce to
dρeg
dt
= −(γ
2
− iδ)ρeg + i
2
ΩP, (2.29)
dP
dt
= −γP − i(Ω∗ρeg − Ωρge) + δ. (2.30)
The steady-state case has dρeg
dt
= dP
dt
= 0, hence the above equations can be solved for
P and ρeg,
P =
1 + (2δ/γ)2
1 + s0(2δ/γ)2
(2.31)
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ρeg =
iΩ(1 + (2δ/γ)2)
2(γ/2− iδ)(1 + s0(2δ/γ) (2.32)
where s0 = 2(|Ω|/δ)2 is the on-resonance saturation parameter.
We started out this chapter with the partial aim of explaining laser cooling.
Now with the optical Bloch equations we can calculate the total radiation pressure
exerted by the light ﬁeld on the atom and subsequently explain how the atoms are
cooled.
Since the population in the excited state decays at a rate γ, and the excitation
and decay rates are equal in the steady state, the total scattering rate for an atom at
rest is given by γsc = γρee. Where ρee is calculated as,
ρee =
1
2
(1− P ) = s0/2
1 + s0 + (2δ/γ)2
, (2.33)
Recalling that in a single scattering event the atom gains on average a total momen-
tum kick, −→p = −→k , the resulting average scattering force or radiation pressure
exerted by the light ﬁeld on the atom is given by
−→
F sc = ∆−→p = γsc−→k . Fsc is sim-
ply the average force of absorption followed by spontaneous emission. The preceding
discussions and calculations have been carried out for an atom at rest, however, if we
wish to slow atoms down and therefore we need to consider atoms that are not at
rest but have a velocity −→v . Since these atoms are moving in the laser ﬁeld they are
subject to the Doppler eﬀect and “see” the frequency of the laser Doppler shifted as,
δ′ = δ − −→k −→v . Substituting in the eﬀective detuning, the (average) scattering force
of a traveling monochromatic plane wave for a perfect two-level atom moving with
velocity −→v is
−→
F sc = γ
s0/2
1 + s0 + (2(δ −−→k .−→v )/γ)2

−→
k . (2.34)
This scattering force which is necessary for laser cooling, is the largest for δ′ = 0. Note
that the force is dissipative in nature because the opposite of spontaneous emission
is not possible, and therefore the action of the force cannot be reversed.
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2.5 Doppler Cooling
In the quest for cooling atoms as much as possible the Doppler shift can be a
useful tool. By irradiating a gas of atoms from both sides with laser beams tuned
slightly below the atomic resonance frequency, δ = ωl − ω0 < 0, a technique known
as Doppler cooling can be realized. A schematic of the method is illustrated in
Fig. 2.3. For an atom moving in this laser conﬁguration, the laser beam opposing its
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Figure 2.3. Schematic of doppler cooling.
motion is Doppler shifted toward the atomic resonance frequency, whereas the laser
beam directed along its motion is Doppler shifted further from resonance. The atom
therefore absorbs more strongly from the laser beam that opposes its motion and
slows down. If one applies three pairs of orthogonal cooling beams, cooling will result
in all three dimensions. This method has been coined “Doppler” cooling for obvious
reasons.
To further study the behavior of an atom in such a laser ﬁeld conﬁguration we
ﬁrst assume that the two counter-propagating laser beams are independent, meaning
no interference occurs between them and absorptions from one beam are not pro-
ceeded by stimulated emissions into the other. The total scattering rate due to a
beam directed opposite to the atom’s motion is
γp∓ = γ
s0/2
1 + s0 + (2(δ ± kv)/γ)2 (2.35)
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In the low beam intensity limit. If we assume, s0  1, which is often the case for
most experimental conditions, the scattering rate can be further approximated as:
γp∓ = γ
s0/2
1 + (2(δ ± kv)/γ)2 . (2.36)
Note that the scattering rate γp∓(v) is equivalent to the probability, ∓(p), that the
atom will receive a momentum kick ∓k. Hence, the random walk model devel-
oped earlier is most useful to describe the behavior of an atom irradiated by two
counter-propagating laser beams. For a 1-dimensional system, taking into account all
approximations made up to this point, the total average force on the atom is
F = [+(p)− −(p)]k = kγ
2
s0
kv
γ
16δ/γ
1 + 8
γ2
(δ2 + (kv)2) + 16
γ4
(δ2 − (kv)2)2 (2.37)
Figure 2.4 plots this equation for the two conditions, (a) δ = −γ/2, and (b) δ = −γ.
According to Eq. (2.37), if δ > 0 the atoms will accelerate, hence from here on we will
only consider laser detunings, δ < 0 for which F becomes a frictional force. In the
limit of small velocities for which, |kv| << δ or |kv| << γ, Eq. (2.37) is reduced to
F = 4ks0kv
2/Γ
[1 + (2/Γ)2]2 = −αv. (2.38)
The above equation now depicts F as a linear friction force where α is the damping
coeﬃcient. The dependency of the force on velocity, resulting in viscous damping has
coined the term “optical molasses” for this technique. We can now ﬁnd the dispersion
as
D =
1
2
[+(p) + −(p)](k)2 = (k)2
γ
2
s0
1 + (2δ/γ)2
= (k)2γsc = D0, (2.39)
which is a constant. Knowing α and D we can now solve Eq. (2.12) which results in
W (p) ∝ exp( αp
2
2D0m
), (2.40)
where m is the mass of the atom. This distribution is Maxewellian where
v2rms =
p2rms
m2
=
D0
αm
=
γ
4m
1 + (2δγ)2
(2δ/G)
(2.41)
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Furthermore, we know the cooled atoms can be characterized as having a thermal
temperature of, T = mv2rms/kB. Hence from Eq. (2.41) we ﬁnd the lowest tempera-
ture as KBTD = γ/2, often referred to as the Doppler temperature or Doppler limit.
This is achieved for a detuning of δ = −γ/2. Typically, this temperature is on the
order of several hundred µK (120 µK for rubidium) and is 2-3 orders of magnitude
above the recoil limit Trecoil = k/m, which is typically on the order of a few µK
(1.2 µK for rubidium). It is necessary to emphasize that the Doppler temperature
we derived here is technically only valid in the low intensity limit. However, even
Doppler cooling models that incorporate higher intensities do not predict lower tem-
peratures. As such, the Doppler temperature above is theoretically the lowest possible
for Doppler cooling. What was surprising was experiments which showed much colder
temperatures. This was specially unusual since the limits of an experiment are gen-
erally determined by technical noise and are therefore higher than the theoretical
predictions. In response to the unexpected observations, two groups 113,114 developed
models that explained the lower temperatures. In the previous calculations, for the
sake of simplicity we assumed a two level atomic model. However it turns out the
multiplicity of sublevels of an atomic state cannot be ignored. These so-called sub-
Doppler mechanisms still rely on spontaneous emission as the dissipative process and
therefore are ultimately bound by the recoil limit. This limit is introduced since the
random emission of a photon introduces an uncertainty k in the atom’s momentum.
However, to observe the BEC transition, much lower temperatures (≈ 200nK)
are required. Going beyond the recoil limit required implementing other techniques,
such as evaporative cooling or Raman cooling. Ultimately, evaporative cooling lead
to the observation of the ﬁrst BEC and other methods have yet to be proven success-
ful. The following section will brieﬂy review the working foundations of evaporative
cooling.
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2.6 Evaporative Cooling
Evaporative cooling was ﬁrst suggested by Harold Hess 115 as an eﬃcient way to
cool trapped atoms 116,117 beyond the the limits of laser cooling techniques. His idea
was based on the preferential removal of those atoms from a conﬁned sample with
energies higher than the average, followed by re-thermalization of the remaining atoms
by elastic collisions. His original work was focused on trapped atomic hydrogen, but
in 1994 the technique was extended to alkali atoms by combining evaporative cooling
with laser cooling 118. Very soon after the ﬁrst implementation of this technique
evaporative cooling was employed in the observation of the ﬁrst BEC 78,119,120. Cooling
an atomic cloud through evaporation involves using either a magnetic trap or a far-
oﬀ-resonant optical ﬁeld. We will concentrate on the latter technique since this is
what was used int he experiments presented here.
Far oﬀ-resonant optical dipole traps (FORTs) 121 rely on the principle that an
oﬀ-resonant laser beam attracts or repels atoms depending on whether it is red or
blue detuned. The trap depth depends on the ratio of the laser intensity divided by
the detuning, whereas the spontaneous rate of light scattering scales as the inten-
sity divided by the square of the detuning. Therefore, heating due to spontaneous
scattering is considerably suppressed for higher detunings 122.
Diﬀerent approaches modeling evaporative cooling have been introduced, a de-
tailed simulation is given by Doyle and coworkers 123,124 which includes various cool-
ing, heating and loss processes. Davis et al. 125 approximated evaporative cooling as
a discrete series of truncation and rethermalization processes. Monte Carlo trajectory
techniques were also used by Holland et al. 126, Wu, and Foot 127, to directly simulate
the evaporation process. In general, most of the dynamics of evaporative cooling is
modeled following simple considerations. Here we use the scaling law approach used
by O’Hara and coworkers et al. 128 to see the eﬀects of evaporation and lowering the
potential on physical properties of the trapped atomic cloud.
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Let us ﬁrst assume zero energy to be at the bottom of the trap. The evaporating
atoms will have an average energy of U + αKBT , where α = (η − 5)/(η − 4) 128 and
η is the ratio of trap depth to thermal energy. The energy loss rate is then
E˙ = N˙(U + αKBT ) (2.42)
where N˙ is the rate at which atoms evaporate from the trap. If trap depth is adia-
batically lowered at a rate U˙ , the total energy of the trap changes. Since the atoms
vibrate in a harmonic potential, E/2 is the average potential energy. The result is the
potential energy changing at a rate of U˙
U
E
2
with the total energy obeying the evolution
equation,
E˙ = N˙(U + αKBT ) +
U˙
U
E
2
. (2.43)
In the classical limit, E = 3NKBT is the total energy of the trapped gas. Therefore
Eq. (2.43) can be rewritten as
3NKBT˙ = N˙(U + αKBT − 3KBT ) + 1
2
U˙
U
3NKBT (2.44)
Solving this equation with a ﬁxed value for η where, U˙ = ηKBT˙ , the number of
trapped atoms as a function of trap depth will be given by,
N
Ni
= (
U
Ui
)
3
2(η′−3) , (2.45)
where i refers to the initial condition at t = 0 and η′ = η + α. As mentioned earlier,
reducing the temperature alone is not suﬃcient for realizing BEC since we need to
increase the phase space density as well. To our advantage, evaporative cooling also
has the ability to achieve this goal. To illustrate how this works we study the evolution
of the phase space density. In the classical regime, the phase space density is
ρ =
N(hν)3
(KBT )3
(2.46)
where ν(t) ∝ √U is the geometric mean of the trap oscillation frequencies. Using
Eq.(2.45) we get
ρ
ρi
= (
Ui
U
)
3(η′−4)
2(η′−3) = (
Ni
N
)η
′−4. (2.47)
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The important result of Eq. (2.47) is that the phase space density increases even
though particles leave the trap. This shows why evaporative cooling induced by a
lowering of the potential depth achieves higher phase space densities. Figure 2.5 is
a plot of Eq. (2.47) for ρi = 3× 10−3 and demonstrates how lowering the well depth
by a factor of 85, a reasonable factor for optical traps, yields a phase space density
of unity. The initial phase space density that we have used in plotting Fig. 2.5 is
approximately the same as the phase space density in an optical trap immediately
after loading from a MOT. The phase space density versus number of atoms given
by Eq. (2.47) is shown in Fig. 2.6. So as far as an experimentalist is concerned, the
scaling laws allows one to start from the initial values present in an optical trap and
use evaporative cooling to increase the phase space density and still have enough
atoms to observe the BEC transition. We need to clarify that for evaporative cooling
to work re-thermalization as determined by the elastic collision rate, must be faster
than the time scale over which the potential changes. The scattering rate is given
by γ = n0v¯σ, where v¯ =
√
3KBT/M , n0 is the peak density, and σ is the scattering
cross section. Since n0 = ρ/λ
3
dB and λdB ∝ T−1/2; γ ∝ ρT 2, therefore,
γf
γi
= (
Uf
Ui
)η
′/2(η′−3). (2.48)
Figure 2.7 shows the evolution of the scattering rate versus trap depth for η = 10.
According to this plot, for the numbers used in this section, the elastic scattering
rate reduces by a factor of over 20 by the end of the process. Ultimately this is
how the speed of evaporative cooling is determined. This is convincing evidence that
evaporative cooling is capable of increasing the phase space density despite the loss
of a large fraction of atoms.
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Figure 2.4. The scattering force versus the atom’s velocity for (a) δ = −γ/2 and (b)
δ = −γ in the low intensity limit. Note that in the linear region v = 0
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Figure 2.5. Phase space density versus potential depth with η = 10.
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Figure 2.6. Phase space density versus number of atoms in the trap with η = 10.
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Figure 2.7. Scattering rate versus trap depth with η = 10.
CHAPTER 3
BOSE-EINSTEIN CONDENSATE
As mentioned in the introduction the main tool for conducting the chaos ex-
periments was a BEC. This chapter will provide an over view of the experimental set
up, continuing with a discussion on the important elements in the creation of an all
optical BEC
3.1 Experimental set up
3.1.1 Vacuum system
Atoms are collected and cooled to the condensation temperature in a vacuum
chamber. The chamber should provide an ultra-high vacuum along with a high num-
ber of optical ports that are essential for the experiment. Fig. 3.1 shows a schematic
of our vacuum chamber which consists of a six-way cross with an octagonal multi-
port chamber attached to one of its ﬂanges. Four quartz viewports were used for
directing the MOT beams into the chamber and another ZnSe viewports allowed for
the transmittance of the 10.6 µm light from a CO2 laser.
Three Rubidium dispensers from SAES Getters (RB/NF/4.8/17FT10+10) are
installed inside the vacuum chamber to provide the source for the Rubidium atoms.
A current is applied to the dispenser to release the Rubidium atoms from the metal
surface of the dispenser when it reaches a critical temperature. The vacuum gauge
and the electric feed through supplying the current for the Rubidium dispenser are
connected to a cluster ﬂange. To achieve the ultra-high vacuums needed, one ﬂange
is used for the roughing and turbo pumps and another for the ion pump. First a
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Figure 3.1. Vacuum chamber apparatus.
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Travac-b rotary vane pump was used as a roughing pump which brings the pressure
down to about 0.1 Torr. Subsequently, a Turbo-molecular pump was switched on
to bring the pressure down to the high-vacuum range. Simultaneously, we started a
bake out where the chamber was thermally isolated and electric heaters were used
to raise the temperature to 200o C. The heating was continued for 3 days to ensure
that water and other impurities outgassed from the chamber’s walls. At this stage
we were able to achieve a pressure of about 10−8 Torr. Finally, a Varian Valcon Plus
55 ion pump was used for further pumping the chamber which lowered the pressure
to 10−11 Torr. The vacuum chamber was kept at this pressure for all the experiments
conducted for this thesis.
3.1.2 Magneto-Optical Trap
The magneto-optical trap (MOT) has provided an eﬃcient and straightforward
way to capture and cool millions of atoms to the micro-Kelvin regime. In BEC exper-
iments the MOT provides an increase in the atomic cloud density by a factor of over
109 from ambient conditions and provides favorable initial conditions for subsequent
evaporation to quantum degeneracy. The standard MOT consists of three orthogonal
pairs (making a total of six beams) of counter-propagating circularly polarized laser
beams and a pair of anti-Hemholts coils. The laser beams are detuned to the red of the
cycling transition by a few atomic linewidths for Doppler cooling. The anti-Hemholtz
coils (MOT coils) create a spatially varying Zeeman shift for the laser cooled atoms.
The combination of the MOT coils and cooling lasers creates a spatial-dependent and
velocity dependent radiation pressure that provide both a restoring and viscous force
for the atoms.
To create the MOT cooling beams a series of semiconductor laser diodes were
used in a master-slave conﬁguration. Figure 3.2 shows the diode laser setup to create
the MOT. A grating stabilized “Toptica Photonics DL 100” diode laser with 15 mW
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output power served as a master laser. This laser was locked to the cross-over tran-
sition close to the F = 2 → F ′ = 3 and F = 2 → F ′ = 2 transition of 87Rb atoms.
Figure 3.3 depicts the various transition lines used for our experiment. A homemade
high power laser was used as a slave (slave 1) by having the master laser beam in-
jected into it. Slave 1 had an output power of about 110 mW and was divided into two
beams for two diﬀerent experiments. One of these beams was used to injection lock
another 110 mW diode laser (slave 2). Note that this beam was directed to the slave
laser after passing through a single pass and a double pass Aqusto-Optic-modulator
(AOM). The output of slave 2 passes through another single pass AOM before cou-
pling to the optical ﬁber. The combination of these two AOMs brings the light near
to the resonance with the F = 2→ F ′ = 3 transition. By changing the frequency of
the double pass AOM we can tune the frequency of the slave laser from on resonant to
-90 MHz of the F = 2→ F ′ = 3 transition. These frequencies are required for MOT
loading, FORT loading and BEC imaging stages. Note that we have injection locked
another diode laser (slave 3) to slave 2 laser in order to increase the available power
for MOT creation. The laser beams from slave 2 and 3 are coupled to two separate
optical ﬁbers, after the single pass AOM, which transmits them onto the optical table
where the vacuum chamber sits. These two beams are then divided into three beams
which are then expanded into a beam of size 2.2 cm in diameter and directed into
the vacuum chamber through the quartz view ports. The intersection region between
the laser beams inside the chamber was the volume in which the MOT was realized
which captures up to 107 rubidium atoms.
Although the MOT laser frequency is tuned close to the F = 2 → F ′ = 3
transition, there is a small probability that the atoms can be excited to the F ′ = 2
state, which can spontaneously decay to the F = 1 ground state. Due to the large
ground state hyperﬁne splitting (6.8GHz), atoms in the F = 1 state are decoupled
from the cooling light. To repump these atoms, a second laser resonant with the
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F = 1→ F ′ = 2 transition is added to optically pump the atoms back to the F = 2
state; this is referred to as the repump laser.
3.1.3 Magnetic coils for MOT
To provide the magnetic ﬁeld required for the MOT, a set of water cooled anti-
Helmholtz coils (main coils) were built. Each of the coils had a diameter of 22.5 cm
with 86 turns of wire carrying 12 A of current. The separation between the coils
was 12.5 cm. These coils made a magnetic ﬁeld with a gradient of approximately 15
G/cm. To cancel out the eﬀect of stray magnetic ﬁelds we used a pair of Helmholtz
coils in each direction (nulling coils). We found that zeroing the B-ﬁeld at the position
of the optical trap is crucial for its optimal loading. The main coils were mounted
on to translation stages to provide control over the position of the coils. The optimal
position of the coils was determined by changing the nulling coil’s current and moni-
toring the expansion of the MOT (by switching oﬀ the current on the main coils) to
ﬁnd the place where the MOT expands symmetrically after turning the B-ﬁeld oﬀ.
3.1.4 Optical Dipole Trap
Figure 3.4 shows a schematic of the set up for the optical dipole trap. The light
for the optical trap originated from a 50 Watt RF excited CO2 laser. The output
beam of the laser passed through an AOM where the zeroth order was directed to a
beam dump. The ﬁrst order was directed toward the vacuum chamber. Two ZnSe
viewports were used to transmit the the CO2 laser beam into and out of the vacuum
chamber. We have mounted 4 aspheric ZnSe lenses with a 37 mm focal length inside
the chamber in order to tightly focus the CO2 for rapid evaporative cooling. The
AOM is driven by ampliﬁed 40 MHz RF signals. The 40 MHz RF signal passed
through two MiniCircuit electronics attenuators before entering the ampliﬁer. The
controllers of the attenuators were connected to separate analog terminals controlled
by a computer. Depending on the voltage applied to the controllers the RF power
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changed, giving us computer control of the total power and hence the optical traps
well depth. This enabled us to perform forced evaporative cooling of the trapped
atoms. This attenuator was also used to switch oﬀ the optical trap in less than 1
µs. The CO2 beam was directed horizontally into a vacuum chamber and passed
through a 2× beam expander with the second lens mounted on a translational stage.
The stage is an AeroTech ATS100-50 Motorized Linear Stage bought second hand
from Surpluseq. The travel length is 4 inches long with a maximum speed of 30
mm/s and has a 101 SMB2-HM stepper motor. The stage was controlled with a
motion controller called the Soloist MP bought from Aerotech. The Soloist has its
own computer interface and also includes support for Labview, making the travel
motion of the stage easily programable. A 3.8 cm focal length aspheric lens, mounted
inside the vacuum chamber, focused this beam onto the MOT. Initially the telescope
lens’s separation was set to create an optical trap with a broad waist of a 100 µm to
optimize the loading eﬃciency 77 (see Fig. 3.4 for a schematic of this set up).
Since the CO2 beam frequency is far-oﬀ-resonant from the electronic transition
frequency of the Rb atoms, it was very diﬃcult to align the beam with the MOT.
We developed the following alignment procedure to overlap the CO2 laser trap with
the MOT. Initially, a 780 nm laser beam (probe beam) is aligned on top of a He-
Ne laser. The probe beam was aligned such that it destroyed the MOT when we
allowed it into the chamber. By burning a hole in a piece of paper with the CO2
laser beam, we could overlap the CO2 beam along the same path as the He-Ne beam
and therefore ensure the beam passed close to the MOT. Since the Rayleigh length
of the optical trap is short and the focus is tight, this method does not locate the
focus of the beam on the MOT at ﬁrst try. For ﬁnal alignment, the CO2 beam was
turned on and oﬀ periodically and the MOT was moved using the nulling coils until
the ﬂuorescence intensity changed in the MOT. This was monitored direclty on an
inexpensive CCD camera that normally monitors the MOT. However this technique
is not suﬃcient when the MOT was big enough to saturate the CCD camera. To
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overcome this problem the detuning of the MOT light was increased from resonance.
3.1.5 Kicking beam
For the experiments reported in Chapters 4 and 5 the BEC was subjected to a
pulsing standing beam of light after the CO2 light was turned oﬀ. Figure 3.5 shows the
schematic of the setup. The image inside the chamber shows the eﬀect of a single short
pulse on the BEC. The standing wave beam was made with the light used to create the
MOT beams. This was accomplished by directing the light into a diﬀerent path using
an (AOM). This light was 6.7 GHz red detuned from the 5S1/2F = 1→ 5P3/2F = 2
transition line of 87Rb and was directed into the chamber at 41◦ relative to the vertical.
The momentum distribution of the BEC after applying the kicks was measured by
expanding the condensate for a controlled duration, typically 9 ms, and subsequently
destructively imaging using an absorptive technique.
3.1.6 Atom Probe and Signal Collection
The atomic cloud is measured using absorption imaging techniques. A 1:1
imaging system is used to make an image of the cloud’s shadow in front of a 4
× microscope objective. For imaging, a horizontal, weak probe laser beam is sent
through the cloud and directed through the imaging optics to the cooled CCD camera.
For imaging the cloud, the laser frequency and polarization are tuned to drive the
F = 2→ F ′ = 3 transition. To image the atoms in the F = 1 state, the repump laser
is also pulsed during imaging.
3.2 Trap loading studies
The trapping of atoms using light that is far-detuned to the red of an atomic
resonance has been the subject of study for almost a decade now 87,129. Recently
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a resurgence of interest in these far oﬀ-resonant optical trap’s (FORTs) has led to
the all-optical production of BECs of Rubidium 97, Cesium 98 and Ytterbium 130.
A FORT has also been used to produce a degenerate Fermi gas of Lithium 131 and
has even formed the basis for the ﬁrst all-optical atom laser 132. These optical traps
oﬀer several advantages over the traditional magnetic traps that are used to produce
BEC; the trapping is not limited to a particular Zeeman sub-state, and the geometry
of the trap can be readily adjusted. Furthermore, the tight conﬁnement achievable
with a FORT produces high initial elastic collision rates leading to the possibility of
rapid evaporative cooling. However, the eﬃcient loading of a FORT still remains a
challenge.
Typically in Rubidium FORT experiments, a far oﬀ-resonant laser beam from
a CO2 laser is focused onto a collection of atoms that accumulate in a MOT. Al-
though much work has been done to understand the important mechanisms involving
FORT loading 133, there are still many aspects of this process that are still unclear.
In particular the role of the FORT geometry has received scant attention. As we
will see, the FORT volume plays a critical role in determining the number of atoms
loaded. However, increasing this volume can lead to reductions in the density and
consequently a less useful trap for evaporative cooling. We suggest a way around this
problem using a time-averaged potential 134,135.
Our experiment involved investigating the sensitivity of the FORT’s loading
eﬃciency to the total power and volume in the optical trap. We began by focusing the
CO2 laser beam into a 35±5µm waist which coincided with the MOT center. Several
experiments were performed in which the FORT was loaded with various CO2 powers.
The results of these experiments are shown in Fig. 3.6. This data clearly shows that
the number of atoms trapped in the FORT increases slowly as the power becomes
larger until about the 20Watt level. Going beyond this power causes very little change
in the number of atoms, since U0 ≈ 2.5 mK is much larger than the mean kinetic
energy (≈ 40µK) of the atomic cloud. To observe the eﬀect of the overlap volume on
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Figure 3.6. Experimental data showing the number of atoms contained in the FORT
vs. power in the CO2 beam. The power is focused to a 35±5µm waist.
The MOT population was ≈ 2× 107
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the FORT population we performed an experiment in which the number of atoms in
the FORT was measured as a function of the beam waist of the laser beam. The CO2
laser beam was passed through a beam expander before the vacuum chamber which
consisted of two lenses with 6.35 and 12.7 cm focal lengths. The separation between
the lenses were made variable by mounting the second lens on a translation stage.
The ABCD matrix method 136 was used to calculate the beam waist corresponding to
a speciﬁc separation of the lenses. To perform the experiment the lens separation was
initially set to a minimum and the FORT was loaded. Subsequently, each data point
was obtained by equal increments of the second lens’s position. The experimental
results are presented in Fig. 3.7. It is clear from these data that there is a signiﬁcant
reduction in the number of atoms trapped in the FORT for smaller beam waists.
3.3 Bose-Einstein condensate in a single beam trap
As mentioned previously, the key to reaching Bose condensation in an all-optical
trap is eﬃcient loading, followed by tight conﬁnement for eﬃcient evaporative cooling.
This understanding led us to create condensates in a crossed beam trap, consisting of
two orthogonal CO2 laser beams. The tight conﬁnement in the cross trap can lead to
high densities and high collision rates, however, this comes at the cost of small trap
volumes.
This trap volume limitation limits the initial number of atoms loaded into the
trap, and eventually limits the ﬁnal condensate size to around 5, 000 atoms in the
cross trap. Therefore, a larger trap volume is desirable in order to create larger stable
condensates. In the previous section we observed that a time averaged optical trap
will increase the loading eﬃciency and damping the sweeping amplitude (adiabatically
lowering the power in the CO2 beams) will provide a tight trap for evaporative cooling.
However this method increases the trap volume only in one dimension. A large-waist
single focus trap is an ideal alternative for the time averaged traps as it is the simplest
trap geometry, and provides a relatively large trap size in all three dimensions. In
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Figure 3.7. Experimental data showing the number of atoms vs. beam waist. The
total power in CO2 beam was 36 Watts.
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a recent experiment by Cennini et al., a CO2 laser was strongly focused to a beam
waist of 27µm 137 from which a condensate was created directly in the single focus
trap. This tight trap loaded 4 × 106 atoms with an initial density of 1 × 1013cm−3,
and phase space density of 1 × 10−4. A condensate of 12, 000 atoms was created in
this single-focus trap after 7 s of forced evaporation. In a single focus trap, the trap
volume scales strongly with the beam waist: V = πw20zR ∝ w40, where w0 is the beam
waist at the trap location, zR = πw
2
0/λ the Raighly length and λ is the optical trap
wave length. The mean trap frequency ω scales as w
−7/3
0 . This can be seen from the
following relation. In the radial direction and in the harmonic approximation we have
1
2
mω2xw
2
0 = U0 ∝
1
w20
⇒ ωx ∝ w−20 . (3.1)
where P is the optical trap’s power. The same relation is valid for ωy. In the
propagation direction (z) the relation is
1
2
mω2zw
2
0 = U0 ∝
1
z2R
⇒ ωx ∝ w−30 (3.2)
therefore the mean frequency is given by,
ω = (ωx × ωy × ωz) 13 ∝ w−7/30 (3.3)
Realizing a tight and large volume single focus optical trap seems contradictory at
ﬁrst glance. However, through the cross beam condensate experiment we learned
that large volumes for eﬃcient loading and tight conﬁning potentials for eﬃcient
evaporative cooling can be separated in time. Therefore, by varying the beam waist
w0 in real time, it is possible to optimize both the eﬃcient loading and the high
collision rate in a single focus trap. Speciﬁcally, under circumstances where the
compression is adiabatic (which is often the case in an optical trap due to its relatively
high trap frequencies compared to the speed of compression) the density scales as
n ∝ 1/V ∝ 1/(w20 × zR) ∝ w−40 . The elastic collision rate scales as,,
γel ∝ nv ∝ w−40 × (
P
w20
)
1
2 ∝ w−50 . (3.4)
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The beam waist of a focused Gaussian beam is given by the formula, w0 = λf/(πR),
where λ, f , and R are the wavelength, focal length of the lens, and input beam radius
respectively 136. Therefore, the beam waist can be varied by changing R and/or f .
Changing the input beam size of the gaussian beam proves more practical, for it
can be easily achieved via a zoom lens telescope. This trap compression technique
was ﬁrst developed by Weiss’s group in a crossed YAG laser dipole trap [83], which
we adopted to compress our single focus trap. As shown in Fig. 3.8(a), the optical
trapping volume is maximized by minimizing the CO2 beam diameter on the input
side of the ﬁnal lens (L3). The trap is compressed by increasing the beam diameter
at L3, which is achieved by translating L2 as shown in Fig. 3.8(b), thus increasing
the distance between L2 and L3 (d1 < d2). The experiment again begins by collecting
up to 50 × 106 cold atoms in a MOT. The MOT is overlapped with a large volume
single focus trap, formed by a 43 W CO2 laser beam focused to a waist of 70µm.
For better FORT loading eﬃciencies, the optical trap was left on while the MOT
loaded. The repump power was subsequently reduced from 1.5 mW to 0.21 mW to
create a temporal dark MOT 77. After 50 ms the MOT beam detuning was shifted
to -90 MHz with respect to the 5S1/2F = 1 → 5P1/2F = 3 transition. After another
50 ms the repump beam was extinguished to leave all of the atoms in the 5S1/2F = 1
state. After 15 ms the MOT beams and magnetic coils were turned oﬀ. Typically
4 × 106 atoms were trapped in the CO2 beam using this procedure, with a density
of 4 × 1013cm−3. Subsequently, the translation stage was moved 16 mm in 1 s so
as to reduce the beam waist to 12 µm and compress the optical trap for eﬃcient
evaporative cooling 138. The forced evaporative cooling was carried out by reducing
the CO2 laser beam’s power in two steps. In the ﬁrst step the power was reduced to
1 W exponentially with a decay constant of 0.3 s. The power was then reduced to
80 mW in about 3 s and maintained at this low level for 0.5 s. This created a pure
condensate with 45000 atoms in the 5S1/2F = 1,mF = 0 state. It is important to note
that once the atoms are loaded into the trap, whether or not the evaporative cooling
62
d1
d2
(a)
(b)
1
2
L3
L2
Figure 3.8. Experimental set up for optical trapping. (a) the telescope lens separation
set for large trapping volume hence increasing the loading eﬃciency.
(b) The lenses separation was reduced to compress the trapped atoms
in the optical trap for eﬃcient evaporative cooling.
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is eﬀective is determined by the ratio of elastic collisions amongst the trapped atoms
versus other bad collisions such as collisions with untrapped background residual gas
molecules. It is therefore crucial to achieve high elastic collision rates in a short
time. The smooth changing of the laser focus immediately after loading accomplishes
this task.The technique described above for achieving the BEC not only retains the
simplicity and speed of our previous methods, but also produces condensates larger
than the cross traps.
CHAPTER 4
THEORY OF QUANTUM ACCELERATED
MODES
The delta-kicked accelerator (DKA), a periodically driven oscillator coupled to
a linear potential, has been widely used to study diﬀering aspects of the transition
to chaos 27. An interesting feature of the DKA was the prediction that there exists
trajectories in their phase space that show linear momentum gain with the number
of kicks applied to the oscillator. However, such “accelerations” appear for cases
where the driving force frequency equals the natural frequency of the oscillator. This
condition is known as a resonance and the result is a large amplitude oscillation.
What is called a quantum delta-kicked accelerator (QDKA) is an extension
of the same idea into quantum mechanics where the driving force is applied on a
quantum mechanical oscillator in the presence of an external linear potential. For a
QDKA a Quantum resonance occurs if the plane waves in the kicking direction can
acquire a phase factor equal to an integer multiple of 2π during a kicking interval.
This concept was ﬁrst introduced into chaos more than two decades ago with the
work of Lichtenberg and Leiberman 139. But it was not until ten years later that
through advancements in laser cooling, quantum accelerator modes were experimen-
tally observed 70. In this experiment laser cooled atoms were exposed to a corrugated
potential from a pulsed oﬀ-resonant standing light wave. The quantum accelerator
modes then appeared as a fraction of laser cooled cesium atoms that are coherently
accelerated by the kicked potential in the direction of gravity. The acceleration was
either faster or slower than gravity, depending on the experimental parameters.
Two theoretical models have been developed to explain the observed behavior
of the quantum delta-kicked accelerator and particularly to cast light on the creation
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mechanism of quantum accelerator modes. Godun and coworkers 73 developed a the-
ory based on the interference of the matter-wave. In this model they showed that
the corrugated potential acts as a diﬀraction grating on the matter wave. Therefore,
eﬀectively this potential populates diﬀerent momentum state where the constructive
interference between the neighboring momentum states subsequently gives rise to the
QAMs. According to this model, only a few of the momentum states accumulate
appropriate relative phases between each kick in order to maintain the condition for
constructive interference. Although this theory’s prediction for the average momen-
tum of the QAMs is in excellent agreement with experiments, it was not possible to
directly observe the QAM’s momentum states structure due to the low momentum
resolution of the experiments utilizing laser cooled atoms.
In a diﬀerent approach to understand QAMs, Fishman, Guarneri, and Rebuzzini
(FGR) 76 developed a pseudo-classical method to study the QDKA (-classical model
hereafter). They showed that a parameter which plays the role of the Planck constant
can be scaled with the time deviation of the pulse period from a quantum resonance.
Hence for a time interval between kicks close to a resonance, a classical treatment of
the QDKA is valid. Using this approach they attributed the QAMs to the stability
islands in the Poincare´ plot that appear in the underlying pseudo-classical phase space
of the QDKA. The most celebrated feature of this model was the prediction of higher
order QAMs which was conﬁrmed experimentally shortly thereafter 72. These were
features that the interference model was unable to explain. For experiments utilizing
cold atomic samples, the momentum distribution was signiﬁcantly wider than two
recoil momentum and therefore one could not observe the discreteness of the atomic
wavefunction after applying standing waves. This experimental limitation and the
fact that the interference model failed to predict higher order QAMs has played in
favor of the -classical theory making it the theoretical backbone of QDKA research.
Recently we have been able to observe QAMs using a Bose-Einstein condensate
(BEC) 138 (see Fig. 4.1 as an example of the QAM with BEC). The advantage of
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Figure 4.1. Experimental data showing the linear momentum gain of an accelerator
mode with pulse number. The data shown was created by horizontally
stacking 40 time of ﬂight images of the condensate, each 8.9 ms after a
certain number of kicks (horizontal axis) was applied to the BEC. The
time interval between the kicks was 72 µs.
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using a BEC over laser cooled atoms is that the BEC’s initial state is conﬁned inside
a minimum-uncertainty box in the phase space. The very narrow momentum width
of a BEC allows the observation of the discreteness of the momentum transferred
to the atoms after each kick. These observations reveal that QAMs consist of a
limited number of momentum states. Hence we are strongly motivated to revisit
the interference model and generalize it to not only incorporate the higher order
QAMs, but also to establish a better understanding of the relationship between the
two theoretical pictures.
The format of this chapter is as follows. In Section 4.1 we brieﬂy review both
of the theories. In Sections 4.1.1 and 4.1.2 we discuss the classical and interference
models originally presented in Ref. 73. In Section 4.1.3 we review the -classical
theory, and in 4.1.4 establish its relation to the interference model. This section ends
with the generalization of the interference model to the higher order modes.
4.1 Theory
4.1.1 Classical Theory
To gain an understanding of the accelerator mode, we look ﬁrst at the classical
dynamics depicted in Fig. 4.2. Consider a particle moving in a vertical sinusoidal po-
tential which is periodically switched on and oﬀ. In addition to the force of gravity,
the particle will experience a force from the potential (and a consequent momentum
change) if it is located in a region where the gradient of the potential is nonzero.
We assume that the particle is initially placed at a position where it can experi-
ence a momentum change and that the particle does not move a signiﬁcant distance
within the potential during the time it is switched on. If the potential is given by
U = (Umax/2)[cos(Gx)], where 2π/G is the spatial period, λG of the potential, the
momentum change in a pulse is p = −−→∇Ut, where t is the duration of the
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Figure 4.2. A schematic depicting the classical dynamics where time increases to the
right. In order for a particle to remain in an accelerator mode, the
distance which the accelerator moves between pulses, must be a whole
multiple of the spatial period of the potential.
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pulse. The velocity imparted by each pulse will then be
vR =
Umax
2m
sin (Gx)Gt. (4.1)
Only under the condition that the particle receives the same kick from every pulse
will its momentum increase linearly with pulse number and remain in an accelerator
mode. To ﬁnd such a classical accelerator mode, we need to determine if there is a
particular time interval between pulses, T , where the particle always returns to the
same position within a period of the potential. In other words we need to ﬁnd a
value of T for which the distance the particle moves between successive pulses, s, is
an integer number of spatial periods of the sinusoidal potential. This is equivalent to
the condition
s = (Npl
′ + l)λG, (4.2)
where l and l′ are integers and Np is the number of the pulse. Note that the integer
multiple of λG has been split into a factor dependent on pulse number and a separate
factor, independent of pulse number. The distance, s, can be calculated from classical
mechanics. At the time of the Npth pulse t = (Np − 1)T , so that the velocity gained
due to the gravitational acceleration is vg = vi+g(Np+1)T . The velocity gained from
the kicks of the potential is vk = NpvR, where vk is a recoil velocity. Thus between
the Npth and (Np + 1)th pulse the particle moves a distance
s = (gT 2 + vRT )Np + (viT − 1
2
gT 2). (4.3)
Equating this to Eq. 4.2, we ﬁnd that for an accelerator mode,
gT 2 + vRT = l
′λG (4.4)
viT − 1
2
gT 2 = lλG. (4.5)
Hence we can ﬁnd the pulse separation times T for which a certain initial velocity
class vi is continually kicked into the same gradient of the potential. These particles
will gain momentum linearly with pulse number and will be in a long-lived accelerator
mode.
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4.1.2 Interference model
The interference model for quantum accelerator modes is the quantum mechan-
ical analog of the above idea. Cold atoms are used instead of classical particles and
the sinusoidal potential can be created with a standing wave of oﬀ-resonant light. In
this theory the laser cooled atoms’ de Broglie wave packet is assumed to spread out
over many periods of the standing wave. Through the light shift the standing wave
potential can be written as,
H =
pˆ2
2m
+ mgzˆ − Umax
2
[1 + cos(Gx)]
∑
Np
δ(t−NpT ), (4.6)
with G = 2k, the grating vector, and k the light wave vector. The Delta function
in the third term indicates that the potential is on for a very short time such that
atoms eﬀectively do not move while the potential is on (Raman-Nath regime) with
the net eﬀect being to populate diﬀerent momentum states according to the following
relation (see ﬁgure 4.3),
|ψ〉 =
∞∑
n=−∞
inJn(φd)|pn〉, (4.7)
where Jn is the nth order Bessel function of the ﬁrst kind and φd = Umaxt/(2),
where t is the duration of each, now ﬁnite pulse. Note that φd determines the
relative populations in the diﬀraction orders after each pulse is applied. The phase
accumulated in the momentum order |pq〉, between the Npth and (Np + 1)th pulse
with respect to the phase in the state |p0〉 is given by,
φq − φ0 = G
2
2m
Tq2 + viGTq + gGT
2Np q, (4.8)
where vi is the initial velocity of the atom, and q is the total number of grating
recoils (G) that the atoms has gained up to and including the Npth pulse, m is
the atomic mass and T is the time between pulses. The ﬁrst term in Eq. (4.8) is
the phase evolution due to the extra momentum q. The second and third terms
are the contributions of the initial velocity and the gravitational acceleration to the
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phase evolution. According to Eq. (4.8) the phase diﬀerence between two adjacent
momentum states from one pulse to another is given by,
φq − φq−1 = G
2
2m
T (2q − 1) + viGT + gGT 2Np. (4.9)
We now impose the requirement that this phase diﬀerence be an integer multiple of
2π, a necessary constraint leading to constructive interference and the creation of a
QAM. The above equation can be divided into two parts: one containing the terms
q and Np (which change with time) and another which is determined by the initial
conditions. Thus,
G2
m
Tq + gGT 2Np = 2πql (4.10)
viGT − G
2
2m
T = 2πl′, (4.11)
where l and l′ are integers. These equations can be rearranged to ﬁnd pi = mvi (the
initial momentum) and q (the momentum gained by the atoms participating in the
accelerator modes),
pi = (
l′
α
+
1
2
)G (4.12)
q =
Np
γ
α2
(l − α) , (4.13)
where γ = 2G3/2πm2g. The parameter α is deﬁned as, α = T/T 1
2
where T 1
2
, the
half Talbot time, is given by,
T 1
2
=
2πm
G2
. (4.14)
It can also be seen from Eq. (4.9) that
φq+1 − φq = φq − φq−1 + 2πα, (4.15)
which implies that only a narrow range of diﬀraction orders around q can maintain
the rephasing condition. This becomes even more critical as α increases.
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pq
Figure 4.3. Schematic diagram showing the quantum mechanical picutre of the QAM
process. Here the potential acts as a thin phase grating and diﬀracts
the incident de Broglie wave. If the accelerator mode is to exist, several
adjacent momentum states must rephase at the time of the following
pulse.
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4.1.3 -classical theory and higher-order modes
To study the -classical theory we start by writing the Hamiltonian of Eq. (4.6)
in dimensionless units. We introduce the dimensionless variables,
x = 2kLz
p′ =
p
2kL
t′ =
4k2L
m
H ′ =
m
4(kL)2
H (4.16)
and set Planck’s constant to one. The rescaled Hamiltonian will now take the follow-
ing form (dropping the primes),
H =
pˆ2
2
− η
τ
xˆ+ k cos(x)
∑
Np
δ(t−Npτ), (4.17)
where
k =
V0

τ =
4k2LT
m
η =
mgT
2kL
(4.18)
and the dynamics are now fully characterized by the dimensionless parameters k, τ ,
η. Note that the (1) in front of the cosine in Eq. (4.6) has also been dropped because
it leads only to an uninteresting phase factor.
Due to of the appearance of gravity in the Hamiltonian of Eq. (4.17), there is
no spatial symmetry and as such, the quasimomentum (the fractional part of the
momentum) is not conserved. Thus, it would seem appropriate to measure the mo-
mentum in the free falling frame, namely to replace pˆ− η
τ
tˆ by pˆ. This results in the
spatial periodic Hamiltonian
H =
(pˆ + η
τ
tˆ)2
2
− η
τ
xˆ + k cos(x)
∑
Np
δ(t−Npτ), (4.19)
Dynamics generated by this Hamiltonian conserve quasimomentum. Note that this
Hamiltonian couples only momentum eigenstates whose momenta diﬀer by an integer.
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The study of the system described by Eq. (4.19) starts with decomposing the total
momentum
p = ξ + β (4.20)
where ξ and β are deﬁned as the integer and the fractional (quasi-momentum) part
of p respectively. With the above deﬁnition, the evolution is equivalent to that of a
superposition of independent kicked rotors, each characterized by a diﬀerent value of
β. Such a rotor is called a β-rotor, and its one step evolution operator is
Uˆβ(t) = e
−ik cos(θˆ)e−i(
τ
2
)(Nˆ+β+ηt)2 (4.21)
where
τ = xmod2πNˆ = i
d
dθ
(4.22)
For β = η = 0 the result will be the usual kicked rotor. However, with gravity
present (η = 0), the most surprising experimental result was that an appreciable
fraction of atoms were found to accelerate (in the free falling frame). This acceleration
was observed for various values of the experimental parameter, τ , around integer
multiples of 2π. This is a quantum resonance eﬀect that is more robust than the
usual quantum resonances, and has no counterpart in the classical limit of Eq. (4.19).
We now describe an explanation for this eﬀect 76. Assuming that the value of τ is
close to a resonant value 2πl, where l is a positive integer and the kicking strength is
large compared to the kinetic and potential energy of the particle, we can write
τ = 2πl + 
k =
k˜

(4.23)
with small . Using the identity, e−iln
2
= e−ilπn, the evolution operator, Eq. (4.21),
takes the form
Uˆβ(t) = e
−(i/||)k˜ cos(θˆ)e−(i/||)Hˆβ(Iˆ ,t) (4.24)
where
Iˆ = ||Nˆ = −i|| d
dθ
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Hˆβ(Iˆ , t) = ± Iˆ
2
2
+ Iˆ[πl + τ(β + tη) +
η
2
]
± ≡ || . (4.25)
Treating || as the pseudo-Planck’s constant Eq. (4.24) appears as the the so-called
-quantization of the following classical map
It+1 = It+k˜ sin(θt+1), θt+1 = θt±It+πl+τ(β+tη+η/2) (4.26)
Consequently, the small || asymptotic of the quantum β rotor is equivalent to a qua-
siclassical approximation based on the evolution determined by the map of Eq. (4.26),
called the -classical dynamics. We emphasize that the -classical limit  −→ 0 has
nothing in common with the real classical limit  −→ 0. Making the transformation
Jt = It ± It + πl + τ(β + tη + η/2) (4.27)
we can remove the explicit time dependence to get
Jt+1 = Jt + k˜ sin(θt+1) + τη, θt + 1 = θt ± Jt mod 2π (4.28)
The map of Eq. (4.26) can have period-p ﬁxed points. If these ﬁxed points are
stable they will be surrounded by islands of stability. If the atomic wave packet has
a sizable overlap with one of these islands, its momentum will grow linearly with
number of kicks according to,
q = q0 −Np
(ητ

+
2πj
p
)
(4.29)
These QAMs are classiﬁed according to their order p and jumping index j. A ﬁxed
point (p, j) occurs at J0 = 2πj/p and θ0 = θi. Figure 4.4 depicts phase space portraits
of Eq. (5.1). A (1,0) stable ﬁxed point occurs at J0 = 0 in Fig. 4.4(a) where as, stable
points with indexes (10,1) appear in Fig. 4.4(b). As can be seen, a stability island
surrounds these stable ﬁxed points, the ﬁrst one giving rise to a primary QAM and
the second giving rise to a higher order QAM.
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Figure 4.4. Phase space for the map of Eq. (4.28) with (a) φd = 1.4 and T = 29.5µs.
A stable ﬁxed point with (p, j) = (1, 0) exists at J = 0 and θ = 0.0887.
(b) φd = 1.4 and T = 66.3µs. A stable ﬁxed point with (p, j) = (10, 1)
exists in the cell which gives rise to a higher order QAM.
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4.1.4 Generalized interference model
In this section we demonstrate that the stability of a ﬁxed point in the -
classical theory is equivalent to the constructive interference condition between two
neighboring diﬀraction states in the interference model. We start with Eq. (5.2) and
rewrite it in the following form,
JNp
|| = P + π + τ(β + Npη + η/2) (4.30)
Where P is the integer part of the momentum in units of G after the Npth pulse is
applied.
As mentioned earlier the j=0 stable ﬁxed point of this map is at J = 0 and
does not change after applying any number of kicks. By deﬁnition, P in Eq. (4.30) is
the total momentum acquired by the ﬁxed point from the pulses. This is equivalent
to the deﬁnition of q in the interference model allowing us to replace P with q in
the following discussion. Also, since β is conserved, its value is determined by the
initial velocity via β = mvi/G. Substituting these results and deﬁnitions of τ , η and
 = G2T/m− 2πl into Eq. (4.30) we have,
G2
2m
T2q − 2πql + πl + (TGvi + gGT 2Np + 1
2
GgT 2) = 0, (4.31)
Working in the free falling frame introduces the last term into the equation. In the lab
frame Eq. (4.31) reduces to Eq. (4.9) up to a constant phase factor of πl− G2T/2m.
In other words the existence of a stable ﬁxed point in the -classical theory produces
the same equation for the formation of a QAM as the interference theory. We now
use this insight to see how the interference model needs to be modiﬁed in order to
explain higher order QAMs. A (p, j) ﬁxed point appears at J0 = 2πj/p and gains
2πj/p momentum units for each iteration, so at the Npth pulse the total momentum
of the ﬁxed point in Eq. (4.31) becomes (2πj/p)Np. Splitting this equation in a similar
manner to Eq. (4.10) of the interference model we have,
G2
2m
T2q + gGT 2Np = 2πql +
2πj
p
Np (4.32)
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This gives the same expression for the total momentum gained by a QAM after the
Npth kick as Eq. (4.29), which was derived for the -classical model. Therefore for
a QAM with indexes (p, j) the phase diﬀerence between two neighboring momentum
states can only be an integer multiple of 2π when j
p
Np is an integer. Hence Np must be
an integer multiple of p. This concept can be generalized even further to explain the
QAMs at higher order quantum resonances where τ = 2π(a/b) with a and b positive
integer numbers. For QAMs at these resonant times the rephasing happens between
momentum diﬀraction orders that are separated by bG. Hence rewriting Eq. (4.9)
for the momentum states of q and q − b we have,
φq − φq−b = G
2
2m
T (2qb+ b2) + viGTb + gGT
2Npb. (4.33)
Once again separating Eq. (4.33) into two time dependent and independent parts, the
momentum gain of a QAM and the initial condition required for a QAM to exist at
higher order resonances are given by the following,
q =
Np
γ
a2b
l′ − ab (4.34)
pi = (
l
ab
− 1
2b
)G (4.35)
To summarize, we have generalized the interference model to explain the higher
order QAMs. We have shown that the higher order accelerator modes are generated
by the rephasing of neighboring diﬀraction momentum states after multiple pulses.
Furthermore, the model was extended to the QAMs at higher order quantum reso-
nances by showing that they are generated by rephasing between momentum states
with certain separations set by the quantum resonance time. The relation between
this model and the pseudo-classical model was established. This was accomplished
by showing that the constructive interference between momentum states populated
by the pulsed light determines the stability island’s existence in the pseudo-classical
phase space.
CHAPTER 5
EXPLORING THE PHASE SPACE OF THE
QUANTUM DELTA KICKED ACCELERATOR
5.1 Introduction
For more than a century the study of chaotic phenomena has been recognized
as being crucial in the development of a fuller understanding of nature. In the pre-
vious chapter we reviewed the main theoretical models investigating the QAMs, a
much celebrated and studied system in the ﬁeld of chaos. In this chapter we present
our experimental observations of the QAMs and show how the theoretical model we
expanded upon agrees with our experiment.
An important aspect in studies involving quantum chaos which was missing
until relatively recently was experimental scrutiny of quantum systems which in the
classical limit exhibit chaotic behavior. The ﬁeld was given a boost and gained much
momentum since laser cooling techniques gave scientists a valuable tool to lower the
temperature of atoms to new limits. Once a system was set up to achieve a cold
atomic cloud, the next step was to ﬁnd a way of applying a periodic force on the cold
atoms. In short, what was needed was the equivalent of the classical kicked rotor in
quantum mechanics. The fact that light could exert force on atoms was a well known
scientiﬁc fact by the time the Oxford group 70 ﬁrst observed quantum accelerator
modes in 1999. There, they subjected ultra cold cesium atoms to a pulsed standing
wave of oﬀ-resonant light.
It should be noted here that in the theoretical description of the QDKR the
eﬀective value of Planck’s constant scales with the time between the pulses 140,141.
Therefore, to investigate classical correspondence in which  → 0, the time between
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pulses needs to be close to zero. However, for technical reasons this value can not be
made arbitrarily small in experiments.
Perhaps the simplest way of experimentally realizing the QDKA is by applying
the pulsed standing wave in the direction of gravity 70,73. This experiment has led to
the discovery of quantum accelerator modes (QAMs) near the resonance times. As
we mentioned in the previous chapter, one of the most important characteristics of
QAMs is that they are comprised of atoms which show a linear momentum growth
with pulse number in a freely falling frame 70. It has been shown that the QAMs
are quantum nondissipative counterparts of mode locking 142. They have also been
suggested for use in the preparation of well deﬁned initial conditions for quantum
chaos experiments 143. FGR attributed the QAMs to the existence of stability islands
in the pseudo-classical phase space. These studies have shown that this underlying
phase space has a complex structure which is highly sensitive to the experimental
parameters. However, the broad momentum distribution of the laser cooled atoms
which have been used so far to study this system have prevented the examination of
the local structures in the phase space.
In this chapter we report our results on the realization of QAMs using a Bose-
Einstein condensate (BEC) of Rubidium 87 atoms and the exploration of the pseudo-
classical phase space structure of the QDKA. Figure 5.1 shows experimentally ob-
served momentum distributions as a function of the number of standing wave pulses
applied to a BEC. This ﬁgure demonstrates that the QAM gains momentum linearly
as the number of pulse increases. This is the ﬁrst time that it has been possible to
determine that the QAM is made up of several distinct momentum states as origi-
nally postulated in Ref. 73. This quantization of momentum is observable because the
initial momentum uncertainty of the condensate was much smaller than two photon
recoils.
According to the -classical model (see previous chapter), for pulse periods close
to integer multiples of the half Talbot time, T = ×2πm/G2(= ×33.3µs for Rb87
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Figure 5.1. Experimental momentum distributions showing a QAM in a BEC ex-
posed to a series of kicks from a standing light wave in the free falling
frame. The kicking period was 61 µs and phid ≈ 3. The momentum
distributions are displaced as a function of the number of kicks. The
accelerator mode is the collection of momentum states that appear to
move towards the lower right.
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atoms) the system can be described by the classical map 76,
θn+1 = θn + sgn()Jn
Jn+1 = Jn −K sin(θn+1) + sgn()τη, (5.1)
where  = 2π(T/T − 1) is a small number,  is any positive integer number, and
K = ||φd. The dimensionless J and θ parameters are deﬁned as,
θ = G x mod(2π)
Jn = In + sgn()[π + τ(β + nη + η/2)] (5.2)
where p/(G) = I/|| + β, β is the fractional momentum, τ = TG2/m, and η =
mg′T/(G). Figure 5.2 shows a typical phase space portrait for the map of Eq. (5.1)
with φd = 1.4, T = 29.5µs and  = −0.72. Perhaps the most important feature of
this plot is the existence of a stable ﬁxed point surrounded by an island of stability.
If the size of these islands is large enough to capture a signiﬁcant fraction of the
wavepacket they give rise to observable accelerator modes. According to this model
the momentum gain of an atom in a period p accelerator mode after n kicks is given
by,
q = n
[ητ

+
2πm
p||
]
, (5.3)
where m is an integer and (p,m) speciﬁes a particular accelerator mode 72,76,142.
For an atom to appear in an accelerator mode, the initial conditions are a
crucial factor to be considered. The limited range of conditions that can produce a
QAM is a consequence of the fact that the stability islands do not cover the whole
unit cell of the phase space. Furthermore, the initial momentum required for an
accelerator mode to emerge is periodic. This can be seen by using Eq. (5.2) and the
fact that J has a periodicity of 2π. This is equivalent to a momentum periodicity
of ∆p = 2πG/τ . Observing this phase space structure requires that the atomic
momentum distribution be narrower than 2πG/τ . This implies a temperature of
≈ 450 nK for Rb87 atoms exposed to a pulsed standing wave of 390 nm wavelength
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Figure 5.2. Phase space unit cell for the QDKA map of Eq. (5.1) with φd = 1.4 and
T = 29.5 µs. A stable ﬁxed point with (p,m) = (1, 0) exists at J = 0
and θ = 0.0887. This stable ﬁxed point is surrounded by the stability
island in which the quantum accelerator mode will be created if the
atomic initial conditions are inside the island. The momentum width
of the condensate, ∆JBEC and the stability island ∆Jisland, are shown
with the solid white and black lines respectively.
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and pulse period close to the Talbot time ( = 2). To this extent, a BEC is an ideal
candidate 144. The momentum width of our condensate is shown with two white lines
in Fig. 5.2. Note that this width is smaller than the momentum extent of the island,
indicating that the momentum resolution of the experiment is more than suﬃcient to
clearly detect and identify a stability island from the chaotic background. However,
for experiments utilizing cold thermal atomic samples, the momentum distribution
is signiﬁcantly wider than G. Although this wide momentum distribution makes it
relatively easy to observe the accelerator modes, there is no direct way of examining
the structure of the phase space.
In order to explore the phase space of the kicked accelerator using BEC, the
experimental setup described in detail in Chapter 3 was used. Brieﬂy speaking a
pure condensate with ∼ 50000 atoms in the 5S1/2F = 1, mF = 0 state was created
in an optical trap of a CO2 laser. The CO2 laser was then turned oﬀ and after a
variable time interval the kicking potential was turned on. Varying this time allowed
the BEC to fall under the inﬂuence of gravity, thus changing the momentum of the
condensate at the commencement of the kicks. The kicking beam size was 1 mm, large
enough to ensure that φd did not change appreciably while the BEC was interacting
with the series of kicks. The phase modulation depth, φd, was inferred by noting
the population of the ﬁrst and zeroth order momentum states after one pulse and
comparing the results to Eq. 4.7. The temporal proﬁle of the standing wave light
was controlled by periodically switching the AOM on in order to create a sequence of
pulses each 250ns in length. The momentum distribution was measured using a time
of ﬂight method. Meaning the condensate expanded for a controlled time interval,
typically 9 ms, and was then destructively imaged using an absorptive technique.
To observe the pseudo-classical phase space structure of the QAMs, a series of
data were taken for pulse periods near both half-Talbot and Talbot times. Figure 5.3
shows a typical data set taken at (a) T = 61µs and (b) T = 72.2µs pulse separations
for diﬀerent values of the BEC’s initial momentum. These times occur on either side
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Figure 5.3. Experimental momentum distributions showing the sensitivity of the
QAMs to the initial conditions. The data was taken after applying 10
kicks with time intervals of (a) 61 µs (b) 72.2 µs and 30 kicks with
time intervals of (c) 28.5 µs, and (d) 37.1 µs between the pulses. The
initial velocity was changed by applying the kicking potential with
variable time delays after releasing the condensate from the CO2 laser.
The slope of the data seen in this ﬁgure is caused by the momen-
tum gain due to gravity. The doted lines denote the position of the
QAM. Note that ∆pisland is related to the size of the stability islands
by ∆pisland = G∆Jisland/τ
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of the Talbot time at T = 66.6µs. The data in Fig. 5.3 was created by horizontally
stacking 60 time-of-ﬂight images of the condensate, each for a diﬀerent initial momen-
tum. These data conﬁrm the periodicity of the QAMs with momentum. Furthermore,
the data of Fig. 5.3 provides a direct way to validate the theoretical prediction of the
island size. To do so, the data of Fig. 5.3 was summed along the initial momentum
axis. ∆pisland was then determined by measuring when the height of the QAM had
dropped to 1/e of its maximum value. The experimental and theoretical values for
the momentum extent of the islands are given in Fig. 5.4, near (a) half-Talbot and (b)
Talbot times. The theoretical values were inferred by plotting the map of Eq. (5.1)
for the corresponding experimental values of K. The circle and asterisk signs are the
experimental and theoretical values for ∆Jisland (as deﬁned in Figs. 5.2 and 5.3). It
can be seen that the experimental values are very close to the theoretical predictions.
Note that for values of K > 2 at half-Talbot time, the stability island elongates in
J and becomes narrow in θ. This behavior reduces the eﬀective overlap between the
BEC’s wavefunction and the stability island and consequently the QAMs were not
visible in Fig. 5.4(b) for higher values of K.
Figure 5.3 also shows that there can be little overlap between the initial con-
ditions that will populate a QAM at two diﬀerent values of T . This behavior par-
ticularly aﬀects what happens in experiments in which the momentum distribution
is measured as the pulse period is scanned across a resonance time. Unlike the ex-
periments with cold atomic samples where the QAMs on both sides of a resonance
could be populated 70, in the case of the condensate, only the QAMs which have
signiﬁcant overlap with the condensate wavefunction will be observable. This can be
seen in Fig. 5.5, where we performed a scan of pulse period across the Talbot time for
two diﬀerent initial momenta. The initial momentum for Fig. 5.5(a) was set to 1.2G
such that the QAMs were eﬃciently loaded at pulse periods near T = 72µs, whereas
in Fig. 5.5(b), the initial momentum was set at 1.5G to mainly populate the QAMs
around pulse periods near T = 61µs. QAMs with indices (p,m) =(1,0) appear at
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Figure 5.4. Experimental data showing the momentum range in which the QAMs
appear and the corresponding theoretical predictions. (a) shows the
experimental (circle) and theoretical (asterisk) values for ∆Jisland near
half-Talbot time and (b) show the same quantities near Talbot time.
Figure 5.3 illustrates the method used to experimentally infer ∆Jisland.
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Figure 5.5. Experimental momentum distributions showing controllable loading of
the (p,m) =(1,0) QAMs. The data was taken by applying 10 kicks for
a range of kicking pulse periods. In (a) the initial momentum was set
to 1.2G so as eﬃciently create QAM at pulse periods greater than
the Talbot time while in (b) the initial condition was set to 1.5G to
eﬃciently create QAM at pulse periods smaller than the Talbot time.
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pulse periods greater than the Talbot time in Fig. 5.5(a), whereas in Fig. 5.5(b) the
(1,0) QAM mostly appears at pulse periods smaller than the Talbot time. Note that
this is the ﬁrst time that it has been possible to selectively populate an island at a
particular position in phase space.
5.2 Experimental observation of higher order QAMs
As mentioned earlier the main advantage of using a BEC to realize the QDKA
is the improved momentum resolution which allows the observation of the individual
momentum states produced by the pulses of the standing wave. Therefore such ex-
periments provide a direct method to examine the validity of the interference model.
Figure 5.1 shows the observed QAMs near Talbot time where the time interval be-
tween the kicks was 61 µs. This ﬁgure shows that mainly three neighboring momen-
tum states comprise the QAM and almost maintain their population while gaining
momentum from the kicks. According to the interference model, these are the mo-
mentum states that can rephase at the next kick with a higher momentum. This
argument becomes stronger at pulse separations near the quarter-Talbot time where
b = 2, and hence according to the interference model the rephasing happens between
momentum states separated bG = 2G. Hence the momentum states with 2G
separations should be populated in the QAM. Recently we have been able to observe
QAMs near the quarter-Talbot time. Figure 5.6 shows an example of such data in
which the QAM appeared when the time interval between the kicks was 15.8 µs. The
dotted lines in this ﬁgure indicate that rephasing happens between states with 2G
separations, in good agrement with the prediction of the model. Another aspect of
the theory is given by Eq.( 4.35) which indicates a ladder structure for the initial
momentum required for observing QAMs. Although existence of this structure has
been observed with cold atoms 71 and BEC, 138 it has been conﬁned to kicking sep-
arations close to Talbot and half-Talbot time. According to Eq. 4.35 this periodicity
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Figure 5.6. Experimental data showing the quantum accelerator modes near quar-
ter-Talbot time where the time interval between the kicks was 15.8
µs. The data shown was created by horizontally stacking 47 time of
ﬂight images of the condensate, each 8.9 ms after a certain number of
kicks (horizontal axis) applied to the BEC. Note the jumping of the
diﬀraction orders by 2 as the kicks increase
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TABLE 5.1. Parameters for the interference model for diﬀerent kicking time inter-
vals. The predicted and observed periodicity of the QAMs with initial
momentum are given in last two columns.
Kicking period α ≈ a/b b ∆pi theory ∆pi observed
Talbot 2 2 1 G
2
G
2
Half-Talbot 1 1 1 G G
Quarter-Talbot 1
2
1
2
2 G G
in the initial momentum depends on the kicking period as ∆pi = G/ab. To ob-
serve this periodicity a series of data were taken at Talbot, half-Talbot and quarter
Talbot times with a constant number of kicks but variable initial momentum. The
initial momentum of the condensate was changed by turning oﬀ the CO2 laser and
applying the kicking potential after a variable time interval during which the BEC
gained momentum under the inﬂuence of gravity. Figure 5.7 shows three data sets
taken at (a) T = 15.8µs (b) T = 37.1µs and (c) T = 61µs pulse separations for
diﬀerent values of the BEC’s initial momentum. The data in Fig. 5.7 was created by
horizontally stacking 60 time-of-ﬂight images of the condensate, each for a diﬀerent
initial momentum. The theoretical predictions and the observed periodicity of the
momentum deduced from Fig. 5.7 are summarized in Table 5.1 which indicates good
agreement between the predictions of the model and experiments. The periodicity of
the QAMs was deduced from the separation between the QAMs as shown in Fig. 5.7.
In conclusion our experiments have demonstrated the feasibility of observing
quantum accelerator modes using a BEC. We were able to examine the underlying
pseudo-classical phase space structure of the quantum delta kicked accelerator. Quan-
tum accelerator modes near quarter-Talbot time were also observed for the ﬁrst time.
These observations allowed us to validate the interference model and its predictions
for the periodicity of the QAMs with the initial momentum of the BEC at Talbot,
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Figure 5.7. Experimental data showing the periodicity of quantum accelerator modes
with initial momentum. The data is taken after applying 50 kicks with
a pulse interval of (a) 15.8µs, (b) 30 kicks with 37.1µs and (c) 10
kicks with 61µs which are close to near quarter-Talbot, half-Talbot
and Talbot time.The larger number of kicks at the half-Talbot and
Talbot time was necessary due to the smaller momentum transfer per
pulse. QAMs are the group of atoms propagating towards the lower
right of the ﬁgure and the dashed lines are drawn to guide the eye
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half-Talbot and quarter-Talbot time. These experiments pave the way towards fur-
ther investigation of more complex systems like the kicked harmonic oscillator 145,146
and dynamical tunneling 147,148 that have received little study. This experiment also
opens the door to experimental observation of many phenomena related to quantum
chaos. For example, the high momentum resolution of the experiment could bring the
possibility of observing bifurcation of the stability islands to a practical level. This
should lead to a better understanding of the transition to chaos in a quantum system.
CHAPTER 6
CONCLUSION AND OUTLOOK
In this thesis, the results for the ﬁrst observation of quantum accelerator modes
using a Bose-Einstein condensate has been presented. To facilitate the stable creation
of BEC we changed the optical trap geometry from a two crossed optical beam conﬁg-
uration to a single beam conﬁguration. By varying the beam size from wide to tight,
the optical dipole traps’ loading and evaporative cooling eﬃciencies were improved
respectively. This was accomplished by passing the laser beam creating the optical
trap through an expanding telescope with one of the lenses mounted on a translation
stage before it enters the vacuum chamber.
To realize the quantum delta kicked rotor, spatially corrugated oﬀ resonance
pulses were used as the kicking potential to import momentum to the condensate.
This system also allowed us to experimentally observe the quantum accelerator modes
for the ﬁrst time. We also conﬁrmed the existence of stability islands in the phase
space of the quantum delta kicked rotor
We further studied the creation mechanism of the QAMs with an interference
model. We showed that the coordinates of stable ﬁxed points on the phase space
portrait of the semi-classical treatment of the QDKR is equivalent to the construc-
tive interference condition between the neighboring momentum states populated by
diﬀraction of the BEC oﬀ the kicking pulses. By establishing this relation between
the two models we were able to generalize the interference model to predict the nature
of the QAMs at higher order quantum resonances. These theoretical predictions were
validated with observation of the higher order QAMs reported in Chapter 5 of this
thesis.
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6.1 Future Directions
The experimental and theoretical tools developed in this thesis allows the next
generation of experiments to advance the study of the quantum delta kicked rotor.
For example, one can study the eﬀect of the mean-ﬁeld energy of the BEC in the
stability of the QAMs. The mean-ﬁeld energy can be manipulated using Feshbach
resonance.
The quantum kicked harmonic oscillator (QDKHO) which has been studied
only theoretically is another system that can be realized with the setup developed in
this thesis by kicking the BEC with the optical trap on. For certain experimental
parameters the phase space of the QDKHO has a stochastic web structure that spreads
all over the phase space. A point on this web can be accelerated inﬁnitely along the the
channels of the web even for an inﬁnitesimal value of the kicking strength. Studying
such systems will help us to investigate the foundations of quantum chaos.
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