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Abstract 
We present a generalization of modal logic to logics which are interpreted on coalgebras of 
hmctors on sets. The leading idea is that infinitary modal logic contains characterizing ,formu/a.s. 
That is, every model-world pair is characterized up to bisimulation by an infinitary formula. The 
point of our generalization is to understand this on a deeper level. We do this by studying a 
fragment of infinitary modal logic which contains the characterizing formulas and is closed under 
infinitary conjunction and an operation called LL This fragment generalizes to a wide range of 
coalgehraic logics. Each coalgebraic logic is determined by a functor on sets satisfying a few 
properties, and the formulas of each logic are interpreted on coalgebras of that functor. Among the 
logics obtained are the fragment of infinitary modal logic mentioned above as well as versions 
of natural logics associated with various classes of transition systems, including probabilistic 
transition systems. For most of the interesting cases, there is a characterization result for the 
coalgebraic logic determined by a given hmctor. We then apply the characterization result to get 
representation theorems for final coalgebras in terms of maximal elements of ordered algebras. 
The end result is that the formulas of coalgebraic logics can be viewed as approximations to the 
elements of a final coalgebra. @ 1999 Elsevier Science B.V. All rights reserved. 
Keywords: Infinitary modal logic; Characterization theorem; Functor on sets; Coalgebra; 
Greatest fixed point 
1. Introduction 
The starting point of this paper is the characterization phenomenon of infinitary 
modal logic. The basic result of this type is that (M,w) and (M, V) are model-world 
pairs which satisfy the same formulas of infinitary modal logic (over some fixed set of 
atomic propositions) iff there is a bisimulation of M relating w and v. This highlights 
the relation of infinitary modal logic to bisimulation. But infinitary modal logic also has 
a relation to the power set operation of set theory. Actually, the relation is to a closely 
related operation which we now describe. Fix a set AtProp of atomic propositions. 
From AtProp we obtain finitary and infinitaty modal logic in the usual way. Kripke 
016%0072/99/$ - see front matter @ 1999 Elsevier Science B.V. All rights reserved 
PII: SO1 68-0072(9X)00042-6 
278 L.S. MosslAnnals qf Pure und Applied Logic 96 (1999) 277-317 
models for these logics are coalgehras for the functor F(A) = 9(.4) x Y(AtProp); 
that is, pairs (A, e), where A is a set and e : A + P(A) x S(AtProp). For each world 
a E A, e(a) gives the set of worlds accessible from u, together with the set of atomic 
propositions true of a in the model. 
The connection of modal logic to this functor seems to be fairly new. (One source of 
it is Rutten [ 181.) In recent years, a number of authors have considered coalgebras of 
functors in connection with modeling issues in theoretical computer science; for exam- 
ple, see [l, 8, 19, 211. One important line of work concerns ,finul coulgehra theorems. 
A final coalgebra for a f&ctor often gives a “most abstract” model of a specified kind, 
and this is the interest of such a result. Now coalgebraic logic is connected to final 
coalgebras in the following way: we will generalize our fragment of infinitary modal 
logic to a logic we call ye, for each functor F on sets satisfying a few conditions. 
The logic 2, will be interpreted on F-coalgebras. One of our goals is that _!?z/F should 
be expressive enough so that distinct points in the final coalgebra should differ on 
some formula of 2~. On the other hand, it should be weak enough so that bisimilar 
model-world pairs should satisfy the the same formulas of YF. Another of our goals 
is to get generalizations of the characterization result. 
As shown by Aczel and Mendler in [2], practically every functor on sets has a final 
coalgebra. However, the more concrete a representation one has of the final coalgebra, 
the better. Final coalgebra theorems of various types may be found in the works cited 
above, and also in [5, 6, 15, 171. The results of this paper also give a final coalgebra for 
a wide range of functors on sets: the maximal formulas of 9~ in the semantic preorder. 
We begin in Section 2 with an overview of the characterization results from infinitary 
modal logic. Although we present all of the details of this work, one should be advised 
that we are attempting to be as brief as possible. Also, we are not really presenting 
the standard approach to modal logic, but rather a reformulation that is suggestive of 
the generalization provided later in the paper. This is half of the background of the 
paper, and the other half is found in Section 3. That section reviews some material 
on fimctors on sets. The new work of the paper begins in Section 4, where we define 
coalgebraic logics and their semantics. We study these logics in Section 5. A few re- 
marks on sound logical principles appear in Section 6, but the work there is just the 
beginning of a study of the logical aspects of the machinery introduced in this paper. 
Coalgebraic logics are quite minimal; they do not include negation, for example, and 
we show how to add negation Section 7. Sections 6 and 7 are a bit off the main track 
of the paper and may be omitted. The theme of characterization for coalgebraic logics 
is taken up in Sections 8. Stronger results appear in Section 9 where under suitable 
hypotheses we generalize the strong characterization results of infinitary modal logic 
to coalgebraic logics. In Section 10 we apply our theory to show how formulas of 
coalgebraic logics can be seen as approximations of members of final coalgebras. 
DeaTication It is a pleasure to dedicate this paper to Rohit Parikh. Some of the 
results in this area were first presented at the Seminar in Applications of Logic which 
he organizes at the CUNY Graduate Center. I am grateful to Rohit and to the other 
participants in this seminar. I wish Rohit many more years of insightful work in logic, 
computer science, and philosophy. 
2. Background on infinitary modal logic 
In this section, we present a reformulation of infinitary modal logic in terms which 
we generalize in the remainder of the paper. The work here is not new. We omit most 
of the routine details, and so the reader unfamiliar with the ideas below might like to 
compare our reformulation with a standard presentation. 
Fix a set AtProp of ntomic, propositiorzs. WC use letters like p and y to range 
over atomic propositions. The infinitary modal language Y(AtProp) is the smallest 
class such that AtProp C_ Y(AtProp); if ye t Y, then -q E Y’(AtProp) and also 
G UI E .Y’/‘(AtPropj: and if S is any subset of I/‘, then A.S t X’(AtProp). Note that 
the empty set is a subset of Y(AtProp). and we denote A v1 by trzre. 
A (Kviph-v) model is a pair 8 = (A. e), where A is a set and e : A - .?(A ) < 
./P(AtPropj. We generally write e,, for the value of the filnction e applied to (1. Further, 
each TV,, 1s a pair, and we use the symbols 7rl and ~(2 for the projections to .@(A) and 
/P(AtProp j, respectively. Thus, a model associates to every N E A a set nl(~,,) i il 
and another set n?(e,,) C AtProp. For such a model, we define the sati~fl?ction rx~krtion 
CI kc, cp by recursion on cp E Y(AtProp) as follows: 
II i-_ <: /I if P E nn7(eir) 
U b,‘. -‘(/I if LI V/: cp 
U IF,: 0 ‘p if for some h E 7ci( e,, ), b +;r q~ 
u t=i As if for all cp t S,a /=,: cp 
‘The finitary boolean connective A is a special cast of A. We also introduce V, V. 0. 
etc., as abbreviations in the standard way. 
Example 2.1. Let AtProp = {p,q}. Consider a model C: = (A,e). where il = {_Y.J,} 
and e is given by e, = ({x, y}. {p,q}) and c, = ({x}, {p}). (This corresponds to a 
Kripke model based on X whose accessibility relation is given by XRY, .uR>‘. and .\,RY: 
and where the atomic formula p is true at both points while q is true at .r alone.) Let 
I// = (3 trtw A 0 ( p A ‘q) A p A q. 
WC claim first that x +=i: $. The semantics of true implies that every point in every 
model satisfies rnte. Since x (=J tnrcz and x E ~1 (e,). x /=,: 0 true. The rest of the 
verification is similar. 
I\row dcfinc formulas q>, and cp; by recursion on n, so that q; = cp(, = true. and 
cp:,4  =: O( c/T; v cp;Y) A 0 cp,; A 0 c/Y:, A p A q 
(Pf,‘, 1 = q cp,; A 0 q,; A p A ‘q 
Then it is not hard to show by induction on 17 that x k,c (p:, and v I=,< cp{, 
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Bisimulation. A key ingredient in our reformulation of modal logic is the categorical 
notion of bisimulation of Aczel and Mendler [2]. To get started, recall that we are 
considering the operator F: V + V given by F(A) = 9’(A) x Y(AtProp). (Here V is 
the universe of all sets.) We regard as a jiunctor on the category of sets in a natural 
way: Given f : A -+ B, we define Ff : F(A) + F(B) by 
F f(s, t) = ({f(c’) : c’ E c}, t). (1) 
It is easy to see that F preserves compositions and identity maps. 
When F is viewed as a functor, Kripke models become coalgebras. (A coalgebra for 
a functor F on a category C is an object c of C together with a morphism c( : c + Fc; 
see Section 3.1.) Note that the accessibility relation a R b of a model is recoverable 
from the coalgebra map e as the relation b E n,(e,). In modal logic, one also finds the 
notion of a p-morphism of models; indeed, this is one of the main types of mappings 
between models. For us, p-morphisms are the morphisms of coalgebras. That is, let 
Q= (A,e) and 9= (B,f) b e models. Then a morphism a : & -+ F is a map CI : A + B 
so that FLY o e = f o c(. 
Let 6 = (A, e) and 9’ = (B,f) b e models. A bisimulation between 6 and F is 
a relation R on A x B (that is, a subset of A x B) such that there is some coalgebra 
9 = (R, h) so that the projections r$ xB : W + d and 4 xB : 92 -+ 9 are morphisms. 
We stress that when applying this definition, FTC, and Frcz are defined by (1). Also, 
when we work with a concrete case, we often omit the superscript A x B on the 
projections. 
All of the definitions introduced above agree with their standard formulations. We 
verify this for bisimulation because the idea is important for this paper. The usual 
concept of a bisimulation between Q and 9 is a relation R so that if aRb, then 
(1) n2(eu) = m(eh) 
(2) For all a’ E xl(e,), there is some b’ E xl(eb) so that a’Rb’. 
(3) For all b’ E ?~l(eh), there is some a’ f xi(e,) so that a’Rb’. 
If R is a bisimulation in the coalgebraic sense, then we check (1) and (2); (3) is 
similar to (2). Suppose aRb, so that (a, b) E R. Then 
mtea) = 7dh )ht(a,b))) 
= m((Fm)htia,b)>> 
= n2teh) 
For (2), the morphism condition tells us that 
z,(e,)=n:,((Fxl)h((a,b)))= {a’ : @b’)(a’,b’) E Rnh((a,b))). 
Now suppose that a’ E e,. So there is some b’ such that a’Rb’ and (a’, b’) E h( (a, b)). 
This last condition implies that b E eb, since we calculate rcl(eA) = ~~1((F~~2)h((a,b))). 
This concludes this part of the proof. 
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On the other hand, suppose R is a bisimulation in the usual sense. We need to define 
a map h : R 4 F(R) such that the projections ~1 and 712 are morphisms. We set 
h((a,b))= ((W(G) x ~1(eh))nRm(e,)). 
Then the usual bisimulation conditions imply that both projections give morphisms. 
2.1. The characterization result for modal logic 
The basic result of infinitary modal logic is the following: 
Proposition 2.2. Let & = (A, e) and 9 = (B, f) be models. For all a E A and b E B, a 
and b satkfy the same formulas of injinitary modal logic ifs there is a hisimulation 
.%? between 8 and 9 such that aR b. 
This result may be strengthened in a number of ways. Let S C Y(AtProp) and let 
T C: AtProp. We define n(S, T) to be the following formula: 
where 0S={Vcp:cp~S}. 
Let 3(n) be the least subcollection of _!Z’(AtProp) such that for every S C Y(n) 
and T C AtProp, /\S E Y(L) and n(S, T) E Y(n). Then the proof of Proposi- 
tion 2.2 shows that a and b satisfy the same formulas of Y(a) iff there is a bisimu- 
lation 9 between Q and 9 such that aR b. This result itself can be significantly 
strengthened: for a fixed (&,a), the bisimulation type of (&,a) may be determined by 
a single infinitary formula in 9’(n) depending only on (A, a): it is not necessary to 
use the whole proper class of infinitary formulas. 
Definition. A model-world pair is a model & = (A, e) together with some a E A. A 
formula 8 of _Y(AtProp) characterizes (&,a) if for all 9 = (B, f) and all b t B, 
b +.F t) iff there is a bisimulation 8 between 8 and ,F relating a to b. 
We go into detail on how characterizing formulas are obtained. Let (8, u) be a 
model-world pair. We define a formula cpt by recursion on x as follows: 
Note that these formulas depend on d but that we have suppressed W in the notation. 
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Theorem 2.3. For all (&,a), there is an ordinal c[ with the following property: if 
(9, b) is any model-world pair and b /==+ cpz, then there is a bisimulation of B and 
F relating a to b. 
Proof. We sketch Gerbrandy’s proof of this result from [ 131. First, consider the sub- 
model 80 of B generated by a. This submodel is easily seen to be a set. The approx- 
imations cp; have several important properties: if a <p, then @ + qz; and for all 
fixed CI, the two formulas @ and cp; are either equivalent or contradictory. We will 
not prove these facts here, but versions of them will follow from our more general 
work in Section 8. So we can fix an ordinal b large enough so that for all b, c E AO, 
if 9; # q!, then for all y a/?, we have ‘pi # cpj:. 
Next, let a = fl + w, so that u is the least limit ordinal greater than p. We claim 
that the following relation is a bisimulation between Q and 9: cRd iff ‘p: = cp:. (It 
then will follow that if b k,~ cp:, then R is a bisimulation of Q and 9 relating a 
to b.) Suppose that cRd. Then it is easy to see that c and d satisfy the same atomic 
formulas. We claim that for every c’ E rci(e,.) there is some d’ E xl(e&) such that 
c’Rd’. To see this, fix c’. Note first that since cpc “-’ = (p$f2, there is some d’ so that 
‘p‘l 
/(Al = &’ We claim that in fact @, = cp;,. For this, fix n < w. For d’ there is 
some c” such that @” = @+” c ” d’ But then (pf:’ = q$-’ = cpf?‘. Hence cp’;,, = (~31, for 
all y. In particular, this holds for y = B + n. Thus @‘, = q$,“. Since n is arbitrary, 
(p;, = cp;, 
This verifies one direction of the bisimulation conditions, and the other part is similar. 
0 
There is a refinement of Theorem 2.3 that gives a bound on the ordinals involved. 
For each &, let R* be the transitive closure of the relation R on A. Further, for each 
model-world pair (8, a), let K = ~(8, a) be the smallest infinite regular cardinal such 
that for all b such that aR* b, b has < K many successors up to bisimulation. 
Theorem 2.4. Let (&,a) and (F”, b) b e model-world pairs. If b b;s cpz, then there is 
a bisimulation of & and 9 relating a to b. 
Example 2.5. We continue to study & from Example 2.1. We have ti(&,~) = ~(8, y) = 
o, the first infinite ordinal. For all natural numbers n, q$ and cpli‘ are written out in 
Example 2.1. Let 8” = A,, cp:. Theorem 2.4 tells us that if we have any model, say 
6’ = (B, e’), and some b E B such that b +dj %‘, then there is a bisimulation R between 
d and 9 which relates x to 6. 
The proof of Theorem 2.4 may be found in Ch. 11 of [8]. Applications are discussed 
there in [9, 41. Both Baltag [4] and Gerbrandy [13] note that Fagin [12] also obtains 
characterization results for semantics of infinitary modal logic based on r*-worlds. As 
it happens, those worlds are essentially what we are calling the canonical formulas. 
Having introduced Y,(n) as a fragment of infinitary modal logic, we would Luke to 
pose one open question about it. As shown by van Bcnthem [IO]. infinitary modal logic 
is equivalent to the fragment of infinitary first-order logic which contains the formulas 
invariant under bisimulation of models. Is there a similar result for -i/‘(a), isolsling 
Y(n) as a logic corresponding to invariance for some relation on first-order models.’ 
~0l~ard.s a @?iWUl&ZfifWl. Beginning in Section 3, bvc present a pnera~izatioli 01‘ 
!!‘( il ). This generalization is actually quite broad. and it covers other loglcs ax \4 c.!! 
As a rccuft, the reader might not at first glance XC the connection of the worh to 
come with modal logic. So we sketch briefly a development of our ideas more cIo~l\ 
conncctcd to modal logic. 
The basic idea is to work directly with the syntax of Y”( L1). dropping the conn<c;lo!l 
to modal logic. WC would have formulas like WW. A:( { WW). { p} ), A( { A( ~rw. { /J / ) /:. 
: p, q} ). etc. Note that the modal operators g and C arc gone. This is a general ~>;IIII!-C 
(or defect) of our approach. Let 
This is a class. and so we shall apply F to it in what follows. Now suppose \vjc 
have sets S ‘1, Y’(n) and T c AtProp. Hcrc arc some equivalent formulations ot’ t!lc 
semantics of 0 +,, :i;(S. T): 
(a 1 For all I: t nl (cJ~!) there is some I// E S such that h I=/ I$: for all 11) i S thcriY 
is some h E 711 (eJ such that h I:=;, ri/: for all p E T. ,I) G 7c;( c,,); and for a! 
/I t I72(“,, ). /’ t T. 
(c) Thcrc is some 11’ t F(Sut) so that (Fn, )I~I = t’,, and (FT[, jtr = {S. r;. 
Formulation (a) is obtained directly from the semantics o. f modal logic. Assummg (3 1. 
WC get lt’(, a~ in (b) by taking 
going from (b) to (a) is easier. Given it’,, as in (b), we get 11’ as in (c) via (11,~~. T : 
the convcrsc again is easy. 
The point of the move from (a) to (c) is that by mo\ing to a more abstract levc! U.C 
have packaged all of the purely set theoretic features of (a) into the simpler form 01‘ 
(c ). Another point is that the quantifier complexity has gone down. This fotmulatlon in 
(c) is the leading idea behind our logics because it expresses the semantics of Y’( .1 i 
in a simpler and more generalizable way than (a ). 
3. Background on functors on sets 
From our work in Section 2, we have seen the operation F(u) = Y(a) x iP(AtProp) 
come up several times. Note that we also adapted F to apply in a certain wav to 
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functions when we wrote Frri and Fx~ in our discussion of bisimulation. This adaptation 
Fni is not the same as applying the operation F to the set of ordered pairs 7~1; we 
write this as F(ni) to distinguish the two. Because we need both notions, we’ll move 
from considering F as an operation on sets to a jiinctor on the category of sets. As it 
happens, the extra conditions needed to make a fimctor will be of use to us. Actually, 
we take one step beyond the usual category of sets and functions. We applied F to 
proper classes in addition to sets when we applied it to the satisfaction relation Sat of 
some model. So to get an appropriate setting in which to generalize Z(n), it makes 
sense to consider the category SET of classes and set-continuous functions. These are 
functions f : C + D between classes with the property that 
f(C) = U{fCc) : c C C and c is a set}. (2) 
In working with classes, we have the usual choice of either working in set theory 
and treating classes as a faGon de parler, or working in a theory that has classes as 
first-class objects. None of our results hinge on the choice here. For some results, we 
assume the Global Axiom of Choice. Except for this, we work in standard set theory in 
this paper. We will not need either the Foundation or Anti-Foundation Axioms, though 
we discuss the connections of AFA to our work at certain points. 
Returning to F, we are concerned with functors on SET. We will work with fimctors 
which are set-based, standard and which preserve weak pullbacks. 
Definition. F is set-based if for all classes C and all a E F(C), there is some set 
CO C C and some a0 E F(C0) such that a = (Fi)ao, where i is the inclusion of CO 
in C. 
F is standard if whenever f : A L) B is an inclusion, then Ff : F(A) L) F(B) is 
also an inclusion. 
The import of the proposition below is that for a standard functor, the value Ff 
depends only on (the graph of) f; if we regard f as a function to a bigger domain, 
none of the values (Ff )x change. In the same way, F commutes with restrictions. 
Proposition 3.1. Let F be standard 
(1) Let f : A 4 B, let AO GA, and suppose that B. C B is such that f [Ao] C BO. Let 
g : Ao + BO be obtained by restricting f. Then for all x E F(Ao), F(f )x = (Fg)x. 
(2) Suppose that f : A + B, and let B. = f [A]. Then (Ff )[F(A)] C F(Bo). 
Proof. For (l), let i : A0 of A and j : Bo q B so that j o g = f o i. By functoriality 
and standardness, Fj o Fg = Ff o Fi. But Fj and Fi are inclusions. This implies our 
result. 
For (2), let g be as in (l), with A = Ao. By the result of (a), (Ff)[F(A)] = 
(Fg)[F(A)]. But as Fg : F(A) --f F(Ba), so (Fg)[F(A)] C F(Bo). 0 
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As an immediate consequence of standardness, note that as an operator on classes, 
F is monotone: if A C B, then F(A) C_ F(B). Also, given a monotone operator on sets 
(such as the power set operation), then we can extend it to classes via (2). We also 
use the following result: 
Proposition 3.2. Jf F is an operator on clusses which is monotone and set-based. then 
F has a leust $xed point F, and a greatest jixed point F”. 
The assertion about least fixed points is a well-known consequence of definition by 
recursion on the ordinals. That is, we define classes F, by recursion on x: Fo = v). 
F,+I = F( F, ), and F;. = U ,j<j. F/c for limit ordinals b. Then the set-based-ness and 
monotonicity properties imply that F, = U, F,. The greatest fixed point result is due 
to Aczel [l]. Indeed, there is a nice representation for the class F”: 
F” = U{b 1 b is a set and b c F(b)} 
We shall need a principle of definition by recursion on least fixed points. 
Recursion Principle. Let (A,g) be an F-algebra, i.e. a class A and a map g : F(A) - A. 
Then there is a unique map g# : F, 4 A so that g* = g o Fcg’. 
In this form, this result is due to Aczel [l]. It states that (F,, id) is initial in the 
category of F-algebras. The assumptions needed on F for it are standardness and sct- 
based-ness. The map gii is defined by a recursion that parallels the usual definition 
of F, as a union of sets F, for ordinals x. Indeed, we set go to be the empty map, 
6~~ 1 I = go Fgx, and for limit i., g; = U,,< j. gp. It is easy to check using Proposition 3. I 
that if a < fi, then gX is the restriction g/i 1 F,. So the limit is indeed a function. 
Then we set g’ = U, gX. One consequence of this representation is that g’ is injcctive 
provided g is injective. 
Recall that in this section we are introducing conditions on functors that will apply 
throughout the remainder of the paper. So far we have introduced the properties of 
being set-based and standard. For the last property, we need a definition. 
Definition. Let g : C + D and u : B 4 D be two morphisms with the same codomain 
D. A weak pullback (of g and u) is a pair (,f : A 1 B, u : A + C) so that 1.0 ,f = <JO II 
and with the extra property that if b E B and c E C are such that v(b) = g(c), then 
there is some a E A such that f(a) = h, and u(a) = c. This a need not be unique. (If 
there were a unique a for each such b and c, the diagram would be a pullback.) 
AIB 
((1 j:, 
c -D 
(3) 
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Example 3.3. One particularly simple kind of pullback comes up several times in our 
work. It is when there is a class X such that A C X x B; C C X x D; ,f’( (x, 6)) = b, 
s((sc), = c, u((x,b)) = (x,Nb)), and A = {(x, 6) E X x B : (x, u(b)) E C}. To check 
that this is a pullback, suppose that b E B and (x,d) E C are such that u(b) = g((n,d)). 
Then o(b) = d. We consider (x, b). This belongs to A because (s. c(b)) = (.x,d) t C. 
Further, ,f( (x, b) ) = b and u( (x, 6) ) = (x, c(b)) = (x, d), as desired. The uniqueness is 
trivial (and irrelevant in all our applications, since we only will be concerned with the 
Mmzk pullback property.) 
Example 3.4. We shall also need to know that the composition of relations is a weak 
pullback. Let R C: A x B and S C B x C. Then the domain of the pullback of 7~; :R + B 
and 7~: S ---f B is not the composition S o R = {(a. c) E A x C : (3b)aRbSc) but rather 
S + R, where 
S*R={((a,b).(b’,c)) ~RxS:b=b’}. 
The pullback square is rt; o z;*~ = 7~: o .$*R. It is possible to find maps kr : 5 o R - A : 
and kz : S o R + B so that 7~4 o kl = II: o k? is a weak pullback. However, k, and kl 
arc not unique, and we need the Axiom of Choice to get them at all. Note also that 
there is a natural map h : Sk R + S o R given by 
h= ( Ttf 0 n:‘*R, 7c; 0 l-c;*“). 
With this definition, 
Definition. F preserves weak pullbacks if the image under F of every weak pullback 
square is itself a weak pullback square. 
Although this property is the key to a number of results in the theory, it is not 
so easy to motivate on the basis of first principles. That is, we do not know an a 
priori reason why someone would want to consider the property of preserving weak 
pullbacks except to say that it applies widely and has many consequences. The key 
to those consequences is that many of the natural operations on relations are given by 
weak pullbacks in SET, and preserving weak pullbacks enables us to adapt arguments 
concerning relations to the more abstract setting of functors on SET. 
Essentially all of the natural functors on SET are set-based, standard, and preserve 
weak pullbacks. These include the identity, every constant functor, and the power set 
-9’. This last functor sends a map ,f : A + B to .Yf : PA + 9B given by (.V-pf), = ,f[s]. 
Incidentally, the power set functor preserves weak pullbacks, but it does not preserve 
pullbacks. The finite power set functor P,.i,r has all of these properties, too. For every 
fixed set C. the functors A w A + C, A H A x C. and A H C - A also are set-based, 
standard, and preserve weak pullbacks. In writing ‘-1 t C‘, WC have in mind the disiolnl 
sum, defined in general by 
At Y=:({O} xx)L~({l} x Y), i5\ 
and the Cartesian pair operation is based on the Kuratowski pair (x. y) = { { t-). j-t-. 1.; ). 
Since we arc mentioning disjoint sums at this point. we should also bring up sonic 
rclatcd notation. If A and B are any sets, then we write inl :;I -? A + B for the functron 
t/ + (O,(I), and inr: B - A f B for /I +- (l.h). If f :.4 - C and ~1: B a <‘. tlrcn 
I,/‘. y] : .4 + K - C in the obvious way, by cases. 
Given two functors which are set-based, standard, and prcscrvc weak pullbacks, their 
composition also has these properties. So the collection of functors of intercht irl thlh 
paper includes nearly all of the ones which arise in practice. We remark that thcrc 
arc functors on SET which do not have these properties. For example, the operation 
t- + {.Y} is not monotone, so as a functor it is not standard. There arc examples ot‘ 
functurs which do not preserve weak pullbacks: one may be found in [I], and another 
intentioned 111 Rutten [19]) is the composition of the contravariant power bet functot 
with itself. 
Example 3.5. The following functor is related to Markov chains and to the concept ot 
pwhtrhilistic~ ttwsition s?‘stems introduced by Larsen and Skou [ 141. Let Q(J ) bc the 
set of all finite partial functions p : A --+ [O, I] with the property that c !)[.4J = ! So 
p is a probability measure on a finite subset of A. To define Q on a map f :, 1 B. 
MC set (Qf)p to be the function with domain ,f[rhm( p)] and given by 
This Q is set-based and standard. (Note that if we had Q(.4 ) be a set of total functions. 
then standardness would be lost. Also, we use finite functions to avoid introducing mea- 
sures, though this would be an important extension of our work.) The weak pullback 
property is more interesting. Suppose we have a square as in (3). Let p E Q(B) awi 
q E Q(C) be such that (Qr)y = (Qg)c/. We write 50 for r/~nl( p) and (‘0 i‘or r/o/r~tr/ ).
Since (Qv)p and (Qg)q have the same domains, r[B,j] = r/[C,,]. Let A,, z.1 bc a finltc 
set with the property that f‘[&] = Bo and u[A,,] = C,,. Such a set .4,) exists since \VC 
started with a weak pullback in SET and -Ypiiii presenzs weak pullbacks. We need :I 
function I’ :/I!, - [O. I] such that (0.f)~ = p and (QLI)I* : q. After a bit of routlnc 
work. we can reformulate the problem and prove the following result. 
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This result is the converse of an assertion which everyone knows: given a rectangular 
array of numbers, one gets the same total by adding across the rows and then totaling 
the row sums, or adding down the columns and then totaling the column sums. I am 
not aware of any previous statement of the Row/Column Theorem (but surely many 
people have noticed it before). It is interesting to note that the Row/Column Theorem 
is equivalent to the assertion that Q preserves weak pullbacks. My first proof was 
a direct appeal to the Max Flow-Min Cut Theorem of network theory. However, we 
can also give the following completely elementary proof, due to Saleh Aliyari and 
the Logic Group of the IPM of Tehran, Iran [3]. We argue by induction on m + n. 
If either m = 1 or IZ = 1, then the result is trivial. In another easy case, if each yi 
equals each cj, then m = n; we can set aij = rl/n in this case. Discarding these cases, 
and rearranging if necessary, we may assume that m, n 32 and that cl < ~1. Now 
Cl <i<m ‘i = C2<j<m cj, where ri = r1 - cl, and r: = r; for i > 1. By the induction 
hypothesis, we have a; for 1 <i <m and 2 <j <n such that 
c ai, = r, for I<i<m and 
I<j<n 
c a; = cj for 2<j<n. 
I4i<nz 
To get the required a, for the original problem, we use al 1 = rl, ail = 0 for i 32, 
and ai, = a$ for all (i,j) with j32. 
The Row/Column Theorem is equivalent to the assertion that Q preserves weak 
pullbacks. The probabilistic transition systems introduced in Larsen and Skou [14] are 
coalgebras for a functor which elaborates 0. Fix a set L of labels and a singleton 
set 1 = {*}. Then probabilistic transition systems are coalgebras for F(A) = L + 
(1 + Q(A)). For our purposes, L is irrelevant, and we might as well assume it is 
a singleton. Hence in a few further examples we shall study a functor P given by 
P(A) = 1 + Q(A). We study these functors P and Q in Examples 3.11 and 4.6, and in 
Proposition 9.6. 
The connection of probabilistic transition systems and coalgebra was also noticed by 
Erik de Vink and Jan Rutten. One should see their paper [22] for material on this topic 
which we have not obtained. Also, the modeling of systems which are continuous is 
taken up in Blute et al. [7]. 
Summary. All functors F in this paper are endofunctors on SET and are assumed 
to be set-based, standard, and to preserve weak pullbacks. 
3. I. Coalgebras 
A coalgebra for an endofunctor F : SET + SET is a pair G = (A,e) such that A is 
a set or class, together with a map e : A -+ FA. A is called the carrier of 8, and e is 
the coalgebra map. This is the dual concept of an algebra: a pair 8 = (A,e), where 
e:FA+A. 
Any fixed point of F may be considered as an algebra or coalgebra of F; we use 
the identity map. For concrete examples of coalgebras, note first that a coalgebra for 
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a H P(a) is just a system of set equations (A,e) using A as a set of variables. We 
can also consider a fixed set B and the hmctor a H Y(a) + B. Then the coalgebras 
are systems of equations (A,e) where the right-hand sides might have elements of B, 
especially tagged as such. 
Example 3.7. For a different kind of example, let F(b) = 2 x9(.4& xb). The coalgebras 
for this functor are essentially non-deterministic automata, together with a tagging of 
states with either 0 or 1. (The tagging might be used to indicate whether a state is an 
accepting state, for example.) Indeed, suppose that Act = {u.b}. Consider the coalgebra 
(S,S), where S = {s, t,u}, and 6 is given as follows: 
6(s) = (0, {(a, t), (b, u)}), 
8(t) = (0, {(4t)}), 
J(u) = (l,{(a,t), V&t), (&4}). 
Formally, coalgebras are pairs. But when we have a coalgebra 8, we often write a t rs’ 
to mean that a belongs to the carrier of 8. This will save on some notation. Also, when 
we apply a coalgebra map e to some u E &, we often write e, rather than e(u). 
Definition. Let W = (A, e) and &’ = (B, e’) be coalgebras. An F-morphism ,f : 8 - 8’ 
is a function ,f : A + B such that Ff o e = e’ o f. (5" is a subcoalgebru of 8’ if A c B 
and if the inclusion map Ian : A + B is a F-morphism from W to 8’. 
Lemma 3.8 (Aczel and Mendler [2]). VG = (A, ) e IS a coulgebru and A” is a subset 
of A, then there is a subcoulgebru 8’ = (B, e’) of B such that B is a set and A0 C B. 
Coalgebras for a functor with the morphisms above constitute a category, and so we 
get the notion of jinul F-coulgebru: this is an F-coalgebra t” such that for all (5”’ there 
is a unique F-morphism f : Q’ + 8. 
Theorem 3.9 (Aczel and Mendler [2]). There is a jinul F-coulgebru F. 
This result was proved on the sole assumption that F be set-based. The proof involves 
taking a quotient of the colimit of all small coalgebras. As a result, by itself it does not 
give a general method of getting detailed information about a final coalgebra. There 
are a number of different conditions that one could impose in order that the greatest 
fixed point F* be a final coalgebra; in practice this usually is the case. We discuss a 
few of the particular conditions when we need one of them, in Section 9. 
Definition. Given a F-coalgebra d = (A, e), an F-bisimulution on d is an F-coalgebra 
W = (R, f) such that R C: A x A and such that the projections I$ and rrg give F- 
morphisms rci : W + Q. 
This notion generalizes what we have seen of bisimulations in modal logic in Sec- 
tion 2. The point is that many notions of bisimulation can be recast in our framework 
as instances of the definition above. For example, we check in Example 3.11 that the 
notion of bisimulation on probabilistic transition systems due to Larsen and Skou [14] 
(and proposed without reference to the general definition) is a special case of coalge- 
braic bisimulation. In order to do that. and for other applications as well, it is useful 
to have a sufficient condition guaranteeing bisimulation. The result below is implicit 
in [2] (see also [g, Theorem 17.11]). 
Proposition 3.10. Let R = (A,e) be an F-coulgebva M.ith jinal coalgrbru mup s. Let 
t hr cony jktion with domain A with thr property that 
l\,henecel- t/, = t,, (Ft)e,, = (Ft)t’,.. 
Let R = ((b,c) t A x A : tl, = t(.>. Tllen R is o F-hisimulation on 6. As LI result 
,vhenez:er tl, = t,., acne &o have SJ, = s, 
Proof. For i = 1,2, let 7~, : R + A be the projection. Then t o TCI = t o 7~2 is a pullback. 
Recall that one of our assumptions on functors in this paper is that they preserve weak 
pullbacks. So Ft o Frc, = Ft o Frcl is a weak pullback. Now the condition on t implies 
that Fto(eoz, ) = Ffo(eo7t2). Hence there is a map .f : R - FR such that Frc,o,f = eon;. 
But this just says that each 71, is a morphism of coalgebras n; : (R. ,f’) + 8. This means 
that R is a F-bisimulation on 6. For the last assertion, let s/t be the final coalgebra 
map from (R, ,f’). By the uniqueness of such maps, SK = s 0 ~1 = s 0 712. Now if th = tc, 
then (b,c) E R. So sh = s, n 
Example 3.11. Consider the functor P introduced at the end of Example 3.5. There 
does not seem to be a convenient formulation of the general notion of a bisimulation 
on a P-coalgebra B = (A,e). However there is nice formulation in the case that R is 
an equivulencr wlrtion. Let A/R be the set of equivalence classes. Then the following 
are equivalent: 
(i) R is a P-bisimulation on 6. 
(ii) Whenever uRa’, 
(z) e, = * iff e,,! = *; 
(P) If e,, # * # e,,~, then e, and err! are functions with the properties that for all 
b E dom(e,) there is some b’ E donz(e,l) such that bRb’; and vice versa; 
(7) If e,, # * # e,,‘, then for all S E A/R, 
x{e(,(b) : b E S n dom(e,,)) =T x{e,,f(b’) : 6’ E S n dom(ef,~ 1). 
Formulation (ii) is essentially that of Larsen and Skou [14]. It is easy to see that (i) 
implies (ii), and we omit this. For the other direction, suppose that R is an equivalence 
relation with (ii). Let t :A + ,4/K’ be the natural map, so that R = {(a,~‘) : t(a) = 
t(d)}. We use Proposition 3.10 to pr-o\~ that R is a F-bisimulation. For this, first 
note that each e, is either * or some partral function on A (we are ignoring the 
injections into 1 + Q(A)). If err = *, then by (r), ei,J = *; the converse holds has well. 
Consequently. (Pt)e,, = * = (Pt)e,,~, as desired. Therefore, we assume that both tl(, and 
(J<, arc functions. By (/I’), 
{S t A;R : S n donz(e,,) # fl} = {S E A,‘R : S 1’1 dom(e,,, ) f 8). 
These are the domains of (Pt)e,, and (Pr)e,, For each S in this comtnon domain the 
LYIILIC of the two functions at S is 
rcspectivcly, and these are equal by (;b). This verities that (Pt)e,, = (Pt)e,!, 
Since R is an equivalence relation, the following square is a pullback: 
Rpl’i.4 
Here t is the natural map, assigning equivalence classes to elements of A. We are going 
to define a coalgebra map f : R --t P(R). For all (u. a’) E R such that e,, = * = r,, . we 
set ,f’( ((1, u’) ) = *. For all other (u, n’), (#I) implies that CJ,, f k f r,,, In this case wc 
claim that (Pr)e,, = (Pt)e,,, To see this, note that by (/j). 
These are the domains of (Pt)e,, and (Pt)e,,,. For each S in this common domain. the 
value of the two functions are 
rcspcctively. And these are equal by (;I). In Example 3.5, WC checked that Q prescrvcs 
weak pullbacks. The same is true of P. So when we apply P to the square above. we 
get a weak pullback. So there is some ,f’,,,.,,jj in P(R) such that (Prct ),f’,,,,,J. = v,, and 
( Pn2 ).f‘c~Ld = C’,/J 
We carry out this definition for all (u,(I’) c R. In this way WC get a map ,f’ : R -- 
P(R) and hence a P-coalgebra (R. f’). Using the equations just above. R is a P- 
bisitnulation. 
4. From functors to coalgebraic logics 
Having introduced our subject from two sides, we can now state the goals of this 
paper: 
( 1 ) To gencrahze the Y’(A) from modal logic to a family of logics given in terms 
of functors F on sets which have the basic properties mentioned in Section 3. 
The logical language for F should be determined entirely by F. and it should be 
interpreted on F-coalgebras. 
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(2) The generalizations should have the property that bisimilar objects should satisfy 
the same formulas. 
(3) The languages should be strong enough to get a characterization result. 
In this section we begin this work. We remind the reader that we assume that our fimc- 
tors are set-based, standard, and preserve weak-pullbacks. First, here is our definition 
of a coalgebraic logic 2~ corresponding to such a functor F. 
Definition. We define _!?pF = (9’ + F),, and we call this the F-language. That is, TpF 
is the least class such that 
,49~ = PL?F + F_YF (6) 
We therefore have two injections which we write as A : Y’dpF -+ _!?;pF and inr : F2f’~ + 
9~. We write also true for A 8. Given an F-coalgebra & = (A, e), we define the 
satisfaction relation Sat(= Sat(F,B)) to be the least fixed point of the following 
operator @ : g(A x 9~) + p’(A x d;pF): 
Q(R) = {(a,AS) : sc_!?F and (a,cp) E R for all cp ES} 
U{(a,cp) : (3~ E F(R)) e, = Fx~(w) & cp = (inr o FT$)w}. 
(7) 
We shall show below that Q, is monotone. We also write Sat as /=, especially when we 
use it as a binary relation. The fixed point property means that we have the following 
characterization: 
+8//S if b FS cp for all cp E S 
b +R cp if there is some w E F(Sat) 
such that Frcpt(w) = eh and (inr o Fxy)w = cp 
The second clause applies when rp E inr[F[_P?F]]. When w is as in that clause, we call 
w a reason why b /=s cp. 
This concludes the definition of the languages and their semantics. The remainder of 
this section contains examples, beginning with the syntax, together with a discussion 
of the semantics. 
Example 4.1. Consider F(a) = {p,q} x Pa. The language 2~ contains A 0 = true, 
as do all of our languages. We also get formulas in 2~ such as the following: 
$1 = inr((q, AIrrue))), 
$2 = ~{~l,inr((p,/\{~*,true}))}. 
One might well drop the injections, use infix notation for binary conjunctions, and 
abbreviate these as $1 = (q, A(true}) and $2 = $1 A (p, $1 A true). 
To understand the semantics of 9, note that we have projections from A x TF to 
A and to 9~. Consider the restrictions ~1 : Sat + A and rc2 :Sat --f 9~. Recall that F 
is the object part of an endofunctor on classes. So we have maps Fret : F(Sat) + FA 
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and Frr2 : F(Sut) + F_Yr. By using Foci and Frrz, F(&zI) can be regarded as a relation 
on F(A) x F(Zr). This is the leading idea for the semantics. 
In the definition of the semantics, we asserted that @ in (7) is a monotone operator. 
To verify this, suppose that R 5 S. We need only consider a pair such as (u, cp) which is 
in Q(R) via the second clause. So for some w E F(R), e, = (FTc~)M; and cp = ( FTC!)H’. 
Now clearly w t F(S). The only thing to check is that e, = (Fnf )w and q = (FT$)*v. 
And for this, let i : R L) S be the inclusion. Note that 7-r: o i = IT: and rrt o i = 78. 
Therefore, (Fry) o (Fi) = Fxf. By standardness, Fi is the inclusion FR -+ FS. This 
implies that (F7-r:)~’ = (Frcf )w. The same is true for rc:. 
As this argument shows, the various superscripts on the projections rc, do not really 
matter. Therefore, we occasionally will drop them. 
The last clause in the definition of the semantics is intended for the case of cp t 
F(Y). It is the heart of the definition. So we present a few examples to make the 
concept clear. 
Example 4.2. We return to Example 2.1 from Section 2. This concerned F(a) = 
Y(a) x .T({p,q}) and the F-coalgebra W = (A,e), where A = {x,y}, c, = ({.r.y}, 
{p,q}), and e, = ({x},(p)). Let x = inr(({true},{p,q})). (This corresponds to the 
modal formula 0 true A 0 true A p A q.) We claim first that x b x. For a reason it’ we 
take 
w’ = ({ (x. true), (Y, true)}, {p, 4)) 
We first have to see that M: really does belong to F(&t). This is because (x. true) 
and (y, true) belong to Sat, and because { p, q} C { p, q}. Next, we need to calculate 
(Fn,)w and (FTT&v. We see that (Fnl)w = ({x,y},{p,q}) = e,, and (FXZ)W = 
({true},{p,q}), so that (inroFm) = x. This M/ is a reason that x + il. (The formula $ 
from Example 2.1 does not correspond to a formula in YF. It is exactly the formulas 
of y(n) that have translations into yr.) 
It might also be useful to note that for this F, we have a formula inr(0) in addition 
to A0 = true. This semantics of inr(0) is: a j=:c inr(fJ) iff err = 8. 
Example 4.3. As in Example 3.7, we consider F(b) = 2 x Y(Act x b). To make the 
notation simpler, in this example we will omit the injections inr which ought to be 
applied to each pair. Consider the following formulas: 
cp,; = (0, {(a, true), (b, true)}), 
cp’l = (0, {(c true))), 
cp;’ = (l,{(a, true),(b, true)}). 
Then we check that s /= qz$ ; the same holds for t and u with similar proofs. For s, 
we let 
IV= (0, ((~7, (t, true)), (b, (u, true))}). 
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We claim that +V E F(Sut). For this, it is enough to see that both (a, (t, true)) and 
(b, (u, true)) belong to Act x Sut. And this is clear, since t EL me and LL /=,! ZIW. 
Also, it is possible to check that s /#= ‘p;. Further, t b (0, {(a, cp’,), (h, cpy)}). We will 
call this last formula q$. 
Example 4.4. If I is the identity functor, then we obtain a triviality: every element 
of every coalgebra satisfies every formula of 2’1. This shows that to get languages 
which are minimally expressive, we must impose some condition on F. We do this in 
Section 9 when we consider un(fbrm functors. 
Example 4.5. If C is a fixed set and F(a) = C x a, then Y’;(‘F is essentially the smallest 
set closed under all conjunctions and under prefixing by elements of C. (That is, we 
can change the notation to read: if y E YF, then c : cp E YF.) The semantics on a 
coalgebra would be the natural one. We could also work with F(a) = 1 +(C x a) to get 
a logic more closely related those studied in theories of processes. One should view 
these examples in the light of the first goal stated at the beginning of this section. The 
languages 9~ are determined from the functor alone, and they correspond to logics of 
independent interest. 
Example 4.6. Let Q be the functor from Example 3.5, let y and q be any distinct 
objects, and consider a functor F given by F(A) = { p,q} x Q(A). The action on 
morphisms is the obvious one derived from 0. Consider B = (A, e), where A = {s, t, u}, 
and 
e, = (P, {(s, l/2)> (G l/2)}), 
e, = (4, {(s, l/2), (t, l/2)}), 
e,, = (P, {(&l/2)> (6 l/3), (u, l/3)}). 
This is a Markov chain with states labelled p or q. For example, state s is labelled 
p, and from there we have a probability l/2 of remaining and a probability of 112 of 
moving to state t. We continue to drop the injections in formulas. We claim first that 
3 +c; (P, ((true, 1))). 
We call the formula on the right q,,. The idea is that cp,) says that p is true at the 
current state and that there is a probability of 1 of moving to a state where true holds. 
The reason is 
w= (p,{((s,true), 1/2),((4true), l/2)}). 
Note that (Fzl)w = e,, and that (Fnz)w = ‘pp. (This last fact is the crucial one, and 
it uses the definition of how Q acts on maps from Example 3.5.) Similarly, we have 
a formula qrl; moreover t bh (pr,, and u bh (p,,. We claim also that 
u t=& (P, {(cp,,,2/3), (v,. l/3)1+ 
The reason this time is (p, (((s, q,,). l/3), ((t,cp,,), l/3), ((~,cp~,), l/3)}). We read this 
last formula as saying that our state is labclled p, and we can divide our state set up 
into two pieces. On one piece, (p,, holds in each state; we also have a 2i3 probability 
of moving to some state in this piece. On the second piece. c/J~, holds in each state. and 
\ve have a 1 ‘3 probability of moving to some state in this piece. Incidentally, there is 
no requirement that the alternatives in a formula be pairwise contradictory (but they 
must be distinct i. 
The theory nould have been simpler if reasons were required to be functions. but 
ir is pocsiblc to get examples of assertions n I-,, 1~ where the reason $1’ cannot bc ;I 
function. It is also possible to get assertions (I F/ (p which have more than one reason. 
Example 4.7. Consider F(X) =- Y(X). Let .Y =- {_t} and e, = {CC). We claim first that 
.Y ‘=~ inr( -( trlic’. inr( { fore})}). To see this, note that .X I- ~JW, so (_u. twrj r Sur. Then 
( :.Y. twc)) is a reason why I + inr( {trlrc}). And then {is. inr( (ww}))} E F(Srrr 1. 
Let II‘ = { !:.I-, ruw). (.Y, inr({rmc}))}. Then 11‘ t F(.%t), (Fx~)II, = {x}, and (Fn: )u, .-: 
(rruf~, inr( {ti.llclj)}. So IL‘ is a reason why s k inr( {fiw. inr({mrc})} ). Hut there 
cannot be any ,[i~zc.fior~ w with this property. since then H‘ could contain only one pair 
and Friy c,ollld never be a set with two elements. 
For the example of an assertion with more than one reason, consider ~5’ = B. c). whcrc 
B --= {.Y. J ,::. I\,}. and e is given by c, =: (x,:}, I’, = {J,. ICY. e; = {\v}, and c,, : 0. 
Then 11 I< a reason why II’ + inr(8). Let li/ = inr(@), and let z = inr({tmr,t//j-). So 
.I’ k z. and also z b z; the reasons are different. of course. NOW .Y + inr( jfm.. ;/} ). 
‘Thcrc arc :\\‘o reasons for this: 
,,‘, -r i J’, Irw~, (z, z) } and JL‘~ = { (,j,, ;/). c,:_ tnr~) ) 
It’c also can now say in what way coalgebraic logic generalizes Y’(A ) 
Proof. Consider the following map CD +- cp’ of -r(‘( A) to -L(‘F: 
( /YS )’ = AS’ 
(A(S. T))! = inr((S’. T)) 
In these S’ -:= (c,v’ : cp E S). Suppose (A.rj is a Kripkc model (i.e., an F-coalgcbra). 
WC show by induction on cp that a k- (p iff II + ~~0’. The proof is by induction on ~~7. 
The cast for infinitary conjunction is trivial. and assume the result for all $ c S. If 
II k C(S’. 7 1. then we consider 
It'- i{'/I.r//': : h t n~(e,,),$ t S. and h k ti }. T). 
Then II’ t F(Sar), and the semantics of C implies that it‘ is a reason why (I 1: 
(.r,(S. T))‘. 
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Going the other way, suppose that a k (A($ T))’ via the reason w. Then the fact 
that (F ~2 )w = inr( (St, T) ) implies easily that a + p for p E T, and a /= lp for 
p $ T. Suppose that b E rci(ea). Then since e, = zi((Frti)w), there is some pair 
(b, t,V) in ni(w). But this means that b + y5. And for all $ E S there is some such 
(b, I+V) E z,(w). So for some b, b + $. Thus a k 0 $. It follows from all of this that 
a k Us, 0. 
This proves that every formula of .Y(n) is equivalent to a formula of 2(F). The 
translation above is a bijection, so we have the converse assertion also. 0 
5. Basic properties of the semantics 
In this section we mention some of the fundamental properties of the semantics. The 
first has to do with the question of where reasons for various semantic assertions are 
to be found. Although Lemma 5.1 appears to be technical, it is a key result in our 
development. The point is that we do not have access to elements of sets in the usual 
sense, so we need results which allow us to manipulate reasons instead. 
Lemma 5.1. Let & = (A,e) be an F-coulgebru, let SC YF, let x E F(S). Then 
inr(x) E 2~. Suppose that a +=A inr(x). Then there is a reason w for this assertion 
which belongs to F(Sat(S)), where 
Sut(S)={(b,cp)EAxS:b+,qq}. 
Proof. Consider the diagram 
.W,S) 
Sat(S) K, s 
i .i 
The maps i and j are the evident inclusions. This square is a pullback; see Exam- 
ple 3.3. Its image under F is therefore a weak pullback. By hypothesis on a, there is 
some w E F(Sut) such that (Frrp)w = e, and (Frcy)w = x. Recall that x E F(S). 
By standardness, (Fj)x = x. So by the weak pullback condition, there is some w E 
F(Sut(S)) such that (F@‘(‘))w = x and (Fi)w = w. But Fi is the inclusion map, so 
W = w. Thus (F7cyt)i@ = e,, and (Frcy)~ = (Fzy(‘) - )w = x (by Proposition 3.1 (1)). 
This shows that W is the reason we want. 0 
5.1. Morphisms preserve semantics 
The next property of the semantics is that it behaves nicely with respect to coalgebra 
morphisms. 
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Lemma 5.2. Suppose that & and F’ are F-coalgebras, and f : W + B’ is an F- 
morphism. Then for all q E 9~ and all a E 8, a kc; cp $” .f(a) F~J cp. 
Proof. By induction on Y. That is, let S be the set of those formulas q for which 
the lemma holds. S is easily closed under A; we show that S is closed under F in the 
sense that inr[F(S)] C S. It then follows from the least fixed point characterization of 
9~ that 9~ c S, and this proves our result. 
Suppose that q E inr[F(S)]. Let SatE(S) be the restriction of Saf( to A x S, where 
A is the domain of &. Let SatA, be defined similarly. We write x;’ and xi for the 
natural projections. The induction hypothesis tells us that we have a map g : Sati, (S) - 
Satnl(S) such that ,f o 7-cl = $ o g, and 7r2 = rc; og. In fact, we have a (weak) pullback: 
SatA KI A 
<,’ 1, 
Scrt,f(S) A A’ 
4 
This is just like Example 3.3 except that we use the first coordinates. When we apply 
F, we therefore have a weak pullback. 
Suppose first that a +J q. By Lemma 5.1, we have a reason u’ for this assertion 
which belongs to F(Sat,(S)). This means that (FZI)W = eh and (Fz~)M’ = cp. Let 
w’ = (Fg)w. Then 
(FZ; )w’ = (F(x’, 0 g))w = (Ff 0 Fm >w = e;,,,). 
(Here e’ is the coalgebra map of 8’.) And (F$)u.’ = (Fn~)w = cp. So w’ shows that 
J(b) +R’ cp. 
Going the other way, assume that f(a) +A/ cp. By Lemma 5.1 again, we have some 
w’ E F(Satdt(S)) such that (Fz/,)w’ = e>(,,) = Ff(e,) and (F7ci)w’ = cp. We apply the 
preservation of weak pullbacks, with w’ and e,. Thus there is some w E F(Satc(S)) 
such that (Fg)w = w’ and Fnl(w) = err. Then 
(Fq)w = (F(n; o g))w = (Fn;)w’ = cp. 
So we see that w is a reason why b /==J cp. 
Having shown both of these facts for an arbitrary a E A, we conclude that cp E S 
As a corollary, we see that our syntax and semantics satisfies one of our overal 
goals: If R is an F-bisimulation between F-coalgebras B and &‘, and aRa’, then a and 
a’ satisfy all of the same formulas of 40~. Also, if B is a subcoalgebra of 8’, then the 
satisfaction relation for 6 is the restriction of the satisfaction relation for 6’. 
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5.2. The monotonicity lemmu 
Let d be the natural semantic preorder on FF: cp<$ iff for all coalgebras (5” and 
all a E 6 such that a I=6 $, we also have a +L cp. We also write this relation as 
$ + cp. In the sequel, we shall be concerned with properties of this order. Here is one 
of the most basic of those properties: 
Lemma 5.3 (The Monotonicity Lemma). Let C be any set or class. Suppose that 
j” : C + 9~ and g : C + XF, and assume that ,f <g in the pointtzlise order on 
C ---f 6°F. Then as elements cf F(C) i Y’J’F, inr o (Ff)<inr o (Fg). 
Proof. Before we begin the proof proper, here we need some preliminary work. Let 
A = (A,e) be an F-coalgebra. Consider the following set Q: 
Q={(u,c) EA x C:a +6 g(c)}. 
Note that we have a map g’ : Q + Sut given by ~‘((a, c)) = (u, g(c)). Furthermore, 
the square below a pullback; see Example 3.3: 
Ki) 
Q AC 
It follows that the image under F of the diagram is also a weak pullback. For all 
(a,~) E Q, we not only have a +A g(c) but also a kd .f(c) (as ,f<g). Thus we have 
,f’ : Q + Sat given by ,f’((a,c)) = (u,f(c)). Concerning these two maps, rp’ o j”’ = 
e = r$rl 
711 0 g’. 
Now’ let x E F(C) be arbitrary. Let 6 = (A, e) be an F-coalgebra as above, and 
assume that a kd (inr o Fg)x. Let w E F(Sat) be such that (Frrp’)nj = err and 
(Frtp’)w = (Fg)x. So there is some zi E F(Q) such that ( F@)u = x and (Fg’)v = no. 
Let u = (Ff’)v. Then u E F(Sut) because the codomain of f’ is Sat. We claim that 
u is a reason for a +R (inr o F,f)x. To see this, note that 
(F$“)u = (FTcSL”)((F~‘)U) 
= (F($” o f’))z: 
= (F(@” o g’))v 
= (F#l’) 
I w 
= e,. 
To check that (Fr$“)u = (Ff)x, note that rep’ o ,f’ = ,f o r$. Thus 
(Frp)u = (F(lzp o f’))a 
= (F(,f 0 @))u 
= (Ff)x 
This completes the verification. 0 
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6. Some sound logical principles 
Now that WC have a syntax and semantics for the coalgebraic logic .YF, it is natural 
to ask for logical systems which could give completeness results for the semantics. 
That is, define cp + $ to mean that for every coalgebra d and every u t A, if u b (p. 
then u k $. (This is the same as $ < cp.) We would like to have an inductive definition 
of a class Pvo~s C Y x 2, so that, writing cp k $ for Proors(cp, I/I), we have (p L I// 
iff cp + $. 
Let t be the least relation on 2’ such that 
(Weakening L) If cp t $,then for all S C 9, A(.S U {q}) k $. 
(Weakening R) If cp k A,S, then for all $ E S, (,7 t II/. 
(A R) If 9 L $ for all $ t S, then (p E AS. 
(Cut) If cp t $ and $ t 1, then cp k z. 
(F) If K E F(Proces), then inr o Fn,(K) k inr o Fn?(K). 
We call this logic the minimul F-logic. 
We give an example of (F), the only interesting rule of the system. Consider the 
functor F(il) = 9(A) x iP(AtProp) corresponding to Y(0). Note that {tame) t tr~/c’ 
by (A R). (We omit the injections in this example.) So by (F), we get a number 
of additional facts. For example. {p, {true}} t { p. true}, and also (p, q. {true) } t 
{ p. 4, tlw). 
Theorem 6.1 (Soundness). The minimul F-logic is .cound: [f’ (p t c’/. tlwn (p !== I/J
Proof. By induction on the relation PWWS. Let S C Proves be any sound set of pairs; 
we check that adding the instances of the rules of the logic preserves soundness. This 
is immediate for the all of the rules except (F). 
Suppose that K E F(S), that 6 = (A,e) is an F-coalgebra, and that N +=r inroFn:(K). 
We prove that u kc: inroFd(K). We use Example 3.4, taking our set A, B = -i()F = C’, 
R = S'utd , and S from above. The semantics of -17)~ tells us that there is some VI‘ E F( R ) 
such that (Fny)w = e,, and ( F$)~L. = ( FT$ )K. 
When we apply F to the pullback square n!( o RF’ = X: 0 z?*“. WC get a \vcak 
pullback. The weak pullback condition applies to 11’ and K, so there is some )t’ c 
F( S * R) such that(Fnf*‘)E = +t’ and (F$*R 7 )lt = K. Recall also that we have a map 
h : S + R 4 S o R. So Fh : F(S * R) --+ F(S o R). Further. (F~)E has the following 
properties: 
(FIT;“” o Fh)w = ( FT; o F~I.~*‘)E 
= (Fd$* 
e,, . 
(F+” o Fh)F = (Fn$ o FzyR)c 
= (Fz;)K. 
We are using (4) here. Note also that S o R = S o Sot,: C Sut,:. The reason is that 
S is sound by our overall induction assumption. Finally, by standardness WC see that 
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for i = 1 2 F$ R is a subfunction of Fnpti. 
reason wh; a =A (F$)K. q 
So (Fh)% F(SatA), and that this is a 
We suspect that the minimal F-logic is not complete. In particular, we conjecture 
that no instance of the following scheme is provable in the minimal F-logic. 
(D) If a = b are members of F and cp is any formula, then 0“ 8’ cp. 
Each instance of this rule (D) is also sound: For all coalgebras G” and all a,c 8, 
it cannot be the case that c = 0” and c = Qh. This is because c = 0” implies that 
s(c) = a, where s : C F is the final coalgebra map. Of course, Rule (D) is completely 
ad hoc, and it would be nice to have a system that derived it from more appealing 
principles. 
Finally, here is another sound principle, one related to fixed points: 
(FP) If a F, then 0” (inr TFj)O” and (inr TF,j)&’ 0”. 
The soundness results of this section obviously call out for matching completeness 
results. At the present time, there are no known completeness results for any logic 
_YF. However, Baltag [4] has a complete system for the full modal logic Y(AtProp). 
In addition, Corradini [l l] has a completeness theorem for a system of logic which is 
interpreted on coalgebras. That paper works with a smaller collection of functors than 
we do, and the logic is much closer to equational logic than to a generalization of 
modal logic. 
7. Adding negation 
In this section, we discuss some natural ways in which 6pF can be extended. The 
results here will not be used in the rest of the paper, and this section may be omitted. 
The first possible extension would be to take the greatest class Y satisfying 9 = 
9’(Y) + F(9) instead of the least. For example, if F(a) = Act * a for a fixed set Act, 
then the greatest fixed point language would have formulas that contain themselves, 
such as = b, . We will write this greatest fixed point as 9;. To define the 
semantics of 9; we would take Sat to be the greatest fixed point of the operator Q, 
from (7). 
Our second extension involves adding infinitary disjunction. To do this, we fix 9 
and then take _Y( ) to be the least fixed point of 9 + 9 + F. So we have Y’( ) = 
.9_Y( ) + .99( ) + F9( ). We write the evident injections as , , and inr. For 
the semantics on a coalgebra 8 = A,e , we simply add a line to (7) and take Sat to 
be the least fixed point of 
Q(R) = a, S :SVYand a,cp R for all cp S 
a, S :SVLZ’and a,cp R for some cp S), 
a,$J : w F(R) e, = F$(w) & CJJ = (inr TF$)w 
(8) 
L.S. Mos.s/ Annals of Puw and A/)/died Logrc, WI / 19YY J 277 317 .?I)1 
This works well, because the resulting operator Q is still monotone. But consider what 
happens when we try to add negation. We take Y( ) to be the least fixed point 
of .Y + I + .Y, where I is the identity hmctor. So .Y( ) = ./P.Y’( ) + Y( ) + F.Y’( ). 
We write the middle injection as The second set on the right-hand side of (8) 
changes to 
a, cp : cp .L!’ and a. cp / R 
This is not monotone. Nevertheless, there is a way to dchnc a classical negation. Define 
classes Sut, by Sat0 = , Sat; = ,;_ , Sat,{ for i a limit ordinal, and 
SatyLl = a, S : S V _Y( ). and a, cp Sur, for all (p S 
a, (p : cp U,( ) and a. cp II Sat, 
a,inr(x) : ( tt F(Su7, )) e,, = F$“,( H.) & I = (Frr?“, )\I, 
In the second line, ._‘Y,,( ) refers to the xth stage in the iteration of Y( ). That is. 
-i!o( ) = , I/‘,+1( ) = 9(Yx( )) + Y’-/( ) + F( Y(‘,( )), and for limit j., Y’,( ) -- 
,{_, Y’,;( ). An easy induction shows that if a, CD Strt,, then (p Y’,( ), 
Lemma 7.1. If’ cc, Y/‘,( >, then ,fiw rrll /j s( und all 0 A, a, cp Strt 7 ifi 
11, (p Sul/;. In ynrticular. if’ x /I. then Sect, V Sat,;. 
Proof. By induction on /i’. The limit step is trivial, and it is sufficient to assume the 
result for /I and prove it for /I’ -t 1. For this, we use induction on x /j + I. Again, 
the limit step is trivial, and so we assume our result for x and prove it for x + 
consider the three ways in which formulas get into Y’/‘-/_ 1t ). 
First, consider a formula of the form S, where S V I(/,( ). Suppose that u. 
Sut, + /. Then for all cp S, a.cp Sat,. So by our induction hypothesis on 
all cp S, 72. cp Sat/i, and hence N, S Sat/:. 1. The converse is similar. 
Next, consider a formula of the form ‘p, where (p Y-,( ). Suppose that II, 
j at,, , Then a,cp / Y Sat,. By induction hypothesis, (7. CD ’ Sort,;. and so (7, 
Srrt~: + 1. The converse is similar. 
Finally, we consider a formula inr(.r). where .Y F( Y,( )). Our induction hypoth- 
esis on p tells us that Sat, v Sat,{. Suppose that a,inr(.u) Sut, 1 via the reason 
II’ F(Sat, ). By monotonicity of F, II’ F(Suf,j), too. By standardness, u.inr(.t-I 
Sot,;+~. The converse direction is the most interesting in this whole proof. Suppose 
that 
The 
is a 
a, inr(.r) Sat/i,~I. As in Lemma 5.1, we consider the diagram 
\..: 
Sat, -p. YJY( ) 
sat/, -\ii Y/d 1 
z. ’ i 
maps i and .i are the inclusions. The induction hypothesis is exactly that the square 
pullback. Now we have w F(Sr7t!,) such that (Frr.~““)u = e,,, and (Frr?” )M = 
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x = (Fj)x. So there is some w E F(Sut,) such that (Frc~“)~ = x and (F~)w = w. But 
Fi is an inclusion, so w = W. Thus w E F(Sat,) is a reason why (a,inr(x)) E Sut,+~. 
This completes the proof. 0 
In view of this result, we define Sat = U, Sat,. We also write uF~cp for (a, cp) E Sat. 
Note that with this definition for our semantics, we have classical negation: up~-cp iff 
a ,&. Finally, we need to know that the semantics of 9(-) conservatively extends 
that of 2. For this, write /= for the satisfaction relation for $P and p for the satisfaction 
relation for 2?(l) as defined above. Also, there is a natural embedding of 2 in Y(T). 
Formally, this would be obtained using the Recursion Principle of Section 3. To get 
this, consider [A, inr] : P(LZ(-)) + F(_Y(l)) + Y(T). Then [A, inr]’ : 2 -+ A!(-). 
We write [/\, inr]* as k: 9 -+ _Y(-). 
Proposition 7.2. For all cp E 9 and a E A, a + cp ifs @k(q). 
Since we shall not be using this result, we omit the proof. It is an induction on 9, 
using weak pullbacks in the same way as Lemmas 5.3 and 7.1. 
Having classical negation allows us to connect infinitary modal logic d;u(AtProp) 
and the logic 2’(l) (see also Proposition 4.8). 
Proposition 7.3. Let F(u) = Y(u) x .Y(AtProp). The languages P’F(T) and 
LY(AtProp) correspond in the sense that every formula of one language is semun- 
tically equivalent to some formula of the other, and vice versa. The languages 9~ 
and p;vF(-) are not equivalent, since if p # q, the formula p V q is not expressible 
in YF. 
Proof. As in Proposition 4.8, every formula of yr(l) can be expressed in Y(AtProp). 
In _!?F(l), one can express infinitary disjunction. Define a tranSlatiOn of atomic formula 
p into yF(l) by 
pf = V{(S,T) : Sc{true} & p E Tc AtProp}. 
This extends to a translation of all of .Y(AtProp) via the obvious boolean clauses and 
(0 cp)” = v(({cpf, true}, T) : T c AtProp}. 
So for every cp E Y(AtProp), q’ is a semantically equivalent formula of yr(~). 
Therefore, OF and _!Z(AtProp) are of equal expressive power. 
Finally, we argue that if p # q, then p V q is not expressible in 2~. Actually, 
something even stronger is true. Let d = (A,e), where A = {a,b}, err = ({u},(p)) 
and eh = ({b}, (4)). We claim that the only formula of 2~ satisfied by both a and b is 
true. (So true is the only formula of 2~ which is semantically implied by p V q.) We 
argue by induction on 9~. Suppose a and b both satisfy a formula cp = inr( (S, T) ), 
where S & 2~ and T C AtProp. Let w, and wh be reasons. Thus (FT~)w, = (S, T) = 
(Frcz)wh. This means that w, and njb are pairs whose second component is T. But the 
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definition of F7c1 tells us that this second component is also the second component of 
both (FTC, )\v,, and (Fnj )w,,. Therefore, {p} = 2” = (4). This contradicts y f cl. Now 
suppose we have a conjunction AS satisfied by both a and b. if S # fl, let cp t S. 
Then a and h both satisfy cp. This contradicts our induction hypothesis. 1 
8. Canonical formulas 
This section generalizes the canonical ,formulas cp’: from our work on modal logic. 
Our overall goal is to prove that if b and c belong to the carrier of some coalgebra 6 
and satisfy the same canonical formulas, then sh = So. In particular, different elements 
11 and c of the final coalgebra F must differ on some formula of -Lv,. This is an 
important result because it says that our logic is at least reasonably expressive. It will 
be improved in Section 9 where we show (under additional hypotheses on the functor 
F) that every b E F has some single formula of which it is the unique satisfier. 
Definition. Let t” = (A, e) be an F-coalgebra. We define maps j, : A + YF by recursion 
on i(. 
j0 = true, 
j,,, = inro(Fj,)oe, 
j; = A-Cj,i I P < J-1. 
In the first clause, we mean the constant function true on A. In the second clause, recall 
that inr : FX F + ??F. In the third clause, we have taken the map A : <yyF - ,Y’F 
and raised its type to: A : P(A -+ 6(IF) -+ (A - YF), defined pointwise. A trivial 
induction shows that indeed j, : A + 2~. We define cpt to be the formula j,(b). 
Example 8.1. First, recall the functor F(a) = Y(a) x Y(AtProp). Recall also that F- 
coalgebras are essentially Kripke models over AtProp and that we have a translation 
cp ++ cp’ of the a-fragment y;“(n) of infinitary modal logic into 2~. In Section 2.1 
we discussed the canonical formulas cpz for modal logic. An easy induction shows that 
(cp:)’ = jl(a) for all a E A. 
Example 8.2. Example 4.3 contains vi, CPA, cp’;, and vi for Example 3.7. 
In the next few results, we fix a functor F and an F-coalgebra 8 = (A,e). WC 
simplify our notation a bit by dropping d from the satisfaction relation. 
Proposition 8.3. For all b E A and all a, b b cp$. 
Proof. By induction on a. The case M = 0 is trivial, as is the case for the limit 
ordinals. We check the successor case. Consider the function j,. We can turn ,js into 
a map ,f : A + Sat defined by f(b) = (b, j,b). Then we also have id,,, = T-c:‘(‘[ o f, and 
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j, = .p’Tf. Let t:A F(Sat) be (Ff) Te. Then (Fxp’) Tt = e, and 
(Frcp’) Tt = (Fnp’ TFf) Te = (Fj,) Te. 
It follows that for all b A, th is a reason why b = q$+,. 0 
Lemma 8.4. If b,c A and b = cp’,, then qt = cp’j. 
Proof. By induction on c(. The case of 0 is trivial, since cpi is always true. The limit 
step is almost as easy. Assume the lemma true for a. Suppose that b = ‘pf*+, = 
(inr TFj,)e,.. There is a reason w for this. By Proposition 8.3 we also have some 
reason u for b = (inr TFj,)e,,, and these have the following properties: 
(Fz~‘)u = eb, (FT$““‘)u = (Fjl)et,, 
(Fzp' )w = et), (F$“)w = (Fjl)e,.. 
We use Lemma 5.1 to get extra information about I: and w. Let us look first at V. Let 
S = j, [A]. By Proposition 3.1, ( FjZ)eh F(S). So by Lemma 5.1, we may assume that 
v F(Sat(S)), where 
Sat(S) = a, 
a, 
= j,. 
A* S:a =i: 
A * j,[A] : = cpi (induction hypothesis) 
We are using j, as the set of ordered pairs in its graph. To summarize, we may 
assume that ti F(j,). The same is true for w. Since j, is a function, rrk = j, Tdi’“. 
By functoriality, F7r2 ” = (Fj,) T(Fn{‘). It follows that 
(Fn$=(Fj,)(Fn(^)u=(FjJ(Fny’)w=(Fn:”)~. 
Then by standardness, 
(Fjc,)eb = (F$“‘)u = (F$“‘)w = (FjJ)e,. 
This tells us that &, = (inr TFj,)eh = (inr TFj,)e,, = c&+,. 0 
In the lemma below and in the sequel, we consider the maps j, as members of the 
function space A P’F, ordered pointwise. 
Lemma 8.5. Zf a p, then j, j,. 
Proof. By induction on a. We need only consider the case of a successor ordinal a+ 1. 
For this, we use induction on fi. For the successor step of p+ 1, note that the induction 
hypothesis implies that j, j/f, and so by the Monotonicity Lemma, inr TFj, inr lFj,j 
as elements of F(A) 9~. Thus, j,+, = inr TFja Te inr TFj,( Te = j/j+,. 0 
Consider the relation AF defined on A by 
b ,,F C iff for all cp 9r, b = q iff c = q 
Theorem 8.6. Let ci” be an F - coalyehrzr, let b,c A. und let s : 8 F he the find 
coulgehru rnup. Jf’ h AF c, then .~I, = s,.. 
Proof. By Lemma 3.8, there is a subcoalgebra 6’0 = AC,. eo of 8 with b, c V .40. The 
fact that 8,) is a subcoalgebra of d implies that the canonical formulas for elements 
of 24fj arc the same whether we take them to be relative to fi or to c’l~. And the 
same is true for the final coalgebra maps: the unique SO : 60 F is the restriction of 
s to A~~. In this way, we may assume that A is a set. This assumption is important 
because it implies that there is some sufficiently large ordinal x so that for all h,c ‘4. 
jY(h) = j,((,) implies that for all /i > x, .j,:(b) = .j,;(c). Such an ordinal exists using 
Lemma 8.5 and Replacement. 
If ,jy(h) = ,ja(c ). then 
Note that inr is one-to-one, so that (Fj, )eh = (Fj,)e, We now apply Proposition 3.10, 
taking t = j,. We conclude that if j,(b) = j_*(c), then sh = .s(. 
If b Ar c, then by Proposition 8.3 and Lemma 8.4, ,j,(b) = ,jJc). Putting things 
together, if h AF c, then sh = s,.. W 
Corollary 8.7. [f‘ h,c F and b A F C, then b = C. 
9. Characterization by single formulas 
As we have just seen, two different elements b = c of F must differ on some formula 
in FF. This is weaker than a characterization result, because a characterization result 
would give, for each b F, a single formula (P/, of which b is the only satisfier. We are 
interested such results for 6pF, and our main result is presented in Section 9.3 below. 
Before doing that, we present a weaker result showing that elements of the (copy of 
the) least fixed point F, inside of F have characterizers. 
9. I. A c.hm’uc,teri=cxtion result fkw F, 
To begin, we apply the Recursion Principle from Section 3 to get some maps defined 
on F- Consider first the final coalgebra map e : F F(F). Such a map is always 
injective. and we’ll write ,f for e-’ Then ,f’ : F(F) F, and we therefore get ,f’” : F_ 
F. This has the property that f” = ,fTFf’; h ence e T,f’! = Ff‘“. (Of course, one often 
finds fimctors F for which the greatest fixed point F ’ is a final coalgebra, and in this 
case ,f’” would be an inclusion. But this is not generally the case.) 
As a second application, we consider the algebra inr : FY’F -i(’ We therefore F i2 et 
inrir : F, ~y’j/F so that in? = inr TFinr#. Both inrr and ,f‘” arc injective. 
Proposition 9.1. For nil a F, mu’ all b F, b =F inr”a #b = ,f”(u). 
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Proof. By induction on F,. Let 
C = {a E F, : for all b E F, b FF inr*a iff b = f’(a)} 
We show F(C) c C; then as F, is the least class with this property, we will know that 
F, C C. Let 
D = { (f’c, inr”c) : c E C}. 
Note that the definition of C implies that D C Sat, where Sat is the satisfaction relation 
on F. Consider the following diagrams: 
L 
77pI k [in_ ;I A [inr: 
YF - ZF Sat - PF 
id y’F Cl, *2 
The map k: D ---) C is (f#c,inr’c) H c, using the injectivity of in?. On the right, 
the map inr:. is the restriction of in? to C, and i is the inclusion of D in Sat. The 
square on the left is easily seen to be a pullback. We check that we have a pullback 
on the right. Suppose that (b, Ic/) E Sat and c E C are such that $ = inr*c. Then by 
definition of C, b = f#c. So (6, 1c/) E D, and k( (b, ti)) = c. The uniqueness assertion is 
easy. Thus, this square is a pullback. The images of both squares under F are therefore 
weak pullbacks. 
Let a E F(C). We show that ,f#a kF inr#a, and that if b E F and b kF inr”a = 
(inro Finr#)a, then b = f’a. For the first assertion, we apply F to the left square. Note 
that (Finr#,)a E F(YF). We see that there is some w E F(D) such that (Fk)tv = a and 
(F$)w = (Finr’)a. Since np = fk ok, (F$)w = (Ff*)((Fk)w) = (Ff#)a = e,+((,). 
(Recall that e is the coalgebra map of F, the inverse of f.) It follows that w is a 
reason why f”a kF (inr o Finr*)a = inr”a. 
Finally, suppose that b bF inr#a. Let w E F(Sat) be such that (FK~‘)w = eh and 
(F@ )w = (Fin ‘:~)a. Recall that a belongs to F(C). Applying F to the diagram on 
the right gives a weak pullback, and so there is some W E F(D) such that (Fk)G = a 
and (Fj)M: = w. Since Fi is an inclusion, w = W. Exactly as in the last paragraph, 
(F$)w = efticrr). It follows that eh = efqcn). But e is one-to-one, and so b = f’(a). 
This completes the proof that a E C. 0 
9.2. Uniform jimctors 
Recall that our goal in this section is to present some characterization results for 
coalgebraic logics. These are inspired by the analogous results for infinitary modal 
logic, so it might be useful to review the situation there. We work with the func- 
tor F(a) = 9(a) x g(AtProp), where AtProp may be any set whatsoever. Here 
Kripke models are F-coalgebras, and the usual modal notion of bisimulation is F- 
bisimulation. It is fairly easy to see that if two worlds (i.e., elements) of some Kripke 
model (5’ satisfy all of the same infinitary formulas, then there is a bisimulation re- 
lating the two. This soft result was generalized to all coalgebraic logics in Theorem 
8.6. Now we also had a stronger characterization result for modal logic, Theorem 2.4. 
One should note that the proqf of Theorem 2.4 made use of reasoning that we do 
not have the means to generalize. It used the fact that for the functor F above, we 
have direct access to the “elements” of some II E (5”; they are the elements of rrl (P,,). 
In the general case, we have no such access. We would like to say that the “cle- 
ment? of LI are A n TC(e,), but a moment’s thought shows that this is not always 
correct. 
Our approach to a general strong characterization result is to use Theorem 2.4 rather 
than to generalize its proof. We still need to assume some kind of condition on our 
functors. This is because no characterization result can possibly hold for the identity 
functor I. That it, the greatest fixed point I” is the class V of all sets, and as Example 4.4 
shows, every set satisfies every formula of 91; hence there can be no characterizers. 
So some kind of extra condition on F is needed. 
There are a number of conditions in the literature which are intended to say that 
F behaves on morphisms by a kind of “substitution.” These conditions have names 
like ZU#IUPI on maps [l] and smoothness [8]. The relation between these two condi- 
tions was considered in [HI. In fact, the exact relation between these kinds of con- 
ditions is complicated by the fact that [8] works in a set theory with urelements; 
these are the basis of the definitions surrounding smoothness. We will work with 
yet another definition, one due to Turi and Rutten [21] and also called un[fonnit?, 
on mups. We choose to work with this primarily because Theorem 9.2 worked out. 
It would be interesting to formulate a version of smoothness for set theory without 
urelements and to use it to get a characterization result: a second proof of Theo- 
rem 9.2 might lead to missing insights. In any case, we are going to work with a 
slight generalization of Turi and Rutten’s condition which we call un$mnit~~ (sim- 
pliciter). The definition involves some machinery, and we turn to that 
development. 
The.fiazctor W For any set or class C. W(C) is the least fixed point of the operator 
a cf C+.Ip(u). So W(C) = C+.Y(W(C)). We also have injections inlrz,c: C - W(C) 
and inrll (I’I :9(8’(C)) --f W(C). We think of IV(C) as the class of sets obtainable 
from iterations of the power set operation beginning with C as a set of atoms. The 
recursion principle from the last section holds for W(C). To state it again. for any 
f’: C I B and y: Y(B) + B (so that [,f,g] : C + .4(B) + B), there is a unique 
[,f’, ~1” : WC + B. This map [f, g]” has the properties that ,f = If. y]’ o inlnc.. and 
.I/ 0 9[,f, ~1’ = [.f’, ~1’ 0 inrlr,(c,). 
The recursion principle allows us to turn W into a functor. Indeed, given ,f : c‘ - 
D. we define Wf: W(C) + W(D) to be [inlrz.(n, 0 f, inrll.,,,,]“. It also allows us to 
define maps E~, : WC 4 V = [incl(.,U]“, where incl(, : C - V is the inclusion. and 
U : ,U( V) + b’ is the unary union operation on sets. 
We also need a slight generalization of this notion. Let Q be a set, and let q : Q - V 
be a function. There is a functor WQ., taking a set or class C to W(C + Q). and a 
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function f : C D to wQ,,.f : w,,,(c) WQ.&% where 
Q,f = Kinh~~,(~~) T(f + id,)), inr~~~~.,c.O~l’ 
Heref+idQ:C+Q D + Q is the natural map. Furthermore, we have EQ,~, c : W,,,(C) V 
given by 
EQ.~,C = [inck,ql, 
Definition (Turi and Rutten [21]; Turi [20]). F is unifbrm if there are a set Q, a 
map q:Q V and a natural transformation p : F 9’Wp,q such that ~%Q,~,v Tpv = 
inclF(I;), where inclF(Y) is the inclusion of F(V) in V = Y(V). (It follows from this 
that ~&Q.,.J Tpx = inclF(,r:) for all X.) 
Our formulation of this concept is slightly more general than the original formulation 
because we allow Q and q to appear. This extension is needed, and the theorem quoted 
above still goes through: assuming AFA, F” is a final coalgebra. 
Nearly all of the examples of functors from earlier in the paper are uniform in this 
sense. We check this for the case of F(A) = C * A, where C is a fixed set. We take 
Q = C and q = idc. We define PA : C * A W(A + C) to map c,a to 
c, a inrW(A+C) (inrW(A-C)( Inca-C(c) ), 
inrlv(.4+c)( inr,f+dc>, inLf+da> 1). 
(9) 
This is just a translation of the usual pair c, a = c , c,a into the formal appa- 
ratus of W(A + C). It is routine to check that p defined in this way gives a natural 
transformation. It is also clear from this example why one wants PA to map into the 
well-founded sets over A and C. Further, it is also evident that one wants pA to map 
into W(A + Q) for some set Q and not just into W(A). 
We mentioned above that the uniform functors contain nearly all of the functors that 
we mentioned in Section 3. The identity functor is an exception; it is not uniform. (To 
see this, suppose p exists, and consider p~( ). On the one hand (YPEL),~,~, TpV) = 
On the other, pv would map into YW( V), and ?a~+ 1,[.PWw( V)] = V - .) The 
functors Q and P from Example 3.5 are also not uniform. The uniform functors are 
closed under composition. 
Assuming AFA, Turi and Rutten [21] showed that the greatest fixed point F” of 
a uniform functor gives a final F-coalgebra F”, id The inspiration for this theorem 
was Aczel’s Special Final Coalgebra Theorem of [I]: assuming AFA, the greatest fixed 
point of a mnctor F which is uniform on sets also gives a final F-coalgebra. (AFA is 
the Anti-Foundation Axiom. This result depends critically on AFA in that it is false 
if one assumes instead the Foundation Axiom.) Because the coalgebra map of F” is 
the identity, and because F” is a fixed point of F, it offers a slight simplification of 
notation relative to any other final coalgebra. So in this section we are going to use F” 
as a final coalgebra. However, we could formulate things differently, and indeed our 
work in this section does not use AFA in any critical way. 
Incidentally, the notion of a uniform functor might originally have been ad hoc; along 
with all of the uniformity conditions WC mentioned, the goal was to get a final coalgebra 
theorem for F’. However, it does seem to embody the fact that mathematically ~wAi11 
definitions in set theory generally can be interpreted in the wellfounded sets, or the 
sets wellfounded above some given set. In our setting, we are interested in comparing 
languages. So a condition that gives a naturul tI.Lllz.(.fOrrlltrtiorl between functors ~VOLIIC~ 
also seem to be on the right track. 
In this section. we write .&’ for -Y’, and 9 for ‘/‘F. Note that ./i = .Y) // f .d. /i. 
and ,4 is the initial (!Y + Yj-algebra. Similarly. Y = .YY’ + FY, and Y’ is the 
initial (Y +- F)-algebra. We also will use subscripts to distinguish the two injections 
inr!,, : FY i(’ and in r /, : ;‘P,,&Z .M; we distinguish the injections i and ,, sim- 
ilarly. However, to save on notation, we drop as many Q’s as possible, and abbreviate 
LV(F” + Q) to CVF”, and ~p.~, to i:. 
The main idea. All of the ideas in the proof may bc illustrated by considering the cast 
of F(A) = C * A. We discuss this case in parallel with our more general development. 
Suppose we have some a F”. Then (I is a set, and so LI also belongs to .f” r I’. 
The point is that WC have notions of N ‘F cp for cp Y’. and also of LI = ,, (,o 
for (p I k. Further, we know that some canonical formula of N characterizes (I In 
.4,’ = I’. This is by Theorem 2.4 (taking AtProp = so that the functor is just Y) and 
Proposition 4.8 (so that the modal logic result transfers to coalgcbraic logic). In order 
to distinguish the two kinds of canonical maps. WC write i, for the map determined 
by F and k, for the map determined by b. So ,jY : F” Y and .j-,_~, = inr , ‘F! 
Also k, : .Y- .//. and k,+~, = inr ,, T.Yk,. 
We also define a translation i: Y .N. The map i will be defined by recursion ,)n 
Y’, and we illustrate this by an example. Consider a formula of 5” such as inr :, I c. CP ). 
Then we will translate this into N by 
i(inry,( c.cp )=inr ,,( inr ,,( 8(c) ),inr ,,( N(c),i(cp) ) ). (10) 
Here O(c) is the formula of ./c’l which characterizes c’ in the class .Y’ of all sets. 
The idea is that O(c) characterizes c, so inr( 0, ) characterizes c If i(p) were to 
characterize the set a, then inr( tr, ) would characterize C.LI . and the formula on the 
right side of ( 10) would characterize I’. a We will need to define the translation i by 
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recursion, of course. This leads to some machinery, beginning with a list of maps: 
incl : F* -+ V, incl(u) = a, 
E = &WF* : WF* -+ V, & = 
g:wJf+A, g = 
h.F&Z-+&, h= 
i:L?+A, i I 
If one applies these definitions to our 
[Oncl +dJJ]‘, 
[[id I,, 0 0 41, inr ,/lfi, 
9 0 inrh., 0 P ,,, 
LA 1 .N’h “. 
example, using p as in (9), then one would get 
the particular case of i as defined in (10) above. 
Let us return to our a E F*. Our idea is that we know that there is some r so that 
k,(a) characterizes a in P* = V. (Our example F has the interesting feature that CI is 
always 0.) We shall show that for this same CI, jl(u) E 2~ characterizes a in F*. One 
subsidiary result is that i preserves semantics. 
Lemma 9.3. For all a E F* and all cp E 9, if a /=F* cp, then a k.p icp. 
Proof. By induction on 2. Let S C 2 be the set of formulas for which this holds. 
S is easily closed under /jy. Suppose that q E inr[F(S)]. Let a E F* be such that 
a +F’ q. By Lemma 5.1, there is a reason w for this which belongs to F(Y), where 
Let z = {(b, i$) : (b, $) E Y}. There is an evident map 1: Y ---f Z. We claim that or 
all x E W(Z), (EO W$)x ++ (go Wrc$).x. The proof of this is by induction on W(Z). 
Applying it to our reason w, or rather to (inrwz 0 9 Wl 0 ~Y)w, 
(E 0 W9-c: 0 inrwz 0 PWZ 0 pv)w +.y* (g 0 Wnz 0 inrwz 0 9Wlo p~)w. 
But routine calculations now show that 
(E 0 W7$0 inrcvz 0 PWZ 0 py)w = a, 
(g 0 W$ 0 inrwz 0 PWlo py)w = icp. 
We conclude that a +,?p- icp. El 
We omitted many details in this proof. These are mostly straightforward calculations, 
and we will see a number of them in the next lemma. 
Recall our overall plan for the characterization result. We also want to know that 
the translated version i(j%(u’)) implies &(a’). To see why, we consider our example 
F and an element a’ = (~,a) of F* = C x F”. Now ja+,(a’) = inrp~((c,j,(u))). When 
we apply i to this we get 
i(jz+l(u’))= inr.if({inr ~({e(c))),inr.,/((e(c),i0’zca>>>>)>. 
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On the other hand, we compute k,+r (a’) by utilizing the set-theoretic structure on 
<~,a) = {{c}, {~,a}} directly: 
k,, ,(a’)= inr !I({ inr ,,((Mc)}). inr .({~,(c~~M~)~)) 1. 
Recall that e(c) characterizes c. So for all ordinals x, k,(c)<O(c). This together with 
an induction hypothesis (that for all b E F*, k,(b) <iti:,(b and monotonicity implies 
that k,, [(a) < i(jy+~(a)). The general proof is in the next lemma. 
Lemma 9.4. For all CY, k, o inclbi o.j7 as elements of’F* - .N. 
Proof. Before we begin, an easy induction on WF* shows that [[k,oincl,k,oq], inr ,,I’ 
= k, o c. Now we turn to the lemma proper. As usual. WC need only show the successor 
step. We write 11, for k, o incl and u, for i o j-/. Assume that U, 6u,. We first claim 
that k, o E 6~1 o WL~~. The proof is by induction on wF”. First, 
[[~.~.li~ 0 q], inr ,,lp 0 inlrl.F* = [VI, k, 0 q] 
G [u,. 0 0 ql 
= [id ,,, 0 o (I] o [u,. ido]. 
We used the maximality of each & to write k,oq<0oq. Also, [id ,,, Uoq]o[u,. id,,] = 
$1 o inlir,F- o [u,, ido] = (g o Wu,) o inlcI,F-. Second, 
[[~.~.k~ 0 q], inr ,,I* 0 inrM.F. = inr ,, o ./P[[uy.kl o q]. inr ,,I’ 
6 inr ,, 0 .‘P(.cr 0 Wu,) 
= (,q 0 WU,) 0 InrJIF’. 
Here we used the induction hypothesis and the Monotonicity Lemma. This completes 
our claim. Now we use the induction hypothesis, recursion equations, and naturality to 
compute 
1’7 1 I = k,, , o incl = go inrr,. ,, o 0 ,, o Fu, 
= inr,, o .Yk, o incl = h o Fu, 
= inr,, o .‘p(ky o E) o /?F- = h o Fi o F.jy 
= [[cy,kCI 0 q], inr ,,I* 0 inrlc,F- 0 ,&- = i 0 inry 0 F,jy 
d <J 0 WU, 0 irIrl.$ F- 0 pF* = ic.jy., 
= g 0 inr,{’ ,, 0 ;pk&, 0 [&’ = ll,,\ 
This completes the overall induction on Y(. n 
Proof of Theorem 9.2. Let a E F*. Then a t V = .b*, so let x be such that k,(a) 
characterizes a among all sets. Such a exists by Theorem 2.4 (taking AtProp = v)) 
and Proposition 4.8. We prove that for this r, jy(a) characterizes u in F*. Clearly 
u /=F- j7(u)_ Suppose that b FF’ j,(a); we show b = LI. First, b k/p* (i 0 ,jr)~ by 
Lemma 9.3. Also, by Lemma 9.4, k,(a)<(i ojy)a in .#. So b ky- k,(u). By the 
characterization result for .V*, b = a. This concludes the proof. I 
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We next present a generalization of well-known characterization results for several 
standard logics. Corollary 9.5 below is actually a corollary of the proof of Theorem 
9.2. Note that the functors described in it are all uniform. In addition, the natural 
transformation p actually maps F(A) into V,,(A + Q) for some finite set Q. A ,finitary 
formula of ,41~ is one built from F alone, without using conjunctions. Then the proof 
of Theorem 2.4 shows that sets which are hereditarily finite are characterized among 
all sets by countable conjunctions of finitary formulas. Putting all of this together gives 
the following result. 
Corollary 9.5. Let F be a composition of the following jiinctors: a C* a,a 
C+a, or a C a, where C is a jixed,finite set; or Ytin, the finite power set. Let 
d and d be F-coalgebras, and let a 6 und a 8 If a and a satisfy the same 
,finitary ,formulas of .YF, then there is an F-hisimulation of 8 and & relating a to a 
Although Theorem 9.2 gives a characterization result, there are two reasons not to be 
satisfied with it. We show below that for the functor P coming from probabilistic tran- 
sition systems, we have a characterization result. However, this does not follow from 
Theorem 9.2. So the theorem may not be the best possible result; it should be possible 
to weaken the hypothesis that F be uniform and cover more cases. Second, the overall 
strategy of the proof is to translate 9 into .M and then appeal to the characterization 
for result for sets. It would be interesting to know whether one could work directly with 
F” and work out enough combinatorial details there to get a characterization result. 
Despite the fact that P from Example 3.5 does not fall in the scope of Theorem 9.2 
or Corollary 9.5, we do have a characterization result for it. 
Proposition 9.6. Let P be the,final P-coaigebra. Then for all a,a P, if a =, j,,,(a), 
then there is a P-bisimulation R on P such that aRa 
Proof. Let R = a,a A * A : j<,,(a) = j(,,(a ) . To check that R is a P-bisimulation, 
we use the formulation (ii) of Example 3.11. For all ordinals cr 1 and all b A, 
j,(b) = o iff e/, = o. This verifies condition (r). Turning to (/?) and (y), suppose that 
j(,](a) = j(,,(u ) and that both e, and e, are finite functions. Let N be so large so 
that if x and y belong to the finite set dom(e,) dom(e, ) and j,v(x) = j,v(y), then 
jU(X) = j,:,(Y>. 
To prove (p) and (y), note first that for all S A/R, j,, is constant on each S. We 
write j,(S) for this value. We claim that if j,v(S) = j,v(S ) and either S dom(e,) = 
or S dom(e, ) = , then S = S To see this, let b and b belong to S dom(e,) 
and S dom(e, ), respectively. Then j,+,(b) = j,b,(b ), so by choice of N, bRb Hence 
S = S . This proves our claim. By this claim, and by the way P acts on functions, 
j,v+l(a> = (Pj,,)e, 
= inr( j,(S),ps(a) : S A/R and dom(e,) S = ), (11) 
where for all relevant S, px(a) = c,,(h) : b S dom(e,,) But j,, +,(a, = .i\ r ,(a 1. 
and j,~_ 1 (a ) has a representation as in ( 11). Fix some h dom(e,, ). Then for some 
h (2’onl(e,, ). jv(b) = j,~.(h ). By the choice of N, ,j,.,(h) = .j,.,(h 1. The converse is 
similar, and we conclude that condition (p) holds. For (;‘). ( I1 ) implies that for all 
S A’R. ps(u) = pc(u ). This is condition (18). 
Incidentally, all of the constructs in the probabilistic modal logic of Larsen and 
Skou [14] can be expressed in the coalgebraic logic Y’p. Thus. Proposition 9.6 implies 
the characterization result of [14]. 
10. Representation of final coalgebras as maximal elements of ordered algebras 
Ever since people looked at final coalgebras as models of intensional phenomena. 
there was a question of getting representations of the final coalgebras in terms of some 
sort of entities that served as approximations. This was felt strongly in the case of sets, 
where the operator was the power set operation. Indeed, not long after the appearance 
of Aczel’s book [I], a number of papers appeared on the subject of getting domain- 
theoretic representations of the non-wcllfounded sets. For example, Mislovc ct al. [ 161 
show how to obtain a domain-theoretic representation of the set HF of hereditarily 
tinitc sets in terms of initial ordered algebras of a certain type. In other work. Barr [S, 
6] considered endofunctors on the category of sets and showed that under suitable con- 
ditions, the final coalgebras exist and arc completions of the initial algebras. This result 
is another example of an approximation result. Finally, Paulson [ 171 is concerned with 
getting concrete final coalgebra theorems for some endofunctors. He adopts Qulnc.> 
pairing operation rather than the standard Kuratowski pair. and his methods do not 
work for endofunctors such as the power set operation. Despite these ditt‘erences. hi?; 
motivation is the same as ours and the other papers cited above: to obtain concrete 
domains in which one can find objects representing infinite computations and data 
structures, and manipulate them naturally. 
In this section, we use .YF and its semantics to show how to represent final coalgc~- 
bras in terms of maximal elements of ordered algebras. 
Definition. Let F be a functor, and let A/ = d, z be an F-algebra. If R is any rclatlon 
on A, we get a relation R on F(4) by 
R = CF~r,)r.(Fnz)r : r F(R) 
An F-al~qehn order on .d is a partial order on A with the property that if u h. 
then era rh. 
It is not hard to check that in the case of syntactic functors, this gives the usual 
definition of an ordered algebra. 
Here is a statement of our main result: 
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Theorem 10.1. Let F be a uniform functor. Then there is an F-algebra (P, a) and an 
F-algebra order < on P such that 
(1) The order < is a complete semi-lattice. 
(2) The collection of elements of P which are d-maximal (but below T) is the 
carrier of a ,jinal F-coalgebra (F,e).x 
The ideology behind this result is that we have a poset P with nice continuity 
properties (suprema of all sets). Note that 2~ has a top element T. Any conjunction 
A{ t?, @‘} of inconsistent information is such a T element, where a and b are distinct 
elements of F. (In all cases of interest, F will have more than one element.) By a 
maximal element, we mean some x E P such that if x < y, then y = T, where T = 
VP. Because F is embedded by CI as the collection of maximal elements of P, we think 
of P as a domain of approximations to F. In our construction for Theorem 10.1, we 
use formulas of ZfioF (modulo semantic equivalence) as elements of P. This conforms 
to the intuition about approximations because logical formulas can always be regarded 
as approximations to the objects which satisfy them. When we have characterization 
results, then this connection is quite tight. This is the key idea behind the development 
which follows. 
The poset P. Let < be the natural semantic preorder on 2~ : cp<$ iff for all 
coalgebras & and all a E B such that a kc: $, we also have a +R cp. So true is at the 
bottom of the preorder. 
Let E be the equivalence relation determined by this preorder. We define equivalence 
classes (actually sets) by 
[41={$EY:$’ is a formula of minimal rank such that II/ E $}. 
The notion of rank here is from the inductive definition of 2~ as the least fixed point 
of 9 + F. For our poset PF, we take the set or class of these: 
(12) 
Actually, P will be a set provided that there is a fixed cardinal K such that every coal- 
gebra map e : A + F(A) takes values in H,(A), the set of sets of hereditary cardinality 
at most K. This holds for examples such as F(a) = A x a and F(a) = 9fi,(a). But for 
examples like F(a) = p(a), P will be a proper class. Indeed, in all the examples we 
considered, P is a proper class iff F is a proper class. For functors as in Corollary 9.5, 
P has the cardinality of the continuum. 
The algebra map M: F(P) + P. The basic idea is to take x to be F, or rather some 
map related to it defined on equivalence classes. 
We have a map nat: 2 + P which assigns to each cp its equivalence class [q]. Fix 
a choice function oh : P + 3 which acts as an inverse in the sense that nat och = idp 
and chonat = idy2. (In the case that P is a proper class, we are using the Global Axiom 
of Choice here. Also, oh is not uniquely determined, but this is of no consequence.) 
Set 
Y = nat o inr o Fch. 
SO that 3:: F(P) - P. We might point out that cx does not depend on the particular 
map ch used in its definition. For suppose ch’ is another choice function. We apply 
the Monotonicity Lemma with il = P, f‘ = ch, and 11 = ch’. Then as maps Elom 
F(P) to .Y’, inr o Fch ZE inr o Fch’. Thus as maps from F(P) to P, nat o inr 3 Fch .~ 
nat o inr 3 Fch’. 
Lemma 10.2. nat o inr = r o Fnat. 
Proof. Recall that cho nat = id:,,. So by the Monotonicity Lemma, inroF(ch onat ) ~I 
idF(:, ). Thus, as elements of F(Y) + P, rrofnat = natoinroF(chonat) ~= natDinr. 
The F-algebra ovdev < on P: P inherits the semantic order < frotn Y’. The vcriti- 
cation that this is an F-algebra order is essentially the proof that rule (F) IS sound fol 
the minimal coalgebraic logic. P is a complete upper-semilattice. For every sit 5 
of (equivalence classes of) formulas, the least upper bound of S, u S. is [ A( ch p : 
L’ E VI. 
Maps (lCc for each F-coalgebra 6. Let R be an F-coalgebra. Fix an clement (I b A. 
Ry Theorem 9.2, there is an ordinal x large enough so that j?(u) = j,, ,(a). In thi\ 
way, we define 0,: : 6 + y)F. Each Ot (a) is a maximal element of Y’F. 
Lemma 10.3. inr o Fflr o e s H,c 
Proof. Let (1 E G. For some ordinal 2, Oar = j,(~). Morcovcr, ,jY__l(u) = i,(a). 
So (inr o FfI,, )e,! = jli ,(a) = j7(cI) = O,<(a). Since this is true for all N C- ~6. LVC‘ arc 
done. __ 
Proof of Theorem 10.1 (Conclusion). Let (F,e) be a final F-coalgebra. Then c IS a 
bijection, and so (F,e-‘) is an algebra. Consider 0 = nat o 0~. Then 0: F -- P tnkcs 
values in the maximal elements of P by the characterization result. It is injecrivc for the 
same reason. To see that it is surjective, let [(p] be maximal. Since cp f T, let (I I-= o. 
Then 0,: (u) = (p. And if s : 6 - .F is the final coalgebra map, fl,(c,(,) = 0, (II) c,q. 
This shows that 0 is a bijection between F and the maximal elements of P. WC show 
that 0 is a morphism of algebras: i.e., that nat o 0~ o (Jam’ = x o F(nat o 0,). For thih. 
note that 
‘A o F(nat o OF) = (x o Fnat) 0 F+ 
= nat o inr o FO, by Lemma 10.2 
= nato(inroF+oe)oe-’ 
= nat 0 OF 0 e- ’ by Lemma 10.3 
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In this way, the collection of maximal elements of P is the carrier of an F-coalgebra 
which is isomorphic to F. q 
We have three final remarks: First, Theorem 10.1 does not use AFA; in fact, none 
of the results of this paper used AFA. In a sense, Theorem 10.1 can be regarded as a 
final coalgebra theorem in its own right. It gives a representation of the final coalgebra 
for uniform functors which is more concrete than taking a quotient, but less concrete, 
say than Paulson’s final coalgebra theorem in [17]. 
For many purposes, it would be better to have versions of Theorem 10.1 in which we 
only used consistent formulas. That is, it is desirable to remove T from P and still have 
an approximation result. It is not hard to check that if we consider PO = P \ {[true]}, 
then PO is the carrier of an F-algebra structure. Of course, the order < is no longer 
complete. One would hope that it is directed complete, and this would correspond to 
a compactness property of the semantics. We have some results in this direction, but 
these require some additional assumptions on F. 
Finally, by moving to stronger languages, we can also obtain embedding results like 
Theorem 10.1 but which ask for stronger properties on the order relation. For example, 
suppose we worked not with 1p~ but with the stronger language TF(l). Then ,fia, and 
hence P, would have all meets. All of the results on the semantics would go through, 
because the induction steps for 1 would be trivial. The reason that we chose to work 
with Z’ rather than Y(T) is that dt’ seems to be the weakest language closed under 
infinitary conjunction which allows for a characterization result such as Theorem 9.2. 
So any stronger language will have the same property, a fortiori. More expressive 
languages may be easier to work with and to study, but in this paper we have tried to 
get more general results. 
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