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Abstract 
In the existing IP-based Internet, the real-time transmission of media streaming data is a hot issue of the current 
network application research. This paper constructs an intelligent streaming media system. To protect the important 
data in real time and improve the quality of service as far as possible, we have taken a variety of measures, including 
the scalable layered coding, the caching mechanism of the client and server, non-uniform scheduling strategy, early 
warning of non-uniform stream control and congestion control, non-uniform error control, etc. 
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1. Introduction 
Streaming media is a media format which can play on the Internet by adopting the streaming 
transmission way, such as audio, video or multi-media files. It can be widely used for online news, online 
live, online advertising, distance learning, real-time tele-conferences, etc. With the rapid development of 
Internet technology and the people’s growing demand for multi-media information on the Internet, the 
streaming media technology has been applied widely. However, different from the ATM network which 
has taken the QoS (Quality of Service) into account in design stage, it is challenging to do real-time video 
communication in the existing IP-based Internet [1,2]. This is mainly because the IP network provides only 
"Best-effort" service. This service can meet the requirement for data communication, but to the video 
business with real-time requirements, it seems too little in the promises features for the users. At the same 
time, multi-media services account for a lot of bandwidth, it will certainly affect the reliable data 
transmission of the critical business ensured by existing network. 
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At present, there are two options for improving the QoS control of streaming media: First, transform 
the existing network to ensure the transmission quality of streaming media. Such as resource reservation 
management (integrated services IntServ) and priority management (Differentiated Services DiffServ)
[3-4].Although this solution is technically simple and effective, there are considerable difficulties in the 
practical work. Because the video business is end-to-end service, and it's usually impossible that all the 
network nodes support QoS. Comprehensive transformation of the existing network is not realistic for the 
high cost, at least for now. Second, end system transmission control can maximize the transmission 
quality of streaming media on the basis of the existing network. We take the second project and construct 
a system of intelligent streaming media to ensure the important data in real time, improve the quality of 
service as far as possible from the scalable layered coding, the caching mechanism of the client and server, 
non-uniform scheduling strategy, early warning of non-uniform stream control and congestion control, 
non-uniform error control, etc. 
2.  The system structure of Intelligent Streaming Media 
A basic framework for streaming services including encoders, streaming media server, transport 
protocol, control protocol, the client synchronization control, decoders, etc. According to the selected 
encoding and transport protocol [5] the basic framework is also different. The idea of the paper about the 
system construction of streaming media as follows: compile the multimedia information into MPEG-4 
with the Scalable bit streams form [6], and use RTP / RTCP / RTSP protocol for the transmission protocol 
of multimedia data and control information. The basic Framework as shown in Figure 1:
Fig.1  Basic frame of the intelligent streaming media system 
The interaction in the server and client of Streaming media is substantially as follows: the client 
makes a request to play audio and video through RTCP / RTSP protocol and create the client buffer zone. 
After received a request from the client, the server will compress the data in accordance with the relevant 
parameters, or control rate in accordance with the feedback during transmission, then transfer the RTP / 
UDP / IP data packet to the client. After received the packets, the client will unpack, recombine and send 
them to the synchronization control module and MPEG-4 scalable decoder to synchronize, decode, and 
finally play. At the same time, we monitor QoS according to the delivery time, the arrival time and the 
serial numbers of RTP header. During transmission, the client will send the interval RR / RTCP / UDP / IP 
packet to the server to feedback the congestion information. 
3. MPEG-4: the scalable layered coding 
MPEG-4 encoding has three features: (1) the high compression ratio; (2) object-based and 
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content-based; (3) interactivity. In the applications of network streaming media such as the Internet, it is 
commonly required that encoding simultaneously by using different resolution or different quality for one 
video in the range of a wide resolution or different quality, and thus the output of the encoder produces 
multiple Resolution or different quality bit-streams of the video. In the receiver, the decoder with different 
complexity can exist at the same time. Each decoder can produce complete images with some resolution 
or quality by using part of bit-streams. The low performance decoder can decode a small part of 
bit-streams with basic quality, the high-performance decoder can decode more part of bit-streams with 
better quality. As shown in Figure 2. In other words, if we only need a lower resolution or poor quality, 
we can decode the base layer; if we need higher resolution or quality, we can decode both the base layer 
and enhancement layer. 
Fig. 2  structure of MPEG-4 the scalable layered coding 
As the bandwidth occupied by the video is far less than the bandwidth occupied by the video in the 
network transmission of multimedia streams, the scalable encoding in a general sense is the video 
scalable encoding. MPEG-4 encoding standard provides mainly two types of extensions: extension in 
spatial domain and extension in time domain. According to the objective conditions, such as network 
bandwidth, packet-loss rate, error rate, etc, we can extend in the spatial and time domain. Expansion in 
the spatial domain is the process of doing sampling and interpolation to the images of the basic layer to 
increase or decrease the spatial resolution. Expansion in the time domain is the process of increase or 
decrease the frame rate in the enhancement layer which above the basic layer to take advantage of 
bandwidth to get better image quality. Depending on the difference of the objective circumstances and 
requirement, one or more layers enhancement layer are needed, thus the extensibility of the encoding is 
more flexible. 
4. The realization of the QoS control of Intelligent Streaming Media 
This streaming media system designed mainly based on the QoS solution of the server and client. 
There are three basic design principles: First, a smooth quality degradation, when the network status 
changes, service of the changes in image quality is smooth; second, effectiveness, making full use of 
bandwidth resources as far as possible, if the bandwidth resources drop, we will reduce the output image 
rate; if the bandwidth resources increase, we will speeds up the output image bit stream; Third, fairness, 
each application in the network can share the bandwidth in the network resources fairly [7].
For the transmission of streaming media data, the important characteristics of the channel is end to 
end delay, available bandwidth and packet-loss rate. The end system mainly uses the buffer and 
adjustment to solve the delay jitter, adopt two kinds of mechanisms: rate control and error control to those 
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can process with bandwidth and packet loss. 
4.1  Caching mechanism 
The purpose of setting the buffer in the server is to optimize the process of all clients' request and 
make the processing power of the server to get best effect. The purpose of setting the buffer in the client is 
to eliminate the delay jitter, the packet wrong-order problem and other factors caused by network 
transmission, and ensure the play quality to the greatest extent. 
4.2 B Non-uniform scheduling sending in the server 
When bandwidth is sufficient, the effects of any scheduling strategies in the server of streaming 
media are the same, because all the data packets are sent. However, when bandwidth is not sufficient, we 
have to give up sending part of the packets, an effective scheduling strategy can bring a better playback to 
the receiver. 
The users’ requirements to the playback are generally two aspects: fluency and clarity. When the 
playback speed in the receiver is between 15 frames/second and 30 frames/sec, we will feel the video 
smooth. By comparing we can easily detect the change of the clarity. For example, to scalable coding, it is 
easy to detect the difference of effect between playing three or two layers in the enhancement layer in the 
receiver. But, it’s harder to detect the difference of the fluency between the 20 frames/second and 25 
frames/second rate, especially when we play and the scene which is not changed with high speed, it is 
even more difficult to detect the change of the frame. 
Since there are differences in the importance of all layers of scalable coding, the server should not 
naturally treat them equally when scheduling and sending. In each unit, we should ensure that the 
scheduling and sending order of the packet with higher importance is always ranked before the packet 
with lower importance. If the rate can not guarantee that all packets will be sent, we can discard the 
packet with lower importance in the unit selectively, when the rate is decreased. We will recover and send 
the previously discarded with higher importance, when the rate is increased. For the increase and decrease 
of the sending rate, as to every specific unit , it is turned into the following issues: how many packets 
discarded and recovered when scheduling and sending. In this system by the following formula for 
calculating: 
Rnew and Rold represent the rate before and after adjustment respectively, Ncurrent represents the 
number of the sending packets in each current unit. Suppose f is a function which can map arbitrary 
number to integer according to the principle of rounding, Rcut = Radd = f (N). Rcut and Radd represent the 
number of packets discarded or recovered respectively in each unit. 
4.3 C Non-uniform stream control and congestion control of early warning  
Stream control and congestion control is not the best way to eliminate congestion, but to prevent 
congestion. After the appearance of congestion, if both ends adopt early preventive stream control in time, 
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it often can delay or even prevent the congestion. The idea of random early detection˄ RED i˅s used to the 
QoS control mechanism based on both ends. Assuming D is the average time interval of packet loss, by 
testing the value of D is generally between 100 and 200, when the network is in stable condition. We 
define the value is between 100 and 200 as the alert area, larger than 60 as the security zone, less than 10 
as the congestion zone. 
When the value of D is greater than 60, according to the formula 2, we can calculate the value of R
to adjust the sending rate of the sender or the receiving rate of the receiver. RTT is the round-trip time of 
the sender and receiver, Tr is the limit time for retransmission, D is the average interval of packet loss. 
Once the value of D calculated in the receiver is on alert area, it will feedback immediately to the 
sender. After receiving feedback, the sender will control streaming immediately based on the sender. It 
will reduce the sending rate to the 9/10 of the original. If the feedback in the receiver is still warning 
feedback in the next time, the sender will continue to adjust the sending rate to the 9/10 of the current. 
The process will repeat until the value of D returns to the security zone. The receiver will also notify the 
sender by the feedback immediately. After the sender receives the feedback of the warning lifted, we can 
adjust the rate revert back to the formula 2. 
When the sender receives the congestion feedback, it will reduce the sending rate to the 7/8 of the 
original, and send SR/RTCP packets to the receiver to inform the receiver monitor the situation of the 
packet after adjusting rate. However, the control information packets may be lost because of congestion. 
If the sender does not receive the feedback from receiver every one second, or the feedback is not the 
congestion lifted, the sending rate will be reduced to the 7/8 of the current. The process will repeat until it 
receives feedback from the receiver. If receiving the feedback of the congestion lifted, we can adjust the 
rate revert back to the formula 2. 
Congestion happens once will affect tens of thousands of streams. If there is no early warning, just 
relying on congestion control, when congestion occurs, the affected streams will reduce the transfer rate. 
After mitigating or eliminating congestion, the streams decelerated rate will increase the rate at the same 
time. It will likely lead to congestion again. So when the signs of congestion appear, the use of early 
warning stream will reduce the rate to prevent the formation of the congestion. The total streams will 
benefit, including the streams do not take early warning control. Therefore, the more the streams using the 
early warning, the probability of occurrence of congestion is smaller. 
Above introduced the process of streaming control and congestion control, the algorithm is shown 
in Figure 3. 
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4.4 D Non-uniform error control 
Error control mainly solves the error correction of the streaming media data in the packet loss, delay, 
etc, in order to achieve the best playback. In the MPEG-4 scalable layered coding, bit errors occurred if 
the basic layer packet transfers, the error will spread to all enhancement layers. In this paper, the control 
to the basic layer packet error adopts retransmission with limitation. 
When the receiver finds the packet loss, we can calculate by the formula 3: 
Tc+2*Lc+4*R’+Ds<Td(n)                              (3) 
Among them, Tc represents the current time, Lc represents the current average transmission delay, R'
represents the weighted average round trip time (RTT), Ds represents other uncertain factor, including the 
response time that the sender resends the request and uncertain loss time during transmission, Td (n) 
represents the decoding time that the nth packets is scheduled. If the calculation results of formula 3 are 
true, you can request retransmission. 
5. Conclusions 
In this paper, on the requirements of the real-time streaming media applications and the problems of 
insufficient bandwidth of the current Internet, we use the important non-uniform distribution features of
streaming media dataˈintroduce the caching mechanism and adopt non-uniform QoS control strategy in 
the flow of scheduling, packet loss handling, error controlling, etc, to ensure the real-time performance of 
the important data. In order to prevent congestion, early warning is employed to reduce the sending rate 
before the true formation of congestion. Thus we can avoid congestion with low cost, rather than with 
high cost to alleviate or eliminate it after congestion happens. Although this approach does not solve the 
fundamental problem of video communication, this method plays an important role in the existing actual 
application. How to use QoS control mechanisms to balance between the rapid response of the abnormal 
network and the avoidance of the rate oscillations? It needs further research and experiments in our future 
work.  
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