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Abstract
This thesis introduced modern reliability or resilience evaluation framework.
The reliability is one of the quality properties, therefore, this thesis discusses
limitation and reliability related factors of various quality terms that affect
overall reliability of contemporary service and system. The study also fo-
cuses on end-to-end availability and reliability evaluation method and mod-
els to enhance the overall reliability of the principal IP Multimedia Subsys-
tem(IMS)based communication scenarios: intra-domain and inter-network com-
munications. The thesis distinguishes various essential network parameters
and quantitatively estimate end-to-end reliability characteristics through this
parameters by using the proposed hybrid models. The projected model for
each simplex and redundancy was compared with current progressive models
and valid through the numerical analysis and network simulation. The re-
sults demonstrate that the proposed models and evaluation methods can pro-
vide better reliability properties of the system. Moreover, a selective resilience
parameters and modern resilience evaluation framework are presented. The
projected methodology can properly incorporate each subjective and objective
parameters into the analysis.
v
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Dansk Resumé
Denne afhandling indfører moderne pålidelighed eller ramme for robusthed-
sevaluering. Pålidelighed er en kvalitetsegenskab, og derfor diskuterer denne
afhandling begrænsnings- og pålidelighedsrelaterede faktorer for forskellige kvalitet-
sudtryk, som påvirker den samlede pålidelighed af moderne service og syste-
mer. Undersøgelsen fokuserer også på end-to-end tilgængelighed og evaluer-
ingsmetode for pålidelighed og modeller til at øge den samlede pålidelighed af
de vigtigste IMS-baserede kommunikation scenarier: intra-domæne og inter-
netværkskommunikation. Afhandlingen skelner mellem forskellige væsentlige
end-to-end netværksparametre og estimerer kvantitativt end-to-end pålidelighed-
segenskaber gennem disse parametre ved at bruge de foreslåede hybridmodeller.
Den foreslåede model for både simplex og redundans bliver sammenlignet med
de nuværende state-of-the-art modeller og valideret gennem numerisk analyse
og netværkssimulering. Resultaterne viser, at de foreslåede modeller og eval-
ueringsmetoder kan tilvejebringe bedre pålidelighedsegenskaber af systemet.
Desuden præsenteres selektive modstandskraft parametre og moderne mod-
standskraft evalueringsnetværk. Den foreslåede metode kan på en ordentlig
måde inkorporere både subjektive og objektive parametre i bedømmelsen.
vii
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Chapter 1
Introduction
The Quality of Service (QoS) is one of the key factors that is used to provide
a certain quality level of computer networks and services and guarantee cus-
tomer satisfaction and experience. Reliability or resilience have also become
another important feature. A valid quality and reliability evaluation method
can, therefore, improve and maintain both service and network quality and
reliability of the Next-Generation Network (NGN) and services.
1.1 Background and Motivation
The development of the network equipment and infrastructure will try to im-
prove speed, bandwidth, and support various types of data transmission and
online services. The mixture of data, voice and multimedia will become the
future trend of the telecommunication services [1]. The NGN aims to provide
and support huge amount of bandwidth and high data transmission rate. New
value added services and applications can profit from such network. With the
growth and wide use of the internet technology, a combination of different types
of data and services is moving toward IP or packet-based platform. Therefore,
not only the convergence of data, the solution of convergence of different ac-
cess technologies such as mobile and fixed network infrastructure have been
recently researched and developed for the NGN [2]. The IP multimedia sub-
system (IMS) architectural framework is NGN architecture and is created to
provide and support the convergence of data and networks (wired and wireless)
on an IP-based platform [3]. The IMS has been developed by the 3rd Genera-
tion Partnership Project (3GPP) and the 3rd Generation Partnership Project
2 (3GPP2). The Session Initiation Protocol (SIP), developed by the Internet
Engineering Task Force (IETF), was employed via 3GPP Release 6 as the
standardized IMS signaling protocol [4]. IMS is not only supported real-time
1
CHAPTER 1. INTRODUCTION
multimedia services but also provide end-to-end QoS guarantee [5, 6]. How-
ever, there are many challenges implementing the IMS technology on NGN such
as interoperability between traditional communication and various versions of
packet-based technologies, guaranteeing end-to-end QoS, and providing suit-
able network management issues [7, 8, 9]. Therefore, not only QoS but also the
reliability of new services and networks is undoubtedly needed for development
toward NGN. The managing of network parameters via regular QoS term will
not be sufficient for future convergence networks and services [10]. This the-
sis describes the study of the new concept of the quality term called Quality
of Resilience (QoR) , reliability, availability, and its corresponding network
parameters [10, 11]. Moreover, the reliability characteristic of the converged
wired and wireless for NGN will be represented by reflecting on the IMS for
further consideration of its performance via QoS and QoR . This Ph.D. study
focuses on the investigation of the network parameters that will influence the
overall reliability and performance of the NGN in term of end-to-end QoS and
QoR.
1.2 Quality of Service and Quality of
Resilience
The term QoR is an extended idea of QoS [10, 12], therefore, the understand-
ing of the term QoS is needed in order to understand QoR. The International
Telecommunication Union (ITU) recommendation E. 800 established a defini-
tion of QoS as “The collective effect of service performances that determine the
degree of satisfaction of a user of the service.” Various QoS terms have been de-
fined to serve three main communication architectures: Asynchronous Transfer
Mode (ATM) within ITU and the Integrated service (IntServ) and Differenti-
ated services (DiffServ) architectures defined by the Internet Engineering Task
Force (IETF). Nevertheless, DiffServ is most likely desired to implement on
the IP-based network especially on Virtual Private Network (VPN) or Voice
over IP (VoIP) services by Internet Service Providers (ISP) [13]. The measure-
ment of service quality based on recovery methods has gained more interests
[14, 15]. The QoR can be defined as the quantitative way to estimate the
survivability and maintainability of the network. It is used to compare differ-
ent types of recovery schemes implemented on the network by consideration of
network downtimes over long operation time [12, 16]. The QoR is useful for
network operator when making a decision on proper recovery schemes for dif-
ferent services with a reasonable price provided to a client than the traditional
QoS method [14, 16].
The information of network parameters (factors) is the key information for
quantifying QoS as well as QoR. To illustrate, the main QoS parameters of the
communication network are availability, bandwidth, delay, jitter, and loss. The
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purpose of QoR is to provide a detailed characterization of the probability of
having available service [16]. The QoR adjusts QoS into short-term and long-
term characteristics by focusing on survivability or service availability [10, 12].
This adjustment can be done by classification of some network factors into
the short-term called availability parameters and the long-term called QoR
parameters [12, 16]. For that reason, QoR parameters can only be measured
with long-term quality factors. The short-term parameters are also important
due to it can measure the short period (∆t) of user satisfaction. Then the
satisfied or unsatisfied results can represent two service states: available and
not available respectively. The results are called down and available period
and can be represented by binary values: 0 and 1 respectively. Then, the
summation of all variation of downtime periods can be calculated as downtime
distribution and can be used to evaluate long-term QoR parameters [10, 12].
Therefore, the detailed study of the QoR parameters is further provided.
The QoR will be useful for a network operator in consideration of resilience as
a quality additive factors. These factors are very important for many delicate
or financial services or medical applications such as eHealth [17].
1.3 Quality of Resilience and Challenges
This thesis focuses on finding new methods to evaluate end-to-end reliability or
resilience of the IMS-based network to serve and improve overall reliability and
resilience of the network and system. However, the reliability of the systems
depends on many factors such as hardware, software, environment and oper-
ating regulations as mention in the Chapter 2. This section highlights some
challenges and issues in system resilience evaluation.
Evaluation of system reliability: the exact reliability value of each
system component is difficult to predict and the prediction value is, even more,
difficult when considering the reliability of the whole system.
Network parameters: reliability estimation involves several network pa-
rameters. These parameters need to be carefully chosen to enhance the accu-
racy and decrease fault of an evaluation. Therefore, the key parameters, which
are essentially related to reliability, are needed to be reviewed and carefully
selected for an evaluation.
Reliability model: reliability quantity, in theory, is a success probabil-
ity or probability of no failure (Reliability=1-Probability of Failure). It in-
volves mathematics and stochastic parameters. Besides, there are no standard
stochastic evaluation models and methods which will work for all types of sys-
tems. Therefore, suitable stochastic models and methods are needed to be
established for future communication network or system, as well as, a new
reliability evaluation framework.
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Validation, optimization and cost: there is always an uncertainty in
most of the evaluation processes. Therefore, simulation of the evaluation mod-
els is needed for validation and prove of the purpose concept model. Fur-
thermore, in reality, it is difficult to find a real root cause and prevent every
failure from happening. Therefore, there are various costs and outcomes after
each failure. Accordingly, an effective preventive, maintenance, or resource
optimization plan are needed to improve the reliability of the system.
Therefore, based on the above challenges, this thesis aims to address the
following research objectives mentioned in Section 1.4.
1.4 Thesis Objectives
Based on the challenges mentioned in Section 1.3, this thesis focuses on end-to-
end system reliability estimation method and models for improving the overall
reliability of the IMS-based network: inter- and intra-network communications.
To achieve this, an evaluation framework needs to be defined together with the
key network parameters that can represent overall system reliability character-
istics for the evaluation. In particular, the thesis makes a comprehensive study
on three main important challenges mentioned above: end-to-end reliability
or resilience evaluation framework and models, important end-to-end network
parameters and their effect on the network reliability and performance, opti-
mization, and validation of the evaluation methods. The main objectives of the
thesis are summarized as follows:
• To design an IMS-based reference network architectures that can be
adopted to evaluate end-to-end system reliability at various communi-
cation scenarios.
• To carry out a comprehensive study on the impact of network parameters
to the reliability of the system and to identify the key end-to-end network
parameters that can represent reliability characteristics for an overall
system reliability evaluation.
• To develop end-to-end reliability evaluation framework and models to
estimate the end-to-end reliability behaviors of the IMS-based network
for both intra-domain and inter-domain communications.
• To optimize the key network parameters or factors and cost to improve
end-to-end system reliability and to validate the proposed evaluation
methods and models.
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1.5 Contributions of the Thesis
The contributions of this thesis addressing the challenges through the research
objectives asserted before are summarized below, the corresponding publica-
tion(s) relating to the contributions are stated in brackets.
• The end-to-end availability and reliability model are developed through a
combination of stochastic models and Reliability Block Diagrams (RBD).
The contribution is the proposed stochastic models: five-state Continuous-
time Markov Chain model and Markov Reward Models (MRMs), and
validation of the proposed models through a detailed numerical analy-
sis of the proposed models and the state-of-the-art models. Moreover,
the redundancy effect models are also formed to evaluate the overall sys-
tem availability and reliability characteristics of intra-domain and inter-
domain IMS communication scenarios (Chapter 3, and Chapter 4, publi-
cation: b,c,e).
• The key network parameters are examined and arranged for represent-
ing the end-to-end reliability of the IMS-based system. Moreover, the
resilience of different reference IMS-based network topologies had been
simulated and compared by using the well-known network simulator: OP-
NET. The simulation scenarios include IMS-based communication within
similar registered home IMS domains, across registered home IMS do-
mains, and communication across multiple IMS domains to describe end-
to-end reliability behaviors of diverse IMS-based communications. Be-
sides, the reliability impact when adding redundancy and communication
traffics are exhibited (Chapter 2, and Chapter 5, publication: d,f ).
• A new reliability evaluation frameworks are established where various
state-of-the-art quality terms are investigated toward user satisfaction
which is the most important quality objectives for modern networks and
applications. Besides, new selective resilience parameter algorithm and
the modern reliability evaluation method are introduced by using the
modern Bayesian inference.The proposed algorithm can present practical
reliability analysis and can implement as a defensive failure plan. Besides,
the estimation approach can incorporate both subjective and objective
parameters into the system reliability evaluation (Chapter 6, publication:
a).
• The parallel redundancy effects of different IMS-based network commu-
nication scenarios have been analyzed and simulated for analyzing system
availability and reliability characteristics with different redundancy con-
ditions. Moreover, optimization of different parallel redundancy condi-
tions has been simulated and compared to exhibit opportunity to design
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high reliability and availability system for the Next Generation Networks
(Chapter 4, publication: b).
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1.6 Thesis Outline
The rest of the thesis is structured as follows:
An appearance of the thesis is shown in Fig. 1.1,with the aforestated publi-
cations and their respective chapters. The current chapter (chapter 1) present
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a basic overview of QoS and QoR and its relationship along with contemporary
challenges in estimating end-to-end reliability for contemporary online services
and networks, and also the original contributions of this thesis.
Chapter 2 provides an introduction to reliability and performance analysis
of the IMS, together, with the communication signaling and its communication
architecture. The chapter also presents an opportunity to provide end-to-end
QoS and QoR with the core IMS elements. Moreover, the chapter draws out
the key network parameters which related to system reliability in short and
long term operating periods.
Chapter 3 contributes the IMS reliability and availability models. The
state-of-the-art models have been studied and compared with the proposed
models for both the advantages and disadvantages of representing reliability
characteristics of a unique, redundant component and the whole system. The
analytical results were validated by the simulation results and were shown how
the proposed models have more advantages than the existing models. The pro-
posed models aim to be employed for the later chapters. Moreover, the chapter
introduces end-to-end availability and reliability analysis of various IMS-based
communication scenarios: intra-domain, and inter-domain communication sce-
narios.
Chapter 4 extends from the previous chapter and explores the parallel
redundancy effects of different IMS-based communication scenarios. Moreover,
the chapter represents different reliability effects through a number of parallel
redundancy conditions. Besides, an optimization of the number of redundan-
cies, and end-to-end system reliability is determined an opportunity to further
design high availability and reliability system.
Chapter 5 implement the analytical models into the effective network
simulator, i.e., OPNET for simulating and comparing resilience characteris-
tics of the various IMS-based communication situations: intra-domain commu-
nication, inter-domain communication, and multiple-domain communication.
Moreover, the reliability effects when increasing communication traffics and
adding redundancy are also simulated. The simulation results confirm the sys-
tem reliability features through the essential network parameters.
Chapter 6 gives a comprehensive study on how various quality terms are
related to each other and the relationship toward user satisfaction. More-
over, the chapter describes a modern reliability measurement framework. The
framework aims to assess both quantitative and subjective reliability parame-
ters. Therefore, user satisfaction can be measured along with other important
network parameters. Moreover, the chapter outlines the selective resilience
parameter algorithm. The algorithm can be applied to a regular system.
Chapter 7 concludes the thesis by revisiting the objectives of the study
and summarizing the main findings of the study. The chapter also highlights
the possible future work in relation to this study.
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Figure 1.1: Block diagram showing inter-relations among different chapters.
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Chapter 2
State of the Art: QoS and
QoR
2.1 Introduction
To evaluate the total reliability characteristic of the system, the basic under-
standing about quality of service (QoS) is needed. This due to reliability is
one of the quality portions. Therefore, improving overall system reliability will
result in improving the overall system quality. This chapter presents reliabil-
ity terms among various network quality terms, and also a chance to produce
end-to-end QoS and quality of resilience (QoR) across the IP multimedia sub-
system (IMS) communication architecture.
2.2 Session Initiation Protocol (SIP)
The Session Initiation Protocol (SIP) is an Internet application-layer protocol
which initially developed by internet engineering task force (IETF) in 1999 [1].
It is created to provide signaling specifications and is used to set up calling
sessions such as audio or video conferences, peer to peer communications. The
SIP is a message or text-based client-server signaling protocol and works with
another application layer protocol called Session Description Protocol (SDP).
It is used to initiate, maintain, modify and terminate multimedia communi-
cations in the network. SIP is also selected to be a signaling protocol for the
IMS. Therefore, its architecture and protocol need to be studied. The SIP
composes of three main components which are SIP User Equipment or Agents
(SIP-UA), SIP proxies (SIP-P) and SIP Registrars (SIP-R). The SIP-UA will
function as the caller or service requester, the SIP-P function as relays of SIP
11
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messages, and the SIP-R function as SIP directories. The relationship between
SIP components can be represented by figure 2.1.
RTP/RTCP
SIP-P SIP-P
SIP-R
SIP-UA SIP-UA
Application 
Server
Figure 2.1: Basic SIP component system
From 2.1, the dashed line and dark line represent the signaling and data
transmission path respectively. The signaling is needed to communicate be-
tween components such as communication between SIP-P and SIP-UA, be-
tween SIP-UA and SIP-R, or between each SIP-P. Therefore, increasing the
component numbers will increase the need of signaling and complexity of the
SIP network. The actual data or traffic flow will use a different path and Real-
Time Transport Protocol (RTP) and Real Time Control Protocol (RTCP) for
transmission. Many SIP proxies (within similar or different SIP communica-
tion domains) that relay SIP or SDP call setup messages may be used during
communication setup between SIP User Agents. The SIP-UA is identified by a
Universal Resource Identifier (URI) which is similar to the Universal Resource
Locator (URL) standard.
2.3 The IP Multimedia Subsystem
IMS is an open industry standard for telecommunication carriers or commu-
nication of voice and multimedia over packet based IP network [2]. The con-
cept of IMS is to combine fixed and mobile network services together called
Fixed-Mobile convergence (FMC). It was first proposed by the 3rd generation
partnership project (3GPP). The SIP is employed in the IMS as the signaling
protocol for managing real-time multimedia sessions.
2.3.1 IMS architecture
The IMS framework composes of many layers such as Transport Layer, Service
or Application Layer, IMS Layer and the User Layer. The IMS layer will act as
12
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a control layer or center between Service Layer and Transport Layer as shown
by figure 2.2. The Access layer of different access technologies will be attached
in the Transport Layer. The user end device (UE) will be located at the User
Layer. The signaling and service management are needed to connect between
users across different access technologies at the Transport layer through the
IMS layer [2]. Then the IMS will allow users to access services layer without
the limitation of different access technologies of the users. The simplified IMS
architecture can be represented per figure 2.2. To understand how the IMS is
Network and service management
Service and application layer
IMS layer
IMS layer
UE UE
UE
Transport layer Access 
layer
Figure 2.2: Simplified IMS Framework
operated, the main functional modules or components of the IMS architecture
need to be studied. The precise detail of the IMS functional modules will be
given and the main IMS architecture component and it can be represented by
figure 2.3.
Call Session Control Functions (CSCF)
The call session control functions (CSCF) compose with four elements: Proxy-
Call State Control Function (P-CSCF), Serving-Call State Control Function
(S-CSCF), Interrogating-Call State Control Function (I-CSCF) and Emergency-
Call State Control Function (E-CSCF). Their main functions and operations
are explained below.
• P-CSCF: the P-CSCF will act as the first contact point between UE and
the control functions. It is the SIP proxy that provides all subscriber
access tasks to the multimedia services. Therefore, the requested or ter-
minated of the signaling will be sent to or from UE by P-CSCF. The main
tasks of P-CSCF are providing SIP compression that take place between
13
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Service/
Application layer
IMS layer
HSS(AAA)
S-CSCF
PDF
MRF
MRFC,MRFP
Access Networks
(WLAN, RAN, DSLAM)
Application 
servers (AS)
P-CSCF
I-CSCF Media gateway
(BGCF,MGCF,SWG)
Transport layer 
Public and Private IP Networks
RTP/RTCP
SIP/SDP
User 
layer
Figure 2.3: The main IMS architecture components [2]
UE and P-CSCF to reduce the packet size due to large information in the
signaling header. The IPSec security association to provide secured SIP
signaling, interaction with Policy and Charging Rules Function (PCRF)
and emergency detection.
• S-CSCF: This SIP proxy is the central node of the signaling. It handles
registration processes and controls the session or call state when the ser-
vice is requested through Service Layer and also responsible for making
routing decisions and maintaining session states and storing the service
profiles.
• I-CSCF: It is the SIP proxy that locates and registers roaming users
and also acts as the contact point between or within network operators.
I-CSCF performs three unique tasks. First, obtaining the name of the
next hop from the Home Subscriber Server(HSS). Second, assigning an
S-CSCF based on received capabilities from the HSS. Third, routing
incoming requests to an assigned S-CSCF or the application server. The
P-CSCF, S-CSCF and I-CSCF perform functions during registration and
session establishment. The corresponding functions can be achieved via
both P-CSCF and S-CSCF such as release sessions due to user activities
for example hanging session is detected via S-CSCF or user lost signal is
detected via P-CSCF side.
• E-CSCF: It is the SIP proxy that responsible to handle IMS emergency
requests such as police or ambulance requested services. It will select
14
2.3. The IP Multimedia Subsystem 15
proper emergency services that will be delivered based on calling or user
location.
User Equipments (UE)
It is the end user system that provides necessary SIP signaling protocol and
services related to media codec to support various access technologies.
Home Subscriber Server
It is the main IMS database server that consists of Home Location Register
(HLR) functions for mobile users and all IMS user profiles. It provides authen-
tication, authorization and management functions of the subscriber. The HSS
will provide all information requested by CSCF before the CSCF create SIP
connections for making a call setup.
Policy Decision Function (PDF)
It is a policy based management server that provides logical policy decisions
based on QoS and Security received via P-CSCF. This function will gather
data from the HSS database and use the RFC 2748 common policy service
protocol to control policy enforcement points (PEP).
Application Services (AS)
It is a collection of multimedia application servers that provide and support
various multimedia applications.
Media Server
The media server in IMS is called Media Resource Function (MRF) and re-
sponsible for controlling and processing by mixing, announcements, analysis
and transcoding of the media streams. The MRF provides a source of media in
a home network. It is divided into a signaling plane node called the Media Re-
source Function Controller (MRFC), and a media plane node called the Media
Resource Function Processor (MRFP). The MRFC acts as SIP user agent and
contains SIP interface towards the S-CSCF. The MRFP will response to all
media-related functions.
Media Gateway (MG)
media gateway (MG) will convert data (voice or multimedia) from Public
Switched Telephone Network (PSTN) or time division multiplexing base sys-
tem into an internet protocal (IP) base system or vice versa. Three main
components can be represented as the Media Gateway (MG): Media Gateway
15
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Control Function (MGCF), Border Gateway Control Function (BGCF), and
Signaling Gateway (SGW).
• The MGCF communicates with the CSCF and controls the connections
for media channels and performs protocol conversion between ISDN User
Part (ISUP) and the IMS call control protocols. Also, it helps exchanging
voice over IP (VoIP) and multimedia packets with PSTN.
• The SGW use to map IMS SIP-based call control messages into PSTN
number seven signaling protocol and messages.
• The BGCF will function as session border controllers and will control or
signaling messages to another IMS domain. Therefore, the main function
of media gateway is to perform a bearer inter-working between real-time
transport protocol or IP network and the bearer of PSTN or legacy net-
works.
2.3.2 IMS architecture reference points
From the IMS architecture of the , there are many functional components and
the connection between each component will depend on some specific proto-
cols. Therefore, reference points were defined to reduce the complexity and to
define the reference connection between components along with its supported
protocol. There are two main protocols out of many different protocols that
are used in the IMS layers (from the IMS core to services layer) which are SIP
or SDP, and DIAMETER. The SIP and SDP will be used for signaling. The
DIAMETER protocol will provide both security and signaling function. So the
DIAMETER is normally used to handle the signaling to or from the HSS. The
IMS reference points can be classified into six groups: G, M, C, D, S and U. The
G group represents the group of GSM or GPRS serving node (GGSN). The
M group represents the group related to the IMS layer. The C and D group
will represent the access around the HSS component from the IMS layer when
subscriber information is retrieved from the HSS. The S group concern with
access to the HSS that are initiated by functional modules or specialized servers
within the application or service layer. The U group represents the user when
access to the IMS functional module by using standardized browsers and this
will be supported by the hypertext transfer protocol (HTTP) or transmission
control protocol (TCP) protocols. The details of the IMS reference points and
interface description is shown in figure 2.4 and Table 2.1 below:
2.4 Important Network Parameters for QoR
As discussed before that some traditional QoS parameters that are correlated to
survivability or service availability can be classified as short-term and long-term
16
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Figure 2.4: The IMS architecture components with reference points
QoR parameters for evaluation [3, 4]. The QoR parameters and its meaning
corresponded to the reliability of the network can be classified as follows [3, 5, 6].
2.4.1 Long-term quality measurement
The parameters in this group can be used to measure the overall service quality
for the whole service operating period.
• Mean Up Time, (MUT): the MUT can be defined as the period that
service can be properly provided or perform a required function to a user
[7]. It is difficult to measure this value sometimes due to it concern with
working time of all equipment in consideration paths. For example along
the original and ending (OD) path which have many network pieces of
equipment along the path would consider having higher failure risk or
less MUT. This due to the longer path than the OD path that equipped
with less amount of network types of equipment. Therefore, it is difficult
to calculate directly MUT in a complex network. Therefore, the value of
MUT will be approximated by the Mean time to recovery (MTTR) and
Mean time between failure (MTBF) [3, 7].
• Mean Time to Recovery, (MTTR): the MTTR refers to the duration of
the time between the failure state and the consecutive working state (re-
covered after failure). The recovery time can be calculated in a practical
situation by the summation of time spending on recovery mechanisms [3].
There are four main processes of the mechanism that are fault detection,
17
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Table 2.1: The list of IMS architecture reference points and description
Interface
name
Involved entities Description Protocal
Gm UE,P-CSCF The reference point is used to exchange messages be-
tween UE and CSCF.
SIP
Mw P-CSCF,I-CSCF,S-CSCF The reference point is used to exchange messages be-
twenn CSCF.
SIP
ISC S-CSCF, I-CSCF, AS The reference point is used to exchange messages be-
tween CSCF and AS
SIP
Cx I-CSCF, S-CSCF, HSS The reference point is used to communicate between
I-CSCF/S-CSCF and HSS.
Diameter
Dx I-CSCF, S-CSCF, SLF The reference point is used by,I-CSCF/S-CSCF to
find a correct HSS in a multi-HSS environment.
Diameter
Sh IM-SSF, HSS The reference point is used to exchange information
between IM-SSF and HSS
MAP
Dh SIP AS. OSA, SCF, IM-
SSF,HSS
The reference point is used by AS to find a correct
HSS in a HSS multi-HSS environment
Diameter
Mm I-CSCF, S-CSCF,external
IP network
The reference point will be used for exchanging mes-
sages between IMS and external IP networks
Not
specified
Mg MGCF ->I-CSCF MGCF converts ISUP signaling to SIP signaling and
forwards SIP signaling to I-CSCF
SIP
Mi S-CSCF ->BGCF The reference point is used to exchange messages be-
tween S-CSCF and BGCF
SIP
Mj BGCF ->MGCF The reference point is used to exchange messages be-
tween BGCF and MGCF in the same IMS network
SIP
Mk BGCF ->BGCF The reference point is used to exchange messages be-
tween BGCFs in different IMS networks
SIP
Mr S-CSCF, MRFC The reference point is used to exchange messages be-
tween S-CSCF and MRFC
SIP
Mp MGCF, MRFP The reference point is used to exchange messages be-
tween MRFC and MRFP
H.248
Mn MGCF, IMS-MGW The reference point allows control of user-plane re-
sources
H.248
Ut UE,AS(SIP AS OSA SCS,
IM-SSF)
The reference point enables UE to manage informa-
tion related to his services
HTTP
Go PDF, GGSN The reference point allows operators to control QoS
in a user plane and exchange charging correlation
information between IMS and GPRS network
COPS
Gq P-CSCF, PDF The reference point is used to exchange policy
decisions-related information between P-CSCF and
PDF
Diameter
Ro AS, MRFC, S-CSCF,
OCS
The reference point is used by AS/MRFC/S-CSCF
for online charging towards OCS. Note: there might
exist an interworking function between the S-CSCF
and OCS.
Diameter
Rf P-CSCF, S-CSCF, I-
CSCF, BGCF, MGCF,
AS, MRFC, CDF
The reference point is used by IMS entities for offline
charging towards CDF.
Diameter
Rx P-CSCF, AS, Charging
Rule Function
The reference point allows dynamic charging-related
service Function information to be exchanged be-
tween Charging Rules Function (CRF) and IMS en-
tities. This information is used by the CRF for the
selection and completion of charging rules.
Diameter
fault localization, fault notification and recovery. The fault detection
time is the time that all errors or degradation of the signals can be de-
tected. The fault localization time is the time that use to locate where the
18
2.4. Important Network Parameters for QoR 19
error occurred by using Link Management Protocol (LMP). The fault no-
tification and recovery time will be the time that uses to send the alarm
signal and the time that use to recover the signal respectively. These
times also depend on the network conditions and operator decision [3].
• Mean Time Between Failure, MTBF or Mean Time Between Interrup-
tions, (MTBI): this term refers to the time duration between two failures
or two decreased quality events.
• availability (A). This parameter has a dominant effect on QoS and QoR.
This due to network unavailability even for a short period will cause
unpredictable network performance perceived by users. In telecommuni-
cation practice or the context of network design, the availability is called
steady state availability. It can be expressed as the probability of the
system or network in working conditions or so-called upstate for some
periods of time, t [7]. Moreover, the so-called instant availability is also
given and defined as the probability of the system in the upstate at a
given instant of time. Moreover, the availability can be considered in
term of service availability and resource availability. The service avail-
ability is the probability that user find transport service working with
some desired quality. The resource availability refers to the probability
of the physical path that is in working condition after a failure. The avail-
ability also represents the ability of a given connection path that can be
recovered after a failure. Therefore, availability can somehow represent
resilience to failure of a system. However, there is a distinction between
reliability and availability. The reliability is more about task completion
or the probability of the system working with no interruption for some
period to finish the task. Availability is related to reliability due its def-
inition defined by the ITU-T recommendation E.800 as “The ability of
an item to be in a state to perform a required function at a given instant
of time or at any instant of time within a given time interval, assuming
that the external resources, if required, are provided”. Consequently, the
reliability refers to free failure operation during an interval of operating
time but availability refers to the ability or ready to work condition dur-
ing that period. There are three different availability aspects and can be
mathematically presented as follow [8].
• Instantaneous Availability, (A(t)): the A(t) or a single point availability
represents the probability of a system or component function properly at
an instant time, t. If not including repair or replacement periods, the
A(t) is considered to be equal to instantaneous reliability (R(t)), R(t).
There are two instantaneous availability conditions:
a) There is no failure, and the system or component are functioning since
the beginning until the instant time, t. Therefore, for the period of (0, t]
19
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Figure 2.5: (a) Graphical representation of instantaneous availability
with no failure the functional probability is equal to R(t).
b) The failure occurred at the time, x and 0 < x < t, and with failure
density equal to m(x). The functional probability is given by:
The functional probability is equal to
∫ t
0
R(t− x)m(x)dx.
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Figure 2.6: (b) Graphical representation of instantaneous availability
Therefore, the A(t) is given by
A(t) = R(t) +
∫ t
0
R(t− x)m(x)dx (2.1)
• Steady state availability or limiting availability, A: the steady state avail-
ability can be defined as the instant availability when taking its limit into
infinity. Therefore, limt→∞ A(t) = A. However, when taking the limit of
reliability into infinity, its value will be equal to zero: limt→∞ R(t) = 0.
The availability can be given by equation 2.2
A =
MUT
(MUT +MDT )
(2.2)
According to the equation 2.2, A is related to MUT, If there is no pre-
ventive maintenance time, the system is considered to have MUT= mean
time to failure (MTTF)= MTTR . Therefore, A can be rewritten as
equation 2.3
A =
MTTF
(MTTF +MTTR)
=
MTTF
MTBF
=
MTBF −MTTR
MTBF
(2.3)
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The MTTF refers to the time start counting from the upstate (previously
down) until the first failure occurred. The MTTR is the time duration
start counting from the first failure occurred until the system is recov-
ered or in upstate. Therefore, MTTF +MTTR is equal to MTBF . So
the value of “A” can be calculated from failure and repair point of view.
The graphical representation of MTTF, MTTR, and MTBF can be rep-
resented by using figure 2.7 below.
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0=Nonfunctional
0
0
1
Time
Status
t
1=Functional
0=Nonfunctional
0
1
Time
Status
tX
Normal The 1
st failure The 2nd failure
Normal 
(recovered)
MTTF MTTR MTTF
MTBF
Figure 2.7: The time line and events represent the relationship of MTTF,
MTTR, and MTBF
The steady state availability can also be given by
A =
1
λ
( 1λ +
1
µ )
=
1
λ
µ+λ
λµ
=
µ
µ+ λ
=
MTTF
MTTF +MTTR
(2.4)
where λ is the failure rate.
µ is the repair rate.
1
λ = MTTF , is equal to Mean Time to Failure.
1
µ = MTTR, is equal to Mean Time to Recovery.
Therefore, from equation 2.4, to obtain the higher value of A, the higher
value of MTTF or the lower value of MTTR is needed. In case of the
system with redundancy, A is given by
A =
MTTFeq
MTTFeq +MTTReq
or A =
µeq
λeq + µeq
(2.5)
Where λeqandµeqare the equivalent failure rate and repair rate of the
system respectively.
• Interval Availability , Ai(t) The interval availability can be defined as the
average availability or the expected fraction of the time that the system
is up in a given interval (0, t]. The interval availability is given by
AI(t) =
1
t
∫ t
0
A(x)dx (2.6)
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The relationship between three definitions of availability can be given as
follows:
A(t) = lim
t→∞
AI(t) = lim
t→∞
A(t) =
µ
λ+ µ
(2.7)
• Availability class: the availability class of the system will define how
long the system will continuously function without interruptions. The
availability can be classified by orders of magnitude as shown in 2.2 below
[9].
Table 2.2: Classification of degree of availability and system type [9]
System Type Unavailability
(minutes/years)
Availability
(percent-
age)
Availability
Class
Unmanaged 50 90 1
Managed 5000 99 2
Well-managed 500 99.9 3
Fault-tolerant 50 99.99 4
High Availability 5 99.999 5
Very High Avail-
ability
0.5 99.9999 6
Ultra Availability 0.05 99.99999 7
For example, the availability of the unmanaged system can be calculated
and explained as the computer system that has 90 % availability. So
the unavailability (downtime) is equal to 0.1 per year or equal to 52.560
minutes (0.1× 365× 24× 60 = 52.560 minutes) or approximately 50.000
minutes per year. Moreover, also for the fault tolerant systems that have
99.99 percent availability means that the system fails 0.0001 or (0.0001×
365 × 24 + 60 = 52 minutes) per year. Or the system will be repaired
within a few hours.
• Affected Traffic or Traffic Loss: this value represents how much or how
many of the services or signals will be disturbed by a failure. The failure is
normally a temporal value that can be related only to the fault detection
time. Occasionally the notion of the affected traffic is associated with
the duplicated traffic. If it is only of a temporal character, the term can
be dismissed and extend the recovery time to the point where the whole
traffic is properly ordered and not duplicated. However, in such a case
some information about the behavior of the selected scheme is lost.
• Cost of Recovery: this parameter consider the redundancy of the network
resources that is utilized for recovery as a cost such as backup capacity
or link bandwidth.
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• Resilience to Multiple Failures: this factor will measure how many failures
(single or multiple) that a network can handle with in term of the degree
of value.
• Preemption: the preemption is any processes that take away backup path
or recovery resources from one entity to provide another entity as another
resource for recovery propose. There are two levels of preemption. First,
the resource can be removed by others if simultaneous failures occurred,
and the preemption one will not be recovered. The second level of pre-
emption means that the resources will be taken not only when the failure
occurred at the preemption connection but also when the failure occurred
at other path and will, later on, effect the preemption connection. The
level indicates when large failures occur and represent a low level of reli-
ability.
• Failure Coverage: the failure coverage is the fraction of recovered traffic
or connections and the failure circumstances. The value can represent
the recovery efficiency. The high value of failure coverage means the high
efficiency of recovery.
2.4.2 Short term quality measurement
The parameters in this group will be used to measure the instant service quality
that is perceived by a user. Most of the network that consist of an IP service
quality will mainly consider IP packet loss ratio for a short-term quality assess-
ment.
• Packet loss ratio, Packet loss rate or IP Packet loss ratio (IPLR).
These parameters will represent the ratio of loss packet out of transmitted
packet. Alternatively, the ratio of the total packet loss per a total num-
ber of transmitted packet or interested transmitted packet. The network
factors or parameters mentioned above are important and mainly used
for QoR analysis. They can be classified and summarized in Table 2.3
below. The parameters in bold are considered to be the main parameters
that will be used to analyzed or represent the reliability of the system.
For example, the availability which can be represented by MTTF is nor-
mally used to analyze the reliability of the system [3, 5]. Also the packet
loss probability or delay can represent the capability of the packet based
network or can be used to evaluate and represent the performance of the
system [3]. Therefore, this Ph.D. study will focus on these important
QoR parameters. Its value will be varied by different types of service or
application that need a different level of service quality.
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Table 2.3: Summary of the QoR network parameters which is QoS network
parameters that related to reliability
Long-term quality network pa-
rameters (QoR parameters)
Short-term quality network pa-
rameters (instantaneous avail-
ability criteria)
Mean Up Time (MUT) Packet loss ratio or IP packet loss ratio
(IPLR)
Mean Time to Recovery (MTTR) Packet delay or latency
Mean Time Between Failure
(MTBF) or Mean Time Between
Interruptions (MTBI)
Packet loss probability
Mean Time to Failure (MTTF) Instantaneous Availability (Availabil-
ity at the instant time, t)
Mean Down Time (MDT) Data rate, Throughput
Steady State Availability (A) Bit error rate
Affected Traffic or traffic loss Jitter (voice, video)
Cost
Resilience of multiple failures
Preemption
Failure coverage
Criteria on downtime distribution
2.5 IMS and QoS
The traditional IP-based services have to face many problems: high delay and
variable during packet transmission, out of order packet arriving, lost and dis-
carded packets. In order to be the central of all IP-based services of next-
generation networks (NGN), the end-to-end QoS is needed to be well defined
and addressed in Service Level Agreement (SLM) to efficiently provide and
guaranteed services between users and service providers. The network param-
eters or metrics are normally used to point out or measure QoS levels such as
availability, bandwidth or throughput, response time, delay, jitter, and packet
loss. The requirement of each parameter can be varied depending on applica-
tion services types. The IMS is designed and developed to provide end-to-end
QoS. The QoS requirements will be expressed via negotiation processes of UE
during a SIP session setup or session modification procedure. The requirement
of network parameters such as media type, traffic direction, bit rate, packet
size, or packet bandwidth can be negotiated via UE. After complete negotiat-
ing processes at the application level, UE can reserve suitable resources from
access network if not available in case of mobile access. After end-to-end QoS
is created, the UE encode and packetize individual media types with an ap-
propriate protocol and send these media packets to the access and transport
network by using a transport layer protocol over IP. It is assumed that oper-
ators negotiate service-level agreements for guaranteeing the required QoS in
the interconnection backbone.
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2.6 Reliability and Performance Analysis of
IMS
Reliability or resilience of the computer and communication system has become
an important factor for future services and networks. Due to users increasingly
depend on Internet technology which support and provide various important
applications such as financial, medical, or even disaster warning systems. How-
ever, the quantification of resilience has not been fully studied especially for
IMS or NGN.
The failures in telecommunication networks can be measured by different
metrics such as availability, reliability, performance, performability (reliability
and performance), and survivability. Availability is the ability of the system
to perform required function at a given instant of time within a given time
interval. Reliability is the ability of the system to perform a required function
under given condition for a given time interval. Survivability is the ability of
the system to perform a required function when some components in the system
failed. The performability is the measurement technique that considers both
reliability and performance aspects of the system. Dependability is another
term that defined as the umbrella term of the trustworthiness of the computer
or communication system. The dependability will represent all terms such as
availability, reliability, performance or survivability of the system. The term
security is another term that can be considered as the factor that affect and
relate to reliability. Then confidentiality and safety can be considered together
when looking at the overall resilience of the system. The dependability terms
can be quantified as resilience or performance quantity by using various types
of probabilistic analytic models [4].
The performance evaluation of the IMS has been proposed by using the cen-
tral server Queueing Network Model (QNM) [10]. The central server queueing
network model [11] has been applied based on the assumption that UE has
to register with the IMS core per every multimedia session setup. Moreover,
also the communications between UE and Application Server (AS) always go
through or manage by the S-CSCF proxy according to the 3GPP specification
[2]. The simulation and experimental setup for the registration and multimedia
session setup were shown that the S-CSCF proxy or module was the bottleneck
when the number of workload or session request increased. The research val-
idates the central server queueing network model by showing that analytical
and simulation results are comparable to each other. The same method had
applied with handover mechanisms in IMS for performance evaluation [10].
The Queuing Petri Nets model (QPN) was formerly used to evaluate the
performance of the IMS system [12, 13]. The QPN combines both queuing
networks and stochastic petri nets which are the most popular theory tools of
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network modeling formalisms. The model simply adds queuing and timing as-
pects to the places of traditional Stochastic Petri Nets model. So that QPN can
integrate some advantages and eliminates some disadvantages of both meth-
ods. Then, different SIP schemes can be setup; for example, at SIP registration
process, the HSS is needed for the signaling only for the first round but not
for the next round of SIP signaling process. Moreover, the access and network
domain security [14, 15] has been considered if the different cryptographic algo-
rithm will affect the performance of the IMS. The studied shown that different
security coding schemes will result in different delay and server utilization time
and finally affect the throughput or performance of the network [14, 15, 16].
The methodology and designed of the service IMS reliability has been recently
researched. The service reliability matrix, a significant point of failure which
mainly impacts the network, and the source of failure has been addressed as
the essential keys for analyzing IMS reliability [17].
The reliability of the IMS core network was analyzed by focusing on the
failover success rate which can represent the impact of end-to-end reliability
in operation at the network level of the IMS architecture by using three-state
Markov model [18]. The research was shown that failover duration time and
coverage factor is the main factors that impact expected downtime of the sys-
tem with redundancy. The improvement of end-to-end reliability and perfor-
mance has been performed by focusing on core IMS architecture [19]. The
signaling setup delay is improved by co-locating the IMS servers on the same
host. Moreover, IMS reliability analysis based on service in the context of IMS
architecture, components and service distribution or customer usage pattern
has been researched [20, 21]. The so-called hierarchical methodology was used
by applying Discrete Time Markov Chain (DTMC) model that combine the as-
pects of component reliability, IMS architecture, and service distribution. The
method was influenced by the previous work of architecture-based software
reliability analysis [21].
Recent availability analysis model of the network with internal and external
redundancy has been achieved by using Markov model. The geographical re-
dundancy model shown to improve system availability for both user and system
initiated redundancy mechanisms [22]. Moreover, reliability mechanism of IMS
network had been proposed by having one redundancy of the S-CSCF unit in
the system, and the mechanism was evaluated with the OpenIMS. The results
showed that the IMS system seamlessly affect when having redundancy [23].
Also, the performance of IMS core network with parallel redundancy is evalu-
ated [24]. The IMS core elements were modeled as a multi-state (failure and
recovery) by using continuous-time Markov chain (CTMC). The performance
is simulated by means of system availability and also optimization of paral-
lel redundancy has been performed via Universal Generating Function (UGF).
From above, a combination or different model-based analysis techniques have
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Table 2.4: Summary of related works
Model Objective Evaluated param-
eters
Modeling Scenario Main research as-
sumption
1. Central Server
Queuing Network
(QNM) [16, 17].
Performance Eval-
uation.
Delay (response
time) based on
server utilization
time of differ-
ent specification
of the server’s
hardware.
Ten users (UEs)
requested mul-
timedia session
setups from five
different applica-
tion servers (APs)
in the same home
network.
1. Fixed differ-
ent numbers of re-
quests. 2. Server
service time follow
exponential distri-
bution.
2. Queuing Petri
Nets (QPN)
[12, 13].
Performance Eval-
uation.
Delay due to
server utilization
of register and
session setup
processes and
different amount
of arrival rate.
2. Delay plus
delay due to dif-
ferent encryption
mechanisms.
Two users (UEs)
each located on
two different do-
main (domain A
and B).
1. Incoming
traffic follow
Poisson distribu-
tion. 2. Server
service time fol-
low exponential
distribution.
3. Network Level
failover analysis
using three-state
Markov model
[18] based on
IMS architecture
capabilities [17].
Reliability anal-
ysis with redun-
dancy consider-
ation Hardware
and Software.
Mean down time
with and without
automatic recov-
ery (failover)
Registration and
multimedia ses-
sion setup of a
UE in their home
network.
1. All components
have no network
level failover ca-
pability. 2. If
failover is im-
plemented, the
failure recovery
behavior will
follow three-state
Markov model
4. Reliability analy-
sis with hierarchi-
cal method. using
Discrete Time
Markov Chain
(DTMC) [20, 17].
Reliability analy-
sis.
1. Service path
reliability. 2.
Components reli-
ability. 3. Session
reliability which
calculated as a
weighted aver-
age of the path
reliability.
Registration and
multimedia ses-
sion setup of a
UE in their home
network with dif-
ferent service or
session requested.
The basic call
setup service to
Presence service
with three value
of service path
probability is
evaluated.
Assumed that the
reliability of each
IMS component
is 0.9999 (four
nines).
been applied for reliability, availability and performance evaluation of IMS sys-
tem. However, end-to-end reliability or availability based on different failure
scenarios or different IMS architecture has not been adequately investigated.
From Table 2.4, there are many challenges and opportunities to perform
the reliability or performance evaluation of the IMS architecture due to its
complex architecture and different conditions of architecture, scenario, and
security options. Therefore, the analysis of the IMS reliability or reliability
and performance (performability) has not been fully researched.
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2.6.1 End-to-end QoS and QoR.
The definition of the network component reliability can be defined as the prob-
ability of a network element (a node or a link) to be fully operational during
a certain time frame [7]. Availability can also be defined as the instantaneous
counterpart of reliability. Therefore, a reliability of the network can be mea-
sured via availability parameter or other network parameters that will affect
service availability of the networks. The IMS use SIP or SDP protocol for sig-
naling session flows across all networks between UE. As mentioned before, the
signaling will be managed by the IMS layer or mainly by the CSCF modules.
The data transmission path will be carried on a separate link by using real-time
transport protocol and real-time transport control protocol. Besides, the data
flow can be controlled by media gateways or media servers that are managed by
IMS. To analysis the end-to-end reliability of the IMS system, the end-to-end
QoS framework of the IMS need to be studied. Due to the QoR parameters
are considered as a part of the QoS parameters that are related to reliability
or availability of the considered network.
The figure 2.8 shows the end-to-end QoS architecture that is originally
stated by the 3GPP document [25].The end-to-end QoS is defined to be the
point between terminal equipment. If considering mobile terminal or a combi-
nation of computer and mobile as a user, the end-to-end QoS can be considered
as the area between terminal equipment (TE) and mobile terminal (MT) local
bearer service and external bearer service. Therefore, end-to-end IMS QoS will
be mainly depended on the general packet radio service (GPRS) service. The
GPRS QoS consist of two QoS parts: The Radio Access Network (RAN) QoS
and the core network QoS. From the figure 2.9, the core network is defined be-
tween a core edge and a core network gateway that will provide connectivity to
other or global networks. The RAN can be divided into two segments: the con-
nection between MT and universal terrestrial GSM GPRS EDGE radio access
networks (UTRAN/GERAN) and the connection between UTRAN/GERAN
and the core edge node as shown in figure 2.9.
From figure 2.9, this can be noted that it will be very complex to control
or guaranteed certain end-to-end QoS especially when the mobile users are
moving. This due to the packets will be moved to different paths, and this will
affect the network parameters and end-to-end QoS.
2.6.2 QoS scheme
The communication data in the IMS network can be classified into four traffic
classes due to 3GPP QoS purpose which are:
• The conversation class for voice and real-time multimedia messages.
• The streaming class for streaming applications such as video on demand.
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Figure 2.8: End-to-end QoS architecture
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Figure 2.9: QoS characteristic between MT of the IMS architecture
• An interactive class for interactive applications such as web-browsing.
• Background class for background applications such as e-mail and FTP.
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Therefore, the packet data can be treated or prioritized according to its QoS
aspects. The policy-based control in the IMS can be used to manage or forward
the packets by controlling the set of configuration parameters, and forwarding
data based on its classes and QoS schemes: Resource Reservation Protocol
(RSVP) or Differentiated Services (DiffServ). The session setup processes are
needed to establish an NGN multimedia service. The UE need to negotiate its
required QoS parameters to establish a service and resources reservation with
other UE. So the QoS policies must be enforced during UE registration session
setup procedures. Many IMS functional modules will be used during QoS
parameter negotiation such as CSCF, HSS. The SIP and the SDP will be used
as a signaling protocol to establish a session setup between UE. The SDP will
be embedded with required QoS parameters such as bandwidth, type of media,
transport protocol, codec type, loss and delay requirements. Considering figure
2.10 and 2.11 about registration and session setup procedures [26].
UE
Packet 
switch 
domain
P-CSCF S-CSCF
Power
Established PDP 
Context
PS Attach
REGISTER
REGISTER
401
Unauthorized401
Unauthorized
REGISTER
REGISTER
200 OK
200 OK
Figure 2.10: (a) Basic IMS registration diagram [27]
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UE1 P-CSCF S-CSCF
IMS2 S-CSCF 
or P-CSCF
(if similar 
network)
IMS session 
initiation
1) INVITE
REGISTER
2) 100 
trying 3) INVITE
REGISTER
23) 180 Ringing
Store invite info 
for User
Store invite info 
for User
15) 200 OK
5) INVITE
6) 100 
trying 7) INVITE UE2
8) 183: Session progress9) 183: Session 
progress10) 183: Session 
progress
11) PRACK
12) PRACK
13) PRACK
14) 200 OK
16) 200 OK
20) 200 OK
17) UPDATE
18) UPDATE
19) UPDATE
21) 200 OK
22) 200 OK
24) 180 Ringing
25) 180 Ringing
26) PRACK
27) PRACK
28) PRACK
29) 200 OK
30) 200 OK
31) 200 OK
32) ACK
33) ACK
34) ACK
Figure 2.11: (b) Basic IMS session setup diagram [27]
When the UE number one (UE1) want to contact and communicate with
the UEnumber two, UE1 sends SIP message (INVITE) to the PCSCF1 in
which it specifies its QoS parameters. The P-CSCF authenticates UE1, checks
the security of the SIP message, and forwards it to its S-CSCF. The S-CSCF
authorizes the multimedia service requested by UE1 based on the service policy
and the registration status of UE1 stored in the HSS. Then, the S-CSCF
forwards the SIP message to the I-CSCF2 that is the entry point to UE2 if it is
on a different network. Then I-CSCF2 will search for the S-CSCF2 that controls
UE2 and forwards the SIP message to designated location. The S-CSCF2 in
turn forwards the SIP message to the P-CSCF2. Then the UE2 receives the SIP
message from its P-CSCF2 and sends a response SIP message (e.g., 183 Session
Progress) to UE1 via the same IMS signaling path by specifying its desired QoS
parameters. If UE2 is in the same network, the SIP message will forward from
S-CSCF to the P-CSCF located near UE2 directly. This SIP message exchange
between UE1 and UE2 is repeated until the QoS parameters are determined.
When P-CSCF forwards a response SIP message from UE2 to UE1 with the
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final negotiated QoS parameters, it will consult with the policy decision point
(PDP) to verify the resource availability for the negotiated QoS parameters.
If the PDP grants the necessary resources to UE1, P-CSCF forwards the SIP
message to UE1 by informing that it can make a resource reservation. Further,
when UE1 starts its resource reservation, it sends a SIP message (i.e., PRACK)
to UE2 so that UE2 can start making its resource reservation after sending a
response SIP message (i.e., 200 OK). The resource control and admission are
commonly implemented by two functional modules which are PDP and the
PEP. The PDP is co-located with a P-CSCF. Due to recent 3GPP release, a
charging rule is added to a PDP and is referred as a PCRF [25]. The PEP is
normally located at the edge router of UE. When the P-CSCF request resource
from PDP after the final QoS parameter negotiation, PDP will determine how
many resources should be allocated according to the registration status of the
UE, network resource availability, and network policy. Then, the PDP maps the
negotiated QoS parameters specified in SDP to some specific QoS parameters
which are used and sends them to the PEP of the access network that serves the
UE in order to enforce and allocate the determined resources to the UE when
making a resource reservation. However, the Policy function will be different
based on different standards such as IETF use PDP, 3GPP use policy decision
function (PDF) and 3GPP version 7 use PCRF [28].
2.7 Conclusions
This chapter examined the state of the art in QoS and QoR with regards to the
key network parameters for evaluating the reliability and performance of the
IMS network architecture. In particular, this chapter focuses on various impor-
tant network parameters and characteristics toward the classification of these
parameters into the short-term and long-term reliability related parameters.
This chapter also investigates the IMS architectures, the key IMS components,
and the IMS signaling schemes to study how to provide end-to-end QoS and
QoR based on the IMS architecture. Therefore, in order to evaluate end-to-end
reliability and quality of the system, it is necessary to study how the key net-
work parameters are measured and how the parameters affect system reliability
for short-term and long-term operating period.
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Chapter 3
The Proposed IMS
Reliability and Availability
Models.
3.1 Introduction
The computer network and system comprise of various components which per-
form several individual functions to support the main function of the system.
These components may operate with various reliability and performance level.
Evaluation of system reliability is, then, quite complicated and challenging.
The model-based and simulation techniques are one of the foremost solutions
for representing system reliability and performance. This due to, measuring
and handling the system reliability results from a real network and system is
very tough and costly. Moreover, the model-based techniques are useful for
designing modern network.
In this thesis chapter, the IMS-based reference communication networks
are proposed. Besides, end-to-end reliability and availability evaluation frame-
work and model are developed by using a combination of reliability block dia-
gram (RBD) and continuous-time Markov chain (CTMC). The term “end-to-
end” refers to the connection between UEs across an IMS-based network. More-
over, the proposed models are analyzed and compared with the state-of-the-art
models for both with and without redundancy cases. Besides, The simulation
results are proven that the proposed models outperform the state-of-the-art
models by representing better-detailed failures and recovery characteristics.
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3.2 The Proposed IMS Setup Scenarios
The proposed analysis scenario idea is that the end-to-end reliability should be
analyzed from the network scenario that has, at least, two users. So the scenario
will have user types of equipment locate on different or similar home network
(for example domain A and B). Further, the sub scenario can be considered in
a case of different access technologies, for example, wireline, wireless or legacy
public switched telephone network (PSTN) network at one end or another end
as shown in 3.1.
Domain 
A
Domain 
B
S-CSCF1 S-CSCF2
I-CSCF1 I-CSCF2
I-CSCF3
P-CSCF1 P-CSCF2 P-CSCF3
HSS
AAA
HSS
AAA
UE1 UE2 UE3
Figure 3.1: The IMS communication setup scenario between two UEs at dif-
ferent visited network and registered home domains
3.3 Reliability Analysis and Model
For essential of an analysis, the functional module or network component state
can be assumed with two states (up and down) and the system can assume to
have an independent property that a failure of one component did not depend
on a failure of other components. The RBD can be used to quantify the reli-
ability and availability of the IP multimedia subsystem (IMS) setup scenarios
per figure 3.1. For example, the first scenario, registration and multimedia
session setup between UE1 and UE2, and between UE1 and UE3. The RBD
can be presented by figure 3.2 and 3.3.
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Figure 3.2: The RBD between UE1 and UE2
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Figure 3.3: The RBD between UE1 and UE3
The reliability and signaling paths of two sample registration and multi-
media session setups between UE1 and UE2, and between UE1 and UE3 are
presented by figure 11 (a) and 11 (b) respectively. Under the operating period,
assuming that all equipment and links (both wired or wireless) are reliable.
Accordingly, all network elements or proxy servers need to be in the available
state to successfully perform the registration or session services.
The reliability function at time [0, t], between UEs can be represented
by each reliability of the block diagram. Let Rue(t),Rp(t),Ri(t),Rs(t),RA(t)
represent the reliability of the user terminal, proxy-call state control func-
tion (P-CSCF), interrogating-call state control function (I-CSCF), serving-call
state control function (S-CSCF) and HSS/AAA server respectively. Therefore
the total reliability of the signaling or session setup path can be computed and
given as R(System,a)(t) and R(System,b)(t) [1, 2].
RSystem,a(t) = [Ru(t)]
2[Rp(t)]
2[Ri(t)]
2[Rs(t)][RA(t)] (3.1)
RSystem,b(t) = [Ru(t)]
2[Rp(t)]
2[Ri(t)]
3[Rs(t)]
2[RA(t)]
2 (3.2)
The Poisson processes and exponential distribution can be assumed to rep-
resent the traffic between user and servers, and utilization characteristics of the
servers respectively. Then the reliability of the signaling path of two scenarios
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can be given by the failure parameters [3] as follow:
RSystem,a(t) = e
−(2λµ+2λp+2λi+λs+λA)t (3.3)
RSystem,b(t) = e
−(2λµ+2λp+3λi+2λs+2λA)t (3.4)
Where λu, λp, λi, λs, and λA are the failure constant parameters of the user
end device (UE), P-CSCF, I-CSCF, S-CSCF and the HSS/AAA respectively.
The mean time to failure, MTTF, which represent the average time of the
system until the failure occurred can be given by equation 3.5.
MTTF =
∫ ∞
0
RSystem(t)dt (3.5)
Therefore, the mean time to failure (MTTF) of the two scenarios can be
given by equation 3.6 and 3.7.
MTTFa =
∫ ∞
0
RSystem,a(t)dt = −(2λu + 2λp + 2λi + λs + λA) (3.6)
MTTFb =
∫ ∞
0
RSystem,b(t)dt = −(2λu + 2λp + 3λi + 2λs + 2λA) (3.7)
From the equation 3.6 and 3.7, we can clearly analyze that the reliability
of scenario (a) will have a higher value than scenario (b). Considering the
IMS architecture, It clearly acknowledges that the reliability of the complex
system would be less reliable than a less complex scenario as the scenario (a).
In other words, the system composes of many pieces of equipment or operating
functions. The analytical equations showed explicit reliability understanding
without providing any numerical results. The future state, the communication
scenarios can be simulated for validation of the model analysis.
3.4 IMS Reliability via Markov Model
Considering the realistic IMS system where the components can be repaired,
or some component may experience some trivial software error and can be
recovered by rebooting or some recovery schemes. The system function can
be represented by using the CTMC model. Instead of using two-state (up and
down) or three-state Markov model as performed by [4], the CTMC model
below is proposed and applied for reliability and performance evaluation as
shown in figure 3.4.
The idea of the proposed model is influenced by [5] which is used to model
a multiprocessor system with different failure types. In presence, the network
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Normal
Soft 
failure
Hard 
failure
Figure 3.4: The proposed Markov model for IMS reliability and performance
analysis
elements can have more than two failure modes or states. The normal working
state, the soft failure which similar to failover or auto-recovery state, hard
failure state that may end up to long time failure that may need hand-operated
repaired to go back to the normal state. The system can be recovered back to
normal state when recovery schemes or redundancy triggered after the failure.
The quantification of availability or reliability of the proposed model can be
mathematically given based on the reliability theory.
3.5 Availability Analysis
As mentioned above, realistic system condition involves repairable components
or states. The availability concept can be used for analysis reliability of the
system. Two main possible states of the IMS functional modules or components
can be represented as in failure or normal state. The two-state Markov model
can be used to represent this IMS system’s condition as shown by figure 3.5.
Normal
Soft 
failure
Hard 
failure
Normal Failure
lN 
µN 
Figure 3.5: The two-state Markov model represents the IMS system behaviors
From the figure 3.5, the state of IMS functional module or server will be
represented as in “Normal” or “Failure” state. The normal state outlines the
state that all functional units or servers are working properly. However when
the failure occurred, the server state will change from “Normal” to “Failure”
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state with the probability or failure constant rate equal to λN where sub-
scription N is used to represent each IMS functional units or possible failure
constant rates and can be formulated as {λN |N ∈ (u, p, i, s, A)}. In contrast,
the failure state represents the state with failure and can be recovered with
repair rate equal to µN where subscription N is used to represent each IMS
units or {µN |N ∈ (u, p, i, s, A)}. Therefore, using this model, the server state
will either be in Normal or Failure state. According to the definition of the
availability which is the probability that physical path or service is in working
condition after a failure. Therefore, from equation 2.1 can be written in term
of the failure probability as
A(t) =Pr(fully and functioning in [0, t])
+ Pr(one failure and onerepair in [0, t])
+ Pr(two failure and two repaired in [0, t])
+ ...+ Pr(N failure andN repaired in [0, t]).
Therefore, the value of the availability is always greater than or equal to
the reliability. Then considering the availability of each IMS component, the
availability can be written as AN (t) where N ∈ (u, p, i, s, A) and assuming that
the failure and repair time is characterized by the exponential distribution
function. Then AN (t) [6] is given by equation 3.8.
AN (t) =
µN
λN + µN
+
λN
λN + µN
e−(λN+µN )t (3.8)
Also, the steady state availability, availability (A) or the availability when
considering typical system operating time where A = limt→∞ AN (t) and is
given by equation 3.9.
A = lim
t→∞
AN (t)
=
µN
λN + µN
+
λN
λN + µN
e−(λN+µN )t
AN (t) =
µN
λN + µN
(3.9)
The equation 3.9 is similar to the steady state availability previously derived
and shown by equation 2.4 where A = µµ+λ =
MTTF
MTTF+MTTR . The availability
only depends on the MTTF and the mean time to recovery (MTTR). This
shows that the availability value does not depend on the characteristic of the
failure or repair time distribution when considering at steady state condition.
These availability equations represent the system with a single Up (normal)
state and Down (failure) state and can not be applied to the system with
internal redundancy.
Based on end-to-end IMS setup scenario 3.2, the availability analysis can
be done by applying availability equation 3.8 and 3.9. Similar to reliability
42
3.5. Availability Analysis 43
analysis 3.3 the availability of the two signaling or session setup paths is given
by ASystem,a(t) and ASystem,b(t) for the IMS setup scenario per figure 3.2 and
3.3 respectively.
ASystem,a(t) = [Au(t)]
2[Ap(t)]
2[Ai(t)]
2[As(t)][AA(t)] (3.10)
ASystem,a(t) = [Au(t)]
2[Ap(t)]
2[Ai(t)]
3[As(t)]
2[AA(t)]
2 (3.11)
Where
AN (t) =
µN
λN + µN
+
λN
λN + µN
e−(λN+µN )t ;N ∈ (u, p, i, s, A)
Then the steady state availability can be calculated when A = limt→∞ AN (t) =
AN and are given by equation 3.12 and 3.13.
ASystem,a = [Au]
2[Ap]
2[Ai]
2[As][AA] (3.12)
ASystem,b = [Au]
2[Ap]
2[Ai]
3[As]
2[AA]
2 (3.13)
Where AN (t) = µNλN+µN ;N ∈ (u, p, i, s, A). Considering the availability
between IMS setup scenario (a) and (b) from 3.10 and 3.11, the system (a)
has fewer multiplication terms than system (b), we can directly conclude that
availability of system (a) would be less than availability of the system (b).
However, in practical, for a good system, the failure rate should be less than
the recovery rate or λ < µ or λµ < 1. In this case, from 3.8, the availability value
will be less than one. Therefore, the availability of system (a) will be greater
than the availability of system (b). The equivalent results can be observed when
applying the concepts with steady state availability. Again when comparing
together between availability analysis with the reliability analysis of 3.3, it can
be concluded and well agree that IMS setup scenario (a) will most likely to have
higher availability or reliability than the IMS setup scenario (b). Moreover from
[6], considering when the value of recovery rate, µ is close to zero. Then from
equation 3.3, 3.4, 3.10, and 3.10, each availability and reliability terms can be
given by.
A(t) = R(t) = e−λt; µ → 0 (3.14)
Equation 3.14 proves that when there is no maintenance of the system,
µ → 0, the availability and reliability are identical. We can consider other
possibilities of recovery rates, if the value of µ → 0, The availability value will
be close to one. This yields higher availability system due to higher recovery
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rate. On the other hand, considering when the system having a very high
failure rate, λ → 0, the availability and reliability value will moving towards
zero. In this case, it represents the system with poor performance or unreliable.
From an analysis above, by varying the value of λ and µ, the results agree well
with the definition of availability and reliability of the system and also can be
used to verify the above equations.
3.6 Two-state CTMC Analysis
Assume a random variable X(t), which will be used to represent states of the
system. When the value of X(t) changed, the system is called having a state
transition. Let Pr(X(tn) = j) represents the probability that the system is in
state j at an instant time tn. Then the Markov process refers to stochastic
process at times: t1 < t2 < ... < tn, with the conditional probability of being
in state j from the previous state i is given by equation 3.15.
Pr {X(tn) = j|X(tn−1) = in−1, X(tn−2) = in−2, ..., X(t0) = i0}
= Pr {X(tn) = j|X(tn−1) = in−1}
(3.15)
Equation 3.15 points that Markov chain, the state transition probability
may only depend on the state shortly before it except any other states. The
conditional probability is said to be homogeneous or invariant with respect to
time tn, if for any t and tn.
Pr {X(t) = j|X(tn) = in} = Pr {X(t− tn) = j|X(0) = in}
This homogeneous property shows that probability of the system in state
j at the time t > tn does not depend on how long the system has been in
this state (sojourn time) or the process is said to be memory less. Therefore,
the probability of being in that state does not only depend on the previous
states but also the amount of time spending in the current state. Let πj(t)
represent the state probabilities and is equal to Pr(X(t) = j) at the time, t.
The transition probability that the system is in state j at the time t after being
in previous state i at the time u is defined as
Pij(t− u) = Pr[X(t) = j|X(u) = i].
Normally the value of u is set to be zero. There might be zero or more than
one state transitions before moving from the previous state i at the time u to
state j. This can be given in the form of Chapman-Kolmogorov equation as in
equation 3.16.
π(t) = π(u).P(t− u); where P is matrix form of P (3.16)
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For the CTMC, let u = (t−∆t)) and subtract π(t−∆t) from both sides of
3.16, then divide by ∆t and take limit ∆t → 0. Then we get equation 3.17.
dπ(t)
dt
= π(t) lim
∆t→0
P(∆t)− I
∆
: where I is identity matrix (3.17)
Let δij = 1 if i = j, zero otherwise, and let define matrix Q as
qij = lim
∆t→0
Pij(∆t)−δij
∆t
Where qij is the transition rate going from state i to j. Therefore, equation
3.17 can be written as equation 3.18
dπ(t)
dt
= Q.π(t) (3.18)
The equation 3.18 is known as Kolmogorov differential equation and is used
to represent the state probabilities of the system. If there is a solution when
lim∆t→0 π(t), the derivation of 3.18 will be zero. The we can have equation
3.19 and 3.20.
Q.π = 0 (3.19)
E.π = 1 (3.20)
Where E = [1, 1, ..., 1]T , superscript T denote the transpose. From the figure
3.5, based on our assumption of two possible states of the system components
(normal and failure), therefore, the values zero and one can be used to represent
normal and failure state respectively. The two state Markov chain can be
represented by figure 3.6. Figure 3.6 represents homogeneously and continuous
Normal
Soft 
failure
Hard 
failure
Normal Failure
lN 
µN 
1 0
lN 
µN 
Figure 3.6: The two-state CTMC model representation
time Markov chain model for the IMS components that have two states: normal
and failure (one and zero). Then let the failure rate q10 = λ and the failure
rate q01 = µ . Therefore, the transition matrix Q is given by
Q =
[
q11 q12
q21 q22
]
=
[
−µ µ
λ −λ
]
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From equation 3.18, dπ(t)dt = Q.π(t) , the system state probability equation is
π
′
0(t) = −µπ0(t) + λπ1(t)π
′
1(t) = µπ0(t) + λπ1(t) (3.21)
Base on summation of probabilities is equal to one; therefore,π0(t)+π1(t) = 1,
equation 3.21 is given by equation 3.22.
π
′
1(t) = µ(1− π1(t)) + λπ1(t)
π
′
1(t) + (µ+ λ)π1(t) = µ
(3.22)
Then solving the equation by multiplying both sides of equation 3.22 by e
∫
(µ+λ)dt =
e(µ+λ)t then we get equation 3.23.
e(µ+λ)tπ
′
1(t) + (µ+ λ)e
(µ+λ)tπ1(t) = µe
(µ+λ)t
(e(µ+λ)tπ1(t))
′
= µe(µ+λ)t
(e(µ+λ)tπ1(t)) =
µe(µ+λ)t
µ+ λ
+ c
π1(t) =
µ
µ+ λ
+ ce−(µ+λ)t;where c = constant (3.23)
If our system condition is assumed to be in normal state (state 1) at the begin-
ning (time =0) or π1(0) = 1, then the constant, c can be calculated by using
equation 3.23 and is given by π1(0) = 1 = µµ+λ + c ; c =
λ
µ+λ
Then equation 3.23 can be given as equation 3.24.
π1(t) =
µ
µ+ λ
+
λ
µ+ λ
+ e−(µ+λ)t = A(t)c = constant (3.24)
The equation 3.24 shows the transient probability function and the instanta-
neous availability, A(t), of the system component. Therefore, the steady state
availability of the system is given by taking the limit of t to infinity.
A = lim
t→∞
π1(t) =
µ
µ+ λ
(3.25)
From equations: 3.24 and 3.25, the transient and steady state availability given
by using the CTMC model are similar to transient and steady state availability
previously derived and shown by equation 3.9 due to the failure and recovery are
assumed to be exponential distributions which are the same for both cases. This
can validate availability analysis by using the CTMC. Moreover the expected
uptime, E(U(t)), in the interval (0, t) can be calculated by integration of the
normal state probability,π1(t).
E(U(t)) =
∫ t
0
π1(x)dx =
µ
µ+ λ
+
λ
(µ+ λ)2
(1− e−(µ+λ)t) (3.26)
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By using the same method as π1(t) for findingπ0(t) from equation 3.21.
π
′
0(t) + (µ+ λ)π0(t) = λ (3.27)
π0(t) =
λ
µ+ λ
+ ce−(µ+λ)t; where c = constant (3.28)
Finding the constant, c, by considering π0(t) at time zero, π0 = 0.
π0(0) =
λ
µ+ λ
+ c = 0
c = − λ
µ+ λ
then
π0(t) =
λ
µ+ λ
− λ
µ+ λ
e−(µ+λ)t. (3.29)
The equation 3.29, represents the instantaneous unavailability equation, UA,
of the system components. Considering at steady state condition when the
function is finite or have the value when the value of time t close to infinity.
UA at statedy state condition = lim
t→∞
π0(t)
=
λ
µ+ λ
The unavailability value is simply calculated by subtraction of the availability
by one.
1−A = 1− µ
µ+ λ
=
λ
µ+ λ
= UA
Moreover, the expected downtime, E(D(t)), in the interval (0, t) can be calcu-
lated and given by equation 3.30
E (D (t)) =
t
∫
0
π0 (x) dx =
λt
µ+ λ
− λ
(µ+ λ)
2 (1− e
−(µ+λ)t) (3.30)
3.7 Simulation of Transient Availability,
instantaneous availability (A(t))
The figures below show the simulation results of the transient or instantaneous
availability, A(t) per equation 3.24 of the system at different value of failure
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rates (λ) and recovery rate (µ). The values of λ and µ are chosen in the way
that λµ < 1 due to the realistic assumption of a good environment system which
explained in item 3.5.
• Transient availability, A(t) versus time , (t) when µ = 0.99 and at different
values set of λ = {0.01, 0.09, 0.2, 0.5, 0.7}
The simulation results show that when increasing the failure rate at a
fixed value of recovery rate, the A(t) will decrease both for both transient
and steady states. As we can see from table 3.1 and the figure 3.8, the
availability value is decreased when the value of λ is increased. The trend
of decreasing is proportional to the polynomial order three. That means
in transient state the decreasing of availability value will be more than
twice when increasing the failure rate value. The simulation results show
that at a high value of λ, the system availability characteristic take longer
time to reach the steady state liked region. Moreover, the availability
value will not much vary when the value of λ is closed to µ.
Table 3.1: A(t) at different values of λ and a fixed value of µ=0.99
A(t), µ =
0.99
λ % of in-
creasing
λ from B
Maximum
value,
A(t)
Max
% of de-
creasing
Max A(t)
from B
Minimum
value,
A(t)
Min or
Steady
State
Avail-
ability
% of de-
creasing
Min A(t)
from B
A 0.01 - 0.9937 - 0.99 -
B 0.2 1 0.8831 - 0.8319 -
C 0.5 2.5 0.7401 16.1929566 0.6644 20.134632
D 0.8 4 0.6277 28.920847 0.5531 33.513643
E 0.9 4.5 0.5957 32.5444457 0.5238 37.035701
F 0.98 4.9 0.5972 32.3745895 0.5263 37.735185
• Transient availability, A(t) versus time , (t) when λ = 0.01 and at differ-
ent values set of µ = {0.4, 0.6, 0.8, 0.9, 0.99}
As we can see from the figure 3.10 and the table 3.2, at the given value of
λ = 0.01and0.2 and at a different value of µ. As increasing the value of µ,
the trend of the availability value is increased. Also, the increasing trend
is proportional to the polynomial order three. This shows that increasing
the recovery rate will results in increasing availability value more than
twice of the previous value. Moreover, the simulation results show that
at a higher value of µ, the availability of the system will reach steady
state faster than the system that has a lower value of µ.
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Figure 3.7: The A(t) different values of λ at a fixed value of µ = 0.99
Figure 3.8: The trend of decreasing A(t) when λ is increased at a fixed value
of µ = 0.99
• Transient availability, A (t) versus time , (t) when λ = 0.9 and at different
values of µ = {0.99, 0.999, 0.9999}
From figure 3.11, the results show that increasing of the recovery rate
will not highly affect the maximum availability value due to a pretty
close value between µ and λ. In conclusion from the above transient
availability results at the different value of µ and λ, If the system or
components of the system have a very high value of recovery rate or a
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Figure 3.9: The A(t) different values of µ at a fixed value of λ = 0.01
Table 3.2: A(t) at different values of µ and a fixed value of λ = 0.2
A(t), λ = 0.2 Maximum
value,
A(t)
Max
Minimum
value,
A(t) Min
µ % of
in-
creas-
ing
µ
% of in-
creasing
Max A(t)
from a
% of in-
creasing
Min A(t)
from a
a 0.8496 0.6667 0.4 1 0 0
b 0.8623 0.75 0.6 1.5 1.494821092 12.494375
c 0.8736 0.8 0.8 2 2.824858757 19.994
d 0.8787 0.818 0.9 2.25 3.425141243 22.693865
e 0.8831 0.8319 0.99 2.475 2.412153543 10.92
very low value of the failure rate, the availability value of the system
will be close to one. That refers to an ideal system with a high value
of availability or reliability. Nevertheless, if the system components have
a very low value of recovery rate or have a very high value of failure
rate, the availability value will be exponentially decreased with operating
period. Also, the simulation results reveal that when both recovery rate
and failure rate values are similar or closed to each other, the availability
of the system will not be much varied and the availability value at steady
state condition will be ≈ 50%, this due to the system characterized by
fifty percent of failure and recovery.
• The simulation results of end-to-end availability of the system (a) and
(b) based on the proposed scenario analysis per section 3.2 Figure 3.12
shows the simulation results of the end-to-end availability versus time
between two session setup scenarios (a and b) which are represented by
A(System, a)(t) and A(System, b)(t) according to the equation 3.10 and
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Figure 3.10: The trend of increasing A(t) when the values of µ is increased at
fixed value of λ = 0.2
Table 3.3: The A(t) at different values of µ and a fixed value of λ = 0.9
Availability
A(t), λ = 0.9
Maximum
value, A(t)
Max
Minimum
value, A(t) Min
µ
a 0.5957 0.5238 0.99
b 0.5970 0.5261 0.999
c 0.5971 0.5263 0.9999
3.11 respectively. The simulation results were plotted at two values of λ =
{0.01, 0.02} and µ = 0.9 for both system (a) and (b). From the results,
availability of system (a) is higher than system b, about two percentage
difference. Moreover, when increasing the failure rate of the system by
approximately two times, the results as seen by figure 3.12 (a) and (c) and
the table 3.4, the maximum availability value is decreased approximately
five percent comparing to the previous failure rate. Besides, the steady
state availability in decreased for more than seven percent. This due to
the end-to-end availability of scenario (a) concerns session setup paths
less than the scenario (b). The results agree well with the analysis in
section 3.5 that end-to-end availability value of session setup scenario of
within one communication domain (system a) is higher than availability
value of session setup between two communication domains (system b).
Moreover, the results validate end-to-end availability analysis of the IMS
system which are based on equations 3.10 to 3.13.
Recently the availability analysis model of a computer system and network
with internal and external redundancy has been performed by using the Markov
chain. The geo-redundancy model with Markov chain was simulated and shown
higher availability value than the system without redundancy both client and
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Figure 3.11: The relationship of A(t) at the different values of µ at the fixed
value of λ = 0.9
Table 3.4: The A(t) of system (a) and (b) at different values of λ = 0.1, 0.2
and a fixed value of µ = 0.99
Availability,
A(t)
λ µ Maximum
value, A(t)
Max
Minimum
value, A(t) Min
a 0.01 0.99 0.9505 0.9227
b 0.01 0.99 0.9326 0.8953
c 0.02 0.99 0.9036 0.8521
d 0.02 0.99 0.8699 0.8025
system part [33]. Moreover, based on the work of Mkwawa and Kouvatsos [18],
the performance of IMS system was evaluated by considering the delay of the
S-CSCF due to its function that handle many SIP signaling per each session
setups more than other functional IMS units. Also, the reliability mechanism
of the IMS network had been proposed and studied by having one redundancy
S-CSCF units in the system and examined with the open source OpenIMS.
The results revealed that the IMS system seamlessly affects when one unit of
the S-CSCF is failed [34]. The S-CSCF is one of the most important functional
units of IMS system due to it manage and process many SIP signalings dur-
ing registration and session setup processes. It also provides other important
information such as maintenance and service charge. Therefore, this work fo-
cuses on performing availability or reliability analysis of the core IMS system
by using the two-state CTMC and the proposed five-state CTMC when having
a redundancy of the S-CSCF.
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Figure 3.12: The end-to-end availability of the system scenario a and b at
different values of λ and µ
3.7.1 Availability analysis with one redundancy of the
S-CSCF unit
The figure 3.13 shows the CTMC model of a redundancy unit with failure, de-
graded, and repair states. From figure 3.13, the model shows the system that
Normal
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failure
Hard 
failure
Normal Failure
lN 
µN 
1 0
lN 
2 1 0
2 1
0
2 1 02 1
0
SF
HF
l 
µ µ 
2lc
2l 
µ 
l 
2µ 
2lc
µ 
Figure 3.13: The CTMC model with one redundancy unit
composes with one redundancy unit. Assumed that the failure rate does not
depend on the status of the unit and the failure and recovery rate is exponen-
tially distributed. There are total three possible states spaces, S = {0, 1, 2}.
State 2 represents two units with both in normal working condition. State 1
represents one unit with the normal working condition and another failed unit.
State 0 represent two failure unit or system failed. This occurs when one unit
failed while another unit is in a failure state or two units failed at the same
time. The variable λ and µ represent the failure and recovery rate of the system
respectively. From the figure 3.13 and equation 3.18, dπ(t)dt = Q.π(t), it can be
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rewritten in the vector differential equation format as π′(t) = Qπ(t). whereπ′2(t)π′1(t)
π
′
0(t)
 =
−2λ µ 02λ −(µ+ λ) 2µ
0 λ −2µ
 .
π2(t)π1(t)
π0(t)

π
′
2(t) = −2λπ2(t) + µπ1(t) (3.31)
π
′
1 (t) = 2λπ2 (t)− (λ+ µ)π1 (t) + 2µπ0 (t) (3.32)
π
′
0 (t) = λπ1 (t)− 2µπ0 (t) (3.33)
The system variables can be rearranged as 1π(t)dπ(t) = Qdt. Then integrate
both sides of the equation and let π(0) and π(t) represent an initial and normal
condition of variable t respectively.∫ π(t)
π(0)
1
dπ(t)
=
∫ t
0
Qdt
ln π(t)|π(t)π(0) = Qt
ln π(t)− ln π(0) = Qt
ln
π(t)
π(0)
= Qt
π(t) = π(0)eQt (3.34)
eQt = I +Qt+
1
2!
(Qt)2 + ... (3.35)
The general solution is given by finding eQt. Also by taking Laplace transform
of equation 3.18, the matrix can be written as
sπ(s)− π(0) = Q.π(s)
π(s) = π(0)(sI −Q)−1 (3.36)
Where I is the identity matrix with identical size of π. The π(0) is the initial
condition value. With state probability conditions: π2(t) + π1(t) + π0(t) =
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1 and assuming both units are up for initial condition: π2(0) = 1, π1(0) =
0, π0(0) = 0. Therefore, the general solutions can be calculated by finding all
the eigenvalues of Q and the inversion of Laplace transform and the solutions
are given following equations.
π2 (t) =
(λ2 + 2λµ)e−(λ+µ)t
(λ+ µ)
2 +
µ2
(λ+ µ)
2 (3.37)
π1 (t) =
(
2λ2 − 2λµ
)
e−(λ+µ)t
(λ+ µ)
2 −
2λ2e−2(λ+µ)t
(λ+ µ)
2 +
2λµ
(λ+ µ)
2 (3.38)
π0 (t) =
λ2
(λ+ µ)
2 −
2λ2e−(λ+µ)t
(λ+ µ)
2 +
λ2e−2(λ+µ)t
(λ+ µ)
2 (3.39)
Then, the transient availability is a summation of all availability states and
is given by
ARedundant (t) = π2 (t) + π1 (t)
ARedundant (t) =
(λ2 + 2λµ)e−(λ+µ)t
(λ+ µ)
2 +
µ2
(λ+ µ)
2 +
(
2λ2 − 2λµ
)
e−(λ+µ)t
(λ+ µ)
2
− 2λ
2e−2(λ+µ)t
(λ+ µ)
2 +
2λµ
(λ+ µ)
2
ARedundant (t) =
3λ2e−(λ+µ)t
(λ+ µ)
2 −
2λ2e−2(λ+µ)t
(λ+ µ)
2 +
µ2 + 2λµ
(λ+ µ)
2 (3.40)
From the proposed architecture model, the RBD of figure 3.2 and 3.3 can be
rewritten when having redundant unit of S-CSCF as figure 3.14 and 3.15 below.
S-CSCF1
I-CSCF1
I-CSCF2
P-CSCF1
P-CSCF2
HSS
AAA
UE1
UE2
UE3
S-CSCF1I-CSCF1
I-CSCF3
P-CSCF1
P-CSCF3
HSS
AAA
UE1 I-CSCF2
S-CSCF2
HSS
AAA
S-CSCF1
S-CSCF1
S-CSCF2
Figure 3.14: The RBD between UE1 and UE2
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S-CSCF1
I-CSCF1
I-CSCF2
P-CSCF1
P-CSCF2
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AAA
UE1
UE2
UE3
S-CSCF1I-CSCF1
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P-CSCF1
P-CSCF3
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AAA
UE1 I-CSCF2
S-CSCF2
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S-CSCF1
S-CSCF1
S-CSCF2
Figure 3.15: The RBD between UE1 and UE3
The combination of stochastic models is chosen to calculate the availability
of the IMS system. Each RBD represents subsystem or individual components
of the IMS system. The RBD is used to estimate the end-to-end availability
of the whole system. Also, the CTMC process model which represents more
detailed failures and recovery characteristic of the components will be used to
evaluate the availability of each subsystem. The RBD can avoid constructing
large state space or complexity of the Markov process for the whole system.
However, detailed failures and recovery can be characterized as a second level
of the combination techniques with the Markov process. Therefore, the system
model can be created and evaluated with more detailed failure and recovery
characteristics with less complexity. The other functional units except S-CSCF
assume to have no redundancy. From the RBD theory and independence as-
sumption of the system components, the total availability function of series and
parallel connection is given by [6].
A (t) =

N∏
j=1
Ai (t) : for a series structure
1−
N∏
j=1
(1−Ai (t)) : for a parallel structure
 (3.41)
Therefore, end-to-end availability of the proposed model architecture per
figure 3.14 and 3.15 are
ATotal_scenario_a (t) = [Au (t)]
2
[Ap (t)]
2
[Ai (t)]
2
[AA (t)]
[
1− ((1−As (t))2
] (3.42)
ATotal_scenario_b (t) = [Au (t)]
2
[Ap (t)]
2
[Ai (t)]
3
[AA (t)]
2
[
1− ((1−As (t))2
]2 (3.43)
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The steady state probability vector of the system can be obtained by con-
sidering transient state probability at the time (t) is closed to infinity. If the
steady state exists, equation 3.18 can be rewritten as, dπ(t)dt = 0 = Q.π(t). This
condition also referred to as Ergodic Markov chain where the average behavior
of the system is identical over time. Therefore, the steady state probability can
be analyzed from the equation below.
Q.π(t) = 0 (3.44)
Based on the model architecture per figure 3.14 and 3.14, the steady state
availability of the components with no redundancy and redundancy can be
given by considering limt→∞ A(t) then
ATotal_scenario_a = [Au]
2
[Ap]
2
[Ai]
2
[AA]
[
1− (1−As)2
]
(3.45)
ATotal_scenario_b = [Au]
2
[Ap]
2
[Ai]
3
[AA]
2
[
1− (1−As)2
]2
(3.46)
Where the steady state availability of the components with no redundancy
and redundancy can be given by considering limt→∞ A(t), then equation 3.24
and equation 3.40 are equal to
lim
t→∞
A (t) = lim
t→∞
(
µ
µ+ λ
+
λ
µ+ λ
e−(µ+λ)t
)
=
µ
µ+ λ
lim
t→∞
ARedundant (t) = lim
t→∞
(
3λ2e−(λ+µ)t
(λ+ µ)
2 −
2λ2e−2(λ+µ)t
(λ+ µ)
2 +
µ2 + 2λµ
(λ+ µ)
2
)
=
µ2 + 2λµ
(λ+ µ)
2
(3.47)
Assuming the following values of recovery and failure rates: µ = 0.99, and
λ = 0.01, then the simulation results of end-to-end availability of the model
architecture (a) and (b) which is based on the proposed scenario analysis per
figure 3.14 and 3.15 can be given by 3.16.
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Figure 3.16: End-to-end availability of system scenario a and b at different
with one redundancy at S-CSCF
From the figure 3.16 the end-to-end availability (with one redundancy of
the S-CSCF) simulation results compare with the results shown by 3.13 which
is the end-to-end availability without redundancy unit, the results clearly show
that the availability of system with just one redundancy of the S-CSCF is
higher than the system without redundancy for both transient and steady state
characteristics. The results also show that for inter-domain communication
or long connection of signaling path such as the IMS model architecture (b)
or b-R will improve end-to-end availability value more than twice at steady
state condition (see also the table 3.5). These interesting results imply that
to increase availability or reliability of long signaling connection paths or large
system architecture, redundancy is needed to be achieved.
3.7.2 Availability analysis with one redundancy of the
S-CSCF unit while considering coverage factor
Figure 3.17 shows the system that compose with one redundancy unit which
is similar to the model of figure 21. This model includes the effect of cover-
age factor, c, into the model. The coverage factor represents the percentage
of failure or the probability that the system component may fail and can be
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Table 3.5: The end-to-end availability A(t) of system (a-R) and (b-R) with a
redundant unit of the S-CSCF and the end-to-end availability of system a and
b, without redundancy at λ = 0.01 and µ = 0.99
Availability,
A(t)
λ µ Maximum
value, A(t)
Max
Minimum
value A(t)
Min
Min % of
increasing
when com-
paring with
the system
with non
redundancy
(steady
state)
a-R 0.01 0.99 1 0.9321 -
b-R 0.01 0.99 1 0.9135 -
a 0.01 0.99 1 0.9227 1.007912
b 0.01 0.99 1 0.8953 2.021669
Figure 3.17: The continuous Markov model with one redundancy unit and
coverage factor
automatically recovered. Assumed that the failure rate does not depend on the
status of the unit and the failure and recovery rate is exponentially distributed.
There are three state spaces, S = {0, 1, 2}. State 2 represents two units with
both in normal working condition. State 1 represents one unit with the normal
working condition while another one is failed and in the recovery process. State
0 represents two failure unit or system failed. From figure 3.17 and equation
3.18, dπ(t)dt = Q.π(t), the system state probability equation can be given by π′2 (t)π′1 (t)
π
′
0 (t)
 =
 −2λ µ 02λc − (µ+ λ) 2µ
2λ (1− c) λ −2µ
 .
 π2 (t)π1 (t)
π0 (t)

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π
′
2 (t) = −2λπ2 (t) + µπ1 (t) (3.48)
π
′
1 (t) = 2λc (t)− (λ+ µ)π1 (t) + 2µπ0 (t) (3.49)
π
′
0 (t) = 2λ (1− c)π2 (t) + λπ1 (t)− 2µπ0 (t) (3.50)
With state probability conditions: π2(t)+π1(t)+π0(t) = 1 and assuming both
units are up for initial condition: π2(0),= π1(0) = 0, π0(0) = 0. The transient
and steady state probabilities can be determined. Due to long expression of
transient solutions, only the steady state probability will be presented as follow.
π2_st (t) =
µ2
(3λµ+ λ2 + µ2 − Cλµ)
(3.51)
π1_st (t) =
2λµ
(3λµ+ λ2 + µ2 − Cλµ)
(3.52)
π0_st (t) =
λ (λ+ µ− Cµ)
(3λµ+ λ2 + µ2 − Cλµ)
(3.53)
The transient and steady state availability is summation of all availability states
which is state 2 and 1 and is given by
ARedundant_C (t) = π2 (t) + π1 (t) . (3.54)
Also the steady state availability of the components with no redundancy and
redundancy will be given by considering limt→∞A(t) of equation 3.24 and 3.54
and is equal to
limt→∞A(t) = limt→∞(
µ
µ+ λ
+
λ
µ+ λ
e−(µ+λ)t)
=
µ
µ+ λ
Therefore,
lim
t→∞
ARedundant (t) =
µ2
(3λµ+ λ2 + µ2 − Cλµ)
+
2λµ
(3λµ+ λ2 + µ2 − Cλµ)
=
µ2 + 2λµ
(3λµ+ λ2 + µ2 − Cλµ)
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(3.55)
Assuming that the recovery and failure rates are µ = 0.99, λ = 0.01. Most
of the coverage factor value is close to one. Based on previous research work
[7, 4, 8], assuming that c = 0.95 then the simulation results of end-to-end
availability which is based on the proposed scenario analysis per figure 3.14
and 3.15, and is given by table 3.6 and figure 3.18. The simulation results
Table 3.6: End-to-end availability A(t) of system (a−R−C) and (b−R−C)
with a redundant unit of S-CSCF and considering coverage factor in the model.
And also end to end availability of system a−R, b−R, a and b when λ = 0.01,
µ = 0.99 and c = 0.95
Availability,
A(t)
λ µ Coverage
factor, c
Maximum
value,A(t)
Max
Steady
state),A(t)
a-R-C 0.01 0.99 0.95 1 0.9321
b-R-C 0.01 0.99 0.95 1 0.9135
a-R 0.01 0.99 0 1 0.9321
b-R 0.01 0.99 0 1 0.9135
a 0.01 0.99 0 1 0.9227
b 0.01 0.99 0 1 0.8953
Figure 3.18: End-to-end availability, based on scenario a and b, of the three
different models
show that the redundancy model with coverage factor provides similar end-
to-end availability results to the redundancy model without coverage factor.
This due to most characteristic of the computer system, the value of c is closed
to one. However, combining the coverage factor into the model could provide
insight failure behavior details of the system that is affected by c [8].
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3.7.3 Availability analysis with one redundancy of
S-CSCF unit via the five-state Markov model
Due to a present network system and equipment technology (both Hardware
and Software) have high capabilities and stability enough for the core net-
work components of repairable and redundancy system so that there are a few
chances that the system will completely fail or goes back out from normal to
completely failed state. Therefore, the five-state model with the assumption of
soft and hard failure state is proposed. The proposed reliability analysis based
on Markov model with redundancy. The system assumes to have a soft failure
that can be recovered automatically and hard failure that mostly need to be
manually repaired and take longer repairing period than soft failure state.
In reality, typically, two main types of failures can be observed; instant and
degradation failures. Therefore, the proposed CTMC model comprise of two
main types of failures: Soft Failure (SF ) and Hard Failure (HF ). SF can
be defined as degradation or ordinary failure types (for both Hardware and
Software) that can be automatically or manually recovered. HF is defined as
instant or severe failure types that need longer recovery time than SF . The
HF types comprise failures that require manual repair processes with many
hours of recovery time. Each unit may fail with the failure rate (λ) and recover
with recovery rate (µ). The coverage factor or the probability that the system
will be recovered at a given fault is represented by (c). When SF occurred,
the Soft failure recovery rate is represented by α. More failures can occur
if the system cannot be recovered automatically, this lead to HF state. The
recovery rate is represented by β. Then the recovery time spending in this
state which is in time 1β is longer than
1
α . Therefore there are possible five
state spaces, S = {0, 1, 2, SF,HF}. State 2 represent two components both
in working or normal condition. State 1 represents one working and one fail.
State 0 represents failure state or both components failed. SF and HF represent
Soft and Hard Failure state respectively. The system availability and reliability
will be further derived from above model. From figure 3.19 and equation (25),
dπ(t)
dt = Q.π(t) , the system state probability vector can be given by
π
′
2(t)
π
′
HF (t)
π
′
SF (t)
π
′
1(t)
π
′
0(t)
 =

−2λ 0 0 µ 0
2(1− c)λ −β 0 0 0
2λc 0 −α 0 0
0 β α −(λ+ µ) µ
0 0 0 λ µ


π2(t)
πHF (t)
πSF (t)
π1(t)
π0(t)

π
′
2(t) = −2λπ2(t) + µπ1(t) (3.56)
π
′
HF (t) = 2(1− c)λπ2(t)− βπHF (t) (3.57)
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Figure 3.19: The continuous Markov model with one redundancy and two
failure types
π
′
SF (t) = 2λcπ2(t)− απSF (t) (3.58)
π
′
1(t) = βπHF (t) + απSF (t)− (λ+ µ)π1(t) + µπ0(t) (3.59)
π
′
0(t) = λπ1(t)− µπ0(t) (3.60)
With state probability conditions: π2(t) + πHF (t) + πSF (t) + π1(t) + π0(t) = 1
and assuming both units are up for initial condition: π2(0) = 1, πHF (0) =
πSF (0) = π1(0) = π0(0) = 0. The transient and steady state probabilities can
be calculated. Due to the long expression of transient solutions, only steady
state probability will be presented as follow.
π2 st =
αβµ2
2αλµ2 + 2αβλ2 + αβµ2 + 2αβλµ+ 2βcλµ2 − 2αcλµ2
(3.61)
πHF st =
2µ2αλ(1− c)
2αλµ2 + 2αβλ2 + αβµ2 + 2αβλµ+ 2βcλµ2 − 2αcλµ2
(3.62)
πSF st =
2βcλµ2
2αλµ2 + 2αβλ2 + αβµ2 + 2αβλµ+ 2βcλµ2 − 2αcλµ2
(3.63)
π1 st =
2αβλµ
2αλµ2 + 2αβλ2 + αβµ2 + 2αβλµ+ 2βcλµ2 − 2αcλµ2 (3.64)
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π0 st =
2αβλ2
2αλµ2 + 2αβλ2 + αβµ2 + 2αβλµ+ 2βcλµ2 − 2αcλµ2
(3.65)
The transient and steady state availability is summation of all availability states
which is state 2 and 1 and is given by
ARedundant−five−state−c(t) = π2st(t) + π1st(t) (3.66)
Moreover, the steady state availability of the components with no redundancy
and redundancy will be given by considering limt→∞A(t) of equation 3.24 and
3.66 and is equal to
limt→∞A(t) = limt→∞(
µ
µ+ λ
+
λ
µ+ λ
e−(µ+λ)t)
=
µ
µ+ λ
limt→∞Aredundant(t) =
αβµ2 + 2αβλµ
(2αλµ2 + 2αβλ2 + αβµ2 + 2αβλµ+ 2βcλµ2 − 2αcλµ2)
(3.67)
For comparison propose with the previous end-to-end availability models anal-
ysis, assuming the following recovery, failure rate and coverage factor values:
µ=0.99,λ=0.01 ,and c=0.95. The soft failure recovery rate may refer to failure
that can be recovered by rebooting, and the hard failure recovery rate may
take longer time due to manually recovered. Then, assuming that α=0.99 and
β=0.90. Therefore, the simulation results of end-to-end availability which is
based on the proposed scenario analysis per figure 21 (a) and (b) can be given
by table 3.7 and figure 3.20.
As shown from figure 3.20 and table 3.7, the end to end availability results
from five-state Markov model is quite close to three-state and three-state model
with coverage factor. From table 11, the availability of five-state model differs
from the three-state model at the third precision. Therefore, the simulation
results proved that five-state models can represent the availability of the system.
Moreover with more details of different recovery and failure rate of the system,
five-state Markov model will best represent system behaviors with a carefully
selected value of λ, µ, c, α, and β.
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Table 3.7: End-to-end availability A(t) of the five state model (a-F-R-C) and
(b-F-R-C) with a redundant unit of S-CSCF comparing with other models
while λ=0.01, µ=0.99,c=0.95,α=0.99 and β=0.90
Availability,
A(t)
λ µ Coverage
factor, c
Maximum
value,A(t)
Max
Minimum
value,A(t)
Min
a-F-R-C 0.01 0.99 0.95 1 0.9316
b-F-R-C 0.01 0.99 0.95 1 0.9127
a-R-C 0.01 0.99 0.95 1 0.9321
b-R-C 0.01 0.99 0.95 1 0.9135
a-R 0.01 0.99 0 1 0.9321
b-R 0.01 0.99 0 1 0.9135
a 0.01 0.99 0 1 0.9227
b 0.01 0.99 0 1 0.8953
Figure 3.20: End-to-end availability, based on the communication scenario a
and b, of four different models
3.8 Comparing Availability Analysis of a
Redundancy of the S-CSCF Unit by Using
the Five-state Markov Model and The
Three-state Markov Model [7, 8]
Figure 3.21 shows the three-state Markov model [7, 8] and the proposed five-
state Markov model with applied redundancy. The three-state Markov model
which based on figure 3.21 (a) has been employed for a modeling reliability of
repairable system due to the effect of coverage factor [8]. Also based on the
same coverage concept, the model shown by figure 3.21 (b) has been used to
evaluate the reliability of the IMS system. The coverage factor with duplex
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failure or redundancy condition is also assumed in the model. In this section,
Normal
Soft 
failure
Hard 
failure
Normal Failure
lN 
µN 
1 0
lN 
2 1 0
2 1
0
2 1 02 1
0
SF
HF
l 
µ µ 
2lc
2l 
µ 
l 
2µ 
2lc
µ 
(a) (b) (c)
Figure 3.21: Comparisons between the three [(a) and (b)], and the five-state
continuous time Markov model (c) with redundancy and coverage factor
the comparison of the proposed five-state and three-state Markov model [7]
will be performed and simulated based on the same assumption of independent
failure characteristics and exponentially distributed of failure and recovery rate.
Moreover, the affect of coverage factor will be compared. Besides the effect of
Soft failure and Hard failure recovery rates (α and β) characteristics of the
proposed model to end-to-end availability will be simulated and analyzed for
both network communication scenarios (a) and (b).
From the figure 3.21(b), there are three states, S = {0, 1, 2}. State 2 rep-
resents two units with both in normal working condition. State 1 represents
one unit with a normal working condition while another one is failed and in
the recovery process. State 0 represent two failure unit or system failed. From
figure 3.21 (b) and equation 3.18, dπtdt = Q.π(t), the system state probability
equation can be given byπ′2(t)π′1(t)
π
′
0
 =
 −2λ µ 2µ2λc −(µ+ λ) 0
2λ(1− c) λ −2µ
 .
π2(t)π1(t)
π0(t)

π
′
2(t) = −2λπ2(t) + µπ1(t) + µπ0(t) (3.68)
π
′
1(t) = 2λcπ2(t)− (µ+ λ− λc)π1(t) (3.69)
π
′
0(t) = −2λ(1− c)π2(t) + λπ1(t)− 2µπ0(t) (3.70)
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With state probability conditions: π2(t) + π1(t) + π0(t) = 1 and assuming
both units are up for initial condition: π2(0) = 1, π1(0) = 0, π0(0) = 0. The
transient and steady state probabilities can be calculated. Due to long expres-
sion of transient solutions, only steady state probability will be displayed as
follow.
π2st(t) =
µ2 + λµ
(2λµ+ λ2 + µ2 + cλµ)
(3.71)
π0st(t) =
2cλµ
(2λµ+ λ2 + µ2 + cλµ)
(3.72)
π0st(t) =
λ(λ+ µ− cµ)
(2λµ+ λ2 + µ2 + cλµ)
(3.73)
The transient and steady state availability are summation of all availability
states which is state 2 and 1 and is given by
AThree−redundant−c(t) = π2(t) + π1(t) (3.74)
Also, the steady state availability of the components with no redundancy and
redundancy will be given by considering limt→∞A(t) of the equation 3.74, and
is given by
limt→∞AThree−redundant−c(t) =
µ2 + λµ
(2λµ+ λ2 + µ2 + cλµ)
+
2cλµ
(2λµ+ λ2 + µ2 + cλµ)
=
µ2 + (1 + 2c)λµ
(2λµ+ λ2 + µ2 + cλµ)
(3.75)
Comparing with the proposed five-state Markov model which has the steady
state availability per equation 3.67 below
limt→∞Aredundant(t) =
αβµ2 + 2αβλµ
(2αλµ2 + 2αβλ2 + αβµ2 + 2αβλµ+ 2βcλµ2 − 2αcλµ2)
3.8.1 The effect of c to the steady state availability of
repairable redundancy system using three-state
model
First let consider steady state availability of the three-state model, by dividing
both numerator and denominator by µ2 equation 3.75 can be re-written as
ASteady−Three−redundant−c(t) =
1 + λµ (1 + 2c)
1 + (λµ )
2 + λµ (3 + c)
(3.76)
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As discussed by [8], normally the failure rate will be a lot less than recovery
rate (λ ≪ µ), then the value of the ratio λµ will be very small and can be
ignored. And also the multiplication of λµ with other terms can also be ignored.
This lead to the steady state value can be approximated by
ASteady−Three−redundant−c(t) ≈ 1
That means the steady state value will mainly depend on the failure and re-
covery rate of the system. If the system characterizes by having the value of
(λ ≪ µ) , the coverage factor c will have no effect with the steady state avail-
ability of the system. That means non-covered fault will not affect steady state
availability due to high value of recovery rate µ. The conclusion of three-state
model discussed by [8] or per figure 3.21(a) said that in case of non-covered
fault (the system has low value of c), the recovery factor will have less effect
to the mean time to first failure of the system due to the system is most likely
to fail due to non-covered fault. However, this considered three-state model [7]
and from the derived equation 3.76 shown that the steady state availability is
influenced by the ratio of λµ event if non-recovered fault is occurred. Due to the
system can be recovered back to the normal state from the complete failure or
state zero. Moreover, the same analysis conclusion can be applied to the model
represented by 3.7.3.
3.8.2 The effect of c,α,and β to the steady state
availability of repairable redundancy system using
the five-state model
The steady state of the five-state model, per equation 3.67, can also be rewritten
when dividing both numerator and denominator by µ2 as
AFive−redundant−c(t) =
αβ + λµ (2αβ)
λ
µ (2αβ +
λ
µ2αβ) + 2λ(α+ βc− αc) + αβ
(3.77)
Let’s consider the normal fact of the failure and recovery rate value that λ ≪ µ,
then the second term of the numerator and the first term of the denominator
can be ignored. Therefore, the ideal steady state when coverage factor c=1 is
AFive−redundant−c=1(t) ≈
α
2λ+ α
Consequently the imperfect coverage factor can affect the ideal steady state
availability by
AFive−redundant−c=1(t)
AFive−redundant−c(t)
=
2λ(α+ βc− αc) + αβ
β(2λ+ α)
(3.78)
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From equation 3.78, considering both of the numerator and denominator term,
not only the coverage factor c but also the failure rate λ and the hard and soft
failure recovery rates (α) are the main factors that can impact steady state
availability represented by five-state repairable redundancy system. Therefore,
to achieve high steady state availability, a high value of c,α or β is needed.
Please be noted that at some point µ may have less effect with the steady state
availability. However, the normal condition of the system that λ ≪ µ need to
exist in the first place.
3.8.3 The numerical example of steady state availability
and the effect of c,α,and β of three and five-state
model
For realistic and simplicity of the comparison and simulation, the failure and
recovery parameters are approximated based on the statistical value of failure
and recovery of optical and IP networks [9] and assumed for all IMS compo-
nents. Accordingly, the fault rate is assumed to occur ten times per year or by
average once every one and a half months (1104 hrs). The normal fault can
be repaired in an average of two hours. And also the SF and HF are assumed
to be recovered in an average of quarter-hour and five hours respectively. The
comparison of the simulation results between two models at different coverage
factor values are given below.
Table 3.8: End-to-end availability A(t) of the five state model (a-F-R-C) and
(b-F-R-C) with a redundant unit of S-CSCF comparing with other models
while λ=0.01, µ=0.99,c=0.95,α=0.99 and β=0.90
Coverage
factor
Five-state model %increasing of
As compar-
ing at c = 0.9
(five-state)
Three-state
model
%increasing of
As compar-
ing at c = 0.9
(three-state)
c=0.9
As=0.998710
0%
As=0.999818
0%As− a=0.990941 As−a= 0.998731
As−b= 0.988367 As−b= 0.998369
c=0.95
As=0.999123
0.042254%
As=0.999907
0.008901%As− a=0.993882 As−a= 0.999354
As−b= 0.992141 As−b= 0.999170
c=0.99
As=0.999462
0.075598%
As=0.999979
0.016102%As− a=0.996244 As−a= 0.999853
As−b= 0.995173 As−b= 0.999811
c=0.995
As=0.999505
0.080504%
As=0.999987
0.016903%As− a=0.996540 As−a= 0.999915
As−b= 0.995554 As−b= 0.999891
c=0.999
As=0.999539
0.083908%
As=0.999994
0.017603%As− a=0.996777 As−a= 0.999961
As−b= 0.995858 As−b= 0.999950
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As shown by the table 3.8, when increasing the coverage factor values,
c, both steady state availability of the system itself (As) is increased. By
considering only at the As value, the three-state model seems to have higher As
than the five-state model. However, when considering the increasing percentage
of c and As, the five-state model will have higher increasing percentage than the
three-state model. The results correspond to an analysis per equations 3.76 and
3.78 that at a certain value of c, the steady state availability of the three-state
model will not likely be affected by the value of c but will mostly depending
on the ratio of λ and µ. Besides, the five-state model can not only represent
a suitable value of c in the model but also the effect due to soft and hard
failure can be classified, and the availability will also depend on the recovery
factors α and β of the system. For an end-to-end steady state availability, when
increasing the value of c, the availability is also increased for both models. The
communication system scenario a is shown to have higher availability than the
system scenario b. From the results, the five-state Markov model of repairable
redundancy system is proved to show a suitable characteristic of both transient
and steady state availability of the system. And also with two classifications of
the system failures (SF and HF ), more characteristics of failure and recovery
rates can be included to evaluate the complex system behavior which is better
than the normal three-state model.
3.9 Availability of The Simplex System
The simplex system can be modeled and presented by figure 3.22(a) that used
for reliability and performance analysis [10, 11]. Our proposed idea of having
two main types of failures: HF and SF can be used to model the simplex
system as shown by figure 3.22(b). This item will consider and compare the
existing model of the simplex system and the new proposed simplex model with
incorporated HF and SF concepts. From the figure 3.22, let 1 represent working
Figure 3.22: (a) The Markov model of the simplex system with coverage factor,
(b) the proposed model with two main failures and coverage factor
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state and 0i represent down state with state descriptions:i. For example, figure
3.22(a), has three-state spaces, S = {0c, 0uc, 1} where 0c and 0uc represent
down covered and down uncovered states respectively. In the same way, figure
3.22(b) will have four-state spaces S = {0, 1,HF, SF} where 0 refer to down
state; HF and SF represent hard and soft failure respectively. By using the
Kolmogorov differential equation, the system state probability equation of the
simplex model per figure 3.22(a) can be given by π′1(t)π′0c(t)
π
′
0uc(t)
 =
 −λ µ 0λc −µ µSD
λ(1− c) 0 −µSD
 .
 π1(t)π0c(t)
π0uc(t)
 (3.79)
or,
π
′
1(t) = −λπ1(t) + µπ0c(t)
π
′
0c(t) = λcπ1(t)− µπ0c(t) + µSDπ0uc(t)
π
′
0uc(t) = λ(1− c)π1(t)− µSDπ0uc(t)
(3.80)
Where q represents self recovery rate from the down uncover state. By as-
suming both units are up for initial condition: π1(t) = 1, π0c(t) = 0, π0uc(t) = 0
and with state probability conditions: π1(t)+π0c(t)+π0uc(t) = 1, the transient
and steady state probabilities can be calculated. Due to long expression of the
transient solutions, only the steady state probabilities are given as follow.
π1 =
µSDµ
µSD(λ+ µ) + λ(µ− cµ) (3.81)
π0c =
λµSD
µSD(λ+ µ) + λ(µ− cµ)
(3.82)
π0uc =
λµ(c− 1)
µSD(λ+ µ) + λ(µ− cµ)
(3.83)
Then, the steady state availability is summation of all availability states; there-
fore steady state availability of the simplex model per figure 3.22(a) is given
by
Asp = π1 =
µSDµ
µSD(λ+ µ) + λ(µ− cµ) (3.84)
Correspondingly, the system state probabilities of the proposed simplex model
per figure 3.22(b) can be given by
π
′
1(t)
π
′
HF (t)
π
′
SF (t)
π
′
0(t)
 =

−λ 0 0 µ
λc 0 −α 0
(1− c)λ −β 0 0
0 β α −µ


π1(t)
πHF (t)
πSF (t)
π0(t)

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With the initial condition: π1(t) = 1, πHF (t) = πSF (t) = π0(t) = 0 and satisfy
the probability conditions: π1(t) + πHF (t) + πSF (t) + π0(t) = 1 . The steady
state probabilities can be calculated and given as follow.
π1 =
αβµ
αβ(λ+ µ) + λµ(α+ βc− αc) (3.85)
πHF =
µαλ(1− c)
αβ(λ+ µ) + λµ(α+ βc− αc) (3.86)
πSF =
βcλµ
αβ(λ+ µ) + λµ(α+ βc− αc) (3.87)
π0st =
αβλ
αβ(λ+ µ) + λµ(α+ βc− αc) (3.88)
Then, the steady state availability of the proposed simplex model is given by
Apsp = π1 =
αβµ
αβ(λ+ µ) + λµ(α+ βc− αc) (3.89)
3.9.1 The effect of c to the steady state availability of
the simplex system using three-state model
Considering the steady state availability of the simplex system per equation
3.85, dividing both numerator and denominator by µ2, then equation 3.85 can
be given by
Asp =
µSD
µ
λµSD
µ2 +
µSD
µ +
λ
µ (1− c)
(3.90)
Due to the fact that normally λ ≪ µ, then the value of λµ is very small and
can be ignored, and also the multiplication of λµ with other terms can also be
ignored. Therefore, Asp can be approximated and given by Asp ≈ 1. The
result is similar to the analysis per 3.8.1 which means that the steady state
availability mainly depends on the failure and recovery rate of the system. If
the system characterize by having the value of λ ≪ µ, the coverage factor c
will have no influence to the steady state availability of the system. That means
non-covered fault will not affect steady state availability due to a high value of
recovery rate µ. Another interesting fact is that the self-discovery rate µSD or
normal recovery rate µ will have no influence to the steady state availability as
long as the ratio of λµ corresponds to the fact that λ ≪ µ.
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3.9.2 The effect of c,α,and β to the steady state
availability of the proposed four states simplex
model
The steady state availability of the four states simplex model per equation 3.90
can be rewritten by dividing both numerator and denominator by µ2 as
Apsp =
αβ
µ
αβλ
µ2 +
1
µ +
λ
µ (α+ βc− αc)
(3.91)
Similarly to 3.9.1, considering the normal system fact that λ ≪ µ, then equa-
tion 3.91 can be given as
Apsp ≈ αβ (3.92)
From equation 3.92, the steady state availability value of the proposed simplex
model will not only be influenced by λµ but also the recovery factors, α and β.
This means all failures and recovery rates will reasonably affect availability of
the system for both transient and steady states of the system.
3.10 Reliability Analysis
The reliability of a unit or system can be defined as the probability that the
unit or system can fully operate without interruption. The interruption of a
service may occur due to different type of system failures for both hardware
and software. Also, failure events that refer to interruption may vary depend-
ing on the considered system. Typically, two main types of failures can be
perceived: instant and degradation failures. Therefore, the proposed CTMC
model includes two main types of failures: Soft Failure (SF ) and Hard Failure
(HF ). The SF can be defined as degradation failure types that can be auto-
matically or manually recovered. The HF is defined as instant or severe failure
types that sometimes need longer recovery time than SF. The failure regularly
concern standard repaired processes with many hours of recovery time. The
absorbing states of the CTMC model refer to the failure in operation of the sys-
tem or unit. These states will be used to evaluate system reliability. In order
to model the absorbing states, the failure characteristics of the system need to
be defined. For instance, the figure 3.23, the SF or system reconfiguration may
be considered as an absorbing state for real time communication services such
as telephone or video conference. In addition, the HF and failure of the last
unit events can be considered as an interruption for the redundancy system.
Therefore, the proposed model can be classified into different reliability models
based on different absorbing states scenarios. The advantage of this classifica-
tion is that all feasible failure events or absorbing states can be estimated and
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analyzed. The proposed model can be classified into three reliability models per
figure 3.23 below. These models as well can adapt to represent reliability ac-
cording to the QoS concepts. For example, the reliability models can represent
reliability for three main QoS levels: low, medium, and high. The high-quality
service should refer to the service that has no interruptions due to any faults.
Therefore, the reliability model can be represented by figure 3.23 (a). Figure
3.23 (b) represents the medium-quality level that refers to services interruption
due to HF and the repeated failure of the last unit. The low-quality level may
refer to the services that have no recovery process. These services can apply
re-transmission procedures in case of communication failures such as FTP and
E-mail services. The reliability model of the low-quality is represented by figure
3.23(c).
Figure 3.23: (a) Interruption case 1, any failure events can cause service inter-
ruption (b) Interruption case 2, only failure of the last active unit cause service
interruption (c) Interruption case 3, HF and failure of the last active unit cause
service interruption
3.10.1 Markov Reward Models
Due to the complexity of present communication systems and the need of fault-
tolerant features, an effective evaluation technique is needed for such system.
The Markov model and especially markov reward models (MRM) widely use for
the evaluation. Those evaluations include reliability, performance, performa-
bility and dependability for the computer and communication systems. The
MRMs can be simply described as the extended features model of the CTMC
to analytically evaluate reliability, performance and combined measures such
as dependability of the system. This can be done by applying a weight or so
called a reward rate, ri for each transition or state i of the CTMC. With this
assignment, the CTMC can be redefined as the MRM. Hence, the expected or
accumulate statistical values can be calculated per different reward rate values
to represent different system characteristics [12].
The MRMs have been applied in Markov decision theory to assign cost
and reward structures to states of the Markov processes for an optimization
[13]. Moreover, MRMs was applied for an integration of performance and
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dependability analysis by [14]. This work also forms the term performability
which refers to the ability of the fault tolerant system that can perform some
tasks while having failures. By applying MRMs, the rewards can be assigned
to the state transition of CTMC. Then the reward can be defined based on
the system requirement referring to availability, reliability and system tasks.
Therefore, the system specifications can be unified with the model structure
of the system by using MRMs. The equations 3.18 to 3.20 that were used
to analyze CTMC will be applied as a fundamental equation for the MRMs
analysis.
dπ(t)
dt
= Q.π(t), π(0) = π0
Q.π = 0
E.π = 1
Where E =
[
1, 1, · · · , 1
]T , the superscript T denote the transpose.
Then, the cumulative probabilities can be given by
L(t) =
∫ t
0
π(u)du (3.93)
Let Li(t) indicates the expected total time of the CTMC spends in state i
during the interval [0, t). Then, the solution of equation 3.93 can be given by
solving the differential equation 3.94 [15].
dL(t)
dt
= L(t).Q+ π(0),L(0) = 0 (3.94)
where I is the identity matrix. Let ri and τi represent the reward rate and
the sojourn time spending in state i ∈ S. Then ri.τi define the reward during
the period τi. Let {X(t), t ≥ 0} represents a homogeneous finite-state CTMC
with state space S. Then
Z(t) = rX(t) (3.95)
Where Z(t) is the instantaneous reward rate of the MRMs at the time t. The
overall reward rate Z(t) of the MRMs represent the whole stochastic process of
the system model where ri is assigned as the reward rate of individual states.
Therefore, the accumulated reward, Y (t) for a given time [0, t) can be given by
Y (t) =
∫ t
0
Z(τ)dτ
=
∫ t
0
rX(τ)dτ
(3.96)
75
CHAPTER 3. THE PROPOSED IMS RELIABILITY AND
AVAILABILITY MODELS.
Based on the definition of these three non-independent random variables,X(t),Y (t),
and Z(t), various measurement terms can be defined such as performability
which is a function of Y (t) [50].Another important term is called an expected
instantaneous reward rate, E[Z(t)] which can be obtained by solving different
equation 3.18 and is given by equation 3.97.
E [Z(t)] =
∑
i∈S
riπi(t) (3.97)
The expected reward rate when t → ∞ (assuming the model have finite
solution at t → ∞) is calculated by solving the linear equation 3.19 and 3.20
and is given by equation 3.98.
limt→∞(
1
t
E[Y (t)]) = E[Z(∞)]
= E[Z]
=
∑
i∈S
riπi
(3.98)
Where the expected accumulated reward rate,E [Y (t)] =
∑
i∈S riLi(t) can
be written as
E [Y (t)] =
∑
i∈S
riLi(t) (3.99)
3.10.2 System reliability by using MRMs
In order to design the resilience system, redundancy, single point of failure,
and maintenance procedures are three main factors that need to be considered.
Redundancy is the ability to protect and prevent malfunction of a unit by using
another replaceable or standby unit. There are many types of redundancy such
as standby, parallel, and N : 1 redundancy. In standby, the redundant unit
starts operating after the primary unit fails, which is called cold standby and
the switching period between the failed and the redundant unit is the main
disadvantage. The parallel redundancy is called active redundancy. The dif-
ference between parallel and standby is that in parallel the redundant unit can
operate instantaneously once the primary unit fails as all data and configura-
tions are monitored by the redundant unit in real time. This is often called hot
standby. The example of the parallel redundancy is the 1 : 1 redundancy. The
number refers to the one-to-one relationship between the active and redundant
unit that supports hot standby. The N : 1 redundancy refers to the many to
one relationship between the active units and the redundant unit where there
is only one redundant unit for all N units. Therefore, any single point of failure
which can cause malfunction of the system should be avoided in a resilient sys-
tem. Then, all possibilities of a single point of failure should be identified and
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prevented in the design processes. One method is by using the redundancy tech-
niques. In addition, a good maintenance plan and procedures can also provide
resilience of the system. Effective maintenance can reduce the risk of a failure
or consecutive failures of the system. In order to evaluate the overall reliability
of the system, an end-to-end reliability framework needs to be developed and
analyzed along with failure, recovery, and redundancy aspects of the system.
The IMS network reference architecture per figure 3.24 is applied for the IMS
system reliability analysis. The border gateway control function (BGCF) and
media gateway control function (MGCF) are included into the communication
paths when considering the user from the legacy networks: a PSTN or a cellular
network.
Domain 
A
Domain 
B
S-CSCF1
S-CSCF2
I-CSCF1
I-CSCF2
I-CSCF3
P-CSCF1
P-CSCF2
P-CSCF3
HSS
AAA
HSS
AAA
UE1
UE2 UE3
B-CSCF1
MGCF2
UE5
MGCF1
UE4
B-CSCF2
Figure 3.24: The IMS setup scenario between UEs on the different visited
network and domains
The binary reward function with two types of reward rates, 1 and 0. The
reward rate, 1 and 0, represents up and down states respectively. These values
will be assigned for reliability analysis of the reference network. Therefore, the
system reliability, R(t) can be given as the probability of Z(t) = rX(t) = 1 and
is given by
R(t) = P [T > t]
= P [Z(t) = 1]
= 1− P [Z(t) ≤ 0]
= E[Z(t)]
(3.100)
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where T is the random variable of time to the failure event. From figure
3.23, the proposed five-state redundancy model is classified and represented as
three reliability models. The models represent different failure conditions which
will affect the reliability of the system. These models can represent reliability
according to different QoS requirements. Let Rk(t) represent reliability at a
different service quality, k. Therefore, Rk(t) can be evaluated through the
MRMs per equation 3.100 and is given by
Ra(t) = π2(t)
Rb(t) = π2(t) + πHF (t) + πSF (t) + π1(t)
Rc(t) = π2(t) + πHF (t) + π1(t)
(3.101)
Where π2(t), πHF (t), πSF (t), π1(t), and π0(t) represent probabilities of each
MRM state. From equation 3.101, the transient reliability represents interest-
ing facts about the three different reliability models which corresponding to
three levels of QoS: a,b and c. The Ra(t) has the smallest value out of the
three considered models. This due to it represents the reliability of service
that needs high QoS level. Likewise, the Rc(t) has the highest reliability value
because it represent reliability of the system which require the lowest quality
of service (QoS) level. Moreover, Rb(t) represents reliability of the medium
QoS service, therefore, its value is lower than Rc(t) but higher than Ra(t). In
conclusion, the system reliability per equations 3.101, which are calculated by
means of the MRM, can appropriately quantify the reliability of the system if
the detailed reliability characteristics of the system are provided.
Therefore, in order to efficiently evaluate the reliability of the system, the
main characteristic and requirements of the studied system are needed to be
included into the model.
Reliability analysis based on parallel redundancy (1:1 redundancy)
Many research works have been focusing in performance and reliability analy-
sis of the IMS core system with redundancy [10, 4, 16]. Different redundancy
strategies had been applied to achieve high service availability and reliability.
The Markov model with internal and external redundancy had been applied
for reliability and availability analysis [10]. The system reliability was shown to
increase with the user and system-initiated redundancy mechanisms. In other
words, the redundant unit can be distributed any locations in the IP-based
network. Therefore, both scalability and reliability of the IMS architecture can
be achieved. Besides, by using the OpenIMS testbed, the system reliability
results of the IMS system was shown to increase when having a redundancy
of the S-CSCF which is one of the critical core IMS units [4]. Besides, the
performance of the IMS core network was evaluated with optimization of the
parallel redundancy by using the CTMC and Universal Generating Function
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(UGF) [16]. The results showed that the system needs more than two parallel
redundancy in order to achieve five nines reliability. However, a number of
redundancies may not be required to efficiently run the real system. In real-
ity, the reliability of the system will depend on many factors. For instance,
the reliability of the system will not only depend on the core IMS system
but its value can vary due to end-to-end communication architectures and re-
silience of each communication units or sub-system. Recently, the reliability
and performability have been measured with the proposed MRMs framework
[17]. The measures were presented with a well-suited binary reward structure.
The MRMs approach was applied for the dependability and performance as-
sessment of the fault-tolerant systems as an extension framework from CTMC
[18].
Above all, it is time-consuming and difficult to collect and measure the exact
reliability of the system. Nevertheless, from the above, the Markovian model
approach can quantitatively and effectively evaluate reliability and performance
behavior of the system if the failure and recovery characteristics are known.
Accordingly, to study resilience properties of the IMS system at the minimum
number of redundancy and to prevent a single point of failure, 1:1 redundancy
is modeled for each IMS core component.
The reliability analysis of different IMS communication scenarios
via the MRMs model.
The reliability analysis will apply the failure and recovery rates from [9] where
the failure and recovery rate values are approximated based on the statistical
values of the optical and internet protocal (IP) networks. These values are
assumed for all IMS components. The fault rate is assumed to occur eight times
per year, λ = 2.4897× 10−7 sec−1, µ = 1.3889× 10−4 sec−1 (corresponding to
the average time to repair of 120 min). The assumed average recovering time of
SF and HF are 15 min and 300 min respectively, α = 1.1000×10−3 sec−1 and
β = 5.5556× 10− 5. The reliability model per figure 3.23(b), which is related
to the medium QoS level, is assumed for all core IMS domains including the
BGCF. The MGCF, interworking with traditional communication networks,
is expected to have higher reliability and will be assumed with the reliability
model per figure 3.23(c). Based on these assumptions, end-to-end reliability
of communications at the same and different communication domains can be
evaluated.
The communication scenarios are based on the reference network archi-
tecture of figure 3.24. However, with similar assumptions, the difference in
reliability results for each scenario is very small. The difference of the each
result can be observed only beyond the second or fifth digit for the each com-
munication scenario. Therefore, instead of showing the graphical results of the
transient reliability versus time, the major reliability values at the same point
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and period are selected for an analysis. The results are presented by Table 3.9.
From the table 3.9, the differences in reliability results at different scenarios are
Table 3.9: End-to-end reliability at different communication scenarios
Communication scenarios (similar home domain) Reliability, RT (t)
UE1− UE2 0.998387377
UE1− UE3 0.998387547
Communication scenarios (different home domain) Reliability, RT (t)
UE1− UE4 0.998387037366
UE1− UE5 0.998387037365
very small as expected due to the similar assumption of the failure and recovery
rates. Nevertheless, the differences illustrate sufficient interesting end-to-end
reliability characteristics of the system.
First, considering the communication scenarios within the same home do-
main. These are communication between SIP users and between a user from
the legacy network and a session initiation protocol (SIP) user, which refer
to communication scenarios between UE1 − UE2, and UE1 − UE3 respec-
tively. The results show that communication between UE1− UE3 has higher
reliability than between UE1−UE2. This is due to the legacy network equip-
ment having higher reliability than the pure IP network. Therefore, within the
same communication domain and with a similar number of components along
the connection paths, the end-to-end reliability is more likely to increase with
increasing reliability of any equipment within the connection paths.
When comparing the reliability results between the same and different com-
munication network, the end-to-end reliability is reduced more than twice in
term of difference percentage because communication across different home do-
mains involves many components and longer connection paths. In particular,
the connection paths between UE1−UE4 involve less equipment than between
UE1 − UE5. However, the difference percentage of the reliability results for
these communication pairs is very small comparing with the same domain case.
In other words, end-to-end reliability of long communication paths is affected
by both varieties of the connection paths and the reliability of an equipment
where the latter will have more effect. The results also support the advantage
of performing geographical redundancy for the IMS system.
3.11 Conclusions
The availability and reliability models which are the fundamental require-
ments for end-to-end reliability evaluation are examined here. To conclude,
the IMS communication architecture is studied. The proposed IMS-based ref-
erence communication network are presented to explore different IMS-based
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communication scenarios for both intra-domain and inter-domain communica-
tion scenarios. In addition, the proposed CTMC and MRM models for both
simplex and redundancy unit were applied with the RBD for end-to-end avail-
ability and reliability estimation. Moreover, the proposed model and method
were simulated and compared with the state-of-the-art models. The proposed
models were proven to provide better reliability characteristic details of the
system than the current models. Moreover, the model simply exhibits reliabil-
ity and availability outcomes due to the redundancy of various communication
scenarios.
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Chapter 4
High Availability and
Reliability Optimization
4.1 Introduction
Service reliability and system reliability concern the consistency of giving its re-
quired function under a given condition. These days, it is a standout amongst
essential quality terms for most of services and system, particularly consid-
ering the way that everything is accessible through full-time online services.
Additionally, another imperative quality term called resilience has likewise in-
creased more interest because of the term alludes to the system’s capacity to
be recouped from an inability to some particular working conditions [1, 2].
Subsequently, availability of the services and systems are critical qualities for
the next-generation networks (NGN). System availability is the likelihood that
the framework is in a prepared state to perform its capacities; the system reli-
ability is the likelihood that the system can work without failure; plus, system
resilience expresses how well the system can overcome the failure. Therefore,
availability is part of the reliability furthermore resilience addresses the relia-
bility level of the system.Consequently, these quality terms are firmly identified
with one another and can demonstrate the system performance. Accordingly,
measuring overall reliability characteristics of the system need to consider end-
to-end quality evaluation framework. As specified in the previous chapters,
it is hard to ensure end-to-end quality of an IMS framework because of dif-
ferent communication states between end clients and the geometrical of the
systems. On the other hand, model-based reliability assessments have given
significant information for the IMS system [3, 4]. Although, end-to-end re-
liability and availability of the IP multimedia subsystem (IMS) system have
not been completely examined. Therefore, to increase reliability and availabil-
ity of the system, this chapter investigate the overall reliability effect due to
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the redundancy of the IMS-based network. Moreover, the chapter explored
the redundancy optimization to further design high availability and reliability
system.The related works are given in the following section.
4.2 Overview
Recently, there is different reliability evaluation techniques have been purposed
for the IMS system. For instance, the state space methods such as Queuing
Network Model (QNM) [5, 6, 7], Queuing Petri Nets (QPN) [8], and the Markov
model [9, 10, 11, 12, 13, 14] were applied for performance and reliability eval-
uation of the IMS network. The QNM is regularly applied to analyze the pro-
cessing delay. The QPN can attach some advantages of both Stochastic Petri
Nets (SPN) and queuing networks models [8]. The Markov model can con-
sider some detailed working states and system parameters such as failover and
recovery rates. Moreover, there are many considerations of the redundancy
influence for reliability evaluation [9, 12, 13, 14]. Furthermore, reliability at
different failover success rates was evaluated by utilizing three-state Markov
model [10]. The system downtime with redundancy was shown to influence
by failover period and the coverage factor [11]. Besides, the system availabil-
ity was shown to improve with redundancy mechanisms by using the Markov
model [12]. Moreover, the combination of markov reward models (MRM) and
reliability block diagram (RBD) was utilized for evaluating end-to-end reliabil-
ity and resilience properties of the IMS system [13]. The paper showed that
end-to-end reliability will be highly affected by the individual reliability of the
system components. Further, the authors [9] proposed a combination of the
five-state Markov model and RBD to evaluate end-to-end availability analysis
of the intra-domain and inter-domain IMS-based communication network. The
proposed model was compared with state-of-the-art Markov models and proved
to provide better reliability behaviors of the simplex and redundant systems.
In addition, the simulation results of end-to-end availability were shown to sig-
nificantly improve especially for long distance communication when adding a
redundancy of the serving-call state control function (S-CSCF) unit. Further,
performance optimization of the IMS core network with parallel redundancy
was evaluated by using the Markov model and Universal Generating Function
UGF [14]. Furthermore, simulation of reliability improvement with a single re-
dundancy of the S-CSCF unit was shown through the OpenIMS [15]. Later, the
well-known network simulator (OPNET) was employed to simulate resilience
characteristics of the IMS-based communication within similar and across the
registered domain [16, 17]. In particular, the simulation results revealed vari-
ous resilience behaviors of long distance communications and the redundancy
effect. Therefore, a combination of models and simulation can be utilized for
analyzing reliability and availability of the IMS-based network. However, an
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overall reliability evaluation of the IMS system has not been completely in-
vestigated. This chapter extends the investigation of the parallel redundancy
effects from the previous chapter (??). Moreover, this chapter exhibits an op-
timization of end-to-end reliability and availability of the IMS-based network
at multiple communication scenarios by using a combination of the proposed
three and five-state continuous-time Markov chain (CTMC) models and RBD
models.
4.3 The Analysis Model
As mentioned in the previous chapters that availability is a function of relia-
bility. This implies that reliability is a no failure probability of a system or
similar to an availability with no single failure. The measurement of system
availability solely expresses no meaningful details about the system such as a
number of component failures or a number of replaced components. Therefore,
both reliability and availability analysis of the system are needed for repre-
senting comprehensive reliability quality of the system. For comparison aims,
similar reference network architecture to the analysis of 3 will be applied along
with the proposed five-state CTMC model [9] as represented by figure 4.1 and
figure 4.2 respectively. For comparison intentions, similar reference network
Home 
domain A
Home 
domain B
S-CSCF1
S-CSCF2
I-CSCF1
I-CSCF2
I-CSCF3
P-CSCF1
P-CSCF2
P-CSCF3
HSS
AAA
HSS
AAA
UE1
UE2 UE3
Visited 
network
Visited 
network
Visited 
network
Figure 4.1: The IMS reference network of UEs located at the same and different
IMS home domains
architecture to the analysis of 3 is applied along with the proposed five-state
CTMC model [9] as represented by Figure and Figure respectively. Further,
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Figure 4.2: The three-state and five-state CTMC model: (a) simplex unit (b)
redundant unit
the state probabilities of the proposed model, for both simplex and redundant
unit are interpreted for evaluating system availability and reliability.
4.3.1 End-to-end availability analysis
From figure 4.1 (b), the model represents the proposed five-state CTMC of the
redundant unit. The system state probabilities of the proposed model can be
formulated as equation 4.1.
dπ2(t)
dt
= −2λπ2(t) + µπ1(t)
dπHF (t)
dt
= 2(1− c)λπ2(t) + βπHF (t)
dπSF (t)
dt
= 2λcπ2(t) + απSF (t)
dπ1(t)
dt
= βπHF (t) + απSF (t)− (λ+ µ)π1(t) + µπ0(t)
dπ0(t)
dt
= λπ1(t)− µπ0(t)
(4.1)
With the initial working condition where π2(0) = 1, then the transient and
steady state availability of all available states, state “2” and “1”, can be as-
sessed. Let A5R(t) represents the transient availability. Then, the steady state
availability is given by equation 4.2.
lim
t→∞
A5R(t) =
αβµ2 + 2αβλµ
2αλµ2 + 2αβλ2 + αβµ2 + 2αβλµ+ 2βcλµ2 − 2αcλµ2
(4.2)
For the simplex system model as presented in figure 4.2 (a) where two detailed
failures are utilized: state ”1” represents the working state and state ”0i ”
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represents the down state with the state description i. The figure has three-
state space S=1,HF,SF where ”HF” and ”SF” represent hard and soft failures
respectively. In other words, both failures represent downstate or state ”0” for
a normal two-state CTMC. Accordingly, the system state probabilities can be
formulated as equation 4.3.
dπ1(t)
dt
= −λπ1(t) + απSF (t) + βπHF
dπSF (t)
dt
= cλπ1(t)− απSF (t)
dπHF (t)
dt
= (1− c)λπ1(t)− βπHF (t)
(4.3)
With the working initial assumption, the transient availability can be measured.
Let As(t) represents the transient availability of the model, then, the steady
state can be given by equation 4.4
lim
t→∞
As(t) =
αβ
α(β + λ)− cλ(α− β)
(4.4)
The system availability of communication scenarios between two UEs, similar
(UE1 and UE2) and different communication domains (UE1 and UE3), can
be assessed by co-operating the RBD. The total availability depends on the
analyzed network architecture, which can combine different parallel redundancy
into the system. The RBDs of the call setup path for the communication
scenarios are exhibited by the figure 4.3 and figure 4.4. Therefore, the total
availability of the system is the total production result of unit availability of the
series or parallel systems per each communication network scenario. Let ATs(t)
and ATp(t) represent total availability of the series and parallel connection
respectively. Then, the total availability equation can be given by
ATs(t) =
n∏
i=1
Ai(t) (4.5)
ATp(t) = 1−
n∏
i=1
(1−Ai(t)) (4.6)
Where Ai(t) is the transient availability of the component i.
4.3.2 End-to-end reliability analysis
Consequently, total reliability of different end-to-end communication scenarios
can be evaluated using the RBD. With the initial assumption that all commu-
nication units are reliable at the beginning of an operating period. Let Ri(t)
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Figure 4.3: RBD of a communication network scenario: (a) similar home do-
main (UE1&UE2) (b) different home domain (UE1&UE3).
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Figure 4.4: RBD of a communication network scenario with parallel re-
dundancy (a) similar home domain (UE1&UE2) (b) different home domain
(UE1&UE3)
represent the transient reliability of each component where i indicates each
IMS core unit. Therefore, the total reliability for series and parallel systems
can be given by RTs and RTp respectively.
RTs(t) =
n∏
i=1
πi(t)
=
n∏
i=1
Ri(t)
(4.7)
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RTp(t) = 1−
n∏
i=1
[1− πi(t)]
= 1−
n∏
i=1
[1−Ri(t)]
(4.8)
Where the Ri(t) is the transient reliability of unit i. Therefore, with reliable
initial condition and exponential distribution assumption, the total reliability
for each communication scenarios per figure 4.3 and figure 4.4 can be given by
the following equations:
RT3a(t) =
{
[e−2λUE(t)][e−2λP (t)][e−2λI(t)][e−2λS(t)][e−2λH(t)]
}
(4.9)
RT3b(t) =
{
[e−2λUE(t)][e−2λP (t)][e−3λI(t)][e−2λS(t)][e−2λH(t)]
}
(4.10)
RT4a(t) =[e
−2λUE(t)][1−
⟨
e−2λP (t)
⟩2
]2[1−
⟨
e−2λI(t)
⟩2
]2
[1−
⟨
e−2λS(t)
⟩2
][1−
⟨
e−2λH(t)
⟩2
]
(4.11)
RT4b(t) =[e
−2λUE(t)][1−
⟨
e−2λP (t)
⟩2
]2[1−
⟨
e−2λI(t)
⟩2
]2
[1−
⟨
e−2λS(t)
⟩2
]2[1−
⟨
e−2λH(t)
⟩2
]2
(4.12)
Where λUE ,λP , λI, λS , and λA are the failure rate of the core IMS units:UE,
P-CSCF, I-CSCF, S-CSCF, and AAA.
4.4 The Fault- Tolerant System Models: The
M-out-of-N Reliability Model and
Optimization
The number of parallel redundancy can increase the reliability of the subunit or
system. Therefore, increasing the number of parallel server units for each sub-
unit can clearly enhance availability and reliability of the subunit and system.
Hence, redundancy can produce high availability and reliability or fault-tolerant
system. The figure represents the M-out-of-N model for each SIP server unit.
The model is a very traditional type of redundancy toward fault-tolerant sys-
tems. The model represents the N-component system and the system will fail
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Figure 4.5: RBD of a communication network scenario with N-parallel re-
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if at least M of the N unit fails. With independent properties assumption, the
reliability of the model can be evaluated by using the binomial distribution as
RS(M,N,R) =
N∑
r=M
Rr(1−R)N−r (4.13)
Where Rs is the total transient reliability of the subnit, N is a total number
of parallel redundancy, and M is the minimum number of unit required for the
subunit to function, and R represents transient reliability of each unit.Then,
the total reliability for the fault tolerant model of the communication scenario
per figure 4.5 can be given by
RT5a(t) =[
n∑
r=M
(
N
r
)
Rr(1−R)N−r]2UE × [
n∑
r=M
(
N
r
)
Rr(1−R)N−r]2P
× [
n∑
r=M
(
N
r
)
Rr(1−R)N−r]I × [
n∑
r=M
(
N
r
)
Rr(1−R)N−r]S
× [
n∑
r=M
(
N
r
)
Rr(1−R)N−r]2H
(4.14)
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RT5a(t) =[
n∑
r=M
(
N
r
)
Rr(1−R)N−r]2UE × [
n∑
r=M
(
N
r
)
Rr(1−R)N−r]2P
× [
n∑
r=M
(
N
r
)
Rr(1−R)N−r]2S × [
n∑
r=M
(
N
r
)
Rr(1−R)N−r]3I
× [
n∑
r=M
(
N
r
)
Rr(1−R)N−r]2H
(4.15)
From equations 4.14 and 4.15, in order to gain maximum system availability
and reliability, the optimization between a parallel redundancy number and
total reliability and availability is needed. This due to, in practical, there
are several related factors such as equipment cost, system complexity, sys-
tem maintenance, and management. According to the high availability system
requirement where the system aims to ensure some operational performance
level and the performance is represented by different availability values such
as three-nines system availability (99.9%) means that the system has only 8.76
hours downtime per year. In this chapter, various high availability and relia-
bility standard values will be examined. The five-nines (99.999%) and 6-nines
(99.9999%) system availability, which is replying to the system downtime of 5
minutes per year and 31 seconds per year respectively, may be suitable for the
NGN services and system.
4.5 Simulation and Discussion
Due to the fact that a failure rate value is less than one and is significantly lower
than the recovery rate (λ ≪ µ), therefore, from the communication topology
and equations 4.5-4.15 , we can simply analyze that long communication path
scenario has less reliability than the short communication scenario path: sce-
nario (a) has higher reliability than scenario (b) as shown in figure 4.3, 4.4,
and 4.5. This also implies that a less complex communication scenario would
have less failure probability or high reliability. However, simulation results
are needed to provide an insight system reliability information. The effective
five-state redundancy model [9] and the proposed three-state model per figure
4.2(a) and 4.2(b) respectively are applied for the simulation. The simulation
results are different from [9] where the five state CTMC model was only applied
for the redundancy model. The similar failure and recovery rates of realistic
optical and IP networks [18] and the similar assumption with [9] are assumed
for comparison purpose where the failure is assumed to occur eight times per
year, λ = 2.4897×10-7 sec−1, µ = 1.3889×10-4 sec−1 (corresponding to the
average time to repair of 120 min). The assumed average recovering time of
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SF and HF are 15 min and 300 min. Then, simulation results of different
communication scenarios and conditions are given in the following subsections.
4.5.1 Intra domain communication: simplex and
redundancy models
Figure 4.6: End-to-end availability results of intra-domain communications
(with and without redundancy)
The simulation results are presented by figure 4.6 and figure 4.7 for intra-
domain communication scenarios between UE1 and UE2 with and without
single redundancy respectively. With initial reliability assumption, the over-
all availability is decreased versus time and remained steady at the steady
state liked period. The end-to-end availability is increased when having a re-
dundancy. The percentage change at the steady state is about 0.26%. This
percentage change level is quite high in term of an overall availability or percent-
age of uptime per year. Moreover, an overall availability characteristics tend
to move toward steady state liked period faster with redundancy. Accordingly,
decreasing of end-to-end reliability is directly proportional to an operating pe-
riod. Unlike availability characteristics, the reliability has no steady state liked
region due to it represent a no failure probability. Besides, overall reliability
results are not improved with the redundancy case. This implies that involv-
ing more equipment into the system increase complexity and decrease overall
reliability of the system, even though an overall availability is improved with
redundancy from the beginning of an operating period.
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Figure 4.7: End-to-end reliability results of intra-domain communications (with
and without redundancy)
4.5.2 Inter domain communication: simplex and
redundancy models
The end-to-end availability and reliability results of the inter-communication
scenarios are presented by figure and figure . Similar to the intra-domain com-
munication scenarios, the availability results are decreased and running toward
steady state liked region at some period. Besides, the results reach steady state
liked region faster with redundancy. The percentage change of the availabil-
ity results when adding redundancy is about 0.40%. The percentage change is
quite high and is about two times higher than the intra-domain communication
case. Therefore, redundancy is very effective with overall availability character-
istics for the inter-domain communication or long communication setup path.
For the end-to-end reliability results, it is decreased when increasing operat-
ing period. Moreover, the falling slopes of the reliability results are steeper
than the intra-domain communication cases. To put it more simply, increas-
ing communication equipment highly affects overall reliability characteristics
of the system regardless of the number of redundancies. This effect can be
clearly observed at the beginning of the operating period. Moreover, end-to-
end quality of both reliability and availability are lower than the intra-domain
communication scenarios.
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Figure 4.8: End-to-end availability results of inter-domain communications
(with and without redundancy)
4.6 Comparison Between Intra-domain and
Inter-domain Communications
The transient characteristics of end-to-end availability and reliability of all com-
munication scenarios are presented by figure 4.10 and figure 4.11 respectively.
4.6.1 End-to-end availability
The results prove that intra-domain communication scenario has higher avail-
ability than communication across the different home domain. With single re-
dundancy, significant improvement of end-to-end availability can be observed.
In particular, redundancy highly influences inter-domain communication sce-
narios by having an almost similar level with the intra-domain communica-
tion cases. The percentage difference of the availability gap between without
and with redundancy case of intra-domain communication is ≈ 0.26% and is
≈ 0.40% for inter-communication domain. While, the percentage difference of
the availability gap between intra-domain and inter-domain communication of
no redundancy case is ≈ 0.14% and is 9 × 10−4% for the redundancy cases.
Besides, the percentage difference of the availability gap between intra-domain
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Figure 4.9: End-to-end reliability results of inter-domain communications (with
and without redundancy)
and inter-communication domain is reduced by 104 times. Therefore, redun-
dancy is needed to improve the end-to-end availability, especially for inter-
communication domain or long communication setup paths.
4.6.2 End-to-end reliability
The transient characteristics of end-to-end reliability tend to decrease when the
communication scenarios involve many components or signaling setup paths.
Moreover, with redundancy, total reliability is decreased more than without re-
dundancy cases. In particular, the declining percentage change of the reliability
gap between without and with redundancy case of intra-domain communication
is ≈ 11.18% and is ≈ 16.31% for inter-domain communication. For the per-
centage difference of the reliability gap between intra-domain and inter-domain
communication are ≈ 5.93% and ≈ 11.87% for no redundancy and redundancy
case respectively. Therefore, redundancy can magnify the complexity and can
diminish end-to-end reliability quality of the system.
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Figure 4.10: End-to-end availability results of the intra and inter domain com-
munication scenarios (with and without redundancy)
4.7 Optimization Results of the Fault-
Tolerant System Models
From the previous simulation results of the subsection 4.6.2, increasing redun-
dancy into the system may end up increasing the complexity and decreasing
overall reliability of the system. However, adding redundancy has significant
effect to an overall availability of the system especially for intra-domain or
long distance communication scenarios. Therefore, high availability does not
refer to high reliability. On the other hand, high reliability would refer to high
availability. With the with initial redundancy or M=2 and similar failure rate
assumption for comparison purpose, λ = 2.4897×10−7 sec−1, and the high
availability concept and from (15) and (16), the minimum redundancy number
to achieve different end-to-end reliability as relating to high availability con-
cept can be estimated and given in Table 4.1. From the results of table 4.1, the
two and three nines system reliability require at least four parallel redundancy
of each core IMS unit for both intra-domain and inter-domain communication
cases. This implies that in order to achieve 8.76 hours of the maximum sys-
tem downtime per year, we need a minimum total number of 18 and 27 core
IMS units for intra-domain and inter-domain communication core IMS units
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Figure 4.11: End-to-end reliability results of the intra and inter domain com-
munication scenarios (with and without redundancy)
Table 4.1: Minimum redundancy unit at different end-to-end reliability require-
ment of intra-domain and inter-domain communication scenarios
End-to-end Re-
liability
Intra-domain
(min. no. of
redundancies)
Inter-domain
(min. no. of
redundancies)
% increasing of
N
0.99% 4 4 0 %
0.999% 4 4 0 %
0.9999% 5 5 25 %
0.99999% 5 5 0 %
0.999999% 5 5 0 %
respectively. Therefore, the percentage difference of the total unit between the
intra-domain and inter-domain system is 40%. So, the required total unit of the
inter-domain communication is less than twice of the intra-domain communi-
cation case. Moreover, for producing four to six nines system reliability or the
system downtime per year equal to 31.5 seconds, we need at least five parallel
redundancies for each core IMS units. Comparing with the three nines condi-
tion, the different percentage of the increasing number of redundancy is 25%.
In addition, the system could support up to six nines system reliability which
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is equivalent to the percentage change of 0.1%. This changing amount repre-
sents a very significant change of the system reliability in term of probability.
Obviously, the average system downtime per year was shown to improve from
8.76 hours to be 31.5 seconds which is almost a thousand times improvement.
Moreover, the system needs a total number of 30 and 45 core IMS units for
intra-domain and inter-domain communication. In particular, the percentage
difference is 40% and is similar to the three nines condition. Therefore, with the
similar increasing ratio of the total unit, six nines reliability condition could
be managed. These optimization results signify that a particular amount of
parallel redundant unit could be evaluated and optimized to produce a desired
end-to-end reliability and availability system.
4.8 Conclusions
In this chapter, end-to-end availability and reliability of the IMS system were
evaluated by using the proposed reliability and availability models (for both
single and redundancy). In particular, the parallel redundancy effects were
manifested at different IMS-based communication scenarios. The simulation
results show that the IMS-based system availability can be significantly de-
veloped by adding redundancy especially for inter-domain or long distance
communication scenarios. Nevertheless, adding redundancy unit could end
up increasing system complexity and decreasing system reliability. Moreover,
an optimization of the number of parallel redundant unit that corresponding to
high availability and reliability system at different IMS-based communication
scenarios is represented. The results demonstrate an interesting fact that high
system availability and reliability can be reached with a proper amount of the
IMS core redundant unit. Therefore, there is a possibility to build a fault toler-
ant or high-reliability system where a high-performance computer cost become
cheaper in the near future.
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Chapter 5
Modeling and Simulation
5.1 Introduction
There are many methods for evaluating network reliability and performance
such as mathematical modeling, network simulation (time-based or discrete
event-based simulation), hybrid simulation (both analysis and simulation) and
test-bed emulation. Mathematical model analysis can quickly provide insight
information, but inaccuracy can occur due to some assumptions or approxima-
tions. Besides, not all studied cases can be represented via analytical models.
Discrete event simulation (DES) is normally used for large-scale network sim-
ulation which provides more realistic and accurate results than the analysis
method [1]. However, times and computing power are needed for simulation
of large and complex networks. Then, the Hybrid method which combines
both analysis and simulation can be applied for time saving. Test-bed em-
ulation is an implementation of real-world hardware but on a smaller scale.
The benchmark estimation is needed to verify and validate with the real sit-
uation. Due to the cost and difficulties of hardware implementation, test-bed
will not be suitable for large-scale network simulation. There are many widely
used network simulators such as discrete event simulator OMNet++, Network
Simulator (NS), and Optimized Network Engineering Tools (OPNET). The
OPNET is a discrete event simulator that supports analytical simulation, hy-
brid simulation, 32 bit and 64 bit fully parallel simulation and other features
[2]. It is extensively used by many researchers due to its user-friendly graphic
user interface (GUI) and its comprehensive development environment for mod-
eling and performance analysis. For that reason, this thesis applies the OPNET
Modeler v14.5 and the contributed model library of SIP-IMS [3]. The model
is modified to simulate reliability and performance parameters of the studied
IMS-based network scenarios.
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5.1.1 Simulation of the IMS Network
The basic IP multimedia subsystem (IMS) setup model is built at a beginning
state by using the basic IMS communication between two IMS users as shown
per figure 5.1. The two users connect to the IMS core via layer four Ethernet
switch. The application configuration node is where the source of traffic or
different applications can be configured such as web, e-mail, or video, etc. The
Voice over IP service with popular encoding scheme (G.729A) is chosen for an
interactive service between two users by using session initiation protocol (SIP)
as a signaling. The profile configuration node is the group of applications
that were created by the application node which can be chosen and assigned
by each object node such as user end device (UE)1, UE2, proxy-call state
control function (P-CSCF), serving-call state control function (S-CSCF), and
interrogating-call state control function (I-CSCF).
Figure 5.1: The basic SIP simulation of the IMS core network using OPNET
By setting the simulation time equal to fifty minutes and randomly unlim-
ited repeatability call until the end of simulation time, the simulation results
are shown by figure 5.2. There are seventeen calls had been created with dif-
ferent calling periods. Please be noted that the simulation time can be varied
depending on how many sample data do we need. However, the simulation time
is needed to be long enough for the system to generate at least one call. The
Global statistic of packet end-to-end delay is monitored where the statistic con-
gregates information of the whole network instead of an individual unit. The
results showed that packet End-to-End delay for this case is ≈ 0.0652 seconds.
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Figure 5.2: The basic SIP simulation results of the IMS core network using
OPNET.
5.1.2 Simulation of the IMS Communication Scenarios
The proposed IMS scenarios per figures 5.3,5.4, and 5.5 which represent the
communication between two UEs on similar and different visited network and
domains are created. Moreover, the 1:1 redundancy of S-CSCF unit is also ap-
plied for comparison and verification with previous theoretical Markov model
analysis. It is impossible to exactly evaluate or assign the failure behaviors
into the simulator. Besides, all links and nodes are assumed or needed to be
up during operation or simulation period. Accordingly, equally load balancing
of S-CSCF unit is configured by using configured weight in order to see the ef-
fect of redundancy when the network traffic is changed. The OPNET modeler
supports a variety of network parameters for performance and reliability evalu-
ation. The Table 5.1 shows performance requirement and reliability related to
different services [4]. Two keys network parameters; delay and jitter, represent
that if either one of them influenced the system, its reliability will be directly
affected. The VoIP application is chosen with one and a half hour of simula-
tion time. Accordingly, our different IMS networks setup are tested against
delay and jitter. However, to completely observe all dimensions of voice over
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IP (VoIP) service, other statistical parameters such as packet delay variation
and MOS (Mean opinion score) are also monitored and analyzed. All main
attributes configuration remains the same for comparisons propose except for
the number of S-CSCF in the case of redundancy.
Table 5.1: Performance requirement for different type of services [4].
Types of Service Content SensitivityTexts Audio Video Image Delay Jitter Bandwidth reliability
Email Yes Yes Yes No Low Low Low High
LMS Yes Yes Yes No High High High Low
Video Conferencing Yes Yes Yes Yes High High High Low
Online Discussion Yes Yes No No Low Low Low High
Virtual Labs Yes Yes Yes Yes High High High Low
WAP Yes No No No Low Low Low High
VoIP(IP Telephone) No Yes No No High High Low Low
Virtual Classroom Yes Yes Yes Yes Low High High Low
Figure 5.3: The two users are located inside their registered home domain
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Figure 5.4: The two users are located at different visited network (Aalborg and
Arhus)
Figure 5.5: The IMS communication scenarios where two users are located at
different visited network with redundancy at their registered home domain
105
CHAPTER 5. MODELING AND SIMULATION
End-to-end delay
The packet end-to-end delay represents the total voice packet delay which in-
cludes network delay, encoding delay, decoding delay, compression and decom-
pression delay. The network delay is the time at which caller start sending
the packet to real-time transport protocol (RTP) to the receiver received. The
encoding delay is calculated from the encoding scheme. Decoding delay is as-
sumed to be equal to encoding delay. Compression and decompression delays
calculate from the attributes assigned by voice application configuration. The
measurement of the variance among end-to-end delay for voice packets which
is known as Packet delay variation is also simulated.
Jitter
The Jitter represents the variation in time of the transmitted and received
packet due to congestion, bad queuing or error configuration. Therefore, in-
stead of having continuously and constantly packet stream, variation or delay
between the packet can occur. The jitter can be calculated by checking two con-
secutive packets leaving the source node with time stamps t1 and t2 and reach
the destination node at time t3 and t4. Then, jitter equal to (t4−t3)−(t2−t1).
Mean Opinion Score
Mean Opinion Score (MOS) is a numerical method of representing a perceived
voice and video quality from the communication system. The MOS can be
calculated by parameters like delay, Jitter, packet loss, and also from the inputs
of user ratings. The number is ranged from one to five. Five and one represents
the best and worst perceived quality respectively. The VoIP quality can be
affected due to many factors such as Bandwidth, Codec scheme, Hardware,
Jitter, Latency and Packet Loss. The VoIP calls often are in the range of 3
to 4.2. The table 5.2 below shows the sample MOS guide related to the voice
quality [5]. The values need not to be an integer; it can be a decimal value
from MOS spectrum such as 4.1 which is a maximum score of VoIP with G.711
codec (integrated services for digital network (ISDN), data rate=64 Kbit/s)
and referred to a good quality. The compressed codec (8 Kbit/s) VoIP or
G.729 A codec will be used for our simulation which can provide maximum
MOS score at ≈ 3.7.
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Table 5.2: The MOS and Voice quality [5]
MOS Quality level Impairment
5 Excellent Imperceptible
4 Good Perceptible but not annoying
3 Fair Slightly annoying
2 Poor Annoying
1 Bad Very annoying
For the simulation, the voice quality is simulated and plotted by using the
global MOS score. The score is the estimated mean opinion score for all of the
demands in the network model. The call quality is simulated and displayed on
the scale from one to five as described above. Correspondingly to the MOS, the
R factor score also represents the effect of impairments of the voice signal. The
score is evaluated from various VoIP metrics, including latency, jitter, and loss.
The factor uses a scale from zero to one hundred, where zero and a hundred
represent the lowest and highest voice quality respectively. The R factor is
given by [6].
R = R0 − Is − Id − Ie +A (5.1)
Where Ro= Signal to noise ratio, Is is the simultaneous impairments to
voice signal transmission, Id is the impairments delayed after transmission,
Ie is the impairments due to codes and network equipment, A is called the
advantage factor or the factor that attempts to account for caller expectations.
The conversion of the voice quality factors; from R to MOS or so-called the
MOS Conversational Quality Estimate (MOSCQE), and is given by equation
5.2.
MOS = 1 + 0.035R+R(R− 60)(100−R)7× 10−6; for 0 < R < 100 (5.2)
Please be noted that equation 5.1 and 5.2 are given by the E-model algorithm
and recommended by the international telecommunication union (ITU)-T. It
is not the actual customer opinion prediction and is currently under study.
However, the factors can be used as additional performance factor or together
with other specific performance parameters of the studied network to guarantee
the user satisfaction [6].
5.2 IMS Communication Across Similar
Domain
The figure 5.3, 5.3 and 5.5 show the communication of two SIP clients. These
clients have the similar registered home domain which is located at Copenhagen
area. The communication scenarios are divided into three topologies; the users
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are located within their registered domain, they are located at visited domains,
and they are located at visited domains with a redundancy of the S-CSCF unit
at their registered domain. Figure 5.3 shows the scenario where two users
located at their home domain area. Figure 5.4 scenario is the communication
when both users located at different visited network areas which is similar to
the communication scenario per figure 5.5 except that a redundancy of S-CSCF
is added at the registered home domain. The internet protocal (IP) gateways
(router) are used to connect between sip servers and clients. The Routing
Information Protocol (RIP) is applied to dynamically and automatically create
the gateway routing table and select routes; routing is based on a first-come-
first-serve basis.
5.2.1 End-to-end delay
The packet end-to-end delays for all communication scenarios are shown by
figure 5.6. From the figure, it look like all scenarios have the same end-to-end
delay which is ≈ 0.06 second and remain constant along the simulation period.
However, per figure 5.7, by observing in terms of probability mass function,
the calls from visited domain have a higher end-to-end delay than calling from
within their home domain around (0.060326−0.060146)0.060146×100 ≈ 0.30%. Besides, the
delay values of calling from the visited home domain are varied around some
range of delay values. On the contrary, calling within home domain, most of
the calling delay values remain constant. Moreover, the histogram of time dis-
tribution plot of the results shown by figure 5.8 also support the steady trend
of delay value for calling within their home domain case regardless of calling
duration. Small variation of delay values can also observed from calling from
visited domain and with redundancy case. From above, the results of calling
inside home domain delay can be distinguished from calling from the visited
domain cases by considering PMF or the histogram of the simulation results.
Moreover, the delay of both visited domain cases (with and without redun-
dancy) spreading at the same region and is difficult to compare. Therefore,
differentiation of the packet end-to-end delay is plotted and shown per figure
5.9. Both visited domain cases have higher delay variation than calling within
home domain case, which is almost steady. In addition, the visited domain
case with redundancy shows smaller and less delay variation than the without
redundancy case.
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Figure 5.6: Packet end-to-end delay of the IMS users at different locations
(Time average).
Figure 5.7: Packet end-to-end delay of the IMS users at different locations
(Probability Mass Function, PMF)
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Figure 5.8: Packet end-to-end delay of the IMS users at different locations
(Histogram, time distribution).
Figure 5.9: Packet end-to-end delay of the IMS users at different loca-
tions(differentiator plot)
Figure 5.10 represent the packet delay variation results. The variance of
packet end-to-end delay can clearly represent the variation of the delay. The
distribution of the delay can be observed for all scenarios. Then again, constant
delay can be easily observed from calling inside home domain case. However,
unsteady delay variation is observed for both visited domain cases. The fluctu-
ation of the delays can be easily observed for both visited network cases where
the without redundancy case shows much higher variation than the redundancy
case in the long operation period.
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Figure 5.10: Packet delay variation (time average) at different locations
5.2.2 Jitter
Figure 5.11 shows a clear picture of stability of the calling packets. Unlike
both visited network cases, the calling inside home domain case shows constant
delay variation. The variation of the visited network without redundancy shows
higher variation than the redundancy case. Another interesting point is that
jitter can represent much more detail of delay variation characteristic at some
specific point in time than the packet delay variation plot. Furthermore, the
jitter of redundancy case is lower than without redundancy.
Figure 5.11: The Jitter (time average) of the IMS users at different locations.
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5.2.3 MOS
Figure 5.12 shows that all scenarios seem to have the same range of MOS along
the simulation period. The histogram plot of the same results is shown by
figure 5.13. Most of the calls of calling inside home domain scenario (in dark
blue) show a bit higher MOS score than from both visited network scenarios.
However, some calls of the visited network scenarios experienced the same score
with the calling within home domain scenario. The data can be observed by
the green color pattern, which show the overlap colors of blue and yellow.
Moreover, both visited domain cases present similar MOS score for most of the
calls regardless of calling duration or redundancy.
Figure 5.12: The MOS (time average) of the IMS users at different locations
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Figure 5.13: The MOS (histogram, sampling on time interval) of the IMS users
at different locations
5.3 IMS Comunication Across Different
Registered Domain
Figure 5.14: The IMS setup scenarios of communication between IMS users
across different home domains
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Figure 5.15: The IMS setup scenarios of the Network 2
Figure 5.16: The IMS setup scenarios of the Network 1
The scenario per figure 5.14,5.15, and 5.16 represent the proposed analysis
topology of the IMS setup communication network. This due to it can analyze
overall reliability of the network at different calling locations. Besides, the
effect of communication between users that have different registered domains
and also similar registered home domains located at different locations can
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be studied. In the same way, the keys reliability parameters such as delay,
packet delay variation, and jitter are tested and simulated. The 1:1 redundancy
scenario cases of S-CSCF are also created at each registered home domain
location for both sub networks. As mention earlier, it is impossible to predict
or assign exact failure events to the nodes and links. Besides, all nodes and
links are assumed to be up during simulation period. Therefore, equally load
balancing is also configured in case of 1:1 redundancy of S-CSCF for observing
the effective results of the redundancy. The two subnets represent two IMS
networks with different registered home domains at Copenhagen and Oslo. The
communication across home domain or between subnets is routed through an
IP cloud via gateway routers. As seen from figure 5.15 and 5.16, the windows
with red lines represent the local network topology inside each subnet from the
top view of the network hierarchy. The duplex point to point link, which can
support up to 44.736 Mbps, is used to connect two subnets with an IP cloud.
The same VoIP application and attributes configuration with communication
of similar home domain case are assigned for comparison purpose.
5.3.1 End-to-end delay
As shown by figure 5.17, the packet end-to-end delay of calling across different
home domains (caller to called2 or called3, in dark blue) is quite high (≈ 0.56
second) comparing with the delay of communication of similar home domain
case (≈ 0.06 second). The average delay (in dark blue) is constant for the first
twenty-four minutes. Then, it is slowly decreased and remained constant again
at fifteen minutes before ending of the simulation. The same calling scenarios
with one redundancy of the S-CSCF unit (in red) clearly demonstrate a smaller
level of end-to-end delay. At the first ten minutes of the simulation period,
rapidly decreasing of the delay is observed. Then the delay is slightly varied
and almost constant at ≈ 0.35 second until the end of the simulation time.
After the first five minutes, the delay is decreased from no redundancy (in dark
blue) for almost 42 % when adding just one redundancy of the S-CSCF unit
to the registered IMS home domain. Moreover, by looking at the steady state
liked period or one hour of the simulation period, ≈ 18 % delay decreasing is
observed.
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Figure 5.17: The IMS setup scenarios of the Network 1
The results of calling within the similar home domain (caller to called1, in
yellow) have a very small delay value (≈ 0.06 second) and remained constant
along the simulation period. When comparing with calling across home domain
cases, at fifteen minutes of the simulation time, 832.5% and 443.6% of increasing
delay are observed for without and with redundancy cases respectively. In the
same way, by looking at the steady state liked region or after one hour of
the simulation time, almost 637% and 490% of increasing delay still can be
observed. The figure 5.18 shows the packet delay variation, the less delay
variation is from calling within their registered home domain case (in the dark
blue). The interesting results of calling across registered home domain shows
that the redundancy case has highest delay variation than other cases. Besides,
the delay variation of calling across the home domain (without redundancy) is
almost at the same level with calling within home domain case.
5.3.2 Jitter
Figure 5.19 shows the jitter of three calling scenarios. Similarly to the packet
delay variation results, the redundancy case of calling across different home
domain has higher jitter value at some period. The similar trend of jitter
results is observed between calling across the different home domain (without
redundancy) and calling within home domain case. Even though there are some
peaks of jitter values for the redundancy case, the rapid exponential decay is
observed after the peak. That means just only a point in time that a few delay
packets may cause high jitter value. At the long run, the jitter trend is reduced
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Figure 5.18: The Packet delay variation of different IMS setup scenarios (com-
munication within and across communication domains)
and quite close to the calling without redundancy case. The constant period
of jitter value is mainly observed from calling within home domain case.
Figure 5.19: Jitter of different IMS setup scenarios (communication within and
across communication domains)
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5.3.3 MOS
By looking at the MOS score per figure 5.20, calling within the similar home do-
main has constant MOS score which is ≈ 3.1. Another interesting MOS scores
are observed from calling across different home domain cases. The MOS of
redundancy case is rapidly increased and reached the equivalent level of calling
within home domain after fifteen minutes of the simulation period. However,
without redundancy, the lowest MOS score (MOS=1) is observed for almost
twenty-five minutes of the simulation period. Then, it is slowly increased and
the results are likely to reach and stable at MOS ≈ 2.4.
Figure 5.20: The MOS of different IMS setup scenarios (communication within
and across communication domains)
5.4 The Effect of Network Parameters When
the Traffic is Increased
In order to observe the behaviors of the network parameters when communica-
tion traffic is increased, three more callers are added into the communication
scenarios. Each caller can generate repeatedly and randomly a calling traffic
approximately 24 Kbps, which is totally 94 Kbps for four users. The simulation
for both communication within similar IMS home domain (calling from visited
domain case) and across IMS communication home domain scenarios are ex-
amined and compared. Moreover, the effect when having a 1:1 redundancy of
S-CSCF is also simulated for both scenarios.
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5.4.1 Calling from visited network (communication of
users with similar registered home domain) in case
of four callers
The network topology per figure 5.14,5.15 and 5.5 are evaluated with three ad-
ditional users (totally four callers). Similarly to the previous simulations, three
main reliability network parameters: Delay, Jitter, and MOS are examined and
compared.
End-to-end delay
As shown by the figure 5.6, the previous results of the packet end-to-end delay
of one caller cases, the results of calling from visited domain and with additional
redundancy are similar and equal to ≈ 0.06 second. However, for the results
of the four callers cases, per 5.21, the delay of no redundancy case (in red) has
increased to be ≈ 33.3% at the beginning of simulation period and is slowly
reduced to be ≈ 12.8% and remain steady near the end of the simulation
period. For the redundancy case (in light blue), unlike one caller case, the
delay is decreased and dropped and lower than the without redundancy case
for ≈ 10% and ≈ 3.7% at the beginning and near the end of the simulation
period.
Figure 5.21: Packet end-to-end delays of different IMS setup scenarios (similar
home domains)
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Packet delay variation
The packet delay variation results of calling within similar domain scenarios
are presented by figure 5.22. The delay variation of four caller cases has a bit
higher level than one caller cases. For the one caller case with a redundancy
of S-CSCF (in yellow), the results have a lower level of delay variation than
without the redundancy case. However, the delay variation of four callers with
redundancy (in light blue) presents a higher level than without redundancy
case (in red).
Figure 5.22: Packet delay variation of different IMS setup scenarios (similar
home domains)
Jitter
From the results of figure 5.23, the jitter of one caller cases with redundancy
(in yellow) seems to have less and lower jitter comparing with no redundancy
case (in dark blue). However, the four callers with no redundancy case (in
red) does not show the significant difference of jitter comparing with the one
caller case (dark blue) except that its jitter is observed quicker than one caller
case. The jitter of no redundancy case can be observed at the same time with
the four callers with redundancy case (light blue). Besides, the frequency and
jitter level of the four callers case is highest among other scenarios. The rapid
changing of the jitter level also means that only a few packages experienced a
delay. Moreover, the levels of jitter for all cases tend to be reduced and reached
the same level near the end of the simulation period.
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Figure 5.23: Jitter of different IMS setup scenarios (similar home domains).
MOS
When having four callers for both communication scenarios when having re-
dundancy and without redundancy provides almost similar MOS score to the
one caller cases and is ≈ 3.07. The three-dimensional plot of the MOS results
is given by figure 5.24.
Figure 5.24: The MOS of different IMS setup scenarios (similar home domains)
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5.4.2 Calling across different home domain in case of
four callers
The network topology of calling across different home domain per figure 5.14
and 5.15 will be simulated with three additional users (totally four callers).
Similarly to the previous simulations, three main reliability network parame-
ters: Delay, Jitter, and the MOS will be examined and compared.
End-to-end delay
From results of figure 5.25, one caller case, the packet end-to-end delay when
having redundancy (in yellow) is significantly reduced comparing with no re-
dundancy case (in dark blue). The difference percentage of the delay at steady
state is ≈ 18.60%. For the four callers without redundancy case (in red), the
observed delay is lower than one caller case 0.05 sec at the beginning of the
simulation period, then the average delay is increased and higher than the one
caller case (dark blue) until the end of the simulation period. At the so-called
steady state like region of the delay characteristics, the delay of one caller case
(in dark blue) is ≈ 6.89% higher than the four caller case. Moreover, for the
four callers case with redundancy, the average delay (in light blue) is rapidly re-
duced, when comparing with the without redundancy case, at the beginning of
the operating period and remain stable. The difference percentage is ≈ 15.21%.
Figure 5.25: Delay of different IMS setup scenarios (across home domains)
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Packet delay variation
For the four callers for both redundancy and without redundancy cases, the
packet delay variation are less than the one caller cases as present by figure
5.26. Moreover, for the redundancy cases, the delay variation results (in light
blue and yellow) are higher than the without redundancy cases. However, for
one caller case, with redundancy (in yellow) experienced a lower delay variation
than without redundancy case. Besides, the delay variation of the four caller
cases is a bit higher than one caller cases.
Figure 5.26: Packet delay variation of different IMS setup scenarios (across
home domains)
Jitter
For both one caller and four callers cases, with redundancy cases showed to
have higher jitter than without redundancy cases. However, the trend of jitter
level for all communication scenarios does not significantly different in term of
the degree of value (10−10sec) as shown by figure 5.27. Moreover, at the steady
state liked region, the jitter level of all scenarios is very close to each other.
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Figure 5.27: Jitter of different IMS setup scenarios (across home domains)
MOS
The MOS results of figure showed that the MOS score for both one caller
and four caller cases are increased when having redundancy into the system.
Moreover, the MOS score of the four callers with no redundancy case is higher
than the one caller case. In particular, the increasing rate of the MOS score of
the one caller case (in dark blue) is faster than the four caller case. Besides,
with redundancy, the MOS score of both four callers and one caller cases is
quickly raised at the beginning of the operating period and remain at ≈ 3.0
level until the end of the simulation period.
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Figure 5.28: MOS of different IMS setup scenarios (across home domains)
5.5 Analysis and Conclusion of the Simulation
Results
For the comparison propose, the plots of all calling scenarios (calling within
and across home domain communication) are presented by the figure 5.29 and
5.30 The packet end-to-end delay and MOS are the two reliability parameters
which were chosen due to these two parameters can significantly demonstrate
resilience behaviors of the studied system.
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Figure 5.29: Packet end-to-end delays of different IMS scenarios (within and
across home domains)
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Figure 5.30: MOS of different IMS setup scenarios (within and across home
domains)
5.5.1 Analysis of the calling within home domain cases
The packet end-to-end delay for all scenarios is quite stable along the simula-
tion periods. And the average delay level is very close to each other. There
is only ≈ 0.33% of the difference percentage between calling inside the home
domain and calling from the visited network cases. Then, different calling
quality from these scenarios can be monitored from the packet delay variation
and jitter plots results.The results also demonstrate the delay variation of the
communication scenarios along the simulation period. For calling from vis-
ited home domain cases (with and without redundancy) will have higher delay
variation than calling from within home domain cases. Moreover, with redun-
dancy, less frequent and smaller delay variations are observed than without
redundancy cases. In conclusion, communication within the similar registered
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domain will not be affected by end-to-end packet delay. This includes com-
munication between users that are located at the visited network areas. The
similar conclusion can be drawn from the similar calling quality from the MOS
plot. However, calling from the visited networks may experience frequent and
high delay variation. In particular, both delay variation and jitter effects are
quite low in terms of the degree of value. With redundancy of the S-CSCF,
calling from the visited network can reduce the effect of delay variation.
5.5.2 Analysis of the calling within home domain cases
of four callers
With additional callers, the packet end-to-end delay is increased for both with
and without redundancy cases. Moreover, the average end-to-end delay will be
significantly decreased when having redundancy. The results can be clearly ob-
served with the one caller case. This due to the system performance or capacity
that can support some certain level of traffic loads or voice traffics. Therefore,
even with additional redundancy, the similar end-to-end delay is still observed.
Moreover, four caller cases will experience high delay variations and jitter than
one caller cases. Accordingly, four callers will generate more signaling traffic
and delay. From the MOS results, the MOS score of all scenarios are quite sta-
ble and are at similar level regardless of the number of callers or redundancy.
This implies that the overall voice quality is not affected by the number of
callers. Therefore, calling within home domain cases, the voice quality is rarely
affected even though end-to-end delay and variation of the signaling delay are
increased.
5.5.3 Analysis of calling across home domain cases
The overall average end-to-end delay is quite high when comparing with call-
ing within home domain scenarios. The increasing percentage for calling across
home domains without and with redundancy are ≈ 1040% and ≈ 580% at the
beginning simulation period and ≈ 684% and ≈ 483% near the end of simula-
tion period respectively. Moreover, with redundancy, significant decreasing of
the end-to-end delay can be clearly observed for all cases.The fluctuation of the
delay level may be affected by the simulation traffic and configurations such as
routing protocol (the RIP is assigned for this case). However, the average delay
is of calling across home domain cases is much higher than calling within home
domain cases. Besides, the interesting results of delay variation and jitter is
found between calling across home domain with redundancy and without re-
dundancy at some simulation period where redundancy case has higher delay
variation and jitter than the without redundancy case. In conclusion, delay
variation, and jitter may provide a detailed quality picture of the signal trans-
mission at some specific simulation period. Obviously, the total calling quality
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of the communication needs to consider based on overall results of the monitor-
ing network parameters. Therefore, in this case, the average end-to-end delay
and MOS should be used for representing an overall network reliability.
5.5.4 Analysis of calling across home domain cases of
four callers.
Based on the results of 5.4.2, when the number of callers is increased or the
calling traffic is increased, the average end-to-end delay is increased. Moreover,
the average delay is clearly observed to be decreased when having redundancy
for both one and four caller cases. For calling across home domain cases, the
effects of a number of callers and redundancy are much higher when comparing
with calling within home domain cases. Besides, the delay variation is quite sen-
sitive and can not be solely predicted the overall characteristic of the network.
Based on the MOS results, redundancy can significantly affect and improve
reliability or voice quality of the system especially for calling across home do-
main cases or long distance communication. In conclusion, for calling within
similar home domain case, the average end-to-end delay is quite stable even
when increasing the signaling traffic, the average delay is a little bit increased
from the beginning of the operating period. Moreover, with the redundancy
of the S-CSCF unit, the average delay is decreased. Besides, increasing the
traffics will increase delay variation of the system. The redundancy can also
reduce the delay variation effect. For calling across home domain cases, the
effect due to the average packet end-to-end delay is higher than calling within
home domain cases: nine times or ≈ 450% in difference percentage from the
simulation results. Similar to the calling within home domain cases, the delay
is increased when increasing the signaling traffics. Moreover, the percentage
difference of reduction of the delay is much higher than calling within home
domain cases. Therefore, redundancy or redundancy of the S-CSCF unit will
highly affect long distance communication cases. Besides, similar to calling
within home domain, the average delay variation behaviors are difficult to pre-
dict and quite high at some operating periods. Moreover, the signaling (voice)
qualities based on the MOS score showed to improve with redundancy cases.
This implies that redundancy is definitely needed for improving an overall qual-
ity of long distance communication system especially for calling across home
domain cases. In brief, The simulation results agree well and support the previ-
ous analysis results of the transient and steady state availability and reliability
of the network by using the proposed five state Markov model for both calling
within and across different home domains. Accordingly, the proposed analysis
model and the results are verified by the OPNET software which can simulate
real IP network behaviors [5].
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5.6 Conclusions
The end-to-end reliability features of different IMS-based communication sce-
narios were simulated and compared with various principal network parame-
ters. Moreover, the overall reliability characteristics of the system were exam-
ined when increasing the network traffics and parallel redundancy of the key
core IMS unit: S-CSCF unit. To conclude, from the simulation results, intra-
domain communication will not likely be affected by end-to-end packet delay
regardless of the user locations: calling from within the user registered home
domain or the visited IMS network. On the contrary, inter-domain commu-
nication is profoundly affected by the delay especially when signaling traffics
are increased. The overall reliability qualities are enhanced when adding a re-
dundancy into the system. this implies that resilience of the system can be
significantly improved by having redundancy at the important core IMS unit
especially for inter-domain or long distance communication.
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Chapter 6
A Novel Estimation
Framework for Quality of
Resilience
6.1 Introduction
Based on the results of chapter 2, chapter 4, and chapter 5, the reliability of
the IMS-based network is influenced by many factors. In order to support the
convergence of different access telecommunication technologies and providing
end-to-end quality of service (QoS) and quality of resilience (QoR), a modern
or practical end-to-end evaluation method is needed to satisfy modern services
and user happiness. Therefore, this chapter provides significant limitations
and possible solutions for modern reliability evaluation. A modern reliability
evaluation is proposed by using Bayesian statistics and taking into account
both objective and subjective network parameters. Additionally, the selective
resilience measurement parameter algorithm is proposed for modern reliability
evaluation method. The proposed evaluation framework in this chapter covers
the system reliability evaluation challenges as stated in the QoR and challenges
of this thesis (Section 1.3).
6.2 Related Works
Reliability of the system or service can be defined as an ability of the system or
service that provide its intended function for a given period and environment
[1]. The reliability defines a successful operation of the unit or system without
a failure during the operating period. For reliability evaluation, availability
may be used or evaluated interchangeably with reliability. Instead, availability
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defines the readiness for operation of the unit or system. Nevertheless, if there
are no recovery schemes, availability is similar to reliability as any failures
leading to unavailability of the unit or system. Hence, the failure is the key
parameter for reliability evaluation, especially the failure rate parameters.
The Bathtub curve is normally used to represent the lifetime or failure rate
(FR) of the unit as shown by figure 6.1. It is widely used to present physical
failure behaviors of the unit. Even though, different units have different failure
characteristics, a system or interconnection of these units may also have a
different failure features, the failure rate can be represented as a generalized
form by using the bathtub curve as represented by figure 6.2.
Figure 6.1: The typical FR or Bathtub curve of the unit versus operation time
Figure 6.2: Representation of possible FR characteristic of a system of eight
units: (a) the FR characteristic of each unit, (b) the FR of the system (com-
bination of each unit)
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In particular, most of the traditional evaluation methods focus only on the
constant FR (utilization phase); thus, the reliability parameters are only eval-
uated with a constant failure rate assumption. The whole variation of FR
characteristics would better represent the reliability of modern systems and
services. For instance, a sensitive system or service (medical, energy or finan-
cial systems) is strongly influenced by the reliability than ordinary systems. In
other words, the system needs to maintain high reliability even at the beginning
of the operating period. In addition, a complex system such as a transportation
or communication system needs to maintain reliability even after a long oper-
ating period due to it is impossible or extremely costly to replace the whole
system for every failure. In addition, there is no rule or standard for what
parameters should be monitored at what operating periods. For instance, the
mean time to failure (MTTF) or availability of the system is used as measure-
ment parameters to quantify reliability or performance of the system or vice
versa. Therefore, to deliver a complexity of the traditional quality and reliabil-
ity terms and evaluation methods, the related works are categorized into two
main following topics: quality of experience (QoE) and user satisfaction.
6.2.1 XoX and QoE
Various methods have been proposed and applied for reliability evaluation of
the system [2]. These techniques can be categorized into two main methods:
qualitative and quantitative methods [3]. The quantitative methods provide
the evaluation results in term of a countable or measurable quantity or the
quantity that can be precisely defined. In contrast, the qualitative method
provides the results in a descriptive term concerning feelings, or experiences.
Recently, there are many research works on how service quality terms affect
users via multiple quality terms: Quality of Service (QoS), Grad of Service
(GoS), Class of Service (CoS), Quality of Resilience (QoR), and Quality of
Experience (QoE) [4, 5].
The main objective of these terms is to define the level of service quality
which will properly assist user demands. These quality terms can be referred
to as ”XoX” where the first acronym ”X” represents the first syllable of those
terms such as Quality, Class or Grade. The last acronym ”X” represents the
last syllable of the quality terms such as Service, Resilience, and Experience.
The acronym ”XoX” stands for these different quality terms. The terms have
gained more recognition due to the complexity of various services, and their
features were advertised as a marketing plan to a customer. As a result, the
QoE has also gained more interest because it directly directs on the end-user
satisfaction of the service. However, apart from traditional QoS terms, various
definitions of the quality terms when applying these terms based on differ-
ent network architectures can cause confusion to users or service providers [4].
Besides, the authors provide a non specific definition and introduced likeness
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among these terms based on the service class definitions provided by different
standardization:internet engineering task force (IETF), international telecom-
munication union (ITU), 3rd generation partnership project (3GPP), The Eu-
ropean Telecommunications Standards Institute ETSI, and The Institute of
Electrical and Electronics Engineers IEEE.
Despite the fact that these terms are recognized in terminology; in any
case, they are identified with one another. The authors likewise demonstrated
how QoE can be influenced by other quality terms and factors (environmen-
tal, psychological and sociological aspects, user profile, or application features).
Therefore, it is quite a challenge to efficiently evaluate the QoE. Although, the
Mean Opinion Score (mean opinion score (MOS)) is used as one of the popular
QoE measurement methods for voice and video applications based on the ITU
recommendations. However, difficulties and challenges still exist for evaluating
end-to-end QoE. The QoE measurement for the converged network and ser-
vices has been investigated [5, 6, 7]. The user satisfaction has been shown as
the most significant quality evaluation measure. Moreover, the measurement
of QoE with respect to the convergence requirements (any service, anywhere,
anytime, any user device, any media and networking requirements) has been
observed [5]. Moreover, challenges of provisioning QoE over the converged net-
works have been discussed [8]. The work focused on QoE estimation of media
services over an internet protocal (IP) network with three main QoE evalua-
tions: objective, subjective and hybrid approaches. The definition of subjective
and objective can be considered as qualitative and quantitative respectively.
Accordingly, the objective measurement involves only technical related param-
eters, which involve either network or application QoS parameters as presented
in [9]. The subjective assessments essentially apply user opinion metrics, for
instance, questionnaire or the MOS. If utilizing both objective and subjective
metrics for an evaluation, the method is called the hybrid approach [10]. In
this work, the authors classified two additional quality terms called Quality of
Delivery (QoD) and Quality of Presentation (QoP) which might affect the QoE
of voice and video services. The QoD is applied for delivery reliability while the
QoP focuses on perceived quality of the media. Therefore, the measurement
parameters of the QoP and QoD relate to the application layer and the layers
below the application layer respectively.
However, providing QoE over the converged network is arranged in term of
how various quality measurement parameters, network technology, and stan-
dardization can affect the quality terms that literally affect the QoE. Therefore,
to efficiently achieve end-to-end QoE or QoS, cooperativeness across different
converging networks and synchronization of quality parameters between dif-
ferent standards are needed. Moreover, the authors [4, 5] recommended that
QoR assessment should be considered as an independent factor besides QoS.
Nevertheless, the term and its assessment parameters were derived from the
QoS. In addition, degradation of these parameters can directly affect the user
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perceived quality as stated by [11]. The authors pointed that the frequency
of service interruption of voice and video applications can significantly impact
the QoE. Based on the above-related works and discussions, the QoE is proven
to be affected by QoS and QoR. In other words, these parameters can be in-
fluenced by each other and can directly or indirectly affect the user perceived
quality.
6.2.2 XoX and user satisfaction
The user satisfaction can be regarded as the main goal of implementing the
previously mentioned service quality terms. Therefore, the quality evaluation
has been proposed and created to user demands and pleasures. The developing
of client interest and advancement is firmly joined with one another. A good
example in response to this significant bond and preparing for successful global
competition is the national innovation strategy of Finland that has recently
arranged the user-driven innovation framework and policy [12]. Moreover, a
user-centric approach to evaluating QoS for future networks has been covered
by the ITU [13]. Therefore, there is doubtlessly user satisfaction has gotten
to be one of the essential necessities for both service providers and clients.
Consequently, the network parameters that might impact user satisfaction,
directly and indirectly, are needed to be considered and carefully evaluated.
Based on Subsection 6.2.1, considering the goal and measurement parame-
ters of each quality term, the complicated relationship between each term can
be represented toward the user satisfaction. Therefore, the relationship be-
tween various quality terms and parameters that affect user satisfaction can be
expressed by figure 6.3. The figure represents two main aspects that can affect
user satisfaction: quality-related factors and user-related factors. The quality
terms are typical technical quality terms which have been defined as a set of
standards for ensuring a quality level of the networks or services. These terms
include other quality terms that have been specifically defined by a group of
researchers (QoR or QoD). The user related terms can be defined as a term
or factor which directly or indirectly affect user emotions or opinion of the
perceived services. The quality terms and user-related aspects are considered
as objective and subjective quality assessment domains respectively.
The QoE is classified as the largest set beyond QoS because it includes both
subjective (user-related factors) and objective factors. the user-related factors
are uncertain and are classified separately. Estimation of the subjective factors
is difficult. In particular, even when the same user or tested conditions are
being set up for quality assessment, the tested results can vary over time. In
another word, the same user may provide different results at different period
by using the same estimation method. The services type which is considered as
a controllable factor is somehow randomly selected based on the user aspired.
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Therefore, user expectation of the service types is then considered as one of the
user-related factors.
In contrast, the QoS parameters can be observed by using estimation tools:
both network monitoring software and hardware. The quality can be statis-
tically analyzed and expressed in short-term or long-term quality parameters
for a critical analysis [14]. Accordingly, the equivalent measurement methods
can be applied to the other quality terms. These terms can be viewed as a
subset under QoS as most of them are derived or specifically classified from the
typical QoS definition.
Figure 6.3: Association between quality terms and influenced factors of user
satisfaction
To summarise, the QoE can be influenced by any quality terms. Therefore,
evaluating QoE as well as user satisfaction of the service and system is quite
challenges. Therefore, in this chapter, reliability is classified into two main
terms based on the affected factors: subjective and objective reliability. The
objective reliability is defined as typical reliability quantity that can be eval-
uated through technical or objective parameters such as network parameters.
Furthermore, subjective reliability is the reliability quantity that can be de-
rived from subjective factors. The graphical relationship between these terms
is represented by figure 6.4.
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Figure 6.4: Relationship of affect factors and new reliability evaluation ap-
proach
6.3 The Resilience Assessment and Its
Limitations
The QoR estimation can be dome by classification of the resilience measure-
ment metrics into two main categories: short-term and long-term quality met-
rics [14].The short-term quality metrics are measurement parameters that affect
the instantaneous availability of the system such as packet loss ratio, and packet
delay. On the contrary, the long-term quality metrics are measurement param-
eters of overall service quality for the entire operating period. These parameters
are traditional measures such as steady-state availability and mean time to fail-
ure. The short-term parameters such as instantaneous service availability and
unavailability (downtime) can be estimated by dividing the operating period
into a smaller period, ∆t. Then the service availability and unavailability for
those intervals can be represented by binary functions of user satisfaction: 1=
fully satisfaction/available, 0 = unsatisfied/unavailable. The ∆t period is cho-
sen to be long enough to determine service downtime, which depends on the
considering services or applications. The service state model per figure 6.5 was
used to demonstrate the relationship between service availability and unavail-
ability. However, the short term, instantaneous availability, was considered
only at the degraded quality region where some of the QoS qualities are not
compliant. The service availability and unavailability is determined by the
short-term quality threshold based on the user-perceived service quality. The
statistical data of the short-term service unavailability can be plotted and eval-
uated as downtime density histogram. The method, however, cannot evaluate
dynamic failure behaviors between networking layers.
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Figure 6.5: The service state model [14]
Moreover, the proposed method only consider the service degradation re-
gion, not the whole operating period. Further, assigning the proper threshold
level for detecting service availability is not an easy task due to it involves many
factors such as service types, and also it is difficult to determine whether or not
the user is fully satisfied with perceived service quality during the short period
(∆tD. Therefore, overall parameters that affect the user’s perceived quality is
recommended for the evaluation. A modern evaluation approach of QoR is
then proposed in next section. The method incorporates both objective and
subjective parameters to estimate user satisfaction.
6.4 The Proposed Reliability Evaluation
Framework
6.4.1 Selective resilience measurement parameter
algorithm
According to the previous section and the ITU-T recommendation E.800, var-
ious quality measurement parameters have been proposed for different net-
working technologies such as Mean Down Time (mean down time (MDT)),
Mean Time to Failure (MTTF), availability. Therefore, there is no standard or
framework in how and what parameters should be selected to predict the system
resilience. Therefore, this section proposes a selective resilience measurement
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algorithm and modern reliability evaluation method. The proposed idea is in-
spired by the concept of QoR [14] where reliability parameters are classified
into short and long term. However, the method has some disadvantages as
mentioned in the section 6.3 and there is no administration or standard about
how the measurement parameters should be collected for reliability assessments
during what operating period.
Initial assumptions
To improve the drawbacks of the current method as mentioned in Section 6.3,
the service state model per figure 6.6 is used for an evaluation process. The
instantaneous availability needs to be evaluated for the whole operating period.
Therefore, the observed results are obtained from any service quality regions:
availability, degraded and unavailability of quality.
Figure 6.6: The service state model for the proposed selective parameter frame-
work
In practice, determining if the service is fully satisfied or not during a short
observation period. A number of estimation errors can easily convey the total
results or failure distribution function into another direction. Therefore, a new
threshold concept is proposed. The concept is developed from an evolution of
failure terms: Error, Fault and Failure. An Error is a variance from ac-
curacy. Fault is the imperfection of hardware or software, and a Failure is
the incapability to perform a required function based on a given performance.
Normally, either a number of error or fault events will easily lead to the failure
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event. Therefore, a frequency of an error event is essential and used as an
indicator of a high possibility of the first failure event. As mentioned earlier,
it is difficult to precisely detect a failure during a short period due to most
of the important hardware and software of contemporary systems are already
designed and equipped with redundancy or automatic recovery mechanisms.
Therefore, the best way to prepare for an uncertain event or a major failure is
to prevent it from occurring. Accordingly, the threshold region per figure 6.6 is
proposed. The region is defined as the area starting from the degraded service
quality but perceived as the available region before reaching the degraded but
perceived as the unavailable region. This region is before the threshold value
of the traditional method. The proposed threshold, TQ, is employed as a moni-
toring threshold if the undesired service quality, UQ, degraded below TQ. The
threshold can be fine-tuned or updated depending on the required sensitivity
of the required service or system. The frequency of occurring UQ for the whole
observation period can be calculated and represented as a percentage of having
undesired signal quality by equation 6.1.
Pfi =
∑
UQ
Tobserve
(6.1)
Where
∑
UQ is the summation of UQ during the short observation interval
and Tobserve is the observation period. The period is less than or equal to
the whole monitoring period, Ttotal. In order to evaluate Pfi , the maximum
allowed percentage, Pfm, is defined. The Pfm is used to indicate the maximum
percentage of the allowance of a number of UQs for a given period before having
or detecting the first failure event.
Pfm =
Max no. of UQ
Trequired operating period
(6.2)
Therefore, at the condition Pfi ≥ Pfm, the service checking schemes or
system maintenance plan can be triggered or updated. The value is estimated
to fit different service types or the need for the network operator to prevent
the first failure event. Accordingly, the Tobserve is needed to be long enough to
observe UQ per Pfm condition. Therefore, the relation of different periods can
be given by equation 6.3.
Tobserve ≤ Trequired operating period ≤ Ttotal (6.3)
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The selective algorithm
Start Function Measure(Dt, Tobserve)
Get
Dt, Tobserve
While Time ≤ Tobserve While Time ≤ DtTrue If 
Signal quality < TQ
True Increment UQ;Yes
Increment COUNTER;
Time=COUNTER × Dt;
CALCULATE Pfi;
Pfi = UQ/Tobserve;
If Pfi ≥ Pfm Return TRUE to the 
Function
Yes
Return FALSE to the 
function
No
End Function
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(a)
Figure 6.7: (a). The measurement function.
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(b)
Figure 6.7: (continued) (b). The flowchart of the proposed selective parameter
framework.
Based on subsection 6.4.1, the selective resilience measurement parameters al-
gorithm is proposed and represented by figure 6.7. The algorithm proposes at
presenting a suitable selective reliability measurement parameters framework at
different operating periods. Moreover, the algorithm can be applied in the case
of no prior information about the system. The algorithm can also be applied to
any system regardless of the operating period. The main concept is employing
short interval observation per [14] for the monitoring processes, so the detailed
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characteristics of the service or system can be observed by using the proposed
service state model of figure 6.6. The proposed framework is also applied as
a major failure prevention method to trigger or update the maintenance plan
based on the appropriate Pfm value.
6.4.2 The proposed reliability evaluation method
As mention in the chapter 2, different stochastic models have been developed
and applied for reliability and performance analysis of system components.
This section proposed one of the stochastic models called Bayesian statistic.
The Bayesian approach has some advantages that can lead to the solution
of the reliability estimation challenges as mentioned in the section 6.3. The
Bayesian method has been developed and chosen as the consistency method
for uncertainty evaluation in many research areas [15, 16]. The approach can
take into account both objective (quantitative) and subjective (qualitative) fac-
tors. The Bayesian network modeling framework has been proposed where the
quantitative Bayesian inference is logically predicted based on qualitative in-
formation [17]. Moreover, the state-of-the-art of Bayesian reliability models
with Weibull failure distribution were exhibited [18]. The method can evalu-
ates a system with unknown reliability structure at all three phases of the FR
distribution. There are many varieties of Bayesian analysis, but the fundamen-
tal principle is based on the statistical expression of uncertainty of unknown
parameters through the Bayes′s theorem. Therefore, the Bayesian analysis ap-
proach is flexible and applied to fit various system conditions. In addition,
both expertise-based marketing decisions and technical data are possible to be
combined and utilized for an efficient analysis. The approach also performs
well in case of no prior system information. The practical use of the Bayesian
theory in reliability estimation is reviewed as follows. Let X be the observed
continuous random variable of the system’s component, for instance, a life of
the component. The distribution of X, f(X), is varied by the unknown pa-
rameter, θ which represents the mean lifetime of the component. Inferences of
the θ is estimated by the so-called Prior, f(θ), or distribution function of the
θ. The possible range of the θ value is normally obtained by prior information
or belief of an estimator. From the definition of conditional probability and
Bayes theorem, the distribution of θ, given X is given by equation 6.4 and 6.5.
f(θ | X) = f(X | θ)f(θ)
f(X)
(6.4)
Equation 6.4 , can be rewritten as
Posterior =
Joint Distribution
Marginal Distribution
(6.5)
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where f(θ | X) is the posterior distribution or the distribution of θ, given
the parameter X. Alternatively, equation 6.4 is represented as
f(θ | X) = 1
f(X)
× f(X | θ)× f(θ) (6.6a)
f(θ | X) = (normalized constant)× f(X | θ)× f(Xθ) (6.6b)
f(θ | X) = (normalized constant)× Likelihood× Prior (6.6c)
The f(X | θ) is equal to L(θ | X) or the likelihood of θ, given X which is
equal to the function of X, given θ. Therefore, the posterior is evaluated by the
relationship between the Joint and Marginal distribution or the relationship
between the Likelihood and Prior data of the system. In case of n devices
(denoted X1, X2, · · · , Xn), the Posterior distribution which is the distribution
of θ, given the parameters X1, · · · , Xn can be given by equation 6.7.
f(θ | X1, · · · , Xn) =
Joint Distribution
Marginal Distribution
(6.7a)
f(θ | X1, · · · , Xn) =
f(X1, . . . , Xn | θ)× f(θ)
∫ f(X1, . . . , Xn, θ)d(θ)
(6.7b)
With the assumption of the Weibull failure distribution, fθ (X) is given by
equation 6.8.
f(X | a, b, τ) = a
b
(
X − τ
b
)a−1
exp
[
−
(
X−τ
b
)a] (6.8)
where a is called shape parameter, b is called scale parameter, and τ is
called the delay or location parameter. The distribution of the function is
varied through these parameters; hence, different phases of the bathtub curve
can be resemble according to this variation. Please be noted that the θ in this
case refers to parameters a, b or τ . The failure or hazard rate function that
corresponds to equation 6.8 is given by equation 6.9.
h(X) =
a
b
(
X − τ
b
)a−1
(6.9)
Then, the reliability function can be simply calculated and given as equation
6.10.
R(X) = exp
[
−
∫ x
0
h(X)dx
]
(6.10a)
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R(X) = exp
[
−
(
X−τ
b
)a] (6.10b)
Although, the Bayesian can incorporate qualitative information, the user-
related factors and sociological aspects are not included via the above Bayesian
analysis. Nonetheless, considering all uncertainty factors for quantitative eval-
uation is complicated. As mentioned by the subsection 6.2.2, the important
of user-related factors or user satisfaction is increased and strongly affect the
reliability of modern service or system. Therefore, the user-related factors are
advised to take into account for modern reliability evaluation approach. From
the equation 6.6c, the Posterior depends on the Likelihood and Prior informa-
tion of the system. The Prior is typically acquired from pre-existing data about
the system; as well, it can be acquired based on the belief of an experienced
expert. For instance, the belief to have a similar distribution with the Posterior
is called conjugate Prior [16]. Nevertheless, the belief is mainly related to the
belief of the system components and behaviors. The Likelihood represents the
relationship between the unknown parameter θ and the observed parameter X
or how likely of X, given θ or vice versa. Accordingly, the modern reliability
evaluation approach could be proposed and given by equation 6.11.
Posterior = (normalized constant)×Likelihood×LoSF ×Prior (6.11)
Where LoSF is the likelihood of the subjective factors; the term represents
the likelihood of θ, given subjective factors. As a result, the proposed Posterior
does not limit only for the objective factors, but also the subjective factors. In
Particular, the subjective factors that influence user satisfaction of the service
or system can take into account for an evaluation. As far as the characteristic
of the subjective factors is concerned, their effect on user satisfaction is random
and time-dependent by nature. Besides, these factors do not depend on system
performance or objective factors. Thus, the LoSF value is varied with time
regardless of the performance of the system. For giving an idea about how the
LoSF affects the new posterior approach, the results trend per equation 6.11
are simulated and presented by table 6.1.
Table 6.1: The sample trend of new Posterior approach per the proposed equa-
tion 6.11
Likelihood Posterior Trend
Typical likelihood (Objective) LoSF (Subjective) Short-term Long-term
H H H H
H L L H
L H H L
L L L L
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The table 6.1 represents the sample simulation trend of the Posterior re-
sults when taken into account both typical Likelihood and LoSF . The LoSF
mainly focuses on subjective factors or the user’s satisfaction while the typ-
ical likelihood term is mainly related to the objective factors. The results
present two possible Likelihood values (1 = Maximum/High(H) or 0 =
Minimum/Low(L)) and two main periods: short and long-term due to an un-
certainty of user satisfaction or the LoSF . The short-term results are mainly
affected by the subjective factors while the objective factors are mainly af-
fected by the long-term quality results. In brief, the modern reliability evalu-
ation approach incorporates both short-term and long-term posterior results.
The results can also be continuously updated or estimated by applying various
Bayesian inference techniques.
6.5 Conclusions
This section reveals a relationship and definition of several quality terms through
their measurement parameters. An important of user satisfaction is pointed
out as the main objective for modern services and systems. Moreover, some
limitations of reliability evaluation approach have been exhibited. Therefore,
the selective reliability parameters algorithm and modern Bayesian reliability
evaluation approach for a system with Weibull distribution are proposed in
this section. The proposed method can well incorporate both traditional ob-
jective quality and subjective quality factors for future reliability evaluation
framework.
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Chapter 7
Conclusions and Future
Works
7.1 Conclusions
This thesis has shown different aspects of reliability and quality terms defi-
nitions and contemporary end-to-end reliability analysis trend due to its re-
quirement for future services and applications such as financial, medical and
disaster warning and broadcast system. The study has sought the relation of
the state-of-the-art of resilience parameters in term of quality of service (QoS)
and quality of resilience (QoR). The study has also explored the key network
reliability parameters and examined for describing the reliability of different
IMS-based network topologies. Moreover, different reliability and performance
analysis and methodologies of the IP multimedia subsystem (IMS) system has
been evaluated and studied. The thesis designates that there is no standard or
unique reliability or performance method and model that can meet all require-
ments of the services and system, especially the IMS system.
The thesis offered the proposed continuous-time Markov chain (CTMC)
model for both simplex and redundancy system are measured and weighed
with state-of-the-art models as presented in the chapter 2. The numerical
analysis and the simulation results of the proposed models as shown in the
chapter 3, chapter 4, and chapter 5 correspond well with the system reliability
hypothesis and exhibit better failure and recovery characteristics of the system.
Therefore, the proposed models with detailed failure and recovery rates can
interpret sufficient reliability and availability characteristics for both simplex
and redundancy system.
In addition, the reliability impact due to different redundancy conditions
is exposed. The simulation results contribute interesting reliability features of
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two important IMS-based communication scenarios: intra-domain and inter-
domain (similar and different home domain) communication. The end-to-end
reliability behaviors of inter-domain or long distance communication scenarios
clearly are magnified with just a single redundancy. Moreover, an optimization
of the number of parallel redundancy as shown in the chapter 4 determine an
opportunity to formulate high availability and reliability system.
Finally, the modern reliability evaluation framework is exhibited in the
chapter 6. The evaluation framework gives a novel idea to incorporate both
objective and subjective parameters which include user-related factors for an
evaluation. The method can weight overall reliability factors for estimation of
future services and systems.
To conclude, the thesis addressed potential solutions to the end-to-end re-
liability challenges as stated in section 1.3 of the chapter 1. However, the
proposed evaluation methods and models did not fully investigate all related
factors such as quality terms, network parameters, and possible communica-
tion scenarios. However, the thesis reveals significant end-to-end quality and
reliability limitations and realistically evaluation design for further extending
toward future service and system.
7.2 Scope for the future work
Based on the conclusion, there are several approaches which can be further
developed to assess end-to-end quality and reliability of modern services and
systems. For instance, there are many stochastic models which can represent
different characteristics of a different system. Therefore, a combination of these
models can be reasonably implemented. Not only the hybrid model can link
advantages of each model but also can increase the complexity of an evaluation.
Therefore, the models and method are needed to be carefully chosen, designed
and optimized to satisfy the service and system.
Moreover, with the internet technology, failure behaviors of important ser-
vices and systems can be remotely observed and stored in the database. These
data can be shared and cooperate among network administrators and service
providers. This implies that a better quality and reliability evaluation can be
predicted and achieved through an online or central high-performance comput-
ing. Besides, the failure or maintenance plan can be immediately informed and
assisted through the modern communication system technologies.
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