Abstract-This paper presents a new adaptive controller for image-based dynamic control of a robot manipulator using a fixed camera whose intrinsic and extrinsic parameters are not known. To map the visual signals onto the joints of the robot manipulator, this paper proposes a depth-independent interaction matrix, which differs from the traditional interaction matrix in that it does not depend on the depths of the feature points. Using the depth-independent interaction matrix makes the unknown camera parameters appear linearly in the closed Index Terms-Adaptive control, robot manipulator, uncalibrated camera parameters, visual servoing.
V
ISUAL servoing is an approach to control motion of a robot manipulator using visual feedback signals from a vision system. This has been one of the most active topics in robotics since the early 1990s. There are two possible configurations to set up a vision system for visual servoing. First, the camera can be mounted at the end-effector of the robot manipulator, and such a setup is called eye-in-hand system [1] , [7] , [14] , [16] , [18] , [25] , [30] . Second, the camera can be fixed at the position near the manipulator [2] , [4] , [17] , [22] , [32] , [34] . Two basic schemes, namely position-based control [11] , [36] and image-based control [10] , [13] - [16] , have been developed. A position-based approach needs to estimate the threedimensional (3-D) position and orientation of the robot using visual information, and an image-based approach employs directly the projection signals of feature points on the image plane without estimating the 3-D position and orientation. A combination of the two schemes is called hybrid visual servoing [25] , [40] . While each scheme has its own advantages and drawbacks, image-based controllers are more robust to disturbances and measurement noises. Existing methods can also be classified into kinematics-based and dynamic methods according to whether the nonlinear dynamics is taken into account in controller design.
In this paper, we address image-based dynamic control of a robot manipulator in 3-D motion using a fixed camera whose intrinsic and extrinsic parameters are not known.
A. Kinematics-Based Uncalibrated Visual Servoing
Obtaining accurate camera parameters is crucial to performance of an image-based visual controller because the image Jacobian or interaction matrix, which depends nonlinearly on the parameters, is widely used to map the image errors onto the joint space of the manipulator. It is well known that camera calibration is tedious and costly. To avoid this, tremendous efforts have been made to on-line estimation of the image Jacobian. For the eye-in-hand setup, Yoshimi and Allen [38] proposed an estimator of the image Jacobian for a peg-in-hole alignment task. Hosoda and Asada [16] used the Broyden updating formula to estimate the image Jacobian. Ruf et al. [33] proposed an on-line calibration algorithm for position-based visual servoing. Papanikolopoulos et al. [30] , [31] developed an algorithm for estimating on-line the relative distance of the target with respect to the camera. Recently, Malis [26] proposed a visual servo controller invariant to changes in the camera intrinsic parameters. For the fixed camera configuration, Jagersand et al. [19] proposed a similar method to that in [11] , [16] . Piepmeier et al. [32] developed a dynamic quasi-Newton method. Using the least square method, Lu et al. [24] developed an algorithm for calculating on-line the exterior orientation. Chen et al. [8] proposed a homography based adaptive tracking controller by estimating the unknown depth and object parameters. A theoretical and thorough analysis has been conducted by Hespanha et al. [15] , [41] on what can be done with uncalibrated stereo vision systems.
B. Dynamic Visual Servoing
However, the methods mentioned above are based on kinematics only and the nonlinear forces in robot dynamics are ne-1552-3098/$20.00 © 2006 IEEE glected. Many works [4] , [6] , [9] , [17] , [21] , [22] pointed out the importance of dynamic visual servoing because the nonlinear forces affect not only control errors but also the stability. To compensate for the nonlinear forces, Carelli et al. [5] proposed an adaptive controller for the eye-in-hand setup. For the fixed camera configuration, Zergeroglu et al. [39] used the backstepping technique to design a robust controller, which produces globally uniformly ultimately bounded errors for plane motion of the manipulator. The controller in [3] gives rise to asymptotic convergence of the position error when the desired trajectory is persistently exciting. However, the aforementioned controllers assume that the camera is well calibrated. Xiao et al. [37] developed a hybrid controller for tracing trajectory on a plane in an uncalibrated workspace with a fixed camera. Kelly [20] proposed an asymptotically stable controller for position control of a planar manipulator. The controller in [34] assumes that the intrinsic parameters are known. The adaptive controllers proposed by Hsu et al. [17] , Astolfi et al. [2] , and Bishop and Spong [4] also apply to planar manipulators only. Consequently, no dynamic controller with guaranteed stability has been developed to cope with the unknown camera parameters as well as 3-D motion of the robot manipulator.
C. Contribution of This Paper
This paper proposes a new adaptive controller to regulate a set of feature points on the image plane to desired positions using visual feedback from a fixed camera whose intrinsic and extrinsic parameters are not known. One of the major problems that obstruct the development of adaptive visual servoing is the fact that the image Jacobian or the interaction matrix cannot be linearly parameterized by the camera parameters. To solve this problem, we propose a depth-independent interaction matrix, which is obtained by eliminating the depth in the traditional interaction matrix. Using this depth-independent interaction matrix in controller design, it is possible to make the unknown camera parameters appear linearly in the closed-loop dynamics. As a result, we can use an adaptive algorithm, similar to that proposed by Slotine and Li [35] , to estimate the unknown parameters on-line. However, since the objective is to regulate the system's output (the projection), instead of the state, we cannot achieve the asymptotic convergence of the image errors simply using the Slotine-Li algorithm. To guarantee the convergence of the image errors, in the parameter adaptation we combine the Slotine-Li algorithm with an on-line gradient descending minimization algorithm of the errors between the real and estimated image coordinates of the feature points. The on-line minimization algorithm is to ensure full rank of the estimated projection matrix corresponding to the estimated camera parameters. To compensate for the nonlinear scaling term corresponding to the depth, a quadratic feedback of the image errors is introduced in the control law. This is one of the major differences of our controller from existing ones. The Lyapunov method is used to rigorously prove asymptotic convergence of the image errors based on the full nonlinear dynamics of the robot manipulator. In order to verify the performance, experiments have been conducted on a 3-degree-of-freedom (DOF)robotmanipulator.Theexperimentalresultsdemonstrated good convergence of the image errors. The contribution of this paper can be summarized as follows: First, a depth-independent interaction matrix is proposed for mapping the image errors onto the joint space. Second, a dynamic controller using the uncalibrated visual feedback from a fixed camera has been developed for 3-D motion control of a robot manipulator. Moreover, a new adaptive algorithm has been developed to estimate the unknown intrinsic and extrinsic parameters of the camera. Finally, the asymptotic convergence of the image errors to zero has been rigorously proved by the Lyapunov method based on the nonlinear dynamics, and the performance of the controller has been verified by experiments.
II. CAMERA AND ROBOT MODELS
This section describes the assumptions and the problem statement and reviews the kinematics of the visual servoing system.
A. Problem Statement
In this paper, we consider a fixed camera setup in which a vision system is placed near a robot manipulator to monitor its motion (Fig. 1) . A number of feature points marked on the endeffector are being traced by the vision system. To clarify our problem, the following assumptions are made.
1) The intrinsic parameters of the camera are not calibrated.
2) The extrinsic parameters, i.e., the homogeneous transform matrix between the camera and the robot are not known.
3) The camera under consideration is a pin-hole camera with the perspective projection. Denote by the number of the feature points selected on the manipulator. The feature points are projected onto the image plane of the camera. The problem addressed is defined as follows:
Problem 1: Given the desired positions of the feature points on the image plane, design a proper joint input for the robot manipulator under the aforementioned assumptions such that the feature points asymptotically approach to the desired positions.
To simplify the discussion, we will first address the problem of controlling one feature point, and then in Section IV will extend the method to multiple feature points.
B. Notations
In this paper, a bold capital letter represents a matrix and a bold lower case letter expresses a vector. An italic letter represents a scalar quantity. A matrix, or vector, and or scalar accompanied with a bracket implies that its value varies with time.
Furthermore, let and denote the identity matrix and the zero matrix, respectively.
C. Kinematics
As shown in Fig. 1 , we set up three coordinate frames, namely the robot base frame, the end-effector frame, and the camera frame, to represent motion of the manipulator and the kinematic relation between the vision system and the manipulator. Denote the joint angle of the manipulator by a vector , where is the number of DOFs. Represent the homogeneous coordinates of the feature point with respect to the robot base frame by a vector . From the forward kinematics of the robot manipulator (1) where is the Jacobian matrix of the robot manipulator. Denote the coordinates of the feature point with respect to the camera frame by . Then (2) where is the 4 4 homogeneous transform matrix from the robot base frame to the camera frame. Note that is a constant and unknown matrix, representing the unknown extrinsic parameters:
where is the 3 3 rotation matrix and denotes the 3 1 translational vector. Let express the homogenous coordinates of the projection of the feature point on the image plane. Under the perspective projection model (3) where is a 3 4 matrix determined by the intrinsic parameters of the camera (4) where and are the scalar factors of the and axes of the image plane. represents the angle between the two axes.
is the position of the principal point of the camera.
in (3) is the depth of the feature point with respect to the camera frame. Denote by the product of the matrix and the homogenous transformation matrix , i.e.,
where denotes the th row vector of the rotation matrix, and are the coordinates of the translation vector . The matrix is called perspective projection matrix and its dimension is 3 4. Note that this matrix depends on the intrinsic and extrinsic parameters, independent of the position of the feature point. The (3) can be rewritten as (6) The depth of the feature point is given by (7) where denotes the third row vector of the perspective projection matrix . It is important to note the following properties of matrix [12] . Property 1: The perspective projection matrix has a rank of 3.
When the parameters are not calibrated, the perspective projection matrix is unknown and thus should be estimated from coordinates of the feature points and their projections on the image plane. Note that there are 12 unknown components in the matrix. Since two equations correspond to one feature point, six feature points are necessary to estimate the perspective projection matrix. However, the following property should be noted.
Property 2: Given the world coordinates of a sufficient number of feature points and their projections on the image plane, the perspective projection matrix can be determined only up to a scale.
This can be easily explained by the fact that the matrix for any nonzero is a solution for (6) if is a solution because
From Property 2, the result is not unique no matter what estimator is employed. Therefore, we can fix one component of the unknown matrix , for example , so that 11 components need to be estimated. List the 11 unknown components in a vector denoted by , which is determined by the unknown camera intrinsic and extrinsic parameters, as follows:
where denotes the component at the th row and the th column.
D. A Depth-Independent Interaction Matrix
By differentiating (6), we obtain the following velocity relationship: (8) where the matrix is a matrix in the following form: (9) It should be noted that is the interaction matrix or image Jacobian, which differs from by the depth. Since the matrix is independent on the depth of the feature point, we call it depth-independent interaction matrix. The components of matrix are linear to the components of the perspective projection matrix .
Proposition 1: The depth-independent interaction matrix has a rank of 2 if the rank of the perspective projection matrix is 3. Proof: Assume that the rank of the matrix is smaller than 2. Then, there exist nonzero scalars and such that (10) This equation can be written as (11) If the coefficient is not equal to zero, the equation means that the three row vectors of the matrix are linearly dependent. If the coefficient is zero, the first two row vectors are linearly dependent. However, the row vectors must be linearly independent because the matrix has a rank of 3. Consequently, the rank of the matrix is 2. Property 3: For any homogenous vector , the product can be written in the following linear form:
where is a regressor matrix without depending on the intrinsic and extrinsic parameters of the camera and the vector represents the unknown camera parameters.
E. An Estimated Projection Error of the Feature Point
Consider a position of the feature point and its corresponding projection at time instant . Denote an estimation of the unknown projection matrix by . We consider a fixed estimation at this moment and a time-varying one later in the adaptive rule. Define the following error vector: (13) Note that is a 3 1 vector whose third component is always zero. From the perspective projection (6) and (7), we have (14) Then, (13) can be rewritten as (15) where , representing the estimation error. is a vector of the estimated parameters corresponding to the estimated matrix . The 3 11 matrix is independent of the unknown parameters. Here we call estimated projection error of the feature point at time .
Remark 1: The estimated projection error can be calculated from (13) without using the true camera parameters, though it can be represented explicitly as a linear function of , as shown in (15) . Proposition 2: Suppose that an estimation of the unknown parameters leads to zero at five different positions of the feature point. If it is not possible to find that three of the five images corresponding to the positions are collinear, the estimated projection matrix has a rank of 3.
The proof is given in Appendix. The conditions in Proposition 2 are illustrated in Fig. 15 in Appendix. Proposition 2 plays one of the most important roles in stability analysis of our controller.
F. Robot Dynamics
It is well-known that the dynamic equation of a robot manipulator has the form (16) where is the positive-definite and symmetric inertia matrix.
is a skew-symmetric matrix such that for any vector
The term represents the gravitational force, and is the joint input of the robot manipulator. The first term on the left side of (16) is the inertial force, and the second term represents the Coriolis and centrifugal forces. We will consider all the nonlinear dynamic forces in the controller design.
III. ADAPTIVE IMAGE-BASED VISUAL SERVOING
To cope with the unknown camera parameters, this section proposes a novel controller estimating the unknown parameters on-line while controlling motion of the manipulator. The adaptive control addressed here is different from traditional problems in robot control in which the state feedback errors are used. The errors to be fed back here are the image errors, i.e., pixels, which are outputs of the system. In our problem, the state, e.g., the position and orientation of the robot manipulator, can also be obtained by the internal sensors, and thus the problem is slightly different from output adaptive control problems in nonlinear control theory. We propose to employ a hybrid scheme which feeds back both the position and velocity (state) of the manipulator and the image errors (output) as well.
A. Controller Design
Denote the desired position of the feature point on the image plane by , which is a constant vector. The image error is obtained by measuring the difference between the current position and the desired one: (17) is the image error vector whose third component is always zero. Denote the time-varying estimation of the unknown parameters by . Using the estimated parameters, we propose the following controller:
The first term is to cancel the gravitational force in the robot dynamics. The second term represents a velocity feedback in the joint space. The last two terms are the image error feedback. The matrix represents an estimation of the depth-independent interaction matrix calculated using the estimated parameters.
is an estimation of the third row vector of the perspective projection matrix.
is a positive-definite velocity gain matrix and is positive definite position gain matrix. The rule for updating the estimation of the camera parameters will be described in next subsection. It should be noted that the controller does not use the inverse of the manipulator Jacobian or the depth-independent interaction matrix.
It is important to note that the depth factor does not appear in control law. The quadratic form of in (18) is to compensate for the effect caused by the removal of the depth. Using the depth-independent interaction matrix and including the quadratic term are two important characteristics that differentiate our controller from other existing ones. It should be pointed out that the controller has a simple form suitable for real-time implementation. By substituting the control law (18) into the robot dynamics (16), we obtain the following closedloop dynamics: From Property 3, the last term can be represented as a linear form of the estimation errors of the parameters as follows: (20) where , representing the estimation error and is a regressor matrix without depending on the unknown parameters.
B. Estimation of the Camera Parameters
In this subsection, we propose a new adaptive algorithm to estimate the unknown parameters on-line. The basic idea is to combine the Slotine-Li algorithm with an on-line minimization of the estimated projection error of the feature point in the gradient descending direction.
Suppose that on its trajectory, at a time instant the feature point is at the position and the corresponding projection on the image plane is (Fig. 2) . From (13) and (15), the estimated projection error of the feature point at this time instant is given by (21) Even when is a constant, the error changes with time because the estimated parameters are time-varying. However, the regressor matrix is a constant matrix once the 3-D position of the feature point is fixed. It should be noted that the error can be calculated from the measurement of the 3-D position and projection of the feature point without knowing the true parameters, though the parameters appear in a linear form in (21) .
On the trajectory of the feature point, we can select such positions, and hence equations like (21) can be obtained. In the parameters adaptation, we update the estimation in the direction of reducing the estimated projection errors . Following is the adaptive rule for updating the estimation of the parameters: (22) where and are positive-definite and diagonal gain matrices, and their dimensions are, respectively, and . Note that the first term comes from the Slotine-Li algorithm and the second term represents on-line minimization of the estimated projection errors in the gradient descending direction. To simplify the notation, let ( 
23)
Remark 2: The adaptive algorithm is different from Slotine and Li's algorithm because of the existence of the last term on the right side. The introduction of this term is to ensure fullrank of the estimated perspective projection matrix so that the asymptotic stability of the system is guaranteed.
The selection of the positions is important for stability of the controller. The objective of introducing the last term in the adaptive rule is to ensure that the estimated projection matrix has a rank of 3. Proposition 2 states that five positions are sufficient and necessary to guarantee the full rank when the estimated projection errors are equal to zero and there are not three image projections lying on a line. Therefore, when selecting the five positions of the feature point, we must guarantee that any three of their projections on the image plane are not collinear. The following two methods can be used for the selection.
• Method 1: Select the initial and current positions, and another three positions. The three positions can be obtained by arbitrarily moving the manipulator. This needs to be done off line when only one feature point is controlled. However, to control position of the end-effector of the robot, at least three non-collinear feature points must be selected, and hence the initial, goal, and current positions of the feature points can be used in the adaptive rule so that the off line process can be eliminated. • Method 2: Select constants . We can select the positions of the feature point on its trajectory at time with a condition that when . We can also select the time-varying positions with a condition that if . Since it is almost impossible for a manipulator to follow a straight line precisely, the conditions in Proposition 2 can be guaranteed if the number is reasonably large and the positions are randomly selected.
C. Stability Analysis
We here analyze the stability of the robot manipulator under the control of the proposed controller and adaptive algorithm. For simplicity, we assume that the feature point is visible during the motion so that its depth with respect to the camera frame is always positive. Following is the main result of this paper.
Theorem 1: If the five positions of the feature point for the parameter adaptation are so selected that it is impossible to find three collinear projections on the image plane, under the control of the proposed controller (18) and the adaptive algorithm (22) for parameters estimation, the image error of the feature point is convergent to zero, i.e., (24) Proof: Introduce the following non-negative function: (25) Multiplying the from the left to the closed-loop dynamics (19) results in (26) From (7) and (8), we have (27) By multiplying the from the left to the adaptive rule (22), we obtain (28) Differentiating the function in (25) results in (29) From (1) and (7) (30)
By combining (26)- (30), we have (31) From this equation, the function never increases its value so that it is upper bounded. From the definition (25) , bounded directly implies that the joint velocity, the image errors, and the estimation errors are all bounded. Then, the joint acceleration is bounded from the closed-loop dynamics (19) and so is from the adaptive algorithm (22) . Therefore, the joint velocity and the estimated parameters are uniformly continuous. From the Barbalat Lemma, we conclude that (32) When and the points are so selected that the conditions in Proposition 2 are satisfied, the matrix has a rank of 3.
To prove the convergence of the image error, we further consider the equilibrium points of the system. From the closed-loop dynamics (19) of the robot manipulator, at the equilibrium point, we have (33) Note that the dimension of is three and its third component is always zero. is a 3 3 matrix.
is a 4 3 matrix whose fourth row is due to the homogenous coordinates. When the rank of the Jacobian matrix is larger than or equal to three, at the equilibrium points, the following holds: (34) Note that (35) The rank of the estimated matrix is three if the conditions stated in Proposition 2 are satisfied. By using a similar proof to that for Proposition 1, it is possible to demonstrate that the matrix has a rank of 2. From (34), it is obvious that at the equilibrium point. Consequently, the image error is convergent to zero as the time approaches to the infinity.
It should be pointed out that the estimated parameters are not convergent to the true values. If a sufficient number of positions of the feature point are selected for the adaptive algorithm, the convergence of the estimated projection errors implies that the parameters are convergent to the true values up to a scale.
It should be also noted that the convergence of the image errors does not mean the convergence of the end-effector to the desired position. To regulate the end-effector in 3-D space, we need to properly select several feature points for control.
IV. CONTROL OF MULTIPLE FEATURE POINTS
In this section, we extend the proposed method to control of a number of feature points. Let be the number of the feature points. Denote the homogenous coordinates of feature point on the image plane by and its coordinates with respect to the robot base frame by . Under the perspective projection model, the coordinates are related by (36) where denotes the depth of the feature point with respect to the camera frame. The velocity relationship is given by (37) where has a similar form to the matrix in (9) . From the robot kinematics (38) It should be noted that the Jacobian matrix is different for different feature points. A controller similar to that in (18) can be designed by (39) where (40) By substituting the control law (39) into the robot dynamics (16) and noting Property 3, we obtain the following closed-loop dynamics:
The following adaptive rule, similar to that in (22) , can be employed to estimate the unknown parameters: (42) where and denote, respectively, the th 3-D position of the feature point on its trajectory selected for parameter estimation and the corresponding projection on the image plane.
The number must be so selected that . The estimation error is similar to that in (21). A similar logic to that in the proof of Theorem 1 leads to that and are bounded, and hence that and are uniformly continuous. On the other hand, from the closed-loop dynamics (41) the equilibrium points must satisfy (43). Therefore, from Barbalat's Lemma, the image errors are convergent to the equilibrium points satisfying (43) as the time approaches to the infinity.
We further consider the convergence of the image error . It is not possible to conclude the convergence of the image errors to zero from (43) only. The image errors are convergent to zero only when the rank of the coefficient matrix is equal to . This implies that the number of DOFs of the manipulator must be larger than or equal to . When all the feature points are on the end-effector and the end-effector is a rigid body, a stronger result can be obtained. Denote the position and orientation of the end-effector with respect to the robot base frame by a homogeneous transformation matrix . The homogenous coordinates of the feature point is given by (46) where denotes the position of the feature point with respect to the end-effector frame. Note that is a constant vector. Then, the image coordinates can be related as follows:
(47) Once the image errors are convergent to the equilibrium points satisfying (43), the joint position and parameters estimates can be considered as constant vectors. We consider solution of for (43) provided that and are constants. Note that the homogenous transformation matrix can be represented by six independent unknowns, i.e., three translational and three rotational variables. By substituting (47) into (43), (43) represents nonlinear equations with six unknowns. When and the nonlinear equations admit a unique solution of the position and orientation of the end-effector, only one set of image coordinates satisfies (43). Since for all is obviously a solution of (43), we can conclude the convergence of the image errors of the feature points to zero. If the nonlinear equations admit more than one solution, the image errors may not be convergent to zero. The conditions need to be further investigated in our future work.
V. EXPERIMENTS
We have implemented the proposed controller in a 3-DOF robot manipulator (Fig. 3) 
A. Control of One Feature Point
In the first experiment, we control only one feature point marked on the end-effector. The coordinates of the feature point with respect to the end-effector frame are m. We first set the desired position of the feature point and record its image coordinates. Then move the end-effector to another position and record that image coordinates as the initial position. Fig. 4 shows the initial and desired positions of the feature point on the image plane.
Two experiments were conducted. In the first experiment, five positions of the feature point on its trajectory were selected for parameter adaptation. Fig. 5(a) and (b) demonstrate the position errors and the trajectory of the feature point on the image plane, respectively. The image error was within 1 pixel. The results confirmed the convergence of the image error to zero under control of the proposed method. Fig. 6 plots the profiles of the estimated parameters, which are not convergent to the true values. The fast convergence of the estimated parameters was due to the fast convergence of the image errors. Fig. 7 illustrates the 3-D trajectory of the end-effector. The initial and final joint values of the manipulator are and rad, respectively. It should be pointed out that the final position could be different for different running because one feature point cannot completely constrain the position of the end-effector.
In the second experiment, we only used the current position of the feature point to construct the last term in the adaptive rule (22) . Fig. 8 shows the image errors and the trajectory of the feature point on the image plane. Fig. 9 demonstrates the profiles of the estimated parameters. The results demonstrated that even when we only use the current position for parameters adaptation, it is still possible to achieve the convergence. This is because the last term, i.e., the estimated projection error, in the adaptive rule (22) is convergent very fast (Fig. 10) . This experiment showed that it is possible to achieve the convergence without pre-selecting the observed positions, just by using the current position for the parameter estimation in the adaptive rule. The true intrinsic parameters and their initial estimations used in the experiment are given in Table I . The control gains used were and . The adaptive gains were and The initial estimation of the homogenous transformation matrix of the robot base frame respect to the vision frame is
The true value of the homogenous transform matrix is not available.
B. Control of Multiple Feature Points
In the third experiment, we control three feature points whose coordinates with respect to the end-effector frames are Table I . The true camera extrinsic parameters were not available.
VI. CONCLUSION
In this paper, we proposed an adaptive dynamic controller for position control of a number of feature points of a robot manipulator using uncalibrated visual feedback from a fixed camera. The controller employs a depth-independent interaction matrix, newly proposed, to map the image errors onto the joint space of the manipulator. By using the depth-independent interaction matrix, it is possible to make the unknown camera parameters appear linearly in the closed-loop dynamics of the system. A new adaptive algorithm has been developed to estimate the unknown intrinsic and extrinsic parameters. By taking the nonlinear dynamic forces of the robot into account, we proved, using the Lyapunov method, the asymptotic convergence of the image errors on the image plane to zero. Experiments have been carried out to verify the performance of the proposed method. It should be noted that the discussion is focused on the fixed camera configuration. Extension of this method to an eye-inhand setup is our future work.
APPENDIX
Here we prove Proposition 2 in detail. First, consider the following proposition.
Proposition 3: Suppose that the rank of an estimation of the perspective projection matrix is not full so that its row vectors are related by (48) where the coefficients and are not equal to zero. Assume that the projection of the feature point at the position yields the zero estimated projection error , i.e.,
1) If or is not equal to zero, then the coefficients must satisfy (50) 2) If , the position vector must be on the intersection line between two planes defined by and in the 3-D space. Proof: The statement at 2) is obvious, so no proof is given here. We only prove part 1). By submitting (48) into the perspective projection (6), we obtain We are now ready to prove Proposition 2. To guarantee that the estimated projection matrix has a rank of 3, we must ensure that there are at least three independent equations like (53) to constrain the coefficients and . Assume that five positions of the feature point lead to zero estimated projection errors. If three of the five projections are collinear on the image plane [ Fig. 15(a) ], Proposition 3 states that the three positions of the feature point may simultaneously yield (54) As a result, there are only two equations like (53) constraining the coefficients and , and hence feasible solutions exist. In other words, the rank of the estimated projection matrix is smaller than 3. On the other hand, if there are not three collinear projections on the image plane [ Fig. 15(b) ], there are at least three independent equations like (53) constraining the coefficients, and hence no feasible solution exists. Therefore, to guarantee that the rank of the estimated projection matrix is 3, the conditions stated in Proposition 2 must be satisfied.
