A family of codes with a natural 2-D structure is presented, inspired by an application of redundant arrays of independent disks (RAID) type of architectures whose units are solid-state drives (SSDs). Arrays of SSDs behave differently from arrays of hard disk drives, since hard errors in sectors are common and traditional RAID approaches (like RAID 5 or RAID 6) may be either insufficient or excessive. An efficient solution to this problem is given by the new codes presented, called partial maximum distance separable (PMDS) codes.
I. INTRODUCTION
C ONSIDER an array of, say, storage devices. Each storage device contains a (large) number of sectors, each sector protected by an error-correcting code (ECC) dealing with the most common errors in the media. However, it may occur that one or more of the storage devices experiences a catastrophic failure, where by catastrophic we mean that all the information in the device is lost. In that case, data loss will occur if no further protection is implemented. For that reason, the architecture known as redundant arrays of independent disks (RAID) was proposed [11] .
The way RAID architectures work is by assigning one or more devices to parity. For instance, take a row of sectors, we call this set of sectors, a "stripe": sectors carry data, while the th is the XOR of the data sectors. We repeat this for each stripe of sectors in the array. Such an architecture is called a RAID 4 or a RAID 5 type of architecture. In what follows, we will call it RAID 5. The difference between RAID 5 and RAID 4 is in the distribution of the parity sectors, but we do not address this issue here. A RAID 5 architecture provides protection against a catastrophic device failure. A RAID 6 architecture gives protection against two catastrophic failures. We will use interchangeably the terms row and stripe. Manuscript From a coding point of view, the model of failures corresponds to erasures, i.e., errors whose location is known [22] . It is preferable to use maximum distance separable (MDS) codes for RAID 6 types of architectures: in order to correct two erasures, exactly two parities are needed. There are many choices for MDS codes correcting two or more erasures: we can use Reed-Solomon (RS) codes [23] , [26] , or array codes, like EVENODD [2] , RDP [8] , X-codes [34] , B-codes [33] , C-codes [21] , Liberation codes [27] , and others [3] , [31] .
Architectures like RAID 5 and RAID 6 are efficient when the storage devices are hard disk drives (HDDs). However, when using solid-state drives (SSDs) like flash, these types of architectures, by themselves, either are not efficient or they are wasteful. Arrays of SSDs pose new challenges for code design, so we will spend the rest of this section addressing some of them. Different ways to adapt RAID architectures to SSDs are being considered in recent literature. For instance, ways to enhance the performance of RAID 5 are described in [1] , [19] , and [25] . See also [13] and [18] , where the internal ECC and an RAID type of architecture interact. In particular, Greenan et al. [13] use an adaptive method to increase the redundancy when the bit-error rate increases.
Contrary to HDDs, SSDs degrade significantly in time and as a function of the number of writes [24] . As time goes by and the number of writes increases, the likelihood of a hard error in a sector also increases. A hard error occurs mainly when the correction capability of the internal ECC of a sector is exceeded. In general, BCH codes [22] are used for the internal ECC of a sector, although many other codes (including LDPC codes with soft decoding) are possible. However, we do not address the internal ECC problem in this paper. The point is a hard error corresponds to an uncorrectable error in a sector. Normally, the ECC is coupled with a cyclic redundancy code (CRC), which detects the situation when the ECC miscorrects (the ECC has an inherent detection capability that may not be sufficient; hence, it often needs to be reinforced by the CRC). We will assume that a hard error means that the information in a sector is lost (an erased sector) and that we can detect this situation.
From the aforementioned discussion, we see that, contrary to arrays of HDDs, arrays of SSDs present a mixed failure mode: on one hand, we have catastrophic SSDs failures, as in the case of HDDs. On the other hand, we also have hard errors, which in general are silent: their existence is unknown until the sectors are accessed. This situation complicates the task of an RAID type of architecture. In effect, assume that a catastrophic SSD failure occurs in a RAID 5 architecture. Each sector of the failed device is reconstructed by XORing the corresponding sectors in each stripe of the surviving devices. However, if there is a stripe 0018-9448/$31.00 © 2013 IEEE that in addition has suffered a hard error, such a stripe has two sectors that have failed. Since we are using RAID 5, we cannot recover from such an event and data loss will occur.
A possible solution to the aforementioned situation is using a RAID 6 type of architecture, in which two SSDs are used for parity. Certainly, this architecture allows for the recovery of two erased sectors in the same stripe. However, such a solution is expensive, since it requires an additional whole device to protect against hard errors. Moreover, two hard errors in a stripe, in addition to the catastrophic device failure, would still cause data loss, and such a scenario may not be unlikely, depending on the statistics of errors. We would like a solution to this problem without dedicating a whole second SSD to parity.
In order to handle this mixed environment of hard errors with catastrophic failures, we need to take into account the way information is written in SSDs, which is quite different to the way it is done in HDDs. In an SSD, a new write consists of erasing first a number of consecutive sectors and then rewriting all of them. Therefore, the short write operation in arrays of SSDs (like one sector at a time) does not occur. In effect, we assume that the array consists of blocks (i.e., each block consists of stripes), repeated one after the other. Each block is an independent unit, and we will show how to compute the parity for each block. Each new write consists of writing a number of blocks (this number may be one, depending on the application, the particular SSD used, and other factors). Our goal is to present a family of codes, that we call partial-MDS (PMDS) codes, allowing for the simultaneous correction of catastrophic failures and hard errors. We will justify the name PMDS in the next section.
The paper is organized as follows: in Section II, we present the theoretical framework as well as the basic definitions. In Section III, we present our main construction together with an alternative construction. In Section IV, we study the special case in which the general construction of Section III extends RAID 5, and we find the general conditions for such codes to be PMDS. In Section V, we study specific cases with parameters relevant to applications, each case analyzed in a separate section. In Section VI, we present a third construction for cases extending RAID 5. This third construction is not as powerful as the previous ones (it cannot handle three erasures in the same stripe) but uses finite fields of smaller size, simplifying the implementation. For computing the probability of data loss when a catastrophic device failure has occurred under different scenarios, we refer the reader to [4] (for reasons of space, we omit this discussion here).
Although the results can be extended to finite fields of arbitrary characteristic, for simplicity, we consider only fields of characteristic 2.
II. PARTIAL-MDS CODES
Consider an array, each entry of the array consisting of symbols (we assume that each of the symbols is a bit for the sake of the description, but in practice it may be a much larger symbol). Each row in the array represents a stripe and this stripe is protected by parity entries in such a way that any erasures in the stripe will be recovered. In other words, each stripe of the array constitutes a codeword of an MDS code. In addition, we will add extra "global" parities. Those extra parities may be placed in different ways in the array, but in order to simplify the description we will place them in the last stripe. Being global means that these parities affect all entries in the array. For instance, Fig. 1 shows a 4 5 array with and such that the two extra global parities are placed in the last stripe.
The idea of a partial-MDS code (to be defined formally) is the following: looking at Fig. 1 , assume that a catastrophic failure occurs (that is, a whole column in the array has failed), and in addition, we have up to two hard errors anywhere in the array. Then, we want the code to correct these failures (erasures in coding parlance). The situation is illustrated in Fig. 2 , where the hard errors are indicated with the letter "H": the two hard errors may occur either in different stripes or in the same stripe.
A natural way of solving this problem is by using an MDS code. In our 4 5 array example, we have a total of six parity sectors. So, it is feasible to implement an MDS code on 20 symbols with six parity symbols, in other words a MDS code (like an RS code). The problem with this approach is its complexity. The case of a 4 5 array is given for the purpose of illustration, but more typical values of in applications are and even . That would give 18 or 34 parity sectors. Implementing such a code, although feasible, is complex. We want the code, in normal operation, to utilize its underlying RAID structure based on stripes, like single parity in the case of RAID 5. The extra parities are invoked in rare occasions. So, given this constraint of a horizontal code, we want to establish an optimality criterion for codes, which we will call PMDS codes. In the case of the example of RAID 5 plus two global parities, we want the code to correct up to one erasure per stripe, and in addition, two extra erasures anywhere. For example, the code of Fig. 1 is PMDS if it can correct any of the situations depicted in Fig. 2 . We call the codes PMDS because they are MDS on rows, and in addition, they require global parities satisfying an optimality constraint. Formally, we have the following.
Definition 2.1: Let be a linear code over a field such that when codewords are taken row-wise as arrays, each row belongs in an MDS code. Given and such that each and , we say that is -erasure correcting if, for any can correct up to erasures in each row of an array in . We say that is an partial-MDS (PMDS) code if, for every and for every such that each and is an -erasure correcting code.
In the next section, we give a general construction of codes by providing their parity-check matrices. Some of these codes are going to be PMDS. In particular, we will analyze the case in Section IV due to its important practical value, since it extends RAID 5.
III. CODE CONSTRUCTION
As stated in Section II, our entries consist of bits. We will assume that each entry is in the field [23] . Given an element , we say that the (multiplicative) order of , denoted , is the minimum , such that . If is primitive [23] , then . Associated with there is a minimal (irreducible) polynomial that we denote [23] . We present next a general construction, and then we illustrate it with some examples. (2), in which each row is the square of the previous one, were used in [9] , [10] , and [29] for constructing codes for which the metric is given by the rank, in [5] for constructing codes that can be encoded on columns and decoded on rows, and in [20] for constructing the so-called differential MDS codes.
The idea of Construction 3.1 is providing PMDS codes with simple encoding and decoding algorithms, and that the field used is as small as possible. Also, we want a relatively fast algorithm to check whether a code is PMDS. The problem is difficult in general, but for special cases of importance in applications, like , we will show the existence of PMDS codes using Construction 3.1.
Let us illustrate Construction 3.1 in the next example. Example 3.1: Consider an element in such that . Let and ; then, the parity-check matrix of is given by while the parity-check matrix of is So far, we have not proved that Construction 3.1 provides PMDS codes. Actually, this is not true in general. The answer depends on the particular parameters and and on the element in the field. We can also try random constructions and check whether they provide PMDS codes. Such an approach was tried in [28] for a family of codes called sector-disk (SD) codes, of which PMDS codes are a subset. SD codes handle the situation in which whole columns have been erased (representing catastrophic device failures) and in addition random erasures have occurred; thus, SD codes require less stringent conditions than PMDS codes (but probably sufficient for most applications). It was found in [28] that random codes are unlikely to give SD (and hence PMDS) codes in general. However, after extensive searches, in some cases, random codes gave SD codes with better parameters than codes obtained with Construction 3.1. This raises the hope of finding theoretically families of PMDS and SD codes, at least for some relevant parameters.
We denote by the received entries from a stored array in , assuming that the erased ones are equal to 0. The first step to retrieve the erased entries consists of computing the syndromes. Using the parity-check matrix given by (1), the syndromes are
After computing the syndromes, the erasures are recovered by solving a linear system based on the parity-check matrix, provided that such a solution exists.
Before leaving this section, we present an alternative to Construction 3. [4] show that codes are PMDS more often than codes . Codes were used in [28] to produce SD codes.
In the next section, we study the case and give necessary and sufficient conditions that determine whether a code is PMDS.
IV. CASE
In this section, we assume that ; thus, the parity-check matrix given by (1) Assume that for integers . According to Definition 2.1, we will characterize when is -erasure correcting. We need a series of lemmas first. Lemma 4.1: Let be an all-positive integer -tuple whose entries sum to . Then, is -erasure correcting if and only if 1) code is -erasure correcting for every obtained by subtracting 1 from an entry of ; and 2) for any , and for any and (8) Proof: Take rows , where , such that row has exactly erasures in locations for and . Assuming the erased entries to be equal to zero and computing the syndromes according to (3) and (5), we obtain This system has a unique solution if and only if, by Cramer's rule, the matrix corresponding to the coefficients of the variables is invertible. By some rather tedious but straightforward row operations on this matrix (see [4] for details), it is invertible if and only if the matrix is invertible, where consists of a first row followed by successive rows such that each component in a row is the square of the corresponding component in the previous row. The first row is given by the vector of length where for , making the change of variable and for
Matrix is invertible if and only if its determinant is invertible. The determinant of a matrix of this type is known [5] for fields: it is the product of the XOR of all possible subsets of elements of the first row. For example, if we have a matrix then its determinant is Then, code is -erasure correcting if and only if the determinant is nonzero, if and only if the XOR of any subset of the elements of is nonzero. Since has elements, we may assume that if we XOR a number elements smaller than , the result is true by induction, so assume that we take the XOR of all the elements in . This XOR corresponds to the left-hand side of (8) correcting. The result then follows by induction on the number of even coordinates .
Consider (8) . If is odd (9) while if is even (10) Assume that is even; then, . According to (10) and (9) , the left-hand side of (8) becomes (11) Since is always nonzero, by (8) and (11) Similarly, if and even, then . According to (10) and (9), (8) becomes (12) By (8) and (12) Assume that , where is a prime number and . In particular, . When 2 is primitive in , the polynomial is irreducible [23] . For example, is irreducible but is not. Notice that the powers of obtained by expanding the lefthand side of (13) are at most . Then, this expression must be nonzero; otherwise, we would contradict the fact that is the minimal polynomial of . Therefore, by Theorem 4.1, the code is PMDS. Let us state this fact as a theorem, which provides a family of PMDS codes (it is not known whether the number of irreducible polynomials is infinite). Theorem 4.2: Consider the code given by Construction 3.1 such that (hence, is irreducible, or equivalently, 2 is primitive in ). Then, is PMDS. Although our results have been given in the finite field , Theorem 4.1 is also valid in the ring of polynomials modulo , even if is not irreducible. Such a ring was used to construct the Blaum-Roth (BR) codes [6] to deal with symbols of large size by replacing lookup tables by XOR operations. We omit the details and refer the reader to [4] .
So far, we have dealt with general values of . In the next section, we examine special cases that are important in applications.
V. SPECIAL CASES
In this section, we examine several special cases separately.
A. Case
Notice that is always PMDS, since the elements of type for are always nonzero and the result follows from Theorem 4.1. Let us state it as a lemma.
Lemma 5.1: Code is always PMDS.
B. Case
This case is important in applications, in particular, for arrays of SSDs. Since is PMDS, Theorem 4.1 gives the following theorem for the case . Theorem 5.1: Code is PMDS if and only if, for any , and for any (14) Let us point out that this case was recently studied in [17] , where the codes were used in a cloud storage system, the Windows Azure Storage. The authors call their codes local reconstruction codes (LRC) as opposed to PMDS, and they evolved from previous codes, the Pyramid Codes [16] . So, we can see that applications of PMDS codes are not limited to RAID applications for SSDs, as our original motivation was. See also the recent paper [12] (and the references therein), where bounds on codes with local properties (very related to our PMDS codes) are given.
Given the practical importance of this case, let us examine the decoding (of which the encoding is a special case) in some detail.
Consider a PMDS code , i.e., it satisfies the conditions of Theorem 5.1. Without loss of generality, assume that we either have three erasures in the same row , or two pairs of erasures in different rows and , where . Consider first the case in which the three erasures occur in the same row and in entries , and of row . Assuming initially that , using (3) and (5) ((4) is used only for ), we compute the syndromes , and .
Using the parity-check matrix as given by (1), we have to solve the linear system where Since matrix is a Vandermonde matrix which is easily inverted in a field.
The encoding is a special case of the decoding. For instance, assume that we place the two global parities in locations and , as depicted in Fig. 1 . After computing the parities for using single parity, we have to compute the parities and using the aforementioned method. In particular, the Vandermonde determinant becomes (making  and  ) . So, we have to invert only and some operations may be precalculated, making the encoding very efficient. We omit the details.
We analyze next the case of two pairs of erasures in rows and , and assume that the erased entries are and in row , and and in row . Again, using the parity-check matrix , we have to solve the linear system of four equations with four unknowns where and are given by (3) and and are given by (5) . In order to solve this linear system, we need to invert . The code was chosen to be PMDS, so this determinant is invertible. We omit the details. Table  I gives some concrete PMDS codes . There, we give the value (in octal notation),
, and values and for which the code is PMDS according to Theorem 5.1. For extensive tables of binary irreducible polynomials, see [32] . We also applied the method to search for PMDS codes over the ring of polynomials modulo prime, when is not irreducible, and tables of such PMDS codes are given in [4] .
C. The Case
There are two ways to obtain as a sum of odd numbers: one is 3 itself, the other is . Then, by Theorem 4.1, we have the following.
Theorem 5.2: Code is PMDS if and only if code is PMDS, and for (15) and, for any and
The case is given in [4] .
D. Case
So far, in this section, we have considered cases in which . If , we have seen in Section V-A that the code is PMDS, so we examine here the case . Thus, assume that row , has erasures in locations . The following theorem is given without proof (it is proven similarly to the previous cases by examining determinants): The case gives a quite complicated expression [4] and is omitted here.
VI. SIMPLIFIED CONSTRUCTION
In this section, we present a construction that is an alternative to codes for . In the case of , the new construction can correct the situation depicted at the left of Fig. 2 , that is, two pairs of erasures in two different rows. It cannot correct the situation at the right of Fig. 2 , i.e., three erasures in the same row. This is a tradeoff, since the new construction, as we will see, uses a smaller finite field. Explicitly, we have the following. is the code whose parity-check matrix is given by the first rows of .
The following example illustrates Construction 6.1. The following lemma is immediate. Lemma 6.1: The code given by Construction 6.1 is PMDS.
Comparing Lemmas 5.1 and 6.1, both and are PMDS. However, the conditions on are less stringent. For example, assume that we consider and . For , this means , and if we take a finite field , the smallest field we could use is . For , on the other hand, we require ; thus, we can use the finite field with primitive in . Although we are using a smaller field, the PMDS property is not lost in . This is not the case for codes : since the last two rows of the 3 3 matrix necessary to recover from three erasures in the same row are linearly dependent, the codes are not (1;2)-erasure correcting (and hence are not PMDS). However, they are (1;1,1)-erasure correcting, as stated in the following lemma. Lemma 6.2: The code given by Construction 6.1 is (1;1,1)-erasure correcting.
Proof: Assume that we have two erasures in locations and of row and two erasures in locations and of row , where and . Using the parity-check matrix as given in Construction 6.1, these four erasures can be recovered if and only if By row operations, we find out that this determinant is nonzero if and only if , and are nonzero, which is certainly the case since and are smaller than . Lemma 6.2 is important in applications. Let us compare it with codes that are PMDS as given in Section V-B. For the sake of discussion, let us assume that , a situation that covers some practical applications. In the case of , if and , we would need to operate on the field . If we use a code , we can take the finite field . If we use , we can increase to 16, a value convenient in applications. So, there is a tradeoff here: the code is not PMDS, but it requires a much smaller field, simplifying implementation.
Let us point out that Construction 6.1 is closely related to generalized concatenated (GC) codes [7] . Implementations of GC codes are given by the two-level [14] , [15] and the multilevel [30] integrated interleaving schemes.
Using ideas similar to the ones of GC codes we can extend Construction 6.1 to codes that are -erasure correcting (that we denote ) as well as other combinations by using horizontal and vertical codes, but for reasons of space we omit them here. Moreover, as shown in [4] , there is not much gain for codes and with respect to codes in a mixed environment of catastrophic failures and hard errors.
Finally, consider the code , whose parity-check matrix is the matrix . . . . . . . . . . . . where is given by (7) and is an zero matrix. Correcting erasures in a row of an array implies inverting a Vandermonde matrix, as done in the case of , so we have the following theorem. Theorem 6.1: Code is PMDS. Comparing Theorems 5.4 and 6.1, we conclude that codes are preferable to codes , since they require a smaller field.
VII. CONCLUSION
We have presented constructions of codes that are suitable for a flash array type of architecture, in which hard errors coexist with catastrophic device failures. We have presented specific codes that are useful in applications. Necessary and sufficient conditions for codes satisfying an optimality criterion were given.
