Abstract. Over the last decade, remote sensing technologies and geographical information systems have moved from the research arena into the hands of vector control specialists. This review explains remote sensing approaches and spatial information technologies used for investigations of arthropod pests and vectors of diseases affecting humans and livestock. Relevant applications are summarized with examples of studies on African horse sickness vector Culicoides midges (Diptera: Ceratopogonidae), malaria vector Anopheles and arbovirus vector culicine mosquitoes (Diptera: Culicidae), leishmaniasis vector Phlebotomus sand¯ies (Diptera: Psychodidae), trypanosomiasis vector tsetse (Diptera: Glossinidae), loaiasis vector Chrysops (Diptera: Tabanidae), Lyme disease vector Ixodes and other ticks (Acari: Ixodidae). Methods and their uses are tabulated and discussed with recommendations for ef®ciency, caution and progress in this burgeoning ®eld.
Introduction
The recent exponential increase of computing power has facilitated the rapid growth of information systems for vector ecologists and controllers of vector-borne diseases. Improvements in computer hardware have supported developments in software for mapping vector distribution and abundance in space and time, allowing changes to be correlated with environmental and demographic variables, by means of Global Positioning Systems (GPS), Remote Sensing (RS), digital databases and Geographical Information Systems (GIS). Of central importance is the fact that these technologies are based on spatially referenced data (i.e. the physical position of any one observation is known in relation to all other observations). This review considers how such technologies are being applied to the study and control of arthropods of public health importance (WHO/UNICEF, 1999), with examples of their use on tropical vector-borne diseases such as malaria, dengue, trypanosomiasis, leishmaniasis, onchocerciasis and schistosomiasis that cause untold suffering in terms of ill health, death and loss of economic potential (World Bank, 1993) .
In the ®rst instance we may improve the traditional targeting of control activities by applying these spatial tools to the ecological mapping of vectors (Gabinaud, 1987) . Satellite data analysed within a GIS extend the means by which environmental factors (such as rainfall, temperature, humidity and environmental`greenness') affecting the vector population dynamics, and hence the pathogen transmission potential, can be monitored. Information recorded regularly over many years can be used to predict seasonal and annual variations in vector numbers and human infection rates at particular locations. Spatial data may help to de®ne the climatic and environmental factors governing the distribution of insect vectors and pathogens they may transmit. Integrating these two processes (temporal and spatial) provides a powerful system for assessing disease vector dynamics in relation to disease patterns and the impact of control measures.
Global positioning systems (GPS)
Spatial technologies depend on accurate geo-referencing of data sets. Global Positioning Systems (GPS: Hurn, 1989) can be employed to establish the location of individual observations in situations where conventional maps are unavailable or Correspondence: Dr Madeleine C. Thomson, MALSAT Environmental Information Systems, Liverpool School of Tropical Medicine, Pembroke Place, Liverpool L3 5QA, U.K. E-mail: mthomson @liv.ac.uk; website: www.liv.ac.uk/lstm/malsat.html.
inadequate. The GPS computes the longitude (x), latitude (y) and altitude (z) of any point on the Earth's surface using a satellite ranging technique. Currently this usually depends on a constellation of 24 NAVSTAR satellites operated free of charge by the United States Department of Defense (USDoD). Each satellite transmits a stream of radio signals detected and used by the GPS receiver to determine its distance from the satellite. By tracking four satellites simultaneously the receiver uses a process of triangulation to ®x its unique location on the Earth's surface. The cost of a receiver unit ranges between US$100 and US$35,000, depending on the required power and applications. Positional errors arise from several factors, especially intentional imprecision to safeguard against potential misuse by hostile forces. GPS satellites transmit signals on separate wavebands for military and for civilian purposes. The latter are subject to a process known as Selective Availability (SA), which introduces random errors causing signi®cant loss of accuracy. This is why most GPS receiver speci®cations indicate < 100 m accuracy 95% of the time. Such inaccuracies may not be important in the mapping of villages in a largescale study. They could, however, be highly signi®cant when determining the spatial relationships of observations in a smallscale study area, such as the distribution of mosquito abundance and human malaria infection rates within the same village.
Differential GPS
It is possible to overcome the inaccuracies due to SA (and reduce errors associated with other factors) using a process known as Differential GPS (DGPS). The differential process compares ®eld data against those from a known (georeferenced) control point. As errors due to SA and atmospheric effects received by both the control and roving unit are likely to be equivalent (if not far apart), it is relatively easy to calculate a position-to-position offset using the control data ®le. These corrections are then applied to the data collected by the ®eld receiver. Two types of correction procedure are commonly employed.`Real-time' DGPS uses a separate signal, broadcast by a service provider, from a known location to the GPS receiver; this reference point is used to eliminate errors due to SA. Unfortunately, these service providers do not provide global coverage. Alternatively, SA errors can be removed by post-processing of ®eld data, provided that each receiver tracks the same group of satellites to determine its position; this is usually achieved by direct communication between receivers.
Access to low-cost GPS receivers has revolutionized the mapping capability of research teams and operational organizations, allowing them to create detailed maps where none existed before. In South Africa, for example, where new communities are developing rapidly in Kwazulu-Natal, Le Sueur et al. (1997b) combined hand-drawn maps, GPS and the GIS package MapInfo q (MAPINFO, Troy, NY, U.S.A.: www.mapinfo.com) to produce geo-referenced village-based maps in a relatively simple and cost-effective manner.
GPS and DGPS have been used in numerous vector studies for locating observation points such as individual households (Thompson et al., 1997) , trap sites (Kitron et al., 1996) (Elnaiem et al., 1998) , breeding sites (Dale et al., 1997) and environmental monitoring equipment (Dale et al., 1998) . In western Kenya they were used to map local features (including roads, hospitals, schools, etc.), individual households (7029) and breeding sites (70) of the malaria vectors Anopheles gambiae and An. funestus in 76 villages where insecticideimpregnated bednets were evaluated for malaria control (Hightower et al., 1998) . As a result of this detailed mapping immunological, entomological, epidemiological, parasitological, demographic and meteorological data were classi®ed by individual household identi®ers (with x±y co-ordinates), ready for analysis using SAS q software.
Remote sensing (RS)
Whereas GPS satellites permit the geo-location of observation points with a high level of precision, remote sensing data (both analogue aerial/digital photography and digital satellite imagery), capture environmental information at a range of resolutions (spatial, temporal, spectral and radiometric) in a manner that can be readily geo-referenced. Understanding what is meant by these`resolutions' is the key to using remote sensing resources effectively. The size of the pixel (picture element) gives the ground or spatial resolution which, depending on the satellite sensor used, may vary from several square metres to several square kilometres. The shortest reliable return period of the satellite over a particular area is known as the repeat cycle or temporal resolution of the sensor: this may vary between 30 min and 30 days, depending on the satellite. The size of the area (the scene) observed during the capture period is determined by characteristics of the satellite's orbit and its sensors. Scene areas may vary from less than 100 3 100 km for satellites with a high spatial resolution, to an entire hemisphere of the Earth with low spatial resolution satellites. The spectral resolution of the sensor on the satellite is set by the number of channels used and their band-width, whereas the sensor's radiometric resolution de®nes the amount of contrast it is possible to obtain in an image. The data have a range of values (e.g. 0±63, 0±255, 0±1024) representing what can be recorded using binary codes (e.g. 2 6 = 64, 2 8 = 256, 2 10 = 1024, etc.). Given these various considerations, there is generally a trade-off between increasing power to resolve in one dimension with reduced power to resolve in another. For example, although increasing spatial resolution allows for greater mapping detail this is invariably accompanied by reduced temporal frequency. Table 1 gives details of relevant satellite missions and the sensor instruments they carry.
Among previous reviews of remote sensing techniques for studies of disease vectors, some concentrate on the technical capabilities and limitations of satellite systems and the types of data they provide (Huh, 1991) , others assess general applications (Barnes, 1991; Washino & Wood, 1994; Hay et al., 1997; Kitron, 1998) , particular vectors such as ticks (Fish, 1996) and mosquitoes (Dale et al., 1998; Hay et al., 1998) or diseases such as malaria (Thomson et al., 1996; Connor et al., 1997) .
Low spatial resolution imagery
Some satellites (Table 1) , such as the polar orbiting`NOAA' series (operated by the National Ocean & Atmospheric Administration of the U.S.A.) and the geostationarỳ Meteosat' series (operated by the European Consortium EUMETSAT), continuously observe large parts of the Earth's surface with spatial resolution of only 1.1 and 5 km, respectively, directly underneath the satellite. NOAA satellites observe the world twice daily, and Meteosat scans the entire African continent and Europe every 30 min. Their high temporal resolution high contrast capability (respectively 10-and 8-bit sensors) and spectral characteristics are designed for repetitive and global studies of the environment. The advanced very high resolution radiometer (AVHRR) sensor on the NOAA satellite uses red (0.58±0.68 mm) and infrared (0.72± 1.10 mm) channels to measure the amount of solar radiation re¯ected by the Earth's surface, plus three thermal channels (3.55 mm, 10.3±11.3 mm and 11.5±12.5 mm) to measure the amount of terrestrial radiation emitted by the Earth.
AVHRR raw data are available in various forms. The full 1.1 km data (Local Area Coverage: LAC) can be collected directly by receivers sited beneath the satellite pass, or recorded on board by special request. Sub-sampled data (Global Area Coverage: GAC) are also recorded with 4 km resolution and routinely downloaded at the main NOAA reception station in the U.S.A., from where it is made available to end-users (Belward et al., 1992) . Low spatial resolution satellite data have been used extensively for regional and continental distribution studies of vectors such as tsetse¯ies, Glossina spp. (Rogers, 1991) , the Ixodid tick, Rhipicephalus appendiculatus (Perry et al., 1991; Randolph, 1993) , the sand¯y, Phlebotomus papatasi (Cross et al., 1996) , the biting midge, Culicoides imicola (Baylis et al., 1998) and mosquitoes, e.g. Aedes albifasciatus (Gleiser et al., 1997) , and in particular the Anopheles gambiae species complex . Many of these studies correlate temporal and/or spatial changes (via satellite-derived environmental proxies) with changes in vector species composition and abundance.
Widely used environmental proxies derived from meteorological satellite data (Meteosat and NOAA) include rainfall estimates (RFE: Herman et al., 1995) derived from Cold Cloud Duration (CCD: Milford, 1990) , vegetation indices, especially the normalized difference vegetation index (NDVI: Rouse et al., 1974) and land surface temperature (LST: Carlson et al., 1995) . As discussed by Hay et al. (1996) , the derived data products are frequently used by meteorological services throughout the world. Consequently, these satellite systems are ideally placed to provide suitable information for vector control services in country and may be used in the development of early warning systems (Bagayoko et al., 1999) .
High spatial resolution imagery
Satellite sensors that produce imagery with a relatively high spatial resolution have long repeat cycles ( 2 ) and are therefore suitable for relatively small study areas. They have proved to be most useful for localized`landscape' studies of vector habitats, breeding and/or resting sites, where all the information is derived from a single satellite image (Kitron et al., 1996; Dister et al., 1997) . Sequential images are particularly useful to assess seasonal changes in the extent of mosquito breeding sites and habitats (Linthicum et al., 1990; Wood et al., 1991a Wood et al., , b, 1992 Pope et al., 1992; Beck et al., 1994 Beck et al., , 1997 Rejmankova et al., 1995 Rejmankova et al., , 1998 Sharma & Srivastava, 1997) . Likewise, images from successive years may reveal land-use change. For example, as part of an international programme to evaluate the environmental and socioeconomic effects of tsetse control near Kariba, Zimbabwe, land-cover changes between 1972 and 1993 were examined using nine Landsat images (Pender et al., 1997) .
Although vegetation indices such as NDVI may be computed from high resolution satellite data, more often the spectral signature of relevant land cover classes (e.g. different woodland types) are obtained from either supervised or unsupervised classi®cation (i.e. with or without groundtruthing) of the raw band data.
High resolution colour aerial photographs have been used successfully to identify urban breeding sites of mosquito vectors of arboviruses associated with Australian wetlands (Dale & Morris, 1996) and Californian irrigation (Lothrop & Reisen, 1999) . Because the dengue vector mosquito Aedes aegypti is typically con®ned to peri-domestic habitats, aerial photography colour and infrared images have proved to be less effective than ground survey techniques for identifying residential high risk areas (Moloney et al., 1998) .
So far, we have considered sensors that passively receive re¯ected visible or intrinsic thermal energy from the surface of Earth. An inherent problem of using these data sources is that the Earth's surface may be obscured by clouds. To overcome this, Synthetic Aperture Radar (SAR) systems send an electromagnetic signal from the platform to generate a re¯ected or backscatter electromagnetic wave signal that is returned, received and recorded. SAR techniques are useful for exploring natural resources and have been used for mapping types of rocks and vegetation as well as elevation and surface moisture.
In an attempt to meet the con¯icting needs of mosquito prevention and wetland habitat preservation in Queensland, Australia, the distribution and¯ow of water were carefully mapped and minor modi®cations (termed runnelling) were made to the natural drainage network system of saltmarsh (Dale et al., 1993) . These runnels help¯ush out isolated breeding pools, limiting productivity of the pest mosquito Aedes vigilax, without disrupting the wetland system. Extending this approach from exposed saltmarsh to mangrove swamps was found to be impractical by terrestrial surveys or aerial photography, because the dense mangrove canopy hid so many of the waterways. Therefore, two methods of remote sensing were tested as survey tools (Dale et al., 1997) . The ®rst produced thermal infra-red images from a Daedalus 1268 Thematic Mapper, carried on a Lear Jet aeroplane¯own at a height of 6560 m, that produced an image with pixel size representing 5 m 2 on the ground. This information was used to detect waterways from radiation differences of wet and dry surfaces. The second system employed long-wave SAR (P Band) capable of detecting water under vegetation (Hess & Melack, 1994) . Thermal imagery was found to be a valuable tool for mapping the distribution of water in the saltmarsh system. The mangrove system was more problematic but both thermal and SAR imagery gave promising results.
Aerial photography and videography (Slaymaker et al., 1996) are rapidly advancing due to the advent of digital camera technology and, with advances in data storage systems and image analysis software (e.g. Lothrop & Reisen, 1999; Moncayo et al., 2000) , are poised to ®nd a whole new range of applications in surveys and mapping. House et al. (1999) suggest that these techniques will be particularly useful in complementing and/or replacing satellite imagery or conventional aerial photography for environmental surveys and contoured 3D photomap production, thus revolutionizing this ®eld of remote sensing. Table 2 summarizes the range of ecological variables investigated via satellite-derived environmental proxies, in relation to vector bionomics.
Pre-processing
Remote sensing yields information in the form of data that must be pre-processed before use for several reasons. Product distortions may result from the sensors, the angle of the satellite platform relative to the earth's surface, the complexity Table 2 . Satellite derived environmental proxies in relation to vector bionomics. Codes as for Table 1 . LST = land surface temperature; NDVI = normalized difference vegetation index (Rouse et al., 1974) ; RFE = rainfall estimates. of the terrain and the angle of the sun relative to the sensor and the ground. If data are collected from more than one pass of the satellite, the scale and projection must be standardized. Noise due to errors of detection, recording and transmission must also be removed. Differences in pre-processing techniques applied to the creation of different NDVI archives from AVHRR data (Table 3) , have resulted in signi®cant differences between images produced for the same place and time (Sannier et al., 1998) .
Data reduction techniques
Remote sensing databases are often very large. Lowresolution images, such as continental scale NOAA-AVHRR data, may be only 1 Mb each although 36 dekadal images may be required to analyse each annual data set. Individual highresolution images may be much larger: 250 Mb or more. It is therefore appropriate to employ data reduction techniques without sacri®cing the discriminating power of the original data. Multivariate statistical methods have been used extensively for this process ± in particular multiple linear discriminant, principal component, cluster and Fourier analyses. Increasing use is being made of statistical procedures that exploit the spatial nature of the data (see below) and therefore reduce the error rate (Cressie, 1990) .
Geographical information systems (GIS)
For vector controllers and ®eld biologists, the advantages of modern geographical information systems (GIS) are to store, visually analyse and report data in spatial as well as temporal formats (Freier & Flannery, 1998) . GIS provides integrated processes within one framework ± at best a`cradle to grave' system for entering, storing, analysing, modelling and displaying geo-referenced data that can be used interactively for decision making. Mature GIS includes systems for image processing, database management, cartographic display, map digitizing/scanning model development, geographical and statistical analyses. Geo-referencing is the cornerstone of all GIS procedures, by referring to the spatial location of a data layer (or coverage) as de®ned by a known co-ordinate reference system. GIS software is categorized by its basic architecture, which can be either vector (arc-based) or raster (grid-based). For the purposes of this review, aimed at vector ecologists, we will use the terms arc and grid to avoid ambiguity over the meaning of`vector'.
Arc-based GIS
Arcs describe any variable quantity that has both magnitude and direction, i.e. data that can be described by absolute coordinates (e.g. x and y). It includes points, lines and areas (polygons). Each arc has its associated attribute data (z) stored in tabular form in a relational database. The information required to geo-reference such data includes the co-ordinate reference system (e.g. latitude and longitude), the reference units (e.g. metres) and either the co-ordinate position of the corners of the`bounding rectangle' ± de®ning the boundary of the mapped area ± or multiple reference control points.
The industry standard arc-based GIS is ArcInfo q (Environmental Systems Research Institute Inc., ESRI, Redlands, CA, U.S.A.), widely employed throughout the commercial sector and by government administrations. Accordingly, this software has been used in numerous studies of disease vectors (e.g. Wood et al., 1992; Nicholson & Mather, 1996; Pender et al., 1997; Sharma & Srivastava, 1997) . ArcInfo q coverages of administrative, biological, demographic and environmental data are held by various international, national and local institutions and can be used immediately, through ArcInfo GIS, without further processing. These coverages can also be incorporated directly into the allied ESRI software ArcView. The WHO/UNICEF Joint Programme on Data Management and Mapping for Public Health (Mott et al., 1995; Nuttall et al., 1998; WHO, 1999 ; WHO/UNICEF, 1999) have used the same software structure as ArcView (Map Objects) to create a customerizable mapping tool`Healthmapper', which allows the ready integration of information (including ArcInfo coverages) at different scales ± from local to district, provincial, national, regional and global.
If data are unavailable in digital format, this can be amended by digitizing the points or lines using a digitizing tablet and software compatible with the GIS program being used. For example, the contours on a topographical map can be digitized, calibrated by known point(s) of reference, and a Digital Elevation Model (DEM) coverage created. This task may be very time consuming, and consequently expensive, but has the advantage of making the researcher more aware of any limitations or errors in the ®nal product.
The disadvantages of the ArcInfo system are its complexity and its cost. At the lower end of the technical scale comes EPIMAP ± a simple mapping program developed by the US Centers for Disease Prevention & Control (Atlanta, GA, U.S.A.) for epidemiologists. Between these two extremes, arcbased GIS software commonly used in epidemiological and entomological studies includes ATLAS q , ArcView q (which acts as a data query engine for ArcInfo format ®les) and the desktop mapping program MapInfo q (see above).
Grid-based GIS
A grid-based GIS uses a system of representing images where the image is composed of small, internally uniform cells arranged in a grid. This type of organization is particularly useful for continuous data surfaces such as satellite imagery, climate and topography. Images are obtained from the satellites as a data stream and converted to a pattern of horizontal scan lines for visualization. Grid-based images require geo-referencing by dx/dy coordinates for the centre of projection or the actual boundaries/edges of the image. Gridbased software packages used by vector ecologists include freely available 8-bit image processing packages such as IDA/ WINDISP developed for Famine Early Warning Systems (FEWS) and used in crop monitoring. IDRISI q (www.clarklabs.org) is a popular entry level software package, developed by Clark University, MA, U.S.A.;`ERDAS Imagine q ' is used extensively for detailed interpretation of satellite imagery; ArcGrid q is the associated grid module of ArcInfo, and Spatial Analyst q ' is a grid-based module for use with ArcView. Grid-based GIS is usually the most appropriate system for analysis of entomological and/or epidemiological data with environmental data.
Digital databases
Extensive spatial databases with continental, regional and local coverage are becoming increasingly available (Table 3) . Many of these have been developed with the needs of other sectors in mind (e.g. agriculture, natural resource planning and tourism) but are extremely valuable for use in vector studies. For example, an extensive state-wide set of Arc/Info coverages already existed for the State of Illinois when Kitron et al. (1991) began to investigate the eco-distribution of the tick Ixodes dammini Spielman et al., 1979 (syn. I. scapularis Say, 1823) as a vector of Lyme disease. To associate tick presence with environmental factors, they superimposed the distribution of tick-infested deer on soil and vegetation coverages. This revealed the focal nature of tick distribution and its association with sandy soil and hardwoods. Continental-scale NDVI databases, originally used for studying vegetation state, have been used extensively in studies of factors associated with tsetse distribution in Africa .
Accuracy
To use these databases successfully, their limitations as well as advantages must be clearly understood. An inherent problem associated with digital databases is that the user is distanced from the creation process and therefore issues of data quality are often ignored. Many databases are provided with documentation indicating the level of accuracy that may be attributed to the overall product. For many reasons, however, accuracy varies spatially and over time, hence the quality of data¯uctuates considerably by geographical area and other criteria. For example, the EROS Data Centre (see Table 3 ) has created the US Geological Survey Digital Elevation Model for Africa (from the Digital Chart of the World) with accuracy limited to 2000 m horizontal error and 6 650 m vertical error at 90% con®dence. Intuitively, therefore, vertical error is greatest in rugged mountain terrain, where any small inaccuracies in the horizontal plane are bound to cause major inaccuracies of the vertical plane. Methods of representing this uncertainty visually are not included in commonly used GIS software.
Grid-based surfaces of categorical data may be particularly limited in terms of certainty, as the variable can belong to only one category for each grid square. For example, the FAO± UNESCO soil map of Africa is available in digital format as well as printed on paper. The digital data were used by Thomson et al. (1999b) in trying to determine the ecological parameters that limit distribution of the sand¯y Phlebotomus orientalis, vector of visceral leishmaniasis in Sudan. Phlebotomus orientalis is strongly associated with clay-rich vertisols (so-called`black cotton' soils), widespread in eastern Sudan and western Ethiopia. Vertisols occur often as discrete or narrow linear complexes within other soil classes, too small to resolve on the FAO±UNESCO map. Text tables accompanying the paper map sheets compensate for this by indicating the presence of associated or inclusion soil groups on scales below map resolution, but this information is not included in the digital map. Alternatively, NDVI may be a good indicator of differing soil types in some areas, particularly for picking out vertisols ± according to the ®ndings of Farrar et al. (1994) in Botswana. By using 1 km resolution NDVI data (or other satellite derived products), it may be possible to map the ground surface occurrence of vertisols and hence the potential distribution of P. orientalis (Fig. 2) .
Climate surfaces created from meteorological station data such as the Topographic and Climate Data Base for Africa are created from various techniques of spatial analysis and interpolation (Table 3) , with limitations that vary according to the type of data investigated. For instance, Hay & Lennon (1999) compared the results of satellite data (Meteosat and AVHRR) with results of spatial interpolation of data from meteorological stations, for predicting the spatial variation in monthly climate across Africa during a single year. They found that spatial interpolation of station data gave better prediction of temperature, whereas remote sensing of CCD was a better predictor of precipitation.
Satellite data have inherent spatial and temporal errors arising from sampling procedures involved in their generation. As mentioned above, differences in pre-processing techniques may result in signi®cant differences between NDVI data archives. Robinson (1996) investigated inherent problems of the NDVI data set from ARTEMIS (spatial resolution 7.6 km, temporal resolution 1 dekad, time series 1981±91), which has been widely used in studies of vectors (e.g. Rogers et al., 1996; Baylis et al., 1998) . For an East African study area, Robinson (1996) estimated the accuracy of ARTEMIS data in terms of spatial resolution, pixel location, sampling bias, systematic errors and presence of signal noise in multi-temporal pro®les of the data. These factors introduced signi®cant errors causing considerable limitations to the reliability of data for distinguishing speci®c habitats on the ground, especially over small study areas. Robinson (1996) concluded that such errors must be taken into consideration in any further development of applications for these coarse resolution data sets. Sannier et al. (1998) also found, in a comparison of NDVI images from FAO-ARTEMIS and the recently corrected NDVI values from NASA Path®nder, signi®cant and systematic differences between these two archives ± indicating that they should not be used together without making appropriate corrections.
Format of ®les
File format affects its size and the speed at which it can be processed. For example, using IDRISI for Windows, Image ®les may be stored as ASCII, binary or packed binary, progressively saving memory space but reducing speed of access/use. Each ®le of data is associated with a documentation ®le describing the reference projection system, reference units and co-ordinates of the image corners. Some essential requirements (e.g. reference projection and units) must be common to all documentation ®les for them to be used in a particular analysis
Mapping projections
An inherent problem to all mapping processes is the impossibility of perfectly representing the Earth's spherical curvature on a¯at map surface. All maps must therefore distort distances and, over large areas, these distortions may be signi®cant (Steinwand et al., 1995) . The choice of a map projection depends on the size and shape of the area to be represented. Map projections may be classi®ed as equal-area, conformal or equidistant. Equal-area map projections nominally result in the least possible distortion of shapes and distances for global and continental data sets. For other projections, distortion problems are proportional to the area of study. This needs to be taken into account when merging data sets from larger and smaller areas onto a common map.
Data integration
In order to integrate data from different sources, it is necessary to employ a common ®le format, mapping projection and scale system. All GIS come with a range of ®le import, export and reprojection capabilities, and it is recommended to check in advance for the availability of those needed. Integration processes, e.g. rescaling, reprojecting, converting data from arc-base to grid-base (vector to raster)) and vice versa, inevitably introduce further errors in processed data.
GIS procedures
Grid-based GIS packages usually include the following capabilities: · database query for reclassi®cation, overlay, tabular/statistical summarization; · map algebra for combining map layers mathematically; · context operators for creating a new map from an existing map, using neighbourhood or local operators; · connectivity operators to determine whether adjacent points have equivalent value (if so, grouping them into a clump with new value). · distance operators for measuring distance between each cell and the nearest of a set of target features; · spatial data analysis for visualizing, exploring, modelling, etc. For ®eld studies of parasites, pests and vectors of disease, GIS is normally used as a structured environment in which to map their distribution, habitats and epidemiology. Major applications against parasitic diseases include preparations for the Guinea Worm Eradication Programme (Clarke et al., 1991) , Global Elimination of Lymphatic Filariasis (WHO, 1998a) , the African Programme for Onchocerciasis Control (WHO, 1998b) , distribution and control of other human helminth infections (Brooker et al., 2000) and mapping malaria transmission intensity in readiness for new interventions in Africa (MARA, 1998; Omumbo et al., 1998) .
At its simplest, GIS may be used to overlay presence/ absence or prevalence data on maps of topography, rivers, roads, villages, towns and administrative areas in order to facilitate the planning and implementation of control operations. Simple distance operators can be used to demarcate villages within¯ight range of the vector breeding sites ± as in the case of Simulium vectors of Onchocerciasis in Latin America (Clark et al., 1997) . For many disease situations in developing countries it is simply not possible to map the distribution of the vector or disease in suf®cient detail; ®ndings from localized surveys must be extended to a broader region by the development of predictive models of either vector or disease distribution. For example, GIS database query commands are commonly used to extract information from environmental databases for speci®c locations where entomological data are available.
Developing climate based models of vector/disease distribution
Meteorological data may be used to describe`climate space' inhabited by a species. This is achieved by mapping the range of climate variables (e.g. maximum and minimum temperature, annual rainfall) associated with sites known to be positive for the particular vector species being investigated. For example, used a database query add-on program, Data Exploration Tool (DET: Corbett et al., 1996) operating in ArcInfo, to develop climate suitability maps indicating ranges of Anopheles arabiensis and An. gambiae, the main vectors of malaria across tropical Africa. This was achieved by ®rst obtaining data from the literature on these two sibling species of mosquitoes at numerous geo-referenced sites in West Africa and then obtaining the climate ranges for each site. These climate-based maps of species range and relative abundance showed close agreement with published maps based on entomological records. Furthermore, evaluated the index of saturation de®cit (ratio of precipitation to potential evapotranspiration) and determined the value separating the differential distributions of these two sibling species of malaria vectors throughout the Afrotropical Region. The more extensive database of Coetzee et al. (2000) on distributions of the Anopheles gambiae complex over 36 years may allow improvements in the predictive value of the model.
The relationship of the dependent variable (for example, vector abundance) and climate data has been widely modelled using traditional linear regression techniques. This approach was used by Rogers & Randolph (1991) in a pioneering study of the relationship between NDVI and tsetse survivorship, and subsequently used in relating NDVI and meteorological station data to abundance of the African horse sickness vector Culicoides imicola in Morocco (Baylis et al., 1998) . Linear regression was also used to investigate the relationship of NDVI and relative abundance of An. gambiae cytotypes in West Africa . The Mopti cytotype of An. gambiae ranges from humid savanna of southern Mali to arid Sahelian zones. This ecological¯exibility is associated with chromosomal inversion 2R polymorphism of An. gambiae s.s. having three main alternative arrangements: 2Rbc, 2Ru and 2R + . Toure Â et al. (1994) compared relative proportions of the different inversion karyotypes from 16 locations in Mali with the local rainfall over a 10-year period. They found a highly signi®cant correlation, which remained signi®cant even when autocorrelation was taken into account (see below). Our analysis of concurrent monthly composite NDVI values for each site showed a similarly highly signi®cant correlation between NDVI values and the proportion of mosquitoes with the 2Rbc inversion (Fig. 1) . Such regression models can be used to predict the value of the dependant variable at a set of locations. Consequently, when the predictor variables are from continuous surfaces. these modelling techniques can be used to create maps.
Generalized linear models (GLIMs: McCullagh & Nelder, 1989 ) are used to model data with non-normally distributed errors. GLIMs have extended the range of types of data that 2 . Preliminary risk map of visceral leishmaniasis (kala azar) in Sudan, based on the probability of Phlebotomus orientalis presence. Information used to create the model consists of soil type, rainfall and mean annual daily maximum temperature. Humara = area of current epidemic in western Tigray, NW Ethiopia: WUN = area of major outbreak since 1988 in Western Upper Nile Province of southern Sudan (Thomson et al., 1999b). can be readily modelled to include normally distributed continuous measurements, counts, frequencies and presence/ absence data (Nicholls, 1989) . Hence, GLIMs are sometimes described as Normal-linear, Poisson-loglinear and so forth, according to the assumed probability distribution and transformation used. One example of a GLIM is the logistic regression model where the dependant variable is dichotomous (0 or 1, presence/absence). We used this to develop a preliminary risk map of visceral leishmaniasis (VL) transmission potential in Sudan (Thomson et al., 1999b) . Recent epidemics of VL causing~100 000 deaths in southern and eastern Sudan provided the impetus to de®ne ecological boundaries of the vector sand¯y, Phlebotomus orientalis, as an essential prerequisite for production of a risk map. Our study was based on the presence or absence of P. orientalis at 44 collection sites across Sudan (Elnaiem et al., 1998) . Each site was characterized as a function of climatic and environmental variables: rainfall, temperature, altitude, soil type and satellitederived environmental proxies NDVI and LST (cf. Table 2 ). Logistic regression analysis was employed to estimate the probability of P. orientalis presence, showing the soil type (vertisols) and mean annual maximum daily temperature to be the most important environmental determinants of P. orientalis distribution. An initial risk map was created, with areas suitable for P. orientalis delineated, using the map algebrà IMAGE CALCULATOR' module of IDRISI. The risk map was then re®ned by superimposing a mask layer (using the overlay function) indicating rainfall-based boundaries of the distribution of Acacia-Balanites woodland, the main habitat of P. orientalis (Elnaiem et al., 1998 (Elnaiem et al., , 1999 . Comparing this risk map with the known distribution of VL in Sudan and western Ethiopia (Fig. 2) , the model predicted well the epidemic areas in southern Sudan and north-west Ethiopia not covered by the sample sites.
For loaiasis transmitted by Chrysops (Diptera : Tabanidae) in tropical Africa, a model of presence/absence of infection in surveyed individuals was created by using logistic regression with digital environmental data (forest, landcover, rainfall, temperature, topography, soil) as predictor variables de®ning habitat and range of the vector Chrysops (Chippaux et al., 2000) . As these predictor variables consist of continuous surfaces with given geographic coordinates, the resulting model was used to create a prevalence map in ARCVIEW q software to identify areas in six African countries where loaiasis endemicity may adversely affect the safe and effective distribution of ivermectin for onchocerciasis control (WHO, 1998b) .
Logistic regression was used by Lindsay & Thomas (2000) to create a risk map of human lymphatic ®lariasis in Africa, using data on presence or absence of micro®laraemic patients as the dependant variable and climate data as predictor variables. Polytomus regression is an extension of logistic regression whereby the response variable can take several values (e.g. absent, low, medium, high) and the regression function becomes a set of probabilities that must add up to unity. Polytomous regression was employed to determine environmental features associated with ®lariasis transmission in the Nile Delta (Thompson et al., 1996) . Discriminant analysis procedures can be used to build a predictive model of group membership (with two or more groups) based on the observed characteristics of each observation. This procedure has been used for predicting the presence/absence of the trypanosomiasis vector Glossina morsitans and the leishmaniasis vector Phlebotomus papatasi (Cross et al., 1996) at particular locations. Discriminant analysis assumes that cases are independent, that predictor variables have a multivariate normal distribution, and that within-group covariance matrices are the same around each group mean. Where these assumptions are not readily met, if group membership has only two categories then logistic regression may be more appropriate, as this technique depends on less stringent assumptions. Manet et al. (1999) concluded that discriminant analysis, logistic regression and arti®cial neural networks (see below) differ only marginally in performance when predicting species distributions. Model choice should therefore depend on the nature of the data, whether assumptions for each method are satis®ed, and on the needs of any particular analysis. Robinson et al. (1997a, b) analysed distributions of three tsetse taxa (Glossina pallidipes, G. morsitans centralis and G. m. morsitans) in part of the common¯y belt with respect to 15 environmental variables derived from climatic and remotely sensed data. Each variable was considered independently and probability functions were derived that predicted the likelihood of tsetse presence for each level of the variable. Despite the clarity of some indicators from univariate analysis (Robinson et al., 1997a) , its simplicity was found to engender the risk of missing important interactions between variables (Robinson et al., 1997b) . Multivariate analysis of climate and remotely sensed data has been used to model tsetse distributions in southern, eastern and western Africa (Rogers & Williams, 1993; Rogers et al., 1996) . Comparing modelling techniques of differing complexity (univariate analysis, classic linear discriminant analysis and non-linear maximum likelihood classi®cation) shows the more complex models to be better predictors of tsetse distribution (Robinson et al., 1997a, b) .
Spatial data problems
Underlying the traditional statistical techniques described above are the two basic assumptions that all observations are independent and identically distributed (Cressie, 1990) . However, this is rarely true for spatial data, where observations that are close in space have a higher probability of being similar than observations far apart, i.e. the data are spatially correlated. Failure to allow for spatial correlation typically leads to spuriously small standard errors of regression parameter estimates, and corresponding over-statement of the signi®cance of regression effects. This may lead to the erroneous conclusion that variables are related, when in fact they are not. Awareness of the importance of spatial autocorrelation in data sets obtained for studying environmental aspects of vector-borne diseases has increased in the last few years (Glass et al., 1993; Liebhold et al., 1993) . Various procedures have been used to account for this phenomenon, as reviewed in two books:`Interactive Spatial Data Analysis' by Bailey & Gatrell (1995) provides an excellent introduction, whereas Statistics for Spatial Data' (Cressie, 1990) gives a more comprehensive account of methods for dealing with autocorrelation.
A widely used, albeit somewhat limited, approach to testing for autocorrelation in spatial data relies on standard signi®cance tests for the null hypothesis that data are randomly distributed. One such test, Moran's I statistic, has been used in several studies of vector distribution and landscape ecology to assess the extent of autocorrelation in the data. For example, when Kitron et al. (1996) used multiple regression analysis to investigate correlates of tsetse distribution in Lambwe valley, Kenya, they could explain 87% of the variance in¯y density by means of several Landsat TM bands (Table 2) . However, when they applied spatial ®ltering using Moran's I measure of spatial correlation, a signi®cant positive link was observed among all traps and the positive correlation between spectral data and¯y abundance was found to be not signi®cant. Therefore, Kitron et al. (1996) concluded that important determinants of¯y abundance had not been included in the model. (Thomson, 1999a) .
A more explicit approach to building a model that takes into account spatial relationships among data is to build a joint probability model incorporating spatial dependence in an appropriate way. This is relatively simple for Normal-linear models with spatially correlated residuals and is central to the geo-statistical methodologies. For the Normal-linear case this modelling technique is termed kriging, or co-kriging for the multivariate case. This process uses a semi-variogram to express mathematically the way in which variance of a property changes over the land surface, based on the distance and direction separating two separate locations. Kriging techniques have been applied to a number of vector/ environment studies, including the ticks Boophilus microplus and Ixodes scapularis with NDVI and LST in North America (Estrada-Pen Äa, 1998). A semi-variogram for nymphal I. scapularis population density was constructed by Nicholson & Mather (1996) , using sample estimates from 80 collections at different locations on Rhode Island. This revealed a strong tendency for sample sites closer together to have more similar tick densities than sample sites further apart, i.e. the data for tick density were spatially autocorrelated. Information from the best ®t model of the semi-variogram was combined with estimates from sample locations to interpolate tick density across Rhode Island. Estrada-Pen Äa (1998) also used co-kriging to model the cross-correlation between environmental proxies (derivatives of NDVI and LST) and distributions of B. microplus and I. scapularis.
This procedure becomes very complex outside the Normallinear case and is an area of considerable statistical research (Diggle et al., 1998) . A more straightforward method was used by Thomson et al. (1999a) , who created a logistic regression model to estimate the probability of children being positive for malaria parasites, as a function of social and environmental variables including NDVI (Fig. 3) . A variogram (Cressie, 1990) was computed from the standardized residuals, obtained from the ®tted logistic regression model, in order to estimate the spatial dependence in the data. Based on the appearance of the variogram, it was assumed that the correlation between a pair of measurements was an exponentially declining function of distance. From the ®tted exponential correlation model, nominal standard errors of the logistic regression parameter estimates were adjusted to allow for the effects of spatial dependence, using the method of generalized estimating equations (Cressie, 1990) . This permitted the reassessment of particular terms in the regression model, revealing that some terms (such as whether or not the child lived in a village covered by the primary health care system) that were originally deemed to be associated with the dependant variable, were not correlated signi®cantly (Table 4) .
Non-statistical methods for analysis of spatial data
Areas of active research in spatial data analysis are new tools, such as connectionist-based analysis, which facilitate exploratory processes without applying statistical procedures. Two examples are Fuzzy rule-based systems and neural network analysis, both having potential applications in biology and agriculture (Panigrahi, 1998) . Rule-based systems are more comprehensible than neural networks, as the predictive Table 4 . Logistic regression (R) model of presence or absence of P. falciparum parasitaemia using non-spatial and spatial statistics (from Thomson et al., 1999a , adjusted for the effects of using a bednet (NETS ± pyrethroid treated, untreated or absent); living in a village with Primary Health Care services (PHC ± yes or no); possession of a healthcard (CARD ± yes or no) and AREA (a ®ve-level factor ranking ecologically different zones). The measure NDVI_S (and its quadratic NDVI_S Ã 2), used as proxy for length of the malaria transmission season, was the area under the curve (Fig. 3a) for the period from early May until one month prior to the malariology survey in July: a lag of one month between NDVI values ( Fig.  3 ) and malaria cases in The Gambia was demonstrated by Thomson et al. (1997) .
process is transparent and the rules can be set according to realistic biological criteria. Rule-based models are particularly suited to predicting changes in disease distribution under different climate change scenarios (Martens et al., 1995; Lindsay & Martens, 1998) . Deciding on appropriate rules for particular models has many potential pitfalls, however, if the models are intended to re¯ect real situations. The burgeoning availability of continental-wide environmental data sets has prompted an ambitious plan to map malaria endemicity throughout Africa using age-related prevalence rates. The initiative`Mapping Malaria Risk in Africa ± Atlas du Risque de la Malaria en Afrique' (MARA, 1998; www.mara.org.za) uses both epidemiological and entomological data from all available sources to determine the differing malariological situations throughout Africa and their respective malaria risk (Le Sueur et al., 1997a) . Because this information is absent for much of the continent, the project has developed a model of stable malaria risk based on the effect of environmental parameters (rainfall and temperature) on the biology of malaria transmission parameters . To create the model, the effects of temperature and rainfall on different aspects of mosquito and parasite development were assessed. For temperature, these aspects were larval duration, mosquito survival and sporogonic duration. For rainfall, aspects considered were mosquito breeding site availability and adult survivorship. In order to de®ne a climate suitability map that took into account the inherent uncertainty in such a model, as well as the natural gradation between certain stable transmission (1) and certain no stable transmission (0), they used the`Fuzzy logic' method. This is an extension of Boolean logic (where only two classes are permitted 0 or 1), dealing with`Fuzzy Sets', which are classes without sharp boundaries. In this case it is unlikely that the climate suitability of an area is strictly either suitable or unsuitable. A Fuzzy Set is characterized by a fuzzy membership grade (also called a possibility), ranging from 0 (nonmembership) to 1 (complete membership). Craig et al. (1999) used the FUZZY function in IDRISI to convert the climate data to a climate suitability map of fractions between 0 (unsuitable for stable transmission) and 1 (suitable for stable transmission). They then compared the map created from the model with historical malaria endemicity maps for East and southern Africa, ®nding good accordance between the two approaches. According to Lindsay & Thomas (2000) , however, this concordance should not be surprising for East Africa, as the historic malaria endemicity maps for Kenya and Tanzania (depicting the transmission season duration) were created by experts who also used climate data.
By mathematically de®ning malaria transmission suitability, Craig and her innumerable co-workers (MARA, 1998) intend the approach to be repeated, evaluated and modi®ed over time. Moreover, the malariological information can be manipulated in combination with other data sets (e.g. demography) to estimate numbers of people at risk (by age cohorts, etc.). A number of modi®cations have already been made to the original model, for example, to improve predictions of malaria in Africa north of 8°N and in East Africa .
Arti®cial neural network (ANN) methodologies are inspired by the way the mammalian brain processes information. They are a collection of mathematical models that emulate some of the observed behaviour of biological nervous systems and draw on the analogies of adaptive biological learning. ANNs use many highly interconnected processing elements that are analogous to neurones, tied together with connections that are analogues to synapses. ANNs are particularly suited for exploratory analysis, because they can be used even when data are inconsistent, incomplete or degraded by noise, and without presuppositions concerning functional distribution of the data. Spitz & Lek (1999) showed that ANNs could learn complex relationships between environmental variables, with operationally relevant predictions for impact assessment. A neural network (15 node) was developed by Yang & Batchelor (1997) to predict regional epidemics of`wheat scab' using rain days, quantity of rain and cumulative sunlight during the reproductive stages as inputs to the model. Neural networks have also been explored by Hales et al. (1998) to predict the likelihood of asthma attacks in New Zealand individuals with speci®c environmental or demographic attributes. As suggested by Williams et al. (1994) , there is considerable scope for ANN methodology to be developed for interpreting and managing the interplay between vector-borne diseases and their environments.
Conclusion
New developments in satellite technologies, including more precise satellite sensors (Diner et al., 1999) , increased product range (for example: Meteosat Second Generation: www.esrin. esa.it/msg) and increased application potential (Beck et al., 2000) will greatly expand the type, range and quality of data routinely available to researchers and control staff. The technological developments are, in fact, so rapid that it is dif®cult to keep pace with the tools becoming available. Because they are, as always, vulnerable to the GIGO principle (garbage in, garbage out), it is therefore essential that the reader understands the assumptions which lie behind the ®nal, often dazzling, products. It is hoped that this review goes partway to facilitate the process.
