Abstract-This paper presents a study on how nature provides intelligent solutions to complex real-world problems. In this regard we study the intelligent behavior of swarming insect societies with the focus on ant colonies; examining how these almost blind species are capable of providing optimal solutions and how such solutions can be modeled into algorithms. Further we have explored an interesting collaboration of data mining analysis with an ant based algorithm to prove that a nature inspired algorithm is able to perform data mining task successfully, this has been done with the help of a comparative experimental analysis.
INTRODUCTION
Algorithm development plays an integral role in the advancement of computer science. A major thrust in algorithm development is the design of algorithmic models to solve increasingly complex problems. As most real world problems are non-linear and multimodal with uncertainty, they are often very challenging to solve, it is not possible to find the true global optimality with 100% certainty for a given problem. The increasing complexity of real-world problems motivates the researchers to search for efficient methods. The traditional algorithms struggle in providing solutions to high complexity real world problem but nature provides many counter examples of biological systems exhibiting the required function. This is because the traditional algorithmic techniques lack the intelligent behavior that the biological systems possess. So in order to solve these computationally phrased problems optimally, algorithms need to provide intelligent solutions. In this paper we examine the intelligent solutions provided by natural species and provide an experimental prove that they can perform better than traditional techniques. The paper is structured as follows; in section II we explore intelligent solutions which are provided by the tiny little creations of Nature; the social insects. Then in section III we focus our study to a specific class of insects; ants, and in section IV an ant based clustering model is presented. While in section V a data mining analysis has been carried. It is a comparative experimental analysis, between ant based clustering and K-means clustering. Finally in section VI, on the basis of the experimental results obtained, the study is concluded.
II.

INTELLIGENT SWARM BASED SOLUTIONS
Firstly what are intelligent solutions? Intelligent solutions are ones that can provide optimal results for real world complex problems, they are inspired by the intelligent behavior of natural species. How can an algorithm provide intelligent solution? To determine what general qualities an intelligent algorithm must possess. Consider the problems of Face recognition and Speech recognition. Both problems are of current and trending interest, these are difficult to solve via computers but obviously rather easy for humans and even animals. Why natural brains find such problems easy to process? This is because the natural brain possess the following characteristics:
• Ability to extract models from examples (learning) • Ability to deal with dynamic environments (adaptability) • Ability to deal with noisy, incomplete or inconsistent data (robustness) • Ability to provide the answer in a reasonable amount of time (efficiency). These characteristics also define the general qualities of intelligent algorithms, so algorithms must mimic the above basic traits of the natural brain to work intelligently! Algorithms and techniques mimicking the different behavioral pattern displayed by various natural species are classified under the umbrella of Nature Inspired Algorithms (NIA). These algorithms are meta-heuristic algorithms [1] ; higher level heuristic algorithms (here heuristic means "to find" or "to discover by trial and error). In general these nature-inspired meta-heuristic algorithms can be categorized as:
 Biological systems based algorithms o Swarm intelligence (SI) based o Non Swarm intelligence (SI) based  Physical and chemical systems based algorithms By far the majority of nature-inspired algorithms are based on some successful characteristics of biological system. Therefore, the largest fraction of nature-inspired algorithms is biology-inspired [2] . Same is our topic of concern with the study being focused on social insects, so we will only be discussing those Biological systems based algorithms which are Swarm Intelligent (SI) based. But what is Swarm intelligence? It is the Collective intelligent behavior of decentralized and self-organized systems [2] , [3] . While each individual of the systems may be considered unintelligent, but the whole system of multiple agents may show collective intelligence. Similarly individuals in social insect societies of ants, bees, termites, wasps and all others, can be considered unintelligent but when they work as a group they exhibit highly structured selforganization and hence show collective intelligence. So, social insect practice swarm intelligence and the algorithms formulated from the practices of these insects are termed as Swarm intelligence (SI) based algorithms. Few popular SI based algorithms are listed in 
SWARMING BEHVIOR OF ANTS
Without a doubt the most successful specie on earth today, is that of ants in fact they have been so, for the past 100 million years. The study of the behavior of ant colonies and of their self-organizing capacities is interesting for computer scientists because it provides models of distributed organization which are useful to solve difficult optimization and distributed control problems. Primarily ants in an ant colony use the stigmergic approach to coordinate their activities. Stigmergy is a particular form of indirect communication used by social insects to coordinate. During the stigmergic approach of ants the basic behaviors observed are:
A Foraging
Ants have a trail-laying/trail-following behavior when foraging; searching for food [11] : individual ants deposit pheromone while walking and foragers follow pheromone (a chemical substance produced and released into the environment by an animal, affecting the behavior or physiology of others of its species) trails with some probability. This behavior can explain how ants find the shortest path between their nest and a food source. Consider figure  1 -a where ants are coming back and forth from their nest to food source.
Figure 1-a Ants Making Trips from Nest to Food source
In figure 1 -b an obstacle is placed in the path from ant nest to food source, this has created two different length paths form nest to food source.
Figure 1-b an Obstacle in Ant Route
Ants will select randomly one of the two paths, with equal probability as seen in figure 1-c.
Figure 1-c Obstacle Creating Two Paths
Those ants will return earlier to the nest, who took the shortest route twice (to go from the nest to the source and to return to the nest), so that more pheromone is present on the shorter path than on the longer path immediately after these ants have returned, stimulating other nest mates to choose the shorter path as well.
Eventually the greater amount of pheromone on one path stimulates more ants to choose it, and so on. This autocatalytic process will lead the ant colony to converge towards the use of only one of the two paths, which is the shorter path in this case. As shown in figure 1-d. This has been called differential length effect [12] and explains how ants in the long run end up choosing the shorter of the two paths without using any global knowledge about their environment. It is also interesting to note that in some ant species the amount of pheromone deposited is proportional to the quality of the food source found: paths that lead to better food sources receive a higher amount of pheromone. Differential length effect and pheromone based autocatalysis are at the earth of some successful ant algorithms for discrete optimization, in which an artificial pheromone plays the role of stigmergic variable.
B Division of labor
Division of labor is an important and widespread feature of life in ant colonies, and in social insects in general. Social insects are all characterized by one fundamental type of division of labor, reproductive division of labor. Consider figure 2, which illustrates four major casts of ants. Beyond this primary form of division of labor between reproductive and worker castes, there often exists a further division of labor among workers, who tend to perform specific tasks for some amount of time, rather than to be generalists who perform various tasks all the time. Workers are divided into  Age or  Morphological sub-castes. Age sub-castes correspond to individuals of the same age that tend to perform identical tasks, this phenomenon is called temporal polyethism. In some species, workers can have different morphologies, workers that belong to different morphological castes tend to perform different tasks. But even within an age or morphological caste, there may be differences among individuals in the frequency and sequence of task performance, one may therefore speak of behavioral castes, to describe groups of individuals that perform the same set of tasks in a given period. One of the most striking aspects of division of labor is plasticity, a property achieved through the workers' behavioral flexibility: the ratios of workers performing the different tasks that maintain the colony's viability and reproductive success can vary (i.e., workers switch tasks) in response to internal perturbations or external challenges. It is amazing to observe how this flexibility is implemented at the level of individual workers, which do not possess any global representation of the colony's needs. This technique of labor division can provide solutions to complex task allocation problems.
C Cemetery formation
Intensive experiments reported that many species along with ants actually organize a cemetery [12] . The phenomenon that is observed in experiments is the aggregation of dead bodies by worker ants. If dead bodies, or more precisely items belonging to dead bodies, are randomly distributed in space at the beginning of the experiment, the workers will form clusters within a few hours ( figure 3 ). This figure shows four successive pictures of circular arena. After 3, 6 and 36 hours.
Figure 3 Forming of Clusters in Real Ants
If the experimental arena is not sufficiently large, or if it contains spatial heterogeneities, the clusters will be formed along the borders of the arena or more generally along the heterogeneities.
The basic mechanism underlying this type of aggregation phenomenon is an attraction between dead items mediated by the ant workers: small clusters of items grow by attracting workers to deposit more items. It is this positive feedback that leads to the formation of larger and larger clusters. In this case it is therefore the distribution of the clusters in the environment that plays the role of stigmergic variable.
IV.
AN ANT BASED CLUSTERING MODEL
Deneubourg et al. [13] have proposed a model relying on biologically plausible assumptions to account for the phenomenon mentioned in section III-C of dead body clustering or cemetery organization in ants. The model, called basic model (BM), relies on the general idea that isolated items should be picked-up and dropped at some other location where more items of that type are present. Let us assume that there is only one type of item in the environment. The probability for a randomly moving ant (that is currently not carrying an item) to pick-up an item is given by
where f is the perceived fraction of items in the neighborhood of the ant and k1 is the threshold constant: for f≪ k1, Pp is close to 1 (i.e., the probability of picking-up an item is high when there are not many items in the neighborhood), and Pp is close to 0 if f≫ k1 (i.e., items are unlikely to be removed from dense clusters). The probability Pd for a randomly moving loaded ant to deposit an item is given by
Where k2 is another threshold constant: for f≪ k2, Pd is close to 0, whereas for f≫ k2, Pd is close to 1. As expected, the pick-up and deposit behaviors obey roughly opposite rules. The question is now to define how f is evaluated. Deneubourg et al. [13] , having in mind a robotic implementation, moved away from biological plausibility and assumed that f is computed using a short-term memory that each ant possesses: an ant keeps track of the last T time units, and f is simply the number N of items encountered during these last T time units divided by the largest possible number of items that can be encountered during T time units. If one assumes that only zero or one object can be found within a time unit, then f = N/T. Figure below shows a simulation of this model: small evenly spaced clusters emerge within a relatively short time and then merge into fewer larger clusters (figure 4).
Figure 4 Computer Simulation of Clustering Model
The figure shows three successive pictures of simulated circular arena. From left to right and from up to down: the initial state with 5000 items placed randomly in the arena, the arena at t=50,000, t= 100,000 and t=5 000 000. Parameters: T= 50, k1= 0.1, k2= 0.3, 10 ants. Lumer and Faieta [14] have generalized Deneubourg et al.'s BM [13] , to apply it to exploratory data analysis. The idea here is to define a "dissimilarity" d (or distance) between objects in the space of object attributes. This algorithm by Lumer and Faieta [14] (referred hereafter as LF algorithm) works as follows. Let us assume that the number of dimensions, m = 2; instead of embedding the set of objects intoℝ 2 , the LF algorithm approximates this embedding by considering a grid, i.e., a subspace of ℤ 2 . Ants can directly perceive a surrounding region of area s 2 −1 (a square Neighs*s of s*s sites surrounding site r). Let d (oi, oj) be the distance between two objects oi and oj in the space of attributes. Let us also assume that an ant is located at site r and at time t, and finds an object oi at that site. The local density of objects similar to type oi at site r is given by
Here f(oi) is a measure of the average similarity of object oi with the other objects oj present in its neighborhood: this expression replaces the fraction f of similar objects of the BM. The parameter α defines the scale for dissimilarity: its value is important for it determines when two items should or should not be located next to each other. Lumer and Faieta [14] define pickingup and dropping probabilities as follows:
Where k1 and k2 are two constants that play a role similar to k1 and k2 in the BM. The LF algorithm has been implemented and successfully extended in cluster analysis. We have also implemented the algorithm on matlab, a brief description of it is discussed below:
The algorithm is designed with the help of equations 4.1 and 4.2 and the following parameters and key variables:  Maximum Iteration: the maximum number till the clustering will be executed continuously  Direction Probability: used to store the direction probability of ants 
Step Size: used to store the step size of ants  Neighbor Size: used to store the neighborhood size  Number of Patterns: is the count of patterns that is to be randomly clustered for clustering  Number of Clusters: it is the count of the types of patterns  Number of Features: number of features associated with the patterns; given by user at runtime The general description of the algorithm is: Where lambda is
Initialization phase
 Values of Number of Patterns, Number of Clusters, Numberlambda = max { 1 * (1 − ℎ )}
Drop pattern by ant if is not empty and location is available
The drop probability is given by =
Where again lambda is 
A COMPARATIVE DATA MINING ANALYSIS BETWEEN ANT BASED CLUSTERING AND K-MEANS ALGORITHM
The traditional clustering algorithms such as K-means, K-mediods, Fuzzy C-means cannot be applied to all applications as these algorithms have a few drawbacks like, initial partition selection and local optima convergence. Therefore approaches similar to ant based clustering have been introduced to overcome these drawbacks.
Cluster Analysis is actually a popular data analysis or a data mining technique as shown in figure 6 . So we present a data mining analysis. The analysis has been carried out on a telecom company's customer data set, comprising 2669 cases of customers.
Figure 6 Data Mining
The data attributes used in the experiment are as follows: Parameters of Ant-Cluster algorithm are set as follow in this experiment. Similarity coefficient is α=12~14, the maximum number of iterations is 8000, the number of ants in each population is 100, threshold constants (Pick Up Gamma and Drop Gamma) are k1=0.l and k2=0.15. Clustering result is illustrated in figure 7 .
Figure 7 Result of Customer Segmentation by Ant Cluster Algorithm
In figure 7 , each cluster figures one customer cluster. Objects in a cluster have some common characteristics and these characteristics can be obtained by comparing distribution of an attribute value in the whole data set with the one in a certain cluster.
For example, figure 8 and 9 represent distribution of domestic call time attribute in the whole customer data set and in a certain customer cluster respectively. As is shown in figure 9 , domestic call time in this cluster is longer than that in all customer data set shown in figure 8 . Therefore, we can draw a conclusion that higher domestic call time is one of characteristics of this cluster. Appropriate marketing strategies should be made according to this result. Figure 10 shows the average value of Domestic_dur in each cluster obtained with Ant-based clustering algorithm. For comparing, we implemented the k-means algorithm. The average value of Domestic_dur in each cluster obtained with kmeans algorithm (k=19) is shown in figure 11 . In figure 10 , the Ant-Cluster algorithm has obtained six clusters which average value of Domestic_dur are more than 300, namely 2, 9, 13, 4, 8, and 11. The k-means algorithm has only discovered two clusters which average value of Domestic_dur are more than 300, namely 2 and 3. We can conclude that Ant based clustering algorithm is more effective than k-means algorithm for discovering clusters which have distinct characteristics when the numbers of clusters are same or similar.
VI.
CONCLUSION
We went through the process of extracting solutions from a natural specie; ant and formulated into an algorithm, successfully implementing it to perform a data mining or more precisely clustering analysis.
The result of our analysis clearly proves that nature inspired algorithms are intelligent enough to solve real world complex problems. Moreover the results are better than the traditional algorithms.
VII.
FUTURE WORK
The above discussed and other similar natural techniques of computing yield special attention because of their performance as they can solve real world problems with efficiency and accuracy. Currently nature based algorithms are aiding the evolving process of fields such as Digital Image Processing, Business Intelligence, Knowledge Discovery, Big Data Analysis, Ubiquitous Computing, Telecommunication and the list continues. Based on the potential of this extremely rich domain, we can say that natural computing will soon become the most used from of computing.
