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Abstract 
Novice programmers have difficulty developing an 
algorithmic solution while simultaneously obeying the 
syntactic constraints of the target programming language.  
To see how students fare in algorithmic problem solving 
when not burdened by syntax, we conducted an 
experiment in which a large class of beginning 
programmers were required to write a solution to a 
computational problem in structured English, as if 
instructing a child, without reference to program code at 
all.  The students produced an unexpectedly wide range of 
correct, and attempted, solutions, some of which had not 
occurred to their teachers. We also found that many 
common programming errors were evident in the natural 
language algorithms, including failure to ensure loop 
termination, hardwiring of solutions, failure to properly 
initialise the computation, and use of unnecessary 
temporary variables, suggesting that these mistakes are 
caused by inexperience at thinking algorithmically, rather 
than difficulties in expressing solutions as program code. 
Keywords:  Learning to program; syntax-free 
programming; algorithms; problem solving. 
1 Introduction 
ITB001, Problem Solving and Programming, is the core 
introductory programming unit presented by the Faculty 
of Information Technology at the Queensland University 
of Technology.  In it students are introduced to the skills 
required to solve computational problems and implement 
solutions in a programming language.  Python is the 
language of choice for this unit, as it has a simple syntax 
and is easy to use.  Students are not distracted with 
difficult installation tasks, nor do they need to master a 
complex development environment.  As a freely-available 
scripting language, Python encourages experimentation 
by students to reinforce conceptual material (Zelle 2007). 
Students of ITB001 are expected to devise a plain 
English “algorithmic” solution to each programming 
problem prior to implementation of their solution in 
program code.  Stepwise refinement of abstract 
requirements to executable code is also encouraged, as a 
way of helping students develop programs incrementally.  
Marks awarded for assignments give almost as much 
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weight to algorithms as programs, in an attempt to 
encourage methodical program development, rather than 
‘hacking’.  In the teaching materials we used the term 
prosecode, borrowed from Zobel (2004), as a means of 
describing “syntax-free” algorithms, because we felt that 
most pseudo-code notations in the literature were still too 
“program-like” for our needs. 
In Semester 1, 2008 we conducted an experiment 
involving 313 students sitting the final end of semester 
exam in this unit.  Most of these students were first-year 
Information Technology students, although there was also 
a large number of second-year double-degree students.  
The unit assumes that students have no prior 
programming experience (although many students have 
some programming experience from high school or other 
university units). 
While most of the exam questions emphasised 
traditional program code comprehension and writing 
skills, one exam question required students to write a 
natural language algorithm only, in order to test their 
ability to solve algorithmic problems independently of the 
specifics of any particular programming language.  Here 
we examine the outcomes of this experiment by analysing 
the variety of algorithms produced by the students to see 
what they reveal about the students’ underlying problem 
solving skills.  We also compared the students’ outcomes 
for this exercise in “syntax-free” programming against 
their solutions to a traditional program code writing exam 
question, to see whether students’ skills at devising 
algorithms correlate strongly to their programming skills. 
2 Related Work 
Bornat (in Bruce et al. 2002) introduced the concept of 
“syntax-free” programming to separate the notions of 
programming from coding because of what he saw as the 
‘damage’ caused by the introduction of a programming 
language while learning to program.  Bornat clearly 
distinguished learning to program from learning to code 
in his book designed to teach programming outside an 
electronic environment.  Our experiment tries to evaluate 
problem solving skills separately from coding in order to 
determine any correlation between the two. 
Of course, many educators have used “explain in plain 
English” style questions to test students’ program 
comprehension skills (Lister et al. 2006), but our 
experiment is different because it studies students’ plain 
English writing, rather than reading skills. 
Dierbach and others (2005) designed a preparatory 
course for novice programming students which sought to 
develop their ability for algorithmic problem solving 
rather than knowledge of any particular programming 
language.  They found that students in this course 
performed on average at a higher level in subsequent 
programming units than students with any other type of 
programming background.  They also reported that the 
confidence levels of students completing the preparatory 
course were affected positively, and they suspect this 
contributed to their success in further programming 
courses.  This supports the notion that confidence is a 
contributing factor to success and retention in 
programming courses (Fisher et al. 2002; Katz et al. 
2006). 
Others have suggested separating algorithm 
development from implementation of code and have 
drawn parallels between mastering algorithm 
development skills and successfully learning to program 
(DuHadway 2002; Faux 2003).  Mendes et al (2005) 
suggested that a significant problem for students learning 
to program is their inability to develop an algorithm to 
solve a problem, which is one of our motivations for 
trying to study the two skill sets separately.   
Reporting on a series of projects investigating what 
they termed ‘common sense computing’, Simon et al 
(2006) and Chen et al (2007) suggested that prior to 
commencement of computer science studies, students 
already have considerable problem solving and algorithm 
writing skills, but found that those skills actually 
deteriorate with fragile programming knowledge. 
In terms of code implementation, Parsons and Haden 
(2006) observed that novice programmers repeatedly 
made the same syntactical errors.  They developed an 
interactive puzzle-like tool where students drag-and-drop 
portions of code to form a complete solution.  The 
puzzles allow students to identify errors they make in 
choosing inappropriate lines of code, and provide a fun 
way to rote learn syntactic constructs. 
Finally, Little and Miller (2008) acknowledge the 
difficulties associated with language-specific syntax and 
are currently working towards syntax-free programming 
by developing a parser that generates code from a plain-
English set of instructions.  Such a utility, although not 
helpful to a student struggling to learn a specific 
language, could be useful in building problem solving 
and algorithm development skills. 
3 The Question 
The final exam question used in our experiment was as 
follows: 
Assume that you have a five-year old niece to whom 
you have just given a paper bag full of marbles, each 
of which has a unique number printed on it.  Write a 
detailed set of step-by-step instructions (i.e., an 
algorithm) for your niece to follow which will allow 
her to find the two marbles with the smallest and 
largest numbers in the bag, respectively. 
You may assume that she can recognise whether or not 
one number is larger than another, but that she cannot 
understand vague instructions like “find the marble 
with the largest number”.  (Don't worry about whether 
or not your niece can read — an adult can read out 
the instructions to her if necessary.) 
The style of this question should not have been a 
surprise to the students.  Developing natural language 
algorithms before writing code was emphasised 
throughout the semester in both weekly workshop 
exercises and assessable assignments.  During the 
semester students were expected to write an abstract 
English description of their problem solving strategy, 
prior to coding a solution.  This was then repeatedly 
refined until a concise set of non-ambiguous instructions 
was developed which solved the task.  Extensive 
illustrative examples documenting this step-wise 
refinement process from abstract algorithm to code were 
supplied to students each week.  
Also a similar question involving counting playing 
cards by suit, to confirm the integrity of a second-hand 
deck, appeared on the practice exam presented in the final 
lecture.  The ploy of requiring the algorithm to be written 
for a small child was used on the practice exam too, as a 
way of promoting the idea that each step in the algorithm 
must be very simple.  A solution was provided for the 
corresponding practice exam question, clearly showing 
the style of answer expected.  Students should have been 
quite familiar with the concept of collections (lists), as list 
processing, operations and comprehension formed a 
major part of the semester’s work. 
4 The Expected Answer 
The answer we expected to the exam question above was 
something along the following lines: 
1. Draw two circles on a piece of paper and label one 
“largest” and the other “smallest”. 
2. Take two marbles from the bag and put the one with 
the smaller number in the circle labelled “smallest” 
and the other one in the circle labelled “largest”. 
3. While there is still a marble left in the bag: 
a. Take a marble from the bag. 
b. If the marble has a smaller number on it 
than the one in the circle labelled 
“smallest”, put it in place of that marble in 
the circle. 
c. Otherwise, if the marble has a larger 
number on it than the one in the circle 
labelled “largest”, put it in place of that 
marble in the circle. 
d. Otherwise, just put the marble aside. 
4. When there are no more marbles left in the bag, the 
one left in the circle labelled “smallest” is the one 
with the smallest number and the one in the circle 
labelled “largest” is the one with the largest number. 
This set of instructions is a prosecode paraphrase of 
Berman and Paul’s (2005) ‘MaxMin2’ algorithm for 
efficiently finding the largest and smallest numbers in an 
array. 
Although independent of any particular programming 
language syntax, note that this algorithm has all the 
features of basic imperative program code.  The 
numbering of the steps represents sequential composition 
of actions.  Step 1 in effect declares two named variables 
and Step 2 initialises them via assignment.  Step 3 
represents pre-tested iteration.  Steps 3b–3d model a 
conditional statement.  Finally, Step 4 represents the 
action of returning the computation’s result. 
Also note that this particular solution implicitly relies 
on an assumption that there are at least two marbles in the 
bag (which seems reasonable given that the question says 
the bag is “full of marbles”). 
5 Solutions Produced 
To analyse students’ responses to this question we 
categorised them by the type of algorithm produced, by 
the assumptions their algorithm makes about its inputs 
(i.e., the minimum number of marbles required), and by 
how successfully the algorithm was expressed.  We 
considered an attempt at describing an algorithm to be 
‘unsuccessful’ if the instructions were impossible to 
follow because they were either wrong, incomprehensible 
or too vague for even an intelligent child to understand. 
Overall, a surprisingly wide range of solutions were 
produced, some of which did not occur immediately to 
the teaching staff, and some of which actually improved 
on our solution by avoiding our assumption about the 
minimum number of marbles required.  The anticipated 
solution described above is essentially a searching 
algorithm, and most students’ answers were of this 
nature.  However, a sizeable percentage of students 
produced solutions based on sorting the marbles, in order 
to find the smallest and largest ones.  Although this 
strategy works, it is inefficient because there is no need to 
sort the marbles to solve the problem.  (Nevertheless, 
efficiency is not a marking criterion for this unit, so 
students were not penalised for suggesting such 
solutions.)  Ultimately the algorithms were divided into 
13 distinct categories, as shown in Table 1. 
 
Category % Students 
Attempting 
% Students 
Unsuccessful 
Single pass search,  
minimum 2 marbles 
35.5 3.2 
Two pass search, 
minimum 2 marbles 
17.9 1.9 
Partial sort 9.5 1.9 
Ill-defined total sort 9.3 9.3 
Total insertion sort 6.4 3.5 
Single pass search,  
minimum 1 marble 
6.1 1.3 
Recursive sieve 4.5 3.2 
Digit based sort 3.2 3.2 
Two pass search, 
Minimum 1 marble 
2.2 0.6 
Unique/Incomprehensible 2.2 1.6 
Total bubble sort 1.3 1.3 
No answer 1 1 
Single pass search, 
Minimum 3 marbles 
1 0.6 
Table 1 Algorithm Categories 
 
Below we discuss interesting aspects of each specific 
category of algorithm produced. 
Single pass search, minimum of 2 marbles [111/313 
= 35.5% of answers attempted; 10/313 = 3.2% deemed 
unsuccessful].  This was the expected algorithm, 
described in detail above, so it was pleasing to discover 
that it was by far the most common solution. 
Two pass search, minimum of 2 marbles [56/313 = 
17.9% of answers attempted; 6/313 = 1.9% deemed 
unsuccessful].  A less-efficient, but equally effective, 
variant of the expected algorithm, this solution involves 
searching through the bag of marbles twice, firstly to find 
the one with the smallest number and then to find the one 
with the largest number.  Most students recognised that 
having found the marble with the smallest number in the 
first pass, this particular marble could be excluded from 
the second. 
‘Partial sort’ [30/313 = 9.5% of answers attempted; 
6/313 = 1.9% deemed unsuccessful].  This commonly-
suggested algorithm piqued our interest because it is quite 
unlike any examples or exercises studied in the unit.  It 
begins by selecting two marbles and placing them in a 
line with the smaller on the left.  Each of the remaining 
marbles is then compared with the marbles at the ends of 
the line.  If its number is smaller than the one on the far 
left it is placed further to the left.  If its number is larger 
than the one on the far right it is placed further to the 
right.  Otherwise, it is placed “in the middle”.  When the 
bag of marbles is emptied the ones with the smallest and 
largest numbers can be found at the extreme ends of the 
line.  Intriguingly, this process produces a partial 
ordering of the marbles. 
At one level the algorithm can be viewed as merely a 
slight variant of our expected one, with the additional 
feature that marbles that are not candidates for largest or 
smallest are retained rather than discarded.  However, the 
interesting feature is that the degree of sorting achieved 
depends on how the student explained what was meant by 
putting a marble “in the middle”.  In some cases “the 
middle” was clearly intended to be an unordered pile.  In 
others, however, it was said to be a “line” (sequence).  In 
this latter case different sorting outcomes can be achieved 
by putting a marble destined for “the middle” 
immediately beside a marble at the end of the line versus 
putting it in the exact centre of the sequence.  Both of 
these alternatives were commonly suggested.  (Of course, 
none of these variants make any difference to the overall 
answer produced by the algorithm.) 
Ill-defined total sort [29/313 = 9.3% of answers 
attempted, all deemed unsuccessful].  A large percentage 
of students recognised that the problem could be solved 
trivially if the marbles were sorted, but did not know how 
to achieve this.  Their algorithms therefore said, in 
essence, “sort the marbles and then choose the ones at the 
end”.  All such algorithms were considered unacceptably 
imprecise. 
Total insertion sort [20/313 = 6.4% of answers 
attempted; 11/313 = 3.5% deemed unsuccessful].  Many 
students attempted to describe an algorithm which 
involved totally sorting the marbles and then returning the 
ones at the ends.  (Inevitably such an algorithm will be 
unnecessarily inefficient because there is no need to 
totally order the marbles to solve the problem.)  Most of 
these solutions used an insertion sort-like algorithm.  A 
line of marbles is maintained in left-to-right ascending 
order and each newly-selected marble is placed in its 
appropriate place by searching from the left until a 
marble with a larger number is encountered, in which 
case the new marble is placed to its left, or the end of the 
line is reached, in which case the new marble is placed at 
the far right. 
Although this algorithm is straightforward, it is 
awkward to explain in precise step-by-step detail.  Most 
students had difficulty describing the process for 
searching for the location at which to insert each new 
marble, which is why many attempts were deemed 
unsuccessful.  (Sorting algorithms are considered too 
difficult for students in this unit, so it was surprising that 
so many students attempted this approach.) 
Single pass search, minimum of 1 marble [19/313 = 
6.1% of answers attempted; 4/313 = 1.3% deemed 
unsuccessful].  Whether by accident or design, a large 
number of students produced solutions which improved 
on our expected algorithm by requiring only one marble 
as a minimum.  However, this considerably complicated 
their algorithms.  Typically the first marble selected was 
placed in the container labelled “largest”.  The loop for 
processing the remaining marbles, if any, then needed an 
extra conditional statement to check whether or not the 
container labelled “smallest” is occupied.  If not, then the 
newly-selected marble is placed in the container labelled 
“smallest” if its number is less than that of the marble in 
the container labelled “largest”, otherwise the marble in 
the “largest” container must be moved to the “smallest” 
one, and the new marble is placed in the “largest” 
container.  In effect, the first and second (if there is one) 
marbles taken from the bag must both be treated as 
special cases. 
A weakness of this strategy is that if there is only one 
marble in the bag then the result returned has a “largest” 
outcome but no “smallest” one.  However, five students 
managed to overcome even this problem by writing down 
(or in one case memorising) the numbers on the marbles, 
rather than using the marbles themselves as ‘values’.  
This allowed them to initialise their algorithm by 
recording the number on the first marble as both 
“smallest” and “largest”.  This solution was the most 
efficient and general of all algorithms produced.  (A sixth 
student recognised the problem and attempted to solve it 
by writing an initial value of zero for both the smallest 
and largest numbers, but failed to take into account that 
‘0’ may be a legitimate number on a marble.) 
‘Recursive sieve’ [14/313 = 4.5% of answers 
attempted; 10/313 = 3.2% deemed unsuccessful].  This 
interesting group of, largely unsuccessful, attempts was 
again entirely unexpected by the teaching team.  Each 
began with the same initial steps: “Take marbles out of 
the bag two at a time and put the one with the largest 
number in a pile on the right and the other one in a pile on 
the left”. 
This process will, of course, create a pile known to 
contain the marble with the smallest number, and another 
pile known to contain the marble with the largest one, but 
we still don’t know which marble is which!  Having thus 
painted themselves into a corner, the students’ algorithms 
then differed depending on whether or not they saw a way 
out.  Many students’ attempts simply trailed off with a 
vague instruction to “keep going”. 
The best attempts recognised that a recursive problem 
had been created and attempted to explain the need to 
repeatedly apply the process to each of the piles.  
However, this was awkward to express without having 
named subroutines to call and, in any event, the whole 
process was far more complicated than our “five-year 
niece” could be expected to follow.  Also, although 
recursive algorithm design had been covered in the unit, 
most of these algorithms failed to clearly identify a ‘base 
case’ to ensure termination. 
Another obvious weakness of this approach, even 
when described relatively successfully, is that it relies on 
the bag containing an even number of marbles.  None of 
the attempts explained what to do if the number of 
marbles in the bag was odd. 
‘Digit-based’ sorting [10/313 = 3.2% of answers 
attempted, all deemed unsuccessful].  Perhaps the most 
disappointing group of attempts were those which tried to 
sort the marbles’ numbers one digit at a time, e.g., 
hundreds, tens and units, or based on the number of digits 
the numbers contained.  The reason for adopting such an 
awkward process, rather than just comparing the numbers 
on the marbles directly, was never explained.  Some 
grouped the marbles by digits, or ranges of values, and 
then proceeded to perform a linear search through the 
groups anyway, making the initial grouping phase 
redundant.  
Many of these algorithms were doomed to failure 
because a sufficient spread of numbers was not catered 
for.  For instance, some said, “put all the marbles with a 
single digit in a pile and then select the smallest of these”, 
ignoring the possibility that there may be no marbles with 
single-digit numbers. 
All of these algorithms were inefficient, confusing and 
complex, and certainly beyond the capabilities of our 
“five-year niece”. 
Two pass search, minimum of 1 marble [7/313 = 
2.2% of answers attempted; 2/313 = 0.6% deemed 
unsuccessful].  This algorithm was a variant of the ‘two 
pass’ algorithm outlined above, but took greater care to 
consider the possibility that there is only one marble in 
the bag.  Again two searches are made through the 
collection of marbles, but the result of the first pass is 
written down and the chosen marble returned to the bag, 
thus allowing the same marble to also emerge from the 
second pass. 
Unique and/or incomprehensible solutions [7/313 = 
2.2% of answers attempted; 5/313 = 1.6% deemed 
unsuccessful].  A small number of attempts defied 
classification.  Notable examples were as follows. 
 One student began by dividing the marbles into 
two piles as described in the ‘recursive sieve’ 
algorithm above.  The algorithm then proceeded 
to totally sort each of the piles before selecting the 
marbles of interest.  (Although grossly inefficient, 
this strategy could succeed.) 
 Another suggested sorting the marbles into piles 
of marbles whose number ends with the same 
digit and then searching through each of the piles 
for the smallest and largest in that pile.  (It was 
unclear how the algorithm was meant to 
terminate.) 
 Another described in detail how to count the 
marbles but only briefly mentioned the issue of 
finding the ones with the largest and smallest 
numbers. 
 Undoubtedly the strangest algorithm of all 
involved drawing a 10 × 10 matrix with rows and 
columns numbered with the digits from 0 to 9.  
(The numbers on the marbles were apparently 
assumed to all have two digits.)  The marbles 
were then placed in the cells in the matrix 
according to their numbers’ first and second 
digits.  The assumption was then that the marble 
with the smallest number would be “closest” to 
the top left and the one with the largest number 
would be closest to the bottom right.  
Unfortunately, of course, there is nothing to 
prevent two or more marbles from being 
equidistant to the corners. 
Total bubble sort [4/313 = 1.3% of answers 
attempted, all deemed unsuccessful].  A small number of 
students attempted a solution which involved sorting the 
marbles using a swapping-based algorithm similar to the 
traditional bubble sort.  (Although sorting algorithms are 
not covered in the unit, a bubble sort was used as an 
illustration of an inefficient algorithm in a tutorial on 
complexity analysis, so the students may have had vague 
memories of this.)  Unfortunately none of the attempts 
managed to describe the multiple passes needed to sort 
numbers in this way with sufficient clarity. 
No answer [3/313 = 1.0% of students].  Only a few 
students failed to provide any answer at all to the 
algorithm question, unlike the code-oriented questions on 
the exam which was not attempted by 11 students.  This 
might indicate that students sitting the exam considered 
the prosecode question to be easier than those involving 
programming language code. 
Single pass search, minimum of 3 marbles [3/313 = 
1% of answers attempted; 2/313 = 0.6% deemed 
unsuccessful].  This rarely-suggested approach is not a 
distinct algorithm, but a poorly-initialised version of our 
expected one.  It begins by designating spaces for the 
“smallest”, “largest” and “discarded” marbles.  The next 
step then (unnecessarily) involves removing three 
marbles from the bag, to populate each of these three 
spaces.  There is, of course, no need to initialise the 
“discarded” pile in this way. 
5.1 Analysis of Students’ Answers 
Overall a clear majority of students produced a search-
based solution as expected.  Various linear searching 
algorithms for processing lists had been used throughout 
the semester as lecture examples, workshop exercises and 
assignment problems, so this outcome was not 
unexpected. 
However, the large number of students who attempted 
some kind of (unnecessary) sorting algorithm was 
surprising.  Sorting algorithms per se were not covered in 
this unit, apart from a lecture demonstration of an 
algorithm for separating negative and non-negative 
numbers from a list, and workshop exercises comparing 
algorithm efficiency using supplied sorting modules.  
Exposure to these modules was limited, with most 
students blindly calling the supplied code, so it is unlikely 
to have been particularly influential on students 
answering the exam question.  One explanation for so 
many students using a sorting algorithm is, simply that 
knowledge of sorting is a pre-existing skill.  Chen et al 
(2007) found in an experiment involving writing natural 
language solutions that prior to commencement of 
studies, students were able to articulate coherent versions 
of insertion, selection, bubble and other sorting 
algorithms. 
Also, as mentioned above, many of the students’ 
attempts surprised us.  The ‘partial sort’ algorithms were 
a pleasant surprise because this is an elegant variant on 
the expected answer.  However, the ‘recursive sieve’ 
algorithms sit at the other extreme.  It is not clear why so 
many students adopted this obviously complex and 
awkward approach.  We have observed that a small 
number of students work more confidently with recursive 
problems than even the simpler looping constructs of for 
and while statements.  It is not unreasonable to expect 
that, under exam conditions, with virtually unlimited 
scope, students would choose an approach they were 
comfortable with.  Although recursion is not now a huge 
part of the curriculum for this unit, in previous semesters 
the programming language used was Scheme, and 
recursion was the only tool available for expressing 
repetition.  The experiment was conducted in a semester 
with a high percentage of repeating students who may 
have been exposed, at least to some degree, to the 
recursion-intensive predecessor introductory 
programming unit. 
Similarly, the various ‘digit-based’ attempts were very 
disappointing.  Students had previously completed a 
workshop exercise which required them to calculate the 
number of digits in a given integer, so their recall of this 
activity may have influenced their approach to solving the 
exam question.  Other studies have similarly found that a 
large number of students treated numbers as strings of 
digits rather than as primitive types in order to describe a 
sorting algorithm and concluded that this was probably 
because they focused at school on the fact that digits were 
the basic parts of a number (Simon et al. 2006; Chen et al. 
2007). 
6 Coding Errors Evident in the Algorithms 
Even though the algorithms were written in English, it 
was interesting to note that many novice programming 
errors could be discerned in them.  Notable examples 
included the following. 
Incomplete or incorrect initialisation.  A handful of 
students failed to include a loop initialisation step in their 
algorithm and thus started attempting to compare newly-
selected marbles without creating initial candidates for 
largest and smallest.  A couple of students, apparently 
trying to allow for the possibility of there being only one 
marble in the bag, accidently created an ‘uninitialised 
variable’ problem by not having initial values for both the 
biggest and smallest numbers.  More subtly, two students 
incorrectly initialised their single-pass search by 
discarding one of the first marbles taken from the bag, in 
a way that meant it was never considered as a candidate 
for either largest or smallest.  (These could be difficult 
bugs to detect in the corresponding program!)  
Inadequate declaration.  Most students followed the 
lead of the algorithm on the practice exam and introduced 
clearly labelled ‘variables’ in which to put the selected 
marbles.  Sometimes these were pieces of paper labelled 
“biggest” and “smallest” but, given the propensity of 
marbles to roll, most students had the foresight to suggest 
labelling bowls, bags or other containers.  However, a 
small number of students just suggested allocating certain 
unlabelled ‘places’ to put the marbles.  Since these 
anonymous ‘places’ had no names, the remainder of the 
student’s instructions then struggled to distinguish them, 
introducing awkward phrases such as “the place where 
you put the biggest marble” or, in one memorable 
example, “space 1”, “space 2” and “space 3”, creating 
considerable scope for confusion.  Evidently these 
students had not absorbed our frequent admonitions to 
choose meaningful variable names. 
Unnecessary temporary variables.  Several students 
introduced the equivalent of ‘variables’ into their 
programs that were entirely unnecessary.  In a few cases 
students suggested writing down the largest and smallest 
numbers seen on marbles so far, rather than just retaining 
the marbles themselves.  These students lost sight of the 
fact that this exercise was in essence to return the marbles 
with the smallest and largest numbers, not the values on 
those marbles. 
Even stranger, two students suggested writing down 
the numbers from all the marbles on separate pieces of 
paper first and then searching through the pieces of paper 
instead of the marbles.  Odder still, one student suggested 
counting all the marbles as the first step, even though this 
total was never used subsequently.  Another student 
described a partial sort which involved writing down the 
number on every marble examined so far and, worse, 
searching through all these numbers for each newly-
selected marble.  (At the other extreme, only one student 
suggested using the niece’s own memory to keep track of 
the smallest and largest numbers seen so far.) 
Failure to ensure loop termination.  A particularly 
obvious error in a few algorithms was failure to ensure 
that the loop made progress towards termination.  In our 
situation this typically manifested itself as an instruction 
to return each marble examined to the bag from whence it 
came!  (One student did say “choose another marble” 
from the bag after returning the marble just examined, but 
offered no specific advice on how to keep track of which 
ones had already been considered.)  
Hardwiring of solutions.  The standout cases in this 
category were the various ‘digit-based’ attempts, all of 
which suffered from a need to know the range of numbers 
written on the marbles.  A few attempted solutions 
seemed to assume that the numbers were in an ‘obvious’ 
range, such as 1 to 100, although they didn’t state this.  
Of course, the only real requirement for the numbers on 
the marbles is that they are totally ordered. 
Failure to return a value.  A minor issue with many 
algorithms is that they did not clearly say where the 
‘result’, i.e., the marbles with smallest and largest 
numbers, could be found.  This was not a problem when 
the marbles of interest were placed in clearly labelled 
containers, but some students chose to label their 
‘variables’ with different colours, e.g., a red and a green 
bowl to hold the marbles selected.  
7 Problem Solving Versus Coding Skills 
Directly following the algorithm development question 
on the exam, the students were required to complete a 
traditional program coding question: 
Define a Python function called twinned which 
accepts a list of items and returns a list of those items 
that occur exactly twice in the given list.  Each such 
item may occur in the returned list once only.  Hint: 
Python’s count method for lists, which returns the 
number of times a particular item occurs in a list, 
simplifies the solution. 
Again, this question should not have been a surprise to 
the students as they were shown a similar example in a 
lecture, which tested if all items in a given list are unique.  
The solution to the question above is straightforward and 
involves iterating over the items in the given list and 
adding each one to a new list only if the item appears 
twice in the original list and not in the new one. 
Students who answered this question generally did 
fairly well.  The most common mistake was forgetting to 
ensure that the returned list of items does not contain 
duplicates. 
 
 
Figure 1: Student marks for algorithm and coding 
questions 
 
For each of the students who sat the exam we thus had 
a marked “algorithm” and “coding” question, allowing us 
to do a direct correlation analysis between the two, to see 
if students’ skills at writing algorithms translate to skills 
at writing program code.  For this analysis we removed 
students who had failed to provide an answer to either or 
both of the exam questions.  There are any number of 
reasons why questions go unanswered on exam papers, 
and no presumption can or has been made about the level 
of competence or otherwise of students providing little or 
no written clues.  Two students answered neither 
question, and ten others failed to answer one of them, so 
this comparison focused on 301 student marks.  A 
standard Pearson’s correlation coefficient analysis, to 
produce a result ranging from −1 (inverse correlation) to 
+1 (positive correlation), for those 301 students produced 
a correlation of r = +0.446, showing little linear 
relationship between students’ ability to answer the 
algorithm question and the coding question. 
The scatter plot in Figure 1shows each student’s mark 
for the algorithm question against their mark for the 
coding question.  Since there are many duplicates, the 
density of each point is an indication of the number of 
students with the same algorithm and coding marks. 
We also tried grouping the solutions to the algorithm 
question into the three main categories, searching 
algorithms, sorting algorithms, and the much smaller set 
of unusual solutions.  Table 2 shows the distribution of 
marks within each category, including the mean and 
standard deviation, as well as the distribution of marks 
the same students received for the coding question. 
 
 Algorithm Mark Coding Mark 
Algorithm 
Category 
Mean StDev Mean StDev 
Searching 5.7 1.6 3.7 1.4 
Sorting 4.2 1.6 3 1.6 
Other 2 1.4 2 1.9 
Table 2 – Mark Distribution 
The correlation coefficient, scatter plot (Figure 1) and 
mark distribution (Table 2) all show little correlation 
between students’ ability to develop algorithms and to 
write code.  Our original hypothesis was that students’ 
algorithmic problem solving skills would be a strong 
indicator of their coding skills.  The weakness of the 
correlation could be explained by two factors: 
1. Some students who performed adequately on the 
algorithm question did poorly on the coding 
question.  Although this is the most obvious 
explanation, this trend did not stand out 
dramatically during marking.  (The same marker 
marked both questions.)  Assignments gave 
similar weight to algorithms as code, and students 
were especially encouraged to concentrate on 
problem solving process and documenting their 
algorithm if they lacked the confidence or ability 
to produce working code.  In the exam this type of 
student may have had ample experience at 
producing algorithms, but not programs, and 
therefore out-performed in the algorithm question.  
Another explanation is that those students who 
developed a habit of producing algorithms before 
code, finding no requirement to first produce an 
algorithm for the coding question in the exam, 
struggled to problem-solve directly to code. 
2. Some students who did well on the coding 
question did poorly on the algorithm question.  
There were a few obvious cases of students who 
could write code but couldn’t express themselves 
in English.  One overseas student in particular 
achieved near full marks on the code-related 
questions but failed to write a comprehensible 
algorithm.  Four students wrote Python code on 
the back of the page for the algorithm question!  
This is consistent with evidence that many 
students dislike documenting their problem-
solving process and when forced to produce both 
algorithms and code for assessment, choose 
(contrary to instructions) to write the code first, 
then attempt to convert that into an algorithm.  We 
suspect this to be the case more particularly for 
students with at least some prior programming 
experience. 
Overall we believe the first of these explanations was 
the dominant one.  It seems inevitable that many students 
who can express their solutions satisfactorily in plain 
language will have difficulty with the additional 
requirement to translate their algorithms into program 
code.  The scatter plot is consistent with this explanation 
as evidenced by the slightly more dense concentration of 
data points in the bottom right hand corner than the top 
left. 
8 Discussion 
The way in which the exam question was worded, asking 
the students to direct their instructions towards a small 
child, worked far better than we expected.  Previously we 
have always had difficulty explaining to students that we 
want algorithms expressed as a sequence of simple 
mechanical steps.  Typically they produce monolithic 
paragraphs of confusing explanations, or steps that are far 
from “simple”.  The “five-year old niece” motivation 
seemed to solve this problem immediately.  Although 
some algorithms were poorly explained, all of the exam 
question responses were closer to our ideal of an 
executable algorithm than most of their attempted 
algorithms in assignments. 
Another pleasing side-effect of the experiment was the 
way in which students engaged with the spirit of the 
algorithm question.  Many students included small asides 
in their solutions directed at the imaginary “five-year old 
niece”.  Some gave her a name, several advised her to 
spread the marbles out on carpet to prevent them rolling 
away, one warned her not to swallow the marbles, one 
promised her “cake” as a reward for finishing the 
algorithm, one used a picture of a mouse to indicate 
“smallest” and an elephant to indicate “largest”, one said 
that the niece could write the labels needed for the 
algorithm in permanent pen on the kitchen bench 
“provided mummy is not around”, and one even advised 
her not to take up drugs later in life!  No such light-
heartedness was evidenced in the more traditional 
programming questions. 
It was also interesting to note that almost all students 
answered the “syntax free” question, unlike the code 
comprehension and writing questions, which many 
students failed to answer.  Only three out of 313 students 
failed to provide any answer at all to the algorithm 
question, suggesting that students considered this an 
“easier” task.  (Nevertheless, many students still 
performed badly on the question, despite generous 
marking.) 
A practical disadvantage was the difficulty of marking 
the question, however.  Given the wide range of 
responses, and the different forms of expression used by 
the students, each answer had to be read and assessed 
carefully.  The algorithm question took twice as long to 
mark as the equivalent code writing question, which 
produced a more consistent style of response. 
9 Conclusions 
Successful computer programming involves two tasks, 
developing an algorithmic solution to the problem and 
then expressing this solution in the target programming 
language.  To see if the first of these skills could be 
assessed separately from the second we conducted a 
large-scale experiment in which students’ ability to write 
“syntax-free” algorithms and program code were both 
examined.  We were surprised by the wide variety of 
solutions produced by the students, when freed of the 
requirement to express themselves in a specific 
programming language.  It was also interesting to 
discover that many common coding errors (inadequate 
initialisation of variables, failure to guarantee loop 
termination, etc) could be seen clearly in the students’ 
natural language algorithms.  Nevertheless, the weaker 
than expected correlation between students’ marks for the 
algorithm and coding questions means that a syntax-free 
programming question cannot be used as a complete 
substitute for a traditional code writing question. 
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