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Obravnavanje omejitev v ve£kriterijski optimizaciji
Povzetek
Ve£kriterijski optimizacijski problemi so del vsakdana. V£asih jih uspemo re²iti
sami, v£asih pa so prezahtevni in za to potrebujemo pomo£. Dober pristop k re²e-
vanju ve£kriterijskih optimizacijskih problemov so genetski algoritmi. V tem delu se
ukvarjamo z ve£kriterijskimi optimizacijskimi problemi z omejitvami. Najprej jih de-
niramo in opi²emo njihovo re²itev  Pareto optimalno mnoºico. Nato predstavimo
genetske algoritme, si podrobneje ogledamo dva izmed njih, NSGA-II in MOEA/D
ter pregledamo obstoje£e na£ine obravnavanja omejitev v ve£kriterijski optimizaciji,
s katerimi lahko genetske algoritme za ve£kriterijsko optmizacijo prilagodimo tako,
da lahko obravnavajo tudi probleme z omejitvami. Na koncu predstavimo ²e dva te-
stna ve£kriterijska optimizacijska problema z omejitvami, na njiju preizkusimo prej
predstavljena algoritma ter dva izmed na£inov obravnavanja omejitev in rezultate
interpretiramo.
Constraint handling in multiobjective optimization
Abstract
Multiobjective optimization problems are a part of everyday life. Sometimes we
manage to solve them and other times they prove to be too dicult and we need help
solving them. A good approach to solving multiobjective optimization problems are
genetic algorithms. In this work we deal with constrained multiobjective problems.
First we describe them and their solution  the Pareto front. Then we present genetic
algorithms, desribe two of them, NSGA-II and MOEA/D, more indepth and review
existing constraint handling methods, that allow us to adapt existing multiobjective
genetic algorithms for constrained multiobjective optimization. Finally we present
two multiobjective constrained test problems, use them to test the beforementioned
genetic algorithms and two of the constraint handling techniques, and interpret the
results.
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1. Uvod
Ve£kriterijska optimizacija je v najrazli£nej²ih oblikah prisotna od nekdaj, od od-
lo£anja za najbolj²i avto po najugodnej²i ceni do na£rtovanja konzole, za katero bo
porabljenega £im manj materiala in bo prenesla £im ve£jo obteºitev. Taki ve£kriterij-
ski problemi zaradi nasprotujo£ih si kriterijev ponavadi nimajo ene same re²itve. e
ve£, le-teh je lahko veliko, za eno samo pa se lahko odlo£imo na podlagi osebne pre-
ference ²ele, ko jih poznamo £im ve£. Ena od strategij za spopadanje s temi problemi
je uporaba genetskih algoritmov, ki posnemajo naravno selekcijo in genetiko. Ti so
pridobili na popularnosti, saj v kratkem £asu lahko vrnejo raznoliko mnoºico re²itev.
Medtem ko obstaja nemalo genetskih algoritmov za ve£kriterijsko optimizacijo, je
takih, ki zmorejo upo²tevati ²e omejitve, malo. Probleme lahko z razli£nimi meto-
dami prevedemo na enokriterijske optimizacijske probleme, za katere ºe obstajajo
algoritmi, vendar pa s tem izgubimo raznolikost optimalnih re²itev in moºnost iz-
bire na podlagi osebne preference, ki jo ponujajo genetski algoritmi za ve£kriterijsko
optimizacijo.
V tem delu diplomskega seminarja si bomo ogledali ve£kriterijsko optimizacijo
z omejitvami. Opisali bomo omejene ve£kriterijske probleme in njihove omejitve,
nato pa predstavili ²e genetske algoritme in razli£ice le-teh, ki so prilagojene za
ve£kriterijsko optimizacijo, na koncu pa pregledali ²e nekaj moºnosti za obravnavo
omejitev pri ve£kriterijski optimizaciji. Dve bomo vklju£ili v algoritma NSGA-II in
MOEA/D ter ju eksperimentalno ovrednotili.
2. Ve£kriterijska optimizacija z omejitvami
Denicija 2.1. Problem ve£kriterijske optimizacije z omejitvami je deniran kot
iskanje vektorja spremenljivk x = (x1, x2, . . . , xn), ki optimira kriterijsko preslikavo
f : P → K ⊆ Rk,
f(x) = (f1(x), f2(x), . . . , fk(x)),
ter hkrati zado²£a omejitvam
gi(x) < 0 ; i = 1, . . . , q,
hj(x) = 0 ; j = 1, . . . , p,
xminl ≤ xl ≤ xmaxl ; l = 1, 2, . . . , n.
Mnoºica P se imenuje prostor spremenljivk, mnoºica K pa prostor kriterijev. Ele-
mente P imenujemo re²itve ali osebki.
Denicija 2.2. Re²itev x = (x1, x2, . . . , xn) optimizacijskega problem je dopustna
natanko tedaj, ko ne kr²i nobene izmed omejitev.
Optimizacija kriterijske preslikave pomeni iskanje mimimumov ali maksimumov
posameznih komponent fi. Hitro opazimo, da lahko maksimizacijo katerekoli kom-
ponente prevedemo na minimizacijo tako, da namesto maksimuma funkcije fi i²£emo
minimum funkcije−fi. V nadaljevanju bomo zato predpostavljali, da kriterijsko pre-
slikavo minimiziramo po vseh komponentah.
Vpra²anje, ki se porodi ob deniciji omejenega ve£kriterijskega problema, je, kaj bi
lahko denirali kot najbolj²o re²itev takega problema in ali je taka le ena. Kriterijske
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funkcije, ki jih minimiziramo, si med seboj pogosto nasprotujejo. To pomeni, da ob
izbolj²evanju vrednosti ene poslab²ujemo vrednost druge. Ker nekatere re²itve med
seboj zato niso primerljive (ena ima morda v nekaterih kriterijskih funkcijah ve£je
vrednosti kot druga, v drugih pa manj²e), ne moremo re£i, da vedno obstaja ena
sama najbolj²a re²itev. Videli bomo, da v splo²nem obstaja cela mnoºica optimalnih
re²itev, ki so med seboj neprimerljive. Ta mnoºica se imenuje Pareto optimalna
mnoºica, njena slika v prostoru kriterijev pa Pareto optimalna fronta. Da bi jo
lahko dobro opisali, moramo najprej denirati relacijo dominantnosti.
Denicija 2.3. Naj bosta x = (x1, x2, . . . , xn) in y = (y1, y2, . . . , yn) re²itvi pro-
blema optimizacije F (x) = (f1(x), f2(x), . . . , fk(x)). Re²itev x dominira nad re²i-
tvijo y (ozna£imo z x ⪯ y), £e velja
(1) fi(x) ≤ fi(y) za vse i = 1, . . . , k,
(2) obstaja i ∈ {1, . . . , k}, za katerega velja fi(x) < fi(y).
Slika 1. Prikaz dominiranosti re²itev na primeru mimimizacije kri-
terijev f1 in f2. Re²itev c dominira nad re²itvama e in d, nad njo pa
dominira re²itev a. Re²itev b ni primerljiva z re²itvama a in c, saj je
njena vrednost v f2 manj²a, v f1 pa ve£ja.
Denicija 2.4. Pareto optimalna mnoºica je mnoºica vseh re²itev v prostoru spre-
menljivk, nad katerimi ne dominira nobena druga re²itev.
Denicija 2.5. Pareto optimalna fronta (ali kraj²e Pareto fronta) je slika Pareto
optimalne mnoºice v prostoru kriterijev.
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Slika 2. Primer Pareto fronte.
2.1. Pristopi k re²evanju ve£kriterijskih optimizacijskih problemov. Re-
²evanja ve£kriterijskih optimizacijskih problemov se lahko lotimo na dva na£ina.
Lo£imo ju glede na to, kdaj se ºelimo odlo£iti za le eno izmed re²itev.
e lahko kriterije ºe vnaprej razvrstimo po pomembnosti, se odlo£imo za pred-
nostni pristop, kjer poskusimo s pomo£jo tega, da vemo, kateri kriteriji so za nas
pomembnej²i, ve£kriterijski optimizacijski problem prevesti na enokriterijskega, ki
upo²teva na²e ºelje. Tako dolo£imo, v kateri smeri bomo iskali optimum preslikave
f . To olaj²a ra£unanje, vendar pa s tem morda izgubimo moºnost odkrivanja ve£
re²itev iz Pareto fronte, poleg tega pa moramo, £e ºelimo razli£ne re²itve, ve£krat
pognati algoritem. Oglejmo si primer takega pristopa  metodo uteºenih vsot.
Zgled 2.6. Imejmo ve£kriterijski optimizacijski problem, kot je opisan zgoraj, kjer
i²£emo re²itve, ki minimizirajo kriterijske funkcije preslikave F = (f1, . . . , fk). Vsaki
izmed kriterijskih funkcij fi, glede na to, koliko nam je pomembna, priredimo uteº
wi ≥ 0. Ve£kriterijski optimizacijski problem nato v enokriterijskega prevedemo





in i²£emo njen minimum.
Vsaka re²itev x takega problema je element Pareto optimalne fronte originalnega
ve£kriterijskega problema. e ne bi bila, bi morala obstajati taka druga re²itev y,
da bi veljalo f(y) ⪯ f(x), torej bi obstajal indeks i ∈ 1, 2, . . . , k, za katerega bi bilo










kar bi pomenilo, da re²itev x ni zares minimum novega optimizacijskega problema.
♢
Drug pristop pa je idealni pristop, pri katerem najprej poi²£emo mnoºico med se-
boj neprimerljivih nedominiranih re²itev, nato pa se na podlagi dobljenega odlo£imo
za nam najljub²o. Prednost tega pristopa je, da si lahko najprej, ºe po enem zagonu
algoritma, ogledamo ve£ re²itev iz Pareto optimalne fronte. Izmed teh si lahko nato
izberemo eno samo. Slabost idealnega pristopa pa je, da za iskanje ve£ re²itev hkrati
porabimo ve£ ra£unske mo£i.
Slika 3. Pristopa k re²evanju ve£kriterijskih optimizacijskih problemov.
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3. Genetski algoritmi
Pogost pristop k re²evanju ra£unsko zahtevnih problemov so metahevristi£ni al-
goritmi. To so nedeterministi£ni optimizacijski algoritmi, ki sicer ne zagotavljajo,
da bomo v kon£nem £asu na²li globalno najbolj²o re²itev, vendar pa bomo najverje-
tneje v zadovoljivem £asu na²li tako, ki bo dovolj dobra. Uporaba teh algoritmov
je smiselna, ko je prostor spremenljivk prevelik, da bi pregledali celega. To lahko
pomeni, da problemi ne ustrezajo zahtevam za uporabo deterministi£nih algoritmov
 niso linearni, zvezni itd., ali pa je na voljo le omejena ra£unska mo£.
Ena od strategij, ki jo pogosto najdemo v metahevristi£nih algoritmih, je po-
snemanje evolucije. Poseben primer t. i. evolucijskih algoritmov, ki uporabljajo to
strategijo, pa so genetski algoritmi.
V ²estdesetih letih prej²njega stoletja jih je razvil profesor psihologije, ra£unalni-
²tva in elektrotehnike z Univerze v Michiganu, John Holland. Njegov algoritem je
simuliral Darwinov princip preºivetja najuspe²nej²ih in vseboval principe selekcije,
kriºanja in mutacije. Po letih sodelovanja s ²tudenti je leta 1975 izdal knjigo, v
kateri je kot prvi predstavil genetske algoritme kot abstrakcijo biolo²ke evolucije in
postavil teoreti£ne temelje za ra£unsko evolucijo.
V prihodnjih desetletjih je ²tevilo raziskav na tem podro£ju skupaj z razvojem
tehnologije hitro nara²£alo. Znanstveniki so odkrivali omejitve tradicionalnih opti-
mizacijskih metod (npr. analiti£nih metod, iz£rpnega in naklju£nega preiskovanja
prostora) pri re²evanju kompleksnih problemov. Genetski algoritmi pa ne potrebu-
jejo dodatnih informacij o problemu, kot so na primer odvodi, in se ne zana²ajo na
zveznost kriterijske preslikave. Zato so se izkazali za uporabne pri iskanju re²itev
optimizacijskih problemov, ki jim ostale metode niso bile kos.
Genetski algoritmi v splo²nem delujejo po na£elu naravne selekcije na populaciji,
sestavljeni iz osebkov oziroma kandidatov za re²itve, ki jo razvijajo proti bolj²im re-
²itvam. Obi£ajen na£in predstavljanja osebkov je z nizi bitov, sprejemljivi pa so tudi
nizi znakov, permutacije, vektorji naravnih ali realnih ²tevil itd. Evolucijski algo-
ritmi so iterativni. Ponavadi za£nemo s populacijo naklju£no generiranih osebkov,
ki jih nato v vsaki iteraciji med seboj kriºamo in jih mutiramo, nato pa iz mno-
ºice starih in novonastalih osebkov izberemo novo populacijo. Posamezni iteraciji
algoritma re£emo tudi generacija.
3.1. Selekcija. Selekcija je postopek izbire osebkov iz populacije za kriºanje. Iz-
brane osebke imenujemo star²i, saj bodo kasneje iz njih nastajali novi osebki. Ker
stremimo k optimalnim populacijam, ºelimo za star²e izbrati £im bolj²e osebke, vse-
eno pa ºelimo £im bolje preiskati prostor in se ne ustaviti v lokalnih minimumih, zato
z majhno verjetnostjo za nadaljnje iskanje optimumov izberemo tudi slab²e osebke.
Obstaja mnogo razli£nih na£inov selekcije, do razlik pride ºe pri algoritmih za
enokriterijsko in ve£kriterijsko optimizacijo. Pri enokriterijski optimizaciji kriterij-
ska funkcija podaja popolno urejenost osebkov v populaciji, zato za nadaljnje prei-
skovanje brez teºav izberemo najbolj²e. Oglejmo si dva pogosto uporabljena na£ina
selekcije pri enokriterijski optimizaciji.
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Algoritem 1 Splo²en genetski algoritem
Vhod: Kriterijska preslikava F = (f1, f2, . . . , fk) in omejitve
o = (g1, . . . , gq, h1, . . . , hp)
Izhod: Kon£na populacija Pt, ki aproksimira Pareto fronto danega
optimizacijskega problema
1: function genetski(F , o)
2: Generiraj in ovrednoti za£etno populacijo star²ev P0.
3: Nastavi t = 0.
4: while ¬ ustavitveni pogoj do
5: V Rt z uporabo selekcije izberi nekaj osebkov iz populacije Pt za
reprodukcijo.
6: S kriºanjem in mutacijo iz osebkov v Pt ustvari populacijo potomcev
Qt+1.
7: Ovrednoti osebke iz Qt+1.
8: Pripravi novo prazno populacijo Pt+1.
9: Z uporabo selekcije izberi najbolj²e osebke iz Pt ∪Qt+1 in z njimi
napolni Pt+1.




Zgled 3.1. Turnirska selekcija je preprost na£in izbiranja bolj²ih osebkov iz popu-
lacije s slede£im postopkom:
(1) Naklju£no izberemo dva osebka xi in xj iz populacije.
(2) Za kriºanje izberemo osebek z manj²o vrednostjo kriterijske funkcije. ♢
Zgled 3.2. Ruletna selekcija poteka na slede£i na£in:
(1) Osebke razvrstimo padajo£e glede na vrednosti kriterijske funkcije tako, da je
prvi osebek najslab²i glede na kriterijsko funkcijo, zadnji pa najbolj²i. Tako
ima x1 najve£jo vrednost f(x1), xm pa najmanj²o, kjer je m ²tevilo osebkov
v populaciji.















(5) Sledi vrtenje rulete. To storimo tolikokrat, kot je velika populacija. Izbe-
remo naklju£no realno ²tevilo s na intervalu [0, 1]. e velja 0 ≤ s ≤ q1, za
kriºanje izberemo prvi osebek, sicer pa, £e je qi−1 < s ≤ qi za i ≥ 1, izberemo
i-ti osebek. ♢
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Pri ve£kriterijski optimizaciji so algoritmi za selekcijo ve£inoma enaki kot tisti za
enokriterijsko optimizacijo. Razlikujejo se le v tem, da osebkov ne moremo nepo-
sredno primerjati med seboj, zato jih primerjamo glede na relacijo dominiranosti.
e en osebek dominira nad drugim, tega proglasimo za bolj²ega, sicer naklju£no
izberemo enega.
3.2. Kriºanje. Po izbiri star²ev sledi naslednji korak, kriºanje, s katerim ustvar-
jamo nove osebke, ki od vsakega od star²ev podedujejo nekaj lastnosti. Ta proces je
v veliki meri odvisen od tega, kako so osebki v populacij predstavljeni. Najlaºje si
ga predstavljamo na primeru kriºanja osebkov, predstavljenih z nizom ni£el in enic
oziroma bitov dolºine n. Najpreprostej²i na£in kriºanja je eno-to£kovno kriºanje,
kjer naklju£no izberemo naravno ²tevilo m med 0 in n−1, ki bo predstavljalo mesto
kriºanja. Nato tvorimo dva potomca, prvi bo imel prvih m bitov enakih kot prvi
izmed star²ev in ostalih n−m enakih kot drugi, drugi potomec pa ravno obratno.
Slika 4. Kriºanje osebkov, predstavljenih z binarnimi nizi.
Oglejmo si ²e primer kriºanja osebkov, predstavljenih z vektorjem realnih ²tevil.
Zgled 3.3. Aritmeti£no kriºanje.
(1) Izberemo naklju£no realno ²tevilo q med 0 in 1.
(2) Potomca p1 in p2 nato iz star²ev s1 in s2 dobimo s slede£im postopkom:
p1 = qs1 + (1− q)s2,
p2 = (1− q)s1 + qs2. ♢
3.3. Mutacija. Mutacija je naslednji izmed genetskih operatorjev, ki omogo£a bolj-
²e preiskovanje prostora. Nekaj novonastalih osebkov je naklju£no izbranih in nato
nekoliko spremenjenih.
Slika 5. Primer mutacije na enem bitu.
Oglejmo si, kako mutacija najpogosteje poteka za osebke, predstavljene z binar-
nimi nizi.
Zgled 3.4. Za vsak osebek izvedemo slede£i postopek:
(1) Generiramo naklju£no ²tevilo q med 0 in 1. e velja q > Pmutacija, kjer je
Pmutacija vnaprej izbrano ²tevilo, ki podaja verjetnost, da bo osebek izbran
za mutacijo, ta osebek izberemo, sicer pa ne.
(2) Za vsak bit izbranega osebka generiramo ²e eno naklju£no ²tevilo in £e je ve£je
od vnaprej dolo£enega, potem ta bit spremenimo iz 0 v 1 oz. obratno. ♢
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Pri ²tevilskih vektorjih sta primera mutacije pri²tevanje majhnih ²tevil in mnoºe-
nje s faktorjem blizu 1.
3.4. Genetski algoritmi za ve£kriterijsko optimizacijo. Najve£ja razlika pri
prehodu iz enokriterijske v ve£kriterijsko optimizacijo je sortiranje osebkov, saj teh
zaradi delne urejenosti relacije dominiranosti ne moremo vedno primerjati med sabo.
3.4.1. NSGA-II. Algoritem NSGA-II (Non-Dominated Sorting Genetic Algorithm)
so leta 2000 razvili Deb in sodelavci in zanj ºe predlagali na£in obravnavanja omejitev
[3].
Algoritem 2 NSGA-II
Vhod: Kriterijska preslikava F = (f1, f2, . . . , fk), omejitve
o = (g1, . . . , gq, h1, . . . , hp) in ²tevilo generacij n ∈ N
Izhod: Kon£na populacija Qn, ki aproksimira Pareto fronto danega
optimizacijskega problema
1: function NSGA2(f , o, n)
2: Generiraj in ovrednoti za£etno populacijo star²ev P0.
3: Pripravi prazno za£etno generacijo potomcev Q0.
4: Nastavi t = 0.
5: while t ≤ n do
6: Nastavi t = t+ 1.
7: Zdruºi populaciji star²ev in potomcev Rt−1 = Pt−1 ∪Qt−1.
8: Nedominirano sortiraj osebke v Rt−1 v fronte Fi, i = 1, 2, . . .
9: Pripravi novo populacijo Pt in jo napolni s prvimi i frontami, ki gredo
cele vanjo.
10: Fronto i+ 1 sortiraj z uporabo metrike nakopi£enosti.
11: Pt dopolni z najmanj nakopi£enimi osebki iz Fi+1.
12: Uporabi turnirsko selekcijo, kriºanje in mutacijo za generiranje nove
populacije potomcev Qt.




Problem sortiranja osebkov so Deb in sodelavci re²ili s t. i. nedominiranim sorti-
ranjem, katerega gra£no prestavitev si lahko ogledamo na sliki 6. Pri tem osebke
razvrstimo v fronte tako, da najprej v populaciji poi²£emo vse nedominirane osebke
in jim priredimo prvo fronto. Nato med ostalimi osebki spet poi²£emo vse nedo-
minirane in jim priredimo drugo fronto. Ta postopek ponavljamo, dokler niso vsi
osebki razvr²£eni v fronte. Populacijo potomcev nato izberemo tako, da izberemo
vse osebke iz prvih m front, ki gredo cele v populacijo, osebke iz (m + 1) fronte
pa sortiramo glede na metriko nakopi£enosti. Ta zagotavlja, da imajo osebki, ki jih
izberemo iz fronte, ki ne gre cela v populacijo, £im ve£ji razpon. Najbolje oceni
skrajne osebke, ostalim pa priredi vrednosti glede na oddaljenost od najbliºjih sose-
dov. Za vsak kriterij j = 1, . . . , k osebke najprej nara²£ajo£e uredi, nato pa za vsak
osebek i izra£una razdaljo z upo²tevanjem njemu (glede na to kriterijsko funkcijo)
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Slika 6. Gra£ni prikaz nedominiranega sortiranja. Oznake so enake
kot v psevdokodi algoritma 2.
Algoritem 3 Ra£unanje metrike nakopi£enosti
Vhod: Mnoºica osebkov I
Izhod: Slovar razdalj osebkov R
1: function doloci_nakopicenost(I)
2: l = |I|
3: pripravi slovar R = {I[i] : 0 for i ∈ {1, 2, . . . , l}.
4: for all kriterij m do
5: I = sort(I,m) ▷ Uredi I glede na kriterijsko funkcijo m
6: R[I[1]] = R[I[l]] =∞
7: for all i ∈ {2, 3, . . . , l − 1} do
8: R[I[i]] = R[I[i]] + (I[i+ 1]m − I[i− 1]m)/(fmaxm − fminm ) ▷ I[i]m
ozna£uje vrednost m-te kriterijske funkcije osebka i, fmaxm in f
min
m pa najve£jo






Algoritem 4 Hitro nedominirano sortiranje
Vhod: Populacija P
Izhod: Fronte osebkov F1, F2, . . .
1: function sort(P )
2: for all p ∈ P do
3: Sp = ∅
4: np = 0
5: for all q ∈ P do
6: if (p ≺ q) then
7: Sp = Sp ∪ {q}
8: else if (q ≺ p) then
9: np = np + 1
10: end if
11: end for
12: if np = 0 then
13: prank = 1
14: F1 = F1 ∪ {p}
15: end if
16: end for
17: i = 1
18: while Fi ̸= ∅ do
19: Q = ∅
20: for all p ∈ Fi do
21: for all q ∈ Sp do
22: nq = nq − 1
23: if nq = 0 then
24: qrank = i+ 1




29: i = i+ 1
30: Fi = Q
31: end while
32: return F1, F2, . . .
33: end function
3.4.2. MOEA/D. Algoritem MOEA/D (Multiobjective Evolutionary Algorithm ba-
sed on Decomposition) je dekompozicijski, kar pomeni, da ve£kriterijski optimiza-
cijski algoritem prevede na ve£ enokriterijskih optimizacijskih problemov. To je
mogo£e storiti na ve£ na£inov, opisanih v £lanku [8], v tem delu pa si bomo ogledali
enega izmed njih, pristop uteºenih vsot.
Naj bo λ = (λ1, . . . , λk) tak vektor uteºi, da za vsak i = 1, . . . , k velja λi ≥ 0.






je Pareto optimalna re²itev originalnega ve£kriterijskega problema.
Da dobimo ve£ re²itev iz Pareto optimalne fronte, poi²£emo re²itve zgoraj opisa-
nih enokriterijskih problemov za ve£ razli£nih vektorjev uteºi λ. Ta pristop dobro
deluje le za optimizacijske probleme, katerih Pareto optimalna fronta je konveksna
mnoºica, sicer pa vseh re²itev iz le-te na ta na£in ne moremo poiskati.
Oglejmo si, kako algoritem MOEA/D deluje. Naj bodo λ1, . . . , λN enakomerno
razporejeni vektorji uteºi v prostoru Rk. Na opisani na£in lahko ve£kriterijski optimi-
zacijski problem prevedemo na N enokriterijskih podproblemov iskanja minimumov
funkcij fλi(x) za i = 1, . . . , N . MOEA/D vse te funkcije minimizira isto£asno.
V kontekstu optimizacije s tem algoritmom je okolica vektorja uteºi λi mnoºica
nekaj najbliºjih vektorjev vektorja λi izmed λ1, . . . , λN . Okolica i-tega podproblema
so podproblemi z vektorji uteºi iz okolice λi. Populacija algoritma MOEA/D je
v vsaki generaciji sestavljena iz dotlej najdene najbolj²e re²itve za vsakega izmed
N podproblemov. Najbolj²o re²itev podproblema i²£emo le s pomo£jo trenutnih
najbolj²ih re²itev podproblemov iz njegove okolice.
Algoritmu podamo optimizacijski problem, ustavitveni pogoj, ²tevilo podpro-
blemov oziroma osebkov v populaciji N , enakomerno razporejene vektorje uteºi
λ1, . . . , λN in velikost okolic T .
Algoritem 5 MOEA/D
Vhod: Kriterijska preslikava F = (f1, f2, . . . , fk) in omejitve
o = (g1, . . . , gq, h1, . . . , hp)
Izhod: Pribliºek Pareto optimalne fronte ZP
1: function MOEAD(F , o)
2: Pripravi zunanjo populacijo ZP = ∅ za shranjevanje nedominiranih re²itev.
3: Generiraj N enakomerno porazdeljenih vektorjev uteºi λ1, λ2, . . . , λN .
4: Za vsak vektor uteºi λi poi²£i mnoºico T njemu najbliºjih vektorjev uteºi
λi1 , . . . , λiT in nastavi B(i) = {i1, . . . , iT}.
5: Pripravi za£etno populacijo x1, . . . , xN .
6: Pripravi vektor do sedaj najbolj²ih re²itev posameznih kriterijskih funkcij
z = (z1, . . . , zk).
7: while ¬ ustavitveni pogoj do
8: for i ← 1 to N do
9: Naklju£no izberi indeksa k, l iz B(i) in iz xk in xl generiraj nov
osebek y.
10: Mutiraj y.
11: e za j = 1, . . . , k velja zj > fj(y), nastavi zj = fj(y).
12: e za j ∈ B(i) velja fλj(y) < fλj(xj), nastavi xj = y.






4. Pregled moºnosti za prilagoditev algoritmov za ve£kriterijsko
optimizacijo z omejitvami
Teºava pri obravnavanju optimizacijskih problemov z omejitvami se ponovno po-
javi pri selekciji. Ne vemo, kako naj obravnavamo osebke, ki kr²ijo katero izmed
omejitev, oziroma natan£neje, ne vemo, kako naj osebke primerjamo med sabo in
razvrstimo, da za naslednjo generacijo izberemo najbolj²e.
Najpreprostej²a in najpogostej²a metoda obravnavanja omejitev so kazenske pre-
slikave. Te kriterijskim preslikavam osebkov, ki kr²ijo katero izmed omejitev, pri²te-
jejo ali od²tejejo dolo£ene kazenske vrednosti. Preprost primer le-teh je t. i. death
penalty ali smrtna kazen. Osebkov, ki kr²ijo katerokoli izmed omejitev, sploh ne upo-
²tevamo. Ta metoda je preprosta za implementacijo, a lahko doseºe slabe rezultate,
saj zavra£anje nedopustnih osebkov v bliºini dopustnih osebkov omeji algoritmovo
sposobnost u£inkovitega preiskovanja prostora in s tem njegovo zmoºnost iskanja
dopustnih re²itev. Ta pojav je mogo£e opaziti pri problemih, katerih majhen deleº
dopustnih re²itev je obkroºen z velikim deleºem nedopustnih.
V splo²nem kazenske preslikave delimo na dva razreda: stati£ne, pri katerih je
vrednost kazenske preslikave neodvisna od generacije, in adaptivne, pri katerih so
informacije, pridobljene med preiskovanjem, uporabljene za prilagajanje velikosti
kazni, ki jo pripi²emo nedopustnim osebkom. Pogosto uporabljen primer stati£ne
kazenske preslikave je preslikava, ki kriterijski preslikavi osebka, ki kr²i omejitve,
pri²teje vektor uteºenih vsot kr²itev omejitev.
Oglejmo si ²e en primer kazenske preslikave, ki sta jo v [5] opisala Kuri in Quezada.
Kazen sta denirala kot
P (x) =
{
(K − s K
p+q
)− F (x), s ̸= p+ q
0, sicer
kjer je K velika konstanta reda 109, p in q kot v deniciji problema ve£kriterijske op-
timizacije (²tevilo omejitev z neenakostjo in ²tevilo omejitev z enakostjo) in s ²tevilo
omejitev, ki jih osebek izpolnjuje. Kazen P (x) pri²tejemo kriterijski preslikavi. e
je osebek dopusten, dobimo kar kriterijsko preslikavo samo, sicer pa veliko vrednost
neodvisno od nje.
Poleg kazenskih preslikav obstajajo ²e mnogi drugi na£ini obravnave omejitev.
Algoritem imenovan MOBES (Multi Objective Evolution Strategy) [1] obravnava
tako vrednosti kriterijske preslikave kot tudi kr²itve omejitev in osebke razvrsti v
razrede glede na to, kako blizu so dopustnim re²itvam. Nato jih uredi glede na
razrede.
Zanimiv na£in za rangiranje osebkov je tudi pojem dominiranosti z omejitvami,
ki so ga v svojem algoritmu uporabili Deb in sodelavci [3].
Denicija 4.1. Re²itev i dominira z omejitvami nad re²itvijo j, £e velja katerikoli
izmed slede£ih pogojev:
(1) re²itev i je dopustna, re²itev j pa ne,
(2) obe re²itvi sta nedopustni in i manj kr²i omejitve kot j,
(3) obe re²itvi sta dopustni in i dominira nad j.
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V algoritmu ENORA (Evolutionary Algorithm of Nondominated Sorting with
Radial Slots) [6] je uporabljena min-max strategija za obravnavanje omejitev. Do-
pustne re²itve se razvijajo proti Pareto optimalnim, nedopustne pa proti dopustnim.
V £lanku [7] je predlagan na£in za obravnavanje omejitev, ki uporablja modici-
rane vrednosti kriterijskih funkcij za preverjanje dominiranosti v populaciji. Modi-
kacija je sestavljena iz dveh delov: mere za razdaljo in adaptivne kazenske funkcije.
Prvo izmed teh dveh koli£in dobimo tako, da najprej izra£unamo minimume in ma-
ksimume vsake izmed kriterijskih funkcij, ki so doseºeni na populaciji
f imin = min
x∈P
fi(x),
f imax = max
x∈P
fi(x)




f imax − f imin
,
kjer je f̄i(x) normalizirana vrednost i-te kriterijske funkcije osebka x za i = 1, . . . , k.
Kr²itev omejitev osebka v(x) izra£unamo kot vsoto normaliziranih kr²itev vsake












max(0, gj(x)), j = 1, . . . , q,




in δ toleranca za odstopanje pri omejitvah z enakostjo. Vrednost razdalje je za vsak
osebek iz populacije nato izra£unana kot
di(x) =
{
v(x), £e je rf = 0,√
fi(x)2 + v(x)2, sicer,
za
rf =
²tevilo dopustnih osebkov v populaciji
velikost populacije
.
Za adaptivno kazensko funkcijo moramo izra£unati dve kazenski funkciji, ki ka-
znujeta osebke glede na vrednosti kriterijskih funkcij in kr²itve omejitev. Ti dve
kazenski funkciji ²e poslab²ata vrednost nedopustnih osebkov in identicirata naj-
bolj²e nedopustne osebke tako, da vsakemu nedopustnemu osebku pri²tejeta razli£ne
kazni. Ti dve kazni sta za osebek x v i-ti dimenziji prostora kriterijev denirani kot










0, £e je x dopusten osebek,
f̄i(x), £e je x nedopusten osebek.
e je v populaciji malo dopustnih osebkov, prevlada prva kazen Xi, ki ima visoke
vrednosti za osebke, ki veliko kr²ijo omejitve, sicer pa prevlada druga kazen Yi, ki ima
vi²je vrednosti za osebke z vi²jimi vrednostmi kriterijskih funkcij. Kon£na vrednost
modicirane kriterijske funkcije osebka x, ki jo bomo uporabili za nedominirano
sortiranje osebkov, je vsota mere za razdaljo in adaptivne kazenske funkcije v i-ti
dimenziji prostora kriterijev
Fi(x) = di(x) + pi(x).
Pri tem postopku je zanimivo, da je v primeru, ko v trenutni populaciji ni do-
pustnih osebkov, vsaka vrednost di(x) enaka kr²itvi omejitev v(x), vsaka vrednost
pi(x) pa enaka ni£. Tako algoritem povsem zanemari vrednosti kriterijskih funk-
cij in osebke primerja glede na to, koliko kr²ijo omejitve, kar pomaga pri iskanju
dopustnih re²itev. e v populaciji obstajajo dopustni osebki, so najbolje ocenjeni
tisti z majhnimi vrednostmi kriterijskih funkcij in kr²itvami omejitev. e pa v tre-
nutni populaciji ni nedopustnih osebkov, so osebki primerjani le glede na vrednosti
kriterijskih funkcij.
5. Eksperimentalno ovrednotenje na£inov obravnavanja omejitev
5.1. Testna problema. Algoritma in na£ina obravnavanja omejitev bomo primer-
jali na dveh realnih inºenirskih problemih z lastnostmi opisanimi v tabeli 1. Deleº
dopustnih re²itev je bil dolo£en z metodo tipa Monte Carlo tako, da smo naklju£no
generirali veliko ²tevilo osebkov in izra£unali deleº dopustnih.
problem # spremenljivk # kriterijev # omejitev
deleº dopustnih
re²itev
konzola 2 2 2 0,25724
vibrirajo£a
plo²£ad 5 2 5 0,0000031
Tabela 1. Lastnosti problemov
5.1.1. Konzola. Oblikujemo konzolo valjaste oblike z osnovno ploskvijo s polmerom
d in vi²ino l, kot je opisano v £lanku [2].
Minimiziramo njeno teºo




in njen odklon, ko na njen konec delujemo s silo P





Slika 7. Skica konzole.
pri omejitvah
0,01 m ≤ d ≤ 0,05 m,







ρ = 7800 kg/m3,
P = 1 kN,
E = 207 GPa,
Sy = 300 MPa,
δmax = 5 mm.
Slika 8. Skica vibrirajo£e plo²£e, katere lastnosti optimiziramo.
Slika iz [4].
5.1.2. Vibrirajo£a plo²£a. Imamo plo²£o dolºine L in ²irine b, kot je opisana v £lanku
[4], izdelano iz sendvi£a treh materialov kot na sliki 8. tevila d1, d2 in d3 ozna£ujejo
dimenzije teh materialov, tako da je 2d1 debelina prvega, d2 − d1 debelina drugega
in d3 − d2 debelina tretjega materiala. Na plo²£o bomo pritrdili motor, ki vibrira s
frekvenco 10 Hz. Da bi prepre£ili interferenco in zagotovili zadostno du²enje vibracij,
ºelimo £im ve£jo lastno frekvenco plo²£e




EI(d1, d2, d3, b, L)
µ(d1, d2, d3, b, L)
)1/2
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in £im manj²o ceno izdelave
f2(d1, d2, d3, b) = 2b [c1d1 + c2(d2 − d1) + c3(d3 − d2)] ,
pri omejitvah
0,01 ≤ d1 ≤ 0,6,
0,01 ≤ d2 ≤ 0,6,
0,01 ≤ d3 ≤ 0,6,
0 ≤ d2 − d1 ≤ 0,01,
0 ≤ d3 − d2 ≤ 0,01,
3 ≤ L ≤ 6,
0,35 ≤ b ≤ 0,5,
µL ≤ 2800,
kjer sta








2 − d31) + E3(d33 − d32)
]
,
µ(d1, d2, d3, b, L) = 2b [ρ1d1 + ρ2(d2 − d1) + ρ3(d3 − d2)]
in trojice (ρ1, E1, c1), (ρ2, E2, c2) in (ρ3, E3, c3) ozna£ujejo gostoto, proºnostni modul
in ceno posameznih materialov.
5.2. Analiza in rezultati. Analizo smo izvedli v programskem jeziku Python z
uporabo knjiºnice PyGMO [9], ki omogo£a re²evanje optimizacijskih problemov z
razli£nimi algoritmi. Algoritma NSGA-II in MOEA/D sta v knjiºnici ºe implemen-
tirana, njune parametre lahko po ºelji prilagajamo, poleg tega pa omogo£a tudi
obravnavanje omejitev v ve£kriterijskih optimizacijskih problemih s smrtno kaznijo
in kaznijo, ki sta jo opisala Kuri in Quezada, opisano v poglavju 4.
Vsakega izmed testnih problemov smo re²evali z vsakim algoritmom in obema mo-
go£ima na£inoma obravnavanja omejitev. Pri tem smo uporabljali populacijo stotih
osebkov v 250 generacijah.
Za primerjavo uspe²nosti algoritmov smo uporabili plo²£ino dobljene kon£ne po-
pulacije glede na vnaprej dolo£eno referen£no to£ko (dolo£ili smo jo eksperimentalno,
tako da je vsaka njena koordinata gotovo ve£ja od najve£jih koordinat osebkov), kot
je to prikazano na sliki 9.
Celotna Pareto optimalna fronta skupaj z referen£no to£ko opisuje najve£jo moºno
plo²£ino. Plo²£ina kon£ne populacije se torej ve£a, ko se njeni osebki bliºajo Pareto
optimalni fronti, ali pa se ve£a ²tevilo osebkov v prvi nedominirani fronti. Genetski
algoritmi uporabljajo naklju£nost, zato lahko dobimo ob razli£nih zagonih razli£ne
re²itve. Ker pa so lahko v£asih optimizacijski problemi ra£unsko zelo zahtevni, si
ve£ zagonov algoritma ne moremo vedno privo²£iti, zato ºelimo, da bi si bili rezultati
£im bolj podobni ali celo enaki. Tudi za indikator tega lahko uporabimo plo²£ino.
Torej ne ºelimo le, da bi ob posameznih zagonih algoritma dobili £im ve£jo plo²£ino
kon£ne populacije, temve£ ºelimo tudi, da bi £im manj odstopala od povpre£ja ve£
zagonov.
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Slika 9. S sivo je ozna£ena plo²£ina populacije. Ta je enaka plo²£ini
unije pravokotnikov, ki imajo za spodnje levo ogli²£e eno izmed re²itev
(ozna£ene z modro barvo), za zgornje desno ogli²£e pa referen£no to£ko
(ozna£ena z rde£o barvo).
Za vsako konguracijo algoritma smo izvedli 30 zagonov in narisali skupne grafe
plo²£in glede na generacijo za 10 reprezentativnih zagonov in nekaj grafov kon£nih
pribliºkov Pareto optimalne fronte.
Kot lahko opazimo na sliki 10 in v tabeli 2, se na problemu konzole, neodvisno
od izbire metode obravnavanja omejitev, bolje obnese algoritem NSGA-II, saj je
standardni odklon plo²£ine za kar tri velikostne razrede manj²i od standardnega
odklona pri algoritmu MOEA/D. To lahko pojasnimo, £e si ogledamo tabelo 1, in
opazimo, da je deleº dopustnih re²itev v prostoru kriterijev za ta problem velik in











NSGA-II Smrtna kazen 0,657 3,03× 10
−7
Kuri 0,657 4,07× 10−7
MOEA/D Smrtna kazen 0,656 6,52× 10
−4
Kuri 0,656 8,19× 10−4
Vibrirajo£a plo²£a
NSGA-II Smrtna kazen 63814,7 134648,7Kuri 351248,1 24368,9
MOEA/D Smrtna kazen 20526,3 64909,9Kuri 464129,2 20481,4
Tabela 2. Povpre£ne vrednosti in standardni odkloni plo²£in za 250
generacij.
Na sliki 11 si oglejmo ²e nekaj grafov kon£nih aproksimacij Pareto fronte, ki jih
dobimo za ta problem. Vidimo, da je razpon re²itev pri vseh konguracijah podo-
ben, zato so podobne tudi dobljene plo²£ine. Glavna razlika med algoritmoma je v
²tevilu najdenih nedominiranih re²itev  MOEA/D jih o£itno najde manj.
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Slika 10. Gra plo²£in za razli£ne konguracije algoritmov in testnih
problemov za 250 generacij.
Na ve£je teºave naletimo pri problemu vibrirajo£e plo²£e. Tu je deleº dopustnih
re²itev v prostoru kriterijev veliko manj²i, zato algoritmi teºje najdejo te re²itve, ²e
teºje pa se pribliºajo Pareto optimalni fronti, saj je zelo verjetno okoli vsake dopu-
stne re²itve veliko nedopustnih, zato je preiskovanje prostora oteºeno.
Opazimo lahko, da je obravnavanje omejitev s smrtno kaznijo popolnoma neu-
spe²no. V kombinaciji z algoritmom NSGA-II najde dopustne re²itve v le dveh, v
kombinaciji z MOEA/D pa le v enem od desetih zagonov algoritma in ²e tu, kot je
21
(a) NSGA-II, Smrtna kazen (b) NSGA-II, Kuri
(c) MOEA/D, Smrtna kazen (d) MOEA/D, Kuri
Slika 11. Gra kon£nih aproksimacij Pareto fronte za testni problem
oblikovanja konzole.
razvidno iz slike 12, najde le tri dopustne re²itve. Bolje se obnese metoda, ki sta jo
v [5] opisala Kuri in Quezada. Ta v vseh zagonih algoritma najde dopustne re²itve,
vendar pa se te od zagona do zagona precej razlikujejo, kot si lahko ogledamo na
sliki 13. V primeru 13a se je algoritem odrezal dobro, v primerih 13b, 13c in 13d
pa je na²el le del mnoºice iz primera 13a in ²e nekaj re²itev, ki v resnici niso dobra
aproksimacija za re²itve iz Pareto fronte. To je tudi razlog, zakaj na grah testnega
problema vibrirajo£e plo²£e na sliki 10 prihaja do takih odstopanj v plo²£inah.
Slika 12. Algoritem MOEA/D v kombinaciji s smrtno kaznijo v
enem zagonu najde le tri dopustne re²itve problema vibrirajo£e plo²£e.
Opazimo pa, da na grafu te metode na sliki 10 najbolj odstopa plo²£ina zagona
predstavljenega z oranºno barvo, vendar pa izgleda, kot da ²e nara²£a in se zato




Slika 13. Gra kon£nih aproksimacij Pareto fronte za testni pro-
blem oblikovanja vibrirajo£e plo²£e z algoritmom MOEA/D in me-
todo obravnavanja omejitev, ki jo je predlagal Kuri, za ²tiri razli£ne
zagone algoritma.
Oglejmo si ²e nekaj rezultatov, ki smo jih dobili, ko smo ²tevilo generacij pove£ali
na 500. Vidimo, da so gra plo²£in na sliki 14 za algoritem MOEA/D in Kurijevo
metodo obravnavanja omejitev na koncu res bolj enotni. Tudi iz tabele 3 lahko
razberemo, da je standardni odklon plo²£in kon£nih aproksimacij Pareto front kar
za dva velikostna razreda manj²i, kot standardni odklon, ko smo uporabljali le 250
generacij, torej smo rezultate res izbolj²ali. Zanimivo pa je, da se rezultati problema
na£rtovanja konzole z uporabo algoritma MOEA/D ob pove£anju ²tevila generacij ne
izbolj²ajo ob£utno. To lahko pomeni, da algoritem v tem primeru pride do lokalnih











NSGA-II Smrtna kazen 0,657 2,17× 10
−7
Kuri 0,657 1,39× 10−7
MOEA/D Smrtna kazen 0,656 5,70× 10
−4
Kuri 0,656 13,45× 10−4
Vibrirajo£a plo²£a
NSGA-II Smrtna kazen 44836,5 100257,6Kuri 342264,9 33991,3
MOEA/D Smrtna kazen 0 0Kuri 471968,9 170,8
Tabela 3. Povpre£ne vrednosti in standardni odkloni plo²£in za 500
generacij.
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Slika 14. Gra plo²£in za vse konguracije in 500 generacij.
Glede na vrednosti standardnega odklona plo²£ine pri re²evanju problema na£rto-
vanja vibrirajo£e plo²£e opazimo, da se, za razliko od optimizacije problema konzole,
najbolje obnese algoritem MOEA/D, zaradi £esar lahko sklepamo, da en sam algo-
ritem morda ne bo najbolj²a izbira za vsak optimizacijski problem, temve£ moramo




crowding distance metrika nakopi£enosti




Pareto optimal front Pareto optimalna fronta
Pareto optimal set Pareto optimalna mnoºica
selection selekcija
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