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The proliferation of camera equipped devices, such as netbooks, smartphones and game stations, has led 
to a significant increase in the production of visual content. This visual information could be used for 
understanding the environment and offering a natural interface between the users and their surroundings. 
However, the massive amounts of data and the high computational cost associated with them, encumbers 
the transfer of sophisticated vision algorithms to real life systems, especially ones that exhibit resource 
limitations such as restrictions in available memory, processing power and bandwidth. One approach for 
tackling these issues is to generate compact and descriptive representations of image data by exploiting 
inherent redundancies. We propose the investigation of dimensionality reduction and sparse 
representations in order to accomplish this task.  
In dimensionality reduction, the aim is to reduce th dimensions of the space where image data reside in 
order to allow resource constrained systems to handle them and, ideally, provide a more insightful 
description. This goal is achieved by exploiting the inherent redundancies that many classes of images, 
such as faces under different illumination conditions and objects from different viewpoints, exhibit. We 
explore the description of natural images by low dimensional non-linear models called image manifolds 
and investigate the performance of computer vision tasks such as recognition and classification using 
these low dimensional models. In addition to dimensio ality reduction, we study a novel approach in 
representing images as a sparse linear combination of dictionary examples. We investigate how sparse 
image representations can be used for a variety of asks including low level image modeling and higher 
level semantic information extraction.  
Using tools from dimensionality reduction and sparse representation, we propose the application of these 
methods in three hierarchical image layers, namely low-level features, mid-level structures and high-level 
attributes. Low level features are image descriptors hat can be extracted directly from the raw image 
pixels and include pixel intensities, histograms, and gradients. In the first part of this work, we explore 
how various techniques in dimensionality reduction, ranging from traditional image compression to the 
 
 
recently proposed Random Projections method, affect the performance of computer vision algorithms 
such as face detection and face recognition. In addition, we discuss a method that is able to increase the 
spatial resolution of a single image, without using any training examples, according to the sparse 
representations framework. In the second part, we explore mid-level structures, including image 
manifolds and sparse models, produced by abstracting information from low-level features and offer 
compact modeling of high dimensional data. We propose novel techniques for generating more 
descriptive image representations and investigate their application in face recognition and object tracking. 
In the third part of this work, we propose the investigation of a novel framework for representing the
semantic contents of images. This framework employs high level semantic attributes that aim to bridge 
the gap between the visual information of an image nd its textual description by utilizing low level 
features and mid level structures. This innovative paradigm offers revolutionary possibilities including 
recognizing the category of an object from purely textual information without providing any explicit 
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1.1 Dimensionality Reduction 
The terms “ubiquitous computing”, “pervasive computing” and “ambient intelligence” have flourished during 
the past decade and suggest a paradigm shift in human-computer interaction. In this new paradigm, various 
computing devices are dispersed throughout the enviro ment and provide a natural interface between the 
users and their surroundings [1]. Ubiquitous computing involves systems that sense the environment and 
process the information in compact and portable platforms. Image and video may be the most important type
of data that can be acquired and offer the most benefits in terms of human-computer interaction. For example, 
detecting, recognizing and tracking can be used in smart environments for modeling user activities or 
providing assistance to elderly people, while smart su veillance systems can use vision to detect potential 
highway accidents or illegal activities. 
Image data carry a lot of information about the environment and can thus be very valuable. However, thy are 
by nature high dimensional which makes processing, storing and transmitting them a challenging task. Even 
though hardware designers strive to increase the performance of hardware systems, a similar effort is put forth 
by the computer vision community to reduce the computational load and provide more intelligent modeling. 
This goal can be achieved by exploiting the fact that computer vision algorithms can provide a deeper 
understanding of image content using more compact image representations. The process of generating 
condensed descriptions of image data is called Dimensionality Reduction (DR) and it is an essential step in 
many computer vision algorithms. In general, DR describes the process that takes dimensional data and 
projects them to a lower dimensional space while retaining the intrinsic characteristics of the input signals. 
More specifically, the objective of DR is threefold: Tackle the “curse of dimensionality”, offer a more 
sophisticated modeling of the data and reduce the size of the data description.  
The “Curse of dimensionality” 
The term “Curse of dimensionality” was coined by Richard E. Bellman [2] and refers to the problems caused 
by the exponential increase in the volume of a space when extra dimensions are added. As an illustrative 
example, consider a set of one dimensional data points as shown in Figure 1.2. Let’s assume that we would 
like to extract various statistics related to that d a. One approach is to divide the 1D line into equally spaced 
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sections and represent the distribution of the dataaccording to a histogram of occurrences. In this scenario, 
the histogram would contain 6 bins corresponding to the quantization of the 1D line into 6 sections.  
 
Figure 1.2: 1D data on a line. 
 
Let’s assume now that the data is two-dimensional as shown in Figure 1.3. If we were to follow the same type 
of approximation using a histogram, we would now require 36 bins histogram compared to the 6 bins used 
before.  
 
Figure 1.3: 2D data on a plane. 
 





Figure 1.4: 3D data on a volume. 
 
This example shows how adding even a small number of dimensions can have a significant impact on the 
volume of the data. This increase in the volume has a direct impact on the statistical properties of the data and 
more importantly the quality of statistical estimators. In this example, the 6 bin histogram, corresponding to 
the data in Figure 1.2, will contain at least one sample per bin and 1.66 samples on average. For the 2D case, 
more than 19 out of the 36 bins will be empty and each bin will contain 0.55 samples on average. This implies 
that to get an estimation of the distribution of the data for the 2D case with accuracy comparable to that of the 
1D case, we will need more than x3 times as many data points. The situation becomes even worse for the 3D 
data where only 20 bins contain any samples and on average each bin contains 0.09 samples, meaning that the 
data are more than x18 less dense compared to the 1D case.   
The sample size relative to the dimensionality of the space is another view of the “curse of dimensional ty” 
that suggests that what is important is not just the number of samples, but their density as well. For a given 
sample size, the density collapses as more dimensions are added. On the other hand, if one wants to maintain 
the same density when more dimensions are added, thn the sample size should increase exponentially with 
the number of dimensions. Dimensionality reduction handles the problems caused by the “curse of 
dimensionality” by reducing the dimensionality of the space in a manner that preserves key properties of the 
data such as the distances between points. Once the da a have been projected to the lower dimensional sp ce, 





The second motivation behind DR is to help model th data and increase the performance of subsequent 
computer vision and machine learning techniques. We exemplify this aspect of DR by the following example. 
Consider the set of 2D data points shown in Figure 1.5. It is easy to see that the points have the tendency to 
fall on a straight line but they do not exactly fit on it. This is a very common case that can be attribu ed to 
several causes, such as noise during data acquisition. To describe the noisy data we need a 2D space, where 
every point is described by two coordinates.  
 
Figure 1.5: Noisy data 
 
For this type of problems, DR is a vital process for identifying the internal dimensionality of the data and 
removing the noise component. Using the Principal Component Analysis [2], a well known linear DR 
technique, we are able to identify the two dimensio where the data reside. The axes of these dimensions are 
shown in red and black in Figure 1.6. Besides the dimensions, we can also estimate the variance of the data 
for each dimension which are 99.22 % for the red axis (first principal component) and 0.78% for the black 
axis (second principal component). The large difference is terms of variance, suggests that we only need one 
dimension, the one corresponding to the first principal component, to represent our data with very high 




Figure 1.6: Principal components of noisy data 
 
Although in this example the goal was to identify the internal structure of the data (1D vs. 2D) by removing 
the noise component, the process of modeling can be gen ralized to cases where the extra dimensionality is 
caused by nuisances, such as changes in illumination nd view point, which can hinder the subsequent 
classification process. These sources of variation of an object’s appearance are commonplace in computer 
vision algorithms and dealing with them in a formal way is of vital importance. In this work, we pay 
particular attention to these cases by investigatin a novel approach in non-linear dimensionality reduction 
termed manifold learning.  
Reducing the size 
The last major aspect of DR is related to the size of the data. The ability of DR to reduce the size of the data is 
of major importance, especially when we consider resource constrained systems. In order to further motivate 
the necessity of applying DR in resource constrained environments, the following experiment was carried out. 
We assume that a user would like to use her smartphone to perform a generic computer vision task such as 
object matching. Even though numerous object matching approaches have been presented in the literature, we 
follow a simple approach in this example, in accordance to the limited resources of the smartphone. In this 
approach, the matching of a query image with an example from an image collection is achieved by comparing 
the similarity (inner products) between the feature representations of the query image and examples from the 
collection. Formally, given a query image , a feature representation  is first generated. The class  of the 
transformed query image , given a collection of  training examples   	
, … , 
, where each element 
 is a feature transformed training image, is given by 
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    arg max 
 · 
  arg max  · 
  
The key design consideration in this example is the feature representation of the images since the complexity 
of the matrix multiplication between the transformed query image and a transformed collection element will 
dictate the performance of the system. In this example we considered the 128 dimensional Scale Invariant 
Feature Transform (SIFT) [3] as the method of feature representation, since it is one of the most commnly 
used methods in the literature. More specifically, we extracted SIFT descriptors on a regular grid over th  
image, e.g. on 10x10 grid, and represent each image in a (10x10)x128=12800 feature space, i.e.    !""   
In order to evaluate the effects of DR in the object matching example, we examined how the size of the 
feature space affects the processing time for each query image on a smartphone, a Motorola Droid. 
Smartphones are a characteristic hardware platform that can benefit from DR since they are severely limited 
in terms of resources as we discuss in a subsequent section. We assumed that a linear DR technique is applied 
to the 12800 feature space to generate a more compat representation such that the images will be represented 
by #  $ ·   %, where $ is a linear dimensionality reduction matrix and & is the size of the reduced 
dimensional space.  
Figure 1.7, shows the processing time on the smartphone with respect to & for a dictionary size   200. As 
we can observe in Figure 1.7, the size of the featur  space will have a direct impact on the processing time of 
the object matching algorithm. For example, without using DR, the task of matrix multiplication takes more 
than 21 seconds. If the size of the feature space was to be reduced to half, then the matrix multiplication 
would require around 5 seconds, i.e. an x4 reduction in computational time. The exponential relationship 
between the size of the feature space and the processing time is can serve as a strong motivation for the 





1.2 Sparse Representations 
Reducing the dimensionality of the input data is a key component of a computer vision algorithm. Once the 
low dimensional representation has been found, in typical computer vision problems such as recognition, 
detection and tracking, the following step is to relat  the input image to a set of training examples. The 
training examples may be examples of the same object, as in the case of recognition, prototypical examples as 
in object detection, or previous appearances as in object tracking. The objective in all cases can be 
reformulated to representing the unknown input image using examples from an image dictionary. The select d 
examples can then be used to infer various properties of the input image such as class or label. 
Mathematically, the problem of representing the input image on the dictionary can be formulated as solving a 
system of linear equations. Formally, let the input image be )   and the dictionary of examples  *. The objective is then to find the representation c efficients +  * such that )  +.  
Many computer vision problems that can be expressed a  systems of linear equations face the problem that the 
system has either no solution, due to noise, or infinite solutions, due to the singularity of . To tackle this 
problem and obtain a reasonable approximation to the solution, a regularization term can be added to the 
system of equations i.e. find + such that )  + and ,-+. / 0, where , is a regularization function and 0 an 
appropriately selected threshold. The role of the regularization term is to select the solution that achieves 
some desirable property. A typical choice for the regularization is the squared Euclidean norm or ℓ2 norm 
,  1+1  , where 1+1  2∑ a4 4  . The ℓ2 regularization has been widely used in image processing and 
computer vision owing to the closed form and unique solution. The ℓ2 regularization promotes a smooth or 
minimum energy solution. However, another approach that has recently emerged, suggests that parsimony is a 
more useful property than smoothness.  
According to the parsimony principle, given a set of explanations of a problem (solutions to the linear 
equations system in this case), the simplest one is probably the correct one. In other words, the solution that 
involves the smallest number of features or the most c mpact model is better suited for representing the data 
[4]. Mathematically, parsimony in a system of linear equations can be introduced by a sparsity promoting 
regularization function. The ideal sparsity promoting regularization is the ℓ0  pseudo norm that simply counts 
the number of non-zeros coefficients. However, solving the approximation problem using the ℓ0 norm is an 
NP-hard problem and therefore it is impractical formoderate sized data. Alternatively, one can use the 
tractable ℓ1 norm, defined as 1+1  ∑ |a|4 , which also promotes sparse solutions and can be reformed as a 
convex linear programming optimization. Furthermore, in recent work by Candes [5] and Donoho [6], it was 
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shown that the solution of the ℓ0 problem is equivalent to the solution of the ℓ1 norm optimization under some 
mild constraints.  
Sparse Image Models 
Sparsity is a key property of many different types of ignals [7]. Formally, a signal is called strictly sparse if 
it is represented using a small number of linear coefficients from some orthogonal basis, i.e. )  +. 
Approximately sparse signals on the other hand, can be approximated by a small number of linear coefficients 
within an approximation error, i.e. 1) 6 +1 / 7. Natural images fall under the latter category of sparse 
signals.  
The sparsity of natural images has been extensively used in various image processing problems. For example, 
the JPEG image compression standard uses a linear transformation called DCT to transform small image 
blocks to the frequency domain. Based on the intuiton that the human visual system is relatively apathetic to 
high frequencies, JPEG selects a small number of DCT coefficients, the ones with the largest magnitude, to 
represent the image block. In other words, each image block is sparsely represented in a dictionary of DCT 
coefficients to achieve compression. A similar process takes place in the JPEG2000 compression standard 
that employs discrete wavelet coefficients to achieve the same goal. Other examples of sparse representations 
in image processing include image denoising and linear inverse problems.  
An interesting connection between the sparsity of the representations and the human visual system has also 
been proposed. In [8] Olshausen and Field suggested that sparsity is a key property that describes the sensory 
coding in the nervous systems of mammals. More specifically they argue that sparse coding can be used for 
describing the spatial receptive fields of simple cells found in V1.  
The benefits of sparsity prior in image processing a d its connection to the human visual system have rec ntly 
sparked an interest in the computer vision society as well. However, in contrast to image processing where the 
dictionary is well defined e.g. wavelet basis, in computer vision, this type of restricted dictionaries cannot 
capture the underlying properties that characterize image data. As a result, a novel approach in the context of 
linear representations promotes the concept of overc mplete dictionaries. In overcomplete dictionaries, the 
elements do not necessarily form an orthogonal subspace basis and they may not be pre-constructed but 
learned so that they fit the data.   
One of the key questions regarding the representatio  of a signal to a dictionary is related to the 
characteristics of the dictionary where the signal c n be represented. A dictionary of wavelet or Fourier 
elements is a typical example of a basis dictionary in image processing where the elements of the dictionary 
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form the basis of a subspace [9]. Although this type of basis-dictionary can be valid for reconstructing the 
signal, it is restricted to orthogonal elements andmay not be able to fully represent complex signals such as 
images. To tackle this problem, overcomplete dictionaries allow more elements than would be otherwise 
required. The theory of redundant or overcomplete dictionaries for image representations was first proposed 
by Mallat and Zhang in 1993 [10] in the context of natural image representation. Since then the area of 
dictionary learning for sparse representations is an active area of research in the computer vision community 
due to its numerous applications such as image denoising [11], super-resolution [12] and classification [13].     
One of the key questions in designing an overcomplete dictionary is how to appropriately select the dictionary 
elements so that (1) the signals in question will admit a sparse representation and (2) the sparse repr sentation 
will convey meaningful properties about the signal. In computer vision, an overcomplete dictionary can be 
composed from examples in the training set. The overc mplete dictionary is related to the sparse 
representation under the assumption, that given the dictionary, only a small number of training examples are 
necessary to represent the input image. For example, in one of the first methods for classification using sparse 
representations and overcomplete dictionaries [14],an unknown face was recognized by examining the sparse 
coefficients that were used in its dictionary representation. Figure 1.8 presents the reconstruction coeffi ients 
using the ℓ2 norm regularization and Figure 1.9 the coefficients using the ℓ1 norm regularization. 
 




Figure 1.9: Representation of a test face on a dictionary of training examples using the ℓ1 minimization 
 
The vertical red lines in Figures 1.8 and 1.9 were introduced to separate examples from different classes. In 
other words, dictionary elements, i.e. training faces, found between two red lines belong to the same person. 
As we can observe in these figures, the ℓ2 norm utilizes all the available examples in order to epresent the 
unknown face and makes it very hard to infer the class i.e. the identity. On the other hand, the ℓ1 norm sets 
most of the coefficients close to zero except for the coefficients corresponding to the 2nd and the 34th set of 
examples. In fact, the peak value observed in the 2nd set of examples corresponds to true identity of the 
unknown face.  
From the previous example we can see that employing the sparsity constraint can significantly increase the 
performance of classification. The same proposition also holds problems such as variable selection and high 
dimensional modeling among other. In this thesis, we investigate the utilization of the sparse representations 
framework in a variety of computer vision problems such as object category recognition and manifold 
learning.  
1.3 Dimensionality Reduction and Hardware Platforms 
In the previous section, we discussed the mathematical tools that are employed to increase the performance of 
various computer vision algorithms. In this section, we present a small overview of different hardware 
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platforms where these algorithms can be deployed since different hardware platforms exhibit different 
characteristics in terms of processing power and expected services. For example, mobile embedded systems, 
such as smartphones, are battery operated devices, which implies that there is a hard constraint regarding the 
lifetime of the system, while other types of hardware like desktop computers are not power limited. In ge eral 
there are three major classes of hardware where computer vision algorithms may be deployed.  
The first class includes camera equipped embedded systems, termed Smart Camera Systems (SCSs).   SCSs 
can now be found in many everyday devices such as mobile phones, personal digital assistants and portable 
gaming systems, as well as in more sophisticated systems including robotic platforms and wireless video 
sensor networks. One of the most promoted SCS systems is the smartphone i.e. camera equipped mobile 
phone with moderate processing power. Smartphones, such as the Apple’s iPhone and the Google’s Android 
Phone, offer a natural underpinning for the interaction between humans and their environment and can serve 
as tools for the emerging trend of augmented reality i.e. the blending of real world information from the 
camera with computer generated imagery [15]. Examples of the augmented reality paradigm include scenarios 
where the user can simply point to a physical object to express the will to use it or take a picture of the object 
to obtain more information. This class of hardware is characterized by severe limitations in terms of 
processing power, available memory and battery. As a consequence, computer vision algorithms have to 
operate within a strict operational budget, making the transfer of these algorithms to embedded platforms a 
challenging task.  
From a designer’s perspective, SCSs represent typical examples of resource constrained embedded systems. 
In other words, even though SCSs provide a new hardware platform for computer vision systems with several 
advantages, including reduced size, lower power consumption and reliability [16], the limitations in 
processing, memory and communication resources, as well as power availability, have a significant impact on 
the accuracy, latency and quality of service. This can be easily seen in Table 1.1, where we compare the key 
specifications of a typical smartphone, the iPhone 4, and a typical desktop computer, a Dell Inspiron MT
Desktop. 
Table 1.1: Compare a smartphone with a desktop pc (compiled on 10/2010) 
Module iPhone 4 Dell Inspiron MT Desktop 
Price 700$ 750$ 
Screen 640 x 960 pixels, 3.5 inches 22” HD Monitor  
Storage Capacity 32GB 1000GB 
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Memory 512 MB 3GB DDR3 
Processor Apple A4 processor @ 1 GHz Intel® i3 550 @ 3.2GHz 
Bandwidth HSDPA ~ 1.4 – 3.6 Mbit/s   Cable ~ 400 Mbit/s   
 
What we can easily observe from Table 1.1 is that for most of the technical characteristics in question, there is 
at least an order of magnitude difference between a typical smartphone and a typical desktop computer. On 
the other hand, computer vision algorithms, such as object detection and recognition, are among the most 
data-intensive algorithms. A single image from a modern camera can easily reach dozens of MB while 
training vision algorithms requires large collections of images i.e. huge amounts of data, to learn how to 
predict the diverse appearances of objects. The discrepancy between the limited resources of SCSs and the 
massive and data-intense processing requirements of computer vision algorithms, serve as the principal 
motivations behind this work.  
The second class of hardware platforms includes high performance desktop computers. These systems are 
more powerful than embedded systems with milder restrictions. Typical vision algorithms have been 
developed for these types of systems and aim at optimal performance measured by purely computer vision 
metrics such as prediction accuracy, disregarding the limitations of mobile embedded systems, such as battery 
power consumption. The algorithms developed and tested in this work are primarily developed on this type of 
hardware platform since this type of systems is employed in benchmarking the performance of vision 
algorithms. In addition to being the standard development platform, desktop computers are currently state-of-
the-art as far as human-computer interaction is concerned. For example, many modern desktop and laptop 
computers employ face recognition to identify the user and facilitate authentication. The process of face 
recognition is an indicative example where reducing the dimensionality can offer superior performance by 
removing nuisances such as illumination dependencies.   
Even though high performance desktop computers havebeen considered e facto for computer vision, a new 
trend that has recently emerged suggests a paradigm shift from powerful desktop computers to internet based 
services. According to the cloud computing [17] paradigm, personal computers, like desktops, will be 
replaced by internet based platforms where processing, memory and storage will be managed by a service 
provider and will correspond to large scale highly parallel systems supporting numerous users at the same 
time. As far as computer vision algorithms are concer ed, cloud computing is another example of Large Scale 
Image Database (LSID) systems where huge amounts of data need to be processed for a large number of users
with the best possible quality-of-service.  
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While SCSs represent lightweight devices that exhibit significant limitations due to resource constraints, 
Large Scale Image Databases (LSID) reside on the opposite side of the spectrum, usually employing 
sophisticated hardware platforms that offer high processing speeds and vast memory capabilities. 
Nevertheless, the high performance hardware also induces high expectations in terms of quality-of-service. 
While SCSs systems, such as smartphones, are expectd to serve a single user, LSIDs are expected to 
simultaneously support a large number of users while encompassing the processing load that SCSs cannot 
support. In addition, computer vision algorithms running on such systems need to handle diverse user qeries 
that require maintaining large numbers of visual examples. In other words, even with increased hardware 
support, the higher demands from such systems stress th  need for compact image representations.      
In order to support the strict performance requirements, LSIDs employ dimensionality reduction in various 
stages of processing. For example, in most modern image retrieval techniques, the first step that is applied to 
a query image when it is presented in the system is the extraction of image descriptors that are used for 
generating a more descriptive representation of the query image. A popular method extracts Scale Invariant 
Features from an image using the SIFT transform [3]. The SIFT transform first identifies image locations that 
can be robustly characterized i.e. they exhibit a higher degree of tolerance to small deformations of the image, 
and then extract image descriptors around these points. In the SIFT method, each candidate point, called 
keypoint, is presented by a 128 dimensional descriptor. Although 128 is not a very big number, hundreds of 
these keypoints are usually needed to represent an im ge, resulting in a high dimensional aggregate 
representation. The high dimensionality of the image descriptors can cause the issues discussed in the 
previous section, e.g. “curse of dimensionality” and i efficient modeling, but will also create unwanted 
latencies in image matching as well as demanding memory requirements.  
1.4 Thesis Overview 
This thesis is focused on two main themes: dimensionality reduction (DR) and sparse representations (SRs). 
Motivated by the constraints imposed by the various hardware platforms and the benefits of using 
dimensionality reduction and sparse representations, we perform an in depth study of novel approaches and 
propose original applications of DR and SRs related to computer vision problems. We explore three levels of 
data representation and how redundancies in each level can be exploited to reduce the memory and processing 
power requirements while providing more descriptive representations. The rest of the thesis is organized as 
follows: 
In Chapter 2 we present the mathematical framework used in this study. More specifically, we describe the 
four main mathematical tools utilized to achieve thgoals introduced in this section. These tools are Manifold 
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Learning (ML), Random Projections (RPs), Sparse Representations (SRs) and Distance Metric Learning 
(DML).  
In Chapter 3 we present an experimental study regarding the interplay between image compression and face 
detection. This study is founded on the observation hat most images that are processed, stored and 
transmitted have undergone some form of compression. We examine three popular image compression 
techniques, namely JPEG, JPEG2000 and SPIHT. In addition we also explore how degradation in quality due 
to video compression affects the subsequent face detection using one of the standard video compression 
protocols, the H.264. Regarding the technique used for face detection, we chose a SVM based and a Cascaded 
classifier using Adaboost, since they are two of the most successful methods for face detection. Our 
experimental results indicate that the face detection algorithms are able to maintain performance even when 
image quality is severely compromised.  
In Chapter 4, we investigate a method for increasing the spatial resolution of a single image, without using 
any additional sources of information. To achieve this goal, the method employs the sparse representations 
(also called sparse coding) framework in the context of image self-similarity. According to the self-similarity 
framework, image regions exhibit high degree of repetition within and across scales. The proposed method 
capitalizes on the self-similarity framework by utilizing the sparse representations approach to achieve 
performance comparable to state-of-the-art methods.     
In Chapter 5 we investigate how dimensionality reduction can be applied on low level features and what are 
the effects of two vision problems, face detection and object tracking. More specifically, we propose th
application of the Random Projections method for face detection and template matching based object 
tracking. In the experimental section, we show thate use of the dimensionality reduction via the Random 
Projections method has minimal effects in terms of per ormance while providing significant gain in terms of 
processing speed, thus making them appropriate for res urce constrained systems.  
In Chapter 6 we capitalize on our findings regarding the use of the dimensionality reduction for object 
tracking and develop an unsupervised object tracking algorithm. The main contribution of this tracking 
algorithm is the adoption of a nearest neighbors baed discriminative learning process based on online 
distance metric learning. The online learning framework is combined with the dimensionality reduction 
method in a tracking system that achieves state-of-he-art results in generic object tracking while maintaining 
moderate resource requirements.   
In Chapter 7 we investigate the application of dimensionality reduction on a higher level of abstraction by 
identifying representative structures from the data. We investigate how generating manifolds can be ext nded 
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for two cases: supervised learning and unsupervised learning. For the unsupervised learning we investigate 
how the sparse representations framework can be applied during graph construction and classification of 
manifold modeled data. For the supervised learning case, we examine how learning a distance metric based 
on class labels can significantly increase the classification performance of manifold modeled data.  
In Chapter 8 we discuss how sparse representations can be used for object recognition in images. In contrast 
to the traditional learning paradigm where visual tr ining examples are presented to a classifier that learns to 
separates them, an alternative modeling is discussed that does not require explicit visual training. To achieve 
this goal, attributes, an intermediate textual representation, is employed. We investigate how this new 
framework offers novel solutions to difficult problems such as the image based classification of objects 
without using any visual examples. 
Chapter 9 concludes this document by discussing our findings and future work.   
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2 Theoretical Overview 
A common impediment in many computer vision systems is the overwhelming amount of data in both volume 
and dimensionality. Besides the difficulty in processing high dimensional data, especially under real-time 
constraints, statistical methods commonly employed in computer vision suffer from the “curse of 
dimensionality” which causes a decrease in the accur y of statistical estimators. Manifold learning is a 
recently proposed framework for dimensionality reduction that aims in alleviating this burden. In manifold 
learning, the assumption is that image based data are intrinsically low dimensional even though they may 
reside in high dimensional spaces. The objective of manifold learning is to identify the low dimensional space 
that describes the internal structure of the data and embed the data on that space. In this section, we overview 
recent advances in manifold learning including nonlinear and linear methods, with a main focus on computer 
vision applications. 
2.1 Manifold Theory Overview 
Formally, we define a 8-dimensional manifold 9 as a topological space that is locally homeomorphic to : 
[1]. In this definition there are two key requirements needed to define a manifold. The first requirement of a 
manifold is to be a topological space. A topological space is a set ;, together with a collection of open sets < 
that are  subsets of ;, such that: (i) the empty set belongs to <, (ii) ; belongs to <, (iii) arbitrary unions of 
elements of < belong to <, and (iv) finite intersections of elements of < belong to <. A topological space is 
the generalization of Euclidean space in set theory. The benefit of defining a manifold in a topological space 
is that it provides greater flexibility compared to the Euclidean space. The second requirement of the manifold 
definition is homeomorphism. A homeomorphism is a function between two topological spaces that is one-to-
one, onto, continuous, and has a continuous inverse. Intuitively, a homeomorphism is a mapping that 
preserves all the topological properties of a given space.  
In a more abstract sense, what the previous definition of a manifold suggests is that a manifold is a structure 
that locally looks like a linear space even though it is globally non-linear. In general we think of a manifold as 
a 8-dimensional surface embedded in an ambient =-dimensional space, where 8 > =. Manifolds arise when 
there is a smooth variation of the parameters that define the degrees-of-freedom of the system and are usually 





Figure 2.1: Examples of 2D manifolds embedded in 3D space  
Manifold Properties  
A manifold can be associated with a number of properties. For a differentiable (smooth) manifold 9, every 
point ) on 9 can be associated with a tangent space ?+@-).. The tangent space is the vector space, with the 
same dimensionality as the manifold, that contains ll possible directional vectors going though the point ). 
The tangent space is also useful because it can be used in the definition of distance metric on the manifold, the 
geodesic distance.  
The geodesic distance is defined as the integration of lengths corresponding to a Riemannian metric on the 
tangent space. The Riemannian metric is a collection of inner products defined at every point of the manifold. 
Intuitively, the geodesic distance is the integration of all the elementary lengths corresponding to inner 
products of tangent spaces at infinitesimally small distances apart. 
The condition number of a manifold is a “clean” number that indicates the non-linearity of the manifold. 
Formally, the condition number of a manifold 9 is 1/C if the normals of length D E C at any two points on 9 do not interest. For example, in a plane, the normals never interest and thus the condition number is 0. The 
more the curvature increases, C becomes smaller and the condition number becomes larger. Thus, a large 
condition number indicates a highly curved manifold.  
Given a manifold 9, we say that the geodesic covering number of 9 is F-?. for some ? G 0 if there exists 
a set of points H  9, where #H  F-?., so that for all )  9 
 minLM NO-x, a. / T (2.1) 
A 8–dimensional manifold 9 has geodesic covering regularity Q if 
 F-?. / QR8: ?:  (2.2) 
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for all ? G 0, where F-?. is the geodesic covering number and R is the volume of the manifold.  
Manifold modeled signals 
Sparse signals can also be divided in two classes based on whether they are parametric or non-parametric. The 
parametric class includes signals that are generated by a varying set of parameters. If the parameters are 
smoothly varied, then the generated signal will trace  path in a manifold. Examples of parametric-manifold 
signals include signals that have undergone translation, rotation, and scaling. These signals are found in 
tomographic or light field images with articulated camera positions, robotic systems with limited physical 
degrees-of-freedom, dynamical systems with low-dimensional attractors etc.  
Non-parametric signals are signals that naturally reside in a manifold. Human faces under varying pose and 
expression, handwritten digits, human gait are some examples of non-parametric manifold signals. An 
interesting extension of manifold modeled signals ha been proposed for all natural images. The assumption 
is that if every pixel of a CCD detector is allowed to take all possible values, most of the output image will 
look very unnatural. Natural images exhibit characteris ics that restrict the space where these image could 
reside and thus could be modeled using a manifold. 
As stated above, a manifold is a low-dimensional structure embedded in a high dimensional space. Signals 
that are characterized by a small number of degrees-of-freedom are natural candidates for modeling using 
manifold structures. For example, consider an object imaged from various viewpoints. Describing the image 
of the object requires a significant amount of data e.g. the number of pixels in the image. However, only a few 
parameters are necessary in order to describe the appearance of the object from the different viewpoints, e.g. 
(x, y) camera coordinates. This example is illustrated in Figure 2.2 when a non-linear manifold learning 
technique was applied to reduce the dimensionality from the 50x50 pixels or 2500 dimensional space to a 2D 
space.   
 
Figure 2.2: Non-Linear Embedding of multiple view object using Isomap
Besides images of object from multiple views, other types of computer vision data that can be modeled using 
manifolds include facial expression, hand gesture and head pose. We discuss various approaches in manifold 
learning in the next section.  
Manifold Learning approaches 
In the majority of cases, dimensionality reduction n the context of computer vision is achieved by applying 
principal components analysis (PCA). PCA is a linear, adaptive, data
technique. In PCA, high dimensional data are projected to a lower dimensional subspace that contains most of 
the useful information, expressed in terms of the data variance. Even though PCA has proven its value in a 
number of applications, certain limitations of the method are be
investigation of more appropriate dimensionality reduction techniques. A major limitation of PCA is linearity. 
The limitations imposed by the linear modeling employed by PCA can be seen in Figure 2.3.
-dependent dimensionality reduction 







We observe that using a linear modeling technique like PCA, shown in Figure 2.3, we are unable to capture 
the smooth variation of the rotation. However, using a non
smooth variation of the rotation is obvious in the wo
Extending PCA to non-linear dimensionality reduction is achieved by the kernel PCA 
traditional PCA, in kernel PCA, the principal components are found in a higher dimensional space by 
applying the kernel trick. Nevertheless, in kernel PCA, the analysis is performed in some high dimensional 
space that may be completely irrelevant with the data themselves. Manifold learning tries to identify the true 
nature of the data and project them into a space that completely characterizes them. 
Non-Linear Manifold Learning approaches
Non linear manifold learning techniques can be divi
graph embedding for manifold learning, whereas methods in the other class use convex optimization to 
achieve the same goal. The first manifold learning approaches appeared in 2001 and were Isometric F
Embedding (Isomap) [3] and Local Linear Embedding (LLE) 
approaches. These methods try to reduce the dimensionality of the data while preserving various geometric 
properties, such as the geodesic distances or the local neighbo
the available data is described through a distance matrix (adjacency graph) with non
ar Embedding of multiple view object using PCA 
-linear manifold based approach like Isomap,
-dimensional embedding as shown in Figure 2.2. 
 
 
ded in two classes. One class includes methods that use 
[4]. They belong to the graph embedding 










corresponding to neighbors and zeros otherwise. Dimensionality reduction is achieved by applying 
eigenanalysis on this distance matrix. 
Isomap is a manifold learning approach that tries to generate a low dimensional embedding that will prese ve 
the global structure of the data. The global structure is expressed in terms of distances between neighboring 
points before and after the projection. Isomap is athree step process. In the first step, all the (Euclidean) 
distances between points are first computed. Based on these distances, an adjacency graph is generated where 
two vertexes (points) are connected only if they are neighbors i.e. their Euclidean distance is less than a 
threshold or they are one of K nearest neighbors. If two points are neighbors, their corresponding distance is 
used as the edge weight on the graph. In the second step, for non-neighboring points, the minimum path along 
the graph connecting the points is found using a graph traversing algorithm. The adjacency graph is then 
turned into an all-pairs shortest distance matrix. In the final step, Multidimensional Scaling (MDS) is applied 
for the generation of the low-dimensional embedding. MDS is a linear dimensionality reduction method that 
provides the embedding using the eigenvectors of the distance matrix. 
The motivation of LLE is similar to Isomap with the major difference that LLE tries to preserve the loca  
structure instead of the global. The goal in LLE is the identification of a weight matrix that minimizes the 
reconstruction error. The reconstruction of each point is achieved by a linear combination of its neighbors. 
Similarly to Isomap, the first step of LLE involves the generation of the adjacency graph. The next step
however is the solution on an optimization problem that tries to identify the weight matrix that reconstructs 
each point with the minimum error using its neighbors, shown in Eq. 2.3 
 S-T.  U) 6 V WX)X%XY U  (2.3) 
In the final step, the embedding is found by identifying the space where the previously found weight ma rix 
can achieve the smaller reconstruction error. The optimization is given by Eq. 2.4 
 S-Z.  V U[ 6 V WX[X%XY U   (2.4) 
This goal is achieved by finding the eigenvector of the weight matrix and then using these eigenvectors for 
the embedding.   
A different approach for manifold learning was proposed in [5], where the low dimensional embedding was
identified by solving a convex optimization problem. The objective of the optimization was the maximization 
of the low dimensional embedded data, expressed in terms of Euclidean distances between neighboring 
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points, that is +) ∑ \] 6 ]X\ X . The constraints of the optimization were formulated in a way so that the 
manifold structure would be preserved, i.e. ^ ] 6 ]X ^ ^ x4 6 )X ^ . The problem was reformulated as an 
instance of semi-definite programming that could be solved used standard convex optimization algorithms.   
An interesting connection between manifold learning a d kernel PCA was shown in [2] , where it was shown 
that the distance matrices used by Isomap and LLE can be reformulated as kernel PCA with an appropriate 
kernel. As a result, these manifold learning approaches could be though out as the result of eigenanalysis 
(spectral decomposition) in a new feature space. This new feature space was estimated by interpreting the 
distance matrices of manifold learning algorithms as covariance matrices. Other nonlinear manifold learning 
approaches include Laplacian Eigenmaps (LE) [6] and Neighborhood Preserving Embedding [7]. 
Linearized Manifold Learning approaches 
A problem with nonlinear manifold learning methods such as Isomap, LLE and LE is the lack of a direct 
mapping from the input space to the manifold space. Instead, they provide a mapping from the input data to 
the manifold space. A critical issue that arises is the out-of-sample extension problem, where the lack of a 
straightforward extension of the mapping to new data, limits the applicability of these methods. One solution 
to this problem was presented in [8] where the distance matrix was viewed as a kernel and new points where 
embedded using the Nyström approximation. Unfortunately, this methods is time consuming, does not have a 
physical interpretation for the LLE case and it is a rather involved process.  
More recent methods try to overcome the out-of-sample extension problem by performing a linear 
approximation of the manifold. The main idea behind these methods is that even though manifolds are non-
linear structures, they can be approximated reasonably well within a small neighborhood using a linear map. 
The benefits of linear approximations are mostly expr ssed in terms of savings in computational time 
although in some cases very promising results have been reported. Methods in this category include Locality 
Preserving Projections [9] and Locally Embedded Analysis [10]. We briefly discuss LPP as an indicative 
example. 
Locality preserving projections (LPP) [9] is the optimal linear approximation of the LLE algorithm. As such, 
it provides a linear mapping from the input space to the manifold space and a natural solution to the out-of-
sample extension problem. LPP is a four step process. First, the adjacency graph G is built, similar to LLE 
and Isomap. In the second step, the Laplacian of the graph is estimated. The Laplacian is a “normalization” of 
the graph that can provide more insight into its structure and can furthermore aid in the proof of the lin ar 
optimality using spectral graph theory. Formally, the Laplacian is given by _   6 W, where   ∑ WXX  
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and W is the affinity matrix of the graph G. Using the Laplacian, the following generalized eigenvalue 
problem is solved by Eq. 2.5 
 `_`ab  c``ab    (2.5) 
where ̀  is the data matrix. In the final step, the linear mapping that provides the embedded ] of the input 
point ) is generated by forming a matrix H where each column corresponds to an eigenvector shown in Eq. 
2.6 
 ) d ]  Ha) , H  -+", +, … , +e. (2.6) 
2.2 Random Projections 
As we discussed in the previous section, generating a low-dimensional representation of a signal can offer 
significant benefits in terms of modeling and computational efficiency. Manifold learning is a novel approach 
in this respect, which can achieve these goals. However, similar to the majority of dimensionality reduction 
technique including PCA and LDA, manifold learning techniques require an explicit training stage. 
Furthermore, the non-linearity of the model makes the application of the dimensionality reduction tricky 
during test time while linearized approaches can offer only an approximation of the underlying manifold 
structure. In this Section, we examine another method in dimensionality reduction that overcomes these 
issues. Random Projections (RPs) is a novel approach in dimensionality reduction that offers two significant 
benefits compared to manifold learning. First, it is intrinsically linear and therefore it is straightforward to 
apply it during both training and testing. And secondly and most importantly, is a data-independent universal 
approach. In other words, the same RPs matrix can perform dimensionality reduction to every kind of input 
data without requiring the expensive step of retraining.   
RPs is a linear technique for dimensionality reduction based on the Johnson-Lindenstrauss (JL) lemma [11]. 
Formally, the JL lemma states that for a finite collection of points f in Qg with fixed 0 E h E 1 and i G 0, 
when 
 & j k 4 m 2ih 2n 6 h 3n p ln -#f. r s t
ln #fh u (2.7) 




 -1 6 w.2& 
n / 1v) 6 v]1 1) 6 ]1 / -1 m w.2& 
n  (2.8) 
for every element ), ]  f with probability exceeding 1 6 -#f.xy.  An example of this type of distribution is 
the normal distribution where each elements DX of v follows DX~{-s, 1.. In addition, in [12] it was shown 
that the elements DX of v can be drawn i.i.d from the following distribution 
 DX  √3 }   1 with probability 1/6   0 with probability 2/361 with probability 1/6 (2.9) 
 
The distribution in Eq. 2.9 is notably efficient, since it discards 2/3 of the data that correspond to 
multiplication by zero. Furthermore, it can be implemented using fixed point arithmetic operations consisting 
of only additions and subtractions if the scaling coefficient is factored out. 
Compared to traditional dimensionality reduction approaches such as PCA and manifold learning, the major 
benefit of RPs is the universality, i.e. the same RP matrix can be used for any kind of data without the need 
for training based on statistics, as is done is PCA. The fact that RPs does not require training is of particular 
importance, given that in many computer vision problems, a model of the object may not be available 
beforehand. This reduction is computationally efficient to apply, since it only requires a matrix multiplication 
while it offers significant computational savings.  
Random Projections on manifolds 
While the JL lemma states that RPs preserve the pairwise Euclidean distances between points, it was recently 
shown that a similar statement is also true for the geodesic distance on manifolds. Formally, in [13] , it was 
shown that for a compact =-dimensional Riemannian manifold 9 in g with condition number 1/C, volume R and geodesic covering regularity Q, when  0 E h E 1 and 0 E  E 1, a random matrix v  %g with  
 & j s = log &RQCxhx log 1/h  (2.10) 
will satisfy with probability at least 1 6   
 -1 6 w.2& 
n / 1v) 6 v]1 1) 6 ]1 / -1 m w.2& 
n  (2.11) 
for every pair of points ), ]  9. 
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Given that the above equation hold for all point ), ]  9 then the Euclidean distance it can be extended to 
the geodesic distance NO-), ].  
 -1 6 w.2& 
n / NO-v), v].NO-), ]. / -1 m w.2& 
n  (2.12) 
2.3 Sparse Representations  
Many computer vision problems can be recast to that of find a linear representation of an input signal to a 
dictionary of training examples. Formally, let the input signal (image in this case) be )   and the 
dictionary of examples   *. A natural way to represent ) on  is by solving the linear equations 
system )  +. However, in most practical cases, the system has either no solution or infinite solutions. This 
problem is usually tackled by applying a least squares regression  
 +  arg @1+1    s. t.   )  + (2.13) 
where 1+1  ∑ a4 4  is called the ℓ2 norm. In this case, the problem in Eq. 2.13 has a closed form solution and 
the reconstruction coefficients + are given by +  ), where   -a.xa  is the Moore-Penrose 
pseudo-inverse of . The ℓ2 solution offers two significant benefits, a closed form solution and the generation 
of a unique solution. Although regularizing the energy of the solution has been successfully applied in many 
problems, minimizing the ℓ2 norm may not lead to the optimum solution for specific ollections of signals 
such as image as we discussed in Chapter 2 .  
The notion of sparse representation (SRs), i.e. exploiting the sparsity in modeling the signal, has recently been 
proven very power for various computer vision problems. For many input signals of interest, such as natural 
images, only a small number of dictionary elements are need in order to represent them. For sparse signal , 
the objective of SRs is to identify the smallest number of non-zero the coefficients +  * such that )  +. 
The solution to this problem can be obtained by solving the following optimization problem 
 +  arg @1+1"   s. t.   )  + (2.14) 
where the sparsity constrain is given by the zero-norm 1·1" which counts the non-zeros elements. 
Unfortunately, the problem in Eq. 2.14 is NP-hard an therefore difficult to solve for practical problems. Two 
approaches have been presented for reformulating the intractable problem in Eq. 2.14 into an efficient 
optimization, convex relaxation and greedy algorithms.   
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The convex relaxation approach was introduces in the pioneering work of Donoho [4] and Candes [3], where 
it was shown that if the solution satisfies certain constraints, such as the sparsity of the representatio , the 
solution of the problem in Eq. 2.13 is equivalent to the solution of the following problem known as LASSO in 
statistics 
 +  arg @1+1   s. t.   )  + (2.15) 
 
where 1+1  ∑|a|. The benefit of using the ℓ1 minimization instead of the ℓ0 norm minimization is that the 
problem can be efficiently solved using convex optimization algorithms. When noise is present in the signal, a 
perfect reconstruction using Eq. 2.15 may not be feasible. Therefore, we require that the reconstruction is 
within an error tolerance. This optimization, called Basis Pursuit Denoising (BPDN), reformulates Eq. 2.15 as  
 
 +  arg @1+1   s. t.   1) 6 +1 / 7 (2.16) 
or equivalently  
 +  arg minL 1) 6 +1 s. t.  1+1 / &     (2.17) 
 
Another approach to solving the problem in Eq. 2.14 is via greedy algorithms from the class of Matching 
Pursuit algorithms [14]. These algorithms decompose the problem in Eq. 2.14 into two subproblems, thatof 
identifying the support of + (the locations of the non-zeros elements) and that of identifying the non-zero 
values at the support of +. These greedy algorithms perform an iterative search for the solution that consists of 
the following basic steps: 
Orthogonal Matching Pursuit Algorithm 
Initialization 
Set initial solution +"  0  
Set initial residual D"  ) 6 +"  ) 
Set initial solution support "   
At iteration : 
Step 1: Find the elements that achieves   +D maxX\Dx, X\ and  
Step 2: Add element  to support    	x  	  
Step 3: Update approximate solution +  +Dmin:-.1) 6 1  
Step 4: Calculate the new residual D  ) 6 + 




The above process is formally known as Orthogonal Mtching Pursuit (OMP), because it solves a least 
squares problem in step 3, and it considered one of the undamental Matching Pursuit algorithm with strong 
performance guarantees.   
Overcomplete Dictionaries 
The key question in sparse linear signal representatio  is how to identify the elements of the dictionary  that 
take part in the signal approximation. In traditional image processing techniques, such as image denoising, the 
elements of  are generated from an orthogonal basis like the DCT, the Fourier of Wavelets. However, in 
many computer vision and image processing problems, constructing a dictionary whose elements are not 
restituted to form a basis, i.e. the orthogonality constrain of elements is relaxed, can substantially ncrease 
performance. The application of redundant or overcomplete dictionaries for image representations was first 
proposed by Mallat and Zhang [15]. In their work, Mallat and Zhang exploited the sparse representation of 
images on overcomplete dictionaries, populated by wavelet functions, for capturing the structure of natur l 
images. We note that overcomplete dictionaries result to underdetermined systems that admit infinite 
solutions and therefore regularization is needed to ob ain the most accurate solution.       
The key question in designing an overcomplete dictionary is how to appropriately select the dictionary 
elements so that (1) the signals in question admit a sparse representation and (2), the sparse representation 
conveys meaningful properties about the signal. Two different approaches have be explored regarding the 
design of an overcomplete dictionary, using pre-constructed dictionaries, and using learned dictionaries [16]. 
In the first class of dictionary construction, dictionary elements are pre selected in order to offer sparse 
representations of the signals in question while capturing their intrinsic characteristics. Examples of this type 
of dictionaries include undecimated wavelets, steerabl  wavelets, contourlets, curvelets and other. Although 
these dictionaries are well equipped to capture the characteristics of specific signals, they fail to do so when 
the input signal does not conform to the specified model. More elaborate techniques aim to capture more 
specific characteristics of the input signal by tuning parameters. Examples of this type of pre-constructed 
dictionaries include Frames generated by wavelet packets. Tunable dictionaries face similar problem to the 
non-tunable pre-constructed counterparts regarding the ability of model input signals.  
The second class of dictionary learning algorithms start by building a database of training examples that are 
assumed to closely represent the expected test signal  a d selected only the examples that will lead to a sparse 
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The above problem faces similar problems regarding its computational complexity with the sparse 
representation in Eq. 2.14. In general, two of the most successful approaches in solving this problem, the 
MOD [17] and the K-SVD [18] algorithms tackle this problem via an alternating iterative process. At each 
stage of the iteration, in one alternation, the variable  is assume to be constant, thus the problem becomes 
equivalent to the sparse representation in Eq. 2.15. During the next alternation, the dictionary is updated by 
keeping the coefficients + constant.  
An alternative approach that has received considerable attention in the computer vision community does not 
perform any type of dictionary learning. Instead, it relies in the natural sparsity of the representation of an 
image using all the training examples as the dictionary. For example, in [19], the authors used the full 
collection of training examples following the intuition that in order to represent the image of the face of an 
individual, only a small number of training examples i.e. dictionary elements, from the same individual are 
necessary. 
2.4 Distance Metric Learning 
In the previous subsections, we discussed various appro ches in dimensionality reduction that aim to preserve 
some importance characteristics of the data such as distances. Typically, the distance between points is 
measured by the Euclidean distance, since it is the most natural choice. However, the Euclidean distance 
assumes that all the dimensions of two points are equivalent when measuring the distance. Nevertheless, there 
are cases when this assumption is not valid or not representative of the internal structure of the data. In this 
case, one seeks to identify another distance metric that can weigh the different dimensions of the input signals 
according to their significance. Distance Metric Learning (DML) deals with investigating alternative distance 
metric that can better identify the underline similarity between data points. We focus our attention of 
supervised DML where each data point is associated with a specific class.  
The objective in DML in the supervised case is to learn a new distance that will satisfy the pairwise 
constraints imposed by class label information. The new distance metric can be expressed as either a 
Mahalanobis-like distance or equivalently as a linear transformation of the input data. Formally, the distance 
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where G  ** is the distance metric. The matrix G is required to be positive semidefinite to guarantee that 
the new distance will satisfy the requirements for a metric, i.e. non-negativity, symmetry, and triangle 
inequality. Since the matrix G is positive semi-definite then it can be decomposed as G  LªL in which case 
Eq. 2.19 becomes 
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The new distance is given by the Euclidean distance of the data projected into the L subspace. DML is closely 
related to subspace learning, as can be seen from Eq. 2.20. 
DML is primarily concerned with identifying a transformation that is optimized for classification. In general 
there are two non-exclusive approaches in DML, offline or batch processing and online. In offline processing, 
the underline assumption is that all training data points and their corresponding labels are available during 
training. In online approaches, the assumption is that a single example is presented at each step, and the 
distance metric is modified such that it remains consistent with the previous examples and also satisfies the 
newly presented example.  
One of the earliest approaches that explicitly discus ed learning a distance function for classification in an 
offline fashion was proposed in [20], where distance metric learning was formulated as a constrained convex 
optimization problem. More recent approaches fall into the category of local DML and attempt to learn  
distance metric that will satisfy the constraints in a local region around each data point instead of all pairwise 
constraints. Local DML approaches are easier to handle and are directly related with the local nature of the k-
nearest neighbor classifier. Examples of local DML include the Neighborhood Component Analysis [21], the 
Multiple Collapsing Classes [22], and the Large Margin Nearest Neighbors [23]. 
In this work, we utilize a recently proposed method f r local DML called Information Theoretic Metric 
Learning (ITML) [24]. The goal of the ITML is to minimize the “closeness” between the Mahalanobis 
distance matrix G and a given Mahalanobis distance matrix G" while keeping the intraclass distance, i.e. 
distance between points from the same class, smaller than the interclass distance, i.e. distance between points 
from different classes. In order to measure the “closeness” between the two distance matrices, G and G", the 
ITML assumes that each distance matrix corresponds to the typical Mahalanobis distance of two unknown 
multivariate Gaussian distributions given by -); G".  ¬ exp-6  
§-), ®.., where ® is the mean and ¯ is a 
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normalization constant. Then, the Kullback–Leibler (KL) divergence is employed as a robust metric of the 
correspondence between the two Gaussian distributions, and is given by: 
 8_-); G". ^ -); G.  ° -); G".log -); G".-); G. 
) (2.21) 
Formally, the objective of ITML is to find the distance matrix G such that:  
 min§ 8_--); G". ^ -); G.. (2.22) 
subject to 
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The solution of the problem is found by a LogDet opimization. The authors introduced appropriate slack 
variables into the formulation for the case when the exact solution is not feasible due to unsatisfied 
constraints. A major benefit of the ITML method is that is does not require the expensive eigen-
decomposition and thus is more computationally efficient.  
In addition to offline algorithms, various online DML approaches have been presented. One of the earliest 
ones was the POLA algorithm [25] that optimized a large-margin objective. However, the algorithm required 
an eigenvector computation at each iteration, which can be slow in practice. Another approach is the rec ntly 
proposed LogDet Exact Gradient Online (LEGO) [26] algorithm. Given two vectors  µ and ·  with distance 
§¸ -µ·.  ] and the target distance ], the LEGO algorithm updates the distance by minimizing: 
 G¹  arg min§º" D-G, G¹. m  ¼ℓ-
§¸-µ, ·., ]. (2.24) 
where D-G, G¹. is a regularization function, ¼ is a regularization parameter and ℓ-] , ]. is the loss between 
the target distance ] and the predicted distance ]. The solution to the minimization problem is given by: 
 G¹  G¹ 6 ¼-y¾ 6 ].G¹z¹z¹ªG¹1 m ¼-y¾ 6 ].z¹G¹z¹ª (2.25) 
where z¹  µ 6 · and  yÀ  
§¸Á¤-µ, ·.. The estimated distance y¾ is found by solving 
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Once the new distance metric has been learned, it can be subsequently used in the typical nearest neighbor 
framework.  
2.5 Applications  
In the previous sections, we described the mathematical tools we employ in this thesis. These tools were 
applied for various computer vision problems. The Random Projections method is utilized for low complexity 
object tracking and face detection in Chapter 4.  In addition, the Random Projections method is combined 
with the distance metric learning framework for object tracking in Chapter 5. The connections between th  
sparse representations framework, the distance metric l arning framework and the manifold learning 
framework are discussed in Chapter 6.  Finally, a proposed method that used the sparse representation for 




3 Face Detection in Compressed Images and Video  
While most modern sensors can acquire images of very high resolution, the enormous size of these images 
makes them impractical for most daily tasks such as storing them or transmitting them through networks. A  a 
consequence, the majority of images are compressed soon after they are acquired. We argue that althoug 
typically image compression is explored by the signal/image processing community, image compression 
methods share many similarities with dimensionality reduction techniques investigated by researchers in the 
computer vision community. The two main differences between these research areas are that usually 
dimensionality reduction is interested in generic data while image compression is interested in images and 
that the metrics used for evaluating different dimensionality reduction technique are focused on the quality of 
the signal approximation, whereas in image compression, typical evaluation metric include signal-to-noise 
ratios which are tuned towards human experience. Besides these disagreements, standard image compression 
techniques like the JPEG and JPEG2000 perform at leas one step of dimensionality reduction by representing 
the image data to some appropriate space (either DCT or Wavelet space) and keeping only a small number of 
coefficients. Motivated by the fact that most vision based systems perform image compression in order to 
save in storage and transmission, in this Chapter, w  investigate how this type of specific type of 
dimensionality reduction can affect subsequent computer vision algorithms. More specifically, we explore the 
effects of JPEG, JPEG2000 and SPHIT, three prominent image compression techniques, on two face 
detection algorithms. In addition, we explore how compression of image sequences via the H.264 video 
compression standard, affects the accuracy of face detection. 
3.1 Image Compression  
Most image compression algorithms are based on three steps: transform mapping, quantization and entropy 
encoding. Compression is achieved by discarding information, such as high frequency components, during 
quantization followed by effective encoding. The rate of compression and the quality of the reconstructed 
image are controlled by adjusting the amount of information discarded by quantization.  
JPEG, one of the oldest and most successful image compression standards, can achieve good image quality 
with moderate complexity [1]. In JPEG, an image is first divided into 8x8 non-overlapping blocks, each block 
is transform-coded using discrete cosine transform (DCT), and the DCT coefficients are ordered in a zigzag 
order and quantized. The quantization tables used in JPEG are optimized for minimum perceptual distortion. 
The non-zero coefficients are entropy encoded to generate the final bitstream.  
JPEG2000 is a still image compression standard that offers excellent image quality and versatility at the 
expense of increased complexity [2]. JPEG2000 is wavelet-based and allows lossless to lossy image 
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compression. Initially the image is decomposed into subbands using the wavelet transform and then 
quantized. Each subband is divided into 64x64 blocks that are independently encoded. Progressive fidelity or 
progressive resolution schemes are available.  For each bit-plane the information related to the most 
significant coefficients i.e. the ones with the largest magnitude, is encoded first and the bit allocati n process 
continues until all the bit-planes are encoded or the bit budget is met.  
The SPIHT compression method is based on wavelet coding [3], and consists of two major components: the 
set partitioning and the spatial orientation tree. The set partitioning performs an iterative sorting of the 
wavelet coefficients. At each iteration loop, the significant bits of the coefficients with magnitudes contained 
in a predetermined region are encoded. The second part, the generation of the spatial orientation trees, is 
based on the observation that most of the energy is contained in the low levels of the subband pyramid an  
that there is an inherent self-similarity between subbands.  
JPEG is the oldest of the three compression methods c n idered and offers lower encoding quality compared 
to JPEG2000 and SPIHT. On the other hand, it is also the most attractive for resource constrained 
environments because of its low computational complexity. This observation is supported by experimental 
results reported in [4], where the authors performed an extensive evaluation of various image compression 
techniques including JPEG, JPEG2000 and SPIHT. Their results for lossy and non-progressive compression 
showed that JPEG2000 offers the best compression efficiency. SPIHT was a close second and JPEG scored 
the lowest. The authors also examined the computational complexity of each technique in terms of execution 
time on a standard PC. They reported that JPEG is the most computationally efficient algorithm with a large 
margin, compared to JPEG2000 and SPIHT. SPIHT is infact the most time consuming encoding algorithm 
out of these three. The increased computational complexity of JPEG2000 offers a wide variety of 
functionalities, including random access, region-of-interest encoding, error-resilience, SNR scalability, etc.  
Image compression exploits spatial redundancy in the image in order to reduce its size in terms of bits, while 
minimizing the degradation in quality. Video compression exploits both spatial and temporal redundancy i  
order to achieve the same goal. A wealth of video compression methods have been developed ranging from 
the early H.261 coding standard to the H.264/MPEG-4 Advanced Video Codec [5]. Video encoders exploit 
temporal redundancy by applying motion estimation to predict the location of a region from a previous frame 
to the current one.  Unfortunately, the benefit of reduction in bandwidth is associated with an increase in 
computational complexity, since motion estimation is a computational demanding process. As a result, only 
few of the current mobile systems employ video encoding.  
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3.2 Overview of face detection 
A face detection algorithm takes an input image, identifies the human faces and possibly reports their 
location. Face detection is often a first step needed for other applications including face recognitio, face 
tracking, expression analysis, etc. Image classificat on algorithms, such as face detection and face re ognition, 
have received considerable attention in the past 20 years. Two observations can be made concerning the 
nature of the algorithms developed thus far. First, a typical environment for such applications includes high 
quality image capturing devices, high-end processing workstations, and recently, high bandwidth network 
connections for communications. The second observation is that the focus of these algorithms has primarily 
been the classification accuracy, where many methods ave demonstrated excellent results in specific settings 
[11]. 
In [12]Yang et al. provided a systematic organization of face detection algorithms. The authors divided face 
detection algorithms in four classes. Knowledge-based methods are considering heuristics, such as “a face is 
symmetric,” “has two eyes,” etc. Feature-based methods use color, texture, edges and shapes to identify faces 
in an image while trying to provide robustness to pose and lighting changes. Template-based methods identify 
areas that are highly correlated with either a predefined or a deformable face template. Appearance-bas d 
methods are similar to template matching, but rely more on algorithms from the machine learning community. 
The goal of the appearance-based methods is to identify the most discriminative features or functions of a face 
during the training stage and apply them during testing.  
Among all four classes of algorithms, the appearance-based ones have become the most popular due to thir 
excellent performance and potential for real-time iplementation. Most of the appearance-based methods rely 
on sequentially searching through the target frame for patterns that closely resemble patterns that have been 
learned during the algorithm training. A wide range of machine learning algorithms have been used for 
learning the patterns associated with human faces and then trying to locate image subwindows that exhibit 
such characteristics. In [13], Sung and Poggio proposed a bootstrapping method for training a multilayer 
perceptron where misclassified samples are iteratively added to the training set and the model is retrained. In 
[14], Rowley et al. used artificial neural networks based on spatial information of the face/non-face images. In 
[15] Osuna et al. were the first to use support vector machines for face detection. The method was later 
extended by using a cascade of detectors in [16]. In [17], the authors used convolutional neural networks and 
a bootstrapping technique for detecting faces. In [18], the authors used multiple Bayesian discriminating 
features, such as 1-D Haar wavelet coefficients and amplitude projections along with a statistic conditional 
probability density estimation method and achieved excellent results in diverse image datasets. One of the 
most successful methods for face detection is the Adaboost based scheme proposed by Viola and Jones [19], 
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where a cascade of low complexity features offers significant computational savings without compromising 
the performance of the classifier. 
Face detection in the compressed domain was first suggested by Wang and Chang [20], where the DCT 
coefficients where restored in their block form from JPEG or MPEG streams and then color based detection 
was applied. In [21], Fonseca and Nesvadha facilitated face detection in the DCT domain by utilizing 
information based on color, frequency and intensity. In [22], Luo and Eleutheriadis utilized color and texture 
in the DCT domain and used shorter feature vectors for color face classification.  
3.3 Support Vector Machines for Face Detection 
Support vector machine (SVM) classifier is a machine learning algorithm that determines the hyperplane that 
linearly separates the training data with the maximum possible margin [30]. Formally, let the input training 
data be represented by a set of  labeled examples )  g ,   	1 …  and their associated labels ] 	m1, 61. The optimal hyperplane is obtained by maximizing a convex quadratic programming problem 
given by the following equation: 
 W-+.  +) V + 6 12

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subject to∑ +]  0  and 0 / + /  for   	1 … , where + are the Lagrange multipliers of the 
optimization. The training samples associated with the non-zero Lagrange multiplies are called support 
vectors. A test vector )Ã is classified according to the decision function given by: 
 -)Ã.  ÄS-)Ã. m ³  V +]) , )ÃY` m ³ (3.2) 
 
In cases where the data cannot be linearly separated, th  kernel trick is employed to transform the input data 
into a higher dimensional space where the transformed data is linearly separable. In this case the innr 
products in (1) and (2) are substituted by inner products in a higher dimensional space Æ-)., Æ-)X.. 
Unfortunately, evaluating all the inner products in the Φ space requires great computational effort. A solution 
to the problem is given by Mercer’s theorem, where the inner products are given by a kernel function such 
that 8) , )X  Æ-)., Æ-)X.. The modified optimization function is then given by:  
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And the decision function is given by:  
 -)Ã.  ÄS-)Ã. m ³  V +]8-) , )Ã.Y` m ³ (3.4) 
 
There are various kernels that can be used in order to stimate high dimensional inner products. In this
Chapter, we use the second order polynomial kernel that has been successfully utilized in face detection and is 
given by 8) , )X  -) · )X m 1. .  
SVMs were first used for face detection by Osuna et l. [15]. Later Heisele et al. [16], extended the m thod by 
introducing a hierarchy of SVM based classifiers, so that patterns that belong to the background are quickly 
rejected. In addition, a principal components based analysis was employed for selecting only the most 
discriminative features in the input space and a weighting scheme was applied to the feature space basd on 
ranking the support vectors. In [28], Papageorgiou et al. used the wavelet representation as an input to a 
support vector machine based classifier for face and people detection in cluttered scenes. In [29], Shih et al. 
combined the input image, its 1-D Haar wavelet coeffici nts and its amplitude projection in order to derive a 
distribution-based measure for separating the class that was then combined with SVM and used for face 
detection.  
3.4 Cascaded Adaboost Based Face Detection 
An efficient method for detecting faces was proposed by Viola and Jones [19]. The core machine learning 
algorithm is based on the Adaboost framework. According to the framework, while a strong classifier might 
be difficult to obtain, it is much easier to obtain a sequence of weak classifiers that perform slightly better 
than random guessing. The combination of the weak classifiers (boosting) provides a strong classifier. Each 
weak classifier is tasked to learn a one of three Haar-like features, a two-rectangle feature, a three-rectangle 
feature or a four-rectangle feature in a 24x24 pixel subwindow. Examples of these simple features are giv n 





Figure 3.1: Example of rectangle features. The top row shows two-rectangle features 
and the lower row shows a three-rectangle and a four-rectangle feature. 
 
In a given subwindow there are 160,000 possible featur s that have to be calculated.  In order to manage the 
huge amount of features, the classifiers are cascaded. First, a simple classifier is trained. Then a second 
classifier is trained, with the inclusion that the inputs that were mistakenly classified by the first classifier are 
weighted more. The two classifiers are then combined and a third classifier is trained using the same 
weighting scheme.  
In order to achieve real-time performance, the algorithm utilizes two characteristics. First, if the combination 
of the weak classifiers (one for each feature) is below a threshold for a test subwindow, the algorithm 
performs early rejection. Since most of the subwindows in an image are negative (non-face), the algorithm 
rejects as many subwindows as possible at the earliest stage. In addition, the computational complexity is 
significantly reduced by operating in a new image representation, called the integral image.  At any given 
location -), ]. the integral image at that location is calculated as: 
 -), ].  V -)Ç, ]Ç. ÈÉ ,ÊÇÉÊ  (3.5) 
In the integral image, evaluation of the simple features amounts to a small number of additions/subtractions.  
3.5 Face Detection in Images Degraded by Compression Artifacts 
In this section we explore how the degradation of image quality due to compression artifacts affects the 
classification accuracy. The images were compressed using JPEG, JPEG2000 and SPIHT at various 
compression rates and the classification accuracy of tw  face detection algorithms, namely SVM and the
Viola-Jones, were measured.  The SVM classifier training was based on the sequential minimal optimization 
in Matlab FN[30]. The Viola-Jones testing was performed using the OpenCV edition of the algorithm for 
frontal face detection FN [33]. For JPEG compression, we used the built-in functionality provided by Matlab. 
For JPEG2000, we utilized the JasPer FN [34] encoder and the Matlab code for SPIHT was provided by M. 
Sakalli and W. A. Pearlman FN [35].  
 
Training of both the SVM as well as the Viola
resolution, i.e. using uncompressed images. During testing, images were first compressed at various 
compression levels and then they were deco
classification accuracy for minimal compression leve s corresponds to compression quality of 100 or 
compression rate of 1. The results in this case repres nt the best possible classification accuracy a
an upper bound, since there are no compression artifacts to degrade classification performance. It is as umed 
that the classification error on uncompressed images is due to the limitations of the machine learning 
algorithm. Classification results obtained when higher compression rates are applied on the testing set can be 
used to determine the effects of compression on the classification error. 
 
Figure 3.2
The dataset was provided by P. Carbonetto 
examples) and 7,872 images that do not contain a face (negative examples). According to the author, the 
dataset is very similar to the one used during the training of the Viola
grayscale, 24x24 pixels with normalized variance. The 12,788 images in the dataset were divided into a 
testing set of about 8,485 images of faces and non
non faces. Examples of the dataset image
point in order to achieve robustness to individual tr ining
training of the SVM classifier in order to reduce any variation in performance due
Since the SVM was trained on the dataset, it is expected to achieve higher detection rates compared to Viola
Jones. We should note that the aim of this chapter is not to make a general comparison between the two 
algorithms, but to investigate and compare the robustness of eachone when classifying images degraded by 
compression artifacts.  
-Jones classifiers was performed at the highest possible 
mpressed for face detection in the spatial domain. The 
 
 
: Examples of faces in dataset 
 
FN[36] and contains 4,196 images with human faces (positive 
-Jones classifier. The images a
-faces and a testing set of about 4,303 images of faces nd 
s are shown in Figure 3.2. Multiple trails were conducted for each 
-testing pair. The same dataset was used in the 
 to different training sets.  
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3.6 Experimental Results 
Classification Results for JPEG Compressed Images 
We begin by presenting the results obtained using JPEG compression. The detection accuracy as a function of 
compression quality for SVM based classification is shown in Figure 3.3(a). We observe that the SVM’s 
detection accuracy is not compromised for quality settings above 30. There is a small drop in performance in 
very low quality settings, where the accuracy drops to 5% relatively to the uncompressed case. With SVMs, 
the classification is performed by evaluating the decision function shown in Eq. 3.4. Let us consider an input 
vector that would be correctly classified in the uncompressed case. The effect of the compression is a 
translation and/or scaling of the vector in the feature space induced by the kernel. The classification can still 
be performed without errors as long as the translated/scaled vector lies in the correct hyperplane. 
Experimental results suggest that the large margin classification philosophy of the algorithm can provide 
robustness to testing data that have been degraded by compression.  
The results of Viola-Jones classification on JPEG compressed images are shown in Figure 3.3(b). We obsrve 
that the effects of compression are more pronounced compared to SVM. For reduced compression quality 
settings, there is a decrease in detection accuracy. More specifically, the decrease is almost “linear” for 
compression quality up to 20, where there is about 7% decrease in performance compared to the full quaity.  
The explanation of this significant decrease in detection accuracy can be found in the nature of the artifacts 
introduced by JPEG compression. More specifically, the quantization of the high frequency DCT coefficients, 
especially in low compression quality settings, introduces “ringing” artifacts that blur sharp edges [37]. The 
Viola-Jones algorithm relies on the detection of Haar-like features that are mostly represented by high 
frequency information, which is lost during quantiza on. As a result, the detection accuracy of the classifier is 






(a)  (b) 
Figure 3.3: Detection accuracy face detection in JPEG compressed images using of  
(a) SVM classification and (b) Viola-Jones classificat on. 
 
Classification Results for JPEG2000 Compressed Images 
In this set of experiments, we investigate the effects of artifacts introduced by JPEG2000, on the detction 
accuracy of face detection using the SVM and the Viola-Jones classifier. The results for SVMs are presented 
in Figure 3.4(a) and for Viola-Jones in Figure 3.4(b). Regarding SVM classification, we observe that the
detection accuracy is not compromised even in very low compression rates. The Viola-Jones algorithm is also 
robust to JPEG2000 compression, although there is a decrease in detection accuracy at very low compression 
rates (less that 0.2).  
We observe that for both SVM and Viola-Jones the variation in classification error is negligible for rates 
above 0.2. In fact, similar to results obtained for face recognition, the detection accuracy is marginlly 
increased for moderate compression rates. Compared to JPEG, JPEG2000 does not introduce significant 
“ringing” artifacts in the image because of its full-frame processing. It does introduce a blurring effect due to 
the attenuation of high frequencies. Fortunately, because of its supreme performance, the classification bility 






(a)  (b) 
Figure 3.4: Detection accuracy face detection in JPEG2000 compressed images 
Classification Results for SPIHT Compressed Images 
In the last set of experiments, we investigate the eff cts of SPIHT compression on face detection. The results 
for SVM classification are shown in Figure 3.5(a) and for the Viola-Jones in Figure 3.5(b). We observe that 
similarly to JPEG2000 the performance of both the SVM and the Viola-Jones classifiers is not compromised 
by SPIHT compression. In fact, as we can see in Figure 3.5(b), the Viola-Jones performed better on images 
compressed at 0.5, than the uncompressed case. These results suggest that the wavelet based transform c ding 




(a)  (b) 
Figure 3.5: Detection accuracy face detection in SPIHT compressed images using of 
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(a) SVM based classification and (b) Viola-Jones baed classification. 
Classification Results for H.264 Compressed Video 
A series of experiments were performed to assess the performance of Viola-Jones face detection in a 
compressed video sequenc 
e. The video was encoded using the H.264/MPEG-4 Advanced Video Coding [5] video compression standard 
at various encoding rates. The H.264/MPEG-4 standard is one of the most advanced video encoding methods 
in terms of rate/distortion.  Since we are primarily interested in mobile systems, we selected the basline 
profile which is the minimum requirement profile and is less computationally demanding, as it ignores more 
advanced features such as B-slices, CABAC encoding and others.  
The test video is part of the test sequence “david indoor” FN[40] and shows a person moving from a dark 
room to a bright room.  This makes the sequence very challenging for face detection due to the large variation 
in illumination and large global and local motion. The frames are 320x240 pixels size. Figure 3.6 show 
frames extracted from the sequence at various levels of compression. In all cases, the video was first
compressed at the given encoding rate and then decompressed before extracting the frames. The most 
significant artifact introduced by the compression is the blocking effect that can be readily seen in the last row 




Figure 3.6: Columns correspond to frames 1, 100, 203 0 and 400. First row corresponds to frames extracted from 
uncompressed video. Second, third and forth rows correspond to frames extracted from compressed video at 884, 
140 and 12 Kbps respectively. 
 
Figure 3.7: Viola-Jones face detection performance on H.264 compressed video 
 
Figure 3.7 presents the results of the Viola-Jones face detector on H.264 encoded video. These results suggest 
that, as was the case with still images, there is a threshold on the encoding rate above which classification 
accuracy is not significantly affected. It should be noted that the maximum value of encoding rate, 884 Kbps, 
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is the minimum possible compression using H.264/MPEG-4 AVC for this sequence. This observation 
explains the unnoticeable reduction in image quality between rows one and two in Figure 8.  
3.7 Discussion 
In this chapter, we explored the effects of image compression with respect to the detection accuracy of tw  
face detection algorithms, using the SVM classifier and the Viola-Jones method. Three image compression 
techniques were examined, JPEG, JPEG2000, and SPIHT. Each compression technique is characterized by 
different qualities with regards to resource constrained environments. JPEG offers the lowest computation l 
complexity at the expense of moderate compression capabilities. JPEG2000 provides excellent compression 
quality at the expense of increased complexity and SPIHT may be regarded as an intermediate method in 
terms of complexity and compression efficiency.  
Experimental results suggest that JPEG greatly affects the detection accuracy of the Viola-Jones classification 
at all compression quality settings. SVM on the other and maintains its detection accuracy for a wide range 
of compression settings. JPEG2000, a technique known f r its good compression efficiency exhibited the
minor degradation in classification performance forthe Viola-Jones and a slight increase in detection 
accuracy for the SVM based. SPIHT also produced excellent results in terms of detection accuracy, with 
almost no effect on the accuracy of the SVM based and a marginal increase for the Viola-Jones. These rults 
suggest that wavelet-based compression provides greater robustness to classification compared to discrete 
cosine transform based.  
Experimental results indicate that the SVM based face detection algorithm is more robust to artifacts 
introduced by compression. This observation applies to all three compression methods under investigation. 
The robustness of SVM is attributed to the large margin philosophy of the classifier, imposed during training. 
On the other hand, the Haar-like features used in Viola-Jones are more susceptible to detection accuray 
degradation, since they are described by high frequencies that are usually discarded during compression.  
The concluding remark for the case of image compression is that if a system has the resources to support 
either SPIHT or JPEG2000 compression, it should be considered the best option with respect to classifier 
performance. In addition, they offer important features for mobile systems, such as progressive transmission 
and region-of-interest encoding. However, in an end-to-end design, image quality and detection accuracy are 
only a subset of the constraints that have to be met. Limited resources point to JPEG compression because of 
its lower complexity and acceptable accuracy with SVM face detection. 
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For the case of video compression, similar conclusions to the ones obtained for still images can be drawn. 
More specifically, we observed that face classification accuracy is not significantly compromised at low 
encoding rates even when degradation in image quality is severe. The computational complexity of modern 
video encoders, such as H.264/MPEG-4 AVC, suggest that more lightweight encoders would be of value in 




4 Sparse Non-Local means for single image super-resolution 
4.1 Abstract 
Increasing the spatial resolution of images is an important problem in image processing with applications in 
diverse areas ranging from medicine to entertainment. In this work, we propose a super resolution method 
motivated by two recently proposed formulations of image formation; self-similarity and sparse coding. 
According to the self-similarity framework, natural images exhibit high degree of repetition within and across 
scales. Non-local Means is an algorithm, originally developed for image denoising and later extended to multi 
frame super resolution, that capitalizes this intuition to some extent. On the other hand, the sparse coding 
framework asserts that images can be reliably repres nt d in some overcomplete dictionary using a small 
number of examples. Our proposed super-resolution method combines these two approaches by estimating the 
value of a high resolution patch using neighboring patches from the low resolution image, where the 
estimation is formulated as a sparse coding problem. By utilizing examples from the query image, the 
proposed method overcomes the prerequisite of an external dataset of low-high resolution image pairs that 
similar example-based super resolution methods face. In addition by taking advantage of the sparsity in the 
representation of image patches with respect to the overcomplete dictionary, the proposed method is more 
robust to noise and adapts better to the image content. Experimental results suggest that the proposed method 
is able to increase the resolution of low resolution and noisy images while achieving high quality 
reconstruction, measured in terms of PSNR and SSIM, and compares favorably to state-of-the-art methods.  
4.2 Introduction 
The proliferation of digital cameras, smartphones, webcams, tablets and other camera equipped hand-held 
devices has increased the volume of image and video content generation. Due to physical and technical 
limitations, such as sensor size and available memory, images captured by these devices may be of low 
quality. On the other hand, high definition monitors and TV screens are becoming even more dominant for 
displaying the captured multimedia content. This quality gap between recording and reproducing mediums 
has sparked interest in the field of image and video Super-Resolution (SR). In addition to enhancing the 
viewing experience, increasing the resolution of an image or a video sequence can also aid in obtaining a 
deeper understanding of the image and video content for purposes such as image categorization and object 
detection. Other applications where increase in resolution is beneficial include medical imaging, such as 
increasing the resolution of PET imaging [1], and remote sensing, such as increasing the resolution of satellite 
imagery [2].  
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Traditionally, the problem of image SR has been based on exploiting a small number of Low Resolution (LR) 
images that exhibit sub-pixel motion, in order to estimate a High Resolution (HR) image [3], [4], [5]. The 
major limitation of this approach is its inability o increase the resolution of a single image. To address this 
issue, recently developed single image SR methods that a tempt to solve the problem using alternative sources 
of information have been proposed.  
One class of single image SR methods is example-basd super-resolution [6], [7]. Example based methods try 
to estimate the missing information by learning the mapping from the low resolution to the high resoluti n 
image. To learn this mapping, a training set, consisting of LR-HR image pairs, must be available and this
could be difficult to obtain. In addition, learning the mapping from LR to HR space may be a challenging 
problem. Recently, Yang et al.[8] proposed an example based method, employing the recently developed 
framework of sparse image coding. In that method, given a low resolution patch, similar low resolution 
training examples are found and the high resolution patch is estimated using the corresponding high 
resolution examples.  
Despite encouraging results, example based SR methods require an external dataset of low-high resolutin 
image pairs. The requirement of an external database may be restricting the generalization ability of example 
based SR approaches, since the training set must contain examples that are similar to the images that are 
expected during testing. In this work, we propose the utilization of an alternative source of information, the 
image itself. This idea is motivated by recent work in the area of image self-similarity. According to the self-
similarity paradigm, image patches are repeated in the same scale and across scale in an image. Utilizing these 
repetitive structures, missing information can be recovered and noise can be attenuated. One of the first works 
to exploit image self-similarity for denoising images was the Non-Local Means (NLM) method [9]. The NLM 
was later extended to the classical SR problem, i.e. recover a single HR image from multiple LR ones, in [10], 
where it achieved impressive results.  
In this work, we formulate the single image SR problem as a combination of the premises of the image self-
similarity and the sparse coding framework. According to the self-similarity paradigm, given an image patch, 
similar patches can be found by looking in the neighborhood of the query patch. Using these neighboring 
patches, the query patch is reconstructed by a weighted average of these neighboring patches. To identify the 
appropriate weights, we employ the sparse coding framework and utilize the representation coefficients as the 
reconstruction weights. By utilizing the sparse coding framework, we exploit the fact that only a small 
number of patches are actually necessary for reconstruction, since the majority of these patches depict similar 
characteristics. By combining the self-similarity and the sparse coding framework, the proposed SR method 
achieves results comparable to state-of-the-art methods.  
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The rest of the paper is organized as follows: In Section 2 we discuss some representative SR techniques and 
their relationship to this work. Section 3 discusses the concepts of self-similarities and the Non-Local Means 
algorithm. The sparse modeling of image data is overviewed in Section 4, while the proposed SR method is 
presented in Section 5. Section 6 presents experimental results and comparisons with other methods and the 
paper concludes in Section 7.  
4.3 Related Work 
To obtain a HR image from a single or a small set of LR images, SR algorithms rely on specific 
characteristics of images. Frequency based SR techniques try to enhance the quality of the image by 
estimating the missing high frequency information that is lost during the degradation operation [11]. Although 
frequency based SR techniques are intuitive and usually fast to apply, they are restricted to modeling global 
transformation and cannot incorporate image priors such as smoothness or parsimony. A second class of SR 
methods relies on interpolation of the missing data by fusing and deblurring the LR images once they are 
aligned. Although interpolation based SR approaches have been very successful, they usually rely on subpixel 
alignment which is difficult to achieve, especially when large and complex motion takes place. Furthermore, 
these methods rely on multiple LR frames of a relatively static scene, and typically fail when these 
requirements are not met.  
A third class of SR methods treats the problem of SR as an inverse problem and introduces regularization in 
order to solve it. Regularization approaches model the SR problem as that of estimating a HR signal ), given 
a degraded and lower resolution signal ]. Traditionally, the degradation process (decimation and blurring) is 
modeled by a linear operator Ë, in which case LR signal is generated as ]  Ë) m Ì, where Ì is an added 
noise, typically modeled as Gaussian i.e. Ì~Í-0, Î .. The solution to this problem could be found by 
estimating the original high resolution image ) by minimizing )  min 1] 6 Ë)1 . However, the 
degradation operator Ë is rectangular and therefore the problem is underdet mined and admits infinite 
solutions. Regularization based techniques add extra terms in the formulation to promote solutions that 
exploit prior knowledge about the signal.   
In image and video SR, different regularization terms have been investigated for estimating the HR signal 
while incorporating prior knowledge. Typically, this is achieved by modeling the ill-posed problem of SR in a 
Bayesian framework and solving the problem using either a maximum likelihood approach [12] or a 
maximum a posteriori approach [13], [14]. In this framework, additional prior information, such as 
smoothness or preservation of high frequency components, can be imposed. Even though Bayesian methods 
can be very adaptable to the image characteristics, they require the estimation of a large number of 
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parameters. An alternative to estimating the parameters of a Bayesian model, where machine learning 
algorithms are employed to solve the SR problem, was recently proposed. This class of algorithms attemp s to 
learn the co-occurrence of patterns between LR and HR image patches in order to estimate the original 
image/video. This idea was first proposed in [7] where a Markov Random Field was trained to predict the HR 
patch from the LR patch.  
One of the more recent works in example based SR was proposed in [8], where the authors proposed the 
application of the sparse coding framework in the context of example based SR. Formally, the sparse coding 
framework consists of two stages: training and testing. During training, a set of high resolution images are 
subsampled in a way consistent with the degradation caused by a typical acquisition process. To make the 
model more robust, different types of noise such as G ussian or motion blur can also be added. Using the 
original HR and the downgraded LR image, a joint dic ionary training process tries to simultaneously learn a 
HR and a LR overcomplete dictionary. Additionally, a feature extraction process can be applied to the 
extracted image regions such as high pass filtering. During testing, image regions from a newly received LR 
image are selected and the appropriate features are ext acted. The extracted features are then sparsely 
represented on the LR dictionary following the premises of the sparse coding framework. Given the sparse 
coding coefficients, the original image can be estima ed by reconstructing the HR patches using the same 
examples from the HR dictionary. An alternative approach was proposed in [15], where image restoration was 
achieved using simultaneous sparse coding. In that work, a group of similar patches was jointly coded in a 
dictionary. The dictionary was trained both offline and incrementally during testing.  
While the previous approaches achieve state-of-the-art results, they are still limited by the need of an external 
dataset that should be appropriately selected, as well as a reliable training method that learns the mapping 
from LR to HR space. A different line of work in the area of image SR has tried to address the issue of relying 
on external datasets by exploring another characteristic of natural images. The self-similarities of image 
patches within a frame and across frames in a sequence in multiple scales is such a characteristic [16]. The 
Non-Local Means (NLM) [9] is a representative work that is designed to take advantage of the similarities 
between image patches. It has been successfully appied in image denoising [9] and image SR [10] [17]. One 
of the latest methods invol ves self-similarity based image SR [17], and is closely related to our work. In [17], 
In [17], Glasner et al. extended the ideas of self-imilarity to matching patches in different scales in order to 
identify similar patches. Using the identified pairs of patches, the correspondences between LR and HR are 
learned and the HR patches are reconstructed according to the learned correspondences.  However, the 
assumption of self similarity within a given frame may not apply to patch pairs, unless they are carefully 
selected.  In this paper, we introduce the sparse coding framework for identifying the correspondences 
between patches. Intuitively, the selection of a spr e set of patches that are used to construct the SR image 
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from its LR representation allows contributions only from the most meaningful patches and excludes 
confounding information from patches that do not contribute significantly.  An additional benefit is that this 
approach does not require training and the availability of a suitable LR-HR dataset.  
4.4 Self-similarities and Non-Local Means  
The Non-Local Means (NLM) algorithm was originally developed for image denoising [18] and then 
extended to video denoising [19], based on the generalization of the bilateral filter. The core idea of NLM is 
that for each pixel in the noisy image, a small patch surrounding it can be used as a representative. Th n, 
patches centered on neighboring pixels are collected. In the NLM framework, the final value of the pixel is 
given by a weighted average of its neighbors, where the weights are affected by the similarity between the 
corresponding patches and the distances between the various locations. Formally, the estimated value ) of a 
pixel at location & is given by 
 )Ï&Ð  ∑ Ä-&, .Q]Ñ-%.∑ Ä-&, .-.Ñ-%.  (4.1) 
where =-&. is the neighborhood around location -&. and Q is a patch extraction mask that extracts an 
appropriately sized region around location . The weights of the NLM are given by  
 Ä-&, .  1̄ exp Ò6 1Q%] 6 Q]1  Ó Ô (4.2) 
where the parameter Ó controls the effect of each pixel, according to its location and ̄  is a normalizing 
constant. Originally developed for denoising, the NLM was recently extended to the problem of multi-frame 
SR [10]. The idea behind NLM is that using the similarity between patches and the spatial arrangements of 
these patches, a weighted average of neighboring patches acts as a filtering mechanism that can reduce nois  
and increase the resolution.   
In [17], the authors provided experimental results that further support the exploitation of self-similar ties in 
single image super-resolution. Using the B rkeley Segmentation Database, it was reported that 90% of the 
5x5 patches in an image have 9 or more similar patches in the same scale, 80% in scale 0.41 and 70% in 
scale 0.26. These results further support the evidence that self-similarity is a fundamental characteristic of 
natural images.  
While exploiting self-similarity is a key idea of NLM, a source of limitation is the calculation of the 
reconstruction weights. In the original formulation, the reconstruction weights are calculated so that patches 
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that are similar, in a ℓ2 sense, and spatially closer get larger weights compared to less similar and more distant 
patches. Alternative approaches in estimating the weights include the method in [20], where the authors 
proposed an adaptive neighborhood size and the method in [21] where higher order regression was employed.  
However, in most cases the weights are calculated by considering all examples in the local neighborhood =-&. at location  &. The size of the neighborhood, thus, becomes a critical design consideration. Larger 
neighborhood size may produce better results but at higher computational cost, while a small neighborho d 
may not contain enough samples for reliable reconstruction. In addition, the width of the kernel Ó needs to be 
defined. In both cases, using a predefined set of parapets will affect the ability of the algorithm to handle 
sharp discontinuities, where spatial distance may overcome textural dissimilarity. To address these isue , we 
propose to adaptively select the smallest number of neighbors that are necessary for approximating each 
image patch. The neighbor selection process is facilitated by formulating the weight estimation process in a 
sparse coding framework.  
4.5 The Sparse Coding Framework 
From a algebraic perspective, image super-resolution in an ill-posed problem. This can be interpreted by 
considering that multiple high resolution images correspond to the same low-resolution image. In order to 
select the one that best describes the data, an additional regularization term has to be considered. 
Traditionally, smoothens was added as an additional constrain via an ℓ2 norm. More recently however, 
sparsity has been presented as an alternative regula ization formulation. In the sparse coding framework, an 
image region can be represented using only a small number of elements from an appropriate basis. Image 
compression protocols like JPEG have exploited the sparseness of image blocks with respect to the 
orthogonal basis to efficiently compress images with minimal reduction in perceptual quality. However, the 
recently proposed Sparse Coding (SC) framework, which is also known as parse representations framework, 
provides theoretical guarantees on the reconstruction of such signals, as well as practical methods for 
enforcing sparsity in the reconstruction. The SC framework [22] has been applied in numerous computer 
vision and image processing applications such as image denoising [23], image restoration [24] and more 
recently to the problem of image SR [25], [8]. 
Formally, the objective of the sparse representation is to identify the smallest number of non-zero coefficients +  *, such that )  +. The solution to this problem can be obtained by solving the following 
optimization problem 
 +  arg @1+1"   s. t.   )  Ù+ (4.3) 
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where the sparsity constraint is given by the zero-norm 1·1" which restricts the cardinality of non-zero 
elements. Unfortunately, the problem in Eq. 4.3 is NP-hard and therefore impractical for real world problems. 
Two approaches have been presented for reformulating the intractable problem in Eq. 4.3 into an efficient 
optimization, namely convex relaxation and greedy algorithms.   
The greedy approaches to solving the problem in Eq. 4.3 belong to the class of Matching Pursuit algorithms 
[26]. These algorithms decompose the problem into two subproblems, that of identifying the support of + (the 
locations of the non-zeros elements) and that of ident fying the non-zero values at the support of +. 
Alternatively, Donoho [4] and Candes [3] introduced a convex relaxation approach, where it was shown that 
if the optimization satisfies certain constraints, such as the sparsity of the representation, the solution of the 
problem in Eq. 4.3 is equivalent to the solution of the following ℓ1 minimization problem known as LASSO in 
statistics 
 +  arg @1+1   s. t.   `  Ù+ (4.4) 
where 1+1  ∑|a|. The benefit of using the ℓ1 minimization instead of the ℓ0 norm minimization is that the 
problem can be efficiently solved using convex optimization algorithms. When noise is present in the signal, a 
perfect reconstruction using Eq. 4.4 may not be feasible. Therefore, we require that the reconstruction is 
within an error tolerance. This optimization in Eq. 4.4 can be reformulated as:  
 +  arg minL 1) 6 +1 mc1+1     (4.5) 
where c is a control parameter that controls the sparsity of he solution.  
A key design consideration in the sparse coding framework is the choice of the dictionary. Initial work in this 
framework exploited the sparsity in some basis, such as wavelets. However, this type of pre-specified 
dictionary is not able to adapt to the large diversity of natural signals such as images. Modern techniques rely 
on overcomplete dictionaries, that are tailored to the specific signal in question [27]. In dictionary learning, a 
major design consideration is the selection of the appropriate examples that will be used for training. For the 
case of SR, training pairs of low and high resolutin image patches were used in [8], in order to train a joint 
dictionary that was later used for the reconstruction of the high resolution image.  
4.6 Sparse Non-Local Means 
In this work, we propose the Sparse Non-Local Means (SNLM) method for single image super-resolution. 
SNLM combines the assumptions of sparsity and image self-similarity in a joint framework. More 
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specifically, SLNM is a reconstruction type SR approach that tries to estimate the value of a pixel, given the 
values of pixels in its neighborhood, similarly to NLM. However, unlike NLM that models each pixel by its
surrounding patch and then uses the patches to estimate the similarity between pixels, SNLM, reconstructs the 
patches in a sparse coding framework. The assumption is that a patch can be sparsely represented in a 
dictionary composed on neighboring patches. That way, e exploit the self-similarity among neighboring 
patches by seeking the smallest number of representative neighbors in order to estimate the pixel value.  
This approach to dictionary construction is motivated by the fact that given a collection of similar patches, 
only a small number of examples should be used to represent the query patch. Formally, the dictionary 
corresponding to region  is given by a collection of possibly overlapping, similarly sized image regions 
   	Q%] Ú 
-&, . E ?  (4.6) 
Where 
-&, . measures the spatial distance between regions  & and  and ? is a threshold value that allows 
the selection of examples in the spatial neighborhod.  
By exploiting neighboring patches for dictionary construction, the proposed method achieves two objectives. 
First, even though various techniques for learning a  overcomplete dictionary have been proposed, mostare 
computationally intensive making them impractical. In addition, by generating the dictionary using 
neighboring patches, the proposed method respects the local geometry of the samples. Preserving the local 
geometry of image patches is a key characteristic of an ther paradigm for image modeling, manifold learning 
[28]. In manifold learning, the assumption is that d a points, image patches in this case, are sampled from a 
lower dimensional manifold that is embedded in the high dimensional image space. This idea has been 
applied to the problem of image SR [29], although this method still relies in the presence of an external 
dataset of training.  
Formally, given an image location &, first the neighboring patches are collected into a matrix Ù  	 Ú   =-&.. The estimated value of pixel at location & is given as a linear combination of neighboring patches, 
encoded in the matrix Ù: 
 )Ï&Ð  ÙH%  V +%Q]Ñ-%.  (4.7) 
where Q selects a patch around a pixel in location -&. and the coefficients +% are found by solving the 
following  optimization  
 +%  arg@L1)ÃÏ&Ð 6 Û+1  m c1+1   (4.8) 
 
We note that Eq. 4.8 uses the  
experimental setting, the initial upscaled image was found using bilinear interpolation. To expedite the 
exposition of the proposed method, a graphical overview of the propose SR method i
where the two main components, self
Figure 
In the proposed method, patches are allowed to overlap and therefore a pixel at 
estimates. To obtain the final value for this pixel, an average over the estimated values is performed according 
to  
 
To evaluate the merits of the proposed SR algorithm, we compared its performance 
algorithms on publicly available images
4.7 Experimental Results 
We explored two experimental scenarios; increasing the resolution by
obtain the low resolution images, the high resolutin ground truth images were first downsampled and blurred 
by a bilinear interpolation and then Gaussian noise 
Gaussian noise was added to simulate some form of degraation of the image, such as the ones that occur 
during lossy compression or transmission errors. 
patch, extracted from an approximated high resolution image. In our 
-similarity search and sparse coding are shown.  
 
1: Overview of proposed SR algorithm 
location 
 
1 in the next section.  
 a factor of x2 and by a factor of 
 was added to the downsampled images. 
The test images are shown in Figure 2.
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Figure 2: Collection of high resolution images. Top r w: “Lena”, “peppers”, “house”. Lower row: “boat”, “aerial”, 
“man”) 
To measure the visual quality of the super-resolved image we employ two quality metrics. Peak Signal-to-
Noise Ratio (PSNR) is a generic signal comparison metric given by  
 
 (4.10) 
where  is the typical mean square error. Although PSNR is capable of measuring the error between 
a source and a target image, different types of distort ons cause different types of visual artifacts. To address 
this issue, the Structural Similarity Index (SSIM) [30] was recently developed. In SSIM, the perceptual 
similarity of a source image  given a target image  is given by 
 (4.11) 
where  and  are the mean values and  and  are the variances of images and  repsectively,  
is the covariance, while  and  are appropriately chosen constants.  
Using the PSNR and the SSIM, we compared the performance of the proposed method (SNLM) with three 
super-resolution methods. As a baseline, we explored th  performance of the Nearest Neighbor interpolation. 
In addition, we evaluate the performance of the image SR via Sparse Coding2 (denoted SSR) [8] and the 
image interpolation by adaptive 2-D Autoregressive modeling and soft-decision estimation3 (denoted SAI) 
[31].  
The PSNR and the SSIM of the enhanced images are shown in Tables 1 and 2 for zoom factor of two. We 
observe that the proposed method is able to produce high r quality images, both in terms of PSNR and SSIM. 
An interesting observation is that in some cases th traditional NN is able to achieve better results for this 
particular experimental setup than SSR and SAI. We attribute this effect to the presence of noise. Although 
one could consider cases where the downsampled images are not affected by noise, typically images undergo 
compression that creates artifacts that could be modeled by Gaussian noise. 
1http://sipi.usc.edu/database/ 2http://www.ifp.illinois.edu/~jyang29/ 3http://www.ece.mcmaster.ca/~xwu/ 
 
Table 1: PSNR with zoom x2 
PSNR NN SSR SAI SNLM 
Pirate 26.4 25.8 24.7 27.9 
Aerial 22.6 22.2 20.9 24.1 
Peppers 26.7 26.7 25.3 27.8 
Boat 25.4 25.0 23.6 26.8 
Lena 28.2 28.1 25.9 30.0 
House 25.8 25.9 24.4 26.9 
Table 2: SSIM with zoom x2 
SSIM NN SSR SAI SNLM 
Pirate 0.769 0.749 0.694 0.818 
Aerial 0.742 0.736 0.622 0.801 
Peppers 0.794 0.768 0.765 0.830 
Boat 0.729 0.709 0.648 0.776 
Lena 0.824 0.804 0.769 0.865 
House 0.804 0.783 0.750 0.833 
 
Figure 3 presents a case of doubling the resolution si g three techniques, the AR, the SSR and the proposed 
method. We note that for color images, only the luminance component was upscaled with the proposed 
methods, while the chrominance components where updated using Bicubic interpolation. Regarding the 
specific image, we observe that both AR and SNLM (first and third column) are able to attenuate most of 
noise and produce smooth results. However, the SSR (middle column) shows degradation due to noise. 
Although the results for the AR seem to be most visually pleasing, the AR algorithm is hindered by a 
“paintbrush effect” that will become most obvious in the following results, although it is still noticeable in 
this case in certain regions such as the hat.  
Figure 4 presents another visual example of increasing the resolution of a single image by a factor of two. In 
this example, the “paintbrush effect” of AR can be easily seen in the first column. SR is able to produce a 
crisper image, although the effects of noise can be easily seen. SNLM generates a smoother image, with fewer 




Figure 3: "Lena" x2. The first row presents the results using SAI [31], SSR [8] and the proposed SNLM.  
The images in the second row correspond to the upscale regions of the boxes. 
 
Figure 4: "Aerial" x2. The first row presents the results using SAI [31], SSR [8] and the proposed SNLM.  
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In the second set of experiments, we explored increasing the resolution on noisy images by a factor of four. 
Tables 3 and 4 present the obtained PSNR and SSIM for the various combinations of algorithms and images. 
Similarly to the previous case, SLNM results are comparable to the other methods, both in terms of PSNR and 
SSIM. To further illustrate the increased performance, Figure 5 presents the reconstructed image under a x4 
increase in resolution. We observe that the “paintbrush effect” of SAI creates severe distortions in the image, 
while SSR produces an image that is affected by noise. The proposed method is able to attenuate some of th
noise without creating artificial textures. However, we see that the proposed method generates block-type 
artifacts. This type of artifact, termed “staircasing effect”, was investigated in [32] where Buades et al. 
proposed the application of a linear regression model to increase the influence of similarly valued pixels and 
reduce this type of artifact. A similar approach could also be applied to the proposed system.   
 
Table 3: PSNR for zoom x4 
PSNR NN SSR SAI SNLM 
Pirate 23.4 22.9 21.9 25.1 
Aerial 19.7 19.1 18.4 21.2 
Peppers 24.3 24.7 22.2 26.1 
Boat 22.5 21.9 20.8 23.8 
Lena 25.1 25.1 22.6 27.3 
House 23.1 23.3 21.4 24.8 
Table 4: SSIM for zoom x4 
SSIM NN SSR SAI SNLM 
Pirate 0.623 0.621 0.549 0.697 
Aerial 0.542 0.532 0.416 0.609 
Peppers 0.697 0.698 0.683 0.777 
Boat 0.589 0.579 0.502 0.654 
Lena 0.718 0.729 0.667 0.794 





Figure 5: "Boat" x4. The first row presents the results using SAI [31], SSR [8] and the proposed SNLM.    
4.8 Discussion 
In this work, we propose a single image super-resolution algorithm motivated by two image modeling 
frameworks; self-similarities and sparse coding. These two frameworks have received considerable attention 
in the past few years due to their ability to describe and exploit image characteristics for a variety of tasks. 
The two frameworks suggest that image patches have a significant tendency to repeat within and across 
scales, while representing each patch can be achieved by using a small number of examples from a dictionary. 
We proposed a combination of these two approaches by mploying the self-similarity framework for locating 
similar image regions within a single image and across two scales, the low resolution scale and the high
resolution scale. Using the similar image patches as a dictionary, the sparse coding framework is employed to 
reconstruct the high resolution patch.  The proposed m thod is able to produce results that compare favorably 
to methods that rely on external datasets for learning the mapping from the low-resolution to the high-
resolution. Experimental results also suggest that t e performance of this method surpasses state-of-the-art 
techniques for single image super-resolution that do not rely on external datasets, while providing robustness 
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against noise. The propose method can also be extended to classical multi-frame SR framework by 





5 Random Projections for Object Detection and Tracking    
In this chapter, we investigate the dimensionality reduction of low-level features from images via the Random 
Projection (RPs) method. Low-level features are features that are extracted directly from raw image pixels 
and include pixel illumination values, histograms and gradients. Low-level features impose reduced 
computational requirements which make them ideal for scenarios where limited resources or strict 
performance quarantines are required. The goal of this chapter is to investigate how dimensionality reduction 
can be applied on these low-level features and evaluate the performance on critical computer vision problems. 
While various methods for reducing the dimensionality of the low level features have been explored in the 
past, in this chapter we explore the application of the Random Projections (RPs) method for dimensionality 
reduction. The benefits of the RPs method stem from its efficiency, small computational cost and solid 
theoretic background, which make it ideal for resource constraint such as smart camera systems. We evaluate 
the applicability and effects of the Random Projections method in face detection and object tracking. 
Face detection is a key component in numerous computer vision applications. Most face detection algorithms 
achieve real-time performance by some form of dimensionality reduction of the input data, such as Principal 
Component Analysis. In this chapter, we explore the application of the RPs method in the context of face 
detection and investigate the effects on the prediction accuracy of an SVM based face detection scheme with 
respect to the dimensionality of the data. Once a face has been detected, tracking is usually employed to infer 
the person’s behavior. We present a generic object tra king methodology based on RPs, which offers the 
benefits of fast, low-complexity transformation of the input data into accurate and computationally attractive 
representations. RPs are also used for the generation of a template library that describes the object’s 
appearance evolution through time and achieves robustness under pose and illumination variations. 
Furthermore, the RPs model is used for reliable handoff between different cameras with partially overlapping 
fields of view. The proposed object tracking algorithm is tailored to the limited processing capabilities of 
smart camera systems by requiring reduced network bandwidth during camera handoff and low memory 
requirements for the template library maintenance.  
5.1 Random Projections for Face Detection 
One of the most successful methods for face detection is support vector machines (SVMs). During training 
the support vectors are selected to identify the hyperplane that best separates the input data into two classes, in 
this case corresponding to faces and non-faces respectively. The use of SVMs for face detection was fir t 
proposed in [1]. Unfortunately, a straightforward approach is too expensive for any system that imposes near 
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real-time constraints. Subsequent work by various athors has tried to relieve some of the complexity by 
reducing the input space.  
In [2], face detection was performed using a hierarchy of support vector machines. The features used in the 
training stage were the projections of the input data into a lower dimensional PCA space. The selection of the 
features was facilitated by ranking them based on the leave-one-out error of the classifier. In [3], SVMs were 
combined with discriminant feature analysis. The sel ct d features were a combination of the input data, their 
1-D Haar representation and their amplitude projections. During the training stage, the algorithm modele  the 
face as a multivariate normal distribution and an associated distribution-based measure was defined. A face 
was detected if its associated measure was above a threshold identified during training. In [4], the Fisher's 
criterion was used to select features with large int r-class and small intra-class variance. The reduction was 
achieved by weighting the support vectors based on their magnitude in each dimension. 
In the next section, we investigate linear dimensioality reduction techniques of the input space. Reducing the 
dimensionality of the input space will reduce the complexity requirements while dramatically reducing 
communication needs.  
Random Projections and Support Vector Machines 
The use of SVM with non-linear kernels is one of the most successful methods for generating linearly 
separable distributions [5]. In this section, we employ SVM in the random projections space in order to 
generate a hyperplane that will separate image of faces from images without faces. As we discussed in 
Chapter 3, SVM seek the optimal hyperplane by maximizing 
 W-+.  +) V + 6 12

Y V ++X]]X) , )X

,XY  (5.1) 
Once the training of the SVM has been completed, classifying a new test sample )Ã is realized by examining 
the value of the decision value given by  
 -)Ã.  ÄS-)Ã. m ³  V +]) , )ÃY` m ³ (5.2) 
In [6] it was shown that if the input data can be lin arly separated using a kernel function with margin γ, then 
a linear random projection down to &  s Ü ÝÞ log ßàá will, with probability 1 6 â, produce a linearly 
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separable distribution with error rate at most w. In terms of RPs, let ) and ] represent the random projections 
of vectors ) and ] produced by the mapping )  v), where v is the random projections matrix. The inner 
product of the random projection will then be given by  
 ), ]  )a]  )avav)  )a]  ), ] (5.3) 
Eq. 5.3 assumes that the matrix vav is the identity matrix. This assumption holds within some margin of 
error because random vectors in high dimensional spces tend to be orthogonal and thus vav becomes 
sufficiently close to an identity matrix [7]. The preservation of the inner product through the random 
projection implies that, with high enough probability, evaluation of the kernel in the original space will
produce the same answer as the kernel’s evaluation in the reduced space.  
With regards to the computational complexity of theclassification, for a second order polynomial kernel, &-), ].  -1 m )]. , the number of multiplications necessary for evaluating the decision function is -@ m2.ã where @ is the dimension of the input space and ã is the number of support vectors [2]. Since the mapping 
using random projections does not affect the number of support vectors, the gain of performing the evaluation 
of the decision function in the lower dimensional space 
 is  sÜ
 @n á. 
5.2 Random Projections for Object Tracking  
Object tracking under resource constraints is a challenging task. In such environments, algorithms should be 
tailored to the specific characteristics and limitations of practical systems. Dimensionality reduction is a 
technique that can be used in this context. In this section, we present a tracking algorithm that utilizes RPs in 
order to maximize performance while minimizing the use of resources. Furthermore, we exploit the structu e 
preserving property of RPs for both modeling and tracking of an object. We propose the use of a hybrid 
template library that contains appearances of the obj ct during the initial stage of tracking as well as more 
recent ones, thus, achieving robustness to pose variation and illumination changes. In order to keep the
memory requirements low, the template library consists of RPs representations of the object instead of the 
raw image data. Figure 4.1 shows the block diagram of the proposed algorithm. 
 




The proposed object modeling and tracking methodology is suitable for camera handoff among cameras with 
minimally overlapping fields of view, as the use of random projections introduces small requirements in erms 
of bandwidth. 
Prior Work 
Template matching is a widely used approach for object tracking, mainly because of its simplicity.  Template 
matching methods search for a region that is similar to a template representing the object tracked. The two 
key aspects of template matching are the type of featur s used in matching and the nature of the similarity 
function. Pixel intensity values are simple features, in which case a sum-of-square differences is usually 
employed as a similarity metric. The main drawbacks of this approach are the sensitivity of pixel values to 
pose and illumination changes, as well as its high computational complexity. In order to overcome this 
detriment, other techniques have been proposed that use different features in order to achieve robustness.  
One of the most successful features used in object tra king is color. The object is represented using its 
appearance in some colorspace such as the RGB, the HSV and the L*a*b*. Comaniciu and Meer [8] proposed 
a tracking algorithm that considered color histograms, as features, that were tracked using the mean-shift 
algorithm. Despite its success, the algorithm exhibits high sensitivity to illumination changes that may cause 
the tracker to fail. Another type of features that s been used for tracking is edges. Edges are less sen itive to 
illumination changes when compared to color. Nevertheless, no generic edge detection method performs well 
in every scenario, and in most cases the extracted edges are application specific [9]. Optical flow is another 
successful feature used in tracking. Optical flow is a set of vectors indicating the translation of each pixel in a 
region. When computing optical flow, there is an assumption that corresponding pixels in consecutive frames 
have the same brightness, called the “brightness con tancy” assumption. Tracking algorithms using optical 
flow are usually based on the Lucas-Kanade [10] or the Horn-Schunck [11] methods. 
5.3 Random Projections Tracking 
Although the algorithms we described have been successfully applied in many tracking scenarios, they can be 
too complex for a resource constrained environment. In this chapter, we propose the use of random projection 
features for object representation and the inner product of these random projections features as the similarity 
metric. The RP features are generated by projecting the normalized object model and the candidate image 
regions in a lower-dimensional space using random projections. The inner product calculated in the original 
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space will be approximately preserved in the lower dimensional space with some error that will approach zero 
for high dimensional vectors, as shown in [7].  
Formally, let   -·*. be a region of an image, in vectorized form, which contains the object we wish to 
track.  is associated with the spatial coordinates vector ` and the time index . A random feature 
representation of the object, , is calculated by multiplying  with a random matrix v  %-*.as discussed 
in Chapter 2, such that   v  -·*.. The object is found in frame t+1 in the spatial coordinates that 
correspond to the solution of the following problem:  
 ä̀  ` m å`  arg maxæçæ-` m å`;  m 1., -`; . (5.4) 
where å` is a shift in both horizontal and vertical direction, S is the search region and -` m å`;  m 1. are 
the random projections of the normalized candidate image windows. The search region S can be specified by 
the user. The extent of the search region involves a tradeoff, especially for resource constrained system . A 
small region will cause the algorithm to fail when the object exhibits fast motion, whereas a large search 
region will introduce latency to the system. Normaliz tion of the input vectors to zero mean and unit variance 
is done for the purpose of achieving invariance to changes in illumination. When the input vectors are
normalized, the inner product corresponds to evaluating the cosine of the angle formed by the vectors. In this 
sense, the proposed algorithm utilizes an angle basd metric that selects the window corresponding to the 
smallest angle.  
Template Matching 
Exhaustively searching the full image for a block that exhibits high similarity with the object we are t acking 
is extremely computationally demanding, and is not sui able for a resource constrained system. Under the 
smooth motion assumption, the object’s location in the next frame will be adjacent to the location in the
previous frame so that, for most cases, only a small region has to be searched. Another assumption is that the 
similarity increases monotonically as the candidate region approaches the true location. Using a method at 
takes these assumptions into consideration can provide significant reduction of computational cost.  
The problem of block matching has been thoroughly investigated as a part of motion estimation in video 
encoding. Some of the most prominent techniques for fast block matching include three-step search, cross-
search and diamond search [12]. The goal of these methods is to locate the block with the minimum distance 
to the original block without being trapped in local minima. The distance is usually measured in terms of 
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distortion where metrics include mean-square error (MSE), sum-of-absolute differences (SAD) and mean 
absolute differences (MAD).  
In our case, a simpler block matching technique that combines accuracy with low computational complexity 
is used. Let -`; . be the image region containing the object in the previous time instance and -`;  m 1.the 
initial region in the current frame, where ` is the coordinates vector. We assume that the image re ions have 
been transformed in a vector representation. We then d fine -`;  m 1.to be the random projection 
of -`;  m 1., and è  	$,   	1 …  to be the object’s template library that is discussed in the next 
section. Block matching identifies the object in frame  m 1 to be in location ä̀, where:  
 ä̀  ` m å`  arg maxæçæ V-` m å`;  m 1., $Y  (5.5) 
In order to solve the optimization problem in Eq. 5.5, we have to select how to model the shift å`. If the shift 
is coarsely approximated, i.e. using a large step size value, the algorithm will converge faster, but the solution 
may lack accuracy. If a smaller value is selected, higher accuracy will be obtained at the expense of an 
increase in computational complexity.  
The practical application of the maximization is performed as follows. First, center the search window at the 
location of the object in the previous frame. Assuming that all the candidate regions are normalized an
randomly projected, calculate the inner products of the 4- or 8-neighbor candidate image regions, as shown in 
Figure 4.2, with the template library. The neighbor region with the higher score is set as the center of the 
search window in the next iteration. If higher accuracy is required the candidate image regions can overlap. 
The process stops when the central region achieves the highest score. 
 
Figure 4.2.  Search pattern for block matching. Black circles indicate the centroids of 4-neighbor search regions at 




Handling Changes in Appearance 
Most template based tracking algorithms assume that the object is detected in the first frame, and use some 
metric to identify its location in subsequent frames. The assumption is that the object will remain relatively 
unchanged during the course of tracking. However, changes in the object’s appearance may cause failure of 
the tracker. Template update is employed so that the object’s model is consistent with the object’s appearance 
during tracking. Template update is a challenging task because of its conflicting requirements. While th
model should be updated often to keep up with the canges in the appearance of the object, occlusions, 
misalignments and clutter can lead to failure of the model if it is constantly updated. 
A problem related with model template update is dr ft. Drift occurs when slight misalignments of the object’s 
location propagate through the template update and result in a template that is inconsistent with the object that 
is tracked. In order to overcome this problem, various algorithms have been proposed that use representations 
that offer robustness to possible changes of the object’s appearance during tracking. These algorithms can be 
roughly divided into two categories: the ones that use off-line training in order to generate a representative 
model and the ones that generate a model of the targ t on-line i.e. during the course of tracking.  Inthe 
interest of robustness, the benefits of having an accur te model of the object outweigh the increase in 
complexity imposed by the additional functionality. Changes in illumination and camera motion are examples 
of shortcomings of static model tracking that a template update tracking can overcome.  
Black et al. [13] first suggested the use of an off-line trained model for tracking. They used a view-based 
eigenbasis representation and a robust error norm. In [14], Isard and Blake used a probabilistic approach for 
tracking contours. These methods suffer from the fact that once the model is created, it is not updated and as a 
result tracking may fail due to changes in illumination not accounted for during training. In addition, it 
requires training with all possible poses, which is time consuming. 
Online or incremental template update was first suggested by Jepson et al. in [15], where they proposed a 
mixture of three components for the representation of the object, namely the stable, the transient and the 
noise. In [16], Matthews et al. suggested a template update strategy that corrects for drift by realignin  the 
tracked image. In [17], a template update technique was proposed in conjunction with the Lukas-Kanade 
tracker. In [18], Lim et al. also presented an online learning method for template update, where the obj ct is 
represented in a low-dimensional space using principal components analysis (PCA). Although the method 
proposed in [17] succeeds in utilizing an updated object model, it is vulnerable to drift because no gl bal 
constraints are used to confine the subspace representation of the model. 
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Although these methods can maintain an updated repres ntation of the object under various poses and 
illumination conditions, they are too computationally demanding for a resource constrained system.  In this 
chapter, we propose a lightweight template update method based on random projections. Instead of comparing 
a candidate region with a single template, either from the first frame or any previous one, we keep a libr ry of 
templates. The number of templates in the library is kept small enough so that it can reside in the main 
memory of an embedded system.  
There are two problems associated with the template library update. The first one is when to update the 
library. On one hand, inserting new templates as they are tracked will quickly result in a huge library that will 
cripple the system. On the other hand, keeping onlythe last few templates could produce an unreliable model. 
The second problem is how to update the library. If only templates that are similar to the initial estimates are 
added, then the additional information is of small significance and the overhead of maintaining a library 
outweighs the benefit.  If we add templates that are very different from the initial one, drift may occur due to 
background information.  
 In order to deal with these issues, we propose the use of a hybrid template library, where some of the
templates represent the target during the initial ph se of tracking and some represent most recent appearances 
of the object. The stable templates exhibit little variation of the object’s appearance. They can be obtained 
during the beginning of tracking or as soon as an object detector, that will confidently identify the object, is 
applied. The transient templates correspond to more recent observations of the target. By combining 
templates from the beginning of the tracking with more recent ones, the library will contain enough variation 
so that it can capture changes of the object’s appearance during tracking while avoiding the problem of 
drifting away from the initial estimate.  
We may obtain the transient templates in various ways. An obvious method is to keep the templates that 
correspond to the last h frames. This simple method is computationally attractive, but, similarly to other 
methods that only consider the last Ó frames, it fails to capture the object’s appearance that occurred in prior 
instances. In order to tackle this shortcoming, we us  a slightly more complex method.  
At frame t, the distance between the template library and the current object region is given by: 
 
-`; ., é  minY…ê\-`; . 6 $\  (5.6) 
where Ó is the number of transient templates. The distance 
 is then compared to the corresponding distances 
that are associated with the transient templates, termed Ä. If the distance d is greater than the minimum 
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distance in Ä, then the template that corresponds to this minimum distance is replaced by -`; .. The 
reasoning behind removing the template with the smallest distance is that templates similar with the on s that 
are already included in the library provide limited discriminative ability. In contrast, a large distance is a good 
indicator that the current template should be included in the library. When the distance is above a threshold, it 
indicates that there is an occlusion, as it is discus ed in the next section. 
Handling occlusions 
One of the most challenging tasks of an object tracking algorithm is occlusion handling. Occlusion occurs 
when an unknown object masks the tracked object. There are many different occlusion scenarios such as 
occlusion by a stationary object, occlusion by a moving object and self occlusion.  
The challenge in occlusion handling lies in how to differentiate between expected changes in the object’s 
appearance and unexpected object occlusion. Different poses of a human face represent an example of 
expected change. In this case, we need to include the new pose into our template library. An example of an 
unexpected change is the occlusion of the face by a hand, in which case the object’s model should not be 
updated.  
We propose to identify occlusion by measuring the distance between the object’s model and the candidate 
object. Extending Eq. 5.6, let M be the template library and -`; . the (estimated) region containing the 
object in the current frame. Occlusion is detected if  
 V\-`; . 6 $\ G ?Y  (5.7) 
where  is the number of templates in the library and ? is a threshold. The assumption in Eq. 5.7 is that in the 
case of occlusion, the overall distance between the occluded object and all the templates in the library will be 
high. In our experiments, we used a predefined threshold in order to keep the computational complexity low, 
but an adaptive threshold based on real-time statistics of the distances could also be used. 
When occlusion is detected, the algorithm stops updating the model and the object’s location. As soon as the 
distance falls below the threshold, the tracking continues by updating the model and the object’s locati n. An 
issue that may arise by halting the object’s tracking is that, when tracking resumes, the object may be further 
away from its previous known location. In order to compensate for the larger distance between the object’s 
previous location and the current one, the block matching’s search range is doubled until the object is found 
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again, in which case the search window is restored back to its original range in order to support the low
computational complexity of the algorithm. 
Camera  Handoff 
 A common characteristic in many smart camera tracking designs is the assumption of overlapping fields-of-
view between different smart camera nodes. The additional information that is offered by overlapping fields 
of view can be incorporated into the design of a smrt camera network in order to achieve various goals. For 
example, by operating only the cameras with the best view, power consumption can be minimized. In 
addition, multi-view appearance of the object can increase the robustness of tracking. However, the 
assumption of large overlapping fields-of-view may not hold in general. 
A more realistic scenario is that different cameras h ve small overlapping fields-of-view and handoff is 
applied when the object leaves the field-of-view of one camera and enters the field-of-view of another 
camera. Different approaches have been presented in literature with respect to handoff between multiple 
cameras. The authors in [19] used color distribution matching, while in [20] brightness functions were used. 
The authors in [21] used a probabilistic framework. 
In this chapter, we investigate the case of small or no overlapping field-of-view between cameras. In order to 
increase the reliability of tracking, the template library of the object is communicated among cameras during 
handoff. The purpose of communicating the model is to provide seamless tracking of the object even if 
multiple cameras are involved. 
The reduction in bandwidth usage can be illustrated by the following example. Assume we have a template 
library consisting of ten templates of size 50x50 pixels. In the raw image representation, assuming 8 bit 
grayscale image, this amounts to 10x2500x8 = 200 Kbits. Using random projection, the 10 templates are 
represented using 700 elements per template encoded at 16 bits each, requiring 112 Kbits. The 44% reduction 
in bandwidth usage may be interpreted as lower power consumption for transmission and thus extension of 
the lifetime of the camera network with no additional cost. 
5.4 Experimental Results 
In this section we present the experimental results of the proposed Random Projection based face detection 
and object tracking algorithms.  
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Experimental Results for Face Detection 
Our dataset consists of 1196 face images from the fac 94 and the CMU face databases and 2993 non-face 
images. All images were properly aligned and rescaled to 32x32 pixels. Two thirds of the image collection 
was used for training and the rest one third was used for testing. Both training and testing of the classifier 
were performed in the reduced space and the second order polynomial kernel was used for the SVM. 
In order to investigate the suitability of RPs for ace detection using SVMs, we compared the results of PCA 
and DCT based dimensionality reduction methods with three cases of random projections. The first one, 
denoted random projections (RP), is based on the Bernouli distribution as discussed in Chapter 2. The second 
method, denoted sparse random projections (SPR) is based on the distribution proposed by Achlioptas, 
discussed in Chapter 2. When considering resource constrained environments, using only integer arithmetic is 
of great value because the processor may not support floating point operations. In addition computational 
complexity can be reduced by decomposing the multiplications with the random matrix in a series of 
additions/subtractions. The scaling factor in Eq. 2.9 is used so that the expected squared length of te 
projected vector is preserved. In our case, we are more interested in preserving the inner product than the 
square length. Following the previous argument, we also experimented with random matrices that followed 
the distribution in Eq. 2.9, but ignored the scaling factor √3, which is denoted as un-normalized sparse 
random projections (uSRP). 
In our experiments we evaluated the performance of the classifier based on two metrics. The first metric is 
detection accuracy and the second is the number of support vectors obtained after the SVM optimization 
shown in (4). The number of support vectors that are identified during training indicates the complexity of the 
solution and is directly related to generalization error of the classifier. More specifically, in [18] it was shown 
that if the training data are separated without errors then the probability of erroneously classifying a test 
vector is bounded by the expected  number of support vectors (for the same number of training examples).  
Figure 4.3 illustrates the detection accuracy in terms of relative rate, which corresponds to the normalized 
number of dimensions of the input space. These results indicate that all methods produce comparable results. 
Furthermore, half of the original rate, corresponding to fifty percent dimensionality reduction, is sufficient for 
all methods to achieve the same detection accuracy. Even though all methods achieve about the same results, 
random projections were able to achieve these results with the additional benefit of reduced complexity, as 





Figure 4.3: Detection accuracy as a function of relative rate for dimensionality reduction obtained with Principal 
Component Analysis (PCA), Discrete Cosine Transform (DCT), Random Projections (RP), Sparse Random 
Projections (SRP), and un-normalized Sparse Random Pr jections (uSRP). 
 
The second metric, the number of support vectors, indicates the complexity of the solution. The results 
presented in Figure 4.4 show the number of support vec ors obtained as a function of relative rate. We
observe that PCA and the three random projection methods achieve comparable results.  However, this is not 
the case for the DCT based dimensionality reduction. Results suggest that the DCT generates a more complex 
solution, as indicated by the number of support vecors.  
For the three random projection methods, namely RP, SRP and uSRP, we observe that the same results were 
achieved both in terms of accuracy of the classifier and complexity of the solution. Considering the 
significantly reduced number of operations needed for the un-normalized sparse random projections caseand 
the integer arithmetics, the uSRP seems to be the optimum approach for the power constrained environments 





Figure 4.4: Number of support vectors obtained as afunction of relative rate for dimensionality reduction with 
Principal Component Analysis (PCA), Discrete Cosine Transform (DCT), Random Projections (RP), Sparse 
Random Projections (SRP), and un-normalized Sparse Random Projections (uSRP). 
Experimental Results for Object Tracking 
We tested the proposed algorithm in various scenarios. The images were 320x280 pixels resolution and we 
tracked an object of size 50x50 pixels. Random projections reduced the input vector from 2500 (50x50) to 
700 elements vectors. The template library consisted of 16 frames of both stable and transient templates.  
The first test sequence, shown in Figure 4.5, is part of the “Motivas-Toni” sequence [22] and shows a person 
moving through a room while he changes his pose from ntal view in frame 84 to profile view in frame 106 





Figure 4.5.  "Motivas-Toni" sequence 
 
The second test sequence, shown in Figure 4.6, is part of the “Dudek” sequence [18] and tracks the face of a 
man sitting and turning his head while he is recorded by a slowly moving camera. We see that the proposed 
algorithm is robust to both small ego-motion and changes in pose observed in frames 3 to 173, occlusion in 
frame 206 and small changes in the object’s appearance in frames 223 to 492.  
 




The third test sequence is presented in Figure 4.7 and is a small part of the “Motivas Toni change 
illumination” sequence [22]. The algorithm correctly tracks the face despite the severe illumination changes.  
 
 
Figure 4.7.  "Motivas Toni change illumination" sequ nce. 
 
The final test sequence, shown in Figure 4.8, was captured by two cameras with small overlapping fields-of-
view. The top two rows correspond to the first camera and the remaining to the second camera. The transition 
between the two cameras is performed without any degradation in tracking accuracy by communicating the 
template library that was generated in the first camera to the second camera. No additional calibration 




5.5 Discussion  
In this Chapter we discussed how the R
problems, face detection and object tracking. Even though these problems are very important for numerous 
applications, their computational cost may prohibit their use in resource constrained en
smart camera systems. We showed that Random Projection can be used to reduce the computational burden 
will preserving the performance of the algorithms. More specifically, regarding face detection, e
results suggest that the support vector machines based 
space are significantly reduced. In addition, applying the Random Projections method decreases the 
computational cost by requiring only a small number of integer addition
reduction instead of full matrix multiplications
support vector that must be maintained in the memory of the system are also in the low dimensional space
Regarding object tracking, the experimental results suggest three things. 
dimensional embedding using Random 
methodology include fast and low complexity transforma
computationally attractive representation. Second, 
generation of a template library of the object’s appearance that achieves robustness to pose and illumin
variations. Third, it was shown that the random projections based model can be usedfor reliable handof
 
 4.8.  Camera handoff sequences. 
andom Projections method can be applied in two computer vision 
classifier is not affected even if the dimensions of the 
s and subtractions for dimensionality 
 and significantly reduces the memory requirements si ce the 
First it was
Projections can be used for object tracking. The benefits of a 
tion of the input data into an accurate and 
it was shown that random projections can be used for the 
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vironments such as 
xp rimental 
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between different cameras. Similar to the face detection system, the Random Projections based object 
tracking algorithm is tailored to the low processing capabilities of smart camera systems, such as 




6 Online Distance Metric Learning for Object Tracking  
Tracking an object without any prior information regarding its appearance is a challenging problem. Modern 
tracking algorithms treat tracking as a binary classification problem between the object class and the 
background class. While previous approaches estimated the discriminating function offline, novel approaches 
in tracking learn the classifiers online. In this chapter, we describe the use of online distance metric l arning 
in combination with nearest neighbor classification f r object tracking. Based on the assumption that e 
previous appearances of the object and the background are clustered, we advocate that a nearest neighbor 
classifier will be able to distinguish between the new appearance of the object and the appearance of the 
background. In order to support the classification, we employ a Distance Metric Learning (DML) algorithm 
that learns to separate the object from the background. We utilize the first few frames to build an initial model 
of the object and the background and subsequently update the model every frame during the course of the 
tracking, so that changes in the appearance of the object and the background are incorporated into the model. 
Furthermore, instead of using only the previous frame as the object’s model, we utilize a collection of 
previous appearances encoded in a template library to estimate the similarity. In addition to the utilization of 
the online DML algorithm for learning the object/background model, we also propose a novel feature 
representation of image patches. This representatio is an extension of the work discussed in the previous 
chapter that employed Random Projections on raw image pixels, and is based on the extraction of scale 
invariant features over a regular grid coupled with dimensionality reduction using Random Projections. This 
type of representation is both robust, capitalizing o  the reproducibility of the scale invariant features, and 
fast, performing the tracking on a reduced dimensional space. The tracking algorithm was tested under 
challenging conditions and achieved state-of-the art performance.  
6.1 Introduction 
Object tracking is a vital part of many computer vision applications, including surveillance, human computer 
interaction, smart spaces and gaming, among others. Object tracking is very challenging task due to 
appearance variations caused by occlusions and changes i  illumination and pose. This task can become even 
more demanding when there is no prior information rega ding the object’s appearance. Traditionally, object 
tracking algorithms strived to model the appearance of the object in a generative way. However, modern 
techniques view tracking as a classification problem with temporal priors. In this context, the goal is to locate 
an image region that belongs to the same class as the object that is being tracked, under the constraint that the 
new location is spatially adjacent to the previous ne. This novel approach has received a lot of attention due 
to its ability to maintain accurate tracking despite severe conditions. 
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Based on the binary classification paradigm, discriminative tracking algorithms can be trained either offline or 
online. In lack of an object’s model, modern online learning approaches for discriminative tracking utilize the 
boosting framework to incrementally train a binary classifier that will be able to separate the object from the 
background. These methods have solid theoretical background and have demonstrated very promising results. 
In similar spirit to the online trained discriminative tracking approaches, we propose a novel tracking method 
where the problem is treated as a nearest neighbor classification with online learned distance. The ida is 
based on the stipulation that different appearances of the object will be close in a suitable feature space, i.e. 
the feature representation of the object’s appearance i  the current frame will be close to the appearance 
representation in the previous frame. However, measuring the similarity using the Euclidean distance, as is 
typically done in the nearest neighbor classification, is not adequate, since the Euclidean distance does not 
encode any discriminative information.  As a result, tracking is likely to fail due to misclassification under 
mild changes. To overcome this impediment, we propose t  learn an appropriate distance metric that will 
yield small distances for different appearances of the object and large distances for appearances of non-
objects (background). This approach is formally know  as distance metric learning (DML) and its goal is to 
discover a distance metric that will satisfy the constraints imposed by class labels, i.e. keep data points from 
the same class close to each other and data points from different classes far apart.   
In this chapter, we advocate that the utilization of an online learned distance can provide increased robustness 
compared to using a predefined or a pre-learned metric. Object localization is facilitated by searching for the 
region that minimizes the learned distance between r ference templates and the current appearance of the 
object. The learned distance is updated online in order to incorporate various appearances of the object as well 
as the background regions. In addition, instead of a single reference template, a collection of templates, the 
template library, is used to capture the object’s appe rance at various stages of the tracking.  
The use of nearest neighbor classification in combination with online distance metric learning offers several 
advantages in the context of object tracking:   
1) It provides continuous values, rather than a binary output as is done in typical binary classifiers. The 
benefits of having continuous values for similarity is that they can be used as robust indicators of the 
changes in the appearance and assist the detection of occlusions. Furthermore, the learned similarity can 
be used for estimating the correlation between the current appearance of the object and the examples in 
the template library, whereas in binary classification all previous templates are equally weighted. 
2) It offers an efficient way to transition from completely supervised, to semi-supervised and unsupervised 
settings depending on the availability of prior information. For example, if an initial estimation of the 
object’s appearance is available, a batch DML algorithm can be applied and used for tracking. On the 
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other hand, when no prior information is available, as in the case of unsupervised tracking, the first few 
frames can be used for initial modeling and online metric learning will handle the subsequent changes.   
3) Similarly to other detection based tracking algorithms, this method has the capability to learn both 
positive and negative examples, offering increased discriminative power, compared to generative 
approaches that only try to model the object’s apperance without any concern about the background.  
4) There are numerous types of features that can be used for appearance encoding, ranging from edge 
responses to Random Projections based SIFT features used in this work.  In contrast, boosting based 
techniques are usually constrained to simple Haar-like features.  
Although online distance metric learning is a powerful technique in the context of object tracking, the method 
used for the representation of the object’s appearance is another critical component of the tracking algorithm. 
A novel approach in image representation that has gained interest is the extraction of scale invariant fea ures 
(SIFT) over a regular grid. This type of feature representation has been employed in state-of-the-art object 
detection schemes. The benefits of using SIFT featur s for object representation include robustness to small 
changes in appearance and illumination. However, the extraction of dense SIFT features generates a high 
dimensional representation of each region. Performing the required operations of the proposed tracking 
scheme, which include template matching and online distance learning, on the high dimensional 
representations will severely degrade the execution speed of the system. We tackle this issue by utilizing the 
Random Projections (RPs) method for reducing the dimensionality of the region representation. RPs is a dat -
independent linear method for dimensionality reduction which offers performance acceleration without 
requiring prior knowledge on the object’s appearance.  
Prior work 
Traditional template based tracking algorithms can be coarsely divided in two categories; offline and online. 
In the offline approaches, a model of the object is either learned offline, using similar visual examples, or 
learned during the first few frames. In both cases once the object’s model is generated, a predefined m tric is 
used to identify the locations in subsequent frames. Examples of this class of tracking algorithms include 
kernel based methods [1] and appearance models [2]. These methods suffer from the limitation that once the 
model is created, it is not updated and, as a result, tracking may fail due to unexpected changes. In addition, 
appearance based methods, such as [3], require training with all possible poses, a time consuming process. 
Furthermore, the use of a predefined metric such as t e Bhattacharyya coefficient [1], the Kullback-Leibl r 
divergence [2], the normalized cross correlation or the sum-of-absolute differences [4], may not be 
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appropriate for representing the relationship betwen different appearances of the object that may be 
encountered during tracking.  
The second line of thought utilizes online learning to learn the object’s changing appearance during tacking. 
Online or incremental template update was first suggested by Jepson et al. in [5], where a mixture of three 
components was proposed for the representation of the object, namely the stable, the transient and the noise 
component. Other examples of online learning for tracking include the work of Matthews et al. [6] who 
suggested a template update strategy for maintaining an update appearance model and the online subspace 
learning approach by Lim et al. [7] and its extensio  by Kim et al. [8] that seek to incrementally update the 
object’s appearance subspace. Although these methods attempt to maintain an accurate model for the objct, 
they are vulnerable to drift i.e. the slow degradation of the object’s model and the adaptation to the 
background’s appearance. A partial solution to the problem of drift was proposed in [9], where offline trained 
support vector machines were used for separating the appearance of the object to that of the background. 
Nevertheless, this approach is still an offline based method and thus faces similar problems to other offline 
based methods.       
A novel framework in visual tracking, aims at alleviating the problems caused by drift without requiring an 
explicit model of the object. According to this framework, tracking is treated as a binary classification 
problem where the objective is to both model the obj ct’s appearance and separate it from the appearance of 
the background during tracking instead of relying o offline training. In [10], Avidan proposed the use of the 
classification score of the Adaboost classifier as the object localization mechanism while replacing old r 
unreliable weak classifiers to cope with changes in the appearance of the object. In [11], Liu et al. proposed a 
semi-supervised ensemble tracking approach, where t particle filter framework was used for both object 
localization and collection of unlabeled data points used to train an Ensemble classifier. In [12], Grabner et al. 
proposed an online tracking method that employed an onli e Adaboost classifier to train a binary classifier as 
new samples were presented. The trained classifier was subsequently applied for object localization. The 
method was later extended in a semi-supervised setting in [13] using the SemiBoosting framework, where 
labeled examples were obtained from the first frame nd subsequent examples were incorporated in a semi-
supervised manner. In [14], Babenko et al. further extended the use of online learning for tracking by utilizing 
the Multiple Instance Learning framework, where instead of using a single positive example for the online 
Adaboost classifier, a set of image patches were int oduced to capture the appearance of the object. 
The utilization of online learned binary classifiers for inferring the presence or absence of the object in a 
candidate window has been shown to outperform traditional offline generative approaches in various 
challenging scenarios. The proposed tracking algorithm is also motivated by the online discriminative 
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framework, and employs an online learning approach for modeling the object’s appearance that tackles th  
issues present in the offline approaches. In addition, a case-specific online learned distance metric is utilized 
to accurately model the association between the objct’s appearances at different time instances. The 
proposed tracking algorithm is similar to online learned binary classification approaches but does not impose 
the hard constraint of binary decisions. We argue that his type of hard decisions can lead to drift since the 
binary classifier will be forced to accept and incorporate an appearance of the object even if it is not an 
optimal one, e.g., when the object is partially occluded or blurred due to fast motion. By utilizing a soft, 
distance based, classification metric, the proposed scheme can better model the changes in the object’s 
appearance and continuously track the object even if it is partially occluded, without adversely modifying the 
appearance model which can lead to drift. In addition o overcoming the drift, the learned distance can also be 
used to compare the similarity between examples in the template library with the current object’s appearance 
and update the library correspondingly. Boosting-like approaches however can utilize only the appearance of 
the object in the previous frame, limiting their ability to generate a robust and enduring object model. 
Furthermore, unlike the restriction of simple binary features used in boosting based approaches, our pr posed 
algorithm can incorporate any form of vectorizable feature representation and thus offers a wider range of 
options depending on the computational constraints d the accuracy requirements.  
6.2 Object representation 
A key decision in the design of an object tracking al orithm is the type of representation that can be us d. 
Historically, various types of low level features have been considered.  Object representation via raw pixel 
intensities is probably the simplest approach and the most efficient one in terms of computational complexity. 
However, changes in illumination can drastically change the representation of an object which may cause the 
tracker to fail. To resolve this problem, different approaches have been presented that represent image regions 
using color histograms [1], spatio-temporal appearance models [15] and part-based appearance models [16]. 
In this work we employ the Scale Invariant Feature T ansform (SIFT) [17] over a regular grid to obtain the 
initial representation of each candidate window. Once the initial feature representation is obtained, we apply a 
linear dimensionality reduction transform to reduce th  computational complexity of object localization and 
distance metric learning.   
SIFT descriptors on a regular grid 
SIFT is particularly successful for extracting features that are invariant to small changes in the object’s 
appearance including scale and orientation. SIFT has been successfully applied in recent state-of-the-art 
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systems for image classification [18], [19] and [20]. SIFT has also been used as an extension of traditional 
color histogram representations for mean shift tracking in [21].   
The first stage of SIFT is the keypoints localization. Keypoints correspond to maxima/minima of the 
Difference of Gaussians (DoG) occurring at multiple stages. After some intermediate steps, such as removing 
Keypoints with low contrast, eliminating responses along edges and assigning the appropriate orientatio s, 
the selected region is described by a 128 dimensional vector corresponding to a histogram of oriented 
gradients. Even though experimental results suggest that the keypoints are stable, recent studies haveshown 
that obtaining the SIFT points on a regular grid can outperform the keypoints obtained by the DoG [18]. In 
addition, the process of extracting the descriptors can be significantly accelerated by using a piecewis -flat 
weighting approach, rather than a Gaussian windowing fu ction [22]. More specifically, instead of weighting 
the contribution of the extracted gradients based on a Gaussian windowing function that gives higher values 
to gradients near the descriptor centre, the gradients are all weighted equally. Once all the gradients have been 
accumulated into a spatial bin, the bin is reweighted by a Gaussian filter. This type of approximation incurs a 
minimum loss while being significantly faster. In our implementation, for each 50x50 pixel target window, 9 
SIFT descriptors are extracted using the VLFeat [22], resulting in a 9 x 128=1152 dimensional representation 
of the appearance of the window. The process of extracting the 1152 dimensional vector takes about 0.015 
seconds using the VLFeat library on a modern desktop computer. 
Random Projections 
The high dimensional representation of each image re ion that is generated by the dense SIFT descriptors can 
significantly reduce the processing speed of the system due to complexity of object localization and distance 
learning. Dimensionality reduction may be used to reduce the computational load while keeping the most 
important information intact. The benefit of dimensionality reduction is that the execution of algorithms that 
depend on the dimensions of their input data, such as DML, can be significantly decreased.  
Compared to traditional dimensionality reduction approaches such as principal components analysis (PCA), 
the major benefit of RPs is the universality, i.e. the same RP matrix can be used for any kind of data without 
the need for training based on statistics, as in PCA. The fact that RPs does not require training is of particular 
importance, given that in most tracking scenarios a model of the object we wish to track may not be avail ble 
beforehand. In the context of tracking, we apply the RPs method at each candidate window after the dense 
SIFT descriptors are extracted, thereby reducing its d mensionality from 1152 to 300 dimensions. This 
reduction is computationally efficient to apply, since it only requires a matrix multiplication but offers 
significant computational savings.  
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6.3 DML for Object Tracking  
In this chapter, we propose the use of batch and online DML for object tracking. To achieve this goal, we 
model the tracking problem as a binary classification one. The first class includes visual examples of the 
object’s appearance collected during tracking, while the second class includes visual examples of the 
background. The proposed tracking algorithm, termed DMLTracking, utilizes both offline and online distance 
metric learning to learn the appearance of the object and differentiate it from the appearance of the 
background. More specifically, a batch DML approach, the ITML, is used during initialization of the tracking 
to get a distance metric that is consistent with the initial appearance of the object and the background. In other 
words, during bootstrapping, the objective is to learn a distance metric that will produce small distances (more 
similar) between the appearances of the object in the first few frames, while it will create large distances (less 
similar) between the appearances of the object and the background. Once the initialization is complete, w  
utilize an online DML algorithm, the LEGO, to increm ntally update the distance so that it remains conistent 
with the evolving appearance of both the object and the background.  
The use of the ITML and the LEGO algorithms for distance learning offers three significant benefits with 
respect to the requirements of tracking. First, both algorithms introduce a term that enforces the smoothness in 
the variability of the learned distance matrix. This is especially important for online learning since we expect 
that the variation in the object’s appearance will be smooth and therefore the learned distance would not 
significantly change in successive frames. In addition, the ITML and the LEGO algorithms are designed 
based on the large margin property. This property is well suited for tracking, especially in the applicat on of 
ITML as bootstrapping, since we expect changes in the object’s and background’s appearance to take place. 
Introducing a large margin reduces the probability of misclassifying the background as part of the object or 
vice versa. Furthermore, the LEGO has low complexity, a vital trade for a real-time tracking algorithm.  
Object Localization  
Under the smooth motion assumption, the object’s locati n in the new frame will be near its location in the 
previous frame, so that, in most cases, only a small region has to be searched. This is fortunate, as 
exhaustively searching the full image for a region that exhibits high similarity with the tracked object is 
computationally demanding, and is not suitable for a resource constrained system. 
In this work, we employ an iterative search method using the learned distance to localize the object in a new 
frame. The search pattern is initialized at the locati n of the object in the previous frame. For each region in 
the search pattern, the distance between the template library and the representation of the region is estimated 
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and the region corresponding to the smallest distance is found. If this region is at the centre, it means the best 
possible location is found. Otherwise, the search pattern is realigned and the search continues. Figure 5.1 
displays the pattern of locations that are searched at each iteration. Each point corresponds to the centre of a 
candidate search region with the same size as the targ t region. We selected this type of search pattern 
because higher sampling rate near that centre can lead to more accurate localization, while lower sampling 
rate further away from the centre can support faster object motion with lower complexity.  
 
 
Figure 5.1: Region search pattern 
 
Given the object’s appearance at time  6 1 and spatial location ̀, the object’s representation (SIFT over 
regular grid and random projections) is given by - 6 1; `.. The objective of the template matching 
mechanism is to estimate the new object location ä̀ given by  
 ë̀  ` m å`  min`må` mini	1…p 
G-I-t, X m å`., M. (6.1) 
where M for   	1 …  is the template library, 
§  is the learned distance and  is the search pattern. We 
discuss the design of the template library in Section 5.9. 
Distance Metric Update 
In this work we employ learned distance to estimate the new location of the object in Eq. 6.1. We consider the 
scenario where the object’s characteristics are not k wn a-priori. As such, we cannot train a DML algorithm 
offline. However, relying solely on incrementally learning the appropriate distance can lead to drift. We 
tackle this problem by following a hybrid approach. We use Eq. 6.1 without any learned distance metric (i.e. 
matrix G corresponds to the identity matrix) for the first few frames (4 in this case) to collect a baseline 
appearance of the object and the background. Once the baseline representations are collected, we run the 
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ITML algorithm to learn the object-specific distance metric as well as the corresponding thresholds, as hown 
in Eq. 2.23 and Eq. 2.24. This type of bootstrap initialization offers two major benefits. First, by applying an 
offline DML algorithm we can obtain reliable estimates of the object’s and background’s appearance. In 
addition, the thresholds ± and µ can subsequently be used to identify occlusions and guide the distance metric 
update strategy. Alternatively, if an estimate of the object’s appearance is available beforehand, such in the 
case of face tracking, we can obtain initial estimaes of the learned distance and threshold by training the 
DML algorithm offline using numerous visual examples.  
In both cases, the offline and the bootstrap, the learned distance should be updated to incorporate chnges in 
the object’s appearance. Following the previous notation, I-X; t. is the representation of the image region that 
contains the object, é  	$  |   1 …  is the template library and  JXð; t, where   	1, … ñ, are 
representations of the image regions that are close to the previous location ̀ but do not contain the object 
(background regions). The objective of online distance metric learning is to update the distance matrix G¹  to 
the new distance matrix G¹ so that  
 
Gtm1I-X; t., é > 
GtI-X; t., é (6.2) 
and 
 
Gtm1 ÜI-X; t., JXj; tá ó 
Gt ÜI-X; t., JXj; tá (6.3) 
In the context of tracking, we identified two types of distances that have to be updated. The first one is the 
distance between the current object appearance and the elements of the template library. This distance should 
be as small as possible, i.e. 
§¸Á¤I-X; t., é r h. The second type is the distance between the current object 
appearance and the neighboring background regions JXð; t that do not contain the object. This distance 
should be large, i.e. 
§¸Á¤ ÜI-X; t., JXð; tá  µ m â, where µ is the threshold in Eq. 2.24 and â is an arbitrary 
high valued constant. In this work, the distance thr s olds are learned during bootstrapping and remain st tic 
during tracking.  
Template Library Update 
To keep the template library up-to-date with the appearances of the object, it should be updated by replacing 
old templates with new ones. One of the benefits of using DML is that distances corresponding to similar 
template elements and can be used to predict if and how the template library should be updated. In this work, 
88 
 
the template library contains 4 templates from previous appearances. When a new frame is presented, th 
element with the highest distance is replaced with the new one. Formally, let 
 ã  min 
ô-I ä̀, M4. (6.4) 
be the minimum distance between the object’s appearance at the estimated location ä̀ and template library 
elements é  	$  |   1 …  . We can identify occlusion by comparing this distance with the threshold for 
the minimum allowable distance µ between the object and the background. If ã G µ, then we can infer that 
the new location contains something that is more similar to the background than the object, which is 
indicative of occlusion. If ã / µ, then the window probably contains the object and therefore it can be used 
as an example for the template library. To update the template library, we first have to decide if thenew 
appearance is informative enough to be included and, if so, which template element it should replace. In this 
work, a new appearance is considered for the template library if ã > ãx that we can deduce that the 
appearance of the object in the new frame is less similar to the template examples compared to the appe rance 
in the previous frame. Although we could update the library without removing older elements, this would 
have a direct impact on the performance of the system. In order to minimize the required resources, the 
template element that achieves the smallest distance (is most similar) to the object’s current appearance is 
replaced with the new appearance. The proposed update mechanism is motivated by the fact that a template 
element that is very similar to the object’s current appearance carries little information whereas a template 
element with higher distance is more informative. By maintaining a small number of template examples, 
instead of a single previous one, we ensure that if the appearance of the object suddenly changes in a frame 
and then returns to the original one, at least one template element will be consistent with the original 
appearance since it will have a large distance withthe new appearance and therefore will not be evictd from 
the template library.  
Overview of the proposed tracking algorithm 
In this section we provide an algorithmic description of the proposed tracking method. The algorithm consists 
of two parts; the bootstrapping process and the tracking process. Bootstrapping is the initialization f the 
object’s model given its appearance in the first few rames and is described by the following steps: 
 
Algorithm 1: Bootstrapping process 
Input: Initial object location from first n frames 
1) Collect image windows from the same location   	, . . ,   (positive samples) and windows around the 
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location x  	x, . . , *x  (negative samples) from first n frames 
2) Perform feature extraction on the collected samples to obtain  and x 
3) Run batch distance metric learning (ITML) such that 
G, x j 
G,  for all positive and negative 
examples 
Output:  Distance matrix G, thresholds ± and µ 
 
During the bootstrapping process, it is assumed that the object will remain relatively stationary for the first 
few frames (4 in our experiments), given its location n the first frame. During runtime, for each new frame, 
object localization and model update are achieved according to the following process:  
 
Algorithm 2: Tracking process 
Input:    Object location, distance metric G¹, thresholds ± and µ, template library é¹  
Step 1. Collect candidate windows using the search pattern from previous location I-t, X m å`. 
i) Perform feature extraction to get I- , X m å`. 
ii)  Measure the distance to all the elements from template library é¹ and return the one that achieved the 
smallest distance ã  
Step 2. If the window that achieves the distance ã does not correspond to the central region of the search pattern, 
update location and return to step 1, otherwise 
Step 3. Set new object location equal to the location of the central region and calculate the distance with the   
template library examples 
Step 4. If distance ã < µ threshold 
i) Collect negative examples x (around object’s location) and positive example  (the window 
containing the object)  
ii)  Update distance metric matrix Gtm1 using Eq. 2.24 
iii)   If  ã > ã61, update template library by removing the most similar element (smallest distance) 
according to the updated distance metric  Gtm1. 
Step 5. If distance ã > µ (threshold) 
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i) Set the object as lost/occluded and stop updating the model 
Output:    Object location ̀ë, updated distance metric G¹, updated template library é¹  
6.4 Experimental Results 
A series of experiments were conducted to evaluate the tracking accuracy of the proposed system. For all test 
sequences, the same set of parameters was used, i.e. the system parameters were not adjusted for each video
sequence, which corresponds to a more realistic scenario but is more challenging. Regarding object 
localization, we utilized the search pattern shown in Figure 5.1. Each candidate image region was resized to a 
50x50 image and 9 SIFT descriptors were extracted. The 1152 dimensional representation of the window was
reduced to 300 dimensions using the RPs methods. In order to obtain an initial model of the object and the 
background, the first 4 frames were collected and the object’s location was extracted using an identity matrix 
as the distance matrix. In addition, for each frame eight regions of background were collected around the 
estimated location of the object in eight spatially djacent locations at the following orientations: 0°, 45°, 90°, 
135°, 180°, 225°,  270° and 315°. For the bootstrapping process, the ITML was applied with a gamma value 
set to 10 and the number of neighbors set to 5. To maintain a rich representation of the object’s apperance, 4 
templates were used from previous time instances.  These templates were updated only if the newly obtained 
object representation was below the appropriate thrshold, as was described in Section 5.9. The same 
threshold was used to update the learned distances using the LEGO algorithm. The learning parameter ¼ of 
the LEGO algorithm was set to 0.6 for learning the object’s appearance and 0.1 for learning the background’s 
appearance. Updating the template library and the learned distance on every frame, our Matlab 
implementation currently operates at around 5 fps in a modern desktop computer.  
The objective of the experiments was to compare the performance of the proposed DMLTracking algorithm 
with state-of-the-art object tracking algorithms in challenging scenarios. We explored generic object tra king, 
as opposed to specific objects such as human faces. Tracking a generic object is far more difficult than a 
specific, predefined one, since the lack of a prior m del makes the identification of occlusions and changes in 
appearance very challenging. Using the proposed and state-of-the-art tracking algorithms, we performed an 
evaluation of the trackers’ ability to maintain accurate tracking under challenging conditions such as 
occlusions (sequence 5.5, 5.8, 5.9 and 5.10), severe changes in appearance (sequences 5.2, 5.4, 5.5, 5.6, .7, 
5.9 and 5.10), presence of similarly looking objects (sequences 5.3 and 5.10) and dramatic changes in 
illumination (sequence 5.4 and 5.10). The performance of the DMLTracking algorithm (shown using red solid 
lines) was compared with two state-of-the-art online tracking algorithms, the Semi-supervised On-line 
boosting (SemiBoost) [13] (shown using green dot-dashed lines) and the Multiple Instance Learning tracking 
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(MILTrack) [14] (shown using blue double-dashed lines). The experiments were carried out using publicly 
available video sequences. The video sequences shown in Figures 5.2 – 5.9 are called “Coke Can”, “Coupn”, 
“Sylvester”, “Tiger 2”, “David”, “Girl”, “Face occluded” and “Face occluded 2” and where download from 
[14] website1, while the sequence “Car chasing” in Figure 5.10 was downloaded from Google videos. 
The first sequence, called “Coke Can” (Figure 5.2), examines the case of tracking a rigid object that 
undergoes changes in appearance and illumination in a cluttered scene. The changes in appearance are due to 
the rotation of the object and the illumination changes are caused by moving under a direct light source. We 
observe that the DMLTracker is able to maintain an accurate tracking in contrast to the Semiboost tracking 
that loses the object in several frames. The MILTracker achieves similar performance. 
 
Figure 5.2: “Coke Can” Sequence. A Coke can is shown in a cluttered background while it undergoes changes in 
appearance due to out-of-plane rotations and changes i  illumination caused by the direct light source 
 
The second sequence, called the “Coupon Book” (Figure 5.3), examines the case where the object undergoes 
a permanent change in appearance while a similarly looking object is also present in the scene. This example 
illustrates the ability of the tracker to update thappearance model of the object and separate it thtracked 
object from another object will similar initial appearance. We observe that the DMLTracker correctly updates 
the appearance of the object and does not get confused by the similarly look object. Similar results are evident 
for the MILTracker. The Semiboost tracker on the other hand, builds an initial model from the first frame and 
is not able to adapt to the new appearance which causes the tracker to lock on the similar object and not the 





Figure 5.3: “Coupon” Sequence. A booklet is tracked while it changes its appearance (folding)  
and a new object with similar appearance is introduce  in the scene.  
 
The “Sylvester” sequence (Figure 5.4) examines the ability of the tracker to maintain accurate tracking  long 
sequences (1300 frames) while going through changes in appearance due to pose and illumination. More 
specifically, the object is a toy animal that is initially presented under a direct light source. For the duration of 
the tracking, the object changes appearance due to rotation while moving in and out of the direct light source, 
causing a significant change in appearance. Furthermor , the object is moving in a cluttered scene, which 
makes the tracking very challenging. We observe that the DMLTracker correctly tracks the object despite the 
challenging conditions and achieves similar performance with the MILTracker. The Semiboost tracker also 
maintains tracking; however it provides lower localiz tion accuracy.  
 
Figure 5.4: “Sylvester” Sequence. A toy animal is shown moving under significant illumination changes, caused by 
direct light source, while significantly changing appearance due to out-of-plane rotation.  
The “Tiger 2” (Figure 5.5) sequence presents the case where the object suffers severe occlusions while 
changing appearance. More specifically, a toy animal is shown moving behind a plant. The cluttered 
foreground, in addition to changes in the object’s appearance, creates very challenging conditions. We 
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observe that the Semiboost Tracker loses the object in many frames and locks on to a region similar to the 
region that causes the occlusion. Even though the DMLTracker achieves higher accuracy, it also suffers rom 
drift at the end of the sequence. The drift is caused by the inability of the DMLTracker to accurately model 
the object. In this scenario, the MILTracker achieves the best results.  
 
 
Figure 5.5: “Tiger 2” Sequence. A toy animal is shown partially occluded by an indoors plant.  
In addition to the periodic occlusion by the plant, the object also changes appearance.  
 
The next sequence, called “David Indoor” (Figure 5.6), studies the case of realistic face tracking. The face 
undergoes several changes in appearance due to illumination, changes in pose, and permanent appearance 
changes (glasses). More specifically, the person enters the scene from a dark room which immediately creates 
a challenge with respect to illumination robustness. Subsequently the face undergoes changes in size, 
viewpoint and appearance (glasses). In this sequence, the DMLTracker achieves the best results with much 
higher localization accuracy compared to both the MILTracker and the Semiboost Tracker. The increased 
performance is a consequence of the double model update mechanism via the updates in the distance metric 
and the updates in the template library. The Semiboost tracker often fails to update the appearance and drifts 





Figure 5.6: “David Indoor” Sequence. A face tracking sequence is presented whre t e face is shown in different scales, 
from different viewpoints and under different appearances e.g. expressions and glasses.  
 
A similar scenario is examined in the “Girl” (Figure 5.7) sequence with more challenging changes in the 
appearance of the face due to the out-of-plane rotation, the changes in scale and another similarly looking 
object (the man’s face) present in the scene. The DMLTracker is able to update the object’s appearance model 
without suffering drift. The MILTracker and the Semiboost tracker also maintain tracking, however they 
exhibit lower accuracy and in an instance (frame 423) the Semiboost tracker is confused by the other face.  
 
 
Figure 5.7: “Girl”  Sequence. Tracking a face while changing appearance d is occluded by another face 
 
The previous sequences examined the behavior of the proposed tracking algorithm, as well as state-of-the-art 
tracking algorithms in scenarios where the object undergoes severe changes in appearance, usually due to o t-
of-plane rotations and illumination changes. In thenext two sequences, we examine the behavior of these 
algorithms when significant occlusions take place. More specifically, the “Face occluded” (Figure 5.8) and 
“Face occluded 2” (Figure 5.9)  sequences present the case of face tracking under partial and complete 
occlusions. The “Face occluded” sequence is less challenging than the “Face occluded 2”, since the 
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appearance of the face does not change during the sequence. We observe that all three algorithms corretly 
maintain the tracking without drifting. We note, however, that the difference in localization accuracy 
presented in Table 5.1 is due to the unclear nature of ground truth in this sequence. In other words, the 
tracking window may move in order to cover most of he object that is visible or it may wait until the object is 
visible again. The DMLTracker and the MILTracker follow the former approach, while the Semiboost 
follows the latter approach which causes the apparent inconsistency in the localization results. In addition to 
overcoming the drift problem, the DMLTracker is also able to report significant occlusion (3 images in the 
first row and 1 and 3 images in the second row), since the current view of the object starts to become more 
similar to the background and thus its distance with the rest of the template library examples is above the 
same class threshold.   
 
 
Figure 5.8: “Face Occluded” Sequence. Tracking a face despite significant occlusions.  
The problems caused by occlusion are more evident in the second sequence, the “Face occluded 2”, where t  
object undergoes changes in appearance in addition to the occlusions. In this scenario, the optimum behavior 
for a tracker is to update the model when the face changes appearance (moving the head, adding the hat) 
while being able to identify occlusions and stop updating the model before it causes drift. In this scenario the 





Figure 5.9: “Face Occluded 2” Sequence. Tracking a face undergoing 
occlusions with significant variations in appearance. 
 
The last case we explore is that of tracking an object from a moving camera under challenging illumination 
changes and occlusion. This scenario is presented i Figure 5.10, where a car is followed by a helicopter 
mounted camera while it is moving on a highway. Thecar undergoes severe illumination conditions as shown 
in the second image on the top row (frame 275), as well as occlusions (fourth frame in top row and second-
fourth frame in the second row). We observe that the proposed tracking scheme (shown in red) is able to 
handle the demanding requirements and maintain accur te tracking. On the other hand, both the MILtracker 
(in green) and the SemiBoost (in blue) fail to maint i  the tracking. More specifically, the MILtracker fails to 
follow the car when it goes under the traffic signs and completely loses the object afterwards. Semiboost is 
more robust, since it handles the first complete occlusion but suffers from drift that eventually causes the 
complete failure of the tracker during the second occlusion.  
 
    
    
 Figure 5.10: “Car chasing” Sequence. A car is tracked while moving in high speed, close to  





In addition to the results shown in Figures 5.2 – 5.10 we also provide Table 5.1 with the localization accuracy 
of four state-of-the-art object tracking algorithms as well as the proposed one. These algorithms include the 
Online AdaBoost (OAB) tracker [22], the SemiBoost tracker [13], the Fragments based tracker (FragTrack) 
[34] and the MILTracker [21]. The results in the table correspond to the mean localization error (distance in 
pixels) after 5 independent trials. The results marked in red indicate the best performance and in green the 
second best. We observe that the proposed algorithm, the DMLTracking, achieves the best performance in six 
out of nine sequences and the second best in two others. More specifically, we see that the accuracy in the 
“Coke Can” is comparable to the SemiBoost tracker and significantly better than the MILTracker. In the 
“Coupon”, the “David” and the “Occluded Face 2” sequ nces, the DMLTracking algorithm outperforms all 
other algorithms by a large margin, while in the “Car chasing” sequence, the DMLTracking algorithm is the 
only one that correctly maintains the tracking through the sequence and achieves the best localization results. 
The only case where the proposed algorithm does not achieve top performance is in the case of “Occluded 
Face”. As we discussed earlier, in this case the results of localization accuracy are not characteristic of the 
tracker’s accuracy since the proposed algorithm, as well as the MILTracker, move the tracking window so 
that it covers most of the exposed region of the obj ct while the SemiBoost and the FragTrack do not, thus 
achieving higher accuracy.  
 
Table 5.1: Localization Accuracy on Generic Object Tracking 
Sequence\Method OAB  SemiBoost FragTrack  MILtracking  DMLTracking 
Coke Can 24.80 13.09 63.44 20.13 12.84 
Coupon Book 24.93 66.59 55.88 14.74 5.68 
Sylvester 25.21 15.84 11.12 10.82 9.79 
Tiger2 33.41 61.20 36.64 17.85 31.39 
David Indoor 49.23 38.87 46.27 23.12 8.82 
Girl 27.12 48.32 68.01 52.21 33.95 
Occluded Face 43.50 6.98 6.34 27.23 19.29 
Occluded Face 2 21.46 22.86 45.19 20.19 14.97 





In this chapter, we propose the use of an online discriminative learning mechanism for robust tracking of 
objects without any prior model. The proposed scheme ploys distance metric learning to reliably represent 
the similarity between different appearances of the obj ct as well as the difference between the object and the 
background. The object’s location in a new frame is found by selecting the region that minimizes the distance 
relative to a library of templates. Both the distance metric and the template library are updated online in order 
to adapt to the object’s appearance as well as to changes in illumination and pose. We employ a bootstrapping 
process for the initial estimation of the object’s appearance. The representation of each image window is 
based on a combination of SIFT features extracted over a regular grid and Random Projections for 
dimensionality reduction. Experimental results suggest that the proposed algorithm is robust to changes in 
pose and illuminations and occlusions and achieves performance comparable to state-of-the-art tracking 




7 Manifold Learning for Dimensionality Reduction 
The objective in manifold learning techniques is to reduce the dimensionality of the input space while 
maintaining the manifold structure that describes the data. A key concept in the manifold learning framework 
is the notion of distance. Typically, the Euclidean distance is employed for discovering the manifold structure. 
In this chapter, we consider two alternative distance metrics and apply them in the manifold learning 
framework. The first one utilizes class label information associated with each data point in order to identify a 
new distance metric that will bring data points from the same class closer while moving points from different 
classes far apart. We exploit the learned distance during supervised manifold learning to perform face 
recognition. Our experimental results suggest that we can increase the performance of face recognition while 
reducing the associated computational cost, two requi ments that are very important in scenarios where a 
large number of individuals have to be recognized fast.  
In the supervised scenario, it is assumed that training examples are lab led and that the class labels can be 
used during the distance learning processes. In the second part of this chapter, we consider the case when no 
class information is available. In this case, typical unsupervised manifold learning techniques usually employ 
the distances between k nearest neighbors during the dimensionality reduction process. However, selecting the 
appropriate number of neighbors is an ill posed problem since no specific number of neighbors is approriate 
for all cases. In addition, the nearest neighbors approach may select more neighbors than necessary, le ding to 
higher computational cost. We discuss how constraining the number of neighbors to a pre-defined number is 
too restrictive and investigate the utilization of the sparse representations framework in conjunction with 
manifold learning for unsupervised face recognition.      
7.1 Manifold Modeling with Learned Distance for Face Recognition 
In this section, we investigate the combination of manifold learning and distance metric learning for the
generation of a representation that is both discriminative and informative, and we demonstrate that this
approach is effective for face recognition. In the proposed method, initial dimensionality reduction is 
achieved using random projections, while distance metric learning is applied to increase the separation 
between classes and improve the accuracy of nearest neighbor classification. Finally, a manifold learning 





Supervised Manifold Learning  
Images and video convey a wealth of information, yet obtaining a higher level of understanding from this 
type of data is a computationally demanding task. When additional constraints, such as processing power, 
memory and bandwidth are imposed, the problem becoms even more challenging, and the high dimensional 
nature of the data may be suboptimal for modeling ad computational purposes. Thus, dimensionality 
reduction becomes a necessary step before more elaborate computer vision algorithms can be applied.  
Dimensionality reduction is often achieved by principal components analysis (PCA). Even though PCA is a 
widely used method, certain limitations of the method, such as data dependence and linearity restrictions, are 
becoming more evident and suggest the investigation of more appropriate dimensionality reduction 
techniques. Manifolds offer a novel approach in signal representation that has received considerable attention 
in recent years [1]. Compared to linear techniques, manifold learning can identify non-linear structures and 
project the data in a low dimensional space, while preserving key properties such as geodesic distances or the 
local neighborhood structure. Manifold learning was successfully applied for face recognition based on 
Laplacianfaces [2]. The face manifold was identified by applying locality preserving projections (LPP), and 
then nearest neighbor classification was used for recognition. The method achieved higher recognition 
accuracy compared to Eigenfaces (PCA based) and Fisherfaces (discriminant based) [3] that model faces 
using linear structures. 
Although manifold learning is a powerful method, it is characterized by the limitation of being an 
unsupervised method and thus it does not take classinformation into account during the low dimensional 
embedding. In other words, preserving the structure of the manifold, which is the goal in manifold learning, is 
independent of the classification, since neighboring points might belong to different classes, e.g. faces of 
different persons. The problem was identified in [4] where it was coined “classification-oriented multi-
manifolds learning”. A few supervised manifold learning approaches have been presented in the literatur , 
such as supervised LLE [5], Large Margin Component A alysis [6] and Local Discriminant Embedding [7] 
that try to tackle this problem by introducing label information during the construction of the distance matrix.  
Supervised LLE [5] is similar to LLE with the exception that class information is taken into account during 
the generation of the distance matrix. A typical case is to modify the distance between neighboring points, so 
that points that are neighbors but belong to different classes are pushed away and they are replaced with 
points that are both close and belonging to the same class. Formally, in the supervised LLE, the distance 
between two points x and y is given by Eq. 7.1 




where Λ is an indicator function (1 if x and y are from the same class, 0 otherwise) and max(d) is the 
maximum intra-class distance. In addition to this approach, enhanced distance metrics and probabilistic 
distance metrics have also been proposed.  
Another approach was presented in [6], called Large Margin Component Analysis (LMCA). In LMCA the 
objective is to simultaneously perform dimensionality reduction and learn a distance metric that will separate 
the different classes with a large margin. To do to, the function in Eq. 7.1 has to be minimized 
h-õ.  V @X\õ-) 6 )X.\ m ñ V @X-1 6 ]e.Ó Ü \õ-) 6 )X.\ 6  1õ-) 6 )e.1  á m 1XeX  (7.2) 
 
where õ  öÙ is a linear transform going from the high dimensional space Ù to the low dimensional 
space ö, 	) … )* is the set of input examples and 	] … ]* are the associated class label information. @X is 
a binary valued indicator function that is set to one when ) and )X are neighbors and to zero otherwise. The 
function  Ó is the hinge function, i.e. a function that penalizes small distances between neighboring 
components from different classes. Intuitively, thefirst summation pulls together points that share the same 
class and are neighbors, whereas the second term encourages larger distances between neighboring points tha  
do not share the same class. This optimization is solved by a gradient descent approach. When a new input
vector arrives, its embedding is given by )  õ) . This method has also been extended to non-linear class 
separation cases using the kernel trick. 
Another approach that couples manifold learning and discriminant function estimation is Local Discriminant 
Embedding (LDE) [7]. LDE has a similar goal as LMCA but it is more directly related to LLE. It provides a 
more rigid framework for “embedding plus classificat on” and it is much faster to solve since it does not rely 
on gradient descent but the solution of a generalizd eigenanalysis problem. The object function of LDE is 
shown in Eq. 7.3 and the constraint in Eq. 7.4 
 max÷-R.  V\Ra) 6 Ra)X\ ÄXÇX  (7.3) 
 
 subject to V\Ra) 6 Ra)X\ X w4ð  1 (7.4) 
 
The first term is responsible for maximizing the distance between embedded points that are not neighbors 
whereas the second term imposes the constraint of maintaining the neighboring manifold structure. R is the 
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projection matrix and ÄXÇ  and w4ð are the non-same-class adjacency matrix and the sam -class adjacency 
matrix, respectively. Furthermore, LDE can also be reformulated similarly to LLE, and thus be solved in the 
following three steps. First, two neighbor graphs F and Fú are constructed. F is generated by considering all 
neighboring points that share the same class and Fú by considering the neighboring points that do not share 
the same class. In the second step, two affinity matrices, ÄXÇ  and w4ð, are generated. Each element of w4ð
refers to the weight between edges ) and )X, which is given by Eq. 7.5 
 ÄX  ûexp k6 \) 6 )X\  p  if )  and )X  are connected in F0                               otherwise  (7.5) 
 
The embedding is computed by solving the generalized eigenvector problem in Eq. 7.6  
 `-Ç 6 WÇ.`av  c`- 6 W.`av (7.6) 
 
Where D and D’ are diagonal matrices with elements 
  ∑ ÄXX  and 
Ç  ∑ ÄXÇX . Mapping a new point is 
performed using the eigenvalues of the solution, i.e.   Ra), R  Ïv, … , veÐ.  
Supervised Manifold Modeling with Learned Distances in Random Projection Space 
Initial dimensionality reduction is achieved using random projections, a computationally efficient and data 
independent linear transformation. Distance metric learning is then applied to increase the separation between 
classes and improve the accuracy of nearest neighbor classification. Finally, a manifold learning method is 
used to generate a mapping between the randomly projected data and a low dimensional manifold. Our 
proposed method is composed of four modules for face representation and classification, as shown in Figure 
6.1: (a) random projections (RPs), (b) distance metric learning (DML), (c) manifold learning (ML) and (d) 
Nearest Neighbors classification (KNN). 
 
Figure 6.1: Block diagram of the proposed system 
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RPs is a data-independent linear dimensionality reduction technique that preserves the manifold structu e of 
the data [7] and is applied as a preprocessing step. DML is then applied to generate a distance metric that will 
increase the separability between classes and improve classification accuracy. Once the new distance metric is 
learned, it is used during the generation of the distance matrix in ML. During testing a nearest neighbor 
classifier is employed in manifold space and utilizes the learned distance for classification.  
Generating the supervised distance is performed using the  Large Margin Nearest Neighbor (LMNN) [8] 
algorithm. LMNN generates a new distance metric with the additional constraint that points from the same 
class are separated by a large margin from points in different classes. Formally, assume ) is an input point 
associated with class ] and let )e be a true neighbor, associated with the same class]  and )X an imposter 
associated with a different class ]X. The objective of LMNN is to learn a distance matrix M, or an equivalent 
linear transformation L such that  
 1L-) 6 )e.1 / \L-) 6 )X.\ m 1 (7.7) 
The objective is achieved through a convex optimization procedure. Once the subspace is learned the new 
distance metric F  LLª is used for the weight matrix generation i.e. ÄX  
ô-) , )X.. 
7.2 Face Recognition using Sparse Representations and Manifold Learning  
The manifold learning framework is a novel approach in non-linear dimensionality reduction that has shown 
great potential in numerous applications and has gained ground compared to linear techniques. The Sparse 
Representations framework has also been recently app ied on various computer vision problems with success, 
demonstrating promising results with respect to robustness in challenging scenarios. A key concept shared by 
both frameworks is the notion of sparsity. In this section we investigate how the framework of sparse 
representations can be applied in various stages of manifold learning. Unlike the previous section, this section 
considers the unsupervised manifold learning. We explore the use of sparse representations in two major 
components of manifold learning: construction of the weight matrix and classification of test data. In addition, 
we investigate the benefits that are offered by introducing a weighting scheme on the sparse representations 




Spectral Regression for Manifold Learning 
A limitation of typical linearized manifold learning algorithms, such as LLE, is the requirement to solve a 
large scale eigen-decomposition which makes them impractical for high dimensional data modeling. In the 
Spectral Regression framework (SR) [9] Cai et al. proposed an efficient approach that tackles this problem by 
recasting the learning of the projection function into a regression framework. Formally, given a data set 	)Y  *, the first step of SR is the construction of a weight matrix WX  
-) , )X., where each data 
sample is connected (given a non-zero weight) to another data sample if it is one of its nearest neighbors or 
belongs to the surrounding h ball. In the second step, the diagonal degree matrix   ∑ WXXþ  and the 
Laplacian _   6 W are calculated. The optimal low dimensional projection ] of the high dimensional 
training data points ) is given by the maximization of the following eigen-problem 
 W]  c] (7.8) 
Once the low dimensional representation of the input data is found, new testing data are embedded by 
identifying a linear function so that  
 ) d ]  a)  Ïã", … , ã%xÐa) (7.9) 
where the linear projection function  is a matrix whose columns are the eigenvectors obtained by solving the 
following eigen-problem 
 `_`aã  c``aã (7.10) 
In SR however, the last step, which is the most computationally expensive, is replaced by the solution of a 
regression problem given by 
 
ã  +D max V-ãa) 6 ]. Y  (7.11) 
In SR the optimal solution to Eq. 7.11 is given by the regularized estimator 
 ã  -``a m .x`] (7.12) 
Once the embedding function has been learned, classific tion of new test points is usually performed using 
the k-nearest neighbors (kNN) classifier. In addition to the desirable general properties of the kNN, such as 
the guarantees in the error rate, kNN has been widely adopted by the manifold learning community because of 
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two main reasons. First, it is closely related to the local linear assumption used in the generation of the 
manifold embedding and, second, kNN is an instance-based classifier that does not requir  training and thus 
can be used in unsupervised settings. Furthermore, approximate kNNs have been proposed [10] that can deal 
with large datasets with moderate requirements in terms of classification speed and memory.  
Despite these benefits, kNN presents a number of drawbacks that may compromise the classification 
accuracy. The major limitation stems from the choice of k which is typically selected via cross-validation. 
Nevertheless, even if a globally optimal value for k is found, the lack of an adaptive neighborhood selection 
mechanism may result in a poor representation of the neighborhood structure.  
ℓ1-Graphs  
Many computer vision problems require the construction of a graph in order to represent the data. For 
example, in manifold learning, the first step is the generation of the adjacency graph. For the construction of 
this graph, there are two widely used methods: 
1) w-ball neighborhood, where an edge connects two data points ) and )X only if \) 6 )X\ / w and 
2) &-nearest neighbors, where an edge connects two data points ) and )X only if )X  Í-). where Í-). 
is the set of the &-nearest neighbors of point ).  
The two methods present a number of drawbacks that may compromise their modeling ability. The major 
limitation of the &-nearest neighbors approach stems from the choice of &, which is typically selected via 
cross-validation and remains static. On the other hand, the w -ball neighborhood method cannot guarantee the 
connectivity of the whole graph and often leads to everal separated subgraphs. 
Recently, an alternative approach, termed the ℓ1-graph, was proposed, which employs the concept of sparse 
representations during graph construction. The objectiv  in ℓ1-graph is to connect a node with the nodes 
associated with the data points that offer the sparsest representation. One could select the weights of the edges 
connecting ) to other vertices by solving the following ℓ1 minimization problem 
 +%  arg @1+1,   ã. . 1) 6 +1 / h      
(7.13) 
where   Ï), … )x, 0, ), … )XÐ is the list of all training examples, except the one we are processing. In 
this case, the weights of the graphs correspond to the coefficients of the linear approximation of each data 
point with respect to the rest of the training set.ℓ1-graphs offer significant advantages compared to the typical 
nearest neighbor graphs, the most important of which is that there is no need to specify k, the number of 
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neighbors. The adaptive selection of neighborhood size can more accurately represent the neighborhood 
structure compared to nearest neighbors. In addition, he ℓ1-graph is more robust to noise and outliers, since t 
is based on linear representations that have shown promising results under difficult scenarios such as 
illumination variation. Furthermore, ℓ1-graphs encode more discriminative information, especially in the case 
where class label information is not available. 
In [11], Qiao et al. applied the ℓ1 - graph construction approach in a modified version of the NPE and reported 
higher recognition accuracy compared to state-of-the-art manifold learning algorithms using typical weight 
graphs for face recognition. The approach was laterextended to semi-supervised manifold learning in [12]. A 
similar approach was also presented in [13] where the authors applied the ℓ1-graph in subspace learning and 
semi-supervised learning. In all three works the nearest neighbor classifier was used for the classificat on 
scheme of the test data.  
This Sparse Representations approach (SRs) has been recently applied in various computer vision problems as 
discussed in Chapter 2. The objective in the SRs is given by the ℓ1 optimization shown in Eq. 7.14  
 +  arg @1+1   s. t.   1) 6 +1 / 7 (7.14) 
Although efficient optimizations can be applied forsolving the problem in Eq. 7.14, it is assumed that all 
elements are equally weighted. This approach, called first order sparsity, only deals with the question of how 
to sparsely represent a signal given a dictionary. However, other means of information could also be us d in 
order to increase the performance or adjust it towards more desirable solutions. One such case is the weighted 
LASSO [14]. In the weighted LASSO, each coefficient is weighted differently according to its desired 
contribution. Formally, the optimization of the weighted LASSO is similar to Eq. 7.14 and it is given by 
 +  arg @1+1   s. t.   1) 6 +1 / 7 (7.15) 
where  is a vector of weights.  
In addition to the simple sparsity constraint that only deals with the cardinality of the solution, wepropose the 
application of the weighted LASSO in order to take distances into account. We therefore propose to replac  
Eq. 7.14 with Eq. 7.15 where each weighting coefficient is given by   
ã-), 
. where 
 is the 
dictionary element (training example) associated with the coefficient +. We investigated different choices for 





7.3 Experimental Results 
In the next section we performed a series of experiments in order to validate our claims. The first set explores 
the effects of Random Projections and Manifold Learning. The second set explores supervised manifold 
learning using a label based distance metric learning approach. The third set investigates unsupervised 
manifold learning using the sparse representations framework.   
Results on Random Projections and LPP 
Figure 6.2 presents the recognition accuracy of nearest neighbor classification when LPP was performed in 
random projections space versus the original space. Th  face recognition performance was measured on the 
AT&T dataset, which consists of 40 subjects showing 10 images per subject at varying conditions.  For each 
scenario i.e. specific number of training images per individual, 50 different random splits of the dataset were 
applied and the mean recognition accuracy is reportd. The only preprocessing on the images was the 
normalization of each face vector. 
The results suggest that the recognition accuracy achieved by applying LPP in the original dimensions is not 
compromised after dimensionality reduction via RPs when the dimensionality reduction in RP space is kept 






Result on DML for Supervised Manifold Learning  
In the second set of experiments, we investigated th  recognition accuracy of the proposed system using a 
learned distance in a 500-dimensional random projected space. Table 6.1 shows the results of our proposed 
method compared to standard methods for face recognition. We note that LPP generates the distance matrix 
using same class neighbors only. The first column of the table corresponds to the number of images per 
individual that were used for training while the rest were used for testing. We observe that combining DML 
and LPP significantly increases the recognition accura y.  
Table 6.1: Classification for Supervised Manifold Learning with Learned Distances 
Images/subj.  PCA LDA LPP Proposed 
5 86.3 92.8 93.1 98.2 
4 82.1 89.4 90.4 91.4 
3 76.6 84 86.6 87.7 
2 66.9 71.5 76.1 83.7 
 
Results of L1 graph and Sparse Representations for Unsupervised Manifold Learning 
The goal of this experimental set is to investigate how the SRs framework can be used in conjunction with
manifold learning for unsupervised face recognition. To evaluate the classification accuracy achieved by this 
combination, we performed a series of experiments o three publicly available face recognition datasets: the 
Yale, the AT&T and the Yale-B. The YALE dataset contai s 165 face images of 15 individuals, 11 images 
per individual. These images contain faces in frontal poses with significant variation in terms of appearance 
(expressions, glasses etc). The second one is the AT&T dataset which contains 400 images of 40 individuals. 
The images included in the AT&T dataset exhibit variation in expression, facial details and head pose (20 
degrees variation). The Yale-B dataset contains 21888 images of 38 persons under various pose and 
illumination conditions. We used a subset of 2432 of nearly frontal face images in this experiment.  
In tables 6.2-6.12, columns indicate the method used for the generation of the weight matrix as discused in 
Chapter 2. These techniques are the typical nearest neighbor graph (NN-Graph) using 2 neighbors, the sparse 
representation technique for weight matrix construction (ℓ1-Graph) and the weighted sparse representations 
(w ℓ1-Graph). The rows indicate the method used for classification. These methods are the 1-nearest neighbor 
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(NN), the sparse representation classification (SRC) using Eq. 7.14 and the weighted sparse representations 
using the weighted LASSO (wSRC) using Eq. 7.15.  
Tables 6.2 – 6.5 present the classification results on the Yale dataset. Based on these results a number of 
observations can be made. First, we observe that reg rding the method used for graph construction, the ℓ1-
Graphs and the wℓ1-Graphs achieve significantly higher accuracy compared to the NN-Graph, especially 
when the NN is used as the classifier. The increase in accuracy observed using the NN classification ra ges 
from 13% to 22% depending on the number of training examples available. This indicates that using either e 
ℓ
1-Graph or the wℓ1-Graph can provide significant benefits, especially when computational constraints 
prohibit the application of the SRC or the wSRC classifiers during testing. Regarding classification, we
observe that the SRC and the wSRC achieve much higher recognition accuracy compared to the NN classifier, 
particularly when the NN-Graph is used for the weight matrix generation. As for the weighting extensio of 
the sparse representations, we observe that the results are similar to the ones obtained without the weighting 
scheme.  
Table 6.2: Classification results on Yale with 2 training examples/class 
YALE - 2 NN-Graph ℓ1-Graph w ℓ1-Graph 
NN 39.39 44.90 44.80 
SRC 47.68 47.46 47.43 
wSRC 47.14 47.00 46.97 
 
Table 6.3: Classification results on Yale with 3 training examples/class 
YALE – 3 NN-Graph ℓ1-Graph w ℓ1-Graph 
NN 42.83 50.45 50.53 
SRC 53.15 52.80 52.68 
wSRC 52.65 52.83 52.56 
 
Table 6.4: Classification results on Yale with 4 training examples/class 
YALE – 4 NN-Graph ℓ1-Graph w ℓ1-Graph 
NN 44.78 54.53 54.64 
SRC 57.13 57.90 57.67 




Table 6.5: Classification results on Yale with 5 training examples/class 
YALE – 5 NN-Graph ℓ1-Graph w ℓ1-Graph 
NN 46.13 56.68 56.60 
SRC 60.73 60.86 60.71 
wSRC 60.68 60.86 60.88 
 
The results for the AT&T dataset are presented in Tables 6.6 – 6.9 for the cases of 2, 4, 6 and 8 training 
examples per individual. We observe that similarly to the Yale dataset, using either the ℓ1-Graph or the wℓ1-
Graph can provide significant increase in accuracy, especially for the case of the NN classifier. We further 
notice that the wℓ1-Graph performs better than the ℓ1-Graph, although the increase in accuracy is minimal.  
Table 6.6: Classification results on AT&T with 2 training examples/class 
AT&T – 2 NN-Graph ℓ1-Graph w ℓ1-Graph 
NN 57.90 69.93 68.45 
SRC 77.14 76.12 76.34 
wSRC 75.00 74.76 74.76 
 
Table 6.7: Classification results on AT&T with 4 training examples/class 
AT&T – 4 NN-Graph ℓ1-Graph w ℓ1-Graph 
NN 74.06 82.20 82.77 
SRC 89.54 89.31 89.55 
wSRC 89.10 89.00 89.06 
 
Table 6.8: Classification results on AT&T with 6 training examples/class 
AT&T – 6 NN-Graph ℓ1-Graph w ℓ1-Graph 
NN 84.84 89.34 89.40 
SRC 92.43 93.25 93.40 





Table 6.9: Classification results on AT&T with 8 training examples/class 
AT&T – 8 NN-Graph ℓ1-Graph w ℓ1-Graph 
NN 91.43 93.62 93.81 
SRC 95.31 95.93 95.87 
wSRC 95.41 95.93 96.00 
 
The classification results for the YaleB dataset ar shown in Tables 6.10 – 6.12 for 10, 20 and 30 training 
examples per individual. We note that the YaleB dataset is more demanding due to its larger size. Regarding 
the performance, we again observe the superiority of he ℓ1-Graph and the wℓ1-Graph for the weight matrix 
construction and the SRC and wSRC for the classification. However, we notice that there is a significant 
increase in terms of accuracy when the weighted sparse representation is used. We can justify this increase in 
accuracy by the fact that the larger number of training examples offers better sampling of the underlying 
manifold in which case the use of distances provide more reliable embedding and classification.  
Table 6.10: Classification results on YALE-B with 10 training examples/class 
YALEB – 10 NN-Graph ℓ1-Graph w ℓ1-Graph 
NN 74.92 84.90 84.95 
SRC 82.10 85.84 86.18 
wSRC 82.39 86.23 86.33 
 
Table 6.11: Classification results on YALE-B with 20 training examples/class 
YALEB - 20 NN-Graph ℓ1-Graph w ℓ1-Graph 
NN 84.76 87.60 87.96 
SRC 87.06 89.17 90.10 
wSRC 87.90 90.62 91.05 
 
Table 6.12: Classification results on YALE-B with 30 training examples/class 
YALEB - 30 NN-Graph ℓ1-Graph w ℓ1-Graph 
NN 87.83 89.56 90.03 
SRC 89.01 90.26 90.50 




In this chapter we discussed two extensions for manifold learning, tackling both the supervised and the
unsupervised setup. Supervised manifold learning algorithms exploit the class label information during 
training to increase the accuracy. However, once training is performed, the mapping and the classificat on are 
usually applied as in unsupervised methods. For the sup rvised manifold learning case, we proposed a novel 
approach that combines higher recognition accuracy with lower computational cost. The reduction in 
computational cost is the result of applying Random Projections on the images before the learning process. 
The higher accuracy stems from a novel approach for the graph construction where distances where learned 
beforehand such that examples from the same class are moved closer and examples from different classes ar  
moved far apart. The benefit of the proposed approach is that class label information is utilized in both the 
manifold learning and the subsequent classification. Experimental results suggest that random projectins 
transformation does not affect the classification performance and that the combination of distance metric 
learning and manifold learning can increase the recognition accuracy of a classifier while reducing the 
processing time.  
 For the unsupervised manifold learning, we investigated the use of manifold learning for face recognitio  
when the sparse representations framework was utilized in two key steps of manifold learning: weight matrix 
construction and classification. Regarding the weight matrix construction, we examined the benefits of the 
sparse representation framework instead of the traditional nearest neighbor approach. With respect to 
classification, we compared the recognition accuracy of a typical classification scheme, the k-nearest 
neighbors, and the accuracy achieved by the sparse repr sentation classifier. In addition, we investigated the 
effects of introducing a distance based weighting term in the sparse representation optimization and examined 
its effects on the weight matrix construction and the classification. 
Based on the experimental results, we can make the following suggestion regarding the design of an 
unsupervised manifold based face recognition system. When sufficient computational resources are availble 
during the training stage, using the sparse representation framework will al ays lead to significantly better 
results, especially when resource limitations during the testing phase prohibit the application of the more 
computationally demanding sparse representation framework for classification. On the other hand, when the 
available processing power during testing is adequate, then the sparse representation classific tion 




8 Exploring High-level Representations 
The proliferation of camera-equipped mobile phones ha generated a new set of opportunities as well as 
challenges for the computer vision community. One of these challenges is object recognition and image 
classification in large scale scenarios. For example, imagine the scenario where a user captures an imge with 
a camera-equipped smartphone and would like to learn more about the depicted object. A traditional object 
recognition system would either transmit the image to a server or perform some type of feature extraction and 
transmit the extracted features. The server would then have to perform a series of tests based on class specific 
classifiers, in order to identify the class of the depicted object and report back useful information.  
There are two important issues regarding the feasibility of such a scheme in large scale scenarios. The first 
one is the underlying design assumption that a number of labeled examples are available during the training of 
the classifier which has to learn to predict the appro riate image class when new test examples from the same 
distribution are presented. Although modern image classification schemes are becoming ever better in this 
task, the traditional paradigm of collecting training examples may become too restrictive when real life 
classification problems are considered. In other words, collecting a number of training examples, even a small 
one, may not be feasible due to the sheer volume of the possible image classes. In addition, training classifiers 
(usually binary) may also be impractical, while thereal-time application of these classifiers in a server for a 
large number of users will significantly degrade thperformance in terms of response time.  
The second issue that may lead to failure of this particular system design is more closely related to the 
specific case of mobile systems. Mobile systems are limited in processing capabilities, power availability and 
bandwidth. Transmitting raw images will quickly drain the available battery power. In addition, the 
transmitted information load will create congestion on the network and on the server which will directly affect 
user satisfaction.    
8.1 The attributes paradigm 
In response to these challenges, the recently proposed paradigm of attribute based image classification 
attempts to learn attributes in place of traditional image classes. In the camera phone example shown in 
Figure 1, the system could identify the attributes “Has Wheel” and “Has Seats” in order to detect specific 
classes like “car” and recognition of specific car models. The attribute vector generation process takes place 
on the mobile device, while the final classification is performed on the server and takes into account both the 




Figure 1: Attribute based image classification on a mobile system 
 
Having attributes as an intermediate layer between image classes and image examples can provide a number 
of benefits. The most important gain stemming from the use of attributes is that classifiers can be trained and 
applied using text only information without any training images. This means that large knowledge databases 
can be used for the extraction of the necessary information instead of using metadata such as tags to 
automatically identify training examples. In addition, textual information is easier to store, process and 
transmit. The text can be used to guide an image retri val system to reduced search time for a specific query 
in large image databases, since attributes have lowr dimensionality and are easier to handle compared to raw 
images.  
In the training without visual examples paradigm, we propose the investigation of two aspects regarding the 
use of attributes for image classification: attribute prediction and attribute-to-class mapping. Attribute 
prediction is the process where an image is presentd to the system and the most prominent attributes of this 
image are identified. In previous works, attribute specific SVM classifiers were applied to identify the 
presence or absence of a particular attribute. In this work we depart from this approach and investigate two 
alternative techniques for attribute prediction. First, we propose the investigation of a novel approach in 
image classification termed Sparse Representations Cla sification method (SRC) for attribute predictions 
which, in contrast to SVM, can be applied without any prior training, making it ideal for scenarios where 
training data is scarce and processing power is limited. In addition, we investigate how SRC can be applied in 
order to estimate a probabilistic value for each attribute instead of the binary present/absent.  
The second stage of the attribute based classification paradigm seeks to identify a particular class given a 
number of identified attributes. In one approach the class of a test sample is identified by examining the 
attributes-to-class relationship and selecting the class whose attributes are the most similar to the predicted 
ones. In another approach, the authors apply a naive Bayes classification scheme, which assumes that the 
presence or absence of a particular attribute is independent of the rest of the attributes. These methods fail to 
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consider the correlations between different attribues. We propose the integration of attribute correlation 
during attribute-to-class mapping in order to achieve higher classification accuracy. 
8.2 Previous Work 
Attribute based image classification is a novel paradigm in image classification where attributes are us d in 
order to leverage the lack of training examples. There are two key scenarios where attributes have been us d 
thus far. In the first scenario, attributes are used in order to enhance the prediction accuracy of typical 
classifiers when only a small number of training examples are available or the classification task is a 
challenging one. Examples of such cases include face verification [1], color and texture recognition [2], object 
detection [3] and people searching [4]. 
Another scenario more closely related to our work is attribute based classification where the system has to be 
trained without any training examples or when examples from a limited number of classes are available.  In 
[5], Lampert et al. proposed the use of attributes for object recognition by examining the use of attributes as a 
midlevel layer that was used for class prediction without any training examples. In similar spirit, Farh di et al. 
[6] proposed an object category recognition scheme wh re attribute classifiers were trained using select d 
features (one classifier per attribute) and the object’s category was identified by applying the indivi ual 
attribute classifiers on the images. The selection of features employed a ℓ-regularized logistic regression for 
the identification of class independent attribute pr diction and a series of random comparisons between class 
attributes and the subsequent application of linear SVMs for the final selection of the discriminative 
attributes. Once the relevant attributes were identfi d, classification was performed by selecting the class 
whose attributes are closest to the predicted ones.  
An open issue regarding the attribute based classifier is the method by which the attributes are identifi d. 
Ideally, one would like to make this approach as unupervised as possible. Knowledge transfer via automatic 
attribute identification learning was investigated in [7] where the authors used linguistic knowledge atabases 
in order to discover the semantic link between know and unknown object classes. A similar idea was 
investigated in [8], where natural language processing was combined with attribute prediction in order to 
identify a generative model for image class recognitio .  
While most previous approaches utilize SVM for attribute prediction, in this work we employ the Sparse 
Representation Classifier (SRC). SRC was recently applied for multi-label image decomposition in [9]. The 
method applies the SRC framework in order to predict the labels associated with a test image by sparsely 
representing the label set of the test image on the lab l set of training examples, which is treated as the 
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dictionary. The experimental results reported in the paper indicate the power of the SRC method for multi-
label classification. Our work differs from [9] in that we apply the SRC method for attribute prediction and 
investigate its benefits for cross-category generalization, while [9] applies the method for traditional image 
based class prediction.  
8.3 Sparse Representations and Dictionary Design 
In this chapter, we apply the SRs framework to sparsely represent a test image ] on a dictionary  of training 
images. Intuitively, although images are represented in high dimensional spaces, they often exhibit structure 
that allows reliable representation using low dimensio al structures, such as subspaces and manifolds [10]. 
The SRs framework capitalizes on this insight by assuming that only a small number of training images will 
contain the various semantic components that make up the test image. The SRs framework has already been
applied to various computer vision problems, including face recognition [11] and image classification [12], 
exhibiting higher performance compared to traditional classification approaches. 
Formally, given a signal, such as a vectorized image )  *, the signal ) is called &-sparse with respect to a 
dictionary   * if )  ã where &  1ã1" and 1·1" is the zero pseudo-norm, counting the number of 
non-zero elements. The objective in sparse representatio s is to recover the sparse signal ) by solving then the 
following problem, called basis pursuit denoising (BPDN)  
 @1ã1 subject to 1] 6 Qã1 / h (8.1) 
An important question regarding the application of the SRC framework for image classification is the 
technique that is employed for the dictionary construction. In general, there are two approaches in designing 
the dictionary. The first one is to try to represent a new test image as a sparse linear combination of the full 
collection of training images which is treated as the dictionary. This approach has been successfully applied in 
various computer vision tasks such as face recogniti n [11].  
The second approach tries to identify a small number of elements that are adequate for representing the 
training examples. In the majority of recognition systems, a generative visual vocabulary is constructed by 
applying the k-means clustering algorithms on the low level features e.g. [3]. However, issues like the lack of 
supervision and the explicit definition of the number of neighbors can hinder the recognition accuracy. More 
recent methods like the K-SVD [13] and supervised dictionary learning [14] are more focused towards the 




In this work, we used the entire collection of training examples as a dictionary based on two assumptions. The 
first assumption is that, given the possible disassociation between training and testing sets, selecting a small 
number of elements for the dictionary, via a generative dictionary construction method, may provide good 
results for the training set but poor results for the esting set. In addition, if a discriminative approach is 
followed, then the SRC has to be applied for the prediction of every individual attribute independently which 
will severely affect the processing time for each testing example.  
The second assumption is more closely related to the setup we are considering. If all the available training 
examples are used as dictionary elements, then we remove the requirement for training. The elimination of a 
training stage may be of significance in scenarios where incremental learning of the attributes is required or 
fast application of the attribute prediction step.  
8.4 Attribute Prediction 
The objective of attribute prediction is to assign a value to each attribute by analyzing the query image. In this 
chapter, we explore two approaches for attribute prediction. First, we describe a process of identifying the 
presence or absence of a particular attribute based on the sparse representation of an image to an appropriately 
constructed dictionary. Next, we extent this approach by introducing a probabilistic attribute prediction, 
where each attribute is present in the query image with some degree of certainty.  
Binary Attribute Prediction 
In this work, each new test image is sparsely represented in a dictionary by solving Equation (1). Once the 
sparse representation of the test image is identifid we can use the identified dictionary elements for attribute 
prediction. Two approaches were investigated regarding the attribute prediction. In the first approach, t e 
presence or absence of an attribute is determined by measuring the reconstruction error obtained by dictionary 
elements that have this attribute, indicated by , versus error obtained by elements that do not have this 
attribute, indicated by x. Formally, the value of a particular attribute is set to: 
 +  1 if 1] 6 Q
ã1 j 1] 6 Qxã1  
0 otherwise  
(8.2) 
The advantage of this approach is that it is very easy to evaluate, since for each attribute only the ℓ  rror 
needs to be calculated. This approach is similar in sp rit with [11], where person identity was established by 
measuring the reconstruction error with respect to examples from every individual. We term this approach s 
SRC with positive-negative split to differentiate it from the other classification approaches.  
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In addition to the previous approach, we also investigated an alternative approach that combined the SRC and 
the Nearest Neighbor Classifier (NN). In this scenario, the SRC is first applied to identify the dictionary 
elements that correspond to the sparsest approximation of the input signal. Once these elements are identified, 
each attribute of the test image is considered as present or absent based on the majority vote of the dictionary 
elements. Formally, given the set of dictionary elements  found by the SRC, the ℓ nearest neighbor 
(ℓ 6NN) sets the attribute + according to the attributes of the active dictionary elements + as: 
 +  1 if 
´-+.  1  0 otherwise  
(8.3) 
Probabilistic Attribute Prediction 
The previous approach was tailored towards predicting he presence or absence of a particular attribute. 
However, attributes such as “occluded”, “wood” or “text” may be present in some portion of the image but 
their presence may be independent of the specific object. To address this issue, we discuss in this section a 
probabilistic assignment of attributes. In this scenario, we estimate the probability that an attribute is present 
and use this probability to predict the class of the depicted object.  
Formally, similar to the previous section, given a sparse representation of an image, we seek to exploit the 
small number of participating training examples (dictionary elements) to infer the corresponding attribute 
representation of the image. We evaluated two approaches towards that goal. In the first approach, we 
predicted the attributes of a test image by utilizing the reconstruction coefficients ã obtained by Eq. 8.3 as a 
weighting scheme for the attributes in the training set. Formally, the predicted attributes HÊ of the test image ]
where given by 
 HÊ  ãH¡ (8.4) 
where H¡ is the attribute matrix of the training set, i.e. a matrix whose columns correspond to training 
examples and rows correspond to the attribute repres ntation. This approach, termed SRC in the experimental 
section, offers significantly higher scalability capabilities since the attribute prediction amounts to a simple 
matrix multiplication.  
The second approach utilized the SRs for attribute prediction. Based on the assumption that only a small 
number of attributes are active for each image (around 10% in our dataset), we predict the attributes of a test 
image by solving the following optimization 
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 min1Ä1 subject to \HÊ 6 Ä-ãH¡.\ / C (8.5) 
   
where -ãH¡. correspond to the attribute matrix, weighted by the solution of Eq. 8.4. In other words, we 
utilized the sparse solution in terms of image features to estimate the participating attributes in terms of the 
training attribute matrix. This approach is termed dual SRC (D-SRC), in the experimental section.  
8.5 Attribute-to-class mapping 
The objective of the attribute prediction step is to represent an image as a set of textual attributes. Once the 
attributes are identified, the attribute-to-class mapping process is responsible to predicting the objct’s class, 
given the predicted attributes. In this chapter we inv stigate two approaches for class prediction. When binary 
attributes are predicted, we propose the application of distance metric learning in a nearest neighbor 
classification scheme, for class recognition. On the other hand, when probabilistic attributes are predict d, we 
propose to employ histogram based metric for training a classification.  
Distance Metric Learning for Attribute-to-Class mapping 
Given a binary attribute vector indicating the presence or absence of specific attributes in a test image, 
classification is performed by selecting the class whose attribute vectors are closest to the one of the test 
images. In this scenario we assume that for each class, a number of active attributes are identified that are 
typical for this class, but, in contrast to traditional image based systems, the images used for the attribute 
identification are not available to the classifier.  
The link between attribute vectors and class, i.e. how to infer the appropriate class given the attribu e vector, 
is critical. This link is generally related to the use of a lexicon. By lexicon we mean a list of textual description 
for each class. Ideally, each class would correspond t  a specific set of attributes, e.g. the dog class is 
described by “tail”, “head”, “furry” etc. However, unless such a lexicon is explicitly defined, we cannot 
expect to have such a clear and unambiguous description of the classes. A more realistic scenario is one
where, for each class, a list of different attribute vectors is provided by an unsupervised information retrieval 
system. In this scenario, some of the retrieved descriptions may also contain “face” and “arm” because of 
images where the dog is portrayed next to his owner or “door” and “furniture” because the images may show 
dogs in indoor settings. The goal of the attribute-to-class mapping is to infer the correct class given a number 
of possible attribute combinations.  
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An important question regarding the attribute-to-class mapping is the type of similarity metric i.e. how to 
measure the distance between two attribute vectors. Typically, the distance between two vectors is measured 
using off-the-shelf distances like the Euclidean or the Hamming distance. However, recent approaches have
shown that using a distance metric learned from the available data can significantly improve the classification 
results. In supervised Distance Metric Learning (DML), the objective is to learn a new distance metric that 
will satisfy the pairwise constraints imposed by class label information. Formally, the distance betwen two 
data points ) and ]  * is given by the following: 
 
§-), ].  1) 6 ]1§  -) 6 ].aG-) 6 ]. (8.6) 
where G  ** is a Mahalanobis-like distance. The matrix G is required to be positive semidefinite, since 
this property guarantees that the new distance will satisfy the requirements for a metric i.e. non-negativity, 
symmetry, and triangle inequality.    
In this paper, we utilize a recently proposed method for local DML called Information Theoretic Metric 
Learning (ITML) [15]. The goal of the ITML is to minimize the “closeness” between the Mahalanobis 
distance matrix G and a given Mahalanobis distance matrix G" while keeping the intraclass distance smaller 
than the interclass distance. To measure the “closeness” between the two distance matrices, G and G", the 
ITML assumes that each distance matrix corresponds to the typical Mahalanobis distance of two unknown 
multivariate Gaussian distributions given by -); G".  ¬ exp-6

 
§-), ®..,  where ® is the mean and ¯ is a 
normalization constant. Then, the Kullback–Leibler (KL) divergence is employed as a robust metric of the 
correspondence between the two Gaussian distributions. We apply the DML framework to learn a distance 
that will bring attribute vectors from similar classes closer than attribute vectors from different classes. 
Formally, given two attribute vectors ) and ] we solve the following minimization problem:  
 min§ 8_--); G". ^ -); G.. (8.7) 
subject to the constrains 
 
§-), ]. / ±  if ñ±+ãã-).  ñ±+ãã-].

§-), ]. j µ  if ñ±+ãã-). ¶ ñ±+ãã-]. 
(8.8) 
   
The Information Theoretic Metric Learning (ITML) isa recently proposed approach that offers significant 
benefits including fast training, since it does not require the expensive eigen-decomposition and fast 
application to new examples. Once the attribute vector is identified by the classifier, the mapping of the 
attribute vector to a class is performed by measuring the distance between the newly identified attribu e vector 
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and the training attribute vectors. In this stage there are various approaches on the choice of distance. I  this 
work, we assign the class by comparing the mean distance between the test attribute vector and examples 
from a single class and selecting the class with the minimum average distance. Formally, the class of a new 
attribute vector ) is given by  
 ñ±+ãã-).  +D@¢	´+@Ê¢¢  
ô), ]X (8.9) 
where   	ñ, … , ñ is the collection of classes and ]X is the jth example from the ith class of the training 
set. 
Histogram based Attribute-to-Class mapping 
In the previous section the attributes where assumed to be described by a binary vector indicating the 
presence/absence of specific attributes. In this chapter, we extent the binary valued attribute vector to a 
probabilistic attribute vector, each image is represented by an attribute histogram where each bin corresponds 
to the probability of occurrence of a specific attribute. In order to support the probabilistic interpr tation of 
the histogram, both the attributes of the training images, as well as the predicted attributes of the test images 
were normalized to unit sum.  
Once the attribute histogram is estimated for a test image, a purely textual description is available and 
predicting the class can be accomplished using learned elationships between attribute histograms and object 
classes. We examined two approaches for attribute-to-class mapping, namely the Nearest Neighbors and the 
Support Vector Machines.  
For the kNN, each class was represented by a mean attribute histogram to reduce the effect of “noisy” 
attributes that could hinder the classification process. Since the attributes were represented using a histogram, 
we explored two successful histogram oriented distance metrics to measure the distance between two 
histograms Ó and ÓX, the 	  distance given by 
 
	 Ó , ÓX  12 V





and the histogram intersection distance given by  





In addition to the kNN, we also explored the application of Support Vector Machines, which has proven to be 
one of the most powerful binary classification techniques. To further exploit the probabilistic nature of the 
predicted attributes, we exploit the Histogram Intersection Kernel (HIK-SVM) for classification [16]. In the 
HIK-SVM, the histogram intersection, defined in Eq. 8.11 is used as a kernel, and one-versus-all SVM 
classifiers are trained.  
8.6 Experimental Results 
Dataset 
To validate the proposed extensions to the attribute ased classification, we use the recently developed dataset 
by Farhadi et al. [6], where a large collection of images were annotated from a list of 64 attributes by Amazon 
Turk annotators. These attributes include the presence of particular image parts such as “head”, “ear”, “wing”, 
“windows” etc, overall shape such as “2D boxy”, “round”, “vertical cylinder” etc, and material attributes such 
as “feathers”, “plastic”, “metal” etc. The dataset consists of two parts. The first part, called a-Pascal, used the 
images from the PASCAL VOC 2008 dataset. This dataset consists of images from twenty classes and each 
class is represented by 150 to 1000 images per class. For this dataset 6340 were used for training and 6355 for 
testing. A second dataset called a-Yahoo was utilized to test the system’s ability to generalize the attribute 
prediction for the classification of images from unseen classes. The a-Yahoo dataset consists of 2644 images 
from 12 classes that are different from the classes of the a-Pascal.   
For each image, the bounding box of each object was first determined and the attributes corresponding to the 
object within the bounding box were identified. The same process as in [6] was employed to represent 
images. More specifically, for each image a number of base features were extracted corresponding to color, 
texture, visual parts and edges. Texture descriptors were extracted for each pixel and k-means was applied to 
quantize the descriptors to 256 clusters. Histogram of Oriented Gradients spatial pyramid descriptors, 
quantized to 1000 k-means clusters, were used for visual words generation nd the Canny edge detector, 
quantized to 8 unsigned bins, was employed for edge descriptions. Color information was represented by 
quantized color descriptors. These descriptors were applied in a grid of three vertical and two horizontal 
blocks to generate the overall 9751-dimensional featur  representation of each image.  
To decrease the memory and time required for training and testing, the Random Projections method was 
applied. This reduced the dimensionality of the 9751-dimensional vector to 1000-dimensional vector. The RP 
matrix was generated by drawing i.i.d sample for a Rademacher distribution. This type of dimensionality 
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reduction is natural for the SRC and has minimal effects on the performance of linear SVM as was shown in 
Chapter 4.  
Binary Attribute Prediction 
The first set of experiments involves the prediction of the binary attributes for a specific image. For this 
experimental setup, we measured the performance in attr bute prediction when training and testing examples 
are drawn from the same set (within-category) and attribute prediction when training and testing sets are
disjoint (cross-category). For the within-category attribute prediction, the a-Pascal dataset was usedfor both 
training and testing, while for the cross-category p ediction the a-Pascal was used for training and the a-
Yahoo for testing. We tested three approaches in binary attribute prediction. The first one is linear SVM, 
similar to [1], where a separate SVM classifier was tr ined on each attribute. The second one is the SRC with 
positive-negative split, while the third one is the ℓNN. The OMP algorithm was used for the SRC and is part 
of the SparseLab.  
Table 1 presents the classification error for within-category recognition and cross-category recognition using 
three metrics, the Hamming Loss, the F1 score and the Mean Accuracy. The Hamming Loss corresponds to 
the percent of misclassified attributes given by the Hamming distance between the predicted binary attibute 
vectors and the true binary attribute vectors. Lower Hamming Loss indicates better results. The F1 score 
corresponds to the harmonic mean of the precision and the recall. Higher F1 score corresponds to better 
results. The Mean Accuracy corresponds to the percent of correctly identified attributes. We observe that in 
both scenarios, the SRC achieves the best results in all three error metrics. The largest increase in prediction 
accuracy is observed in the cross-category scenario, which is the main focus of the attribute based image 
classification. We note again that the SRC was not trained on a particular set of attributes in neither scenario. 
We also investigated the role of each individual attribute with respect to the prediction accuracy. The results 
are shown in Figure 2 for the within category prediction and in Figure 3 for the cross-category prediction (the 
y-axis corresponds to the mean prediction accuracy and is omitted for exposition purposes).  
 
Table 1: Within category attribute prediction 
Method SVM ℓ-NN SRC 
Within-category  Hamming 0.117138 0.111046 0.104265 
F1 score 0.035928 0.024183 0.169455 
Accuracy 88.89 88.29 89.57 
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Table 2: Cross category attribute prediction 
Method SVM ℓ-NN SRC 
Cross-category 
 
Hamming 12.68 10.65 9.79 
F1 score 0.023934 0.021711 0.101427 
Accuracy 87.32 89.35 90.21 
 
 
Figure 6: Individual attribute prediction on the a-P scal dataset 
 
Figure 7: Individual attribute prediction on the a-Y hoo dataset 
We can make two observations regarding the contribution of each attribute. First, some attributes are more 
important than others. For example the attribute “occluded” is very difficult to predict compared to attributes 
like “wing” and “sail”. This is expected, since, intuitively, the ability to identify a specific attribute is related 
to its ubiquitousness. Better defined attributes are easier to identify compared to more fuzzy ones.  
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The second observation is that at ributes exhibit similar behavior in both the within-category prediction and 
the cross-category prediction. In other words, attributes that are easy to predict when the classes are known, 
are also easy to predict even if the classes are not known. For example, attributes such as “leaf”, “flower” and 
“screen” achieve high prediction accuracy in both within and cross category prediction, in contrast to 
attributes such as “occluded” and “cloth” which aredifficult to predict in both cases. This observation further 
supports the argument that attributes can be reliably used for transfer learning.  
While in this section we tried to predict the presence or absence of a particular attribute (binary assignment), 
in the next section we advocate that a probabilistic interpretation, where we estimate the probability of 
presence, is better suited. The motivation behind the probabilistic interpretation of attribute presenc  is 
founded on two observations that are discussed next.  
Probabilistic Attribute Prediction 
First reason why probabilistic is a more flexible framework compared to the binary assignment is that a 
particular class in the training set may indicate th presence of different attributes for images of the same 
class. For example, we expect that images from the class “airplane” will include attributes like “has wings”, 
“has jet engine” and “is metal”. However, some of the images can also be characterized by attributes like “has 
wheels”, “has doors” and “has windows”. Although the latter attributes may correctly characterize a particular 
image, they may not be representative of the attributes that characterize an airplane. By assuming that all 
attributes are equally characteristic, as in the case of binary assignment, the relative frequencies of 
occupancies are lost. Secondly, by representing the predicted attributes via an occurrence frequency histogram 
(based on our probabilistic framework), we can utilize powerful classification mechanisms, such as the 
Histogram Intersection Kernel for indentifying the appropriate class. 
To justify the probabilistic framework, we first examined how well the system can predict the correct class 
given a perfectly predicted attribute histogram; this provides an upper bound on class recognition accur y. 
The results are presented in Table 1 and correspond to two cases. In the first case (50%), half of the attribute 
histograms for each class where used for training, while in the second case (100%), all the attributes 
histograms were used for training. The reasoning behind this setup is twofold. First, attribute representations 
i.e. textual descriptions, are more abundant since they are easier to obtain by performing web searches. 
Second, there is a significant variation in the number of available attribute representations between different 
classes, which means that for some classes only a few examples are offered. We tested three methods for class 
recognition: kNN using the 	  distance, kNN using the Histogram Intersection distance, and SVM using the 
Histogram Intersection Kernel (HIK) and present the results in Table 1.  
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Table 3: Mean class recognition accuracy assuming perfect attribute prediction 
# Train 	  -kNN I-kNN HIK-SVM 
50% 73.60 68.76 66.53 
100% 73.64 68.23 69.67 
 
The results in Table 3 can lead to the following observations. They demonstrate that even in the case of error-
free attribute prediction, the class recognition rate is around 70%, which implies that the current set of 
attributes is not discriminative enough to allow perfect class prediction. Furthermore, the prediction accuracy 
is relatively independent of the number of training examples. Especially for the case of kNN, the use of a
mean class attribute histogram alleviates the effects of the training set size. The SVM, benefits from a 
moderate 3% increase using more training examples, due to the explicit training step. Finally, we observe that 
the kNN using the 	  distance offers the best recognition accuracy, even though it does not require an explicit 
training stage.  
Text-based object recognition 
Given the predicted attributes of a query image, we utilize these attribute to identify the object’s class via the 
attribute-to-class mapping. The main issue in the mapping is the size of the lexicon, i.e. given a number of 
classes, how many examples are needed to identify the significant attributes of each class and infer the 
appropriate class corresponding to each attribute vector. To evaluate the performance of the system in this 
challenging task, the a-Pascal training set was used to train attribute based SVM classifiers. When a ew 
image from the a-Yahoo dataset was presented to the SVM, the L1NN and the SRC were applied in order to 
identify the attribute vector. The identified attribute vector was then mapped to a class based on examples 
from the a-Yahoo dataset. The mean classification accur cy is presented in Table 4.   
Table 4: Mean classification accuracy for combinations of 
Binary Attribute prediction and Attributes-to-Class mapping 
 Euclidean Learned 
L1NN 8.67 13.15 
SVM 10.66 13.15 




Regarding the classification algorithm, we see thate SRC outperforms both the L1NN and the SVM, using 
either the Euclidean or the learned distance. This result is especially important, since no training stage was 
applied for the SRC classification. As for the distance metric used for the attribute-to-class mapping, we 
observe that using a learned distance can provide significant benefits in terms of recognition accuracy.  
Using the 50% training scenario, we evaluated the performance of the overall system using different 
combinations of attribute prediction and attributes-to-class mapping and present the results in Table 2. For 
attribute prediction we tested the SRC based on Eq. 8.3, the SRC based on Eq. 8.4 and linear SVM, while 
attribute-to-class mapping was performed using the methods in Table 1. Regarding the attribute prediction 
algorithm, we observe that the SVM using a linear kernel offers higher prediction accuracy compared to SRC 
for all three methods of attribute-to-class mapping. However, this is not the case to D-SRC which achieves 
higher accuracy for both kNN approaches i.e. 	  and Histogram Intersection distance, and the best overall 
performance. In addition, there is a significant difference is terms of speed between the two SRCs and the 
SVM. Applying the linear SVM on a single image requires about 50 sec. using the optimized Libsvm library, 
whereas using the Matlab based SparseLab requires about 2.9 sec. per image for the SRC and 3 sec for the D-
SRC, which amounts to more than x15 speedup.  
Table 5: Mean classification accuracy for combinations of 
Probabilistic Attribute prediction and Attributes-to-Class mapping 
Attributes\Class 	  - kNN I-kNN HIK-SVM 
Linear SVM 18.15 18.61 15.20 
SRC 12.56 13.24 13.16 
D-SRC 12.86 19.52 16.72 
8.7 Discussion 
Attribute based image classification is a recently proposed paradigm in object recognition that could s pport 
the challenging task of object recognition in resource constrained environments such as mobile devices. 
Under this paradigm, objects are described by vectors that indicate the presence of particular attribues. The 
pipeline of the attribute based classification consists of two parts. First, given a new image, the corresponding 
attributes are identified. In this paper, we propose the application of the Sparse Representation Classification 
framework in place of the traditional attribute specific SVM. This new framework achieves higher accuracy 
without any prior training. Once the attributes areid ntified, the mapping to a class is based solely on textual 
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information without the need for visual examples. We propose the use of Distance Metric Learning to identify 
the importance of each attribute with respect to each class.  
Considering the overall classification accuracy of our system, we maintain that the proposed system achieves 
better performance compared to previous approaches. Nevertheless, the recognition rates are lower compared 
to the rates achieved by classification schemes trained with many visual examples from each class. One
reason for the lower accuracy is the limited number and overlapping attributes used for class prediction. The 
assumption that the presence or absence of a particul  attribute is independent of the rest of the attributes 
could be a factor that limits the recognition capacity of the system. Compared to image based classification, 
attribute based classification scheme can perform object recognition from purely textual information without 
any visual examples. Semantic grouping of attributes and structured recognition may be considered to 
increase recognition rates. 
In this work we presented a technique for attribute based object category recognition from purely textual 
information. We accomplish this task by employing the Sparse Representations framework in a new setting 
that offers higher scalability and increased recognition accuracy compared to traditional approaches such as 
SVM. This approach was supported by a flexible probabilistic interpretation of the attribute based 
characterization of an image, via an attribute histogram, in place of the typical binary assignment example. 
Our experimental results show that using the Sparse Representations framework for attribute prediction, 
coupled with the nearest neighbors approach for attribu e-to-class mapping achieves the best performance d 





Extracting useful information from images is a task sociated with many challenges. These challenges can be 
broadly classified in two classes. On the one hand, the size of images makes scaling the processing to large 
collections very difficult. This situation can become even worse, when one considers the resource limitations 
of ubiquitous mobile devices or the huge loads of pr cessing requirements imposed on large-scale systems. 
On the other hand, not all pixels carry the same amount of information. This hypothesis is founded on the
notion that natural images are characterized by a high degree of repetition, suggesting that the true 
information is much less that what appears to be from the size of the data. Identifying the valuable 
components of image data is of fundamental importance, especially when applications such as computer 
vision require the extraction of high level information.  
Given these challenges, identifying the useful information within an image becomes critical. In this thesis, we 
developed a number of methods and approaches for extracting information from images, following the 
premises of two recently proposed image formation frameworks, the low dimensional representation 
framework and the sparse representation framework.  
According to the low-dimensional representation framework, although images are naturally represented in 
very high dimensional spaces, e.g. a Euclidean space with dimensionality is to the number of pixels, only a 
small number of dimensions contain useful information. Based on this assumption, the goal in dimensionality 
reduction is to reduce the dimensionality of the space where images are represented in order to obtain a more 
compact, more descriptive and less noisy version of the image data.  
In addition to the assumption about the low-dimensio al nature of image data, we also investigated the 
recently proposed framework of sparse representatios f r image modeling. In this paradigm, an image patch 
can be represented in an appropriately designed dictionary of examples, using only a small number of 
examples. We considered sparsity as a regularization term in modeling information ranging from low-level 
pixel values to high level semantic descriptions.  
Based on these two frameworks, we investigated and proposed methods for tackling a diverse range of image 
processing and computer vision problems. In Chapter 4 we proposed a method for increasing the resolution of 
a single image without relying on any external datase . This goal was achieved by employing the sparse 
representations framework in order to collect similar patches within and across scales. In Chapter 5, we 
employed the Random Projections method in order to achieve real-time model-free dimensionality reduction 
for object tracking. We then extended this method in Chapter 6 by introducing a learning mechanism to cope 
with the changes in appearance. The resulted system was able to achieve single object tracking performance 
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comparable and usually superior to state-of-the-art tr cking algorithm. In Chapter 7, we proposed a method 
for performing dimensionality reduction using the rcently proposed approach of manifold learning. By 
introducing the premises of the sparse representatio s framework, we proposed a manifold learning method 
that can achieve excellent results in problems such as face recognition. In the last chapter the two main 
concepts were formulated in a transfer-learning framework. We proposed a system that is able to recognize 
objects even if no visual training examples are avail ble. This goal is achieved by utilizing the sparse 
representations to transfer information via semantic lly characterized attributes.  
Open problems  
During the development of this thesis, a number of issues arose that would be of great interest to investigate. 
In Chapter 4, a single image super resolution method based on the sparse representations framework was 
considered. Given the promising results we obtained for single image super resolution, better results can be 
expected for the case of video sequences. Extending th s method to multiple frames instead of a single on  
can be achieved by extending the self-similar search in the temporal region. The subpixel alignment of 
patches between frames could provide a valuable source of missing information that can aid in increasing the 
resolution of the sequence.  
In Chapter 6, we considered an object tracking method t at adaptively learns the appearance of the objct 
during tracking. That way, the method is able to adapt to changes in appearance, thus avoiding drifting, while 
handling occlusion and thus avoiding tracking failure. This method was investigated for single object 
tracking. An interesting extension of this problem is to the case of multi-object tracking, where indivi ual 
distance metrics could be learnt for each object independently. In addition, utilizing the learned distance in 
multiple camera scenarios could also be valuable.  
In Chapter 7, we discussed how distance metric learning could be applied in order to learn a discriminative 
distance function. More specifically, the objective was to learn a Mahalanobis matrix that transforms the 
space in such a way, that when dimensionality reduction via manifold learning takes place, the class 
separation is preserved. An interesting question is if the above process could be reversed. In other words, 
instead of learning a distance metric in the high dimensional space and then applying it during the design of 
the manifold learning algorithm, one could consider projecting the data onto the manifold first, and learning a 
distance on the low dimensional space. 
In Chapter 8, we discussed how attributes could be used for training a system to recognize objects even when 
no visual training examples are available. In the formulation of the problem, we assumed that the presence or 
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absent of a particular attribute is independent of another attribute. An interesting extension of thismodeling is 
to consider the interplay between attributes. To support this type of formulation, a probabilistic graphical 
model could be employed to model the inter-dependencies between attributes. In addition, extension of this
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