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CAPITOLO 2
Elementi della teoria (matematica) del potenziale
(scalare): l’equazione di Laplace, di Poisson e problemi
connessi
2.1 Funzioni armoniche inΩ
Definizione 2.1.1. Sia Ω aperto connesso non vuoto diRN .
u armonica in Ω
def⇐⇒ u ∈ C2(Ω) e ∆u = 0 (equazione di Laplace) inΩ.
Nel casoN = 2 la parte reale e la parte immaginaria di una funzione olomorfa sono
funzioni armoniche.
Esempio 2.1.2. (Funzioni armoniche che dipendono dalla distanza da un punto
fissato (soluzioni radiali dell’equazione di Laplace))
Fissiamo
x0 = (x01, x
0
2, . . . , x
0
N ) ∈ RN (N ≥ 2)
e sia
0 < r =
∣∣x− x0∣∣ = ( N∑
i=1
(xi − x0i )2
)1/2
la distanza euclidea di x ∈ RN \ {x0} da x0; sia
u
(∣∣x− x0∣∣) = ϕ(r)
e imponiamo che sia armonica in RN \ {x0}.
Poiche´
∂ju = ϕ
′(r) · ∂jr = ϕ′(r) ·
xj − x0j
r
∂jju = ϕ
′′(r) · (xj − x
0
j )
2
r2
+ ϕ′(r) · r
2 − (xj − x0j )2
r3
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(
dove ϕ′(r) =
dϕ
dr
(r) e ϕ′′(r) =
d2ϕ
dr2
(r)
)
si ha
0 = ∆u = ϕ′′(r) +
N − 1
r
· ϕ′(r) = 1
rN−1
· d
dr
(
rN−1 · ϕ′(r))
(
i.e. il ∆ quando agisce su una funzione radiale ϕ = ϕ(r) si trasforma nell’opera-
tore
d2
dr2
+
N − 1
r
· d
dr
o equivalentemente nell’operatore
1
rN−1
· d
dr
(
rN−1 · d
dr
))
.
Allora, poiche´ r ∈ ]0,+∞[,
rN−1 · ϕ′(r) = cost.
Ne segue che
ϕ(r) =

a log r + b seN = 2
a r2−N + b seN ≥ 3
con a, b ∈ R, sono funzioni armoniche in RN \ {x0}.
Teorema2.1.3. (Proprieta` (uguaglianza) del valormedio per le funzioni armoniche)
Sia u armonica in Ω; allora
∀BR(y) ⊂ Ω u(y) = 1
NωNRN−1
∫
∂BR(y)
u(ξ) dHN−1(ξ) ,
o (equivalentemente)
u(y) =
1
ωNRN
∫
BR(y)
u(x) dLN (x)
(i.e. u verifica la proprieta` del valor medio).
Dimostrazione. Sia ̺ ∈ ]0, R] e consideriamoB̺(y). Osservato che u ∈ C2
(
B̺(y)
)
e
che u e` armonica inB̺(y), dall’identita` (si veda l’Osservazione 1.10.2)∫
∂B̺(y)
∂u
∂ν
(ξ) dHN−1(ξ) =
∫
B̺(y)
∆u(x) dLN (x) = 0
segue che
0 =
∫
∂B̺(y)
∂u
∂ν
(ξ) dHN−1(ξ),
e quindi, posto ω =
ξ − y
̺
, ove ̺ = |ξ − y|, si ha
dHN−1(ξ) = dHN−1(y + ̺ω) = ̺N−1dHN−1(ω),
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pertanto
0 =
∫
|ω|=1
du
d̺
(y + ̺ω)dHN−1(y + ̺ω)
= ̺N−1
d
d̺
∫
|ω|=1
u(y + ̺ω)dHN−1(ω)
= ̺N−1
d
d̺
[
̺1−N
∫
∂B̺(y)
u(ξ) dHN−1(ξ)
]
.
Ne segue che la funzione
Φ(̺) := ̺1−N
∫
∂B̺(y)
u(ξ) dHN−1(ξ) = cost ∀ ̺ ∈ ]0, R] ,
per cui
̺1−N
∫
∂B̺(y)
u(ξ) dHN−1(ξ) = R1−N
∫
∂BR(y)
u(ξ) dHN−1(ξ)
e passando al limite per ̺→ 0+ si ha la tesi 5.
D’altra parte, da
̺N−1u(y) =
1
NωN
∫
∂B̺(y)
u(ξ) dHN−1(ξ),
integrando rispetto a ̺ tra 0 edR si ottiene
u(y) =
1
ωNRN
∫
BR(y)
u(x) dLN (x) .
2.2 Funzioni subarmoniche e superarmoniche inΩ
Definizione 2.2.1. (Funzioni subarmoniche in Ω.)
u subarmonica in Ω
def⇐⇒ u ∈ C0(Ω) e ∀BR(y) ⊂ Ω :
u(y) ≤ 1
NωNRN−1
∫
∂BR(y)
u(ξ) dHN−1(ξ) oppure
u(y) ≤ 1
ωNRN
∫
BR(y)
u(x) dLN (x) .
(disuguaglianza del valor medio)
Osservazione.
u ∈ C2(Ω) e ∆u ≥ 0 in Ω =⇒ u subarmonica in Ω
(basta ripercorrere la dimostrazione del teorema precedente).
Nel seguito indicheremo con σ(Ω) la classe delle funzioni subarmoniche inΩ.
5essendo u continua su ∂B̺(y),
∃ lim
̺→0+
1
NωN̺N−1
∫
∂B̺(y)
u(ξ) dHN−1(ξ) = u(y)
(vedi, e.g., G.Gilardi, Analisi due, McGraw-Hill, Milano, 1993).
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Definizione 2.2.2. (Funzioni superarmoniche in Ω.)
u superarmonica in Ω
def⇐⇒ u ∈ C0(Ω) e ∀BR(y) ⊂ Ω :
u(y) ≥ 1
NωNRN−1
∫
∂BR(y)
u(ξ) dHN−1(ξ) oppure
u(y) ≥ 1
ωNRN
∫
BR(y)
u(x) dLN (x) .
(disuguaglianza del valor medio)
Osservazione.
u ∈ C2(Ω) e ∆u ≤ 0 in Ω =⇒ u superarmonica in Ω.
Osservazione.
u subarmonica in Ω ⇐⇒ −u superarmonica in Ω.
Nel seguito proveremo che se u ∈ C0(Ω) e verifica la proprieta` del valor medio,
allora u e` armonica in Ω. Pertanto si ha
u armonica in Ω ⇐⇒ u subarmonica e superarmonica in Ω .
2.3 Principio del massimo (minimo) forte e debole
Teorema 2.3.1. (Principio del massimo forte per le funzioni subarmoniche.) Sia Ω
aperto connesso non vuoto diRN e sia u ∈ σ(Ω). Supponiamo che
∃ y ∈ Ω t.c. u(y) = sup
Ω
u.
Allora
u e` costante in Ω.
Teorema 2.3.2. (Principio del minimo forte per le funzioni superarmoniche.) Sia u
superarmonica in Ω e supponiamo che
∃ y ∈ Ω t.c. u(y) = inf
Ω
u.
Allora
u e` costante in Ω.
Dimostrazione. E` sufficiente provare il primo principio perche´ il secondo ne segue;
infatti:
u superarmonica in Ω⇐⇒ −u subarmonica in Ω;
quindi, da u(y) = inf
Ω
u, si ha
−u(y) = − inf
Ω
u = sup
Ω
(−u).
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Dimostriamo allora il primo principio.
Posto M = u(y) = sup
Ω
u e ΩM =
{
x ∈ Ω; u(x) = M}, osserviamo che ΩM 6= ∅
(y ∈ ΩM per ipotesi) e che, essendoΩM = u−1
({M}),ΩM e` un chiuso relativamente
ad Ω. D’altra parte, preso z ∈ ΩM (i.e. u(z) = M ), per la disuguaglianza del valor
medio applicata alla funzione subarmonica u−M , si ha, per BR(z) ⊂ Ω,
0 = u(z)−M ≤ 1
ωNRN
∫
BR(z)
[u(x)−M ] dLN (x) ≤ 0,
cioe` u(x) −M = 0 per ogni x ∈ BR(z), per cui BR(z) ⊂ ΩM . Allora ΩM e` anche
aperto relativamente ad Ω, che e` connesso, pertanto ΩM = Ω, cioe` u(x) = M per
ogni x ∈ Ω.
Teorema 2.3.3. (Principio del massimo (risp. minimo) debole per le funzioni subar-
moniche ( risp. superarmoniche).)
Sia Ω aperto connesso non vuoto limitato di RN , u ∈ C0(Ω) e subarmonica (risp.
superarmonica) in Ω.
Allora
sup
Ω
u = sup
∂Ω
u
(
risp. inf
Ω
u = inf
∂Ω
u
)
.
Conseguenza importante: Sia Ω aperto connesso non vuoto limitato diRN ,
u ∈ C2(Ω) ∩ C0(Ω) armonica in Ω.
Allora
(i) inf
∂Ω
u ≤ u(x) ≤ sup
∂Ω
u ∀x ∈ Ω ,
(ii) sup
Ω
|u| = sup
∂Ω
|u| (teorema del massimo (per il) modulo).
(Per quanto riguarda il teorema del massimo modulo e` sufficiente osservare che
|u| = max {u,−u}, oppure, che essendo u armonica (regolare) allora |u| e` subarmo-
nica (regolare)).
Osservazione. Sia Ω aperto connesso non vuoto limitato di RN , e siano
u ∈ C2(Ω) ∩ C0(Ω) armonica in Ω e v ∈ σ(Ω) ∩ C0(Ω)
tali che
v ≤ u su ∂Ω.
Allora
v ≤ u in Ω.
Dimostrazione. La funzione u−v ∈ C0(Ω) ed e` superarmonica inΩ; per il principio
del minimo debole
inf
Ω
(u − v) = inf
∂Ω
(u− v) ≥ 0
e quindi
v ≤ u in Ω.
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2.4 Problemadi Dirichlet per l’equazione di Poisson (o
per l’equazionedi Laplacenel casoomogeneo, f ≡ 0)
Problema 2.4.1. Sia Ω aperto connesso non vuoto, limitato diRN ; assegnate
f ∈ C0(Ω) e ϕ ∈ C0(∂Ω) determinare, se esiste, u ∈ C2(Ω) ∩ C0(Ω) tale che
∆u = f in Ω (equazione di Poisson)
u|∂Ω = ϕ (condizione al contorno, di Dirichlet)
Teorema 2.4.2. (Teorema di unicita`)
Se esiste u ∈ C2(Ω) ∩ C0(Ω) soluzione del Problema di Dirichlet per l’equazione di
Poisson, essa e` unica.
Dimostrazione. Se u1, u2 ∈ C2(Ω) ∩ C0(Ω) sono soluzioni dello stesso problema,
allora w = u1 − u2 ∈ C2(Ω) ∩ C0(Ω) e
∆w = 0 in Ω
w|∂Ω = 0.
Allora, essendo
0 = inf
∂Ω
w ≤ w(x) ≤ sup
∂Ω
w = 0 ∀x ∈ Ω,
si ha w ≡ 0 in Ω, da cui u1 = u2 (oppure damax
Ω
|w| = max
∂Ω
|w| = 0 =⇒ w = 0).
Osservazione. L’unicita` e` conseguenza, sostanzialmente, del principio del massi-
mo nell’ipotesi di limitatezza per Ω. Notiamo che se Ω non e` limitato, l’unicita` puo`
non sussistere.
SiaN = 2 e Ω =
{
(x1, x2) ∈ R2; x1 ∈ R,−π < x2 < π
}
;
il problema omogeneo {
∆u = 0 in Ω
u = 0 su ∂Ω
ha soluzione u ≡ 0, ma e.g. anche
u(x1, x2) = ke
x1 senx2 ∀ k ∈ R
e` soluzione.
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2.5 Soluzione fondamentale per l’operatore di Laplace
Useremo ora la II identita` di Green per trovare una formula integrale per la soluzio-
ne del problema di Dirichlet per l’equazione di Poisson.
A tale scopo introduciamo la
Definizione 2.5.1. Soluzione fondamentale per il∆ (operatore di Laplace)
Sia x0 ∈ RN fissato; definiamo 6 “soluzione fondamentale (di polo x0) per il∆” la
funzione (radiale)
Γ(x−x0) = Γ(∣∣x− x0∣∣) =

1
2π
log
∣∣x− x0∣∣ seN = 2
1
N(2−N)ωN
∣∣x− x0∣∣2−N seN ≥ 3 ∀x ∈ RN\{x0}.
Nel seguito, per semplicita` di esposizione, ci riferiremo solo a Γ in dimensione
N ≥ 3.
Osservazione 2.5.2. Osserviamo che
(i) Γ(· − x0) ∈ C∞(RN \ {x0});
(ii) ∆xΓ(x− x0) = 0 ∀x ∈ RN \ {x0};
(iii) Γ(x− x0) e` sommabile in ogni BR(x0);
(iv) ∀ i = 1, . . . , N
∂iΓ(x− x0) = 1
N(2−N)ωN
2−N
2
∣∣x− x0∣∣−N 2(xi − x0i )
=
1
NωN
∣∣x− x0∣∣−N (xi − x0i ) ,
pertanto ∂iΓ(x− x0) e` sommabile in ogniBR(x0);
(v) ∀ i, j = 1, . . . , N
∂ijΓ(x− x0) = 1
NωN
[
−N ∣∣x− x0∣∣−N−2 (xj − x0j )(xi − x0i ) + ∣∣x− x0∣∣−N δij]
dove δij =
{
0 se i 6= j ,
1 se i = j .
Nel seguito (Osservazione 3.3.7) vedremo che, nel senso delle distribuzioni in RN ,
∆xΓ(x− x0) = δx0 ove δx0 e` la (distribuzione) delta di Dirac di polo x0.
6cfr. Osservazione 3.3.7
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2.6 Rappresentazione di Green
Teorema 2.6.1. (Rappresentazione di Green)
Sia Ω connesso, compatto di RN , di classe C1 a tratti e u ∈ C2(Ω), allora
∀x0 ∈ Ω
u(x0) =
∫
Ω
Γ(x−x0)∆u(x) dLN (x)+
∫
∂Ω
[
u(ξ)
∂Γ
∂ν
(ξ−x0)−Γ(ξ−x0)∂u
∂ν
(ξ)
]
dHN−1(ξ).
Dimostrazione. Fissato x0 ∈ Ω, dalla II identita` di Green, con
v(x) = Γ(x− x0)∣∣
Ω\B̺(x0)
oveB̺(x
0) ⊂ Ω, si ha:∫
Ω\B̺(x0)
[
Γ(x− x0)∆u(x)− u(x)∆xΓ(x− x0)︸ ︷︷ ︸
=0
]
dLN (x)
=
∫
∂Ω
[
Γ(ξ − x0)∂u
∂ν
(ξ)− u(ξ)∂Γ
∂ν
(ξ − x0)] dHN−1(ξ)
+
∫
∂B̺(x0)
[
Γ(ξ − x0)∂u
∂ν
(ξ)− u(ξ)∂Γ
∂ν
(ξ − x0)] dHN−1(ξ).
Osserviamo che:
lim
̺→0+
∫
Ω\B̺(x0)
Γ(x− x0)∆u(x)dLN (x) =
∫
Ω
Γ(x− x0)∆u(x) dLN (x) ,
in quanto Γ(x − x0) e` sommabile in un intorno di x0 e (poiche´ ∆u ∈ C0(Ω)) ∆u e`
limitata;
inoltre
0 ≤
∣∣∣∣∫
∂B̺(x0)
Γ(ξ − x0)∂u
∂ν
(ξ) dH N−1(ξ)
∣∣∣∣ = ∣∣∣∣∫
∂B̺(x0)
Γ(̺)∇u(ξ) · ν(ξ) dH N−1(ξ)
∣∣∣∣
≤ 1
N(N − 2)ωN ̺
2−N sup
Ω
|∇u|NωN̺N−1 −−−−→
̺→0+
0 ;
infine (osservato che ν(ξ) e` interno aB̺(x
0))∫
∂B̺(x0)
u(ξ)
∂Γ
∂ν
(ξ − x0) dHN−1(ξ) = −Γ′(̺)
∫
∂B̺(x0)
u(ξ) dHN−1(ξ)
= − 1
NωN̺N−1
∫
∂B̺(x0)
u(ξ) dHN−1(ξ),
per cui
∃ lim
̺→0+
∫
∂B̺(x0)
u(ξ)
∂Γ
∂ν
(ξ − x0) dHN−1(ξ) = −u(x0).
In definitiva (passando al limite per ̺→ 0+) si ha:
u(x0) =
∫
Ω
Γ(x− x0)∆u(x) dLN (x)
+
∫
∂Ω
[
u(ξ)
∂Γ
∂ν
(ξ − x0)− Γ(ξ − x0)∂u
∂ν
(ξ)
]
dHN−1(ξ).
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Conseguenza importante. Se inoltre∆u = 0 in Ω, si ha
∀x0 ∈ Ω u(x0) =
∫
∂Ω
[
u(ξ)
∂Γ
∂ν
(ξ − x0)− Γ(ξ − x0)∂u
∂ν
(ξ)
]
dHN−1(ξ) . (2.1)
Osservazione 2.6.2. La formula (2.1) e` utile per discutere la “regolarita`” delle fun-
zioni armoniche:
le funzioni armoniche sono C∞, le derivate di qualsiasi ordine di una funzione ar-
monica sono funzioni armoniche.
Osservazione 2.6.3. La (2.1) esprimendo u inΩ in termini dei suoi dati di Cauchy u
e
∂u
∂ν
su ∂Ω rappresenta la soluzione del problema di Cauchy in Ω, purche´ una tale
soluzione esista (vedremo nel seguito che il problema di Cauchy per l’equazione
di Laplace in generale non ha soluzione (nemmeno localmente)).
D’altra parte, per il teorema di unicita` per il problema di Dirichlet per ∆u = 0, la
soluzione e` univocamente determinata dal solo valore di u su ∂Ω.
Per ottenere un integrale su ∂Ω che dipenda solamente dai valori alla frontiera e
non anche dalla derivata normale introdurremo la cosiddetta funzione di Green di
Ω.
2.7 Funzione di Green
Sia h ∈ C2(Ω) e∆h = 0 in Ω. Applicando la II identita` di Green ad u e h, si ha
0 =
∫
∂Ω
[
u(ξ)
∂h
∂ν
(ξ)− h(ξ)∂u
∂ν
(ξ)
]
dHN−1(ξ).
Sommando, membro a membro, con (2.1) si ha
u(x0) =
∫
∂Ω
[
u(ξ)
∂G
∂ν
(ξ, x0)−G(ξ, x0)∂u
∂ν
(ξ)
]
dHN−1(ξ) ∀x0 ∈ Ω,
avendo posto
G(ξ, x0) = Γ(ξ − x0) + h(ξ).
Definita
G : Ω× Ω→ R
(y, x0), con y 6= x0, 7→ G(y, x0) = Γ(y − x0) + h(y),
se
G(ξ, x0) ≡ 0 ∀ ξ ∈ ∂Ω , x0 ∈ Ω(
e in questo caso G si chiama funzione di Green (relativa adΩ e∆)
)
si ha
u(x0) =
∫
∂Ω
u(ξ)
∂G
∂ν
(ξ, x0) dHN−1(ξ) ∀x0 ∈ Ω. (2.2)
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Osserviamo che per determinare G si deve risolvere in Ω un particolare problema
di Dirichlet omogeneo:{
∆h = 0 in Ω
h(ξ) = −Γ(ξ − x0) ∀ ξ ∈ ∂Ω (x0 ∈ Ω)
pertanto (in virtu` del teorema di unicita`) la funzione di Green se esiste e` unica.
L’idea e` quindi che la risoluzione di una classe di problemi di Dirichlet omogenei in
Ω consente di determinareG e risolvere, tramite la (2.2), tutti i problemi diDirichlet,
omogenei e non.
La funzione di Green relativa aBR(0).
Sia Ω = BR(0); consideriamo la riflessione rispetto alla sfera ∂BR(0):
y ∈ BR(0) \ {0} → y = R
2
|y|2 y
y = 0→ y =∞.
Definiamo per ogni y ∈ BR(0), x0 ∈ BR(0) con y 6= x0
G(y, x0) =
Γ
(∣∣y − x0∣∣)− ( |y|R )2−N Γ(∣∣y − x0∣∣) se y 6= 0
Γ
(|x0|)− Γ(R) se y = 0.
Osservato che per y 6= 0 si ha:( |y|
R
)2−N
Γ
(∣∣y − x0∣∣) = ( |y|
R
)2−N
Γ
(∣∣∣∣ R2|y|2 y − x0
∣∣∣∣) = Γ(∣∣∣∣ R|y|y − |y|R x0
∣∣∣∣) ,
possiamo scrivere, per ogni y ∈ BR(0), x0 ∈ BR(0) con y 6= x0
G(y,x0) = Γ
(√
|y|2 + |x0|2 − 2y · x0
)
− Γ
√R2 + ( |y||x0|
R
)2
− 2y · x0
 .
Osserviamo cheG(y, x0) = G(x0, y).
LaG = G(y, x0) cosı` definita e` la funzione di Green relativa aBR(0); infatti l’adden-
do
Γ
(∣∣∣∣ R|y|y − |y|R x0
∣∣∣∣)
e` armonico rispetto ad y e
G(ξ, x0) ≡ 0 ∀ ξ ∈ ∂BR(0), x0 ∈ BR(0).
Tenendo presente la (2.2), calcoliamo
∂G(ξ, x0)
∂ν(ξ)
=
[
∂G(y, x0)
∂ν(y)
]
|y|→|ξ|=R
=
[
∂G(y, x0)
∂|y|
]
|y|→|ξ|=R
=
R2 − |x0|2
NωNR
|ξ − x0|−N > 0 ∀ ξ ∈ ∂BR(0), x0 ∈ BR(0) .
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Nel seguito porremo
K(ξ, x0) =
∂G(ξ, x0)
∂ν(ξ)
=
R2 − |x0|2
NωNR
|ξ − x0|−N (nucleo di Poisson)
e osserviamo che K(ξ, x0) e` una funzione armonica rispetto ad x0, in quanto deri-
vata (direzionale) dellaG(ξ, x0) che e` armonica rispetto ad x0, per ogni ξ ∈ ∂BR(0).
In definitiva, per (2.2), se u ∈ C2(BR(0)) e` armonica inBR(0), si ha
u(x0) =
R2 − |x0|2
NωNR
∫
∂BR(0)
u(ξ)
|ξ − x0|N dH
N−1(ξ) ∀x0 ∈ BR(0)
(integrale di Poisson).
(2.3)
Si puo` provare che la rappresentazione (2.3) di u e` valida anche se
u ∈ C2(BR(0)) ∩ C0(BR(0)) anzicche´ u ∈ C2(BR(0)).
Osserviamo che se in (2.3) prendiamo x0 = 0 (centro diBR(0)), allora
u(0) =
1
NωNRN−1
∫
∂BR(0)
u(ξ)dH N−1(ξ) ,
che e` la proprieta` del valor medio per le funzioni armoniche.
Osserviamo, anche, che se u = 1 inBR(0), da (2.3) si ottiene
1 =
∫
∂BR(0)
K(ξ, x0)dHN−1(ξ) ∀x0 ∈ BR(0) . (2.4)
Abbiamo dimostrato che ogni u ∈ C2(BR(0)) ∩ C0(BR(0)) con ∆u = 0 in BR(0)
e` rappresentabile come in (2.3). Vale anche il viceversa, come mostra il seguente
teorema:
Teorema 2.7.1. (Teorema di esistenza, unicita` e dipendenza continua della soluzio-
ne dal dato ϕ, per il problema di Dirichlet per l’equazione di Laplace inBR(0))
Assegnata ϕ ∈ C0(∂BR(0)), la funzione definita inBR(0) da:
u(x) =
R2 − |x|2
NωNR
∫
∂BR(0)
ϕ(ξ)
|ξ − x|N dH
N−1(ξ) ∀x ∈ BR(0)
e` armonica in BR(0); inoltre per ogni ξ0 ∈ ∂BR(0)
∃ lim
x→ξ0
x∈BR(0)
u(x) = ϕ(ξ0) .
Pertanto
u ∈ C2(BR(0)) ∩ C0(BR(0)) e u = ϕ su ∂BR(0).
Infine (per il teorema del massimomodulo):
sup
BR(0)
|u| = sup
∂BR(0)
|ϕ|.
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Dimostrazione. Che la funzione u = u(x) sopra definita sia armonica in BR(0) se-
gue dal fatto, gia` osservato, che il nucleo di PoissonK(ξ, x) e` armonico rispetto ad
x, per ogni ξ ∈ ∂BR(0).
Per definizione di limite, provare che
∃ lim
x→ξ0
x∈BR(0)
u(x) = ϕ(ξ0) ,
equivale a provare che:
∀ ε > 0 ∃δε > 0 : ∀x ∈ BR(0) |ξ0 − x| < δε
2
=⇒ |u(x)− ϕ(ξ0)| < ε.
Sia ε > 0; per la continuita` di ϕ in ξ0 ∈ ∂BR(0),
∃δε > 0 : ∀ ξ ∈ ∂BR(0) |ξ − ξ0| < δε =⇒ |ϕ(ξ)− ϕ(ξ0)| < ε.
Sia x ∈ BR(0) tale che |ξ0 − x| < δε
2
. Si ha
u(x)− ϕ(ξ0) =
∫
∂BR(0)
K(ξ, x)ϕ(ξ) dH N−1(ξ)− ϕ(ξ0)
=
per (2.4)
∫
∂BR(0)
K(ξ, x)[ϕ(ξ) − ϕ(ξ0)] dHN−1(ξ)
e quindi
|u(x)− ϕ(ξ0)| ≤
∫
∂BR(0)
K(ξ, x) |ϕ(ξ) − ϕ(ξ0)| dHN−1(ξ)
=
∫
{
ξ∈∂BR(0); |ξ−ξ0|<δe
} K(ξ, x) |ϕ(ξ) − ϕ(ξ0)| dHN−1(ξ)
+
∫
{
ξ∈∂BR(0); |ξ−ξ0|≥δe
} K(ξ, x) |ϕ(ξ)− ϕ(ξ0)| dHN−1(ξ) .
Ora ∫
{
ξ∈∂BR(0); |ξ−ξ0|<δe
} K(ξ, x) |ϕ(ξ)− ϕ(ξ0)| dHN−1(ξ) < ε ,
e poiche´
|ξ − x| ≥ |ξ − ξ0| − |ξ0 − x|
si ha su
{
ξ ∈ ∂BR(0); |ξ − ξ0| ≥ δe
}
|ξ − x| ≥ δε − δε
2
=
δε
2
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e quindi, il secondo integrale,∫
{
ξ∈∂BR(0); |ξ−ξ0|≥δe
} K(ξ, x) |ϕ(ξ) − ϕ(ξ0)| dHN−1(ξ)
=
R2 − |x|2
NωNR
∫
{
ξ∈∂BR(0); |ξ−ξ0|≥δe
} 1|ξ − x|N |ϕ(ξ) − ϕ(ξ0)| dHN−1(ξ)
≤ R
2 − |x|2
NωNR
(
2
δε
)N
· 2 sup
∂BR(0)
|ϕ|NωNRN−1
=
(
R2 − |x|2)( 2
δε
)N
· 2 sup
∂BR(0)
|ϕ|RN−2 .
Poiche´ per x ∈ BR(0)→ ξ0 ∈ ∂BR(0), si ha |x| → R, segue che anche∫
{
ξ∈∂BR(0); |ξ−ξ0|≥δe
} K(ξ, x) |ϕ(ξ) − ϕ(ξ0)| dHN−1(ξ) < ε .
In definitiva, risulta
|u(x)− ϕ(ξ0)| < 2ε.
Osserviamo che il ragionamento precedente e` locale; cioe`, se ϕ e` sommabile, limi-
tata su ∂BR(0) e continua in ξ0 ∈ ∂BR(0), allora
u(x)→ ϕ(ξ0) quando x ∈ BR(0)→ ξ0 .
2.8 “Caratterizzazione” delle funzioni armoniche
Abbiamo gia` provato che ogni funzione armonica soddisfa la proprieta` del valor
medio.
Proviamo, ora, che:
Teorema 2.8.1. Se u ∈ C0(Ω) e verifica la proprieta` del valor medio allora u e` armo-
nica in Ω.
Dimostrazione. Basta provare che u e` armonica in ogni BR(y) con BR(y) ⊂ Ω.
Fissata BR(y) ⊂ Ω, osserviamo che u ∈ C0(∂BR(y)), pertanto il problema{
∆v = 0 in BR(y)
v = u su ∂BR(y)
ha, come gia` dimostrato, un’unica soluzione v ∈ C2(BR(y)) ∩C0(BR(y)).
Consideriamo
w := v − u ∈ C0(BR(y))
e osserviamo che w (e quindi anche −w) verifica la proprieta` del valor medio (in
quanto tale proprieta` e` lineare, v verifica la proprieta` del valor medio in quanto e`
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funzione armonica e u la verifica per ipotesi), pertanto, per il principio delmassimo
debole
sup
BR(y)
|w| = sup
∂BR(y)
|w| = 0 ,
quindi w = 0, cioe` u = v inBR(y), quindi u coincide con v (armonica) inBR(y).
2.9 Limite uniforme di successioni di funzioni armo-
niche
Teorema 2.9.1. Sia (uj) una successione di funzioni armoniche in Ω, tale che
uj ⇒ u in Ω.
Allora
u e` armonica in Ω.
Dimostrazione. Poiche´ u e` limite uniforme di funzioni continue in Ω e` anch’essa
una funzione continua in Ω.
La tesi conseguira` se proviamo che u soddisfa la proprieta` del valor medio.
Ora,
∀ j ∈ N e ∀BR(y) ⊂ Ω uj(y) = 1
ωNRN
∫
BR(y)
uj(x) dLN (x)
e passando al limite per j → +∞ si ha
u(y) =
1
ωNRN
∫
BR(y)
u(x) dLN (x).
2.10 Sul concetto di problema ben posto secondo Ha-
damard e Principio di riflessione di Schwarz
Osservazione 2.10.1. Osserviamo che avendo provato per il problema di Dirichlet
per l’equazione di Laplace inBR(0) un teorema di esistenza, unicita` e dipendenza
continua della soluzione dal dato, tale problema al contorno si dice BEN POSTO
secondo Hadamard.
Notiamo inoltre che dalla dipendenza continua della soluzione dal dato, segue che
se (ϕj) ⊂ C0(∂BR(0)) e ϕj ⇒ ϕ ∈ C0(∂BR(0)) allora la successione di problemi{
∆uj = 0 inBR(0)
uj = ϕj su ∂BR(0)
(Pj)
per j →∞ ha come problema limite{
∆u = 0 in BR(0)
u = ϕ su ∂BR(0) .
(P∞)
Infatti da
sup
BR(0)
|uj − uk| = sup
∂BR(0)
|ϕj − ϕk| −−−−−−→
j,k→+∞
0 ,
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segue che la successione (uj) e` di Cauchy nello spazio di Banach(
C0(BR(0)), ‖ ‖C0(BR(0))
)
e quindi esiste u ∈ C0(BR(0)) che e` anche armonica in BR(0) in quanto limite
uniforme di (uj) successione di funzioni armoniche.
In conclusione possiamo dire che la dipendenza continua della soluzione dal dato
esprime il fatto che l’operatore di Green
G : ϕ ∈ C0(∂BR(0))→ G(ϕ) = u ∈ C0(BR(0)) ∩ C2(BR(0))
unica soluzione di
{
∆u = 0 inBR(0)
u = ϕ su ∂BR(0)
e` continuo.
Osservazione 2.10.2. Ora vogliamo dare un esempio, dovuto ad Hadamard, che
mostra come, in generale, rispetto a ragionevoli convergenze, il problema di Cau-
chy per l’equazione di Laplace non e` ben posto, perche´ pur avendo esistenza della
soluzione, questa puo` non dipendere con continuita` dai dati di Cauchy.
Sia N = 2, Ω =
{
(x1, x2) ∈ R2; x1 ∈ R, x2 > 0
}
e consideriamo il problema di
Cauchy, per ogni j ∈ N,
∆uj(x1, x2) = 0 in Ω
uj(x1, 0) = 0 ∀x1 ∈ R
ujx2(x1, 0) =
sen(j x1)
j
∀x1 ∈ R.
Per ogni j ∈ N
uj(x1, x2) =
sen(j x1) senh(j x2)
j2
, 7
7Poniamo
uj(x1, x2) = ϕ(x1) · ψ(x2) ;
pertanto da uj(x1, 0) = ϕ(x1) · ψ(0) = 0 per ogni x1 ∈ R, si ha
ψ(0) = 0 ;
da ujx2(x1, 0) = ϕ(x1) · ψ′(0) =
sen(j x1)
j
per ogni x1 ∈ R, si ha
ψ′(0) = 1 (costante non nulla) e quindi ϕ(x1) =
sen(j x1)
j
;
da∆uj(x1, x2) = ϕ′′(x1) · ψ(x2) + ϕ(x1) · ψ′′(x2) = 0 si ha
ϕ′′(x1) = k ϕ(x1) e ψ
′′(x2) = −k ψ(x2) .
Considerato che ϕ(x1) =
sen(j x1)
j
dalla prima equazione differenziale si ha k = −j2;considerato che
ψ(0) = 0 e ψ′(0) = 1 dalla seconda equazione differenziale si ha ϕ(x2) =
senh(j x2)
j
. Pertanto
uj(x1, x2) =
sen(jx1) senh(j x2)
j2
.
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dove
senh(jx2) =
ejx2 − e−jx2
2
,
e` soluzione del problema in esame.
Osserviamo che ∣∣∣∣ sen(jx1)j
∣∣∣∣ ≤ 1j −−−−→j→+∞ 0
e quindi i dati del problema tendono a zero uniformemente rispetto a (x1, x2) ∈ Ω.
Tuttavia,
lim
j→+∞
∣∣uj(x1, x2)∣∣ = +∞ ∀ (x1, x2) ∈ Ω.
Teorema 2.10.3. (Principio di riflessione di Schwarz)
Consideriamo BR(0) in RN (N ≥ 2); per x = (x1, . . . , xN−1, xN ) ∈ RN poniamo
x = (x′, xN ) dove x′ = (x1, . . . , xN−1); sia
B+R(0) =
{
x ∈ BR(0); xN > 0
}
,
B−R (0) =
{
x ∈ BR(0); xN < 0
}
.
Sia u ∈ C2(B+R(0))∩C0(B+R (0)), armonica inB+R(0) con u = 0 inBR(0)∩{xN = 0}.
Posto
u∗(x) =

u(x) se x ∈ BR(0) ∩ {xN ≥ 0}
−u(x1, . . . , xN−1,−xN) se x ∈ BR(0) ∩ {xN < 0}
(u∗ e` ottenuta da u prolungando la u come funzione dispari rispetto ad xN ),
la funzione u∗ e` armonica inBR(0).
Dimostrazione. E` chiaro che questo prolungamento di u, u∗, e` una funzione conti-
nua inBR(0) ed armonica inB
+
R(0) ∪B−R (0).
Il problema {
∆v = 0 inBR(0)
v = u∗ su ∂BR(0)
ha, come e` noto, un’unica soluzione v ∈ C2(BR(0)) ∩ C0(BR(0)).
Per il fatto che il dato u∗ su ∂BR(0) e` funzione dispari rispetto allaN-esima variabile
ξN , si deduce che v e` funzione dispari rispetto allaN-esima variabile xN (per (2.3))
8
e in particolare v(x′, 0) = 0(= u∗(x′, 0)). Pertanto v coincide con u∗ su ∂B+R(0) e su
∂B−R (0). Per il teorema di unicita` v = u
∗ in B
+
R (0) ∪B
−
R (0), quindi v = u
∗ in BR(0).
In particolare, u∗ e` armonica in BR(0).
8infatti, poiche´ u∗(ξ′,−ξN ) = −u∗(ξ′, ξN ) e K(ξ′,−ξN ;x′,−xN ) = K(ξ′, ξN ;x′, xN ) si ha
v(x′,−xN ) = −v(x′, xN ) .
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Osserviamo che il principio di riflessione di Schwarz e` valido per ogni aperto connes-
so Ω di RN (N ≥ 2), che sia simmetrico rispetto all’iperpiano xN = 0 (cioe` tale che se
(x′, xN ) ∈ Ω anche (x′,−xN ) ∈ Ω).
La dimostrazione puo` essere fatta localmente, ricorrendo quindi al caso particolare
diBR(0) gia` dimostrato.
Osservazione 2.10.4. Siamo ora in grado di provare che il problemadi Cauchy per
l’equazione di Laplace in generale non e` risolubile, nemmeno localmente.
Consideriamo il problema di Cauchy per l’equazione di Laplace in
Ω =
{
(x′, xN ) ∈ RN ; x′ ∈ RN−1, xN > 0
}

∆u(x′, xN ) = 0 in Ω
u(x′, 0) = 0 ∀x′ ∈ RN−1
uxN (x
′, 0) = ϕ(x′) ∀x′ ∈ RN−1.
Sia u una soluzione del problema precedente; tale u e` armonica regolare in ogni
B+R (0) (al variare di R > 0), cioe` u ∈ C2(B+R(0)) ∩ C0(B
+
R (0)) e ∆u = 0 in B
+
R (0).
Inoltre u = 0 inBR(0) ∩ {xN = 0}.
Allora, conformemente al principio di riflessione di Schwarz, u∗ e` armonica inBR(0)
e quindi u∗ e` analitica reale inBR(0). 9
Pertanto anche
ϕ(x′) = uxN (x
′, 0) = u∗xN (x
′, 0)
e` necessariamente analitica reale per ogni x′ ∈ RN−1.
Ne deduciamo che il problema in oggetto puo` avere una soluzione solo se il dato
ϕ = ϕ(x′), x′ ∈ RN−1, e` analitico reale.
2.11 Disuguaglianza di Harnack per funzioni armoni-
che positive
Proviamo ora la disuguaglianza di Harnack per funzioni armoniche. La disugua-
glianza di Harnack esprime una notevole proprieta` delle funzioni armoniche e po-
sitive inΩ, precisamente il fatto che il rapporto tra il loro estremo superiore e il loro
estremo inferiore, calcolati in un arbitrario compatto connessoΩ′ contenuto inΩ, e`
limitato superiormente da una costante che dipende dalla dimensione dello spazio
euclideo, da Ω e dal compatto Ω′ cui sono riferiti gli estremi.
Esponiamo successivamente un teorema di Liouville secondo il quale una funzione
armonica e positiva in tutto RN e` necessariamente costante (cfr. Teorema di Liou-
ville 2.12.2 per un’altra dimostrazione) e un teorema sulla convergenza uniforme di
successioni monotone crescenti di funzioni armoniche.
Proviamodapprima la disuguaglianza diHarnack nel caso particolare in cuiΩ e` una
palla diRN .
Lemma2.11.1. Siano y ∈ RN ,R > 0 e uuna funzione armonica e positiva inB4R(y).
Allora
sup
BR(y)
u ≤ 3N inf
BR(y)
u . (2.5)
9Per la dimostrazione della analiticita` delle funzioni armoniche consultare il Teorema 8.5.4.
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Dimostrazione. Comunque si scelgano due punti x1, x2 ∈ BR(y) ⊆ B4R(y) appli-
cando il teorema del valor medio 2.1.3 si ottiene
u(x1) =
1
ωNRN
∫
BR(x1)
u(x) dLN (x) ≤ 1
ωNRN
∫
B2R(y)
u(x) dLN (x)
da cui
sup
BR(y)
u ≤ 1
ωNRN
∫
B2R(y)
u(x) dLN (x) .
Analogamente
u(x2) =
1
ωN3NRN
∫
B3R(x2)
u(x) dLN (x) ≥ 1
ωN3NRN
∫
B2R(y)
u(x) dLN (x)
da cui
inf
BR(y)
u ≥ 1
ωN3NRN
∫
B2R(y)
u(x) dLN (x) .
In definitiva
1
3N
sup
BR(y)
u ≤ 1
ωN3NRN
∫
B2R(y)
u(x) dLN (x) ≤ inf
BR(y)
u
e quindi
sup
BR(y)
u ≤ 3N inf
BR(y)
u .
Teorema 2.11.2. (Disuguaglianza di Harnack, 1887)
SiaΩ un aperto limitato diRN , u una funzione armonica inΩ, u ≥ 0. Allora per ogni
Ω′ connesso, Ω′ ⊂⊂ Ω 10, esiste una costante c dipendente solo daN,Ω,Ω′ tale che
sup
Ω′
u ≤ c inf
Ω′
u . (2.6)
Dimostrazione. Il compatto e connesso Ω
′
puo` essere ricoperto con un numero fi-
nito di palle BR(ω
i) ⊂ Ω, i = 1, 2, . . . ,m, con centri ωi ∈ Ω′ (sia R < 1
4
dist (Ω′, ∂Ω)).
Siano x1, x2 ∈ Ω′ tali che, senza ledere la generalita`, x1 ∈ BR(ωk), x2 ∈ BR(ωk+j)per
qualche j ≥ 1, e le palle siano numerate in modo che risultiBR(ωl) ∩BR(ωl+1) 6= ∅
per l = k, k + 1, . . . , k + j − 1.
10La notazione Ω′ ⊂⊂ Ω indica che la chiusura Ω′ e` compatta e contenuta inΩ
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Applicando la stima (2.5) in ciascuna palla e combinando le disuguaglianze si ottie-
ne
u(x1) ≤ sup
BR(ωk)
u ≤ 3N inf
BR(ωk)
u
≤ 3N inf
BR(ωk)∩BR(ωk+1)
u ≤ 3N sup
BR(ωk)∩BR(ωk+1)
u
≤ 3N sup
BR(ωk+1)
u ≤ 32N inf
BR(ωk+1)
u
≤ 32N inf
BR(ωk+1)∩BR(ωk+2)
u ≤ . . .
≤ 3(j+1)N inf
BR(ωk+j)
u ≤ 3(m+1)N u(x2) .
Essendo x1, x2 arbitrari, posto c := 3(m+1)N , si ha
sup
Ω′
u ≤ c inf
Ω′
u
e la dimostrazione e` completa.
Teorema 2.11.3. (Teorema di Liouville)
Sia u ∈ C2(RN ),∆u = 0, u ≥ 0 in RN . Allora u e` costante in RN .
Dimostrazione. Sia m = inf
RN
u ≥ 0 e si consideri la funzione V = u − m. Allora
∆V = 0 e inf
RN
V = 0. Applicando la disuguaglianza di Harnack (2.5) alla funzione V
si ottiene
∀R > 0 sup
BR(0)
V ≤ 3N inf
BR(0)
V
e, passando al limite perR→ +∞, si ha sup
RN
V ≤ 0.
Osservato che risulta
0 = inf
RN
V ≤ sup
RN
V ≤ 0
si ha V = 0 cioe` u = m.
Teorema 2.11.4. Sia (un) una successione monotona crescente di funzioni armoni-
che in un aperto connesso limitato Ω ⊂ RN e si supponga che esista y ∈ Ω tale che la
successione (un(y)) sia limitata. Allora la successione (un) converge uniformemente
ad una funzione armonica in ogni Ω′ ⊂⊂ Ω.
Dimostrazione. Poiche´ la successione e` monotona
∃u(x) = lim
n→+∞
un(x) ≤ +∞ .
In particolare u(y) = lim
n→+∞
un(y) < +∞ cioe`
∀ ε > 0 ∃ ν > 0 : ∀n,m ≥ ν , n > m 0 ≤ un(y)− um(y) < ǫ .
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Si considerino ora Ω′ ⊂⊂ Ω e Ω′′ connesso tale che Ω′ ∪ {y} ⊂ Ω′′ ⊂⊂ Ω. Per la
disuguaglianza di Harnack (2.6), se n,m ≥ ν
sup
z∈Ω′′
|un(z)− um(z)| ≤ c(N,Ω′′,Ω) · inf
z∈Ω′′
|un(z)− um(z)| ≤ c(N,Ω′′,Ω) · ε
che e` la condizione di Cauchy per la convergenza uniforme. Quindi la succes-
sione (un) converge uniformemente in Ω
′ e, poiche´ il limite uniforme di funzioni
armoniche e` una funzione armonica, vale la tesi.
2.12 Stima (interna) a priori del gradiente di una fun-
zione armonica
Teorema 2.12.1. Sia Ω aperto connesso limitato di RN ; u armonica in Ω ed ivi limi-
tata. Allora per ogni compattoK ⊂ Ω si ha
sup
K
|∇u| ≤ N
dK
sup
Ω
|u|,
dove dK = dist (K, ∂Ω) > 0.
Dimostrazione. Osserviamo che ∇u = (∂1u, . . . , ∂Nu) e` una funzione vettoriale ar-
monica in Ω.
SiaBR(y) ⊂ Ω, allora, per la proprieta` del valor medio,
∇u(y) = 1
ωNRN
∫
BR(y)
∇u(x) dLN (x)
=
1
ωNRN
∫
∂BR(y)
u(ξ)ν(ξ) dH N−1(ξ) (per il teorema della divergenza)
e quindi
|∇u(y)| ≤ 1
ωNRN
sup
Ω
|u|NωNRN−1 = N
R
sup
Ω
|u|.
Sia, ora, y ∈ Ω e sia dy = d(y, ∂Ω) (funzione continua di y); per ogni 0 < R < dy si
haBR(y) ⊂ Ω e quindi (per quanto gia` provato)
|∇u(y)| ≤ N
R
sup
Ω
|u|,
e perR→ dy:
|∇u(y)| ≤ N
dy
sup
Ω
|u| ∀ y ∈ Ω.
Sia, infine,K compatto, contenuto in Ω e sia
dK = min
y∈K
dy = dist (K, ∂Ω) > 0;
allora
|∇u(y)| ≤ N
dK
sup
Ω
|u| per ogni y ∈ K,
e quindi
sup
K
|∇u| ≤ N
dK
sup
Ω
|u|.
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Teorema 2.12.2. (Teorema di Liouville)
Se u e` armonica e limitata in RN , allora u e` costante.
Dimostrazione. Basta applicare la stima interna per il gradiente di u conK = BR(0)
e Ω = B2R(0); allora
sup
BR(0)
|∇u| ≤ N
R
sup
B2R(0)
|u|
e perR→ +∞ si ha sup
RN
|∇u| = 0, pertanto u e` costante in RN .
Teorema 2.12.3. (Teorema di compattezza per successioni di funzioni armoniche)
Sia (uj) una successione di funzioni armoniche in Ω (aperto connesso limitato di
RN ); se (uj) e` equilimitata inΩ, allora esiste una successione estratta da (uj) che con-
verge uniformemente ad una funzione (necessariamente) armonica sui sottoinsiemi
compatti di Ω.
Dimostrazione. Dalla stima interna per il gradiente di una funzione armonica, se-
gue, stante la equilimitatezzadi (uj), che la successione (∇uj) e` equilimitata su ogni
compatto contenuto in Ω:
∀K compatto,K ⊂ Ω :
sup
K
|∇uj| ≤ N
dK
sup
Ω
|uj| ≤ c (c indipendente da j).
Pertanto, per il teoremadi Lagrange, la successione (uj) e` equilipschitziana e quindi
equicontinua in ogni compatto contenuto in Ω.
La tesi segue dal teorema di compattezza di Ascoli-Arzela`.
2.13 Il Problema di Dirichlet:
Il metodo delle funzioni subarmoniche
(di O. Perron, 1923)
Siamo ora in grado di affrontare la questione dell’esistenza della soluzione per il
problema (classico) di Dirichlet in un “arbitrario”Ω aperto connesso limitato diRN .
La trattazione che seguiremo e` quella del “metodo di Perron delle funzioni subar-
moniche” che si fonda sul principio del massimo e sulla risolubilita` del problema di
Dirichlet su palle di RN .
Il metodo e` semplice, elegante e separa il problema dell’esistenza nell’aperto Ω dal
comportamento della soluzione sulla frontiera ∂Ω.
Per completezza di esposizione del metodo ricordiamo la seguente definizione:
Definizione 2.13.1.
u subarmonica in Ω
def⇐⇒ u ∈ Co(Ω) e ∀BR(y) ⊂ Ω
u(y) ≤ 1
ωNRN
∫
BR(y)
u(x) dLN (x) .
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Come gia` fatto, indicheremo con σ(Ω) la classe delle funzioni subarmoniche in Ω.
Ricordiamo, inoltre, il seguente
Lemma 2.13.2. (Principio del max debole)
Se Ω e` aperto connesso e limitato di RN e u ∈ σ(Ω) ∩ Co(Ω), allora
sup
Ω
u = sup
∂Ω
u .
Definizione 2.13.3. Si definisce sollevamento armonico di una funzione subar-
monica u ∈ σ(Ω) relativo aBR(y), conBR(y) ⊂ Ω, la funzione cosı` definita
uy,R(x) =

u(x) se x ∈ Ω \BR(y)
l’unica soluzione di
{
∆v = 0 inBR(y)
v = u su ∂BR(y)
se x ∈ BR(y) .
Lemma 2.13.4. Sia u ∈ σ(Ω) eBR(y) ⊂ Ω; allora
(i) u(x) ≤ uy,R(x) ∀x ∈ Ω ;
(ii) uy,R ∈ σ(Ω) .
Dimostrazione.
(i) In Ω \ BR(y) u = uy,R; inoltre, poiche´ u − uy,R ∈ σ(BR(y)) ∩ C0(BR(y)) dal
Lemma 2.13.2 segue che
sup
BR(y)
(u− uy,R) = sup
∂BR(y)
(u − uy,R) = 0,
e quindi
u− uy,R ≤ 0 inBR(y) .
(ii) uy,R ∈ C0(Ω), inoltre in Ω \ BR(y) uy,R = u e per u vale la diseguaglianza
del valor medio; in BR(y), uy,R e` addirittura armonica e quindi soddisfa la
uguaglianza del valor medio. Per i punti ζ ∈ ∂BR(y) si ha
uy,R(ζ) = u(ζ) ≤ 1
ωN tN
∫
Bt(ζ)
u(x) dLN (x)
≤ (per (i)) 1
ωN tN
∫
Bt(ζ)
uy,R(x) dLN (x)
per ogni t > 0 sufficientemente piccolo.
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Definizione 2.13.5. Sia Ω aperto connesso limitato di RN ; ϕ : ∂Ω → R limitata;
posto
m = inf
∂Ω
ϕ, M = sup
∂Ω
ϕ ,
definiamo la classe
σϕ(Ω) :=
{
u ∈ σ(Ω) ∩ Co(Ω); u ≤ ϕ su ∂Ω} .
Osservazione 2.13.6.
σϕ(Ω) 6= ∅
(
in quanto le costanti≤ m sono in σϕ(Ω)
)
.
Lemma 2.13.7. Se u1, u2, . . . , uk ∈ σϕ(Ω) allora anche
v = max {u1, u2, . . . , uk} ∈ σϕ(Ω) .
Dimostrazione. E` chiaro che v ∈ Co(Ω) e v ≤ ϕ su ∂Ω; inoltre per ogni BR(y) ⊂ Ω:
v(y) = max {u1(y), . . . , uk(y)}
≤ max
{
1
ωNRN
∫
BR(y)
u1(x) dLN (x), . . . , 1
ωNRN
∫
BR(y)
uk(x) dLN (x)
}
≤ 1
ωNRN
∫
BR(y)
v(x) dLN (x) .
Osservazione 2.13.8.
∀u ∈ σϕ(Ω) : u(x) ≤M ∀x ∈ Ω.
Infatti per il Lemma 2.13.2,
sup
Ω
u = sup
∂Ω
u ≤M .
Definizione 2.13.9. Ha senso allora definire la seguente funzione (di Perron):
Wϕ : Ω→ R
x 7→Wϕ(x) := sup
u∈σϕ(Ω)
u(x) .
Lemma 2.13.10. La funzione di PerronWϕ e` armonica in Ω.
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Dimostrazione. Sia y ∈ Ω e BR(y) ⊂ Ω; sia 0 < R′ < R e consideriamo una
successione (xj) ⊂ BR′(y). Risulta
Wϕ(xj) = sup
u∈σϕ(Ω)
u(xj)
pertanto per le proprieta` caratteristiche dell’estremo superiore si ha
∀ j ∈ N, ∀ k ∈ N ∃ukj ∈ σϕ(Ω) : Wϕ(xj)−
1
k
< ukj (xj) ≤Wϕ(xj)
e quindi
∃ukj ∈ σϕ(Ω) (j, k = 1, 2, . . . ) : lim
k→+∞
ukj (xj) =Wϕ(xj) ∀ j = 1, 2, . . . . (2.7)
Consideriamo (fissato k ∈ N)
uk = max
{
uk1 , . . . , u
k
k
}
.
Per il Lemma 2.13.7 risulta uk ∈ σϕ(Ω); inoltre
ukj (xj) ≤ uk(xj) ≤Wϕ(xj) ∀ k ∈ N, 1 ≤ j ≤ k ,
e quindi, per confronto, da (2.7), si ha che
∃ lim
k→+∞
uk(xj) = Wϕ(xj) ∀ j = 1, 2, . . . . (2.8)
La successione (uk) puo` essere assunta equilimitata conm ≤ uk ≤ M (se necessa-
rio si consideri max
{
uk,m
} ∈ σϕ(Ω) per il Lemma 2.13.7, e verificante ovviamente
ancora (2.8) in quanto ∀ j ∈ N uk(xj) ≤ max
{
uk(xj),m
} ≤Wϕ(xj)).
Consideriamo, per ogni k, il sollevamento armonico uky,R di u
k relativo aBR(y); de-
notiamo ancora, per semplicita`, con (uk) tale successione equilimitata.
In definitiva la successione e` equilimitata, e` formata da funzioni di σϕ(Ω), soddisfa
(2.8) ed e` tale che in BR(y) le funzioni u
k sono armoniche.
Per il teorema di compattezza 2.12.3 esiste una funzione armonica W tale che (a
meno di successioni estratte)
uk ⇒W in BR′(y).
Per (2.8)
lim
k→+∞
uk(xj) = Wϕ(xj) =W (xj) ∀ j = 1, 2, . . .
per cuiWϕ coincide con una funzione armonica W nei punti della successione (xj)
fissata in BR′(y) (osserviamo cheW dipende a-priori dalla scelta della successione
(xj) e dalla successione estratta da (u
k)). Sia, ora, x ∈ BR′(y) e sia (xj) ⊂ BR′(y) tale
che xj → x1 = x; si ha, per la continuita` della corrispondenteW ,
lim
j→+∞
Wϕ(xj) = lim
j→+∞
W (xj) = W (x1) = Wϕ(x1),
cioe`Wϕ e` continua inBR′(y). Sia infine (xj)una successione densa inBR′(y). Allora
Wϕ coincide con una funzione armonica in ogni xj e quindi per la continuita`, in
ogni punto di BR′(y). Cio` significa cheWϕ e` armonica in un intorno di y, e quindi
in tutto Ω.
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Il risultato precedente esibisce una funzione armonicaWϕ che e` una possibile so-
luzione del problema classico di Dirichlet{
∆u = 0 in Ω
u = ϕ su ∂Ω .
Nel metodo di Perron lo studio del comportamento su ∂Ω della soluzione e` essen-
zialmente separato dal problema dell’esistenza.
L’assunzione con continuita` del valore alla frontiera e` legata alle proprieta` geome-
triche di ∂Ω attraverso il concetto di funzione barriera.
Definizione 2.13.11. Sia ξ0 ∈ ∂Ω; una funzioneQξ0 ∈ σ(Ω) ∩Co(Ω) tale che
Qξ0(ξ0) = 0, Qξ0(ξ) < 0 ∀ ξ ∈ ∂Ω \ {ξ0}
si chiama funzione barriera relativa al punto ξ0 e all’operatore di Laplace (osser-
viamo che, per il Lemma 2.13.2, risultaQξ0 ≤ 0 in Ω).
Il punto di frontiera ξ0 ∈ ∂Ω si dice regolare se esiste una funzione barriera relativa
a ξ0, altrimenti ξ0 si dice eccezionale.
Lemma 2.13.12. Sia ξ0 ∈ ∂Ω regolare; ϕ : ∂Ω → R limitata su ∂Ω e continua in ξ0;
allora
lim inf
x→ξ0
x∈Ω
Wϕ(x) ≥ ϕ(ξ0) 11 (i)
ed anche
∃ lim
x→ξ0
x∈Ω
Wϕ(x) = ϕ(ξ0). (ii)
Dimostrazione. (i) Sia Qξ0 la funzione barriera relativa a ξ0; siano ε > 0, k > 0.
La funzione u definita da
u(x) := ϕ(ξ0)− ε+ kQξ0(x) ∀x ∈ Ω,
e´ di classe σ(Ω) ∩Co(Ω), e soddisfa
u(ξ) = ϕ(ξ0)− ε+ kQξ0(ξ) ≤ ϕ(ξ0)− ε ∀ ξ ∈ ∂Ω,
u(ξ0) = ϕ(ξ0)− ε .
Dimostriamo che u ∈ σϕ(Ω), pertanto proviamo che u ≤ ϕ su ∂Ω. Infatti,
poiche´ ϕ e` continua in ξ0, in corrispondenza di ε > 0 fissato, esiste δε > 0 tale
che
∀ ξ ∈ ∂Ω : |ξ − ξ0| < δε =⇒ |ϕ(ξ) − ϕ(ξ0)| < ε,
11
lim inf
x→x0
f(x) := sup
r>0
inf
0<|x−x0|<r
f(x) (minimo limite di f per x→ x0)
lim sup
x→x0
f(x) := inf
r>0
sup
0<|x−x0|<r
f(x) (massimo limite di f per x→ x0)
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da cui
ϕ(ξ) > ϕ(ξ0)− ε ≥ u(ξ) . 12
Quindi
u ≤ ϕ su {|ξ − ξ0| < δε} ∩ ∂Ω.
Poiche´Qξ0(ξ) e` limitata superiormente da un numero reale negativo per
{|ξ − ξ0| ≥ δε} ∩ ∂Ω, possiamo trovare k = k(ε) > 0 sufficientemente grande
in modo che u ≤ ϕ valga anche per {|ξ − ξ0| ≥ δε} ∩ ∂Ω.
Allora u ∈ σϕ(Ω) e di conseguenza u(x) ≤Wϕ(x) per ogni x ∈ Ω.
Ne segue che
ϕ(ξ0)− ε = u(ξ0) = lim
x→ξ0
x∈Ω
u(x) ≤ lim inf
x→ξ0
x∈Ω
Wϕ(x),
da cui segue la tesi per l’arbitrarieta` di ε > 0.
(ii) E` sufficiente provare che
lim sup
x→ξ0
x∈Ω
Wϕ(x) ≤ ϕ(ξ0) .
Proviamo che
Wϕ(x) ≤ −W−ϕ(x) ∀x ∈ Ω.
Risulta
−W−ϕ(x) = − sup
u∈σ−ϕ(Ω)
u(x) = inf
u∈σ−ϕ(Ω)
(−u(x)) = inf
−U∈σ−ϕ(Ω)
U(x)
dove si e` posto U(x) = −u(x). Osservato che per u ∈ σϕ(Ω) e −U ∈ σ−ϕ(Ω)
risulta u − U ≤ 0 su ∂Ω e u − U ∈ σ(Ω) ∩ C0(Ω), per il Lemma 2.13.2 si ha
u− U ≤ 0 in Ω e quindi
sup
u∈σϕ(Ω)
u(x) ≤ inf
−U∈σ−ϕ(Ω)
U(x) ∀x ∈ Ω , (2.9)
cioe`
Wϕ(x) ≤ −W−ϕ(x) ∀x ∈ Ω.
Applicando (i) aW−ϕ si ha:
lim inf
x→ξ0
x∈Ω
W−ϕ(x) ≥ −ϕ(ξ0),
e quindi
lim sup
x→ξ0
x∈Ω
Wϕ(x) ≤ lim sup
x→ξ0
x∈Ω
(−W−ϕ(x)) = − lim inf
x→ξ0
x∈Ω
W−ϕ(x) ≤ ϕ(ξ0).
12evidentemente per provare la (i) e` sufficiente supporre ϕ semicontinua inferiormente in ξ0 ∈ ∂Ω.
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Osservazione 2.13.13. La relazione (2.9) vuol dire che la classe delle u ∈ σϕ(Ω) e
quella delle−U ∈ σ−ϕ(Ω) (cioe` delleU superarmoniche, regolari, con U ≥ ϕ su ∂Ω)
sono separate.
Teorema 2.13.14. (Teorema di esistenza, unicita` e dipendenza continua della solu-
zione dal dato, per il problema di Dirichlet per l’equazione di Laplace)
Sia Ω aperto connesso limitato diRN ; il problema di Dirichlet{
∆u = 0 in Ω
u = ϕ su ∂Ω
e` risolubile in C2(Ω) ∩ Co(Ω) per ogni dato ϕ ∈ Co(∂Ω) se e solo se ogni ξ0 ∈ ∂Ω e`
regolare. La soluzione e` la funzione di PerronWϕ. Inoltre (per il teoremadelmassimo
modulo)
sup
Ω
|Wϕ| = sup
∂Ω
|ϕ| .
Dimostrazione. Sia ϕ ∈ Co(∂Ω) e ogni ξ0 ∈ ∂Ω sia regolare. Allora, per il Lem-
ma 2.13.10,Wϕ e` armonica in Ω e, per il Lemma 2.13.12,
∃ lim
x→ξ0
x∈Ω
Wϕ(x) = ϕ(ξ0) ∀ ξ0 ∈ ∂Ω.
Cio` implica che, se ∂Ω e` formata da punti regolari e ϕ ∈ C0(∂Ω), alloraWϕ ∈ C0(Ω)
quando poniamoWϕ = ϕ su ∂Ω.
Quindi
Wϕ ∈ C2(Ω) ∩ Co(Ω)
e {
∆Wϕ = 0 in Ω
Wϕ = ϕ su ∂Ω .
Viceversa, supponiamo che il problema di Dirichlet{
∆u = 0 in Ω
u = ϕ su ∂Ω
sia risolubile inC2(Ω)∩Co(Ω) per ogni datoϕ ∈ Co(∂Ω). Sia ξ0 ∈ ∂Ω. Consideriamo
ϕ : ∂Ω→ R, definita da
ϕ(ξ) = − |ξ − ξ0| ∀ ξ ∈ ∂Ω.
Si ha ϕ ∈ C0(∂Ω); sia v ∈ C2(Ω) ∩ C0(Ω) l’unica soluzione di{
∆v = 0 in Ω
v(ξ) = − |ξ − ξ0| ∀ ξ ∈ ∂Ω .
Definita
Qξ0(x) = v(x) ∀x ∈ Ω,
si riconosce facilmente che Qξ0 e` una funzione barriera relativa a ξ0, sicche´ ξ0 e`
regolare.
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Rimane l’importante questione: per quali Ω (aperti connessi limitati di RN ) i punti
di frontiera sono regolari?
Sono note (generali) condizioni sufficienti in termini delle proprieta` geometriche
(locali) di ∂Ω.
Illustriamo una di queste condizioni.
Definizione 2.13.15. Ω aperto connesso limitato di RN ha la proprieta` della palla
esterna se
∀ ξ0 ∈ ∂Ω ∃BR(y) : BR(y) ∩Ω = {ξ0}.
Proposizione 2.13.16. Se Ω ha la proprieta` della palla esterna, allora ogni punto di
∂Ω e` regolare.
Dimostrazione. Sia ξ0 ∈ ∂Ω e BR(y) tale che
BR(y) ∩ Ω = {ξ0}.
Definiamo per ogni x ∈ Ω
Qξ0(x) =

|x− y|2−N −R2−N seN ≥ 3
log
R
|x− y| seN = 2.
Si verifica facilmente cheQξ0 e` una funzione barriera relativa a ξ0.
Osservazione 2.13.17. Osserviamo che se Ω e` strettamente convesso (nel senso che
per ogni ξ0 ∈ ∂Ω esiste un iperpiano Πξ0 tale che Πξ0 ∩ Ω = {ξ0}) allora Ω ha la
proprieta` della palla esterna.
SeN ≥ 3 gli apertiΩ con “spine rientranti” (che puntano inΩ) non sono ammissibili
per il problema classico di Dirichlet, come mostra un argomento di Lebesgue, per
il quale si puo` consultare e.g. [5] alle pp. 77-78.
2.14 PotenzialeNewtonianoeproblemadiDirichlet per
l’equazione di Poisson
Abbiamo definito, perN ≥ 3, la soluzione fondamentale (di polo xo) per il∆:
Γ(x− xo) = 1
N(2−N)ωN |x− x
o|2−N ∀x ∈ RN \ {xo}
e inoltre, per Ω connesso, compatto di RN , di classe C1 a tratti, e per u ∈ C2(Ω)
abbiamo provato la formula di rappresentazione di Green (Teorema 2.6.1):
u(xo) =
∫
Ω
Γ(x−xo)∆xu(x)dLN (x)+
∫
∂Ω
[
u(ξ)
∂Γ
∂ν
(ξ − xo)− Γ(ξ − xo)∂u
∂ν
(ξ)
]
dHN−1(ξ)
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per ogni xo ∈ Ω.
Definito il potenziale (di dominio) Newtoniano di densita` f , con f funzione limi-
tata e integrabile in Ω,
w(x) :=
∫
Ω
Γ(x− y) f(y) dLN (y) ∀x ∈ Ω,
dalla rappresentazione precedente risulta che u e` somma del potenziale Newtonia-
no (di densita`∆xu) e di una funzione armonica.
Studiamo pertanto il potenziale Newtoniano di densita` f ; in particolare vediamo
sotto quali ipotesi sulla densita` f il potenziale Newtoniano e` C2, al fine di trovare
una soluzione (particolare) dell’equazione di Poisson.
Lemma 2.14.1. Sia Ω aperto connesso limitato di RN , f limitata e integrabile in Ω;
allora posto
w(x) :=
∫
Ω
Γ(x− y) f(y) dLN (y) ∀x ∈ Ω ,
si ha
w ∈ C1(Ω) e ∂iw(x) =
∫
Ω
∂iΓ(x− y) f(y) dLN (y) ∀x ∈ Ω , i = 1, . . . , N
dove ∂i = ∂xi .
Dimostrazione. Per x ∈ RN poniamo
v(x) =
∫
Ω
∂iΓ(x− y) f(y) dLN (y)
(v e` ben definita perche´ ∂iΓ(x − y) e` sommabile e f e` limitata). Per provare che
w ∈ C1(Ω) e ∂iw = v, costruiamo una famiglia di funzioni (wε)ε>0 ∈ C1(Ω) tale che
per ε→ 0+
wε ⇒ w
e
∂iwε ⇒ v .
Per questo sia ϑ ∈ C1(R) tale che
0 ≤ ϑ(t) ≤ 1, 0 ≤ ϑ′(t) ≤ 2 ∀t ∈ R,
ϑ(t) =
{
0 se t ≤ 1
1 se t ≥ 2
(ad esempio
ϑ(t) =

0 per t ≤ 1
5− 12t+ 9t2 − 2t3 per 1 < t < 2
1 per t ≥ 2 ).
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Figura 2.1: Grafico della funzione ϑ
Definiamo per ε > 0
wε(x) =
∫
|x−y|>ε
Γ(x− y)ϑ
( |x− y|
ε
)
f(y) dLN (y) ∀x ∈ RN .
Si ha wε ∈ C1(Ω) (in quanto Γ e` C∞ e ϑ e` C1) e
w(x) − wε(x) =
∫
|x−y|≤2ε
Γ(x− y)
[
1− ϑ
( |x− y|
ε
)]
f(y) dLN (y)
da cui
|w(x) − wε(x)| ≤
∫
B2ε(x)
|Γ(x− y)| dLN (y) · sup
Ω
|f |.
Risulta∫
B2ε(x)
|Γ(x− y)| dLN (y) =
∫
B2ε(x)
1
N(N − 2)ωN |x− y|
2−N dLN (y)
=
1
N(N − 2)ωN
∫
∂B1(x)
dHN−1(ω)
∫ 2ε
0
̺2−N̺N−1 dL 1(̺)
=
1
N − 2
[
̺2
2
]2ε
0
=
4ε2
2(N − 2) =
2ε2
N − 2 .
Quindi
|w(x) − wε(x)| ≤
∫
B2ε(x)
|Γ(x− y)| dLN (y) · sup
Ω
|f | = sup
Ω
|f | · 2ε
2
N − 2
da cui si ha
lim
ε→0+
wε = w uniformemente sui compatti diRN (e quindi in Ω).
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Ora proviamo che
∂iwε ⇒
ε→0+
v.
Risulta
∂iwε(x) =
∫
|x−y|>ε
∂i
[
Γ(x− y) · ϑ
( |x− y|
ε
)]
f(y) dLN (y) ,
v(x) − ∂iwε(x) =
∫
|x−y|≤2ε
∂i
{
Γ(x − y)
[
1− ϑ
( |x− y|
ε
)]}
f(y) dLN (y)
=
∫
|x−y|≤2ε
{
∂iΓ(x− y)
[
1− ϑ
( |x− y|
ε
)]
− Γ(x− y)∂iϑ
( |x− y|
ε
)}
f(y) dLN (y) .
Poiche´
|∂iΓ(x− y)| ≤ 1
NωN
|x− y|1−N ,
si ha ∫
|x−y|≤2ε
|∂iΓ(x− y)| dLN (y) ≤ 1
NωN
∫
B2ε(x)
|x− y|1−N dLN (y) = 2ε
da cui segue che
|v(x) − ∂iwε(x)| ≤
∫
|x−y|≤2ε
{
|∂iΓ(x− y)|+ |Γ(x− y)| 2
ε
}
dLN (y) · sup
Ω
|f |
≤ sup
Ω
|f | ·
(
2ε+
2ε2
N − 2 ·
2
ε
)
≤ sup
Ω
|f | ·
(
2ε+
4ε
N − 2
)
= sup
Ω
|f | ·
(
ε
2N
N − 2
)
.
Di conseguenza
lim
ε→0+
∂iwε = v uniformemente sui compatti di RN (e quindi in Ω).
Lemma 2.14.2. Sia Ω aperto connesso limitato di RN , f ∈ C0,α(Ω) (0 < α ≤ 1);
allora w ∈ C2(Ω) e
∂ijw(x) =
∫
Ω0
∂ijΓ(x− y)[f(y)− f(x)] dLN(y)− f(x)
∫
∂Ω0
∂iΓ(x− ξ) νj(ξ) dHN−1(ξ)
∀x ∈ Ω , i, j = 1, . . . , N ,
doveΩ0 e` un qualsiasi aperto limitato contenenteΩ, con frontiera di classeC
1 a tratti,
e f ≡ 0 in Ω0 \ Ω. Inoltre
∆w(x) = f(x) ∀x ∈ Ω .
Osserviamo che si puo` mostrare che
f ∈ C0(Ω) 6⇒ w ∈ C2(Ω)
(cfr. e.g. [13] a p. 54).
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Dimostrazione. Sia ϑ ∈ C1(R) la funzione introdotta nella dimostrazione del Lem-
ma 2.14.1 e definiamo per ε > 0
vε(x) =
∫
|x−y|>ε
[∂iΓ(x − y)]ϑ
( |x− y|
ε
)
f(y) dLN (y) ∀x ∈ Ω .
vε e` ben definita perche´ ∂iΓ e` sommabile, ϑ ed f sono limitate; inoltre si riconosce
che vε ∈ C1(Ω).
Ricordiamo che per il Lemma 2.14.1, posto
v(x) =
∫
Ω
∂iΓ(x− y)f(y) dLN (y) ,
si ha
v = ∂iw in Ω,
inoltre si prova agevolmente che
|v(x)− vε(x)| ≤ sup
Ω
|f | · 2ε ,
da cui segue che
vε ⇒
ε→0+
v in Ω .
Posto
u(x) =
∫
Ω0
∂ijΓ(x− y)[f(y)− f(x)] dLN (y)− f(x)
∫
∂Ω0
∂iΓ(x− ξ) νj(ξ) dHN−1(ξ) ,
osserviamo che u e` ben definita, in particolare il primo integrale e` finito in quanto
|∂ijΓ(x − y)[f(y)− f(x)]| ≤ cN |x− y|−N [f ]0,α |x− y|α = cN [f ]0,α |x− y|−N+α .
Proviamo che
∂jvε ⇒
ε→0+
u sui sottoinsiemi compatti di Ω (j = 1, . . . , N) ,
ne seguira` che esiste ∂jv = u, e poiche´ v = ∂iw si avra` in definitivaw ∈ C2(Ω) e
u = ∂ijw.
Proviamo dunque
∂jvε ⇒
ε→0+
u.
Si ha, posto per brevita`
ϑε := ϑ
( |x− y|
ε
)
,
∂jvε(x) =
∫
Ω
∂j ([∂iΓ(x− y)]ϑε) f(y) dLN (y)
=
∫
Ω0
∂j ([∂iΓ(x− y)]ϑε) [f(y)− f(x)] dLN (y)
+f(x)
∫
Ω0
∂j ([∂iΓ(x− y)]ϑε) dLN (y)
=
∫
Ω0
∂j ([∂iΓ(x− y)]ϑε) [f(y)− f(x)] dLN (y)
−f(x)
∫
∂Ω0
∂iΓ(x− ξ)νj(ξ) dHN−1(ξ)
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purche´ ε > 0 sia sufficientemente piccolo (per cui ϑε = 1); al secondo integrale si
e` applicato il teorema della divergenza (Ω0 ha frontiera di classe C
1 a tratti). Allora
per sottrazione, per 2ε < d(x, ∂Ω),
|u(x)− ∂jvε(x)| =
∣∣∣∣∫|x−y|≤2ε ∂j{(1− ϑε)∂iΓ(x− y)}[f(y)− f(x)] dLN (y)
∣∣∣∣
≤ 2
ε
∫
B2ε(x)
|∂iΓ(x− y)| |f(y)− f(x)| dLN (y)
+
∫
B2ε(x)
|∂ijΓ(x − y)| |f(y)− f(x)| dLN (y)
≤ [f ]0,α
(
4 +
N
α
)
2αεα ⇒
ε→0+
0
Di conseguenza
∂jvε ⇒
ε→0+
u sui sottoinsiemi compatti diΩ .
L’ultima disuguaglianza e` ottenuta in virtu` delle seguenti maggiorazioni:
2
ε
∫
B2ε(x)
|∂iΓ(x− y)||f(y)− f(x)| dLN (y)
≤ 2
ε
[f ]0,α
1
NωN
∫
∂B1(x)
dHN−1(ω)
∫ 2ε
0
̺1−N̺N−1̺α dL 1(̺)
=
2
ε
1
NωN
NωN
(2ε)α+1
α+ 1
[f ]0,α
= 4[f ]0,α
2αεα
α+ 1
≤ 4[f ]0,α2αεα,
e∫
B2ε(x)
|∂ijΓ(x− y)||f(y)− f(x)| dLN (y)
≤ [f ]0,α 1
ωN
∫
∂B1(x)
dHN−1(ω)
∫ 2ε
0
̺−N̺N−1̺α dL 1(̺)
= [f ]0,αN
2αεα
α
.
Per provare che
∆w(x) = f(x) ∀x ∈ Ω ,
fissato x ∈ Ω sia Ω0 = BR(x) contenente Ω. Da
∂ijw(x) =
∫
Ω0
∂ijΓ(x−y) [f(y)−f(x)] dLN (y)−f(x)
∫
∂Ω0
∂iΓ(x− ξ) νj(ξ) dHN−1(ξ)
i, j = 1, . . . , N ,
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si ha
∆w(x) =
N∑
i=1
∂iiw(x)
=
∫
BR(x)
N∑
i=1
∂iiΓ(x− y)[f(y)− f(x)] dLN (y)
−f(x)
∫
∂BR(x)
N∑
i=1
∂iΓ(x− ξ) νi(ξ) dH N−1(ξ)
13 = 0− f(x)
∫
|x−ξ|=R
N∑
i=1
1
NωN
xi − ξi
|x− ξ|N
ξi − xi
|x− ξ| dH
N−1(ξ)
= f(x)
∫
|x−ξ|=R
N∑
i=1
1
NωN
(xi − ξi)2
|x− ξ|N+1
dHN−1(ξ)
= f(x)
1
NωN
∫
|x−ξ|=R
|x− ξ|2
|x− ξ|N+1
dHN−1(ξ)
= f(x)
1
NωN
R−N+1NωNRN−1
= f(x) .
13Risulta ∫
BR(x)\Br(x)
∆xΓ(x− y) [f(y) − f(x)] dLN (y) = 0 (0 < r < R) ;
inoltre∆xΓ(x− y) [f(y) − f(x)] e` sommabile inBR(x), pertanto∫
BR(x)
∆xΓ(x−y) [f(y)−f(x)] dLN (y) = lim
r→0+
∫
BR(x)\Br(x)
∆xΓ(x−y) [f(y)−f(x)] dLN (y) = 0 .
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Siamo ora in grado di risolvere il problemadi Dirichlet per l’equazione di Poisson:
u ∈ C2(Ω) ∩C0(Ω)
∆u = f in Ω
u = ϕ su ∂Ω
con ϕ ∈ C0(∂Ω) ed f ∈ C0,α(Ω) (0 < α ≤ 1) funzioni assegnate.
Sussiste il seguente teorema.
Teorema 2.14.3. (Teorema di esistenza, unicita` e dipendenza continua della solu-
zione dai dati f e ϕ, per il problema di Dirichlet per l’equazione di Poisson)
Sia Ω aperto connesso limitato di RN con frontiera formata da punti tutti regolari.
Per ogni f ∈ C0,α(Ω) (0 < α ≤ 1) e ϕ ∈ C0(∂Ω), esiste (unica) u ∈ C2(Ω) ∩ C0(Ω)
soluzione di {
∆u = f in Ω
u = ϕ su ∂Ω.
Si ha
u = v + w
dove w e` il potenziale Newtoniano di densita` f , e v e` l’unica soluzione del problema{
∆v = 0 in Ω
v = ϕ− w su ∂Ω.
Inoltre
sup
Ω
|u| ≤ cost ·
(
sup
∂Ω
|ϕ| + sup
Ω
|f |
)
(u dipende con continuita` dai dati f e ϕ).
Dimostrazione. Poiche´ siamo nelle ipotesi del Lemma 2.14.1 e del Lemma 2.14.2
risulta
w ∈ C2(Ω) ∩ C1(Ω), ∆w = f .
Sia v ∈ C2(Ω) ∩ C0(Ω) l’unica soluzione del problema{
∆v = 0 in Ω
v = ϕ− w su ∂Ω
(si noti che Ω ha frontiera formata da punti tutti regolari e ϕ− w ∈ C0(∂Ω)).
Posto
u := v + w
risulta
u ∈ C2(Ω) ∩ C0(Ω), ∆u = f in Ω, u = ϕ su ∂Ω.
Inoltre poiche´ (perN ≥ 3)
|w(x)| ≤ 1
N(N − 2)ωN
∫
|x−y|<diamΩ
|x− y|2−N |f(y)| dLN (y)
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ed f e` limitata in Ω, si ha
sup
Ω
|w| ≤ cost · sup
Ω
|f |
(dove la costante dipende daN e da diamΩ), e quindi
sup
Ω
|u| ≤ cost ·
(
sup
∂Ω
|ϕ|+ sup
Ω
|f |
)
.
Osservazione 2.14.4. Ci sono altrimetodiper dimostrare il risultato di esistenza del
Teorema 2.14.3 (cfr. [5]); il metodo variazionale negli Spazi di Hilbert sara` discusso
nei Capitoli 9 e 8.
