Conventional online kernel methods often yield an unbounded large number of support vectors, making them inefficient and non-scalable for large-scale applications. Recent studies on bounded kernel-based online learning have attempted to overcome this shortcoming. Although they can bound the number of support vectors at each iteration, most of them fail to bound the number of support vectors for the final output solution which is often obtained by averaging the series of solutions over all the iterations. In this paper, we propose a novel kernel-based online learning method, Sparse Passive Aggressive learning (SPA), which can output a final solution with a bounded number of support vectors. The key idea of our method is to explore an efficient stochastic sampling strategy, which turns an example into a new support vector with some probability that depends on the loss suffered by the example. We theoretically prove that the proposed SPA algorithm achieves an optimal regret bound in expectation, and empirically show that the new algorithm outperforms various bounded kernel-based online learning algorithms.
Introduction
Online learning with kernels represents an important family of machine learning algorithms for learning nonlinear predictive models in large-scale machine learning tasks [10, 8, 13] . Due to the curse of kernelization, a major limitation of many kernel-based online learning techniques is that the number of support vectors is unbounded and potentially large for large-scale applications. This has raised a huge challenge for applying them in practical applications since computational complexity (of both time and space) for a kernel-based online learning algorithm is often proportional to the support vector size.
Recent years have witnessed a variety of emerging studies for bounded kernel-based online learning. Examples include Budget Perceptron [4] , Randomized Budget Perceptron (RBP) [1] , Forgetron [6] , Projectron [12] , Budget Passive Aggressive learning [19] , Bounded On-line Gradient Descent (BOGD) [22, 17] , Twin Support Vector Machine (TVM) [18] , among others.
Although bounded kernel-based online learning has been actively studied, most existing algorithms suffer from a key drawback when applying them in online-tobatch conversion, a process that aims to convert online classifiers for batch classification purposes [7, 5] . Specifically, one of most commonly used approaches in onlineto-batch conversion is to take the averaging classifier, that is the mean of all the online classifiers at every online iteration, as the final classifier for batch classification. This simple technique is not only computationally efficient, but also enjoys theoretical superiority in generalization performance compared with the classifier obtained in the last online iteration [15] . Unfortunately, most existing budget online kernel learning algorithms only guarantee the support vector size at each online iteration is bounded, but fail to yield a sparse averaging classifier in online-to-batch conversion.
Our work is closely related to two sparse kernel methods for online logistic regression [20, 21] . The main limitation of the existing work is that they only considered the problem settings with several smooth loss functions. This is a relatively strict setting since there are lots of situations (eg. SVM) where unsmooth loss functions , hinge loss for example, are adopted. Our paper studied the unsmooth loss setting where the loss function is not limited by assumptions in [21] . The second improvement of our paper compared to the previous work is the better theoretical analysis, which follows the standard analysis of online learning and thus is simpler and easier to follow. Our analysis also suggests an approach to fix a subtle mistake in the proof of bound in [20] .
In this paper, we present a new method for bounded kernel-based online learning method, named "Sparse Passive Aggressive" (SPA) learning, which extends the online Passive Aggressive (PA) learning method [3] to ensure the final output averaging classifier has the bounded number of support vectors in online-to-batch conversion. Specifically, the basic idea of our method is to explore a simple stochastic sampling rule, which assigns an incoming training example to be a support vector with a higher probability when it suffers a higher loss. We theoretically prove that the proposed algorithm not only bounds the number of support vectors but also achieves an optimal regret bound in expectation. Finally, we conduct an extensive set of empirical studies which show that the proposed algorithm outperforms a variety of bounded kernelbased online learning algorithms.
The rest of this paper is organized as follows. Section 2 formally formulates the problem and then presents the proposed SPA algorithm. Section 3 gives theoretical analysis. Section 4 presents our experimental studies and empirical observations, and finally Section 5 concludes this paper.
Sparse PA Learning with Kernels
In this section, we first formulate the problem setting for online learning with kernels, then review online Passive Aggressive (PA) algorithm [3] , and finally present the details of the proposed Sparse PA learning with kernels (SPA) algorithm.
Problem Setting and Preliminaries
We consider the problem of online learning by following online convex optimization settings. Our goal is to learn a function f : R d → R from a sequence of training examples {(x 1 , y 1 ), . . . , (x T , y T )}, where instance x t ∈ R d and class label y t ∈ Y. We refer to the output f of the learning algorithm as a hypothesis and denote the set of all possible hypotheses by H = {f |f : R d → R}. We will use (f ; (x, y)) : H × (R d × Y) → R as the loss function that penalizes the deviation of estimating f (x) from observed labels y. Further, we consider H a Reproducing Kernel Hilbert Space (RKHS) endowed with a kernel function κ(·, ·) : 16] implementing the inner product ·, · such that: 1) κ has the reproducing property f, κ(x, ·) = f (x) for x ∈ R d ; 2) H is the closure of the span of all κ(x, ·) with x ∈ R d , that is, κ(x, ·) ∈ H ∀x ∈ X . The inner product ·, · induces a norm on f ∈ H in the usual way: f H := f, f 1 2 . To make it clear, we denote by H κ an RKHS with explicit dependence on kernel κ. Throughout the analysis, we assume κ(x, x) ≤ X 2 ∀x ∈ R d . Passive Aggressive (PA) algorithms [3] are a family of margin based online learning algorithms, which can achieve a bound on the cumulative loss comparable with the smallest loss that can be attained by any fixed hypothesis.
Specifically, consider a classification problem, an online PA algorithm sequentially updates the online classifier. At the t-step, the online hypothesis will be updated by the following strategy
where η > 0. This optimization involves two objectives: the first is to keep the new function close to the old one, while the second is to minimize the loss of the new function on the current example. To simplify the discussion, we denote t (f ) = (f ; (x t , y t )) throughout the paper.
Sparse Passive Aggressive Algorithm
Similar to conventional kernel-based online learning methods, the critical limitation of PA is that it does not bound the number of support vectors, making it very expensive in both computational time and memory cost for largescale applications. Some existing work has attempted to propose budget PA [19] for learning a bounded kernel classifier at each step using some budget maintenance strategy (e.g., discarding an old SV and replacing it by a new one). Although the kernel classifier is bounded at each step, their approach cannot bound the number of support vectors for the average of classifiers over all learning iterations. This drawback of the existing budgeted kernel algorithms limits their application to online-to-batch conversion tasks where the output final classifier is typically obtained by averaging classifiers at every learning steps. Furthermore, even in pure online setting, the prediction of the new coming instance x t using 1 t t i=1 f i often outperforms the result using a single classifier f t . In this paper, we aim to overcome the above limitation by proposing a novel Sparse Passive Aggressive (SPA) learning algorithm for learning a sparse kernel classifier which guarantees not only the ratio of support vectors to total received examples is always bounded in expectation, but also the support vector size of the final average classifier is bounded.
Unlike the conventional budget maintenance idea, we propose a stochastic support vector sampling strategy which sequentially constructs the set of support vectors by sampling from the sequence of instances in which an instance whenever is added into the support vector set will never be discarded. This ensures that the support vector set of any intermediate classifier is always a subset of the final average classifier. The rest challenge then is how to design an appropriate sampling strategy so that we ensure that the support vector size of kernel classifiers is always bounded while maximizing the learning accuracy of the classifier. To tackle this challenge, we propose a simple yet effective sampling rule which decides if an incoming instance should be a support vector by performing a Bernoulli trial as follows:
where Z t ∈ {0, 1} is a random variable such that Z t = 1 indicates a new support vector should be added to update the classifier at the t-th step, and β ≥ α > 0 are parameters to adjust the ratio of support vectors with some given budget. The above sampling rule has two key concerns:
(i) The probability of making the t-th step update is always less than α/β, which avoids assigning too high probability on a noisy instance.
(ii) An example suffering higher loss has a higher probability of being assigned to the support vector set.
In the above, the first is to guarantee that the ratio of support vectors to total received instances is always bounded in expectation, and the second is to maximize the learning accuracy by adding informative support vectors or equivalently avoid making unnecessary updates. For example, for the extreme case of t (f t ) = 0, we always have P r(Z t = 1) = 0, which means we never makes an update if an instance does not suffer loss. Different from the existing work where the sampling probability is related to the derivative of classification loss, our probability is directly based on the scale of hinge loss.
After obtaining the random variable Z t , we will need to develop an effective strategy for updating the classifier. Following the PA learning principle, we propose the following updating method:
Note when ρ t = 0, then Z t = 0 and we set Z t /ρ t = 0. We adopt the above update because its objective is an unbiased estimation of that of PA update, that is,
Passive Aggressive based algorithms enjoy lots of advantages compared to gradient based ones. For instance, PA updating strategy is more effective because of the adaptive step size. And PA is less sensitive to the variance of parameter setting. Finally, we summarize the proposed Sparse Passive Aggressive algorithm in Algorithm 1.
Application to Binary Classification
The proposed SPA method is a generic online learning framework that can be applied to various online learning tasks. Examples include online classification, regression, and uniclass prediction tasks. Without loss of generality, we focus on the discussion on the application of the proposed algorithm for online binary classification task.
Algorithm 1 Sparse PA learning with kernels (SPA) Input: aggressiveness parameter η > 0, and parameters β ≥ α > 0 Initialize:
Sample a Bernoulli random variable Z t ∈ {0, 1} by: Pr(Z t = 1) = ρ t Update the classifier:
Specifically, we consider an online classification task with label set Y = {−1, +1}, and adopt the widely used hinge loss function:
The hinge loss function is κ(x, x)-Lipschitz with respect to f :
where we used the fact [1 − z] + is 1-Lipschitz with respect to z. This further implies the corresponding t (f )s are X-Lipschitz, since κ(x t , x t ) ≤ X 2 . This fact will be used in the theoretical analysis in the next section.
After choosing the hinge loss, the rest is how to solve the optimization (2.1). Fortunately, we can derive a closed-form solution, as shown in the following proposition.
This proposition is easy to prove, so we omit its proof.
3 Theoretical Analysis SPA algorithm will be analyzed for binary classification case. To facilitate the discussion, we denote
The following theorem analyzes the regret of SPA, i.e.,
, which is a main performance measure of online algorithms.
If we assume κ(x, x) = 1 and the hinge loss function t (·) is 1-Lipschitz, then for any β ≥ α > 0, and η > 0, the proposed SPA algorithm satisfies the following inequality
where η is the aggressiveness parameter. When setting η = f * Hκ
Hκ , we will have
The detailed proof can be found in Appendix A. Remark 1. The theorem indicates that the expected regret of the proposed SPA algorithm can be bounded by f * Hκ 2βT /α in expectation. In practice, β/α is usually a small constance. Thus, we can conclude that the proposed algorithm can achieve a strong regret bound in expectation. Remark 2. The expected regret has a close relationship with the two parameters α and β. As indicated above, to avoid assigning too high probability on a noisy instance, the parameter α can not be too large. Assuming α ≤ √ βη (which is accessible in the practical parameter setting), the expected regret bound is proportion to the ratio β/α. This consists with the intuition that larger chances of adding SVs leads to smaller loss. Further more, for α > √ βη, the expected regret bound is less tight than the above case, which consists with the analysis before that too large α involves large number of noisy instances and might be harmful.
Next, we would give a bound on the number of support vectors of the final classifierf T in expectation. Since we never delete an existing support vector, it should be the same with the number of support vectors of the final intermediate classifier f T , which equals to the random number T t=1 Z t . Theorem 3.2. Let (x 1 , y 1 ) , . . . , (x T , y T ) be a sequence of examples where x t ∈ R d , y t ∈ Y = {−1, +1} for all t. If we assume κ(x, x) = 1 and the hinge loss function t (·) is 1-Lipschitz, then for any β ≥ α > 0, and η > 0, the proposed SPA algorithm satisfies the following inequality
Especially, when η = f * Hκ α 2βT and α
The detailed proof can be found in Appendix B.
Remark. First, this theorem indicates the expected number of support vectors is less than αT /β. Thus, by setting β ≥ αT /n (1 < n ≤ T ), we guarantee the expected number of support vectors of the final classifier is bounded by a budget n. Second, this theorem also implies that, by setting β ≥ [
Experiments
In this section, we conduct extensive experiments to evaluate the empirical performance of the proposed SPA algorithm for online binary classification tasks. Table 1 summarizes details of some binary classification datasets in our experiments. The first five can be downloaded from LIBSVM 1 or KDDCUP competition site 2 . The last "Gaussian" is a synthetic dataset for large-scale evaluation, which was generated based on a mixture of two 2-dimensional Gaussians: N ((0, 0), I) (40%) and N ((2, 0), 4I) (60%). 
Experimental Testbed

Compared Algorithms and Setup
We evaluate the proposed SPA algorithm by comparing with many state-of-the-art online kernel learning algorithms. First, we implement the following non-budget kernel learning algorithms as a yardstick for evaluation:
• "Perceptron": the kernelized Perceptron [9] ;
• "OGD": the kernelized OGD algorithm [11] ;
• "PA-I": the kernelized passive aggressive algorithm with soft margin [3] .
Further, we compare our SPA algorithm with a variety of budget online kernel learning algorithms:
• "RBP": the Randomized Budget Perceptron by random removal [1] ; • "Forgetron": the Forgetron by discarding oldest support vectors [6] ; • "Projectron": the Projectron algorithm using the projection strategy [12] ; • "Projectron++": the aggressive version of Projectron algorithm [12] ; • "BPA-S": the Budget Passive-Aggressive algorithm [19] , we only adopt the BPA-Simple algorithm since the other two variants are too computational expensive to scale to large datasets; • "BOGD": the Bounded Online Gradient Descent algorithm [22, 17] ; • "OSKL":the Online Sparse Kernel Learning algorithm [21] .
To make a fair comparison, we adopt the same experimental setup for all the algorithms. We use the hinge loss for gradient-based algorithms (OGD and BOGD). For all the algorithms, we adopt a gaussian kernel exp(−γ||x 1 − x 2 || 2 ) with parameter γ set to 0.4 for all the datasets. The learning rate parameter η for OGD, BOGD, OSKL and SPA is automatically chosen by searching from {10 3 , ..., 10 −3 } based on a random permutation of each dataset. We adopt the PA-I algorithm for comparison since it was proved to be robust to noise and achieved better performance than PA without soft margin. The soft margin parameter C is optimized by searching from range {0.25, 0.5, 1, 2}. To decide the support vector size of the proposed SPA algorithm, it requires to choose parameters α and β. The parameter α is chosen according to the distribution of the loss function scale, for which we set α = 0.5 for Gaussian and α = 1 for all other datasets. We choose a proper β parameter so that the resulting support vector size is roughly a proper fraction of that of the non-budget OGD algorithm (specifically, we set β = 20 for three small datasets, and β = 200 for three large datasets). Note that the OSKL algorithm also adopts a stochastic approach to sample the support vectors, which indicates that there is no ideal method for setting the same number of support vectors and thus absolutely fair comparison between OSKL and our proposed algorithm. We tune the sampling probability parameter G in the OSKL algorithm so that the averaged number of support vectors is close to that of the proposed algorithm. Finally, to ensure that all budget algorithms adopt the same budget size, we choose the budget size B of all the other compared algorithms according to the average number of support vectors generated by the proposed SPA algorithm.
For each dataset, all the experiments were repeated 20 times on different random permutations of instances in the dataset and all the results were obtained by averaging over these 20 runs. For performance metrics, we evaluate the online classification performance by mistake rates and running time. Finally, all the algorithms were implemented in C++, and all experiments were conducted in a Windows machine with 3.2 GHz CPU.
Evaluation of Online Learning Performance
The first experiment is to evaluate the performance of kernel-based online learning algorithms for online classification tasks. Table 2 shows the experimental results. To demonstrate the superiority of averaging classifier in pure online setting, the reported accuracy of the proposed SPA algorithm and OSKL is obtained by the averaged classifier
We can draw some observations as follows.
We first examine the time cost comparisons. First of all, all the budget algorithms are significantly more efficient than the non-budget algorithms (Perceptron, OGD, and PA-I) for most cases, especially on largescale datasets. This validates the importance of studying bounded kernel-based online learning algorithms. Second, by comparing different budget algorithms, Projectron++ is the least efficient due to its expensive projection strategy, and the proposed SPA algorithm is the most efficient. The other budget algorithms (RBP, Forgetron, BPAS, BOGD) are in general quite efficient as they all are based on simple SV removal strategy for budget maintenance. The reason that our SPA algorithm is even more efficient than these algorithms is because our algorithm adds the support vectors incrementally while the other algorithms perform the budget maintenance only when the support vector size reaches the budget. This encouraging result validates the high efficiency advantage of our stochastic support vector sampling strategy.
We then compare online classification accuracy of different algorithms. First, the non-budget algorithms have better accuracy than their budget variants. This is not surprising as the non-budget algorithms use a larger SV size. Second, comparing different budget algorithms, we found that PA and OGD based algorithms (BPAS, BOGD, and SPA) generally outperform Perceptronbased algorithms (RBP, Forgetron, Projectron, and Projectron++). Finally, our SPA algorithm achieves the best accuracy among all the budget algorithms most of the cases and is comparable to the OSKL algorithm. These results again validate the effectiveness of the proposed budget learning strategy. 4.4 Parameter Sensitivity of α and β The proposed SPA algorithm has two critical parameters α and β which could considerably affect the accuracy, support vector size, and time cost. Our second experiment is to examine how different parameters of α and β affect the learning performance so as to give insights for how to choose them in practice. Figure 1 evaluate the performance (support vector size, time, accuracy) of the SPA algorithm on the "a9a" dataset with varied α values ranging from 0.1 to 3, and varied β in the range of {2.5, 5, 10, 20, 40}. Several observations can be drawn from the experimental results. First of all, when β is fixed, increasing α generally results in (i) larger support vector size, (ii) higher time cost, but (iii) better classification accuracy, especially when α is small. However, when α is large enough (e.g., α > 1.5), increasing α has very minor impact to the performance. This is because the number of instances whose hinge loss above α is relatively small. We also note that the accuracy decreases slightly when α is too large, e.g., α >= 3. This might be because some (potentially noisy) instances with large loss are given a high chance of being assigned as SVs, which may harm the classifier due to noise. Thus, on this dataset ("a9a"), it is easy to find a good α in the range of [1, 2] .
Second, when α is fixed, increasing β will result in (i) smaller support vector size, (ii) smaller time cost, but (iii) worse classification accuracy. On one hand, β cannot be too small as it will lead to too many support vectors and thus suffer very high time cost. On the other than, β cannot be too large as it will considerably decrease the classification accuracy. We shall choose β that yields a sufficiently accurate classifier while minimizing the support vector size and training time cost. For example, for this particular dataset, choosing β in the range of [5, 10] achieves a good tradeoff between accuracy and efficiency/sparsity.
Evaluation of Output Classifiers on Test
Data A key advantage of SPA is that it assures the final output averaged classifier is sparse, which is very important when applying the output classifier in real applications. Our last experiment thus is to examine if the final output classifier of SPA is effective for batch classification. We evaluate two SPA classifiers: "SPA-last" that simply outputs the classifier at the last iteration as the final classifier, and "SPA-avg" that outputs the average of classifiers at every iteration. We compare our algorithms with two state-of-theart batch algorithms for SVM classifications: (1) LIB-SVM: a widely used and the most accurate solution of kernel SVM for batch classification [2] ; (2) Pegasos 3 [14] : an efficient stochastic gradient descent solver for SVM, for which we adapt it for kernel learning. Moreover, we compare our solutions with the output classifiers by two bounded kernel-based online online algorithms: BOGD and BPAS, as they achieve the best among all the existing algorithms in previous experiments. For these two algorithms, as their average classifier is not sparse, we compare with their last classifiers.
To enable fair comparisons, all the algorithms follow the same setup for batch classification. We conduct the experiments on 4 median-scale datasets as used in previous online experiments: "a9a", "codrna", "w7a" and "KDDCUP08" (the other two large datasets were excluded due to too long training time by LIBSVM). We use the original splits of training and test sets on the LIBSVM website. We adopt the same Gaussian kernel 3 http://www.cs.huji.ac.il/ shais/code/ with the same kernel parameter γ for all the algorithms. We perform cross validation on the training set to search for the best parameters of different algorithms. In particular, we search for the best kernel parameter γ in the range of {2 5 , 2 4 , . . . , 2 −5 }, the parameter C of SVM in the range of {2 5 , ...2 −5 }, both the regularization parameter λ in Pegasos and BOGD and the learning rate parameter η in BOGD and SPA in the range of {10 3 , 10 2 , . . . , 10 −3 }. For the proposed SPA-last and SPA-avg, we set α = 1 and β = 5 for all the datasets. Table 3 shows the results, where we only report the test set accuracy and training time (we exclude the test time as it is proportional to SV sizes). We can draw some observations. First of all, in terms of training time, the budget algorithms run much faster than LIBSVM and Pegasos, in which our SPA algorithm achieves the lowest training time among all. Specifically, compared with batch algorithms, SPA achieves the speedup of training time for about 20 to 30 times over LIBSVM, and about 5 times over Pegasos.
Second, by examining the test set accuracy, we found that LIBSVM always achieves the best. The proposed SPA-avg algorithm achieves the best accuracy among all the budget algorithms, which is slightly lower but fairly comparable to LIBSVM, and even beats the accuracy of Pegasos that has almost 4 times more SVs than our SPA algorithm. This promising result validates the efficacy of our SPA algorithm for producing sparse and effective average classifier.
Third, we notice that BOGD, BPAS and SPA-last achieve similar test set accuracy, but their standard deviations are in general much larger than that of SPAavg for most cases. This shows that employing the averaged classifier with SPA for test data classification leads to more accurate and more stable performance than many budget learning algorithms that output the last classifier, which again validates the advantage of our technique.
To overcome the curse of kernelization in large-scale kernel methods, this paper proposed a novel framework of Sparse Passive Aggressive algorithm for bounded kernelbased online learning. In contrast to traditional budget kernel algorithms that only bound the number of support vectors at each iteration, our algorithm can output a sparse final averaged classifier with bounded support vector size, making it not only suitable for online learning tasks but also applicable to batch classification tasks. The experimental results from both online and batch classification tasks showed that the proposed method achieved a significant speedup over LIBSVM and yielded sparse and more accurate classifiers than existing online kernel methods, validating the efficacy, efficiency and scalability of the proposed technique.
We now take expectation on the left side. Note, by definition of the algorithm, E t Z t = ρ t , where we used E t to indicate conditional expectation give all the random variables Z 1 , . . . , Z t−1 . Assuming ρ t > 0, we have
Note that in some iterations, ρ t = 0, in that case, we have t (f t ) = 0, thus:
As mentioned before, ρ t = 0 indicates Z t = 0 and Z t /ρ t = 0, we get 
