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SHARP WEIGHTED ESTIMATES FOR MULTI-LINEAR CALDERO´N-ZYGMUND
OPERATORS ON NON-HOMOGENEOUS SPACES
ABHISHEK GHOSH, PARASAR MOHANTY, AND SAURABH SHRIVASTAVA
Abstract. Sharpweighted boundedness of Caldero´n-Zygmundoperators on non-homogeneousspaces
was obtained in [25]. In this article we address this problem for multilinear Caldero´n-Zygmund
operators. We have adapted the method of pointwise domination by suitable multuilinear sparse
operators and as a consequence we have sharp weighted bounds for multilinear Caldero´n-Zygmund
operators.
1. Introduction and Preliminaries
The study of Caldero´n-Zygmund operators on non-homogeneous spaces emerged with the sem-
inal work of Xavier Tolsa ([21, 22]) where he achieved end-point weak(1, 1) boundedness of
Cauchy integral operator on the complex plane with respect to arbitrary measures µ satisfying
µ(D) ≤ Cradius(D) where D represents a disc. Then in [17, 18, 19], the authors have developed an
unifying approach to treat all Caldero´n-Zygmund operators on nonhomogeneous spaces. In [17]
the authors have rightly pointed out “The doubling condition is superfluous for most of the classical
theory”. In the absence of dyadic Caldero´n-Zygmund decomposition the authors in [17] relied on
the innovative idea of obtaining weak-type estimates for linear combination of point-masses and
then passing on to continuous functions with compact support. In [23, 24], an alternate approach
was established using a suitable Caldero´n-Zygmund decomposition for non-doubling measures
with mild growth condition.
In recent times while studying A2-conjecture (now a theorem), the powerful technique of dom-
inating Caldero´n-Zygmund operators by sparse operators has been developed. For reference one
can look into [7, 10, 11, 12] and the references therein. The primary usefulness of this technique
is that it yields the sharp-weighted bounds. Recently A. Volberg and P. Zorin-Kranich in [25] ad-
dressed the problem of sparse-domination of Caldero´n-Zygmund operators on non-homogeneous
spaces. Simultaneously in [1], a different sparse domination is obtained using Lerner’s formula
(see [13]) and David-Mattila cells. The approach in [25] recovers the sharp weighted bound if one
restricts it to Euclidean case.
In [3] Grafakos and Torres provided a systematic account of multi-linear Caldero´n-Zygmund
operators. Recently, in [14] Lerner et al. developed a suitable notion of multi-linear weights and
introduced an appropriate multi-linear maximal function.
The intent of this article is to establish the sharp weighted estimates for the multi-linear Caldero´n-
Zygmund operators on non-homogeneous spaces. We address this concern using the modern ap-
proach of sparse domination principle. In [6] this problem has been considered. Their approach
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uses a variant of the John-Stro¨mberg maximal operator, however the authors had only obtained
weak-type estimates. In contrast, our approach, which is motivated by the work of [25], incor-
porating David-Mattila cells and a suitable grand-maximal function allows us to dominate of the
multilinear Caldero´n-Zygmund operator by appropriate sparse operators and thus we obtain strong
weighted boundedness with sharp constants. We would like to remark that the approach in [1] may
not be suitable for multilinear setting.
In order to describe the results in details we first recall the notion of upper doubling and geomet-
rical doubling metric measure spaces. Throughout this article, the abbreviation A . Bmeans there
is a constant C(independent of A, B) satisfying A ≤ CB. Unless mentioned otherwise, this implicit
constant will depend only on the underlying space and the operator under consideration. f (Q) and
fQ will be the shorthand for
∫
Q
f and 1
µ(Q)
∫
Q
f dµ respectively throughout this article.
2. Background and Review
Definition 2.1. [8, 25]We say that a metric measure space (X, d, µ) is upper doubling if there exist
a dominating function λ : X × (0,∞)→ (0,∞) and a constant Cλ > 0 such that for every x ∈ X the
function r → λ(x, r) is non-decreasing and
µ(B(x, r)) ≤ λ(x, r) ≤ Cλλ(x, r/2) for all x ∈ X, r > 0.
Here B(x, r) denotes the ball of radius r with center at x ∈ X.
It is easy to observe that a doubling measure is a particular case of upper doubling measures (the
dominating function λ(x, r) = µ(B(x, r)), and for example in [17, 19] λ(x, r) = rd for some d > 0.
Remark 2.2. In [9] authors showed that with the help of the dominating function λ, one can define
a new domination function λ˜ satisfying an additional property
λ˜(x, r) ≤ Cλλ˜(y, r) for all x, y ∈ X with d(x, y) ≤ r.(1)
Therefore, without loss of any generality we may always assume that the dominating function λ
satisfies the property (1).
Moreover as pointed out in [8] we need to assume some geometric property on the underlying
metric space, namely
Definition 2.3. A metric space (X, d) is called geometric doubling if there exists a fixed N0 ∈ N
such that any ball B(x, r) in X can contain at most N0 centers (xi)i of disjoint balls {B(xi,
r
4
)}M
i=1.
2.1. Multi-linear Caldero´n-Zygmund operators.
Definition 2.4. We say that an m−linear operator T is a multilinear Caldero´n-Zygmund operator
if it is bounded from L1(X)× · · · × L1(X) into L1/m,∞(X) and is represented for compactly supported
bounded functions as,
(2) T ( f1, f2, . . . , fm)(x) =
∫
Xm
K(x, y1, y2, . . . , ym)
m∏
j=1
f j(y j)dµ(y j)
for a.e x < ∩m
j=1
supp( f j) and the kernel K is locally integrable function defined away from the
diagonal x = y1 = y2 = · · · = ym in X
m+1 and satisfy
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Size condition:
|K(x, y1, y2, . . . , ym)| . min
i=1,2,...,m
1
λ(x, d(x, y j))m
(3)
Regularity conditions:
|K(x, y1, y2, . . . , ym) − K(x
′, y1, y2, . . . , ym)|
. min
j=1,2,...,m
1
λ(x, d(x, yi))m
ω
 d(x,x′)m∑
j=1
d(x,yi)
(4)
whenever d(x, x′) ≤ 1
2
max
j=1,2,...,m
d(x, yi).
Also a similar regularity condition for each j,
|K(x, . . . , y j, . . . , ym) − K(x, . . . , y
′
j
, . . . , ym)|
. min
j=1,2,...,m
1
λ(x, d(x, yi))m
ω
 d(y j ,y
′
j
)
m∑
j=1
d(x,yi)
(5)
whenever d(y j, y
′
j) ≤
1
2
max
j=1,2,...,m
d(x, yi), where ω is a modulus of continuity satisfying the Dini
condition i.e.
∫ 1
0
ω(t)
t
dt < ∞.
We finish this section with a brief introduction to David-Mattila cells. The notion of dyadic
lattice in Rn with a non-doubling measure µ was introduced by David-Mattila [2]. In [25], au-
thors observed that the same construction of David-Mattila cells works in general in the case of a
geometrically doubling metric measure space. The David-Mattila cells are the key to obtain the
sparse domination of Caldero´n-Zygmund operators in [25]. In this paper we exploit their ideas and
extend the method of sparse domination to multi-linear Caldero´n-Zygmund operators defined on a
geometrically doubling metric measure space (X, d, µ). We refer the reader to [2, 25, 1] for further
discussion on David-Mattila cells.
In the next subsection we present the notion of multi-linear weights and sparse operators in the
non-homogeneous setting.
2.2. Multi-linear sparse operators. We follow the notion of Ap weights presented in [20] and de-
fine the multilinear weights in the setting under consideration. However for non-doublingmeasures
Ap(µ) condition is only known to be sufficient for boundedness of the centered Hardy-Littlewood
maximal function but not necessary, for more details one can see [20].
Multi-linear weights: We define the multi-linear A~P(µ) as: Let 1 6 p1, . . . , pm < ∞ be such
that 1
p
=
1
p1
+ · · · + 1
pm
. Let ~P denote the m−tuple ~P = (p1, . . . , pm). Given an m−tuple of weights
~w = (w1,w2, . . . ,wm), set
v~w =
m∏
j=1
w
p/p j
j
.
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Let ρ ∈ [1,∞). An m−tuple of weights ~w = (w1,w2, . . . ,wm) is said to belong to the multilinear
A
ρ
~P
(µ)−class if it satisfies the multilinear A
ρ
~P
(µ)−condition
sup
B
(
1
µ(ρB)
∫
B
v~wdµ
)1/p m∏
j=1
(
1
µ(ρB)
∫
B
w
1−p′
j
j
dµ
)1/p′
j
≤ K < ∞.(6)
where the supremum is being taken over all balls and
(
1
µ(ρB)
∫
B
w
1−p
′
j
j
) 1
p′
j
in the case p j = 1 is
understood as (ess inf
B
wj)
−1. σi will denote w
1−p′
i
i
and we will drop ρ from the notation A
ρ
~P
(µ)
unless there is a need to specify it. In order to define multilinear-sparse operator, let us recall the
definition of Sparse family.
Definition 2.5. A family of measurable sets S = {Q} in (X, d, µ) is said to be η-sparse, 0 < η < 1,
if for every Q ∈ S there exists a measurable set EQ ⊂ Q such that
(1) µ(EQ) ≥ ηµ(Q) and
(2) the sets {EQ}Q∈S are pairwise disjoint.
Remark 2.6. In [1] the authors had defined the following sparse operator A f (x) =
∑
S
fQχQ on
(Rd, µ) where µ is of polynomial growth. This operator is bounded from L2(wdµ) to L2(wdµ) with
linear bound in ||w||A2(µ) where
||w||A2(µ) = sup
Q: (α,β)doubling
w(Q)
µ(Q)
w−1(Q)
µ(Q)
where β > αd is fixed and Q − (α, β)doubling means µ(αQ) ≤ βµ(Q). Using this operator the
authors have dominated the Caldero´n-Zygmund operators pointwise by A ◦ M˜D, where M˜D is a
certain Dyadic maximal operator. The existence of such sparse family is guaranteed by Lerner’s
local mean oscillation formula in [13] which was adapted for non-doubling measures by Ha¨nninen
in [5]. Hence this bound produces the quadratic estimate in terms of ||w||A2(µ) which differs from
the standard sharp bound known in Euclidean case. One may need some additional condition on
weights in order to adapt this approach in multilinear setting.
Now we define multilinear sparse operators adapted to our situation. For that we need to fix a
Dyadic grid D consist of David-Mattila cells with the following properties. Fix a large constant
C0 > 1 and A0 > 5000C
100
0
(which will be fixed later). Then for each integer k, there exists a
partition ofW = supp(µ) into Borel setsDk = {Q}Q∈Dk with the following properties
(1) For each k ∈ Z, the set W is disjoint union W = ∪Q∈DkQ. Moreover, if k < l,Q ∈ Dl, and
R ∈ Dk, then either Q ∩ R = ∅ or Q ⊂ R.
(2) For each k ∈ Z and each cube Q ∈ Dk, there exists a ball B(Q) = B(zQ, r(Q)) with zQ ∈ W
such that A−k
0
≤ r(Q) ≤ C0A
−k
0
and W ∩ B(Q) ⊂ Q ⊂ W ∩ 28B(Q) = W ⊂ B(zQ, 28r(Q)).
Further, the collection {5B(Q)}Q∈Dk is pairwise disjoint. Let D =
⋃
k
Dk and D
db denotes
the “good” cubes inD, i.e µ(100B(Q)) ≤ C0µ(B(Q)).
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Definition 2.7. Let α, β be two numbers satisfying β ≥ 30 and C0 > α >> β. Given a sparse family
S in D the bilinear sparse operator is defined as
AS( ~f )(x) =
∑
Q∈S

2∏
i=1
1
µ(αB(Q))
∫
βB(Q)
| fi|dµ
χQ.
The main results of the article are described completely in section 3. Section 4 is devoted to
the proofs of our auxiliary results and lemmas required. Finally in Section 5, we provide proof of
sparse-domination. For brevity, our proofs will be written in bilinear setting.
3. Main Results
In this section we present the statements of our main results and required propositions. In doing
so we first need to define the notion of truncated multi-linear Caldero´n-Zygmund operators.
The truncated multi-linear Caldero´n-Zygmund operator Tr, r > 0 is defined by
Tr( f1, f2)(x) =
∫
2∑
j=1
d(x,y j)2>r2
K(x, y1, y2)
2∏
j=1
f j(y j)dµ(y j).
The truncated maximal multi-linear operator is given by
T ∗( f1, f2)(x) = sup
r>0
|Tr( f1, f2)(x)|.
We would require another form of the truncated maximal function for geometric compatibility and
it is easier to work with the following truncated maximal operator (see [4] for more details)
T˜ ∗( f1, f2)(x) = sup
r>0
|
∫
X2\S r(x)
K(x, y1, y2) f1(y1) f2(y2)dµ(~y)|,
where S r(x) = {~y ∈ X
2 : max
i=1,2
d(x, yi) ≤ r}.
Remark 3.1. Denote Ur(x) := {~y ∈ S r(x) : d(x, y1)
2
+ d(x, y2)
2 ≥ r2}. Observe that
|Tr( f1, f2)(x) − T˜r( f1, f2)(x)|
≤
∫
Ur
|K(x, y1, y2)|| f1(y1)|| f2(y2)|dµ(y1)dµ(y2)
≤ CK,λ
∫
S r
1
λ(x, r)2
| f1(y1)|| f2(y2)|dµ(y1)dµ(y2)
≤ CK,λ
1
λ(x, r)2
∫
B(x,r)
| f1(y1)|dµ(y1)
∫
B(x,r)
| f1(y2)|dµ(y2)
≤ CK,λMλ( f1, f2)(x)
where,Mλ( f1, f2)(x) := sup
r>0
1
λ(x, r)2
∫
B(x,r)
| f1(y1)|dµ(y1)
∫
B(x,r)
| f1(y2)|dµ(y2).
Therefore T ∗( f1, f2) and T˜
∗( f1, f2) are pointwise a.e. equivalent upto the maximal functionMλ.
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The maximal operator Mλ plays a crucial role similar to that of Hardy-Littlewood maximal
function has played in [12].
Remark 3.2. It is easy to verify thatMλ is bounded from L
1(µ) × L1(µ) to L
1
2
,∞(µ).
For sparse domination principle generally one needs boundedness of T ∗ from L1(µ) × L1(µ) to
L1,∞(µ). Cotlar’s inequality for Caldero´n-Zygmund operators for polynomially growth measures
was first obtained in [18]. The proof substantially depends on the Guy-David lemma mentioned in
[18]. In [9], the authors extended this to the general framework of nonhomogeneous spaces. In the
multilinear setting we have the following Cotlar’s-type inequality for T ∗. This result can also be of
independent interest.
Theorem 3.3. Let T be a multi-linear Caldero´n-Zygmund operator defined on an upper doubling,
geometrically doubling metric measure space (X, d, µ). Then T ∗ is bounded from L1(µ) × L1(µ) to
L
1
2
,∞(µ), in particular T ∗ satisfies the Cotlar’s type inequality:
T ∗( f1, f2)(x) ≤ Cη,λ,TMλ( f1)(x)Mλ( f2)(x) +Mη(|T ( f1, f2)|)(x)
+M ( f1)(x)M ( f2)(x).(7)
where η ∈ (0, 1
2
) and
M ( f )(x) := sup
r>0
1
µ(B(x, 5r))
∫
B(x,r)
| f (y)|dµ
Mλ( f )(x) := sup
r>0
1
λ(x, r)
∫
B(x,r)
| f |dµ and Mη( f ) := (M (| f |
η))
1
η .
From Vitali covering lemma it’s straight forward to see both M and Mλ are bounded from L
1(µ)
to L1,∞(µ).
Now we are in a position to state the main sparse-domination principle of this article.
Theorem 3.4. Let T be a multi-linear Caldero´n-Zygmund operator defined on an upper doubling,
geometrically doubling metric measure space (X, d, µ). Let α, β and A0 is as mentioned earlier and
X′ ⊂ X is a bounded set, then for integrable functions f j, 1 ≤ j ≤ 2 with support contained in X
′,
we can find sparse families Sk, k ≥ 0, of David-Mattila cells such that the sparse domination
T ∗( ~f )(x) .
∞∑
k=0
A−k0 ASk(
~f )(x)(8)
holds pointwise µ−almost everywhere on X′ with implicit constants independent of X′.
The following proposition establishes sharp weighted estimates for the multi-linear sparse oper-
ators.
Proposition 3.5. Let 1 < p1, p2 < ∞ be such that
1
p
=
2∑
i=1
1
pi
. Then for any multiple weight
~w ∈ A~P(µ) we have
||AS( ~f )||Lp(v~w) . Cw
2∏
i=1
|| fi||Lpi (wi),
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with the implicit constant independent of ~w and
Cw =

sup
Q
v~w(Q)
p′
0
p
2∏
i=1
σi(αQ)
p′
0
p′
i
µ(αB(Q))2µ(Q)
2(p′
0
−1)
i f 1
2
< p ≤ 1 and p0 = min
i
pi
sup
Q
v~w(Q)
2∏
i=1
σi(αB(Q))
p
p′
i
µ(αB(Q))2µ(Q)2(p−1)
i f p ≥ max
i
p′i
sup
Q
v~w(Q)
p′
j
p σ j(αB(Q))
2∏
i=1,i, j
σi(αB(Q))
p′
j
p′
i
µ(αB(Q))2µ(Q)
2(p′
j
−1)
i f p′j = max{p, p
′
1, p
′
2}.
Combining Theorem 3.4 and Proposition 3.5 yields the main result of this article concerning the
sharp weighted bounds for multi-linear Caldero´n-Zygmund operators.
Theorem 3.6. Let T be a multi-linear Caldero´n-Zygmund operator defined on an upper doubling,
geometrically doubling metric measure space (X, d, µ). Then for all exponents 1 < p1, p2 < ∞
satisfying 1
p
=
2∑
i=1
1
pi
and any multiple weight ~w, we have
||T ( ~f )||Lp(v~w) . Cw
2∏
i=1
|| fi||
p
Lpi (wi)
,
where the implicit constant is independent of ~w and Cw is as in Proposition 3.5.
Remark 3.7. We would like to remark that if the underlying measure is a doubling measure and
~w ∈ A~P(µ) i.e,
[~w]A~P := sup
B
(
1
µ(B)
∫
B
v~wdµ
) 2∏
j=1
(
1
µ(B)
∫
B
w
1−p
′
j
j
dµ
)p/p′
j
≤ K < ∞.
Now µ(αB(Q)) and µ(Q) are comparable then in each of the above cases mentioned above, we
get that Cw . [~w]
max(1,
p′
1
p
,
p′
2
p
)
A~P(µ)
. Therefore in view of [15], we retrieve sharp constants for Euclidean
setting.
4. Proofs of the Auxiliary Results
This section is dedicated to the proof of Theorem 3.3 and Proposition 3.5. To do that we will
also prove auxiliary lemmas required.
4.1. Proof of Theorem 3.3. Our proof of Theorem 3.3 is inspired by the techniques given in [18]
and [9]. The following lemma enables us to pass from arbitrary balls to “doubling ball”.
Lemma 4.1. Let T be a multi-linear Caldero´n-Zygmund operator defined on an upper doubling,
geometrically doubling metric measure space (X, d, µ). Then for any x ∈ supp(µ) and r > 0, there
is an integer k = k(x, r) ∈ N such that
|T˜r( f1, f2)(x) − T˜5R( f1, f2)(x)| .λ,µ M f1(x)M f2(x)(9)
where R = 5k−1r and the ball B(x,R) is doubling i.e µ(B(x, 25R)) . µ(B(x,R)).
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Proof. Let x ∈ supp(µ) and r > 0. Arguing exactly as in [9], let k be the smallest integer such
that µ(B(x, 25R)) . µ(B(x,R)) where R = rk−1 = 5
k−1r. Denote µ j = µ(B(x, 5
jr)) for j = 1, . . . , k.,
then we have µ j+1 ≤ (2C
3
λ)
j+2−kµk and λ(x, rk) ≤ (C
3
λ)
k− j−1λ(x, r j+1) for j = 1, . . . , k. Now using the
above estimates we obtain
|T˜r( f1, f2)(x) − T˜5R( f1, f2)(x)|
≤
k−1∑
j=1
∫
B(x,r j+1)\B(x,r j)
| f1(y1)|
λ(x,d(x,y1))
dµ(y1)
k−1∑
l=1
∫
B(x,rl+1)\B(x,rl)
| f2(y2)|
λ(x,d(x,y2))
dµ(y2)
+
1
λ(x,r)
∫
B(x,r)
| f1(y1)|dµ(y1)
k−1∑
l=1
∫
B(x,rl+1)\B(x,rl)
| f2(y2)|
λ(x,d(x,y2 ))
dµ(y2)
+
k−1∑
j=1
∫
B(x,r j+1)\B(x,r j)
| f1(y1)|
λ(x,d(x,y1))
dµ(y1)
1
λ(x,r)
∫
B(x,r)
| f2(y2)|dµ(y2)
.
k−1∑
j=1
2 j−kM f1(x)
k−1∑
l=1
2l−kM f2(x) +M f1(x)
k−1∑
l=1
2l−kM f2(x)
+M f2(x)
k−1∑
j=1
2 j−kM f1(x)
. M f1(x)M f2(x).(10)

Proof of Theorem 3.3. For multilinear Caldero´n-Zygmund operators L. Grafakos and R. Torres
obtainded the Cotlar’s inequality in [4]. We combine their ideas with Lemma 4.1 to obtain Theo-
rem 3.3. Let x ∈ X and r > 0, then by Lemma 4.1
|T˜r( f1, f2)(x) − T˜5R( f1, f2)(x)| .λ,µ M f1(x)M f2(x)(11)
where R = 5k−1r and µ(B(x, 25R)) . µ(B(x,R)). For any z ∈ B(x,R)
(12) T˜5R( f1, f2)(z) = T ( f1, f2)(z) − T ( f
0
1 , f
0
2 )(z)
where f 0
i
(x) = fiχB(x,5R) for i = 1, 2. Now by the regularity condition
|T˜5R( f1, f2)(x) − T˜5R( f1, f2)(z)|
.
∫
S 5R(x)c
(
min
i=1,2
1
λ(x,d(x,yi ))2
)
ω( d(x,z)
d(x,y1)+d(x,y2)
)
2∏
i=1
| fi(yi)|d~µ
. I + II + III
SHARP WEIGHTED ESTIMATES FOR MULTI-LINEAR CALDERO´N-ZYGMUND OPERATORS ON NON-HOMOGENEOUS SPACES9
where
I =
∫
d(x,y1)≤5R
∫
d(x,y2)>5R
(
min
i=1,2
1
λ(x,d(x,yi))2
)
ω( d(x,z)
d(x,y1)+d(x,y2)
)
2∏
i=1
| fi(yi)|d~µ
≤ Mλ( f1)(x)
∑
l≥0
ω(2−l)
1
λ(x, 5R2l+1)
∫
d(x,y2)≤5R2l+1
| f2(y2)|dµ(y2)
. Mλ( f1)(x)Mλ( f2)(x)
and
II =
∫
d(x,y2)≤5R
∫
d(x,y1)>5R
(
min
i=1,2
1
λ(x,d(x,yi))2
)
ω( d(x,z)
d(x,y1)+d(x,y2)
)
2∏
i=1
| fi(yi)|d~µ
Arguing as in I we obtain II . Mλ( f1)(x)Mλ( f2)(x). For III we observe
III
=
∫
d(x,y1)>5R
∫
d(x,y2)>5R
(
min
i=1,2
1
λ(x,d(x,yi))2
)
ω( d(x,z)
d(x,y1)+d(x,y2)
)
2∏
i=1
| fi(yi)|d~µ
≤
∑
j≥0
∫
d(x,y2)≤2 j+15R
| f2(y1)|dµ(y2)
1
λ(x,2 j+15R)2
∫
d(x,y1)≤2 j+15R
| f1(y1)|dµ(y1)ω(2
− j)
+
∑
l≥0
l∑
j≥1
∫
2 j5R<d(x,y1)≤2 j+15R
| f1(y1)|dµ(y1)
1
λ(x,2l+15R)2
∫
d(x,y2)≤2l+15R
| f2|dµ(y2)ω(2
−l)
. Mλ( f1)(x)Mλ( f2)(x).
Hence
(13) |T˜5R( f1, f2)(x) − T˜5R( f1, f2)(z)| . Mλ( f1)(x)Mλ( f2)(x).
Now from (12)and (13) we obtain
(14) |T˜5R( f1, f2)(x)| . Mλ( f1)(x)Mλ( f2)(x) + |T ( f1, f2)(z)| + |T ( f
0
1 , f
0
2 )(z)|
for all z ∈ B(x,R). Fix 0 < η < 1
2
. Raising (14) to the power η and averaging over B = B(x,R) we
get
|T˜5R( f1, f2)(x)|
η
.Mλ( f1)(x)Mλ( f2)(x) +M (|T ( f1, f2)|
η)(x)
+
1
µ(B(x,R))
∫
B(x,R)
|T ( f 01 , f
0
2 )(z)|dµ(z).(15)
Now arguing as in [4] and using the facts that T is weak type (1, 1, 1
2
) and µ(B(x, 25R)) . µ(B(x,R))
we obtain
1
µ(B(x,R))
∫
B(x,R)
|T ( f 0
1
, f 0
2
)(z)|dµ(z) ≤ Cη,Tµ(B(x,R))
−2η(
2∏
i=1
|| f 0i ||L1(µ))
η
≤ Cη,T
(∏2
i=1
1
µ(B(x,25R))
∫
B(x,5R)
| fi|dµ(yi)
)η
≤ Cη,T (M ( f1)(x)M ( f2)(x))
η(16)
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Now (11), (14) and (16) we obtain
|T˜r( f1, f2)(x)| ≤ Cη,λ,TMλ( f1)(x)Mλ( f2)(x) +Mη(|T ( f1, f2)|)(x)
+M ( f1)(x)M ( f2)(x).(17)
This proves (7). Now using the facts that M maps Lp,∞(µ) to Lp,∞(µ) for all 1 < p < ∞ and T
maps L1(µ) × L1(µ) to L
1
2
,∞(µ) we get T ∗ maps L1(µ) × L1(µ) to L
1
2
,∞(µ). An alternate proof the
above result is available in [16] for Rd with polynomial growth measures. However our approach
is more classical in nature. 
4.2. Proof of Proposition 3.5. Before going into the proof let us fix some notations. For any
Borel measure ν on X, denote Mν f = sup
B∋x
1
ν(αB)
∫
βB
| f |dν. As α >> β, Mν is bounded from L
p(ν) to
itself for all p > 1. For a cell Q, denote
LQ =
v~w(Q)
2∏
i=1
σi(αB(Q))
µ(αB(Q))2v~w(EQ)
1
p′
2∏
i=1
σi(EQ)
1
pi
.
We point out the behaviour of LQ for different case of exponents. Without loss of generality we
may assume that p′
1
≥ max{p, p′
2
}. Now using the facts that,
µ(Q)2(p
′
1
−1)
. µ(EQ)
2(p′
1
−1)
. v~w(EQ)
p′
1
−1
p σ1(αB(Q))
1
p1σ2(EQ)
p′
1
−1
p
′
2(18)
and σ2(EQ)
p′
1
p′
2
−1
≤ σ2(αB(Q))
p′
1
p′
2
−1
,(19)
it is easy to see that
sup
Q
LQ ≤ Cω := sup
Q
v~w(Q)
p′
1
p σ1(αB(Q))σ2(αB(Q))
p′
1
p′
2
µ(αB(Q))2µ(Q)2(p
′
1
−1)
.(20)
Similarly for the case when p ≥ max
i=1,2
p′i , arguing as in [15] with necessary changes we obtain
sup
Q
LQ ≤ Cω := sup
Q
v~w(Q)
2∏
i=1
σi(αB(Q))
p
p′
i
µ(αB(Q))2µ(Q)2(p−1)
.(21)
Proof. The case p > 1 is similar to the linear case in [25]and Theorem 3.2 in [15]. For p > 1,
we use the duality . Let g ∈ Lp
′
(v~w) be a non-negative function. Then using duality and the
boundedness of the maximal operators MD
v~wdµ
and Mσidµ as in [25]. Hence we obtain∫
X
AS( ~fσ)gv~wdµ . (sup
Q
LQ)||g||Lp′ (v~wdµ)
2∏
i=1
|| fi||Lpi (σi)
Using duality, ||AS( ~f )||Lp(v~w) ≤ (sup
Q
LQ)
2∏
i=1
|| fi||Lpi (wi).(22)
Now using (20),(21) and (22) the proposition is complete for p > 1.
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Consider the case 1
m
< p ≤ 1. Let’s assume p1 = min{p1, p2}. Now,
∫
X
AS( ~fσ)
pv~wdµ ≤ (sup
Q
KQ)
∑
Q∈S
µ(Q)mp(p
′
1
−1)
v~w(Q)
p′
1
−1
2∏
i=1
σi(αQ)
pp′
1
p′
i

2∏
i=1
∫
30B(Q)
| fi|σi

p
(23)
where KQ =
v~w(Q)
p′
1
2∏
i=1
σi(αQ)
pp′
1
p′
i
µ(αB(Q))2pµ(Q)
2p(p′
1
−1)
. Using similar kind of estimates as in (18), in (23) and then us-
ing Ho¨lder’s inequality with exponents
p1
p
,
p2
p
, and the boundedness of Mσidµ as in [25] we get
||AS( ~f )||Lp(v~w) ≤ Cw
2∏
i=1
|| fi||Lpi (wi) where
sup
Q
KQ ≤ Cw := sup
Q
v~w(Q)
p′
1
p
2∏
i=1
σi(αB(Q))
p′
1
p′
i
µ(αB(Q))2µ(Q)
2(p
′
1
−1)
.
This completes the proof of Proposition 3.5. 
In the next subsection we introduce the Grand truncated maximal operator and we obtain the
key estimates for our main sparse domination principle.
4.3. Grand truncated maximal operator. A fundamental tool in obtaining the sparse domina-
tion for Caldero´n-Zygmund operators is the grand truncated maximal operator. This was first was
introduced in [12] in the classical case of weighted Lebesgue spaces. In the context of geometric
doubling upper doubling spaces the corresponding maximal operator was considered in [25]. Let
us define the following maximal operator for our purpose.
Definition 4.2. For a fixed cell Q0 and x ∈ Q0, the local bilinear grand maximal truncated operator
is defined by
MT,Q0( f1, f2)(x) = sup
x∈P,P∈D(Q0)
sup
y∈P
|F(y, P)|.
where D(Q0) denote the collection of cells Q contained in Q0 and
F(x,Q) =
∫
X2\βB(Q)2
K(x, y1, y2) f1(y1) f2(y2)dµ(y1)dµ(y2)
Here we have considered X2 with the uniform metric endowed from the metric on X and where
B(Q)2 is a ball in (X2, d¯) which is B(Q) × B(Q). In order to obtain end-point boundedness for the
grand truncated bilinear maximal operator one would like to observe the difference betweenMT,Q
and T ∗. For that we need the following lemmas.
The following lemma establishes estimates on local oscillations of F(x,Q) and its relation with
truncated operators T˜r( f1, f2).
Lemma 4.3. Let Q ∈ D be a cell and x, x′ ∈ Q. Then
(1)
|F(x,Q) − F(x′,Q)| .λ ||ω||DiniMλ( f1, f2)(x).
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(2) For any cell P ∈ D(Q) such that x ∈ P, we have
|T˜r( f1, f2)(x) − F(x, P)| ≤ CK,λMλ( f1, f2)(x),
where r ∼ diam(P).
Proof. Proof of (1): Denote Jk = (2
k+1βB(Q))2 \ (2kβB(Q))2 and consider
|F(x,Q) − F(x′,Q)|
≤
∫
X2\βB(Q)2
|K(x, y1, y2) − K(x
′, y1, y2)|| f1(y1)|| f2(y2)|dµ(y1)dµ(y2)
≤
∑
k≥0
∫
Jk
|K(x, y1, y2) − K(x
′, y1, y2)| f1(y1)|| f2(y2)|dµ(y1)dµ(y2)
.λ
∑
k≥0
∫
(2k+1βB(Q))2
1
λ(x, 2kr(Q))2
ω
(
56r(Q)
2kr(Q)
)
| f1(y1)|| f2(y2)|d~µ(y)
.λ ||ω||DiniMλ( f1, f2)(x).
Proof of (2): Let x ∈ Q and P ∈ D(Q) be a cell such that x ∈ P. Choose r > 0 so that r ∼ diam(P).
Consider
|T˜r( f1, f2)(x) − F(x, P)|
≤
∫
βB(P)2\S r(x)
|K(x, y1, y2)|| f1(y1)|| f2(y2)|dµ(y1)dµ(y2)
≤ CK
∫
βB(P)2\S r(x)
1
λ(x, βr(P))2
| f1(y1)|| f2(y2)|dµ(y1)dµ(y2)
≤ CK,λMλ( f1, f2)(x).

Now we state the proposition that quantifies the difference betweenMT,Q0 and T
∗.
Proposition 4.4. For any cell Q ∈ D, we have
|MT,Q( f1, f2)(x) − T
∗( f1, f2)(x)| ≤ C(||ω||Dini + CK)Mλ( f1, f2)(x)
for a.e x ∈ Q, with constant independent of Q.
Proof. Let Q ∈ D be a cell and x ∈ Q. Let P ∈ D(Q) be a cell such that x ∈ P. Then, for any
y ∈ P, Lemm 4.3 yields
|T˜r( f1, f2)(x) − F(y, P)| ≤ (CK,λ + ||ω||Dini)Mλ( f1, f2)(x)(24)
Thus the Eq.(24) along with Remark 3.1 implies that
|Tr( f1, f2)(x) − F(y, P)| ≤ (C˜K,λ + ||ω||Dini)Mλ( f1, f2)(x)
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Finally, taking the supremum over all cells P containing x, we obtain:
(25) |MT,Q( f1, f2)(x) − T
∗( f1, f2)(x)| ≤ (CK,λ + ||ω||Dini)Mλ( f1, f2)(x).

As a consequence of the above estimates we obtain the following end point boundedness of
MT,Q0 which follows automatically once we invoke Proposition 4.4 and Theorem 3.3.
Corollary 4.5. MT,Q0 maps L
1(µ) × L1(µ) to L
1
2
,∞(µ) with norm independent of Q0.
5. Proof of Theorem 3.4
In this section we provide proof of Theorem 3.4. The proof of the sparse domination (8) is
constructive and follows a recursive argument. We shall prove a recursive formula involving the
operatorMT,Q0. Before proceeding further, we fix some notations. Let α, β is as mentioned earlier
and we construct the David-mattila cells such that βB(Q) ⊂ βB(Qˆ) and for a cell Q, we denote
A( ~f ,Q) =
2∏
i=1
1
µ(αB(Q))
∫
βB(Q)
| fi|dµ
Υ(Q) =
µ(αB(Q))2
λ(zQ, αr(Q))
2
and M˜( f1, f2)(x) = sup
Q∋x:Q∈D
A( ~f ,Q).
Using the size estimate of the kernel one can prove the following relation between two consecutive
layers of David-Mattila cells. For x ∈ Q,
MT,Qˆ( f11βB(Qˆ), f21βB(Qˆ))(x) . CΥ(Qˆ)A( ~f , Qˆ) +MT,Q( f11βB(Q), f21βB(Q))(x).(26)
To achieve the sparse families we proceed as in [25]. Let Q0 ∈ D
db, now the weak-type (1, 1, 1/2)
boundedness of the operator MT,Q0 and M˜ implies that for large enough Θ > 0, we have µ(Ω) ≤
1
2
µ(Q0), where
Ω := {x ∈ Q0 : max(MT,Q0( f1, f2)(x), M˜( f1, f2)(x)) > ΘA(
~f ,Q0)}
This implies
∑
Q∈L0(Q0)
µ(Q) ≤ 1
2
µ(Q0), where L0(Q0) is the maximal David-mattila cells insideΩ.
For a cell Q ∈ L0(Q0) and x ∈ Q, the maximality of Q implies
MT,Q0( f1, f2)(x) ≤ ΘA(
~f ,Q0) +MT,Qˆ( f11βB(Qˆ), f21βB(Qˆ))(x).(27)
This together with (26) and the fact that Υ(Qˆ) ≤ 1, yields
MT,Q0( f1, f2)(x) ≤ KA(
~f ,Q0) +MT,Q( f11βB(Q), f21βB(Q))(x)(28)
for some bigger constant K. Now we keep on iterating (26) to Q (atmost a finite number of
times) until we reach a “good” cube containing x and this is guaranteed by the fact that µ(Q \⋃
R∈S (Q)
R) = 0, where S (Q) denotes the set of maximal good David-Mattila cells in Q(see Lemma
5.28 and 5.31 in [2]). Let Ql denotes an intermediate cell after l such iterations, then we have
Υ(Ql) . A
−l
0
Υ(Q) where A0 depends only on C0 and the doubling constant Cλ. This exponential
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decay of the quantities Υ(Q) allow us to sum the intermediate levels. Next, we separate the cells
with doubling property and set
F = {Q ∈ L0(Q0) : Q is doubling} and L1 = C0(Q0) \ F .
Now for a cell Q ∈ D such that Qˆ ∈ C1, if Q is doubling we will put it in the basket F otherwise
it goes to L2. We will follow this process inductively and summarizing the above we’ll the obtain
the following lemma,
Lemma 5.1. Let Q0 ∈ D
db be a doubling cell and f1, f2 be integrable functions supported on
βB(Q0). Then there exists a subset Ω ⊂ Q0, a collections of pairwise disjoint cubes Ln(Q0) ⊂
D, n = 1, 2, 3, . . . contained in Ω, and a collection of pairwise disjoint doubling cubes F (Q0) ⊂
Ddb contained in Ω such that µ(Ω) ≤ 1
2
µ(Q0) and for every P ∈ F (Q0),Q ∈ Ln(Q0) either P ⊂ Q
or P ∩ Q = ∅, and
MT,Q0( f11βB(Q0), f21βB(Q0))1Q0 ≤
∑
P∈F (Q0)
MT,P( f11βB(P), f21βB(P))1P
+CA( ~f ,Q0) + C
∞∑
n=1
A−n0
∑
Q∈Ln(Q0)
A( ~f ,Q)1Q.(29)
Recall Proposition 4.4 and note that in order to prove sparse domination of the operator T ∗,
it is sufficient to do so for the maximal operator Mλ. The next lemma establishes this sparse
domination. We require to consider the localized versionM
d,Q0
λ ofMλ for doubling cell Q0, which
is defined by taking the supremum over cells contained inD(Q0), that is,
M
d,Q0
λ (
~f )(x) = sup
x∈P,P∈D(Q0)
2∏
i=1
1
λ(zP, r(P))
∫
βB(P)
| fi|dµ.
Lemma 5.2. For every doubling cell Q0 ∈ D
db there exist a subset Ω ⊂ Q0, a collections of
pairwise disjoint cubes Ln(Q0) ⊂ D, n = 1, . . . contained in Ω, and a collection of pairwise
disjoint doubling cubes F (Q0) ⊂ D
db contained in Ω such that µ(Ω) ≤ 1
2
µ(Q0) and for every
P ∈ F (Q0),Q ∈ Ln(Q0) either P ⊂ Q or P ∩ Q = ∅, and
M
d,Q0
λ (
~f )χQ0 ≤
∑
P∈F (Q0)
M
d,P
λ (
~f )χP +CA( ~f ,Q0)
+ C
∞∑
n=1
A−n0
∑
Q∈Ln(Q0)
A( ~f ,Q)χQ(30)
The proof of this lemma is similar to the previous lemma. Thus we skip the proof.
Recursive application of Lemma 5.1 will yield the required sparse domination as mentioned in
[25], for sake of completion we briefly give the details. Let G0
0
= {Q0}. Now for each doubling-
cube P ∈ Gk
0
the above-mentioned process produces non-doubling cubes LPn for n = 1, . . . and
doubling cubes GP. Now define for n = 1, . . . Gk+1n =
⋃
P∈Gk
0
LPn and G
k+1
0
=
⋃
P∈Gk
0
GP.
Now one can observe that for each Q ∈ Gkn we have∑
R∈Gk+1n ;R⊂Q
µ(R) ≤
1
2
µ(Q).
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Gn =
⋃
k
Gkn is our desired sparse families. This completes the proof of Theorem 3.4.

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