Abstract. We know that Wikipedia is the largest knowledge set in the world, each instance entries can be a semantic entity, and it has richly hyperlinked text. Based on these, we propose a self-training method based on a small number of positive examples to extract the semantic relations and entities from the dynamic construction of semantic knowledge base. At the same time, we use TFIDF in the field of text classification and Feature Engineering in the field of computer linguistics to extract the physical characteristics of each instance and calculate their correlation. These physical features are used to help improve the accuracy and recall rate of the self-training method based on a small number of positive examples. After getting the entity right, it will be stored in the form of XML. Based on the storage structure of the XML document, a new reasoning algorithm is proposed which we called Hierarchical Reasoning. We use Wikipedia XML data in 2007 as the data test set the experimental results show that the filter based on feature selection constraint can obtain high precision and recall rate. In general, the knowledge base is built automatically. This makes it possible to extracting a large amount information from Wikipedia.
Introduction
Knowledge Base is such a tool to store structure knowledge and show the relationship between entities if needed. Today, however, the vast majority of the semantic knowledge base are all hand-built, fully rely on experts in various fields of basic experience and common sense, such as WordNet. For example, a lot of knowledge base construction is subjective, based on religious beliefs, different countries system or democratic will, subjective to change some of the information content and it will not be completely in accordance with the facts to ensure information integrity and objectivity. In the meantime, Wikipedia is a relatively weak knowledge base, and each article of it is a detailed description of an entity. But it is not clear about what is the relationship between entities, and cannot be effective reasoning. Its internal composition is similar to the shape of the tree (there is also sometimes a ring) rather than the network.
The next chapters are the arrangement of this: we introduce the related research work in the second chapter. In the third chapter, the filter based on feature selection constraint is introduced, which is based on the classification of positive examples. In the fourth chapter we introduce the storage structure of the knowledge base and the hierarchical reasoning algorithm. The fifth chapter includes the experiments, the results and the related discussion. At last, the summary and prospect are given. learning method. Wherein the feature vector based machine learning methods need to be constructed in the form of training data, and then use a variety of machine learning algorithms to train the data. Different from the feature vector based machine learning methods, kernel function based method does not need to construct high dimension feature vector space. The feature vector based machine learning methods requires manually data, so it belongs to Supervised Machine Learning. But this kind of method requires manual intervention, so that it's not commonality.
Filtering based on Feature Felection Constraint and classification based on positive examples
Entity Recognition a. Entity Feature Extraction
There exist some structured information in Wikipedia, which defines the semantic types of the corresponding entities ① . As shown in Figure 1 , we define three features that are used to represent the entity's semantic features. ◆Infobox Feature(IF) Getting the attribute word from the infobox, and making them into an array of strings, such as "Position", "League", "Nationality" to form infobox features.
◆Category Feature(CF) Because each entity in Wikipedia has a directory structure, and each directory's name is a string, as shown in figure 1. So we can extract several strings directly from the directory collection as category features.
b. Extraction of feature selection constraints
Under the constraint of the same semantic relationship, these entities have all kinds of characteristics, but they also have some common characteristics due to the constraints of the same ① In this article the entity and Wikipedia entries are one meaning relationship. Any entity that complies with the relationship must have these characteristics. We refer to the common weighting techniques in the field of information retrieval TFIDF [9] , some of the relationship sample in relation to R, using the following methods to calculate the correlation degree of physical characteristics:
In the formula: --Entity feature --Relational sample set under R constraints --The complete set of all the sample instances, P is a subset of C --An relationship sample contained the entity features f --An instance of the relation of the entity feature f For each semantic relations, calculate related degree of feature entity respectively in subject and object position, and select several entity features related to a higher degree of two sets, as the feature selection constraint of subject and object under the relationship.
The classification based on of positive examples
In this paper, the training sample is mainly obtained from the Wikipedia information form (Infobox). So, we only have a small amount of positive examples data to describe the relationship between the data without a corresponding negative examples. Based on this, we combine the transductive learning algorithm based on label propagate-on proposed by Chen, Ji Tan [10] and two -step way of training negative examples proposed by Yu, Zhai, Han [11] , putting forward a self-training algorithm (B-POL) to obtain a sufficient number of positive and negative examples. The overall process of the system is shown in Figure 2 . Because XML has a good information storage form and is easy to expand. Therefore, XML document is used to store the entity, the entity related semantic relations and another entity under this relationship extracted from Wikipedia. As shown in Figure 2 : Figure 3 Internal structure of a file We can see that the document is used to describe the main entity of Michael Jeffrey Jordan. In addition, to build two XML documents, one is used to store all entities and their characteristics (Entity.xml), the other one is used to store all relationships and their feature selection constraints (Relation.xml), for inference engine calls.
Inference Engine
The Inference engine adopted in this paper starts different reasoning mechanism based on the user input part of speech. The part of speech input by users are divided into two kinds: entity and entity, entity and relationship. Based on the knowledge storage structure we construct, a new reasoning mechanism named Hierarchical Reasoning is proposed.
Hierarchical Reasoning is proposed based on the user input that is mostly the entity vocabulary (rather than the relationship type). For example, cutting the user input into entity words, we can get two entities E 1 and E 2 , traverse to XML documents storing entities and determine whether these two entities are included. If the match is successful, the entity information is extracted from the corresponding XML file to the two entities, and the hash table is established separately. If E 1 (E 2 ) matches the value of the hash table of E 2 (E 1 ), the relationship between the two can be obtained. Otherwise, based on all entities in the two hash tables, the entity information from the corresponding XML file is extracted to construct the second layer hash table again, and the matching action is repeated. When a value of the hash table is successfully matched to another entity, the path between the two entities is the relationship of the two.
Experiments and Results
Chapter III of this paper describes the classification method based on positive examples with the constraint of feature selection and chapter IV describes the Hierarchical Reasoning algorithm. Then the experiments are shown to demonstrate their effectiveness.
Filtering based on Feature Selection Constraint and classification based on positive examples a. Experimental Setting
The data of this experiment comes from the Wikipedia XML data set in 2007 ② , which is a collection of XML documents. Each XML document corresponds to a Wikipedia document. Taking into account the limited human resources, we only selected the NBA area of the corpus as the experimental data. We had a total of 6,352 documents. So, in this experiment we have 6,352 entities. By extracting the information from the infobox in these documents, we get 142 relations and 1,594 relational instance. After using OpenNLP ③ to split 6,352 documents, we get 10,719 entity pairs by Co-occurrence context feature engineering. In this process, we only retain the anchor text which is proper noun. In addition, we use the LibSVM ④ toolkit to implement the T-POL and B-POL algorithms. We choose RBF (Radial Basis Function) as the kernel function of SVM model. The parameter V is set to 0.01 in the v-SVM.And the other model parameters use the default parameters in LibSVM.
Considering the human factors, we randomly selected three relationships from the 142 kinds of relationships. In this process, we make as much as possible to ensure that the relationship is sufficiently accurate to demonstrate the effectiveness of the experiment. Before presenting the results, we give the following tag:
C: A collection of co-occurrence context features for all entity pairs P：A collection of co-occurrence context features for entity pairs that conforms to a particular relationship (Positive set)
U：Unlabeled entity pairs set a. Experimental Results We use precision (P) and recall rate (R) to evaluate the experimental results. In many relationships, we selected three kinds of relationships: player-team, team-city, coach-team. We measured the precision and recall rate by changing the size of the positive set (P). The following table shows the accuracy and recall rate of the algorithm T-POL and B-POL under different number of training samples.
The results from the above table can be seen, B-POL did not lose too much precision while improving the recall rate. Especially in the rare positive example, recall rate was significantly improved. For analyzing advantage and disadvantage of the two algorithms, we use line chart to show the differences between B-POL and T-POL. We only select a relationship "player-team" in this paper. Figure 4 The recall rate and precision of "player-team" under different algorithms It can be seen that the precision of B-POL is always less than that of T-POL in any case. Because when the training sample is relatively sparse, the positive example boundary of T-POL training is finally close to the original positive example boundary. Although the recall rate is low, but the precision is guaranteed. But when the positive examples are sparse, B-POL significantly improves the recall rate. Part of the precision of the loss is acceptable.
Hierarchical Reasoning
Hierarchical Reasoning is used to derive relationships between two or more entities. We ③ https://opennlp.apache.org/ ④ https://www.csie.ntu.edu.tw/~cjlin/libsvm/ randomly selected 100 entities from Entity.xml to form 50 entity pairs, and push them to the inference engine. Because some entity pairs don't exist any strong relationships, they don't have the result of reasoning. So we abandoned the entity and finally got 34 sets of data. Figure 5 Performance of hierarchical reasoning From Figure 5 we can see that the overall recall rate of the algorithm is basically stable at around 85%. Because of reasoning to the third layer by default, we ignore the weak relationship between the entities. So there is no complete to be recalled. Reasoning to the third layer is the compromise between the recall rate and the time cost. The precision is stable at 80%, which is acceptable. Because the entire system is automated to extract entities and relationships, it cannot guarantee complete accuracy. Although there are few mistakes, it can ensure maximum objectivity.
Conclusions
In this paper, we discuss an automatic extraction method based on generalized pattern matching, which is based on XML as memory structure, and we propose a new reasoning algorithm, hierarchical reasoning. And we analysis the relationship between the entity and the extraction process, a series of examples occurred in the user's retrieval, and the internal mechanism of these examples in detail. It is relatively accurate for the output result of user's different input part of speech. The knowledge of the reasoning is more complete, with strong robustness. In general, the knowledge base is built automatically, which makes it possible to carry out a large-scale relationship extraction on Wikipedia.
