In the paper we apply methods of the theory of backward stochastic differential equations to prove existence, uniqueness and stochastic representation of solutions of the Cauchy problem for semilinear parabolic equation in divergence form with two time-dependent obstacles. We consider two quite different cases: problems with distinct quasi-continuous obstacles and with irregular obstacles satisfying the so called Mokobodzki condition. As an application we also generalize the Lewy-Stampacchia inequality to non-Radon measures and give new existence result for the Dynkin game problem.
Introduction
Let Q T = [0, T] × R d . Suppose we are given a final condition ϕ : R d → R, coefficient f : Q T × R × R d → R and two functions h 1 , h 2 : Q T → R called obstacles or barriers. The problem under consideration may be formulated as the semilinear parabolic absorption problem of the form
where β is the subdifferential of j defined by j(t, x, ·) = I [h1(t,x),h2(t,x)] (·). In the whole paper we assume that the operator L t is of the form (1.2) and its coefficients a :
for some 0 < λ ≤ . We assume that the data ϕ, f satisfy the following hypotheses:
As for the obstacles, we consider two essentially different cases: obstacles satisfying the condition (H4) h 1 , h 2 ∈ S 2 , h 1 < h 2 q.e. and h 1 (T, ·) ≤ ϕ ≤ h 2 (T, ·) a.e., or the condition (H4*) h 1 , h 2 are measurable functions and there exist φ + , φ − ∈ P such that h 1 ≤ φ ≤ h 2 a.e., where φ = φ + − φ − .
Here S 2 is the space of quasi-continuous functions on Q T satisfying some mild integrability condition (it is satisfied for instance by obstacles which grow at most polynomially), is some weight and P is the set of parabolic potentials (definitions of P, S 2 are given in Sections 2 and 3).
In spite of enormous literature on obstacle problems, parabolic semilinear problem with two time-dependent obstacles is insufficiently investigated. In general, if coefficients of the operator and obstacles depend on time, existence and uniqueness of a solution is known only in the case of regular barriers (see the classical monograph [5] or more recent papers [9, 18, 19, 27] ). One of the main reason for lack of satisfactory results for time-dependent irregular barriers are difficulties in proper formulation of the problem to get uniqueness.
An interesting approach to problems of the form (1.1) is proposed in [1] . From [1] it follows in particular that if D ⊂ R d is a bounded domain, b = 0 and a does not depend on time then for f ∈ L with irregular but time-independent obstacles such that h 1 ≤ 0 ≤ h 2 a.e.. In [1] to cope with Eq. 1.4 variational equalities with some soft measure on the right-hand side rather then variational inequalities are studied. A solution of Eq. 1.4 is defined as a pair (u, μ) , where u ∈ C([0, T]; L 2 (D)) ∩ L 2 (0, T; H 1 0 (D)), μ ∈ L 1 (0, T; M 0 (D)) (M 0 (D) is the set of bounded smooth measures on D equipped with the topology of weak * convergence) such that for every η ∈ W(Q) (i.e. η ∈ L 2 (0, T; H 1 0 (D)) such that ∂η ∂t ∈ L 2 (0, T; H −1 (D))) with η(0) ≡ 0, (1.5) and μ r (t) ∈ ∂ j(·, u(t)) + ∂I [γ−(·),γ+(·)] for a.e. t ∈ [0, T], u(t) = γ + , μ − s (t)-a.e.,ũ(t) = γ − , μ + s -a.e. for a.e. t ∈ [0, T], (1.6) whereũ(t) is a quasi-continuous version of u(t), μ(t) = μ r (t) + μ s (t) is the Radon-Nikodym decomposition of the measure μ(t) and γ + , γ − are unique, in the quasieverywhere sense, quasi-l.s.c and quasi-u.s.c. functions, respectively, determined by j (see [1] for details). One can check that in the case j(x, ·) = I [h1(x),h2(x)] (·), condition (1.6) is equivalent to the so-called minimality condition
(Here μ − , μ + are components of the Jordan decomposition of μ).
In the case of one time-dependent barrier similar approach to obstacle problem is presented in the linear case in [31] and in the semilinear case in [17] . As in [1] , in [17, 31] a solution is a pair (u, μ) consisting of a function u on Q T having some regularity properties and a smooth measure μ on Q T such that equation similar to Eq. 1.5 and minimality condition similar to Eq. 1.7 are satisfied. Such a formulation of a solution of the obstacle problem is very useful because instead of variational inequalities we consider variational equalities which provide an additional information on the solution, and what is more important, it guarantees uniqueness of solutions (in the theory of variational inequalities solutions of obstacle problems with timedependent barriers are in general not unique, see e.g. [24] ).
In the case of time-dependent barriers considered in the paper the problem of proper formulation of the minimality condition for μ is more difficult than in the time-independent case considered in [1] because if h 1 , h 2 satisfy (H4*) only, then in general neither u belongs to the space C([0, T]; L 2, (R d )) nor μ belongs to L 1 (0, T; M 0 (R d )) (see Section 5) . To define properly the minimality condition for μ we use stochastic approach introduced in [17] . Let X = {(X, P s,x ); (s, x) ∈ QT } be a Markov family with generator L t . In our definition we require that for every h * 1 , h * 2 ∈ D 2 such that h 1 ≤ h * 1 ≤ū ≤ h * 2 ≤ h 2 a.e., T s (ū − (t, X t ) − h * 1− (t, X t )) dμ + (t, X t ) = T s (ū − (t, X t ) − h * 2− (t, X t )) dμ − (t, X t ) = 0, P s,x -a.s. (1.8) for q.e. (s, x) ∈ QT ≡ [0, T) × R d . Here dμ − (·, X · ), dμ + (·, X · ) are some random measures which are in the Revuz correspondence (see Eq. 3.2) with μ − and μ + , respectively,ū is a quasi-càdlàg version of u (i.e. t →ū(t, X t ) is càdlàg P s,x -a.s. for q.e. (s, x) ∈ QT ), v − (t, X t ) = lim s→t − v(s, X s ) and D 2 is the set of quasi-càdlàg functions on Q T having some integrability properties. Let us remark that the fact that in Eq. 1.8 we take left limits ofū along trajectories of X is closely related to the concept of precise versions of functions considered in [31] to cope with the linear obstacle problem with time-dependent barrier (see [17, Proposition 5.17] ).
In the paper we show that under (H1)-(H3), (H4*) there exists a unique solution of Eq. 1.1, i.e. there is (u, μ) such that h 1 ≤ u ≤ h 2 a.e., Eq. 1.5 with T 0 Dη (t) 2 dμ(t) dt replaced by QT η 2 dμ and Eq. 1.8 are satisfied (see definition in Section 5.4).
Assumption (H4) is rather uncomparable with (H4*). To our knowledge, it is considered here for the first time in the context of problems of the form (1.1). Roughly speaking, in the literature two types of assumptions on obstacles are considered: regularity of h 1 , h 2 in some Sobolev spaces (see [18] ) or the separation condition saying that there is some regular function between h 1 and h 2 (for instance in [1] the condition h 1 ≤ 0 ≤ h 2 a.e. is assumed). In (H4) we do not impose any regularity assumption on obstacles beside their quasi-continuity. Assumption (H4) does not imply the separation condition. In fact, it may happen that there is no regular function (i.e. function from some Sobolev space) between the obstacles (see Example 5.6).
The last observation is crucial because it forces that in general u is not a Sobolev space solution and μ is a non-Radon measure (see Example 5.6) . To cope with the first problem we have to give meaning to the gradient of u. For this purpose we introduce some generalized Sobolev space W 0,1 (X) defined with the use of the Markov family X. We show that W 0,1 (X) is a Polish space, W 0,1 2 (Q T ) ⊂ W 0,1 (X) and that every u ∈ W 0,1 (X) possesses the so-called stochastic gradient ∇ X u. The stochastic gradient has the property that ∇ X u = ∇u a.e. if u ∈ W 0,1 p (Q T ) ∩ W 0,1 (X) for some p ≥ 1. Let us remark that in general, W 0,1 (X) T 0,1 2, and T 0,1 2, W 0,1 (X), where T 0,1 2, is the space of functions introduced in [4] to investigate existence and uniquenes of entropy or renormalized solutions of PDEs with L 1 or measure data (see Remark 4.7) .
Since in general μ is not a Radon measure, one cannot consider variational equality (1.5) or some its modifications involving truncations of u as in the theory of entropy or renormalized solutions. Under (H4) we define a solution of Eq. 1.1 as a pair (u, μ) such that u ∈ W 0,1 (X), μ is a smooth measure, i.e. measure which charges no sets of zero parabolic capacity, the minimality condition (1.8) is satisfied and a generalized backward stochastic differential equation (BSDE) associated with Eq. 1.5, namely equation of the form
is satisfied for q.e. (s, x) ∈ QT . Here f u (t, x) = f (t, x, u(t, x), ∇ X u(t, x)), a = σ σ T and B s,· is some standard Wiener process starting from time s. We show that under (H1)-(H4) problem (1.1) has a unique solution, u is quasi-continuous and the minimality condition (1.8) is equivalent to condition that P s,x -a.s.,
for q.e. (s, x) ∈ QT . Notice that Eq. 1.9 together with Eq. 1.10 means that under P s,x the triple
is a solution of BSDE with the final condition ϕ(X T ), coefficient f and two reflecting barriers h 1 (·, X) and h 2 (·, X).
In case (H1)-(H3), (H4*) are satisfied, Eq. 1.9 holds with u, ∇ X u replaced byū, ∇u, which together with Eq. 1.8 means that also in that case u may be represented by a solution of doubly reflected BSDE with final condition ϕ(X T ), coefficient f and barriers h 1 (·, X), h 2 (·, X). It is worth mentioning that if (H1)-(H3), (H4*) are satisfied then Eq. 1.5 is equivalent to Eq. 1.9. From Eq. 1.9 it follows in particular that
for q.e. (s, x) ∈ QT , so Eq. 1.9 may be considered as some nonlinear generalization of the Feynman-Kac formula. Representation similar to Eq. 1.11 holds also in case (H1)-(H4) are satisfied (see Remark 5.2 for details). As a consequence of existence and uniqueness results for Eq. 1.1 we generalize the Lewy-Stampacchia inequality to non-Radon measures and we obtain new existence result for the Dynkin game problem. The last result says that under (H1)-(H4) the value function
where T s denotes the set of all {G s t }-stopping times and {G s t } is a minimum completed admissible filtration for (X, P s,x ), is quasi-continuous and coincides with the first component of a solution of Eq. 1.1.
We have already mentioned that problem (1.1) is closely related to reflected BSDEs. Some general results on such equations based on the papers [29, 30] are given in Section 6. Finally, let us mention that in the case where L t is a nondivergent form operator with continuous coefficients, relation between reflected BSDEs with two time-dependent continuous barriers and viscosity solutions of the associated obstacle problem has been investigated in [8, 15] .
is the space of measurable functions u on R d (Q T ) such that u is p-integrable. By · p, (resp. · p, ,T ) we denote the usual norm in L p, (R d ) (resp. L p, (Q T )) and by (·, ·) 2, , (resp. (·, ·) 2, ,T ) the usual inner product in L 2, (R d ), (resp. L 2, (Q T )). If ≡ 1 we drop it in the notation of the space. L loc 
and · H = · 2, , · H = · 2, ,T . By ·, · (resp. ·, · T ) we denote the duality pairing between F and its dual space F (resp. F and F ), and we write (·, ·) = ·, · 2, and (·, ·) T = ·, · 2, ,T . By C (or c) we denote a general constant which may vary from line to line but depends only on fixed parameters.
Preliminary Results

Diffusions Corresponding to Divergence form Operators
equipped with the topology of uniform convergence and let X be the canonical process on . It is known that given L t defined by Eq. 1.2 with a, b satisfying Eq. 1.1 one can construct a weak fundamental solution p(s, x, t, y) for L t and then a Markov family X = {(X, P s,x ); (s, x) ∈ [0, T) × R d } for which p is the transition density function, i.e.
for any in the Borel σ -field B of R d (see [36, 44] ). In what follows by E s,x we denote the expectation with respect to P s,x .
Remark 2.1 It is known (see, e.g., [37] ), that if (X, Q s,x ) is associated with the operator
under the measure P s,x . From this it follows immediately that for every p ≥ 1,
From now on we say that some property is satisfied quasi-everywhere (q.e. for short) if it is satisfied except for some Borel set of capacity cap L (see Section 2.3) equal to zero.
Set
T]) and define G as the completion of F s T with respect to the family P = {P s,μ : μ is a probability measure on
∈ QT (for the definition of exceptional sets see Section 5.1). If, in addition, A s,· has P s,x -almost all continuous trajectories for q.e. (s, x) ∈ QT then A is called a continuous AF (CAF), and if A s,· is an increasing process under P s,x for q.e. (s, x) ∈ QT , it is called a positive AF (PAF). If M is an AF such that for q.e. (s,
, it is called a martingale AF (MAF). Finally, we say that A is an AF (CAF, PAF, MAF) in the strict sense if the corresponding property holds for every (s, x) ∈ QT .
From [39, Theorem 2.1] it follows that there exist a strict MAF M of X and a strict CAF A of X such that the quadratic variation A s,· T of A s,· on [s, T] equals zero P s,x -a.s. and
for every (s, x) ∈ QT . In particular, X is a ({G s t }, P s,x )-Dirichlet process on [s, T] for every (s, x) ∈ QT . Moreover, the above decomposition is unique and for every (s, x) ∈ QT the co-variation process of the martingale M s,· is given by
3) (see [39] for details).
From [38] it follows that for each (s, x) ∈ QT the process X admits under P s,x the following form of the Lyons-Zheng (see [23] ) decomposition Let
Similarly to [40, 43] , for every (s,
s.. The integrals on the right-hand side of the above expression are well defined under the measure P s,x for every (s, x) ∈ QT (see [16, Proposition 7 .6])). Moreover, from [40] it follows that
for every (s, x) ∈ QT .
Markov Type BSDEs
In this section we consider BSDEs and RBSDEs with forward driving process (X, P s,x ) and final conditions, generators and obstacles being functionals of X.
In what follows by R we denote the space of all functions :
In the whole paper we assume that ∈ R I unless it is explicitly stated otherwise.
Proof Follows from Proposition 5.1 in Appendix in [3] and Aronson's estimates (see [2, Theorem 7] ).
Fix (s, x) ∈ QT and write In what follows, in Sections 2-5, given (s, x) ∈ QT we consider the filtered
For given ξ, F, S satisfying (A1)-(A3), (A5) (resp. (A5*)) (see Section 6) on the space G s,x , by BSDE s,x (ξ, F), (resp. RBSDE s,x (ξ, F, S), RBSDE s,x (ξ, F, S)) we denote BSDE(ξ, F), (resp. RBSDE(ξ, F, S), RBSDE(ξ, F, S)) defined on G s,x with the Wiener process B s,· (definitions of solutions of general equations with data ξ, F, S are given in Section 6). Furthermore, given ϕ :
for ω ∈ , t ∈ [0, T], where σ is the symmetric square-root of a and σ −1 is the inverse of σ , and by BSDE s,
Proof It follows from Proposition 3.6 and Theorem 5.3 in [17] . 
In the case of two barriers h
In what follows given u ∈ P f we denote by E f (u) a unique measure associated in the sense of [17, Theorem 4.6] with the potential u such that ϕ =ū(T−). 
which shows that (A6*) is satisfied for q.e. (s, x) ∈ QT . Therefore the desired result follows from [30, Theorem 2.3].
Parabolic Capacity, Quasi-Continuity
Definition The parabolic capacity of an open subset B ofQ T is given by
where m is the Lebesgue measure on R d and
It is known (see Theorem A.1.2 and Lemmas A.2.5, A.2.6 in [13] ) that this set function can be extended to a Choquet capacity on B(Q T ) in such a way that Eq. 2.6 holds for every compact set K ⊂Q T . We further extend this capacity to B(QT) by
Definition We say that u :
Definition Let V ⊂Q T be an open set. The parabolic capacity of V (in the analytical sense) is given by
with the convention that inf ∅ = ∞. The parabolic capacity of a Borel subset B ofQ T is given by
It is known (see, e.g., [26, 32] ) that the capacities cap L and cap 2 are equivalent. Moreover, by the same method as in the elliptic case (see Remark 3.6 and Proposition 3.7 in [42] ) one can prove the following result.
Remark 2.7 It is known (see, e.g., [17, 26, 32] ) that every u ∈ W has a quasicontinuous version which is determined q.e..
Nonhomogeneous Random Measures and Smooth Measures
Let μ be a nonnegative Borel measure on Q T and let t
A sequence {E n } satisfying (b) without the condition μ(E n ) < ∞, n ∈ N, is called a weak nest, and with this condition a weak nest for μ. We say that a family {F n } is a generalized nest if {F n } is an increasing sequence of closed subsets ofQ T such that cap 2 (K \ F n ) → 0 as n → +∞ for any compact subset K ⊂Q T . Finally, we say that a family {F n } is a nest if {F n } is an increasing sequence of closed subsets ofQ T such that cap 2 (Q T \ F n ) → 0 as n → +∞. Of course every nest is a generalized nest.
Remark 3.1 A generalized nest is a weak nest. To see this, let us consider an increasing sequence {K n } of compact subsets ofQ T such that n K n =Q T . By the definition of a generalized nest, for every ε > 0 and n ∈ N there exists m(n) ∈ N such that cap 2 (K n \ F m(n) ) < 2 −n ε. Hence
for every ε > 0, which shows that cap 2 (Q T \ n F n ) = 0.
In what follows by S we denote the set of all smooth measures on Q T . S 0 = {μ ∈ S; μ ∈ W } and M 0 stands for the set of Radon measures μ on Q T such that μ ∈ S.
From [32, Proposition 2] it follows that there exists a Choquet capacity c 0 with the property of strong subadditivity such that c 0 (B) ≤ C(cap 2 (B)) 2 for every B ∈ B(Q T ), which when combined with [11, Proposition 2.19] implies that for any quasicontinuous u ∈ W and t > 0,
Since μ(A ε ) → 0 as ε → 0 + , we conclude from the above that μ ∈ W .
The following proposition is a parabolic analogue of [ [13] replaced by capacity c 0 .
Definition Let μ be a Borel measure on Q T and let K be a PAF of X. We say that μ corresponds to K (or K corresponds to μ), and we write μ ∼ K, if for quasi-every
This is the sort of Revuz duality (see [34, 35] ). It is easy to see that if μ ∈ S 0 and μ ∼ K then E s,x K s,T < ∞ for q.e (s, x) ∈ QT . It follows (see, e.g., [6, 35] ) that there exists at most one PAF K such that μ ∼ K. In fact we have the following result. Definition We say that dK :
Notice that each random measure dK determines PAF K by the formula
Proposition 3.5 For every μ ∈ S there exists a unique random measure dK such that μ ∼ dK.
Proof By Proposition 3.3 there exists a weak nest {E n } such that μ n = 1 En dμ ∈ S 0 , n ∈ N. By [17, Corollary 4.17] , for each n ∈ N there is a random measure dK n such that μ n ∼ dK n . Let us observe that dK n ≤ dK m if n ≤ m, because by uniqueness, 1 En dK m = dK n . We define a random measure dK as follows:
The random measure dK corresponding to μ ∈ S in the sense of Proposition 3.5 will be denoted by dμ(·, X · ). With this notation, μ ∼ dμ(·, X · ).
In the sequel we write dμ(·,
Proof Since Y s,x is a supermartingale for q.e (s, x) ∈ QT , it follows from the Doob-Meyer decomposition theorem that for q.e (s, x) ∈ QT there exists an increasing process K s,x and a uniformly integrable martingale M s,x such that 
Since by the assumptions of the lemma, Y s, Using [29, Theorem 2.1] we deduce from the above that there exists Remark 3.8 By Proposition 2.6 we may assume that φ α is cap 2 -quasi-continuous, which implies that there is a nest {E n } for φ α , that is {E n } is a nest and u |En is continuous for every n ∈ N. Lemma 3.9 Let K be a PCAF. Hence P s,x (σ < T) = 0 for q.e. (s, x) ∈ QT . SinceQ T \ F n ⊂ (Q T − E n ) ∪ B n , it follows from [26, Lemma 6.1] that {F n } is a generalized nest.
By A 2 we denote the set of PAFs K such that K s,· ∈ A 2 (s, x, T) for q.e. (s, x) ∈ QT and 
By Proposition 3.10, there exists a measure μ α ∈ S 0 such that μ α ∼ K α . Since K α K as α ↓ 0, for every B ∈ B(Q T ) the sequence {μ α (B)} is increasing and hence convergent. By the Hahn-Saks theorem, there exists a measure μ such that
We now show that {F n } defined in Lemma 3.9 is a generalized nest for μ. By Lemma 3.9, for a.e. x ∈ R d we have
Integrating the above inequality with respect to the measure (x)m(dx) and using Aronson's estimate on p we see that μ(F n ) < ∞, which when combined with Lemma 3.9(ii) and the already proven properties of μ shows that μ ∈ S.
The Sobolev Space W 0,1 (X)
For the purposes of Section 5 in this section we introduce some stochastic generalization of the Sobolev space W 0,1 2, and prove its basic properties. We write u ∈ D 2 (resp. u ∈ S 2 ) if u is a Borel measurable function on Q T such that u(·, X · ) ∈ D 2 (s, x, T) (resp. u(·, X · ) ∈ S 2 ) for q.e. (s, x) ∈ QT . By D 2 (resp. S 2 ) we denote the space of all functions u from D 2 (resp. S 2 ) such that
D([0, T]; H) (resp. C([0, T]; H))
is the space of functions u ∈ B(Q T ) such that the mapping [0, T] t → u(t) ∈ H is càdlàg (continuous).
Proposition 4.2 D 2 ⊂ D([0, T]; H).
Proof Let u ∈ D 2 . Fix t 0 ∈ [0, T), 0 ≤ s ≤ t 0 and let (X, Q s,x ) be diffusion associated with the operator A t . From the fact that u ∈ D 2 it follows that for q.e. (s, x) ∈ QT ,
(4.1)
Applying the Lebesgue dominated convergence theorem we conclude from Eq. 4.1 and Remark 2. (u(t) ). Applying once again the Lebesgue dominated convergence theorem and using Eq. 4.1, boundedness of u k and the fact that u ∈ D 2 we get lim sup t→t +
which completes the proof of the proposition.
Note that from [17, Theorem 4.6] it follows that
Proof By [32, Proposition 3] there exists v ∈ P such that |u| ≤ v a.e. and v P ≤ C u W , where v P = ess sup
On the other hand, by [17, Theorem 4.6] ,
(the expressions on both sides of the above inequality do not depend on versions of u, v, see (4.7) in [17] ), the desired result follows. Let us mention that F ⊂ W 0,1 (X). Indeed, if u ∈ F then there is a sequence {u n } ⊂ C ∞ c (Q T ) such that u n − u H → 0 as n → ∞ and ∇u n − ∇u m H → 0 as n, m → ∞. From this and Proposition 2.2 we conclude that
which implies that Eqs. 4.2, 4.3 hold along some subsequence (see [16, Proposition 3.3] ). Proof Existence. Since R + x → x ∧ 1 is concave, it follows from Proposition 2.2 that
Since ∈ R I , applying the Lebesgue dominated convergence theorem we conclude that the right-hand side of the above inequality tends to zero as n, m → ∞. 
Then from the identity ∇u n η s = div(u n η s ) − u n divη s and Eq. 2.4 it follows that for every (s, Given u ∈ W 0,1 (X) we denote v of Proposition 4.5 by ∇ X u. From the construction of ∇ X u we see that if u ∈ F then ∇ X u = ∇u a.e..
Definition
Let u n , u ∈ W 0,1 (X). We say that u n → u in W 0,1 (X) if 
as n → +∞. Moreover, by the definition of the space W 0,1 (X), for each n ∈ N there is a sequence
By what has already been proven, there exists a subsequence {∇u nk,mk } such that ∇u nk,mk − v → 0 as k → +∞. Therefore applying the diagonal method and [16, Proposition 3.3] we conclude that there is a further subsequence (still denoted by (n k , m k )) such that for q.e. (s, x) ∈ QT ,
which when combined with Proposition 4.5 implies that v = ∇ X u. (which is not a linear) of measurable functions u on Q T such that T k (u) ∈ F for every k ∈ N. This space is used to cope with PDEs with measure data (see [11] ). It is worth mentioning that in general W 0,1 (X) T 0,1 2, and T 0,1 2, W 0,1 (X). To see this, let us put d = 1 and consider functions f, g : {0, 0}) . On the other hand, g ∈ T 0,1 2, but g / ∈ W 0,1 (X) because cap L ({0} × R) > 0 and P 0,x ( T 0 |g(t, X t )| 2 dt < ∞) = 0 for every x ∈ R. Note, however, that in [17] it is proved that solutions to PDE(ϕ, μ) with μ ∈ M 0 belong to the space W 0,1 (X).
Existence and stochastic representation of solutions of the obstacle problem
In the sequel, f u stands for the function
Let us recall that every functional f ∈ F is of the form f = f 0 − divf for some f 0 , f = ( f 1 , . . . , f d 
Obstacle Problem with One Barrier
Definition Let f ∈ W .
(a) We say that u ∈ F is a weak solution of the Cauchy problem ∂u ∂t It is known that for any ϕ ∈ H, f ∈ W there exists a unique weak solution of PDE(ϕ, f ) (see [11] ). From the definition of a weak solution it follows immediately that if f ∈ F then there exists a strong solution of PDE(ϕ, f ). From [20] OP(ϕ, f, h) ) refers to the problem (1.1) with j(t, x, ·) = I [h(t,x),+∞) (·) (resp. j(t, x, ·) = I (−∞,h(t,x)] (·)).
Definition Let (H1)-(H3) hold. We say that a pair (u, μ) is a solution of OP(ϕ, f, h) (resp. OP(ϕ, f, h)) if u ∈ P f (resp. u ∈P f ), μ ∈ S 0 (resp. −μ ∈ S 0 ) and (a) for every η ∈ W such that η(0) ≡ 0,
for every h * ∈ D 2 such that h ≤ h * ≤ū (resp. h ≥ h * ≥ū) a.e., whereū is a quasicàdlàg version of u (here and in what follows given a measurable function v on Q T we denote by v − (t, X t ) the limit lim s<t,s→t v(t, X t )).
In [17] it is proved that under (H1)-(H3), (H4*) (in the case of one upper (resp. lower) barrier we take h 1 ≡ −∞ (resp. h 2 ≡ +∞) in (H4*)) there exist unique solutions of the problems OP(ϕ, f, h), OP(ϕ, f, h). Definition We say that a pair (u, μ) is a solution of OP(ϕ, f, Proof By Proposition 2.4, for q. e. (s, x) ∈ QT there exists a unique solution
Quasi-Continuous Distinct Obstacles (h
and dA s,x,n s,· = dν n (·, X · ).
From [15] it follows that for q.e. (s, x) ∈ QT ,
and there is a family {γ s,x n } of stationary sequences of stopping times (i.e. such that for P s,x -a.e. ω ∈ there exists n 0 (ω) ∈ N such that γ s,x n0(ω) = T) such that for every k ∈ N,
as n → +∞, where dK s,x,n = dμ n (·, X · ), dμ n = n(u n − h 1 ) − dm T . From Eqs. 5.1, 5.2 we deduce that if we set u(s, x) = lim n→+∞ u n (s, x) if the limit exists, and u(s, x) = 0 otherwise, then u ∈ S 2 and u(t, X t ) = Y s,x t , t ∈ [s, T], P s,x -a.s. for q.e. (s, x) ∈ QT . Furthermore, from Eqs. 5.1, 5.3 it follows that for q. e. (s, x) 
as n, m → ∞. By the above and Proposition 4.5, u ∈ W 0,1 2 (X) and
for q.e. (s, x) ∈ QT . By Eq. 5.4, the sequence of random measures {dμ n (·, X · )} satisfies the assumptions of [17, Lemma 4.16] . Therefore there exists a random measure dC such that dK s,x s,· = dC, P s,x -a.s. for q.e. (s, x) ∈ QT . By Proposition 3.11, there exists a measure μ 1 ∈ S c such that dμ 1 (·, X · ) = dC. Similarly, there exists μ 2 ∈ S c such that dA s,x s,· = dμ 2 (·, X · ), P s,x -a.s. for q.e. (s, x) ∈ QT . From this and the definition of a solution of RBSDE s,x (ϕ, f, h 1 , h 2 ) it follows that (u, μ), where μ = μ 1 − μ 2 , is a solution of OP(ϕ, f, h 1 , h 2 ) (it is clear that μ 1 = μ + , μ 2 = μ − ). Uniqueness of the solution is a direct consequence of uniqueness for solutions of RBSDE s,x (ϕ, f, h 1 , h 2 ). Using Theorem 5.1 one can generalize the well known Lewy-Stampacchia inequality (see [28] ) to the case of non-Radon measures.
Remark 5.3 Let us assume that dV i = dδ i (·, X · ), Z i = v i (·, X · ), i = 1, 2, for some v i ∈ B(Q T ) and measures δ i ∈ S c . Then applying Proposition 6.1 to a unique solution of RBSDE s,x (ϕ, f, h 1 , h 2 ) we get by Theorem 5.1 the following stochastic version of the Lewy-Stampacchia inequality:
From the stochastic version we get the deterministic version:
The following proposition is a parabolic analogue of a result proved in the elliptic case in [25] .
Proposition 5.4 Assume that (H1)-(H4) are satisf ied and, in addition,
Proof From [16, Theorem 4.3] it follows that
P s,x -a.s., for q.e. (s, x) ∈ QT . Therefore Eq. 5.5 follows from Remark 5.3.
As a corollary to Theorem 5.1 we get also the following important result. The following example shows that in general the measures μ, ν appearing in the definition of a solution of the problem OP(ϕ, f, h 1 , h 2 ) need not be Radon measures. For r 1 ≥ r 2 ≥ 0 set B(r 1 , r 2 ) = {x ∈ R d ; r 2 ≤ |x| ≤ r 2 }. Using elementary properties of trigonometric functions one can construct a strictly decreasing sequence
be an open set such that 0 ∈ U. Then there exists n 0 ∈ N such that
On the other hand, putting A ≡ {cos 1
Since similar arguments apply to ( h) − , we conclude that for every open set U ⊂ R d such that 0 ∈ U, 2 )) c and
where d D − (resp. d D + ) denotes the distance function from the set D − (resp. D + ). It is clear that h 1 < h 2 . We claim that the pair (u, μ) is a solution of OP(h, 0, h 1 , h 2 ) with the operator L t = 1 2 . Indeed, conditions (a)-(c) of the definition are clearly satisfied with ∇ X u(t,
In the same manner one can show that T s (h 2 (X t ) − u(t, X t )) dμ − (t, X t ) = 0 P s,x -a.s. for s ∈ [0, T), x = 0, which shows that (u, μ) is a solution of OP(h, 0, h 1 , h 2 ). In view of Eq. 5.6, the measure μ is non-Radon.
Quasi-Continuous Distinct Obstacles Determining Radon Reaction Measure
In this section we provide additional assumptions on barriers which guarantee that the reaction measure is a Radon measure.
Set 
Let us remark that (H5) is satisfied if h 1 , h 2 are continuous. n,m (t)ξ 2 2 + (a∇u n,m , ∇u n,m ξ 2 ) 2,t,T = ϕξ 2 2 + (a∇u n,m , ∇(ηξ 2 )) 2,t,T + (u n,m (·), ηξ 2 ) 2 | T t − 2(a∇u n,m , u n,m ξ ∇ξ) 2,t,T
where (·, ·) 2,t,T stands for the usual inner product in L 2 (Q tT ). From [17, Theorem 5.3] it follows that if m → ∞ then u n,m → u n in F, ν n,m → ν n in the weak* topology on W and ν n,m (u n,m ) → ν n (u n ). Therefore letting m → ∞ in Eq. 5.7 we get u n (t)ξ 2 2 + (a∇u n , ∇u n ξ 2 ) 2,t,T = ϕξ 2 2 + (a∇u n , ∇(ηξ 2 )) 2,t,T + (u n (·), ηξ 2 ) 2 | T t − 2(a∇u n , u n ξ ∇ξ) 2,t,T
Using Young's inequality and Gronwall's lemma we conclude from the above that
Accordingly, {u n ξ } is bounded in F, and hence u ∈ F loc since we know that u n → u pointwise. From Eqs. 5.7, 5.8 it follows that for any 
in probability P s,x . Let (X, Q s,x ) be a Markov process associated with the operator A t (see Remark 2.1). From the above convergence and Eq. 5.9 we get
On the other hand, by the definition of a solution of the obstacle problem,
By the above and (H4), μ + ∈ M 0 . In the same manner we can see that μ − ∈ M 0 . Remark 5.8 If we know that a solution (u, μ) of OP(ϕ, f, h 1 , h 2 ) has the same properties as the solution of Theorem 5.7, then condition (b) of the definition of a solution of the obstacle problem is equivalent to the following condition: for every
The proof of this fact is analogous to the proof of Proposition 5.10.
Square-Integrable Obstacles Satisfying the Mokobodzki Condition
In this section we first introduce the definition of the obstacle problem with integrable barriers via stochastic equations. Our definition generalizes the corresponding definition for one barrier introduced in [17] . Next, we prove existence and uniqueness of solutions of the problem. 
Using Young's inequality and then Gronwall's lemma we deduce from the above that E s,x |ū(t, X t )| 2 = 0 for q.e. 
Thenū n →ū q.e. and in H, ∇u n → ∇u in L p, (Q T ) for p ∈ [1, 2) , and if h 1 , h 2 are quasi-continuous then the last convergence holds true for p = 2, too.
Then cap L (F c ) = 0 and for every (s, x) ∈ F the triple ū(·, X · ), σ ∇u(·, X · ), 1 (t, x) ) − − n(y − h 2 (t, x)) + ) and 
for (s, x) ∈ F, where (v n , δ 1 n ) is a unique solution of OP(ϕ,f n , h 1 ) withf n (t, x, y, z) = f (t, x, y, z) − n(y − h 2 (t, x)) + . Write δ 2 n = n(v n − h 2 ) + dm T . Then dA s,x,n = dδ 2 n (·, X · ). Therefore, by Theorem 6.3(iii) and [17, Lemma 4.16] , there exists a random measure dA such that for every (s, x) ∈ F, dA = dK s,x,− , P s,x -a.s.. for ω ∈ such that C · (ω) is a càdlàg nondecreasing function, and we put C · (ω) ≡ 0 otherwise. Of course, dC is a random measure and dC = dK s,x,+ , P s,x -a.s. for every (s, x) ∈ F. Since by Proposition 3.10 there exist measures μ, ν ∈ S 0 such that dK = dμ(·, X · ), dA = dν(·, X · ), the proof is complete.
Let us put
Variational Inequalities
In this subsection we give some comments on solutions of the obstacle problem in the sense defined in Sections 5.2, 5.4 and solutions in the sense of variational inequalities.
Definition
We say that u ∈ F is a weak solution of the variational inequality (or solution of the obstacle problem in the variational sense) with terminal condition ϕ ∈ H, generator f ∈ H and barriers h 1 ,
for every v ∈ W such that h 1 ≤ v ≤ h 2 a.e..
Remark 5.14 In the case of variational inequalities a natural assumption on barriers says that there is v ∈ W 1,1 2, such that h 1 ≤ v ≤ h 2 (see [5] ). In general, this assumption leads to solutions different than solutions of the obstacle problem considered in our paper. For instance, if h 1 = h 2 ∈ W 1,1 2, then of course h 1 is a unique weak solution of the variational inequality with barriers h 1 , h 2 but in general, h 1 is not difference of some potentials, so (H4*) is not satisfied. Notice, however, that (H4*) is close to be optimal if we require that solutions of the obstacle problem lead to RBSDEs of the form (1.10) with ∇ X u replaced by ∇u, because it is shown in [10] that if u(·, X · ) is a semimartingale then locally u is difference of some potentials. Hence there exists u ∈ F such that u n → u, ∇u n → ∇u weakly in H. Taking once again v − u n as a test function in Eq. 5.12 and using Eq. 5.16 and the following simple estimates
Since H u → (u − h 1 ) − 2 H and H u → (u − h 2 ) + 2 H are sequentially weakly lower semicontinuous, h 1 ≤ u ≤ h 2 a.e.. Finally, since without loss of generality we may assume that R y → f (y) is monotone, F v → L t v + f (t, x, v) ∈ F is pseudo-monotone (see, e.g., [22] ). Therefore taking limes inferior in Eq. 5.15 shows that u is a weak solution of VI(ϕ, f, h 1 , h 2 ). Remark 5.17 In the case of one barrier the condition that there is v ∈ W such that v ≥ h a.e. is necessary and sufficient for existence of a unique solution of OP(ϕ, f, h) (see [17] ). Necessity follows from the fact that existence of such v is equivalent to existence of v ∈ P such that v ≥ h a.e. (see [32] ). The latter condition is necessary and sufficient for existence of a minimal solution of VI(ϕ, f, h), and moreover, the minimal solution coincides with a unique solution of OP(ϕ, f, h) (see [17] ).
In the case of two barriers the condition that there is v ∈ W such that h 1 ≤ v ≤ h 2 a.e. does not imply existence of ϕ ∈ P − P such that h 1 ≤ ϕ ≤ h 2 a.e. and vice versa.
In the case of one barrier, a weak solution of VI(ϕ, f, h) is always a potential, but as shown in Remark 5.14, in general, in the case of two barriers, a weak solution of VI(ϕ, f, h 1 , h 2 ) is not difference of potentials.
It is worth mentioning that in contrast to variational formulation, a solution of OP(ϕ, f, h 1 , h 2 ) if exists is always unique. We know from Remark 5.15 that if there is v ∈ W such that h 1 ≤ v ≤ h 2 a.e., then a unique solution of OP(ϕ, f, h 1 , h 2 ) is a weak solution of VI(ϕ, f, h 1 , h 2 ), but in general, the latter problem may have many other solutions (see [24] for relevant examples). To ensure uniqueness of solutions of variational inequalities additional regularity conditions on the data are needed. If the data are less regular, in the case of one barrier one can cope with the problem of nonuniqueness of solutions by introducing the notion of minimal solutions. Unfortunately, in the case of two barriers, it makes no sense to speak about minimal or maximal solutions.
RBSDEs
In this section we recall and prove some useful results on general (non-Markovian) reflected BSDEs.
In what follows we assume that we are given a filtered complete probability space 
