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Abstract—For several decades, researchers have sought several
solutions for helping patients who suffer from neuromuscular
disorders. One of a few promising approaches is to invent
brain-computer interfaces (BCIs) in which brain signals could
be used to control computers and prosthetics. Due to their
high signal-to-noise ratio, steady-state visually evoked potentials
(SSVEPs) or electrical brain signals that oscillate at the same
frequency as the frequency of a flickering visual stimulus on
the computer screen has been widely used to build BCIs. While
researchers have focused on developing frequency recognition
algorithms for SSVEP-based BCIs, these algorithms do not
precisely predict the modulation of SSVEP amplitude, known
to change as a function of stimulus luminance contrast. Thus,
in the present study we aimed to develop an integrated ap-
proach to simultaneously estimating the frequency and contrast-
related amplitude modulations of the SSVEP signal. To do so,
we developed a behavioral task in which human participants
looked at a visual target flicking at a 7.5 Hz. Critically, across
different experimental conditions, the luminance contrast of the
visual target could change across time in several ways (i.e.,
the luminance contrast remained constant, increased gradually,
decreased gradually, or increased and then decreased). SSVEPs
were measured via an open-source and low-cost consumer-grade
EEG device, namely OpenBCI, placed at the central occipital site.
Our results displayed that the filter bank canonical correlation
analysis (FBCCA) performed generally well in SSVEP frequency
recognition, while support vector regression (SVR) outperformed
the other supervised machine learning algorithms in predicting
the contrast-dependent amplitude modulations of the SSVEP
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signal. These results demonstrated the applicability and efficiency
of our integrated method at simultaneously predicting both
frequency and amplitude of visually evoked signals in the human
brain, proven useful for advancing SSVEP-based BCIs.
Index Terms—brain-computer interfaces (BCIs), steady-state
visually evoked potentials (SSVEPs), modulation of SSVEP am-
plitude, consumer-grade EEG, OpenBCI.
I. INTRODUCTION
BRAIN-Computer Interface (BCI) is a system that readsand converts neuronal activity into an artificial signal that
controls computers and machines [1]–[4]. BCI is thought to be
one of a few promising methods that advance the development
of neuroprosthetics for patients with neuromuscular disorders
such as amyotrophic lateral sclerosis, spinal cord injury and
brainstem strokes [5]–[7]. To invent BCI systems, researchers
and developers often use electroencephalography (EEG) to
measure brain activity on the scalp, which is generated by
the synchronized activity of billions of neurons that lay
perpendicularly to the cortical surface [8], [9]. EEG is one
of the most popular measurement methods in BCI research
because it is non-invasive, portable, relatively more affordable
compared to other neural measurement techniques, and fast
with millisecond precision [10].
There are at least three types of neural measurements that
have been the focus of EEG-based BCI research. These include
motor imagery (MI), event-related potential (ERP) and steady-
state visually evoked potential (SSVEP) [11]–[14]. Among
these EEG measurements, SSVEP has been widely used in
BCI systems that monitor early sensory processes related
to visual stimuli. Using SSVEP to build BCIs has many
advantages. First, SSVEP is an early sensory signal oscillating
at the exact frequency as the frequency of the incoming
visual input [15]. Importantly, its amplitude changes as a
function of stimulus intensity (e.g., luminance contrast) and
as a function of attention [16]–[21]. Thus, SSVEP is not only
a powerful neural index of early sensory processing directly
related to a given visual stimulus, but it can also be used
to track how attentive human observers are to that specific
stimulus input. Moreover, SSVEP has relatively high signal-
to-noise ratio (SNR) and information transfer rate (ITR), while
requiring a little amount of behavioral training and no prior
experiences of subjects using BCIs [22], [23]. Thus, these
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qualities make SSVEP relatively more favorable than other
neural measurement techniques mentioned above.
For decades, research has focused on developing frequency
recognition methods for SSVEP-based BCI. Traditionally, the
power spectrum density analyses (PSDA) such as fast Fourier
transform (FFT) are used as a conventional method for clas-
sifying SSVEP frequencies [24]. However, the PSDA has its
drawbacks due to its high sensitivity to noise. Accordingly, a
state-of-the-art, statistic based SSVEP frequency recognition
technique called canonical correlation analysis (CCA) was
later developed in 2006 and has been proven to be a better
method than the PSDA at enhancing the SNR of SSVEP
signals [25]–[27]. Afterwards, many research groups have
developed hybrid BCI algorithms that could simultaneously
detect SSVEP and other EEG measurements such as ERP
and event-related desynchronization (ERD) [28]–[30]. While
some of these hybrid methods have been shown to increase the
information transfer rate (ITR), they still used the traditional
frequency analysis approaches hence the capability of these
methods at obtaining high-SNR SSVEP signals might not
be as high as it could have been [31]–[33]. That said, in
2015 a different research group has proposed the filter bank
canonical correlation analysis (FBCCA), which decomposes
the SSVEP signals into sub-band components prior to perform-
ing the standard CCA procedure, to enhance the efficiency of
SSVEP frequency recognition [34]. Accordingly, not only did
the FBCCA outperformed the traditional PSDA and standard
CCA, but it also enhanced the ITP up to 250 bits/min [35].
The usage of consumer grade EEG devices in BCI tech-
nologies has been rising drastically for the past five years.
Although clinical requirement prefers traditional EEG devices,
innumerable studies have conducted experiments to explore
brain responses using consumer grade EEG devices [36]–[38].
Consumer grade EEG devices has been majorly used in Neuro-
related studies such as cognitive studies, psycho studies etc.,
educational researches and in gaming field. Even in these
studies they are paying more attention on consumer grade
EEG devices to acquire EEG signals. Recently, one of our
research team also published a work related to this topic by
using consumer grade EEG devices [39]. We expect that our
attempt on using consumer grade EEG devices could increase
the quality of human life successfully. Nonetheless, only a
few studies have conducted on SSVEP-BCI using consumer
grade EEG devices. This fact alone makes our study more
challengeable compared to other studies on SSVEP-BCI that
used traditional EEG devices. According to our literature
survey on “Consumer grade EEG and SSVEP-BCI”, we found
other studies that used these devices on visual stimulation.
Some of those studies are as described below. Recently a
research group published a paper on the possibility of creating
a high-frequency, SSVEP based BCI using a low-cost EEG
recording hardware named Emotiv EEG Neuroheadset. This
study revealed the potential of using consumer grade EEG
devices by achieving an average accuracy of 80% for the set
of lower frequencies and 66% for the set of higher frequencies
[40]. Furthermore, the same method was used to control the
commands in the maze game in another research study which
was conducted recently. The average accuracy of the robot
movement simulation test and real robot control test were
86.58 and 85.82%, respectively [41]. Giving consideration to
all these facts and studies, we can come to a conclusion that
although it is challengeable to use them, there is a high chance
of being success by using consumer grade EEG devices.
Although the frequency recognition algorithms for SSVEP-
based BCIs have been advanced throughout years of research
as described above, there is still a lack of BCI methods that
simultaneously detect SSVEP frequency and predict amplitude
modulations of SSVEP signals, known to change as a function
of stimulus intensity [16]–[21]. Developing a BCI system that
can predict different patterns of SSVEP amplitude modulations
across time is highly critical especially for a smooth control of
future neuroprosthetics. Thus, in the present study we aimed to
develop an integrated approach to simultaneously estimating
the frequency and contrast-related SSVEP-amplitude modu-
lations across time. To do so, we developed a novel visual
stimulation protocol where we presented SSVEP-induced vi-
sual stimuli of which luminance contrast remained constant,
increased gradually, decreased gradually, and increased and
then increased across time. While subjects gazed at these
stimuli, we measured SSVEP using an open-source and low-
cost consumer-grade EEG device (OpenBCI), placed at the
central occipital site. The use of the consumer-grade EEG
device here was to ensure that our SSVEP analytic approach
could be readily applied and developed into a BCI system
that will be affordable to consumers. The first component of
our approach was the implementation of the FBCCA as the
SSVEP frequency recognition method since it has been shown
to yield the best frequency prediction and ITP compared to
other traditional approaches [34], [35]. Next, we predicted
SSVEP amplitude modulations across time using different
supervised machine learning algorithms, including support
vector regression (SVR) [42], k-nearest neighbors (k-NN) [43]
and random forest regression (RF) [44]. We found that the
filter bank canonical correlation analysis (FBCCA) performed
generally well in SSVEP frequency recognition, while support
vector regression (SVR) outperformed the other supervised
machine learning algorithms in predicting the time course
of contrast-dependent amplitude modulations of the SSVEP
signal. Together, these results demonstrated the applicability
and efficiency of our integrated method at simultaneously
predicting both frequency and amplitude of SSVEP signals,
proven useful for advancing consumer-grade SSVEP-based
BCIs. The experimental results convey four main contributions
as follows:
1) Feasibility in using the proposed stimulus design to
develop EEG-BCI which will utilize both SSVEP fre-
quency and SSVEP amplitude modulations information.
2) Methodology of EEG data preparation for the proposed
predictive model to capture both SSVEP frequency and
SSVEP amplitude modulations information, as displayed
in Figure 3.
3) The proposed stimulus design has the ability of guid-
ing the subjects towards contrast-dependent amplitude
modulations of the SSVEP signal.
4) Possibility in using a single channel EEG with consumer
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 22, JULY 2019 iii
grade OpenBCI for a future EEG-BCI based on our
stimulus design.
The remainder of this paper consists of a section on the
data acquisition and two experimental studies (section II).
Finally, the results, discussion, and conclusion are contained
in sections III, IV and V, respectively.
II. MATERIALS AND METHODS
This section explains the experimental protocol for ac-
quiring SSVEP responses (datasets) with contrast-dependent
amplitude modulations of the SSVEP signal along with the
information on EEG data recording with feature extraction.
The EEG data recording was analyzed in two studies. The first
study was used to classify SSVEP frequency information with
a frequency recognition method, while the second study was
used to construct a predictive model for predicting amplitude
modulations of the SSVEP signal.
A. Data acquisition
The participants of this experiment were ten healthy people
aged between 20 and 25 (n = 10) with normal or corrected-
to-normal vision. The experiments received approved consent
from all participants following the Helsinki Declaration of
1975 (as revised in 2000), which was approved by the internal
review board of Rayong Hospital, Thailand.
1) EEG data recording: The typical SSVEP studies have
mainly relied on the usage of visual stimuli with a fixed
frequency to generate SSVEP signals at that frequency in the
visual cortex area of the brain [45], [46]. We usually obtain
these SSVEP signals from occipital and parietal areas. Oz
is a position for a high-density recording, which lies in the
mid-line sagittal plane, and usually gives the highest SSVEP
magnitude [47], [48]. In this study, an open-source and low-
cost EEG amplifier was used with a 250 Hz sampling rate,
namely OpenBCI [49]. For practical purposes, a single-channel
EEG (Oz) was used to record data during all experiments.
Electrode impedance were kept less than 5 kΩ. The reference
and ground electrodes were placed at both of the earlobes.
2) Stimulation protocol: To ensure the practicality of the
study outcomes in continuing development of real-world
applications, the experiments were conducted in a normal
environment (a room without electromagnetic shielding). The
subjects were asked to sit in front of a 17-inch monitor,
put their heads on a chin-rest position 30 cm away from
the screen, and pay constant attention to the center of the
screen. Figure 1 illustrates the SSVEP stimulus protocol. Four
stimulus conditions with a frequency of 7.5 Hz were presented
in a random order to the subjects. This frequency was selected
as the target frequency because it has the highest SSVEP
amplitude in empirical tuning. Afterwards, we provided the
conditions and each condition lasted for 60 seconds. A black
screen and a conditional cue were both displayed for 5 seconds
each, before the beginning of every condition. The conditions
were as follows:
1) A 270 px × 270 px black/white square flickering at 7.5
Hz is in the center of the screen. It is constantly flick-
ering at maximum light contrast. Note: Light contrast
Black
“Condition1”
Black
“Condition3”
0 s
5 s
65 s
70 s
130 s
Time [s]
(Total 4.20 mins)
65 s
Fig. 1: Four stimulus conditions presented randomly to the
subjects, each lasting for 60 seconds. A black screen and a
conditional cue were both displayed for 5 seconds each before
the beginning of every condition.
can vary from level 0 (minimum contrast) to level 255
(maximum contrast). This condition is the conventional
SSVEP stimulation and serves as the baseline for other
conditions (cond.1).
2) The same square starts flickering at a contrast level of
75. The light contrast is then increased gradually by
three levels per second for 60 seconds. This condition
is supposed to stimulate the subjects to increase their
SSVEP magnitude (cond.2).
3) The same square starts flickering at the maximum con-
trast (255). The light contrast is then decreased gradually
by three levels per second for 60 seconds. This condition
is supposed to stimulate the subjects to decrease their
SSVEP magnitude (cond.3).
4) The square starts flickering at the contrast level of 150.
For the initial 30 seconds of 60 seconds time period, the
contrast is increased gradually by three levels per second
until it reaches maximum. For the next 30 seconds, the
light contrast is decreased gradually by three levels per
second until the end of the condition. This condition is
supposed to stimulate the SSVEP magnitude of subjects
by increasing and decreasing inside the same condition
(cond.4).
The stimulus program was developed using Processing
software version 3.4 [50]. The visual stimulation of a contrast
level at x is done by the colour filling of the stimulation
target with the command color(x); in the Processing. It
should be observed that the maximum contrast level of 255
will produce a white color stimulus, which gives the maximum
contrast to the black background, while the level of 0 will gives
a black color stimulus which is identical to the background.
To prepare the datasets for the remainder of the study, a
notch filter at 50 Hz (to filter out electrical noise) and a
band-pass filter (Butterworth, order 2) at 6-25 Hz (to cover
three harmonics of the target stimulus: 7.5, 15, and 22.5) were
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applied on the EEG data. The SSVEP responses were obtained
from the filtered signals and then segmented according to the
experimental conditions. Eventually, 60-seconds long SSVEP
responses from ten subjects were obtained for each condition.
B. Investigatory structure toward an integrated approach to
simultaneously estimating the frequency and amplitude mod-
ulations of SSVEP signals
Figure 2 displays the structure for an integrated approach to
simultaneously estimating the frequency and amplitude mod-
ulations of the SSVEP signal based on utilizing both SSVEP
frequency and SSVEP amplitude modulations information.
This structure mainly consists of SSVEP-EEG data recording,
frequency recognition, and predictive model. The designed
structure will enable the possibility of using both the frequency
and SSVEP amplitude modulations information for handling
the intended response. Firstly, the EEG recording was used
to acquire SSVEP responses from 10 subjects by presenting
the SSVEP stimulus protocol as Figure 1. Subsequently, the
frequency recognition was applied for classifying SSVEP
frequency information, while the system allows the user to
focus on the target stimulus. Finally, the predictive model was
operated in predicting amplitude modulations of the SSVEP
signal to translate SSVEP amplitude modulations information
to intention commands (machine command).
C. Experiment I: Frequency recognition for SSVEP-based BCI
In this part, an offline experiment was conducted to find
the most appropriate processing window length for frequency
recognition methods. Alpha band activity in human EEG
is suppressed by stimulating with visual stimulus and it is
approximately dominated in the range of 8 to 12 Hz. In our
study we used the center frequency of the above mentioned
range (10 Hz) to reflect the resting state [51], [52]. We applied
FBCCA methods to distinguish between the target stimulus
(7.5 Hz) and resting state (10 Hz) for all subjects in each
condition of our datasets.
CCA is the most common statistical method which is used
to detect the frequency of SSVEPs [25]. This can be used
to measure the fundamental correlation between two multi-
dimensional variables. The goal is to maximize the correlation
between these two multi-dimensional variables. Considering
the linear combinations x = XTWX and y = Y TWY ,
where X and Y are the multidimensional variables, standard
CCA seeks the weight vectors WX ,WY and maximize the
correlation between x and y using the following formula:
max
WX ,WY
ρ(x,y) =
E
[
W TXXY
TWY
]√
E
[
WX
TXXTWX
] [
WY
TY Y TWY
]
(1)
The maximum ρ with respect to WX and WY gives the
maximum canonical correlation. When detecting the frequency
in SSVEPs, X and Y refer to indicate the multi-channel
SSVEPs and sine cosine reference signals respectively. These
reference signals have the same length as X . The reference
signals Y f are given by
Y f =

sin(2pifn)
cos(2pifn)
...
sin(2piNhfn)
cos(2piNhfn)
 , n = 1fs , 2fs , . . . , Nsfs (2)
where f is the stimulation frequency, Nh is the harmonic
number, fs is the sampling rate, and Ns is the amount of
sampling points. To identify the frequency of SSVEPs, CCA
calculates the canonical correlation between multi-channel
SSVEPs and the sine-cosine reference signals corresponding
of each stimulation frequency, and find the maximum corre-
lation between them. The frequency of reference signals with
the maximum correlation is the frequency of SSVEPs.
To enhance the standard CCA-based frequency detection
of SSVEPs, a research group has proposed the idea of filter
bank CCA (FBCCA) [34]. This method consists of three
main procedures: filter bank analysis, CCA between SSVEP
sub-band components and sinusoidal reference signals, and
target identification. In the first step, the filter bank analysis is
performed. Here, we project the original EEG signals X , into
an array of band-pass filters which separates the input signal
into multiple components. These components carry a single
frequency sub-band (XSBn , n = 1, 2, . . . , N ) of the original
signal. In the second procedure, the standard CCA process is
applied to each of the sub-band component separately, which
leads to a correlation between multi-channel SSVEPs and the
sine cosine reference signals Y f k. The correlation vector ρk
is defined as follows:
ρk =

ρ1k
ρ2k
...
ρNk
 =

ρ
(
XTSB1
WX
(
XSB1Y fk
)
,Y TWY
(
XSB1Y fk
))
ρ
(
XTSB1
WX
(
XSB1Y fk
)
,Y TWY
(
XSB1Y fk
))
...
ρ
(
XTSB1
WX
(
XSB1Y fk
)
,Y TWY
(
XSB1Y fk
))

(3)
where ρ(x, y) indicates the correlation coefficient between x
and y.WX (XSBiY fk) andWY (XSBiY fk), i = 1, 2, . . . , N
are the linear combination coefficients which were obtained us-
ing the standard CCA between XSBi and Y fk . The weighted
sum of all corresponding sub-band components
∼
ρk are calcu-
lated and used as the feature for identification of the target:
∼
ρk =
N∑
n=1
w (n) · (ρnk )2 (4)
where n is the index of the sub-band. The weights for the
sub-band components are defined as follows:
w (n) = n−a + b, n ∈ [1, N ] (5)
where a and b are constants that maximize the classification
performance. The constants a and b were determined using a
grid search method in an offline analysis. All the stimulated
frequencies which are corresponding to
∼
ρk were used to
determine the frequency of SSVEPs. The frequency of the
reference signal which has maximized
∼
ρk is considered to be
the SSVEPs frequency.
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Raw EEG
Frequency Recognition
Band-pass filter FBCCA method Normalization Support Vector Regression
Brain Activity
Predictive Model
EEG Data Recording
Intention command
Predicted 
signals
Fig. 2: The design of the structure for simultaneously estimating the frequency and amplitude modulations of SSVEP signals.
Fig. 3: Flowchart of the data preparation part for the pro-
posed predictive model to capture both SSVEP frequency and
SSVEP amplitude modulations information.
In this experiment, a single-channel EEG (Oz) data from
ten subjects for each condition were used to construct EEG
data with different processing window lengths. The processing
windows were considered lengths of three, five and seven
seconds with a step of one second. To obtain the most suitable
processing window length, all processing window lengths were
evaluated using FBCCA. In this way, we tuned Nh from 1
to 3, and obtained the highest classification accuracy when
Nh = 3. Therefore, this study used Nh = 3 for FBCCA
methods. All the other parameters in FBCCA method were
identical with the original settings of firstly proposed FBCCA
[34] for feature extraction and frequency classification study.
One-way repeated measures analysis of variance (ANOVA)
was used, based on the assumption of sphericity (statistical
analysis of the experimental results). Correction was applied
when the data violated the sphericity assumption. Bonferroni
correction and pairwise comparison were performed for post
hoc analysis.
D. Experiment II: Predictive models for predicting SSVEP
amplitude modulations
1) Data Preparation of EEG: The flowchart of data prepa-
ration process for the proposed predictive model, which was
used to capture both SSVEP frequency and SSVEP amplitude
modulations information, is displayed in Figure 3. By con-
sidering the results of Section III-A, the processing window
length of five seconds with a step of one second is considered
to be the most appropriate length. Thus, we selected only the
FBCCA method with a five seconds processing window (four
seconds overlap) to extract features from the filtered SSVEP
signals. In this way, the process in Figure 3 consists of two
feature extraction pathways, namely, SSVEP amplitude signals
and filtered windowed EEG signals. Firstly, the filtered SSVEP
signals which were acquired from 10 subjects (each with four
conditions) were converted into a sequence of sub-samples or
moving windows with a five seconds processing window (5 s
× 250 Hz = 1,250 data points per a windowed EEG) and a four
seconds overlap. The FBCCA was then used to decompose
EEG signals and extract SSVEP frequency information for
SSVEP classification. The frequency of these windowed EEGs
are classified as 7.5 Hz (7.5 Hz is target stimulus) or 10 Hz
(10 Hz is resting state) using the FBCCA method. In order
to extract frequency-domain information from the windowed
EEG, it is required to apply the band-pass filter. If FBCCA
classifies the frequency as 7.5 Hz, a band-pass filter of 7-
8 Hz is being applied on that windowed EEG. Otherwise,
a band-pass filter of 9.5-10.5 Hz was applied. The time-
domain filtered windowed EEGs were then transformed into
frequency-domain using fast Fourier transform (FFT). Highest
FFT amplitudes at 7.5 Hz and 10 Hz were picked from
the filtered windowed EEGs and were classified as 7.5 Hz
and as 10 Hz respectively. Later, every feature point from
each filtered windowed EEG were concatenated together and
acquired SSVEP amplitude signals. Furthermore, the time-
domain filtered windowed EEGs were combined together and
were used as filtered windowed EEG signals. After the data
preparation was completed, the SSVEP amplitude signals were
in a dimension of (10 subjects × 4 conditions × 56 feature
points) or 40 curves with 58 points each, while the dimension
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EEG recording (10 subjects)
= cond.1 (constant)
= cond.2 (increasing)
= cond.3 (decreasing)
= cond.4 (increasing &  
   decreasing)
Filtered windowed EEG signals
SSVEP magnitude signals Curve fitted signals
Data  
Preparation
Polynomial 
Curve  
 Fitting
Leave one subject out cross-validation: 10 folds
Leave one subject out
The remaining  
9 subjects
Test signals
Ground truth
Filtered windowed EEG signals
Curve fitted signals
Grid Search (Leave one subject out: 9 folds)
Input signals
Target signals
Validation signals
Ground truth
Leave one  
subject out
The remaining  
8 subjects
The remaining  
8 subjects
The remaining  
9 subjects
k-NN
SVR
RF
An optimal  set of 
 hyperparamers
Return
Predicted  
signal
Input signals
Target  signals
Fig. 4: Schematic of the proposed predictive model to predict SSVEP amplitude modulations
of the filtered windowed EEG signals was (10 subjects × 4
conditions × 56 windows × 1,250 feature points).
2) Predictive models structure: More generally, predictive
models are a common kind of machine learning models which
are being used widely to predict a target value on a set of
input values. In this study, we provided the proposed predic-
tive model was trained using time-domain SSVEP responses
from the human’s brain as input signals. Meanwhile, curve-
fitted signals from applying curve fitting method on SSVEP
amplitude modulations information were used as target signals.
In this part, we aim to demonstrate the advantages of the
proposed predictive model to predict amplitude modulations
of the SSVEP signal. Here, three different supervised machine
learning algorithms, namely random forest regression (RF), k-
nearest neighbor (k-NN) and support vector regression (SVR)
were used as potential models. RF is an ensemble learning
method, combining the predictions of multiple smaller deci-
sion trees and the final prediction is performed by averaging
the results from the decision trees, which tends to reduce
the overfitting. k-NN algorithm stores all the available cases
and predict the numerical target based on k data points with
the least input norm. SVR fits as many as possible instances
while limiting margin violation, rather than fitting the largest
possible street while limiting margin violations. Out of the
aforementioned machine learning algorithms, SVR method
had the most significant results compared to others. Therefore,
it is better to explore further details on SVR.
SVR method was derived from SVM which can be used
in solving regression problems [42]. SVR can be used in
both linear and non-linear problems. Due to its attractive
features and promising empirical performance, it has been
gaining popularity over the time. SVR algorithm focuses on
generalized error bound minimization and by doing that it
controls the overfitting problem. This can be done by,
1
2
wTw + C
n∑
i=1
ξi + C
n∑
i=1
ξ∗i , (6)
TABLE I: List of hyperparameters tuned for all predictive
models using grid search
Model Parameter Kernel Values
SVR C all 0.001, 0.01, 0.1, 1, 10, 100
γ RBF 0.01, 0.1, 1, 10, 100
 all 0.001, 0.01, 0.1, 1, 10
d Poly 0, 1, 2, 3, 4, 5, 6
k-NN Number of neighbors - 1-25 with a step of 1
Type of weights - uniform, distance
RF Max depth - 1-20 with a step of 1
Number of estimators - 1, 2, 4, 8, 16, 20
Min samples split - 0.1-1 with a step of 0.325
Min samples leaf - 0.1-0.5 with a step of 0.1
under the constraints of
wTK(xi) + b− yi ≤ + ξi,
yi −wTK(xi)− b ≤ + ξ∗i ,
and ξi, ξ∗i ≥ 0, i = 1, . . . , n.
(7)
when C is the capacity constant,w is the vector of coefficients,
b is a bias offset,  is the margin of tolerance, and yi represents
the label of the ith training example from the set of N training
examples. ξi, ξ∗ are positive slack variables. The larger the
C value, the more the error is penalized. The C value is
optimized to avoid overfitting using the validation dataset,
which is described in Section II-D3. Lagrange multipliers with
Karush-Kuhn-Tucker conditions are applied in a dual problem
(7) to solve for w. The prove to a final solution can be found
at [53]. K(xi) is a space-transform function that maps xi to
a higher space dimension. Two kernels were implemented in
this comparison:
• Polynomial kernel (Poly): K(xi, xj) = (1 + xixj)d
• Gaussian kernel (RBF): K(xi, xj) = exp(
−‖xi−xj‖2
2σ2 )
3) Model Validation: SVR, k-NN and RF were consid-
ered as predictive models to predict the SSVEP amplitude
modulations. Each predictive model and kernel have different
hyperparameters which are tuned to get optimal parameters to
be used in the model. In order to train the predictive models,
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as displayed in Figure 4, the EEG data was first prepared into
the SSVEP amplitude and the filtered windowed EEG signals
as following in Figure 3. Afterwards, input signals and target
signals are generated which are described as follows:
Input signals: In this study, the input signals were con-
structed using the filtered windowed EEG signals as demon-
strated in Figure 4. Due to the concerned relevant feasibility
of a future online/real-time control applications, the EEG data
had been evaluated by considering to predict a target point
in every second. Therefore, the input signals were in the
dimension of (10 subjects × 4 conditions × 56 windows ×
1,250 feature points)
Target signals: Here, the target signals were built using
the SSVEP amplitude signals as displayed in Figure 4. Curve
fittings were performed for each condition with polynomial
functions (a linear function (poly1) for condition 1 and a
quadratic function (poly2) for the rest of the conditions).
Eventually, the results from curve fitting method (curve-fitted
signals) were used as target signals with a dimension of
(10 subjects × 4 conditions × 56 feature points). Towards
practicality in the same way as the input signals, the target
signals also considered each feature point in each condition
as one sample.
All predictive models were implemented with leave-one-
subject-out cross-validation (LOCV) on ten subjects (10 folds)
using Scikit-learn [54], as displayed in Figure 4. Each fold
consisted of nine subjects as the training set and the remaining
subject as the testing set. Due to the LOCV had been used in
this study, so far this design of structure supported for new
users in no requiring calibration method. The input and target
signals of training set in each condition have been normalized
individually with min-max normalization to scale them into
a common range. Besides, the min-max normalized factor
from the training set had also been applied to the testing
set. In training session, we implemented a hyperparameters
optimization algorithm, namely grid search [55], to perform
tuning hyperparameters of all models. The training set was
used to establish the optimal set of hyperparameters, which
provide the predictive models to return the best mean absolute
error (MAE). By considering the grid search algorithm, there
was also leave-one-subject-out cross-validation (9 folds). The
list of tuned hyperparameters for each model is indicated in
Table I. Finally, a predictive model, for each fold, among three
proposed predictive model with optimal hyperparameters was
evaluated by performing prediction on testing set. To compare
these three approaches, the one way repeated measures anal-
ysis of variance (ANOVA) was used for statistical analysis.
Correction was applied when the data violated the sphericity
assumption. Bonferroni correction and pairwise comparison
were performed for post hoc analysis.
III. RESULTS
In this section, the results from each experiment are reported
separately. Result I offers a SSVEP classification result of
the FBCCA method, as well as the most suitable process-
ing window length was picked to display the feasibility in
classifying SSVEP frequency information. Finally, Result II
TABLE II: Classification accuracy (bold is higher) in each
experimental condition for the FBCCA method corresponding
to different processing window lengths from 3s, 5s and 7s with
a step of 1s.
Window length FBCCA accuracy [%] ± SE
Condition 1 Condition 2 Condition 3 Condition 4
3 seconds 91.21 ± 2.31 81.21 ± 7.70 84.31 ± 4.71 86.90 ± 3.45
5 seconds 90.54 ± 2.73 81.25 ± 6.68 85.36 ± 4.96 86.79 ± 3.55
7 seconds 90.74 ± 2.73 80.00 ± 6.23 85.00 ± 4.70 84.81 ± 4.92
TABLE III: Comparison of average of mean absolute error
(MAE) among the three predictive models (bold is lower). *
Denotes that the number is significantly lower than the others,
p < 0.05.
Experiment
Conditions
Avg. MAE ± SE
k-NN RF SVR
Cond.1 0.1663 ± 0.0140 0.2379 ± 0.0169 0.1619 ± 0.0124*
Cond.2 0.2983 ± 0.0698 0.3217 ± 0.0655 0.2550 ± 0.0562*
Cond.3 0.2029 ± 0.0411 0.2552 ± 0.0395 0.1767 ± 0.0342*
Cond.4 0.1428 ± 0.0137 0.2073 ± 0.0151 0.1354 ± 0.0124*
leads us to the utilization of SSVEP amplitude modulations,
which demonstrates the comparative performance of predictive
models for predicting amplitude modulations of the SSVEP
signal.
A. Result I: Frequency recognition for SSVEP-based BCI
Processing window length plays an important role for the
development of online/real-time application in the future.
Furthermore, the EEG data have to be evaluated by considering
the suitable processing window with a step of one second to
classify the target frequency in every second in our system.
The purpose of this study is to explore the most suitable
processing window length for classifying SSVEP frequency
information. Therefore, the performance of FBCCA was con-
sidered for the effectiveness of the processing window length.
As displayed in Table II, the classification accuracy from
all processing window lengths are not significantly different.
However, we will emphasize only increasing and decreasing
conditions (cond.2 and cond.3), because these conditions will
be able to utilize in controlling future applications. When con-
sidering the results of classification accuracy of experimental
condition 2 and 3, the accuracy of five seconds processing
window length is higher than the other lengths. Since the
processing window length of five seconds can maintain the
accuracy of FBCCA with no significant accuracy differences
from the other large window lengths, it was suggested as the
optimal length for further studies.
B. Result II: Predictive Model for SSVEP Magnitude Variation
The purpose of this study is to identify the most ap-
propriate predictive model to predict amplitude modulations
of the SSVEP signal. Three predictive models, namely k-
NN, RF, and SVR, were compared here. Table III displays
the average of MAE from all predictive models in each
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Fig. 5: Curve-fitted signal of using curve fitting with poly-
nomial functions (poly1 for cond.1 and poly2 for the rest of
the conditions) on SSVEP magnitude signals. (a)–(d) display
the curve-fitted of condition 1-4, respectively. Results from
2nd subject of training set are presented and used as target
signals to train predictive models for predicting amplitude
modulations of the SSVEP signal
experimental condition. The lowest average of MAE in each
experimental condition was obtain when we used SVR. A one-
way repeated-measures ANOVA with the Greenhouse-Geisser
correction reported a significant different performance for all
predictive models on the average of MAE on all experimental
conditions (cond.1: F (1.445, 128.591) = 39.483, cond.2:
F (1.330, 118.361) = 12.035, cond.3: F (1.484, 132.053) =
58.626, cond.4: F (1.587, 141.278) = 57.638, p < 0.05 for
all conditions). Pairwise comparisons revealed the average of
MAE of SVR is significantly lower than RF for the experi-
mental condition 1 and 4, p < 0.05, but has not displayed
significant differences for k-NN. Furthermore, both of the
experimental condition 2 and 3 revealed the average of MAE
of SVR significantly lower than the other models, p < 0.05.
Hence, based on the results, SVR is the most appropriate
predictive model to predict the SSVEP amplitude modulations
and included it as a part of the designed structure of this study.
For qualitative results, Figure 5 displays an example of the
curve-fitted signals for each experimental condition that were
used as target signals for training the predictive models. In
addition, the predicted signals from the SVR model were plot-
ted per time step for each experiment condition as displayed
in Figure 6. From this observation, we found concretely that
the conventional SSVEP stimulus (cond.1) with the luminance
contrast remained constant cannot be used in guiding the
subjects to maintain the predictive SSVEP amplitude at a
constant level. This fact is well illustrated in Figure 6. On
the other hand, the predictive SSVEP amplitude from the
proposed stimulus design (cond.2-4: the luminance contrast
increased gradually, decreased gradually, or increased and
then decreased) that is displayed in Figure 6 (b)-(d), as well
as the proposed stimulus design can be used as a guidance
for the subject. Moreover, the qualitative results in Figure 7
indicate a comparison between the predicted signals and the
FBCCA output in each experimental condition of two subjects.
Finally, Figure 8 displays a comparison between the average of
absolute error (AAE) of predicted signals and the performance
of FBCCA in each time step for each experimental condition
of all the ten subjects.
IV. DISCUSSION
According to the experimental results, we aim to summa-
rize the promising aspects for the possibility in using the
designed SSVEP stimulus with contrast-dependent amplitude
modulations of the SSVEP signal as a part of the EEG-BCI
system. Firstly, the changes of luminance contrast of the visual
stimulus can help subjects to manipulate the SSVEP frequency
and SSVEP amplitude modulations information. Not only did
we used a single-channel EEG for the EEG recording process
in this experiment, but also an open-source and low-cost
consumer-grade EEG amplifier. This may lead to a more prac-
tical application of EEG-BCI system. Subsequently, a filter-
bank canonical correlation analysis (FBCCA) was used as a
frequency recognition method to capture the SSVEP frequency
information and classify SSVEP frequency. A conventional
machine learning algorithm, named support vector regression
(SVR) was proposed as the predictive model to predict the
contrast-dependent amplitude modulations of the SSVEP sig-
nal. Leave-one-subject-out cross-validation (LOCV) on the
SVR model outperforms both the k-NN and RF predictive
models in predicting the changes of SSVEP amplitude in terms
of minimizing the mean absolute error (MAE). As displayed
in Figure 6, the SVR model provides a continuous predicted
signal compared to the ground truth signal. Especially, the
proposed stimulus design from experimental condition 2, 3
and 4 can be used in guiding the subjects to modulate the
SSVEP amplitude. This advantage can be used as the initial
step to develop online continuous SSVEP-BCIs to bridge the
gap between man and machines in the future. Therefore, we
can conclude that, the SVR model is promising as a predictive
model to predict the SSVEP amplitude modulations, when
using the designed SSVEP stimulus for further developments
in EEG-BCI.
Our study is capable of manipulating the SSVEP amplitude
modulations which were obtained from EEG recordings. As
our research findings, Figure 7 displays the result of the
frequency recognition output from the FBCCA method along
with the predicted signal from our proposed SVR model.
Although the accuracy of the FBCCA is unstable (for example,
the 2nd subject’s performance on condition 2 and 3 are
worse than other subjects’), our proposed predictive model
on the SSVEP amplitude prediction performs generally well.
Moreover, from the observation as displayed in Figure 8, we
can recommend the luminance contrast of the visual stimulus
to be used in further development of SSVEP-BCIs in the
future. We chose the processing window (which the luminance
contrast varies on the window number) that performs the
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Fig. 6: The upper row demonstrates raw SSVEP responses before feeding into the proposed predictive model. The bottom row
displays a comparison of ground truth (target signals from performing the curve fitting method on the SSVEP amplitude signals
of testing set) and predicted signals (a)-(d) from experimental condition 1-4 respectively. Leave-one-subject-out cross-validation
(one out of ten) was used to evaluate the model. Note: The results were consistent in all subjects.
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Fig. 7: Results of the predicted signals (µV) and FBCCA output (Hz) of the 2nd (upper) and 3rd (lower) subject, with the
processing window length of 5 seconds and a stride of 1 second. (a)–(d), (e)–(h) represent the predicted signals of condition
1–4 respectively. Note: The results were consistent in all subjects.
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Fig. 8: Average of absolute error (AAE) and mean of FBCCA
performance (%) from all 10 subjects on each time step for
every condition. A gradually increasing and decreasing stimu-
lus, which are condition 2 and 3 respectively. The processing
window with a relatively lowest AAE and highest accuracy
of FBCCA among of its case, in range between 8th and 25th
window for condition 2, and 9th to 38th window for condition
3. Thus, the recommended contrast level for the increasing
contrast and decreasing contrast stimulus is 38.82–58.82% and
89.41%–55.29%, respectively (in the scale of 0–100% on the
contrast).
highest accuracy in FBCCA and the lowest AAE in the SSVEP
amplitude prediction for both experimental condition 2 and 3.
For the experimental condition 2, we can observe that the
processing window which provides the best performance for
the increasing contrast stimulation is between the 8th and 25th
window. The luminance contrast level of this particular pro-
cessing window varies between 38.82% to 58.82%. Moreover,
in condition 3, the best performance was displayed between
9th and 38th window where the luminance contrast level is
equivalent to 89.41% to 55.29%. This observation revealed an
interesting fact about luminance contrast levels and stimulus
time period. If we consider the graph of experimental condition
2, we found that low percentage of luminance contrast level
performs the best behavior and it occurred at the initial
stimulus period. Nevertheless, the behavior of experimental
condition 3 is different than experimental condition 2, because
it provides the best performance at a high percentage of
luminance contrast level during the initial stimulus period.
This contradiction motivates us to explore more on two
important factors. To ensure the possibility in the usability
of the SSVEP stimulus recommended luminance contrast,
we used the recommended luminance contrast to design the
visual stimulus for the experimental condition 4 in guiding the
subjects. As displayed in Figure 8 (d), we found that the results
of the condition 4 had a high accuracy in FBCCA and a low
AAE in predicting the SSVEP amplitude modulations. Overall,
these findings will lead us to develop a continuous-controlled
SSVEP-BCI systems in the future. By our investigation results,
we step towards the possibility and feasibility of using the
designed SSVEP stimulus with contrast-dependent amplitude
modulations of the SSVEP signal, as a component of EEG-
BCI systems.
Study Limitations and Future Work
Our study has several limitations which need to be men-
tioned here:
• Our current study is based on gaze dependent system,
which has a characteristic of controlling the machine
only when a user is continuously focusing on the SSVEP
stimulus. Moreover, the user must be occupied in paying
attention for a long time period to fulfill his/her require-
ment. Thus, the user might be perturbed from eye fatigue
effect [56].
• The proposed predictive model provided non-smooth
predicted signals. Smooth algorithms were not applied in
this study to handle these non-smooth predicted signals.
Currently, we are making preparations to develop smooth
algorithms.
Consequently, we can explore some directions of future
researches to overcome the limitations of the current study.
Generally, using the investigations from the designed SSVEP
stimulus with suitable luminance contrasts over a short time
period could make SSVEP-BCI systems more practical in
controlling machines. Moreover, these research findings can
be considered as foundations to develop smooth algorithms to
be supported in predicting the SSVEP amplitude modulations.
To do so, this system will be able to provide smooth control
machines such as accelerating or decelerating the speed of a
mobile robot or a robotic arm. However, to confirm this inves-
tigative study, we should validate online/real-time experiments.
V. CONCLUSION
In this study we explored the usability of SSVEP stimulus
design based amplitude modulation of the SSVEP signal
corresponded to the luminance contrast of the visual stimulus.
We created dataset for this experiment by varying luminance
contrasts of the SSVEP stimulus. For practical purposes, an
open-source consumer-grade EEG device, namely OpenBCI
with a single-channel EEG (Oz) was used throughout the
experiment. The frequency recognition analysis displayed that
the FBCCA method perform generally well with processing
window length of five seconds in classifying SSVEP frequency
information. The support vector regression (SVR) was then
proposed as the predictive model for predicting instantaneous
SSVEP amplitude modulations. We obtained promising exper-
imental results from ten subjects by using leave-one-subject-
out cross-validation method. The integration of FBCCA and
SVR was used to simultaneously estimate the SSVEP fre-
quency and SSVEP amplitude modulations information. The
ability to predict amplitude modulations of the SSVEP signal
is the supreme advantage of the designed structure. Thus, this
research findings can be used as a future component of EEG-
BCI systems.
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 22, JULY 2019 xi
ACKNOWLEDGMENT
We would like to thank Fryderyk Ko¨gl for their assistance in
data collection and Thummanoon Kunanuntakij for his work
in programming.
REFERENCES
[1] J. R. Wolpaw, D. J. McFarland, and T. M. Vaughan, “Brain-computer
interface research at the wadsworth center,” IEEE Transactions on
Rehabilitation Engineering, vol. 8, no. 2, pp. 222–226, June 2000.
[2] J. R. Wolpaw, N. Birbaumer, D. J. McFarland, G. Pfurtscheller, and T. M.
Vaughan, “Brain–computer interfaces for communication and control,”
Clinical neurophysiology, vol. 113, no. 6, pp. 767–791, 2002.
[3] S. Gao, Y. Wang, X. Gao, and B. Hong, “Visual and auditory brain-
computer interfaces,” IEEE Transactions on Biomedical Engineering,
vol. 61, no. 5, pp. 1436–1447, May 2014.
[4] T. M. Vaughan, D. J. McFarland, G. Schalk, W. A. Sarnacki, D. J.
Krusienski, E. W. Sellers, and J. R. Wolpaw, “The wadsworth bci re-
search and development program: at home with bci,” IEEE Transactions
on Neural Systems and Rehabilitation Engineering, vol. 14, no. 2, pp.
229–233, June 2006.
[5] J. N. Mak and J. R. Wolpaw, “Clinical applications of brain-computer
interfaces: Current state and future prospects,” IEEE Reviews in Biomed-
ical Engineering, vol. 2, pp. 187–199, 2009.
[6] N. Birbaumer and L. G. Cohen, “Braincomputer interfaces: commu-
nication and restoration of movement in paralysis,” The Journal of
Physiology, vol. 579, no. 3, pp. 621–636, 2007.
[7] “Brain-computer interfaces in medicine,” Mayo Clinic Proceedings,
vol. 87, no. 3, pp. 268 – 279, 2012.
[8] “Visual working memory capacity: from psychophysics and neurobiol-
ogy to individual differences,” Trends in Cognitive Sciences, vol. 17,
no. 8, pp. 391 – 400, 2013.
[9] “Eeg and meg: Relevance to neuroscience,” Neuron, vol. 80, no. 5, pp.
1112 – 1128, 2013.
[10] S. Waldert, H. Preissl, E. Demandt, C. Braun, N. Birbaumer, A. Aertsen,
and C. Mehring, “Hand movement direction decoded from meg and eeg,”
Journal of Neuroscience, vol. 28, no. 4, pp. 1000–1008, 2008.
[11] G. Pfurtscheller and F. L. da Silva, “Event-related eeg/meg synchroniza-
tion and desynchronization: basic principles,” Clinical Neurophysiology,
vol. 110, no. 11, pp. 1842 – 1857, 1999.
[12] H. Yuan and B. He, “Brain–computer interfaces using sensorimotor
rhythms: Current state and future perspectives,” IEEE Transactions on
Biomedical Engineering, vol. 61, no. 5, pp. 1425–1435, May 2014.
[13] E. Donchin and D. Smith, “The contingent negative variation and the late
positive wave of the average evoked potential,” Electroencephalography
and Clinical Neurophysiology, vol. 29, no. 2, pp. 201 – 203, 1970.
[14] M. Middendorf, G. McMillan, G. Calhoun, and K. S. Jones, “Brain-
computer interfaces based on the steady-state visual-evoked response,”
IEEE Transactions on Rehabilitation Engineering, vol. 8, no. 2, pp.
211–214, June 2000.
[15] A. M. Norcia, L. G. Appelbaum, J. M. Ales, B. R. Cottereau, and
B. Rossion, “The steady-state visual evoked potential in vision research:
A review,” Journal of Vision, vol. 15, no. 6, pp. 4–4, 05 2015.
[16] Y. J. Kim, M. Grabowecky, K. A. Paller, K. Muthu, and S. Suzuki,
“Attention induces synchronization-based response gain in steady-state
visual evoked potentials,” Nature neuroscience, vol. 10, no. 1, p. 117,
2007.
[17] M. M Mller, P. Malinowski, T. Gruber, and S. Hillyard, “Sustained
division of the attentional spotlight,” Nature, vol. 424, pp. 309–12, 07
2003.
[18] M. M. Mller, W. Teder-Slejrvi, and S. A. Hillyard, “The time course
of cortical facilitation during cued shifts of spatial attention,” Nature
neuroscience, vol. 1, pp. 631–4, 12 1998.
[19] S. Itthipuripat, J. O. Garcia, N. Rungratsameetaweemana, T. C. Sprague,
and J. T. Serences, “Changing the spatial scope of attention alters
patterns of neural gain in human cortex,” Journal of Neuroscience,
vol. 34, no. 1, pp. 112–123, 2014.
[20] S. Itthipuripat, K. Cha, S. Deering, A. M. Salazar, and J. T. Serences,
“Having more choices changes how human observers weight stable
sensory evidence,” Journal of Neuroscience, vol. 38, no. 40, pp. 8635–
8649, 2018.
[21] S. Itthipuripat, T. C. Sprague, and J. T. Serences, “Functional mri and eeg
index complementary attentional modulations,” Journal of Neuroscience,
vol. 39, no. 31, pp. 6162–6179, 2019.
[22] Y. Wang, X. Gao, B. Hong, C. Jia, and S. Gao, “Brain-computer
interfaces based on visual evoked potentials,” IEEE Engineering in
Medicine and Biology Magazine, vol. 27, no. 5, pp. 64–71, Sep. 2008.
[23] H. Cecotti, “A self-paced and calibration-less ssvep-based braincomputer
interface speller,” IEEE Transactions on Neural Systems and Rehabili-
tation Engineering, vol. 18, no. 2, pp. 127–133, April 2010.
[24] Yijun Wang, Ruiping Wang, Xiaorong Gao, Bo Hong, and Shangkai
Gao, “A practical vep-based brain-computer interface,” IEEE Transac-
tions on Neural Systems and Rehabilitation Engineering, vol. 14, no. 2,
pp. 234–240, June 2006.
[25] Z. Lin, C. Zhang, W. Wu, and X. Gao, “Frequency recognition based on
canonical correlation analysis for ssvep-based bcis,” IEEE Transactions
on Biomedical Engineering, vol. 53, no. 12, pp. 2610–2614, Dec 2006.
[26] G. Bin, X. Gao, Z. Yan, B. Hong, and S. Gao, “An online multi-channel
SSVEP-based brain–computer interface using a canonical correlation
analysis method,” Journal of Neural Engineering, vol. 6, no. 4, p.
046002, jun 2009.
[27] Y. Lin, Y. Wang, and T. Jung, “A mobile ssvep-based brain-computer
interface for freely moving humans: The robustness of canonical corre-
lation analysis to motion artifacts,” in 2013 35th Annual International
Conference of the IEEE Engineering in Medicine and Biology Society
(EMBC), July 2013, pp. 1350–1353.
[28] G. R. Muller-Putz and G. Pfurtscheller, “Control of an electrical
prosthesis with an ssvep-based bci,” IEEE Transactions on Biomedical
Engineering, vol. 55, no. 1, pp. 361–364, 2008.
[29] B. Z. Allison, D. J. McFarland, G. Schalk, S. D. Zheng, M. M. Jackson,
and J. R. Wolpaw, “Towards an independent brain–computer interface
using steady state visual evoked potentials,” Clinical neurophysiology,
vol. 119, no. 2, pp. 399–408, 2008.
[30] A. Luo and T. J. Sullivan, “A user-friendly ssvep-based brain–computer
interface using a time-domain classifier,” Journal of neural engineering,
vol. 7, no. 2, p. 026010, 2010.
[31] B. Z. Allison, C. Brunner, C. Altsta¨tter, I. C. Wagner, S. Grissmann,
and C. Neuper, “A hybrid erd/ssvep bci for continuous simultaneous
two dimensional cursor control,” Journal of neuroscience methods, vol.
209, no. 2, pp. 299–307, 2012.
[32] E. Yin, Z. Zhou, J. Jiang, F. Chen, Y. Liu, and D. Hu, “A novel hybrid
bci speller based on the incorporation of ssvep into the p300 paradigm,”
Journal of neural engineering, vol. 10, no. 2, p. 026012, 2013.
[33] E. Yin, Z. Zhou, J. JIang, F. Chen, Y. Liu, and D. Hu, “A speedy hybrid
bci spelling approach combining p300 and ssvep,” IEEE Transactions
on Biomedical Engineering, vol. 61, no. 2, pp. 473–483, 2014.
[34] X. Chen, Y. Wang, S. Gao, T.-P. Jung, and X. Gao, “Filter bank
canonical correlation analysis for implementing a high-speed SSVEP-
based brain–computer interface,” Journal of Neural Engineering, vol. 12,
no. 4, p. 046008, jun 2015.
[35] Y. Wang, X. Chen, X. Gao, and S. Gao, “A benchmark dataset for ssvep-
based braincomputer interfaces,” IEEE Transactions on Neural Systems
and Rehabilitation Engineering, vol. 25, no. 10, pp. 1746–1752, Oct
2017.
[36] E. Ratti, S. Waninger, C. Berka, G. Ruffini, and A. Verma, “Comparison
of medical and consumer wireless eeg systems for use in clinical
trials,” Frontiers in Human Neuroscience, vol. 11, p. 398, 2017.
[Online]. Available: https://www.frontiersin.org/article/10.3389/fnhum.
2017.00398
[37] R. Maskeliunas, R. Damasevicius, I. Martisius, and M. Vasiljevas,
“Consumer-grade eeg devices: are they usable for control tasks?”
PeerJ, vol. 4, p. e1746, Mar. 2016. [Online]. Available: https:
//doi.org/10.7717/peerj.1746
[38] J. Frey, “Comparison of a consumer grade EEG amplifier with
medical grade equipment in BCI applications,” in International BCI
meeting, Asilomar, United States, May 2016. [Online]. Available:
https://hal.inria.fr/hal-01278245
[39] P. Lakhan, N. Banluesombatkul, V. Changniam, R. Dhithijaiyratn,
P. Leelaarporn, E. Boonchieng, S. Hompoonsup, and T. Wilaiprasitporn,
“Consumer grade brain sensing for emotion recognition,” IEEE Sensors
Journal, vol. PP, 07 2019.
[40] P. Biaas and P. Milanowski, “A high frequency steady-state visually
evoked potential based brain computer interface using consumer-grade
eeg headset,” in 2014 36th Annual International Conference of the IEEE
Engineering in Medicine and Biology Society, Aug 2014, pp. 5442–
5445.
[41] S.-C. Chen, Y.-J. Chen, I. A. E. Zaeni, and C.-M. Wu, “A
single-channel ssvep-based bci with a fuzzy feature threshold
algorithm in a maze game,” International Journal of Fuzzy Systems,
vol. 19, no. 2, pp. 553–565, Apr 2017. [Online]. Available:
https://doi.org/10.1007/s40815-016-0289-3
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 22, JULY 2019 xii
[42] A. J. Smola and B. Scho¨lkopf, “A tutorial on support vector
regression,” Statistics and Computing, vol. 14, no. 3, pp. 199–222, Aug
2004. [Online]. Available: https://doi.org/10.1023/B:STCO.0000035301.
49549.88
[43] T. Hastie and R. Tibshirani, “Discriminant adaptive nearest neighbor
classification and regression,” in Proceedings of the 8th International
Conference on Neural Information Processing Systems, ser. NIPS’95.
Cambridge, MA, USA: MIT Press, 1995, pp. 409–415.
[44] A. Liaw and M. Wiener, “Classification and Regression by randomFor-
est,” R News, vol. 2, no. 3, pp. 18–22, 2002.
[45] A. M. Norcia, L. G. Appelbaum, J. M. Ales, B. R. Cottereau, and
B. Rossion, “The steady-state visual evoked potential in vision research:
A review,” Journal of Vision, vol. 15, no. 6, pp. 4–4, 05 2015.
[46] Y. Wang, Y. Wang, C. Cheng, and T. Jung, “Measuring steady-state
visual evoked potentials from non-hair-bearing areas,” in 2012 Annual
International Conference of the IEEE Engineering in Medicine and
Biology Society, Aug 2012, pp. 1806–1809.
[47] J. Fernandez-Vargas, H. Pfaff, F. Rodriguez, and P. Varona, “Assisted
closed-loop optimization of ssvep-bci efficiency,” Frontiers in Neural
Circuits, vol. 7, p. 27, 2013.
[48] L. Meng, J. Jin, and X. Wang, “A comparison of three electrode channels
selection methods applied to ssvep bci,” in 2011 4th International
Conference on Biomedical Engineering and Informatics (BMEI), vol. 1,
Oct 2011, pp. 584–587.
[49] “Open source brain-computer interfaces,” http://openbci.com/.
[50] “Processing software,” http://www.processing.org/.
[51] W. Klimesch, “Alpha-band oscillations, attention, and controlled access
to stored information,” Trends in Cognitive Sciences, vol. 16, no. 12,
pp. 606 – 617, 2012. [Online]. Available: http://www.sciencedirect.
com/science/article/pii/S1364661312002434
[52] H. van Dijk, J.-M. Schoffelen, R. Oostenveld, and O. Jensen,
“Prestimulus oscillatory activity in the alpha band predicts visual
discrimination ability,” Journal of Neuroscience, vol. 28, no. 8,
pp. 1816–1823, 2008. [Online]. Available: http://www.jneurosci.org/
content/28/8/1816
[53] H.-T. Lin, C.-J. Lin, and R. C. Weng, “A note on platt’s
probabilistic outputs for support vector machines,” Machine Learning,
vol. 68, no. 3, pp. 267–276, Oct 2007. [Online]. Available:
https://doi.org/10.1007/s10994-007-5018-6
[54] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion,
O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Vander-
plas, A. Passos, D. Cournapeau, M. Brucher, M. Perrot, and E. Duch-
esnay, “Scikit-learn: Machine learning in Python,” Journal of Machine
Learning Research, vol. 12, pp. 2825–2830, 2011.
[55] J. Bergstra and Y. Bengio, “Random search for hyper-parameter opti-
mization,” JMLR, p. 305, 2012.
[56] R. S. Fisher, G. Harding, G. Erba, G. L. Barkley, and A. Wilkins,
“Photic- and pattern-induced seizures: A review for the epilepsy founda-
tion of america working group,” Epilepsia, vol. 46, no. 9, pp. 1426–1441,
Sep. 2005.
