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GEOMETRIC QUANTIZATION ON CR MANIFOLDS
CHIN-YU HSIAO, XIAONAN MA, AND GEORGE MARINESCU
ABSTRACT. Let X be a compact connected orientable CR manifold of dimension greater
than five with the action of a connected compact Lie group G. Assuming that the Levi
form of X is positive definite near the inverse image Y of 0 by the momentum map and
that the tangential Cauchy-Riemann operator has closed range on the reduction Y/G, we
prove that there is a canonical Fredholm operator between the space of global G-invariant
L2 CR functions on X and the space of global L2 CR functions on the reduction Y/G.
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1. INTRODUCTION AND STATEMENT OF THE MAIN RESULTS
The famous geometric quantization conjecture of Guillemin and Sternberg [14] states
that for a compact pre-quantizable symplectic manifold admitting a Hamiltonian action
of a compact Lie group, the principle of “quantization commutes with reduction” holds.
This conjecture was first proved independently by Meinrenken [31] and Vergne [41]
for the case where the Lie group is abelian, and then by Meinrenken [32] and Tian-
Zhang [39] in the general case, see [26] for a survey. In the case of a non-compact
symplectic manifold M with a compact Lie group action G, this question was solved by
Ma-Zhang [29].
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In [28], Ma-Zhang established the asymptotic expansion of the G-invariant Bergman
kernel for a positive line bundle L over a compact complex manifoldM and by using the
asymptotic expansion of G-invariant Bergman kernel, they could establish “quantization
commutes with reduction theorem” when the power of the line bundle L is high enough.
In this paper we study the problem of “quantization commutes with reduction” prob-
lem for CR manifolds, in particular for Sasaki manifolds. Sasakian geometry is an impor-
tant, odd-dimensional conterpart of Ka¨hler geometry. For an irregular Sasaki manifold
X, it is known that X admits a compact CR torus action G (see [19, Section 3]) and the
study of G-equivariant CR functions on a Sasakian manifold is important in Sasaki ge-
ometry. Thus, it is natural to consider “quantization commutes with reduction problems”
in Sasaki and CR Geometry. An important difference between CR setting and symplec-
tic setting is that the spaces we considered in CR setting are infinite dimensional. In
this paper, we develop a G-invariant complex Fourier integral calculus and by using the
G-invariant Szego˝ kernel asymptotics established in [22] and spectral theory, we estab-
lish “quantization commutes with reduction theorem” in CR case (see Theorem 1.4).
As applications, we show that “quantization commutes with reduction” on some class
of CR manifolds including strongly pseudoconvex CR manifolds and irregular Sasakian
manifolds (see Theorem 1.4, Theorem 1.7 and Theorem 1.9).
We now formulate the main results. We refer to Section 2 for some notations and
terminology used here. Let (X, T 1,0X) be a compact orientable CR manifold of dimension
2n + 1, n ≥ 2, where T 1,0X denotes the CR structure of X. Fix a global non-vanishing
real 1-form ω0 ∈ C∞(X, T ∗X) such that 〈ω0, u 〉 = 0, for every u ∈ T 1,0X ⊕ T 0,1X. The
Levi form of X at x ∈ X is the Hermitian quadratic form on T 1,0x X given by
(1.1) Lx(U, V ) = − 1
2i
〈 dω0(x), U ∧ V 〉, U, V ∈ T 1,0x X.
Let HX = {Reu; u ∈ T 1,0X} and let J : HX → HX be the complex structure map
given by J(u+ u) = iu− iu, for every u ∈ T 1,0X.
Let G be a d-dimensional connected compact Lie group acting on X: G×X → X. We
assume throughout that
Assumption 1.1. The Lie group action G preserves ω0 and J , that is, h
∗ω0 = ω0 on X
and h∗J = Jh∗ on HX, for every h ∈ G, where h∗ and h∗ denote the pull-back map and
push-forward map of G, respectively.
Let g denote the Lie algebra of G. For any ξ ∈ g, we write ξX to denote the vector field
on X induced by ξ, that is, (ξXu)(x) =
∂
∂t
(u(exp(−tξ) ◦ x)) ∣∣
t=0
for any u ∈ C∞(X).
Definition 1.2. The moment map associated to the form ω0 is the map µ : X → g∗ such
that, for all x ∈ X and ξ ∈ g, we have
(1.2) 〈µ(x), ξ〉 = ω0(ξX(x)).
We will work under the following natural assumption.
Assumption 1.3. 0 is a regular value of µ, the action of G on µ−1(0) is free and the Levi
form of X is positive definite near µ−1(0).
By Assumption 1.3, Y := µ−1(0) is a d-codimensional submanifold of X. Let YG :=
µ−1(0)/G. Since ω0 is G-invariant, ω0 is a contact form on YG. Put
HYG = {u ∈ TYG; 〈 u, ω0 〉 = 0} and HY := HX ∩ TY on Y .
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It was proved in [22, Section 2.5] that HYG ∼= HY ∩ JHY and YG is a strongly pseudo-
convex CR manifold of dimension 2n−2d+1 with CR structure T 1,0YG ∼= (HY ∩JHY )+
i(HY ∩ JHY ).
Let
(1.3) g = Span (ξX ; ξ ∈ g).
For x ∈ Y , g
x
⊂ HxX. Take a global non-vanishing G-invariant vector field T such
that 〈 T , ω0 〉 = −1. Fix a G-invariant Hermitian metric gCTX on CTX so that T 1,0X is
orthogonal to T 0,1X, g is orthogonal to HY ∩ JHY at every point of Y , 〈 T, T 〉g = 1 and
T is orthogonal to T 1,0X⊕T 0,1X (see Lemma 2.1). By duality, the G-invariant Hermitian
metric gCTX on CTX induces a G-invariant Hermitian metric gCT
∗X on CT ∗X. The G-
invariant Hermitian metric 〈 · , · 〉g on CTX induces natural Hermitian metrics 〈 · , · 〉YG
on CTYG and CT
∗YG. We use ( · , · ) to denote the inner products on L2(X) and L2(0,1)(X)
induced by 〈 · , · 〉g and let ‖·‖ denote the corresponding norms and we use ( · , · )YG to
denote the inner products on L2(YG) and L
2
(0,1)(YG) induced by 〈 · , · 〉YG and let ‖·‖YG
denote the corresponding norms.
Let ∂b : C
∞(X) → Ω0,1(X) and ∂b,YG : C∞(YG) → Ω0,1(YG) be the tangential Cauchy-
Riemann operators on X and YG respectively. We extend ∂b and ∂b,YG to L
2 spaces by
taking their weak maximal extension:
∂b : Dom ∂b ⊂ L2(X)→ L2(0,1)(X),
∂b,YG : Dom ∂b,YG ⊂ L2(YG)→ L2(0,1)(YG),
where
Dom ∂b =
{
u ∈ L2(X); ∂bu ∈ L2(0,1)(X)
}
,
Dom ∂b,YG =
{
u ∈ L2(YG); ∂b,YGu ∈ L2(0,1)(YG)
}
.
Put H0b (X) :=
{
u ∈ L2(X); ∂bu = 0
}
, H0b (YG) :=
{
u ∈ L2(YG); ∂b,YGu = 0
}
and set
(1.4) H0b (X)
G :=
{
u ∈ H0b (X); h∗u = u, for every h ∈ G
}
.
The Szego˝ projection is the orthogonal projection
(1.5) S : L2(X)→ H0b (X)
with respect to ( · , · ). The Szego˝ kernel S(x, y) ∈ D ′(X ×X) is the distribution kernel of
S. The G-invariant Szego˝ projection is the orthogonal projection
(1.6) SG : L
2(X)→ H0b (X)G
with respect to ( · , · ). The G-invariant Szego˝ kernel SG(x, y) ∈ D ′(X ×X) is the distribu-
tion kernel of SG.
Let ι : Y → X be the natural inclusion and let ι∗ : C∞(X)→ C∞(Y ) be the pull-back of
ι. Let ιG : C
∞(Y )G → C∞(YG) be the natural identification. Let SYG : L2(YG) → H0b (YG)
be the orthogonal projection with respect to ( · , · )YG and let
(1.7) f(x) = |detRx|− 14
√
Veff (x) ∈ C∞(Y )G,
where detRx and Veff (x) are given by (3.60) and (3.61) respectively and C
∞(Y )G de-
notes the space of G-invariant smooth functions on Y . Let E : C∞(YG) → C∞(YG) be a
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classical elliptic pseudodifferential operator with principal symbol pE(x, ξ) = |ξ|− d4 . Let
σ̂ : H0b (X)
G ∩ C∞(X)G → H0b (YG),
u 7→ SYG ◦ E ◦ ιG ◦ f ◦ ι∗ ◦ u.
(1.8)
In Corollary 4.14, we will show that there exists a C > 0 such that ( σ̂u, σ̂u )YG ≤ C ‖u‖2,
for every u ∈ H0b (X)G ∩ C∞(X). Hence, we can extend σ̂ to σ̂ : H0b (X)G → H0b (YG) by
density. We briefly explain the role E in (1.8) (see also Reamrk 1.5 below). To prove
our main result Theorem 1.4 we need to show that σ̂∗σ̂ is “microlocally close” to SG,
where σ̂∗ : H0b (YG) → D ′(X) is the adjoint of σ̂. In other words, we want σ̂∗σ̂ to be a
complex Fourier integral operator with the same phase, the same order and the same
leading symbol as SG. To achieve this target, we need to take E to be a classical elliptic
pseudodifferential operator with principal symbol pE(x, ξ) = |ξ|− d4 .
The main result of this work is the following.
Theorem 1.4. Let X be a compact orientable CR manifold of dimension 2n+ 1, n ≥ 2 and
let G be a d-dimensional connected compact Lie group acting on X such that Assumptions
1.1 and 1.3 hold. Suppose that ∂b,YG has L
2 closed range. Then the map
(1.9) σ̂ : H0b (X)
G → H0b (YG)
given by (1.8) is Fredholm. That is, Ker σ̂ and (Im σ̂)⊥ are finite dimensional subspaces of
the spaces C∞(X) ∩H0b (X)G and C∞(YG) ∩H0b (YG) respectively.
Remark 1.5. Note that the definition of σ̂ depends on the choice of elliptic pseudodiffer-
ential operator E. We actually show that for any classical elliptic pseudodifferential op-
erator E with the same principal symbol pE(x, ξ) = |ξ|− d4 , the map σ̂ : H0b (X)G → H0b (YG)
is Fredholm. Up to lower order terms of E, the map σ̂ is a canonical choice. The elliptic
pseudodifferential operator E corresponds to the power m−
d
4 in the isomorphism map
between H0(M,Lm)K and H0(M0, L
m
0 ) in complex case. Here we use the same notations
as in the discussion after Theorem 1.9. More precisely, Ma-Zhang [28] showed that the
map
ρ : H0(M,Lm)K → H0(M0, Lm0 ),
u 7→ m− d4BM0 ◦ ιK ◦ f ◦ ι∗ ◦ u,
(1.10)
is an isomorphism if m is large enough, where ιK , ι
∗ and f ∈ C∞(M)K are defined as
in the discussion before (1.8) and BM0 : L
2(M0, L
m
0 ) → H0(M0, Lm0 ) is the orthogonal
projection. When we change m−
d
4 in (1.10) to any m-depend function with order m−
d
4 +
O(m−
4
d
−1), we still have an isomorphism between H0(M,Lm)K and H0(M0, Lm0 ) for m
large. Compare (1.10) with our map (1.8), the power m−
d
4 + O(m−
4
d
−1) corresponds to
an elliptic pseudodifferential operator E. Roughly speaking, when we sum over all m,
the power m−
d
4 + O(m−
4
d
−1) will become an elliptic pseudodifferential operator E with
the principal symbol pE(x, ξ) = |ξ|− d4 and different lower order terms O(m− 4d−1) will only
change lower symbols of E.
Remark 1.6. In this work, we do not assume that ∂b has closed range onX. We will show
in Section 3.2 that under the assumption that the Levi form is positive on Y = µ−1(0),
the G-invariant Kohn Laplacian has closed range and this is enough to obtain a full
asymptotic expansion for the G-invariant Szego˝ kernel SG(x, y) (see Theorem 3.23). The
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asymptotic expansion for SG is also a new result. In [22], Hsiao and Huang obtained an
asymptotic expansion for SG under the assumption that ∂b has closed range.
Assume that ∂b,YG has closed range. Then, SYG maps smooth functions to smooth
functions (see [7] and [21, Theorem 1.14]) and hence
σ̂ : H0b (X)
G ∩ C∞(X)G → H0b (YG) ∩ C∞(YG) ⊂ C∞(YG).
Let σ̂∗ : C∞(YG) → D ′(X) be the formal adjoint of σ̂. We will show in Section 4.2 (see
Theorem 4.10, Theorem 4.11, Theorem 4.12, Theorem 4.13 ) that that σ̂∗ maps C∞(YG)
into H0b (X)
G ∩ C∞(X)G, can be extended continuously to H0b (X)G and we have
(1.11) σ̂∗σ̂ = C0(I − R) on H0b (X)G,
where C0 > 0 is a constant, R : L
2(X)→ L2(X) is a bounded operator with RSG = SGR
on L2(X) and Ker (I − R) is a finite dimensional subspace of C∞(X). In Section 5, by
using spectral theory, we will show that there is a self-adjoint bounded operator
√
N+ :
L2(X) → L2(X) with √N+SG = SG
√
N+ on L
2(X), (I − R)SG = SG(I − R) on L2(X)
such that
(1.12)
√
N+(I −R)
√
N+ = I − P on L2(X),
where P is the orthogonal projection from L2(X) onto Ker (I −R). Let
(1.13) σ :=
1√
C0
σ̂ ◦ SG ◦
√
N+ : H
0
b (X)
G → H0b (YG).
Note that for u ∈ H0b (X)G, Pu = 0 if and only of u ∈ (Ker σ)⊥. From (1.11), (1.12) and
(1.13), we have
( σu , σv )YG = (
√
N+(I − R)
√
N+u , v ) = ( u , v )− (P u , v ),
for every u, v ∈ H0b (X)G. Since P is smoothing, we conclude that σ is microlocally
isometric. More precisely, we have (see Section 5):
Theorem 1.7. Let X be a compact orientable CR manifold of dimension 2n+ 1, n ≥ 2 and
let G be a d-dimensional connected compact Lie group acting on X such that Assumptions
1.1 and 1.3 hold. Suppose that ∂b,YG has L
2 closed range. Then the map σ given by (1.13)
is Fredholm and
(1.14) ( σu, σv )YG = ( u, v ), u, v ∈ (Ker σ)⊥.
Let (X, T 1,0X) be a compact strongly pseudoconvex CR manifold. We say that X is
torsion free if there is a non-vanishing global real vector field T ∈ C∞(X, TX) such
that T preserves the CR structure T 1,0X, and T , T 1,0X ⊕ T 0,1X generate the complex
tangent bundle of X. We call T transversal CR Reeb vector filed on X. It was shown
in Ornea and Verbitsky [36] that for a (2n + 1)-dimensional smooth manifold X, X is a
Sasakian manifold if and only if X is a torsion free strongly pseudoconvex CR manifold.
If the flow of T induces a locally free (free) S1-action on X, we say X is a quasi-regualr
(regular) Sasakian manifold. If X is a quasi-regualr (regular) Sasakian manifold, it was
shown in [36] that X is a orbifold line bundle (line bundle) over a compact projective
orbifold (manifold). We say that X is an irregular Sasakian manifold if there is an orbit
of the flow of T which is non-compact. In this case, the flow of T induces a transversal
CR R-action on X. Recently, the subject of Sasakian geometry generated a great deal
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of interest due to the study of existence of Sasaki-Einstein metrics, and more generally,
Sasakian metrics of constant scalar curvature, see for example [11].
Now, let (X, T 1,0X) be a compact connected torsion free strongly pseudoconvex CR
manifold. Fix a transversal CR Reeb vector filed T on X. Assume that X is irregular.
Then the flow of T induces a transversal CR R-action η on X. We take ω0 ∈ C∞(X, T ∗X)
to be the global real one form determined by 〈ω0, u 〉 = 0, for every u ∈ T 1,0X ⊕ T 0,1X
and 〈ω0, T 〉 = −1. We assume that
(1.15) T is G-invariant.
From (1.15), we see that the R-action η on X induces a R-action η̂ on YG. Let T̂ be
the Reeb vector field on YG induced by η̂. It is clear that YG is also a compact irregular
Sasakian manifold and T̂ preserves the CR structure T 1,0YG, and T̂ , T
1,0YG ⊕ T 0,1YG
generate the complex tangent bundle of YG. Since X is strongly pseudoconvex, the Levi
form on X induces a G × R-invariant Hermitian metric gCTX on CTX so that T 1,0X is
orthogonal to T 0,1X, g is orthogonal to HY ∩ JHY at every point of Y , 〈 T, T 〉g = 1
and T is orthogonal to T 1,0X ⊕ T 0,1X (see the proof of Lemma 2.1). The G-invariant
Hermitian metric gCTX on CTX induces natural Hermitian metrics on CTYG and CT
∗YG.
For any vector field U we denote by LU its Lie derivative. Consider the operators
− iLT : C∞(X)G → C∞(X)G,
− iL
T̂
: C∞(YG)→ C∞(YG)
and we extend −iLT and −iLT̂ to L2 spaces by their weak maximal extension,
− iLT : Dom (−iLT ) ⊂ L2(X)G → L2(X)G, Dom(−iLT ) =
{
u ∈ L2(X)G; −iLTu ∈ L2(X)G
}
,
− iL
T̂
: Dom (−iL
T̂
) ⊂ L2(YG)→ L2(YG), Dom (−iLT̂ ) =
{
u ∈ L2(YG); −iLT̂u ∈ L2(YG)
}
.
The following was shown in [19, Section 3].
Theorem 1.8. With the same notations and assumptions above, we have that Spec (−iLT )
is countable and every element in Spec (−iLT ) is an eigenvalue of −iLT , where Spec (−iLT )
denotes the spectrum of −iLT .
In order to be self-contained, we will briefly sketch the proof of Theorem 1.8 in Ap-
pendix A. Put
Spec (−iLT ) = {α1, α2, . . .} ⊂ R,
Spec (−iLT̂ ) = {β1, β2, . . .} ⊂ R,
(1.16)
and for every α ∈ Spec (−iLT ), β ∈ Spec (−iLT̂ ), set
H0b,α(X)
G :=
{
u ∈ H0b (X)G; −iLTu = αu
}
,
H0b,β(YG) :=
{
v ∈ H0b (YG); −iLT̂ v = βu
}
.
(1.17)
We haveH0b,α(X)
G andH0b,β(YG) are finite dimensional subspaces of C
∞(X)G andC∞(YG)
respectively, for every α ∈ Spec (−iLT ), β ∈ Spec (−iLT̂ ). From the construction of the
map σ̂ (see (1.9)), we see that
σ̂Tu = T̂ σ̂u, u ∈ H0b (X)G,
and hence
σ̂ : H0b,αk(X)
G → H0b,αk(YG),
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for every k ∈ N. From this observation, Theorem 1.4 and the fact that ∂b,YG has L2 closed
range (see [30]), we deduce:
Theorem 1.9 (quantization commutes with reduction for irregular Sasakian manifolds).
With the same notations and assumptions above, there is a N ∈ N such that the map
σ̂ : H0b,αk(X)
G → H0b,αk(YG)
is an isomorphism, for every k ≥ N and if βk 6= αk, where k ≥ N , then dimH0b,βk(YG) = 0.
We now apply Theorem 1.4 to complex case. Let (L, hL) be a holomorphic line bundle
over a connected compact complex manifold (M,J) with dim CM = n, where J denotes
the complex structure map of TM and hL is a Hermitian fiber metric of L. Let RL be
the curvature of L induced by hL. Let K be a d-dimensional connected compact Lie
group with Lie algebra k. We assume that K acts holomorphically on (M,J), and that
the action lifts to a holomorphic action on L. We assume further that hL is preserved by
the K-action. Then RL is a K-invariant form. Let ω = i
2π
RL and let µ˜ : M → k∗ be the
moment map induced by ω.
Assume that 0 ∈ k∗ is regular and the action of K on µ˜−1(0) is free. If RL is positive
near µ˜−1(0), then the analogue of the Marsden-Weinstein reduction holds. More precisely,
the complex structure J on M induces a complex structure JK on M0 := µ˜
−1(0)/K, for
which the line bundle L0 := L/K is a holomorphic line bundle over M0. For m ∈ N, let
H0(M,Lm)K denote the space of K-invariant holomorphic sections with values in Lm.
Let X :=
{
v ∈ L∗; |v|2
hL
∗ = 1
}
be the circle bundle of L and let eiθ be the S1-action on
X acting on the fiber coordinate of X, where hL
∗
is the Hermitian metric of L∗ induced
by hL. The action K is a CR action on X. For every m ∈ N, put
H0b,m(X)
K :=
{
u ∈ H0b (X)K ; (eiθ)∗u = eimθu on X, for every eiθ ∈ S1
}
.
It is easy to check that for every m ∈ N, H0b,m(X)K is isomorphic to H0(M,Lm)K and
H0b,m(YK) is isomorphic to H
0(M0, L
m
0 ). From this observation and Theorem 1.4, we
deduce:
Theorem 1.10. With the notations and assumptions above and suppose that RL is positive
near µ˜−1(0). Then, for m large, we have
(1.18) dimH0(M,Lm)K = dimH0(M0, L
m
0 ).
In fact, from Theorem 1.4, we also get a canonical isomorphisms betweenH0(M,Lm)K
and H0(M0, L
m
0 ) if m large enough. For m = 1, the equality (1.18) was established in
[40] when L is positive on X. If m is large enough, a canonical isomorphisms between
H0(M,Lm)K and H0(M0, L
m
0 ) was constructed in [28, (0.27), Corollary 4.13] if L is
positive on X. It should be noticed that in Theorem 1.10, we do not assume that L is
positive on M .
2. PRELIMINARIES
2.1. Standard notations. We shall use the following notations: N = {1, 2, . . .}, N0 =
N ∪ {0}, R is the set of real numbers, R+ := {x ∈ R; x ≥ 0}. For a multi-index α =
(α1, . . . , αn) ∈ Nn0 , we denote by |α| = α1 + . . . + αn its norm. For m ∈ N, write α ∈
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{1, . . . , m}n if αj ∈ {1, . . . , m}, j = 1, . . . , n. α is strictly increasing if α1 < α2 < · · · < αn.
For x = (x1, . . . , xn), we write
xα = xα11 . . . x
αn
n ,
∂xj =
∂
∂xj
, ∂αx = ∂
α1
x1
. . . ∂αnxn =
∂|α|
∂xα
.
Let z = (z1, . . . , zn), zj = x2j−1 + ix2j , j = 1, . . . , n, be coordinates of Cn. We write
zα = zα11 . . . z
αn
n , z
α = zα11 . . . z
αn
n ,
∂zj =
∂
∂zj
=
1
2
( ∂
∂x2j−1
− i ∂
∂x2j
)
, ∂zj =
∂
∂zj
=
1
2
( ∂
∂x2j−1
+ i
∂
∂x2j
)
,
∂αz = ∂
α1
z1
. . . ∂αnzn =
∂|α|
∂zα
, ∂αz = ∂
α1
z1
. . . ∂αnzn =
∂|α|
∂zα
.
For j, s ∈ Z, set δj,s = 1 if j = s, δj,s = 0 if j 6= s.
Let M be a smooth orientable paracompact manifold. We let TM and T ∗M denote
the tangent bundle of M and the cotangent bundle of M , respectively. The complexified
tangent bundle of M and the complexified cotangent bundle of M will be denoted by
CTM and CT ∗M , respectively. We denote by 〈 · , · 〉 the pointwise duality between TM
and T ∗M . We extend 〈 · , · 〉 bilinearly to CTM × CT ∗M .
Let F be a smooth vector bundle over M . Let m = dimRM . The space D
′(M,F )
of distribution sections of F over M is defined as the dual of the space Ωm0 (M,F
∗) of
compactly supported smooth m-forms with values in F ∗. Let us fix a volume form dµ
on M hence a trivialization of the bundle of m-forms. This choice gives an isomorphism
Ωm0 (M,F
∗) ∼= C∞0 (M,F ∗) and we identify D ′(M,F ) to the dual of C∞0 (M,F ∗), where
C∞0 (M,F
∗) denotes the space of compactly supported smooth sections ofM with values
in F ∗. Every u ∈ L1loc(M,F ) defines the distribution u ∈ D ′(M,F ) by setting (u, ϕ) =∫
M
u(y) · ϕ(y) dµ(y), for ϕ ∈ C∞0 (M,F ∗), where u(y) · ϕ(y) is the pairing F × F ∗ → C.
In general, we denote by ( · , · ) the duality between distributions D ′(M,F ) and sections
C∞0 (M,F
∗). We denote by E ′(M,F ) the subspace of D ′(M,F ) whose elements have
compact support in M . For k ∈ R, let Hk(Y, F ) denote the Sobolev space of order k of
sections of F over Y . Put
Hkloc (Y, F ) =
{
u ∈ D ′(Y, F ); ϕu ∈ Hk(Y, F ), ϕ ∈ C∞0 (Y )
}
,
Hkcomp (Y, F ) = H
k
loc(Y, F ) ∩ E ′(Y, F ) .
We recall the Schwartz kernel theorem [17, Theorems 5.2.1, 5.2.6], [27, ThoremB.2.7].
Let M , M1 be smooth orientable paracompact manifolds and let F → M , E → M1 be
vector bundles. We denote by F ⊠ E∗ the vector bundle over M ×M1 with fiber over
(x, y) ∈ M ×M1 consisting of the linear maps from Ey to Fx. We fix volume forms of M
andM1. For u ∈ C∞0 (M1, E), v ∈ C∞0 (M,F ∗) we define v⊗ u ∈ C∞0 (M ×M1, F ∗⊠E) by
(v ⊗ u)(x, y) := v(x)⊗ u(y).
Let A(x, y) ∈ D ′(M × M1, F ⊠ E∗). For any fixed u ∈ C∞0 (M1, E), the linear map
C∞0 (M,F
∗) ∋ v 7→ (A(x, y), v(x) ⊗ u(y)) ∈ C defines a distribution A(u) ∈ D ′(M,F ) .
The operator A : C∞0 (M1, E)→ D ′(M,F ), u 7→ A(u), is linear and continuous.
GEOMETRIC QUANTIZATION ON CR MANIFOLDS 9
The Schwartz kernel theorem asserts that, conversely, for any linear continuous oper-
ator A : C∞0 (M1, E)→ D ′(M,F ) there exists a unique distribution
A(·, ·) ∈ D ′(M ×M1, F ⊠ E∗)
such that (Au, v) = (A(·, ·), v ⊗ u) for any u ∈ C∞0 (M1, E), v ∈ C∞0 (M,F ∗). The distribu-
tion A(·, ·) is called the distribution kernel of A. In this paper we will systematically use
the correspondence between operators A and their kernels A(·, ·) = A(x, y).
We say that A is properly supported if the restrictions of the two projections (x, y) 7→ x,
(x, y) 7→ y to SuppA(x, y) are proper. The following two statements are equivalent for
an operator A : C∞0 (M1, E)→ D ′(M,F ):
(1) A extends to a linear continuous operator A : E ′(M1, E)→ C∞(M,F ),
(2) A(x, y) ∈ C∞(M ×M1, F ⊠E∗).
If A satisfies (1) or (2), we say that A is a smoothing operator. Let A, Â : C∞0 (M1, E) →
D ′(M,F ) be linear continuous operators. We write
(2.1) A ≡ Â (on M ×M1)
if A− Â is a smoothing operator.
2.2. CR manifolds. Let (X, T 1,0X) be a compact, connected and orientable CR manifold
of dimension 2n + 1, n ≥ 2, where T 1,0X is a CR structure of X, that is, T 1,0X is a
subbundle of rank n of the complexified tangent bundle CTX, satisfying T 1,0X∩T 0,1X =
{0}, where T 0,1X = T 1,0X, and [V,V] ⊂ V, where V = C∞(X, T 1,0X). There is a
unique subbundle HX of TX such that CHX = T 1,0X ⊕ T 0,1X, i.e. HX is the real
part of T 1,0X ⊕ T 0,1X. Let J : HX → HX be the complex structure map given by
J(u + u) = iu − iu, for every u ∈ T 1,0X. By complex linear extension of J to CTX, the
i-eigenspace of J is T 1,0X = {V ∈ CHX ; JV = iV } . We shall also write (X,HX, J)
to denote a compact CR manifold.
We fix a real non-vanishing 1 form ω0 ∈ C∞(X, T ∗X) so that 〈ω0(x), u 〉 = 0, for every
u ∈ HxX, for every x ∈ X. Let G be a d-dimensional connected compact Lie group acting
on X: G × X → X. We assume throughout that Assumption 1.1 and Assumption 1.3
hold.
The Levi form of X at x ∈ X is the Hermitian quadratic form on T 1,0x X given by (1.1).
Recall that µ−1(0) is the level set of the momentum map µ given by Definition 1.2. We
will use Y to denote µ−1(0). By Assumption 1.3, Y is a d-codimensional submanifold of
X. Recall that g is the space of all vector fields on X induced by g the Lie algebra of G
(see (1.3)).
Take a global non-vanishing G-invariant vector field T such that 〈 T , ω0 〉 = −1.
Lemma 2.1. There is a G-invariant Hermitian metric g = gCTX on CTX so that
(i) T 1,0X is orthogonal to T 0,1X,
(ii) g is orthogonal to HY ∩ JHY at every point of Y ,
(iii) 〈 T, T 〉g = 1,
(iv) T is orthogonal to T 1,0X ⊕ T 0,1X,
where on Y , HY := HX ∩ TY .
Proof. Let U be a G-invariant neighborhood of Y so that the Levi form is positive on U .
Let χ ∈ C∞0 (U) be a G-invariant smooth function with values in [0, 1] so that χ = 1 near
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Y . Let 〈 · , · 〉1 be anyG-invariant Hermitian metric onCTX so that T 1,0X is orthogonal to
T 0,1X, T is orthogonal to T 1,0X ⊕ T 0,1X and 〈 T , T 〉1 = 1. Let 〈 · , · 〉g be the G-invariant
Hermitian metric on T 1,0X given by
〈U , V 〉g = 〈 (1− χ)U , (1− χ)V 〉1 − 1
2i
〈 dω0 , χU ∧ χV 〉, U, V ∈ T 1,0X,
and we extend 〈 · , · 〉g to CTX so that T 1,0X ⊥ T 0,1X, 〈 u , v 〉g = 〈 u , v 〉g, for every
u, v ∈ T 1,0X, T is orthogonal to T 1,0X ⊕ T 0,1X and 〈 T , T 〉g = 1. It was shown in [22,
Lemma 2.4] that for every x ∈ Y , we have
(2.2) 〈 dω0(x) , U ∧ JV 〉 = 0,
for every U ∈ g
x
and V ∈ HxY . Fix x ∈ Y and let U ∈ gx and V ∈ HxY . We write
U = L+ L, V = Z + Z, where L,Z ∈ T 1,0x X. By definition of 〈 · , · 〉g, we have
(2.3) 〈 U , V 〉g = 〈L , Z 〉g + 〈L , Z 〉g = − 1
2i
〈 dω0(x) , L ∧ Z 〉+ 1
2i
〈 dω0(x) , L ∧ Z 〉.
We can check that
(2.4)
〈 dω0(x) , U∧JV 〉 = 〈 dω0(x) , (L+L)∧(iZ−iZ) 〉 = −i〈 dω0(x) , L∧Z 〉+i〈 dω0(x) , L∧Z 〉.
From (2.3), (2.4) and (2.2), we deduce that 〈 U , V 〉g = 0. Hence, g is orthogonal to
HY ∩ JHY at every point of Y . The lemma follows. 
Fix a G-invariant Hermitian metric g = gCTX on CTX so that (i)-(iv) in Lemma 2.1
hold. For u, v ∈ CTX we denote by 〈u, v〉g the inner product given by gCTX and for u ∈
CTX, we write |u|2g := 〈u, u〉g. Denote by T ∗1,0X and T ∗0,1X the dual bundles of T 1,0X
and T 0,1X, respectively. They can be identified with subbundles of the complexified
cotangent bundle CT ∗X. Define the vector bundle of (0, q)-forms by T ∗0,qX := Λq T ∗0,1X.
The Hermitian metric gCTX on CTX induces, by duality, a Hermitian metric on CT ∗X
and also on the bundles of (0, q) forms T ∗0,qX, q = 1, 2, . . . , n. We shall also denote
the inner product given by these metrics by 〈 ·, · 〉g. Note that we have the pointwise
orthogonal decompositions:
(2.5)
CT ∗X = T ∗1,0X ⊕ T ∗0,1X ⊕ Cω0,
CTX = T 1,0X ⊕ T 0,1X ⊕ CT.
The metric gCTX induces a Riemannian metric gTX on TX and gTX induces in turn a
volume form dv = dv(x) on X and a distance function d on X.
The determinant of the Levi form L with respect to gCTX at a point x ∈ X is defined
by
(2.6) detLx = µ1(x) . . . µn(x) ,
where µ1(x), . . . , µn(x), are the eigenvalues of Lx as Hermitian form on T
1,0
x X with re-
spect to the inner product 〈 · , · 〉g on T 1,0x X.
For an open set D of X we let Ω0,q(D) denote the space of smooth sections of T ∗0,qX
over D and let Ω0,q0 (D) be the subspace of Ω
0,q(D) whose elements have compact support
in D. The natural global L2 inner product ( · , · ) on Ω0,q(X) induced by dv(x) and 〈 · , · 〉g
is given by
(2.7) ( u, v ) :=
∫
X
〈 u(x), v(x) 〉g dv(x) , u, v ∈ Ω0,q(X) .
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We denote by L2(0,q)(X) the completion of Ω
0,q(X) with respect to ( · , · ). We write
L2(X) := L2(0,0)(X). We extend ( · , · ) to L2(0,q)(X) in the standard way. We write ‖·‖ to de-
note the correspondingL2 norm. LetΩ0,q(X)G := {u ∈ Ω0,q(X); h∗u = u, for every h ∈ G}
and let L2(0,q)(X)
G be the completion of Ω0,q(X)G. We write C∞(X)G := Ω0,0(X)G,
L2(X)G := L2(0,0)(X)
G.
Let
(2.8) ∂
∗
b : Dom ∂
∗
b ⊂ L2(0,1)(X)→ L2(X)
be the Hilbert space adjoint of ∂b in the L
2 space with respect to ( · , · ). Let b denote
the (Gaffney extension) of the Kohn Laplacian on functions given by
Domb =
{
s ∈ L2(X); s ∈ Dom ∂b, ∂bs ∈ Dom ∂∗b
}
,
bs = ∂
∗
b∂bs for s ∈ Dom(0)b .
(2.9)
By a result of Gaffney, b is a positive self-adjoint operator (see [27, Proposition3.1.2]).
That is, b is self-adjoint and the spectrum of b is contained in R+. We shall write
Specb to denote the spectrum of b. For a Borel set B ⊂ R we denote by E(B) the
spectral projection of b corresponding to the set B, where E is the spectral measure of
b. For λ ≥ 0, we set
(2.10) H0b,≤λ(X) := RanE
(
(−∞, λ]) ⊂ L2(X) ,
and let
(2.11) S≤λ : L2(X)→ H0b,≤λ(X),
be the orthogonal projection with respect to the product ( · , · ) and let
(2.12) S≤λ(x, y) ∈ D ′(X ×X)
denote the distribution kernels of S≤λ. For λ = 0, we write S := S≤0, S(x, y) := S≤0(x, y).
2.3. Szego˝ projections on lower energy functions. The closed range property for ∂b
plays an important role in CR geometry It follows from the works of Boutet de Monvel
[6], Boutet de Monvel-Sjo¨strand [7], Harvey-Lawson [16], Burns [8] and Kohn [23,
24] that the conditions below are equivalent for a compact strongly pseudoconvex CR
manifold X, dimRX > 3:
(a) X is embeddable in the Euclidean space CN , for N sufficiently large;
(b) X bounds a strongly pseudoconvex complex manifold;
(c) The tangential Cauchy-Riemann operator ∂b : Dom ∂b ⊂ L2(X) → L2(0,1)(X) on
functions has closed range.
If X is a compact strongly pseudoconvex CR manifold of dimension greater than five,
then X satisfies condition (a), by the embedding theorem of Boutet de Monvel [6].
However, there are examples of non-embeddable compact strongly pseudoconvex CR
manifolds of dimension three given by Grauert, Andreotti-Siu and Rossi [1, 13, 37]. In
fact this happens for arbitrarily small perturbations of the standard CR structure on the
unit sphere in C2. For these examples the closed range property fails.
There are important classes of embeddable compact strongly pseudoconvex three-
dimensional CR manifolds (for which ∂b has thus closed range in L
2) carrying interesting
geometric structures such as
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• transverse CR S1-actions [4, 12, 25],
• conformal structures [5],
• Sasakian structures [30].
Let us now consider the case of pseudoconvex CRmanifoldX. The ∂b operator has closed
range in L2 in the following cases:
• X = ∂M , where M is a relatively compact pseudoconvex domain in a complex
manifold, such that there exists a strictly psh function in a neighborhood of X,
cf. [24, p. 543],
• X admits a CR embedding into some Euclidean space CN , cf. [2, 35],
For boundaries of pseudoconvex domains in Cn the closed range property was shown
in [3, 24, 38]. Note also that any three-dimensional pseudoconvex and of finite type
CR manifold X admits a CR embedding into some CN if ∂b has L
2 closed range, cf.
[10]. If X is a compact strongly pseudoconvex CR manifold and ∂b has closed range,
Boutet de Monvel-Sjo¨strand [7] showed that S(x, y) is a Fourier integral operator with
complex phase. In particular, S(x, y) is smooth outside the diagonal of X × X and
there is a precise description of the singularity on the diagonal x = y, where S(x, x)
has a certain asymptotic expansion. Hsiao [18, Theorem 1.2] generalized Boutet de
Monvel-Sjo¨strand’s result to (0, q) forms when the Levi form is non-degenerate and Kohn
Laplacian for (0, q) forms has L2 closed range. If the Levi form is degenerate (for example
X is weakly pseudoconvex), Hsiao and Marinescu [21, Theorem 1.14] showed that the
Szego˝ projector S is a complex Fourier integral operator on the subset where the Levi
form is positive definite if ∂b has closed range in L
2.
Without closed range assumption for ∂b, Ker ∂b could be trivial and therefore it is
natural to consider the spectral projection S≤λ, for λ > 0. We have:
Theorem 2.2 ([21, Theorem 1.5]). Fix λ > 0. Without any closed range assumption, the
spectral projector S≤λ is a complex Fourier integral operator on the subset where the Levi
form is positive definite.
Theorems 3.21 and 3.22 below are more detailed statements of this result. Since we
don’t assume closed range property for ∂b, Theorem 2.2 plays an important role in this
work. We only assume that the Levi form is non-degenerate on Y and we will show in
Theorem 3.15 and Theorem 3.17 that the G-invariant tangential Cauchy-Riemann ∂b,G
has closed range in L2(X)G and we have
(2.13) SG(x, y) =
∫
G
S≤λ0(x, h ◦ y)dµ(h)
for some λ0 > 0, where dµ(h) is the Haar measure on G with
∫
G
dµ(h) = 1. From (2.13),
we can apply Theorem 2.2 to study SG without any closed range assumption for ∂b.
Let YG := Y/G. Since ω0 is G-invariant, ω0 is a contact form on YG. Put HYG =
{u ∈ TYG; 〈 u, ω0 〉 = 0} and set HY := HX ∩ TY . It was proved in [22, Section 2.5]
that HYG ∼= HY ∩ JHY and YG is a strongly pseudoconvex CR manifold of dimension
2n−2d+1with CR structure T 1,0YG ∼= (HY ∩JHY )+i(HY ∩JHY ). Note thatHY
⋂
JHY
is a G-invariant subspace of TY and can be identified to a subspace of TYG. In this
work, we assume that ∂b,YG has L
2 closed range, where ∂b,YG denotes the tangential
Cauchy-Riemann operator on YG. It should be noticed that if dimYG ≥ 5 or YG admits a
transversal and CR R-action, then ∂b,YG has L
2 closed range.
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3. G-INVARIANT SZEGO˝ KERNEL ASYMPTOTICS
In this section, we will establish asymptotic expansion for theG-invariant Szego˝ kernel.
From now on, we work with Assumptions 1.1, 1.3 and recall that we work with the
assumption that ∂b,YG has L
2 closed range. We first estimate the Szego˝ kernel outside Y .
From now on, we will use the same notations as in Section 1 and Section 2.
3.1. Hypoelliptic estimates for G-invariant smooth functions away Y . Let L1(x) ∈
C∞(X,HX), . . . , L2n(x) ∈ C∞(X,HX) be an orthonormal basis forHxX at every x ∈ X.
Let s ∈ N. For u ∈ C∞(X), we define
(3.1) ‖u‖s˜ :=
s∑
α=1
∑
(j1,...,jα)∈{1,...,2n}α
‖Lj1Lj2 . . . Ljαu‖+ ‖u‖ .
Theorem 3.1 ([9, Theorem 8.3.5]). We have
(3.2) (‖u‖1˜)2 ≤ C
(
(bu, u ) + |( Tu, u )|+ ‖u‖2
)
,
for all u ∈ C∞(X), where C > 0 is a constant independent of u.
Fix x0 /∈ Y . By definition of Y , we can find a vector field V ∈ g such that ω0(V ) 6= 0 in
an open neighborhood D of x0 with D ∩ Y = ∅. Then,
(3.3) L := V + ω0(V )T ∈ HX.
Let χ, χ˜, χ1 ∈ C∞0 (D) with χ˜ = 1 near Suppχ and χ1 = 1 near Supp χ˜. Let u ∈ C∞(X)G.
From (3.3) and since that V (u) = 0 and ω0(V ) 6= 0 on D, we have
Tu = 1
ω0(V )
L(u) on D,
T (χu) = (Tχ)u+ χTu = (Tχ)u+ χ
1
ω0(V )
L(u).
(3.4)
From (3.4), we deduce that
(3.5) ‖T (χu)‖ ≤ C
(
‖χu‖1˜ + ‖χ1u‖
)
,
where C > 0 is a constant independent of u.
Lemma 3.2. With the notations above, fix V1 ∈ C∞(X,CHX), . . . , Vs ∈ C∞(X,CHX),
s ∈ N. Then
(3.6) TV1 = V1T + V˜1,1 + α(x)T, if s = 1,
(3.7)
TV1 . . . Vs = V1 . . . VsT+
s−1∑
t=1
mt∑
ℓ=1
V
(ℓ)
t,1 . . . V
(ℓ)
t,t ◦α(ℓ)t (x)T+
s∑
t=1
m˜t∑
ℓ=1
V˜
(ℓ)
t,1 . . . V˜
(ℓ)
t,t +β(x)T, if s ≥ 2,
where V˜1,1 ∈ C∞(X,CHX), α(x) ∈ C∞(X),mt ∈ N, V (ℓ)t,j ∈ C∞(X,CHX), α(ℓ)t ∈ C∞(X),
ℓ = 1, . . . , mt, t = 1, . . . , s− 1, j = 1, . . . , t, m˜t ∈ N, V˜ (ℓ)t,j ∈ C∞(X,CHX), ℓ = 1, . . . , m˜t,
t = 1, . . . , s, j = 1, . . . , t, β(x) ∈ C∞(X), s ≥ 2.
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Proof. We first prove (3.6). Note that
(3.8) TV1 = V1T + [T, V1].
We have [T, V1] = V˜1,1 + α(x)T , where V˜1,1 ∈ C∞(X,CHX) and α(x) ∈ C∞(X). From
this observation and (3.8), we get (3.6).
We now prove (3.7). Let s = 2. We have
(3.9) TV1V2 = V1TV2 + [T, V1]V2.
We have [T, V1] = V˜ + γ(x)T , where V˜ ∈ C∞(X,CHX) and γ(x) ∈ C∞(X). From this
observation and (3.9), we have
TV1V2 = V1TV2 + [T, V1]V2
= V1TV2 + (V˜ + γ(x)T )V2.
(3.10)
From (3.10) and (3.6), we get (3.7) for s = 2.
Assume that the claim (3.7) holds for s = s0 for some s0 ≥ 2. We are going to prove
that the claim (3.7) holds for s = s0 + 1. We have
(3.11) TV1 . . . Vs0+1 = V1TV2 . . . Vs0+1 + [T, V1]V2 . . . Vs0+1.
We have [T, V1] = V˜ + γ(x)T , where V˜ ∈ C∞(X,CHX) and γ(x) ∈ C∞(X). From this
observation and (3.11), we have
TV1 . . . Vs0+1 = V1TV2 . . . Vs0+1 + [T, V1]V2 . . . Vs0+1
= V1TV2 . . . Vs0+1 + (V˜ + γ(x)T )V2 . . . Vs0+1.
(3.12)
From (3.12) and induction assumption, we get the claim (3.7) for s = s0+1. The lemma
follows. 
Theorem 3.3. Fix s ∈ N. Let P1 ∈ C∞(D,CTX), . . . , Ps ∈ C∞(D,CTX). Then, we can
find Z
(ℓ)
t,j ∈ C∞(D,CHX), t = 1, . . . , s, j = 1, . . . , t, ℓ = 1, 2, . . . , nt, nt ∈ N, such that
(3.13) P1 . . . Psu =
∑s
t=1
∑nt
ℓ=1 Z
(ℓ)
t,1 . . . Z
(ℓ)
t,t u on D,
for every u ∈ C∞(X)G.
Proof. From (3.4), we see that (3.13) holds for s = 1. Assume that (3.13) holds for
s = s0. We are going to prove that (3.13) holds for s = s0 + 1. By induction assumption,
we only need to assume that P1 = T and Pj ∈ C∞(X,CHX), j = 2, 3, . . . , s0 + 1. From
(3.7) and (3.6), we have
TP2 = P2T + V˜1,1 + α(x)T, if s0 = 1,
TP2 . . . Ps0+1 = P2 . . . Ps0+1T +
s0−1∑
t=1
mt∑
ℓ=1
V
(ℓ)
t,1 . . . V
(ℓ)
t,t ◦ α(ℓ)t (x)T +
s0∑
t=1
m˜t∑
ℓ=1
V˜
(ℓ)
t,1 . . . V˜
(ℓ)
t,t + β(x)T,
if s0 ≥ 2,
(3.14)
where V˜1,1 ∈ C∞(X,CHX), α(x) ∈ C∞(X), mt ∈ N, V (ℓ)t,j ∈ C∞(X,CHX), α(ℓ)t ∈
C∞(X), ℓ = 1, . . . , mt, t = 1, . . . , s0 − 1, j = 1, . . . , t, m˜t ∈ N, V˜ (ℓ)t,j ∈ C∞(X,CHX),
ℓ = 1, . . . , m˜t, t = 1, . . . , s0, j = 1, . . . , t, β(x) ∈ C∞(X), s0 ≥ 2. From (3.14) and (3.4),
we get (3.13). 
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From Theorem 3.3, we deduce:
Corollary 3.4. Fix s ∈ N. Let P1 ∈ C∞(D,CTX), . . . , Ps ∈ C∞(D,CTX). Then, there
exists C > 0 such that
‖(P1 . . . Ps)χu‖ ≤ C
(
‖χu‖s˜ + ‖χ1u‖s˜−1
)
,
‖χ(P1 . . . Ps)u‖ ≤ C
(
‖χu‖s˜ + ‖χ1u‖s˜−1
)
,
(3.15)
for all u ∈ C∞(X)G. Recall that χ, χ1 ∈ C∞0 (D) are as in the discussion after (3.3).
For s ∈ Z, let ‖·‖s denote the standard Sobolev norm of order s on X. From Corol-
lary 3.4, we deduce
Corollary 3.5. Let τ ∈ C∞0 (D), τ1 ∈ C∞0 (D) with τ1 = 1 near Supp τ . For every s ∈ N0,
there exists Cs > 0 such that
‖τu‖s ≤ Cs ‖τ1u‖s˜ ,
for every u ∈ C∞(X)G.
We can now prove
Theorem 3.6. With the notations above, for every s ∈ N0, there exists Cs > 0 such that
(3.16) (‖χu‖
s˜+1)
2 ≤ Cs
(
(‖χbu‖s˜)2 + (‖χ1u‖s˜)2
)
,
for every u ∈ C∞(X)G.
Proof. We prove (3.16) by induction over s. Fix u ∈ C∞(X)G. From (3.2), we have
(3.17) (‖χu‖1˜)2 ≤ C
(
(b(χu), χu ) + |( T (χu), χu )|+ ‖χu‖2
)
,
where C > 0 is a constant independent of u. Now,
(3.18) (b(χu), χu ) = (χbu, χu ) + (χ[b, χ]u, χ1u ).
From (3.15), (3.18), (3.17) and some elementary computation, we get (3.16) for s = 0.
We now assume that (3.16) holds for s ≤ s0, s0 ∈ N0. We are going to prove that (3.16)
holds for s = s0 + 1. Let Z1 ∈ C∞(X,CHX), . . . , Zs0+1 ∈ C∞(X,CHX). By (3.2), we
have
‖Z1 . . . Zs0+1(χu)‖21˜
≤ C0
(
‖Z2 . . . Zs0+1(χu)‖1˜
)2
≤ C
(
(b(Z2 . . . Zs0+1)χu), (Z2 . . . Zs0+1)χu ) + |( T (Z2 . . . Zs0+1)(χu), (Z2 . . . Zs0+1)χu )|
+ ‖(Z2 . . . Zs0+1)χu‖2
)
,
(3.19)
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where C0 > 0 and C > 0 are constants independent of u. We have
(b(Z2 . . . Zs0+1)χu, (Z2 . . . Zs0+1)χu )
= ( (Z2 . . . Zs0+1)bχu+ [b, Z2 . . . Zs0+1]χu, (Z2 . . . Zs0+1)χu )
= ( (Z2 . . . Zs0+1)χbu+ (Z2 . . . Zs0+1)[b, χ]u+ [b, Z2 . . . Zs0+1]χu, (Z2 . . . Zs0+1)χu )
= ( (Z2 . . . Zs0+1)χbu, (Z2 . . . Zs0+1)χu ) + (χ1(Z3 . . . Zs0+1)[b, χ]u, Z
∗
2(Z2 . . . Zs0+1)χu )
+ ( [b, Z2 . . . Zs0+1]χu, (Z2 . . . Zs0+1)χu ),
(3.20)
where Z∗2 denotes the adjoint of Z2. From (3.15) and (3.20), we see that there exists
C > 0 such that
(3.21) |(b(Z2 . . . Zs0+1)χu, (Z2 . . . Zs0+1)χu )| ≤ C
(
‖χbu‖2s˜ +
1
ε
‖χ1u‖2s˜ + ε ‖χu‖2s˜+1
)
,
for every ε > 0. Similarly, from (3.15), there exists Ĉ > 0 such that
(3.22) |( T (Z2 . . . Zs0+1)(χu), (Z2 . . . Zs0+1)χu )| ≤ Ĉ
(1
ε
‖χ1u‖2s˜ + ε ‖χu‖2s˜+1
)
,
for every ε > 0. From (3.21), (3.22) and (3.19), we conclude that (3.16) holds for
s = s0 + 1. The theorem follows. 
From Corollary 3.5 and Theorem 3.6, we get
Theorem 3.7. Let τ ∈ C∞0 (D), τ1 ∈ C∞0 (D) with τ1 = 1 near Supp τ . For every s ∈ N0,
there is a constant Cs > 0 such that
(3.23) ‖τu‖2s+1 ≤ Cs
(
‖τ1bu‖2s + ‖τ1u‖2s
)
,
for every u ∈ C∞(X)G.
3.2. Closed range property for G-invariant Kohn Laplacian. We consider
∂b,G : Dom ∂b,G ⊂ L2(0,q)(X)G → L2(0,q+1)(X)G,
where Dom ∂b,G =
{
u ∈ L2(0,q)(X)G; ∂bu ∈ L2(0,q+1)(X)G
}
and ∂b,Gu = ∂bu, for every u ∈
Dom ∂b,G. Let ∂
∗
b,G : Dom ∂
∗
b,G ⊂ L2(0,q+1)(X)G → L2(0,q)(X)G be the Hilbert space adjoint
of ∂b,G with respect to ( · , · ). Let (q)b,G denote the (Gaffney extension) of the G-invariant
Kohn Laplacian given by
Dom
(q)
b,G
=
{
s ∈ L2(0,q)(X)G; s ∈ Dom ∂b,G
⋂
Dom ∂
∗
b,G, ∂b,Gs ∈ Dom ∂
∗
b,G, ∂
∗
b,Gs ∈ Dom ∂b,G
}
,

(q)
b,Gs = (∂b∂
∗
b,G + ∂
∗
b,G∂b,G)s for s ∈ Dom(q)b,G .
(3.24)
Recall that we work with the assumption that the Levi form is positive near Y . Let
τ, τ1 ∈ C∞(X), τ = 1 near Y , τ1 = 1 near Supp τ and the Levi form is positive near
Supp τ1. We will only consider (0, 1)-forms. Since the dimension of X is greater or equal
to five, we can repeat Kohn’s method (see the proof of [9, Theorem 8.3.5]) and deduce
the following subelliptic estimates:
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Theorem 3.8. With the notations used above, for every s ∈ N0, there is a constant Cs > 0
such that
(3.25) ‖τu‖2s+1 ≤ Cs
(∥∥∥τ1(1)b u∥∥∥2
s
+ ‖τ1u‖2s
)
,
for every u ∈ Ω0,q(X).
Let χ, χ1 ∈ C∞(X) with χ1 = 1 near Suppχ and Suppχ1
⋂
Y = ∅. We can repeat the
proof of Theorem 3.7 with minor changes and get:
Theorem 3.9. With the notations above, for every s ∈ N0, there exists Cs > 0 such that
(3.26) (‖χu‖2s+1 ≤ Cs
(∥∥∥χ1(1)b,Gu∥∥∥2
s
+ ‖χ1u‖2s
)
,
for every u ∈ Ω0,1(X)G.
From Theorem 3.8, Theorem 3.9 and by using partition of unity, we get
Theorem 3.10. With the notations used above, for every s ∈ N0, and every γ, γ1 ∈ C∞(X)
with γ1 = 1 near Supp γ, there is a constant Cs > 0 such that
(3.27) ‖γu‖2s+1 ≤ Cs
(∥∥∥γ1(1)b,Gu∥∥∥2
s
+ ‖γ1u‖2s
)
,
for every u ∈ Ω0,1(X)G.
For every s ∈ Z, let Hs(0,q)(X)G be the completion of Ω0,q(X)G with respect to ‖·‖s.
From Theorem 3.10, we can repeat the technique of elliptic regularization (see the proof
of Theorem 8.4.2 in [9]) and conclude that
Theorem 3.11. Let u ∈ Dom(1)b,G and let U be an open set of X. Let (1)b,Gu = v ∈
L2(0,1)(X)
G. If v|U is smooth, then u|U is smooth. Let τ, τ1 ∈ C∞(X)G with τ1 = 1 near
Supp τ . If τ1v ∈ Hs0(0,1)(X)G, for some s0 ∈ N0, then τ1u ∈ Hs0+1(0,1) (X)G and there is a
constant Cs0 > 0 independent of u, v, such that
(3.28) ‖τu‖s0+1 ≤ Cs0
(∥∥∥τ1(1)b,Gu∥∥∥
s0
+ ‖τ1u‖s0
)
.
From Theorem 3.11 and some standard argument in functional analysis, we get
Theorem 3.12. Recall that we work with the assumption that the Levi form is positive near
Y . The operator 
(1)
b,G : Dom
(1)
b,G ⊂ L2(0,1)(X)G → L2(0,1)(X)G has closed range.
LetN
(1)
G : L
2
(0,1)(X)
G → Dom(1)b,G be the partial inverse of(1)b,G and let S(1)G : L2(0,1)(X)G →
Ker
(1)
b,G be the Szego˝ projection, i.e., the orthogonal projection onto Ker
(1)
b,G with re-
spect to (· , · ). We have

(1)
b,GN
(1)
G + S
(1)
G = I on L
2
(0,1)(X)
G,
N
(1)
G 
(1)
b,G + S
(1)
G = I on Dom
(1)
b,G.
(3.29)
From Theorem 3.11, we obtain
Theorem 3.13. We can extend N
(1)
G to H
s
(0,1)(X)
G, for every s ∈ Z and N (1)G : Hs(0,1)(X)G →
Hs+1(0,1)(X) is continuous, for every s ∈ Z. Moreover, Ker(1)b,G is a finite dimensional subspace
of Ω0,1(X)G.
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Let Q
(q)
G : L
2
(0,q)(X) → L2(0,q)(X)G be the orthogonal projection with respect to ( · , · ).
It is not difficult to see that we can extend Q
(q)
G to H
s
(0,q)(X), for every s ∈ Z and Q(q)G :
Hs(0,q)(X) → Hs(0,q)(X)G is continuous, for every s ∈ Z. We extend N (1)G and S(1)G to
Hs(0,1)(X), for every s ∈ Z, by N (1)G u := N (1)G Q(1)G u, S(1)G u := S(1)G Q(1)G u, u ∈ Hs(0,1)(X),
s ∈ Z. From Theorem 3.13, we see that S(1)G is smoothing and
(3.30) N
(1)
G : H
s
(0,1)(X)→ Hs+1(0,1)(X)G is continuous, for every s ∈ Z.
We need
Theorem 3.14. Let τ, τ1 ∈ C∞(X)G with Supp τ
⋂
Supp τ1 = ∅. Then, τN (1)G τ1 is smooth-
ing.
Proof. Let τ˜ , τˆ ∈ C∞(X)G with τ˜ = 1 near Supp τˆ , τˆ = 1 near Supp τ and Supp τˆ ⋂ Supp τ1 =
∅. Let g ∈ L2(0,1)(X)G and put τ˜N (1)G τ1g = u ∈ H1(0,1)(X)G. From (3.29), we have

(1)
b,Gu = 
(1)
b,Gτ˜N
(1)
G τ1u
= τ˜
(1)
b,GN
(1)
G τ1u+ [
(1)
b,G, τ˜ ]N
(1)
G τ1u
= τ˜ (I − S(1)G )τ1u+ [(1)b,G, τ˜ ]N (1)G τ1u
= −τ˜S(1)G τ1u+ [(1)b,G, τ˜ ]N (1)G τ1u.
(3.31)
Since S
(1)
G is smoothing,−τ˜S(1)G τ1u ∈ C∞(X)G. Since τ˜ = 1 near Supp τˆ , τˆ [(1)b,G, τ˜ ]N (1)G τ1u =
0. From this observation, we deduce that
(3.32) τˆ
(1)
b,Gu ∈ C∞(X)G.
Fix s ∈ N0. From (3.28), (3.31) and Theorem 3.13, we have∥∥∥τN (1)G τ1g∥∥∥
s+1
= ‖τu‖s+1 ≤ Cs
(∥∥∥τˆ(1)b,Gu∥∥∥
s
+ ‖τˆu‖s
)
≤ C˜s
(∥∥∥−τˆS(1)G τg∥∥∥
s
+
∥∥∥τˆN (1)G τ1g∥∥∥
s
)
,
(3.33)
where Cs > 0 and C˜s > 0 are constants independent of g. Take s = 1 in (3.33) , from
Theorem 3.13 and note that S
(1)
G is smoothing, we conclude that
∥∥∥τN (1)G τ1g∥∥∥
2
≤ C ‖g‖,
where C > 0 is a constant independent of g. We have proved that for any γ, γ1 ∈ C∞(X)G
with Supp γ
⋂
Supp γ1 = ∅, we have
(3.34) γN
(1)
G γ1 : L
2
(0,1)(X)
G → H2(0,1)(X)G is continuous.
Take s = 2 in (3.33) , from Theorem 3.13, (3.34) and note that S
(1)
G is smoothing, we
conclude that
∥∥∥τN (1)G τ1g∥∥∥
3
≤ Cˆ ‖g‖, where C > 0 is a constant independent of g. Con-
tinuing in this way, we conclude that for any γ, γ1 ∈ C∞(X)G with Supp γ
⋂
Supp γ1 = ∅,
we have
(3.35) γN
(1)
G γ1 : L
2
(0,1)(X)
G → Hs(0,1)(X)G is continuous, for every s ∈ N.
By taking adjoint in (3.35), we deduce that for any γ, γ1 ∈ C∞(X)G with Supp γ
⋂
Supp γ1 =
∅, we have
(3.36) γN
(1)
G γ1 : H
−s
(0,1)(X)
G → L2(0,1)(X)G is continuous, for every s ∈ N.
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Now, let g ∈ H−s0(0,1)(X)G, s0 ∈ N, and put τ˜N (1)G τ1g = u ∈ H−s0+1(0,1) (X)G. Let gj ∈
Ω0,1(X)G, j = 1, 2, . . ., with gj → g in H−s0(0,1)(X)G as j → +∞. Take s = 0 in (3.33) , from
Theorem 3.13, (3.36) and note that S
(1)
G is smoothing, we conclude that
∥∥∥τN (1)G τ1gj∥∥∥
1
≤
C ‖gj‖−s0 , where C > 0 is a constant independent of gj . Hence, τN
(1)
G τ1g ∈ H1(0,1)(X)G
and
∥∥∥τN (1)G τ1g∥∥∥
1
≤ C ‖g‖−s0. We have proved that for any γ, γ1 ∈ C∞(X)G with
Supp γ
⋂
Supp γ1 = ∅,
we have
(3.37) γN
(1)
G γ1 : H
−s0
(0,1)(X)
G → H1(0,1)(X)G is continuous.
Again, take s = 1 in (3.33) , from Theorem 3.13, (3.37) and note that S
(1)
G is smoothing,
we conclude that
∥∥∥τN (1)G τ1gj∥∥∥
2
≤ C ‖gj‖−s0, where C > 0 is a constant independent of
gj. Hence, τN
(1)
G τ1g ∈ H2(0,1)(X)G and
∥∥∥τN (1)G τ1g∥∥∥
2
≤ C ‖g‖−s0. Continuing in this way,
we conclude that for any γ, γ1 ∈ C∞(X)G with Supp γ
⋂
Supp γ1 = ∅, we have
(3.38) γN
(1)
G γ1 : H
−s0
(0,1)(X)
G → Hs(0,1)(X)G is continuous, for every s ∈ N.
The theorem follows. 
We return to functions case. As before, let SG : L
2(X)→ Ker(0)b,G = H0b (X)G be the G-
invariant Szego˝ projection. From Theorem 3.12, we can repeat the proof of Proposition
6.15 in [18] and deduce the following
Theorem 3.15. With the notations used above, 
(0)
b,G : Dom
(0)
b,G ⊂ L2(X)G → L2(X)G has
closed range and
(3.39) SG = Q
(0)
G − ∂
∗
b,GN
(1)
G ∂b,GQ
(0)
G on L
2(X).
In this work, we need
Theorem 3.16. Let τ, τ1 ∈ C∞(X)G with Supp τ
⋂
Supp τ1 = ∅. Then, τSGτ1 is smoothing.
Proof. From (3.39), w have
(3.40) τSGτ1 = −τ∂∗b,GN (1)G ∂b,Gτ1 = −τ∂
∗
b,Gτ˜N
(1)
G τ˜1∂b,Gτ1,
where τ˜ , τ˜1 ∈ C∞(X)G with τ˜ = 1 near Supp τ , τ˜1 = 1 near Supp τ1, Supp τ˜
⋂
Supp τ˜1 = ∅.
In view of Theorem 3.14, we see that τ˜N
(1)
G τ˜1 is smoothing. From this observation and
(3.40), the theorem follows. 
Let dµ = dµ(h) be the Haar measure on G with
∫
G
dµ(h) = 1. We also need
Theorem 3.17. There is a λ0 > 0 such that
SG(x, y) =
∫
G
S≤λ0(x, h ◦ y)dµ(h) on X ×X,
where S≤λ is the spectral projection given by (2.11).
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Proof. Since 
(0)
b,G : Dom
(0)
b,G ⊂ L2(X)G → L2(X)G has closed range, there is a c0 > 0
such that
(3.41)
∥∥∥(0)b,Gu∥∥∥ ≥ c0 ‖u‖ , for every u ∈ L2(X)G, u ⊥ Ker(0)b,G.
Fix 0 < λ0 < c0. We claim that
(3.42) SG = S≤λ0 ◦Q(0)G on L2(X).
If the claim is not true, we can find a u ∈ H0b,≤λ0(X)
⋂
L2(X)G with u ⊥ Ker(0)b,G, ‖u‖ = 1,
where H0b,≤λ0(X) is given by (2.10). Since u ∈ H0b,≤λ0(X), we have
∥∥∥(0)b,Gu∥∥∥ ≤ λ0 ‖u‖ <
c0 ‖u‖. From this observation and (3.41), we get a contradiction. The claim (3.42)
follows. From (3.42), we get the theorem. 
3.3. G-invariant Szego˝ kernel asymptotics away Y . Let SG(x, y) ∈ D ′(X ×X) be the
distribution kernel of SG. For any subset A of X, put GA := {g ◦ x; x ∈ A}. We have
Theorem 3.18. Fix x0 /∈ Y . Let χ ∈ C∞0 (D) be as in the discussion after (3.3), where D is
an open neighborhood of x0 with D ∩ Y = ∅. Then χSG and SGχ are smoothing operators.
Proof. Let v ∈ L2(X). Take vj ∈ C∞(X), j ∈ N, such that ‖vj − v‖ → 0 as j → +∞.
We have ‖SGvj − SGv‖ → 0 as j → +∞. By (3.39) and (3.30), we see that SGvj ∈
C∞(X), for every j ∈ N. For every j, put uj := SGvj. By (3.16) and Corollary 3.5, it is
straightforward to see that for every s ∈ N, there exists Cs > 0 such that
(3.43) ‖χuj‖s ≤ Cs, for every j ∈ N.
From (3.43), we deduce that χSGv ∈ Hs(X), for every s ∈ N and
(3.44) χSG : L
2(X)→ Hs(X) is continuous, for every s ∈ N.
By using partition of unity, we conclude that for every τ ∈ C∞(X)G with Supp τ ⋂ Y = ∅,
we have
(3.45) τSG : L
2(X)→ Hs(X) is continuous, for every s ∈ N
and hence
(3.46) SGτ1 : H
−s(X)→ L2(X) is continuous, for every s ∈ N,
where τ1 ∈ C∞(X)G with Supp τ1
⋂
Y = ∅. From (3.45) and (3.46), we conclude that
(3.47) τSGτ1 = (τSG) ◦ (SGτ1) : H−s(X)→ Hs(X) is continuous, for every s ∈ N,
and hence τSGτ1 is smoothing.
Since G acts on Y , it is not difficult to see that there is a small neighborhood W of
Y such that Suppχ
⋂
GW = ∅. Let γ, δ ∈ C∞(X)G⋂C∞0 (GW ) with δ = 1 near Supp γ,
γ = 1 near Y . Put τ := 1 − δ, τ1 := 1 − γ. Then, τ, τ1 ∈ C∞(X)G with Supp τ
⋂
Y = ∅,
Supp τ1
⋂
Y = ∅. Moreover, it is straightforward to check that
(3.48) τ = 1 on Suppχ
and
(3.49) Supp τ
⋂
Supp (1− τ1) = ∅.
From (3.48), we have
(3.50) χSG = χτSG = χτSGτ1 + χτSG(1− τ1).
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From (3.47), we see that τSGτ1 is smoothing. In view of Theorem 3.16 and (3.49), we
see that χτSG(1 − τ1) is smoothing. From this observation and (3.50), we get that χSG
is smoothing and hence SGχ is smoothing. The theorem follows. 
From Theorem 3.18 and by using partition of unity, we get
Theorem 3.19. Let χ ∈ C∞(X) with Suppχ⋂ Y = ∅. Then, Then χSG and SGχ are
smoothing operators.
3.4. G-invariant Szego˝ kernel asymptotics near Y . We first recall Ho¨rmander symbol
space. Let D ⊂ X be a local coordinate patch with local coordinates x = (x1, . . . , x2n+1).
Definition 3.20. For m ∈ R, Sm1,0(D × D × R+) is the space of all a(x, y, t) ∈ C∞(D ×
D × R+) such that, for all compact K ⋐ D ×D and all α, β ∈ N2n+10 , γ ∈ N0, there exists
Cα,β,γ > 0 such that
|∂αx∂βy ∂γt a(x, y, t)| ≤ Cα,β,γ(1 + |t|)m−γ, (x, y, t) ∈ K × R+, t ≥ 1.
Put
S−∞(D ×D × R+) := ∩m∈RSm1,0(D ×D × R+).
Let aj ∈ Smj1,0 (D ×D × R+), j = 0, 1, 2, . . . with mj → −∞, as j → ∞. Then there exists
a ∈ Sm01,0 (D × D × R+) unique modulo S−∞, such that a −
∑k−1
j=0 aj ∈ Smk1,0 (D × D × R+)
for k = 1, 2, . . ..
If a and aj have the properties above, we write a ∼
∑∞
j=0 aj in S
m0
1,0 (D ×D × R+). We
write
(3.51) s(x, y, t) ∈ Smcl (D ×D × R+
)
if s(x, y, t) ∈ Sm1,0(D ×D × R+) and
s(x, y, t) ∼
∞∑
j=0
sj(x, y)t
m−j in Sm1,0(D ×D × R+) ,
sj(x, y) ∈ C∞(D ×D), j ∈ N0.
(3.52)
Let W1 ⊂ RN1 , W2 ⊂ RN2 be open sets. We can also define Sm1,0(W1 × W2 × R+),
Smcl (W1 ×W2 × R+) and asymptotic sum in the similar way.
As mentioned in Theorem 2.2 (cf. [21, Theorem 1.5]) that for every λ > 0, the spectral
projector S≤λ is a complex Fourier integral operator on the subset where the Levi form is
positive definite. We give here a detailed description of the spectral kernel.
Theorem 3.21 ([21, Theorem 4.7]). Fix λ > 0. Let D ⊂ X be a local coordinate patch
with local coordinates x = (x1, . . . , x2n+1). Assume that the Levi form of X is positive
definite at every point of D. Then,
S≤λ(x, y) ≡
∫ ∞
0
eiϕ(x,y)ts(x, y, t)dt on D ×D,
with a symbol s(x, y, t) ∈ Sn1,0(D × D × R+) such that the coefficient s0 of the expansion
(3.52) is given by
s0(x, x) =
1
2
π−n−1|detLx|, x ∈ D,(3.53)
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where detLx is the determinant of the Levi form, see (2.6), and the phase function ϕ satisfies
ϕ ∈ C∞(D ×D), Imϕ(x, y) ≥ 0,
ϕ(x, x) = 0, ϕ(x, y) 6= 0 if x 6= y,
dxϕ(x, y)
∣∣
x=y
= −ω0(x), dyϕ(x, y)
∣∣
x=y
= ω0(x),
ϕ(x, y) = −ϕ(y, x).
(3.54)
Moreover, let X ′ := {x ∈ X ; the Levi form is non-degenerate at x}. Then, S≤λ is smooth-
ing away the diagonal on X ′ ×X ′.
The following result describes the phase function in local coordinates (see chapter 8
of part I in [18]).
Theorem 3.22. With the same notations and assumptions used in Theorem 3.21, for a
given point p ∈ D, let {Wj}nj=1 be an orthonormal frame of T 1,0X in a neighborhood of
p such that the Levi form is diagonal at p, i.e. Lx0(Wj,W s) = δj,sµj, j, s = 1, . . . , n. We
take local coordinates x = (x1, . . . , x2n+1), zj = x2j−1 + ix2j , j = 1, . . . , n, defined on some
neighborhood of p such that ω0(p) = dx2n+1, x(p) = 0, and, for some cj ∈ C, j = 1, . . . , n ,
(3.55) Wj =
∂
∂zj
−iµjzj ∂
∂x2n+1
−cjx2n+1 ∂
∂x2n+1
+
2n∑
k=1
aj,k(x)
∂
∂xk
+O(|x|2), j = 1, . . . , n ,
where aj,k(x) ∈ C∞, aj,k(x) = O(|x|), for every j = 1, . . . , n, k = 1, . . . , 2n. Set y =
(y1, . . . , y2n+1), wj = y2j−1 + iy2j, j = 1, . . . , n. Then, for ϕ in Theorem 3.21, we have
(3.56) Imϕ(x, y) ≥ c
2n∑
j=1
|xj − yj|2, c > 0,
in some neighbourhood of (0, 0) and
ϕ(x, y) = −x2n+1 + y2n+1 + i
n∑
j=1
|µj||zj − wj|2
+
n∑
j=1
(
iµj(zjwj − zjwj) + cj(−zjx2n+1 + wjy2n+1)
+ cj(−zjx2n+1 + wjy2n+1)
)
+ (x2n+1 − y2n+1)f(x, y) +O(|(x, y)|3),
(3.57)
where f is smooth and satisfies f(0, 0) = 0, f(x, y) = f(y, x).
Moreover, we can take the phase ϕ so that
(3.58) ∂b,xϕ(x, y) vanishes to infinite order at x = y.
Furthermore, for any ϕ1(x, y) ∈ C∞(D × D), if ϕ1 satisfies (3.54), (3.56), (3.57) and
(3.58), then there is a function f(x, y) ∈ C∞(D × D) with f(x, x) 6= 0, for every x ∈ D,
such that ϕ(x, y)− f(x, y)ϕ1(x, y) vanishes to infinite order at x = y.
Fix x ∈ Y , consider the linear map
Rx : gx → gx,
u 7→ Rxu, 〈Rxu, v 〉 = 〈 dω0(x), Ju ∧ v 〉.(3.59)
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We denote by λ1(x), . . . , λd(x) the eigenvalues of Rx and we define the determinat of Rx
by
(3.60) detRx = λ1(x) . . . λd(x).
Fix x ∈ Y . Put Yx = {h ◦ x; h ∈ G}, then Yx is a d-dimensional submanifold of X. The
G-invariant Hermitian metric 〈 · , · 〉g induces a volume form dvYx on Yx. Put
(3.61) Veff (x) :=
∫
Yx
dvYx .
From Theorem 3.18, we can localize the study of G-invariant Szego˝ kernel SG to Y and
from Theorem 3.17 and Theorem 3.21, we can repeat the proof of [22, Theorem 1.5]
and deduce:
Theorem 3.23. We work with the notations above and under Assumption 1.3. Let p ∈ Y
and let U be an open set of p and let x = (x1, . . . , x2n+1) be local coordinates defined in U .
Then,
(3.62) SG(x, y) ≡
∫ ∞
0
eiΦ(x,y)ta(x, y, t)dt on U × U
with a symbol a(x, y, t) ∈ Sn−
d
2
cl (U × U × R+) such that the coefficient a0 in its expansion
(3.52) satisfies
a0(x, x) = 2
d−1 1
Veff (x)
π−n−1+
d
2 |detRx|− 12 |detLx|, x ∈ U ∩ Y,(3.63)
and the phase function Φ satisfies
Φ(x, y) ∈ C∞(U × U), ImΦ(x, y) ≥ 0,
dxΦ(x, x) = −dyΦ(x, x) = −ω0(x), x ∈ U ∩ Y.(3.64)
Moreover, there exists C ≥ 1 such that for all (x, y) ∈ U × U ,
|Φ(x, y)|+ ImΦ(x, y) ≤ C (inf {d2(g ◦ x, y); g ∈ G}+ d2(x, Y ) + d2(y, Y )) ,
|Φ(x, y)|+ ImΦ(x, y) ≥ 1
C
(
inf
{
d2(g ◦ x, y); g ∈ G}+ d2(x, Y ) + d2(y, Y )) ,
Cd2(x, Y ) ≥ ImΦ(x, x) ≥ 1
C
d2(x, Y ), x ∈ U,
(3.65)
and Φ(x, y) satisfies (3.70) and (3.73) below.
Let v = (v1, . . . , vd) be local coordinates of G defined in a neighborhood V of e0 with
v(e0) = (0, . . . , 0), where e0 is the identity element in G. Until further notice, we will
identify the element h ∈ V with v(h). Fix p ∈ Y . It was shown in [22, Theorem 3.6] that
there exist local coordinates v = (v1, . . . , vd) of G defined in a neighborhood V of e0 with
v(e0) = (0, . . . , 0), local coordinates x = (x1, . . . , x2n+1) of X defined in a neighborhood
U = U1 × U2 of p with 0 ↔ p, where U1 ⊂ Rd is an open set of 0 ∈ Rd, U2 ⊂ R2n+1−d
is an open set of 0 ∈ R2n+1−d and a smooth function γ = (γ1, . . . , γd) ∈ C∞(U2, U1) with
γ(0) = 0 ∈ Rd such that
(v1, . . . , vd) ◦ (γ(xd+1, . . . , x2n+1), xd+1, . . . , x2n+1)
= (v1 + γ1(xd+1, . . . , x2n+1), . . . , vd + γd(xd+1, . . . , x2n+1), xd+1, . . . , x2n+1),
(v1, . . . , vd) ∈ V, (xd+1, . . . , x2n+1) ∈ U2,
(3.66)
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g = span
{
∂
∂x1
, . . . ,
∂
∂xd
}
,
Y ∩ U = {xd+1 = . . . = x2d = 0} ,
On Y ∩ U , we have J( ∂
∂xj
) = ∂
∂xd+j
+ aj(x)
∂
∂x2n+1
, j ∈ N, j ≤ d,
(3.67)
where aj(x) is a smooth function on Y ∩U , independent of x1, . . . , x2d, x2n+1 and aj(0) =
0, j = 1, . . . , d,
T 1,0p X = span {Z1, . . . , Zn} ,
Zj =
1
2
(
∂
∂xj
− i ∂
∂xd+j
)(p), j = 1, . . . , d,
Zj =
1
2
(
∂
∂x2j−1
− i ∂
∂x2j
)(p), j = d+ 1, . . . , n,
〈Zj, Zk 〉g = δj,k, j, k = 1, 2, . . . , n,
Lp(Zj, Zk) = µjδj,k, j, k = 1, 2, . . . , n
(3.68)
and
ω0(x) = (1 +O(|x|))dx2n+1 +
d∑
j=1
4µjxd+jdxj
+
n∑
j=d+1
2µjx2jdx2j−1 −
n∑
j=d+1
2µjx2j−1dx2j +
2n∑
j=d+1
bjx2n+1dxj +O(|x|2),
(3.69)
where bd+1 ∈ R, . . . , b2n ∈ R. Put x′′ = (xd+1, . . . , x2n+1), x̂′′ = (xd+1, xd+2, . . . , x2d),
x˚′′ = (xd+1, . . . , x2n). We have the following.
Theorem 3.24 ([22, Theorem 1.11]). With the notations above, the phase function Φ(x, y) ∈
C∞(U×U) is independent of (x1, . . . , xd) and (y1, . . . , yd). Hence, Φ(x, y) = Φ((0, x′′), (0, y′′)) =:
Φ(x′′, y′′). Moreover, there exists c > 0 such that
(3.70) ImΦ(x′′, y′′) ≥ c
(
|x̂′′|2 + |ŷ′′|2 + |˚x′′ − y˚′′|2
)
, ((0, x′′), (0, y′′)) ∈ U × U.
Furthermore, we can take Φ(x′′, y′′) so that
(3.71) Φ(x′′, y′′) = y2n+1 + Φ̂(x
′′, y˚′′), Φ̂(x′′, y˚′′) ∈ C∞(U × U),
(3.72) ∂b,xΦ(x
′′, y′′) vanishes to infinite order at diag
(
(Y ∩ U)× (Y ∩ U)
)
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and
Φ(x′′, y′′) = −x2n+1 + y2n+1 + 2i
d∑
j=1
|µj|y2d+j + 2i
d∑
j=1
|µj|x2d+j
+ i
n∑
j=d+1
|µj||zj − wj|2 +
n∑
j=d+1
iµj(zjwj − zjwj)
+
d∑
j=1
(−bd+jxd+jx2n+1 + bd+jyd+jx2n+1)
+
n∑
j=d+1
1
2
(b2j−1 − ib2j)(−zjx2n+1 + wjx2n+1)
+
n∑
j=d+1
1
2
(b2j−1 + ib2j)(−zjx2n+1 + wjx2n+1) +O(|(x′′, y˚′′)|3),
(3.73)
where zj = x2j−1 + ix2j , wj = y2j−1 + iy2j, j = d + 1, . . . , n, µj, j = 1, . . . , n, and bd+1 ∈
R, . . . , b2n ∈ R are as in (3.69).
4. THE DISTRIBUTION KERNELS OF σ̂ AND σ̂∗σ̂
Recall that we work with the assumption that ∂b,YG has L
2 closed range. Let ι : Y → X
be the natural inclusion and let ι∗ : C∞(X) → C∞(Y ) be the pull-back of ι. Let ιG :
C∞(Y )G → C∞(YG) be the natural identification. Let SYG : L2(YG) → H0b (YG) be the
orthogonal projection with respect to ( · , · )YG and let
(4.1) f(x) = |detRx|− 14
√
Veff (x) ∈ C∞(Y )G.
Let E : C∞(YG)→ C∞(YG) be a classical elliptic pseudodifferential operator with princi-
pal symbol pE(x, ξ) = |ξ|− d4 . Let
σ̂ : H0b (X)
G ∩ C∞(X)G → H0b (YG) ∩ C∞(YG),
u 7→ SYG ◦ E ◦ ιG ◦ f ◦ ι∗ ◦ u.
(4.2)
We extend σ̂ to C∞(X) by
σ̂ : C∞(X)→ H0b (YG) ∩ C∞(YG) ⊂ C∞(YG),
u 7→ SYG ◦ E ◦ ιG ◦ f ◦ ι∗ ◦ SG ◦ u.
(4.3)
In view of Theorems 3.18, 3.21 and 3.23, we see that
SG : C
∞(X)→ H0b (X)G ∩ C∞(X)G
and SYG : C
∞(YG) → H0b (YG) ∩ C∞(YG). Hence, (4.2) and (4.3) are well-defined. Let
σ̂∗ : C∞(YG)→ D ′(X) be the formal adjoint of σ̂. We will show in Theorem 4.10 that σ̂∗
actually maps C∞(YG) into H0b (X)
G ∩ C∞(X)G:
σ̂∗ : C∞(YG)→ H0b (X)G ∩ C∞(X)G .
In this section, we will study the distribution kernels of σ̂ and σ̂∗σ̂. We explain briefly that
the role E in (4.2). To prove our main result, we need to show that σ̂∗σ̂ is ”microlocally
close” to SG. In other words, we want σ̂
∗σ̂ is a complex Fourier integral operator with the
same phase, the same order and the same leading symbol of SG. To achieve this target,
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we need to take E to be a classical elliptic pseudodifferential operator with principal
symbol pE(x, ξ) = |ξ|− d4 . See also Remark 1.5.
We need some preparations about some calculation of complex Fourier integral opera-
tors.
4.1. Some calculation of complex Fourier integral operators. Let p ∈ Y and let x =
(x1, . . . , x2n+1) be the local coordinates as in the discussion before Theorem 3.24 defined
in an open set U of p. From now on, we change x2n+1 be x2n+1 −
∑d
j=1 aj(x)xd+j , where
aj(x), j = 1, . . . , d, are as in (3.67). With this new local coordinates x = (x1, . . . , x2n+1),
on Y ∩ U , we have
J
( ∂
∂xj
)
=
∂
∂xd+j
, j = 1, 2, . . . , d.
Moreover, it is clear that Φ(x, y) +
∑d
j=1 aj(x)xd+j −
∑d=1
j=1 aj(y)yd+j satisfies (3.73). Note
that aj(x) is a smooth function on Y ∩U , independent of x1, . . . , x2d, x2n+1 and aj(0) = 0,
j = 1, . . . , d. We may assume that U = Ω1 × Ω2 × Ω3, where Ω1 ⊂ Rd, Ω2 ⊂ Rd are open
sets of 0 ∈ Rd, Ω3 ⊂ R2n+1−2d is an open set of 0 ∈ R2n+1−2d. From now on, we identify
Ω2 with
{(0, . . . , 0, xd+1, . . . , x2d, 0, . . . , 0) ∈ U ; (xd+1, . . . , x2d) ∈ Ω2} ,
Ω3 with {(0, . . . , 0, x2d+1, . . . , x2n+1) ∈ U ; (xd+1, . . . , x2n+1) ∈ Ω3}, Ω2 × Ω3 with
{(0, . . . , 0, xd+1, . . . , x2n+1) ∈ U ; (xd+1, . . . , x2n+1) ∈ Ω2 × Ω3} .
For x = (x1, . . . , x2n+1), we write x
′′ = (xd+1, . . . , x2n+1), x˚′′ = (xd+1, . . . , x2n, 0), x̂′′ =
(xd+1, . . . , x2d), x˜
′′ = (x2d+1, . . . , x2n+1). From now on, we identify x′′ with
(0, . . . , 0, xd+1, . . . , x2n+1) ∈ U,
x̂′′ with
(0, . . . , 0, xd+1, . . . , x2d, 0, . . . , 0) ∈ U,
x˜′′ with (0, . . . , 0, x2d+1, . . . , x2n+1) ∈ U . Since G acts freely on Y , we take Ω2 and Ω3 small
enough so that if x, x1 ∈ Ω2 × Ω3 and x 6= x1, then
(4.4) g ◦ x 6= g1 ◦ x1, g ∈ G, g1 ∈ G.
From now on, we take Φ so that (3.71), (3.72), (3.73) hold. Put
(4.5) Φ∗(x, y) := −Φ(y, x).
From (3.72) and notice that ∂
∂xj
− i ∂
∂xd+j
∈ T 0,1x X, j = 1, . . . , d, where x ∈ Y , and
∂
∂xj
Φ(x, y) = ∂
∂yj
Φ∗(x, y) = 0, j = 1, . . . , d, we conclude that
∂
∂xd+j
Φ(x, y)
∣∣∣
xd+1=...=x2d=0
and
∂
∂yd+j
Φ∗(x, y)
∣∣∣
yd+1=...=y2d=0
vanish to infinite order at diag
(
(Y ∩ U)× (Y ∩ U)
)
.
(4.6)
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Let Gj(x, y) :=
∂
∂yd+j
Φ∗(x, y)|yd+1=...=y2d=0, Hj(x, y) := ∂∂xd+jΦ(x, y)|xd+1=...=x2d=0. Put
Φ1(x, y) := Φ
∗(x, y)−
d∑
j=1
yd+jGj(x, y),
Φ2(x, y) := Φ(x, y)−
d∑
j=1
xd+jHj(x, y).
(4.7)
Then,
∂
∂yd+j
Φ1(x, y)
∣∣
yd+1=...=y2d=0
= 0, j = 1, 2, . . . , d,
∂
∂xd+j
Φ2(x, y)
∣∣
xd+1=...=x2d=0
= 0, j = 1, 2, . . . , d,
(4.8)
and
Φ∗(x, y)− Φ1(x, y) vanishes to infinite order at diag
(
(Y ∩ U)× (Y ∩ U)
)
,
Φ(x, y)− Φ2(x, y) vanishes to infinite order at diag
(
(Y ∩ U)× (Y ∩ U)
)
.
(4.9)
We also write u = (u1, . . . , u2n+1) to denote the local coordinates of U . For any smooth
function f ∈ C∞(U), we write f˜ ∈ C∞(UC) to denote an almost analytic extension of f
(see [33, Section 1]). Let σ be a local coordinate of R. Let
(4.10) F (x˜, y˜, u˜′′, σ˜) := Φ˜1(x˜, u˜′′) + σ˜Φ˜2(u˜′′, y˜).
We consider the following two systems for j = 1, 2, . . . , 2n−2d+1 and j = 1, 2, . . . , 2n−
d+ 1, respectively,
∂F
∂σ˜
(x˜, y˜, ˜˜u′′, σ˜) = Φ˜2( ˜˜u′′, y˜) = 0,
∂F
∂u˜2d+j
(x˜, y˜, ˜˜u′′, σ˜) = ∂Φ˜1
∂u˜2d+j
(x˜, ˜˜u′′) + σ˜ ∂Φ˜2
∂x˜2d+j
( ˜˜u′′, y˜) = 0,(4.11)
and
∂F
∂σ˜
(x˜, y˜, u˜′′, σ˜) = Φ˜2(u˜′′, y˜) = 0,
∂F
∂u˜d+j
(x˜, y˜, u˜′′, σ˜) =
∂Φ˜1
∂u˜d+j
(x˜, u˜′′) + σ˜
∂Φ˜2
∂x˜d+j
(u˜′′, y˜) = 0,
(4.12)
where ˜˜u′′ = (0, . . . , 0, u˜2d+1, . . . , u˜2n+1), u˜′′ = (0, . . . , 0, u˜d+1, . . . , u˜2n+1). From (4.8) and
(3.71), we can take Φ˜1 and Φ˜2 so that for every j = 1, 2, . . . , d,
∂Φ˜1
∂u˜d+j
(x˜, u˜′′) = 0 if u˜d+1 = . . . = u˜2d = 0,
∂Φ˜2
∂x˜d+j
(u˜′′, y˜) = 0 if u˜d+1 = . . . = u˜2d = 0,
(4.13)
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and
Φ˜1(x˜, y˜) = −x˜2n+1 + ˜̂Φ1( ˜˚x′′, y˜′′), ˜̂Φ1 ∈ C∞(UC × UC),
Φ˜2(x˜, y˜) = y˜2n+1 +
˜̂
Φ2(x˜′′, ˜˚y′′), ˜̂Φ2 ∈ C∞(UC × UC),(4.14)
where ˜˚x′′ = (0, . . . , 0, x˜d+1, . . . , x˜2n, 0), ˜˚y′′ = (0, . . . , 0, y˜d+1, . . . , y˜2n, 0).
From (3.65), (3.73) and
dxΦ(x, x) = −dyΦ(x, x) = −ω0(x), x ∈ Y,
it is not difficult to see that
Φ˜2(x˜
′′, x˜′′) = 0,
∂Φ˜1
∂u˜d+j
(x˜′′, x˜′′) + σ˜
∂Φ˜2
∂x˜d+j
(x˜′′, x˜′′)
∣∣
σ˜=1
= 0, j = 1, 2, . . . , 2n− d,
and the matrices of the Hessians
F
σ˜,˜˜u′′
(0, 0, 0, 1) =


∂2F
∂σ˜∂σ˜
∂2F
∂σ˜∂ ˜˜u′′
∂2F
∂ ˜˜u′′∂σ˜
∂2F
∂ ˜˜u′′∂ ˜˜u′′


∣∣∣
(0,0,0,1)
and
F
σ˜,u˜′′
(0, 0, 0, 1) =


∂2F
∂σ˜∂σ˜
∂2F
∂σ˜∂u˜′′
∂2F
∂u˜′′∂σ˜
∂2F
∂u˜′′∂u˜′′


∣∣∣
(0,0,0,1)
are non-singular. Moreover, from (3.73), we can calculate that
det
(
1
2πi
F
σ˜,˜˜u′′
)
(0, 0, 0, 1) =
22n−2d−2
π2n−2d+2
(|µd+1| . . . |µn|)2,
det
(
1
2πi
Fσ˜,u˜′′
)
(0, 0, 0, 1) =
22n−2
π2n−d+2
(|µ1| . . . |µd|)(|µd+1| . . . |µn|)2.
(4.15)
Hence, near (p, p) and σ˜ = 1, we can solve (4.11) and (4.12) and the solutions are
unique. Let
˜˜u′′ = α(x, y) = (α2d+1(x, y), . . . , α2n+1(x, y)) ∈ C∞(U × U,C2n−2d+1),
σ˜ = γ(x, y) ∈ C∞(U × U,C),
and
u˜′′ = β(x, y) = (βd+1(x, y), . . . , β2n+1(x, y)) ∈ C∞(U × U,C2n−d+1),
σ˜ = δ(x, y) ∈ C∞(U × U,C)
be the solutions of (4.11) and (4.12), respectively. From (4.13), it is easy to see that
β(x, y) = (βd+1(x, y), . . . , β2n+1(x, y)) = (0, . . . , 0, α2d+1(x, y), . . . , α2n+1(x, y)),
γ(x, y) = δ(x, y).
(4.16)
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From (4.16), we see that the value of Φ˜1(x, ˜˜u′′)+ σ˜Φ˜2( ˜˜u′′, y) at critical points ˜˜u′′ = α(x, y),
σ˜ = γ(x, y) is equal to the value of Φ˜1(x, u˜′′) + σ˜Φ˜2(u˜′′, y) at critical points u˜′′ = β(x, y),
σ˜ = δ(x, y). Put
Φ3(x, y) := Φ˜1(x, α(x, y)) + γ(x, y)Φ˜2(α(x, y), y)
= Φ˜1(x, β(x, y)) + δ(x, y)Φ˜2(β(x, y), y).
(4.17)
Then Φ3(x, y) is a complex phase function, ImΦ3(x, y) ≥ 0. It is easy to check that
dxΦ3(x, x) = −dyΦ3(x, x) = dxΦ(x, x) = −dyΦ(x, x) = −ω0(x), x ∈ U ∩ Y.
From now on, we take U small enough so that the Levi form is positive on U and
dxΦ3(x, y) 6= 0, dyΦ3(x, y) 6= 0, for every (x, y) ∈ U × U and a0(x, y) 6= 0, for every
(x, y) ∈ U × U , where a0(x, y) ∈ C∞(U × U) is as in (3.63). Fix an open set U ⋐ U
of p with Ω̂2 × Ω̂3 ⊂ U , where Ω̂2 ⋐ Ω2 ⊂ Rd is an open neighborhood of 0 ∈ Rd and
Ω̂3 ⋐ Ω3 ⊂ R2n+1−2d is an open neighborhood of 0 ∈ R2n+1−2d. We need
Theorem 4.1. The phase functions Φ and Φ3 are equivalent on U , that is, for any b1(x, y, t) ∈
S
n− d
2
cl (U × U × R+) we can find b2(x, y, t) ∈ S
n− d
2
cl (U × U × R+) such that∫ ∞
0
eiΦ(x,y)tb1(x, y, t)dt ≡
∫ ∞
0
eiΦ3(x,y)tb2(x, y, t)dt on U × U ,
and similarly, for any bˆ2(x, y, t) ∈ Sn−
d
2
cl (U × U × R+), we can find bˆ1(x, y, t) ∈ S
n− d
2
cl (U ×
U × R+) such that∫ ∞
0
eiΦ(x,y)tbˆ1(x, y, t)dt ≡
∫ ∞
0
eiΦ3(x,y)tbˆ2(x, y, t)dt on U × U .
Proof. We consider the kernel SG ◦ SG on U . Let U ⋐ V ⋐ U be open sets of p. Let
χ(x′′) ∈ C∞0 (Ω2 × Ω3). From (4.4), we can extend χ(x′′) to
W := {g ◦ x; g ∈ G, x ∈ Ω2 × Ω3}
by χ(g◦x′′) := χ(x′′), for every g ∈ G. Assume that χ = 1 on some neighborhood of V . Let
χ1 ∈ C∞0 (U) with χ1 = 1 on some neighborhood of V and Suppχ1 ⊂ {x ∈ X ; χ(x) = 1}.
We have
(4.18) χ1SG ◦ SG = χ1SGχ ◦ SG + χ1SG(1− χ) ◦ SG.
Let’s first consider χ1SG(1− χ) ◦ SG. We have
(χ1SG(1− χ))(x, u) = χ1(x)
∫
G
S≤λ0(x, g ◦ u)(1− χ(u))dµ(g)
= χ1(x)
∫
G
S≤λ0(x, u)(1− χ(g−1u))dµ(g),
(4.19)
where λ0 > 0 is a small constant as in Theorem 3.17. If g
−1u /∈ {x ∈ X ; χ(x) = 1}. Since
Suppχ1 ⊂ {x ∈ X ; χ(x) = 1} and χ(x) = χ(g ◦ x), for every g ∈ G, for every x ∈ X,
we conclude that u /∈ Suppχ1. From this observation and notice that S≤λ0 is smoothing
away the diagonal on GU (see Theorem 3.21), we deduce that χ1SG(1−χ) is smoothing
and hence
(4.20) χ1SG(1− χ) ◦ SG ≡ 0 on X ×X.
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From (4.18) and (4.20), we get
(4.21) χ1SG ◦ SG ≡ χ1SGχ ◦ SG on X ×X.
From Theorem 3.23 and notice that S∗G = SG, where S
∗
G is the adjoint of SG with respect
to ( · , · ), we can check that on U ,
(χ1SGχ ◦ SG)(x, y)
≡
∫ ∞
0
∫ ∞
0
eiΦ
∗(x,u′′)t+iΦ(u′′,y)sχ1(x)a
∗(x′′, u′′, t)Veff (u
′′)χ(u′′)a(u′′, y′′, s)dv(u′′)dsdt
≡
∫ ∞
0
∫ ∞
0
eiΦ1(x,u
′′)t+iΦ2(u′′,y)sχ1(x)b(x, u
′′, t)χ(u′′)c(u′′, y, s)dv(u′′)dsdt
(here we used (4.9))
≡
∫ ∞
0
∫ ∞
0
ei(Φ1(x,u
′′)+iΦ2(u′′,y)σ)tχ1(x)b(x, u
′′, t)χ(u′′)c(u′′, y, tσ)dv(u′′)tdσdt,
(4.22)
where dµ(g)dv(u′′) = dv(x) on U , a∗(x′′, u′′, t) = a(u′′, x′′, t) and
b(x, y, t), c(x, y, t) ∈ Sn−
d
2
1,0 (U × U × R+),
b(x, y, t) ∼
∞∑
j=0
bj(x, y)t
n− d
2
−j in S
n− d
2
1,0 (U × U × R+),
c(x, y, t) ∼
∞∑
j=0
cj(x, y)t
n− d
2
−j in S
n− d
2
1,0 (U × U × R+),
b0(x, x) 6= 0, x ∈ U ∩ Y, c0(x, x) 6= 0, x ∈ U ∩ Y.
(4.23)
We apply the complex stationary phase formula of Melin-Sjo¨strand [33] to carry out
the dv(u′′)dσ integration in (4.22). We obtain
(χ1SGχ ◦ SG)(x, y) ≡
∫ ∞
0
eiΦ3(x,y)td(x, y, t)dt on U × U,
d(x, y, t) ∈ Sn−
d
2
cl (U × U × R+),
d0(x, x) 6= 0, x ∈ U ∩ Y.
(4.24)
From (4.21), (4.24), we deduce that
(4.25)
∫ ∞
0
eiΦ3(x,y)td(x, y, t)dt ≡
∫ ∞
0
eiΦ(x,y)tχ1(x)a(x, y, t)dt on U × U.
Now, let b1(x, y, t) ∈ Sn−
d
2
cl (U × U × R+). It is straightforward to see that there is a
classical pseudodifferential operator E of order zero on U such that
(4.26) ESG ≡
∫ ∞
0
eiΦ(x,y)tb1(x, y, t)dt on U × U .
By (4.25), we have
SG ≡
∫ ∞
0
eiΦ3(x,y)td(x, y, t)dt on U × U
and hence
(4.27) ESG ≡
∫ ∞
0
eiΦ3(x,y)tb2(x, y, t)dt on U × U ,
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where b2(x, y, t) ∈ Sn−
d
2
cl (U × U × R+). From (4.26) and (4.27), we have proved that for
any b1(x, y, t) ∈ Sn−
d
2
cl (U × U × R+) we can find b2(x, y, t) ∈ S
n− d
2
cl (U × U × R+) such that∫ ∞
0
eiΦ(x,y)tb1(x, y, t)dt ≡
∫ ∞
0
eiΦ3(x,y)tb2(x, y, t)dt on U × U .
Similarly, we can repeat the procedure above and deduce that for any d1(x, y, t) ∈
S
n− d
2
cl (U × U × R+) we can find d2(x, y, t) ∈ S
n− d
2
cl (U × U × R+) such that∫ ∞
0
eiΦ3(x,y)td1(x, y, t)dt ≡
∫ ∞
0
eiΦ(x,y)td2(x, y, t)dt on U × U .
The theorem follows. 
The following two theorems follow from (4.9), (4.17), the proof of (4.25), Theo-
rem 4.1, the complex stationary phase formula of Melin-Sjo¨strand [33] and some straight-
forward computation. We omit the details.
Theorem 4.2. Consider the Fourier integral operators
A(x, y) =
∫ ∞
0
eiΦ(x,y)ta(x, y, t)dt, B(x, y) =
∫ ∞
0
eiΦ(x,y)tb(x, y, t)dt,
with symbols a(x, y, t) ∈ Skcl (U × U × R+) and b(x, y, t) ∈ Sℓcl (U × U × R+). Consider
χ(x′′) ∈ C∞0 (Ω̂2 × Ω̂3). Then, we have∫
A(x, u)χ(u′′)B(u, y)dv(u′′) ≡
∫ ∞
0
eiΦ(x,y)tc(x, y, t)dt on U × U ,
with c(x, y, t) ∈ Sk+ℓ−(n−
d
2
)
cl (U × U × R+) where
(4.28) c0(x, x) = 2
−n− d
2
+1πn−
d
2
+1|detLx|−1|detRx| 12a0(x, x)b0(x, x)χ(x′′), x ∈ Y ∩ U,
where detRx is the determinant Rx cf. (3.60). Moreover, if there are N1, N2 ∈ N, C > 0,
such that for all x0 ∈ Y ∩ U ,
|a0(x, y)| ≤ C|(x, y)− (x0, x0)|N1, |b0(x, y)| ≤ C|(x, y)− (x0, x0)|N2
then there exists Ĉ > 0 such that for all x0 ∈ Y ∩ U
(4.29) |c0(x, y)| ≤ Ĉ|(x, y)− (x0, x0)|N1+N2 .
Theorem 4.3. Consider the Fourier integral operators
A(x, y˜′′) =
∫ ∞
0
eiΦ(x,y˜
′′)tα(x, y˜′′, t)dt, B(x˜′′, y) =
∫ ∞
0
eiΦ(x˜
′′,y)tβ(x˜′′, y, t)dt,
with symbols α(x, y˜′′, t) ∈ Skcl (U × Ω3 × R+) and β(x˜′′, y, t) ∈ Sℓcl (Ω3 × U × R+). Let
χ1(x˜
′′) ∈ C∞0 (Ω3). Then, we have∫
A(x, u˜′′)χ1(u˜′′)B(u˜′′, y)dv(u˜′′) ≡
∫ ∞
0
eiΦ(x,y)tγ(x, y, t)dt on U × U ,
with γ(x, y, t) ∈ Sk+ℓ−(n−d)cl (U × U × R+) where
(4.30) γ0(x, x) = 2
−n+1πn−d+1|detLx|−1|detRx|α0(x, x˜′′)β0(x˜′′, x)χ1(x˜′′), x ∈ Y ∩ U,
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where detRx is the determinant Rx cf. (3.60). Moreover, if there are N1, N2 ∈ N, C > 0,
such that for all x0 ∈ Y ∩ U we have
|α0(x, y˜′′)| ≤ C|(x, y˜′′)− (x0, x0)|N1, |β0(x, y˜′′)| ≤ C|(x, y˜′′)− (x0, x0)|N2,
then there exists Ĉ > 0 such that for all x0 ∈ Y ∩ U ,
(4.31) |γ0(x, y)| ≤ Ĉ|(x, y)− (x0, x0)|N1+N2 .
We introduce next the following notion.
Definition 4.4. Let H : C∞(X) → C∞(X) be a continuous operator with distribution
kernel H(x, y) ∈ D ′(X × X). We say that H is a complex Fourier integral operator of
G-Szego˝ type of leading order (k, ℓ) if for every open set D of X with D ∩ Y = ∅, we have
(4.32) χH and Hχ are smoothing operators on X, for every χ ∈ C∞0 (D)
and for every p ∈ Y , let x = (x1, . . . , x2n+1) be local coordinates defined in an open set U
of p, we have
(4.33) H(x, y) ≡
∫ ∞
0
eiΦ(x,y)ta(x, y, t)dt on U × U
with Φ(x, y) ∈ C∞(U × U) as in Theorem 3.23, and
a(x, y, t) ∈ Skcl (U × U × R+), a(x, y, t) ∼
∞∑
j=0
aj(x, y)t
k−j in Sk1,0(U × U × R+),
(4.34)
and
(4.35)
∂|α|+|β|a0(x, y)
∂xα∂yβ
∣∣∣
x=y∈Y
= 0, α, β ∈ N2n+10 , |α|+ |β| ≤ ℓ.
We say thatH is a complex Fourier integral operator of G-Szego˝ type of order (k, ℓ) if (4.32),
(4.33), (4.34) hold and there is a r(x, y, t) ∈ S−∞cl (U × U × R+) such that
(4.36)
∂|α|+|β|
(
a(x, y, t)− r(x, y, t)
)
∂xα∂yβ
∣∣∣
x=y∈Y
= 0, α, β ∈ N2n+10 , |α|+ |β| ≤ ℓ.
We let Gk,ℓ(X) denote the space of all complex Fourier integral operators of G-Szego˝
type of leading order (k, ℓ) and let Ĝk,ℓ(X) denote the space of all complex Fourier inte-
gral operators of G-Szego˝ type of order (k, ℓ).
In Definition 4.4, the G from the terminology G-Szego˝ type comes from our group
G. Indeed, Definition 4.4 depends on the set Y . Let us explain briefly why we need
two definitions Gk,ℓ(X) and Ĝk,ℓ(X). Our goal is to study distribution kernel of σ̂
∗σ̂. In
Theorem 4.11 below, we will show that C0σ̂
∗σ̂ is of the same type of SG with the same
leading term, where C0 is a constant. In the terminology introduced in Definition 4.4,
C0σ̂
∗σ̂ − SG ∈ Gn− d
2
,1(X). To prove our main result, we need to show that C0σ̂
∗σ̂ − SG is
”microlocally small”, and it suffices to prove that for an element H ∈ Gn− d
2
,1(X), H has
good regularity property (see (4.46)). We write H = H0 +H1, where H0 ∈ Gn− d
2
,1(X) is
the leading term ofH andH1 ∈ Gn− d
2
−1,0(X) is the lower order term ofH. By using some
calculation of complex Fourier integral operators, we can show that when we compose
H1 with itself, the order of H1 will decrease. More precisely, H
N
1 ∈ Gn− d
2
−N,0(X), for
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every N ∈ N. Hence, if N large, HN1 has good regularity property and hence H1 has
good regularity property. The obstruction comes from the fact that when we composeH0
with itself, the order of H0 will not decrease. That is, H
N
0 is still in Gn− d
2
,1(X), for every
N ∈ N. To get good regularity property, we introduce another notion Ĝk,ℓ(X). The space
Ĝk,ℓ(X) is the subspace of Gk,ℓ(X) whose elements have full symbols vanish to order ℓ at
diag (Y × Y ). The key observation is that the leading symbol of HN0 vanishes to order N
at diag (Y × Y ). We write HN0 = R0,N + R1,N , where R1,N ∈ Gn− d
2
−1,0(X) is the lower
order term of H and R0,N ∈ Ĝn− d
2
,N(X) is the the leading term of H
N . Since the full
symbol of R0,N vanishes to order N at diag (Y × Y ), even the order of R0,N is high, R0,N
still has good regularity if N is large. Note that for an element A ∈ Gk,ℓ(X), only leading
symbol of A vanishes to order ℓ at diag (Y ×Y ), even ℓ is large, we still do not have good
regularity property for A in general. That’s why we need another space Gˆk,ℓ(X).
From Theorem 4.2, we deduce the following.
Theorem 4.5. Let H1 ∈ Gk1,ℓ1(X), H2 ∈ Gk2,ℓ2(X), where k1, ℓ1, k2, ℓ2 ∈ R. Then,
H1 ◦H2 ∈ Gk1+k2−(n− d2 ),ℓ1+ℓ2(X).
We also need the following.
Theorem 4.6. Let H ∈ Gk,0(X) with k ≤ n− d2 − 1. Then, there exists C > 0 such that
(4.37) ‖Hu‖ ≤ C ‖u‖ , u ∈ C∞(X).
Moreover, for every s ∈ N, there exist Ns ∈ N and Cs > 0 such that
(4.38)
∥∥HNsu∥∥
s
≤ Cs ‖u‖ , u ∈ C∞(X),
where ‖·‖s denotes the standard Sobolev norm on X of order s.
Proof. Fix s ∈ N. Take Ns ∈ N so that Nsk − (Ns − 1)(n− d2) < −s− 2. By Theorem 4.5,
we have HNs ∈ GNsk−(Ns−1)(n− d2 ),0(X). Since Nsk− (Ns− 1)(n−
d
2
) < −s− 2, it is easy to
see that HNs(x, y) ∈ C s(X ×X) and (4.38) follows then.
We now prove (4.37). We claim that for every k ∈ N, we have
(4.39) ‖Hu‖2 ≤
∥∥∥(H∗H)2ku∥∥∥2−k ‖u‖2−2−k , u ∈ C∞(X),
where H∗ is the adjoint of H. We have
(4.40) ‖Hu‖2 = (Hu , Hu ) = (H∗Hu , u) ≤ ‖H∗Hu‖ ‖u‖
and
(4.41) ‖H∗Hu‖2 = (H∗Hu , H∗Hu ) = ( (H∗H)2u , u) ≤ ∥∥(H∗H)2u∥∥ ‖u‖ ,
for every u ∈ C∞(X). From (4.40) and (4.41), we get (4.39) for k = 1. Suppose that
(4.39) holds for k = k0, for some k0 ∈ N. Hence,
(4.42) ‖Hu‖2 ≤
∥∥∥(H∗H)2k0u∥∥∥2−k0 ‖u‖2−2−k0 , u ∈ C∞(X).
We have
(4.43)∥∥∥(H∗H)2k0u∥∥∥2 = ( (H∗H)2k0u , (H∗H)2k0u ) = ( (H∗H)2k0+1u , u) ≤ ∥∥∥(H∗H)2k0+1u∥∥∥ ‖u‖ ,
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for every u ∈ C∞(X). From (4.43) and (4.42), we get (4.39) for k = k0 + 1. The claim
(4.39) follows.
It is obvious that H∗ ∈ Gk,0 and hence H∗H ∈ G2k−(n− d
2
),0. From this observation and
(4.38), we deduce that for k large, there exists C > 0 such that
(4.44)
∥∥∥(H∗H)2ku∥∥∥ ≤ C ‖u‖ , u ∈ C∞(X).
From (4.44) and (4.39), we get (4.37). 
Lemma 4.7. Let H ∈ Ĝk,2ℓ(X). If k − ℓ ≤ −s − 2, for some s ∈ N0, then H(x, y) ∈
C s(X ×X).
Proof. By using (3.65), we can integrate by parts with respect to t several times and
deduce that H(x, y) ∈ C s(X × X). The calculation is elementary and straightforward
and we omit the details. 
In the proof of our main result, we need the following.
Theorem 4.8. Let H ∈ Gn− d
2
,1(X). Then there exists C > 0 such that
(4.45) ‖Hu‖ ≤ C ‖u‖ , u ∈ C∞(X).
Moreover, for every s ∈ N, there exist Ns ∈ N and Cs > 0 such that
(4.46)
∥∥HNsu∥∥
s
≤ Cs ‖u‖ , u ∈ C∞(X),
where ‖·‖s denotes the standard Sobolev norm on X of order s.
Proof. From Theorem 4.2, we see that for every N ∈ N, we have
HN = H1,N +H2,N ,
H1,N ∈ Ĝn− d
2
,N(X), H2,N ∈ Gn− d
2
−1,0(X).
(4.47)
Fix s ∈ N. From Lemma 4.7, we can take N ≫ 1 so that H1,N(x, y) ∈ C s(X ×X) and for
every j ∈ N, there exists Cj > 0 such that
(4.48)
∥∥Hj1,Nu∥∥s ≤ Cj ‖u‖ , u ∈ C∞(X).
Since H2,N ∈ Gn− d
2
−1,0(X), by Theorem 4.6, there exist Ks ∈ N and Ĉs > 0 such that
(4.49)
∥∥HKs2,Nu∥∥s ≤ Ĉs ‖u‖ , u ∈ C∞(X).
We have
(4.50) HNKs = (H1,N +H2,N)
Ks =
Ks∑
j=0
Hj1,NH
Ks−j
2,N .
From (4.37), (4.50), (4.48) and (4.49), we get (4.46) with Ns = NKs. From (4.46), we
can repeat the proof of (4.37) and get (4.45). 
Let H ∈ Gn− d
2
,1(X). From (4.45), we can extend I −H to a bounded operator in
I −H : L2(X)→ L2(X)
by density. In the proof of our main result, we need the following.
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Theorem 4.9. Let H ∈ Gn− d
2
,1(X) and extend I −H to a bounded operator in
I −H : L2(X)→ L2(X)
by density. Then Ker (I − H) is a finite dimensional subspace of C∞(X) and there exists
C > 0 such that
(4.51) ‖(I −H)u‖ ≥ C ‖u‖ , u ∈ L2(X), u ⊥ Ker (I −H).
Proof. Fix s ∈ N. From Theorem 4.8, we see that there exist Ns ∈ N and Cs > 0 such that
(4.52)
∥∥HNsu∥∥
s
≤ Cs ‖u‖ , u ∈ C∞(X).
Hence we can extend HNs to a bounded operator
(4.53) HNs : L2(X)→ Hs(X),
by density. Now, let u ∈ Ker (I −H). Then,
(4.54) (I −HNs)u = (I +H + . . .+HNs−1)(I −H)u = 0
and hence u = HNsu ∈ Hs(X). Since s is arbitrary, we deduce that u ∈ C∞(X). More-
over, from (4.54), we can apply Rellich’s theorem and conclude that Ker (I−H) is a finite
dimensional subspace of C∞(X). Since the argument is standard, we omit the details.
We now prove (4.51). If (4.51) is not true. For every j ∈ N we can find uj ∈ L2(X)
with uj ⊥ Ker (I −H) and ‖uj‖ = 1 such that
(4.55) ‖(I −H)uj‖ ≤ 1
j
·
Put vj := (I −H)uj. Fix s ∈ N and let Ns ∈ N be as in (4.52). We have
(4.56) (I −HNs)uj = (I +H + . . .+HNs−1)vj, j ∈ N.
From (4.45) and (4.55) we see that there exists C > 0 such that
(4.57)
∥∥(I +H + . . .+HNs−1)vj∥∥ ≤ C
j
, j ∈ N.
From (4.53), we conclude that there exists Ĉ > 0 such that
(4.58)
∥∥HNsuj∥∥s ≤ Ĉ, j ∈ N.
By Rellich’s theorem, we can find a subsequence HNsujk, 1 ≤ j1 < j2 < . . ., such that
HNsujk converges to some u in L
2(X) as k → +∞. From this observation, (4.56) and
(4.57), we deduce that ujk converges to u in L
2(X) with ‖u‖ = 1 as k → +∞. By (4.55),
we get u ∈ Ker (I −H). Since ujk ⊥ Ker (I −H), for every k, we have u ⊥ Ker (I −H).
We get a contradiction and (4.51) follows. 
4.2. The distribution kernels of σ̂ and σ̂∗σ̂. We are now ready to study the distribution
kernels of σ̂ and σ̂σ̂∗. We will use the same notations as before. Let LYG,x be the Levi
form on YG at x ∈ YG induced naturally from L . The Hermitian metric gCTX on CTX
restricts to a metric on T 1,0X wich in turn induces a Hermitian metric on T 1,0YG. Let
λ1(x), . . . , λn−d(x), be the eigenvalues of LYG,x with respect to this Hermitian metric. We
set det LYG,x = λ1(x) . . . λn−d(x).
Let π : Y → YG be the natural quotient. Let SYG : L2(YG) → Ker ∂b,YG = H0b (YG) be
the Szego˝ projection as in (1.5). Since YG is stongly pseudoconvex and ∂b,YG has closed
range on YG, SYG is smoothing away the diagonal (see [18, Theorem 1.2], [21, Theorem
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4.7]). Hence, for any x, y ∈ Y with π(x) 6= π(y), there are open neighborhoods U of π(x)
in YG and V of π(y) in YG such that for all χ̂ ∈ C∞0 (U), χ˜ ∈ C∞0 (V ), we have
(4.59) χ̂SYGχ˜ ≡ 0 on YG × YG.
Fix p ∈ Y and let x = (x1, . . . , x2n+1) be the local coordinates as in the discussion in the
beginning of Section 4.1. We will use the same notations as in Section 4.1. From now
on, we identify x˜′′ as local coordinates of YG near π(p) ∈ YG and we identify W := Ω3
with an open set of π(p) in YG, where Ω3 is an open set in R
2n+1−2d as in the beginning
of Section 4.1. In view of Theorem 3.21 and Theorem 3.22, we have
SYG(x˜
′′, y˜′′) ≡
∫ +∞
0
eiϕ(x˜
′′,y˜′′)tb(x˜′′, y˜′′, t)dt on W ×W,
β(x˜′′, y˜′′, t) ∈ Sn−dcl (W ×W × R+),
(4.60)
where
(4.61) β0(x˜
′′, x˜′′) =
1
2
π−(n−d)−1|det LYG,x˜′′|, x˜′′ ∈ W,
and
ϕ(x˜′′, y˜′′) ∈ C∞(W ×W ),
dx˜′′ϕ(x˜
′′, y˜′′) = −dy˜′′φ(x˜′′, x˜′′) = −ω0(x˜′′),
Imϕ(x˜′′, y˜′′) ≥ c
2n∑
j=2d+1
|xj − yj|2, for some c > 0,
∂b,x˜′′ϕ(x˜
′′, y˜′′) vanishes to infinite order at x˜′′ = y˜′′,
ϕ(x˜′′, y˜′′) = −x2n+1 + y2n+1 + i
n∑
j=d+1
|µj||zj − wj|2
+
n∑
j=d+1
iµj(zjwj − zjwj) +
n∑
j=d+1
1
2
(b2j−1 − ib2j)(−zjx2n+1 + wjy2n+1)
+
n∑
j=d+1
1
2
(b2j−1 + ib2j)(−zjx2n+1 + wjy2n+1) + (x2n+1 − y2n+1)r(x˜′′, y˜′′) +O(|(x˜′′, y˜′′)|3),
(4.62)
where r(x˜′′, y˜′′) ∈ C∞(W × W ), r(0, 0) = 0, zj = x2j−1 + ix2j , j = d + 1, . . . , n, and
µd+1, . . . , µn are the eigenvalues of LYG,p. It is not difficult to see that the phase func-
tion Φ(x˜′′, y˜′′) satisfies (4.62). Hence, there is a function f(x˜′′, y˜′′) ∈ C∞(W ×W ) with
f(x˜′′, x˜′′) 6= 0, for every x˜′′ ∈ W , such that ϕ(x˜′′, y˜′′) − f(x˜′′, y˜′′)Φ(x˜′′, y˜′′) vanishes to infi-
nite order at x˜′′ = y˜′′ (see Theorem 3.22). We can replace the phase ϕ(x˜′′, y˜′′) by Φ(x˜′′, y˜′′)
and we have
(4.63) SYG(x˜
′′, y˜′′) ≡
∫ +∞
0
eiΦ(x˜
′′,y˜′′)tβ(x˜′′, y˜′′, t)dt on W ×W.
We can now prove the following.
Theorem 4.10. If y /∈ Y , then for any open neightborhood D of y with D∩Y = ∅, we have
(4.64) σ̂ ≡ 0 on YG ×D.
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Let x0, y0 ∈ Y . If π(x0) 6= π(y0), then there are open neighborhoods UG of π(x0) in YG and
V of y0 in X such that
(4.65) σ̂ ≡ 0 on UG × V .
Let p ∈ Y and let x = (x1, . . . , x2n+1) be the local coordinates as in the discussion in the
beginning of Section 4.1. Then,
σ̂(x˜′′, y) ≡
∫ ∞
0
eiΦ(x˜
′′,y′′)tα(x˜′′, y′′, t)dt on W × U,
α(x˜′′, y′′, t) ∈ Sn−
3
4
d
cl (W × U × R+),
α(x˜′′, y′′, t) ∼∑∞j=0 tn− 34d−jαj(x˜′′, y′′) in Sn− 34d1,0 (W × U × R+),
(4.66)
(4.67) α0(x˜
′′, x˜′′) = 2−n+2d−1π
d
2
−n−1 1√
Veff (x˜′′)
|det Lx˜′′||det Rx˜′′ |− 34 , x˜′′ ∈ W,
where U is an open neighborhood of p,W = Ω3, Ω3 is an open neighborhood in R
2n+1−2d as
in the beginning of Section 4.1.
Proof. Note that SG is smoothing away Y (see Theorem 3.18). From this observation, we
get (4.64). Let x0, y0 ∈ Y . Assume that π(x0) 6= π(y0). Let V1 be an open set of y0 with
V1 =
⋃
g∈G gV1 and x0 /∈ V1. We have
SG(x, y) =
∫
G
S≤λ0(x, g ◦ y)dµ(g),
where λ0 > 0 is a small constant as in Theorem 3.17. Since S≤λ0 is smoothing away the
diagonal near Y , for any open set U1 of x0 in X with U1 ∩ V1 = ∅, we have
(4.68) SG ≡ 0 on U1 × V1.
Let V̂G := {π(y) ∈ YG; y ∈ V1 ∩ Y }. From (4.59), we see that there is an open set ÛG of
π(x) in YG such that
(4.69) SYG ≡ 0 on ÛG × V̂G.
From (4.68) and (4.69), we get (4.65).
Fix u = (u1, . . . , u2n+1) ∈ Y ∩ U . From (4.64) and (4.65), we only need to show that
(4.66) and (4.67) hold near u and we may assume that u = (0, . . . , 0, u2d+1, . . . , u2n+1) =
u˜′′. Let V be a small neighborhood of u. Let χ(x˜′′) ∈ C∞0 (Ω3). From (4.4), we can extend
χ(x˜′′) to
Q = {g ◦ x; g ∈ G, x ∈ Ω3}
by χ(g ◦ x˜′′) := χ(x˜′′), for every g ∈ G. Assume that χ = 1 on some neighborhood of V .
Let VG = {π(x); x ∈ V ∩ Y }. Let χ1 ∈ C∞0 (YG) with χ1 = 1 on some neighborhood of VG
and Suppχ1 ⊂ {π(x) ∈ YG; x ∈ Y, χ(x) = 1}. We have by (4.3),
χ1σ̂ = χ1SYG ◦ E ◦ ιG ◦ f ◦ ι∗ ◦ SG
= χ1SYG ◦ E ◦ ιG ◦ f ◦ ι∗ ◦ χSG
+ χ1SYG ◦ E ◦ ιG ◦ f ◦ ι∗ ◦ (1− χ)SG.
(4.70)
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If u ∈ Y but u /∈ {x ∈ X ; χ(x) = 1}. Since Suppχ1 ⊂ {π(x) ∈ YG; x ∈ Y, χ(x) = 1} and
χ(x) = χ(g ◦x), for every g ∈ G, for every x ∈ X, we conclude that π(u) /∈ Suppχ1. From
this observation and (4.59), we get
(4.71) χ1SYG ◦ E ◦ ιG ◦ f ◦ ι∗ ◦ (1− χ)SG ≡ 0 on YG ×X.
From (4.70) and (4.71), we get
(4.72) χ1σ̂ ≡ χ1SYG ◦ E ◦ ιG ◦ f ◦ ι∗ ◦ χSG on YG ×X.
From (4.63), Theorem 3.23 and (4.72), we can check that on W × U ,
χ1(x˜
′′)σ̂(x˜′′, y)
≡
∫ ∞
0
∫ ∞
0
∫
eiΦ(x˜
′′,v˜′′)tβ(x˜′′, v˜′′, t)E◦
(
χ(v˜′′)f(v˜′′)eiΦ(v˜
′′,y)sa(u˜′′, y, s)
)
dv(v˜′′)dsdt.
(4.73)
From (4.73), Theorem 4.3 and some straightforward calculation, we see that (4.66) and
(4.67) hold near u. The theorem follows. 
Let σ̂∗ : C∞(YG)→ D ′(X) be the formal adjoint of σ̂. From Theorem 4.10, we deduce
that
σ̂∗ : C∞(YG)→ H0b (X)G ∩ C∞(X)G.
Let
A := σ̂∗σ̂ : C∞(X)→ H0b (X)G,
B := σ̂σ̂∗ : C∞(YG)→ H0b (YG).
(4.74)
Let A(x, y) and B(x, y) be the distribution kernels of A and B, respectively. From Theo-
rem 4.2, Theorem 4.3, we can repeat the proof of Theorem 4.10 with minor changes and
deduce the following two theorems.
Theorem 4.11. With the notations used above, if y /∈ Y , then for any open set D of y with
D ∩ Y = ∅, we have
(4.75) A ≡ 0 on X ×D.
Let x, y ∈ Y . If π(x) 6= π(y), then there are open sets D1 of x in X and D2 of y in X such
that
(4.76) A ≡ 0 on D1 ×D2.
Let p ∈ Y and let x = (x1, . . . , x2n+1) be the local coordinates as in the discussion in
the beginning of Section 4.1. Then there exists an open neighborhood U of p and a symbol
a(x′′, y′′, t) ∈ Sn−
d
2
cl (U × U × R+) such that the following holds:
A(x, y) ≡
∫ ∞
0
eiΦ(x
′′,y′′)ta(x′′, y′′, t)dt on U × U,
a(x′′, y′′, t) ∼∑∞j=0 tn− d2−jaj(x′′, y′′) in Sn− d21,0 (U × U × R+),
(4.77)
where
(4.78) a0(x˜
′′, x˜′′) = 2−3n+4d−1π−n−1
1
Veff (x˜′′)
|det Lx˜′′ ||det Rx˜′′|− 12 , x˜′′ ∈ U ∩ Y.
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Theorem 4.12. Let x, y ∈ Y . If π(x) 6= π(y), then there are open sets DG of π(x) in YG and
VG of π(y) in YG such that
(4.79) B ≡ 0 on DG × VG.
Let p ∈ Y and let x = (x1, . . . , x2n+1) be the local coordinates as in the discussion in the
beginning of Section 4.1. Then,
B(x˜′′, y˜′′) ≡
∫ ∞
0
eiΦ(x˜
′′,y˜′′)tâ(x˜′′, y˜′′, t)dt on W ×W,
â(x˜′′, y˜′′, t) ∈ Sn−dcl (W ×W × R+),
(4.80)
with
(4.81) â0(x˜
′′, x˜′′) = 2−3n+
5
2
d−1π−n+
d
2
−1|det LYG,x˜′′|, x˜′′ ∈ W,
where W = Ω3 is an open set in R
2n+1−2d as in the beginning of Section 4.1.
Let R := −C0A + SG : C∞(X)→ H0b (X)G, where C0 = 2−3d+3nπ
d
2 . Since
A = ASG = SGA,
it is clear that
(4.82) C0A = SG − R = SG − RSG = (I − R)SG = SG(I −R)
and
(4.83) R∗ = R,
where R∗ is the formal adjoint of R. From Theorems 3.23, 4.9 and 4.11 we get:
Theorem 4.13. We have that R ∈ Gn− d
2
,1(X) and hence we can extend I −R to a bounded
operator in
I − R : L2(X)→ L2(X)
by density.
From Theorem 4.13, for every u ∈ H0b (X)G ∩ C∞(X), we have
(4.84) ( σ̂u, σ̂u )YG = ( σ̂
∗σ̂u, u ) =
1
C0
( (I −R)u, u) ≤ C ‖u‖2 ,
fore some C > 0. From (4.84), we deduce
Corollary 4.14. There exists C > 0 such that
(4.85) ( σ̂u, σ̂u )YG ≤ C ‖u‖2 , u ∈ H0b (X)G ∩ C∞(X).
Hence, we can extend σ̂ to a bounded operator in
σ̂ : H0b (X)
G → H0b (YG)
by density.
From now on, we consider σ̂ as a bounded operator in
σ̂ : H0b (X)
G → H0b (YG).
We can now prove:
Theorem 4.15. We have that Ker σ̂ is a finite dimensional subspace of H0b (X) ∩ C∞(X).
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Proof. From Theorem 4.9, we see that Ker (I − R) is a finite dimensional subspace of
the space C∞(X). Note that Ker σ̂ ⊂ H0b (X)G ∩ Ker (I − R). From this observation, the
theorem follows. 
We can repeat the proof of Corollary 4.14 with minor changes and deduce that there
exists Ĉ > 0 such that
(4.86) ( σ̂∗v, σ̂∗v ) ≤ Ĉ ‖v‖2YG , v ∈ H0b (YG) ∩ C∞(YG).
Hence, we can extend σ̂∗ to a bounded operator in
σ̂∗ : H0b (YG)→ H0b (X)G
by density and from now on, we consider σ̂∗ as a bounded operator in
σ̂∗ : H0b (YG)→ H0b (X)G.
We can repeat the proof of Theorem 4.15 with minor changes and deduce:
Theorem 4.16. We have that Ker σ̂∗ is a finite dimensional subspace of H0b (YG)∩C∞(YG).
We can now prove the following.
Theorem 4.17. We have that Ker σ̂ and (Im σ̂)⊥ are finite dimensional subspaces of C∞(X)
and C∞(YG) respectively.
Proof. We only need to prove that (Im σ̂)⊥ is a finite dimensional subspace of C∞(YG).
Note that (Im σ̂)⊥ ⊂ Ker σ̂∗. From this observation and Theorem 4.16, the theorem
follows. 
From Theorem 4.17, we get Theorem 1.4. To prove Theorem 1.7, we need to correct
σ̂ to get (1.14). To achieve the goal, we need spectral theorem. This will be done in the
next section.
5. THE PROOF OF THEOREM 1.7
Let R ∈ Gn− d
2
,1(X) be as in Theorem 4.13. From now on, we consider I − R as a
bounded operator in
I −R : L2(X)→ L2(X).
Let (I − R)∗ be the L2 adjoint of I − R. Form (4.83), it is easy to see that I − R is
self-adjoint. Let S denote the spectrum of I − R. In view of (4.51), we see that for any
H ∈ Gn− d
2
,1(X), there is a constant C > 0 such that
‖(I −H)u‖ ≥ C ‖u‖ , u ∈ L2(X), u ⊥ Ker (I −H).
Hence, there is a c0 > 0 such that
(5.1) S ∩ [−c0, c0] = {0} .
We need
Lemma 5.1. For every λ ∈ S ∩ (−∞,−c0], λ is an eigenvalue of I − R and S ∩ (−∞,−c0]
is a discrete subset of R.
GEOMETRIC QUANTIZATION ON CR MANIFOLDS 41
Proof. Let λ ∈ S ∩ (−∞,−c0]. Suppose that I −R − λ is one to one. We have
I − R− λ = (1− λ)(1− 1
1− λR).
From (4.51), we see that 1− 1
1−λR has L
2 closed range and hence
Range (I −R − λ) = Range (I −R − λ).
Since I −R − λ is one to one and(
Range (I − R− λ)
)⊥
⊂ Ker (I −R− λ) = {0} ,
we deduce that
Range (I − R− λ) = Range (I − R− λ) = L2(X).
Hence, I −R − λ is onto. Moreover, from (4.51), we see that
(I −R − λ)−1 : L2(X)→ L2(X)
is continuous. We get a contradiction. Hence I − R − λ is not one to one and hence λ is
an eigenvalue of I −R.
Assume that S ∩ (−∞,−c0] is not a discrete subset of R. We can then find λj ∈ S ∩
(−∞,−c0], j ∈ N, with λj 6= λk, if j 6= k, such that λj → λ ∈ R as j → +∞. Let
fj ∈ L2(X) with (I − R)fj = λjfj and ‖fj‖ = 1, j ∈ N. Fix s ∈ N and let Ns ∈ N be as in
(4.46). We have
(5.2) RNsfj = (1− λj)Nsfj, j ∈ N.
From (4.46), we conclude that there exists Ĉ > 0 such that
(5.3)
∥∥RNsfj∥∥s ≤ Ĉ, j ∈ N.
By Rellich’s theorem, we can find a subsequence RNsfjk , 1 ≤ j1 < j2 < . . ., such that
RNsfjk converges to some g in L
2(X), as k → +∞. From this observation and (5.2), we
deduce that fjk converges to some f in L
2(X), as k → +∞. Since ( fj, fℓ ) = δj,ℓ, for
every j, ℓ = 1, 2, . . ., we get a contradiction. The theorem follows. 
Remark 5.2. It should be notice that from the proof of Lemma 5.1, we can actually show
that for every λ ∈ S with λ 6= 1, λ is an eigenvalue of I − R and the eigenspace of λ is
finite dimensional. Note that if 1 is in S, then 1 is the essential spectrum of I − R.
For λ ∈ S ∩ (−∞,−c0], put Eλ(X) := {f ∈ L2(X); (I −R)f = λf}. Then, Eλ(X) is
finite dimensional.
Lemma 5.3. For every λ ∈ S ∩ (−∞,−c0] and any f ∈ Eλ(X), we have SGf = 0.
Proof. Fix λ ∈ S∩ (−∞,−c0] and let f ∈ Eλ(X). Since (I−R)SG = SG(I−R), we deduce
that SGf ∈ Eλ(X). If SGf 6= 0, we have
(5.4) ( (I − R)SGf, SGf ) = λ ‖SGf‖2 < 0.
But we have
(5.5) ( (I −R)SGf, SGf ) = C0( σ̂∗σ̂SGf, SGf ) = C0( σ̂SGf, σ̂SGf )YG ≥ 0.
From (5.4) and (5.5), we get a contradiction. Hence SGf = 0 and the lemma follows. 
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By the spectral theorem (see Davies [15, Theorem 2.5.1]), there exist a finite measure
µ on S× N and a unitary operator
(5.6) U : L2(X)→ L2(S× N, dµ)
with the property that for h : S× N→ R, h(s, n) = s, we have
U(I − R)U−1ϕ = hϕ, ϕ ∈ L2(S× N, dµ),
that is, (I − R) is unitarily equivalent to the operator of multiplication by h. From now
on, we identify L2(X) with L2(S × N, dµ) and I − R with the operator of multiplication
by h(s, n). Let
(5.7) P : L2(X)→ Ker (I − R)
be the orthogonal projection. Since (I −R)SG = SG(I −R) on L2(X), we have
(5.8) PSG = SGP on L
2(X).
Put
P− : L2(X)→ L2(X),
h(s, n)→ 1(−∞,−c0](s)h(s, n),
(5.9)
P+ : L
2(X)→ L2(X),
h(s, n)→ 1[c0,+∞)(s)h(s, n),
(5.10)
where 1(−∞,−c0] and 1[c0,+∞) are the characteristic functions of (−∞,−c0] and [c0,+∞),
respectively. Note that
(5.11) I = P− + P+ + P on L2(X).
We notice that
Range (P−) = ⊕λ∈S∩(−∞,−c0]Eλ(X).
Each Eλ(X) is finite dimensional, for every λ ∈ S ∩ (−∞,−c0], but Range (P−) could be
infinite dimensional.
From Lemma 5.3, (5.8) and (5.11), we deduce
Lemma 5.4. We have that
(5.12) SGP− = P−SG = 0 on L2(X)
and
(5.13) SGP+ = P+SG on L
2(X).
Let N : L2(X) → L2(X) be the partial inverse of I − R. That is, N is the unique
bounded operator in L2(X)→ L2(X) such that
N(I −R) + P = I on L2(X),
(I − R)N + P = I on L2(X).(5.14)
We can check that
N : L2(X)→ L2(X),
v = v(s, n)→ 1
s
((P− + P+)v)(s, n).
(5.15)
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It is obvious that
(5.16) NP = PN = 0 on L2(X)
and
(5.17) KerN = Ker (I −R).
Put
N+ := P+ ◦N : L2(X)→ L2(X),
N− := P− ◦N : L2(X)→ L2(X).
(5.18)
We need
Lemma 5.5. We have
(5.19) NSG = SGN on L
2(X),
(5.20) N−SG = SGN− = 0 on L2(X),
and
(5.21) N+SG = SGN+ on L
2(X).
Proof. From (I − R)SG = SG(I −R), PSG = SGP , (5.14) and (5.16), we have
NSG = NSG
(
(I − R)N + P
)
= N(I − R)SGN = SGN − PSGN = SGN.
We get (5.19).
From (5.19), (5.12) and (5.13), we get (5.20) and (5.21). 
For every t > 0, put
N+,t : L
2(X)→ L2(X),
v = v(s, n)→ 1
s+ t
(P+v)(s, n).
(5.22)
Repeating the proof of (5.21), we can show that
(5.23) N+,tSG = SGN+,t on L
2(X), for every t > 0.
For every t > 0, let√
N+ : L
2(X)→ L2(X),
v = v(s, n)→ c0
∫ ∞
0
(N+,tv)(s, n)
1√
t
dt = c0
∫ ∞
0
1
s+ t
1√
t
dt(P+v)(s, n),
(5.24)
where c0 =
( ∫∞
0
1
1+t
1√
t
dt
)−1
. From the fact that c0
∫∞
0
1
s+t
1√
t
dt = 1√
s
, we deduce that
(5.25)
√
N+(I − R)
√
N+ = (I −R)
√
N+
√
N+ = P+ on L
2(X).
From (5.23), it is obvious that
(5.26)
√
N+SG = SGN+ on L
2(X).
From (5.12), (5.13), (5.25) and (5.26), we obtain
Lemma 5.6. With the notations used above, we have
(5.27)
√
N+(I − R)
√
N+SG = (I −R)
√
N+
√
N+SG = (I − P )SG on L2(X).
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Let σ̂ : H0b (X)
G → H0b (YG) be as in Theorem 4.17. Let
(5.28) σ :=
√
C0σ̂ ◦
√
N+ : H
0
b (X)
G → H0b (YG),
where C0 > 0 is the constant as in (4.82). From (5.26), we see that
√
N+u ∈ H0b (X)G if
u ∈ H0b (X)G. Hence (5.28) is well-defined. Let
(5.29) σ∗ :=
√
C0
√
N+σ̂
∗ : H0b (YG)→ H0b (X)G,
where σ̂∗ is the adjoint of σ̂ as before. It is clear that
(5.30) ( σu, σv )YG = ( σ
∗σu, v ), u, v ∈ H0b (X)G,
and
(5.31) (Im σ)⊥ ⊂ Kerσ∗.
The proof of Theorem 1.7. From (5.29), We have
σ∗σ = C0
√
N+σ̂
∗σ̂
√
N+
=
√
N+(I − R)SG
√
N+ (here we used (4.82))
=
√
N+(I − R)
√
N+SG (here we used (5.26))
= (I − P )SG (here we used (5.27)).
(5.32)
From (5.32), we see that
(5.33) Ker σ = Ker (σ∗σ) = Ker ((I − P )SG) ∩H0b (X)G = Ker ((I − P )) ∩H0b (X)G.
Hence, Kerσ is a finite dimensional subspace of H0b (X)
G ∩ C∞(X) and for u ∈ H0b (X)G,
u ∈ Ker σ if and only if u = Pu. Let v ∈ (Kerσ)⊥ ∩H0b (X)G. Since P 2v = Pv, Pv ∈ Ker σ
and
(Pv , Pv ) = ( v , Pv ) = 0.
Hence, Pv = 0. On the other hand, for v ∈ H0b (X)G, if Pv = 0, it is easy to see that
v ∈ (Ker σ)⊥H0b (X)G. We have proved that
(5.34) (Ker σ)⊥ ∩H0b (X)G =
{
u ∈ H0b (X)G; Pu = 0
}
.
We have
Kerσ∗ ⊂ Ker (
√
N+σ̂
∗)
⊂ Ker ((I − R)
√
N+
√
N+σ̂
∗)
⊂ Ker ((I − P )σ̂∗) (here we used (5.27)).
(5.35)
Since P is smoothing, we can repeat the proof of Theorem 4.15 and conclude that
Ker ((I − P )σ̂∗) is a finite dimensional subspace of H0b (YG) ∩ C∞(X). From this ob-
servation, (5.35) and (5.31), we get that (Im σ)⊥ is a finite dimensional subspace of
C∞(YG) ∩H0b (YG).
To finish the proof of Theorem 1.7, we only need to prove (1.14). Let u, v ∈ (Ker σ)⊥,
u, v ∈ H0b (X)G. From (5.34), we have
(5.36) (I − P )u = u, (I − P )v = v.
From (5.36) and (5.32), we have
( σu, σv )YG = ( σ
∗σu, σv ) = ((I − P )u, v ) = ( u, v ).
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We get (1.14) and Theorem (1.7) follows. 
APPENDIX A. PROOF OF THEOREM 1.8
In order to be self-contained we include a sketch of the proof of Theorem 1.8.
Proof. We will use the same notations as in the discussion before Theorem 1.9. Let g be
the Riemannian metric on X induced by the Levi form on X. We denote by Iso(X, g)
the group of isometries from (X, g) onto itself, that is F ∈ Iso(X, g) if and only if F :
X → X is a C∞-diffeomorphism and F ∗g = g. A Lie group is always assumed to be
finite dimensional. Let AutCR(X) be the group of CR automorphisms on X, that is F ∈
AutCR(X) if and only if F : X → X is a C∞-diffeomorphism satisfying dF (T 1,0X) ⊂
T 1,0X. By using some tool from Riemannian geometry and Lie group theory, it was
shown in [19, Section 3] that
(A.1) Iso(X, g) ∩AutCR(X) is a compact Lie group.
Let η : R × X → X be the R-action on X induced by the flow of T . The R-action
on X induces a group homomorphism γ : R → AutCR(X). Since the R-action is CR,
the R-action acts by isometries with respect to the metric g. Hence γ(R) is a subset of
Iso(X, g) ∩ AutCR(X). From (A.1) we deduce that γ(R)is a topologically closed, abelian
subgroup. Here γ(R) is the closure of γ(R) taken in Iso(X, g) ∩ AutCR(X). From the
fact that γ(R) is an abelian group and X is compact, it is not difficult to show that
γ(R) is a torus in Iso(X, h) ∩ AutCR(X). In other words, the R-action comes from a CR
torus action T d y X denoted by (eiθ1 , . . . , eiθd) and there exist ν1, . . . , νd ∈ R such that
η ◦ x = (eiν1η, . . . , eiνdηd) ◦ x, for every x ∈ X and every η ∈ R. From this observation, it
is straightforward to check that
Spec (−iLT ) =
{
ν1p1 + · · ·+ νdpd; (p1, . . . , pd) ∈ Zd
}
and every element in Spec (−iLT ) is an eigenvalue of −iLT . 
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