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Degeneracy Loci Classes in K-theory
— Determinantal and Pfaffian Formula —
Thomas Hudson, Takeshi Ikeda, Tomoo Matsumura, Hiroshi Naruse
Abstract
We prove a determinantal formula and Pfaffian formulas that respectively describe the
K-theoretic degeneracy loci classes for Grassmann bundles and for symplectic Grassmann
and odd orthogonal bundles. The former generalizes Damon–Kempf–Laksov’s determinan-
tal formula and the latter generalize Pragacz–Kazarian’s formula for the Chow ring. As an
application, we introduce the factorial GΘ/GΘ′-functions representing the torus equivariant
K-theoretic Schubert classes of the symplectic and the odd orthogonal Grassmannians, which
generalize the (double) theta polynomials of Buch–Kresch–Tamvakis and Tamvakis–Wilson.
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1 Introduction
By a degeneracy locus of a Grassmann bundle, we will mean a subvariety defined by Schubert
type conditions relative to a fixed flag of subbundles of the given vector bundle. We also consider
symplectic and odd orthogonal degeneracy loci in the corresponding isotropic Grassmann bundles.
The goal of this paper is to give explicit closed formulas for the classes of the structure sheaves
of these degeneracy loci in the Grothendieck ring of coherent sheaves of the Grassmann bundle.
In this paper, all schemes and varieties are assumed to be quasi-projective over an algebraically
closed field F of characteristic zero, unless otherwise stated.
1.1 Damon–Kempf–Laksov formula for K-theory
Let us first review a classical result on degeneracy loci for cohomology. Let X be a smooth variety.
Fix a vector bundle E of rank n over X and consider the Grassmann bundle ξ : Grd(E) →
X, parametrizing rank d subbundles of E, together with the tautological subbundle U of ξ∗E.
Suppose to be given a flag F • of subbundles of E
0 = Fn ⊂ · · · ⊂ F 1 ⊂ F 0 = E,
where the superscript of F i indicates its corank in E. Let λ be a partition whose Young diagram
fits in the d × (n − d) rectangle, i.e. a weakly decreasing sequence of nonnegative integers
(λ1, . . . , λd) such that λ1 ≤ n− d. One defines its associated degeneracy locus by
Ωλ :=
{
(x,Ux) ∈ Grd(E) | dim(Ux ∩ F
λi+d−i
x ) ≥ i (i = 1, . . . , r)
}
.
One is interested in a formula for the class of Ωλ as an element of the cohomology ringH
∗(Grd(E))
expressed in terms of the Chern classes of the vector bundles appearing in the setup. For arbitrary
vector bundles V and W , we denote the Chern polynomial by c(V ;u) =
∑n
i=0 ci(V )u
i and define
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the relative Chern classes by c(V −W ;u) := c(V ;u)/c(W ;u). The formula, due to Damon ([15])
and Kempf and Laksov ([35]), reads
[Ωλ] = det
(
cλi+j−i(E/F
λi+d−i − U)
)
1≤i,j≤d
, (1.1)
where we omit the pullback of vector bundles from the notation. It is worth noting that an
important special case, when λ has a rectangular shape, had been proven earlier by Porteous [46].
The primary result of this paper extends the above Porteous–Damon–Kempf–Laksov formula
to the Grothendieck ring K(Grd(E)). For our purpose, it turns out to be more convenient to
use Segre classes rather than Chern classes. Our definition of K-theoretic (relative) Segre classes
Sm(V −W ) (m ∈ Z) for vector bundles V and W is a natural extension of the one given by
Fulton in [18]. In the Grothendieck ring K(Grd(E)) of the Grassman bundle, we have
[OΩλ ] = det
(
∞∑
k=0
(
i− j
k
)
(−1)kSλi+j−i+k
(
U∨ − (E/F λi+d−i)∨
))
1≤i,j≤d
. (1.2)
Note that this result is a direct K-theory analog of (1.1).
It is reasonable to put the above results in the more general framework of K-theoretic formulas
for degeneracy loci. Consider the full flag bundle Fl(E) → X of the vector bundle E over X.
For each permutation w ∈ Sn and a fixed complete flag F
• of E, one can define the associated
degeneracy locus Ωw in Fl(E) by the rank conditions given in terms of w, where its codimension
is the length of w. Fulton and Lascoux [20] proved that the double Grothendieck polynomials
of Lascoux and Schu¨tzenberger express the degeneracy loci classes [OΩw ] ∈ K(Fl(E)). This
formula extends the corresponding result in cohomology due to Fulton [17]. Later, Fe´her and
Ryma´nyi [16] reinterpreted the result in the context of Thom-polynomials. It is worth pointing
out that if w is the Grassmannian permutation with descend at d associated to λ, then its double
Grothendieck polynomial coincides with the corresponding factorial Grothendieck polynomials
studied by McNamara [44]. Thus our formula leads to a determinantal formula for the factorial
Grothendieck polynomials (cf. Remark 3.14). It should be noted that Lenart proved that the
(single) Grothendieck polynomial associated to λ can be expressed as a flagged Schur polynomials.
This approach leads to a determinantal formula different from (1.2) (see Lascoux–Naruse [40]
for details). Let us also remark that Buch [8] gave a formula for the structure sheaves of the
quiver loci in Fl(E), a family of subvarieties specified by more general rank conditions. Such
formula is given as an integral linear combination of products of stable Grothendieck polynomials
and it extends Fulton’s universal Schubert polynomials ([19]) in cohomology. Later, Buch himself
together with Kresch, Tamvakis, and Yong [11] described more explicitly the coefficients by means
of a combinatorial formula characterized by alternating signs.
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1.2 Symplectic and odd orthogonal degeneracy loci
The second aim of this paper is to provide analogous results for isotropic Grassmann bundles
(type C).
Let us start from type C, the symplectic case. Let E be a symplectic vector bundle of rank
2n over a smooth variety X and suppose that we are given a flag F • of subbundles of E
0 = Fn ⊂ Fn−1 ⊂ · · · ⊂ F 1 ⊂ F 0 ⊂ F−1 ⊂ · · · ⊂ F−n = E ,
such that rank(F i) = n − i and (F i)⊥ = F−i for all i. Fix a non-negative integer k, and
let SGk(E) → X be the symplectic Grassmann bundle over X, i.e. the fiber at x ∈ X is
the Grassmannian SGk(Ex) of (n − k)-dimensional isotropic subspaces of Ex. We denote the
tautological vector bundle of SGk(E) by U .
The combinatorial objects used to index the degeneracy loci in SGk(E), called k-strict par-
titions, have been developed in [9] by Buch, Kresch and Tamvakis. A partition λ is k-strict if
λi > k implies λi > λi+1. Let SP
k(n) denote the set of all k-strict partitions whose Young
diagrams fit in the (n − k) × (n + k) rectangle. For each λ in SPk(n) of length r, we define the
strictly decreasing integer sequence (χ1, . . . , χr) called the characteristic index ([26]) by
χj = #{i | 1 ≤ i < j, λi + λj > 2k + j − i}+ λj − k − j. (1.3)
The symplectic degeneracy loci ΩCλ ⊂ SG
k(E) is then given by
ΩCλ = {(x,Ux) ∈ SG
k(E) | dim(Ux ∩ F
χi
x ) ≥ i, i = 1, . . . , r}.
In order to describe its fundamental class [OΩC
λ
] in K(SGk(E)), we introduce the classes
C
(ℓ)
m := Sm(U
∨ − (E/F ℓ)∨), m ∈ Z, −n ≤ ℓ ≤ n.
Furthermore, let r′ be the smallest even integer that is larger than or equal to the length r of λ,
and we set
D(λ) := {(i, j) ∈ Z2| 1 ≤ i < j ≤ r′, χi + χj < 0},
where χr+1 is defined also by (1.3) with λr+1 = 0. Then our formula has the form
[OΩC
λ
] =
∑
I⊂D(λ)
Pf
 ∑
p,q∈Z
p≥0,p+q≥0
f ij,Ipq C
(χi)
λi+dIi+p
C
(χj)
λj+dIj+q

1≤i<j≤r′
, (1.4)
where dIi and f
ij,I
pq are integers explicitly defined in terms of λ and I (see Section 6.4). Note that
in the formula, C
(−n−1)
m can appear if r is odd and r = n − k holds, since χn−k+1 = −n − 1.
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However one can find that they occur only when m ≤ 0, and in that case we can consistently set
C
(−n−1)
m = 1.
Before we deal with the orthogonal case, it can be worth to say a few words about an alter-
native setting in which our results can be reinterpreted, that of torus equivariant theories. The
Schubert classes in the torus equivariant cohomology of isotropic flag varieties are described by
the double Schubert polynomials of Ikeda, Mihalcea, and Naruse [27] (see [52] for a historical
account and a description of other approaches). They are the double (or equivariant) version of
Billey–Haiman’s polynomials [4]. The equivariant cohomology analogue of (1.4) was studied by
Wilson in her thesis [55], where she introduced an explicit family of polynomials, called the double
ϑ-polynomials, written in terms of Young’s raising operators. She conjectured that they coincide
with the double Schubert polynomials associated with the Weyl group elements corresponding to
the k-strict partitions. Note that for the non-equivariant case the corresponding raising operator
formula was proved by Buch, Kresch and Tamvakis [9]. Wilson’s conjecture was proved by Ikeda
and Matsumura [26] in the form which is obtained from (1.4) by specialization to cohomology.
It is worth noting that the Pfaffian sum expression had already appeared in Proposition 2 in
[10]. By translating the technique of left divided difference operators employed in [26], Wilson–
Tamvakis [53] reproved Wilson’s conjecture in terms of raising operators and also obtained a ring
presentation for H∗T (SG
k(n)).
If we set k = 0, the isotropic Grassmannain SG0(n) is known as the Lagrangian Grassiannian
LG(n) and in this case (1.4) reduces to a single Pfaffian. Ikeda and Naruse [28] introduced the
K-theoretic (factorial) Q-functions GQλ, which represent the class of the structure sheaf [OΩλ ] in
the torus equivariant K-ring KT (LG(n)). As a consequence, (1.4) allows one to express GQλ as
a single Pfaffian. If we further specialize this to the cohomology ring, the formula coincides with
Kazarian’s degeneracy loci formula [31] which, in the context of torus equivariant cohomology, was
later proved by Ikeda [25] by employing localization techniques. The detailed comparison between
[31] and [25] was explained in [27, §10]. These results imply that Ivanov’s factorial Q-functions
[30] describe the Lagrangian degeneracy loci classes in cohomology and, equivalently, the torus
equivariant cohomology Schubert class of the Lagrangian Grassmannian. When the reference flag
F • is trivial, one recovers Pragacz’s formula for nonequivariant cohomology H∗(LG(n)), which
shows that Schur’s Q-functions represent the cohomology Schubert classes of the Lagrangian
Grassmannian. In this case, the Pfaffian formula goes back to [50], the original paper on Q-
functions by Schur.
Let us now move on to type B, the odd orthogonal case. Let E be a vector bundle of rank
2n+1 over X, endowed with a nondegenerate symmetric form. Let OGk(E) be its Grassmannian
of isotropic subbundles of rank n − k and U its tautological bundle. Similarly to the symplectic
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case, for a k-strict partition λ ∈ SPk(n), one can define the degeneracy locus ΩBλ ⊂ OG
k(E)
(see Definition 7.1). The formula for [OΩλ ] ∈ K(OG
n(n)) is given by the same expression of the
symplectic case, except that one replaces C
(ℓ)
m by B
(ℓ)
m , which is defined by
B
(ℓ)
m :=
Sm(U∨ − (E/F ℓ)∨) (−n ≤ ℓ < 0)∑∞
s=0 2
−s−1Sm+s(U
∨ − (E/F ℓ)∨) (0 ≤ ℓ ≤ n),
where the reference flag F • in this case is defined by (7.1). The difference between the symplectic
case and the odd orthogonal case is far more subtle in K-theory than in cohomology. The double
Schubert polynomials of type C and B, which represent the equivariant Schubert classes for
symplectic and odd orthogonal flag varieties, only differ by a power of 2 ([4], [27], cf. [3, p.2675])
and by restriction the same holds for the formulas for the Grassmannian loci. This is not the case
for the K-theory classes: one can see that even the entries of the Pfaffian formula are modified
in a non-trivial way from type C to type B.
It would be interesting to extend our method and formula to the K-theory of even orthogonal
isotropic Grassmannians (type D). An important progress related to this problem was recently
made by Tamvakis [51], who proved a formula for the Schubert classes in the equivariant cohomol-
ogy of the type D Grassmannian case by adapting the method of left divided difference operators
used in [26] and [53]. Another related recent progress in cohomology is due to Anderson and
Fulton [2],[1]. By using a resolution of singularities they obtained determinantal and Pfaffian for-
mulas for the degeneracy loci (or equivalently the double Schubert polynomials) which are indexed
by (signed) permutations belonging to a class called Vexillary, which extends the Grassmannian
permutations of type A, B, C and D.
1.3 Double Grothendieck polynomials and GΘ and GΘ′-functions
One of the motivations for our work comes from the study of the canonical polynomials repre-
senting the structure sheaves of the Schubert varieties of homogenous spaces. With this purpose
in mind we introduce the functions GΘλ(x, a|b) and GΘ
′
λ(x, a|b) and show that they describe the
equivariant Schubert classes in K-theory of, respectively, symplectic and odd orthogonal Grass-
mannians. In the maximal cases such polynomials respectively coincide with the GQλ(x|b) and
GP λ(x|b) polynomials introduced by Ikeda–Naruse [28]. Furthermore, the specialization of our
polynomials to cohomology recovers the double ϑ-functions, the corresponding double Schubert
polynomials of type C and B.
Recently, Kirillov–Naruse [33] introduced the double Grothendieck polynomials for all classical
types, hence solving the problem for all flag varieties. As a consequence their result provides
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information for all other homogenous spaces and in particular for the Grassmannians we consider.
To be more precise, they give two different combinatorial descriptions, one in terms of compatible
sequences and the other using pipe dreams, while our work provides, in a more restricted setting,
a third alternative description by means of closed formulas.
1.4 Methods of proofs
Although each type has its own peculiarities, the strategy behind the proofs of the main theorems
is essentially the same. The first step is of geometric nature and consists in constructing a
resolution of singularities of the degeneracy locus inside a tower of projective bundles. For this
we follow Damon and Kempf–Laksov for type A and Kazarian for type B and C. In the second
part we compute the desired fundamental class by taking a pushforward of the class of the
desingularization along the projective tower. This procedure relies on the key fact that the
degeneracy loci have at worst rational singularities and it is performed by making use of connective
K-theory CK∗, a functor introduced by Levine–Morel in [42] which can be specialized to both
K-theory and cohomology. In order to move from one level of the tower to the next we perform a
Gysin computation which is given in terms of Segre classes and the final form is then obtained by
induction in a nontrivial way. Dealing with the inductive step requires us to expand Kazarian’s
manipulation, a kind of umbral calculus, which uses formal monomials instead of the indices of
the Segre classes. Then it becomes possible to handle complicated expressions in Segre classes by
treating them as rational functions. The desired formulas are then obtained by using either the
Vandermonde determinant or the Schur Pfaffian identity.
It is worth stressing that for non-maximal isotropic Grassmann bundles the natural gener-
alization of Kazarian’s geometric construction does not produce an actual smooth resolution of
singularities. To bypass this obstacle it becomes necessary to work with Borel–Moore homology
theories and more precisely with CK∗, the homological counterpart of CK
∗.
1.5 Beyond K-theory: Generalized cohomology theories
In order to gain a better understanding of the role played by CK∗ in our work, it can be worth to
have a look at it from the perspective of generalized Schubert calculus. With the introduction due
to Quillen [47] of the concept of oriented cohomology theory, it became clear that H∗ and K0 were
just two examples of an entire family of functors for which the typical problems associated to the
study of Schubert varieties could be formulated. In recent years this line of research gained more
attention following the construction by Levine–Morel [42] of algebraic cobordism Ω∗, the universal
oriented cohomology theory in the context of algebraic geometry. To some extent the final goal of
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generalized Schubert calculus would be to lift every result to Ω∗ and in this perspective our work
within connective K-theory, which is defined as CK∗ := Ω∗⊗L Z[β], can be viewed as the second
step towards the corresponding universal formulas for Ω∗. Here by universal we mean that they
can be specialized to all other theories, in the same way in which the formulas for CK∗ allow one
to recover the statements for K-theory and cohomology.
The difficulties one faces in the more general setting are of both computational and theoretical
nature. There is in particular one aspect in which most theories substantially differ from CK∗:
in general not all Schubert varieties have a well defined fundamental class. This problem can be
avoided by defining the Schubert classes as the pushforward of some resolution of singularities,
but in this way the outcome depends on the choice made.
When dealing with flag manifolds G/B, it is natural to consider Bott–Samelson resolutions as
they are available for all Schubert varieties and this is the setting most commonly chosen. Bressle–
Evens [5, 6] were the first to consider this approach in the context of topological cobordism and
they identified the correct generalization of divided difference operators, a key tool in dealing with
Bott–Samelson classes. For algebraic cobordism, the ring presentation of Ω∗(G/B) as well as some
algorithms for describing its multiplicative structure were independently obtained by Calmes–
Petrov–Zainoulline [12] and Hornbostel–Kiritchenko [21]. These results were later expanded to
flag bundles (or, equivalently, to the equivariant setting) by Kiritchenko–Krishna [34] and Calmes–
Zainoulline–Zhong [13]. In the latter work the authors also used Bott–Samelson resolutions to
deal with the equivariant Schubert calculus of more general homogenous spaces. For an example
of some special cases of Schubert varieties of flag bundles whose classes can be described without
making use of a resolution of singularieties, we refer the reader to [23].
In spite of being compatible with the action of divided difference operators, the classes ob-
tained from Bott–Samelson resolutions are usually not well behaved from the point of view of
stability, i.e. the polynomial expressions defining them depend on the rank of the bundle used
to define the ambient space in which Schubert varieties live. This is one of the reasons which
suggests to experiment with different resolutions, in those contexts where these are available.
For Grassmann bundles this is indeed the case and one can choose between the resolutions con-
structed through towers of projective bundles or those constructed through towers of Grassmann
bundles. The first approach, which results in an ideal sequel of this paper, was developed in [24]
by Hudson–Matsumura, while the second was carried out in [45] by Nakagawa–Naruse.
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1.6 Organization of the paper
In Section 2, we first present some preliminary facts on connective K-theory and then introduce
the K-theoretic Segre classes. In Section 3 we prove our first main result for type A, i.e. the
degeneracy loci formula for the ordinary Grassmann bundles. In Section 4 we recall the combi-
natorics used to describe the degeneracy loci in isotropic Grassmann bundles. In Section 5, we
introduce CK∗, a homological analogue of connective K-theory that can be applied to singular
schemes. In Section 6 we prove the Pfaffian formula for symplectic Grassmann bundles. In Section
7 we first derive a formula for the degeneracy loci of the quadric bundle of an orthogonal vector
bundle of odd rank. Then we use it to prove the Pfaffian formula for odd orthogonal Grassmann
bundles. In Section 8, we explain a few basic facts on the torus equivariant connected K-theory.
We continue by discussing the stability of Schubert classes when we consider the large rank limit
of the corresponding Weyl groups. In Section 9, we introduce the algebraic framework needed
in order to express the K-analog of the double Schubert polynomials of [27]. In particular, we
introduce the graded ring K∞ spanned by the double Grothendieck polynomials and study its
GKM description. In Section 10, we give the definition of GΘ and GΘ′-functions as elements
of K∞ and identify them with the torus equivariant K-theoretic Schubert classes of isotropic
Grassmannians.
2 Segre classes in connective K-theory
2.1 Preliminaries
ConnectiveK-theory denoted by CK∗ is an example of oriented cohomology theory built out of the
algebraic cobordism of Levine and Morel. It consists of a contravariant functor and pushforwards
for projective morphisms which satisfy some axioms. For the detailed construction we refer the
reader to [14], [22], and [42]. In this section, we recall some preliminary facts on CK∗, especially
on Chern classes.
Let X be a smooth variety. The connective K-theory of X interpolates the Grothendieck ring
K(X) of the algebraic vector bundles on X and the Chow ring CH∗(X) of X. Connective K-
theory assigns toX a commutative graded algebra CK∗(X) over the coefficient ring CK∗(pt). Such
ring is isomorphic to the polynomial ring Z[β] by setting β to be the class of degree −1 obtained
by pushing forward the fundamental class of the projective line along the structural morphism
P1 → pt. The Z[β]-algebra CK∗(X) specializes to the Chow ring CH∗(X) and the Grothendieck
ring K(X) by respectively setting β equal to 0 and −1. For any closed equidimensional subvariety
Y of X, there exists an associated fundamental class [Y ]CK∗ in CK
∗(X). In particular, [Y ]CK∗
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is specialized to the class [Y ] in CH∗(X) and also to the class of the structure sheaf OY of Y in
K(X). In the rest of the paper, we denote the fundamental class of Y in CK∗(X) by [Y ] instead
of [Y ]CK∗ .
As a feature of any oriented cohomology theory, connective K-theory admits a theory of Chern
classes. For line bundles L1 and L2 over X, their 1st Chern classes c1(Li) ∈ CK
1(X) satisfy the
following equality:
c1(L1 ⊗ L2) = c1(L1) + c1(L2) + βc1(L1)c1(L2). (2.1)
Note that the operation
(u, v) 7→ u⊕ v := u+ v + βuv
is an example of commutative one-dimensional formal group law, which is a key ingredient of
oriented cohomology theories. The reader should be aware that our sign convention for β is
opposite to the one used in the references [14], [22], [42]. It follows from (2.1) that
c1(L
∨) =
−c1(L)
1 + βc1(L)
. (2.2)
Therefore it is convenient to introduce the following notation for the formal inverse:
u⊖ v =
u− v
1 + βv
and u¯ :=
−u
1 + βu
.
It is easy to check that u⊕ v¯ = u⊖v. In general, for a vector bundle E → X of rank e, the Chern
classes ci(E) can be defined using Grothendieck’s argument for the Chow ring. Indeed, consider
the dual projective bundle P∗(E)
π
→ X and the exact sequence of vector bundles on P∗(E)
0 −→ H −→ π∗E −→ Q −→ 0,
where H is the rank (e−1) subbundle of π∗E whose fiber at x ∈ P∗(E) is precisely the hyperplane
represented by x itself. We call Q the universal quotient line bundle. The ring CK∗(P∗(E)) is
generated by τ := s∗s∗(1) as a CK
∗(X)-algebra, where s is the zero section of Q. One of the
axioms of oriented cohomology theories states that there is a relation
e∑
i=0
(−1)ici(E)τ
e−i = 0, (2.3)
for some ci(E) ∈ CK
i(X), 0 ≤ i ≤ e. This relation and the normalization c0(E) = 1 uniquely
determine the classes ci(E). Thus we can define these elements to be the Chern classes of E.
One can derive the fact that the canonical generator τ concides with c1(Q).
For computations it is convenient to combine the Chern classes into a Chern polynomial
c(E;u) :=
e∑
i=0
ci(E)u
i.
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A formal difference E−F of vector bundles E and F over X defines a virtual vector bundle. Two
such virtual vector bundles E − F and E′ − F ′ are considered to be identical if they are equal in
the Grothendieck ring K(X) of vector bundles over X. Let us set c(E−F ;u) := c(E;u)/c(F ;u).
This is well-defined because of the Whitney formula: given a short exact sequence of bundles
0 → F → E → W → 0, one has c(E;u) = c(F ;u)c(W ;u). If x1, . . . , xe and y1, . . . , yf are Chern
roots of E and F respectively, then the explicit expression of cp(E − F ) is given by
c(E − F ;u) =
∏e
i=1(1 + xiu)∏f
j=1(1 + yju)
=
∞∑
p=0
p∑
j=0
(−1)jep−j(x1, . . . , xa)hj(y1, . . . , yb) · u
p, (2.4)
where ei and hi are, respectively, the elementary and complete symmetric functions of degree i.
Finally we conclude this section with the following two lemmas that will be used in the rest
of the paper. The first is an elementary expansion formula of the top Chern class of the tensor
product of a line bundle with a vector bundle. The second is the K-theoretic version of the
classical fact that the top Chern class is equal to the Euler class.
Lemma 2.1. Let E be a vector bundle of rank e and L a line bundle over X. Then in CK∗(X)
we have
ce(L⊗ E) =
e∑
p=0
cp(E)
p∑
q=0
(
p
q
)
βqc1(L)
e−p+q.
Proof. Let x1, . . . , xe be Chern roots of E. Let c1 := c1(L). Then
ce(L⊗ E) = (x1 ⊕ c1) · · · (xe ⊕ c1) = (x1(1 + βc1) + c1) · · · (xe(1 + βc1) + c1)
=
e∑
p=0
ep(x)c
e−p
1 (1 + βc1)
p.
Thus by expanding the right hand side we have the desired formula.
Lemma 2.2. Let E be a vector bundle of rank e over a scheme X. Let s be a section of E over
X and Z be its zero scheme.
(a) If X is Cohen–Macaulay and the codimension of Z in X is e, then the section s is regular
and Z is Cohen–Macaulay.
(b) If X is smooth, then [Z] = ce(E) ∈ CK
e(X).
Proof. In (a), the regularity follows from Theorem 31 in [43] and then the Cohen–Macaulayness
follows from Theorem 30 in [43]. The claim (b) is a consequence of Lemma 6.6.7. in [42] (cf.
Example 3.2.16 and 14.1.1 in [18]).
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Remark 2.3. In order to compute the classes of the degeneracy loci in the symplectic and odd
orthogonal Grassmann bundles, we must work over the so-called oriented Borel–Moore homology
developed by Levine–Morel. Thus we need a statement analogous to Lemma 2.2(b), which also
follows from Lemma 6.6.7 [42].
2.2 K-theoretic Segre classes
In this section, we define the Segre classes of a vector bundle, and then show a formula for their
generating function, through which we introduce the relative Segre classes. The main result used
in the rest of the paper is Proposition 2.11.
Definition 2.4. Let E be a vector bundle over X of rank e. Let π : P∗(E) → X be the dual
projective bundle of E and Q its universal quotient line bundle of E. Let τ = c1(Q). For each
integer m ∈ Z, define
Sm(E) :=
π∗(τm+e−1) (m > 0)(−β)−m (m ≤ 0). (2.5)
The class Sm(E) is a K-theoretic version of the Segre class defined in [18] although there
is a sign difference. We remark that if E is a line bundle, we have Q = E and π = idX , i.e.
Sm(E) = c1(E)
m for all m ≥ 0.
The next lemma, which is due to Buch [8, Lemma 6.6 amd 7.1], shows that the definition of
the Segre class of degree m such that −e+ 1 ≤ m ≤ 0 is consistent with the one for the positive
degree. We give another proof, using Vishik’s formula [54].
Lemma 2.5. We have π∗(τ
m+e−1) = (−β)−m for −e+ 1 ≤ m ≤ 0.
Proof. Let z1, . . . , ze be the Chern roots of E. From Vishik’s formula in algebraic cobordism [54,
Proposition 5.29, p.548], we have
π∗(τ
−m+e−1) =
e∑
i=1
z−m+e−1i∏
j 6=i(zi ⊖ zj)
=
e∑
i=1
z−m+e−1i
∏
j 6=i(1 + βzj)∏
j 6=i(zi − zj)
.
The right hand side is a polynomial in β of degree at most e−1. Let us denote it by F (β). It is easy
to see that F (−1/zi) is equal to z
−m
i for 1 ≤ i ≤ e. This property uniquely determines F (β) by
degree reason. Obviously (−β)m also satisfies the same conditions, so we have F (β) = (−β)m.
Remark 2.6. By using Vishik’s formula, we can also show that Sm(E) = Sm(E ⊕O
n
X) for any
integer n ≥ 1, where OX is the trivial line bundle over X. Thus, together with Lemma 2.5, the
definition of the Segre classes of negative degree in (2.5) is consistent with the one for positive
degrees.
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By setting
S (E;u) :=
∑
m∈Z
Sm(E)u
m,
we can show the following theorem.
Theorem 2.7. We have
S (E;u) =
1
1 + βu−1
c(E;β)
c(E;−u)
, (2.6)
where
1
1 + βu−1
is expanded in the form
∑∞
i=0(−β)
iu−i.
Proof. For m ≥ 1, we multiply (2.3) by τm−1, and push it forward to obtain
e∑
i=0
(−1)ici(E)π∗(τ
m−i+e−1) = 0. (2.7)
One observes that by using Lemma 2.5 together with (2.7), we can successively determine π∗(τ
k)
for k ≥ e uniquely. This recursion relation is equivalent to requiring that c(E;−u)S (E;u) has
only non-positive powers in u. Thus the series c(E;−u)S (E;u) equals to
∑
m≤0
(
e∑
i=0
(−1)ici(E)(−β)
i−m)
)
um =
∑
m≤0
(−β)−mum
( e∑
i=0
ci(E)β
i
)
.
Hence we have S (E;u) = (1 + βu−1)−1c(E;β)/c(E;−u). This proves the theorem.
Remark 2.8. Let Gm(z1, . . . , zd) be the Grothendieck polynomials associated to a partition of
length one (see (3.10)). We can rewrite Buch’s formula ([8, Lemma 6.6] as the following generating
function ∑
m∈Z
Gm(z1, . . . , zd)u
m =
1
1 + βu−1
d∏
i=1
1 + βzi
1− ziu
,
where we set Gm(z1, . . . , zd) = (−β)
−m for m ≤ 0. Therefore, by comparison with (2.7), we
find that the Segre class Sm(E) of a vector bundle E of rank d coincides with Gm(z1, . . . , zd) if
z1, . . . , zd are viewed as Chern roots of E. Buch [8, Lemma 7.1] proved this fact by a different
method.
Remark 2.9. It follows from a simple identity 1+βx1−ux =
1
1+(u+β)x¯ that
c(E;β)
c(E;−u)
=
1
c(E∨;u+ β)
.
Theorem 2.7 allows us to extend the definition of the K-theoretic Segre classes to virtual
vector bundles as follows.
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Definition 2.10. We define the Segre class Sm(E−F ) for a virtual bundle E−F by the following
generating function:
S (E − F ;u) :=
∑
m∈Z
Sm(E − F )u
m =
1
1 + βu−1
c(E − F ;β)
c(E − F ;−u)
. (2.8)
Since the right hand side is written in terms of Chern classes, the notion is well-defined.
By Remark 2.9, we can observe that
S (E − F ;u) = S (E;u)c(F∨;u+ β).
Thus we have
Sm(E − F ) =
rank(F )∑
p=0
cp(F
∨)
p∑
q=0
(
p
q
)
βqSm−p+q(E). (2.9)
Finally, we prove that we can obtain Sm(E−F ) also as the pushforward of certain Chern classes.
Proposition 2.11. Let π : P∗(E) → X be the dual projective bundle of a rank e vector bundle
E → X and let τ be the first Chern class of its tautological quotient line bundle Q. Let F be a
vector bundle over X of rank f and denote its pullback to P∗(E) also by F . We have
π∗
(
τ scf (Q⊗ F
∨)
)
= Ss+f−e+1(E − F ).
Proof. By using Lemma 2.1 and Theorem 2.7, we can compute
π∗
(
τ scf (Q⊗ F
∨)
)
= π∗
 f∑
p=0
cp(F
∨)
p∑
q=0
(
p
q
)
βqτ s+f−p+q

=
f∑
p=0
cp(F
∨)
p∑
q=0
(
p
q
)
βqSs+f−e+1−p+q(E).
Thus (2.9) implies the claim.
Remark 2.12. As noted before, when E is a line bundle we have Sm(E) = c1(E)
m for all m ≥ 0.
This, together with Lemma 2.1 and (2.9), implies that c1(E)
scf (E ⊗ F
∨) = Sf+s(E − F ).
3 Determinantal formula for Grassmann bundles
The goal of this section is to prove the determinantal formula for the degeneracy loci in a Grass-
mann bundle (Theorem 3.10). Following [15] and [32], for each locus we construct a resolution
of singularities in a tower of projective bundles. We show that the fundamental classes of the
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resolution is a product of Chern classes and that it gives the degeneracy locus class when it is
pushed forward along the tower (Section 3.2). In Section 3.3, we obtain a lemma that describes
the pushforward of a single Chern class along each stage of the tower. In Section 3.5, we develop a
calculus to compute the pushforward of the product of Chern classes by generalizing the technique
used by Kazarian in [31]. This technique will be used in later sections as well.
3.1 Degeneracy loci
Let E be a vector bundle of rank n over a smooth variety X. Let ξ : Grd(E) → X be the
Grassmann bundle parametrizing rank d subbundles of E. Let U be the tautological subbundle
of ξ∗E over Grd(E). We denote an element of Grd(E) by (x,Ux) where x ∈ X and Ux is a
d-dimensional subspace of Ex.
Suppose to be given a complete flag of E
0 = Fn ⊂ · · · ⊂ F 1 ⊂ E,
where the superscript indicates the corank, i.e. rank(F k) = n− k. We denote the pullback of E
and F i along ξ also by E and F i.
Let Pd be the set of all partitions (λ1, . . . , λd) with at most d parts. Let Pd(n) be the subset
of Pd consisting of partitions λ such that λi ≤ n− d for all i = 1, . . . , d. Define the length of λ to
be the number of nonzero parts in λ.
For each λ ∈ Pd(n) of length r, define the type A degeneracy loci Ωλ in Grd(E) by
Ωλ := {(x,Ux) ∈ Grd(E) | dim(Ux ∩ F
λi+d−i
x ) ≥ i, i = 1, . . . , r}. (3.1)
Note that for i > r the condition dim(F λi+d−ix ∩ Ux) ≥ i is vacuous.
3.2 Resolution of singularities
Over Grd(E), we consider the r-step flag bundle Flr(U) of U , where the fiber at (x,Ux) ∈ Grd(E)
consists of flags of subspaces (D1)x ⊂ · · · ⊂ (Dr)x of Ux with dim(Di)x = i. Let D1 ⊂ · · · ⊂ Dr
be the corresponding flag of tautological subbundles over Flr(U). We let D0 = 0. We denote
an element of Flr(U) by (x,Ux, (D•)x). We can also realize this bundle as a tower of projective
bundles:
π : Flr(U) = P(U/Dr−1)
πr−→ P(U/Dr−2)
πr−1
−→ · · ·
· · ·
π3−→ P(U/D1)
π2−→ P(U)
π1−→ Grd(E). (3.2)
We regard Dj/Dj−1 as the tautological line bundle of P(U/Dj−1). As mentioned in the introduc-
tion we will omit the pullback of vector bundles from the notation.
16
Definition 3.1. Define a sequence of subvarieties Yr ⊂ Yr−1 ⊂ · · · ⊂ Y1 ⊂ Flr(U) as follows. For
each j = 1, . . . , r, let
Yj := {(x,Ux, (D•)x) ∈ Flr(U) | (Di)x ⊂ F
λi+d−i
x , i = 1, . . . , j}.
We set Y0 := Flr(U) and Yλ := Yr. Let ιj : Yj → Yj−1 be the canonical inclusion.
It is easy to see that Yλ is birational to Ωλ along π. Thus we obtain the following description
of [Ωλ].
Lemma 3.2. The class of Ωλ in CK
∗(Grd(E)) is given by
[Ωλ] = π∗([Yλ]).
Proof. When X is a point, it is well-known that the degeneracy loci Ωλ has at worst rational
singularities [7, Section 2.2]. In general, the claim holds by a standard argument (see for example,
[20, Proof of Theorem 3]). Thus π|Yλ : Yλ → Ωλ is a rational resolution, i.e. the higher direct
images of the structure sheaf of Yλ vanish. Therefore it follows that in connective K-theory, the
pushforward of [Yλ] is [Ωλ] (see [14] or [22, Lemma 2.2]).
Next we describe the class [Yλ] as a product of Chern classes.
Lemma 3.3. For each j = 1, . . . , r, let αj := cλj+d−j((Dj/Dj−1)
∨ ⊗ E/F λj+d−j). The class of
Yλ in CK
∗(Flr(U)) is given by
[Yλ] = α1 · · ·αr. (3.3)
Proof. Over Yj−1, there is a bundle map Dj/Dj−1 → E/U and one can see that Yj is the locus
where this bundle map has rank 0. Since Yj is smooth of codimension λj+d−j in Yj−1, it follows
from Lemma 2.2 that the fundamental class of Yj in CK
∗(Yj−1) is given by
ιj∗(1) = (ι1 · · · ιj−1)
∗αj . (3.4)
A repeated application of (3.4) together with the projection formula implies the claim. For
example, if λ = (λ1, λ2), then [Yλ] = (ι1ι2)∗(1) = ι1∗ι
∗
1α2 = α1α2.
3.3 Pushforward formula
Lemma 3.4. For each j = 1, . . . , r, let τj := c1((Dj/Dj−1)
∨). For each m ∈ Z and ℓ = 0, . . . , n,
let
A
(ℓ)
m := Sm(U
∨ − (E/F ℓ)∨).
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Then, for each integer s ≥ 0, we have
πj∗
(
τ sj αj
)
=
j−1∑
p=0
cp(Dj−1)
p∑
q=0
(
p
q
)
βqA
(λj+d−j)
λj+s−p+q
. (3.5)
Proof. We apply Proposition 2.11 to P∗((U/Di−1)
∨) = P(U/Di−1) with Q = (Di/Di−1)
∨ as the
universal quotient bundle. Then the left hand side is equal to
Sλj+s((U/Dj−1 − E/F
λj+d−j)∨) = Sλj+s((U − E/F
λj+d−j)∨ −D∨j−1).
Now the claim follows from (2.9).
Remark 3.5. Extend the tower (3.2) by πj : P(U/Dj−1)→ P(U/Dj−2) for j = r + 1, . . . , d and
let Dj/Dj−1 be the tautological line bundle of P(U/Dj−1). With the same notation for τj and
αj Lemma 3.4 still holds for j = r + 1, . . . , d. With this extension, we find that if λj = 0, then
πj∗(αj) = 1. Indeed, by (3.5) and the fact that A
(ℓ)
m = (−β)m for all m ≤ 0, we have
πi∗(αi) =
i−1∑
p=0
cp(Di−1)
p∑
q=0
(
p
q
)
βq(−β)−p+q =
i−1∑
p=0
cp(Di−1)(−β)
p
p∑
q=0
(
p
q
)
(−1)q.
Since
∑p
q=0
(
p
q
)
(−1)q = 0 for all p > 0, we have πi∗(αi) = c0(Di−1) = 1. Therefore we can
conclude that [Yλ] = πr+1∗ · · · πd∗(α1 · · ·αd).
3.4 How to compute [Ωλ] in an example
By the pushforward formula (3.5), we can calculate the class [Ωλ] in CK
∗(Grd(E)). For example,
let us consider the case r = 2. The class [Ω(λ1,λ2)] is given by
π∗([Y(λ1,λ2)]) = π1∗(α1 · π2∗(α2)) = π1∗
(
α1A
(k2)
λ2
+ τ¯1α1(A
(k2)
λ2−1
+ βA
(k2)
λ2
)
)
,
where we denote ki = λi + d− i. Using the expansion τ¯1 = −(τ1 − βτ
2
1 + β
2τ31 − · · · ), we have
[Ω(λ1,λ2)] = A
(k1)
λ1
A
(k2)
λ2
−
(
A
(k1)
λ1+1
− βA
(k1)
λ1+2
+ β2A
(k1)
λ1+3
− · · ·
)
(A
(k2)
λ2−1
+ βA
(k2)
λ2
).
At this point one notices that the result can be calculated by the following formal Laurent series
in t1 and t2:
f(t1, t2) = t
λ1
1
(
tλ22 + t¯1(t
λ2−1
2 + βt
λ2
2 )
)
.
We can write it more compactly as
f(t1, t2) = t
λ1
1 t
λ2
2 (1− t¯1/t¯2) = det
(
tλ11 t
λ1
1 t¯1
tλ12 t¯
−1
2 t
λ2
2
)
.
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Now we obtain the class [Ω(λ1,λ2)] by replacing t
m
i with A
(ki)
m in f(t1, t2). Thus, in principle, we
can calculate [Ωλ] = π∗([Yλ]) by successive applications of the pushforward formula in Lemma 3.4
to the product formula for [Yλ] in Lemma 3.3. In order to obtain the determinantal formula, we
make use of formal Laurent series by generalizing Kazarian’s method [31, Appendix C]) in next
section.
3.5 Umbral calculus
In this section, following Kazarian [31], we develop a technique to compute the pushforward along
the tower. We call it “umbral calculus” borrowing the name from Roman-Rota [49] and Roman
[48]. Here we mean a method that allows us to compute a complicated series in characteristic
classes by replacing them by the corresponding powers of some formal variables.
Consider a graded Z[β]-algebra R = ⊕i∈ZRi where deg β = −1. Let t1, . . . , td be indetermi-
nates of degree 1. We use the multi-index notation ts := ts11 · · · t
sd
d for s = (s1, . . . , sd) ∈ Z
d. A
formal Laurent series
f(t1, . . . , td) =
∑
s∈Zd
ast
s
is homogeneous of degree m ∈ Z if as is zero unless as ∈ Rm−|s| with |s| =
∑d
i=1 si. Let
suppf = {s ∈ Zd | as 6= 0}. A series f(t1, . . . , td) is a power series if suppf ⊂ (Z≥0)
d . Let
R[[t1, . . . , tr]]m denote the set of all power series in t1, . . . , td of degree m ∈ Z. We define
R[[t1, . . . , td]]gr :=
⊕
m∈Z
R[[t1, . . . , td]]m.
Then R[[t1, . . . , td]]gr is a graded Z[β]-algebra and we call it the ring of graded formal power series.
Definition 3.6. For each m ∈ Z, define LRm to be the space of all formal Laurent series of
homogeneous degree m such that there exists n ∈ Zd for which n+suppf is contained in the cone
in Zd defined by
s1 ≥ 0, s1 + s2 ≥ 0, · · · , s1 + · · ·+ sd ≥ 0.
Then LR :=
⊕
m∈Z L
R
m is a graded ring over R with the obvious product. For each i = 1, . . . , d,
let LR,i be the R-subring of LR consisting of series that do not contain any negative powers of
t1, . . . , ti−1. In particular, L
R,1 = LR.
In the rest of this section, we set R := CK∗(Grd(E)).
Definition 3.7. Define a graded R-module homomorphism φ1 : L
R → CK∗(Grd(E)) by
φj(t
s1
1 · · · t
sd
d ) = A
(λ1+d−1)
s1
· · ·A (λd+d−d)sd .
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Similarly, for j ≥ 2, define a graded R-module homomorphism φj : L
R,j → CK∗(P(U/Dj−2)) by
φj(t
s1
1 · · · t
sd
d ) = τ
s1
1 · · · τ
sj−1
j−1 A
(λj+d−j)
sj · · ·A
(λd+d−d)
sd
.
It is known that CK∗(Grd(E)) is bounded above, i.e. CK
m(Grd(E)) = 0 for all m > dimGrd(E).
Therefore A
(ℓ)
m is zero for all m sufficiently large. This ensures that the above map is well-defined.
Furthermore, we have the commutative diagram
LR,j //
φj

LR,j−1
φj−1

CK∗(P(U/Dj−2)) πj−1∗
// CK∗(P(U/Dj−3))
(3.6)
where the top horizontal arrow is the obvious inclusion map.
Lemma 3.8. For every choice of j = 1, . . . , d and of an integer s ≥ 0, we have
πj∗(τ
s
j αj) = φj
(
t
λj+s
j
j−1∏
i=1
(1− t¯i/t¯j)
)
.
Proof. Since cp(Dj−1) = ep(τ¯1, . . . , τ¯j−1), the pushforward formula (3.5) allows us to compute the
left hand side as follows:
πj∗(τ
s
j αj) =
j−1∑
p=0
ep(τ¯1, . . . , τ¯j−1)
p∑
q=0
(
p
q
)
βqA
(λj+d−j)
λj+s−p+q
= φj
j−1∑
p=0
ep(t¯1, . . . , t¯j−1)
p∑
q=0
(
p
q
)
βqt
λj+s−p+q
j

= φj
tλj+sj j−1∑
p=0
ep(t¯1, . . . , t¯j−1)t
−p
j (1 + βtj)
p

= φj
(
t
λj+s
j
j−1∏
i=1
(1− t¯i/t¯j)
)
.
Proposition 3.9. We have
π1∗ · · · πd∗(α1 · · ·αd) = φ1
tλ11 · · · tλdd ∏
1≤i<j≤d
(1− t¯i/t¯j)
 .
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Proof. By the commutativity of the diagram (3.6) and by Lemma 3.8, we can compute the left
hand side as follows:
π1∗ · · · πd∗(α1 · · ·αd)
= π1∗ · · · πd−1∗
(
α1 · · ·αd−1φd
(
tλdd
d−1∏
s=1
(1− t¯s/t¯d)
))
= π1∗ · · · πd−2∗
(
α1 · · ·αd−2φd−1
(
t
λd−1
d−1
d−2∏
s=1
(1− t¯s/t¯d−1) · t
λd
d
d−1∏
s=1
(1− t¯s/t¯d)
))
= · · · = φ1
tλ11 · · · tλdd ∏
1≤i<j≤d
(1− t¯i/t¯j)
 .
3.6 Main Theorem for type A
For each nonnegative integer k and an integer m, let
(
m
k
)
be the generalized binomial coefficient,
i.e.
(
m
k
)
=
m(m− 1) · · · (m− k + 1)
k!
or equivalently (1 + x)m =
∑∞
k=0
(
m
k
)
xk.
Theorem 3.10. For each λ ∈ Pd(n), let Ωλ be its associated degeneracy locus in Grd(E). Let
A
(ℓ)
m := Sm(U
∨ − (E/F ℓ)∨) ∈ CK∗(Grd(E)). (3.7)
Then the class associated to Ωλ in CK
∗(Grd(E)) is given by
[Ωλ] = det
(
∞∑
s=0
(
i− j
s
)
βsA
(λi+d−i)
λi+j−i+s
)
1≤i,j≤d
. (3.8)
Proof. By the combined application of Lemma 3.2, Lemma 3.3, Remark 3.5, and Proposition 3.9,
we have
[Ωλ] = π∗([Yλ]) = π1∗ · · · πd∗(α1 · · ·αd) = φ1
tλ11 · · · tλdd ∏
1≤i<j≤d
(1− t¯i/t¯j)
 . (3.9)
On the other hand the Vandermonde determinantal formula yields
tλ11 · · · t
λd
d
∏
1≤i<j≤d
(1− t¯i/t¯j) = det
(
tλii t¯
j−i
i
)
1≤i,j≤d
,
and each entry of the determinant can be computed as
tλii t¯
j−i
i = (−1)
j−itλi+j−ii (1 + βti)
i−j = (−1)j−i
∞∑
k=0
(
i− j
k
)
βktλi+j−i+ki .
21
Thus, the right hand side of (3.9) equals to
det
(
∞∑
k=0
(−1)j−i
(
i− j
k
)
βkA
(λi+d−i)
λi+j−i+k
)
1≤i,j≤d
.
Finally, the sign (−1)j−i can be removed from each entry by performing elementary operations
on the determinant.
3.7 A determinantal formula of Grothendieck polynomials
Fix a positive integer d. Let z = (z1, . . . , zd) be a sequence of d variables, and b = (b1, b2, . . .) an
infinite sequence of variables. Let Pd denote the set of all partitions with at most d parts, i.e.
all non-increasing sequences of d nonnegative integers. Let λ = (λ1, . . . , λd) be such a partition.
The factorial Grothendieck polynomials associated to λ is defined by
Gλ(z|b) =
det
(
[zi|b]
λj+d−j(1 + βzi)
j−1
)
1≤i,j≤d∏
1≤i<j≤d(zi − zj)
, (3.10)
where [zi|b]
k = (zi⊕ b1)(zi ⊕ b2) · · · (zi⊕ bk) for an integer k ≥ 0. One can show that Gλ(z|b) is a
symmetric polynomial in the variables z1, . . . , zd with coefficients in Z[β][b1, b2, . . . ].
Remark 3.11. In the original paper by Lascoux-Schu¨tzenberger, Gλ(z) := Gλ(z|b)|b=0 is defined
in terms of isobaric divided difference operators. Buch proved a combinatorial expression in terms
of set-valued semistandard tableaux. A proof of the coincidence of the bi-alternant formula above
and the tableaux formula is given in [29]. McNamara [44] introduced the factorial Grothendieck
polynomials in terms of set-valued semistandard tableaux. One can also show that his definition
coincides with (3.10).
These factorial Grothendieck polynomials represent the degeneracy loci classes in the con-
nective K-theory of Grassmann bundles in the sense that if λ ∈ Pd(n), then Gλ(z|b) coincides
with [Ωλ] if we regard z1, . . . , zd as roots of U
∨ and bi = c1((F
i−1/F i)∨). From this fact, we can
derive the following determinantal formula of Gλ(z|b) from Theorem 3.10. First we define the
polynomials G
(ℓ)
m (z|b) corresponding to the Segre classes A
(ℓ)
m under the identification above.
Definition 3.12. For each m ∈ Z and a non-negative integer ℓ, define the function G
(ℓ)
m (z|b) by
the following generating function.
∑
m∈Z
G(ℓ)m (z|b)u
m =
1
1 + βu−1
d∏
i=1
1 + βzi
1− ziu
ℓ∏
i=1
1− biu
1 + βbi
.
Now we have the following theorem.
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Theorem 3.13. We have the following determinantal formula of the factorial Grothendieck poly-
nomials:
Gλ(z|b) = det
(
∞∑
s=0
(
i− j
s
)
βsG
(λi+d−i)
λi+j−i+s
(z|b)
)
1≤i,j≤d
. (3.11)
We omit the proof since it is parallel to the analogous statements that we describe for sym-
plectic and odd orthogonal Grassman bundles in Section 8, 9, and 10.
Remark 3.14. Lenart [41, Theorem 2.1] proved a different determinantal formula of (non-
factorial) Grothendieck polynomials. Each entry of his formula is a finite sum of complete
symmetric functions, while in our formula each upper triangular entry is an infinite sum of
Grothendieck polynomials associated to partitions of length one .
4 Combinatorics of type B and C
In this section, we recall the Weyl group of type B∞ and C∞. We also discuss the notations for
the k-strict partitions and the characteristic indices that will be used to describe the symplectic
and odd orthogonal Grassmannian degeneracy loci.
4.1 Weyl group of B∞ and C∞
Let W∞ be the infinite hyperoctahedral group which is defined by the generators si, i = 0, 1, . . .,
and the relations
s2i = e (i ≥ 0), sisj = sjsi (|i− j| ≥ 2),
s0s1s0s1 = s1s0s1s0, sisi+1si = si+1sisi+1 (i ≥ 1).
(4.1)
We identifyW∞ with the group of all permutations w of Z\{0} such that w(i) 6= i for only finitely
many i ∈ Z\{0}, and w(i) = w(¯i) for all i. In this context i¯ stands for −i. The generators,
often referred to as simple reflections, are identified with the transpositions s0 = (1, 1¯) and
si = (i + 1, i)(i, i+ 1) for i ≥ 1. The one-line notation of an element w ∈ W∞ is the sequence
w = (w(1)w(2)w(3) · · · ). The length of w ∈W∞ is denoted by ℓ(w).
For each nonnegative integer k, let W(k) be the subgroup of W∞ generated by all si with
i 6= k. Let W
(k)
∞ be the set of minimum length coset representatives for W∞/W(k), it is given by
W (k)∞ = {w ∈W∞ | ℓ(wsi) > ℓ(w) for all i 6= k}.
An element of W
(k)
∞ is called k-Grassmannian and it is given by the following one-line notation:
w = (v1 · · · vk|ζ1 · · · ζsu1u2 · · · );
0 < v1 < · · · < vk, ζ1 < · · · < ζs < 0 < u1 < u2 < · · · .
(4.2)
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We insert a vertical line after vk to indicate that w is regarded as a k-Grassmannian element. For
example, (13|4¯256 · · · ) is a 2-Grassmannian element in W∞.
Upon a choice of an integer n ≥ 0, we letWn be the subgroup ofW∞ generated by s0, s1, . . . , sn−1.
Or, equivalently, it consists of the elements w ∈W∞ such that w(i) = i for all i > n. We write the
one-line notation of w ∈Wn as the finite sequence (w(1)w(2) · · · w(n)). We setWn,(k) :=Wn∩W(k)
and W
(k)
n := Wn ∩W
(k)
∞ so that W
(k)
n
∼=Wn/Wn,(k).
4.2 k-strict partitions
Let SPk be the set of all k-strict partitions, i.e. λ ∈ SPk is an infinite sequence (λ1, λ2, · · · ) of
non-increasing nonnegative integers such that all but finitely many λi’s are zero, and such that
λi > k implies λi > λi+1. Let SP
k
r be the subset of SP
k consisting of all k-strict partitions of
length at most r. If λ ∈ SPkr , then we write λ = (λ1, . . . , λr).
There is a bijection betweenW
(k)
∞ and SPk. The map fromW
(k)
∞ to SPk is given as follows. Let
w ∈W
(k)
∞ be an element which can be written with the one-line notation (4.2). Let ν = (ν1, ν2, . . . )
be a partition given by νi = ♯{p | vp > ui}. Then we define a k-strict partition λ by setting
λi = ζi + k if 1 ≤ i ≤ s and λi = νi−s if s+ 1 ≤ i. See Buch–Kresch–Tamvakis [9] for details.
We also consider the subset SPk(n) of SPkn−k, which consists of all k-strict partitions in
SPkn−k such that λ1 ≤ n+ k. Then the above bijection can be restricted to W
(k)
n :
W (k)n
∼= SPk(n).
4.3 Characteristic index
Definition 4.1. For each k-Grassmannian element w = (v1 · · · vk|ζ1 · · · ζsu1u2 · · · ) ∈W
(k)
∞ , define
the associated characteristic index χ as
χ = (χ1, χ2, . . . ) := (ζ1 − 1, ζ2 − 1, . . . , ζs − 1,−u1,−u2, . . . ).
Remark 4.2. For k = 0 one has χi = λi − 1 for all i = 1, . . . , r, where r is the length of λ.
Definition 4.3. Let λ be the k-strict partition associated to w ∈ W
(k)
∞ under the bijection
W
(k)
∞
∼= SPk. Set
C(λ) := {(i, j) | 1 ≤ i < j, χi + χj ≥ 0},
γj := ♯{i | 1 ≤ i < j, χi + χj ≥ 0} for each j > 0.
If λ ∈ SPkr , we also define
D(λ)r := {(i, j) ∈ ∆r | χi + χj < 0} = ∆r\C(λ),
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where ∆r := {(i, j) | 1 ≤ i < j ≤ r}.
Remark 4.4. In terms of λ the characteristic index χ is given by χj = λj−j+γj−k. Furthermore,
we have χi + χj ≥ 0 if and only if λi + λj > 2k + j − i (see [26, Lemma 3.3]).
5 Segre classes for oriented Borel–Moore homology
In this section, we discuss the Segre classes for a regularly embedded subscheme Z of a smooth
variety X in order to apply it to the computation of degeneracy loci classes for isotropic Grass-
mann bundles associated to symplectic and odd orthogonal vector bundles. The main difference
from the previous sections is that we must work with the theory of oriented Borel–Moore (BM)
homology developed by Levine–Morel [42, Chapter 5].
Recall that our base field F is algebraically closed and of characteristic zero. Let SmF be the
category of smooth quasi-projective F-schemes. Let SchF be the category of separated schemes
of finite type over Spec(F). By a scheme (resp. smooth scheme), we mean an object of SchF
(resp. SmF).
5.1 Chern class operators for oriented Borel–Moore homology
We let Ab∗ denote the category of graded abelian groups. An oriented Borel–Moore homology
theory on SchF is given by a covariant functor A∗ from SchF to Ab∗, together with pullback
maps of local complete intersection morphisms (l.c.i. morphisms for short), and an associative
commutative graded binary operation A∗(X)⊗A∗(Y )→ A∗(X × Y ) called the external product .
Notice that, in particular, A∗(Spec(F)) is a commutative graded ring. We will not recall the
axioms imposed on this data, however we will discuss some implications.
A morphism of schemes f : X → Y is an l.c.i morphism if it admits a factorization f = q ◦ i
where i : X → P is a regular embedding and a smooth quasi-projective morphism q : P → Y .
For all such morphisms one has a pullback map of the given oriented Borel–Moore homology
theory. In particular, if X is an l.c.i. scheme, i.e. the structure morphism p : X → Spec(F)
is an l.c.i morphism, then its fundamental class 1X ∈ A∗(X) is defined by 1X := p
∗(1), where
1 ∈ A0(Spec(F)) ([42, Definition 5.18]).
For each vector bundle E of rank e over a scheme X, there are homomorphisms
c˜i(E) : A∗(X)→ A∗−i(X), (5.1)
with 0 ≤ i ≤ e, and c˜0(E) = idA∗(X), which are called the Chern class operators. Let Q denote
the universal quotient line bundle of π : P∗(E)→ X. Then we have the following operator version
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of the relation (2.3):
e∑
i=0
(−1)ic˜1(Q)
e−i ◦ π∗ ◦ c˜i(E) = 0. (5.2)
For any oriented Borel–Moore homology A∗, there exists an associated formal group law FA∗(u, v)
such that
FA∗(c˜1(L1), c˜1(L2)) = c˜1(L1 ⊗ L2) (5.3)
for any line bundles L1, L2 over X (Remark 5.2.9 [42]). This is an extended (operator version of)
formal group law axiom.
Algebraic cobordism Ω∗ is the universal oriented Borel–Moore homology on SchF (Theorem
7.1.1 [42]). The coefficient ring Ω∗(Spec(F)) is isomorphic to the Lazard ring L. In [14], Dai-
Levine considered the oriented Borel–Moore homology CK∗ := Ω∗ ⊗L Z[β] and proved that
CKdimX(X) ∼= K0(X)[β, β
−1]dimX for all equidimensional schemes X. Here K0 stands for the
Grothendieck group of coherent sheaves. Under this identification the fundamental class 1X
coincides with the class [OX ] of the structure sheaf of X. Furthermore, the formal group law
FCK∗ is given by FCK∗(u, v) = u+ v + βuv. Once again, let us stress that in this paper the sign
of β is opposite from [14].
If X is smooth, then it is possible to compare CK∗ with the connective K-theory introduced
in §2.1. The relationship is given by CK∗(X) = CKdimX−∗(X) (see also Proposition 5.2.1 [42]).
With this identification, we have ci(E) = c˜i(E)(1X ). Moreover, if f : Y → X is an l.c.i. morphism,
then the pullback f∗ : CK∗(X)→ CK∗(Y ) gives to CK∗(Y ) the structure of a CK
∗(X)-module.
By the extended formal group law axiom (5.3), we can reprove Lemma 2.1 for CK∗ as follows.
Lemma 5.1. Let X be a scheme, and consider a vector bundle E of rank e and a line bundle L.
Then in CK∗(X), we have
c˜e(L⊗ E) =
e∑
p=0
p∑
q=0
(
p
q
)
βq c˜p(E) ◦ c˜1(L)
e−p+q.
We conclude this section with the following lemma that follows from Lemma 6.6.7 [42].
Lemma 5.2. Let X be a scheme and E be a vector bundle of rank e over X. Suppose that E
has a section s : X → E such that the zero scheme of s, denoted by i : Z → X, is a regularly
embedded closed subscheme of codimension e. We have
c˜e(E) = i∗ ◦ i
∗.
In particular, if X is an l.c.i. scheme, we have
c˜e(E)(1X ) = i∗(1Z).
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5.2 Segre class operators
Definition 5.3. Let X be a scheme. For vector bundles E and F over X, define the relative
Segre class operators S˜m(E − F ) for CK∗(X) by∑
m∈Z
S˜m(E − F )u
m =
1
1 + βu−1
c˜(E;β)
c˜(E;−u)
c˜(F ;−u)
c˜(F ;β)
. (5.4)
In particular, we have
S˜m(E − F ) =
∞∑
p=0
p∑
q=0
(
p
q
)
βq c˜p(F
∨) ◦ S˜m−p+q(E). (5.5)
Remark 5.4. If X is a smooth scheme, under the identification CK∗(X) = CKdimX−∗(X), we
have Sm(E) = S˜m(E)(1X ) in CK∗(X). Thus by the definition (2.5) and Lemma 2.5, we have
S˜m(E)(1X ) = π∗ ◦ c˜1(Q)
m+e−1(1PX ), m+ e− 1 ≥ 0 (5.6)
where PX := P
∗(E) is the dual projective bundle of E with the projection π : PX → X and Q is
its universal quotient line bundle.
Thus, if Z →֒ X is a regular embedding, by the axiom (BM2) of oriented Borel–Moore
homology (p.144 [42]), the axiom (A4) of Borel–Moore functors (p.18 [42]) and the definition of
the fundamental classes (p.146 [42]), we can pullback (5.6) to Z and we have
S˜m(E|Z)(1Z) = (πZ)∗ ◦ c˜1(QZ)
m+e−1(1PZ ), m+ e− 1 ≥ 0 (5.7)
where E|Z → Z and πZ : PZ → Z are, respectively, the restriction of E and PX to Z and QZ is
the universal quotient line bundle of PZ .
Theorem 5.5. Let X be a smooth scheme and i : Z →֒ X a regular embedding. Let E be a vector
bundle over X and F a vector bundle over Z. Let πZ : P
∗(E|Z)→ Z be the dual projective bundle
of the restriction E|Z and QZ its universal quotient line bundle. In CK∗(Z), we have
πZ∗ ◦ c˜1(QZ)
s ◦ c˜f (QZ ⊗ F
∨)(1P∗(E|Z)) = S˜s+f−e+1(E|Z − F )(1Z).
where the pullback of F to P∗(E|Z) is denoted also by F .
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Proof. By Lemma 5.1, (5.7) and (5.5), we have
πZ∗ ◦ c˜1(QZ)
s ◦ c˜f (Q|Z ⊗ F
∨)(1P∗(E|Z))
=
f∑
p=0
p∑
q=0
(
p
q
)
βqπZ∗ ◦ c˜p(F
∨) ◦ c˜1(Q|Z)
s+f−p+q(1P∗(E|Z))
=
f∑
p=0
p∑
q=0
(
p
q
)
βq c˜p(F
∨) ◦ πZ∗ ◦ c˜1(Q|Z)
s+f−p+q(1P∗(E|Z))
=
f∑
p=0
p∑
q=0
(
p
q
)
βq c˜p(F
∨) ◦ S˜s+f−p+q−e+1(E|Z)(1Z)
= S˜s+f−e+1(E|Z − F )(1Z).
6 Pfaffian formula for symplectic Grassmann bundles
In this section we fix nonnegative integers n and k such that 0 ≤ k < n, unless otherwise stated.
The case when k = 0 is the Lagrangian case.
6.1 Symplectic degeneracy loci
Let E be a symplectic vector bundle of rank 2n over a smooth variety X. Suppose to be given a
complete flag F • of subbundles of E
0 = Fn ⊂ Fn−1 ⊂ · · · ⊂ F 1 ⊂ F 0 ⊂ F−1 ⊂ · · · ⊂ F−n = E,
such that rank(F i) = n − i and (F i)⊥ = F−i for all i. Let SGk(E) → X be the symplectic
Grassmann bundle over X such that the fiber at x ∈ X is the Grassmannian SGk(Ex) of (n− k)-
dimensional isotropic subspaces of Ex. As before, we suppress from the notation the pullback of
vector bundles. Let U be the tautological vector bundle over SGk(E).
Definition 6.1. Let λ ∈ SPk(n) of length r and χ its type C characteristic index. Define the
symplectic degeneracy loci Ωλ ⊂ SG
k(E) by
ΩCλ = {(x,Ux) ∈ SG
k(E) | dim(Ux ∩ F
χi
x ) ≥ i, i = 1, . . . , r}.
In this section, we write ΩCλ by Ωλ.
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6.2 Resolution of singularities
Let λ ∈ SPk(n) with characteristic index χ and length r. Consider the r-step flag bundle Flr(U)
over SGk(E) whose fiber at (x,Ux) consists of the flag (D•)x = {(D1)x ⊂ · · · (Dr)x} of subspaces
of U with dim(Di)x = i. The flag of tautological bundles of Flr(U) is denoted by D1 ⊂ · · · ⊂ Dr.
The bundle Flr(U) can be constructed as the following tower of projective bundles
π : Flr(U) = P(U/Dr−1)
πr−→ P(U/Dr−2)
πr−1
−→ · · ·
π3−→ P(U/D1)
π2−→ P(U)
π1−→ SGk(E). (6.1)
We regard Dj/Dj−1 as the tautological line bundle of P(U/Dj−1) where we let D0 = 0. For
each j = 1, . . . , r, let τ˜j := c˜1((Dj/Dj−1)
∨) be the Chern class operator of (Dj/Dj−1)
∨ on
CK∗(P(U/Dj−1)).
Definition 6.2. For each j = 1, . . . , r, we define a subvariety Zj of P(U/Dj−1) by
Zj := {(x,Ux, (D1)x, . . . , (Dj)x) ∈ P(U/Dj−1) | (Di)x ⊂ F
χi
x , i = 1, . . . , j}.
We set Z0 := SG
k(E) and Zλ := Zr.
Let ... and consider the projection ... together with the obvious inclusion .... Let Pj−1 :=
π−1j (Zj−1) and consider the projection π
′
j : Pj−1 → Zj−1 with the obvious inclusion ιj : Zj →
Pj−1. Set ̟j := π
′
j ◦ ιj . We have the following commutative diagram
P(U/Dj−1) πj
// P(U/Dj−2)
Pj−1
π′j
//
OO
Zj−1
OO
Zj
ιj
OO
̟j
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦
.
Finally, we consider the composition ̟ := ̟1 ◦ · · · ◦̟r : Zλ → SG
k(E).
Remark 6.3. The construction given in Definition 6.2 is similar to the one used by Kazarian in
[31] for the Lagrangian case. However, in that setting all the Zj’s happen to be smooth, while in
our more general setup it is not necessarily the case.
Lemma 6.4. The variety Zλ is irreducible and has at worst rational singularity. Furthermore,
Zλ is birational to Ωλ through ̟.
Proof. Consider the following r-step isotropic partial flag bundle Flisotr (E) over X: the fiber
at x ∈ X consists of flags (C•)x of isotropic subspaces (C1)x ⊂ · · · ⊂ (Cr)x ⊂ Ex such that
dim(Cj)x = j. Let Z be the following SG
k(F2(n−r))-bundle over Flisotr (E)
Z = {(x, (C•)x, Vx) | Vx ∈ SG
k((C⊥r /Cr)x)}.
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Let Wλ be the degeneracy locus in Fl
isot
r (E) defined by
Wλ := {(x, (C•)x) ∈ Fl
isot
r (E) | dim(F
χi
x ∩ (Ci)x) ≥ i, i = 1, . . . , r}.
Consider the total space Z|Wλ of the restriction of the bundle Z to Wλ:
Z|Wλ = {(x, (C•)x, Vx) ∈ Z | dim(F
χi
x ∩ (Ci)x) ≥ i, i = 1, . . . , r}.
Note that the conditions imply (Ci)x ⊂ F
χi
x for each i. We can show that the variety Z|Wλ is
isomorphic to Zλ. Indeed, recall that
Zλ = {(x,Ux, (D•)x) ∈ Flr(U) | (Di)x ⊂ F
χi
x , i = 1, . . . , r}.
The isomorphism Z|Wλ → Zλ is given by
(x, Vx, (C•)x) 7→ (x, V˜x, (C•)x),
where the (n− k)-dimensional isotropic subspace V˜x ⊂ Ex is defined as the preimage of Vx under
the quotient map (C⊥r )x → (C
⊥
r /Cr)x. It follows from a well-known fact about Schubert varieties
that the variety Wλ is irreducible and has at worst rational singularities (cf. [39, Section 8.2.2.
Theorem (c), p.274]). Therefore Zλ is irreducible and has at worst rational singularity as well.
For the latter claim, first note that ̟ is the restriction of π to Zλ. Let Ω
◦
λ be an open set of Ωλ,
consisting of points (x,Ux) ∈ SG
k(E) such that dim(Fχix ∩ Ux) = i and dim(F
χi+1
x ∩ Ux) = i− 1
for all i = 1, . . . , r. Let Z◦λ be the preimage of Ω
◦
λ by ̟ : Zλ → Ωλ. Then it is easy to see that
̟|Z◦
λ
: Z◦λ → Ω
◦
λ is bijective and in the view of the irreducibility of Zλ and Ωλ, this implies that
̟ is birational.
Lemma 6.5. The fundamental class of Ωλ in CK∗(SG
k(E)) is given by
[Ωλ] = ̟∗(1Zλ).
Proof. Hironaka’s theorem (see [42, Appendix]) ensures that there is a projective birational map
̟′ : Z˜ → Zλ such that Z˜ is smooth. Since Zλ has at worst rational singularities by Lemma 6.4,
we have ̟′∗(1Z˜) = 1Zλ . On the other hand we know that Ωλ has at worst rational singularities
([39, Section 8.2.2. Theorem (c), p.274]), and therefore [Ωλ] = ̟∗◦̟
′
∗(1Z˜). Thus we can conclude
that ̟∗(1Zλ) = [Ωλ] (cf. [22, Lemma 2.2]).
Lemma 6.6. For each j = 1, . . . , r, we have the following.
(1) Both of the inclusions Zj →֒ Pj−1 and Pj−1 →֒ P(U/Dj−1) are regular embeddings.
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(2) In CK∗(Pj−1), we have
ιj∗(1Zj ) = c˜λj+n−k−j
(
(Dj/Dj−1)
∨ ⊗D⊥γj/F
χj
)
(1Pj−1). (6.2)
Proof. (1) By Lemma 2.2 (a) and induction on j, it suffices to prove the assertions that Zj is the
zero-scheme defined by a section of a bundle over Pj−1 and that its codimension agrees with the
rank of the bundle. In fact, if j = 1, the regularity of Z1 →֒ P0 follows from the claims since
P0 = P(U). If j ≥ 2, we can assume that Zj−1 →֒ Pj−2 and Pj−2 →֒ P(U/Dj−2) are regular
embeddings so that their composition Zj−1 →֒ P(U/Dj−2) is also a regular embedding. It follows
that its pullback Pj−1 →֒ P(U/Dj−1) along πj is a regular embedding. This implies that Pj−1
is Cohen–Macaulay by Lemma 2.2 (a) since P(U/Dj−1) is smooth and hence Cohen–Macaulay.
Thus the above assertions imply that Zj →֒ Pj−1 is a regular embedding again by Lemma 2.2 (a).
In order to prove the assertions, we first compute the codimension. For 1 ≤ j ≤ r, Lemma 6.4
applied to the k-strict partition (λ1, . . . , λj) implies that Zj is birational to the degeneracy loci
Ω(λ1,...,λj) in SG
k(E). Since the codimension of Ω(λ1,...,λj) in SG
k(E) is
∑j
i=1 λi and the dimension
of the fiber of the projection πj ◦ · · · ◦π1 is
∑j
i=1(n− k− j), the codimension of Zj in P(U/Dj−1)
is
∑j
i=1(λi + n − k − i). This also implies that Pj−1 has codimension
∑j−1
i=1 (λi + n − k − i) in
P(U/Dj−1) since Pj−1 is the preimage of Zj along πj. Thus the codimension of Zj in Pj−1 is
λj + n− k − j.
Next we describe Zj as a zero scheme of a bundle. Over Pj−1, we have Di ⊂ F
χi ⊂ Fχj
for all i < j. Furthermore, if χi + χj ≥ 0 with i < j, then F
χj ⊂ (Fχi)⊥ ⊂ D⊥i . Thus
we have the bundle map Dj/Dj−1 → D
⊥
γj
/Dj−1 → D
⊥
γj
/Fχj over Pj−1, where we recall that
γj = ♯{i | 1 ≤ i < j, χi + χj ≥ 0}. Now, observe that Zj is the locus where this bundle map has
rank 0, i.e. Zj is the zero scheme of the corresponding section of (Dj/Dj−1)
∨ ⊗D⊥γj/F
χj .
Finally by the relation between χ and λ mentioned in Remark 4.4, we find that
rank(D⊥γj/F
χj ) = 2n− γj − (n − χj) = λj + n− k − j = codim(Zj ⊂ Pj−1). (6.3)
(2) From (1), we know that Pj−1 is Cohen–Macaulay. Since, as we saw in the proof of (1), Zj is
the zero scheme of a section of the bundle (Dj/Dj−1)
∨⊗D⊥γj/F
χj over Pj−1, Lemma 5.2 together
with (6.3) implies (6.2).
6.3 Pushforward formula and umbral calculus
Definition 6.7. For each m ∈ Z and −n ≤ ℓ ≤ n, define
C˜
(ℓ)
m := S˜m(U
∨ − (E/F ℓ)∨).
In CK∗(SGk(E)), we denote C
(ℓ)
m := C˜
(ℓ)
m (1SGk(E)).
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Lemma 6.8. In CK∗(Zj−1), we have
̟j∗ ◦ τ˜
s
j (1Zj ) =
∞∑
p=0
p∑
q=0
(
p
q
)
βq c˜p(Dj−1 −D
∨
γj
) ◦ C˜
(χj)
λj+s−p+q
(1Zj−1), s ≥ 0.
Proof. By Lemma 6.6, we have
̟j∗ ◦ τ˜
s
j (1Zj ) = π
′
j∗ ◦ ιj∗ ◦ τ˜
s
j (1Zj ) = π
′
j∗ ◦ τ˜
s
j ◦ ιj∗(1Zj ) = π
′
j∗ ◦ τ˜
s
j ◦ α˜j(1Pj−1),
where α˜j := c˜λj+n−k−j((Dj/Dj−1)
∨ ⊗D⊥γj/F
χj ). On the other hand, by Theorem 5.5 we have
π′j∗ ◦ τ˜
s
j ◦ α˜j(1Pj−1) = S˜s+λj
(
(U/Dj−1)
∨ − (D⊥γj/F
χj )∨
)
(1Zj−1)
= S˜s+λj
(
U∨ − (E/Fχj )∨ − (Dj−1 −D
∨
γj
)∨
)
(1Zj−1),
where we have used D⊥γj = E −D
∨
γj
. Now the claim follows from (5.5).
Set R := CK∗(SGk(E)) and let LR be the ring of formal Laurent series with indeterminates
t1, . . . , tr defined in Definition 3.6.
Definition 6.9. Define a graded R-module homomorphism φ1 : L
R → CK∗(SG
k(E)) by
φ1(t
s1
1 · · · t
sr
r ) = C˜
(χ1)
s1
◦ · · · ◦ C˜ (χr)sr (1SGk(E)).
Similarly, for j ≥ 2, define a graded R-module homomorphism φj : L
R,j → CK∗(Zj−1) by
φj(t
s1
1 · · · t
sr
r ) = τ˜
s1
1 ◦ · · · ◦ τ˜
sj−1
j−1 ◦ C˜
(χj)
sj ◦ · · · ◦ C˜
(χr)
sr
(1Zj−1).
Remark 6.10. By regarding CK∗(SGk) = CKdimSGk(E)−∗(SG
k(E)), we have
φ1(t
s1
1 · · · t
sr
r ) = C
(χ1)
s1
◦ · · · ◦ C (χr)sr .
Lemma 6.11. We have
̟j∗ ◦ τ˜
s
j (1Zj ) = φj
(
t
λj+s
j
∏j−1
i=1 (1− t¯i/t¯j)∏γj
i=1(1− ti/t¯j)
)
for all s ≥ 0.
Proof. Define Hm(t1, . . . , tj−1) by∏j−1
i=1 (1 + t¯iu)∏γj
i=1(1 + tiu)
=
∞∑
m=0
Hm(t1, . . . , tj−1)u
m
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Then by Lemma 6.8, we obtain
̟j∗ ◦ τ˜
s
j (1Zj ) =
∞∑
p=0
p∑
q=0
(
p
q
)
βq c˜p(Dj−1 −D
∨
γj
) ◦ C˜
(χj)
λj+s−p+q
(1Zj−1)
= φj
 ∞∑
p=0
p∑
q=0
(
p
q
)
βqHp(t1, . . . , tj−1)t
λj+s−p+q
j

= φj
tλj+sj ∞∑
p=0
Hp(t1, . . . , tj−1)t
−p
j
 p∑
q=0
(
p
q
)
βqtqj

= φj
tλj+sj ∞∑
p=0
Hp(t1, . . . , tj−1)(−t¯j)
−p
 .
Now the claim follows from the definition of Hm.
Proposition 6.12. We have
̟1∗ ◦ · · · ◦̟r∗(1Zλ) = φ1
(
tλ11 · · · t
λr
r
∏
(i,j)∈∆r
(1− t¯i/t¯j)∏
(i,j)∈C(λ)(1− ti/t¯j)
)
.
Proof. By repeatedly applying Lemma 6.11, we obtain
̟1∗ ◦ · · · ◦̟r∗(1Zλ) = ̟1∗ · · ·̟r−1∗φr
(
tλrr
∏r−1
i=1 (1− t¯i/t¯r)∏γr
i=1(1− ti/t¯r)
)
= ̟1∗ · · ·̟r−2∗φr−1
(
t
λr−1
r−1 t
λr
r
∏r−2
i=1 (1− t¯i/t¯r−1)∏γr−1
i=1 (1− ti/t¯r−1)
∏r−1
i=1 (1− t¯i/t¯r)∏γr
i=1(1− ti/t¯r)
)
= · · · = φ1
(
tλ11 · · · t
λr
r
∏
(i,j)∈∆r
(1− t¯i/t¯j)∏
(i,j)∈C(λ)(1− ti/t¯j)
)
.
6.4 Extension of Schur-Pfaffian
Let r be a nonnegative integer. Let us first introduce some combinatorial quantities: for a subset
I of ∆r, define
aIi := ♯{j | (i, j) ∈ I}, c
I
j := ♯{i | (i, j) ∈ I}, and d
I
i := a
I
i − c
I
i .
Let r′ be the smallest even integer greater than or equal to r. Define the following rational
function of ti and tj:
F Ii,j(t) :=
1
(1 + βti)
r′−i−cI
i
−1
1
(1 + βtj)
r′−j−cI
j
1− t¯i/t¯j
1− ti/t¯j
,
F Ii (t) :=
1
(1 + βti)
r′−i−cIi−1
.
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Lemma 6.13. Let (λ1, λ2, . . . , λr) be a k-strict partition of length r. Let r
′ be the smallest even
integer greater than or equal to r. Assume that λr′ = 0 if r is odd. Then we have
tλ11 · · · t
λr
r
∏
(i,j)∈∆r
(1− t¯i/t¯j)∏
(i,j)∈C(λ)(1− ti/t¯j)
=
∑
I⊂D(λ)r
Pf
(
ΛIi,j(t)
)
1≤i<j≤r′
, (6.4)
where, if r is even,
ΛIi,j(t) := t
λi+dIi
i t
λj+d
I
j
j F
I
i,j(t),
and if r is odd,
ΛIi,j(t) :=
t
λi+d
I
i
i t
λj+d
I
j
j F
I
i,j(t) 1 ≤ i < j ≤ r
t
λi+d
I
i
i F
I
i (t) 1 ≤ i < j = r + 1.
Proof. Since D(λ)r = ∆r\C(λ), we have∏
(i,j)∈∆r
(1− t¯i/t¯j)∏
(i,j)∈C(λ)(1− ti/t¯j)
=
∑
I⊂D(λ)r
∏
(i,j)∈I
(−ti/t¯j)
∏
(i,j)∈∆r
1− t¯i/t¯j
1− ti/t¯j
.
Note that
∏
(i,j)∈I ti(−t¯j)
−1 =
∏r
i=1 t
dIi
i (1 + βti)
cIi and
t¯i − t¯j
t¯i ⊕ t¯j
= −(1 + βti)
1− t¯i/t¯j
1− ti/t¯j
. (6.5)
By Lemma 2.4 [28], we have
Pf
(
t¯i − t¯j
t¯i ⊕ t¯j
)
1≤i<j≤m
=
∏
1≤i<j≤m
t¯i − t¯j
t¯i ⊕ t¯j
,
for any even integer m. From this, a direct computation shows that
tλ11 · · · t
λr′
r′
 ∏
(i,j)∈I
(−ti/t¯j)
 ∏
(i,j)∈∆r′
1− t¯i/t¯j
1− ti/t¯j

=
r′∏
i=1
(−1)r
′−it
λi+dIi
i
(1 + βti)
r′−i−cIi
Pf
(
t¯i − t¯j
t¯i ⊕ t¯j
)
1≤i<j≤r′
= Pf
 (−1)r′−itλi+dIii
(1 + βti)
r′−i−cIi
(−1)r
′−jt
λj+dIj
j
(1 + βtj)
r′−j−cIj
t¯i − t¯j
t¯i ⊕ t¯j

1≤i<j≤r′
= Pf
(−1)i+j+1 tλi+dIii
(1 + βti)
r′−i−cIi−1
t
λj+dIj
j
(1 + βtj)
r′−j−cIj
1− t¯i/t¯j
1− ti/t¯j

1≤i<j≤r′
. (6.6)
34
Since multiplying each entry by (−1)i+j+1 does not modify change the Pfaffian, one obtains the
formula for the case when r is even, i.e. r = r′.
If r is odd, i.e. r′ = r + 1, we can observe that
tλ11 · · · t
λr
r
∏
(i,j)∈∆r
(1− t¯i/t¯j)∏
(i,j)∈C(λ)(1− ti/t¯j)
= tλ11 · · · t
λr+1
r+1
∏
(i,j)∈∆r+1
(1− t¯i/t¯j)∏
(i,j)∈C(λ)(1− ti/t¯j)
∣∣∣∣∣
tr+1=−β−1
.
By applying (6.6) to the right hand side, we obtain
tλ11 · · · t
λr
r
∏
(i,j)∈∆r
(1− t¯i/t¯j)∏
(i,j)∈C(λ)(1− ti/t¯j)
=
∑
I⊂D(λ)r+1
Pf
[
t
λi+dIi
i t
λj+dIj
j F
I
i,j(t)
]
1≤i<j≤r+1
∣∣∣∣∣
tr+1=−β−1
For any subset I ⊂ D(λ)r+1, we have F
I
i,r+1(t)|tr+1=−β−1 = 0 if (i, r + 1) ∈ I. Thus only
the terms with I ⊂ D(λ)r survive. Furthermore, if (i, r + 1) 6∈ I, then λr+1 + d
I
r+1 = 0 and
F Ii,r+1(t)|tr+1=−β−1 = F
I
i (t). This proves the odd case.
For the reader’s convenience, we provide the specialization of Lemma 6.13 to the Lagrangian
case k = 0.
Lemma 6.14. We have
tλ11 · · · t
λr
r
∏
(i,j)∈∆r
1− t¯i/t¯j
1− ti/t¯j
= Pf (Λi,j(t))1≤i<j≤r′ , (6.7)
where, if r is even,
Λi,j(t) :=
tλii
(1 + βti)r−i−1
t
λj
j
(1 + βtj)r−j
1− t¯i/t¯j
1− ti/t¯j
,
and if r is odd,
Λi,j(t) :=

tλii
(1 + βti)r−i
t
λj
j
(1 + βtj)r+1−j
1− t¯i/t¯j
1− ti/t¯j
1 ≤ i < j ≤ r
tλii
(1 + βti)r−i
1 ≤ i < j = r + 1.
6.5 Main theorem for type C
Consider the expansion of F Ii,j(t) and F
I
i (t) as Laurent series in L
R:
F Ii,j(t) =
∑
p≥0,
p+q≥0
f ij,Ipq t
p
i t
q
j , F
I
i (t) =
∑
p≥0
f i,Ip t
p
i .
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Theorem 6.15. Let λ be a k-strict partition in SPk(n) of length r and χ its characteristic index.
In CK∗(SGk(E)), the fundamental class of the degeneracy locus Ωλ is given by
[Ωλ] =
∑
I⊂D(λ)r
Pf
 ∑
p,q∈Z
p≥0,p+q≥0
f ij,Ipq C
(χi)
λi+dIi+p
C
(χj)
λj+dIj+q

1≤i<j≤r′
,
where r′ is the smallest integer greater than or equal to r and we set C
(−n−1)
−i := (−β)
i for i ≤ 0.
In particular, if r is odd, then (i, r + 1)-entry of the Pfaffian reduces to
∑
p≥0 f
i,I
p C
(χi)
λi+dIi+p
.
Proof. By Lemma 6.5 and Proposition 6.12, we have
[Ωλ] = φ1
(
tλ11 · · · t
λr
r
∏
(i,j)∈∆r
(1− t¯i/t¯j)∏
(i,j)∈C(λ)(1− ti/t¯j)
)
.
Then Lemma 6.13 implies the formula. See also Remark 6.10 for the cohomological notation.
As a special case of Theorem 6.15, we obtain the Pfaffian formula of the degeneracy loci classes
for the Lagrangian Grassmannian LG(E) = SG0(E).
Theorem 6.16. Let λ ∈ SP(n) be of length r. Let f ijpq = f
ij,∅
pq and f ip = f
i,∅
p . In CK
∗(LG(E)),
The fundamental class of the degeneracy locus Ωλ is given as follows: if r is even,
[Ωλ] = Pf
 ∑
p,q∈Z
p≥0,p+q≥0
f ijpqC
(λi−1)
λi+p
C
(λj−1)
λj+q

1≤i<j≤r
,
if r is odd,
[Ωλ] =
r∑
s=1
(−1)s+r
∑
p∈Z
p≥0
f spC
(λs−1)
λs+p
Pf
 ∑
p,q∈Z
p≥0,p+q≥0
f ijpqC
(λi−1)
λi+p
C
(λj−1)
λj+q

1≤i<j≤r
i,j 6=s
.
Remark 6.17. In the theorem, in order to deal with the odd case, we have applied the cofactor
expansion of Pfaffian to the last column of the Pfaffian.
7 Pfaffian formula for odd orthogonal Grassmann bundles
In this section, we fix nonnegative integers n and k such that 0 ≤ k < n, unless otherwise stated.
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7.1 Odd orthogonal degeneracy loci
Let E be a vector bundle over X of rank 2n + 1 with a non-degenerate symmetric form. We
assume to be given a complete flag of E
Fn−1 ⊂ · · · ⊂ F 1 ⊂ F 0 ⊂ (F 0)⊥ ⊂ F−1 ⊂ · · · ⊂ F−n = E, (7.1)
such that rank(F i) = n− i for i ≥ 0 and (F i)⊥ = F−i for all i ≥ 1. Note that rank(F i) = n− i+1
for i ≤ −1. Let OGk(E) be the Grassmannian of isotropic subbundles of rank n − k in E. We
denote an element of OGk(E) by (x,Ux) where x ∈ X and Ux is an (n− k)-dimensional isotropic
subspace of Ex.
Definition 7.1. Let λ ∈ SPk(n) of length r with χ its characteristic index. The associated
degeneracy loci ΩBλ is defined by
ΩBλ = {(x,Ux) ∈ OG
k(n) | dim(Ux ∩ F
χi) ≥ i, i = 1, . . . , r}.
In this section, we write ΩBλ simply by Ωλ.
7.2 Quadric bundle
We describe the degeneracy loci classes of OGn−1(E), which has a structure of a fibration of
quadric hypersurfaces and is denoted by Q(E). In this section we do not assume that X is
smooth, it suffices that it is regularly embedded in a smooth variety. Later this will allow us to
apply the results of this section to the study of the classes of the resolutions of Ωλ.
For each point x ∈ X, the set of all isotropic lines of Ex forms a closed subvariety of P(Ex). One
can choose homogeneous coordinates (x1, . . . , xn, y1, . . . , yn, z) of P(Ex) such that the subvariety
is the quadric hypersurface defined by the equation
x1y1 + · · ·+ xnyn + z
2 = 0.
Let S be the tautological line bundle of Q(E). We consider the subvatieties in P(E) corresponding
the components of the flag (7.1). We may assume
P(F 0) : y1 = · · · = yn = z = 0, P((F
0)⊥) : y1 = · · · = yn = 0,
and for 1 ≤ i ≤ n,
P(F i) : y1 = · · · = yn = z = 0, x1 = · · · = xi = 0, P(F
−i) : yi+1 = · · · = yn = 0
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in the local coordinates. Since for 0 ≤ i < n the subbundle F i is isotropic, we have that P(F i) is
naturally a subvariety of Q(E). For −n ≤ i < 0, one sees that the scheme-theoretic intersection
Q(E) ∩ P(F i) is reduced. We denote these subvarieties of Q(E) by Xi:
Xi =
Q(E) ∩ P(F i) (−n ≤ i < 0)
P(F i) (0 ≤ i < n).
(7.2)
Note that the scheme-theoretic intersection Q(E) ∩ P((F 0)⊥) in P(E) is not reduced and the
defining ideal is generated by z2, y1, . . . , yn. The corresponding scheme with the reduced structure
is X0 = P(F
0). The following result on the fundamental class of a non-reduced closed subscheme
allows us to calculate [Q(E)∩P((F 0)⊥)] and hence [Xi] for 0 ≤ i < n as elements in CK∗(Q(E)).
Lemma 7.2. ([42, Section 7.2.1]) Let W be a smooth scheme and D a smooth prime divisor on
W . Consider the divisor E = 2D and let |E| be the closed subscheme of W defined by E. If L is
the line bundle corresponding to D and ι : D → |E| is the natural morphism, then we have
1|E| = ι∗(2 + βc˜1(L|D)(1D)) in CK∗(|E|).
where L|D is the restriction of L to D.
Now we calculate the classes [Xi].
Lemma 7.3. In CK∗(Q(E)) the class of the subvariety Xi for −n ≤ i < 0 is given by
[Xi] = c˜n+i(S
∨ ⊗ E/F i)(1Q(E)).
For 0 ≤ i < n, the class of Xi in CK∗(Q(E)) satisfies the following identity(
2 + βc˜1(S
∨ ⊗ (F 0)⊥/F 0)
)
([Xi]) = c˜n+i
(
S∨ ⊗ (E/(F 0)⊥ ⊕ F 0/F i)
)
(1Q(E)). (7.3)
Proof. For i < 0, the formula is a simple consequence of Lemma 2.2. We show the case when
i = 0 by computing the class [X0] in CK∗(Q(E)) in two different ways. The variety X0 = P(F
0)
is a divisor in P((F 0)⊥), corresponding the line bundle S∨ ⊗ (F 0)⊥/F 0 and hence by Lemma 2.2
one has [X0] = c˜1(S
∨ ⊗ (F 0)⊥/F 0)(1P((F 0)⊥)) in CK∗(P((F
0)⊥)). As noted above, the scheme
theoretic intersection Q(E)∩P((F 0)⊥) is not reduced and it defines the divisor 2X0 on P((F
0)⊥).
From Lemma 7.2, we have
1Q(E)∩P((F 0)⊥) = ι∗(2 + βc˜1(S
∨ ⊗ (F 0)⊥/F 0)(1X0)) (7.4)
where ι : X0 → Q(E)∩P((F
0)⊥) is the natural morphism. Since the class 2+βc˜1(S
∨⊗(F 0)⊥/F 0)
is defined over Q(E), by pushing forward (7.4) to Q(E) and by the projection formula, we obtain
[Q(E) ∩ P((F 0)⊥)] = (2 + βc˜1(S
∨ ⊗ (F 0)⊥/F 0))([X0]).
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On the other hand, by Lemma 2.2 we have [Q(E)∩P((F 0)⊥)] = c˜n(S
∨⊗E/(F 0)⊥)(1Q(E)). This
proves the case i = 0.
For i > 0, we have [Xi] = c˜i(S
∨ ⊗ F 0/F i)(1X0) in CK∗(X0). By pushing it forward to Q(E),
we obtain [Xi] = c˜i(S
∨⊗F 0/F i)([X0]) in CK∗(Q(E)). By applying 2+βc˜1(S
∨⊗ (F 0)⊥/F 0) and
the identity (7.3) for i = 0, we obtain the identity:
(2 + βc˜1(S
∨ ⊗ (F 0)⊥/F 0))([Xi]) = (2 + βc˜1(S
∨ ⊗ (F 0)⊥/F 0)) ◦ c˜i(S
∨ ⊗ F 0/F i)([X0])
= c˜n(S
∨ ⊗ E/(F 0)⊥) ◦ c˜i(S
∨ ⊗ F 0/F i)(1Q(E))
= c˜n+i(S
∨ ⊗ (E/(F 0)⊥ ⊕ F 0/F i))(1Q(E)),
in CK∗(Q(E)).
The non-degenerate symmetric form of E induces an isomorphism between the trivial line
bundle and (F 0)⊥/F 0 ⊗ (F 0)⊥/F 0. Therefore c1((F
0)⊥/F 0) = 0 in CK∗(Q(E)) ⊗ Z[1/2]. Thus
we have the following corollary.
Corollary 7.4. In CK∗(Q(E)) ⊗Z Z[1/2], we have
[Xi] =

c˜n+i(S
∨ ⊗ E/F i)(1Q(E)) (−n ≤ i < 0)(
1
(2 + βc˜1(S∨))
c˜n+i(S
∨ ⊗ E/F i)
)
(1Q(E)) (0 ≤ i ≤ n− 1).
Remark 7.5. By Remark 2.12, we can rewrite the formula in Corollary 7.4 in CK∗(Q(E)) ⊗Z
Z[1/2] as
[Xi] =

Sn+i((S − E/F
i)∨) (−n ≤ i < 0)
1
2
∑
s≥0
(
−β
2
)s
Sn+i+s((S − E/F
i)∨) (0 ≤ i ≤ n− 1).
7.3 Resolution of singularities
Consider the r-step flag bundle π : Flr(U) → OG
k(E) as before. We let D1 ⊂ · · · ⊂ Dr be the
tautological flag. Recall that Flr(U) can be constructed as the tower of projective bundles
π : Flr(U) = P(U/Dr−1)
πr−→ · · ·
π3−→ P(U/D1)
π2−→ P(U)
π1−→ OGk(E) (7.5)
We regard Dj/Dj−1 as the tautological line bundle of P(U/Dj−1) where we let D0 = 0. For
each j = 1, . . . , r, let τ˜j := c˜1((Dj/Dj−1)
∨) be the Chern class operator of (Dj/Dj−1)
∨ on
CK∗(P(U/Dj−1)).
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Definition 7.6. For each j = 1, . . . , r, we define a subvariety Zj of P(U/Dj−1) by
Zj := {(x,Ux, (D1)x, . . . , (Dj)x) ∈ P(U/Dj−1) | (Di)x ⊂ F
χi
x , i = 1, . . . , j}.
We set Z0 := OG
k(E) and Zλ := Zr. Let Pj−1 := π
−1
j (Zj−1) and consider the projection
π′j : Pj−1 → Zj−1 and the obvious inclusion ιj : Zj → Pj−1. Let ̟j := π
′
j ◦ ιj . We have the
commutative diagram
P(U/Dj−1) πj
// P(U/Dj−2)
Pj−1
π′j
//
OO
Zj−1
OO
Zj
ιj
OO
̟j
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦
Let ̟ := ̟1 ◦ · · · ◦̟r : Zλ → OG
k(E).
Now we prove the key lemma to compute the pushforward of the fundamental class of Zλ.
Lemma 7.7. For each j = 1, . . . , r, the variety Zj is regularly embedded in Pj−1 and Pj−1 is
regularly embedded in P(U/Dj−1). Moreover, in CK∗(Pj−1) we have
ιj∗(1Zj ) = α˜j(1Pj−1),
where
α˜j =

c˜λj+n−k−j((Dj/Dj−1)
∨ ⊗ (D⊥γj/F
χj )) (−n ≤ χj < 0)
1
(2 + βc˜1((Dj/Dj−1)∨))
c˜λj+n−k−j((Dj/Dj−1)
∨ ⊗ (D⊥γj/F
χj )) (0 ≤ χj < n).
Proof. First we consider the case when j = 1. Let Q(E) → P0 = P(U) be the quadric bundle
where E is regarded as a bundle over P0 by pullback. Since U is isotropic, there is an obvious
regular embedding s1 : P0 → Q(E). If S1 is the tautological line bundle of Q(E), then s
∗
1S1 = D1.
Let Xi be the subvariety of Q(E) defined at (7.2), then we find that Z1 = s
−1
1 (Xχ1). This implies
that ι1 : Z1 → P0 is a regular embedding. Moreover, by pulling back the formula in Lemma 7.4,
we obtained the claim.
To prove the claim for j ≥ 2, we use induction on j. In particular, the regularity of Zi →֒ Pi−1
for all i < j implies the regularity of Pj−1 →֒ P(U/Dj−1) since Pj−1 = π
−1
j (Zj−1).
Over Pj−1 we know that Di is a subbundle of F
χi for all i < j. First suppose that χj ≥ 0.
Then γj = j− 1. Consider the quadric bundle Q(D
⊥
j−1/Dj−1)→ Pj−1. The line bundle Dj/Dj−1
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over Pj−1 defines a section s : Pj−1 → Q(D
⊥
j−1/Dj−1). Then it is easy to see that we have a fiber
diagram
Pj−1
s // Q(D⊥j−1/Dj−1)
Zj
OO
// P(Fχj/Dj−1)
OO
(7.6)
Since P(Fχj/Dj−1) is regularly embedded in Q(D
⊥
j−1/Dj−1), it follows that Zj is regularly em-
bedded in Pj−1. Moreover, by the diagram (7.6), we have
[Zj ] = s
∗[P(Fχj/Dj−1)].
in CK∗(Pj−1). Thus by Lemma 7.4, we obtain the desired formula.
Next suppose χj < 0. Similarly to the proof of Lemma 6.4, we find that F
χj ⊂ (Fχγj )⊥ ⊂ D⊥γj
over Pj−1. Thus we have the bundle map Dj/Dj−1 → D
⊥
γj
/Fχj over Pj−1. Thus it defines a
section σ of (Dj/Dj−1)
∨ ⊗D⊥γj/F
χj . We can show from the local equation that the zero scheme
of σ is reduced and it coincides with Zj. Since the codimension of Zj and the rank of the bundle
(Dj/Dj−1)
∨⊗D⊥γj/F
χj agree, we can conclude that Zj is regularly embedded in Pj−1. Moreover
by Lemma 5.2, we obtain the desired formula.
Lemma 7.8. The variety Zλ is irreducible and has at worst rational singularity. Furthermore,
Zλ is birational to Ωλ through ̟.
Proof. Consider the following r-step isotropic partial flag bundle Flisotr (E) over X: the fiber
at x ∈ X consists of flags (C•)x of isotropic subspaces (C1)x ⊂ · · · ⊂ (Cr)x ⊂ Ex such that
dim(Cj)x = j. Let Z be an OG
k(F2(n−r))-bundle over Flisotr (E) defined by
Z = {(x, (C•)x, Vx) | Vx ∈ OG
k((C⊥r /Cr)x)}.
Let Wλ be the degeneracy locus in Fl
isot
r (E) defined by
Wλ := {(x, (C•)x) ∈ Fl
isot
r (E) | dim(F
χi
x ∩ (Ci)x) ≥ i, i = 1, . . . , r}.
Consider the total space Z|Wλ of the restriction of the bundle Z to Wλ:
Z|Wλ = {(x, (C•)x, Vx) ∈ Z | dim(F
χi
x ∩ (Ci)x) ≥ i, i = 1, . . . , r}.
Note that the conditions imply (Ci)x ⊂ F
χi
x for each i. We can show that the variety Z|Wλ is
isomorphic to Zλ. Indeed, recall that
Zλ = {(x,Ux, (D•)x) ∈ Flr(U) | (Di)x ⊂ F
χi
x , i = 1, . . . , r}.
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The isomorphism Z|Wλ → Zλ is given by
(x, Vx, (C•)x) 7→ (x, V˜x, (C•)x),
where the (n− k)-dimensional isotropic subspace V˜x ⊂ Ex is defined as the preimage of Vx under
the quotient map (C⊥r )x → (C
⊥
r /Cr)x. It follows from a well-known fact about Schubert varieties
that the variety Wλ is irreducible and has at worst rational singularity (cf. [39, p.274, 8.2.2.
Theorem (c)]). Therefore Zλ is irreducible and has at worst rational singularity as well.
For the latter claim, first note that ̟ is the restriction of π to Zλ. Let Ω
B◦
λ be an open set
of Ωλ, consisting of (x,Ux) ∈ SG
k(E) such that dim(Fχix ∩ Ux) = i and dim(F
χi+1
x ∩ Ux) = i− 1
for all i = 1, . . . , r. Let Z◦λ be the preimage of Ω
◦
λ by π|Zλ : Zλ → Ωλ. Then it is easy to see that
π|Z◦
λ
: Z◦λ → Ω
◦
λ is bijective. Thus in the view of the irreducibility of Zλ and Ωλ, this implies that
π|Zλ is birational.
Similarly to Lemma 6.5, Lemma 7.8 implies the following lemma.
Lemma 7.9. The fundamental class of Ωλ in CK∗(OG
k(E)) is given by
[Ωλ] = ̟∗(1Zλ).
7.4 Pushforward formula and umbral calculus
Definition 7.10. For each m ∈ Z, we define the Segre class operators B˜
(ℓ)
m for CK∗(OG
k(E))⊗Z
Z[1/2] by the following generating function
∑
m∈Z
B˜
(ℓ)
m u
m =

S˜ ((U − E/F ℓ)∨;u) (−n ≤ ℓ < 0)
1
2 + βu−1
S˜ ((U − E/F ℓ)∨;u) (0 ≤ ℓ ≤ n).
Or equivalently,
B˜
(ℓ)
m :=

S˜m((U − E/F
ℓ)∨) (−n ≤ ℓ < 0)
1
2
∑
s≥0
(
−β
2
)s
S˜m+s((U − E/F
ℓ)∨) (0 ≤ ℓ ≤ n).
In CK∗(OGk(E))⊗Z Z[1/2], we denote B
(ℓ)
m := B˜
(ℓ)
m (1OGk(E)).
Example 7.11. Let λ = (λ1) ∈ SP
k(n). The corresponding degeneracy loci is denoted by Ωλ1 :
Ωλ1 = {(x,Ux) ∈ OG
k(n) | dim(Ux ∩ F
χ1) ≥ 1}.
By Proposition 2.11, Lemma 7.9 and 7.7, we have [Ωλ1 ] = B
(χ1)
λ1
in CK∗(OGk(E))⊗Z Z[1/2].
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Lemma 7.12. In CK∗(Zj−1)⊗Z Z[1/2], we have
̟j∗ ◦ τ˜
s
j (1Zj ) =
∞∑
p=0
p∑
q=0
(
p
q
)
βq c˜p(Dj−1 −D
∨
γj
) ◦ B˜
(χj)
λj+s−p+q
(1Zj−1), s ≥ 0.
Proof. By Lemma 7.7, we have
̟j∗ ◦ τ˜
s
j (1Zj ) = π
′
j∗ ◦ ιj∗ ◦ τ˜
s
j (1Zj ) = π
′
j∗ ◦ τ˜
s
j ◦ ιj∗(1Zj ) = π
′
j∗ ◦ τ˜
s
j ◦ α˜j(1Pj−1).
Suppose that χj < 0. By Theorem 5.5, the right hand side equals
S˜λj+s((U/Dj−1 −D
⊥
γj
/Fχj )∨)(1Zj−1) = S˜λj+s((U − E/F
χj −Dj−1 +D
∨
γj
)∨)(1Zj−1)
where D⊥γj = E −D
∨
γj
. Then (5.5) proves the formula. Similarly, if 0 ≤ χj, Theorem 5.5 implies
that the right hand side equals
∞∑
s′=0
(
−β
2
)s′
S˜λj+s+s′((U/Dj−1 −D
⊥
γj
/Fχj )∨)(1Zj−1),
and the claim follows from (5.5).
Set R := CK∗(OGk(E)) ⊗Z Z[1/2] and let L
R be the ring of formal Laurent series with
indeterminates t1, . . . , tr defined in Definition 3.6.
Definition 7.13. Define a homomorphism φ1 : L
R ⊗Z Z[1/2] → CK∗(OG
k(E)) ⊗Z Z[1/2] of
graded R-modules by
φ1(t
s1
1 · · · t
sr
r ) = S˜s1((U − E/F
χ1)∨) ◦ · · · ◦ S˜sr((U − E/F
χr)∨)(1OGk(E)).
Similarly, for j ≥ 2, define a homomorphism φj : L
R,j ⊗Z Z[1/2]→ CK∗(Zj−1)⊗Z Z[1/2] graded
R-modules by
φj(t
s1
1 · · · t
sr
r ) = τ˜
s1
1 ◦ · · · ◦ τ˜
sj
j−1 ◦ S˜sj((U − E/F
χj )∨) ◦ · · · ◦ S˜sr((U − E/F
χr)∨)(1Zj−1).
Note that for each i such that j ≤ i ≤ r and χi ≥ 0, we have
φj
(
tmi
2 + βti
)
= B˜(χi)m (1Zj−1), m ∈ Z. (7.7)
Similarly to Lemma 6.11 and Proposition 6.12, starting from Lemma 7.12 we can show the
following lemma and proposition.
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Lemma 7.14. We have
̟j∗ ◦ τ˜
s
j (1Zj ) =

φj
(
t
λj+s
j
∏j−1
i=1 (1− t¯i/t¯j)∏γj
i=1(1− ti/t¯j)
)
(χj < 0),
φj
(
t
λj+s
j
2 + βtj
∏j−1
i=1 (1− t¯i/t¯j)∏γj
i=1(1− ti/t¯j)
)
(0 ≤ χj),
for all s ≥ 0.
Proposition 7.15. We have
̟1∗ ◦ · · · ◦̟r∗(1Zλ) = φ1
tλ11 · · · tλrr ∏
1≤i≤r
χi≥0
1
2 + βti
∏
(i,j)∈∆r
(1− t¯i/t¯j)∏
(i,j)∈C(λ)(1− ti/t¯j)
 .
7.5 Main theorem for type B
Let us recall from Section 6.5 the following Laurent series in LR:
F Ii,j(t) =
∑
p,q∈Z
p≥0,p+q≥0
f ij,Ipq t
p
i t
q
j ; F
I
i (t) =
∑
p∈Z
p≥0
f i,Ip t
p
i .
Theorem 7.16. Let λ ∈ SPk(n) of length r with χ its characteristic index. In CK∗(OGk(E))⊗Z
Z[1/2], the fundamental class of the degeneracy locus Ωλ is given by
[Ωλ] =
∑
I⊂D(λ)r
Pf
 ∑
p,q∈Z
p≥0,p+q≥0
f ij,Ipq B
(χi)
λi+dIi+p
B
(χj)
λj+dIj+q

1≤i<j≤m
,
where m = r if r is even and m = r+1 if r is odd, and B
(−n−1)
−i := (−β)
i for i ≤ 0. In particular,
if r is odd, then (i,m)-entry of the Pfaffian reduces to
∑
p∈Z
p≥0
f i,Ip B
(χi)
λi+dIi+p
.
Proof. By Lemma 7.9 and Proposition 7.15, we have
[Ωλ] = φ1
tλ11 · · · tλrr ∏
1≤i≤r
χi≥0
1
2 + βti
∏
(i,j)∈∆r
(1− t¯i/t¯j)∏
(i,j)∈C(λ)(1− ti/t¯j)
 .
Then an application of Lemma 6.13 together with (7.7) proves the formula.
8 Equivariant connective K-theory
In this section, we introduce torus equivariant connective K-theory following Krishna [37] and give
Goresky–Kottwitz–MacPherson (GKM) type description for the equivariant connective K-theory
of isotropic Grassmannians. For the rest of the paper we fix a nonnegative integer k.
44
8.1 Preliminaries
Let Tn be a standard algebraic torus (Gm)
n. If Tn acts on a smooth variety X, the Tn-equivariant
connective K-theory CK∗Tn(X) is a graded algebra over CK
∗
Tn
(pt), the Tn-equivariant connective
K-theory of a point. If E → X is a Tn-equivariant vector bundle, the i-th Tn-equivariant Chern
classes of E is denoted also by ci(E) as in the rest of the paper.
First of all, we fix the identification of CK∗Tn(pt) with a ring of graded formal power series.
Let ε1, . . . , εn be the standard basis of the character group of Tn. Let Li be the one dimensional
representation of Tn with character εi. Let b1, b2, . . . be an infinite sequence of indeterminants.
Then we have the isomorphism
CK∗Tn(pt)→ Q[β][[b1, . . . , bn]]gr; c1(Li) 7→ bi (8.1)
of graded algebras over Q[[β]]gr ([37, §2.6]). We set CK
∗
Tn
:= CK∗Tn(pt) for simplicity.
Similarly we denote CK∗T∞ := Q[β][[b]]gr := Q[β][[b1, b2, . . . ]]gr. In the rest of the paper, we
regard a CK∗Tn-algebra as a CK
∗
T∞
-algebra via the projection CK∗T∞ → CK
∗
Tn
defined by bi = 0
for all i > n.
Remark 8.1. After specializing at β = 0, Q[β][[b1, . . . , bn]]gr becomes Q[b1, . . . , bn]. If we spe-
cialize at β = −1, one obtains Q[[b1, . . . , bn]], which can be identified with the completion of the
representation ring R(Tn) with rational coefficients
KTn(pt)⊗Z Q = R(Tn)⊗Z Q = Q[e
±ε1 , . . . , e±εn ],
where we naturally identify the K-theory class of Li with e
−εi and bi corresponds to 1− e
εi (cf.
Krishna [38, Theorem 7.3]).
8.2 Symplectic and odd orthogonal Grassmannians
Recall that F is our base field. Let E = E(n) be a vector space F2n or F2n+1 of dimension 2n or
2n + 1 respectively. We fix bases by
F2n = Span{e i¯, ei | 1 ≤ i ≤ n}, F
2n+1 = Span{e i¯, ei | 1 ≤ i ≤ n} ∪ {e0}.
together with the symplectic form and non-degenerate symmetric form
n∑
i=1
e∗i ∧ e
∗
i¯
, e∗0 ⊗ e
∗
0 +
n∑
i=1
e∗i ⊗ e
∗
i¯
respectively, where e∗i denotes the dual of ei. We define the action of Tn on E as follows: Tn
acts on Fei with weight εi and on Fei¯ with weight −εi. This identifies Tn with maximal tori of
Sp2n(F) and O2n+1(F).
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For each ℓ ∈ {1, . . . , n}, define the subspaces of E
F ℓ = SpanF{en, . . . , eℓ+1}, F
−ℓ = (F 0)⊥ ⊕ SpanF{e1¯, · · · , eℓ¯}
so that c(E/F 0;u) =
∏n
i=1(1 + biu) and
c(E/F ℓ;u) = c(E/F 0;u)
ℓ∏
i=1
(1 + biu), c(E/F
−ℓ;u) = c(E/F 0;u)
ℓ∏
i=1
1
1 + b¯iu
.
Here let us observe that the action of Tn on Fe0 is trivial, so that c((F
0)⊥/F 0;u) = 1.
For n ≥ k, let Gkn be the Grassmannians of n− k dimensional isotropic subspaces in E, i.e.
Gkn :=
SGk(E) if E = F2n with the symplectic form,OGk(E) if E = F2n+1 with the non-degenerate symmetric form.
We write X = C for the symplectic case, and X = B for the odd orthogonal case. For each
λ ∈ SPk(n), the Schubert variety ΩXλ of G
k
n by Definition 6.1 (or 7.1) is Tn-stable. Thus in
CK∗Tn(G
k
n) it defines the Tn-equivariant class [Ω
X
λ ]Tn . As a CK
∗
Tn
-module, CK∗Tn(G
k
n) is freely
generated by [ΩXλ ]Tn , λ ∈ SP
k(n). See [37].
Let U be the tautological isotropic bundle of Gkn. We denote the trivial bundle over G
k
n with
the fiber F i by the same symbol F i. We define the classes C
(ℓ)
m in CK
∗
Tn
(SGk(F2n)) and B
(ℓ)
m in
CK∗Tn(OG
k(F2n+1)) by using Definition 6.7 and 7.10 respectively where we regard the Chern (or
Segre) classes as equivariant ones. Namely, for m ∈ Z and ℓ = −n, · · · , n, let
C
(ℓ)
m := Sm(U
∨ − (E/F ℓ)∨)
and
B
(ℓ)
m :=

Sm((U − E/F
ℓ)∨) (−n ≤ ℓ < 0),
1
2
∑
s≥0
(
−β
2
)s
Sm+s((U − E/F
ℓ)∨) (0 ≤ ℓ ≤ n).
Theorem 6.15 and 7.16 hold in this equivariant setting. Indeed, let BTn be the classifying space
of Tn and ETn → BTn the universal bundle. Consider the bundle ETn ×Tn E over ETn ×Tn G
k
n.
We can apply Theorem 6.15 or 7.16 to every finite approximation of this bundle. Then the
functoriality of Chern classes implies the claim.
8.3 GKM description
It is well-known that the set (Gkn)
Tn of Tn-fixed points in G
k
n is bijective to SP
k(n). For each
λ ∈ SPk(n), let eλ denote the corresponding fixed point. Let Fun(SP
k(n), CK∗Tn) be the algebra
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of maps from SPk(n) to CK∗Tn where the algebra structure is given by the pointwise multiplication.
Then we can identify CK∗Tn((G
k
n)
Tn) with Fun(SPk(n), CK∗Tn) as graded CK
∗
Tn
-algebras. For every
inclusion ιn : (G
k
n)
Tn →֒ Gkn, we can consider the following homomorphism of CK
∗
Tn
-algebras given
by pull-back:
ι∗n : CK
∗
Tn(G
k
n)→ Fun(SP
k(n), CK∗Tn).
Below, with the help of GKM theory, we describe CK∗Tn(G
k
n) as the image of ι
∗
n. First we
prepare some notations. Let ∆+ be the set of positive roots in L :=
⊕∞
i=1 Zεi defined by
∆+ := {εi, 1 ≤ i} ∪ {εj ± εi | 1 ≤ i < j} for type B and
∆+ := {2εi, 1 ≤ i} ∪ {εj ± εi | 1 ≤ i < j} for type C.
We define a map e : L→ CK∗T∞ by
e(εi) = bi, e(−εi) = b¯i, e(α+ γ) = e(α) ⊕ e(γ) and e(α − γ) = e(α) ⊖ e(γ).
Let sα ∈ W∞ be the simple reflection associated with the positive root α ∈ ∆
+. Note that W∞
acts naturally on the set SPk via the bijection SPk ∼=W∞/W(k) discussed in Section 4. Similarly,
Wn acts on SP
k(n) via the bijection SPk(n) ∼=Wn/Wn,(k). Let ∆
+
n := ∆
+ ∩ SpanZ{ε1, . . . , εn}.
For each α ∈ ∆+n one has sα ∈Wn and e(α) ∈ CK
∗
Tn
.
Definition 8.2. Let K
(k)
n be the graded CK
∗
Tn
-subalgebra of Fun(SPk(n), CK∗Tn) defined as fol-
lows: a map ψ : SPk(n)→ CK∗Tn is in K
(k)
n if and only if
ψ(sαµ)− ψ(µ) ∈ e(α) · CK
∗
Tn for all µ ∈ SP
k(n) and α ∈ ∆+n .
The next theorem holds by Corollary (3.20) in [36] (cf. Theorem 7.8 [37]).
Theorem 8.3. The map ι∗n is injective and its image coincides with K
(k)
n .
Remark 8.4. By the fact that e(2εi) = bi⊕bi = bi(2+βbi) and since 2+βbi is invertible in CK
∗
Tn
,
we can see that K
(k)
n is independent of the type B and C. Therefore we have CK
∗
Tn
(SGk(F2n)) ∼=
CK∗Tn(OG
k(F2n+1)) as graded CK∗Tn-algebras with rational coefficients.
The following proposition will be used in Section 10.
Proposition 8.5 (cf. Proposition 10.1 [27]). Let µ be a k-strict partition in SPk(n) and w its
corresponding signed permutation in Wn. Consider the pullback ι
∗
µ : CK
∗
Tn
(Gkn) → CK
∗
Tn
of the
inclusion ιµ : {eµ} → G
k
n. We have
ι∗µ(c(U ;u)) =
n∏
i=k+1
(1 + bw(i)u),
where we denote b¯i := b¯i.
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8.4 Stability of Schubert classes
Let E(n) → E(n+1) be the injective linear map defined by the inclusion of the basis elements. It
induces an embedding jn : G
k
n → G
k
n+1, which is equivariant with respect to the corresponding
inclusion Tn → Tn+1. Consider its pullback
j∗n : CK
∗
Tn+1
(Gkn+1)→ CK
∗
Tn(G
k
n).
Define
CK∗T∞(G
k
∞) :=
⊕
m∈Z
lim
←−
n
CKmTn(G
k
n),
where we take the inverse limit with respect to j∗n. Since we have
j∗n[Ω
X
λ ]Tn+1 =
[ΩXλ ]Tn if λ ∈ SPk(n),0 if λ 6∈ SPk(n), (8.2)
one obtains a unique element [ΩXλ ]T in CK
∗
T∞
(Gk∞) as a limit of the classes [Ω
X
λ ]Tn . By the
stability (8.2), together with the fact that the Schubert classes form a CK∗Tn-module basis, we
can conclude the following.
Lemma 8.6. Any element f of CK∗T∞(G
k
∞) can be expressed uniquely as a possibly infinite CK
∗
T∞
-
linear combination of the classes [ΩXλ ]T :
f =
∑
λ∈SPk
cλ[Ω
X
λ ]T , cλ ∈ CK
∗
T∞
.
9 The ring of double Grothendieck polynomials
In this section, we study an algebraic framework to introduce the functions that represent the
Schubert classes for the K-theory of symplectic and odd orthogonal Grassmannians. They can
be regarded as a generalization of the ones developed in [27] for double Schubert polynomials.
We also follow Ikeda–Naruse [28] with a slight modification to be able to deal with connective
K-theory.
9.1 The ring GΓ and its formal basis
In this section, we define the ring GΓ and show that GP -functions form a formal basis of GΓ.
Note that our GΓ is a completion of the one defined in [28]. Let x = (x1, x2, . . .) be a sequence
of indeterminates and Q[β][[x]]gr the ring of graded formal power series in xi’s.
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Definition 9.1. We denote by GΓn the graded subring of Q[β][[x1, . . . , xn]]gr whose elements are
the series f(x) such that:
(1) f(x) is symmetric in x1, . . . , xn.
(2) f(t, t¯, x3, x4, . . . , xn) = f(0, 0, x3, x4, . . . , xn).
These rings form a projective system with respect to the degree preserving homomorphism
GΓn+1 → GΓn given by xn+1 = 0. Let us denote by GΓ the graded projective limit of the
projective system. We can identify GΓ with the subring of Q[β][[x1, x2, . . . ]]gr defined by the
conditions analogous to (1) and (2) above.
Definition 9.2. For each strict partition λ = (λ1, . . . , λr) of length r ≤ n, we define
GP λ(x1, . . . , xn) =
1
(n− r)!
∑
w∈Sn
w
xλ11 · · · xλrr r∏
i=1
n∏
j=i+1
xi ⊕ xj
xi ⊖ xj
 .
The polynomial GP λ(x1, . . . , xn) is an element of GΓn and in the projective limit, it defines
an element GP λ(x) in GΓ.
The next lemma is a slight modification of Theorem 3.1 [28]. Although in order to prove it
we must work in the ring of graded formal power series, we leave the details to the reader since
it is parallel to the original one.
Lemma 9.3. A homogeneous element f(x1, . . . , xn) in GΓn of degree r is uniquely expressed as
a possibly infinite linear combination
f(x1, . . . , xn) =
∑
λ∈SPn
cλGP λ(x1, . . . , xn), cλ ∈ Q[β]r−|λ|.
Lemma 9.3 implies the following proposition.
Proposition 9.4. Any homogeneous element f(x) of GΓ with degree m is uniquely expressed as
a possibly infinite linear combination
f(x) =
∑
λ∈SP
cλGP λ(x), cλ ∈ Q[β]m−|λ|.
9.2 The ring K∞ and its GKM description
For infinite sequences of variables a = (a1, a2, . . . ) and b = (b1, b2, . . . ), consider the rings
Ra :=
∞⋃
m=0
Q[β][[a1, . . . , am]]gr, Rb :=
∞⋃
m=0
Q[β][[b1, . . . , bm]]gr.
Define the Rb-algebra K∞ := GΓ⊗Q[β]Ra ⊗Q[β] Rb.
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Remark 9.5. The ring K∞ (resp. K
(k)
∞ ) is theK-theoretic version of R∞ introduced in [27] (resp.
R
(k)
∞ in [26]). The corresponding double Grothendieck polynomials constructed by Kirillov-Naruse
[33] represent the K-theoretic equivariant Schubert classes.
Definition 9.6. We define the homomorphism of Rb-algebras
Φ∞ : K∞ → Fun(W∞,Rb); Φ∞(f) := (v 7→ Φv(f))v∈W∞ ,
where Φv : K∞ →Rb is the Rb-algebra homomorphism given by the substitution
xi 7→
bv(i) if v(i) < 00 if v(i) > 0 and ai 7→ b¯v(i).
Definition 9.7. Let K∞ be the subalgebra of Fun(W∞,Rb) consisting of functions ψ such that
ψ(sαv)− ψ(v) ∈ e(α) · Rb, for all v ∈W∞ and α ∈ ∆
+.
As noted in Remark 8.4, the elements 2 + βbi are invertible in Rb and hence the subalgebra
K∞ is independent of the types B and C.
Lemma 9.8. The image of Φ∞ lies in K∞.
Proof. Let bv := ((bv)1, (bv)2, . . . ) be the sequence defined by setting (bv)i := bv(i) if v(i) < 0 and
(bv)i := 0 if v(i) > 0. By the definition of K∞, it suffices to show that for any F (x) ∈ GΓ,
F (btijv)− F (bv) ∈ 〈bj ⊖ bi〉 for j > i ≥ 1
F (bsijv)− F (bv) ∈ 〈bj ⊕ bi〉 for j > i ≥ 1
F (bsiiv)− F (bv) ∈ 〈bi〉 for i ≥ 1,
where tij = sεj−εi , sij = sεj+εi , sii = sεi. These follow from an argument similar to the one in
the proof of Lemma 7.1. in [28].
Lemma 9.9. The map Φ∞ is injective.
Proof. By the definition of K∞ and Proposition 9.4, a homogeneous element f of K∞ of degree
d can be uniquely written as
f =
∑
λ∈SP
cλ(a; b)GP λ(x), cλ(a; b) ∈ (Ra ⊗Q[β] Rb)d−|λ|. (9.1)
By the definitions of K∞ and Ra ⊗Q[β] Rb, there exist m,n such that for all λ ∈ SP
cλ(a; b) = cλ(a1, . . . , an; b1, . . . , bm) ∈ Q[β][[a1, . . . , an, b1, . . . , bm]]d−|λ|.
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Suppose that Φ∞(f) = 0. Choose an integer N ≥ m + n + 1 and consider an element v of W∞
given by
v = (m+ 1, . . . ,m+ n, 1, . . . ,m,m+ n+ 1, . . . ,m+ n+N).
Then by applying Φv to (9.1) we obtain
Φv(f) =
∑
λ∈SP
cλ(bm+1, . . . , bm+n; b1, . . . , bm)GP λ(bm+n+1, . . . , bm+n+N , 0, 0, . . . ) = 0.
By Lemma 9.3, we can conclude that cλ(bm+1, . . . , bm+n; b1, . . . , bn) = 0 for all λ ∈ SP.
9.3 The action of W∞ and the ring K
(k)
∞
For i ≥ 0 we define operators sai on GΓ⊗Q[β]Ra as follows: if i ≥ 1, s
a
i switches ai and ai+1, and
for i = 0,
sa0(f(x1, x2, . . . ; a1, a2, . . . )) := f(a1, x1, x2, . . . ; a¯1, a2, . . . ).
These define actions of the Weyl group W∞ on GΓ⊗Q[β] Ra and on K∞.
On the other hand, we have the following action of W∞ on Fun(W∞,Rb): let si act on
ψ ∈ Fun(W∞,Rb) by s
R
i (ψ)(v) := ψ(vsi) for all i ≥ 0.
With these actions, the algebraic localization map Φ∞ isW∞-equivariant, i.e. s
R
i Φ∞ = Φ∞s
a
i .
The proof of this fact is similar to the one for Proposition 7.3 [27].
Definition 9.10. Fix k ≥ 0. Let K
(k)
∞ be the subalgebra of K∞ invariant under the action of
W(k).
Remark 9.11. It is clear that K
(k)
∞ = (GΓ⊗Q[β]Ra)
W(k) ⊗Q[β]Rb where (GΓ⊗Q[β]Ra)
W(k) is the
subring of GΓ⊗Q[β] Ra invariant under the action of W(k).
Remark 9.12. Since each element of Ra involves only finitely many ai’s, it follows that (GΓ⊗Q[β]
Ra)
W(k) is contained in GΓ[[a1, . . . , ak]]gr and we have f ∈ (GΓ⊗Q[β]Ra)
W(k) if and only if sai f = f
for all i = 0, 1, 2, . . . , k − 1.
We can identify Fun(SPk,Rb) with the subalgebra Fun(W∞,Rb)
W(k) of Fun(W∞,Rb) invari-
ant under the action ofW(k) as follows. For each λ ∈ SP
k, let wλ be the k-Grassmannian element
in W∞. For each ψ ∈ Fun(SP
k,Rb), we can define an element Fun(W∞,Rb)
W(k) by
v 7→ ψ(wλ) if v ∈ wλW(k).
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Under this identification, the localization map Φ∞ induces the map Φ
(k)
∞ : K
(k)
∞ → Fun(SPk,Rb).
Thus we have the following commutative diagram:
K∞
Φ∞
// Fun(W∞,Rb)
K
(k)
∞
Φ
(k)
∞
//
OO
Fun(SPk,Rb).
OO
Observe that the W∞-action on Fun(W∞,Rb) preserves K∞. Let K
(k)
∞ be the subring of K∞
invariant under the action of W(k). Under the identification Fun(SP
k,Rb) ∼= Fun(W∞,Rb)
W(k) ,
we find that K
(k)
∞ is the subalgebra of Fun(SPk,Rb) consisting of functions ψ such that
ψ(sαµ)− ψ(µ) ∈ e(α) · Rb, for all µ ∈ SP
k and α ∈ ∆+.
The next proposition follows from Lemma 9.8 and 9.9.
Proposition 9.13. The map Φ
(k)
∞ is injective and its image lies in K
(k)
∞ .
10 Functions representing Schubert classes
In this section, we introduce the functions GΘλ and GΘ
′
λ that represent the Schubert classes in
the equivariant connective K-theory of symplectic and odd orthogonal Grassmannians in type C
and B respectively. Recall that we have fixed a nonnegative integer k for the rest of the paper.
10.1 The basic functions
Definition 10.1. Define kGΘm(x, a), kGΘ
∗
m(x, a) ∈ GΓ[[a1, . . . , ak]]gr by
kGΘ(x, a;u) :=
∑
m∈Z
kGΘm(x, a)u
m =
1
1 + βu−1
∞∏
i=1
1 + (u+ β)xi
1 + (u+ β)x¯i
k∏
i=1
(1 + (u+ β)ai),
kGΘ
∗(x, a;u) :=
∑
m∈Z
kGΘ
∗
m(x, a)u
m =
1
2 + βu−1
kGΘ(x, a;u).
In particular, we have
kGΘ
∗
m(x) =
1
2
∑
s≥0
(
−β
2
)s
kGΘm+s(x).
We set
kGΘ
′
m(x, a) =
kGΘm(x, a) (m ≤ k)
kGΘ
∗
m(x, a) (m > k).
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Lemma 10.2. The functions kGΘm(x, a) and kGΘ
∗
m(x, a) are elements of (GΓ⊗Q[β]Ra)
W(k) for
all m ∈ Z.
Proof. The polynomial kGΘm(x, a) is invariant under the actions of s
a
1, . . . , s
a
k−1 since by definition
it is symmetric in a1, . . . , ak. As in [26, Proposition 5.1], we can check that s
a
0 preserves the
generating function in Definition 10.1 and so does kGΘm(x, a). Therefore the claim holds.
Definition 10.3. For each ℓ ∈ Z, define kGΘ
(ℓ)
m (x, a|b) and kGΘ
′(ℓ)
m (x, a|b) in K
(k)
∞ by
∑
m∈Z
kGΘ
(ℓ)
m (x, a|b)u
m =

kGΘ(x, a;u)
|ℓ|∏
i=1
1
1 + (u+ β)b¯i
(ℓ < 0),
kGΘ(x, a;u)
ℓ∏
i=1
(1 + (u+ β)bi) (ℓ ≥ 0),
and
∑
m∈Z
kGΘ
′(ℓ)
m (x, a|b)u
m =

kGΘ(x, a;u)
|ℓ|∏
i=1
1
1 + (u+ β)b¯i
(ℓ < 0),
kGΘ
∗(x, a;u)
ℓ∏
i=1
(1 + (u+ β)bi) (ℓ ≥ 0).
10.2 Factorial GΘ and GΘ′-functions for k-strict partitions
Let λ be a partition in SPk of length r and χ its characteristic index. Let LK
(k)
∞ be the ring of
formal Laurent series in indeterminates t1, . . . , tr defined in Definition 3.6. Consider the K
(k)
∞ -
module homomorphism
φλ : L
K
(k)
∞ → K(k)∞ ,
defined by
φλ
(∑
s∈Zr
fs · t
s1
1 · · · t
sr
r
)
=
∑
s∈Zr
fs · kGΘ
(χ1)
s1
· · · kGΘ
(χr)
sr
.
It is well-defined in the view of the definition of K
(k)
∞ as the subring of graded formal power series.
Also note that we have
φλ
(
tsii
2 + βti
)
= kGΘ
′(χi)
si
.
Definition 10.4. For each λ ∈ SPk of length r, define the functions
kGΘλ(x, a|b) := φλ
(
tλ11 · · · t
λr
r
∏
(i,j)∈∆r
(1− t¯i/t¯j)∏
(i,j)∈C(λ)(1 − ti/t¯j)
)
,
kGΘ
′
λ(x, a|b) := φλ
tλ11 · · · tλrr ∏
1≤i≤r
χi≥0
1
2 + βti
∏
(i,j)∈∆r
(1− t¯i/t¯j)∏
(i,j)∈C(λ)(1− ti/t¯j)
 .
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If the dependancy on k is clear from the context, we will suppress k, i.e. we will writeGΘλ(x, a|b) :=
kGΘλ(x, a|b) and GΘ
′
λ(x, a|b) := kGΘ
′
λ(x, a|b).
Remark 10.5. A direct computation shows that kGΘm(x, a) = (−β)
−m for each m ≤ 0.
It is clear from the definition and Remark 10.5 that both of GΘλ(x, a|b) and GΘ
′
λ(x, a|b) are
elements of K
(k)
∞ . Let us stress that GΘλ and GΘ
′
λ depend on k, since λ is considered as a k-strict
partition in SPk. By the result of Section 6.4, GΘλ(x, a|b) and GΘ
′
λ(x, a|b) respectively have the
Pfaffian expressions similarly to Theorem 6.15 and 7.16.
Example 10.6. For a partition λ = (λ1) ∈ SP
k of length 1, the corresponding characteristic
index is χ = (λ1 − k − 1). In this case, we have GΘ(λ1)(x, a|b) = kGΘ
(λ1−k−1)
λ1
(x, a|b) and
GΘ′(λ1)(x, a|b) = kGΘ
′(λ1−k−1)
λ1
(x, z|b).
10.3 The map Ψ
(k)
∞ from K
(k)
∞ to CK
∗
T∞
(Gk∞)
Together with the restriction, the map Rb → CK
∗
Tn
defined by setting bi = 0 for all i ≥ n + 1
defines the homomorphism p˜n : Fun(SP
k,Rb) → Fun(SP
k(n), CK∗Tn). By restriction, we obtain
a morphism K
(k)
∞ → K
(k)
n also denoted by p˜n.
Theorem 8.3 and Proposition 9.13 allow us to define the homomorphism of Rb-algebras
Ψ(k)n : K
(k)
∞ → CK
∗
Tn
(Gkn)
by the composition
K
(k)
∞
Φ
(k)
∞
// K
(k)
∞
p˜n
// K
(k)
n
(ι∗n)
−1
∼= // CK∗Tn(G
k
n).
Proposition 10.7. The morphisms Ψ
(k)
n induce injective homomorphism of graded Rb-algebras
Ψ(k)∞ : K
(k)
∞ → CK
∗
T∞
(Gk∞).
Proof. We have the following commutative diagrams
K
(k)
∞
p˜n+1
//
p˜n
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
K
(k)
n+1
pn

(ι∗n+1)
−1
∼= // CK∗Tn+1(G
k
n+1)
j∗n

K
(k)
n
(ι∗n)
−1
∼= // CK∗Tn(G
k
n)
(10.1)
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where pn is defined by setting bn+1 = 0 and restricting the domain of maps from SP
k(n + 1) to
SPk(n). This defines the commutative diagram
K
(k)
∞
Ψ
(k)
n+1 //
Ψ
(k)
n ((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
CK∗Tn+1(G
k
n+1)
j∗n

CK∗Tn(G
k
n).
(10.2)
and hence we have the morphism Ψ
(k)
∞ . It is easy to see that the morphism K
(k)
∞ → lim←−
n
K
(k)
n induced
by pn is injective, where lim←−
n
denotes the direct sum of the projective limits of each graded piece.
By the diagram (10.1), we find that (ι∗n)
−1 induces an isomorphism lim
←−
n
K
(k)
n → CK
∗
T∞
(Gk∞).
Hence, together with the injectivity of Φ
(k)
∞ stated in Proposition 9.13, we can conclude that Ψ
(k)
∞
is injective.
Recall that Gkn = SG
k(F2n) or OGk(F2n+1) and ΩXλ = Ω
C
λ or Ω
B
λ for X = C or B respectively.
Similarly we introduce the notations X
(ℓ)
m , kGX
(ℓ)
m and kGXλ as in the table
Gkn X
(ℓ)
m ΩXλ kGX
(ℓ)
m kGXλ
X = C SGk(F2n) C
(ℓ)
m ΩCλ kGΘ
(ℓ)
m kGΘλ
X = B OGk(F2n+1) B
(ℓ)
m ΩBλ kGΘ
′(ℓ)
m kGΘ
′
λ
Proposition 10.8. For −n ≤ ℓ ≤ n and m ∈ Z, we have Ψ
(k)
n (kGX
(ℓ)
m (x, a|b)) = X
(ℓ)
m .
Proof. The claim is a generalization of [27, Lemma 10.3] and the proof is analogous. Indeed, it
follows from the comparison of the localizations at eλ. For example, if G
k
n = SG
k(F2n), it suffices
to show
Φµ
(∑
m∈Z
kGΘ
(ℓ)
m u
m
)
= ι∗µ
(∑
m∈Z
C
(ℓ)
m u
m
)
. (10.3)
One can check this identity as follows. We have
Φµ
(∑
m∈Z
kGΘ
(ℓ)
m u
m
)
=

1
1 + βu−1
∏s
i=1
1 + (u+ β)b¯ζi
1 + (u+ β)bζi
∏k
i=1(1 + (u+ β)b¯ui)
∏ℓ
i=1(1 + (u+ β)bi) (ℓ ≥ 0),
1
1 + βu−1
∏s
i=1
1 + (u+ β)b¯ζi
1 + (u+ β)bζi
∏k
i=1(1 + (u+ β)b¯ui)
∏|ℓ|
i=1
1
1 + (u+ β)b¯i
(ℓ ≤ 0).
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On the other hand, if zk+1, . . . , zn are the Chern roots of U , we have
∑
m∈Z
C
(ℓ)
m u
m =

1
1 + βu−1
∏n
i=1(1 + (u+ β)b¯i)∏n
i=k+1(1 + (u+ β)zi)
∏ℓ
i=1(1 + (u+ β)bi) (ℓ ≥ 0),
1
1 + βu−1
∏n
i=1(1 + (u+ β)b¯i)∏n
i=k+1(1 + (u+ β)zi)
∏|ℓ|
i=1
1
1 + (u+ β)b¯i
(ℓ ≤ 0).
Then Proposition 8.5 proves (10.3) and hence the claim holds. The proof for the case Gkn =
OGk(F2n+1) is similar.
Theorem 10.9. For each X = B,C, we have
Ψ(k)n (kGXλ(x, a|b)) =
[ΩXλ ]Tn if λ ∈ SPk(n)0 if λ 6∈ SPk(n). (10.4)
In particular, the homomorphism Ψ
(k)
∞ : K
(k)
∞ → CK
∗
T∞
(Gk∞) sends kGXλ to the limit [Ω
X
λ ]T of
the Schubert classes.
Proof. If λ ∈ SPk(n), then [ΩXλ ]Tn and kGXλ are given by the same formula except that φ replaces
tmii by X
(χi)
mi or respectively by kGX
(χi)
mi respectively. Therefore (10.4) follows from Proposition
10.8. For the vanishing, it suffices to show the case when λ ∈ SPk(n + 1)\SPk(n). By the
commutative diagram (10.2), we have Ψ
(k)
n (GXλ(x, a|b)) = j
∗
n[Ω
X
λ ]Tn+1 which is 0 by (8.2).
As a consequence of Theorem 10.9 we obtain the following fact.
Corollary 10.10. The functions 0GΘλ(x|b) and 0GΘ
′
λ(x|b) respectively coincide with GQλ(x|b)
and GP λ(x|0, b) defined by Ikeda–Naruse in [28].
By Lemma 8.6 and Theorem 10.9 we deduce the following corollary.
Corollary 10.11. Any element f of K
(k)
∞ can be expressed uniquely as a possibly infinite Rb-linear
combination
f =
∑
λ∈SPk
cXλ (b)kGXλ(x, a|b), c
X
λ (b) ∈ Rb.
Remark 10.12. One can prove that the functions kGXλ(x, a|b), λ ∈ SP
k coincide with the
double Grothendieck polynomials GXw (a, b;x), w ∈ W
(k)
∞ . The details will be discussed in our
future work.
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