Randomization is an important technique for assessing the significance of data mining results. Given an input data set, a randomization method samples at random from some class of datasets that share certain characteristics with the original data. The measure of interest on the original data is then compared to the measure on the samples to assess its significance.
Randomization is an important technique for assessing the significance of data mining results. Given an input data set, a randomization method samples at random from some class of datasets that share certain characteristics with the original data. The measure of interest on the original data is then compared to the measure on the samples to assess its significance.
For certain types of data, e.g., gene expression matrices, it is useful to be able to sample datasets that share row and column means and variances. Testing whether the results of a data mining algorithm on such randomized datasets differ from the results on the true dataset tells us whether the results on the true data were an artifact of the row and column means and variances, or due to some more interesting phenomena in the data.
In this paper, we study the problem of generating such randomized datasets. We describe three alternative algorithms based on local transformations and Metropolis sampling, and show that the methods are efficient and usable in practice. We evaluate the performance of the methods both on real and generated data. The results indicate that the methods work efficiently and solve the defined problem.
Introduction
Data mining research has produced many efficient algorithms for extracting knowledge from large masses of data. An important consideration is deciding whether the discovered patterns or models are significant. Traditional statistics has long been considering the issue of significance testing, while it has been given less attention in the data mining community.
In statistics, the methods for significance testing are typically based either on analytical expressions or on randomization tests. We focus on randomization tests for assessing significance of the discoveries; see [2, 3, 15] for excellent overall descriptions of randomization approaches in significance testing.
Given a structural measure such as the clustering error * HIIT, Helsinki University of Technology, Finland † CSC, The Finnish IT Center for Science, Finland ‡ HIIT, University of Helsinki, Finland § HIIT, Helsinki University of Technology and University of Helsinki for a given number of clusters, randomization approaches produce multiple random datasets according to a null hypothesis about the data. If the structural measure of the original data deviates significantly from the measurements on the random datasets, then we can discard the null hypothesis and assess the result as significant.
In this paper we consider real-valued matrices where columns can be viewed to be of the same type, and rows likewise. Examples of such matrices are gene expression data, where the rows correspond to genes and columns correspond to samples, e.g., different tissues. The value of an element of the matrix indicates the level of activity of a gene in a tissue sample. Then the rows have the same type, and the same is true for the columns. A dataset with columns for, say, weight and height of an individual would not satisfy our requirement.
We use the null hypothesis that the structure in the data is due to the row and column means and variances. We view the results of a data mining algorithm as interesting, if they are highly unlikely to be observed in a random dataset that has approximately the same row and column sums and variances. Thus we can answer questions such as "Does the observed clustering or correlation structure convey any information in addition to the row and column first-and second-order statistics?"
The problem of generating matrices having the same row and column means and variances as the input matrix is a generalization of the swap randomization task [10, 14, 24] , where the input is a 0-1 matrix and the task is to generate 0-1 matrices having the same row and column sums. This problem has been studied extensively in statistics, theoretical computer science, and application areas [5, 9, 10, 13, 18, 23] , and it is computationally quite hard. Thus exact solutions for the more general task considered in this paper are hard to find.
In this paper we describe some simple algorithms for generating matrices that approximately share given row and column statistics. The algorithms are based on local transformations and Metropolis sampling, and we show that the methods are usable in practice. We evaluate the performance of the methods both on real and generated data. The results indicate that the methods work efficiently and solve the defined problem.
The randomization method that maintains row and column means and variances approximately is, as mentioned above, applicable only in situations where the columns, as well as the rows, can be considered to be of the same type. Gene expression data is an example of such data. Also square matrices where entry (i, j) indicates the similarity of objects i and j (e.g., document similarity matrices) are good candidates for the application of our techniques. The methods we introduce are very general and thus potentially applicable in also other settings.
Our goal of maintaining means and variances implies that the shape of the value distributions for an individual row or column could change a lot; the two first moments obviously do not specify the distribution in any detail. If the row or column value distribution differs dramatically from the normal distribution, the randomized versions of the data will not have the same distribution. The introduced methods tend to make the distributions more normal.
The rest of this paper is organized as follows. In Section 2 we discuss applying randomization in significance testing, and give a simple example of randomizing realvalued matrices. Section 3 introduces three algorithms for the randomization problem, and describes how they can be applied to produce samples from the class of matrices with row and column statistics close to those in a given matrix. The algorithms are analyzed in Section 4. Visual examples of randomization results are given in Section 5. Our main experimental results are discussed in Section 6. Section 7 contains a brief survey of related work, and Section 8 concludes the paper.
Applying randomization in significance testing
In this section we briefly describe the basic approach, give the definition of empirical p-values, and give an example of the usefulness of preserving row and column sums and variances when randomizing real-valued matrices. We also introduce an error measure that we use to summarize the distance between means and variances of two matrices.
Basic approach
Consider an m × n real-valued matrix A where the entries A(i, j) belong to the interval [0, 1]. Assume that some data mining task, such as clustering, is performed on A. Assume that the result of the data mining algorithm can be described by a single number S(A) which we call a structural measure of A. The structural measure can be, e.g., the clustering error of the matrix, the correlation between some specific columns, or the number of correlations above some threshold; any measure can be used, as long as it can be summarized by one number so that smaller (or larger) values mean stronger presence of structure.
To assess the significance of S(A), the idea is to generate randomized matricesÂ sharing some statistics with A, and to compare the original structural measure S(A) against the distribution of structural measures S(Â). In this paper, we show how to generate randomized matrices independently and uniformly from the set of all the matrices approximately sharing the row and column sums and variances with the original matrix.
Thus the computational task we are addressing is the following. Problem 1. Given an m × n real-valued matrix A, generate a matrixÂ chosen independently and uniformly from the set of m × n real-valued matrices having approximately the same row and column means and variances as A.
We will specify a little bit later what "approximately" means above.
Empirical p-values
. . ,Â k } be a set of randomized versions of the original matrix A. Then the one-tailed empirical p-value of the structural measure S(A), with the hypothesis of S(A) being small, is
This captures the fraction of randomized matrices that have a smaller value of the structural measure than the original matrix. The one-tailed empirical p-value with the hypothesis of S(A) being large, and the two-tailed empirical p-value are defined similarly. If the p-value is small, we can say that the structural measure of the original matrix is significant and not due to the row and column sums and variances. We will actually be generating the setÂ = {Â 1 , . . . ,Â k } of randomized versions of A by using a Markov chain. In this approach care has to be taken that the samples are not necessarily independent. We use the ideas from [2] [3] [4] , where exchangeability of the samplesÂ i is guaranteed by first running the chain backwards to some state A and then k times separately forwards from state A ; see Section 3.5 for some more details.
Example
Most existing randomization techniques for real-valued matrices are based on simply permuting the values in a single column (or row). To show why this is not necessarily enough, consider the two 10 × 5 real-valued matrices A and B shown in Figure 1 . They share their first two columns, and the correlation between these columns is high, 0.92. However, in matrix B the values on each row are tightly distributed around the mean of the row, whereas in matrix A the variance of each row is high. If the test of significance of correlation between columns x and y would consider only the first two columns, the results for the two matrices would be identical. However, it seems plausible that the high correlation between the first and second columns in Figure 1 : Examples with two real-valued data matrices sharing the first two columns x and y having high correlation. The values on each row of the matrix B are close to each other whereas in A the variance of each row is large. The high correlation between x and y is significant in A but not significant in B when tested using the methods introduced in this paper.
matrix B is due to the general structure of the matrix, and not some interesting local structure involving the two columns, as might be the case with matrix A. More specifically, it seems that the correlation of x and y in B is due to the small variance of each row in B.
To test this observation, we generated randomized matrices: sets A and B each contain 1000 independent random matrices having approximately the same row and column means and variances as A and B. Then the correlations between the x and y in the randomized matrices are as follows: for the matrices in set A the smallest correlation between x and y is −0.38, the maximum 0.89, average 0.34 and standard deviation 0.25, while in sample B had corresponding values 0.82, 0.99, 0.93 and 0.03, respectively. This gives empirical p-values of 0.001 for matrix A and 0.4156 for matrix B. Thus we may conclude that the high correlation between the first and second columns in A is indeed not due to the row and column sums and variances, unlike in B.
The example shows that the structure of the entire matrix can have a strong effect on the significance of even the basic data mining results. The randomization approach presented in this paper is applicable in assessing the significance of structural measures conditional on the knowledge of row and column sums and variances.
2.4
Measuring the error of a randomized matrix Let A be the original m × n real-valued matrix whose row and column means and variances we wish to maintain. LetÂ be another m × n real-valued matrix, for example an output of one of our algorithms. Let r i be the sum of the values in the ith row of A and c j the sum of the values in the jth column of A. Let R i and C j be the corresponding sums of squares of the values in row i and column j. Thus
Letr i ,ĉ j ,R i andĈ j be the corresponding values for the randomized matrixÂ. Now let E(r i ), E(c j ), E(R i ), E(C j ) be the row sum, column sum, row square sum and column square sum errors correspondingly, i.e.,
E(r
To obtain algorithms for our task, we need to combine the sum and square sum errors, corresponding to differences in means and variances between A andÂ. A general approach is to allow the importance of rows vs. columns and means vs. variances to be defined by separate weight parameters. Let w r and w s be row and square sum weights, correspondingly. The general error function reads
This measures the distance in means and variances between a given matrixÂ and the original matrix A. In our experiments, we use parameter values w r = m/n and w s = 1, treating each of the row and column sum and square sum errors as equally important.
Note that the error measures are not scale invariant, i.e., multiplying A andÂ both by the same constant changes the value of E(A,Â). Recall, however, that the values A(i, j) are assumed to be in the interval [0, 1].
Algorithms
In this section we introduce three algorithms for performing sampling from the set of real-valued matrices with given row and column sums and variances. All methods output a randomized version of the original m × n matrix A. The proposed algorithms differ in the amount of structure that is maintained: some only reorganize the values in A, while some assign new values to elements of the matrix on the basis of some distribution. The series of operations in each method forms a Markov chain, in either discrete or continuous space.
The algorithms are based on doing local modifications on the matrices. Swaps are a useful concept for this.
The idea of swapping matrix elements as a randomization technique has a long history (see [10] ). Here we use a concept of swap rotations as shown in Figure 2 , which degenerates to conventional swaps in the case of 0-1 data. At each step we randomly choose from the current matrix four elements a, b, a , and b , located at the intersections of two rows i 1 and i 2 and two columns j 1 and j 2 . A new matrix is produced by rotating those four elements clockwise, while keeping the other elements unchanged. The smaller the difference between (a, b) and (a , b ), the smaller the change in the row and column statistics will be. If a = a and b = b , the row and column statistics do not change at all, corresponding to binary swaps.
In the following discussion, the data is assumed to be scaled to the unit interval [0, 1]. The notation X ij refers to the element at row i and column j in matrix X.
Metropolis with swaps
Next we introduce a method based on the Metropolis algorithm [16, 22] . The idea is to generate samplesÂ from the probability distribution
where A is the original matrix, w > 0 is a constant, c is a normalizing constant and E(A,Â) is the error of the sampleÂ as defined in Equation (3). That is, we wish to sample matrices so that the matricesÂ for which E(A,Â) is small have a higher probability of being generated. The constant w controls how steep the distribution is. For the Metropolis method we need a proposal distribution Q. We use the uniform distribution among all the matrices reachable from the current matrix with one swap rotation. A direct implementation of the Metropolis approach is presented in Algorithm 1.
The Swap method implements the operation shown in Figure 2 . The difference in error induced on line 4 can be calculated in constant time, provided we keep track of the row and column sums and square sums. This holds because the swapped matrix A differs fromÂ only on rows i 1 , i 2 and columns j 1 , j 2 .
The SwapMetropolis algorithm can attain all permutations of the input matrix. The value for the constant w involves making a compromise between efficiency of mixing 
end if 9: end for 10: returnÂ and the error induced in the row and column statistics: increasing w decreases the chances of accepting transitions that induce additional error.
Metropolis with masking
The Metropolis algorithm can also be applied in a setting different from the previous algorithm. A new matrix is created from the current one by selecting rows i 1 , i 2 and columns j 1 , j 2 at random, and adding the mask presented in Figure 3 to the four intersection elements. The same error function and sampling scheme as in SwapMetropolis are applied. However, this algorithm never changes the row and column sums of the matrix, so only the square sum parts of the error function are considered. The MaskMetropolis method is given in Algorithm 2, where r i and c j refer to the ith row and jth column sums of A as in Equation (2) . The auxiliary method AddMask adds the mask presented in Figure 3 . The parameter transition scale s defines the range [−s, s], from which α is selected uniformly at random. Other distributions, e.g., normal distribution, could also be used for choosing α.
MaskMetropolis changes the matrix values directly, whereas SwapMetropolis only reorders the entries. Thus the distribution of values in the output matrixÂ may differ significantly from the original distribution. However, MaskMetropolis preserves the row and column sums exactly, and as seen in our experimental results, it also preserves the variances quite accurately. Choosing the values for the pa- 
if for all i, j : A ij ∈ [0, 1] then 7: u ← Uniform(0,1)
end if 11: end if 12: end for 13: returnÂ rameters w and s involve a compromise between efficiency of mixing and the error induced in the variances.
Discrete swaps
Our final method is a fairly crude generalization of the swap method from the binary case to real valued data. First discretize the original matrix into a predefined number of classes N . Then perform swaps requiring that a and a as well as b and b belong to the same class. Finally, "undiscretize" the data by mapping the discretized values back to the original ones. The pseudocode of this approach is presented as Algorithm 3.
Algorithm 3 SwapDiscretized
Input: Matrix A, number of attempts I and classes
Pick i 1 and j 1 randomly 4:
Pick i 2 and j 2 randomly with C i1j1 = C i2j2 5:
end if 8: end for 9:Â ← Undiscretize(C) 10 : returnÂ
The Discretize method returns a matrix C, where the matrix values have been replaced by their class labels. At the end of the algorithm, the Undiscretize method replaces the class labels with real values.
In our experiments the data matrix is discretized by dividing the range of A's values into N intervals of equal length. The undiscretization may either restore the original matrix elements in their new places, or replace them with the average value of the elements in the corresponding class. The latter produces matrices with a smaller error. However, the former maintains the values of the original matrix, and we apply it in the experiments.
The chain of swap operations has a uniform stationary distribution in the space of all reachable permutations, when the selection of candidate elements is done as on line 5. The selection procedure can be done in constant time by keeping track of the locations of elements of each type.
SwapDiscretized is a simple method for approximately maintaining all the row and column moments of the original data. The moments are exactly maintained in the discretized space. However, all valid permutations of matrix elements are not reached by this method, as shown in Subsection 4.3. Choosing the value for N involves making a compromise between efficiency of mixing, and the error induced in the row and column statistics.
Other methods
In our studies we also tested several variations of the three algorithms. There were a few alternatives that gave intuitive results, but were inferior to these three in theoretical or practical aspects. One particularly promising algorithm starts from a random matrix, selects a cell at random, and replaces its value with a value from [0, 1] that minimizes locally the error in Equation (3). The technique produces matrices with small errors, but the distribution of resulting matrices is unknown. Another method was based on swapping elements with the restriction that (a, b) differ from (a , b ) by at most a small ε each.
Applying the algorithms
Our methods are an instantiation of the general MCMC approach. Simply starting the chain from the original data and running the chain does not necessarily produce sampled matrices that would satisfy the exchangeability condition. Thus we use the techniques from [2] [3] [4] . The basic idea is first to run the chain backwards for I steps, resulting in a new dataset A . Then the samples are created one by one, always starting from A and running the chain forward for I steps. (See [4] for more efficient sequential variants.)
In SwapDiscretized the Markov chain is time-reversible, because the transition probabilities are uniform across the candidates. Also, it is well-known that any Metropolis Markov chain is time-reversible. Therefore running the backward phase can be done by running the basic algorithm with all the three algorithms.
Analysis of the methods
In this section we discuss some of the key properties regarding the distribution of matrices produced by our methods.
Metropolis with swaps
Consider the error distribution of matrices produced by Algorithm 1. Since there exist many more matrices with notable error than matrices with almost zero error, the stationary distribution of the error of resulting matricesÂ is concentrated far from zero. More precisely, the distribution of the resulting error is
where Q(x) is the distribution of error x on matrices with the values in A permuted randomly, see [16] . The distribution Q(x) is a sum of hyperexponential distributions that can be approximated with a Gamma distribution. It results that Equation (5) can be approximated by another Gamma distribution. Additional theoretical studies on the error distributions are left for further work.
Metropolis with masking
For a simplistic analysis of the MaskMetropolis method, suppose we start running Algorithm 2 with error limiter w = 0 on an m × n matrix, but this time accepting matrices with elements outside the unit interval. In practice this means accepting all attempts. From the pseudocode it is clear that each of the matrix elements forms a martingale during the iterations. Any given element will be changed on average every 2/m · 2/n = 4/(mn) attempts, each change coming from the uniform distribution U (−s, s). Thus after I = Ω(mn) attempts each element's total change will approximately follow the normal distribution N (0, 4Is 2 /(3mn)), because we have Var(U (−s, s)) = s 2 /3. Now if we want the errors to come from the standard normal distribution when using, e.g., s = 0.1 we get I = 75mn, which is close to the number of attempts used in the experiments.
After any number of attempts each row has the form x + α, where x = (x 1 , . . . , x n ) denotes the original row, and α = (α 1 , . . . , α n ) is a zero-sum vector. Now the square sum error of row i, E(R i ) equals
The α j can be thought of as being randomly permuted, so forgetting their ordering we can evaluate the second sum as zero. As each α j follows the normal distribution, the square sum error has the χ 2 (n) distribution, multiplied by 4Is 2 /(3mn). Summing the expectations of these we get that in MaskMetropolis with w = 0 and without bound checks the expectation of total square sum error will be 8Is 2 /3, where s is the transition scale and I the number of attempts. With the parameters I = 100mn and s = 0.1 used in our experiments, the error is around 2.5mn. This analysis can be elaborated to actually approximate the final distribution of error in the samples.
Discrete swaps
The success probability of a swap on line 6 in Algorithm 3 is discussed below. Let n l be the number of elements with label l, thus N l=1 n l = mn. If A i1j2 has label l then the probability of success of a swap is
mn , assuming the locations of labels in matrix A are randomly distributed. Using Chebyshev's sum inequality or Cauchy-Schwarz inequality we obtain the following approximate lower bound for the acceptance probability:
The algorithm is unable to reach all possible matrices with the same distribution of row and column labels as in the original matrix. This may not be a problem in practice, though it implies that more conservative significance results are obtained. Consider the counterexample shown in Figure 4 with N = 3. The matrices have the same number of entries of each type per row and column, but neither of them contain four elements which could be swapped. Thus they cannot be transformed to each other. The counterexample can be generalized directly to all matrices with odd number of rows or columns. Figure 4 : A counterexample of connectedness. The two matrices have the same row and column statistics, but they cannot be transformed to each other by using swap rotation, since there does not exist any swappable quartet.
Examples of randomizations
In this section we give some examples of the results produced by each of the three methods, and motivate the usefulness of preserving also row and column variances in addition to means.
First we show results on a 100 × 100 matrix resembling a hilly surface, shown in Figure 5 . The results shown come from applying our algorithms with the parameters described in the next section.
The SwapDiscretized method tends to create quite rectangular shapes, which may be seen from the image. The approximation of the error in SwapMetropolis makes its results look a bit noisy. Finally, the existence of the small hill on top left in the original data results in shadow shapes emerging in the top right and bottom left regions with all methods.
In all the randomized matrices the massive bottom right hill remains, but the smaller top left artifact disappears. MaskMetropolis even introduces a hole in the place of the small hill. Making an analogy to real data, the bottom right patch is something inherent to the data source, probably obvious and not very exciting, while the top left patch could be something more delicate and interesting. This fits with the idea that the patterns that disappear in randomization (w.r.t. some structural measure) are the significant ones.
We also randomized the same data by maintaining only row and column sums; see Figure 6 (this was done by applying MaskMetropolis with the parameter w set to zero, effectively accepting all valid transitions). Figure 6: Topographic data randomized by preserving only row and column sums. Most of the structure has disappeared but the bottom right corner is lighter than rest of the matrix. Figure 6 shows the importance of maintaining variances when randomizing real-valued data. In the figure we may still see the effect of maintaining sums: the lower right corner is lighter than the rest of the matrix. However, much less of the original structure is maintained in the randomization process.
For example, suppose we are interested in the presence of large subrectangles of the data with high average and small variance. The original data clearly has one such pattern. If we assess the significance of this by comparing against randomizations such as in Figure 6 , maintaining only means, the finding seems significant. However, if we maintain also variances, Figure 5 indicates that the presence of such rectangles is explained by the means and variances. Hence the discovered rectangle is not significant under that hypothesis.
Higher moments or other characteristics could also be included in the error function, but this would most likely imply difficulties in attaining a high enough acceptance rate among the attempted modifications. Fortunately, the SwapDiscretized method preserves also higher moments in a discretized space.
Experimental results
In this section we show results from experiments on generated datasets and on a real gene expression dataset. We discuss the convergence, performance, and error rate of each of our methods. We apply the randomization methods in assessing the significance of three different structural measures, clustering error, correlation between matrix rows, and variance explained by the main principal components. Finally, we discuss applying the randomization techniques in microarray data analysis as an example of an application area where there is a growing need of randomization based significance testing.
The datasets
We used four types of artificial data in our experiments. The first dataset RANDOM contains 100 rows and 100 columns, with each entry independently generated from the normal distribution with zero mean and unit variance. The second dataset CLUSTER has a clear Gaussian cluster structure with 10 clusters, each with 10 − 200 points. Cluster centers were drawn from N 100 (0, 1) and cluster points were produced by adding random values from N 100 (0, 1) to the cluster center. The third dataset GAUS-SIAN contains 1000 points taken from the 10-dimensional normal distribution with unit variance and center drawn from N 10 (0, 1). The fourth dataset COMPONENT contains 1000 random points with 5 intrinsic dimensions linearly transformed into a 50-dimensional space with Gaussian noise added to the points.
We also used the gene expression data GENE by Scherf et al. [26] . Around 2% of the values were missing and replaced by the average of the values in the corresponding rows.
Finally, the values in all the five datasets were linearly scaled to [0, 1]. Table 1 shows some properties of the datasets. In the following, rows denote data points and columns dimensions.
We ran the SwapDiscretized algorithm for all the datasets with the class count N = 30. SwapMetropolis was run with the parameter w = 10, and MaskMetropolis with w = 1000 and the transition scale s = 0.1. The values of w were chosen based on finding a suitable acceptance rate for which the methods converged fast enough, and were strict enough on error. Different parameters could be used for different datasets depending on the size and the type of the data. 
Convergence and performance
We performed various experiments to measure the convergence and the error rate of the three methods. Finding the mixing times of Markov chains such as the ones we use is a theoretically hard issue; here we concentrate on some simple diagnostics for detecting convergence. Note that randomization-based tests can also be used even if it is not certain that the chain is able to cover all of the state space, the result will just be a more conservative test (see [2] , p. 46). To assess the convergence of the methods, we monitor the Frobenius distance between the original matrix A and the randomized matrixÂ. The Frobenius distance A −Â F is defined as
Notice that this does not measure the error in the row and column statistics, but the dissimilarity between the two matrices. Figure 7 shows the Frobenius distance as a function of attempts when randomizing the GENE data matrix. Other datasets and the structural measure functions discussed in the next subsection gave similar convergence results, although the methods converged faster with artificial data. Each data point represented in the figure is a result from an independent single randomization started from the original matrix first by running I steps back and then I steps forward, where I is the number of attempts presented in the x-axis. From the figure we observe that all methods converged to approximately the same Frobenius distance. MaskMetropolis converged the slowest as a high error limiter w was used for it. Based on these convergence tests, we used in the following experiments 100mn attempts for SwapMetropolis and SwapDiscretized, and 200mn attempts for MaskMetropolis. We found that usually around 2 − 3 times Nmn, where N is the number of discrete classes, was an appropriate number of attempts for SwapDiscretized. To confirm that the methods actually produce different random matrices, we calculated the pairwise Frobenius distances between 1000 randomized samples for each method. The results are shown in Table 2 . The pairwise Frobenius distances almost equal the Frobenius distances from the original data, thus we may conclude that the methods indeed produce different randomizations. To confirm that the randomized matrices differ sufficiently from the original matrix, we studied how the ranks of the values in the original matrix differ from the ranks of the values in the randomized matrix in the corresponding locations. The results are presented in Figure 8 . The rank of an element in a matrix is the index of the corresponding element in the list of the matrix values sorted in increasing order (not to be confused with the rank of a matrix). If the randomization method did not randomize the matrix at all, the difference in ranks would be zero in all locations. On the other hand, if the method had produced a totally random permutation of the original values, the expected number of
Method
As we see from the Figure 8 , the methods have produced randomization where the distribution of rank difference is close to the distribution of rank difference of a random permutation. However, as we are maintaining the first and second order statistics of rows and columns, the randomized matrices contain more structure than a random permutation. Nevertheless, we can conclude that the randomizations really differ from the original matrix. The histograms contain ten bins and for clarity they are plotted as curves. The original data is GENE data matrix with 82500 elements. For comparison the histogram is plotted also for a matrix containing a random permutation of the original values.
In Table 3 we present the acceptance rate of attempts and the running times for each method on GENE dataset. We used C++ implementations integrated with MATLAB on a 2.2GHz Opteron with 4GB of memory. We noticed that the methods performed fast enough for all practical use with each attempt taking constant time, and the space requirement being a few times the size of the matrix. In practice our methods are efficient and scale very well to large matrices. Figure 9 shows the error as defined in (3) as a function of attempted modifications per element, I/(mn). We notice that the error of SwapDiscretized grows as it is calculated according to the original values of the matrix, and is therefore not truly discretized. MaskMetropolis produces the most accurate matrices. Figure 9 : The error defined in Equation (3) as a function of attempts used for randomizing GENE data.
Structural measures
We assessed the significance of the values of three structural measures: K-means clustering error with 10 clusters, the maximum correlation value between matrix rows and the fraction of variance explained by the five main principal components. We generated 1000 randomized samples with each method for each dataset using the Besag approach introduced in subsection 3.5. From these samples we calculated the average value and the standard deviation of the three structural measures. Finally, the p-values were calculated for the original data. The hypothesis for Kmeans was that the original data has smaller error, and for correlation and principal components that the original data has a higher value of the corresponding structural measure than the randomized matrices. The results for the K-means clustering are shown in Table 5 , for the maximum correlation value in Table 6 and for the principal components in Table 7 .
We integrated a C++ implementation of the K-means++ algorithm [1] with MATLAB to calculate the clustering error. We repeated the calculation ten times for each sample and used the minimum value for the clustering error. Table 4 : Average values of absolute errors in row and column means and standard deviations in randomized matrices with GENE dataset. Values are multiplied by 1000.
For RANDOM dataset we observe that the randomized matrices have similar structural measures as the original matrix with all three different structural measures. Thus the row and column statistics of the original data explain the structure found in the data. For GAUSSIAN dataset we see similar results with maximum correlation. Although there is a high maximum correlation value in the original data, it remains also in the randomized matrices. For CLUSTER, COMPONENT and GENE datasets we notice that the original structures completely disappear in the randomization. Thus we may conclude that their structures are independent from the row and column statistics, and therefore interesting.
Method
Measure in this high-throughput data is dependent on advanced data analysis techniques. Also, the data is usually represented as a matrix with rows corresponding to genes and columns to samples [7] . DNA microarrays have been criticized for their low signal-to-noise ratio, and there have been doubts that some microarray measurements do not necessarily contain any significant patterns at all. Our randomization experiments showed that this is not the case with the GENE dataset. However, the aspect of gene expression analysis where randomization would be most useful are analysis pipelines.
Gene expression analysis often contains numerous steps. In the preprocessing phase, variables such as technical microarray quality measures, expression levels and their ratios results in discarding the majority of genes from further analysis. 1 The set of potentially interesting genes can be further reduced by applying statistical tests, or by clustering and focusing on clusters containing important genes. In addition to genes, the samples can also be analyzed by using, e.g., clustering and dimensionality reduction techniques.
Multiphased analysis pipelines do not lend themselves to traditional methods of statistical significance testing, so there is a growing need for randomization based significance testing in this type of data analysis. Applying matrix randomization methods in different phases of the microarray data analysis pipeline is an interesting topic for future work.
Comparison of the methods
Firstly the methods are on par with each other when comparing their iteration-wise computation times. MaskMetropolis requires more attempts for convergence than the swap methods, but its acceptance rate is higher. It also produces much lower error counts, but does not maintain the original values of the matrix or their distribution.
The results of all methods are consistent with each other in our experiments. If the exact distribution of the matrix values is not so important, one would like to choose MaskMetropolis because it produces matrices with means and variances closest to the original data. Comparing the swap methods, SwapMetropolis is preferrable if discretization would be too coarse an approach, but SwapDiscretized can be applied if discretization is a meaningful step in interpreting the data.
In general one can not state that a certain method is the best, but rather all methods should be tested for a specific application. A thumb rule for choosing the value of the parameter w is to use the highest value that still lets the algorithm to converge quickly enough. This value is specific to the matrix being analyzed. Our tests show that there is always a certain level of Frobenius error to which the methods converge for all w > w 0 . When decreasing w < w 0 the convergence error level grows very fast.
Related work
We are not aware of any work that would directly address the problem considered in this paper.
Obviously, significance testing has received a large amount of attention. A notable amount of work for sampling from the space of contingency tables exists [9] [10] [11] 27] as well as several studies that give asymptotics on the exact number of such tables, e.g., [29] . The algorithmic properties of some of these methods are discussed in [6] . A good survey on the topic is provided by Chen et al. [9] . The problem of generating random matrices with fixed margins has also been studied in many application areas, such as ecology [25] and biology [18] , and analysis of complex networks [23] .
Defining the significance of discovered patterns has attracted a lot of attention in data mining, see, e.g., [8, 12, 17, [19] [20] [21] 28 ].
Concluding remarks
We have considered the problem of randomization-based significance testing for data mining results on real-valued matrix data. We concentrated on methods for generating random matrices that have approximately the same row and column means and variances as the original data. Such randomized matrices can then be used to obtain empirical p-values for the data mining results.
We gave three algorithms for the task, based on different ways of iteratively updating a matrix. The algorithms work well, converging in a reasonable time. Our empirical results indicate that the obtained p-values clearly show whether the data mining result is significant or not.
There are obviously many open issues related to our current work. Starting from the algorithms, the three methods we presented are not the only possible ones. For example, the Metropolis scheme can be used with virtually any modification template for the matrices. It would be interesting to know the differences in the convergence of the methods in more detail.
As already the 0-1 case of our problem is computationally very hard, it seems quite difficult to obtain algorithms that would have a provable convergence time. Still, some more theoretical analyses would be welcome.
In applying the algorithms we employed the schema suggested by Besag et al. [2] [3] [4] . This schema involves running the chain backwards. The more efficient sequential versions of this approach would also be worth studying.
The final important open issue is what type of statistics should one try to preserve in randomization-based significance testing. The choice of first and second moments, means and variances, for the rows and columns seems fairly natural. However, also certain weaker or stronger statistics could be preserved.
For example, generating matrices that would have the same means and quantiles would probably give approximately the same results as our current approach. At the other extreme, one could try to devise methods that would preserve the distribution of values for each row and each column as closely as possible. Investigating the feasibility and effects of such tasks is left for future study.
