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A core task in machine learning, and the topic of this thesis, is developing faster and more accurate
methods of posterior inference in probabilistic models. The thesis has two components. The
first explores using deterministic methods to improve the efficiency of Markov Chain Monte Carlo
(MCMC) algorithms. We propose new MCMC algorithms that can use deterministic methods as a
“prior” to bias MCMC proposals to be in areas of high posterior density, leading to highly efficient
sampling. In Chapter 2 we develop such methods for continuous distributions, and in Chapter 3
for binary distributions. The resulting methods consistently outperform existing state-of-the-art
sampling techniques, sometimes by several orders of magnitude. Chapter 4 uses similar ideas as
in Chapters 2 and 3, but in the context of modeling the performance of left-handed players in
one-on-one interactive sports.
The second part of this thesis explores the use of stable stochastic gradient descent (SGD)
methods for computing a maximum a posteriori (MAP) estimate in large-scale machine learning
problems. In Chapter 5 we propose two such methods for softmax regression. The first is an
implementation of Implicit SGD (ISGD), a stable but difficult to implement SGD method, and
the second is a new SGD method specifically designed for optimizing a double-sum formulation
of the softmax. Both methods comprehensively outperform the previous state-of-the-art on seven
real world datasets. Inspired by the success of ISGD on the softmax, we investigate its application
to neural networks in Chapter 6. In this chapter we present a novel layer-wise approximation of
ISGD that has efficiently computable updates. Experiments show that the resulting method is more
robust to high learning rates and generally outperforms standard backpropagation on a variety of
tasks.
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Chapter 1
Introduction
According to Box’s Loop [Box, 1976, Blei, 2014], the process of building probabilistic machine
learning models involves looping through three tasks: model building, inferring hidden quantities
and model criticism. The hope is that after cycling through these tasks a few times a good quality
model will emerge that can then be used in practice.
This thesis focuses on improving the “inference” part of the loop. The goal here is to infer
a posterior distribution, confidence interval or point estimate for the latent variables in a model,
e.g. the parameters of a neural network.1 Ideally one would always calculate the full posterior
distribution of the latent variables. This gold standard is only achievable for some models where
the posterior can be computed analytically, or for low-dimensional models where the posterior can
be approximated using methods like Markov Chain Monte Carlo (MCMC). However, for more
difficult problems, algorithms like MCMC can become impractically slow and other methods that
are faster but return a less accurate posterior must be used instead. In Figure 1.1 we show a range
of inference methods ordered by the accuracy of their posterior.
In this thesis we consider a diverse range of problems, each requiring new techniques that
improve, combine or apply the approaches displayed in Figure 1.1. The thesis is divided into two
parts, with the first part focused on developing efficient MCMC methods and the second part
proposing new scalable algorithms for maximum a posteriori (MAP) estimation. The problems
that we tackle will be fully introduced in their respective chapters. Here we give a short summary
1Here we are interpreting the neural network loss as the log-likelihood of a probabilistic model.
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Figure 1.1: Approaches to posterior inference in probabilistic models. The colored boxes and circles
indicate the approaches used and developed in each chapter of the thesis.
of each problem and make connections between the techniques that we use to solve them.
In the first part of this thesis we explore the use of deterministic methods to help model Bayesian
systems and design efficient MCMC algorithms. Chapters 2 and 3 focus on performing posterior
inference on common and important distributions like the truncated multivariate Gaussian, probit
regression, Ising models and Boltzmann machines. MCMC techniques remain the gold standard for
approximate Bayesian posterior inference as they are guaranteed to converge to the true posterior.
However, their onerous runtime and sensitivity to tuning parameters often force one to use faster,
but less accurate, deterministic approximations. Our high-level insight is that these deterministic
methods can extract information about the posterior that can be used to construct highly efficient
MCMC algorithms.
The challenge here is to: (i) design MCMC methods that can effectively harness information
from deterministic methods, and (ii) identify deterministic methods that yield the most useful
information. We address (i) by developing MCMC methods that can use the deterministic approx-
imate posterior as a “prior” to bias their proposals to be in areas of high posterior density. The
appropriate choice of deterministic method in (ii) is key to making the prior strong and likelihood
weak, putting the MCMC algorithms in the regime where they are most efficient.
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In Chapter 2 we develop this approach for continuous distributions, combining the deterministic
approximation offered by expectation propagation with elliptical slice sampling, a state-of-the-art
MCMC method. Chapter 3 extends the methodology to binary distributions. In order to harness
the posterior yielded by belief propagation we invent an auxiliary variable MCMC scheme that
samples from an annular augmented space, translating to a great circle path around the hyper-
cube of the binary sample space. For both the continuous and binary cases the resulting MCMC
algorithms consistently outperform the previous state-of-the-art MCMC methods, sometimes by
multiple orders of magnitude.
Chapter 4 uses similar ideas, but in the context of modeling the performance of lefties in one-
on-one interactive sports. Unlike the other chapters in this thesis that focus solely on inference,
Chapter 4 involves all three tasks in Box’s Loop: model building, inferring hidden quantities and
model criticism. The major challenge in this problem is that match-play data is only available for
top ranked players, a fact that we explicitly build into our Bayesian model. Our key insight is
that a deterministic approximation of the latent advantage of left-handedness (our main variable
of interest) can be derived which only depends on the tail-length of the skill distribution. This
deterministic approximation can then be used to inform the design of the Bayesian model, define
a proposal distribution for a Metropolis-Hastings sampler and enable efficient inference of the
advantage of left-handedness over time using a Kalman filter. The result is the first set of Bayesian
inference techniques for inferring the advantage of left-handedness in one-on-one interactive sports
where only data on top players is available.
The second part of this thesis explores the use of stable SGD methods for computing the max-
imum a posteriori probability (MAP) of large-scale machine learning problems. The two problems
we focus on are softmax optimization and neural network training. Both softmax and neural net-
work models rely on having large amounts of data to make accurate predictions. This large amount
of data results in there being a large number of terms in the MAP objective. Stochastic Gradient
Descent (SGD) is the method of choice for such problems, as its run time per iteration is inde-
pendent of the number of terms in the objective. However, the downside of SGD is that it can be
unstable and require extensive tuning of the learning rate to ensure good performance.
Implicit SGD (ISGD) is an SGD method that is both stable and robust to the learning rate.
The problem is that ISGD is typically difficult to implement as its update equation is highly non-
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trivial. In this work we show that it is possible to apply ISGD to the softmax and neural networks.
In Chapter 5 we show that the ISGD updates for a double-sum representation of the softmax
can be reduced to a univariate problem that can be solved using a bisection method. We also
propose another stable SGD method specifically designed for the softmax, which we call U-max.
In Chapter 6 we explore the application of ISGD to neural network training. The ISGD updates
are too expensive to compute exactly for neural networks. However, with carefully constructed
approximations, the updates can be simplified and solved efficiently. Our proposed methods for
softmax and neural network optimization are more stable, more robust and empirically converge
faster than other SGD methods. The result is a more reliable set of methods for solving these
large-scale problems.
In summary, this thesis has two parts. The first part explores the use of deterministic “priors” to
speed up MCMC and the second develops new implementations of ISGD to improve the stability
of MAP estimation in large-scale problems. The result is a new set of methods which improve
the accuracy, speed and reliability of machine learning inference across a range of important and
widely used models including: the truncated multivariate Gaussian, probit regression, Ising models,
Boltzmann machines, softmax models and neural networks.
Notation
The first part of the thesis focuses on inference in explicitly Bayesian probabilistic models. Here
random variables will be denoted by capital letters (e.g. X) and their values by lowercase letters
(e.g. x). The exception is Greek letters (e.g. ν) where the lower case is used for both the random
variables and values. Whether a Greek letter denotes a random variable or value will either be
clear from the context or will be specified in the text.
For the second part of the thesis, where we are interested in MLE, lowercase letters will denote
scalars or vectors while uppercase letters will refer to matrices.
5Part I
Advances in Bayesian inference:
Leveraging deterministic methods for
efficient MCMC inference
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Chapter 2
Elliptical Slice Sampling with
Expectation Propagation
2.1 Introduction
Exact posterior inference in Bayesian models is rarely tractable, a fact which has prompted vast
amounts of research into efficient approximate inference techniques. Deterministic methods such as
the Laplace approximation, Variational Bayes, and Expectation Propagation offer fast and analyti-
cal posterior approximations, but introduce potentially significant bias due to their restricted form
which cannot capture important characteristics of the true posterior. Markov Chain Monte Carlo
(MCMC) methods represent the target posterior with samples, which while asymptotically exact,
can be slow, require substantial tuning, and perform poorly when variables are highly correlated.
Conceptually, these two techniques can be combined to great benefit: if a deterministic approx-
imation can cover the true posterior mass accurately, then a subsequent MCMC sampler should be
much faster and be less susceptible to inefficiency due to correlation (if the deterministic approxi-
mation has captured this correlation). In practice, however, this is quite difficult. First, both the
Laplace and Variational Bayesian approximations yield a local approximation of the posterior (in
Variational Bayes this is sometimes called the exclusive property of optimizing the Kullback-Liebler
divergence from the approximation to the true posterior [Minka, 2005]). While excellent in many
situations, this property is inappropriate for initializing an MCMC sampler, since it will be very
difficult for that sampler to explore other areas of posterior mass (e.g., other modes). Expectation
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Propagation (EP, [Minka, 2001]), on the other hand, is typically derived as an inclusive approxi-
mation that, at least approximately, attempts to match the global sufficient statistics of the true
posterior (most often the first and second moments, producing a Gaussian approximation). Such
a choice is a superior basis for an MCMC sampler.
Secondly, we require a sensible choice of MCMC sampler so as to leverage a deterministic





for any pˆ, which allows us to treat the true posterior p∗ as the product of an effective prior pˆ and
likelihood Lˆ = p∗/pˆ. We then have freedom to choose pˆ, which we will set to be the deterministic
(Gaussian) posterior approximation from EP. Amongst all MCMC methods, Elliptical Slice Sam-
pling (ESS, [Murray et al., 2010]) handles the above reformulations seamlessly. ESS has become
an important and generic method for posterior inference with models that have a strong Gaussian
prior. It inherits the attractive properties of slice sampling generally [Neal, 2003], and notably
lacks tuning parameters that are often highly burdensome in other state-of-the-art methods like
Hamiltonian Monte Carlo (HMC; Neal et al. [2011]). The critical observation is that if EP provides
a quality posterior approximation pˆ ≈ p∗, the likelihood term Lˆ will be weak, which puts ESS in
the regime where it is most efficient. What results is a new MCMC sampler that combines EP and
ESS, is faster than state-of-the-art samplers like HMC, and is able to explore the parameter space
efficiently even in the presence of strong dependency among variables.
The outline of the chapter is as follows. In Section 2.2, we propose Expectation Propagation
based Elliptical Slice Sampling (EPESS) where we justify the use of EP as the “prior” for ESS. In
Section 2.3, we investigate a method to improve the overall run time of ESS by sampling multiple
points each iteration. It reduces the average number of shrinkage steps giving it a computational
advantage. We call it Recycled ESS and integrate it with EPESS to further increase its efficiency.
We extend our method to Analytic Elliptical Slice Sampling in Section 2.4. As the name suggests, we
can analytically find the region corresponding to a slice and sample uniformly from it. In addition
to decorrelating samples, it offers the computational advantage of avoiding expensive shrinkage
steps. It is applicable to only a few target distributions and we illustrate it, in the context of
EPESS, for the linear Truncated Multivariate Gaussian (TMG). We offer an empirical evaluation
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of EPESS (Section 2.5), which shows an order of magnitude improvement over the state-of-the art
MCMC methods for TMG and probit models.
2.2 Expectation propagation and elliptical slice sampling
In this section we introduce our combined EP and ESS sampling method. We begin with background
of the two building blocks of this method, to place them in context of current literature. Further
background on Monte Carlo, MCMC and slice sampling methods is provided in Appendix A.
2.2.1 Elliptical slice sampling
There are many problems where dependency between latent variables is induced through a Gaussian
prior, for example in Gaussian Processes. Elliptical Slice Sampling (ESS, [Murray et al., 2010]) is
specifically designed for efficiently sampling from such distributions and is considered state-of-the-
art on these problems. ESS considers posteriors of the form
p∗(X) ∝ N (X; 0,Σ) · L(X) (2.1)
where L is a likelihood function and N (0,Σ) is a multivariate Gaussian.
ESS is a variant of slice sampling [Neal, 2003] that takes advantage of the Gaussian prior to
improve mixing time and eliminate parameter tuning. At the beginning of each iteration of ESS
two random variables are sampled. The first is the slice height Y = y which is uniformly distributed
over [0,L(x)], where X = x is the current sample. The second variable ν is sampled from the prior
N (0,Σ) and, together with the current sample x, defines an ellipse:
x′(θ) = x cos(θ) + ν sin(θ). (2.2)
The next point in the Markov chain will be sampled from this ESS ellipse. To do so, a one-
dimensional angle bracket [θmin, θmax] of length 2pi is proposed containing the point θ = 0 (corre-
sponding to the current point x). The bracket is then shrunk toward θ = 0 until a point is found
within the bracket that satisfies L(x′(θ)) ≥ y. This point is accepted as the next point in the
Markov chain. The pseudocode for ESS is given in Algorithm 1.
ESS is known to work well when the prior aligns with the posterior and the likelihood is weak
[Murray et al., 2010, Section 2.5]. The most extreme case is when the likelihood is a constant and
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Algorithm 1: Elliptical Slice Sampling
Input : Log-likelihood function (logL), initial point x(0) ∈ Rd, prior N (0,Σ), number of
iterations N
Output: Samples from Markov Chain (x(1), x(2), ..., x(N))
1 for i = 1 to N do
2 Choose ellipse: ν ∼ N (0,Σ)
3 Log-likelihood threshold:
u ∼ Uniform[0, 1]
log y ← logL(x(i−1)) + log u
4 Define initial bracket:
θmax ∼ Uniform[0, 2pi]
θmin ← θ − 2pi
5 do
6 Draw proposal:
θ ∼ Uniform [θmin, θmax]
x′ ← x cos(θ) + ν sin(θ)
7 Shrink bracket:
8 if θ < 0 then θmin ← θ
9 else θmax ← θ
10 while logL(x′) < log y
11 Accept point: x(i) ← x′
12 end
13 return (x(1), x(2), ..., x(N))
p∗(X) ∝ N (X; 0,Σ). In this case the first point proposed on the ESS ellipse is always accepted,
and the Markov chain mixes fast. However, when this is not the case then ESS can perform poorly,
as we demonstrate below.
Figure 2.1 illustrates the problem when the prior and the posterior do not align: here we have
a N (0, I) prior with a Bernoulli likelihood L(x) = 1(x ∈ A) for some rectangle A. The posterior
is a truncated Gaussian within A. In this example we have placed A away from the origin, with
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the result that most of the posterior density lies vertically on the left boundary of the rectangle.
Accordingly, a good sampler should be able to make large vertical moves to effectively explore the
posterior mass.
densome in other state-of-the-art methods like Hamilto-
nian Monte Carlo (HMC; Neal [2011]). The critical ob-
servation is that, if EP provides a quality posterior ap-
proximation pˆ ⇡ p⇤, the likelihood term Lˆ will typically
be weak, which puts ESS in the regime where it is most
efficient.
What results is a new MCMC sampler that combines
EP and ESS, is faster than state-of-the-art samplers like
HMC, and is able to explore the parameter space effi-
ciently even in the presence of strong dependency among
variables. Specifically, our contributions include:
1. In Section 2, we propose Expectation Propagation
based Elliptical Slice Sampling (EPESS) where we
justify the use of EP as the “prior” for ESS.
2. In Section 3, we investigate a method to improve
the overall run time of ESS by sampling multiple
points each iteration. It reduces the average number
of shrinkage steps giving it a computational advan-
tage. We call it Recycled ESS and integrate it with
EPESS to further increase its efficiency.
3. We extend our method to Analytic Elliptical Slice
Sampling in Section 4. As the name suggests, we
can analytically find the region corresponding to
a slice and sample uniformly from it. In addi-
tion to decorrelating samples, it offers the compu-
tational advantage of avoiding expensive shrinkage
steps. It is applicable to only a few target distribu-
tions and we illustrate it, in the context of EPESS,
for linear Truncated Multivariate Gaussian (TMG)
quadrature.
4. We offer empirical evaluation of EPESS (Sec-
tion 5), which show an order of magnitude improve-
ment over the state-of-the art MCMC methods for
TMG and probit models.
2 EXPECTATION PROPAGATION AND
ELLIPTICAL SLICE SAMPLING
In this section we introduce our combined EP and ESS
sampling method. We begin with background of the two
building blocks of this method, to place them in context
of current literature.
2.1 ELLIPTICAL SLICE SAMPLING
There are many problems where dependency between la-
tent variables is induced through a Gaussian prior, for ex-
ample in Gaussian Processes. Elliptical Slice Sampling
(ESS, [Murray et al., 2010]) is specifically designed for
efficiently sampling from such distributions and is con-
sidered state-of-the-art on these problems. ESS consid-





where L is a likelihood function,N (0,⌃) is a multivari-
ate Gaussian prior and Z is the normalizing constant.
ESS is a variant of slice sampling [Neal, 2003] that takes
advantage of the Gaussian prior to improve mixing time
and eliminate parameter tuning. At the beginning of each
iteration of ESS two random variables are sampled. The
first is the slice height y which is uniformly distributed
over [0,L(x)], where x is the current sample. The second
variable ⌫ is sampled from the prior N (x;0,⌃) and, to-
gether with the current sample x, defines an ellipse:
x0(✓) = x cos(✓) + ⌫ sin(✓). (2)
Next, a one-dimensional angle bracket [✓min, ✓max] of
length 2⇡ is proposed containing the point ✓ = 0 (cor-
responding to the current point x). The bracket is then
shrunk toward ✓ = 0 until a point is found within the
bracket that satisfies L(x0(✓)) > y. This point is ac-
cepted as the next point in the Markov chain.
ESS is known to work well when the prior aligns with
the posterior and the likelihood is weak [Murray et al.,
2010, Section 2.5]. However, when this is not the case
then ESS can perform poorly, as we demonstrate below.
Figure 1 illustrates the problem when the prior and the
posterior do not align: here we have aN (0, I) prior with
an observed Bernoulli likelihood L(x) = 1(x 2 A) for
some rectangle A. The posterior is a truncated Gaus-
sian within A. In this example we have placed A away
from the origin, with the result that that most of the pos-
terior density lies vertically on the left boundary of the
box. Accordingly, a good sampler should be able to make





Figure 1: ESS ellipse shown in dashed red.
As the likelihood rectangle A moves further right, the
posterior moves away from the prior. As a result most
of the points proposed on the ellipse will not lie in A, so
more shrinkage steps will be necessary until a point is
accepted, leading to an inefficient algorithm. Moving A
Figure 2.1: ESS ellipse shown in dashed red.
As the likelihood rectangle A moves further right, the posterior moves away from the prior. As
a result, most of the points proposed on an ESS ellipse will not lie in A, so more shrinkage steps
will be necessary until a point is accepted, making ESS inefficient. Moving A further to the right
also mak s the ESS ellipse more eccen ric which pr vents ver ical movement, resulting in further
inefficiency.
The other pathology afflicting ESS is that of strong likelihoods. This happens when L(x) is
extremely large in regions of non-negligible posterior density. Once the sampler is in such a region,
only with low probability will it be able to accept points proposed outside the region, hence it will
get stuck. This will occur, for instance, when the prior underestimates the variance of the posterior
and L(x) becomes large in the tails. We refer the reader to an extended explanation of this effect in
[Nishihara et al., 2014, Sec. 3]. Indeed, this motivates our choice of EP as a prior, since Variational
Bayes and Laplace approximations are known to often underestimate posterior variance whereas
EP does not [Minka, 2005]. This is the same reason why using EP as a proposal distribution in
an importance sampler yields a lower variance estimate than if Variational Bayes is used [Minka,
2005, App. E].
We address both these problems by choosing an EP prior for ESS. How to incorporate EP into
ESS is explained in Section 2.2.3.
2.2.2 Expectation propagation
Expectation Propagation (EP) is a method for computing a Gaussian approximation q to a given
distribution p∗ by iteratively matching local moments and then updating the global approximation
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via a so-called ‘tilted’ distribution [Minka, 2001]. At termination the distribution q minimizes a
global objective that approximates the Kullback-Liebler divergence KL(p∗||q) [Wainwright and Jor-
dan, 2008]. The resulting Gaussian approximation is an inclusive estimate of p∗ that approximately
matches its zeroth, first, and second moments.
Although EP has few theoretical guarantees [Dehaene and Barthelme´, 2015], it is known to
be relatively accurate for many models including the truncated multivariate gaussian [Cunning-
ham et al., 2011], probit and logistic regression [Nickisch and Rasmussen, 2008], log-Gaussian Cox
processes [Ko and Seeger, 2015], and more [Minka, 2001]. It is also known to have superior perfor-
mance compared to the Laplace approximation and Variational Bayes in terms of approximating
marginal distributions accurately [Kuss and Rasmussen, 2005, Cseke and Heskes, 2011, Deisenroth
and Mohamed, 2012].
2.2.3 Elliptical Slice Sampling with Expectation Propagation
As outlined in Section 2.1, we can incorporate a posterior approximation pˆ as a proposal distribution





where p∗ is the posterior distribution of interest from (2.1), pˆ is our new prior and Lˆ = p∗/pˆ is our
new likelihood.
As explained in Section 2.2.1, for ESS to work well, pˆ should have two desirable properties:
(i) It should approximate the posterior p∗. The most obvious candidates for pˆ includes Laplace,
Variational Bayes and EP approximations, (ii) It should ensure that the new likelihood Lˆ = p∗/pˆ
is weak, in the sense as described in Section 2.2.1. Using either Laplace or Variational Bayes may
result in large values of Lˆ in the tails due to variance underestimation, which could cause the
sampler to get stuck. The more inclusive nature of the EP estimate, on the other hand, makes it
a sensible choice to obtain a Gaussian posterior approximation pˆ.
The formulation in (2.3) is intimately related to importance sampling where p∗ would be the
target distribution and pˆ the proposal distribution. The properties that make EP a good prior for
ESS also make EP a good proposal distribution for importance sampling [Minka, 2005, App. E].
Indeed, the EPESS algorithm may be thought of as an MCMC version of importance sampling.
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To demonstrate the power of EPESS we return to the problematic example given in Figure 2.1.
Using the EP approximation we can shift our “prior” pˆ to align with the posterior density p∗ on
the left side of the likelihood rectangle A. The ESS ellipses become short and vertical, allowing
ESS to mix efficiently. This is illustrated in Figure 2.2. To demonstrate the difference in the
sampling behavior between EPESS and ESS, Figure 2.3 plots 400 samples from both EPESS and
ESS. EPESS is clearly superior as it manages to explore the entire distribution whereas ESS does
not.
further to the right also makes the ellipse more eccentric
which prevents vertical movement, resulting in further
inefficiency.
The other pathology afflicting ESS is that of strong likeli-
hoods. This happens when L(x) is extremely large in re-
gions of non-negligible posterior density. Once the sam-
pler is in such a region, only with low probability will
it be able to accept points proposed outside the region,
hence it will get stuck. This will occur, for instance,
when the prior underestimates the variance of the pos-
terior and L(x) becomes large in the tails. We refer the
reader to an extended explanation of this effect in [Nishi-
hara et al., 2014]. Indeed, this motivates our choice of
EP as a prior, since Variational Bayes and Laplace ap-
proximations are known to often underestimate posterior
variance whereas EP does not [Minka, 2005].
We address both these problems by choosing an EP prior
(Section 2.2) for ESS. How to incorporate EP into ESS
is explained in Section 2.3.
2.2 EXPECTATION PROPAGATION
Expectation Propagation (EP) is a method for finding a
Gaussian approximation q to a given distribution p⇤ by it-
eratively matching local moments and then updating the
global approximation via a so-called ‘tilted’ distribution
[Minka, 2001]. At termination the distribution q will op-
timize a global objective that approximates the Kullback-
Liebler divergence KL(p⇤||q) [Wainwright and Jordan,
2008]. The resulting Gaussian approximation is an inclu-
sive estimate of p⇤ that approximately matches its zeroth,
first, and second moments.
Although EP has few theoretical guarantees [Dehaene
and Barthelme´, 2015], it is known to be accurate for
many models including truncated multivariate gaussian
[Cunningham et al., 2011], probit and logistic regression
[Nickisch and Rasmussen, 2008], log-Gaussian Cox pro-
cesses [Ko and Seeger, 2015], and more [Minka, 2001].
It is also known to have superior performance compared
to the Laplace approximation and Variational Bayes in
terms of approximating marginal distributions accurately
[Kuss and Rasmussen, 2005, Cseke and Heskes, 2011,
Deisenroth and Mohamed, 2012].
2.3 ELLIPTICAL SLICE SAMPLINGWITH
EXPECTATION PROPAGATION
As outlined in Section 1, we incorporate a posterior ap-






where p⇤ is the posterior distribution of interest from
Equation (1), pˆ is our new prior and Lˆ is our new like-
lihood. As explained in Section 2.1, for ESS to work
well, pˆ should have two desirable properties: (i) It should
approximate the posterior p⇤. The most obvious candi-
dates for pˆ includes Laplace, Variational Bayes and EP
approximations, (ii) It should ensure that the new like-
lihood Lˆ = p⇤/pˆ is weak, in the sense as described in
Section 2.1. Using either Laplace or Variational Bayes
may result in large values of Lˆ in the tails due to vari-
ance underestimation, which could cause the sampler to
get stuck. The more inclusive nature of the EP estimate,
on the other hand, makes it a sensible choice to obtain a
Gaussian posterior approximation pˆ.
To demonstrate the power of this approach we return to
the problematic example given in Figure 1. Using the EP
approximation we can shift our prior to align with the
posterior density on the left side of the likelihood rect-
angeA. The ellipses become short and vertical, allowing
ESS to mix efficiently. This is illustrated in Figure 2.
To demonstrate the difference in the sampling behavior
between EPESS and ESS, Figure 2.3 plots 400 samples
from both EPESS and ESS. EPESS is clearly superior
and manages to explore the entire distribution whereas
ESS moves consistently less.
x
⌫
Figure 2: The EP approximation is in teal and an EPESS
elliptical slice is in dashed red.
The idea of Equation (3) is not unique to this paper.
Nishihara et al. [2014] use a similar construction where
the Gaussian approximation is learned from samples. Al-
though this has the advantage of not relying on EP to do
moment matching, it requires parallelism and expensive
moment calculations. EPESS will be simpler and more
efficient when an accurate EP approximation is available.
Braun and Bonfrer [2011] also have a similar method
where they use the Laplace approximation, which as dis-
cussed, is a poor choice. We remark that using Power EP
approximations is also a viable choice for a prior, a point
that we will return to in Section 6.





























Figure 2.3: EPESS vs ESS: 400 samples of EPESS and ESS for a 2-d Gaussian N (0, I) truncated
in a rectangular box {50 ≤ x ≤ 51,−1 ≤ y ≤ 1}. EPESS explores the parameter space effectively
whereas ESS does not.
The idea of (2.3) is not unique to this paper. Nishihara et al. [2014] use a similar construc-
tion where the Gaussian approximation is learned from samples. Although their method has the
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advantage of not relying on EP to do moment matching, it requires parallelism and expensive
moment calculations. EPESS will be simpler and more efficient when an accurate EP approx-
imation is available. Braun and Bonfrer [2011] also have a similar method where they use the
Laplace approximation, which as discussed above, is a poor choice. We remark that using Power
EP approximations is also a viable choice for a prior, a point that we will return to in Section 2.6.
2.3 Recycled elliptical slice sampling
In this section we show how to sample J > 1 points each ESS iteration without a significant increase
in computational complexity. This idea is inspired by the work of Nishimura and Dunson [2015]
on HMC. In that work an HMC algorithm is devised which “recycles” the intermediate points as
valid samples from the target distribution. We borrow the phrase “recycling” from them and call
our method Recycled Elliptical Slice Sampling.
Recall from Section 2.2.1 that in every ESS iteration, we propose points along an ellipse within
an angle bracket, which is iteratively shrunk, until a point is accepted. In Recycled ESS, we don’t
stop after accepting the first point but continue to propose points starting from the last angle
bracket used. This procedure is continued until J points are accepted. One of the J accepted
points is then randomly selected to propagate the Markov chain.
As we shrink the angle bracket [θmin, θmax] towards θ = 0 (corresponding to the current point),
the probability of the next proposal point being accepted tends to increase. Hence the number of
shrinkage steps required to accept latter points is typically smaller than that for first accepted point.
Since the number of likelihood function evaluations is proportional to the number of shrinkage steps,
Recycled ESS is able to sample more points with only a small increase in computational complexity,
leading to improved run times per sample. This approach is formalized in Algorithm 2. Note that
recycled ESS is equivalent to standard ESS if J = 1.
It is implied in Algorithm 2 that we treat each sample X
(i)
j as an element in a large Markov
chain with state space (X
(i)
1 , ..., X
(i)
J ). We prove in Theorem 2.3.2 that each element X
(i)
j has its
stationary marginal distribution as p∗. In order to do so, we first show in Lemma 2.3.1 that the
transition operator of accepting the jth point is reversible.
Lemma 2.3.1. Let Tj correspond to the transition operator from X
(i−1)
1 → Xˆ(i)j . Then Tj is
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Algorithm 2: Recycled ESS
Input : Log-likelihood function (logL), initial point x(0)1 ∈ Rd, prior N (0,Σ), number of
iterations N , number of recycled points J
Output: Samples from Markov Chain ((x
(1)
1 , ..., x
(1)
J ), ..., (x
(N)
1 , ..., x
(N)
J ))
1 for i = 1 to N do
2 Choose ellipse: ν ∼ N (0,Σ)
3 Log-likelihood threshold:
u ∼ Uniform[0, 1]
log y ← logL(x(i−1)1 ) + log u
4 Define initial bracket:
θmax ∼ Uniform[0, 2pi]
θmin ← θ − 2pi
5 for j = 1 to J do
6 Draw initial proposal:
θ ∼ Uniform [θmin, θmax]
x′ ← x cos(θ) + ν sin(θ)
7 while logL(x′) < log y do
8 Shrink bracket:
9 if θ < 0 then θmin ← θ
10 else θmax ← θ
11 Draw new proposal:
θ ∼ Uniform [θmin, θmax]
x′ ← x cos(θ) + ν sin(θ)
12 end






1 , ..., x
(i)




1 , ..., x
(1)
J ), ..., (x
(N)
1 , ..., x
(N)
J ))
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invariant to p∗.
Proof. Our proof is similar to that of the original ESS algorithm [Murray et al., 2010, Sec. 2.3].
The approach is to show that Tj is reversible, i.e.
p∗(X = x(i−1)1 ) · p(X¯ = xˆ(i)j |X = x(i−1)1 ) = p∗(X = xˆ(i)j ) · p(X¯ = x(i−1)1 |X = xˆ(i)j ),
from which it follows that Tj is invariant to p
∗.
Let {θj,k}, k = 1, 2, . . .Kj , be the sequence of angles sampled during Tj . The distribution of
the current state X = x
(i−1)
1 with respect to p
∗ (as defined in (2.1)) multiplied by the distribution
of random variables Y, ν, {θj,k} generated to transition to X¯ = xˆ(i)j is
p∗(X = x(i−1)1 ) · p(Y, ν, {θj,k}|X = x(i−1)1 )
= p∗(X = x(i−1)1 ) · p(Y |X = x(i−1)1 ) · p(ν) · p({θj,k}|X = x(i−1)1 , Y, ν)
∝ N (x(i−1)1 ; 0,Σ) · N (ν; 0,Σ) · p({θj,k}|X = x(i−1)1 , Y, ν)
where p(Y = y|X = x(i−1)1 ) = I[0 ≤ y ≤ L(x(i−1)1 )] / L(x(i−1)1 ). The key to proving reversibility is
showing that1
p∗(X = x(i−1)1 ) · p(Y = y, ν = ν, {θj,k} = {θj,k}|X = x(i−1)1 )
= p∗(X = xˆ(i)j ) · p(Y = y, ν = νˆ, {θj,k} = {θˆj,k}|X = xˆ(i)j ) (2.4)
where
νˆ = ν cos(θj,Kj )− x(i−1)1 sin(θj,Kj )
θˆj,k =

θj,k − θj,Kj if k < Kj
−θj,Kj if k = Kj .
The values νˆ and θˆj,k are constructed such that
x
(i−1)
1 cos(θj,k) + ν sin(θj,k) = xˆ
(i)
j cos(θˆj,k) + νˆ sin(θˆj,k)
1We have overloaded our notation with ν and {θj,k}. In the expression ν = ν the left ν refers to the random
variable and the right ν to its value. Likewise for {θj,k}. The notation was chosen to be consistent with [Murray
et al., 2010].
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1 ) are thus the same




j ), except for when k = Kj .
To prove (2.4), we first show that:
p({θj,k} = {θj,k}|X = x(i−1)1 , Y = y, ν = ν) = p({θj,k} = {θˆj,k}|X = xˆ(i)j , Y = y, ν = νˆ) (2.5)
The argument is as follows: the probability density for the first angle θj,1 is always 1/2pi. The
intermediate angles were drawn with probability densities 1/(θmaxj,k −θminj,k ) where (θminj,k , θmaxj,k ) denotes
the angle bracket for θj,k. Whenever the bracket was shrunk, it was done so that xˆ
(i)
j remained
selectable. Now lets consider the reverse transitions starting from xˆ
(i)
j . The reverse transitions
make the same intermediate proposals. Since same size angle brackets (θˆminj,k , θˆ
max
j,k ) are sampled,
the probabilities for drawing angles in forward and reverse transitions is the same.
Additionally, we have that
N (x(i−1)1 ; 0,Σ) · N (ν; 0,Σ) = N (xˆ(i)j ; 0,Σ) · N (νˆ; 0,Σ) (2.6)









1 cos(θj,Kj ) + ν sin(θj,Kj ))
>Σ(x(i−1)1 cos(θj,Kj ) + ν sin(θj,Kj ))







Equation (2.6) combined with the result in (2.5) proves (2.4). Integrating over y, ν and {θj,k}
proves reversibility and shows that Tj is invariant to p
∗.
Theorem 2.3.2 easily follows:
Theorem 2.3.2. Each element in the Recycled ESS Markov chain has marginal stationary distri-
bution p∗.
Proof. The sequence of points {X(i)1 } follow a Markov Chain. At each step the transition operator is
uniformly sampled from the set {Tj : j = 1, ..., J}, with each Tj being invariant to p∗ (Lemma 2.3.1).
Therefore we have that X
(i)
1
dist.−−−→ X∗ where X∗ ∼ p∗. Also, at any fixed iteration i, we have
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j |(Xˆ(i)1 , ..., Xˆ(i)J )) = Uniform(Xˆ(i)1 , ..., Xˆ(i)J ) = p(X(i)k |(Xˆ(i)1 , ..., Xˆ(i)J )).
Since we have that X
(i)
1
dist.−−−→ X∗, it follows that for all j: X(i)j dist.−−−→ X∗.
The downside of Recycled ESS is that the latter accepted points (corresponding to j ≈ J) are
sampled from a very small angle bracket and so are highly correlated. On the other hand these
points only require a small number of function evaluations. Overall the effect of recycling is a small
increase in the effective number of samples, with a small increase in computational complexity.
Whether or not this is beneficial is investigated empirically in Section 2.5.
2.4 Analytic elliptical slice sampling
Consider the ellipse
E(x, ν) = {x′ : x′ = x cos(θ) + ν sin(θ) for some θ ∈ [0, 2pi)}
as in an ESS iteration as defined by (2.2). Let S(y; E) be the slice corresponding to the acceptable
points in E for a given slice height y:
S(y; E) = {x′ ∈ E : L(x′) > y}.
If we can analytically characterize S(y; E) then we only need to sample a point uniformly from the
slice to propagate the Markov Chain [Neal, 2003]. This has three advantages: (i) We eliminate ex-
pensive slice shrinkage steps which reduces the computational cost of our sampler; (ii) In standard
slice sampling algorithms, shrinkage steps bias the next sample to be close to the current sample
thereby introducing correlations. Since we uniformly sample over S(y; E), the resulting samples
are less correlated as we are not biased towards the current point; (iii) We can easily incorporate
the recycling idea here resulting in an extremely efficient algorithm, which we refer to as Analytic
Elliptical Slice Sampling.
As in Recycled ESS, in Analytic ESS we sample J > 1 points from each ellipse E . To do so we
first sample J different Y values, y1, y1, ..., yJ , which are evenly spaced in a Quasi Monte-Carlo
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Algorithm 3: Analytic Slice Sampling
Input : Likelihood Lˆ, prior pˆ, initial point x(0)1 , subroutine Sample Ellipse to sample an
ellipse, subroutine Characterize Slice to analytically characterize S(·; E),
number of iterations N , number of slices per iteration J
Output: Samples from Markov Chain ((x
(1)
1 , ..., x
(1)
J ), ..., (x
(N)
1 , ..., x
(N)
J ))
1 for i = 1 to N do
2 E ← Sample Ellipse(x(i−1)1 , pˆ)
3 S(·; E)←Characterize Slice(E)
4 u ∼ Uniform [0, 1]
5 for j = 1 to J do
6 Define slice height: yj ← (j − u)/J · Lˆ(x(i−1)1 )
7 Sample accepted point: x
(i)




1 , ..., x
(i)




1 , ..., x
(1)
J ), ..., (x
(N)
1 , ..., x
(N)
J ))
fashion. Corresponding to each yj value, we analytically solve for S(yj ; E) (which has only a small
amortized computational cost). One point is then uniformly sampled from each slice S(yj ; E). The
pseudocode for Analytic ESS is given in Algorithm 3 and in Theorem 2.4.1 we prove its validity.
Theorem 2.4.1. Each element in the Analytic ESS Markov chain has marginal stationary distri-
bution p∗.
Proof. The proof follows exactly the same argument as in Theorem 2.3.2.
Unfortunately solving for S(y; E) in closed form is not possible in general, although it can be
done for the Truncated Multivariate Gaussian (TMG) as shown below.
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2.4.1 Analytic EPESS for TMG
The (linear) TMG distribution is defined as:
p∗(X) ∝ N (X; 0, I)
m∏
j=1
1(L>j X ≥ cj).
Using the EP approximation N (X;µ,Σ) and (2.3), we can rewrite the density p∗ as:
p∗(X) ∝ N (X; 0, I)
m∏
j=1
1(L>j X ≥ cj)
∝ N (X;µ,Σ) · N (X; 0, I)N (X;µ,Σ)
m∏
j=1
1(L>j X ≥ cj)
= N (Z; 0,Σ) · N (Z;−µ, I)N (Z; 0,Σ)
m∏
j=1
1(L>j (Z + µ) ≥ cj)
≡ N (Z; 0,Σ) · Lˆ(Z)
≡ p˜(Z)
where Z = X − µ is a transformation with identity Jacobian. We are able to apply Analytic ESS
to p˜(Z) = N (Z; 0,Σ) · Lˆ(Z) and can then recover samples for X by reversing the transformation
via X = Z + µ.
A TMG slice is analytically characterized as:




where z′(θ) = z cos(θ) + ν sin(θ) and
Θj = {θ ∈ [0, 2pi) : L>j z′(θ) + L>j µ ≥ cj}
Θy = {θ ∈ [0, 2pi) : N (z
′(θ);−µ, I)
N (z′(θ); 0,Σ) > y}.
The region Θj is the part of the ellipse that lies in the halfspace defined by Lj and cj . Since it is
defined by a linear inequality of sin(θ) and cos(θ), it is easily characterized using basic trigonometry.
The resulting region may be rewritten as Θj = [0, 2pi) − (lj , uj) for some 0 < lj ≤ uj < 2pi. The
intersection of all m regions can be computed as
⋂m
j=1 Θj = [0, 2pi)−
⋃
j: lj 6=uj (lj , uj), which takes
O(m logm) time to compute.
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The inequality defining Θy can be simplified by taking logarithms on both sides, which reduces
it to the form:
a0 + a1 cos θ + a2 sin θ + a3 cos θ sin θ + a4 cos
2 θ > 0, (2.7)
where ai = ai(µ,Σ, y, z, ν). The roots of this inequality can be obtained by solving a quartic
equation. Finally, S(y; E) = ⋂mj=1 Θj ∩ Θy can be computed by taking the intersection of the
intervals defined by (2.7) and those defined by
⋂m
j=1 Θj = [0, 2pi)−
⋃
j: lj 6=uj (lj , uj).
The most expensive operations in Analytic ESS are generating E and computing ⋂mj=1 Θj , after
which sampling from S(y; E) is relatively cheap. To see this, let d denote the dimension of X and
m the number of linear truncations. To sample the ellipse E we must draw ν from the Gaussian
prior which costs O(d2). Computing
⋂m
j=1 Θj involves taking m inner products of Z = z and ν with
the linear truncations Lj , which can be calculated in O(md), and taking the intersection of the
intervals Θj at a cost of O(m logm). The total computational overhead is thus O(d
2+md+m logm).
Once this is done, sampling from S(y; E) is cheap. It involves sampling the slice height y, solving
the quartic equation from (2.7) for Θy, taking the intersection of Θy and
⋂m
j=1 Θj , and sampling
uniformly from the resultant domain, all of which can be done in O(d+m) (here we have added in
the expense of storing each sample at a cost O(d)).
Since the upfront cost of generating E and computing ⋂mj=1 Θj is O(d2 +md+m logm), we can
sample O(d) points per ellipse E without significantly increasing the total computational complexity.
This leads to a high effective sample size relative to the computational complexity.
The Exact-HMC algorithm for TMG [Pakman and Paninski, 2014] has an intimate relationship
with Analytic ESS and inspired our analytic framework. We explain this connection in Section 2.5.2.
2.5 Experimental results
In this section we compare the empirical performance of the algorithms introduced in Sections 2.2.3–
2.4 to other state-of-the-art MCMC methods. Comparisons are shown for the Probit regression
and the TMG problem, both of which are often encountered in machine learning contexts, as well
as the log-Gaussian Cox process. We quantify the mixing of MCMC samplers by comparing their
effective number of samples. Effective sample size is estimated using the method as described in
[Gelman et al., 2014] which is implemented in the MCMC Diagnostics Tool box for Matlab [Aki
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Table 2.1: Datasets for probit experiments.
Dataset Dimension Examples




Vehtari]. We compare the results in terms of effective sample size divided by the number of density
function evaluations of p∗, which is the dominant computational expense of running the samplers.
2.5.1 Probit regression
Probit regression is one of the most common problems in machine learning and is often used as
a benchmark for comparing Bayesian computation methods. A nice review of the state-of-the-art
algorithms for probit can be found in [Chopin and Ridgway, 2015]. For our experiments, we choose
4 data sets of moderate size from UCI repository as listed in Table 2.1, with their dimension and
number of datapoints. These are the Breast Cancer [Wolberg et al., 1995], Ionosphere [Sigillito,
1989], Sonar [Son] and Musk [AI Group at Arris Pharmaceutical Corporation, 1994] data sets. As
is standard, each dataset is preprocessed to have zero mean and unit variance for each regressor, a
unit intercept term has been included and the prior on each latent variable is N (0, 10).
We compare EPESS and Recycled EPESS (denoted by EPESS(J) where J is the number of
recycled points per slice) against Metropolis-Hastings with an EP proposal (EPMH) and HMC
using the No-U-Turn sampler as implemented in Stan [Carpenter et al., 2015]. EPMH is considered
as state-of-the-art for Probit [Chopin and Ridgway, 2015] . The chains were initialized at the EP
mean for all EPESS methods and the Stan implementation decides on its own initialization. We
use the R package of Ridgway [2016] to find the EP approximation. Its CPU time is negligible
compared to the time to run the samplers.
We run 100 chains with 20,000 samples per chain. For EPMH we ran it until 20,000 unique
samples (i.e., accepted proposed points) were collected to make it comparable with the other meth-
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ods. The results are shown in the top three plots of Figure 2.4. EPESS outperforms HMC and
EPMH by about a factor of 5 for effective sample size relative to number of function evaluations.
As compared to EPMH, EPESS gives a slightly smaller effective number of samples but takes far
fewer function evaluations. The number of function evaluations for Recycled EPESS is smaller
than that of EPESS, however the effective number of samples are also proportionately small as the
samples are highly correlated (this is expected: see Section 2.3). Overall Recycled EPESS does not
improve the effective sample size relative to number of function evaluations above EPESS.
2.5.2 Truncated multivariate Gaussian
The Truncated Multivariate Gaussian (TMG) is an important distribution which commonly arises
in diverse models such as Probit/Tobit models, Neural models [Pillow et al., 2003], Bayesian bridge
model in finance [Polson et al., 2014], True-skill model for competitions [Herbrich et al., 2007] and
many others. There has been some recent work including [Lan and Shahbaba, 2015] focusing on
sampling from TMG, but Exact-HMC algorithm [Pakman and Paninski, 2014] is considered to be
state-of-the-art (see [Altmann et al., 2014] for a nice review). We treat it as the benchmark for
comparisons in our experiments.
The equations of motion for Exact-HMC for the TMG are the same as that of standard ESS,
x′(t) = x cos(t) + ν sin(t),
and so it suffers from the same problems as described in Section 2.2.1 and illustrated in Figure 2.1.
The elliptical path enables exact calculation of where the HMC particle hits the truncations, hence
the term Exact-HMC. These are the same calculations used to find the regions Θj in Analytic ESS,
although being an HMC method, it does not have a slice height y with the corresponding region
Θy. It also cannot incorporate an EP prior as this would destroy the elliptical path and render
the calculations intractable. A tuning parameter T is required and for all our experiments we have
fixed T to be pi/2 as recommended by Pakman and Paninski [2014]. We only show comparative
results for Analytic EPESS as it is faster than EPESS since it avoids slice shrinkages. We obtain an
EP approximation for TMG using the method as described in [Cunningham et al., 2011] which is
fast and scales well for high dimensions. It runs in negligible CPU time as compared to the running
time of different sampling algorithms.
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Figure 2.4: Plots of empirical results. In the top three plots all values are normalized so that
EPESS(1) has value 1. In the bottom 2 plots all values are normalized so that Exact-HMC has
value 1. The naming convention: EPESS(J) denotes Recycled EPESS with J points sampled per
slice. EPESS(1) denotes EPESS without recycling. Ana EPESS(J) denotes Analytic EPESS with
J threshold levels per iteration. Error bars in plot 3 for all algorithms are effectively zero.
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We run 100 chains with 20,000 samples per chain. The fourth plot in Figure 2.4 shows the results
for a 2-d standard Gaussian where the truncated region is a rectangular box: {s ≤ x ≤ s+ 1,
−1 ≤ y ≤ 1}. As we increase s and shift the box to the right, we see Analytic EPESS outperforming
Exact-HMC by orders of magnitude. This trend carries over to higher dimensions as shown in the
fifth plot in Figure 2.4. Results for d = 500 and d = 1000 have been omitted as Exact-HMC with
T = pi/2 takes prohibitively long to run.
2.5.3 Log-Gaussian Cox process
We conducted experiments on a Log-Gaussian Cox Process (LGCP) applied to the coal mining
disaster dataset as set up in the original ESS paper [Murray et al., 2010]. Although a convergent
EP is available for the LGCP, it is not accurate with the EP mean substantially deviating from the
true mean [Ko and Seeger, 2015]. Our experiments showed that EPESS fared no better than ESS
on this problem, with the effective number of samples being about the same. This demonstrates
the fact that EPESS will only perform well when EP is accurate.
2.6 Discussion and conclusion
In this work we have shown how the ideas of ESS, EP and recycling can be combined to yield
highly efficient MCMC methods. For both probit regression and the TMG, EPESS outperforms
state-of-the-art samplers by an order of magnitude. In the case of TMG, this can be multiple orders
of magnitude.
We investigated two different types of recycling: sampling multiple points per slice (Recycled
ESS), and sampling multiple points at different slice heights from the same ellipse (Analytic ESS).
The benefit of Recycled ESS is questionable as it seems not to improve performance in probit, due to
having highly correlated samples. It also introduces a tuning parameter which makes the algorithm
more difficult to implement. Analytic EPESS for TMG does not have the above-mentioned issues
of Recycled ESS. In this case recycling is of clear benefit as can be seen in the experimental results
of Section 2.5.2. It is here where EPESS outperforms the state-of-the-art by the largest margin.
The example of the Log-Gaussian Cox process shows that EPESS will only offer an advantage
over ESS when EP is accurate. This restricts the applicability of EPESS as a general method.
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Improving the accuracy of EP is a subject of active research and any developments made will be
immediately be inherited by EPESS.
There are multiple directions for extending the ideas behind EPESS. Instead of choosing the
prior that minimizes α = 1 divergence, we could choose a prior corresponding to α > 1 by replacing
EP with Power-EP [Minka, 2004]. This might make the likelihood even weaker in EPESS and
further improve performance. Another direction to adapt the idea of using a deterministic method
as a “prior” for MCMC for discrete distributions. This is direction is pursued in the next chapter.




Binary probabilistic models are a fundamental and widely used framework for encoding dependence
between discrete variables, with applications from physics [Wang and Landau, 2001] and computer
vision [Nowozin and Lampert, 2011] to natural language processing [Johnson et al., 2007]. The
exponential nature of these distributions — a d-dimensional binary model has sample space of size
2d — renders intractable key operations like exact marginalization and exact inference. Indeed
these operations are formally hard: calculating the partition function is in general #P-complete
[Chandrasekaran et al., 2008]. This intractability has prompted extensive research into approxi-
mation techniques, with deterministic approximation methods such as belief propagation [Murphy
et al., 1999, Wainwright and Jordan, 2008] and its variants [Murphy, 2012] enjoying substantial
impact. Weighted model counting is another promising approach that has received increasing at-
tention [Chavira and Darwiche, 2008, Chakraborty et al., 2014]. However, Markov Chain Monte
Carlo (MCMC) methods have been relatively unexplored, and in many settings basic Metropolis
Hastings (MH) is still the default choice of sampler for binary probabilistic models [Zhang et al.,
2012].
This scarcity of MCMC methods contrasts with the literature on continuous probabilistic mod-
els, where MCMC methods like Hamiltonian Monte Carlo (HMC), [Neal et al., 2011] and slice
sampling [Neal, 2003] have enjoyed substantial success. Whether explicitly or implicitly stated, the
key idea for many of these state-of-the-art continuous samplers is to utilize a two-operator con-
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struction: at each iteration of the algorithm, first a subset of the full sample space is chosen, and
second a new point is sampled from that subspace. Consider HMC, which samples a point from
the Hamiltonian flow (the subset) induced by a particular sample of the momentum variable. This
two-operator construction is enabled by an auxiliary variable augmentation (e.g. the momentum
variable in HMC) that separates each MCMC operator. Recently this two-operator concept for
HMC has been modified to sample binary distributions [Zhang et al., 2012, Pakman and Paninski,
2013], and its improved performance over MH and Gibbs sampling has been demonstrated, giving
promise to the notion of auxiliary augmentations for binary samplers.
Another continuous example of this two-operator formulation, which inspires our present work,
is Elliptical Slice Sampling (ESS), [Murray et al., 2010]: auxiliary variables are introduced into a
latent Gaussian model such that an elliptical contour (the subset) is defined by the first sampling
operator, and then the second operator draws the next sample point from that ellipse.
Here we leverage this central idea of auxiliary augmentation to create a two-operator MCMC
sampler for binary distributions. At each iteration, we first choose a subset of 2d points ( 2d, the
size of the sample space) defined over an annulus in the auxiliary variable space (or alternatively, a
great circle around the hypercube corresponding to the sample space), and in the second operator we
sample over that annulus. Critically, this augmentation strategy leads to an overrelaxed sampler,
allowing long range exploration of the sample space (flipping multiple dimensions of the binary
vector simultaneously), unlike more basic coordinate-by-coordinate MH strategies, which require
geometrically many iterations to flip many dimensions of the binary vector.
We also extend this auxiliary formulation to exploit available deterministic approximations to
improve the quality of the sampler. This mirrors our approach in Chapter 2 of using the determin-
istic EP approximation to guide the ESS algorithm. The main difference between EPESS and the
work in this chapter is that EPESS is for continuous distributions and used two well established
techniques: EP and ESS. For the binary distributions considered in this chapter, there is a well
established deterministic approximation (loopy belief propagation), but no corresponding MCMC
method. Hence a new MCMC method must be invented to harness the information extracted by
the deterministic approximation.
We evaluate our sampler on 2D Ising models and a real world problem of modeling heart disease
risk factors; where it significantly outperforms MH and HMC techniques for binary distributions.
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The outline of the chapter is as follows. In Section 3.2.1 we propose a novel annular augmen-
tation that maps a continuous path in the auxiliary space to the discrete sample space of binary
distributions. The augmentation is then extended to incorporate deterministic posterior approxi-
mations such as mean-field belief propagation. A Rao-Blackwellized Gibbs sampler that exploits
this annular augmentation is developed in Section 3.2.3. It is both free of tuning parameters and
straightforward to implement with generic code. Experimental results demonstrating the perfor-
mance improvements achieved by annular augmentation sampling over other state-of-the-art meth-
ods are given in Section 3.3. We conclude by discussing some extensions to annular augmentation,
and future directions for the class of augmented binary MCMC techniques in Section 3.4.
3.2 Annular augmentation sampling
We are interested in sampling from a probability distribution p(S) defined over d-dimensional binary





where Z is the normalizing constant. It is perhaps most straightforward to set up an augmentation
by partitioning p into the product of some tractable distribution pˆ and its remainder L:
p(S) ∝ L(S)pˆ(S),
where L = f/pˆ can be thought of as a likelihood with respect to the prior pˆ. This is the same step
as (2.3) in the EPESS chapter. Like in EPESS, we would like pˆ to capture the structure of p (else
samples in the resulting MCMC algorithm will be wasted, similar to a bad importance sampler).
As in other works using augmentation strategies [Pakman and Paninski, 2013, Murray et al.,
2010], we will rewrite S as a deterministic function S = h(θ, T ) of auxiliary random variables (θ, T )
(to be defined). In our setup h(θ, T ) and the prior distribution of the auxiliary variables p¯(θ, T )
will be linked to the prior pˆ(S) via the relation1
pˆ(S = s) =
∫
I[h(θ, t) = s]p¯(θ = θ, T = t)dθdt. (3.1)
1Like in Lemma 2.3.1 of Chapter 2 we have overloaded the notation on θ. In the expression θ = θ the left θ refers
to the random variable and the right θ to its value.
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It follows that
p(S = s) ∝ L(s)pˆ(S = s) =
∫
I[h(θ, t) = s]L(h(θ, t))p¯(θ = θ, T = t)dθdt ∝ p(h(θ, T ) = s)
where the probability p(h(θ, T ) = s) is taken over the posterior distribution
p(θ, T ) ∝ L(h(θ, T ))p¯(θ, T ). (3.2)
Thus we can sample p(S) by sampling from p(θ, T ) and then setting S = h(θ, T ).
3.2.1 Annular Augmentations
Let us first consider the choice of a uniform prior: pˆ(S) =
∏d
i=1 pˆ(Si) with pˆ(Si = +1) =
pˆ(Si = −1) = 1/2. We can now replace S with auxiliary variables θ ∈ [0, 2pi) and T ∈ [0, 2pi)d as
θ ∼ unif [0, 2pi)
Ti ∼ unif [0, 2pi)
Si = h(θ, T )i = sgn[cos(Ti − θ)]. (3.3)
This choice of prior p¯ and the map hmaintains the distribution pˆ(S) in the sense of (3.1), but induces
conditional dependence given the auxiliary variables. Critical to this work is the observation that,
conditioned on a value of T , the sample S = h(θ, T ) can take on 2d possible values (not 2d); which
value S takes is determined by θ. Thus T defines a subset of the sample space over which we can
sample S using θ.
Geometrically, this fact can be seen in two ways. First, Figure 3.1a shows each Ti as a red,
green, or blue point, where the interval Ti ± pi2 is shown as a similarly colored bar; this bar defines
the threshold for flipping the ith coordinate of S (i.e., the threshold of the sgn function in (3.3)).
As θ traverses 0 → 2pi, 2d bit flips alter S′ to −S′ and back. Alternatively, a second view of this
geometric structure is to consider a great circle path around the d-dimensional hypercube, as shown
in Figure 3.1b. Owing to this fundamental ring structure, we call this auxiliary variable scheme
annular augmentation. We use this augmentation to create an MCMC sampler in Section 3.2.2.
Before introducing the sampler, we introduce an important extension. In some settings we
may have access to a mean-field posterior approximation pˆ (e.g., from loopy belief propagation),
which should in general serve us better than the uniform pˆ just introduced. An accurate posterior
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(b) Path of annulus on hypercube
Figure 1: Diagram of the annuluar augmentation. (a) The auxiliary annulus. Each threshold Ti defines a
semicircle where si = +1, which is indicated by a darker shade. The value of s changes as ✓ moves around the
annulus. (b) The implied path of the annulus on the binary hypercube. Hypercube faces are colored to match the
annulus.
Before introducing the sampler, we introduce an impor-
tant extension. In some settings we may have access
to a mean-field posterior approximation pˆ (e.g., from
loopy belief propagation), which should in general serve
us better than the uniform pˆ just introduced: a pos-
terior approximation should “flatten” the likelihood
L(s) = f(s)/pˆ(s) in the spirit of (Wang and Landau,
2001) and (Fagan et al., 2016), thereby improving the
efficiency of our sampler. Our annuluar augmentation
generalizes nicely to this setting, by altering Eqn. 1 to:
si = sgn[cos(ti   ✓)  cos(⇡pˆ(si = 1))]. (2)
Figure 2a demonstrates that the proportion of the
annulus where si = 1 becomes:
(ti + ⇡pˆ(si = 1))  (ti   ⇡pˆ(si = 1))
2⇡
= pˆ(si = 1),
resulting in the implied prior measure on s being pre-
cisely the mean-field approximation pˆ. Indeed, when
pˆ(si = 1) = 1/2, Equation 2 reverts back to Equation 1,
so the augmentations are consistent. Geometrically
this change to Equation 1 induces stretched thresholds
around the annulus, as shown in Figure 2b. We use
the stretched annulus to good effect in Section 3.
2.2 Generic Sampler
As outlined in Section 1, to sample from p(s) we define
two MCMC operators to sample our auxiliary variables
(✓, t), and then we read out the corresponding values of
s = h(✓, t) as given by Equation 1 or, more generally,
Equation 2. The posterior over the auxiliary variables
(✓, t) is:
p(✓, t) / L(h(✓, t)), (3)
where the uniform 12⇡ prior for ✓ and t have been
absorbed into the constant of proportionality. In Oper-
ator 1, we use t to define a subspace, and in Operator
2 we sample over ✓:
• Operator 1: Sample t subject to the constraint
s = h(✓, t) is fixed. The simplest such operator
uniformly samples ti from the domain where si is
fixed:
ti ⇠ unif(✓ + (1  si)⇡/2  ⇡pˆ(si),
✓ + (1  si)⇡/2 + ⇡pˆ(si)).
• Operator 2: Sample ✓ using an MCMC transition
operator (e.g. Gibbs sampling).
First note that, in Operator 1, the density of the pro-
posed point is equal to that of the current point since
L(h(✓, t)) is unchanged. Thus the sample from Op-
erator 1 is accepted with probability 1 and is a valid
MCMC step (which follows from evaluating the stan-
dard MH acceptance probability). Second, Operator 2
is also a valid MCMC transition by definition. Together,
this two-operator sampling approach leaves the target
distribution in Equation 3 invariant and is ergodic, and
thus the Markov chain will converge to the stationary
distribution p.
2.3 Operator 2: Rao-Blackwellized Gibbs
In the previous section we proposed a generic sampler
for the annular augmentation; it now remains to specify
Operator 2 to sample ✓ conditioned on t. Though a
(a) Ann l tation
































































(b) Path of annulus on hypercube
Figure 1: Diagram of the annuluar augmentation. (a) The auxiliary annulus. Each threshold Ti defines a
semicircle where si = +1, which is indicated by a darker shade. The value of s changes as ✓ moves around the
annulus. (b) The implied path of the annulus on the binary hypercube. Hypercube faces are colored to match the
annulus.
Before introducing the sampler, we introduce an impor-
tant exte si n. In some settings we may have access
to a mean-field posterior approximation pˆ (e.g., from
loopy belief propagation), which should in general serve
us better than the uniform pˆ just introduced: a pos-
terior approximation should “flatten” the likelihood
L(s) = f(s)/pˆ(s) in the spirit of (Wang and Landau,
2001) and (Fagan et al., 2016), thereby improving the
efficiency of our sampler. Our annuluar augmentation
generalizes nicely to this setting, by alte ing Eqn. 1 to:
si = sgn[cos(ti   ✓)  cos(⇡pˆ(si = 1))]. (2)
Figure 2a demonstrates that the proportion of the
annulus where si = 1 becomes:
(ti + ⇡pˆ(si = 1))  (ti   ⇡pˆ(si = 1))
2⇡
= pˆ(si = 1),
resulting in the implied prior measure on s being pre-
cisely the mean-field approximation pˆ. Indeed, when
pˆ(si = 1) = 1/2, Equation 2 reverts back to Equation 1,
so the augmentations are consistent. Geometrically
this change to Equation 1 induces stretched thresholds
around the annulus, as shown in Figure 2b. We use
the stretched annulus to good effect in Section 3.
2.2 Generic Sampler
As outlined in Section 1, to sample from p(s) we define
two MCMC operators to sample our auxiliary variables
(✓, t), and then we read out the corresponding values of
s = h(✓, t) as given by Equation 1 or, more generally,
Equation 2. The posterior over the auxiliary variables
(✓, t) is:
p(✓, t) / L(h(✓, t)), (3)
where the uniform 12⇡ prior for ✓ and t have been
absorbed into the constant of proporti nality. In Oper-
ator 1, we use t to define a subspace, and in Operator
2 we sample over ✓:
• Operator 1: Sample t subject to the constraint
s = h(✓, t) is fixed. The simplest such operator
uniformly samples ti from the domain where si is
fixed:
ti ⇠ unif(✓ + (1  si)⇡/2  ⇡pˆ(si),
✓ + (1  si)⇡/2 + ⇡pˆ(si)).
• Operator 2: Sample ✓ using an MCMC transition
operator (e.g. Gibbs sampling).
First note that, in Operator 1, the density of the pro-
posed point is equal to that of the current point since
L(h(✓, t)) is unchanged. Thus the sample from Op-
erator 1 s accepted with probabili y 1 and is a val d
MCMC step (which follows from evaluating the sta -
dard MH acceptance probability). Second, Operator 2
is also a valid MCMC transition by definition. Together,
this two-operator sampling approach leaves the target
distribution in Equation 3 invariant and is ergodic, and
thus the Markov chain will converge to the stationary
distribution p.
2.3 Operator 2: Rao-Blackwellized Gibbs
In the previous section we proposed a generic sampler
for the annular augmentation; it now remains to specify
Operator 2 to sample ✓ conditioned on t. Though a
(b) Path of annulus on hypercube
Figure 3.1: Diagram of the a nular augmentation. (a) The auxiliary annulus. Each threshold Ti
defines a semicircle where Si = +1, which is indicated by a darker shade. The value of S changes
as θ moves around the annulus. (b) The implied path of the annulus on the binary hypercube.
Hyperc be faces re colored to match the annulus.
approximation should “flatten” the likelihood L = f/pˆ in the spirit of [Wang and Landau, 2001],
thereby improving the efficiency of our sampler. This is the same idea as in Chapter 2 where EP
was used to improve the performance of ESS. Our annular augmentation gen ralizes nicely t this
setting, by altering (3.3) to:
Si sgn[cos(Ti − θ)− cos(pipˆ(Si = 1))]. (3.4)
Figure 3.2a demonstrates that the proportion of the annulus where Si = 1 becomes:
(Ti + pipˆ(Si = 1))− (Ti − pipˆ(Si = 1))
2pi
= pˆ(Si = 1),
resulting in the im lied prior measure on S being precisely the mean-field approximation pˆ. Indeed,
when pˆ(Si = 1) = 1/2, (3.4) reverts back to (3.3), so the augmentations are consistent. Geometri-
cally this change to (3.3) induces stretched thresholds around the annulus, as shown in Figure 3.2b.
We use the stretched annulus to good effect in Section 3.3.
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Figure 2: Augmentation with mean-field prior pˆ. (a) Equation 2 in graphical form; in blue, the implied interval
where s1 = 1 along the annulus. We denote pˆ1 = pˆ(s1 = 1). (b) Stretched annuluar augmentation; cf. Figure 1a.
number of choices are available, a particularly effective
choice is Rao-Blackwellized Gibbs sampling, which we
will now explain.
Gibbs sampling in the annular augmentation is made
possible by the fact that s = h(t, ✓) is piecewise con-
stant over the annulus (see braces in Figure 1a). In
each of the intervals between threshold edges, constant
s = h(t, ✓) implies L(h(t, ✓)) is also constant. In Gibbs
sampling the probability of sampling a point within an
interval is proportional to the integral of the density
over that interval. Here it is (proportional to) the prod-
uct of the interval length and the value of L on the
interval. Therefore we can Gibbs sample ✓ by first sam-
pling an interval and then uniformly sampling a point
within it. We further improve estimates from Gibbs
sampling via Rao-Blackwellization (RB) (Douc et al.,
2011). To calculate an expectation of some function








rnk · g(snk ),
where rnk is the normalized density of the k
th inter-
val between threshold edges in the nth iteration and
skn is its corresponding value. Annular augmentation
permits an efficient implementation of RB Gibbs sam-
pling, which we show in pseudocode in Algorithm 1.
As an implementation note, the rotational invariance
of t and ✓ allows us to set ✓ = 0 at the beginning of
each iteration without loss of generality, thereby elimi-
nating ✓ from Algorithm 1. Hereafter we will refer to
Gibbs sampling on the annular augmentation as Annu-
lar Augmentation Gibbs sampling (AAG) and it’s RB
version as Rao-Blackwellized Annular Augmentation
Gibbs sampling (AAG + RB).
Even though the AAG sampler may seem to involve
more work than a traditional method such as MH, both
have similar computational complexity per sample. To
see this, note that each MH iteration requires evaluating
f with a change in sign in one coordinate and a uniform
random variable for acceptance-rejection. In AAG
we require d uniform random variables to sample t,
must sort the threshold edges and perform 2d function
evaluations of f with a change in sign in one coordinate.
Although this is more expensive, using RB we get 2d
samples, hence the cost per sample is similar. For
uniform priors it is possible to avoid the cost of sorting
the threshold edges if we constrain t to lie on a lattice,
i.e. ti = ki⇡/d where ki 2 {1, ..., 2d}.
We noted previously that the annular augmentation can
be sampled with methods other than Gibbs. Indeed, in
our experiments we will compare AAG to a similarly
defined Annular Augmentation Slice sampler (AAS)
(Neal, 2003). Suwa and Todo (2010) recently proposed
a non-reversible MCMC sampler for discrete spaces
with state-of-the-art mixing times; this Suwa-Todo
(ST) algorithm can also be used in Operator 2. In
Section 3.1, we extensively explore the benefits of using
different Operator 2 approaches on Ising models.
2.4 Choice And Effect Of The Prior pˆ
Annular augmentation requires a distribution pˆ which,
for optimal performance, should approximately match
the marginals of p. A natural choice is Loopy Be-
lief Propagation (LBP), a deterministic approximation
which incurs minimal computational overhead. The use
of deterministic priors to speed up samplers has been
used before in MCMC algorithms (De Freitas et al.,
2001; Fagan et al., 2016) as well as in importance sam-
pling (Liu et al., 2015). Often it makes the samplers
more efficient without significant extra computational
cost, as we will see in Section 3.
Annular augmentation explores the subset defined by
the annular thresholds t, and the behavior of the
sampler will depend significantly on the choice of
prior pˆ. Presuming pˆ approximately matches the true
marginals of p, it is instructive to consider two ex-
(a) Interval where Si = 1
Annular Augmentation Sampling
















(b) Stretched thres ol s
Figure 2: Augmentation with mean-field prior pˆ. (a) Equation 2 in graphical form; in blue, the implied interval
where s1 = 1 along the annulus. We denote pˆ1 = pˆ(s1 1). (b) Stretched annuluar augmentation; cf. Figure 1a.
number of choices are available, a particularly effective
choice is Rao-Blackwellized Gibbs sampling, which we
will now explain.
Gibbs sampling in the annular augmentation is made
possible by the fact that s = h(t, ✓) is piecewise con-
stant over the annulus (see braces in Figure 1a). In
each of the intervals between threshold edges, constant
s = h(t, ✓) implies L(h(t, ✓)) is also constant. In Gibbs
sampling the probability of sampling a point within an
interval is proportional to the integral of the density
over that interval. Here it is (proportional to) the prod-
uct of the interval length and the value of L on the
interval. Therefore we can Gibbs sample ✓ by first sam-
pling an interval and then uniformly sampling a point
within it. We further improve estimates from Gibbs
sampling via Rao-Blackwellization (RB) (Douc et al.,
2011). To calculate an expe tation of some functi n








rnk · g(snk ),
where rnk is the normalized density of the k
th inter-
val between threshold edges in the nth iteration and
skn is its corresponding value. Annular augmentation
permits an efficient implementation of RB Gibbs sam-
pling, which we show in pseudocode in Algorithm 1.
As an implementation note, the rotational invariance
of t and ✓ allows us to set ✓ = 0 at the beginning of
each iteration without loss of generality, thereby elimi-
nating ✓ from Algorithm 1. Hereafter we will refer to
Gibbs sampling on the annular augmentation as Annu-
lar Augmentation Gibbs sampling (AAG) and it’s RB
version as Rao-Blackwellized Annular Augmentation
Gibbs sampling (AAG + RB).
Even though the AAG sampler may seem to involve
more work than a traditional method such as MH, both
have similar computational complexity per sample. To
see this, note that each MH iteration requires evaluating
f with a change in sign in one coordinate and a uniform
random variable for acceptance-rejection. In AAG
we require d uniform random variables to sample t,
must sort the threshold edges and perform 2d function
evaluations of f with a change in sign in one coordinate.
Although this is more expensive, using RB we get 2d
samples, hence the cost per sample is similar. For
uniform priors it is possible to avoid the cost of sorting
the threshold edges if we constrain t to lie on a lattice,
i.e. ti = ki⇡/d where ki 2 {1, ..., 2d}.
We noted previously that the annular augmentation can
be sampled with methods other than Gibbs. Indeed, in
our experiments we will compare AAG to a similarly
defined Annular Augmentation Slice sampler (AAS)
(Neal, 2003). Suwa and Todo (2010) recently proposed
a non-reversible MCMC sampler for discrete spaces
with state-of-th -a t mixing times; this Suwa-Todo
(ST) algorithm can also be used i Operator 2. In
Section 3.1, we extensively explore th benefits of using
different Operator 2 approaches on Ising mod ls.
2.4 Choice And Effect Of The Prior pˆ
Annular augmentation requires a distribution pˆ which,
for optimal performance, should approximately match
the marginals of p. A natural choice is Loopy Be-
lief Propagation (LBP), a deterministic approximation
which incurs minimal computational overhead. The use
of deterministic priors to speed up samplers has been
used before in MCMC algorithms (De Freitas et al.,
2001; Fagan et al., 2016) as well as in importance sam-
pling (Liu et al., 2015). Often it makes the samplers
more efficient without significant extra computational
cost, as we will see in Section 3.
Annular augmentation explores the subset defined by
the annular thresholds t, and the behavior of the
sampler will depend significantly on the choice of
prior pˆ. Presuming pˆ approximately matches the true
marginals of p, it is instructive to consider two ex-
(b) Stretched thresholds
Figure 3.2: Augmentation with mean-field prior pˆ. (a) Equation (3.4) in graphical form; in blue,
the implied interval where s1 = 1 along the annulus. We denote pˆ1 = pˆ(S1 = 1). (b) Stretched
annular ugment tion; cf. Fig re 3.1a.
3.2.2 Generic Sampler
Th posterior over the auxiliary variabl s (θ, T ) from (3.2) is:
p(θ, T ) ∝ L(h(θ, T )), (3.5)
where the uniform prior p¯ on (θ, T ) from (3.3) has been absorbed into the constant of proportion-
ality. As out ined in Section 3.1, t sample from p(θ, T ) w will define two MCMC operators. In
Operator 1, we use T to define a subspace, and in Operator 2 we sample over θ. Let s denote the
current value of S = h(θ, T ) in the Markov chain.
• Op r tor 1: S mple T ubject to the onstraint hat s = h(θ, T ) is fixed. The si st such
operator uniformly samples Ti from the domain where si is fixed:
Ti ∼ unif(θ + (1− si)pi/2− pipˆ(Si = si), θ + (1− si)pi/2 + pipˆ(Si = si)).
• Operator 2: Sample θ using an MCMC transition operator (e.g. Gibbs sampling).
First not t at, in Operator 1, the d nsity of the proposed point is equal t that of the current
point since L(h(θ, T )) is unchanged. Thus the sample from Operator 1 is accepted with probability 1
and is a valid MCMC step (which follows from evaluating the standard MH acceptance probabili y).
Second, Operator 2 is also a valid MCMC transition by defi ition. Together, this two-oper tor
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sampling approach leaves the target distribution in (3.5) invariant and is ergodic, and thus the
Markov chain will converge to the desired stationary distribution.
3.2.3 Operator 2: Rao-Blackwellized Gibbs
In the previous section we proposed a generic sampler for the annular augmentation; it now remains
to specify Operator 2 to sample θ conditioned on T = t. Though a number of choices are available,
a particularly effective choice is Rao-Blackwellized Gibbs sampling, which we will now explain.
Gibbs sampling in the annular augmentation is made possible by the fact that s = h(θ, t) is
piecewise constant over the annulus (see braces in Figure 3.1a). In each of the intervals between
threshold edges, constant s = h(θ, t) implies L(h(θ, t)) is also constant. In Gibbs sampling the
probability of sampling a point within an interval is proportional to the integral of the density over
that interval. Here it is (proportional to) the product of the interval length and the value of L on
the interval. Therefore we can Gibbs sample θ by first sampling an interval and then uniformly
sampling a point within it.
We further improve estimates from Gibbs sampling using Rao-Blackwellization (RB) [Douc
et al., 2011] (a brief background on Rao-Blackwellization is provided in Appendix B.1).









where rnk is the normalized density of the k
th interval between threshold edges in the nth iteration
and skn is its corresponding value. Annular augmentation permits an efficient implementation of
RB Gibbs sampling, which we show in pseudocode in Algorithm 4. As an implementation note, the
rotational invariance of T and θ allows us to set θ = 0 at the beginning of each iteration without loss
of generality, thereby eliminating θ from Algorithm 4. Hereafter we will refer to Gibbs sampling on
the annular augmentation as Annular Augmentation Gibbs sampling (AAG) and it’s RB version as
Rao-Blackwellized Annular Augmentation Gibbs sampling (AAG + RB).
Even though the AAG sampler may seem to involve more work than a traditional method such
as MH, both have similar computational complexity per sample. To see this, note that each MH
iteration requires evaluating f with a change in sign in one coordinate and a uniform random
variable for acceptance-rejection. In AAG we require d uniform random variables to sample T ,
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Algorithm 4: Rao-Blackwellized Annular Augmentation Gibbs Sampling
(AAG+RB)
Input : Unnormalized density L, prior pˆ, number of iterations N , function g
Output: Monte Carlo approximation Eˆ[g]
1 Initialize: s ∈ {−1,+1}d; Eˆ[g]← 0
2 for n = 1, .., N do
/* Operator 1 */
3 for i = 1, .., d do
4 ti ← pi2 (si − 1) + pipˆ(Si = si) · unif(−1,+1) // Threshold value
5 ei ← (ti − pipˆ(Si = +1), ti + pipˆ(Si = +1)) // Threshold edges
6 end
/* Operator 2 */
7 q ← sort edge indices(e1, e2, ..., ed)
8 `← interval lengths(q; e1, e2, ..., ed)
9 Initialize rn ∈ R2d // Interval densities
10 for k=1,...,2d do // Move around annulus
11 sq(k) ← −sq(k)
12 snk ← s
13 rnk ← `(k) · L(snk)
14 end
15 rn ← rn/‖rn‖1 // Normalize probabilities
16 i ∼Multinomial(rn), s← sni // Gibbs sample
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must sort the threshold edges and perform 2d function evaluations of f with a change in sign in
one coordinate. Although this is more expensive, using RB we get 2d samples, hence the cost per
sample is similar as compared to MH. For uniform priors it is possible to avoid the cost of sorting
the threshold edges if we constrain T to lie on a lattice, i.e. Ti ∈ {kpi/d}2dk=1.
We noted previously that the annular augmentation can be sampled with methods other than
Gibbs. Indeed, in our experiments we will compare AAG to a similarly defined Annular Augmen-
tation Slice sampler (AAS) [Neal, 2003]. Suwa and Todo [2010] recently proposed a non-reversible
MCMC sampler for discrete spaces with state-of-the-art mixing times; this Suwa-Todo (ST) algo-
rithm can also be used in Operator 2. In Section 3.3.1, we extensively explore the benefits of using
different Operator 2 approaches on 2D-Ising models.
3.2.4 Choice And Effect Of The Prior pˆ
Annular augmentation requires a distribution pˆ which, for optimal performance, should approxi-
mately match the marginals of p. A natural choice is Loopy Belief Propagation (LBP), a deter-
ministic approximation which incurs minimal computational overhead. The use of deterministic
priors to speed up samplers has been used before in MCMC algorithms [De Freitas et al., 2001] as
well as in importance sampling [Liu et al., 2015]. We used this approach in Chapter 2 where the
EP prior was used to speed up ESS. Often it makes the samplers more efficient without significant
extra computational cost, as we will see in Section 3.3.
The behavior of annular augmentation will depend significantly on the choice of prior pˆ. Pre-
suming that pˆ approximately matches the true marginals of p, it is instructive to consider two
extreme cases that demonstrate the quality and flexibility of the annular augmentation: strongly
non-uniform pˆ, where pˆ(Si = 1) ≈ 1; and uniform priors, where pˆ(Si = 1) ≈ 1/2 for all i = 1, ..., d.
In the non-uniform case, each threshold is stretched to cover nearly all of the annulus, inducing
a constant S around the annulus except for d tiny regions where only one coordinate is flipped.
Our sampler reduces to an MH type algorithm where only one coordinate is flipped at a time. This
is appropriate and desired: nearly all of the density in p will be at S = (+1, ...,+1) with most of
the remaining density residing in adjacent vectors that have only one negative signed coordinate.
AAG in such a case would quickly move to S = (+1, ...,+1) guided by the LBP prior, and then
only consider flipping one coordinate at a time.
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On the other hand, for uniform priors the annular augmentation will do a form of overrelaxed
sampling. In overrelaxed sampling, proposed points often lie on the opposite side of a mode or mean
of a distribution [Neal, 1998], which can suppress random walks. In the annular augmentation with
uniform prior, we can observe from Figure 3.1a that points on opposite sides of the annulus have
opposite signs, i.e. h(θ, T ) = −h(θ + pi, T ). Annular augmentation considers all such points and
has a similar flavor as an overrelaxed sampler. This is particularly useful for pairwise binary
distributions without bias where f(s) =
∏
i<j exp(βijsisj). In this case Ep(S) = 0 since the density
is symmetric with respect to signs. Here annular augmentation samplers simultaneously explore
points of opposite signs, resulting in an extremely accurate estimate of node marginals.
3.3 Experimental results
We evaluate our annular augmentation framework on Ising models and a real world Boltzmann
Machine (BM) application. Ising models have historically been an important benchmark for as-
sessing the performance of binary samplers [Newman et al., 1999, Zhang et al., 2012, Pakman and
Paninski, 2013]. We use a set-up similar to [Zhang et al., 2012] to interpolate between unimodal and
more challenging multi-modal target distributions which allows us to compare the performance of
each sampler in different regimes and understand the benefits of RB and the LBP prior. BMs, also
known as Markov random fields, are a fundamental paradigm in machine learning [Ackley et al.,
1985, Barber, 2012], with it’s deep counterpart having found numerous applications [Salakhutdinov
and Hinton, 2009]. Inference in fully connect BMs is extremely challenging. In our experiments
we consider the heart disease dataset [Edwards and Toma, 1985] as its small size enables exact
computations which can be used to measure the error of each sampler.
We compare against other general purpose state-of-the-art binary samplers: Exact-HMC [Pak-
man and Paninski, 2013] and Coordinate Metropolis Hastings (CMH), a MH sampler which proposes
to flip only one coordinate, si, per iteration. We note that for certain classes of binary distribu-
tions, specialized samplers have been developed, e.g. the Wolff algorithm [Newman et al., 1999].
As annular augmentation is a general binary sampling scheme, we do not compare to such spe-
cialized methods. To make the comparisons particularly challenging, we developed a novel method
to incorporate the LBP prior in the CMH sampler and further improved its performance by using
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discrete event simulation. We refer to this as CMH + LBP (details in Appendix B.4).
To distinguish the contributions of the annular augmentation, RB, and the LBP pseudoprior,
we show results separately for the AAG sampler, its RB version (AAG + RB), and with the
LBP prior (AAG + RB + LBP). As mentioned in Section 3.2.3, we also provide results for the
Annular Augmentation Slice (AAS) and Suwa-Todo (AAST) sampling counterparts. We run all
samplers for a fixed numbers of density function (f) evaluations. This choice is sensible since
the density evaluations dominate the run time cost of each sampler, ensuring a fair comparison
between the different methods. All samplers were started from the same initial point, and for the
LBP approximation we used Matlab code [Schmidt, 2007]. We report results for estimation of i)
node marginals, ii) pairwise marginals, and iii) the normalizing factor (partition function) where
the exact values were obtained by running the junction tree algorithm [Schmidt, 2007].
3.3.1 2D Ising Model
We consider a 2D Ising model on a square lattice of size 9× 9 with periodic boundary conditions,
where p(S = s) ∝ exp ( − βE[s]). Here E[s] = −∑〈i,j〉Wijsisj −∑iBisi is the energy of
the system and the sum
∑
〈i,j〉 is over all adjacent nodes on the square lattice. The strength of
interaction between node pairs (i, j) is denoted by Wij , Bi is the bias applied to each node, and
β is the inverse temperature of the system. As is often done, we fix β = 1, Wij = W for all (i, j)
pairs, and apply a scaled bias Bi ∼ c · Unif [−1, 1] to each node. Each MCMC method is run 20
times for 1000 equivalent density function (f) evaluations.
In Figures 3.3, 3.4 and 3.5, we report the RMSE of node marginal and pairwise marginal
estimates, each averaged over 20 runs for different settings of W (referred to as “Strength”) and
c (referred to as “Bias scale”). A higher value in heatmaps (more yellow, less red) indicates a
larger error. The values of strength and bias scale determine the difficulty of the problem, and
demonstrate the performance of annular augmentation across a range of settings.
In Figure 3.3, we fix c = 0.2 and progressively increase W . These correspond to hard cases
or “frustrated systems” with the target distribution being multimodal: increasing W increases the
energy barrier between modes making the target more difficult to explore. All samplers do similarly
well for easy, low-strength cases (left columns of Figure 3.3), but AAS, AAS + RB, AAG, AAG
+ RB and AAST, AAST + RB outperform on difficult problems (high W values, redder colors).
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Figure 3.3: Bias scale c = 0.2 and the bias for each node is drawn as Bi ∼ c · Unif [−1, 1]. The
target distribution here is multi-modal. As we increase strength W , AAS, AAS + RB and AAG,
AAG + RB increase their outperformance over all other samplers, including those using LBP (the
LBP approximate degrades for W > 0.6).
Figure 3.4: No bias is applied to any node making the target distribution bimodal, with the
modes becoming more peaked as strength W is increased. All annular augmentation samplers very
significantly outperform.
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Figure 3.5: W is fixed to 0.2 and bias scale c is increased making the target distribution uni-modal.
HMC and CMH find the mode quickly, as do annular augmentation samplers that leverage LBP.
That group outperforms annular augmentation samplers with no access to LBP.
Also interesting to note is that, in the high strength regime, the addition of LBP hurts performance
(LBP itself, not annular augmentation, has broken down; see Appendix B.2, Table B.1 for numerical
values).
In Figure 3.4, no bias is applied to any node and we progressively increase W . This corresponds
to a target distribution with two modes: the ones and negative ones vectors. Samplers based on
annular augmentation significantly outperform (lower error, more red) due to the overrelaxation
property. For the zero bias cases, the LBP approximation is equal to the true node marginals:
pˆ(Si = 1) = 0.5 which is equivalent to the uniform prior case, hence we expect annular augmentation
with and without LBP to perform similarly. A significant performance gain in estimating node
marginals comes from RB (Appendix, Table B.3 has numerical values). For settings in Figures 3.3
and 3.4, HMC, CMH and CMH + LBP samplers tend to get stuck in one mode, leading to poor
performance.
Finally in Figure 3.5, we fix W = 0.2 and progressively increase c making the target distribution
unimodal. In this simpler setting, HMC and CMH perform well and are on par with AAS + RB +
LBP, AAG + RB + LBP and AAST + RB + LBP. We see this performance is due in part to the
accuracy of LBP in this setting (Appendix B.2, Table B.2), shown also by the underperformance
of annular augmentation without LBP in this case.
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The annular augmented Gibbs, slice and ST methods have similar performance in all experi-
ments. Gibbs always performs marginally better than slice and typically outperforms ST when RB
is used. This suggests that Gibbs makes better use of RB, even though its mixing time may be
slower than ST [Suwa and Todo, 2010].
Regarding the size of these problems, note that annular augmentation has no issue scaling to
much larger sizes; we stopped at 9 × 9 grids to be able to create the baseline with junction tree
within a day or so of computation.
3.3.2 Heart Disease Risk Factors
The heart disease dataset [Edwards and Toma, 1985] lists six binary features (risk factors) relevant
for coronary heart disease in 1841 men. These factors are modeled as a fully connected BM, which
defines a probability distribution over a vector of binary variables S ∈ {0, 1}6:










A symmetric weight matrix W , with zeros only along the diagonal, and a bias vector B parameterize
the distribution. Given a data set of N binary vectors D = {s(n)}Nn=1, our goal is to learn the
posterior over parameters (W,B). Given some prior p(W,B) we define the joint model as















Bayesian learning here is hard. Consider a simple Metropolis Hastings (MH) sampler where starting
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Figure 3.6: Absolute error in estimating the log partition function ratio. Since there is zero bias,
the LBP prior yields no additional benefit and so the results LBP driven samplers are omitted.
where 〈·〉 denotes Ep(S|W,B)(·). We will use different MCMC methods to draw samples from
p(S|W,B) to compute the expectation in (3.7), which will then used to compute the approxi-
mate MH acceptance probability in (3.6). Following Murray and Ghahramani [2004], bias terms
are taken to be zero.
We run 1000 such MH samplers, each for 100 samples. To approximate the partition function
ratio in (3.7), we use 1000 samples from one of four different samplers: HMC, CMH, AAS + RB and
AAG + RB. For each MH Markov chain, we compute the average absolute error in approximating





over its 100 samples.
Following Murray and Ghahramani [2004], to see the effect of increasing dimensionality we also
simulate data for 10 dimensional risk factors, using a random W matrix and repeat the experiment
(details are given in the Appendix). Figure 3.6 plots the overall mean and standard deviation
of the approximation error for both real and simulated data. The exact partition function ratio,
required for computing the error metric above, was evaluated by enumeration. For the real data
example, both AAS + RB and AAG + RB outperform CMH and perform on par with HMC;
while for the higher-dimensional simulated data, annular augmentation outperforms both CMH and
HMC. Accordingly, across both real and simulated data, annular augmentation provides optimal
performance. We note that even small differences seen in Figure 3.6 can affect the convergence of
the approximate MH sampler to the correct posterior distribution; as the approximation error for
MH acceptance probabilities is proportional to the approximation error for partition function ratio
taken to the N th power.
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3.4 Conclusion
We have presented a new framework for sampling from binary distributions. The annular aug-
mentation sampler with subsequent Rao-Blackwellization has a number of desirable properties,
including overrelaxation, no tuning parameters, and the ability to easily incorporate approximate
posterior marginal information such as that from LBP. Taken together, these advantages lead to
clear performance gains over CMH and Exact-HMC samplers, across a range of settings.
In this work we only considered uniform sampling of the thresholds: Ti ∼ unif(0, 2pi); a future
direction is to group thresholds together to flip clusters of correlated coordinates in the spirit of
the Wolff algorithm. Furthermore, our inclusion of LBP in both annular augmentation and CMH
suggests a similar extension for Exact-HMC [Pakman and Paninski, 2013].
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Chapter 4
The Advantage of Lefties in
One-On-One Sports
4.1 Introduction and Related Literature
In this chapter we investigate the extent to which being left-handed impacts elite performance and
rankings in one-on-one interactive sports such as tennis, fencing, badminton etc. Our goal is to
provide a coherent framework for measuring the benefit of being left-handed in these sports and
tracking how this benefit evolves over time. We also aim to provide a framework for considering such
questions as “who are the most talented players?” Of course for this latter question to be reasonable
it must be the case that the lefty advantage (to the extent that it exists) can be decoupled from
the notion of “talent”. Indeed it’s not at all clear that such a decoupling exists.
Causes and Extent of the Lefty Advantage
In fact much of the early research into the performance of left-handers in sports relied on the
so-called “innate superiority hypothesis” (ISH), where left-handers were said to have an edge in
sporting competitions due to inherent neurological advantages associated with being left-handed
[Geschwind and Galaburda, 1985, Nass and Gazzaniga, 1987]. The presence of larger right hemi-
spheric brain regions associated with visual and spatial functions, a lack of lateralization, and
a larger corpus callosum [Witelson, 1985] (the brain structure involved in communication across
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hemispheres) were all suggested as neurological mechanisms for this edge. Applications of the ISH
to sport occurred primarily in fencing [Akpinar et al., 2015, Bisiacchi et al., 1985, Taddei et al.,
1991], where left-handers appeared to have advantages in attentional tasks (in terms of response
to visual stimuli), though there were also proponents for this view in other sports such as tennis
[Holtzen, 2000].
The idea that an innate advantage was responsible for the significant over-representation of
left-handers in professional sports gradually lost momentum following the works of [Aggleton and
Wood, 1990, Grouios et al., 2000, Wood and Aggleton, 1989]. These papers analyzed interactive
sports such as tennis and non-interactive sports such as darts and pool. They found there was
a surplus of left-handers in the interactive sports, but not generally in the non-interactive sports.
(One exception is golf where Loffing and Hagemann [2016, Box 12.1] noted that the proportion
of top left-handed1 golfers is higher than in the general population.) It was reasoned that any
innate superiority should also bring left-handers into prominence in non-interactive sports and so
alternative explanations were sought. The primary argument of [Aggleton and Wood, 1990, Wood
and Aggleton, 1989] was that the prominence of left-handers in a given sport was due to the strategic
advantages of being left-handed in that sport.
Indeed the prevailing2 explanation today for the over-representation of left-handers in profes-
sional interactive sports is the negative frequency-dependent selection (NFDS) effect. This effect is
also assumed to underlie the so-called “fighting hypothesis” [Raymond et al., 1996] which explains
why there is long-lasting handedness polymorphism in humans despite the fitness costs that appear
to be associated with left-handedness. The NFDS effect is best summarized as stating that right-
handed players have less familiarity competing against left-handed players (because of the much
smaller percentage of lefties in the population) and therefore perform relatively poorly against them
as a result. Key evidence supporting this hypothesis was the demonstration of mechanisms for how
NFDS effects might arise [Daems and Verfaillie, 1999, Grossman et al., 2000, Grouios et al., 2000,
1It should be noted, however, that most of these left-handed golfers play right-handed and so being left-handed
and playing left-handed are not the same.
2We do note, however, that there are other hypotheses for explaining the high proportion of lefties in elite sports.
They include higher testosterone levels, personality traits, psychological advantages and early childhood selection.
See [Loffing and Hagemann, 2016] and the references therein.
CHAPTER 4. THE ADVANTAGE OF LEFTIES IN ONE-ON-ONE SPORTS 44
Stone, 1999]. The difficulty of playing elite left-handed players in one-on-one interactive sports has
long been recognized. For example, Breznik [2013] quotes Monica Selesˇ, the former women’s world
number one tennis player:
“It’s strange to play a lefty (most players are right-handed) because everything is opposite
and it takes a while to get used to the switch. By the time I feel comfortable, the match is
usually over.”
A more general overview and discussion of NFDS effects can be found in the recent book chapter
of Loffing and Hagemann [2016] who also provide extensive statistics regarding the percentage of
top lefties across various sports. It is also perhaps worth mentioning that the debate between the
ISH and the NFDS mechanism is not quite settled and some research, e.g. Gursoy [2009] in boxing
and Breznik [2013] in tennis, still argue that the ISH has a role to play.
Recent analyses of combat sports (such as judo [Sterkowicz et al., 2010], mixed martial arts
[Dochtermann et al., 2014], and boxing [Loffing and Hagemann, 2015]) also support the existence
of NFDS effects on performance, although they suggest that alternative explanations must still
be considered and that the resulting advantage is small. This agrees with [Loffing et al., 2012a]
which suggests that although left-handedness provides an advantage, modern professionalism and
training are acting to counter the advantage. Deliberate training was shown in [Schorer et al., 2012]
to improve the performance of handball goalies against players of specific handedness while [Ulle´n
et al., 2016] explores the issue of deliberate training vs innate talent in depth. A recent article
in The Telegraph [Liew, 2015], for example, noted how seven of the first seventeen Wimbledon
champions in the open era were left-handed men while there were only two left-handers among the
top 32 seeds in the 2015 tournament. Some of this variation is undoubtedly noise (see Section 4.6)
but there do appear to be trends in the value of left-handedness. For example, the same Telegraph
article noted that a reverse effect might be taking place in women’s tennis. Specifically, the article
noted that 2015 was the first time in the history of the WTA tour that there were four left-handed
women among the top 10 in tennis. In most sports the lefty advantage appears to be weaker in
women than in men [Loffing and Hagemann, 2016]. The issue of gender effects of handedness in
professional tennis is discussed in [Breznik, 2013] where it is shown through descriptive statistics
and a PageRank-style analysis that women do indeed have a smaller lefty advantage than men
although it’s worth noting their data only extends to 2011. It is also suggested in [Breznik, 2013]
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that the lefty advantage in tennis is weaker in Grand Slams than on the ATP and Challenger tours.
They conjecture that possible explanations for this are that the very best players are more able
to adjust to playing lefties and they may also be in a better position to tailor their training in
anticipation of playing lefties.
Many other researchers have studied the extent of the leftie advantage and how it might arise.
For example, Goldstein and Young [1996] determine a game theoretic evolutionary stable strategy
from payoff matrices of summarized performance, whereas Billiard et al. [2005] explicitly use fre-
quency dependent interactions between left- and right-handed competitors. The work of Abrams
and Panaggio [2012] has some similarity to ours as they also model professionals as being the top
performers from a general population skill distribution. They use differential equations to define
an equilibrium of transitions between left- and right-handed populations. These papers rely then
on the NFDS mechanism to generate the lefty advantage. We note that equilibrium-style models
suggest the strength of the lefty advantage might be inversely proportional to the proportion of top
lefties. Such behavior is not a feature of our modeling framework but nor is it inconsistent with it
as we do not model the NFDS mechanism (and resulting equilibrium). Instead our main goal is to
measure the size of the lefty advantage rather than building a model that leads to this advantage.
Several researchers have considered how the lefty advantage has evolved with time. In addition
to their aforementioned contributions, Breznik [2013] also plots the mean rank of top lefties and
righties over time in tennis and obtains broadly similar results to those obtained by our Kalman
filtering approach3. Other researchers have also analyzed the proportion of top lefties in tennis over
time. For example, Loffing et al. [2012b] fit linear and quadratic functions to the data and then
extrapolate to draw conclusions on future trends. Their quadratic fit for the proportion of lefties
in men’s tennis uses data from 1970 to 2010 and predicts a downwards trend from 1990 onwards.
This is contradicted by our data from 2010-2015 in Section 4.6 which suggests that the number
of top lefties may have been increasing in recent years. They also perform a separate analysis for
amateur players, showing that the lefty advantage increases as the quality of players improves. It’s
also worth noting that Ghirlanda et al. [2009] introduce a model suggesting the possibility of the
lefty advantage remaining stable over time.
3Note that Breznik [2013] do not take into account the number of top ranked lefties or righties, only their mean
rank. This is in contrast to our Kalman filter which uses as data the fraction of top players that are lefties.
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Latent Ability and Competition Models
Our work builds on the extensive4 latent ability and competition models literature. The original
two competition models are the Bradley-Terry-Luce (BTL) model [Bradley and Terry, 1952, Luce,
1959] and the Thurstone-Mosteller (TM) model [Mosteller, 1951, Thurstone, 1927]. BTL assumes
each player i has skill Si, so that the probability of player i beating player j is a logistic function
of the difference in skills. Specifically BTL assumes





where i . j denotes the event of i beating j. TM is defined similarly, but with the probability of i
beating j being a probit function of the difference in their skills5. Given match-play data, the skill
of each player may be inferred using maximum likelihood estimation (MLE) where the probability
of the match-play results is assumed to satisfy





 p(i . j)Mij · p(j . i)Mji (4.2)
where Mij is the number of matches where player i beats player j, and Tij := Mij + Mji is the
total number of matches between players i and j. The inferred skills can then be used to predict
the outcome of future matches.
There are a few notable extensions to the BTL and TM models including ELO [Elo, 1978],
Glicko [Glickman, 1999] and TrueSkillTM [Herbrich et al., 2007]. ELO models the performance of
each player in a match as having a Gaussian distribution centered around their respective skill.
Glicko and TrueSkillTM extend the ELO model by putting a Gaussian prior on the skill of each
player. These models have been widely applied to various competition settings. For example, ELO
was developed as a chess ranking system, and TrueSkillTM has been used for online match making
for video games on Xbox Live. These models allow one to infer the skill level of each player and
thereby construct player rankings.
4See also the related literature on item response theory (IRT) from psychometrics and the Rasch model [Fischer
and Molenaar, 2012] which is closely related to the BTL model below.
5The probit function is another name for the cumulative distribution function of the standard normal distribution.
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Contributions of this Work
In this chapter we propose a Bayesian latent ability model for identifying the advantage of being
left-handed in one-on-one interactive sports but with the additional complication of having a la-
tent factor, i.e. the advantage of left-handedness, that we need to estimate. Inference is further
complicated by the truncated nature of data-sets that arise from only observing data related to the
top players. The resulting pattern of missing data therefore depends on the latent factor and so it
is important that we model it explicitly. We show how to infer the advantage of left-handedness
when only the proportion of top left-handed players is available. In this case we show that the
distribution of the number of left-handed players among the top n (out of N) converges as N →∞
to a binomial distribution with a success probability that depends on the tail-length of the innate
skill distribution. Since this result would not be possible if we used short- or long-tailed skill distri-
butions, we also argue for the use of a medium-tailed distribution such as the Laplace distribution
when modeling the “innate”6 skills of players. We also use this result to develop a simple Kalman
filtering model for inferring how the lefty advantage has varied through time in a given sport. Our
Kalman filter / smoother enables us to smooth any spurious signals over time and should lead to
a more robust inference regarding the dynamics of the lefty advantage.
We also consider various extensions of our model. For example, in order to estimate the innate
skills of top players we consider the case when match-play data among the top n players is available.
This model is a direct generalization of the Glicko model described earlier. Unlike other models,
this extension learns simultaneously from (i) the over-representation of lefties among top players
and (ii) match-play results between top lefties and righties. Previously these phenomena were
studied separately. We observe that including match-play data in our model makes little difference
to the inference of the lefty advantage and therefore helps justify our focus on the simplified model
that only considers the proportion of lefties in the top n players. This extension does help us to
identify the innate skills of players, however, we acknowledge that these so-called innate skills may
only be of interest to the extent that the NFDS mechanism is responsible for the lefty advantage.
(To the extent that the innate superiority hypothesis holds, it’s hard to disentangle the notion of
6Throughout this chapter we will use the term “innate skill” to refer to all components of a player’s “skill” apart
from the advantage / disadvantage associated with being left-handed. We acknowledge that the term “innate” may
be quite misleading – see the discussion below – but will continue with it nonetheless for want of a better term.
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innate skill or talent from the lefty advantage and using the phrase “innate skills” would be quite
misleading in this case.)
The remainder of this chapter is organized as follows. In Section 4.2 we describe our skill and
handedness model and also develop our main theoretical results here. In Section 4.3 we introduce
match-play results among top players into the model while in Section 4.4 we consider a variation
where we only know the handedness and external rankings of the top players. We present numerical
results in Section 4.5 using data from men’s professional tennis in 2014. In Section 4.6 we propose a
simple Kalman filtering model for inferring how the lefty advantage in a given sport varies through
time and we conclude in Section 4.7 where possible directions for future research are also outlined.
Various proofs and other technical details are deferred to the appendix.
4.2 The Latent Skill and Handedness Model
We assume there is a universe of N players and for i = 1, . . . , N we model the skill, Si, of the i
th
player as the sum of his innate skill Gi and the lefty advantage L if he is in fact left-handed. That
is, we assume
Si = Gi +HiL
where Hi is the handedness indicator with Hi = 1 if the player is left-handed and Hi = 0 otherwise.
The generative framework of our model is:
• Left-handed advantage: L ∼ N(0, σ2L) where σL is assumed to be large and N denotes the
normal distribution.
• For players i = 1, 2, . . . , N
– Handedness: Hi ∼ Bernoulli(q) where q is the proportion of left-handers in the overall
population.
– Innate skill: Gi ∼ G for some given distribution G
– Skill: Si = Gi +HiL.




p (Hi) p(Si | Hi, L) (4.3)
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where we note again that N is the number7 of players in our population universe. We assume we
know (from public results of professional competitions etc.) the identity of the top n < N players
as well as the handedness, i.e. left or right, of each of them. Without loss of generality, we let these










Note, however, that even when we condition on Topn,N , the indices in {1, ..., n} are not ordered
according to player ranking so for example it is possible that S1 < S2 or Sn < S3 etc.
4.2.1 Medium-Tailed Priors for the Innate Skill Distribution
Thus far we have not specified the distribution G from which the innate skill levels are drawn in
the generative model. Here we provide support for the use of medium-tailed distributions such as
the Laplace distribution for modeling these skill levels. We do this by investigating the probability
of top players being left-handed as the population size N becomes infinitely large. Consider then
lim
N→∞
p(nl | L;n,N) (4.5)
where nl denotes the number of left-handers among the top n players. For the skill distribution
to be plausible, the probability that top players are lefthanded should be increasing in L and be
consistent with what we observe in practice for a given sport. Letting Binomial (x; n, p) denote
the probability of x successes in a Binomial (n, p) distribution, we have the following result.
Proposition 1. Assume that g has support R. Then
lim
N→∞












if the limit c(L) exists.
7We have in mind that N is the total number of players in the world who can play at a good amateur level or
above. In tennis, for example, a good amateur level might be the level of varsity players or strong club players. N will
obviously vary by sport but what we have in mind is that the player level should be good enough to take advantage
of the left-handedness advantage (to the extent that it exists).
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Proof. See Appendix C.1. 
The function c(L) ∈ [0,∞] characterizes the tail length of the skill distribution [Foss et al., 2011,
Sec. 2.4]. If c(L) = 0 for all L > 0 as is the case for example with the normal distribution, then
g is said to be short-tailed. In contrast, long-tailed distributions such as the t distribution, have
c(L) = 1 for all L ∈ R. If a distribution is neither short- nor long-tailed, we say it is medium-tailed.
If we use a short-tailed innate skill distribution and L > 0, then c(L) = 0 and we have
limN→∞ p(nl | L;n,N) = Binomial (nl;n, 1). That is, if there is any advantage to being left-
handed and the population is sufficiently large, then the top players will all be left-handed almost
surely8. This property is clearly unrealistic even for sports with a clear left-handed advantage
such as fencing, since it is not uncommon to have top ranked players that are right-handed. This
raises questions over the heavy use of the short-tailed normal distribution in competition models
[Elo, 1978, Glickman, 1999, Herbrich et al., 2007] and suggests9 that other skill distributions may
be more appropriate. As an alternative, consider a long-tailed distribution. In this case we have
c(L) = 1 for all L ∈ R and p(nl | L;n,N)→ Binomial (nl;n, q) as N →∞. This too is undesirable,
since the probability of a top player being left-handed does not depend on L in the limit and agrees
with the probability of being left-handed in the general population. As a consequence, such a dis-
tribution would be unsatisfactory for modeling in those sports where we typically see left-handers
over-represented among the top players.
We therefore argue that the ideal distribution for modeling the innate skill distribution is a





where b = 1/
√
2 is the standard scale parameter of the distribution. It is easy to see in this case
8The most extreme example of a short-tailed distribution is if g were a delta function and all players had the same
innate skill. The only way to be a top player would then be via the advantage of left-handedness.
9In defense of the normal distribution, we show in Appendix C.2 that a normally distributed G may in fact be a
suitable choice if N is not too large. Though p(H1 = 1 | L, S1 ≥ max{S2:N})→ 1 as N →∞ for normally distributed
skills, the rate of convergence is only 1 − Ω (exp (−L√logN)). This convergence is sufficiently slow for the normal
skill distribution to be somewhat reasonable for moderate values of N . However, the result of Proposition 1 suggests
that a normal skill distribution would be inappropriate for very large values of N .
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that c(L) = exp(−L/b) and substituting this into (4.6) yields
lim
N→∞




q + (1− q) exp(−L/b)
)
(4.8)
which is much more plausible. For very small values of L, the probability of top players being left-
handed is approximately q which is what we would expect given the small advantage of being left-
handed. For large positive values of L we see that the probability approaches 1 and for intermediate
positive values of L we see that the probability of top players being left handed lies in the interval
(q, 1). This of course is what we observe in many sports such as fencing, table-tennis, tennis etc. For
this reason, we will restrict ourselves to medium-tailed distributions and specifically the Laplace10
distribution for modeling the innate skill levels in the remainder of this chapter.
4.2.2 Large N Inference Using Only Aggregate Handedness Data
Following the results of Proposition 1, we assume here that we only know the number nl of the
top n players who are left-handed. We shall see later that only knowing nl results in little loss
of information regarding L compared to the full information case of Section 4.3 where we have
knowledge of the handedness and all match-play results among the top n players. We shall make
use of this observation in Section 4.6 when we build a model for inferring the dynamics of L through
time series observations of nl.
10We will use b = 1/
√
2 w.l.o.g. since alternative values of b could be accommodated via changes in σL and σM .
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Posterior of L in an Infinitely Large Population



















q + (1− q) exp(−L/b)
)nl (
1− q





q + (1− q) exp(−L/b)
)nl ( exp(−L/b)





q exp(L/b) + 1− q
)n
(4.9)
where nr := n − nl is the number of top righthanded players, all factors independent of L were
absorbed into the constant of proportionality and the binomial distribution term on the second
line is now written explicitly as a function of nl. We shall verify empirically in Section 4.5 that
(4.9) is a good approximation of p(L | nl;n,N) if the population size N is large. As the number
of top players n increases while keeping nl/n fixed, the n
th power in (4.9) causes the distribution
to become more peaked around its mode. This effect can be seen in Figure 4.1 where we have
plotted the r.h.s of (4.9) for different values of n. If n is sufficiently large then the data will begin
to overwhelm the prior on L and the posterior will become dominated by the likelihood factor, i.e.
the second term on the r.h.s. of (4.9). This likelihood term achieves its maximum at








which we plot as the dashed vertical line in Figure 4.1. We can clearly see from the figure that the
density becomes more peaked around L∗ as n increases while keeping nl/n fixed. The value11 of
L∗ provides an easy-to-calculate point estimate of L for large values of n.
The bell-shaped posteriors in Figure 4.1 suggest that we might be able to approximate the
posterior of L as a Gaussian distribution. This can be achieved by first approximating (4.9) as a
Gaussian distribution over L via a Laplace approximation [Barber, 2012, Sec. 28.2] to the second
term on the r.h.s. of (4.9). Specifically, we set the mean of the Laplace approximation equal to the
11As a sanity check, suppose that nl/n = q. Then it follows from (4.10) that L
∗ = 0, as expected.
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Figure 4.1: The value of limN→∞ p(L | nl;n,N) as given by the r.h.s. of (4.9) for different values of
n. We assume an N(0, 1) prior for p(L), a value of q = 11% and we fixed nl/n = 25%. The dashed
vertical line corresponds to L∗ from (4.10) and the Laplace approximations are from (4.11).
mode, L∗, of (4.6) and then set the precision to the second derivative of the logarithm evaluated
at the mode. This yields:(
exp(nl/n · L/b)









Note that this use of the Laplace approximation is non-standard as the left side of (4.11) is not
a distribution over L, but merely a function of L. However if 0 < nl < n then the left side of
(4.11) is a unimodal function of L and, up to a constant of proportionality, is well approximated
by a Gaussian. We can then multiply the normal approximation in (4.11) by the other term, p(L),
which is also Gaussian to construct a final Gaussian approximation for the r.h.s. of (4.9). This is
demonstrated in Figure 4.1 where (4.9) is plotted for different values of n and where the likelihood
factor was set12 to the exact value of (4.6) or the Laplace approximation of (4.11). It is evident
from the figure that the Laplace approximation is extremely accurate. This gives us the confidence
to use the Laplace approximation in Section 4.6 when we build a dynamic model for L.
4.2.3 Interpreting the Posterior of L
In the aggregate data regime we do not know the posterior distributions of the skills and thus
cannot directly infer the effect of left-handedness on match-play outcomes. However, we can still
12In each case, we normalized so that the function integrated to 1.
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infer this effect in aggregate. As we shall see, the relative ranking of left-handers is governed by the
value of L. In particular, if we continue to assume the Laplace distribution for innate skills, then
we show in Appendix C.3 that for any fixed and finite value of L, the difference in skills between




S[Nλj ] − S[Nλi]
)
= b log(λi/λj) (4.12)
where the convergence is in probability and we use S[Nλi] to denote the [Nλi]
th order statistic of
S1, . . . , SN . Suppose now
13 that Nλi = x and Nλj = exp(−k/b)x. Assuming (4.12) continues to
hold approximately for large (but finite) values of N it immediately follows that
S[Nλj ] − S[Nλi] ≈ k. (4.13)
Consider now a left-handed player of rank x with innate skill, G. All other things being equal, if
this player was instead right-handed then his skill would change from S = G + L to S = G. This
corresponds to a value of k = −L and so that player’s ranking would therefore change from x to
exp(L/b)x which of course would correspond to an inferior ranking for positive values of L. We
can therefore interpret the advantage of being left-handed as improving, i.e. lowering, one’s rank
by a multiplicative factor of exp(−L/b).
We can use this result to infer the improvement in rank for lefties due to their left-handedness
in various sports [Flatt, 2008]. We do so by substituting the fraction of top players that are left-
handed, nl/n, into (4.10) to obtain L
∗, our point estimate of L. Following the preceding discussion,








which again follows from (4.10). It is important to interpret (4.14) correctly. In particular, it
represents the multiplicative drop in rank if a particular left-handed player were somehow to give
up the advantage of being left-handed. It does not represent his drop in rank if he and all other
left-handed players were to simultaneously give up the advantage of being left-handed. In this
latter case, the drop in rank would not be as steep as that given in (4.14) since that player would
still remain higher-ranked than the other left-handed players who were below him in the original
13There is a slight abuse of notation here since we first need to round Nλi to the nearest integer.
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ranking. In fact, we can argue that the approximate absolute drop in ranking for a left-handed
player of rank x when all left-handers give up the benefit of being left-handed is given by the
number of right-handed players between ranks x and exp(L∗/b)x
(1− nl/n)× (x exp(L∗/b)− x). (4.15)
We can argue for (4.15) by noting that on average a fraction nl/n of the players between ranks x
and x exp(L∗/b) will be left-handed and they will also fall and remain ranked below the original
player when the lefty advantage is stripped away. Therefore the new rank of the left-handed player
originally ranked x will be
x+ (1− nl/n)× (x exp(L∗/b)− x) (4.16)
when all left-handed players simultaneously give up the advantage of being left-handed. Simplifying




We therefore refer to the r.h.s. of (4.14) and nl/(nq) as Dropalone and Dropall, respectively. Results
for various sports are displayed in Table 4.1. For example, the table suggests that left-handed
table-tennis players would see their ranking drop by a factor of approximately 2.91 if the advantage
of left-handedness could somehow be stripped away from all of them.
These results, while pleasing, are not very surprising. After all, a back-of-the-envelope calcula-
tion could come to a similar conclusion as follows. The proportion of top table-tennis players who are
left-handed is ≈ 32% but the proportion14 of left-handers in the general population is ≈ 11%. As-
suming the top left-handers are uniformly spaced among the top right-handers, we would therefore
need to reduce the ranking of all left-handers in fencing by a factor of ≈ 32/11 ≈ 2.91 = Dropall to
ensure that the proportion of top-ranked left-handed fencers matches the proportion of left-handers
in the general population.
While these results and specifically the interpretation of exp(L∗/b) described above are therefore
not too surprising, we can and do interpret them as a form of model validation. In particular, they
validate the choice of a medium-tailed distribution to model the innate skill level of each player.
14Note that the proportion of left-handers can vary from country to country for various reasons including cultural
factors etc. It is therefore difficult to pin down exactly but a value ≈ 11% seems reasonable.
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Sport Approx % left-handed (nl/n) Dropalone Dropall
Tennis 15% 1.43 1.36
Badminton 23% 2.41 2.09
Fencing (e´pe´e) 30% 3.47 2.73
Table-tennis 32% 3.81 2.91
Table 4.1: Proportion of left-handers in several interactive one-on-one sports [Flatt, 2008, Loffing
and Hagemann, 2016] with the relative changes in rank under the Laplace distribution for innate




q represents the drop in rank for a left-hander who alone
gives up the advantage of being left-handed while Dropall =
nl
nq represents the drop in rank of a
left-hander when all left-handers give up the advantage of being left-handed.
We note from Proposition 1 and the following discussion that it would not be possible to obtain
these results (in the limit as N →∞) using either short- or long-tailed distributions to model the
innate skills.
4.3 Including Match-Play and Handedness Data
Thus far we have not considered the possibility of using match-play data among the top n players
to infer the value of L. In this section we extend our model in this direction so that L and the
innate skills of the top n players can be inferred simultaneously. We suspect (and indeed this
is confirmed in the numerical results of Section 4.5) that inclusion of the match-play data adds
little information regarding the value of L over and beyond what we can already infer from the
basic model of Section 4.2. However, it does in principle allow us to try and answer hypothetical
questions regarding the innate skills of players and win-probabilities for players with and without
the benefit of left-handedness. We therefore extend our basic model as follows:
• For each combination of players i < j
– Match-play results: Mij ∼ Binomial (Tij , p(i . j | Si, Sj ; σM ))
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where the probability that player i defeats player j is defined according to
p(i . j | Si, Sj ;σM ) := 1
1 + e−σM (Si−Sj)
. (4.17)
In contrast with the win probability in (4.1), our win probability in (4.17) has a hyperparameter
σM that we use to adjust for the predictability of each sport. In less predictable sports, for
example, weaker players will often beat stronger players and so even when Si  Sj we have
p(i . j | Si, Sj) ≈ 1/2. On the other hand, more predictable sports would have a larger value of σM
which accentuates the effects of skill disparity. Having an appropriate σM allows the model to fit
the data much more accurately than if we had simply set σM = 1 as is the case in BTL. It’s worth
noting that instead of scaling by σM in (4.17), we could have scaled the skills themselves so that
Si = σM (Gi +HiL) and then used the win probability in (4.1). We decided against this approach
in order to keep the scale of L consistent across sports.
4.3.1 The Posterior Distribution




p (Hi) p(Si | Hi, L)
∏
i<j
p(Mij | Si, Sj). (4.18)
As before we condition on Topn,N so the posterior distribution of interest is then given by
p(S1:n, L |M1:n, H1:n,Topn,N ) (4.19)
where Sa:b := (Sa, Sa+1, ..., Sb), H1:n are their respective handedness indicators and M1:n denotes
the match-play results among the top n ranked players. Bayes’ rule therefore implies
p(S1:n, L |M1:n, H1:n,Topn,N )
∝ p(S1:n, L,M1:n, H1:n,Topn,N )
= p(L) p(H1:n | L) p(S1:n | L,H1:n) p(Topn,N | S1:n, L,H1:n)




p(Si | L,Hi) p(Topn,N | S1:n, L)
∏
i,j≤n
p(Mij | Si, Sj) (4.20)
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where in the final line we have simplified the conditional probabilities and dropped the p(H1:n |
L) = p(H1:n) factor since it is independent of S1:n and L. This last statement follows because, as
emphasized above, the first n players are not player rankings but are merely15 player indicators
from the universe of N players. We know the form of p(L), p(Si | L,Hi) and p(Mij | Si, Sj) from
the generative model but need to determine p(Topn,N | S1:n, L). The prior density on the skill of
a player in the general population (using the generative framework with Bernoulli(q) handedness)
satisfies
f(S | L) := p(S | L) = EH [p(S | H,L)] = qg(S − L) + (1− q)g(S) (4.21)
where we recall that g denotes the PDF of the innate skill distribution, G. Letting F (S | L) denote
the CDF of the density in (4.21), it follows that
p(Topn,N | S1:n, L) =
N∏
i=n+1
p(Si ≤ min{S1:n} | S1:n, L) = F (min{S1:n} | L)N−n.
We can now simplify (4.20) to obtain




g(Si − LHi)F (min{S1:n} | L)N−n
∏
i,j≤n
p(Mij | Si, Sj). (4.22)
4.3.2 Inference Via MCMC
We use a Metropolis-Hastings (MH) algorithm to sample from the posterior in (4.22). By virtue of
working with the random variables S1:n conditional on the event Topn,N , the algorithm will require
taking skill samples that are far into the tails of the skill prior, G. In order to facilitate fast sampling
from the correct region, we develop a tailored approach for both the initialization and the proposal
distribution of the algorithm. The key to our approach is to center and de-correlate the posterior
distribution, a process known as whitening [Barber, 2012, Murray and Adams, 2010]. This leads to
good proposals in the MH sampler and is also useful in setting the skill scaling hyperparameter, σM ,
as we discuss below. More specifically, we will use a Gaussian proposal distribution with mean vector
15It is only through the act of conditioning on Topn,N that we can infer something about the rankings of these
players.
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equal to the current state of the Markov chain and covariance matrix, λ2Σ/n, where16 λ = 2.38
and Σ is an approximation to the covariance of the posterior distribution. In the numerical results
of Section 4.5, we will run multiple chains in order to properly diagnose convergence to stationarity
using the well-known Gelman-Rubin R̂ diagnostics. Towards this end, the starting points of the
chains will be generated from an N(µ, γI) distribution where µ is an approximation to the mean
of the posterior distribution and where γ is set sufficiently large so as to ensure the starting points
are over-dispersed.
Approximating the Mean and Covariance of the Posterior
The posterior of the skills S1:n can be approximated by considering the posterior distribution of
its order statistics, S[1:n] := (S[1], S[2], ..., S[n]), where S[i] is the i
th largest of S1:n. If we were to
reorder the player indices so that the index of each player equaled his rank, then we would have
S1:n = S[1:n]. Unfortunately we don’t a priori know the ranks of the players. Indeed their ranks
are uncertain and will follow a distribution over permutations of 1, ..., n that is dependent on the
data. However, it is possible to construct a ranking of players that should have a high posterior
probability by running BTL on their match-play results. If we order the player indices according
to their BTL ranks then we would expect
p(S1:n = s1:n, L |M1:n, H1:n,Topn,N ) ≈ p(S[1:n] = s1:n, L |M[1:n], H[1:n]) (4.23)
where M[1:n], H[1:n] are the match-play results and handedness of the now ordered top n players.
We can estimate the mean and covariance of the distribution given by (4.23) via Monte Carlo.
First let us apply Bayes’ rule to separate L, S[n] and S[1:n−1] and obtain
p(S[1:n], L |M[1:n], H[1:n])
= p(S[1:n−1] | S[n], L,M[1:n], H[1:n]) p(S[n] | L,M[1:n], H[1:n]) p(L |M[1:n], H[1:n]). (4.24)
We would like to jointly sample from this distribution by first sampling L, then sampling S[n]
conditional on L, and finally sampling S[1:n−1] conditional on both L and S[n]. The empirical mean
16The value of λ = 2.38 is optimal under certain conditions; see [Roberts et al., 2001]. We also divide the covariance
matrix by the dimension, n, to help counteract the curse of dimensionality which makes proposing a good point more
difficult as the dimension of the state-space increases.
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and covariance of such samples would approximate the true mean and covariance of posterior of L
and S[1:n], which in turn would approximate the mean and covariance of L and S1:n — our ultimate
object of interest. Unfortunately sampling from (4.24) is intractable, but we can approximately
sample from it as follows:
1. As discussed in Section 4.2.2, for large populations the posterior of L can be approximated
as
p(L |M[1:n], H[1:n]) ∝∼ p(L)
(
exp(nl/n · L/b)
q exp(L/b) + 1− q
)n
. (4.25)
We can easily simulate from the distribution on the r.h.s. of (4.25) by computing its CDF
numerically and then using the inverse transform approach. It can be seen from Figure 4.2
in Section 4.5 that this approximation is very accurate for large N .
2. It is intractable to simulate S[n] directly according to the conditional distribution on the r.h.s.
of (4.24). It seems reasonable to assume, however, that
p(S[n] | L,M[1:n], H[1:n]) ≈ p(S[n] | L), (4.26)
where we ignore the conditioning on M[1:n] and H[1:n]. As with L, we can use the inverse
transform approach to generate S[n] according to the distribution on the r.h.s. of (4.26) by
noting that its CDF is proportional to [David and Nagaraja, 2003, p. 12]
F (S[n] | L)N−n(1− F (S[n] | L))n−1f(S[n] | L)
where f and F are as defined in (4.21).
3. Finally, we can handle the conditional distribution of S[1:n−1] on the r.h.s. of (4.24) by
assuming
p(S[1:n−1] | S[n], L,M[1:n], H[1:n]) ≈ p(S[1:n−1] | S[n], L) (4.27)
where we again ignore the conditioning on M[1:n] and H[1:n]. It is easy to simulate S[1:n−1]
from the distribution on the r.h.s of (4.27). We do this by simply generating n − 1 samples
from the distribution p(S | S > S[n], L) = p(G+HL | G+HL > S[n], L) (a simple truncated
distribution) and then ordering the samples.
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We can run steps 1 to 3 repeatedly to generate many samples of (S[1:n], L) and then use these
samples to estimate the mean, µ, and covariance matrix, Σ, of the true posterior distribution of
(S1:n, L) (where we recall that the top n players have now been ordered according to their BTL
ranking). As described above, the resulting Σ is used in the proposal distribution for the MH
algorithm while we use µ as the mean of the over-dispersed starting points for each chain. The
accuracy of the approximation is empirically investigated in Section 4.5 and is found to be very
close to the true mean and covariance of L and S1:n. We note that the approximate mean, µ,
and covariance, Σ, could also be used in other MCMC algorithms such as Hamiltonian Monte
Carlo [Neal et al., 2011, Sec 4.1], Elliptical Slice Sampling [Murray et al., 2010] or even used in an
EPESS-like method like in Chapter 2.
Setting σM via an Empirical Bayesian Approach
The hyperparameter σM was introduced in (4.17) to adjust for the predictability of the sport and
we need to determine an appropriate σM in order to fully specify our model. A simple way to do
this is to set σM to be the maximum likelihood estimator over the match-play data where the skills




p(Mij | Si = µi, Sj = µj ; σ). (4.28)
We are thus adopting an empirical Bayes approach where a point estimate of the random variables
is used to set the hyperparameter, σM ; see [Murphy, 2012, p.172].
An alternative to the empirical Bayes approach would be to allow σM be a random variable
in the generative model and to infer its value via MCMC. Unfortunately this approach leads to
complications. Recall from Section 4.2 that σM can be interpreted as scaling the left-handed
advantage and innate skill distributions. If σM is allowed to be random then this effectively changes
the skill distribution. For example if the skills were normally distributed conditioned on σM , and
σM were distributed as an inverse gamma distribution, then the skills would effectively have a t
distribution (as the inverse gamma is a conjugate prior to the normal distribution). Since we wish
to keep our skills as Laplace distributed, or more generally medium-tailed, it is simpler to fix σM
as a hyperparameter.
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4.4 Using External Rankings and Handedness Data
An alternative variation on our model is one where we know the individual player handedness of
each of the top n players and also have an external ranking scheme of their total skills. For example,
such a ranking may be available for the professional athletes in a given sport, e.g. the official world
rankings maintained by the World ATP Tour for men’s tennis [Stefani, 1997]). We will assume
without loss of generality that the player indices are ordered as per the given rankings so that the
ith ranked player has index i in our model and Si ≥ Si+1 for all i < n. We are therefore assuming
that the external rankings are “correct” and so we can condition our generative model on these
rankings. Specifically, we tighten the assumption made in (4.4) that players indexed 1 to n are the
top n players to assume that the ith indexed player is also the ith ranked player for i = 1, ..., n.
Then a similar argument that led to (4.22) implies that the posterior of interest satisfies




g(Si − LHi)F (Sn | L)N−n
∏
i<n
I[Si ≥ Si+1] (4.29)
where I denotes the indicator function. We can simulate from the posterior distribution in (4.29)
using a Gibbs sampler. The conditional marginal distribution (required for the Gibbs sampler) of
each player’s skill is then a simple truncated distribution so that
p(Si | S−i, H1:n, L) ∝ g(Si − LHi) I[Si+1 ≤ Si ≤ Si−1] (4.30)
for 1 < i < n and where S−i := {Sj : j 6= i, 1 ≤ j ≤ n}. Similarly the conditional distributions of
S1 and Sn satisfy
p(S1 | S−1, H1:n, L) ∝ g(S1 − LH1) I[S1 ≥ S2]
and
p(Sn | S−n, H1:n, L) ∝ g(Sn − LHn)F (Sn | L)N−n I[Sn−1 ≥ Sn].
Conveniently, the skills of the odd ranked players can be updated simultaneously since they are
all independent of each other conditional on the skills of the even ranked players. Similarly, the
even-ranked players can also be updated simultaneously conditional on the skills of the odd-ranked
players. This makes the sampling parallelizable and efficient to implement when using Metropolis-
within-Gibbs. Our algorithm therefore updates the variables in three blocks:
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1. Update all even skills simultaneously.
2. Update all odd skills simultaneously.
3. Update L via a Metropolis-Hastings17 (MH) step with
p(L | S1:n, H1:n) ∝ p(L)
n∏
i=1
g(Si − LHi)F (Sn | L)N−n.
In the absence of match-play data, we believe this model should yield slightly more accurate infer-
ence regarding L than the base model of Section 4.2 when the left-handers are not evenly spaced
among the top n players. For example, it may be the case that all left-handers in the top n are
ranked below all the right-handers in the top n. While such a scenario is of course unlikely, it would
suggest that the value of L is not as large as that inferred by the base model which only considers
nl and not the relative ranking of the nl players among the top n. The model here accounts for
the relative ranking and as such, should yield a more accurate inference of L to the extent that the
lefties are not evenly spaced among the top n players.
4.5 Numerical Results
We now apply our models and results to Mens ATP tennis. Specifically, we use handedness data
as well as match-play results from ATP Tennis Navigator [Ten, 2004], a database that includes
more than seven thousand players from 1980 until the present and hundreds of thousands of match
results at various levels of professional and semi-professional tennis. We restrict ourselves to players
for whom handedness data is available and who have played a minimum number of games (here,
set at thirty). This last restriction is required because we run BTL as a preprocessing step in
order to extract the top n = 150 players before applying our methods and because BTL can be
susceptible to large errors if the graph of matches (with players as nodes, wins as directed edges) is
not strongly18 connected. Using data on numbers of recreational tennis players [Ten, 2015, PAC,
17In the numerical results of Section 4.5, the MH proposal distribution for L will be a Gaussian with mean equal
to the current value of L and where the variance is set during a tuning phase to obtain an acceptance probability
≈ 0.234. (This value is theoretically optimal under certain conditions; see [Roberts et al., 1997]).
18Otherwise there may be players that have played and won only one match who are impossible to meaningfully
rank.
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2016], we roughly estimate a universe of N = 100, 000 advanced players but we note that our results
were robust to the specific value of N that we chose. Specifically, we also considered N = 1 million
and N = 50 million and obtained very similar results regarding L. We used data from 2014 for all of
our experiments and our results were based on the model of Section 4.2 with a Laplace prior on the
skills and an uninformative prior on L with σL = 10. The MCMC chains for the extended model
of Section 4.3 were initialized by a random perturbation from the approximate mean as outlined
in Section 4.3.2, and convergence checked using the Gelman-Rubin diagnostic [Gelman and Rubin,
1992].
4.5.1 Posterior Distribution of L
In Figure 4.2, we display the posterior of L obtained using each of the different models of Sec-
tions 4.2 to 4.4 using data from 2014 only. We observe that these inferred posteriors are essentially
identical. This is an interesting result and it suggests that for large populations there is essentially
no additional information conveyed to the posterior of L by match-play data or ranked handedness
if we are already given the proportion of left-handers among the top n players. The posterior of L
can be interpreted in terms of a change in rank as discussed Section 4.2.3. Since the posterior of
the aggregate handedness with the Laplace approximation agrees with the posterior obtained from
the full match-play data, we would argue the results of Table 4.1 are valid even in the light of the
match-play data. These results suggest that being left-handed in tennis improves a player’s rank
by a factor of approximately 1.36 on average. Of course, these results were based on 2014 data
only and as we shall see in Section 4.6, there is substantial evidence to suggest that L has varied
through time.
While match-play data and ranked handedness therefore provide little new information on L
over and beyond knowing the proportion of left-handers in the top n players, we can use the match-
play model to answer hypothetical questions regarding win probabilities when the lefty advantage
is stripped away from the players’ skills. We discuss such hypothetical questions in Section 4.5.3.
4.5.2 On the Importance of Conditioning on Topn,N
We now consider if it’s important to condition on Topn,N as we do in (4.22) when evaluating the
lefty advantage. This question is of interest because previous papers in the literature have tried to
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Figure 4.2: Posteriors of the left-handed advantage, L, using the inference methods developed
in Sections 4.2, 4.3 and 4.4. “Match-play” refers to the results of MCMC inference using the
full match-play data, “Handedness and Rankings” refers to MCMC inference using only individual
handedness data and external skill rankings, “Aggregate handedness” refers to (4.9) and “Aggregate
handedness with Laplace Approximation” refers to (4.9) but where the Laplace approximation in
(4.11) substitutes for the likelihood term. “Match-play without conditioning on Topn,N” is discussed
in Section 4.5.2.
infer the lefty advantage without conditioning on the players in their data-set being the top ranked
players. For example, Del Corral and Prieto-Rodr´ıguez [2010] built a probit model for predicting
match-play outcomes and their factors included a player’s rank, height, age and handedness. Using
data from 2005 to 2008 they did not find a consistent statistically significant advantage to being
lefthanded in this context. That said, their focus was not inferring the lefty advantage, but rather
in seeing how useful an indicator it is for predicting match-play outcomes. Moreover, it seems
reasonable to assume that any lefty advantage would already be accounted for by a player’s rank.
In contrast, Breznik [2013] attempted to infer the lefty advantage by comparing the mean ranking
of top left- and right-handed players as well as the frequency of matches won by top left- vs top
right-handed players. Using data from 1968 to 2011 they found a statistically significant advantage
for lefties. The analysis in these studies do not account for the fact that the players in their data-
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sets were the top ranked players. In our model, this is equivalent to removing the Topn,N condition
from the left side of (4.22) and F (min{S1:n} |L)N−n from its right side.
It makes sense then to assess if there is value in conditioning on Topn,N when we use match-
play data (and handedness) among top players to estimate the lefty advantage. We therefore re-
estimated the lefty advantage by considering the same match-play model of Section 4.3 but where
we did not condition on Topn,N . Inference was again performed using MCMC on the posterior of
(4.22) but with the F (min{S1:n} |L)N−n factor ignored. Based on this model we arrive at a very
different posterior for L and this may also be seen in Figure 4.2. Indeed when we fail to condition
on Topn,N we obtain a posterior for L that places more probability on a lefty disadvantage than
a lefty advantage and whose mode is negative. The reason for this is that in 2014 there were few
very highly ranked left-handers with Nadal being the only left-hander among the top 20. In fact
when we apply BTL to the match-play data among the top 150 players that year we find that the
mean rank of top right-handers is 74.07 while the mean rank of top lefties is 83.39. A model that
only considers results among top 150 players that year therefore concludes there appears to be a
disadvantage to being left-handed. In contrast, when we also condition upon Topn,N (as indeed
we should since this provides additional information) we find this conclusion reversed so that there
appears to be a lefty advantage. Moreover this reversal makes sense: with 23 players in the top 150
being lefties we see the percentage of top lefties is 15.33% which is greater than the 11% assumed
for the general population. We therefore see that conditioning on Topn,N can result in a significant
improvement in the inference of L over and beyond just considering the match-play results among
the top n players.
4.5.3 Posterior of Skills With and Without the Advantage of
Left-handedness
We now consider the posterior distribution of the innate skills and how they differ (in the case of
left-handers) from the posterior of the total skills. We also consider the effect of L on match-play
probabilities and rankings of individual players. These results are based on the extended model of
Section 4.3. In Figures 4.3 and 4.4 we demonstrate the posterior of the skills of Rafael Nadal who
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plays19 left-handed and the right-handed Roger Federer. During their careers these two players have
forged perhaps the greatest rivalry in modern sport. The figures display the posterior distributions
of the innate skill, G, and total skill, S = G+HL, of Nadal and compares them to the skill, S = G,
of Federer who is right-handed. Clearly the posterior skill distribution of Federer is to the right of
Nadal’s, and the discrepancy between the two is even larger when the advantage of left-handedness
is removed. This is not surprising since Federer’s ranking, according to BTL (as well as official
year-end rankings), was higher than Nadal’s at the end of 2014. It may be tempting to infer from
these posteriors that Federer has a high probability of beating Nadal in any given match (based
on 2014 form). The match-play data, however, shows that Nadal and Federer played only once in
2014 with Nadal winning in the semi-final of the Australian Open.
While Nadal and Federer is probably the most interesting match-up for tennis fans, this match-
up also points to one of the weaknesses of our model. Specifically, we do not allow for player
interaction effects in determining win probabilities whereas it is well known that some players
match up especially well against other players. Nadal, for example, is famous for matching up
particularly well against Federer and has a 23-15 career head-to-head win / loss record20 against
Federer despite Federer often having a superior record (to Nadal’s) against other players. For
this reason (and others outlined in the introduction) we do acknowledge that inference regarding
individual players should be conducted with care.
Table 4.2 extends the analysis of Federer and Nadal to other top ranked players. Each cell
in the table provides the probability of the lower ranked player beating the higher ranked player
according to their posterior skill distributions. Above the diagonal the advantage of left-handedness
is included in the calculations whereas below the diagonal it is not. The effect on the winning
probability due to left-handedness can be observed by comparing the values above and below the
diagonal. For example Nadal has a 39.5% chance of beating Federer with the advantage of left-
19It is of interest to note that although Nadal plays left-handed and has done so from a very young age, he is in
fact right-handed. Therefore to the extent that the ISH holds, then Nadal may not actually be benefitting from L. In
contrast, to the extent the NFDS mechanism is responsible for the lefty advantage, then Nadal should be benefitting
from L.
20The 23-15 record is as of writing this article although it should be noted that Federer has won their last 5
encounters. It is also interesting to note that Nadal’s advantage is explained entirely by their clay-court results where
he has a 13-2 head-to-head win / loss edge.
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Figure 4.3: Posterior distribution of Fed-
erer’s skill minus Nadal’s skill with and with-
out the advantage of left-handedness.
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Figure 4.4: Marginal posterior distribution
of Federer’s and Nadal’s skill, with and with-
out the advantage of left-handedness.
handedness included, but this drops to 31.8% when the advantage is excluded. The left-handed
players are identified in bold font together with the match-play probabilities that change when
the left-handed advantage is excluded, i.e. when left- and right-handed players meet. In all cases
removing the advantage of left-handedness decreases the winning probability of left-handed players,
although the magnitude of this effect varies on account of the non-linearity of the sigmoidal match-
play probabilities in (4.17).
If the advantage of left-handedness was removed then the decrease in left-handers’ skills would
lead to a change in their rankings. In Table 4.3, for example, we see how the ranking (as determined
by posterior skill means) of the top four left-handed players changes when we remove the left-handed
advantage. We also display how these rankings would change when we only use handedness data
and external rankings as in Section 4.4, and when we only have aggregate handedness data of the
top n players as in Section 4.2.2. We see that the change in rankings suggested by each of the
methods largely agree, although there are some minor variations. Notably Nadal’s rank does not
change when we use the full match-play data-set but he does drop from 4 to 5 when we use the other
inference approaches. Klizan’s change in rank using the handedness and external rankings data
is much smaller than for the other two methods. Overall, however, we see substantial agreement
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Gi\Si Djokovic Federer Nishikori Nadal Murray Raonic Klizan Lopez
Djokovic - 38.9 31.5 29.3 21.9 20.2 8.0 7.6
Federer 38.9 - 42.0 39.5 30.6 28.5 12.0 11.5
Nishikori 31.5 42.0 - 47.4 37.8 35.5 15.9 15.2
Nadal 22.9 31.8 39.2 - 40.3 37.9 17.3 16.7
Murray 21.9 30.6 37.8 48.5 - 47.5 23.7 22.8
Raonic 20.2 28.5 35.5 46.0 47.5 - 25.6 24.7
Klizan 5.9 8.9 11.9 17.3 18.2 19.7 - 48.8
Lopez 5.6 8.5 11.4 16.7 17.5 19.0 48.8 -
Table 4.2: Probability of match-play results with and without the advantage of left-handedness.
The players are ordered according to their rank from the top ranked player (Djokovic) to the
lowest ranked player (Lopez). A player’s rank is given by the posterior mean of his total skill, S.
Each cell gives the probability of the lower ranked player beating the higher ranked player. Above
the diagonal the advantage of left-handedness is included in the calculations whereas below the
diagonal it is not. The left-handed players are identified in bold font together with the match-
play probabilities that change when the left-handed advantage is excluded, i.e. when left- and
right-handed players meet.
between the three approaches. This argues strongly for use of the simplest approach, i.e. the
aggregate handedness approach of Section 4.2, when the only quantity of interest is the posterior
distribution of L.
4.6 A Dynamic Model for L
Thus far we have only considered inference based on data collected over a single time period, but
it is also interesting to investigate how the advantage of left-handedness has changed over time in
a given sport. Towards this end, we assume that the advantage of left-handedness, Lt, in period
t follows a Gaussian random walk for t = 1, ..., T . We also assume that Lt is latent and therefore
unobserved. Instead, we observe the number of top players, nt, as well as the number, n
l
t ≤ nt, of
those top players that are left-handed. The generative model is as follows:
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Player Match-play Handedness and Rankings Aggregate handedness
Rafael Nadal 4→ 4 4→ 5 4→ 5
Martin Klizan 25→ 39 24→ 33 24→ 33
Feliciano Lopez 27→ 41 27→ 37 27→ 37
Fernando Verdasco 38→ 52 36→ 49 36→ 49
Table 4.3: Changes in rank of prominent left-handed players when the left-handed advantage is
excluded. The change in rank in the “Match-play” column is computed using the MCMC samples
generated using the full match-play data. The change in rank in the “Handedness and Rankings”
column is computed using the MCMC samples given only individual handedness data and external
skill rankings. The “Aggregate handedness” column uses the BTL ranking as the baseline and
the change in rank is obtained by multiplying the baseline by the rank scaling factor of 1.36 from
Table 4.1 and rounding to the closest integer.
• Initial left-handed advantage: L0 ∼ N(0, θ2)
• For time periods t = 1, ..., T
– Left-handed advantage: Lt ∼ N(Lt−1, σ2K)
– Number of top left-handers: nlt ∼ p(nlt | Lt;nt)
where we assume θ is large to reflect initial uncertainty on L0 and σK controls how smoothly L
varies over time. The posterior distribution of L given the data is then given by
p(L0:T | nl1:T ; n1:T ) ∝ p(L0)
T∏
t=1
p(Lt | Lt−1) p(nlt | Lt;nt). (4.31)
The main complexity in (4.31) stems from the distribution p(nlt | Lt;nt). This quantity is
infeasible to compute exactly since it requires marginalizing out the player skills but as we have
previously seen, it can be accurately approximated by the Laplace approximation in (4.11). Con-
veniently, using this approximation results in all of the factors in (4.31) being Gaussian and since
Gaussians are closed under multiplication, the posterior of L0:T becomes a multivariate Gaussian.
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Specifically, we have













∝ N(L0:T ;µ0:T ,Σ0:T ) (4.32)
where L∗t is as defined in (4.10), µ0:T and Σ0:T are the posterior mean and covariance matrix,
respectively, of L0:T . Both µ0:T and Σ0:T are functions of n
l
1:T , n1:T , θ, σ
2
K , and can be evaluated
analytically using standard Kalman filtering methods [Barber, 2012, Sec. 24]. A major advantage
of the Kalman filter / smoother is that finding an appropriate smoothing parameter σ2K via max-
imum likelihood estimation (MLE) is computationally tractable. The likelihood of observing the
handedness data under the generative model is:

































where the constant of proportionality coming from the Laplace approximation does not depend on
σ2K . Since all of the factors in (4.33) involving L are Gaussian, it is possible to analytically integrate
out L leaving a closed form expression involving σ2K . Maximizing this expression w.r.t. σ
2
K leads
to a MLE for σ2K and the calculation details are provided in Appendix C.4. This value of σ
2
K can
then be substituted into (4.32) to find the posterior of L.
In the top panel of Figure 4.5 we plot the fraction of left-handers among the top 100 mens
tennis players as a function of year from 1985 to 2016 and using data from [Bacˇic´ and Gazala]. In
the bottom panel we plot the inferred value of L over this time period. We note that in 2006 and
2007, the fraction of top left-handers dropped below 11%, the estimated fraction of left-handers
in the general population. A naive analysis would conclude that for those years the advantage of
left-handedness was negative. However, this would ignore the randomness in the fraction of top
left-handers from year to year. The Kalman filter smooths over the anomalous 2006 and 2007
years and has a posterior on L with positive mean throughout 1985 to 2016. We also recall our
observation from the introduction where we noted that only 2 of the top 32 seeds in Wimbledon in
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Figure 4.5: Posteriors of the left-handed advantage, Lt, computed using the Kalman filter /
smoother. The dashed red horizontal lines (at 11% in the upper figure and 0 in the lower fig-
ure) correspond to the level at which there is no advantage to being left-handed. The error bars in
the marginal posteriors of Lt in the lower figure correspond to 1 standard deviation errors.
2015 were left-handed. There is no inconsistency between that observation and the data from 2015
in Figure 4.5, however. While there were indeed only 2 left-handed men among the top 32 in the
official year-end world rankings, there was a total of 13 left-handers among the top 100.
Finally we note that we could also have included individual player skills as latent states in our
model but this would have resulted in a much larger state space and made inference significantly21
more difficult. As we observed in Section 4.5.1, including match-play results does not change the
posterior distribution of L significantly and so we are losing very little information regarding Lt
when our model and inference is based only on the observed number of top left-handed players.
21Recent techniques have been developed for MCMC on multinomial linear dynamical systems that significantly
improve the efficiency of inference of large state space models [Linderman et al., 2015]. However these methods will
still be orders of magnitude slower than performing inference on the reduced state space containing only L.
CHAPTER 4. THE ADVANTAGE OF LEFTIES IN ONE-ON-ONE SPORTS 73
4.7 Conclusions and Further Research
In this chapter we have proposed a model for identifying the advantage, L, of being left-handed in
one-on-one interactive sports. We use a Bayesian latent ability framework but with the additional
complication of having a latent factor, i.e. the advantage of left-handedness, that we needed to
estimate. Our results argued for the use of a medium-tailed distribution such as the Laplace
distribution when modeling the innate skills of players. We showed how to infer the value of L
when only the proportion of top left-handed players is available. In the latter case we showed that
the distribution of the number of left-handed players among the top n (out of N) converges as
N →∞ to a binomial distribution with a success probability that depends on the tail-length of the
innate skill distribution. We also use this result to develop a simple dynamic model for inferring
how the value of L has varied through time in a given sport. In order to estimate the innate skills
of top players we also considered the case when match-play data among the top n players was
available. We observed that including match-play data in our model makes little or no difference to
the inference of the left-handedness advantage but it did allow us to address hypothetical questions
regarding match-play win probabilities with and without the benefit of left-handedness.
It is worth noting that our framework is somewhat coarse by necessity. In tennis for example,
there are important factors such as player ability varying across different surfaces (clay, hard court
or grass) that we don’t model. We also attach equal weight to all matches in our model estimation
despite the fact that some matches and tournaments are clearly (much) more important than others.
Moreover, and as we shall see below, we assume (for a given sport) that there is a single latent
variable, L, which measures the advantage of being left-handed in that sport. We therefore assume
that the total skill of each left-handed player benefits to the same extent according to the value
of L. This of course would not be true in practice as it seems likely that some lefties take better
advantage of being left-handed than others. Alternatively, our model assumes that all righties are
disadvantaged to the same extent by being right-handed. Again, it seems far more likely that some
right-handed players are more adversely affected playing lefties than other right-handed players.
Finally, we don’t allow for interaction effects between two players in determining the probability
of one player beating the other. Again, this seems unlikely to be true in practice where some
players are known to “match up well” against other players. Nonetheless, we do believe our model
captures the value of being left-handed in an aggregate sense and can be reasonably interpreted
CHAPTER 4. THE ADVANTAGE OF LEFTIES IN ONE-ON-ONE SPORTS 74
in that manner. While it is tempting to use the model to answer questions such as “What is the
probability that Federer would beat Nadal if Nadal was right-handed?” (and we do ask and answer
such questions in Section 4.5!), we do acknowledge that the answers to such specific questions
should be taken lightly for the reasons outlined above.
There are several directions of interest for future research. First, it would be interesting to apply
our model to data-sets from other one-on-one sports and to estimate how Lt varies with time in these
sports. The Kalman filtering / smoothing approach developed in Section 4.6 is straightforward to
implement and the data requirements are very limited as we only need the aggregate data (nlt, nt)
for each time period. While trends in Lt across different sports would be interesting in their own
right, the cross-sport dynamics of Lt could be used to shed light on the potential explanations
behind the benefit of left-handedness. For example, there is some evidence in Figure 4.5 suggesting
that the benefit of left-handedness in men’s professional tennis has decreased with time. If such a
trend could be linked appropriately with other developments in men’s tennis such as the superior
strength and speed of the players, superior racket and string technology, time pressure etc. then
it may be possible to attach more or less weight to the various hypotheses explaining the benefit
of left-handedness. The recent22 work of Loffing [2017], for example, studies the link between
the lefty advantage and time pressure in elite interactive sports. While these ideas are clearly in
the literature already, the Kalman filtering approach provides a systematic, straightforward and
consistent approach for measuring Lt. This can only aid with identifying the explanation(s) for the
benefits of left-handedness and how it varies across sports and time.
It would also be of interest to consider more complex models that can also account for interac-
tions in the skill levels between players and / or different match-play circumstances. As discussed
above, examples of the latter would include distinguishing between surfaces (clay, grass etc.) and
grand-slam / regular tour matches in tennis. Given the flexibility afforded by a Bayesian approach
it should be straightforward to account for such features in our models. Given limited match-play
data in many sports, however, it is not clear that we would be able to learn much about such
features. In tennis, for example, even the very best players may only end up playing each other a
couple of times a year or less. As mentioned earlier, Nadal and Federer only faced each other once
22This paper was also discussed in a recent New York Times article [NYT] reflecting the general interest in the
lefty advantage beyond academia.
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in 2014. It would therefore be necessary to consider data-sets spanning multiple years in which case
it would presumably also be necessary to include form as well as the general trajectory of career
arcs in our models. We note that such modeling might be of more general interest and identifying
the value(s) of L might not be the main interest in such a study.
Continuing on from the previous point, there has been considerable interest in recent years in
the so-called “interacting performances theory” [O’Donoghue, 2009]. This theory recognizes that
the performance (and outcome of a performance) is determined by both the skill level or quality
of an opponent as well as the specific type of an opponent. Indeed, different players are influenced
by the same opponent types in different ways. Under this theory, it is important23 to be able to
identify different types of players. Once these types have been identified we can then label each
player as being of a specific type. It may then be possible to accommodate interaction effects
between specific players (as outlined in the paragraph immediately above) by instead allowing for
player-type interactions. Such a model would require considerably fewer parameters to be estimated
than a model which allowed for specific player-interactions.
Returning to the issue of the left-handedness advantage, we would like to adapt these models
and apply them to other sports such as cricket and baseball where one-on-one situations still arise
and indeed are the main aspect of the sport. It is well-known, for example, that left-handed
pitchers in Major League Baseball (approx. 25%) and left-handed batsmen in elite cricket (approx
20%) are over-represented. While the model of Section 4.2 that only uses aggregate handedness
could be directly applied to these sports, it would be necessary to adapt the match-play model
of Section 4.3 to handle them. This follows because the one-on-one situations that occur in these
sports do not have binary outcomes like win / lose, but instead have multiple possible outcomes
whose probabilities would need to be linked to the skill levels of the two participants.
We hope to consider some of these alternative directions in future research.
23See for example [Cui et al., 2017a], [Cui et al., 2017b] and [O’Donoghue, 2005], all of which discuss techniques
for identifying different types of tennis players.
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Chapter 5




The softmax, also known as the multinomial logit model, is a fundamental and ubiquitous distri-
bution. It has applications in many diverse fields such as economics and biomedicine [Rust and
Zahorik, 1993, Kirkwood and Sterne, 2010, Gopal and Yang, 2013] and appears as a smooth and
convex surrogate for the (hard) maximum loss in discrete optimization [Maddison et al., 2016] and
network flows [Shahrokhi and Matula, 1990]. Another major application of the softmax is in the
neural network literature. The softmax is commonly used as the final layer in multi-class neural
network models [Goodfellow et al., 2016, Sec. 6.2.2.2] and can be found in most neural network
based state-of-the-art image classifiers [Krizhevsky et al., 2012, Simonyan and Zisserman, 2014,
Zeiler and Fergus, 2014, Szegedy et al., He et al., 2016]. The popular word2vec model can be
thought of as simply a softmax with embeddings [Mikolov et al., 2013a,b].
Under the softmax model the probability that a random variable y takes on a label ` ∈ {1, ...,K},
is given by
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where x ∈ RD is the covariate, wk ∈ RD is the vector of parameters for the kth class, and W =
[w1, w2, ..., wK ] ∈ RD×K is the parameter matrix. Given a dataset of N label-covariate pairs












where ‖W‖2 denotes the Frobenius norm. In this chapter we will always consider xi to be a fixed
external covariate, not an embedding as in word2vec or as an input from a lower layer as in neural
networks. Extensions to word2vec and neural network models are discussed in Section 5.6 at the
end of this chapter.
The core computational challenge when using a softmax model in machine learning is to effi-
ciently compute the maximal value of W in (5.2). This chapter focuses on maximizing (5.2) when
N , K, D are all large. This is particularly relevant since large values for N , K, D are increasingly
common in modern applications such as natural language processing and recommendation systems,
where N , K, and D can each be on the order of millions or billions [Chelba et al., 2013, Partalas
et al., 2015].
Standard methods for optimizing the softmax break down in the large scale setting. For example,
a natural approach to maximizing (5.2) with large values for N , K and D is to use Stochastic
Gradient Descent (SGD), where a mini-batch of datapoints is sampled each iteration. However
when K and D are large, the O(KD) cost of calculating the normalizing sum
∑K
k=1 e
x>i wk in the
stochastic gradients can be prohibitively expensive. Several approximations that avoid calculating
the normalizing sum have been proposed to address this difficulty. These include tree-structured
methods [Bengio et al., 2003, Daume III et al., 2016, Grave et al., 2016, Jernite et al., 2016], sampling
methods [Bengio and Sene´cal, 2008, Mnih and Teh, 2012, Ji et al., 2015, Joshi et al., 2017] and
self-normalization [Andreas and Klein, 2015]. Alternative models, such as the spherical family of
losses [de Bre´bisson and Vincent, 2015, Vincent et al., 2015] that do not require normalization,
have been proposed to sidestep the issue entirely [Yen et al., 2017]. All of these approximations
are computationally tractable for large N , K and D, but are unsatisfactory in that they are biased
and do not converge to the optimal W ∗ = argmaxL(W ).
There are also unbiased methods in the literature, but these tend to be slow. Mussmann and
Ermon [2016] use a sampling approach that leverages maximum inner product search to calculate
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unbiased gradients. This provides a speedup factor of about 10 compared to calculating the exact
gradients. Although this is a positive result, it is still orders of magnitude slower than the biased
methods above and does not scale to the values of N,K,D that we consider. Krishnapuram et al.
[2005] avoid calculating the normalizing sum by using a maximization-majorization approach based
on lower-bounding the eigenvalues of the Hessian matrix. They have O(ND) runtime per iteration
which is not feasible for large N and D.
Recently Raman et al. [2016] showed how to recast (5.2) as a double-sum over N and K.1 This
formulation is amenable to SGD methods that sample only one datapoint and one class in each
iteration, reducing the per iteration cost to O(D). The problem is that Explicit SGD (ESGD)2 is
unstable when applied to this formulation in that the stochastic gradients often have high variance
and a high dynamic range, leading to computational overflow errors. Raman et al. deal with this
instability by calculating the normalizing sum for all datapoints at a cost of O(NKD) at the end of
each epoch. Although this achieves stability, its high cost nullifies the benefit of the cheap O(D) per
iteration cost and renders the method unscalable to large values of N , K, D. Previous optimization
algorithms that have been applied to the double-sum formulation have thus either been unstable
or unscalable.
The goal of this chapter is to develop methods for optimizing double-sum formulations of the
softmax that are both stable and truly scalable. We propose two such methods. The first is an
implementation of Implicit SGD (ISGD), a stochastic gradient descent method that is known to be
more stable than ESGD and yet has similar convergence properties [Toulis et al., 2016]. We show
that the ISGD updates for the double-sum formulation can be efficiently computed using a bisection
method with tight initial bounds when only one datapoint and class is sampled per iteration.
Furthermore, we guarantee the stability of ISGD by proving that its step size is asymptotically
linearly bounded (unlike ESGD which is exponentially bounded). The second algorithm we propose
is a new SGD method specifically designed for optimizing the double sum formulation called U-
1This same idea has appeared multiple times in the literature. For example, Ruiz et al. [2018] use a similar idea
for variational inference of the softmax.
2We use the term “Explicit” SGD to refer to “standard” or “vanilla” SGD, which has the update formula θ(t+1) =
θ(t) − ηt∇f(θ(t), ξt) where ∇f(θ) = Eξt [∇f(θ, ξt)] and ηt is the learning rate. “Explicit” SGD is to be contrasted
from “Implicit” SGD, which will be introduced shortly. The “explicit” and “implicit” nomenclature is often used in
the Implicit SGD literature, e.g. [Toulis et al., 2016].
CHAPTER 5. STABLE AND SCALABLE SOFTMAX OPTIMIZATION WITH
DOUBLE-SUM FORMULATIONS 80
max. It is guaranteed to have bounded gradients and converge to the optimal solution of (5.2) for
all sufficiently small learning rates. U-max is particularly suited to situations where calculating
simultaneous inner products is cheap (for example when using GPUs).
We compare the performance of U-max and ISGD to the state-of-the-art methods for maximiz-
ing the softmax likelihood which cost O(D) per iteration. Both U-max and ISGD outperform all
other methods. ISGD has the best performance with an average log-loss 4.69 times lower than the
previous state-of-the-art biased methods, and furthermore, is robust to the learning rate.
The outline of the chapter is as follows. In Section 5.2 we develop a double-sum formulation
similar to that of Raman et al. [2016], but with smaller magnitude gradients. In Section 5.3.1
we derive an efficient implementation of ISGD, analyze its runtime and bound its step size. The
U-max algorithm is proposed in Section 5.3.2. Experiments are conducted in Section 5.4 showing
that both U-max and ISGD outperform the previous state-of-the-art, with ISGD having the best
performance. Finally, Section 5.5 concludes with Section 5.6 giving potential extensions to the
work.
5.2 Convex double-sum formulation
In order to have an SGD method that samples both datapoints and classes each iteration we need
to represent (5.2) as a double-sum over datapoints and classes. We begin by rewriting (5.2) in a









i (wk−wyi ))− µ
2
‖W‖22. (5.3)
The key to converting (5.3) into its double-sum representation is to express the negative logarithm
using its convex conjugate3:
− log(a) = max
v<0
{av − (− log(−v)− 1)} = max
u
{−u− exp(−u)a+ 1} (5.4)
where u = − log(−v) and the optimal value of u is u∗(a) = log(a). Applying (5.4) to each of the













3This trick is related to the bounds given in [Gopal and Yang, 2013].
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is our double-sum representation that we seek to minimize. The variable ui can be thought of as an
approximation to the log-normalizer, as its optimal solution is u∗i (W ) = log(1+
∑
k 6=yi e
x>i (wk−wyi )) ≥
0. In Appendix D.2 we prove that the optimal u and W are contained in a compact convex set
and that f is strongly convex within this set. Thus performing projected-SGD on f is guaranteed
to converge to a unique optimum with a convergence rate of O(1/T ) where T is the number of
iterations [Lacoste-Julien et al., 2012].
5.2.1 Instability of ESGD
The challenge in optimizing f using SGD is that the gradients can have very large magnitudes.









(βyi‖wyi‖22 + βk‖wk‖22), (5.6)
where βj =
N
nj+(N−nj)/(K−1) is the inverse of the probability of class j being sampled either through
i or k, and nj = |{i : yi = j}|. It follows that if datapoint i and class k are sampled then the
stochastic gradients with respect to wk and wyi are:
∇wkfik = N(K − 1)ex
>
i (wk−wyi )−uixi + µβkwk
∇wyifik = −N(K − 1)ex
>
i (wk−wyi )−uixi + µβyiwyi . (5.7)
If ui is at its optimal value u
∗
i (W ) = log(1 +
∑
k 6=yi e
x>i (wk−wyi )) then ex>i (wk−wyi )−ui ≤ 1 and the
magnitude of the N(K − 1)ex>i (wk−wyi )−uixi terms in the gradient are bounded by N(K − 1)‖xi‖2.
However if ui  x>i (wk − wyi), then ex
>
i (wk−wyi )−ui ≫ 1 and the magnitude of the gradients can
become extremely large.
Extremely large gradients lead to two major problems: (i) they could lead to overflow errors
and cause the algorithm to crash, (ii) they result in the stochastic gradient having high variance,
which leads to slow convergence.4 In Section 5.4 we show that these problems occur in practice
and make ESGD both an unreliable and inefficient method.5
4The convergence rate of SGD is inversely proportional to the second moment of its gradients [Lacoste-Julien
et al., 2012].
5The same problems arise if we approach optimizing (5.3) via stochastic composition optimization [Wang et al.,
2016]. As is shown in Appendix D.4, stochastic composition optimization yields near-identical expressions for the
stochastic gradients as in (5.7) and thus has the same stability issues.
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The biased sampled softmax optimizers in the literature [Bengio and Sene´cal, 2008, Mnih and
Teh, 2012, Ji et al., 2015, Joshi et al., 2017] do not have the issue of large magnitude gradients.
These methods can all be thought of as having the same update equations as in (5.7) but instead
of treating ui as a variable to be optimized over, they estimate u
∗
i (W ) afresh each iteration using
sampled classes. For example in One-Vs-Each u∗i (W ) is approximated by log(1 + e
x>i (wk−wyi ))
[Titsias, 2016]. Their gradients are all bounded since, by construction, their sampled ui satisfy
ui > x
>
i (wk − wyi). Although these methods have bounded gradients, they are biased and hence
their iterates do not converge to the optimal W ∗.
The goal of this chapter is to design reliable and efficient SGD algorithms for optimizing the
double-sum formulation in (5.5). We propose two such methods: ISGD (Section 5.3.1) and U-max
(Section 5.3.2). But before we introduce these methods we should establish that (5.5) is a good
choice for the double-sum formulation.
5.2.2 Choice of double-sum formulation
The double-sum in (5.5) is different to that of Raman et al. [2016]. Their formulation can be derived
by applying the convex conjugate substitution to (5.2) instead of (5.3). Their resulting equations
are
















i wyi−u¯i + (K − 1)ex>i wk−u¯i)+ µ
2
(βyi‖wyi‖22 + βk‖wk‖22) (5.8)








k). The only difference between the
double-sum formulations in (5.6) and (5.8) is the reparameterization u¯i = ui + x
>
i wyi .
Although either double-sum formulation can be used as a basis for SGD, our formulation in (5.6)
tends to have smaller magnitude stochastic gradients, and hence faster convergence. To see this on a
high level, note that typically x>i wyi = argmaxk{x>i wk}. It follows that the u¯i, x>i wyi and ex
>
i wyi−u¯i
terms are typically of the greatest magnitude in (5.8). Although at optimality these terms should
roughly cancel, this will not be the case during the early stages of optimization, leading to stochastic
gradients of large magnitude. In contrast, the function fik in (5.6) only has x
>
i wyi appearing as a
negative exponent, and so if x>i wyi is large then the magnitude of the stochastic gradients will be
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small. A more rigorous version of this argument is presented in Appendix D.1. In Appendix D.7
we also present numerical results confirming that in practice our double-sum formulation converges
to log-losses two to three times lower than when using Raman et al.’s formulation.
5.3 Stable and scalable SGD methods
5.3.1 Implicit SGD
One method that can solve the large gradient problem from Section 5.2.1 is Implicit SGD (ISGD)
[Bertsekas, 2011, Ryu and Boyd, 2014, Toulis and Airoldi, 2015a, Toulis et al., 2016].6 ISGD has a
very similar form to ESGD and uses the update equation
θ(t+1) = θ(t) − ηt∇f(θ(t+1), ξt), (5.9)
where θ(t) is the value of the tth iterate, f is the function we seek to minimize and ξt is a random
variable controlling the stochastic gradient such that∇f(θ) = Eξt [∇f(θ, ξt)]. In our case θ = (u,W )
and ξt = (it, kt) with ∇f(θ(t+1), ξt) = ∇fit,kt(u(t+1),W (t+1)) with fik being defined by (5.6). Note
that the ISGD update in (5.9) has∇f(θ(t+1), ξt) appearing on the right side of the equation, whereas
ESGD has ∇f(θ(t), ξt) on the right. Since θ(t+1) appears on both the left and right side of the ISGD
update equation, its value must be solved for and may not be available in closed form.
Although ISGD has similar convergence rates to ESGD, it has other properties that can make it
preferable over ESGD. It is more robust to the learning rate [Toulis et al., 2016], which is important
since a good value for the learning rate is never known a priori, and is provably more stable [Ryu
and Boyd, 2014, Section 5]. A longer discussion of ISGD’s properties and related methods is given
in Section 6.2 of Chapter 6. For now we will focus on one property of ISGD that is of particular
interest to our problem — that it has smaller step sizes.
Proposition 2. Let {θ(t) : t > 0} denote the iterates generated when ISGD is used to optimize
f(θ) = Eξ[f(θ, ξ)] where f(θ, ξ) is m-strongly convex for all ξ. Then
‖∇f(θ(t+1), ξt)‖2≤‖∇f(θ(t), ξt)‖2 −m‖θ(t+1) − θ(t)‖2.
6ISGD comes in various forms under different names: ISGD [Toulis and Airoldi, 2015b, Toulis, 2016, Toulis et al.,
2016, 2017], minibatch-prox [Wang et al., 2017], stochastic proximal iteration / point algorithm [Ryu and Boyd, 2014,
Patrascu and Necoara, 2017] and incremental proximal / gradient method [Bertsekas, 2011, Defazio, 2016].
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Hence, the ISGD step size is smaller than the corresponding ESGD step size at θ(t).
The proof of Proposition 2 as well as all other propositions and theorems in this chapter are
in Appendix D. The bound in Proposition 2 can be tightened for our particular problem. Unlike
ESGD whose step size magnitude is exponential in x>i (wk −wyi)− ui, as shown in (5.7), for ISGD
the step size is asymptotically linear in x>i (wk − wyi)− ui. This effectively guarantees that ISGD
cannot suffer from computational overflow.
Proposition 3. The magnitude of the step size in W , when ISGD is applied to the double-sum




− wyi1+ηµβyi )− ui).
The major difficulty in applying ISGD is that in each iteration one has to compute a solution
to (5.9) [Ryu and Boyd, 2014, Section 6]. The tractability of this procedure is problem dependent.
We show that computing a solution to (5.9) is indeed tractable for the problem considered in this
chapter. The details are laid out in full in Appendix D.6.
Proposition 4. The ISGD update for the double-sum formulation in (5.5), when in each iteration
n datapoints and m classes are sampled, can be computed to within  accuracy in a runtime of
O(n3m log(−1) + nmD).
In Proposition 4 the log(−1) factor comes from applying a first order method to solve the
strongly convex Implicit SGD update equation. It may be the case that performing this optimization
is more expensive than the O(nmD) cost of computing the x>i wk inner products, and so each
iteration of ISGD may be significantly slower than that of ESGD. If so, ESGD could exhibit faster
convergence by wall-clock time than ISGD even if ISGD convergences faster per epoch, making
ESGD the preferable method.
Fortunately, in certain cases we can improve the runtime of solving the ISGD update to a level
where it is comparable to ESGD’s. If n = 1 and we just sample one datapoint per iteration then it
is possible to reduce the update to solving just a univariate strongly convex optimization problem
over ui (see Appendix D.6.3 for details). Furthermore, if m = 1 and only one class is sampled per
iteration then we can derive upper and lower bounds on ui. The optimization problem can then be
solved using a bisection method, with an explicit upper bound on its cost. The pseudocode of this
method is presented in Algorithm 5.
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Algorithm 5: Implicit SGD with one datapoint and class sampled each iteration
Input : Data D = {(yi, xi)}Ni=1, number of iterations T , learning rate ηt, regularization
constants µ, βj =
N
nj+(N−nj)/(K−1) and γ from (D.6), principle Lambert-W
function P , initial u,W .
Output: W
1 for t = 1 to T do
2 Sample datapoint and classes:
i ∼ unif({1, ..., N})
k ∼ unif({1, ...,K} − {yi})




4 Calculate gradient of ISGD update at ui:
g ← 2ηtN − 2ηtNe−ui − 2γiP (ηtN(K − 1)γ−1i e∆−ui)
5 Calculate lower and upper bounds on ui:
(bl, bu)←

(ui, ui + P (ηtNe
ηtN−ui(1 + (K − 1)e∆))− ηtN) if g < 0
(ui + P (ηtNe
ηtN−ui(1 + (K − 1)e∆−ηtNγ−1i ))− ηtN, ui) if g > 0
(ui, ui) if g = 0
6 Optimize ui using Brent’s method with bounds bl, bu and gradient function g(u):
g(u) ≡ 2ηtN − 2ηtNe−u + 2(u− ui)− 2γiP (ηtN(K − 1)γ−1i e∆−u)
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Proposition 5. Consider applying ISGD to the double-sum formulation in (5.5) where in each
iteration only one datapoint i and one class k 6= yi is sampled with the learning rate η. The
ISGD iterate θ(t+1) can be computed to within  accuracy with only two D-dimensional vector inner
products and at most log2(
−1) + log2(|x>i ( wk1+ηµβk −
wyi
1+ηµβyi
)−ui|+ 2ηN‖xi‖22 + log(2K)) bisection
method function evaluations.
For any reasonably large dimension D, the cost of the two D-dimensional vector inner-products
will outweigh the cost of the bisection, and ISGD with n = m = 1 will have roughly the same speed
per iteration as ESGD with n = m = 1. In our experiments fewer than 8 bisections were needed
on average for ISGD to converge each iteration, and thus the difference in run time between ISGD
and ESGD was small.
However, if calculating inner products is relatively cheap (for example if D is small or GPUs
are used), then ISGD might be noticeably slower than ESGD even if n = m = 1. The U-max
algorithm, presented next, is stable in the same way ISGD is but has virtually the same runtime
as ESGD. This makes U-max an ideal choice when inner products are cheap.
5.3.2 U-max method
As explained in Section 5.2.1, ESGD has large gradients when ui  x>i (wk − wyi). This can
only occur when ui is less than its optimum value for the current W , since u
∗
i (W ) = log(1 +∑
j 6=yi e
x>i (wk−wyi )) ≥ x>i (wk−wyi). A simple remedy to deal with the large gradient problem is to
set ui = log(1+e
x>i (wk−wyi )) whenever ui  x>i (wk−wyi). Since log(1+ex
>
i (wk−wyi )) > x>i (wk−wyi)
this guarantees that ui > x
>
i (wk−wyi) and so the gradients will be bounded. It also brings ui closer7
to its optimal value for the current W and thereby decreases the objective f(u,W ). If m classes








This is exactly the idea behind the U-max algorithm — see Algorithm 6 for its pseudocode. U-




whenever ui ≤ log(1 +
∑m
j=1 e
x>i (wkj−wyi )) − δ for some threshold δ > 0, (ii) ui is projected onto
[0, Bu], and W onto {W : ‖W‖22 ≤ B2W } at the end of each iteration, where B2W = 2µN log(K) and
7Since ui < x
>
i (wk − wyi) < log(1 + ex
>
i (wk−wyi )) < log(1 +
∑
j 6=yi e
x>i (wk−wyi )) = u∗i (W ).
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Algorithm 6: U-max for a single datapoint and multiple classes sampled per iteration
Input : Data D = {(yi, xi)}Ni=1, number of classes to sample each iteration m, threshold
δ > 0, number of iterations T , learning rate ηt, regularization constants µ and
βj =
N
nj+(N−nj)(1−(1−(K−1)−1)m) , initial u,W .
Output: W
1 for t = 1 to T do
2 Sample datapoint and classes:
i ∼ unif({1, ..., N})
kj ∼ unif({1, ...,K} − {yi}) for j = 1, ...,m (with replacement)
3 Calculate differences: ∆kj = x
>
i (wkj − wyi) for j = 1, ...,m











5 Take SGD step:
wkj ← wkj − ηtN(K − 1)/m · e∆kj−uixi − ηtµβkjwkj for j = 1, ...,m





ui ← ui − ηtN
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Bu = log(1 + (K − 1)e2 maxi{‖xi‖2}BW ). See Appendix D.2 for more details on Bu and BW .
Proposition 6. Suppose Bf ≥ maxik ‖∇fik(u,W )‖2 for all ‖W‖22 ≤ B2W and 0 ≤ u ≤ Bu.
Then for an appropriately decreasing learning rate sequence satisfying ηt ≤ δ2/(4B2f ), the U-max
algorithm converges to the optimum of (5.2) at a rate of O(1/T ).
U-max directly resolves the problem of extremely large gradients. Modification (i) ensures that
δ ≥ x>i (wk − wyi)− ui (otherwise ui would be increased to log(1 +
∑m
j=1 e
x>i (wkj−wyi ))) and so the
magnitude of the U-max gradients are bounded above by N(K − 1)eδ‖xi‖2.
In U-max there is a trade-off between the gradient magnitude and learning rate that is controlled
by δ. For Proposition 6 to apply we require that the learning rate ηt ≤ δ2/(4B2f ). A small δ yields
small magnitude gradients, which makes convergence fast, but necessitates a small ηt, which makes
convergence slow.
If n datapoints and m classes are sampled each iteration, then the U-max runtime is dominated
by the O(nmD) cost of the vector inner-product calculations. This is the same runtime as ESGD
as well as the state-of-the-art biased methods such as Noise Contrastive Estimation [Mnih and Teh,
2012], Importance Sampling [Bengio and Sene´cal, 2008] and One-Vs-Each [Titsias, 2016].
5.4 Experiments
Our main set of experiments compares the performance of U-max and ISGD to the state-of-the-art
algorithms over seven real world datasets. We begin by specifying the experimental setup and then
move onto the results.
5.4.1 Experimental setup
Algorithms. We compared our algorithms to the state-of-the-art for optimizing large scale soft-
max problems which have runtime O(D) per iteration. Algorithms that have O(NKD) run time
per epoch were not considered, as they would not even have finished one epoch by the time the
other algorithms had already converged. This criterion excludes naive SGD, Raman et al.’s DSMLR
algorithm and Mussmann and Ermon’s8 approach from Section 5.1, but does include Noise Con-
8Mussmann and Ermon state that their method is just 10 times faster than calculating the exact gradient and so
is also O(NKD).
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Table 5.1: Datasets with a summary of their properties. Where the number of classes, dimension
or number of examples has been altered, the original value is displayed in brackets. All of the
datasets were downloaded from http://manikvarma.org/downloads/XC/XMLRepository.html,
except WikiSmall which was obtained from http://lshtc.iit.demokritos.gr/.
Data set Classes Dimension Examples
MNIST 10 780 60,000
Bibtex 147 (159) 1,836 4,880
Delicious 350 (983) 500 12,920
Eurlex 838 (3,993) 5,000 15,539
AmazonCat 2,709 (2,919) 10,000 (203,882) 100,000 (1,186,239)
Wiki10 4,021 (30,938) 10,000 (101,938) 14,146
WikiSmall 18,207 (28,955) 10,000 (2,085,164) 90,737 (342,664)
trastive Estimation (NCE) [Mnih and Teh, 2012], Importance Sampling (IS) [Bengio and Sene´cal,
2008] and One-Vs-Each (OVE) [Titsias, 2016]. Note that the included methods are all biased and
will not converge to the optimal softmax MLE, but, perhaps, something close to it. For these
algorithms we set n = 100,m = 5, which are standard settings.9 For ISGD we chose to implement
the version in Proposition 5 which has n = 1,m = 1 and used Brent’s method as our bisection
method solver. The ridge regularization µ was set to zero and the classes and datapoints were
sampled uniformly for all algorithms. For U-max and ESGD we set n = 1,m = 5 and for U-max
the threshold parameter δ = 1. For both methods we also experimented with m = 1 but obtained
significantly better performance with m = 5. The probable reason is that having a larger m value
decreases the variance of the gradients, making the algorithms more stable with higher learning
rates and thereby improving convergence.
Data. We tested our algorithms on seven real world large scale datasets: MNIST, Bibtex, Deli-
cious, Eurlex, AmazonCat-13K, Wiki10, and WikiSmall, the properties of which are summarized in
9We also experimented setting n = 1,m = 5 in these methods and there was virtually no difference in performance
except the runtime was slower. Varying the value of m between 1 and 10 also had a negligible effect on the results.
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Table 5.2: Tuned initial learning rates for each algorithm on each dataset. The learning rate in
100,±1,±2,±3/N with the lowest log-loss after 50 epochs using only 10% of the data is displayed.
ESGD applied to AmazonCat, Wiki10 and WikiSmall suffered from overflow with a learning rate
of 10−3/N , but was stable with smaller learning rates (the largest learning rate for which it was
stable is displayed).
Data set OVE NCE IS Explicit Umax Implicit
MNIST 101 101 101 10−2 101 10−1
Bibtex 102 102 102 10−2 10−1 101
Delicious 101 103 103 10−3 10−2 10−2
Eurlex 10−1 102 102 10−3 10−1 101
AmazonCat 101 103 103 10−5 10−2 10−3
Wiki10 10−2 103 102 10−4 10−2 100
WikiSmall 103 103 103 10−4 10−3 10−3
Table 5.1. Most of the datasets are multi-label and, as is standard practice [Titsias, 2016], we took
the first label as being the true label and discarded the remaining labels. To make the computation
more manageable, we truncated the number of features to be at most 10,000 and the training set
size to be at most 100,000. If a datapoint had no non-zero features as a result of the dimension
truncation, then it was discarded. The features of each dataset were normalized to have unit L2
norm. All of the datasets were pre-separated into training and test sets. We only focus on the
performance of the algorithms on the training set, as the goal in this chapter is to investigate how
best to optimize the softmax likelihood, which is given over the training set.
Learning rate and epochs. For all of the algorithms we used the same learning rate schedule of
decreasing the learning rate by a factor of 0.9 each epoch. However we allowed the initial learning
rate of each algorithm to be tuned for each dataset. We did so by running them on 10% of the
training data with initial learning rates η = 100,±1,±2,±3/N .10 The initial learning rate with the
10The learning rates are divided by N to counter the stochastic gradient being proportional to N and thereby make
the step size independent of N .
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best performance after 50 epochs was then used when the algorithm was applied to the full dataset.
The tuned learning rates are presented in Table 5.2. ESGD required a very small learning rate,
otherwise it suffered from overflow. On average the tuned ESGD learning rate was 3,019 times
smaller than ISGD’s and 319 times smaller than U-max’s.
For our final results we first ran OVE, NCE, IS, ESGD and U-max for 50 epochs on each dataset
(they all have virtually the same runtime). We recorded how long this took and then ran ISGD
for this same length of time. This makes for a fair comparison between the algorithms in terms of
CPU time. To make the results as fair as possible, all algorithms were coded in a common NumPy
framework. We also have results comparing the algorithms when ISGD is run for exactly 50 epochs,
which show very similar performance (see Appendix D.8).
5.4.2 Results
Our main results compare the performance of ISGD and U-max to their state-of-the-art competitors
NCE, IS and OVE, in terms of log-loss over CPU time. Plots of the algorithms’ performance are
displayed in Figure 5.1. Table 5.3 presents the relative performance of the methods at the end of
training over all datasets.
The ISGD method has the best performance on all datasets but one. After just one epoch its
performance is better than the performance of all of the state-of-the-art biased methods after 50
epochs. Not only does it converge faster in the first few epochs, it also converges to the optimal
MLE (unlike the biased methods that prematurely plateau). On average after 50 epochs ISGD’s
log-loss is at least a factor of 4.69 times lower than that of the biased methods.
U-max has the next best average log-loss. It is the only algorithm to outperform ISGD on
a dataset (AmazonCat). ESGD’s performance is better than the previous state-of-the-art but is
generally worse than U-max. The difference in performance between ESGD and U-max can largely
be explained by ESGD requiring a smaller learning rate to avoid computational overflow.
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Figure 5.1: Training log-loss vs CPU time. CPU time is marked by the number of epochs for OVE,
NCE, IS, ESGD and U-max (they all have virtually the same runtime). ISGD is run for the same
CPU time as the other methods, but since it has a slightly different runtime per iteration, it will
complete a different number of epochs. Thus when the x-axis is at 50, this indicates the end of the
ISGD’s computation but not necessarily its 50th epoch.
Table 5.3: Relative log-loss of each algorithm at the end of training. The values for each dataset
are normalized by dividing by the corresponding Implicit log-loss. The algorithm with the lowest
log-loss for each dataset is in bold.
Data set OVE NCE IS Explicit U-max Implicit
MNIST 5.25 5.55 5.26 1.31 1.40 1.00
Bibtex 12.65 12.65 12.48 6.61 4.25 1.00
Delicious 1.77 1.78 1.76 1.16 1.03 1.00
Eurlex 6.48 6.39 6.38 3.59 4.34 1.00
AmazonCat 2.01 2.03 2.00 1.39 0.93 1.00
Wiki10 3.68 3.72 3.64 3.13 1.24 1.00
WikiSmall 1.33 1.33 1.33 1.13 1.01 1.00
Average 4.74 4.78 4.69 2.62 2.03 1.00
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Figure 5.2: Training log-loss on Eurlex for different learning rates. The x-axis denotes the number
of epochs.
Sensitivity. In a separate set of experiments we explore the sensitivity of each method to the
learning rate. We ran each method on the Eurlex dataset with learning rates η = 100,±1,±2,−3/N for
50 epochs. The results are displayed in Figure 5.2. ISGD has the best performance for all learning
rate settings. This is consistent with theoretical results proving that ISGD is robust to the learning
rate [Ryu and Boyd, 2014, Toulis and Airoldi, 2015a]. In fact, ISGD’s worst performance is still
better than the best performance of all the other algorithms. The OVE, NCE and IS methods
are very robust to the learning rate, which is perhaps why they have been so popular in the past.
U-max and ESGD are less stable. For learning rates η = 101,2/N the U-max log-loss is extremely
large. This can be explained by Proposition 6, which does not guarantee convergence if the learning
rate is too high. Explicit SGD is even less stable and suffered from computational overflow for all
learning rates except 10−3/N .
Summary. ISGD has clearly the best performance out of all of algorithms considered and is
robust to the learning rate. U-max has the second best performance but can diverge if the learning
rate is set too high. Compared to U-max, ESGD has worse performance and is more sensitive to
the learning rate. The state-of-the-art biased methods are robust, but do not achieve the same level
of performance as the other methods since their bias causes their performance to plateau early on.
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5.5 Conclusion
In this chapter we propose two stable, scalable and unbiased algorithms for optimizing the softmax
likelihood: ISGD and U-max. Both of these methods address the inherent instability present in
ESGD applied to double-sum formulations of the softmax. ISGD can be efficiently implemented,
is robust to the learning rate and comprehensively outperforms the previous state-of-the-art on
seven real world large scale datasets. One limitation of ISGD is that it is relatively slow if multiple
datapoints are sampled each iteration or multiple inner-products can be efficiently computed (e.g.
using GPUs). U-max should be the method of choice in such a setting.
5.6 Extensions
In this chapter we have only applied U-max and ISGD to the simple softmax. A natural question
is whether they can be extended to more complex functions. One of the simplest such extensions
is to introduce an L1 penalty. U-max trivially generalizes to this case. The ISGD update equation
can also be solved, but takes a factor of log(D) more work than for the L2 penalty (see Appendix
D.9 for details). This extra work may be worthwhile if the induced sparsity makes the x>i wj inner
products cheaper to compute or decreases the required computational storage space for W .
A more ambitious extension is towards word2vec type models where xi is not fixed, but is an
embedding to be optimized over [Mikolov et al., 2013a]. Again, the U-max algorithm easily extends
but the ISGD updates become significantly harder. The ISGD update reduces to a univariate
optimization problem, but is now potentially non-convex and it is expensive to compute the gra-
dients required for optimization (see Appendix D.10 for details). The difficulty of optimizing the
reduced univariate problem makes one consider alternative strategies for optimizing the word2vec
ISGD update. Newton’s method is one possibility and coordinate descent is another. Both of these
methods are iterative. For ISGD to be practical, such optimizers must be fast and can only be run
for a small number of (inner) iterations, perhaps just one.
We leave exploring the application of such methods for word2vec ISGD to future work. Instead
we turn to the more general and challenging task of neural network training. In the next chapter
we will consider an approximate coordinate descent approach for optimizing the neural network
ISGD update equations.




Despite decades of research, most neural networks are still optimized using minor variations on
the backpropagation method proposed by Rumelhart, Hinton and Williams in 1986 [Rumelhart
et al., 1986]. Since backpropagation is a stochastic first order method, its run time per iteration
is independent of the number of training datapoints. It is this key property that makes it able to
ingest the vast quantities of data required to train neural networks on complex tasks like speech
and image recognition.
A serious limitation of backpropagation being a first order method is its inability to use higher
order information. This leads to multiple problems: the need to visit similar datapoints multiple
times in order to converge to a good solution, instability due to “exploding” gradients [Pascanu
et al., 2013, Sec. 3], and high sensitivity to the learning rate [Goodfellow et al., 2016, Sec. 11.4.1].
A number of different approaches have been suggested to deal with these problems. Adaptive
learning rate methods, like Adam [Kingma and Ba, 2014] and Adagrad [Duchi et al., 2011], esti-
mate appropriate per-parameter learning rates; and momentum accelerates backpropagation in a
common direction of descent [Zhang et al., 2017]. Gradient clipping is a heuristic which “clips” the
gradient magnitude at a pre-specified threshold and has been shown to help deal with exploding
gradients [Pascanu et al., 2013, Sec. 3]. Although these approaches partially address the problems
of backpropagation, neural network training remains unstable and highly sensitive to the learning
rate [Goodfellow et al., 2016, Sec. 11].
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The key research question here is how to add higher order information to stabilize backpropaga-
tion while keeping the per iteration run time independent of the number of datapoints. A technique
that has recently emerged that addresses this same question in the context of convex optimization
is Implicit Stochastic Gradient Descent (ISGD). As discussed in Section 5.3.1 of Chapter 5, ISGD is
known to be robust to the learning rate and unconditionally stable for convex optimization problems
[Toulis and Airoldi, 2015b, Sec. 3.1] [Ryu and Boyd, 2014, Sec. 5]. A natural question is whether
ISGD can be used to improve the stability of neural network optimization.
In this chapter, we show how ISGD can be applied to neural network training. To the best of
our knowledge this is the first time ISGD has been applied to this problem.1 The main challenge
in applying ISGD is solving its implicit update equations. This step is difficult even for most con-
vex optimization problems. We leverage the special structure of neural networks by constructing
a novel layer-wise approximation for the ISGD updates. The resulting algorithm, Implicit Back-
propagation (IB), is a good trade-off: it has almost the same run time as the standard “Explicit”
Backpropagation (EB), and yet enjoys many of the desirable features of exact ISGD. IB is compat-
ible with many activation functions such as the relu, arctan, hardtanh and smoothstep; however,
in its present form, it cannot be applied to convolutional layers. It is possible to use IB for some
layers and EB for the other layers; thus, IB is partially applicable to virtually all neural network
architectures.
Our numerical experiments demonstrate that IB is stable for much higher learning rates as com-
pared to EB on classification, autoencoder and music prediction tasks. In all of these examples the
learning rate at which IB begins to diverge is 20%-200% higher than for EB. IB performs particu-
larly well for RNNs, where exploding gradients are most troublesome. We note that for small-scale
classification tasks EB and IB have similar performance. We also investigate IB’s compatibility
with clipping. We find that IB outperforms EB with clipping on RNNs, where clipping is most
commonly used, and that clipping benefits both IB and EB for classification and autoencoding
tasks. Overall, IB is clearly beneficial for RNN training and shows promise for classification and
autoencoder feedforward neural networks. We believe that more refined implementations of ISGD
to neural networks than IB are likely to lead to even better results — a topic for future research.
1[Toulis et al., 2015] recently remarked that ISGD hasn’t yet been applied to neural networks and how to do so is
an open research question.
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The rest of this chapter is structured as follows. Section 6.2 reviews the literature on ISGD
and related methods. Section 6.3 develops IB as approximate ISGD, with Section 6.4 deriving
IB updates for multiple activation functions. The empirical performance of IB is investigated in
Section 6.5 and the chapter concludes with mentions of further work in Section 6.6.
6.2 ISGD and related methods
6.2.1 ISGD method











where `i(θ) = `θ(xi, yi) is the loss associated with i
th datapoint (xi, yi) and θ comprises the weight
and bias parameters in the neural network.
The method ISGD uses to minimize `(θ) is similar to that of standard “Explicit” SGD (ESGD).
In each iteration of ESGD, we first sample a random datapoint i and then update the parameters
as θ(t+1) = θ(t)− ηt(∇θ`i(θ(t)) +µθ(t)), where ηt is the learning rate at time t. ISGD also samples a







‖θ‖22) + ‖θ − θ(t)‖22
}
. (6.1)
The main motivation of ISGD over ESGD is its robustness to learning rates, numerical stability
and transient convergence behavior [Bertsekas, 2011, Ryu and Boyd, 2014, Patrascu and Necoara,
2017]. The increased robustness of ISGD over ESGD can be illustrated with a simple quadratic
loss `(θ) = 12‖θ‖22, as displayed in Figure 6.1. Here the ISGD step θ(t+1) = θ(t)/(1 + ηt) is stable for
any learning rate whereas the ESGD step θ(t+1) = θ(t)(1− ηt) diverges when ηt > 2.
Since ISGD becomes equivalent to ESGD when the learning rate is small, there is no difference
in their asymptotic convergence rate for decreasing learning rates. However, it is often the case
that in the initial iterations, when the learning rate is still large, ISGD outperforms ESGD.
The main drawback of ISGD is that the implicit update (6.1) can be expensive to compute,
whereas the update for ESGD is usually trivial. If this update is expensive, then ESGD may
converge faster than ISGD in terms of wall clock time, even if ISGD converges faster per epoch.
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Figure 6.1: Illustration of the difference between ESGD and ISGD in optimizing f(θ) = θ2/2. The
learning rate is η = 1.75 in both cases.
Thus, in order for ISGD to be effective, one needs to be able to solve the update (6.1) efficiently.
Indeed, the focus of this chapter is to develop a methodology for efficiently approximating the ISGD
update for neural networks.
6.2.2 Related methods
ISGD has been successfully applied to several machine learning tasks. Cheng et al. [2007] applied
ISGD to learning online kernels and He [2014] to SVMs, while Kulis and Bartlett [2010] consider
a range of problems including online metric learning. ISGD has also been used to improve the
stability of temporal difference algorithms in reinforcement learning [Tamar et al., 2014, Iwaki and
Asada, 2017]. For more recent advances in ISGD see [Bertsekas, 2015, Toulis et al., 2016, Lin et al.,
2017, Paquette et al., 2017, Wang et al., 2017].
Although ISGD has never been applied to neural networks, closely related methods have been






















Trust-region methods for optimizing neural networks have been effectively used to stabilize policy
optimization in reinforcement learning [Schulman et al., 2015, Wu et al., 2017]. Clipping, which
truncates the gradient at a pre-specified threshold, may also be viewed as a computationally efficient
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approximate trust-region method [Pascanu et al., 2013]. It was explicitly designed to address the
exploding gradient problem and achieves this by truncating the exploded step. In the experiments
section we will investigate the difference in the effect of IB and clipping. Note that trust-region
optimization and clipping both require an extra hyperparameter (the trust region radius), whereas
ISGD does not.
An example of a non-trust region method for optimizing neural networks using higher order
information is Hessian-Free optimization [Martens, 2010, Martens and Sutskever, 2011]. These
methods directly estimate second order information of a neural network. They have been shown
to make training more stable and require fewer epochs for convergence. However they come at a
much higher per iteration cost than first order methods, which offsets this benefit [Bengio et al.,
2013].
6.3 Implicit Backpropagation
In this section we develop Implicit Backpropagation (IB) as an approximate ISGD implementation
for neural networks. It retains many of the desirable characteristics of ISGD, while being virtually
as fast as the standard “Explicit” Backpropagation (EB).
Consider a d-layered neural network fθ(x) = f
(d)
θd






: RDk → RDk+1
represents the kth layer with parameters θk ∈ RDk+1×(1+Dk), θ = (θ1, ..., θd), x ∈ RD1 is the
input to the neural network, and ◦ denotes composition. Let the loss associated with a datapoint
(x, y) be `θ(x, y) = `(y, ·) ◦ fθ(x) for some `(y, ·) : RDd+1 → R. Later in this section, we will
want to extract the effect of the kth layer on the loss. To this end, we can rewrite the loss as
`θ(x, y) = `
(d:k+1)
θd:k+1,y
◦ f (k)θk ◦ f
(k−1:1)






◦ f (i−1)θi−1 ◦ ...f
(j)
θj




= `(y, ·) ◦ f (d:j)θd:j : RDj→R.
The complexity of computing the ISGD update depends on the functional form of the loss
`θ(x, y). Although it is possible in some cases to compute the ISGD update explicitly, this is not
the case for neural networks. Even computing the solution numerically is very expensive. Hence, it
is necessary to approximate the ISGD update in order for it to be computationally tractable. We
introduce the following two approximations in IB:
(a) We update parameters layer by layer. When updating parameter θk associated with layer k,
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all the parameters θ−k = {θi : i 6= k} corresponding to the other layers are kept fixed. Under



















, but keep the layer being updated f
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θk

















This approximation can be validated via a Taylor series expansion where the error in (6.3)
compared to (6.2) is O(‖θk − θ(t)k ‖22).
















+ ‖θk − θ(t)k ‖22
}
. (6.4)
In Appendix E.3 we present a simple theorem, which leverages the fact that IB converges to EB
in the limit of small learning rates, to show that IB converges to a stationary point of `(θ) for
appropriately decaying learning rates.
In the next section we show that the IB update can be efficiently computed for a variety of
activation functions. The IB approximations thus make ISGD practically feasible to implement.
However, the approximation is not without drawbacks. The layer-by-layer update from (a) removes
all higher order information along directions perpendicular to the parameter space of the layer being
updated, and the linearization in (b) loses information about the non-linearity in the higher layers.
The hope is that IB retains enough of the beneficial properties of ISGD to have noticeable benefits
over EB. In our experiments we show that this is indeed the case.
Our IB formulation is, to our knowledge, novel. The most similar update in the literature
is for composite convex optimization with just two layers, where the lower, not higher, layer is
linearized [Duchi and Ruan, 2017].










(x) ∈ RDk+1 , not θd:k+1.
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6.4 Implicit Backpropagation updates for various activation func-
tions
Since neural networks are applied to extremely large datasets, it is important that the IB updates
can be computed efficiently. In this section we show that the IB update (6.4) can be greatly
simplified, resulting in fast analytical updates for activation functions such as the relu and arctan.
For those activation functions that do not have an analytical IB update, IB can easily be applied on
a piecewise-cubic approximation of the activation function. This makes IB practically applicable
to virtually any element-wise acting activation function.
Although it is possible to apply IB to layers with weight sharing or non-element-wise acting
activation functions, the updates tend to be complex and expensive to compute. For example, the
IB update for a convolutional layer with max-pooling and a relu activation function involves solving
a quadratic program with binary variables (see Appendix E.2 for the derivation). Thus, we will
only focus on updates for activation functions that are applied element-wise and have no shared
weights.
6.4.1 Generic updates
Here we derive the IB updates for a generic layer k with element-wise acting activation function σ.
Let the parameters in the kth layer be θk = (Wk, Bk) ∈ RDk+1×(1+Dk) where Wk ∈ RDk+1×Dk is the









∈ RDk+1 for the backpropagated gradient.
The output of the kth layer is thus σ(θkz
ki) where σ is applied element-wise and θkz
ki is a matrix-







ki>σ(θkzki) + ηtµ‖θk‖22 + ‖θk − θ(t)k ‖22
}
, (6.5)





(x) from (6.3) as they are constant with
respect to θk. Now that we have written the IB update in more convenient notation, we can begin
to simplify it. Due to the fact that σ is applied element-wise, (6.5) breaks up into Dk+1 separate











ki) + ηtµ‖θkj‖22 + ‖θkj − θ(t)kj ‖22
}
, (6.6)
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where θkj = (Wkj , Bkj) ∈ R1+Dk are the parameters corresponding to the jth output node. Using










− ηtαkij zki (6.7)






− α · ηt‖zki‖22
+ ηt(1 + ηtµ)‖zki‖22α22
 . (6.8)
To connect the IB update to EB, observe that if we do a first order Taylor expansion of (6.7)














where σ′ denotes the derivative of σ. Thus we can think of IB as a higher order update than EB.
In summary, the original Dk+1×Dk dimensional IB update from (6.5) has been reduced to Dk+1
separate one-dimensional optimization problems in the form of (6.8). The difficulty of solving (6.8)
depends on the activation function σ. Since (6.8) is a one-dimensional problem, an optimal α can
always be computed numerically using the bisection method, although this may be slow. Fortu-
nately there are certain important activation functions for which α can be computed analytically.
In the subsections below we derive analytical updates for α when σ is the relu and arctan functions
as well as a general formula for piecewise-cubic functions.
Before proceeding to these updates, we can observe directly from (6.7) and (6.8) that IB will be
robust to high learning rates. Unlike EB, in which the step size increases linearly with the learning

















This update is finite as long as µ > 0 and σ is asymptotically linear. For some activation functions,
like the hardtanh, the IB update is finite even when ηt→∞, µ→0 and |bkij |→∞.
6.4.2 Relu update
Here we give the solution to α from (6.8) for the relu activation function, σ(x) = max{x, 0}. We
will drop the super- and sub-scripts from (6.8) for notational convenience. When sign(b) = +1
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there are three cases and when sign(b) = +1 there are two cases for the solution to α. The updates
are given in Table 6.1.
Table 6.1: IB relu updates
Sign(b) = +1 Sign(b) = −1
α =



































Relu update with sign(b) = +1















Relu update with sign(b) = −1
Figure 6.2: Relu updates for EB and IB with µ = 0. The arrow tail is the initial value of θ>z while
the head is its value after the backpropagation update. Lower values are better.
The difference between the EB and IB updates is illustrated in Figure 6.2. When sign(b) = +1
and θ>z is on the slope but close to the hinge, the EB step overshoots the hinge point, making a
far larger step than is necessary to reduce the relu to 0. IB, on the other hand, stops at the hinge.
The IB update is better from two perspectives. First, it is able to improve the loss on the given
datapoint just as much as EB, but without taking as large a step. Assuming that the current value
of θ is close to a minimizer of the average loss of the other datapoints, an unnecessarily large step
will likely take θ away from its (locally) optimum value. An example of where this property might
be particularly important is for the “cliff” of “exploding gradient” problem in RNNs [Pascanu et al.,
2013]. And second, the IB step size is a continuous function of θ, unlike in EB where the step size
has a discontinuity at the origin. This should make the IB update more robust to perturbations in
the data.
When sign(b) = −1 and θ>z is on the flat, EB isn’t able to descend as the relu has “saturated”
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(i.e. is flat). IB, on the other hand, can look past the hinge and is still able to descend down
the slope, thereby decreasing the loss. IB thus partially solves the saturating gradient problem
[Pascanu et al., 2013].
6.4.3 Arctan update
Although the IB update is not analytically available for all sigmoidal activation functions, it is
available when σ is the arctan. For the arctan the value of α becomes the root of a cubic equation
which can be solved for analytically. Since the arctan function is non-convex there may be up to
three real solutions for α. Under the axiom that smaller step sizes that achieve the same decrease
in the objective are better (as argued in Section 6.4.2), we always choose the value of α closest to
zero.
6.4.4 Piecewise-cubic function update
Many activation functions are piecewise-cubic, including the hardtanh and smoothstep. Further-
more, all common activation functions can be approximated arbitrarily well with a piecewise-cubic.




m=1 I[Bm ≤ x < Bm+1]·σm(x) where σm(x) is a cubic function and Bm ∈ [−∞,∞]
defines the bounds on each piece. The optimal value of α for each m can be found by evaluating
σm at its boundaries and stationary points (which may be found by solving a quadratic equation).
The value of α can then be solved for by iterating over m = 1, ...,M and taking the minimum over
all the pieces. Since there are M pieces, the time to calculate α scales as O(M).
6.4.5 Relative run time difference of IB vs EB measured in flops
A crucial aspect of any neural network algorithm is not only its convergence rate per epoch, but
also its run time. Since IB does extra calculations, it is slower than EB. Here we show that the
difference in floating point operations (flops) between EB and IB is typically small, on the order of
30% or less.
For any given layer, let the input dimension be denoted as n and the output dimension as m.
The run time of both EB and IB are dominated by three operations costing nm flops: multiplying
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the weight matrix and input in the forward propagation, multiplying the backpropagated gradient
and input for the weight matrix gradient, and multiplying the backpropagated gradient and weight
matrix for the backpropagated gradient in the lower layer. IB has two extra calculations as com-
pared to EB: calculating ‖zki‖22, costing 2n flops, and calculating αkij a total of m times, once for
each output node. Denoting the number of flops to calculate each αkij with activation function σ
as cσ, the relative increase in run time of IB over EB is upper bounded by (2n+ cσm)/(3nm).
The relative run time increase of IB over EB depends on the values of n,m and cσ. When σ
is the relu, then cσ is small, no more than 10 flops; whereas when σ is the arctan cσ is larger,
costing just less than 100 flops.3 Taking these flop values as upper bounds, if n = m = 100 then
the relative run time increase is upper bounded by 4% for relu and 34% for arctan. These bounds
diminish as n and m grow. If n = m = 1000, then the bounds become just 0.4% for relu and 3.4%
for arctan. Thus, IB’s run time is virtually the same as EB’s for large neural network tasks.
If n and m are small then the arctan IB update might be too slow relative to EB for the IB
update to be worthwhile. In this case simpler sigmoidal activation functions, such as the hardtanh
or smoothstep, may be preferable for IB. The hardtanh has been used before in neural networks,
mainly in the context of binarized networks [Courbariaux et al., 2015]. It has the form
σ(x) =

−1 if x < −1
x if − 1 ≤ x ≤ 1
1 if x > 1
for which cσ is no more than 15 flops (using the piecewise-cubic function update from Section 6.4.4).
The smoothstep is like the hardtanh but is both continuous and has continuous first derivatives,
σ(x) =

−1 if x < −1
3
2x− 12x3 if − 1 ≤ x ≤ 1
1 if x > 1,
with cσ being no more than 25 flops. The relative increase in run time of IB over EB for the
hardtanh and smoothstep is about the same as for the relu. This makes the IB update with the
hardtanh or smoothstep practical even if n and m are small. Since the hardtanh and smoothstep
3The number of flops for arctan was counted using Cardano’s method for optimizing the cubic equation.
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saturate (i.e. have zero gradient) for |x| > 1 they also have the very desirable property of having
bounded IB updates even if η →∞, b→∞ and µ→ 0.
6.5 Experiments
This section details the results of three sets of experiments where the robustness to the learning
rate of IB is compared to that of EB.4 Since IB is equivalent to EB when the learning rate is small,
we expect little difference between the methods in the limit of small learning rates. However, we
expect that IB will be more stable and have lower loss than EB for larger learning rates.
Classification, autoencoding and music prediction tasks. For the first set of experiments,
we applied IB and EB to three different but common machine learning tasks. The first task was
image classification on the MNIST dataset [LeCun, 1998] with an architecture consisting of two
convolutional layers, an arctan layer and a relu layer. The second task also uses the MNIST dataset,
but for an 8 layer relu autoencoding architecture. The third task involves music prediction on four
music datasets, JSB Chorales, MuseData, Nottingham and Piano-midi.de [Boulanger-Lewandowski
et al., 2012], for which a simple RNN architecture is used with an arctan activation function.
For each dataset-architecture pair we investigated the performance of EB and IB over a range of
learning rates where EB performs well (see Appendix E.4.5 for more details on how these learning
rates were chosen). Since IB and EB have similar asymptotic convergence rates, the difference
between the methods will be most evident in the initial epochs of training. In our experiments we
only focus on the performance after the first epoch of training for the MNIST datasets, and after
the fifth epoch for the music datasets.5 Five random seeds are used for each configuration in order
to understand the variance of the performance of the methods.6
Figure 6.3 displays the results for the experiments. EB and IB have near-identical performance
when the learning rate is small. However, as the learning rate increases, the performance of EB
deteriorates far more quickly as compared to IB. Over the six datasets, the learning rate at which
4A more extensive description of the experimental setup and results are given in Appendices E.4 and E.5.
5The music datasets have fewer training examples and so more epochs are needed to see convergence.
6The same seeds are used for both EB and IB. Five seeds are used for all experiments, except MNIST-classification
where twenty seeds are used.
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Figure 6.3: Training loss of EB and IB (lower is better). The plots display the mean performance
and one standard deviation errors. The MNIST-classification plot also shows an “exact” version of
ISGD with an inner gradient descent optimizer.
IB starts to diverge is at least 20% higher than that of EB.7 The benefit of IB over EB is most
noticeable for the music prediction problems where for high learning rates IB has much better mean
performance and lower variance than EB. A potential explanation for this behaviour is that IB is
better able to deal with exploding gradients, which are more prevalent in RNN training.
Exact ISGD. For MNIST-classification we also investigate the potential performance of exact
ISGD. Instead of using our IB approximation for the ISGD update, we directly optimize (6.1) using
gradient descent. For each ISGD update we take a total of 100 gradient descent steps of (6.1) at a
learning rate 10 times smaller than the “outer” learning rate ηt. It is evident from Figure 6.3 that
this method achieves the best performance and is remarkably robust to the learning rate. Since
exact ISGD uses 100 extra gradient descent steps per iteration, it is 100 times slower than the
other methods, and is thus impractically slow. However, its impressive performance indicates that
ISGD-based methods have great potential for neural networks.
7The threshold for divergence that we use is when the mean loss exceeds the average of EB’s minimum and
maximum mean losses measured on that dataset over the learning rates that were tested.
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Run times. According to the bounds derived in Section 6.4.5, the run time of IB should be no
more than 12% longer per epoch than EB on any of our experiments. With our basic Pytorch
implementation IB took between 16% and 216% longer in practice, depending on the architecture
used (see Appendix E.5.1 for more details). With a more careful implementation of IB we expect
these run times to decrease to at least the levels indicated by the bounds. Using activation functions
with more efficient IB updates, like the smoothstep instead of arctan, would further reduce the run
time.
UCI datasets. Our second set of experiments is on 121 classification datasets from the UCI
database [Ferna´ndez-Delgado et al., 2014]. We consider a 4 layer feedforward neural network run
for 10 epochs on each dataset. In contrast to the above experiments, we use the same coarse grid
of 10 learning rates between 0.001 and 50 for all datasets. For each algorithm and dataset the
best performing learning rate was found on the training set (measured by the performance on the
training set). The neural network trained with this learning rate was then applied to the test set.
Overall we found IB to have a 0.13% higher average accuracy on the test set. The similarity in
performance of IB and EB is likely due to the small size of the datasets (some datasets have as few
as 4 features) and relatively shallow architecture making the network relatively easy to train, as
well as the coarseness of the learning rate grid.
Clipping. In our final set of experiments we investigated the effect of clipping on IB and EB.
Both IB and clipping can be interpreted as approximate trust-region methods. Consequently, we
expect IB to be less influenced by clipping than EB. This was indeed observed in our experiments.
A total of 9 experiments were run with different clipping thresholds applied to RNNs on the music
datasets (see Appendix E.4 for details). Clipping improved EB’s performance for higher learning
rates in 7 out of the 9 experiments, whereas IB’s performance was only improved in 2. IB without
clipping had an equal or lower loss than EB with clipping for all learning rates in all experiments
except for one (Piano-midi.de with a clipping threshold of 0.1). This suggests that IB is a more
effective method for training RNNs than EB with clipping.
The effect of clipping on IB and EB applied to MNIST-classification and MNIST-autoencoder is
more complicated. In both cases clipping enabled IB and EB to have lower losses for higher learning
rates. For MNIST-classification it is still the case that IB has uniformly superior performance to
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Figure 6.4: Training loss of EB with clipping and IB with clipping on three dataset-architecture
pairs.
EB, but for MNIST-autoencoder this is reversed. It is not unsurprising that EB with clipping may
outperform IB with clipping. If the clipping threshold is small enough then the clipping induced
trust region will be smaller than that induced by IB. This makes EB with clipping and IB with
clipping act the same for large gradients; however, below the clipping threshold EB’s unclipped
steps may be able to make more progress than IB’s dampened steps. See Figure 6.4 for plots of EB
and IB’s performance with clipping.
Summary. We ran a total of 17 experiments on the MNIST and music datasets8. IB outperformed
EB in 15 out of these. On the UCI datasets IB had slightly better performance than EB on average.
The advantage of IB is most pronounced for RNNs, where for large learning rates IB has much
lower losses and consistently outperforms EB with clipping. Although IB takes slightly longer to
train, this is offset by its ability to get good performance with higher learning rates, which should
enable it to get away with less hyperparameter tuning.
6.6 Conclusion
In this chapter we developed the first method for applying ISGD to neural networks. We showed
that, through careful approximations, ISGD can be made to run nearly as quickly as standard
backpropagation while still retaining the property of being more robust to high learning rates. The
resulting method, which we call Implicit Backpropagation, consistently matches or outperforms
8MNIST-classification with and without clipping, MNIST-autoencoder with and without clipping, the four music
datasets without clipping and nine experiments on the music datasets with clipping.
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standard backpropagation on image recognition, autoencoding and music prediction tasks; and is
particularly effective for robust RNN training.
The success of IB demonstrates the potential of ISGD methods to improve neural network
training. It may be the case that there are better ways to approximate ISGD than IB, which
could produce even better results. For example, the techniques behind Hessian-Free methods could
be used to make a quadratic approximation of the higher layers in IB (opposed to the linear
approximation currently used); or a second order approximation could be made directly to the
ISGD formulation in (6.1). Developing and testing such methods is a ripe area for future research.
The IB method, as presented in this chapter, also has potential for future research. Extending
its updates to other activation functions and applying it to other architectures and datasets will
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Appendix A
Elliptical Slice Sampling with
Expectation Propagation
Here we present a brief introduction to Monte Carlo, Markov Chain Monte Carlo (MCMC) and
slice sampling methods.
A.1 Monte Carlo integration
Monte Carlo methods are a set of sampling based approaches that estimate integrals of the form
I =
∫





where p is a probability distribution and x1, x2, ..., xn are n samples from p. The xi variables may
be dependent, but should be identically distributed. The accuracy of the approximation improves
as n increases.
A.2 Markov Chain Monte Carlo (MCMC)
Certain probability distributions are difficult to sample from, but their density at any given point
can be easily evaluated up to a multiplicative constant. This occurs most often when the normalizing
constant of the distribution is unknown, i.e. p(x) = f(x)/Z where f is known but Z =
∫
f(x)dx
is not. It is possible to sample from such distributions using a Markov Chain. Starting from any
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point x in the distribution’s domain, a Markov Chain Monte Carlo algorithm proposes a sequence of
points which are probabilistically either accepted or rejected according to a specific criterion1 such
that the empirical distribution of the accepted points will converge to the distribution p. These
points then can be used for Monte Carlo integration.
A.3 Slice sampling
Slice sampling is a type of MCMC method. Let p(x) = f(x)/Z be the distribution we would like to
sample from where f is known but Z is not. Also let x be the current point in the Markov Chain.
Slice sampling generates the next point x′ in the Markov Chain using the following steps:
1. Sample a slice height y uniformly at random from the interval (0, f(x)],
2. Sample x′ uniformly at random from the set f−1[y,+∞).
Step 2 is often too hard to do in practice. Instead the next point x′ ∈ f−1[y,+∞) may be generated
via a sequence of expanding then contracting intervals containing the current point x. For more
details, see [Neal, 2003].
1The probability of acceptance is typically proportional to the density at the proposed point and inversely pro-
portional to the transition probability to that point.




Here we provide a brief description of Rao-Blackwellization. Let us assume that we are interested
in calculating an expectation I = E[Y ]. We may calculate an estimate of this expectation by taking
n > 0 samples y1, y2, ..., yn of Y and approximating I ≈ 1n
∑n
i=1 yi. Let X denote any random
variable. Rao-Blackwellization is based on the observation that
I = E[Y ] = E[E[Y |X]]
The Rao-Blackwell estimate of I is obtained by taking n > 0 samples x1, x2, ..., xn of X and
approximating I ≈ 1n
∑n
i=1 E[Y |X = xi]. This estimate can be shown to have lower variance than
that obtained using samples of Y .
B.2 2D-Ising model results
The subsections below provide numerical values for the 2D-Ising model experiments and give more
insight into the performance of the algorithms. First the effect of LBP (Appendix B.2.1) and Rao-
Blackwellization (Appendix B.2.2) are analyzed, after which Root Mean Squared Errors (RMSEs)
will be provided for the node and pairwise marginals for each of the experiments (Appendix B.2.3).
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B.2.1 LBP accuracy
In Table B.1 and B.2 below, we provide the absolute error between the LBP marginals and true
marginals (as computed by junction tree algorithm) for different parameter settings. Table B.1
is relevant to Figure 3.3 where the target distribution has multiple modes. Clearly, the LBP
approximation starts to degrade as we increase W , which hurts the +LBP samplers, giving them
equal performance as HMC and CMH (see Figure 3.3). Table B.2 is relevant to Figure 3.5 where
the target distribution is unimodal. As the bias increases, the target distribution becomes more
peaked with the LBP approximation being consistently accurate, more so with higher bias values.
This results in the +LBP samplers achieving the best level of performance (see Figure 3.5).
B.2.2 Benefit of Rao-Blackwellization
Table B.3 is relevant to Figure 3.4. Here we show RMSE of node marginals estimate for AAS and
AAS + RB to highlight the benefit of Rao-Blackwellization. The target distribution in this case is
bimodal with the two modes corresponding to S = ±1 (all coordinates as +1 or all coordinates as
-1). When we are at one of the modes, say S = 1, the opposite point S = −1 also lies on the annulus
(by over relaxed property of the annular augmentation framework). With Rao-Blackwellization,
we are able to take advantage of this fact, thereby leading to a more accurate estimate of the node
marginals.
B.2.3 RMSE for node and pairwise marginals
Here we provide the numerical values used to generate the heat maps in Figures 3.3, 3.4, and 3.5.
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Table B.1: LBP error for different values of W relating to Figure 3.3. The bias scale c is fixed
at 0.1.









Table B.2: LBP error for different values of c relating to Figure 3.5. Strength W is fixed at 0.2.
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Table B.3: RMSE of node marginals estimate for increasing values of W relating to Figure 3.4. No
bias is applied to any node.









Table B.4: Numerical values of RMSE (Node Marginals) for Figure 3.3. Bias scale c = 0.2 and we
increase the strength (W).
Algorithm W = 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
HMC 0.0211 0.0220 0.0513 0.1498 0.2907 0.4515 0.4117 0.4749
CMH 0.0134 0.0188 0.0475 0.1583 0.3990 0.4670 0.3992 0.4752
CMH + LBP 0.0132 0.0168 0.0466 0.1576 0.3965 0.4527 0.3992 0.4752
AAS 0.0267 0.0416 0.0761 0.1495 0.1585 0.2238 0.2564 0.0558
AAS + RB 0.0214 0.0385 0.0741 0.1490 0.1587 0.2243 0.2563 0.0547
AAS + RB + LBP 0.0097 0.0221 0.0664 0.1418 0.2358 0.3200 0.3884 0.4741
AAG 0.0225 0.0352 0.0635 0.1566 0.1393 0.2694 0.3017 0.0597
AAG + RB 0.0169 0.0313 0.0609 0.1558 0.1419 0.2692 0.3042 0.0581
AAG + RB + LBP 0.0081 0.0166 0.0600 0.1580 0.1661 0.3559 0.3962 0.4752
AAST 0.0407 0.0359 0.0675 0.1205 0.1605 0.3081 0.3128 0.0598
AAST + RB 0.0404 0.0352 0.0671 0.1201 0.1637 0.3073 0.3128 0.0594
AAST + RB + LBP 0.0285 0.0223 0.0536 0.1766 0.1817 0.3921 0.3971 0.4746
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Table B.5: Numerical values of RMSE (Pairwise Marginals) for Figure 3.4. Bias scale c = 0.2 and
we increase the strength (W).
Algorithm W = 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
HMC 0.0211 0.0220 0.0513 0.1498 0.2907 0.4515 0.4117 0.4749
CMH 0.0134 0.0188 0.0475 0.1583 0.3990 0.4670 0.3992 0.4752
CMH + LBP 0.0132 0.0168 0.0466 0.1576 0.3965 0.4527 0.3992 0.4752
AAS 0.0267 0.0416 0.0761 0.1495 0.1585 0.2238 0.2564 0.0558
AAS + RB 0.0214 0.0385 0.0741 0.1490 0.1587 0.2243 0.2563 0.0547
AAS + RB + LBP 0.0097 0.0221 0.0664 0.1418 0.2358 0.3200 0.3884 0.4741
AAG 0.0225 0.0352 0.0635 0.1566 0.1393 0.2694 0.3017 0.0597
AAG + RB 0.0169 0.0313 0.0609 0.1558 0.1419 0.2692 0.3042 0.0581
AAG + RB + LBP 0.0081 0.0166 0.0600 0.1580 0.1661 0.3559 0.3962 0.4752
AAST 0.0407 0.0359 0.0675 0.1205 0.1605 0.3081 0.3128 0.0598
AAST + RB 0.0404 0.0352 0.0671 0.1201 0.1637 0.3073 0.3128 0.0594
AAST + RB + LBP 0.0285 0.0223 0.0536 0.1766 0.1817 0.3921 0.3971 0.4746
Table B.6: Numerical values of RMSE (Node Marginals) for Figure 3.4. No bias is applied to any
node and we increase the strength (W).
Algorithm W = 0.25 0.5 0.75 1 2 3 4 5
HMC 0.0744 0.1183 0.2173 0.4947 0.8978 1.1969 1.0837 1.1509
CMH 0.0590 0.1148 0.2131 0.5072 1.0911 1.2287 1.0594 1.1517
CMH + LBP 0.0576 0.1123 0.2124 0.5030 1.0848 1.2015 1.0595 1.1519
AAS 0.0913 0.1595 0.2757 0.4734 0.5462 0.6680 0.7240 0.3864
AAS + RB 0.0776 0.1520 0.2711 0.4721 0.5464 0.6687 0.7237 0.3853
AAS + RB + LBP 0.0614 0.1273 0.2590 0.4652 0.6926 0.8719 1.0223 1.1478
AAG 0.0818 0.1434 0.2465 0.5005 0.5497 0.7834 0.8410 0.3986
AAG + RB 0.0676 0.1350 0.2416 0.4988 0.5544 0.7830 0.8460 0.3978
AAG + RB + LBP 0.0585 0.1212 0.2435 0.4970 0.5961 0.9621 1.0493 1.1518
AAST 0.1240 0.1453 0.2545 0.4267 0.5883 0.8768 0.8699 0.3966
AAST + RB 0.1231 0.1436 0.2532 0.4247 0.5915 0.8749 0.8698 0.3964
AAST + RB + LBP 0.0598 0.1217 0.2286 0.5576 0.6239 1.0547 1.0522 1.1495
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Table B.7: Numerical values of RMSE (Pairwise Marginals) for Figure 3.4. No bias is applied to
any node and we increase the strength (W).
Algorithm W = 0.25 0.5 0.75 1 2 3 4 5
HMC 0.1524 1.0189 1.2243 1.0591 0.9981 1.0291 1.0194 1.0089
CMH 0.1515 1.0731 1.2237 1.0542 0.9979 1.0045 1.0506 1.0296
CMH + LBP 0.1514 1.1662 1.2215 1.0465 0.9997 1.0505 1.0402 1.0300
AAS 0.1735 0.4281 0.3581 0.2211 0.3481 0.2603 0.2992 0.2797
AAS + RB 0.1695 0.4272 0.3574 0.2193 0.3466 0.2590 0.2984 0.2781
AAS + RB + LBP 0.1739 0.4158 0.3191 0.2608 0.2632 0.2902 0.3504 0.3653
AAG 0.1682 0.4943 0.3828 0.2943 0.2102 0.2206 0.2687 0.2803
AAG + RB 0.1647 0.4938 0.3823 0.2934 0.2061 0.2196 0.2660 0.2792
AAG + RB + LBP 0.1659 0.4812 0.3778 0.1813 0.2565 0.2687 0.2659 0.3266
AAST 0.1674 0.4869 0.3788 0.1151 0.2658 0.1427 0.2347 0.2527
AAST + RB 0.1701 0.5010 0.3947 0.1566 0.1647 0.2753 0.2224 0.2688
AAST + RB + LBP 0.1666 0.4624 0.3915 0.1518 0.2993 0.2452 0.2323 0.2302
Table B.8: Numerical values of RMSE (Node Marginals) for Figure 3.5. We fix W = 0.2 and the
bias scale c is increased.
Algorithm c = 0.2 0.4 0.6 0.8 1 1.5 2 3 4
HMC 0.0262 0.0360 0.0381 0.0444 0.0444 0.0432 0.0442 0.0502 0.0351
CMH 0.0233 0.0347 0.0351 0.0430 0.0437 0.0413 0.0421 0.0489 0.0327
CMH + LBP 0.0217 0.0332 0.0333 0.0421 0.0423 0.0403 0.0418 0.0482 0.0318
AAS 0.0462 0.0681 0.0754 0.0766 0.0801 0.0789 0.0806 0.0819 0.0637
AAS + RB 0.0431 0.0658 0.0731 0.0749 0.0785 0.0777 0.0797 0.0811 0.0630
AAS + RB + LBP 0.0244 0.0419 0.0416 0.0525 0.0476 0.0423 0.0418 0.0479 0.0319
AAG 0.0406 0.0492 0.0666 0.0694 0.0677 0.0626 0.0688 0.0774 0.0645
AAG + RB 0.0386 0.0471 0.0641 0.0674 0.0660 0.0616 0.0678 0.0767 0.0636
AAG + RB + LBP 0.0229 0.0365 0.0381 0.0461 0.0463 0.0410 0.0423 0.0483 0.0316
AAST 0.0312 0.0573 0.0589 0.0619 0.0702 0.0732 0.0572 0.0659 0.0555
AAST + RB 0.0445 0.0597 0.0675 0.0649 0.0786 0.0782 0.0499 0.0586 0.0430
AAST + RB + LBP 0.0230 0.0462 0.0463 0.0459 0.0442 0.0513 0.0324 0.0505 0.0337
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Table B.9: Numerical values of RMSE (Pairwise Marginals) for Figure 3.5. We fix W = 0.2 and
the bias scale c is increased.
Algorithm c = 0.2 0.4 0.6 0.8 1 1.5 2 3 4
HMC 0.1229 0.1327 0.1313 0.1430 0.1429 0.1297 0.1313 0.1477 0.1037
CMH 0.1187 0.1300 0.1226 0.1384 0.1399 0.1238 0.1237 0.1427 0.0962
CMH + LBP 0.1165 0.1269 0.1188 0.1363 0.1365 0.1206 0.1224 0.1403 0.0934
AAS 0.1635 0.2085 0.2226 0.2269 0.2346 0.2326 0.2380 0.2406 0.1882
AAS + RB 0.1554 0.2015 0.2159 0.2213 0.2294 0.2285 0.2349 0.2383 0.1862
AAS + RB + LBP 0.1278 0.1503 0.1392 0.1648 0.1505 0.1272 0.1227 0.1397 0.0934
AAG 0.1498 0.1781 0.1902 0.2001 0.2155 0.2045 0.2116 0.2186 0.1724
AAG + RB 0.1425 0.1711 0.1833 0.1941 0.2099 0.2003 0.2081 0.2161 0.1703
AAG + RB + LBP 0.1251 0.1375 0.1327 0.1498 0.1482 0.1234 0.1239 0.1406 0.0930
AAST 0.1479 0.1814 0.1892 0.2080 0.1980 0.2102 0.1772 0.1940 0.1527
AAST + RB 0.1563 0.1852 0.1936 0.1918 0.2283 0.2297 0.1474 0.1774 0.1250
AAST + RB + LBP 0.1225 0.1379 0.1411 0.1466 0.1354 0.1409 0.0977 0.1227 0.0937
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B.3 Heart disease dataset
Here we take samples of W from the 1000 Metropolis Hastings (MH) Markov chains described
in Section 3.3.2 and fit a normal distribution to them. The results are shown in Figure B.1 for
three cases: “True” refers to the MH sampler where exact partition function ratio was used, and
the other two refer to the approximate MH samplers for which the partition function ratio was
approximated by CMH or AAS. As shown in Figure 3.6, AAS approximated the partition function
ratio more accurately than CMH and this effect can also be seen in Figure B.1. The estimated
posterior distribution of W using CMH is a bit off as compared to the true posterior. The results
for HMC and AAG were almost identical to AAS and we thus omitted these plots.
B.4 CMH + LBP sampler
Here we provide details of the CMH + LBP sampler as introduced in Section 3.3, and for which the
results are shown in Figures 3.3, 3.4 and 3.5. Let pˆ be the LBP “prior” of the target distribution
p as defined in Section 3.2.
In regular CMH one coordinate is chosen uniformly, flipped and accepted with the usual
Metropolis Hastings (MH) acceptance criterion. It is likely that this procedure could be improved
using the information in pˆ. A simple idea is to use pˆ as a proposal distribution for CMH. Letting
s(t) be the current point in the Markov chain, CMH+LBP works as follows:
1. Sample a coordinate i uniformly from {1, ..., d}.
2. With probability pˆ(Si = −si), propose flipping coordinate i.





Here S−i = {Sj : j 6= i}. It is easy to verify the reversibility of the above algorithm. Although the
method is correct, its naive implementation will be wasteful and slow. As an illustration, consider
a 2D-Ising model with a large positive bias applied to all nodes. As explained in Section 3.3.1,
the target distribution in this case is unimodal and highly peaked, with the mode corresponding
to Si = 1 for all i. Now suppose that we are at the mode, i.e. s
(t)
i = 1 for all i. The value of
pˆ(Si = −si) will be small for all coordinates i and so it will take many samples before a flip is
proposed, wasting valuable computation.






-5 0 5 -5 0 5 -5 0 5 -5 0 5
-5 0 5 -5 0 5 -5 0 5 -5 0 5 -5 0 5
-5 0 5 -5 0 5 -5 0 5 -5 0 5 -5 0 5
True CMH AAS
Figure B.1: Estimated posterior distributions of Wij for 1 ≤ i < j ≤ 6 on the heart disease
dataset. The samples from each MH algorithm have had a normal distribution fit to them for
easier comparison. “True” refers to the MH sampler where exact partition function ratio was used,
whereas “CMH” and “AAS” refer to the approximate MH samplers for which the partition function
ratio was approximated by CMH or AAS, respectively.
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To get around this problem we can use discrete event simulation. First note that the probability







Therefore the number of iterations until a flip is proposed is a geometric random variable with
success probability α(s). The conditional probability that coordinate i is proposed to flip, given
that a flip is proposed, is pˆ(Si=−si)∑d
j=1 pˆ(Sj=−sj)
. The CMH + LBP sampler with discrete event simulation
can be summarized as:
1. Compute α(s(t)) = 1d
∑d
i=1 pˆ(Si = −s(t)i ).
2. Sample a flipping time k ∼ Geometric(α(s(t))). For the next k iterations we stay at the
current point i.e. s(t) = s(t+1) = . . . = s(t+k).
3. Propose flipping coordinate i with probability pˆ(Si=−si)∑d
j=1 pˆ(Sj=−sj)
.





This saves computational effort as now we only consider iterations where a flip is actually proposed.
It is this implementation of CMH+LBP that is used in the experiments.
B.5 Simulated data
B.5.1 d = 10
Here we give details of the simulated data to get results for Figure 3.6. Simulated data was generated
using known parameter values (Wˆ , Bˆ) in a fully connected BM. The connection matrix Wˆ was drawn
randomly from a unit gaussian i.e. Wˆi,j ∼ N(0, 1) and a very small bias Bˆi ∼ Unif [−0.1, 0.1] was
applied to each node i. A data set of 400 binary vectors D = {s(j)}Nj=1 was generated with the
likelihood:











If no bias is applied, the data essentially exhibits a bi-modal behavior with S(j) = {1, . . . , 1} or
S(j) = {−1, . . . ,−1}; the small bias was applied to break this behavior. As the data is only
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10 dimensional, we can sample from the likelihood in (B.1) exactly. This simulated data now is
modeled as outputs of a fully connected BM, where a uninformative N(0, 5) prior was placed on
the parameters (W, b).
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Appendix C
The Advantage of Lefties in
One-On-One Sports
C.1 Proof of Proposition 1
Proof. We begin by observing that the exchangeability of players implies
p(nl | L;n,N) = p(nl | Topn,N , L;n). (C.1)
Integrating (C.1) over the handedness of the top n players yields
lim
N→∞












p(H1:n = h1:n | Topn,N , L;n). (C.2)
We can expand each term in the summation by conditioning on the top players’ skills,
lim
N→∞










p(H1:n = h1:n | S1:n, L) p(S1:n | Topn,N , L) dS1:n. (C.3)
Most of the proof will focus on showing that the r.h.s. of (C.3) equals α(L)nl(1 − α(L))nr
where α(L) := q/(q+ (1− q)c(L)), nr := n− nl is the number of top right-handers and c(L) is the
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tail-length of the innate skill distribution as defined in the statement of the proposition. We will
write S[i] for the i
th order statistic of the skills S1:N and write H[i] for the corresponding induced
order statistic. Given that the innate skills have support R we have F (k | L) < 1 for all k ∈ R,
where F denotes the conditional CDF of a player’s total skill given L. Note that for any values
of k, L and  > 0, we can find Nk,L, ∈ N such that NnF (k | L)N−n <  for all N ≥ Nk,L,. It
therefore follows that for such k, L,  and N we have∫
S[n]≤k







F (S[n] | L)N−n
n∏
i=1











f(Si | L) dS1:n
≤ NnF (k | L)N−n
<  (C.4)
where f denotes the PDF of F . The conditional distribution of player handedness in (C.3) factorizes
as
p(H1:n = h1:n | S1:n, L) =
n∏
i=1
p(Hi = hi | Si, L) (C.5)
and consider now the ith term in this product. We have
p(Hi = 1 | Si = s, L) = p(Si = s | Hi = 1, L)p(Hi = 1 | L)
p(Si = s | L)
=
g(s− L)q
qg(s− L) + (1− q)g(s)
=
q
q + (1− q) g(s)g(s−L)
(C.6)
Assuming c(L) := lims→∞
g(s)
g(s−L) exists as stated in the proposition we can take limits across (C.6)
to obtain
lim
s→∞ p(Hi = 1 | Si = s, L) =
q
q + (1− q)c(L)
which we recognize as α(L) which we defined above. A similar argument for the case hi = 0 yields
lims→∞ p(Hi = 0 | Si = s, L) = 1 − α(L). Since the limit of a finite product of functions, each
having a finite limit, is equal to the product of the limits, it therefore follows that for all  > 0
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there exists a k ∈ R such that if si > k for i = 1, ..., n then
 >





= |p(H1:n = h1:n | S1:n = s1:n, L)− α(L)nl(1− α(L))nr | . (C.7)





p(H1:n = h1:n | S1:n, L) p(S1:n | Topn,N , L) dS1:n = α(L)nl(1− α(L))nr . (C.8)
For any  > 0, for all N > Nk/3,L,/3 we have∣∣∣∣α(L)nl(1− α(L))nr − ∫
Rn











p(H1:n = h1:n | S1:n, L) p(S1:n | Topn,N , L) dS1:n. (C.9)
Observe that ∫
S[n]≥k/3





α(L)nl(1− α(L))nr + 
3
)
p(S1:n | Topn,N , L) dS1:n
≤ α(L)nl(1− α(L))nr + 
3
(C.10)
where the first inequality follows from (C.7). Similarly, its minimum value is bounded by∫
S[n]≥k/3





α(L)nl(1− α(L))nr − 
3
)
p(S1:n | Topn,N , L) dS1:n
=
(



























≥ α(L)nl(1− α(L))nr − 2
3
 (C.11)
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where the first inequality follows from (C.7) and the second inequality follows from (C.4). Com-
bining the upper and lower bounds of (C.10) and (C.11) implies that the first term on the r.h.s. of
(C.9) is bounded above by 2/3. The second term on the r.h.s. of (C.9) satisfies∫
S[n]≤k/3




p(S1:n | Topn,N , L) dS1:n ≤ /3.
We can therefore rewrite the bound in (C.9) as∣∣∣∣α(L)nl(1− α(L))nr − ∫
Rn









completing the proof of (C.8). Substituting (C.8) into (C.3) and (C.3) into (C.2) yields
lim
N→∞











so the limiting distribution is Binomial (nl;α(L), n) as desired.
C.2 Rate of Convergence for Probability of Left-Handed Top Player
Given Normal Innate Skills
Throughout this subsection we use φ(·) and Φ(·) to denote the PDF and CDF, respectively, of a
standard normal random variable. We also assume that the advantage of left-handedness, L, is a
strictly positive and known constant. The notation S[1] is used to indicate the maximum of N IID
variables S1, ..., SN with H[1] being the induced order statistic corresponding to S[1] (see [David
and Nagaraja, 2003, Ch. 6.8] for more background on induced order statistics).
Proposition 7. If the innate skills are IID standard normal and the advantage of left-handedness,
L, is strictly positive, then p(H[1] = 0 | L) = Ω(exp(−L
√
logN)).
Proof. Since L > 0 is assumed known we will typically not bother to condition on it explicitly in
the arguments below. This means the expectations that appear below are never over L. We begin
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by observing that













exp (−L2/2) q1−q + 1
]
(C.12)
where the second equality follows from precisely the same argument that we used to derive (C.7).
Lemma C.2.1 below implies that we can replace S[1] in (C.12) with X[1] + L where X[1] is the
maximum of N IID standard normal random variables and with the equality replaced by a greater-
than-or-equal to inequality. We therefore obtain















where c1 := exp
(−L2/2) 1−q2q > 0. A little algebra shows that the denominator in (C.13) is less
than or equal to exp(LX[1])/c1 if X[1] ≥ c2 := ln(2c1)/L and it is less than 2 otherwise. Thus we
have














We can now complete the proof by applying the results of Lemmas C.2.2 and C.2.3 below beginning
with (C.14). Specifically, we have





















where the second inequality follows from Lemma C.2.2, the third inequality follows from Jensen’s
inequality, the fourth follows from Lemma C.2.3 (a standard result that bounds the maximum of
IID standard normal random variables) and c3 := E[exp(−LX)I{X≤c2}].
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As stated earlier, in each of the following Lemmas it is assumed that X1, . . . , XN are IID
standard normal and X[1] is their maximum.





1− q + 1
)−1
.
If the advantage of left-handedness, L, is strictly positive then E[d(S[1])] ≥ E[d(X[1] + L)].
Proof. We first recall the CDF of the total skill, S, is given by F (s) = qΦ (s− L) + (1 − q)Φ (s)
and that F (s) ≥ Φ (s− L) for all s if L > 0. We then obtain










































where the second to last line follows from integration by parts, and the last line follows because for
any L > 0 we have (i) d(s) is a strictly monotonically decreasing function of s and (ii) F (s)N >
Φ (s− L)N .
Lemma C.2.2. For any constants L and c, we have
E[exp(−LX[1])I{X[1]≥c}] ≥ E[exp(−LX[1])]− aNΦ(c)N−1
where a := E[exp(−LX)I{X≤c}] where X is a standard normal random variable.
Proof. We first note that Φ(x) ≤ Φ(c) for all x < c from which it immediately follows that
Φ(x)N−1Nφ(x) exp(−Lx) ≤ Φ(c)N−1Nφ(x) exp(−Lx). (C.15)
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Integrating both sides of (C.15) w.r.t. x from −∞ to c yields∫ c
−∞




from which we obtain
E[exp(−LX[1])I{X[1]≤c}] ≤ NΦ(c)N−1E[exp(−LX)I{X≤c}] (C.16)
where X is a standard normal random variable. The statement of the Lemma now follows by noting
E[exp(−LX[1])I{X[1])≥c}] = E[exp(−LX[1]))]− E[exp(−LX[1])I{X[1]<c}]
≥ E[exp(−LX[1]))]−NΦ(c)N−1E[exp(−LX)I{X<c}]
= E[exp(−LX[1]))]− aNΦ(c)N−1
where the inequality follows from (C.16).
The following Lemma is well known but we include it here for the sake of completeness.
Lemma C.2.3. E[X[1]] ≤
√
2 logN .
Proof. The proof follows from a simple application of Jensen’s Inequality and the fact that the sum






































where we chose β =
√
2 logN to obtain the final inequality.
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C.3 Difference in Skills at Given Quantiles with Laplace Distributed
Innate Skills
Proposition 8. If the innate skills are IID Laplace distributed with mean 0 and scale parameter




S[Nλj ] − S[Nλi]
)
= b log(λi/λj)
where the convergence is in probability and we use S[Nλi] to denote
1 the [Nλi]
th order statistic of
the skills S1, . . . , SN .





2 exp (S/b) if S < 0
1− 12 exp (−S/b) if S ≥ 0
(C.17)
while the total skill distribution for someone from the mixed population of left- and right-handers
has CDF F (S | L) = qG(S − L) + (1− q)G(S). For skills S ≥ max{L, 0} it therefore follows from
(C.17) that














exp (−S/b) [q exp(L/b) + 1− q] . (C.18)
Since the Laplace distribution has domain R, for any fixed finite L we have limλ↓0 F−1(1−λ | L) =
∞. Thus for sufficiently small quantiles λ ∈ (0, 1) we have F−1(1− λ | L) > max{L, 0}. Consider
such a value of λ. Since F (F−1(1− λ | L) | L) = 1− λ it that





(−F−1(1− λ | L)/b) [q exp(L/b) + 1− q] (C.19)
where the second equality follows from (C.18) with S = F−1(1 − λ | L). Simplifying (C.19) now
yields
F−1(1− λ | L) = −b log(λ) + b log([q exp(L/b) + 1− q]/2). (C.20)
1Here [·] denotes rounding to the nearest integer.
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S[Nλj ] − S[Nλi]
)
= F−1(1− λj | L)− F−1(1− λi | L) (C.21)
where convergence is understood to be in probability. Substituting (C.20) into (C.21) then yields




S[Nλj ] − S[Nλi]
)
= −b log(λj) + b log([q exp(L/b) + 1− q]/2)− (−b log(λi) + b log([q exp(L/b) + 1− q]/2))
= b log(λi/λj)
as claimed.
C.4 Estimating the Kalman Filtering Smoothing Parameter
Here we explain how to compute the MLE for σ2K as discussed in Section 4.6 where we developed
a Kalman filter / smoother for estimating the lefty advantage Lt through time. The likelihood of
the observed handedness data over the time interval t = 1, . . . , T is given in (4.33) and satisfies



















. To perform MLE over σK we first simplify the likelihood, keeping only factors
involving σK . We therefore obtain
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t+1,t = −σ−2K for 0 ≤ t < T
and v ∈ RT+1 is a vector with entries v0 = 0 and vt = L∗tσ−2t for t = 1, ..., T . We can integrate out
L0:T by appropriately normalizing the Gaussian exponential in (C.22). In particular, we have





















The expression in (C.23) can then be evaluated numerically for any value of σK . (Note that Σ
and therefore the |Σ| term in (C.23) depends on σK so an explicit solution for the MLE of σK is
unlikely to be available.)
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Appendix D
Stable and scalable softmax
optimization with double-sum
formulations
D.1 Comparison of double-sum formulations
In Section 5.2.2 our double-sum formulation was compared to that of Raman et al. [2016]. It was
noted that the formulations only differ by a reparameterization u¯i = ui + x
>
i wyi , and an intuitive
argument was given as to why our formulation leads to smaller magnitude gradients. Here we flesh
out that argument and also explore different reparameterizations.
Let us introduce the set of parameterizations vi = log(1 +
∑
k 6=yi e
x>i (wk−wyi )) + αx>i wyi where
α ∈ R. Our ui corresponds to vi with α = 0 while the u¯i of Raman et al. [2016] corresponds to vi
with α = 1. The question is, what is the optimal α?














vi − αx>i wyi + eαx
>
i wyi−vi + (K − 1)ex>i (wk−(1−α)wyi )−vi)
)
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and for notational simplicity we have set the ridge-regularization parameter µ = 0. The stochastic
gradients are










1− eαx>i wyi−vi − (K − 1)ex>i (wk−(1−α)wyi )−vi
)
.
If vi were at its optimum value v
∗
i (W ) = log(1+
∑
k 6=yi e
x>i (wk−wyi ))+αx>i wyi then the gradients
would always be bounded and hence have low variance. However if an SGD method is run on (D.1)
then, at least early on, vi would typically differ from v
∗
i (W ). We decompose this difference as
follows. Let W˜ be the value of W from the previous time W was updated using datapoint i,
which is also the last time that vi was updated. We denote the change in wj along direction xi as
δj = x
>
i (wj − w˜j) and decompose vi = u˜i +αx>i w˜yi + ˜i where u˜i = log(1 +
∑
k 6=yi e
x>i (w˜k−w˜yi )) and
˜i = vi − v∗i (W˜ ). The gradients become










1− eαδyi · e−u˜i−˜i − eδk−(1−α)δyi · (K − 1)ex>i (w˜k−w˜yi )−u˜i−˜i
)
.
The goal is for the variance of these stochastic gradients to be as small as possible. This may be
achieved by setting α to decrease the effect of the noise coming from δ. Let us focus on ∇wyifik and
for the purposes of analysis make the simplifying assumption that δk, δyi are independent random
variables that are sufficiently small so that we can use the Taylor expansion eaδk+bδyi ≈ 1+aδk+bδyi .
The variance of the first term in ∇wyifik is 0, while the variance of the second term is proportional1
to α4 · V ar(δyi) and the third term to ((1−α)2V ar(δk) + (1−α)4V ar(δyi)) · (K − 1)2e2x
>
i (w˜k−w˜yi ).
Clearly there is a tradeoff between the variance in the second and third terms: if α ≈ 0 then the
second term will have small variance but the third term will have high variance, and if α ≈ 1 then
it is the other way around. The tradeoff is weighted by the (K − 1)2e2x>i (w˜k−w˜yi ) factor in the
third term. If x>i w˜yi < x
>
i w˜k + log(K − 1), which will occur most often when the labels are noisy,
then the variance of ∇wyifik will be lowest when α ≈ 1. However if the labels are not noisy and
1We have dropped the common e−u˜i−˜ixi factor.
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x>i w˜yi > x
>
i w˜k + log(K − 1) then it is best that α ≈ 0. A similar analysis applies for the variance
of ∇wkfik and ∇vifik.
The optimal value of α clearly depends on the noisiness of the data, with more noisy data having
a higher optimal value of α. In our experiments we found that our formulation with α = 0 allowed
the U-max algorithm to converge to a log-loss that was on average 2 to 3 times lower as compared
to when Raman et al.’s formulation with α = 1 was used (see Appendix D.7). A future line of work
would be to develop methods to learn the optimal α, perhaps dynamically per datapoint.
D.2 Proof of variable bounds and strong convexity
In this section we will establish that the optimal values of u and W are bounded. Next, we show that
within these bounds the objective f from (5.6) is strongly convex and its gradients are bounded.





−N log(K) = L(0) ≤ L(W ∗) ≤ −µ
2
‖W ∗‖22
Rearranging gives the desired result.
Lemma D.2.2. The optimal value of ui is bounded as 0 ≤ u∗i ≤ Bu where Bu = log(1 + (K −
1)e2BxBW ) and Bx = maxi{‖xi‖2}
Proof. For the upper bound














= log(1 + (K − 1)e2BxBW ).
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For the lower bound





i (wk−wyi )) ≥ log(1) = 0.
Definition D.2.3. Let Θ := {(u,W ) : ‖W‖22 ≤ B2W , 0 ≤ ui ≤ Bu}. By Lemmas D.2.1 and D.2.2
we have that (u∗,W ∗) ∈ Θ.
Lemma D.2.4. The function f(u,W ) is strongly convex with convexity constant greater than or
equal to min{exp(−Bu), µ} for (u,W ) ∈ Θ.



























where ψ = (u>, w>1 , ..., w>k ) ∈ RN+KD and ei is the ith canonical basis vector, with bik and M being















ik + µ · diag{0N , 1KD}
where 0N is an N -dimensional vector of zeros and 1KD is a KD-dimensional vector of ones. It
follows that
∇2f(ψ)  I ·min{ min
0≤ui≤Bu
{e−ui}, µ}
= I ·min{exp(−Bu), µ}
 0.
2Note that for notational convenience we have flatted (u,W ) ∈ RN × RK×D into the vector
ψ = (u>, w>1 , ..., w
>
k ) ∈ RN+KD.
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Lemma D.2.5. The 2-norm of both the gradient of f and each stochastic gradient fik are bounded
by
Bf = N max{1, eBu − 1}+ 2(NeBuBx + µmax
k
{βk}BW ).
for all (u,W ) ∈ Θ.
Proof. By Jensen’s inequality
max
(u,W )∈Θ















1− e−ui − (K − 1)ex>i (wk−wyi )−ui)
)
‖2
= N |1− e−ui(1 + (K − 1)ex>i (wk−wyi ))|
≤ N max{1− e−ui(1 + (K − 1)ex>i (wk−wyi )), (1 + (K − 1)e‖xi‖2(‖wk‖2+‖wyi‖2))− 1}
≤ N max{1, eBu − 1}.
For j indexing either the sampled class k 6= yi or the true label yi we have
‖∇wjfik(u,W )‖2 = ‖ ±N(K − 1)ex
>
i (wk−wyi )−uixi + µβjwj‖2
≤ N(K − 1)e‖xi‖2(‖wk‖2+‖wyi‖2)‖xi‖2 + µβj‖wj‖2








‖∇fik(u,W )‖2 ≤ ‖∇uifik(u,W )‖2 + ‖∇wkfik(u,W )‖2 + ‖∇wyifik(u,W )‖2 = Bf .









‖∇fik(u,W )‖2 ≤ Bf .
D.3 Proof of convergence of U-max method
In this section we will prove the claim made in Proposition 6, that U-max converges to the softmax
optimum. We need the following lemma to establish the final result.
Lemma D.3.1. Fix δ > 0 and suppose that ui ≤ log(1 +
∑m
j=1 e
x>i (wkj−wyi )) − δ. Then setting
ui = log(1 +
∑m
j=1 e
x>i (wkj−wyi )) decreases f(u,W ) by at least δ2/2.
Proof. As in Lemma D.2.4, let θ = (u>, w>1 , ..., w>k ) ∈ RN+KD. Then increasing ui to log(1 +∑m
j=1 e
x>i (wkj−wyi )) is equivalent to setting θ = θ + ∆ei where ei is the ith canonical basis vector
and ∆ = log(1 +
∑m
j=1 e
x>i (wkj−wyi ))− ui ≥ δ. By a second order Taylor series expansion
f(θ)− f(θ + ∆ei) ≥ ∇f(θ + ∆ei)>ei∆ + ∆
2
2
e>i ∇2f(θ + λ∆ei)ei (D.2)
for some λ ∈ [0, 1]. Since the optimal value of ui for a given value of W is u∗i (W ) = log(1 +∑
k 6=yi e
x>i (wk−wyi )) ≥ log(1 + ∑mj=1 ex>i (wkj−wyi )), we must have ∇f(θ + ∆ei)>ei ≤ 0. From
Lemma D.2.4 we also know that
e>i ∇2f(θ + λ∆ei)ei
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since ui = log(1 +
∑m
j=1 e
x>i (wkj−wyi ))−∆. Continuing,












Putting in bounds for the gradient and Hessian terms in (D.2),
f(θ)− f(θ + ∆ei) ≥ ∇f(θ + ∆ei)>ei∆ + ∆
2
2
e>i ∇2f(θ + λ∆ei)ei







Now we are in a position to prove Proposition 6.
Proof of Proposition 6. Let θ(t) = (u(t),W (t)) ∈ Θ denote the value of the t-th iterate. Let P
denote the projection of θ onto Θ. Since f is convex and Θ is a convex set containing the optimum
we have f(P (θ)) ≤ f(θ) for any θ. Finally let pi(δ)i (θ) denote the operation of setting ui = log(1 +∑m
j=1 e
x>i (wkj−wyi )) if ui ≤ log(1 +
∑m
j=1 e
x>i (wkj−wyi ))− δ.
If datapoint index i and class index k 6= yi are sampled for the stochastic gradient then
f(θ(t+1)) = f(P (pii(θ
(t))− ηt∇fik(pii(θ(t)))))
≤ f(pii(θ(t))− ηt∇fik(pii(θ(t)))).
If ui ≤ log(1 +
∑m
j=1 e
x>i (wkj−wyi ))− δ then





≤ f(pii(θ(t))) + ηtB2f
≤ f(θ(t))− δ2/2 + ηtB2f
≤ f(θ(t) − ηt∇fik(θ(t)))− δ2/2 + 2ηtB2f
≤ f(θ(t) − ηt∇fik(θ(t))),
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since ηt ≤ δ2/(4B2f ) by assumption.
Alternatively if ui ≥ log(1 +
∑m
j=1 e
x>i (wkj−wyi ))− δ then θ(t) = pii(θ(t)) and
f(θ(t+1)) ≤ f(θ(t) − ηt∇fik(θ(t))).
Either way f(θ(t+1)) ≤ f(θ(t) − ηt∇fik(θ(t))). Taking expectations with respect to i, k,
Eik[f(θ
(t+1))] ≤ Eik[f(θ(t) − ηt∇fik(θ(t)))].
This shows that U-max’s decrease in objective each iteration is at least as much as ESGD’s in
expectation. From here the convergence rate of O(1/T ) for U-max can be easily proven using the
fact that ESGD converges at a rate of O(1/T ) for strongly convex functions. See for example
[Bottou et al., 2016, Theorem 4.7].
D.4 Stochastic Composition Optimization
Here we show that stochastic composition optimization has the same issue of large gradients as the
double-sum formulation from (5.5) has. We can write the equation for L(W ) from (5.3) as










where i ∼ unif({1, ..., N}), k ∼ unif({1, ...,K}), hi(v) ∈ R, gk(W ) ∈ RN ,





i (wk−wyi ) if k 6= yi
0 otherwise
.
and we set µ = 0 for notational simplicity. In stochastic composition optimization e>i v = vi ∈ R is
a variable that is explicitly kept track of with vi ≈ Ek[gk(W )]i =
∑
k 6=yi e
x>i (wk−wyi ). Clearly vi in
stochastic composition optimization has a similar role as ui has in our formulation for f in (5.5).
Their optimal values are related through u∗i = log(1 + v
∗
i ).
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If i and k 6= yi are sampled in stochastic composition optimization then the updates are of the
form










where zk is a smoothed value of wk [Wang et al., 2016]. These updates have the same numerical




≤ 1 for the gradients




D.5 Proof of general ISGD gradient bound
Proof of Proposition 2. Let f(θ, ξ) be m-strongly convex in θ for all ξ. The ESGD step size
is ηt‖∇f(θ(t), ξt)‖2 where ηt is the learning rate for the tth iteration. The ISGD step size is
ηt‖∇f(θ(t+1), ξt)‖2 where θ(t+1) satisfies θ(t+1) = θ(t)−ηt∇f(θ(t+1), ξt). Rearranging,∇f(θ(t+1), ξt) =
(θ(t)−θ(t+1))/ηt and so it must be the case that∇f(θ(t+1), ξt)>(θ(t)−θ(t+1)) = ‖∇f(θ(t+1), ξt)‖2‖θ(t)−
θ(t+1)‖2.
Our desired result follows:






>(θ(t) − θ(t+1)) +m‖θ(t) − θ(t+1)‖22
‖θ(t) − θ(t+1)‖2
=
‖∇f(θ(t+1), ξt)‖2‖θ(t) − θ(t+1)‖2 +m‖θ(t) − θ(t+1)‖22
‖θ(t) − θ(t+1)‖2
= ‖∇f(θ(t+1), ξt)‖2 +m‖θ(t) − θ(t+1)‖2
where the first inequality is by Cauchy-Schwarz and the second inequality by strong convexity.
D.6 Update equations for ISGD
In this section we will derive the updates for ISGD. We will first consider the simplest case where
only one datapoint and a single class is sampled in each iteration. Later we will derive the up-
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dates for when multiple classes are sampled, and finally when both multiple classes and multiple
datapoints are sampled.
D.6.1 Single datapoint, single class
From (5.6) it follows that the stochastic gradient corresponding to a single datapoint and single
sampled class is given by
fik(u,W ) = N(ui + e
−ui + (K − 1)ex>i (wk−wyi )−ui) + µ
2
(βyi‖wyi‖22 + βk‖wk‖22).




2ηfik(u,W ) + ‖u− u˜‖22 + ‖W − W˜‖22
}
,
where η is the learning rate and the tilde refers to the value of the old iterate [Toulis et al., 2016, Eq.
6]. Since fik is only a function of ui, wk, wyi , it follows that the optimal wj = w˜j for all j /∈ {k, yi}












−ui + (K − 1)ex>i (wk−wyi )−ui
)
+ ηµ(βyi‖wyi‖22 + βk‖wk‖22)
+ (ui − u˜i)2 + ‖wyi − w˜yi‖22 + ‖wk − w˜k‖22
}
. (D.3)
Solving for wk, wyi with auxiliary variable b
Much of the difficulty in optimizing this equation comes from the interaction between the ex
>
i (wk−wyi )−ui
term and the ‖ · ‖22 terms. To isolate this interaction we introduce an auxiliary variable b =







−ui + (K − 1)eb−ui
)




ηµ(βyi‖wyi‖22 + βk‖wk‖22) + ‖wyi − w˜yi‖22 + ‖wk − w˜k‖22 : b = x>i (wk − wyi)
}}
.
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The inner optimization problem over wk, wyi is a quadratic program with a linear constraint. Taking






























‖xi‖22((1 + ηµβk)−1 + (1 + ηµβyi)−1)
. (D.6)
Substituting in the solution for wk, wyi and dropping constant terms, the optimization problem

















We’ll approach this optimization problem by first solving for b as a function of ui and then
optimizing over ui. Once the optimal value of ui has been found, we can calculate the corresponding
optimal value of b. Finally, substituting b into (D.5) will give us our updated value of W .
Solving for b
We solve for b by setting its derivative equal to zero in (D.7),



















and using simple algebra yields










The solution for a can be written in terms of the principle branch of the Lambert-W function, P ,
a(ui) = P
(
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Bisection method for ui




































−ui + (ui − u˜i)2 + γia(ui)(2 + a(ui))
}
(D.12)
















−ui + (ui − u˜i)2 + γia(ui)(2 + a(ui))
}
= 2ηN − 2ηNe−ui + 2(ui − u˜i) + 2γi(1 + a(ui))∂uia(ui)
= 2ηN − 2ηNe−ui + 2(ui − u˜i)− 2γia(ui) (D.13)
where we used the fact that ∂zP (z) =
P (z)
z(1+P (z)) to work out that ∂uia(ui) = − a(ui)1+a(ui) .
We can solve for ui using a bisection method. Below we show how to calculate the initial lower
and upper bounds of the bisection interval and prove that the size of the interval is bounded (which
ensures fast convergence). The initial lower and upper bounds we use depends on the derivative
in (D.13) at ui = u˜i. In deriving the bounds we will use u
′
i to denote the optimal value of ui and
a′ to denote the optimal value of a in the ISGD update.
Case: u′i > u˜i
If the derivative in (D.13) at ui = u˜i is negative then u
′
i must be lower bounded by u˜i. An upper































) + (ui − u˜i)2
}
(D.14)
= u˜i + P (ηNe
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where in the inequality we set a′ = 0, since the minimal value of ui is monotonically decreasing in
a′ and a′ ≥ 0. This upper bound on u′i should be used in the bisection method. However for ease




































































}. The length of the interval between the
upper and lower bound is upper bounded as:






























where we used the fact that u˜i ≥ 0.
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Case: u′i < u˜i
Now let us consider if the derivative in (D.13) is positive at ui = u˜i. Then u
′
i is upper bounded by




























































where the first inequality comes dropping the (ui− u˜i)2 term and the second inequality is from the
monotonicity of the log function. Recall from (D.9) that
a′ea
′










































= ηNγ−1i . (D.17)
Substituting this upper bound for a′ back into (D.15) and solving yields a lower bound on u′i,










Again this bound should be used in the bisection method, but for ease of analysis we can weaken
the bound by instead substituting the bound for a′ into (D.16) which yields:
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− ηNγ−1i ≤ u′i ≤ u˜i. The size of the bisection method






+ ηNγ−1i − log(K − 1).
In summary, for both signs of the derivative in (D.13) at ui = u˜i we are able to lower and







| + ηNγ−1i + log(2K). This allows us to perform the bisection method
where, for  > 0 level accuracy, we require only log2(







ηNγ−1i + log(2K)) function evaluations. In practice we use Brent’s method as the optimization
routine, which is faster than the simple bisection method.
D.6.2 Bound on step size
Here we will prove that the step size magnitude of ISGD with a single datapoint and sampled class






− u˜i). We will do so by considering the
two cases u′i > u˜i and u
′
i < u˜i separately, where u
′
i denotes the optimal value of ui in the ISGD
update and u˜i is its value at the previous iterate.
Case: u′i > u˜i
Let a′ denote the optimal value of a in the ISGD update. From (D.10)
a′ = P
(






















where u′i is replace by u˜i and we have used the monotonicity of the Lambert-W function P . Now

















Case: u′i < u˜i
If u′i < u˜i then we can lower bound a
′ from (D.17) as a′ ≤ ηNγ−1i .
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Combining cases

















From (D.5) and (D.8) we know that the step size magnitude is proportional to a′. Thus the step







D.6.3 Single datapoint, multiple classes.
Consider the case where only one datapoint i, but multiple classes {kj : ky 6= yi}mj=1 are sampled
each iteration. Like in Appendix D.6.1, we will be able to reduce the implicit update to a one-
dimensional strongly-convex optimization problem. The resulting problem may be solved using
any standard convex optimization method, such as Newton’s method. We do not derive upper and
lower bounds for a bisection method as we did in Appendix D.6.1.
Let us rewrite the double-sum formulation from (5.5) as f(u,W ) = Ei,Ci [fi,Ci(u,W )] where i is
a uniformly sampled datapoint, Ci is a set of m uniformly sampled classes from {1, ...,K} − {yi}
(without replacement). Here













β−1k = P (k ∈ Ci ∪ {yi})






nk = |{i : yi = k, i = 1, ..., N}| and α−1 = P (k ∈ Ci|k 6= yi) = 1 −
∏m
j=1(1 − 1K−j ). Following the















+ (ui − u˜i)2 +
∑
k∈Ci∪{yi}
‖wk − w˜k‖22. (D.18)
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The goal is to simplify this multi-variate minimization problem into a one-dimensional strongly
convex minimization problem. The first trick we will use is to reparametrize ui = vi − x>i wyi for
some vi ∈ R. This changes the ex>i (wk−wyi )−ui term to ex>i wk−vi , decoupling wk and wyi , which will















+ (vi − x>i wyi − u˜i)2 +
∑
k∈Ci∪{yi}
‖wk − w˜k‖22. (D.19)
Since vi = ui+x
>
i wyi is a linear transformation and (D.18) is strongly convex, (D.19) is also jointly







−2ηNx>i wyi + 2ηNex
>










i wk−vi + ηµβk‖wk‖22 + ‖wk − w˜k‖22
}
. (D.20)
In Appendix D.6.1 we were able to reduce the dimensionality of the problem by introducing an
auxiliary variable b to separate the exponential terms from the norm terms. We will do a similar
























ηµβk‖wk‖22 + ‖wk − w˜k‖22 + 2λ(b− x>i wk)
}}








Thus the optimal wk must satisfy wk =
w˜k
1+ηµβk
− ak xi‖xi‖22 for some ak ∈ R. It can similarly be






for some ayi ∈ R. Substituting this into (D.20) and dropping















































+ a2k(‖xi‖−2(1 + ηµβk))
}
. (D.21)
Using the same techniques as in Appendix D.6.1 we can analytically solve for the a values:
ayi(vi) =
ηN‖xi‖22 − x>i w˜yi‖xi‖22/(1 + ηµβyi) + (vi − u˜i)‖xi‖22







































− u˜i + 1 + ‖xi‖−22 (1 + ηµβyi)
)
+ ayi(vi)




ak(vi)(1 + ak(vi))‖xi‖−2(1 + ηµβk). (D.22)
This is a one-dimensional strongly convex minimization problem in vi. The optimal vi can be solved
for using any standard convex optimization method, such as Newton’s method. Each iteration in
such a method will take O(m) since it is necessary to calculate ak(vi), ∂viak(vi) and ∂
2
viak(vi) for
all k ∈ Ci ∪ {yi}. The first derivatives are easily calculated,
∂viayi(vi) =
‖xi‖22
1 + ηµβyi + ‖xi‖22
+
1 + ηµβyi
1 + ηµβyi + ‖xi‖22
P (σ(vi))
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1 + ηµβyi + ‖xi‖22
)2 P (σ(vi))






First or second order methods can therefore easily be implemented to optimize vi.
D.6.4 Multiple datapoints, multiple classes
Consider the case where n datapoints and m classes are sampled each iteration. Using similar
methods to Appendix D.6.3, we will reduce the implicit update to an n dimensional strongly
convex optimization problem.
Let us rewrite the double-sum formulation from (5.5) as f(u,W ) = EI,C [fI,C(u,W )] where I
is a set of n datapoints uniformly sampled from 1, ..., N (without replacement), C is a set of m






















N − j )
−1
αm = P (i ∈ I, k ∈ C)−1 = P (i ∈ I)−1P (k ∈ C)−1
βk = P (k ∈ C ∪i∈I {yi})−1 =
(
P (k ∈ C) + P (k ∈ ∪i∈I{yi})
− P (k ∈ C)P (k ∈ ∪i∈I{yi})
)−1




K − j )
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I[k = yi]αn(ui + e


























I[k = yi]αn(ui + e
























Like in Appendix D.6.3, the first step to simplifying this equation is to reparametrize ui = vi−x>i wyi
















2ηαn(−x>i wk + ex
>
i wk−vi) + (vi − x>i wk − u˜i)2
)
+ I[k 6= yi, k ∈ C]2ηαmex>i wk−vi
)










x>i wk−vi + ηµβk‖wk‖22 + ‖wk − w˜k‖22
}
. (D.23)
As done in Appendix D.6.3, the inner minimizations can be solved analytically by introducing
constrained auxiliary variables bki = x
>
i wk and optimizing the dual. We’ll do this separately for
k ∈ ∪i∈I{yi} and k ∈ C − ∪i∈I{yi}.
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2ηαn(−x>i wk + ex
>
i wk−vi) + (vi − x>i wk − u˜i)2
)
+ I[k 6= yi, k ∈ C]2ηαmex>i wk−vi
)








2ηαn(−bki + ebki−vi) + (vi − bki − u˜i)2
)





ηµβk‖wk‖22 + ‖wk − w˜k‖22 : bki = x>i wk for all i ∈ I
}
.










ηµβk‖wk‖22 + ‖wk − w˜k‖22 + 2
∑
i∈I
λki(bki − x>i wk).




































































2ηαn(−bki + ebki−vi) + (vi − bki − u˜i)2
)
+ I[k 6= yi, k ∈ C]2ηαmebki−vi
+
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Setting to zero the derivative with respect to bk ∈ Rn and dividing by 2:
0 = I[k = yI ] ◦
(
ηαn(−1 + ebk−vI ) + bk + u˜I − vI
)







= diag(a)ebk +Akbk − hk (D.24)
where ◦ denotes the element-wise product, diag(a) is a diagonal matrix, 1 denotes the vectors of
all ones, vI = (vi)i∈I ∈ Rn, likewise for u˜I and yI , and
ak = I[k = yI ] ◦ ηαne−vI + I[k 6= yI , k ∈ C] ◦ ηαme−vI
Ak = diag(I[k = yI ]) +Q
−1
k




Multiplying (D.24) on the left by A−1k , letting zk = A
−1
k hk − bk and multiplying on the right by
diag(ezk) yields
zk ◦ ezk = A−1k (ak ◦ eA
−1
k hk).
The solution for zk is
zk = P (A
−1
k (ak ◦ eA
−1
k hk))
where P is the principle branch of the Lambert-W function applied component-wise. The corre-
sponding solution for bk is
bk(vI) = A
−1
k hk − P (A−1k (ak ◦ eA
−1
k hk)) (D.25)
where bk is a function of vI since ak and hk are functions of vI .
For pure class labels k ∈ C − ∪i∈I{yi}
The procedure for pure class labels is nearly identical as for the datapoint labels. The optimal
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Final optimization problem













2ηαn(−bki(vI) + ebki(vI)−vi) + (vi − bki(vI)− u˜i)2
)
+ I[k 6= yi, k ∈ C]2ηαmebki(vI)−vi
+



























where bk(vI) is from (D.25). This is a strongly convex optimization problem in vI ∈ Rn. Using
first order methods, it can be solved to  > 0 accuracy in O(log(−1)) iterations [Nesterov, 2013,
Ch 2.1].
The cost of optimizing (D.27) using a first order method breaks down as follows. There is an
O(nmD) cost of taking the x>i w˜k inner products and an O(n
3) cost of inverting all3 Qk matrices.
These computations only have to be done once per ISGD update, as they are independent of
vI . There are O(nm) terms in (D.27) and taking the gradient of each term is dominated by the
O(n2) cost of matrix-vector multiplications. This brings the overall cost of optimizing (D.27) to be
O(n3m log(−1) + nmD)
Note that we have assumed that Qk is invertible. If it is not, then a similar method to the one
presented above can be developed where a basis of {xi}i∈I is used.
D.7 Comparison of double-sum formulations
In Section 5.2.2 and Appendix D.1 we claimed that our double-sum formulation lead to faster
convergence than that of Raman et al. [2016]. Here we present numerical results confirming this.
Figure D.1 illustrates the performance on the Eurlex dataset of U-max using the proposed
double-sum in (5.6) compared to U-max using the double-sum of Raman et al. [2016] in (5.8).
3Note that Qk =
1
1+ηµβk
X>I XI and so we only have to invert X
>
I XI once to calculate all Q
−1
k matrices.
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Our proposed double-sum outperforms for all4 learning rates η = 100,±1,±2,±3,±4/N , with its 50th-
epoch log-loss being 3.08 times lower on average. As a second point of comparison we also ran
ISGD on the Bibtex dataset with Raman et al.’s double-sum formulation and learning rates η =
100,±1,±2,±3,±4/N . We found that its log-loss at the end of 50 epochs was on average 1.96 times
higher than on our double-sum formulation.












Figure D.1: Log-loss of U-max on Eurlex for different learning rates with our proposed double-sum
formulation and that of Raman et al. [2016].
4The learning rates η = 101,2,3,4/N are not displayed in the Figure D.1 for visualization purposes. They have
similar behavior as η = 1.0/N .
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D.8 Results over epochs
In the main part of the paper we included plots of the performance of each algorithm vs CPU time.
Here we give the runtime of each method and plot the performance over epochs opposed to CPU
time. In Table E.3 we give the time in seconds to run 50 epochs for each algorithm on each dataset.
Plots with respect to epochs are included in Figure D.2.
Table D.1: Time in seconds taken to run 50 epochs. OVE/NCE/IS/ESGD/U-max with n = 1,m =
5 all have the same runtime. ISGD with n = 1,m = 1 is faster per iteration. The final column
displays the ratio of OVE/.../U-max to ISGD for each dataset.
Data set ISGD OVE/NCE/IS/ESGD/U-max Ratio
MNIST 1283 2494 1.94
Bibtex 144 197 1.37
Delicious 287 325 1.13
Eurlex 427 903 2.12
AmazonCat 24392 42816 1.76
Wiki10 783 1223 1.56
WikiSmall 6407 8470 1.32
Average - - 1.60
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Figure D.2: The x-axis is the number of epochs and the y-axis is the training set log-loss from (5.2).
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D.9 L1 penalty




−ui + (K − 1)ex>i (wk−wyi )−ui)
+ 2ηµ(βyi‖wyi‖1 + βk‖wk‖1)
+ (ui − u˜i)2 + ‖wyi − w˜yi‖22 + ‖wk − w˜k‖22.
This problem is hard to solve directly, due to the combination of ex
>
i (wk−wyi )−ui and the L1 penalties.
To move x>i (wk − wyi)− ui from the exponent, we use the convex conjugate of the exponential:
ez = max
a≥0
az + a− a log(a)






−ui + (K − 1)[a(x>i (wk − wyi)− ui) + a− a log(a)])
+ 2ηµ(βyi‖wyi‖1 + βk‖wk‖1)
+ (ui − u˜i)2 + ‖wyi − w˜yi‖22 + ‖wk − w˜k‖22
where we swapped the max and the min using Sion’s condition. Moving the minimizations inside
max
a≥0















2ηN(K − 1)ax>i wk + 2ηµβk‖wk‖1 + ‖wk − w˜k‖22
}
.
Note that this is a concave function of a, since a − a log(a) is concave and the minimizations are






−ui − (K − 1)aui) + (ui − u˜i)2
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has the solution
ui = u˜i − ηN + ηN(K − 1)a+ P (ηNeηN−ηN(K−1)a−u˜i)
where P is the principle branch of the Lambert-W function.
Minimize wyi and wk
The solutions for wyi and wk are
wyi = σηµβyi (w˜yi − ηN(K − 1)axi)
wk = σηµβk(w˜k + ηN(K − 1)axi)
where σc(x) is the double-hinge function with threshold c applied element-wise,
σc(x) =

x− c if x > c
x+ c if x < −c
0 otherwise.
Maximize a
All that is left is to maximize a. The function (D.28) for a is easily differentiable except at its
hinge points. The function has 4D hinge points (wk and wyi each have D components, each of
which have two hinges). To take the gradient of a one must first determine which inter-hinge-point
interval the current value of a lies in, which naively costs O(D). Since this must be done for each
gradient calculation, this cost can become very expensive. Fortunately, the cost of optimizing a
can be decreased via the following process:
1. Calculate the location of all 4D hinge points in time O(D).
2. Sort the hinge points in O(D log(D)).
3. Do bisection optimization on the hinge points in O(log(D)). That is, evaluate a subgradient
of (D.28) with a at the outer hinges, then bisect inwards.
4. If the hinge point is the optimum, return it. Else optimize over the interval between the hinge
points containing the optimum using Brent’s method.
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The total work is O(D log(D)) for steps 1-4 and O(log(−1)) for step 5 where the optimal value
of a is found to within error  > 0.
Comment on runtime
Compared to the L2 penalty, the L1 penalty increases the cost per iteration by a factor of log(D),
from O(D) to O(D log(D)). If xi is s−sparse then there are only 4s hinge points. This decreases
the runtime of L2 penalized ISGD to O(s) and L1 penalized ISGD to O(s log(s)). Note that in
many datasets even though D is large, s is small (e.g. AmazonCat).
D.10 Word2vec
Following the same arguments as in Appendix D.6.1 we can write the word2vec double-sum formu-




−ui + (K − 1)ex>i (wk−wyi )−ui)
+ ηµαi‖xi‖22 + ηµβk‖wk‖22 + ηµβyi‖wyi‖22
+ (ui − u˜i)2 + ‖xi − x˜i‖22 + ‖wk − w˜k‖22 + ‖wyi − w˜yi‖22.













ηµαi‖xi‖22 + ηµβk‖wk‖22 + ηµβyi‖wyi‖22)
+ ‖xi − x˜i‖22 + ‖wk − w˜k‖22 + ‖wyi − w˜yi‖22 : z ≥ x>i (wk − wyi)
}}
First we will analytically minimize over ui, then over xi, wk, wyi , leaving just z to be optimized over
numerically.
Minimization over ui





−ui + (K − 1)ez−ui) + (ui − u˜i)2
}
. (D.29)
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This is a strongly convex optimization problem. Setting the derivative equal to zero yields
ui(z) = u˜i − ηN + v(z)
where v(z) = P (ηNeηN−u˜i(1 + (K − 1)ez)) and P denotes the principle branch of the Lambert-W
function. The value of (D.29) at the minimal ui is
2ηN(ui(z) + e
−ui(z) + (K − 1)ez−ui(z)) + (ui(z)− u˜i)2 = (v(z) + 1)2 + const.
Minimization over xi, wk, wyi




ηµαi‖xi‖22 + ηµβk‖wk‖22 + ηµβyi‖wyi‖22)







ηµαi‖xi‖22 + ηµβk‖wk‖22 + ηµβyi‖wyi‖22)
















ηµβyi‖wyi‖22 + ‖wyi − w˜yi‖22 − 2λx>i wyi
}}
.






























‖xi‖22(ηµαi − λ2γ2) + ‖xi − x˜i‖22 − 2λx>i b
}
(D.30)
















Note that for xi to have a minimal value it must be the case that 1+ηµαi−λ2γ2 > 0, or equivalently
λ < γ−1
√
1 + ηµαi. The optimal xi satisfies
xi(λ, z) =
x˜i + λb
1 + ηµαi − λ2γ2 .




‖xi‖22(ηµαi − λ2γ2) + ‖xi − x˜i‖22 − 2λx>i b
}
= − ‖x˜i + λb‖
2
2
1 + ηµαi − λ2γ2 + const.
Maximization over λ
The maximization problem over λ becomes
max
0≤λ<γ−1√1+ηµαi
−2λz − ‖x˜i + λb‖
2
2
1 + ηµαi − λ2γ2
Setting the derivative with respect to λ equal to zero yields a quartic equation
0 =λ4(γ4z)
+ λ2(2γ2x˜>i b− 2(1 + ηαi)γ2z)
+ λ1(‖b‖22(1 + ηµαi) + γ2‖x˜i‖22)
+ ((1 + ηµαi)
2z + (1 + ηµαi)x˜
>
i b), (D.31)
for which the solutions can be found analytically. The minimal value of λ will be at one of the four
roots or λ = 0 as imposed by the boundary condition. Denote the optimal value of λ as λ(z).
Minimization over z
The final optimization is over z:
min
z
(v(z) + 1)2 − 2λ(z)z − ‖x˜i + λ(z)b‖
2
2
1 + ηµαi − λ(z)2γ2 .
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This is potentially a non-convex optimization problem. We can find a root using a gradient descent





1 + (K − 1)ez .
To find the derivative of λ(z) we differentiate (D.31) by z which, after some rearranging, yields:
∂zλ(z) = − (1 + ηµαi − λ(z)
2γ2)2
4λ(z)γ2x˜>i b+ ‖b‖22(1 + ηµαi) + γ2‖x˜i‖22 − 4λ(z)γ2z(1 + ηαi − γ2λ(z)2)
.
This is the derivative unless λ = 0 for which 0 is a subgradient. The cost of calculating a gradient
with respect to z is therefore the cost of evaluating the Lambert-W function once, solving a quartic
equation and substituting in the results.
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Appendix E
Implicit Backpropagation
E.1 Derivation of generic update equations
In this section we will derive the generic IB update equations, starting from equation (6.5) and
ending at equation (6.8). For notational simplicity we will drop superscripts and subscripts where
they are clear from the context. Let a tilde denote the current iterate, i.e. θ˜k = θ
(t)
k . With this














j z) + ηµ‖θj‖22 + ‖θj − θ˜j‖22

where θj is the j
th row of θ corresponding to the jth node in the layer. The minimization splits






j z) + ηµ‖θj‖22 + ‖θj − θ˜j‖22
}
. (E.2)
Since θj ∈ R1+Dk this is a (1 + Dk)-dimensional problem. However, we will be able to reduce it









{ηµ‖θj‖22 + ‖θj − θ˜j‖22 : qj = θ>j z}
}
. (E.3)
We will first solve the inner minimization over θj as a function of qj , and then solve the outer
minimization over qj .
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Inner minimization
The inner minimization can be solved by taking the dual:
min
θj











{ηµ‖θj‖22 + ‖θj − θ˜j‖22 − 2λjθ>j z}
}
. (E.4)











λ2j‖z‖22 + 2λj(θ˜>j z − (1 + ηµ)qj)− ηµ‖θ˜j‖22
}
.
This is a quadratic in λj , which is easily minimized. The value for λj at the minimum is,
λj =
(1 + ηµ)qj − θ˜>j z
‖z‖22
. (E.6)
Substituting (E.6) into (E.4) yields the minimal value of the inner minimization problem as a













Replacing the inner minimization with (E.7), dropping the constant ηµ1+ηµ‖θ˜j‖22 term and dividing
everything by 2η, (E.3) becomes
argmin
qj
























− α · η‖z‖22
)
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Once we have solved for αj we can recover the optimal θj by using (E.8) to find qj , (E.6) to find





as was stated in (6.7).
E.2 IB for convolutional neural networks
Here we consider applying IB to a Convolutional Neural Network (CNNs). As each filter is applied
independently in a CNN, the IB updates decouple into separate updates for each filter. Since a
filter uses shared weights, we cannot use the generic update equations in Section 6.4.1. Instead we
have to derive the updates starting from (E.1)
argmin
θ
2ηb>σ(Zθ) + ηµ‖θ‖22 + ‖θ − θ˜‖22. (E.9)
Here Z is a matrix where each row corresponds to one patch over which the convolution vector
θ is multiplied.1 The activation function σ has components [σ(x)]m = max{Bmx} where Bm is a
pooling matrix with elements in {0, 1}. We will assume that Bm has a row of all zeros so that the
max-pooling effectively includes a relu non-linearity, since max{(B>m, 0)>x} = max{relu(Bmx)}.
1Note that Z in general will have repeated entries and may have a column of ones appended to it to account for
a bias.
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|bm|am + ηµ‖θ‖22 + ‖θ − θ˜‖22
s.t. am ≥

max{BmZθ} if bm ≥ 0






|bm|am + ηµ‖θ‖22 + ‖θ − θ˜‖22
s.t. am ≥

BmZjθ if bm ≥ 0





ymj ∈ {0, 1},
where M > 0 is a large constant. This is clearly an expensive problem to solve each iteration.
Note that when the convolution does not involve max-pooling, but just shared weights, the
problem becomes a quadratic program with continuous variables and no constraints, which can
be solved analytically. On the other hand if the convolution had max-pooling, but no shared
weights, then the generic IB updates from (6.7) would apply. Thus the difficulty in solving the IB
convolutional update comes from doing the max-pooling and weight sharing in the same layer.
E.3 Convergence theorem
In this section we present a simple theorem that leverages the fact that IB converges to EB in the
limit of small learning rates, to show that IB converges to a stationary point of the loss function
for appropriately decaying learning rates. First, we introduce some useful notation, and then we
state the conditions under which the convergence result holds.
Notation. Let gi(θ
(t); ηt) denote the gradient used to take a step in IB when datapoint i is
sampled with learning rate η, i.e. θ(t+1) = θ(t) − ηtgi(θ(t); ηt). Let ` be the loss function from
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Sections 6.2 and 6.3. Define the level set
C =
{





and the restarting function
R(θ) =

θ if θ ∈ C
0 otherwise.
The set C depends on the value of `(0). When θ = 0 the output of the neural network is independent
of its input and so `(0) = 1N
∑N




i=1 `(yi, f0(0)) can be quickly calculated.
Finally define the extended level-set
C¯(η) =
{








to contain all points that can be reached from C in one IB iteration (without restarting).
We assume the following conditions.
Assumption 1. The objective function `(θ) = 1N
∑N
i=1 `θ(xi, yi) +
µ
2‖θ‖22, IB gradients gi(θ(t); η)
and learning rate sequence {ηt}∞t=1 satisfy the following:
(a) The loss at each datapoint is non-negative, i.e. `θ(x, y) ≥ 0 for all x, y, θ.
(b) The gradient function is Lipschitz continuous with a Lipschitz constant 0 < L(η) <∞ that is
monotonically decreasing in η. That is
‖∇`(θ)−∇`(θ¯)‖2 ≤ L(η)‖θ − θ¯‖2,
for all {θ, θ¯} ⊂ C¯(η) and L(η) ≤ L(η¯) if η ≤ η¯.
(c) The gradients of the stochastic functions ˜`k(θk;x, y, θ
(t)
−k) in (6.3) are Lipschitz continuous
with a Lipschitz constant 0 < L˜(η) <∞ that is monotonically decreasing in η. That is
‖∇˜`k(θk;x, y, θ(t)−k)−∇˜`k(θ¯k;x, y, θ(t)−k)‖2 ≤ L˜(η)‖θk − θ¯k‖2,
for all k ∈ {1, ..., d}, (x, y) ∈ D, θ(t) ∈ C and {θ, θ¯} ⊂ C¯(η); and L˜(η) ≤ L˜(η¯) if η ≤ η¯.
(d) The learning rate sequence is monotonically decreasing with η1L˜(η1) < 1,
∑∞
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Assumption (a) is effectively equivalent to the loss being lower bounded by a deterministic
constant `θ(x, y) ≥ B, as one can always define an equivalent loss `′θ(x, y) = `θ(x, y) − B ≥ 0.
Most standard loss functions, such as the square loss, quantile loss, logistic loss and multinomial
loss, satisfy assumption (a). Assumptions (b) and (c) will be valid for any neural network whose
activation functions have Lipschitz gradients. Assumption (d) is standard in SGD proofs (except
for the η1L˜(η1) < 1 assumption which is particular to us).
Let “restarting IB” refer to IB where the restarting operator R is applied each iteration. We
now state the IB convergence theorem:








The proof of Theorem E.3.1 builds on the following intermediate results.
Lemma E.3.2. The restarting operator R does not increase the loss `.
Proof. If θ ∈ C then `(R(θ)) = `(θ) and the loss stays the same, otherwise




where the first inequality is by the definition of C and the second is from the assumption that
`θ(x, y) ≥ 0.





Proof. By the triangle inequality and Lipschitz assumption
‖∇`(θ)‖2 = ‖∇`(θ)−∇`(0) +∇`(0)‖2
≤ ‖∇`(θ)−∇`(0)‖2 + ‖∇`(0)‖2







for all θ ∈ C.
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{s>v + λ(‖x− s‖22 − z2)}
= x>v − z‖v‖2
where the final line follows from basic algebraic and calculus.
Lemma E.3.5. The 2-norm difference between the EB and IB gradients at θ(t) with learning rate
ηt is bounded by ηtL˜(ηt)‖gi(θ(t); ηt)‖2.
Proof. Let ∇`ik(θ) denote the components of ∇`i(θ) corresponding to the parameters of the kth
layer θk, i.e. ∇`i(θ) = (∇`i1(θ), ...,∇`id(θ)). By construction











where, in a slight abuse of notation, θ(t+1) refers to the value of the next IB iterate before the
application of the restarting operator. By the Lipschitz assumption on ˜`k we have


























2‖ − ηtgi(θ(t); ηt)‖22
= η2t L˜(ηt)
2‖gi(θ(t); ηt)‖22.
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Lemma E.3.6. The 2-norm of the IB gradient gi(θ; ηt) at any point in C is bounded by Bg(ηt) =
B`(ηt)
1−ηtL˜(ηt) .
Proof. By Lemmas E.3.3, E.3.5 and the triangle inequality,
‖gi(θ; ηt)‖2 = ‖gi(θ; ηt)−∇`i(θ) +∇`i(θ)‖2
≤ ‖gi(θ; ηt)−∇`i(θ)‖2 + ‖∇`i(θ)‖2
≤ ηtL˜(ηt)‖gi(θ; ηt)‖2 +B`(ηt). (E.10)
Note that η1L˜(η1) < 1 by assumption. Since ηt ≤ η1 and L˜(η) is monotonically decreasing in η, we
have that ηtL˜(ηt) < 1 for all t ≥ 1. Thus subtracting ηtL˜(ηt)‖gi(θ; ηt)‖2 from both sides of (E.10)
and dividing by 1− ηtL˜(ηt) > 0 yields the desired result.
Proof of Theorem E.3.1. We upper bound the loss of restarting-IB as
E[`(θ(t+1))] = E[`(R(θ(t) − ηtgi(θ(t); ηt)))]
≤ E[`(θ(t) − ηtgi(θ(t); ηt))]
≤ E[`(θ(t))− ηtgi(θ(t); ηt)>∇`(θ(t)) + 1
2
η2tL(η)‖gi(θ(t); ηt)‖22]
= E[`(θ(t))]− ηtE[gi(θ(t); ηt)>∇`(θ(t))] + 1
2
η2tL(η)E[‖gi(θ(t); ηt)‖22]. (E.11)








>∇`(θ(t))] ≥ ‖∇`(θ(t))‖22 − ηtL˜(η)E[‖gi(θ(t); ηt)‖2]‖∇`(θ(t))‖2
≥ ‖∇`(θ(t))‖22 − ηtL˜(η)Bg(ηt)B`(ηt)
where B`(ηt) is as defined in Lemma E.3.3 and Bg(ηt) in Lemma E.3.6. Moving onto the third
term in (E.11), we have
E[‖gi(θ(t); ηt)‖22] ≤ B2g(ηt)
APPENDIX E. IMPLICIT BACKPROPAGATION 193
by Lemma E.3.6. Putting all the terms in (E.11) together

















where we have used the assumption that L and L˜ are monotonically decreasing in η (that B` and
Bg are also monotonically decreasing in η follows from the assumptions on L and L˜). Using a
telescoping sum and rearranging yields
T∑
t=1
















where the second inequality follows from the assumption that `(θ) ≥ 0. Both of the terms in (E.12)




Finally, by the assumption that
∑∞








In this section we describe the datasets, hyperparameters, run times and results of the experiments
from Section 6.5 in greater detail.
E.4.1 Datasets
The experiments use three types of dataset: MNIST for image classification and autoencoding, 4
polyphonic music dataset for RNN prediction and 121 UCI datasets for classification. These are
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standard benchmark datasets that are often used in the literature: MNIST is arguably the most used
dataset in machine learning [LeCun, 1998], the polyphonic music datasets are a standard for testing
real world RNNs [Martens and Sutskever, 2011, Boulanger-Lewandowski et al., 2012, Pascanu
et al., 2013] and the UCI datasets are an established benchmark for comparing the performance of
classification algorithms [Ferna´ndez-Delgado et al., 2014, Klambauer et al., 2017].
The sources of the datasets are given in Table E.1 along with a basic description of their
characteristics in Table E.2. The MNIST and UCI datasets were pre-split into training and test
sets. For the music datasets we used a random 80%-20% train-test split.





Table E.2: Data characteristics. An asterisk ∗ indicates the average length of the musical piece. 88
is the number of potential notes in each chord. For information on the UCI classification datasets,
see [Klambauer et al., 2017, Appendix 4.2].
Dataset Train Test Dimension Classes
MNIST 60,000 10,000 28x28 10
JSB Chorales 229 (60∗) 77 (61∗) 88 88
MuseData 524 (468∗) 124 (519∗) 88 88
Nottingham 694 (254∗) 170 (262∗) 88 88
Piano-midi.de 87 (873∗) 25 (761∗) 88 88
E.4.2 Loss metrics
For all of the experiments we used standard loss metrics. For image classification we used the cross-
entropy and for autoencoders the mean squared error. As suggested by Boulanger-Lewandowski
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et al. [2012] on their website http://www-etud.iro.umontreal.ca/~boulanni/icml2012, we used
the expected frame level accuracy as the loss for the music prediction problems. That is, at each
time step the RNN outputs a vector in [0, 1]88 representing the probability of each of the 88 notes
in the next chord being played or not. This naturally defines a likelihood of the next chord. We
use the log of this likelihood as our loss. Also as suggested by Boulanger-Lewandowski et al. [2012],
the loss for each piece is divided by its length, so that the loss is of similar magnitude for all pieces.
E.4.3 Architectures
We endeavored to use standard architectures so that the experiments would be a fair representation
how the algorithms might perform in practical applications. The architecture for each type of
dataset is given below.
MNIST classification. The architecture is virtually identical to that given in the MNIST clas-
sification Pytorch tutorials available at https://github.com/pytorch/examples/blob/master/
mnist/main.py. The input is a 28 × 28 dimensional image. We first apply two 2d-convolutions
with a relu activation function and max-pooling. The convolution kernel size is 5 with 10 filters for
the first convolution and 20 filters for the second, and the max-pooling kernel size is 2. After that
we apply one arctan layer with input size 320 and output size 50, followed by dropout at a rate of
0.5 and a relu layer with output size 10. This is fed into the softmax function to get probabilities
over the 10 classes.
Since IB is not applicable to convolutional layers, for the IB implementation we use EB updates
for the convolutional layers and IB for the arctan and relu layers. For the EB implementation, we
use EB updates for all of the layers.
MNIST autoencoder. The autoencoder architecture just involves relus and has a 784:500:300:100:30:100:300:500:784
structure. This is similar to, but deeper than, the structure used in [Martens, 2010].
Music prediction. The simple RNN architecture used is identical to that in [Pascanu et al.,
2013], except for the fact that we use an arctan activation function instead of tanh (since IB is
compatible with arctan but not with tanh). 300 hidden units are used.
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UCI datasets. The architecture used for the UCI datasets consists of three arctan layers
followed by a linear layer and the softmax. The number of nodes in the arctan layers are equal
to the number of features in the dataset, with the final linear layer having input size equal to the
number of features and output size equal to the number of classes. This architecture is based on
[Klambauer et al., 2017], who also use the same UCI datasets with a similar architecture.
E.4.4 Hyperparameters and initialization details
The hyperparameters and parameter initializations schemes used are as follows:
• Batch size: 100 (except for RNNs which had a batch-size of 1)
• Dropout: None (unless otherwise stated)
• Momentum: None
• Ridge-regularization (µ): 0











, where n = input size, m = output size to layer. This follows advice
of [Goodfellow et al., 2016, p. 299]
• Bias initialization: 0. Again, this follows advice of [Goodfellow et al., 2016, p. 299]
E.4.5 Learning rates
The process used to decide on the learning rates for the MNIST and music experiments is as follows.
First a very coarse grid of learning rates was tested using EB to ascertain the range of learning rates
where EB performed reasonably well. We then constructed a finer grid of learning rates around
where EB performed well. The finer grid was constructed so that EB demonstrated in a U-shape of
losses, with lower and higher learning rates having higher losses than learning rates in the middle,
as in [Goodfellow et al., 2016, Fig 11.1, p. 425]. It was this finer grid that was used to generate the
final results. Note that at no stage was IB involved in constructing the grid and thus, if anything,
the grid is biased in favor of EB.
For the UCI datasets the following set of learning rates were used: 0.001, 0.01, 0.1, 0.5, 1.0, 3.0,
5.0, 10.0, 30.0, 50.0. This is quite a coarse grid over a very large range of values.
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E.4.6 Clipping
Clipping was not used except for those experiments where the effect of clipping was explicitly
being investigated. When clipping was used, the gradients were clipping according to their norm
(opposed to each component being clipped separately). For EB we applied clipping in the usual
way: first calculating the gradient, clipping it and then taking the step using the clipped gradient.
To implement clipping for IB we used an alternative definition of the IB step from (6.1): θ(t+1) =
θ(t) − ηt(∇θ`i(θ(t+1)) + µθ(t+1)), where we highlight that the gradient is evaluated at the next, not
current, value of θ. The IB gradient can be inferred using
∇θ`i(θ(t+1)) + µθ(t+1) = (θ(t) − θ(t+1))/ηt (E.13)
where θ(t+1) is calculated using (6.4). When applying clipping to IB we first calculate θ(t+1) using
the IB update, infer the IB gradient using (E.13), clip it, and finally take a step equal to the
learning rate multiplied by the clipped gradient.
E.5 Results
Here we will give the full results of all of the experiments. We begin with giving the run times
of each experiment after which we present the performance on the MNIST and music datasets.
Finally we give results on the UCI datasets.
E.5.1 Run times
In Section 6.4.5 upper bounds on the relative increase in run time for IB as compared to EB were
derived. The bounds for each experiment are displayed in Table E.3 along with the empirically
measured relative run times of our basic Pytorch implementation. The Pytorch run times are higher
than in the theoretical upper bounds. This shows that IB could be more efficiently implemented.
E.5.2 Results from MNIST and music experiments
In this section the plots for all of the experiments are presented. For each experiment we have
multiple plots: a line plot showing the mean performance along with 1 standard deviation error
bars; a scatter plot showing the performance for each random seed; and, where applicable, line and
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Dataset Theoretical upper bound Empirical
MNIST classification 6.27% 16.82%
MNIST autoencoder 0.60% 99.68%




UCI classification sum - 58.99%
Table E.3: Theoretical and empirical relative run time of IB vs EB. Empirical measured on AWS
p2.xlarge with our basic Pytorch implementation.
scatter plots showing the difference between the experiment with and without clipping. In general
5 seeds are used per learning rate, although for MNIST-classification we use 20 seeds.
The experiments are presented in the following order
1. MNIST classification without clipping
2. MNIST classification with clipping threshold = 1.0
3. MNIST autoencoder without clipping
4. MNIST autoencoder with clipping threshold = 1.0
5. JSB Chorales without clipping
6. JSB Chorales with clipping threshold = 8.0
7. JSB Chorales with clipping threshold = 1.0
8. JSB Chorales with clipping threshold = 0.1
9. MuseData without clipping
10. MuseData with clipping threshold = 8.0
11. Nottingham without clipping
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12. Nottingham with clipping threshold = 8.0
13. Piano-midi.de without clipping
14. Piano-midi.de with clipping threshold = 8.0
15. Piano-midi.de with clipping threshold = 1.0
16. Piano-midi.de with clipping threshold = 0.1
17. Piano-midi.de with clipping threshold = 0.01
For the MNIST experiments we only used a clipping threshold of 1.0. For the music datasets
we first use a clipping threshold of 8.0 as suggested by the authors of [Pascanu et al., 2013]. As
this clipping threshold didn’t much affect the performance of either EB or IB, we also considered
lower clipping thresholds.
It is evident from the plots without clipping that on Piano-midi.de the algorithms are less well
converged than the other datasets (which is probably due to Piano-midi.de having only 87 training
datapoints). It was therefore of interest to see if further clipping could help stabilize the algorithms
on Piano-midi.de. We can see from the random seed scatter plots that the effect of clipping helped
a little with stabilization, but not to the extent that the results were significantly better. As JSB
Chorales has the second fewest number of datapoints, we also tried lower clipping thresholds on it,
and found it to often hurt the performance of EB as much as it helped (depending on the random
seed).
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E.5.3 MNIST classification
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Mnist classification, clip = 1.0































Mnist classification, clip = 1.0







































Mnist classification, clip = 1.0



































Mnist classification, clip = 1.0
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E.5.4 MNIST autoencoder
APPENDIX E. IMPLICIT BACKPROPAGATION 204























































































Mnist autoencoder, clip = 1.0
explicit
implicit

















Mnist autoencoder, clip = 1.0














Mnist autoencoder, clip = 1.0
explicit
implicit















Mnist autoencoder, clip = 1.0
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E.5.5 JSB Chorales


















JSB Chorales (no clipping)
explicit
implicit















JSB Chorales (no clipping)
















JSB Chorales (no clipping)
explicit
implicit













JSB Chorales (no clipping)
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JSB Chorales, clip = 8.0
explicit
implicit















JSB Chorales, clip = 8.0


















JSB Chorales, clip = 8.0, difference from no clipping
explicit
implicit















JSB Chorales, clip = 8.0, difference from no clipping
















JSB Chorales, clip = 8.0
explicit
implicit













JSB Chorales, clip = 8.0













JSB Chorales, clip = 8.0, difference from no clipping
explicit
implicit















JSB Chorales, clip = 8.0, difference from no clipping
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JSB Chorales, clip = 1.0
explicit
implicit















JSB Chorales, clip = 1.0


















JSB Chorales, clip = 1.0, difference from no clipping
explicit
implicit















JSB Chorales, clip = 1.0, difference from no clipping
















JSB Chorales, clip = 1.0
explicit
implicit













JSB Chorales, clip = 1.0












JSB Chorales, clip = 1.0, difference from no clipping
explicit
implicit














JSB Chorales, clip = 1.0, difference from no clipping
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JSB Chorales, clip = 0.1
explicit
implicit















JSB Chorales, clip = 0.1


















JSB Chorales, clip = 0.1, difference from no clipping
explicit
implicit
















JSB Chorales, clip = 0.1, difference from no clipping
















JSB Chorales, clip = 0.1
explicit
implicit













JSB Chorales, clip = 0.1
















JSB Chorales, clip = 0.1, difference from no clipping
explicit
implicit














JSB Chorales, clip = 0.1, difference from no clipping
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E.5.6 MuseData
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MuseData, clip = 8.0
explicit
implicit

















MuseData, clip = 8.0















MuseData, clip = 8.0, difference from no clipping
explicit
implicit



















MuseData, clip = 8.0, difference from no clipping












MuseData, clip = 8.0
explicit
implicit














MuseData, clip = 8.0













MuseData, clip = 8.0, difference from no clipping
explicit
implicit

















MuseData, clip = 8.0, difference from no clipping
APPENDIX E. IMPLICIT BACKPROPAGATION 211
E.5.7 Nottingham
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Nottingham, clip = 8.0
explicit
implicit
















Nottingham, clip = 8.0














Nottingham, clip = 8.0, difference from no clipping
explicit
implicit
















Nottingham, clip = 8.0, difference from no clipping
















Nottingham, clip = 8.0
explicit
implicit














Nottingham, clip = 8.0












Nottingham, clip = 8.0, difference from no clipping
explicit
implicit














Nottingham, clip = 8.0, difference from no clipping
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E.5.8 Piano-midi.de






































































APPENDIX E. IMPLICIT BACKPROPAGATION 214
















Piano-midi.de, clip = 8.0
explicit
implicit

















Piano-midi.de, clip = 8.0















Piano-midi.de, clip = 8.0, difference from no clipping
explicit
implicit



















Piano-midi.de, clip = 8.0, difference from no clipping













Piano-midi.de, clip = 8.0
explicit
implicit
















Piano-midi.de, clip = 8.0













Piano-midi.de, clip = 8.0, difference from no clipping
explicit
implicit

















Piano-midi.de, clip = 8.0, difference from no clipping
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Piano-midi.de, clip = 1.0
explicit
implicit















Piano-midi.de, clip = 1.0















Piano-midi.de, clip = 1.0, difference from no clipping
explicit
implicit

















Piano-midi.de, clip = 1.0, difference from no clipping













Piano-midi.de, clip = 1.0
explicit
implicit















Piano-midi.de, clip = 1.0














Piano-midi.de, clip = 1.0, difference from no clipping
explicit
implicit













Piano-midi.de, clip = 1.0, difference from no clipping
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Piano-midi.de, clip = 0.1
explicit
implicit

















Piano-midi.de, clip = 0.1















Piano-midi.de, clip = 0.1, difference from no clipping
explicit
implicit

















Piano-midi.de, clip = 0.1, difference from no clipping















Piano-midi.de, clip = 0.1
explicit
implicit













Piano-midi.de, clip = 0.1













Piano-midi.de, clip = 0.1, difference from no clipping
explicit
implicit















Piano-midi.de, clip = 0.1, difference from no clipping
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Piano-midi.de, clip = 0.01
explicit
implicit


















Piano-midi.de, clip = 0.01















Piano-midi.de, clip = 0.01, difference from no clipping
explicit
implicit

















Piano-midi.de, clip = 0.01, difference from no clipping
















Piano-midi.de, clip = 0.01
explicit
implicit













Piano-midi.de, clip = 0.01















Piano-midi.de, clip = 0.01, difference from no clipping
explicit
implicit














Piano-midi.de, clip = 0.01, difference from no clipping
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E.5.9 UCI classification training losses
Here we display the training loss of IB and EB on each of the 121 UCI datasets at the end of the
10th epoch. We only ran each experiment with one random seed. The experiments are divided up
into large (>1000 datapoints) and small (≤1000 datapoints).
The performance of EB and IB are very similar for the smaller learning rates. This is still
the case at the optimal learning rate for each dataset. However, once either EB or IB moves one
learning rate higher, the loss tends to explode. On average it is 892 times higher than the for the
optimal loss. This is typical behavior for learning rate sensitivity, as is shown in [Goodfellow et al.,
2016, Fig 11.1, p. 425]. The fact that there is such a large explosion in the loss indicates that
the learning rate grid is too coarse to pick up the differences in behaviors in learning rates slightly
larger than the optimal learning rate. Hence it struggles to systematically distinguish between the
performance of EB and IB.




0.001 0.01 0.1 0.5 1.0 3.0 5.0 10.0 30.0 50.0
abalone
1.11 1.10 0.83 0.77 0.76 12.30 6.13 25.20 57.09 212.61 explicit
1.11 1.10 0.83 0.77 0.77 2.65 3.18 22.95 98.31 84.63 implicit
adult
0.55 0.35 0.32 0.32 0.31 0.36 1.52 2.97 17.99 27.19 explicit
0.55 0.35 0.32 0.32 0.32 0.34 1.15 4.31 12.22 20.27 implicit
bank
0.60 0.36 0.25 0.27 0.30 0.52 1.29 14.74 27.23 113.73 explicit
0.60 0.36 0.25 0.27 0.29 0.35 1.46 21.44 65.24 19.08 implicit
car
1.18 1.01 0.85 0.50 0.39 0.59 5.28 4.55 53.97 106.93 explicit
1.18 1.01 0.85 0.50 0.47 2.40 2.12 10.38 213.52 122.84 implicit
cardiotocography-10clases
2.30 2.18 1.24 0.68 0.68 4.36 6.71 13.91 59.09 156.53 explicit
2.30 2.18 1.24 0.69 0.68 5.01 21.19 12.75 119.45 113.76 implicit
cardiotocography-3clases
1.09 0.74 0.30 0.21 0.21 0.67 5.59 19.91 23.95 173.83 explicit
1.09 0.74 0.30 0.21 0.21 3.26 6.42 25.49 17.43 156.47 implicit
chess-krvk
2.81 2.45 1.96 1.70 1.75 2.13 2.22 10.26 39.35 144.99 explicit
2.81 2.45 1.97 1.72 1.75 1.94 3.92 72.35 55.65 136.72 implicit
chess-krvkp
0.69 0.68 0.08 0.04 0.02 1.38 0.77 12.53 156.29 467.88 explicit
0.69 0.68 0.08 0.07 0.07 0.33 2.80 12.91 26.88 56.18 implicit
connect-4
0.56 0.54 0.48 0.40 0.38 2.36 4.59 9.25 34.85 59.43 explicit
0.56 0.54 0.50 0.44 0.46 3.23 4.64 11.31 33.66 52.39 implicit
contrac
1.08 1.07 1.07 0.99 0.96 1.00 5.34 17.32 149.70 133.28 explicit
1.08 1.07 1.07 0.99 0.96 0.99 14.08 11.72 60.05 181.86 implicit
hill-valley
0.70 0.69 0.69 0.69 0.69 84.43 38.06 943.16 3267.16 1005.30 explicit
0.70 0.69 0.69 0.69 0.70 168.00 180.79 907.54 2014.49 90.33 implicit
image-segmentation
1.95 1.94 0.95 0.20 0.12 9.13 11.97 13.45 95.62 72.58 explicit
1.95 1.94 0.95 0.22 0.15 2.77 2.10 13.21 277.97 131.41 implicit
led-display
2.32 2.32 2.30 1.73 1.25 1.63 4.25 7.59 109.59 209.45 explicit
2.32 2.32 2.30 1.73 1.26 3.13 5.43 30.01 93.78 240.85 implicit
letter
3.27 3.21 1.31 0.61 0.64 0.83 2.47 5.98 35.33 60.50 explicit
3.27 3.21 1.31 0.59 0.68 0.84 1.85 5.92 27.24 39.06 implicit
magic
0.65 0.53 0.47 0.41 0.41 0.46 3.59 24.93 40.47 57.64 explicit
0.65 0.53 0.48 0.42 0.43 0.53 5.43 5.41 41.77 146.46 implicit
miniboone
0.37 0.29 0.23 0.21 0.22 1.40 5.60 18.28 60.37 190.87 explicit
0.37 0.29 0.22 0.22 0.22 1.12 2.71 3.39 20.09 32.84 implicit
molec-biol-splice
1.05 0.98 0.36 0.31 0.25 5.32 9.87 30.26 146.88 227.42 explicit
1.05 0.98 0.36 0.34 0.33 27.64 8.85 29.27 149.89 188.89 implicit
mushroom
0.69 0.36 0.01 0.00 0.00 0.00 0.06 1.96 157.31 87.08 explicit
0.69 0.36 0.01 0.00 0.00 0.00 0.05 4.86 11.92 42.45 implicit
musk-2
0.49 0.19 0.08 0.03 2.75 34.14 112.76 228.01 436.03 288.58 explicit
0.49 0.19 0.08 0.03 2.46 63.96 109.08 36.49 263.51 105.52 implicit
nursery
1.47 1.21 0.51 0.12 0.14 0.31 0.87 6.99 63.94 195.34 explicit
1.47 1.21 0.52 0.18 0.12 0.19 1.36 33.21 129.24 514.70 implicit
oocytes-merluccius-nucleus-4d
0.65 0.63 0.61 0.69 0.73 18.79 19.89 82.75 767.96 917.21 explicit
0.65 0.63 0.61 0.68 0.72 30.91 91.02 108.44 291.86 181.39 implicit
oocytes-merluccius-states-2f
1.04 0.88 0.35 0.22 0.20 1.46 3.09 34.59 255.92 35.96 explicit
1.04 0.88 0.35 0.22 0.21 3.73 7.49 42.19 53.97 86.39 implicit




0.001 0.01 0.1 0.5 1.0 3.0 5.0 10.0 30.0 50.0
optical
2.27 1.55 0.10 0.02 0.01 0.23 1.59 10.73 51.20 121.22 explicit
2.27 1.55 0.10 0.03 0.01 0.22 0.42 3.97 8.87 15.60 implicit
ozone
0.51 0.18 0.09 0.09 0.10 9.91 11.00 8.83 115.42 30.89 explicit
0.51 0.18 0.09 0.09 0.10 2.46 2.67 57.39 13.99 79.68 implicit
page-blocks
1.30 0.47 0.25 0.16 0.13 0.13 1.36 6.97 7.46 23.52 explicit
1.30 0.47 0.25 0.16 0.15 0.13 2.79 24.66 43.27 111.66 implicit
pendigits
2.30 2.22 0.28 0.07 0.06 0.10 0.95 4.35 20.55 66.20 explicit
2.30 2.22 0.28 0.05 0.05 0.18 0.26 0.72 12.03 32.69 implicit
plant-margin
4.60 4.59 3.91 1.39 0.82 6.24 16.50 52.11 152.54 299.85 explicit
4.60 4.59 3.91 1.39 0.86 21.08 28.08 46.19 117.16 208.09 implicit
plant-shape
4.60 4.58 3.95 3.00 2.89 23.00 42.98 79.10 293.86 496.63 explicit
4.60 4.58 3.95 3.00 2.87 19.54 43.80 85.42 234.65 572.32 implicit
plant-texture
4.61 4.59 4.17 1.20 0.55 0.34 16.13 39.06 123.57 193.97 explicit
4.61 4.59 4.17 1.20 0.57 0.84 11.28 17.27 68.12 208.77 implicit
ringnorm
0.69 0.69 0.46 0.19 0.24 3.51 4.33 11.12 33.76 68.65 explicit
0.69 0.69 0.47 0.22 0.21 2.64 5.10 53.34 29.11 72.79 implicit
semeion
2.18 1.04 0.08 0.01 0.02 5.35 21.05 92.46 978.63 1565.21 explicit
2.18 1.04 0.08 0.01 0.00 90.42 1.71 7.28 149.68 559.76 implicit
spambase
0.67 0.36 0.18 0.16 0.17 8.17 2.06 20.93 67.37 102.59 explicit
0.67 0.36 0.18 0.16 0.17 9.62 3.12 11.46 80.37 161.66 implicit
statlog-german-credit
0.73 0.65 0.59 0.46 0.47 0.54 19.04 28.39 223.84 279.24 explicit
0.73 0.65 0.59 0.46 0.47 0.55 12.99 32.00 36.53 281.25 implicit
statlog-image
1.95 1.94 0.98 0.20 0.13 2.63 10.29 16.16 104.27 86.13 explicit
1.95 1.94 0.98 0.20 0.18 3.61 7.49 62.98 65.65 62.29 implicit
statlog-landsat
1.73 0.90 0.37 0.32 0.30 3.21 7.15 25.85 51.35 53.25 explicit
1.73 0.90 0.37 0.33 0.33 5.02 8.10 6.22 34.73 126.06 implicit
statlog-shuttle
0.80 0.18 0.03 0.04 0.01 0.02 0.54 0.71 40.30 4.51 explicit
0.80 0.18 0.03 0.02 0.02 0.02 0.12 0.26 7.60 13.13 implicit
steel-plates
1.91 1.80 1.22 0.72 0.69 3.44 14.42 12.85 99.23 87.18 explicit
1.91 1.80 1.22 0.73 0.70 68.19 11.35 169.10 136.68 340.84 implicit
thyroid
0.68 0.30 0.13 0.07 0.06 0.06 1.37 3.02 8.48 52.41 explicit
0.68 0.30 0.13 0.07 0.07 0.09 2.71 6.23 33.58 51.21 implicit
titanic
0.64 0.63 0.63 0.52 0.52 0.59 0.98 10.04 61.18 87.35 explicit
0.64 0.63 0.63 0.52 0.53 0.61 4.44 14.18 81.66 58.33 implicit
twonorm
0.69 0.55 0.06 0.06 0.06 0.07 0.59 5.49 23.61 26.69 explicit
0.69 0.55 0.06 0.06 0.07 0.08 2.58 3.33 4.87 21.40 implicit
wall-following
1.38 1.18 0.67 0.33 0.34 1.56 6.02 19.54 63.01 149.71 explicit
1.38 1.18 0.68 0.34 0.32 3.83 5.84 11.73 33.44 367.02 implicit
waveform
1.09 0.89 0.28 0.28 0.29 1.43 5.87 16.95 43.49 37.55 explicit
1.09 0.89 0.28 0.28 0.29 1.81 6.47 9.13 32.50 30.61 implicit
waveform-noise
1.09 0.82 0.29 0.33 0.29 10.64 21.44 41.78 107.99 249.30 explicit
1.09 0.82 0.29 0.33 0.31 7.92 9.56 10.69 87.91 35.45 implicit
wine-quality-red
1.78 1.55 1.20 0.96 0.95 1.01 4.72 16.11 72.08 206.43 explicit
1.78 1.55 1.20 0.97 0.96 0.99 7.27 24.77 71.79 183.35 implicit
wine-quality-white
1.96 1.42 1.18 1.12 1.14 1.36 5.40 28.62 95.23 209.29 explicit
1.96 1.42 1.18 1.12 1.15 1.30 22.65 22.89 267.55 226.40 implicit
yeast
2.29 2.07 1.73 1.21 1.21 2.11 5.53 16.11 40.73 139.51 explicit
2.29 2.07 1.73 1.21 1.29 2.06 18.38 30.82 100.81 318.28 implicit




0.001 0.01 0.1 0.5 1.0 3.0 5.0 10.0 30.0 50.0
acute-inflammation
0.69 0.69 0.69 0.69 0.67 0.45 9.87 26.80 58.27 30.87 explicit
0.69 0.69 0.69 0.69 0.67 0.45 28.65 19.13 11.30 7.00 implicit
acute-nephritis
0.68 0.68 0.66 0.65 0.64 0.02 12.88 0.73 7.07 28.32 explicit
0.68 0.68 0.66 0.65 0.64 0.02 9.84 0.00 13.72 21.91 implicit
annealing
1.52 1.20 0.73 0.49 0.57 2.24 10.88 38.62 183.52 209.44 explicit
1.52 1.20 0.73 0.55 0.58 12.99 18.48 21.23 180.15 250.37 implicit
arrhythmia
2.46 1.92 0.63 0.25 24.92 57.87 162.63 256.21 507.11 1280.03 explicit
2.46 1.92 0.63 0.23 30.57 48.03 111.98 329.23 1401.02 2270.51 implicit
audiology-std
2.89 2.85 2.55 0.93 0.42 28.32 27.10 57.28 165.67 270.77 explicit
2.89 2.85 2.55 0.93 0.42 49.83 75.19 136.42 247.31 433.71 implicit
balance-scale
1.13 1.07 0.92 0.91 0.91 0.32 2.48 7.48 75.97 111.11 explicit
1.13 1.07 0.92 0.91 0.91 0.32 19.65 30.05 151.05 267.63 implicit
balloons
0.70 0.69 0.68 0.68 0.68 0.68 6.96 43.68 25.14 88.85 explicit
0.70 0.69 0.68 0.68 0.68 0.68 19.71 17.06 33.36 256.16 implicit
blood
0.69 0.62 0.54 0.54 0.54 0.54 0.54 17.12 67.33 85.15 explicit
0.69 0.62 0.54 0.54 0.54 0.54 0.54 28.88 49.44 143.05 implicit
breast-cancer
0.71 0.68 0.63 0.62 0.59 0.61 20.42 33.63 38.61 97.66 explicit
0.71 0.68 0.63 0.62 0.59 0.61 9.89 48.75 21.05 177.86 implicit
breast-cancer-wisc
0.70 0.67 0.64 0.10 0.09 0.11 2.13 3.60 3.59 16.08 explicit
0.70 0.67 0.64 0.10 0.09 0.11 3.99 2.78 36.46 43.01 implicit
breast-cancer-wisc-diag
0.71 0.67 0.11 0.05 0.05 2.33 1.64 3.06 51.97 1399.89 explicit
0.71 0.67 0.11 0.05 0.05 6.14 6.91 15.54 44.17 95.69 implicit
breast-cancer-wisc-prog
0.69 0.65 0.53 0.45 0.37 0.53 125.74 28.90 97.62 72.58 explicit
0.69 0.65 0.53 0.45 0.37 0.49 25.71 36.27 54.02 1589.74 implicit
breast-tissue
1.78 1.78 1.78 1.77 1.75 1.18 6.23 35.95 69.66 510.77 explicit
1.78 1.78 1.78 1.77 1.75 1.18 6.97 28.55 38.37 179.07 implicit
congressional-voting
0.71 0.69 0.67 0.66 0.63 0.68 13.56 69.97 139.57 503.67 explicit
0.71 0.69 0.67 0.66 0.63 0.68 39.21 52.27 166.97 265.89 implicit
conn-bench-sonar-mines-rocks
0.69 0.69 0.59 0.30 0.32 75.14 93.29 204.05 363.93 1474.36 explicit
0.69 0.69 0.59 0.30 0.33 33.36 51.40 62.84 447.59 387.23 implicit
conn-bench-vowel-deterding
2.41 2.41 2.40 1.33 1.02 1.00 4.54 13.65 105.52 270.46 explicit
2.41 2.41 2.40 1.33 1.05 1.20 10.81 30.59 244.61 175.47 implicit
credit-approval
0.69 0.69 0.67 0.33 0.33 16.51 7.90 30.36 46.97 58.09 explicit
0.69 0.69 0.67 0.34 0.33 1.66 8.54 42.96 31.86 35.54 implicit
cylinder-bands
0.71 0.68 0.64 0.49 0.50 5.17 20.72 75.39 299.83 175.94 explicit
0.71 0.68 0.64 0.50 0.52 31.31 71.16 57.63 68.50 386.99 implicit
dermatology
1.81 1.78 1.32 0.23 0.09 5.17 1.43 28.02 62.58 374.63 explicit
1.81 1.78 1.32 0.23 0.08 4.62 17.01 26.38 53.13 170.26 implicit
echocardiogram
0.67 0.65 0.59 0.25 0.19 0.19 12.02 73.34 95.15 136.16 explicit
0.67 0.65 0.59 0.25 0.19 0.21 11.35 9.94 80.01 34.53 implicit
ecoli
2.11 2.06 1.79 1.19 0.96 0.97 23.58 13.47 90.18 77.99 explicit
2.11 2.06 1.79 1.19 0.96 1.02 9.14 38.29 107.86 64.26 implicit
energy-y1
1.15 1.10 1.01 0.43 0.43 5.66 9.66 16.76 63.23 115.98 explicit
1.15 1.10 1.01 0.45 0.49 4.34 1.61 17.47 44.28 59.35 implicit
energy-y2
1.18 1.11 1.02 0.40 0.39 0.44 1.36 5.68 14.01 38.33 explicit
1.18 1.11 1.02 0.41 0.47 0.94 1.09 8.01 12.52 48.55 implicit
fertility
0.72 0.69 0.48 0.35 0.35 0.35 0.35 6.90 34.50 131.21 explicit
0.72 0.69 0.48 0.35 0.35 0.35 0.35 62.82 11.22 17.92 implicit
flags
2.09 2.07 1.92 1.62 1.40 3.40 57.37 38.55 70.61 328.58 explicit
2.09 2.07 1.92 1.62 1.40 19.65 38.18 103.61 150.33 631.23 implicit
glass
1.76 1.74 1.60 1.50 1.50 1.57 39.15 41.59 255.73 224.50 explicit
1.76 1.74 1.60 1.50 1.50 1.59 11.74 27.31 140.43 378.32 implicit
haberman-survival
0.62 0.60 0.58 0.58 0.58 0.59 2.22 9.43 59.62 151.06 explicit
0.62 0.60 0.58 0.57 0.58 0.59 2.16 11.38 35.12 166.79 implicit
hayes-roth
1.14 1.12 1.04 1.02 1.02 1.02 7.22 10.04 104.41 229.25 explicit
1.14 1.12 1.04 1.02 1.02 1.02 8.16 26.48 31.05 127.38 implicit




0.001 0.01 0.1 0.5 1.0 3.0 5.0 10.0 30.0 50.0
heart-cleveland
1.64 1.58 1.30 0.91 0.90 0.90 7.38 16.45 108.54 99.98 explicit
1.64 1.58 1.30 0.91 0.90 0.91 12.00 18.19 143.55 81.04 implicit
heart-hungarian
0.66 0.66 0.66 0.31 0.30 0.39 20.01 39.19 49.91 151.12 explicit
0.66 0.66 0.66 0.31 0.30 0.37 18.31 5.64 211.14 81.71 implicit
heart-switzerland
1.65 1.63 1.51 1.35 1.33 1.32 42.48 47.01 296.09 295.82 explicit
1.65 1.63 1.51 1.35 1.33 1.32 32.38 135.06 444.06 270.40 implicit
heart-va
1.65 1.63 1.55 1.50 1.48 1.39 24.42 59.53 434.70 186.13 explicit
1.65 1.63 1.55 1.50 1.48 1.38 48.08 62.68 171.65 209.72 implicit
hepatitis
0.72 0.68 0.53 0.39 0.24 0.32 21.86 29.30 37.44 118.80 explicit
0.72 0.68 0.53 0.39 0.24 0.35 32.01 19.00 41.54 111.05 implicit
horse-colic
0.70 0.68 0.65 0.34 0.34 0.32 24.44 60.72 42.39 335.00 explicit
0.70 0.68 0.65 0.34 0.34 0.33 8.99 118.06 347.70 60.39 implicit
ilpd-indian-liver
0.70 0.66 0.60 0.59 0.55 0.53 16.40 55.36 45.47 299.05 explicit
0.70 0.66 0.60 0.59 0.55 0.57 11.63 85.04 125.33 158.17 implicit
ionosphere
0.70 0.68 0.61 0.20 0.20 6.67 49.14 21.57 101.66 233.83 explicit
0.70 0.68 0.61 0.21 0.22 34.03 9.97 64.38 768.47 572.70 implicit
iris
1.11 1.11 1.10 1.09 1.09 0.90 7.90 14.65 14.59 257.50 explicit
1.11 1.11 1.10 1.09 1.09 0.77 9.25 26.47 147.58 175.54 implicit
lenses
1.09 1.07 0.98 0.91 0.91 0.91 10.79 13.42 38.90 30.30 explicit
1.09 1.07 0.98 0.91 0.91 0.91 9.38 16.82 39.64 214.31 implicit
libras
2.72 2.68 2.09 0.93 0.72 26.84 19.45 79.46 196.99 349.34 explicit
2.72 2.68 2.09 0.94 0.76 28.88 85.69 101.16 474.27 1377.74 implicit
low-res-spect
2.19 1.78 0.43 0.25 11.66 14.48 53.18 222.26 605.63 449.56 explicit
2.19 1.78 0.43 0.26 16.57 46.29 109.37 82.74 94.69 259.85 implicit
lung-cancer
1.11 1.10 1.04 0.27 0.03 28.79 87.95 149.18 1071.40 298.13 explicit
1.11 1.10 1.04 0.27 0.03 95.18 87.43 284.11 543.03 359.73 implicit
lymphography
1.39 1.33 1.00 0.49 0.33 13.29 15.73 5.16 112.88 181.66 explicit
1.39 1.33 1.00 0.49 0.34 6.11 14.23 10.87 34.13 261.76 implicit
mammographic
0.71 0.70 0.69 0.44 0.42 0.46 12.34 4.14 145.04 36.88 explicit
0.71 0.70 0.69 0.44 0.42 0.44 10.77 9.93 116.31 244.93 implicit
molec-biol-promoter
0.69 0.69 0.65 0.11 0.01 36.10 27.78 109.47 258.44 974.85 explicit
0.69 0.69 0.65 0.11 0.01 97.50 201.21 551.19 642.16 863.06 implicit
monks-1
0.69 0.69 0.69 0.69 0.62 0.71 17.77 17.11 89.50 138.78 explicit
0.69 0.69 0.69 0.69 0.62 0.71 15.65 14.64 52.53 179.91 implicit
monks-2
0.68 0.66 0.65 0.65 0.65 0.65 4.11 7.96 135.92 180.88 explicit
0.68 0.66 0.65 0.65 0.65 0.65 11.61 6.54 25.41 200.93 implicit
monks-3
0.70 0.69 0.69 0.68 0.51 0.76 4.16 11.69 45.17 222.38 explicit
0.70 0.69 0.69 0.68 0.51 0.76 4.11 63.57 268.51 85.94 implicit




0.001 0.01 0.1 0.5 1.0 3.0 5.0 10.0 30.0 50.0
musk-1
0.69 0.63 0.32 0.59 35.26 48.17 358.12 325.26 2522.81 5693.28 explicit
0.69 0.63 0.32 0.27 26.13 83.83 373.71 1592.32 5190.91 8195.80 implicit
oocytes-trisopterus-nucleus-2f
0.69 0.68 0.65 0.53 0.50 16.61 24.44 108.62 133.12 854.10 explicit
0.69 0.68 0.65 0.53 0.52 22.13 109.88 27.77 631.40 859.68 implicit
oocytes-trisopterus-states-5b
1.00 0.89 0.41 0.24 0.21 7.33 15.53 14.13 42.37 516.20 explicit
1.00 0.89 0.41 0.24 0.21 49.55 19.40 24.82 154.19 116.00 implicit
parkinsons
0.67 0.65 0.55 0.33 0.31 2.05 3.80 24.16 51.71 52.80 explicit
0.67 0.65 0.55 0.33 0.31 20.58 14.53 90.82 37.16 468.79 implicit
pima
0.66 0.66 0.66 0.64 0.51 0.53 8.14 27.66 112.66 79.41 explicit
0.66 0.66 0.66 0.64 0.51 0.52 2.47 69.41 143.07 249.05 implicit
pittsburg-bridges-MATERIAL
1.19 1.15 0.90 0.77 0.77 0.74 5.41 33.57 193.72 360.10 explicit
1.19 1.15 0.90 0.77 0.77 0.74 15.25 37.79 203.28 303.36 implicit
pittsburg-bridges-REL-L
1.19 1.17 1.06 1.00 1.00 0.97 7.93 33.08 87.76 122.83 explicit
1.19 1.17 1.06 1.00 1.00 0.97 11.10 25.15 124.80 330.23 implicit
pittsburg-bridges-SPAN
1.05 1.05 1.04 1.03 1.03 0.93 14.34 36.34 172.06 135.45 explicit
1.05 1.05 1.04 1.03 1.03 0.93 2.40 45.68 166.73 279.46 implicit
pittsburg-bridges-T-OR-D
0.83 0.78 0.47 0.35 0.35 0.35 0.35 5.05 27.71 124.39 explicit
0.83 0.78 0.47 0.35 0.35 0.35 0.35 21.00 38.70 23.87 implicit
pittsburg-bridges-TYPE
2.00 1.98 1.80 1.59 1.58 1.56 2.51 77.31 186.86 290.00 explicit
2.00 1.98 1.80 1.59 1.58 1.56 5.37 82.37 272.11 350.51 implicit
planning
0.62 0.61 0.58 0.58 0.58 0.59 34.64 19.23 30.94 453.85 explicit
0.62 0.61 0.58 0.58 0.58 0.59 19.01 15.86 166.14 261.24 implicit
post-operative
1.21 1.17 0.94 0.71 0.69 0.68 25.50 73.03 60.28 83.88 explicit
1.21 1.17 0.94 0.71 0.69 0.68 25.03 50.13 90.23 71.85 implicit
primary-tumor
2.70 2.68 2.50 2.15 1.83 13.21 17.81 41.57 99.73 94.32 explicit
2.70 2.68 2.50 2.15 1.83 10.32 15.55 35.04 70.16 326.01 implicit
seeds
1.11 1.10 1.09 0.62 0.47 0.68 8.84 13.44 28.41 32.21 explicit
1.11 1.10 1.09 0.62 0.47 7.20 5.44 28.78 87.84 85.50 implicit
soybean
2.90 2.86 2.43 0.65 0.21 2.12 5.69 33.16 151.98 119.04 explicit
2.90 2.86 2.43 0.66 0.22 9.36 20.48 32.44 161.14 288.93 implicit
spect
0.70 0.69 0.67 0.44 0.45 0.57 54.69 105.29 263.16 159.21 explicit
0.70 0.69 0.67 0.44 0.45 0.47 18.18 159.16 21.86 567.59 implicit
spectf
0.69 0.64 0.49 0.38 0.42 20.77 6.86 28.35 622.85 585.05 explicit
0.69 0.64 0.49 0.37 0.51 80.29 132.31 27.83 130.49 1229.86 implicit
statlog-australian-credit
0.68 0.66 0.64 0.64 0.64 0.64 19.39 35.72 31.33 78.80 explicit
0.68 0.66 0.64 0.64 0.64 0.64 73.71 98.74 228.37 448.01 implicit
statlog-heart
0.69 0.69 0.69 0.32 0.33 6.74 4.19 9.82 143.11 37.86 explicit
0.69 0.69 0.69 0.32 0.33 15.30 0.98 28.84 157.01 541.23 implicit
statlog-vehicle
1.39 1.39 1.31 0.90 0.78 16.15 9.25 42.65 163.61 403.98 explicit
1.39 1.39 1.31 0.89 0.70 32.42 20.88 93.00 74.45 656.19 implicit
synthetic-control
1.80 1.72 0.70 0.06 5.96 24.28 43.88 113.24 69.17 482.32 explicit
1.80 1.72 0.70 0.06 9.76 24.30 50.20 110.53 164.13 692.48 implicit
teaching
1.11 1.11 1.09 1.09 1.09 1.11 16.23 47.19 43.59 92.10 explicit
1.11 1.11 1.09 1.09 1.09 1.11 12.49 21.53 266.23 199.40 implicit
tic-tac-toe
0.68 0.66 0.64 0.52 0.10 2.05 4.13 45.16 156.90 81.64 explicit
0.68 0.66 0.64 0.52 0.09 10.22 40.48 53.51 47.37 200.14 implicit
trains
0.70 0.70 0.67 0.04 0.01 0.00 16.94 8.70 153.88 503.41 explicit
0.70 0.70 0.67 0.04 0.01 0.00 55.28 83.36 0.00 0.00 implicit
vertebral-column-2clases
0.68 0.66 0.63 0.58 0.37 6.00 13.78 9.92 23.02 189.26 explicit
0.68 0.66 0.63 0.58 0.37 0.39 3.75 13.45 106.58 52.45 implicit
vertebral-column-3clases
1.10 1.09 1.05 0.77 0.54 7.37 17.75 12.02 44.07 81.04 explicit
1.10 1.09 1.05 0.77 0.53 2.55 9.28 7.79 42.32 40.59 implicit
wine
1.12 1.12 1.09 0.53 0.46 5.43 3.44 9.22 43.31 62.74 explicit
1.12 1.12 1.09 0.53 0.47 5.78 37.86 96.27 64.82 88.60 implicit
zoo
1.92 1.91 1.83 1.57 1.01 6.70 6.23 33.11 172.96 380.68 explicit
1.92 1.91 1.83 1.57 1.01 6.58 22.16 56.49 198.40 189.51 implicit
