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ABSTRACT
A Self-Consistent Numerical Model for Multiple Quantum Well Photovoltaic Devices
by
Stephen M. Ramey
Dr. A. Rahim Khoie, Examination Committee Chair 
Associate Professor o f Electrical Engineering 
University of Nevada, Las Vegas
In this work, a comprehensive numerical model is presented for a multi-quantum 
well pin photovoltaic device. The model accounts for the fundamental carrier dynamics 
in the quantum wells without assuming thermal equilibrium between the confined carriers 
and crystal lattice. It is based on a self-consistent solution of the Poisson, Schrodinger, 
and current continuity equations. In the quantum well regions, a second set of continuity 
equations is coupled to these three equations to account for the recombination, 
generation, escape, and capture in the quantum well. The effect of these quantum well 
rates on device performance is examined for various well configurations and material 
parameters. The simulation predicts that efficiency improvements above a baseline 
AlxGai-xAs control cell are possible for low mole fractions of aluminum. Furthermore, 
with proper design, a multiple quantum well device can exceed the efficiency of a similar 
quality, bulk GaAs pin device.
ui
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CHAPTER I
INTRODUCTION
Any inçrovement in efficiency of a photovoltaic device results firom an increase 
in current or voltage output. With traditional single bandgap semiconductor devices, the 
two parameters have an inverse dependence on each other. An increase in current is 
possible by decreasing the bandgap to absorb a wider energy range of photons, but this 
decreases the built-in potential and thus the output voltage. Increasing the bandgap 
creates a greater built-in potential and output voltage, but prevents the absorption of low 
energy photons abundant in the solar spectrum and thus decreases the current flow. In an 
attempt to limit this problem, designers have used various configurations such as graded 
bandgap devices and cascaded tunnel junction devices. Recently, Bamham' proposed the 
multiple quantum well concept whereby lower energy photons are absorbed into lower 
bandgap quantum wells which reside in a larger bandgap host that acts as the quantum 
well barrier. The smaller bandgap quantum well absorbs lower energy photons to 
increase the current flow, while the higher bandgap barrier material maintains the output 
voltage.
The introduction of quantum wells prevents the development of a closed form 
analytical model because of the complex nature of the carrier dynamics. To date, all 
modeling work to predict device characteristics has been performed under simplifying
1
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assumptions, but such assumptions obscure the effects of the quantum well carrier 
dynamics. To examine the effects of recombination, generation, escape, and capture in 
the quantum well, this thesis presents a one dimensional numerical model for GaAs 
quantum wells in an AlxGai.xAs barrier. By including these quantum well rates, the effect 
o f each on the terminal behavior is studied, illuminating the dominant mechanisms 
governing the device performance.
Since the output current depends on first absorbing as many photons as possible 
and then efficiently collecting them before they recombine, the quantum wells are 
incorporated into a region of intrinsic material between p-type and n-type regions as 
illustrated in Fig. 1. The intrinsic region provides a large volume of material that resides 
in the built-in electric field created from the doped n- and p-regions. Incorporation o f the 
wells into this region allows any carriers that escape the quantum well to be quickly 
collected by the electric field, as opposed to being captured back into the well.
The model presented here self-consistently solves the Poisson equation with the 
traditional drift/diffusion equations, as well as couples the rates associated with the 
carrier capture, escape, recombination and generation in the quantum wells. As indicated 
in Fig. 1, low energy photons are absorbed into the quantum wells where they can escape 
through thermionic emission. Once in the barrier material, they may be captured back 
into the well tfurough optical phonon scattering. In the well, they can either escape again 
or may recombine through interface traps. These quantum well rates depend on the 
eigenenergies and wavefunctions in the quantum wells, and therefore the Schrodinger
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
equation is solved self-consistently with the drift/diffusion, quantum well rate, and 
Poisson equations.
The basic organization of this thesis is as follows: Chapter 2 provides a review of 
the literature, which includes theoretical and experimental results. Chapter 3 introduces 
the fundamental physics needed to analyze photovoltaic devices, as well as the basic rate 
equations used to describe the quantum well behavior. Chapter 4 gives a detailed 
description of the models used to describe devices, beginning with bulk material 
parameters then moving on to each quantum well process, including the Schrodinger 
equation, capture, escape, generation, and recombination. Chapter 5 provides a detailed 
description of the numerical methods employed, including the finite difference 
discretization scheme, boundary conditions, and iteration techniques. Chapter 6 discusses 
the results of simulation of various device configurations and illustrates the specific effect 
of each quantum well rate. Chapter 7 presents the final conclusions that can be drawn 
fi"om this research to provide direction for future work. Appendix 1 provides a list of 
parameter values used throughout the work. Appendix 2 details some of the limitations 
of the model, and indicates improvements that could be made to it.
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CHAPTER 2
LITERATURE REVIEW
Since the MQW solar cell concept was proposed several years ago by Bamham^, 
several groups have made theoretical and experimental contributions to the field. Both 
the theoretical and experimental results lead to discrepancies as to the ultimate effect of 
the quantum wells in the device. The theoretical models have relied on simplifying 
assumptions that have ignored the true behavior of the quantum wells, and therefore do 
not accurately reflect the device performance. The experimentalists, without the aid of a 
physical model to guide their designs, have almost randomly tried various configurations 
in an effort to reveal the quantum well effects. The non-linear behavior of the quantum 
wells, however, cause such an approach to yield mixed results about the exact effect of 
incorporating quantum wells into a photovoltaic device.
2.1 Theoretical Results 
Several theoretical models have been proposed with conflicting predictions about 
the net effect of the quantum wells. Corkish and Green^ studied the effects of 
recombination of carriers in the quantum well and concluded that, although the increased 
recombination reduces the output voltage, an efficiency enhancement is attainable over a 
single gap cell of the barrier material. They concluded that efficiency increases were
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
attainable if the barrier material’s bandgap exceeded that of the optimum single bandgap 
device. In Bamham and Duggan’s" original proposition for the MQW solar cell, they 
modeled the device with the standard diode law approach^ for describing current-voltage 
behavior. In their formulation, the illumination current is assumed to depend only on the 
absorption into the quantum well, whereas the dark current is assumed to depend only 
on the barrier material’s bandgap (AlxGai.xAs in the cases studied in this work). With this 
simplification in hand, their model predicts significant efficiency increases over single gap 
cells using efficiency formulations derived by Henry.®’^  Araujo and co-authors used the 
detailed balance theory to show that the efficiency of a MQW cell could not exceed that 
of a suitable single bandgap cell.* However, their implementation assumes thermal 
equilibrium between the quantum confined carriers and the carriers in the barrier material 
so that the carrier populations can be described using quasi-Fermi levels. Such a 
requirement leads to the conclusion that the absorptivity must equal the emissivity in the 
ideal limit of no non-radiative recombination. As a result, any increase in the 
photogenerated current necessarily leads to an increase in the recombination and thus no 
net gain is achievable. If, as is postulated in this thesis, the carriers are not in thermal 
equilibrium, then absorption into the quantum wells does not have to be balanced by 
equal recombination in the well, since carriers may escape the well faster than being 
captured.
Anderson® presented an ideal model for the MQW solar cell, again based on the 
diode law. He extended Bamham’s‘° approach by including a recombination current term 
for the quantum wells, but still had to rely on a quasi-Fermi level approach. In his model
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
the device basically behaved like two separate cells working in parallel, since the 
presence of the well material was assumed not to affect the barrier behavior. This ideal 
model concluded that a MQW cell could have a greater efficiency than a baseline cell of 
the barrier material only or a cell constructed of the quantum well material. His model 
predicted such efficiency increases for an optimally chosen well depth o f about 200 meV. 
However, the MQW cell still was not predicted to exceed the limitation set by Henry’s"  
calculations for the limiting efficiency of a single cell.
2.2 Experimental Results
The experimental results for the AIxGai.xAs/GaAs system suggest that efficiency 
improvements are possible above that of a single gap cell made of the barrier material. 
For example, one study performed by Bamham*^ and coworkers indicates that efficiency 
improvements on the order of 2:1 are possible in some cases. However, this conclusion 
was based on the white light efficiency of the devices and used only one baseline cell for 
reference, which could have been of inferior quality. In their study, they grew an 
AlxGai xAs/GaAs pin device with a mole fi-action of aluminum 0.3, which, as will be 
illustrated later, is a much lower efficiency choice of materials than could have been 
selected. In another test by the same authors, they reported an improvement of 1.2; I for 
an identically designed cell with a greater background doping level. However, they did 
not compare any of their results to a similarly constructed bulk GaAs cell with no 
quantum wells.
Another group of researchers performed a more detailed experimental analysis of 
the AlxGai.xAs system, this time using a mole fi-action of aluminum of 0.2, again not the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
7ideal choice. These authors, Ragay et al., "  used a high pressure xenon lamp tuned to 
match the intensity from one sun illumination. After normalizing the efficiencies of the 
MQW cells to a reference efficiency of 1.0 for the GaAs bulk cell, they reported that the 
bulk AlxGai.xAs cell had an efficiency of 0.57, and all of the MQW configurations to 
have efficiencies between 0.59 and 0.66. They therefore concluded that the incorporation 
o f the quantum wells leads to increased efficiencies over the baseline AlxGai.xAs cell, but 
do not exceed the ideal single-gap cell o f GaAs. However, as with Bamham’s 
experimental results, these authors used a higher mole fraction of aluminum than the 
mole fraction this thesis predicts as ideal.
These experiments indicate the need for an accurate model to help design an 
optimal MQW cell. The number of design choices can not be optimized by the trial and 
error approach employed to date. Quantities such as well width, barrier material mole 
fractions, number of wells, doping levels, and device dimensions can all be optimized 
with an accurate model based on the underlying physics of the device behavior. The 
theoretical models presented to date make simplifying assumptions that prevent 
identification of influential quantum well effects, and thus are not useful to the device 
engineer faced with design choices.
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CHAPTER 3
PHOTOVOLTAICS
3.1 Solar Cell Operation and Theory 
Conventional solar cells use the potential difference between an n-type and p- 
type region to drive a photogenerated current through an outside load. When an n-type 
semiconductor is brought into contact with a p-type, the difference in Fermi levels 
between the two causes an internal voltage. At equilibrium, the Fermi energies on the 
two sides must be equal, as a difference in Fermi energy would imply current flow. At 
the junction, an electron diffusion current flows from the n-side to the p-side and a hole 
diffusion current flows from the p-side to the n-side. The amount of actual diffusion 
current that flows depends on the junction barrier height, Vb, and the temperature, since 
it is thermal energy enabling the carriers to diffuse across the barrier. This diffusion 
current across the junction creates a charge imbalance from simple charge continuity 
requirements. This charge imbalance manifests itself in the form of ionized dopants in the 
region of the junction as indicated in Fig.2. This creates an electric field in the direction 
of the p-type side as a result of the positively ionized donors and negatively ionized 
acceptors. The electric field attracts minority carriers and returns them to the majority 
side causing a drift current. At equilibrium, the two currents balance and the total current 
is zero. The electron and hole currents are expressed in one dimension as:
8
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9J n = R i ^ n n Ê  + q D „ ^  (3-1)
ax
J p = ^ f i p P Ê - q D p ^  (3 -2)
Jn.p -  electron, hole current density (A/cm^) 
q -  electron charge magnitude (coulombs) 
electron, hole mobility (cmW-s)
E -  electric field (V/cm^)
Dn.p -  electron, hole diffusion constant (cmVs)
The two terms in the current density equations are often called the recombination 
current and generation current, corresponding to the diffusion current and drift current. 
They are called such because the diffusion of electrons, for example, from the n-region 
into the p-region side generally results in recombination with the majority carriers 
(holes). The drift current results from generation of electron hole pairs near the junction. 
The minority carriers then feel the internal electric field, which pulls them across the 
junction. For example, an electron in the p-region will feel the electric field from the 
positively ionized donors and be pulled into the «-region.
Under illumination, the equilibrium of the situation becomes disturbed due to the 
addition of photoexcited carriers. A photoexcited electron in the p-region will feel the 
electric field of the junction and be pulled to the «-region. This is the photocurrent or 
illumination current. Unlike the situation under thermal equilibrium however, 
photoexcited electrons in the p-region drift to the «-region more readily than electrons 
photoexcited in the «-region diffuse to the p-region. As a result of this disparity, a net 
current flows from the «-type to p-type side, keeping in mind the convention that the 
direction of current flow is opposite the direction of electron motion.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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In the case of no external connection between the two sides, the populations of 
the majority carriers will increase. The increase in carrier population decreases the 
number of ionized dopants, with a subsequent reduction in the field strength. The 
reduced field strength attracts fewer minority carriers and allows more majority carriers 
to diffuse across the region until a new equilibrium is established. The new equilibrium 
thus has a lower built-in potential, and the quasi-Fermi energy levels shift towards the 
conduction band edge in the «-region and the valence band edge in the p-region. The 
difference between these quasi-Fermi levels gives Voc, the ideal open-circuit output 
voltage. The actual voltage will be somewhat less because o f recombination of carriers in 
their flow to the contact.
If an external connection is established between the regions, the increased 
majority carrier concentrations will be attracted to the other region through the wire. 
Electrons for example, will travel firom the «-side through the circuit to the p-side. If no 
load is inserted, the voltage between the two terminals equals zero and the short-circuit 
current, Jsc, flows through the wire. The short-circuit current ideally equals the 
photogenerated current, but this is not the case in reality, since there is a diffusion 
current in the other direction across the junction causing recombination. The ideal power 
extractable from the cell is P= Voc Jsc though, as mentioned, several mechanisms prevent 
attaining this goal. As a result, a maximum power output operation point exists with a 
voltage less than Voc and current density less that Jsc- To find this maximum power point, 
a relationship must be established between the voltage and the current density.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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The current density equations (3.1 and 3.2) provide for only half the story for the 
power output; the voltage must still be calculated. The voltage is provided by solution to 
the Poisson equation given as:
V — electric potential (Volts)
N~^  -  ionized acceptor dopant density (/cm^)
Vg — ionized donor dopant density (/cm^) 
e -  dielectric constant (C^/J-cm)
«6-electron density in the bulk (/cm^)
Pb — hole density in the bulk (/cm^)
The final equations needed to solve for currents and voltages are the carrier 
continuity equations which account for particle conservation in the device. These are 
written as:
Gb -  photogeneration rate in the bulk (/cm^-s)
Ub — recombination rate in the bulk (/cm^-s)
In these equations, the time rate of change of the carrier concentration is assumed 
to be zero since the concern is for steady state conditions. The subscript b on the 
electron and hole density variables refers to bulk densities for reasons that will become 
apparent later. The photogeneration rate expresses the number of carriers being created
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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from absorption of light energy, while the recombination rate expresses the number of 
carriers lost through recombination with the opposite carrier type.
For a device without quantum wells, equations 3.1-3.5 can be solved 
simultaneously to provide the current density as a function of the output voltage. 
Choosing the maximum product of current and voltage then yields the maximum power 
available and the peak efficiency of the device.
3.2 Efficiency Calculations 
The end goal of any solar cell work is to maximize the conversion efficiency. A 
total average power reaching the surface of the earth is 844 W/m^, but it is not possible 
to reach that mark in output power. The incident solar energy to the earth’s surface takes 
the form of a frequency spectrum called “AMI .5 radiation.” This spectrum has 
absorption lines from scattering mechanisms in the atmosphere but generally follows the 
form of 5800K blackbody radiation. Figure 3 shows the incident spectrum, comparing it 
to a 6000K blackbody spectrum, which approximates the solar irradiance before 
atmospheric attenuation. It turns out that the optimal band gap as far as efficiency is 
concerned is at about 1.35 eV, which is equivalent to a wavelength of 0.915pm.
There are several fundamental loss mechanisms associated with semiconductor 
photovoltaics. The first of which is that any photon with energy less than the bandgap of 
the material will not be able to promote an electron to the conduction band. The second 
loss results from the waste of any photon energy in excess of the semiconductor band 
gap. An absorbed high energy photon creates an excited electron that is initially in a hot 
state above the conduction band edge, but almost immediately loses this excess energy
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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by thermal relaxation down the conduction band edge. At the optimal bandgap, a 
sufficient number of photons are absorbed with minimal energy loss from thermalization. 
Luckily, just such a material exists in the form of gallium arsenide (GaAs; Eg=l .42eV), 
and therefore is used in most high efficiency solar cell devices. GaAs also has the 
advantage of being a direct bandgap material with high electron mobility, therefore more 
photons are absorbed per centimeter and photoexcited carriers have a longer diffusion 
length.
3.3 Quantum Well Solar Cells 
The idea behind the introduction of the quantum wells into a pin solar cell is that 
the smaller bandgap quantum well will absorb lower energy photons that the bulk 
material normally would transmit. The increased collection of photons then creates more 
electron-hole pairs and thus more output current. The output voltage can still remain 
high as long as the quantum wells do not increase the recombination rate too 
significantly.
To quantitatively examine the effect of the quantum well on the bulk device, the 
transfer of electrons into and out of the well must be accounted for. Furthermore, the 
recombination and non-linear absorption in the wells must also be quantified. These 
values take the form of rates that can be added to the continuity equations (3.4 and 3.5) 
as follows;
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
14
Resc-n,p -  rate of escape from the quantum well of electrons, holes (/cm^-s) 
Rcapt-iup — rate of capture from the bulk into the quantum well of electrons, holes (/cmP-s)
The signs of the terms in equations 3.6 and 3.7 reflect whether carriers are 
entering or leaving the region. For example, carriers escaping the quantum well enter the 
barrier region and thus are a positive contribution to the continuity equations. Carriers 
being captured by the quantum wells leave the barrier region to enter the quantum well 
and therefore count as a negative contribution to the continuity equations.
This work assumes that the rates of carrier capture from the bulk into the well,
and carrier escape from the well into the bulk, can be approximated with carrier density
independent time constants as follows:
p (3.8)
^ e s c - n  _  ’ ^ e s c ~ p  -
*'erc-n ^ e s c -p
R = - ^  R = _ Æ _  (39)
^ c a p i - n  1 ^ c a p t - p
’'c a p -n  ^ca p -p
W n ,p - characteristic time constant for carrier escape from the quantum well 
(seconds)
Tcap-n.p -  characteristic time constant for carrier capture from the bulk (seconds)
Hy,- electron density in the quantum well (/cm^)
p„ -  hole density in the quantum well(/cm^)
This approximation relies on the fact that the quantum wells are in the depletion 
region of the device, which extends across the width of the intrinsic region. As a result, 
the bulk carrier density and quantum well carrier density both remain far below the
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density of states available. Furthermore, the small dynamic range o f operation for the 
device means that the carrier densities will not change by many orders of magnitude so 
that the rates can be approximated as constants with respect to the carrier density. A 
further approximation needed to maintain the validity of these rate equations is that only 
low levels o f injection are permitted, which means that the model may not be suited to 
high solar concentration applications.
To account for recombination and generation in the quantum wells, a second set 
of particle continuity equations for the quantum wells are employed as follows:
dt
A  + C . - £ / . = 0
d^ '^ cap.p "^ ac.p
w
Gw -  generation rate in the quantum wells (/cm^-s) 
Uw- recombination rate in the wells (/cm^-s)
The quantum wells are assumed to fully bind the carriers such that no motion 
occurs in the growth direction. This way, no current gradient term is necessary in the 
quantum well continuity equations since this is a one dimensional simulation in the 
growth direction. The generation term reflects only the absorption o f photons with 
energies contained in the quantum well. Photons with energies at the barrier bandgap and 
higher are accounted for by the generation term for the bulk continuity equations (3.6 
and 3.7). Likewise, the recombination term accounts for only recombination of carriers 
confined in the quantum well. The bulk continuity equations (3.6 and 3.7) account for 
the carriers spatially in the well but energetically above it.
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To account for the addition of carriers in the quantum wells, the bulk Poisson 
equation (3.3) must be modified to include the additional charge as follows:
a V  g r  ^  1 (3.12)
= - ^ r i ^ - P b - p A
The modified Poisson equation contains two additional terms. The first, ««,, 
represents the electron density in the conduction quantum well, and the second, pw, 
represents the hole density in the valence band quantum well.
In the solution of equations 3.6, 3.7, 3.10, 3.11, and 3.12, the model assumes 
that the current comes entirely from the bulk carrier contribution so that carriers in the 
wells must escape to the bulk to contribute to the current as indicated in Fig. 1. 
Furthermore, the model assumes that the density of states energetically above the 
quantum well, but spatially in the well, mimics that of the barrier region. That is, a 3-D 
density of states is assumed for energies above the quantum well, with a 2-D density of 
states for energies in the well. With this assumption, the terms for recombination, 
generation, and current gradient in the bulk continuity equations (3.6 and 3.7) need not 
be altered when spatially in a quantum well.
The above system equations (3.6, 3.7, 3.10, 3.11, and 3.12) are solved 
simultaneously to provide the current-voltage relationship for a quantum well solar cell.
In addition to the above equations, several auxiliary equations are included to provide 
physical descriptions of the quantum well rates. Descriptions of the models used for 
these rates begin in chapter 4.
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CHAPTER 4
MODELING TRANSPORT, OPTICAL, AND QUANTUM 
CONFINEMENT PARAMETERS
4 .1 Bulk Models 
The skeleton of the simulation relies on the drift-difEusion model for a single 
bandgap p-n junction system. The drifl-diffusion approach requires an accurate 
assessment of different material parameters used for the bulk material if the simulation is 
to provide anywhere near accurate results. However, since the thrust of this work is the 
study of the effect of the quantum wells in the photovoltaic device, relatively less 
emphasis is given to the degree of sophistication of the models used for bulk 
recombination, generation, and other material parameters. The models and values used 
for the bulk material are known to be in the right orders of magnitude and are not varied 
between devices. In effect, the results provided by the simulation show trends in the data, 
though a more precise implementation of the bulk parameters is required before the 
model can make exact quantitative predictions to real device behavior. For a list of 
values used in the program, refer to Appendix 1.
4.1.1 Bulk Material Models
The model can account for an arbitrary mole fraction of aluminum in the bulk
material by varying the effective masses, energy gap, dielectric constant, and carrier
17
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mobility. The effective mass in the valence band is taken to be that of the heavy holes 
exclusively with no light holes contributions. However, the light hole effective mass is 
used in the quantum well hole escape model. Also, because indirect valleys in the 
conduction band contribute to the electron escape rate from the quantum wells, the 
effective mass in these valleys is also required. The electron effective mass relations used 
are given by:*'^
(4.1)r  valley m* = 0.0067 +  0.083%
L valley ffhmnsven. = 0.0754(GuAj)
L valley ^Lgimdinal = l - 9 ( G o A s )
X valley = 0.23(GoAj )
X valley ^longitudinal = 13(GuAj)
The hole effective mass used for the continuity equations is the perpendicular 
effective mass and is what is typically used in non-quantum confined situations. In the 
case of a hole trapped in a quantum well however, the in-plane effective mass must be 
used, which is denoted by a parallel symbol. The following express the values used for 
hole effective masses:*^
m;,_,=0.24 (4.2)
mlh-x. =0.62 + 0.14%
= 0.087 + 0.0 + 63%
The low and high frequency dielectric constant for an AlxGai.^As alloy depend on 
the mole fraction of aluminum and are expressed as;*®
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1 +  2 ^h-AIAs  ^ ^  ( j  _  j p )  ^h-C oAs  ^
L ^ h - A lA i k^-CoAx ■*■ 2. (4.3)
1-JC ^h-AIAs  ^ ^
^ h - A lA s  ■*■ ^ ^h-GoAs
1 +  2
£fowW =
^ " * ^ - + ( 1 - % ) ^ ' - ^  I
^l-A lA s  ■*■ ^ l^-GoAi
l - x “'/—i4Mr
- 1
+ (1 -% )^ CTdAj
- 1
^l-G aAs  ■*■ 2
In these equations, £h.AiAx and Eh-caAs are the high frequency dielectric constants of 
AlAs and GaAs respectively. The constants £[.aias and Ei-coAs are the low frequency 
dielectric constants of AlAs and GaAs respectively. These values for these constants are 
given in Appendix 1.
The simulation uses a mole fraction of aluminum dependent expression for 
mobility that depends on the dielectric constant of the AlxGai.^As compound as well as 
the effective mass. These relations are given by:*’
m*(GoAs)
1 1
fin =■
V ^h-GoAs ^L-G aAs J
-fin-
(4.4)
'n GoAs
m„ (AlGoAs)
U a- AIGaAs '^L-AlGaAs
mp(GoAs) 1-5
fip =
'h'“GoAs GaAs J
m'AAlGoAs)
1 1 \  fip-G oAs
V ^h-AlGoAs ^L-AlG aAs J
The diffusion constants are related to the mobilities through the Einstein 
relations. The model assumes the validity of the simple Einstein relation that is based on 
the non-degenerate Boltzmann statistics. In this limit, the diffusion constants are 
expressed as:
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Perhaps the most influential of all material parameters is the energy bandgap 
dependence on the mole fraction of aluminum. For mole fraction of aluminum below 
0.42, AlxGai-xAs is a direct bandgap with the F, L, and X valley bandgaps given as:**
Eg(Xvalley) =  1.424 +1.247% (4.6)
Eg{Lvalley) =  1.708 + 0.642%
E , ( Xvalley) = 1.900 + 0.125% + 0.143%’ 
where the energy bandgap. Eg, is given in eV.
Mole fractions of aluminum above 0.42 cause the L-valley bandgap to become 
smaller than the F-valley gap, and the compound becomes indirect. As will be seen later, 
the relation between these energies will create escape paths for electrons residing in the 
higher energy valleys.
4.1.2 Bulk Recombination 
Recombination of carriers in the pin solar cell leads to degradation o f output 
voltage and ultimately limits the efficiency obtained. Since this simulation is for low 
concentration sunlight. Auger recombination is presumed to be negligible. The model 
therefore includes radiative recombination and recombination through trap states in the 
forbidden energy band. The radiative recombination is represented by:
Urad =r(np-noPo) 
r -  radiative recombination rate (cmVs)
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n,p — electron and hole densities (/cm^)
/io,Po—equilibrium electron and hole densities (/cm )
The recombination through traps is represented by the familiar Shockley-Read- 
Hall (SRH) expression, with constants given in Appendix 1 :
<7„(ra +  n,.) +  o-p(p +  « ,)p
<Tn.p -  capture cross sections for electrons and holes 
Vt -  thermal velocity of electrons = -j3k^T/m*
N t -  density of trap states
The total recombination rate in the bulk is simply the sum of the non-radiative 
and radiative components. In most situations the non-radiative dominates since 
AlxGai.xAs alloys tend to have the aluminum and gallium cluster inhomogeneously, 
creating many recombination centers. For comparison purposes, the trap density and 
capture cross sections were kept constant regardless of the mole fraction of aluminum 
and even when evaluating a GaAs device. Such inflexibility in the non-radiative 
recombination thus tends to underestimate the performance of the pure GaAs devices.
4 .1 .3 Bulk Generation 
The generation term in the continuity equation depends on the amount of light 
the material can absorb, which is described by the absorption coefficient. The absorption 
coefficient for the AlxGai.xAs region is assumed to be similar to the absorption for GaAs, 
since typically small values of mole fraction x  are used. The model then neglects any 
possible changes in absorption from degenerate carrier concentrations, bandgap
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shrinkage, or electric field effects. With these approximations, the absorption coefficient 
is given by:*’
With this knowledge of the absorption coefficient, the generation rate is obtained 
by multiplying the absorption coefficient by the number of available photons at each 
wavelength. Absorbed photons are treated with an exponential absorption factor, which 
accounts for the reduced number of photons available deep in the device. The model 
assumes a unity internal quantum efficiency so that every photon absorbed creates an 
electron hole pair. Though not necessarily always true, spectral response studies indicate 
the approximate validity of this assuirçtion.’** Also, assuming a reflection coefficient of 
unity and neglecting shading firom metal contacts, the generation term is given by:
(4.10)
G.(x)=f '
f
exp -Joc(A)dx
V 0
Nphoton -  AM 1.5 incident solar energy flux (/cm’-pm-s)
X -  distance from fi-ont surface (cm)
a(X) -  absorption coefficient given previously (/cm)
A -  wavelength (pm)
Xc- critical wavelength: maximum absorbable wavelength
4.2 Quantum Confinement 
Carrier confinement in potential wells leads to quantization of allowed energies 
for the carriers. The discrete nature of these energies results in markedly different 
behavior than the near continuum of allowed energy levels in bulk material. Furthermore, 
the quantum confinement brings forth the wave-like nature of particles, resulting in a 
probability function that determines the particle’s position. Both the eigenenergies and
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the eigenfunctions are needed for accurately determining the quantum well absorption, 
recombination, capture, and escape. The solution to the Schrodinger equation yields 
these quantities, which is solved self-consistently with the Poisson and continuity 
equations using the Transfer Matrix Method (TMM).’* The time-independent, field- 
dependent Schrodinger equation within the effective mass approximation reads:
A’ d  1 d  . . 
l d x m * ( ,x ) d x ^ vX x) = Ei\ff.Xx) ^
Ei -  energy level of subband i (eV)
y/i(x) -  envelope wave function (/cm^ ) for energy level i
m*(x) -  effective mass as function of position (Kg)
h -  reduced Planck’s constant
V(x) -  potential profile in the device (volts)
The Transfer Matrix Method discretizes the quantum well and the surrounding 
barrier into small steps of equal potential to form a staircase profile. On each step, 7 , the 
wave function is then expressed as:
wU) = A ,« ' '( " 'I + a ,« -" ( '- ''I  '3)
where Aj and Bj are complex constants to be determined.
At the interface between steps the eigenfunction and its first derivative are 
continuous. Furthermore, the wavefunction obeys boundary conditions of vanishing 
magnitude after penetrating an infinite distance into the barrier. The constants are then 
found by matching boundary conditions at the interfaces and by choosing the coefficients 
appropriately so that the wavefunctions vanish at a distance far into the barrier. The total
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wavefunction is then formed by combining the wavefunctions from each step. The 
method accounts for an arbitrary potential profile as well as position dependent effective 
masses between the two materials. It should be noted here that this method applies when 
the effective mass approximation holds, as in the case of the lattice-matched 
AlxGai-xAs/GaAs system. However, strained layer systems such as InGaAs/GaAs cause a 
breakdown in the effective mass approximation at the interface and the TMM is no 
longer valid. Also of importance, the program treats each well as an isolated structure so 
that tunneling between the wells is neglected.
In the presence o f an electric field, the eigenenergies shift to higher energy as 
referenced by the bottom of the well, which in Fig.4 is the comer of the well located at 
160Â. This shift could be expected since it is well known that a narrower well has its first 
eigenenergy higher than a  wider well. The applied field causes bottom of the square well 
to slant to a triangular shape and thus acts as a narrower well in an electric field. 
However, the energy required for an electron to make the transition between the n=l 
energy levels in the conduction and valence subbands actually decreases with increased 
field in a phenomenon known as the quantum confined Stark effect (QCSE). This is a 
purely geometric effect that occurs from the relative shift between the conduction and 
valence subbands. In reference to Fig. 4, as the bottom of the well shifts from the electric 
field, the relative distance between the bottom of the well and the subbands varies. As a 
result, the energy separation between the n=l conduction subband and the n=l valence 
subband becomes smaller with increasing electric field. This effect is important for the 
solar cell operation since an increase in electric field strength results in the absorption of
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lower energy photons. Another important quantum confinement effect is the number of 
allowed eigenenergies for a given electric field. As the field increases, the top 
eigenenergy can shift to a high enough well energy to no longer be confined. When this 
occurs, one less subband exists to absorb photons, as indicated in Fig. 4.
The level and number of eigenenergies also depend on the well width as 
illustrated in Fig. 5. The wider well widths have more eigenstates with energy levels 
closer to the bottom of the well. As is illustrated later, the sudden inclusion o f another 
eigenenergy with increasing width or decreasing field leads to some non-linear behavior 
in the device performance.
The electric field also affects the wavefunctions by shifting the probability 
distribution in accordance with the carrier charge. The opposite charge of electrons and 
holes cause their wavefunctions to shift in opposite directions in response to an electric 
field. As a result, processes that require both electron and hole contributions can be 
decreased as the confined electrons and holes shift towards opposite sides of the well as 
indicated in Fig. 6 . Since the wavefunctions are physically probability distribution 
functions, a useful quantity for these processes is the wavefunction overlap integral, 
which is the integral over all space of the electron wavefunction times the complex 
conjugate of the hole wavefunction. The overlap integral then provides a probability that 
an electron and hole will reside in the same location in order for a band-to-band 
transition to occur.
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4.3 The Rate Equations 
The various rates governing carrier dynamics in the well and the bulk were 
acquired from different models available in the literature. This section describes each of 
these models, as well as the rationale for its choice in cases of disagreement in the 
literature. The rate models were typically selected for their agreement with experiment 
rather than ideal models since the goal was to produce a model that could as accurately 
as possible illustrate the effects of the quantum well carrier dynamics.
4.3.1 Quantum Well Carrier Capture 
The capture of carriers into the quantum well is the least understood 
phenomenon that this thesis deals with. The lack of understanding results from the 
inability to directly measure this rate, as well as the complex physics involved. A carrier 
spatially in the well but energetically above the quantum well can “fall” into the potential 
well by losing some of its energy. This occurs through scattering processes such as 
impurity, defect, and for the case of GaAs, especially polar optical phonon (POP) 
scattering. To accurately model the phonon scattering, the wavefunction must be known 
for the energy states before and after the scattering process. In the case of the quantum 
well solar cell, the potential wells are in a region of non-negligible electric field, with the 
result that the coherence length of a bulk carrier’s wavefunction is short and somewhat 
unpredictable. As a result, the Schrodinger wave equation becomes difficult, if not 
impossible to solve. With this lack of knowledge about the initial state of the energetic 
carrier, there is no way to predict the scattering rate expected for the well. There has 
been analytical work that has provided some qualitatively reasonable results using
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Fermi’s Golden Rule in a separate confinement heterostructure with no electric 
field,” ’’’’’'* but such an approach is not amenable to the numerical method used in this 
work.
Instead of trying to analytically account for scattering, the simulation uses a best 
fit of the empirically derived capture time for an Al^Gai-xAs/GaAs well as reported by 
Blom and co-authors.”  The authors used two types of photoluminescence experiments 
to measure the overall capture time in a separate confinement heterostructure (SCH).
The overall capture time comprises the diffusion limited traversal time from the barrier to 
the well regions, plus the local scattering time to be captured into the well. The authors 
performed photoluminescence experiments, which indicated the population of the 
carriers decayed exponentially. It can therefore be concluded that the rate of change in 
the density of carriers energetically above the well but spatially in the well region obeyed 
an inverse dependence on the local capture time.
The scattering time was extracted firom the experimental data by using known 
values of the ambipolar diffusion constant (25 cm’/s) coupled to a rate equation similar 
to the continuity equations 4.1 and 4.2. The rate equation Blom’® employed was field 
independent and neglected carrier recombination and escape, since the temperature was 
maintained at 8 K.”  They then varied the local capture time to fit the overall decay time 
observed by the photoluminescence. The authors reported this local capture time as a 
function of GaAs well width for AlojaGao.evAs barriers. However, the dominant 
mechanism governing the local capture time is not the well width, but rather the energy 
separation between the 3-D continuum above the well and the 2-D density of states in
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the well. Using the Schrodinger solver to obtain the energy levels present for each width 
o f Blom's results, data was then tabulated of the well-width-normalized local capture 
time versus the energy separation. The data expressed the capture time in terms of an 
inverse capture velocity as a function of energy separation to account for the well width 
dependence of the capture time as indicated in Fig. 7. The noisy nature of the data stems 
from the graphical method by which the data was extracted from Blom's results. The 
local capture time for a given energy separation and well width is the point on the curve 
of Fig.7 representing the given energy separation multiplied by the well width.
The capture time used in the continuity equations is then a look-up value from 
the graph that is normalized to the well width. In this fashion, the capture time retains its 
energy difference dependence as well as well width dependence. The only electric field 
dependence stems from the varying subband energy with electric field, which results in a 
different look-up value from the graph. A more thorough description would include the 
scattering dependence on the carrier velocity (a field dependent quantity) as well as a 
better account of the occupation time in the well region (a velocity dependent quantity). 
The method outlined here yields results in the 0.3 to 4.0 picosecond range consistent 
with those observed in experiment.’*’”
When it comes time to design a working cell, knowledge of the carrier capture 
into a quantum well under different conditions becomes important. To that end. Fig. 8  
shows the effect of an electric field on the electron capture time for various GaAs well 
widths in Al0 .2Ga0 .gAs. The behavior for different mole fractions is similar, since the 
capture rate depends only on the energy separation between the continuum on the top
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subband. The capture time dependence on well width is an even more important 
consideration than the field dependence. As observed in Fig. 9 and Fig. 10, the capture 
time exhibits an oscillatory behavior that results from the inclusion of additional 
eigenenergies with increasing width. Comparison of Fig. 5 and Fig. 10 reveals that every 
time an additional eigenenergy becomes bounded, the capture time experiences a steep 
decrease. This behavior is consistent with theoretical predictions of the behavior of 
electron scattering.
The capture time for holes is even harder to evaluate, either analytically or 
experimentally. The holes, being heavier than electrons, have a higher density of states in 
the quantum well than the electrons. Therefore, the hole capture proceeds faster since 
there are more final states to scatter into, as governed by Fermi’s Golden Rule. The best 
estimates available place the hole capture time at 0.3 picoseconds, so the holes are 
typically captured into the well an order of magnitude faster than electrons.’*
Experimentally, the capture times are measured through photoluminescence 
techniques. A quantum well sample is irradiated with short pulses of laser light tuned to 
the bandgap energy. The subsequent light emitted by radiative decay indicates the energy 
location of the excited carriers, either at the barrier energy or the quantum well energy. 
The carrier capture rates can be obtained by measuring the time constant of the 
exponential decay of the luminescence intensity at the barrier energy, and then 
correlating that time to the initial increase in luminescence at the quantum well energy. 
However, since the radiative decay that produces luminescence requires both an electron 
and a hole, the photoluminescence from the well depends on the carrier with the slowest
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capture rate. The photoluminescence therefore provides little information about the 
particle with the faster capture rate other than indicating that it is captured relatively 
faster. With lack of better knowledge about the capture of holes, the model presented in 
this work assumes a constant hole capture time of 0.3 picoseconds. Though perhaps not 
exact, the fact that it is faster than the electron capture rate causes a positive charge 
build-up in the quantum well which decreases the electric field that aids the electron 
escape. As is shown in chapter 6 , inaccuracy in both the electron and hole capture rates 
can lead to rather substantial variation in the device performance.
4.3.2 Quantum Well Carrier Escape 
Carriers occupying the quantum wells do not contribute to the current flow and 
must escape the energy confinement to be of use. The simulation uses an escape model 
that incorporates the 2-D density of states, quantum energy levels, electric field 
dependence, and temperature effects developed by Moss.”  For electrons, the effects of 
indirect valley occupation are considered, and for holes, the effects of light and heavy 
hole mixing are included. Though Moss’s model includes the effect of Fowler-Nordheim 
turmeling, this thesis neglects that escape path since the low field operation of the solar 
cell causes thermionic emission mechanisms to dominate the total escape rate.”
The model assumes thermal equilibrium between the carriers in the well and the 
crystal lattice, so that constant quasi-Fermi levels can be used to describe the electron 
and hole population. Since the escape time is known to occur on a scale of tens of 
picoseconds at fastest’'* and the intersubband relaxation is known to occur on a time 
scale of 500 femtoseconds,”  using a Fermi level to describe the quantum well
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populations is approximately valid. Since the quantum wells reside in the intrinsic, 
depleted region of the device and the device is under low illumination, the carrier 
densities are non-degenerate, and they can then be accurately described using Boltzmann 
statistics, as required by Moss’s model.
Moss’s model begins by assuming a 3-D density of states for energies above the 
well and the standard 2-D density of states in the well. The thermionic emission rate is 
then basically the time required for confined carriers to be thermally excited to the 
energy continuum above the well. The well population can then be expressed in terms of 
a rate equation as:
dN -  N  (4.14)
~ L t
Here, N  is the carrier density population for a single well, T is the escape time and 
'^^=d/vz where d is the well width, and v- is the carrier velocity perpendicular to the well 
plane. The term f(E(k)) is the occupancy factor and the second part of equation 4.14 
holds because of the validity of Boltzmann statistics. E(k) is the distribution of energies 
for the momentum vector k. Using the parabolic band assumption and the bulk effective 
mass for the F valley the expression for E(k) is:
A’ ( k j + k ’ + k ’ ) (4.15)
Upon integrating equation 4.14, the thermionic escape time results as:
1 m-
exp
K T
(4.16)
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ÙÆ,[Ë) = E p ^ ~
However, this result depends on the carrier density in the well and the quasi- 
Fermi level. Using the 2-D density of states, the carrier density for a given subband in the 
well for a given quasi-Fermi level is found to be:
k.Tm *.
f l ;  —
Tth^d
-In
f  E f -  E,. V
1 + exp
(4.17)
Using the conventional density of states for the continuum above the well 
provides the bulk carrier density and thus the total density in the well. Substituting the 
total density into equation 4.16 yields the result for electrons:
exp[(AE6"^)u(- AE^) /  ArT]exp(- AE, / A:T)}
with the following expressions:
+ j;c +
r  .>72 m.
d =■
A’ o A£,(Ê) 
2 m * k T ' kT
AE, = E ,-E ;r '"
4 m*
(4.19)
(4.20)
(4.21)
(4.22)
The subscripts t and I refer to transverse and longitudinal effective mass for the L 
valley and x is a dimensionless number used in the integral over the bulk density o f states. 
Equation 4.18 accounts for both F and L valley escape mechanisms but neglects X valley 
contributions since they are known to be small.’® Figure 11 shows the model’s prediction
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of electron escape time for various mole fractions o f aluminum in the barriers as a 
function of well width. A constant electric field of lOkV/cm is used since this is the 
neighborhood of the field seen by most of the quantum wells at the maximum power 
point of device operation.
Following a similar line of reasoning for the quantum well hole escape, the 
following expression is derived by Moss:
The following expressions relate to the hole escape time equation:
a jx ^ e ~ ^ d x -^ B u ,e
+ a -1
a  =
dhh =
3
4
1 A’m”
/cT
1 A’m”
M  =
(4.23)
(4.24)
(4.25)
(4.26)
(4.27)
(4.28)
The hole expression incorporates the effects of both light and heavy holes, as 
well as including a term to account for the band mixing. In both the electron and hole
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cases, however, parabolic bands are assumed. Figure 12 depicts the hole escape times as 
a function of well width for the same conditions used in the plot for the electron escape 
time (Fig. II).
It will be useful to understand how the electron and hole escape times vary with 
electric field. Their response to a given electric field will help guide decisions for device 
dimensions and alloys constituents. Therefore, Fig. 13 is presented to illustrate the 
electron escape time versus electric field for various well widths and mole fractions of 
aluminum. As could be expected, the smaller mole fractions of aluminum yielded faster 
escape times due to the decreased barrier height. Figure 14 provides the hole escape time 
versus electric field for various well widths and mole fractions of aluminum. The hole 
escape time follows a trend similar to the electron escape times, but notice that the holes 
typically escape faster than the electrons for a given set of conditions. This is due to the 
lower barriers of the valence band quantum wells, which provides an easier escape path.
The electron escape times predicted by this model agree very well with those 
predicted by experiment as indicated in Moss’s work.”  The hole escape times agree very 
well for cases of high mole fractions of aluminum (x-0.4), but begin to deviate some 
from experiment for the lower mole fraction cases. In any case, since the escape time for 
both carriers occurs much faster (several orders of magnitude) than the recombination 
time, the escape efficiency remains near 100 percent somewhat regardless of its exact 
value. This efficiency has also been described elsewhere.’*
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4.3.3 Quantum Well Generation 
The most important aspect of the quantum well device depends on the well’s 
ability to absorb the lower energy photons. A full quantum mechanical treatment of the 
well absorption that relies on oscillator strengths, heavy and light hole mixing, non­
parabolic band structure, and excitonic behavior is overly detailed for solar cell purposes 
and beyond the scope of this work. However, a semi-empirical model by Lengyel and co­
authors”  shows good agreement with experiment over a range of well widths useful for 
the AlxGai-xAs/GaAs solar cell.
There is some discrepancy in the literature as to the exact magnitudes of 
absorption expected from a quantum well. Calculations predict peak absorption values as 
high as 45,000 /cm for 100Â wells in AlojzsGaojsAs with no electric field,‘***and as low as 
10,000 /cm for a 94Â well in Alo.19Gao.g1 As with no electric field.'** Experimentally, peak 
absorption values range from about 12,000 /cm for a 98Â well in Alo.4Gao.6As with only 
the built-in electric field,'*’ to about 20,000 for a 105Â well in Alo.3 2Gao.6 8As at 15 
kV/cm.'*’"'*'* Since the semi-empirical modeling by Lengyel shows good agreement with 
some of the experimental data, this thesis uses the same approach to model the quantum 
well absorption. Later, the uncertainty in absorption will be shown to be a dominant 
factor in the imprecision o f calculated efficiencies.
Absorption in the quantum well occurs as an electron is promoted firom a valence 
subband to a conduction subband. Though all possible subband transitions can occur, the 
overlap integral for the subband wavefunctions make certain transitions unlikely.
Referring back to Fig. 6, it is apparent that the overlap of like numbered energy levels
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(for example, n=l in the conduction band to n=l in the valence band) is much higher 
than the overlap between dissimilar numbered subbands (for example, n=l in the 
conduction band to n=2 in the valence). Therefore, the like numbered transitions 
dominate the absorption spectrum, with only small contributions from the others.
Previous researchers found that a Lorentzian curve fits the absorption spectmm 
with appropriate choice of line width.”  This line width can be derived from physical 
principles to yield a meaningful absorption coefficient. The line width employed in this 
work is considered to be dominated by the phonon broadening, with contributions from 
well width fluctuations and impurities.”  In this work, a fixed value of the linewidth is 
used based on the value from a 98 A well in a 10 kV/cm electric field for a mole fraction 
of aluminum in the barrier of x=0.4. Though the linewidth will vary with width and 
electric field, its value should not change significantly around the fixed value employed 
throughout this thesis.
Experimentally, Lengyel and co-authors”  found an inverse dependence of the 
absorption on the well width. With this observation and the knowledge of the overlap 
integral, they formulated the following expression for the absorption coefficient:
1 +
{Eq -  hcû)
21-' (4.30)
E o-  transition energy of the heavy hole exciton
Fhh -  half width of half maximum of the Lorentzian curve: 10.0 meV
The term in braces is the Lorentzian line fit curve and is given by the 
following semi-empirical relation:
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(4.31)
d  — quantum well width 
C — empirical constant: 16000 nm/cra 
oCbuik -  empirical absorption term: 5500 /cm
The overlap integral in equation 4.31 uses the free carrier, implying that the 
excitonic binding does not affect the overlap. Though this is indeed an approximation for 
simplification purposes, the small exciton binding energy (7.3 meV) encountered”  
should not affect the overlap integral significantly.
The absorption coefficient based on a Lorentzian curve fits experimental data 
well on the low energy side of the spectrum. On the high energy side the fit is not as 
good, but it is believed to be within a factor of two. Figure 15 shows the absorption 
coefficient for a 100Â GaAs quantum well in AlojGao.yAs for two constant electric fields. 
As indicated, the dominant transitions occur from like numbered subbands and all other 
transitions are greatly suppressed. Though only the heavy hole transitions are indicated, 
the simulation crudely accounts for the light holes by multiplying the absorption 
coefficient by the ratio of the density of states between heavy and light holes, which 
determines their relative populations.
For device design considerations, the absorption peaks should be tuned to the 
particular wavelength of incident light. This simulation uses AM 1.5 solar radiation, 
which has absorption peaks removed from atmospheric scattering as indicated in the 
close-up plot of the spectrum in the quantum well energy range. For example, the 
incident spectrum at an energy of 1.63 has almost a factor of two fewer photons than
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surrounding frequencies. An optimized solar cell must account for this non-linearity by 
having its transition energies tuned to match the spectrum. These transition energies are 
indicated in Fig. 17, which shows the maximum allowed transition energy and indicates 
the number of transitions possible for a given well width and mole fraction of aluminum. 
For example, as indicated in Fig. 17, a 30Â GaAs quantum well in Alo.4 Gao.6As would 
have its only allowed transition occur at 1.62 eV, which coincides with an attenuation 
point in the incident spectrum, as shown in Fig. 16. A solar cell designed in this fashion 
would perform much more poorly than an appropriately designed cell of slightly larger 
well width.
4.3.4 Quantum Well Recombination 
The fundamental efficiency limitation to the quantum well cell results from 
increased recombination in the well. The act of confining carriers in the quantum well 
creates increased opportunity for radiative recombination, since electrons and holes 
remain spatially close to one another for long periods of time.”  This phenomenon finds 
many uses, such as the increased performance of laser diodes and switching devices. In 
the case of solar cells however, the increased likelihood of recombination presents a 
basic limit to energy conversion. It seems that with current growth technology and 
material systems, the non-radiative methods dominate the recombination processes at 
room temperature for the device structures of interest so that the fundamental limit has 
not yet been reached.
The increased recombination rate observed in quantum wells was originally 
thought to arise from enhanced overlap integral and excitonic behavior permitting
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increased band to band recombination.” "®'^ ’ More recently, experimental studies using 
photoluminescence (PL) and photoluminescence excitation (PLE) have revealed a non- 
radiative behavior to the quantum well recombination.®’"®'* The photoluminescence 
technique uses fixed wavelength laser light to excite excess carriers then examines the 
subsequently emitted light as the carriers radiatively recombine. By analyzing the 
intensity of the light as a function of time, the minority carrier lifetime can be measured. 
The PLE technique is similar to this, except that it varies the incident laser wavelength to 
examine the PL decay at different frequencies.
Several features o f the PL experiments indicate that the recombination is non- 
radiative. One such feature is the luminescence dependence on the excitation intensity. 
Strong irradiation produces many excess carriers, which can then fill traps and extend the 
observed PL decay time. Such observations were made on the Al^Gai .^As/GaAs system, 
indicating recombination through traps.®® Another indicator of non-radiative behavior is 
the shape of the decay curve. A mono-exponential photo luminescence decay curve 
indicates that either excitonic or non-radiative recombination mechanisms are present. 
However, for samples where exciton populations are known to be small, the mono­
exponential decay gives clear evidence for non-radiative recombination.®®"®’"®*
One final indication of non-radiative recombination is the rate observed for 
coupled compared to isolated quantum wells. The prime reason for early expectations of 
radiative recombination dominance was the increased overlap of the wavefunctions for 
confined carriers. The increased overlap should then encourage radiative recombination. 
However, if multiple quantum wells are coupled together by small barrier separations.
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direct tunneling between the wells results. Therefore, the wavefunction spreads out 
spanning several wells and the overlap integral drastically decreases. If radiative 
recombination nKchanisms dominated, then reducing barrier widths should reduce the 
radiative recombination rate and thus reduce the total recombination rate. Experiments, 
however, reveal that the opposite holds true and that increased coupling between the 
wells increases the recombination rate.^’
Finally, since observed carrier lifetimes are on the order o f five to ten times 
shorter than predicted by any theory of radiative recombination,^ one must conclude 
that the non-radiative mechanisms dominate the recombination.
The next question emerges regarding the source of the non-radiative 
recombination. One possibility is deep trap centers in the barriers that the carriers can 
reach by tunneling.®* One group reported a correlation of oxygen content in the 
Al^Gai-xAs barrier with the measured lifetime in the quantum wells.®  ^However, 
measurements performed on samples of varying barrier thickness indicate that the 
lifetime decreases with decreasing barrier thickness. If traps were located in the barrier, 
then decreasing volume barrier material would decrease the number of available traps 
and thus extend the carrier lifetime.®  ^The observed decrease in lifetime with barrier 
width indicates that the carriers need only increase their probability of residing near an 
interface, as made possible by the increased tunneling associated with thinner barriers.
Normally, surface and interface recombination is modeled with a surface 
recombination velocity, but this relies on a carrier diffusion term to bring the carriers to 
the interface/surface. Since confined carriers do not diffuse in the direction of the
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interface, the interface recombination can be modeled as Schockley Read-Hall 
recombination with appropriate choices of interface trap density and capture cross 
sections as given by:
^  <^n<^pVTinp-noPo) N s
<7„(n + n,) + <jp(p+ni) d
The trap density in equation 4.8 is replaced by the interface trap density, Ns, 
divided by the well width, d, to distribute the 2-D interface density traps throughout the 
well as a three-dimensional trap density. This inverse well width dependence has been 
experimentally confirmed for room temperature recombination in MBE grown GaAs 
wells in AlojGao.7 As.®^  The capture cross sections are thought to be on the order of 10'*® 
cm^ with an interface trap density of about 10** /cm^ .®® These values yield recombination 
times on the order of 1 nanosecond, which are in good agreement with experimental 
results.®®
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NUMERICAL METHODS
There are seven coupled differential equations that must be solved simultaneously 
to yield the current density as a function of voltage. These are the Poisson equation 3.12, 
the bulk continuity equation for electrons and holes (3.6,3.7), the quantum well 
continuity equations for electrons and holes (3.10, 3.11), and the current density 
equation for electrons and holes (3.1, 3.2). The current density equations can be 
substituted into the bulk continuity equations along with the definition of the electric 
field:
This substitution reduces the number of equations by two to yield the following 
system of equations:
^  = G, - 1 / ,  + ^  ^  ^  + O. ^  = 0
^  = G, -  C/, + O , ^  = 0
=  K a p t - n  -  K c - n  = 0  ^  ^
^ = R ^ , - p  -  K c - p  4- ==()
42
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- (5.5)
“S T T - T L ^ a - ^ d + " h- - P *  " P h-Jdx^ s '
These equations implicitly assume that the mobility and diffusion constant are 
field and carrier density independent. This should be valid for most o f  the device, since 
the forward bias operation results in low electric fields where the mobility is known to 
remain constant. The recombination terms, capture rates, and escape rates depend on the 
bulk and quantum well carrier densities, as well as the electric field.
5.1 Discretization Scheme 
Since these coupled equations produce no closed form analytical solution, the 
device is discretized using a finite difference method. The equations are then solved at 
each point using a three-point differentiation scheme to approximate the derivatives. The 
method uses the natural variables n, p, and V  rather than a quasi-Fermi level approach to 
avoid the thermal equilibrium assumption between confined and bulk carriers and for 
ease of coupling the quantum well continuity equations. The three-point discrete 
approximation to the continuous derivative at some point, /, in the simulation domain are 
exemplified as follows for the electron density and potential distribution:
dn W / + , ,, 2 , (5.6)TnmcationError(Ji~)
■ + TruncationError(h ^  )
dx 2h
d^v v;>.-2v:+v;._,  (5.7)
dx^ A"
The translation between the continuous coordinate, x, and the discrete simulation 
domain represented by mesh points, /, is illustrated in Fig. 18. The simulation uses a
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
44
uniform mesh spacing of size h so the error in the approximation due to truncation of the 
series expansion is on the order of h^.
Carrier densities range from 10'  ^/cm^ to 10*®/cm^, which prevents using a 
linearization method to solve all of the equations in the same matrix. Instead, each 
equation is solved independently using the latest information about the other coupled 
variables, then the system is iterated repeatedly to reach a desired tolerance. For 
example, referring to the program flow chart in Fig. 18, the program starts by guessing a 
potential for each point in the mesh. Then, the carrier continuity equation for the bulk is 
solved for each point in the mesh and finally the quantum well continuity equations are 
solved for each point in the mesh that lie in a quantum well region. This process is 
repeated using the carrier distributions to solve the Poisson equation at each iteration.
The process halts when the variables change for step k-1 to step k by less than a 
prescribed tolerance.
The three-point discretization scheme for the derivatives permits the use of a fast 
matrix inversion procedure known as the Thomas algorithm. Three point approximations 
to the derivatives yield a tridiagonal band matrix that can be inverted easily by forward 
substitution of variables and then backwards elimination. One advantage of the Thomas 
algorithm is that it recognizes the sparse nature of the tridiagonal band matrix and 
obviates the need for storing zero entries in memory. Also, the forward- 
substitution/backwards-elimination procedure to invert the matrix requires far fewer 
operations than a general Gaussian elimination scheme and therefore can run faster.
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The goal of the program is to provide the current-voltage characteristics for a 
particular device but, to do this, the built-in potential must be accurately determined.
This is accomplished by first finding the Fermi energy level for bulk material using the 
doping level and mole fraction of aluminum. The bulk material satisfies charge neutrality 
so the Fermi level can be found by equating the positive charges to the negative charges 
as indicated in equation 5.8. In this manner, the ionized dopant density, the equilibrium 
carrier density, and the bulk Fermi energy can all be found. Solving equations 5.8-5.12 
for both p-type and n-type bulk yields two different Fermi energy levels, the difference 
between the two being approximately the built-in potential for the junction.
p + N~^  = n  +
n :
1 + exp
E p  E y
h T
n :
n =
1 + exp
( E c - E p
K T
n : =-
l+4exp
k j
N,
l + 2 exp k , T
Nd,Na- total donor, acceptor density 
N o , N~^  — ionized dopant densities 
E f —Fermi energy level 
E a, E d — acceptor, donor energy levels
(assumed to be 0.03eV firom the respective band)
N ç , N i  — effective density of states in conduction and valence band
(5.8)
(5.9)
(5.10)
(5.11)
(5.12)
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It was found in this simulation that this method overestimated the built-in 
potential by about 50 mV, so this value was subtracted from the built-in potential for all 
simulations. This value was found by trial and error from a wide range of diode 
configurations under non-illuminated conditions, where it was discovered that a 50mV 
difference existed between the built-in potential calculated from the Fermi level 
difference and the true value determined by varying the applied voltage until the current 
equaled zero. The true built-in potential can always be found to arbitrary precision for a 
non-illuminated diode simply by varying the value of the potential at the right contact 
(i=L in the discrete simulation domain as given in Fig. 18) until the current density 
equals zero. Rather than wasting computation time with this endeavor, the simple 
subtraction of 50mV provided reasonably accurate results.
The solution for the Fermi energy provides valuable information about the actual 
ionized dopant density. Since the density o f states is fairly low in GaAs, and even lower 
in AlxGai-xAs, the material becomes degenerate at moderate doping levels, and especially 
so for the doping levels used in photovoltaic devices. Solving equations 5.8-5.12 
provides the equilibrium value for the ionized dopant density, which is then used as the 
ionized dopant density for all operating conditions. This was done to avoid the need to 
solve for the quasi-Fermi levels from the carrier distributions at each iteration since it is a 
computationally expensive procedure that provides little improvement in the accuracy of 
the results.
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5.2 Generation
As indicated in Fig. 19, the bulk generation subroutine is called only once, since it 
does not depend on carrier density or the potential profile. The program neglects any 
possible changes in absorption from degenerate carrier concentrations, bandgap 
shrinkage, or electric field effects. The absorption coefficient for the AlxGai.^As region is 
assumed to behave like the absorption for bulk GaAs, since typically small values of mole 
fraction x  are used. With this knowledge of the absorption coefficient, the generation 
rate is obtained by integrating the incident absorption spectrum over its constituent 
wavelengths for each node in the mesh, as was described by equation 4.10. The absorbed 
photons are accounted for by the exponential absorption factor, which is integrated from 
zero to the node being evaluated. This results in two integrals being evaluated at each 
node, one for the wavelengths absorbed and the other to account for the absorption in 
the material above. The program assumes a unity internal quantum efficiency so that 
every photon absorbed creates an electron hole pair. The model also neglects any 
shading losses and assumes all light is transmitted at the surface, i.e., the reflection 
coefficient equals one.
Unlike the generation barrier, the quantum well generation rate does depend on 
the potential, so this rate is calculated in the iteration loop, as indicated in Fig. 20. The 
potential profile changes the subband energy, which in turn affects photon energies 
absorbed. The quantum well absorption coefficient has a simple implementation based on 
the eigenenergies of the quantum wells, and the rest of the generation rate is calculated 
in the same fashion as the bulk. Each subband transition has a similar calculation for the
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absorption, then the total absorption is considered to be the summation of the all the 
subband transition absorption coefficients.
5.3 Boundary Conditions 
The solution of the differential equations require that boundary conditions be 
imposed on the simulation domain. The three differential equations (5.1, 5.2, and 5.5) 
require a total of six boundary conditions. The Poisson equation uses Dirichlet boundary 
values for the potential which are provided as the applied (output) voltage. The potential 
at the p-contact (z=0 in Fig. 18) is arbitrarily chosen to be zero. The potential at the 
n-contact then equals the built-in potential minus the output voltage.
For the boundary conditions on the continuity equations, a Neumann boundary 
condition is employed based on a surface recombination velocity model for the contact.
In this model, the current density at the contact is presumed to equal the difference 
between the carrier density at the contact and its thermal equilibrium value multiplied by 
some recombination velocity as follows:
J„ = qS(rii^-no) (5.13)
Jp=qS{Pi^L~Po)  (5.14)
The equilibrium values of po and no are determined from the Fermi level
calculation for bulk p-type or n-type material of the given doping. These two equations
are then inserted into the continuity equations at the simulation domain boundaries, just
as the current continuity equations were substituted before. This then requires the
derivative be known at the simulation boundaries, i=0 and i=L. At these points, the
central finite difference method used before would require an artificial node to be
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inserted outside the simulation domain to provide the derivative. Therefore, forward 
difference and backward difference differentiation methods were employed at i - 0  and 
/=L, respectively, as given by equations 5.15 and 5.16. Though in general not an 
accurate technique, these methods sufficed at the boundaries because of knowledge 
about the behavior of the carrier distributions in this region. At the boundaries, the 
carrier gradients are much smaller than the gradients encountered in the depletion region. 
Therefore, even though the derivative approximations of equations 5.15 and 5.16 are not 
as accurate as the central finite difference method, at the boundaries the overall error is 
not significant. These derivative approximations for minority carriers are as follows:
dn n,-n,-=o _  .. _ (5.15)
—  = -----;------+ TruncationErrorCh)dx\i=Q h
dp Pl - P l-x ^  .. _ (5.16)—  = ------; + TruncationErrorCh)
dx\i^L h
The boundary conditions for the majority carriers uses Dirichlet boundary 
conditions based on thermal equilibrium and charge neutrality. At the contacts, the 
electric field is so slight that charge neutrality is a valid approximation and the carriers do 
not stray firom their equilibrium value by any appreciable amount. These boundary 
conditions are given as:
n(L) =
p(0) =
2
(5.18)
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5.4 Initial Guess of Variables 
The accurate solution of a large set of non-linear finite difference equations 
requires an approximate initial value for the variables. An initial guess too far firom the 
correct answer can lead to finding the wrong solution if multiple roots exist, or 
divergence with each iteration. This model uses an initial guess of the carrier distribution 
based on an analytical estimate of the depletion region widths in a p-n junction, with 
identical dopings and material conçosition as the pin device to be analyzed. The Poisson 
equation is then solved for the pin device, using this estimate for the depletion region 
widths for the doped regions of the pin device. However, the insertion of intrinsic 
material between the doped regions spreads the potential drop over a greater distance 
than just a  pn junction. Subsequently, the pin  device has less of the doped regions 
depleted by the built-in electric field than a  pn junction. This means that the insertion of 
the intrinsic region invariably causes the initial guess for the depletion region length to be 
too large, since much of the potential drop occurs across the undoped intrinsic region.
As a result, the initial guess has too much of the doped regions being depleted, and the 
solution to the Poisson equation yields a sinusoidal shaped function that goes negative in 
the p-type region and a potential greater than the contact potential in the n-type region. 
Since this is clearly non-physical, a second guess is made until the extent of the depletion 
region into the doped sides is reduced and the Poisson equation is solved again. This 
procedure continues until the potential profile remains positive for the extent of the 
device. At this point, the guesses for the depletion widths in the p and n regions of the 
pin device are approximately accurate. In some cases, where the doping is very heavy, or
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the intrinsic region very wide, the full depletion approximation is discarded and the 
amount of the depletion is reduced until the potential profile remains positive. At this 
point, the program has a good initial guess for the potential and bulk carrier density 
values.
Since the quantum wells reside in an intrinsic region, the quantum well carrier 
densities are initially assumed to be at their thermal equilibrium values, as determined by 
equations 5.9 and 5.10 with the Fermi level taken as the middle of the bandgap. An initial 
guess at the quantum well rates is then calculated based on the initial values for the 
carrier and potential distributions.
5.5 Numerical Instabilities and Convergence 
The solution of the coupled differential equations requires many iterations back 
and forth solving for the carrier densities and the potential distribution. These equations, 
already non-linear in their interdependence, are further complicated by the addition of the 
non-linear SRH recombination equation and generation equations. As a result, the 
solution tends to rapidly diverge after several iterations if appropriate measures are not 
taken. The solution of the continuity equations from the initial potential distribution 
described in section 5.3 typically gives a carrier density distribution that appears 
reasonable. However, upon solving the Poisson equation for this distribution, the 
potential profile drastically overshoots the expected value to yield negative potential 
values similar to the potential profile from the over-depleted case in the initial guess 
routine. This overshoot in the potential profile causes the continuity equation solutions
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
52
to even further diverge so that at the next iteration of the Poisson equation, the potential 
profile yields values so large as to cause overflow errors on the computer.
To solve this problem, instead of updating the potential with the solution to the 
Poisson equation at each iteration, the new potential distribution is an under-relaxed 
version of the profile that the Poisson equation yielded. A value on the order o f0.0005 
of the difference between the Poisson solution and the existing potential profile is added 
to the existing profile. Basically, the solution to the Poisson equation provides 
information on which way the potential profile needs to go in order to reach the correct 
answer and then it is given a little nudge in that direction. In order to speed the 
convergence, the under-relaxation factor is periodically increased, but never exceeds 
0.005.
The non-linear recombination equation for the bulk and the quantum wells force 
an iteration procedure between the coupled quantum well and bulk continuity equations, 
as indicated in the flow chart in Fig. 20. It also requires an iteration between the two 
carrier types for both the bulk and in the quantum wells, since the recombination rate 
depends on the opposite carrier type at each node. In the bulk, the electron and hole 
continuity equations are solved simultaneously, meaning that at iteration fc+7 in the loop 
between electron and holes, the equations use the carrier density values firom iteration k. 
For example, the recombination term in equation 5.1 requires the values for the electron 
and hole densities. Therefore, when solving equation 5.1 at iteration k+l, the value hole 
density that is used in the recombination term comes from iteration k, and vice versa for
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the hole equation. These equations are solved iteratively until the densities change by less 
than 1 0 *’ between iterations, which typically involves three to four iterations.
The situation for the quantum well electron and hole continuity equations, (5.3) 
and (5.4), is similar in their interdependence, however, the quantum well equation 
contain no derivatives. Therefore, these equations can be solved explicitly in a form that 
depends on the opposite type carrier density. The quantum well electron continuity 
equation is solved first using the old value for the quantum well hole density. The 
quantum well hole continuity equation is then solved using this latest calculation for the 
quantum well electron density in the recombination term. In just two iterations of this 
technique, the quantum well carrier densities converged to within 1 0 "®, which is 
acceptable. Instead of a convergence check for these equations, a simple DO loop is 
employed to provide the iterations that improve computational speed.
In most cases, the solution of the bulk continuity equations do not require an 
under-relaxation factor. However, when solving the equations with no generation term 
(for the dark characteristics) the loop between the quantum well and bulk continuity 
equations can develop an oscillatory nature that indicates an over-relaxation in effect. To 
eliminate this, an under-relaxation factor is used, which was required to be a function of 
the total number of iterations between the continuity equations and the Poisson equation. 
This dependence resulted in the under-relaxation factor taking the form l/(log(it)) where 
k  was the number of iterations. This factor could be multiplied by a constant to increase 
convergence, but the inverse dependence on the iteration count proved to be crucial. For 
the illuminated case, no under-relaxation factor was found to be necessary, except for
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devices with greater than 20 quantum wells. In any case, the quantum well and bulk 
continuity equations were required to converge within IC® which typically required four 
iterations, though sometimes more initially.
The carrier transfer rates into and out of the well depend on the carrier densities 
and the potential profiles, so to be fully self-consistent, the program should calculate new 
rates at every iteration. However, the calculation of these rates requires solving the 
Schrodinger equation for each well, as well as some time consuming processes for the 
capture and escape rates. As indicated in chapter 4, the well generation rate involves 
calculating a double integral over the device length and the incident spectrum, which is a 
rather time consuming process. To increase computational speed, these rates are 
calculated after the initial guess for the potential profile and carrier distribution, then 
after every three hundred iterations between the Poisson equation and the continuity 
equations, as described in Fig. 20. After convergence is reached with this method, the 
rates are recalculated, and the program iterates again until convergence is reached. This 
process is repeated until no change occurs in the potential profile and carrier density 
distribution upon calculating new rates. A comparison between this technique and a 
method of updating the rates at each iteration showed agreement well within the 
tolerance set by the convergence criteria.
5.6 Schrodinger Solution 
The program solves the Schrodinger equation using the transfer matrix method, 
as in the work of Jonsson and Eng.®’ On each call, the Schrodinger subroutine solves for 
both the conduction and valence band quantum well energy levels and wavefunctions.
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The solution proceeds by approximating the continuous potential profile as a series of 
step fonctions to produce a staircase-like profile. The solution to the Schrodinger 
equation on each step then takes the form of a sum of two exponentials:
A t the boundaries between steps, the wavefonction and its first derivative are 
continuous. Also, far into the barriers the wavefonction approaches zero, so that at 
minus infinity Ay must be zero, and at plus infinity, Bj must equal zero. This provides 
enough information for all but one coefficient in the domain. This coefficient, Bj at minus 
infinity, can arbitrarily be set to one, and then later corrected by using the probability 
normalization property of the wavefonction. Using this information, the two coefficients. 
Ay and Bj can be solved for at all steps, y, through a series of 2x2 “transfer matrices” to 
propagate the initial values through the whole domain. The value of the particle energy is 
then varied through the range of confined energies and the eigenenergy occurs when the 
wavefonction equals zero at plus infinity; i.e., Bj=0 when j  equals plus infinity. For 
simulation purposes, plus infinity is 64Â into the barrier on either sides so that J=0 is 64Â 
to the left of the well and j= n-I is 64Â to the right. The 64Â point was found to be far 
enough into the barrier that the wavefonction was approximately zero, and was small 
enough to avoid needless computation.
Since the solar cell operates with low internal electric fields, the quasi-bound 
states that exist in regions of appreciable Fowler-Nordheim tunneling are treated as folly
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bound states. Though in some cases this may overestimate the oscillator strength for 
these states, the low electric field means that most states are tightly confined and only 
rarely does this neglect have an appreciable effect. Section 6.3 describes in detail the 
manifestation of this neglect on the current voltage characteristics of a MQW device.
Referring to Fig. 21, the program first initializes the effective mass and potential 
well depth that it will be using, based on the values set up in the device initialization 
routine. The hole effective mass used is the bulk heavy hole effective mass, neglecting 
any heavy hole, light hole mixing. The program then begins a loop over the confined 
energies, using trial energies uniformly spaced at 1% o f the confining potential. The 
transfer matrices are then calculated for these energies, and the eigenenergy is chosen to 
be the energy just lower than where the wavefunction coefficient R„./ crosses zero. Since 
this eigenenergy is only accurate to 1 %, the energy interval between the current chosen 
value for eigenenergy and the one just higher is divided into 1 0 0  uniformly spaced 
energies. A loop then proceeds through these energies until Bn-i crosses zero again and 
the eigenenergy is chosen as the energy just before Bn-i crosses zero. In this fashion the 
precision of the eigenenergy is quickly increased out to eight decimal places, which was 
sufficient for the purposes here. Such accuracy is necessary to yield accurate 
wavefunctions that are used in the absorption routine, as discussed in section 4.3.3.
After the precise eigenenergies are evaluated, the wavefunction for that energy is 
calculated. This wavefunction is linear in its dependence on B o ,  so that the value of B o  
can be determined by normalizing the wavefunction to one by the definition of the
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probability wavefunction. The wavefunction at each node is then calculated from the 
values o f the transfer matrix at each interval.
This method proved to be extremely computationally efficient, requiring about a 
second to compute all of the eigenenergies and wavefunctions in twenty quantum wells 
with two or three bound states in each. The method suffers from instabilities in high 
fields (greater than 60 kV/cm), but these are not encountered in the forward bias 
operation of the solar cell.
5.7 Computation Time 
The model was implemented on a ten-processor Silicon Graphics Origin 2000 
supercomputer at the National Supercomputing Center for Energy and the Environment. 
This machine uses a distributed shared memory architecture, which allows more 
straightforward programming than purely distributed memory but avoids the memory 
access conflicts associated with shared only memory. Each of the ten 195 MHz MIPS IV 
processors employs chaining of functional units to allow multiple calculations per clock 
cycle for the potential of giga-FLOP plus operation.
The numerical method used for the bulk of the calculations (the Thomas 
algorithm) has an inherent recursion relation that limits the parallel processing ability of 
the machine. However, by isolating the recursion relation to its own loop, efficient 
parallel processing was obtained for the majority of the workload in the program. When 
all ten processors were devoted to the simulation, run times were on the order of fifteen 
minutes per point on the current-voltage curve. Since the Origin 2000 is a public 
machine, most of the simulations were run using a single processor, which even then was
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multiprocessing other jobs. In these cases, run times on the order of an hour per point 
were the norm, depending on the device configuration and machine workload.
To avoid the long computation times required to generate a detailed current- 
voltage curve constructed by linear interpolation between points, typically only seven 
points were computed and then fitted with an exponential interpolation scheme. This 
exponential interpolation between seven points proved to be as precise as the curves 
constructed by a linear interpolation between twenty calculated points. The maximum 
efficiency for a particular device was then calculated by checking all points on the 
interpolated curve. In some cases, an exponential extrapolation based on the last three 
points provided the open-circuit voltage.
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CHAPTER 6
RESULTS
Before analyzing any pin multi-quantum well devices described in Fig. 1, a 
suitable baseline design was established for reference. Realizing the importance of 
efficient electron collection from the top p-region, this layer was made very thin. A 
thickness of 0 . 2  microns proved to be thick enough to provide the required electric field 
and thin enough that most carriers were photoexcited in or near the space charge region. 
An intrinsic region thickness of 0.6 microns provided enough room for many quantum 
wells yet was thin enough to sustain a large electric field. A 0.6 micron n-region 
provided enough absorption without excessive recombination. Simulations were run on 
n-regions up to 2 . 0  microns thick, but the increased efficiency from such a device proved 
only marginal, while the increased computation time proved excessive. The 0.6 micron n- 
type length was consistent with other researcher’s designs®®'®’ and was adequate for the 
studies considered here. As for the doping levels used, the values were based on 
experimental work, which is known to provide the optimal efficiency.™ An acceptor 
doping level of 9.x 10*’ /cm^ was used for the p-region, and a donor doping level of 
2.5x10*’ /cm^ for the n-region. All simulations were performed at room temperature 
using AM 1.5 solar irradiance at an intensity of one sun. Increased temperature or 
concentrations should be advantageous to the efficiency of the cells, but neither of these
59
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effects were explored here. The parameters that were kept constant for all simulations 
are described in the following table;
Donor Density— No 2.5xl0*’ /cm^
Acceptor Density -  Na 9.0x10*’ /cm^
p-Type Length 0 . 2  pm
Intrinsic Region Length 0 . 6  pm
n-Type Length 0 . 6  pm
Solar Spectrum -  Nphoton AM1.5
Solar Intensity 1 Sun
Temperature -  T 300 K
Bulk Trap Density — Nt 5.0x10*® /cm®
Bulk Capture Cross Sections -<Jn.<Jp 5.0x10'*®/cm’
Bulk Radiative Recombination Rate -  r 1 .0 x 1 0 *° cm®/s
Surface Recombination Velocity -  S 1 .0 x 1 0 ® cm/s
Interface Trap Capture Cross Sections -  cr«. qj, 1 .0 x 1 0 '*®/cm’
Quantum Well Material GaAs
Barrier Material AlxGai-xAs
Table 1: Material parameters and simulation conditions 
used for all calculations.
The object of a solar cell simulation is to provide the current-voltage relationship 
for the given device. These curves can then be used to determine pertinent information 
such as the open-circuit voltage, short-circuit current, fill factor (FF), and efficiency (q). 
As detailed in chapter 3, the maximum efficiency of the solar cell is the point on the 
current-voltage curve that provides the maximum power, while the fill factor describes 
the utilized fraction of the ideal power available, which is given by the product of the
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short-circuit current and open-circuit voltage. As an exançle of the current-voltage 
curves. Fig. 22 illustrates the performance of baseline AlxGai.xAs cells for various mole 
fractions of aluminum. The details of these curves are provided in section 6 .1 The 
sections following that provide the current-voltage characteristics of other device 
configurations as well as details of the influence of the quantum well parameters. These 
quantum well parameters were described in chapter 4, which details the models used in 
calculating the quantum well escape, recombination, generation, and capture rates.
6 .1 Effect of Mole Fraction o f Aluminum
The first design parameter to choose is the mole fraction of aluminum in the 
AlxGai-xAs barrier material. More aluminum in the alloy creates a larger bandgap and 
increases the output voltage, but the short-circuit current decreases from lack of 
absorption. As indicated in Fig. 22, the open-circuit voltage and short-circuit current 
vary almost linearly with the mole fraction of aluminum. Obviously, the current for the 
AIo.4 Gao.6As case is much lower than the ideal bandgap case of GaAs (x=0.0). As a 
result, the efficiency is much lower, and as indicated in Fig. 23, the efficiency decreases 
from that of GaAs for any mole fraction of aluminum. However, the decrease in 
efficiency for the Alo.1Gao.9 As case is slight, and thus a MQW device with x=0.1 has the 
best chance in exceeding the efficiency of a GaAs device. It is important to note here, 
however, that all of the devices simulated use the same SRH parameters for the bulk 
recombination. It is well known that AlxGaj.xAs alloys tend to have clusters o f each 
constituent material that increase the trap density. Bulk GaAs does not suffer from this 
problem and in reality should have a lower trap density than any of the AlxGai-xAs alloys.
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However, for this thesis, the focus is on the effect o f the quantum wells, so every effort 
was made to keep all other variables constant. These bulk only cells are used throughout 
this thesis as the baseline reference cells. For reference. Table 2 provides useful 
performance information for each of the current-voltage curves depicted in Fig. 22.
Mole Fraction A1 Voc (volts) Jsc(mA) FF n ( % )
X = 0.0 0.793 23.2 0.785 17.4
X = O.I 0.903 19.5 0.803 17.1
x = 0 . 2 1 . 0 1 0 16.2 0.817 16.1
x = 0.3 1 . 1 2 0 13.1 0.828 14.7
x = 0.4 1.230 10.3 0.838 12.9
Table 2: Performance of baseline Al^Gai.xAs solar cells.
6.2 Internal Distributions 
With the doping levels and device dimensions kept constant, the effect of the 
other variables can be explored. Since the quantum well rates strongly depend on the 
electric field, a good starting point is to examine the potential and field distributions in 
the device. Figure 24 illustrates the potential profile in a pin MQW GaAs/AlxGai.^As 
solar cell for various output voltages. Using this potential profile, the electric field 
distribution is calculated and shown in Fig. 25. As can be seen in the Fig. 25, there is a 
large electric field at the interface between the doped regions and the intrinsic. This 
results from the depletion of carriers just inside the doped regions, where there is a steep 
gradient in the potential profile. Throughout the majority of the intrinsic region, the 
electric field remains constant at about 10 kV/cm when the device operates at its 
maximum power point (0.789 volts in this case).
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As detailed in chapter 4, the quantum well rates strongly depend on the electric 
field in the region of the quantum well. When it comes time to design a cell, the internal 
distribution of the electric field can guide decisions o f quantum well location, width, 
intrinsic region length, doping levels, and mole fraction of aluminum For example, the 
quantum well absorption increases with more quantum well material, but to include more 
quantum wells requires a larger intrinsic region. However, a wider intrinsic region 
reduces the electric field seen by most wells, and thus the escape rates decrease, which 
leads to an increase in the quantum well recombination. The increased recombination, as 
is illustrated in section 6.5.3, tends to decrease the open-circuit voltage. Therefore, the 
optimal intrinsic width is that which provides enough quantum well material to maximize 
absorption, but is narrow enough to sustain an appreciable electric field to allow carriers 
to escape. Appropriate design choices such as this can now be made with quantitative 
descriptions of the internal electric field.
Figure 26 shows the effect of the electric field on the distribution of electrons and 
holes throughout a 20 MQW lOOA AIo.2Gao.8As device. At the interface between the 
doped regions and the intrinsic, the strong electric field causes a sharp dip in the carrier 
profiles, especially the minority carriers. Since solar cells operate at a slight forward bias, 
at the maximum power point (0.79 volts in this case) majority carriers diffuse into the 
intrinsic region. However, solar cell current flow is in the reverse bias direction so, for 
example, the diffusion of minority electrons flows from p-type towards the space charge 
region, as indicated by the electron density gradient in the Fig. 26. Holes in the n-region 
exhibit similar behavior as they near the space charge region, but at the contact the hole
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gradient slopes in the opposite direction. This results from the lower diffusion constant 
o f the holes, which forces a larger gradient in the surface recombination model for the 
contact.
The larger carrier density in the intrinsic region increases the recombination, 
which is illustrated in Fig. 27. The figure also contains the recombination rate for a 
baseline pin Al0 .2Ga0 .gAs device at the same biases for comparison. For zero output 
voltage, the recombination rates of the bulk and MQW devices match quite closely, 
except in the quantum wells where the recombination is greatly enhanced. As more 
carriers flow into the intrinsic region at increased forward bias, the recombination rate 
increases. Notice that the recombination rate in the doped regions barely shifts with a 
change in voltage, while the intrinsic region recombination, particularly the MQW 
recombination, jumps to even higher levels. As is illustrated shortly, this recombination 
will dictate the efficiency limits for the MQW devices.
The current density distribution relies heavily on the recombination rate. Figure 
28 shows the internal distribution of the electron, hole, and total current in the same 
device described in Fig. 26 and 27. Under short-circuit operating conditions the total 
short-circuit current density is about 17.4 rtiA, which is the sum of the electron and hole 
current densities. At a forward bias set to the maximum power point, the minority 
current remains the same, however the majority carrier current decreases from the 
recombination in the intrinsic region.
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6.3 Well Width Effects 
Even though the optimal AIxGa,.xAs alloy will probably be x=0.1, it is interesting 
to explore the behavior of the other alloys with the introduction of the quantum wells.
An important design variable is the width of quantum wells employed. Thinner quantum 
wells would allow more wells to be included, but the wider wells have fewer 
AlxGai-xAs/GaAs interfaces and thus fewer interface recombination opportunities. The 
wider the well, however, the less likely the carrier will be able to escape as was indicated 
in Fig. 11 and 12, which increases the likelihood of recombination in the well.
Simulations were performed using a 20 MQW device with various mole fractions 
of aluminum for four different well widths: 50Â, 100Â, 150Â, 200Â. The results of these 
simulations are plotted in Fig. 29-32. As could be expected, the short-circuit current 
density increases with increasing well width for a constant number of wells. This occurs 
since there is both more quantum well material to absorb the long wavelength photons 
and the wider wells have more, and lower-energy, eigenstates to facilitate absorption.
As also could be expected, the wider well devices result in lower open-circuit 
voltages than the narrow devices since the escape time is longer. It is interesting to note 
the trends associated with the short-circuit current density among the four widths as the 
mole fraction of aluminum is increased. At x=0.1, the short-circuit current densities are 
fairly close, since the small barrier only permits one conduction band energy level for the 
50Â and 100Â devices and two energy levels for the 150Â and 200Â. As the barrier 
height increases, the wider widths allow an increasingly greater number of energy levels.
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and as a result the spread in short-circuit current densities increases with mole fraction of 
aluminum.
Figure 29 illustrates the device behavior for the four quantum well widths in a 
barrier region of x=0.1. The three narrowest width devices behave predictably, but the 
200Â device exhibits a peculiar hump around its operating point. This hump results from 
the energy level dependence on electric field, as was depicted in Fig. 4. The increased 
forward bias from the short-circuit operating point to the maximum efficiency point 
decreases the electric field in the quantum well region. As a result, an extra energy level 
that was previously unbounded becomes bounded. This additional energy level then 
allows another transition to occur in the absorption, giving a boost to the current density. 
The Alo.2Gao.8As device depicted in Fig. 30 behaves somewhat more traditionally except 
that, again, the 200Â device yields a non-linear increase in current that is not in following 
with the trend set by the narrower width devices. Figure 31 shows the results from the 
Alo.3Gao.7As simulation. The 150A and 200Â devices now begin to show fill factor losses 
associated with increased well recombination. The 150Â device has a fill factor of 0.709 
and the 200A device has a fill factor of 0.729. The 200A well device still exhibits the 
hump near the operating point that again is the result of additional bound states with 
decreased electric field. The widest bandgap material considered is Alo.4 Gao.5 As and is 
described in Fig. 32. The high barriers in the quantum wells greatly increase the 
recombination and, as a result, noticeable fill factor losses are evident for all well widths. 
The fill factors for the 50A, lOOA, 150A and 200A are, respectively, 0.693, 0.634, 0.588, 
and 0.594.
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Figure 33 shows graphically the efficiency behavior for the devices from Figures 
29-32. As was foreshadowed by the behavior of the baseline devices in Fig. 22, the 
Alo.iGao.çAs MQW devices exhibited higher efficiencies than the MQW cells with higher 
mole fraction of aluminum. As the well width decreases to 0Â, the device is entirely 
made of the bulk material. The mole fraction of aluminum 0.1 and 0.2 devices begin to 
show efficiency increases above the baseline cells when the well width is about 150Â.
This can be considered the point where the increased absorption from the quantum wells 
begins to outweigh the increased recombination brought on by the AlxGai .%As/GaAs 
interfaces. The device with mole fraction of aluminum 0.3 suffers from such an increase 
in recombination that it does not begin to show increases until the well width equals 
200Â. The MQW devices with mole fraction of aluminum 0.4 never exhibit an efficiency 
increase above the baseline since the barriers are so high that the escape time approaches 
the recombination lifetime, as was indicated in Fig. 11.
The sharp rise in efficiency for the 200Â well at all mole fractions calls for more 
attention. To illustrate the non-linear nature of the efficiency. Fig. 34 shows the 
efficiency o f an AIo.1Gao.9As device with a range of quantum well widths between 100Â 
and 200Â. The calculated efficiency is seen to oscillate between 17.0% and 18.0% for 
this range of widths, until the 200Â case. At this width the efficiency takes an unexpected 
jump to almost 20%. Inspection of the capture rates for this device (Fig. 9) would 
indicate the opposite behavior, since the 2(X)Â device has a capture time of about 0.75ps, 
as compared to the 190Â case with a much longer 2.5ps. The recombination rate has a 
simple inverse dependence on the well width, and a sudden jump in recombination is not
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likely. The escape rate (Fig. 12) does have a few hitches in it for the mole fraction of 
aluminum x=0 . 1  case, but these sharp changes are both small and at a different well 
width. The final possible factor is the quantum well absorption, which was seen to have a 
strong dependence on the number of bound states. It turns out that the 200Â well in 
AJo.1Gao.9 As has several quasi-bound states at the very top of the well, in what are known 
as continuum resonances. These states more truly reflect a continuum than discrete 
bound energy levels, yet they are located just inside the potential well. As a result, the 
simulation treats them as discrete and applies the same absorption model as any other 
discrete level, with a resulting overestimation of the absorption. Fig. 35 shows the 
absorption spectrum for the 190Â case, the 200Â case, and that of baseline GaAs. The 
190Â and 200Â spectra nearly coincide until 1.5eV, then the sum of overlapping 
Lorentzian functions from the continuum resonances in the 200Â cause the absorption to 
dramatically increase. The increase is so large that the wide peak of the resonances 
nearly doubles that expected from bulk material. As a result, the short-circuit current 
increases greatly for the 2 0 0 Â well devices and is responsible for the hump observed in 
Fig. 29.
In any case, the trend here is apparent, namely that the increased well width 
should lead to increases in efficiency. Experimental work has indicated similar results, 
where Ragay and co-researchers’ ’ showed increasing efficiency with well width in 
Al0 .2 Gao.gAs devices. It is interesting to note that the double heterostructure device 
evaluated by these authors exhibited a sharp efficiency increase, just as the 2 0 0 Â device 
here did. Their 90Â well device did not exactly follow the trend, but they pointed out
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
69
that anomalous interface quality for this device decreased the open-circuit vo lt^e , as 
indicated by its dark behavior.
6.4 Number of Quantum Wells 
The importance o f the well width being settled, another influential design 
specification is the number of quantum wells. Increasing the number of wells provides 
more volume for low energy photon absorption, but also increases the number of 
interfaces available for recombination. It is worthwhile to determine if there is some 
point where one effect exceeds the other. To this end, simulations were performed on 
devices with Alo.1Gao.9 As barriers using 50A and 150Â quantum wells. As was suggested 
before, in the 50Â well device the efficiency decreases even for just one well, as 
illustrated in Fig. 36. However, Rg. 36 shows that there is a minimum efficiency versus 
well number curve and as the number of wells increases to 40, it can be seen that the 
efficiency starts to increase. This increase suggests that there is a minimum amount of 
the small bandgap GaAs required before efficiency improvements are possible. Future 
studies will examine devices with even greater numbers of wells, to see if efficiency 
improvements above that of the baseline reference cell are possible. The 150Â well 
device also showed an initial decrease in efficiency with the insertion of just one well, as 
indicated in Rg. 37. However, after 10 wells were included, the efficiency exceeded that 
of the baseline reference and at 2 0  wells the efficiency increases further in a linear 
fashion. It is worth noting that if this linear data trend continued, it would take 22 wells 
to exceed the efficiency for the baseline GaAs device. However, if the upward trend in
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data observed in Rg. 36 continued linearly, a 50Â well width device would require 330 
quantum wells just to match the baseline value for a  bulk Alo.1Gao.9 As cell.
6.5 Quantum Well Rate Uncertainties 
It has become apparent that the quantum wells play an influential role in 
determining the performance of a MQW device. One may question the result of 
imprécisions in quantum well rates. Certainly, increased recombination or capture will 
decrease performance, while increased escape or generation will improve efficiencies.
The engineer has some control over certain rates, such as interface trap density. Other 
rates can be influenced by material choices, well widths, and temperature. To examine 
the effects of possible variance in the quantum well rates, each was varied to higher and 
lower values than its initial calculated value and the effect on device performance 
evaluated.
6.5.1 Imprecision in the Absorption Spectrum 
The first uncertainty results from imprecision in the knowledge about the 
absorption linewidth. The value for the HWHM is based on the work by Stevens,”  but 
there certainly is some error involved in its precise value. Simulations were performed on 
a 100Â, 20 MQW device in Al0 .2Ga0 .gAs and then the absorption coefficient manually 
varied. This mole fraction was chosen to increase the sensitivity of the well absorption 
from more bound states, but not so high as to provide grossly unrealistic results. As can 
be seen in Fig. 38, the increased absorption directly increases the short-circuit current 
density with no effect on the open-circuit voltage. Basically, many more electron hole
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pairs are being created to increase the current, yet no increase in recombination occurs to 
decrease the open-circuit voltage. Figure 39 graphically represents this trend, and the 
linear increase in efficiency can be attributed to the nearly linear increase in short-circuit 
current density. A lack of knowledge about the exact value of the HWHM does not limit 
the accuracy of the calculated efficiency too severely, since as indicated in Fig. 39, a 
50% change higher or lower than the nominal value only changes the calculated 
efficiency by less than a half percentage point.
6.5.2 Escape and Capture Time Variance 
The escape and capture times play competing roles in the quantum well rates. 
Increasing or decreasing either one independently can significantly affect device 
performance but if they both vary the same way, then they offset. To examine the effect 
of each independently, each rate was varied up and down by an order of magnitude while 
the other was held constant at its original calculated value in a 20 MQW, 100Â 
Alo.2 Gao.8As. As could be expected, varying these rates had their greatest impact on the 
open-circuit voltage of the devices, as indicated in Figs. 40 and 41. The current-voltage 
curves were nearly identical for the two cases. For example, multiplying the calculated 
value of the escape times for electrons and holes by 10 yielded the same net effect as 
multiplying the capture time for electrons and holes by 0.1. Fig. 42 shows the 
relationship between that uncertainty factor and the efficiency for the device. Notice that 
improving either rate by a factor of 10 yields a net 2% increase in the output efficiency, 
yet degrading either rate by a factor of 10 decreases the net efficiency by more than 3%. 
Even a factor of two change in either of these rates results in a net change of about 1%,
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indicating that more precise knowledge of these rates will be important in accurately 
determining device behavior.
6.5.3 Uncertainty in Interface Trap Density 
Perhaps the most important rate concerns the recombination of carriers in the 
quantum well. No other rate is seen to affect device performance so drastically, since the 
recombination underlies the most significant loss mechanism in the MQW cell. Fig. 43 
illustrates the effect of varying the quantum well-barrier interface trap density on the 
current voltage relations for a 40 MQW Alo.zGao.gAs device of 50Â well width. A well 
width of 50Â was used to allow for 40 wells in the 0.6 micron intrinsic region. Having 40 
wells served to magnify the effects of the interface trap density. As can be seen in Fig.
43, the output voltage seriously suffers as a consequence of the increased number of 
interfaces containing recombination centers. When the trap density gets to 5.xlO" and 
I.xlO”  /cm’, even the short-circuit current begins to suffer and fill factor losses are 
noticeable. The fill factors for these two devices are 0.715 and 0.699, respectively.
Notice that in Fig. 44, significant efficiency variation occurs for even small changes in the 
interface trap density. These changes are almost completely attributable to the change in 
open-circuit voltage, as indicated in the figure. Clearly, precise knowledge of the 
interface trap density will be needed in order to accurately predict the end device 
behavior.
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CONCLUSIONS
Including GaAs quantum wells in the intrinsic region o f a. pin AlxGai.xAs solar 
cell can increase the efficiency of a single bandgap baseline cell. The AlxGa^xAs alloy 
benefiting most from the insertion of quantum wells proved to be those alloys with small 
mole fractions of aluminum. For devices of these alloys, the small potential barrier 
formed by the AlxGai.xAs material permits carriers to efficiently escape the quantum 
wells which reduces the effect of quantum well interface recombination. A characteristic 
data trend present for all devices, regardless of the mole fraction of aluminum in the 
AlxGai.xAs barrier, shows that efficiency improves as the quantum well width increases.
This research determined the influence of quantum well generation, 
recombination, escape, and capture, indicating the importance of accurate models to 
predict these rates. For example, the non-linear absorption in the quantum wells is 
dominated by transitions from the valence subbands to the conduction subbands. This 
suggests that varying the well width will enable absorption of a greater range of photon 
energies, since eigenenergy level strongly depends on the quantum well width. The 
dominance of interface traps in determining the total recombination verifies the 
importance of high quality growth techniques for the construction of optimal devices. 
The escape rate was seen to strongly depend on the electric field in the quantum well
73
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region, suggesting that a modulation doped structure could enhance carrier escape from 
the quantum wells. The capture rate, though highly non-linear through its dependence on 
the eigenenergy levels, varied less substantially than the other rates and its influence was 
therefore not as appreciable.
An AJo.1Gao.9As pin cell with quantum wells of 150Â and greater proved to be
more efficient than an identical single bandgap pin GaAs cell with no quantum wells. 
However, in many situations the inclusion of quantum wells actually decreased the 
efficiency of a baseline device. The number of wells proved essential to allow enough 
quantum well absorption to offset the enhanced recombination from the interfaces. The 
complex interdependence between the number of quantum wells and the width of the 
wells, as well as the influence of the individual quantum well rates, indicates the 
importance of an accurate device simulation before costly experimental implementation 
of various designs. Though efficiencies were not predicted to exceed limits imposed on 
single bandgap cells as calculated by Henry,”  the efficiency improvement over an 
identically constructed single bandgap GaAs cell suggests that the MQW concept may 
enable devices to reach the previously unachieved single bandgap limit.
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Figure 4
Quantum well energy levels and wavefimctions illustrating the effect of an electric field. 
Notice that in the presence of the electric field the n=3 eigenstate becomes unbounded.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
77
Electron Energy Levels for GaAs Well In AIGaAs
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Hgure 5
Effect of well width on eigenenergies. Wider wells have lower allowed energies and a
greater number of allowed states.
Energy Levels and WavefuncUons for GaAs Well in AIGaAs
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Rgure 6
Quantum well energy levels and wavefimctions indicating effect of electric field on
electron/hole overlap integral.
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Capture Time Funcfion fbrMGaAs/GaAs Quantum Wells
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Figure 7
Inverse quantum well capture velocity for electrons 
as a function of energy separation.
Bectron Capture Time for GaAs Wells In Alg^Gag gAs
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Figure 8
Electron capture time as a function of electric field 
for mole fraction of aluminum 0.2.
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Electron Capture Time for GaAs Well in AI,, ,Gag gAs
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Figure 9
Electron capture time vs. well width for a GaAs quantum well
in AIo.1Gao.9As.
Electron Capture Time for GaAs Wells In AI^Ga^.^As
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Figure 10
Electron capture times vs. well width for a GaAs quantum well 
in AlxGai.xAs with x=0.2 and x=0.3.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
80
Bectron E scape Time tor GaAs Wells In A I,G a^ .^  
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Figure 11
Electron escape time as a function of well width for a GaAs 
quantum well in Al%Ga,.%As.
Hole E scape Time for GaAs Wells In A I^G a^.^
Electric Field > 10 kV/cm
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Figure 12
Hole escape time as function of well width for a GaAs 
quantum well in AlxGai.xAs.
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Figure 13
Electron escape times versus electric field for a GaAs quantum well in AlxGai.xAs for 
various mole fractions of aluminum in the barrier.
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Figure 14
Hole escape times versus electric field for a GaAs quantum well in AlxGai.* As 
for various mole fractions of aluminum in the barrier.
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Absorption Coefficient for 100 Angstrom GaAs Well in Alo.3Gao.7As
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Figure 15
Absorption coefBcient for a 100 Â GaAs quantum well in 
AlojGao.TAs in a lOkV/cm and 20kV/cm electric field.
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Figure 16
Highlight of AM 1.5 solar spectrum in energy region of GaAs quantum wells.
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M axim um  S u b b a n d  T ra n s itio n  E n e r g y  o f G aA s Q u a n tu m  W ell in AI^Ga^.^As
Electric Field = 10 kV/cm
1.9
1.8>
gtu 1.7
S
1 .6
1.3
1.40 10 20 30 40 50 60 70 60 90 100 110 120 130 140 150 160 170 160 190 200
Quantum Well Width (angstroms)
Figure 17
Maximum allowed transition energy as governed by the overlap integral. The additional 
allowed transitions in the wider wells lead to increased absorption and efficiency. The 
larger mole fraction and barrier allows for more transitions.
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Figure 18
Discretization domain showing relation between 
discrete (i) and continuous (x).
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Figure 19 
Organization of main program.
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Figure 20
Flow of iteration loop to determine convergence.
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Rgure 21
Row of the transfer matrix method to solve the Schrodinger equation.
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Performance ofA I^G a^.^ p/n Solar Cell
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Figure 22
Current-voltage characteristics for bulk pin Al^Gai-xAs solar cells.
EfRcfency of Bulk A I^G a,.^  p in  Solar Cells 
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Figure 23
Efficiency of bulk AlxGai.xAs pin solar cells for various mole 
fractions of aluminum.
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Potential Profile 20 MQW GaAs/Alg^gGao gAs Solar Cell
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Figure 24
Potential profile of 100 Â MQW pin solar cell. Operating voltage giving maximum
power is 0.789 volts.
Electric Reids in 20 MQW GaAs/Aig jG ao.a^ p/n Solar Cell
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Figure 25
Electric field profile corresponding to the same MQW pin device as Fig.24.
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Carrier Densities in a 20 MOW GaAs/Alo gGag gAs SoiarCeil
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Figure 26
Carrier density distribution in for a 100Â, 20 MQW GaAs/Alo.2 Gao.8As solar cell atzero 
output voltage and at maximum power voltage.
Recombination Distribution in 20 MQW GsAs/AIq 2 Ga^.BAs Solar Cell
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Figure 27
Recombination rate distribution in for a IOOÂ, 20 MQW GaAs/Alo.2 Gao.gAs solar cell at 
zero output voltage and at maximum power voltage.
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Current Distributions in a  20 MQW GaAs/Aig jC ag gAs SoiarCeii
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Figure 28
Current density distributions for a lOOA, 20 MQW GaAs/Aio zGao gAs solar cell at zero 
output voltage and at maximum power voltage.
Performance of 20 MQW jG ag gAs Solar Cell
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Figure 29
Current-Voltage characteristics of 20 MQW GaAs/AlxGai.xAs pin solar cell,
with x=O.I.
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Performance of 20 MQW GaAs/Aig jGHo gAs Solar Cell
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Figure 30
Current-Voltage characteristics of 20 MQW GaAs/Al%Ga,.%As pin solar cell,
with x=0.2.
Performance of 20 MQW GaAs/AIg sGag yAs Solar Cell
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Figure 31
Current-Voltage characteristics of 20 MQW GaAs/Al^Ga,As pin solar cell,
with x=0.3.
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Performance of 20 MQW GaAs/Alg^Gag gAs Solar Cell
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Figure 32
Current-Voltage characteristics of 20 MQW GaAs/AlxGauxAs pin solar cell,
with x=0.4.
Efficiency of 20 MQW G aA s/A I^Ga^.^ Solar Cell
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Figure 33
Efficiency of 20 MQW GaAs/Al%Ga,.xAs pin solar cells.
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Efficiency of 20 MQW GaAs/Alg ,Gao.gAs Solar Cell
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Figure 34
Detailed analysis of efficiency vs. well width illustrating the non-linear dependence on
well width.
Absorption Coefficient of GaAs Well in Alo.1 Gao.9As
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Rgure 35
Absorption spectrum for a 190 A and 200 Â well. The 200 Â well has continuum 
resonances at the top of the well, which causes an overestimation of the absorption
coefficient.
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Effîdenctes of 50 Angstrom MQW GaAs/A^^ Ga^^As Solar Ceils
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Figure 36
Efficiency of 50 Â MQW device vs. the number of wells.
Efficlenctes of 150 Angstrom MQW GaAs/Alg gAs Solar Cells
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Figure 37 
Efficiency of 150 Â MQW device.
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Linewfdth Effects on Ga^/AI^Ga^.^As 20 MQW pin  Solar cells. 
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Figure 38
Effect of uncertainty in the absorption linewidth on device performance.
Absorption Linewidth Effect on Efficiency, Short Circuit Current Density
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Figure 39
EfBciency and short circuit current density for 100 MQW Al^Gai.%As/GaAs solar cell as
a function of absorption line width.
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Effect of Capture Tfme Variation
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Figure 40
Current-voltage relation given uncertainty in the capture times.
Effect of Escape Time Variation 
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Figure 41
Current-voltage relations given uncertainty in escape times.
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Efficfency Variation from Capture and E scape Rate Uncertainty
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Figure 42
Effect of uncertainty in the capture and escape times on the device efficiency.
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Figure 43
Current-voltage characteristics for a 100 Â 40 MQW solar cell for various assumed
interface trap densities.
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Performance of 40 MQW GaAs/AIGaAs p in  Cell
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Figure 44
Effect of interface trap density on efficiency and open circuit voltage for the device
described in Fig.43.
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APPENDIX I 
PARAMETER VALUES
A = 4.xl0‘* /cm —eV°^ — empirical bulk absorption constant
P-p-GaAs -  380.0 cm W -s — GaAs hole mobility
f^ n-GoAs ~ 7200.0 cm^/V-s — GaAs electron mobility
(Xbuik = 5500 /cm — empirical absorption term for quantum well 
Band Offset = 70:30
C = 16000 nm/cm — empirical constant for quantum well absorption
Ea, Ed = 30 meV -  acceptor, donor energy levels
Eg^iFvalley) = 1.424+ 1247%
Eg^ {Lvalley) = 1.708 +  0.642%
Eg^iXvalley) = 1.900+ 0.125%+0.143%^
£h-AiAs = 8.5 -  AlAs high frequency dielectric constant
Eh-caAs = 10.9 -  GaAs high frequency dielectric constant
Si-AiAs = 10.9 -  AlAs low frequency dielectric constant
Ei-caAs= 13.2 -  GaAs low frequency dielectric constant
m* = 0.0067 +0.083% F v a lle y
'^ transv.nc = 0.0754(GoAj) L V a lley
Kngi,uJinai = l 9 (G oA s)  L V alley
100
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= 023(GoAj) X vallcy
mlngimdinai = 13(GoAj) X Valley
= 0 2 4  
^tt-i = 4.0 
^hh-L =0.62 + 0.14%
'"tt-x = 0.087 +  0.0 + 63%
Fhh = 10.0 meV — half width of half maximum of the Lorentzian curve 
Ns = \ .0x10" — density of interface trap states
Nt = 5.0x10'^ /cm^ -  density of bulk trap states 
r  = 10‘° cmVs -  radiative recombination rate
CTn,p = 1.0x10’*® cm^ — interface capture cross sections for electrons and holes 
Okp = 5.0x10’*® cm^ -  bulk capture cross sections for electrons and holes
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APPENDIX n
FUTURE WORK
This thesis has shown that the inclusion o f quantum wells in a photovoltaic 
device can improve its efficiency. However, for more accurate quantitative predictions 
about a particular device’s performance, several improvements could be made. First of 
all, the program should be modified to handle real device structures, such as window 
layers, contact layers, buffer layers, anti-reflection coatings, shading losses from 
contacts, and unintentional doping in the intrinsic regions. Furthermore, a more accurate 
assessment of the bulk recombination is required. This includes a better knowledge of the 
trap density and capture cross sections based on doping levels and the mole fraction of 
aluminum. Also, a quantitative treatment of the internal quantum efficiency is needed to 
accurately evaluate the contribution from an absorbed photon. The AlxGai.xAs system 
would benefit from a better treatment of the mobility and diffusion constants, since these 
are known to depend on the doping level, electric field, and carrier density. The ionized 
doping level is currently calculated once, based on isolated bulk material in thermal 
equilibrium. The ionized dopant density could be more accurately assessed by calculating 
a quasi-Fermi level during the simulation and re-establishing the ionized dopant density 
distribution in the device.
102
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The effects of imprecision of the quantum well rate models was described in 
chapter 6. Obviously, a precise value for each of the quantum well rates, recombination, 
generation, capture, and escape is needed for an accurate prediction of real device 
performance. Each of these rates would benefit from additional modeling work. The 
quantum well recombination currently is treated by distributing the interface traps 
throughout the well by dividing the two-dimensional interface trap density by the 
quantum well width to approximate a three-dimensional trap density. A more physical 
implementation would employ the probability distribution function property of the 
wavefunction to gain insight into how often a carrier resides near the interface. The 
recombination would also benefit from a treatment of radiative recombination, both from 
excitons and free carriers in the well. The capture time was determined from the best 
available models in the literature, however, a more accurate treatment of both the 
electron and hole capture would produce more reliable results. The escape times agree 
well with experiment, as described in chapter 4. However, both Fowler-Nordheim 
tunneling and direct tunneling were neglected. The former is not too serious a problem, 
since the electric fields are typically small, but the latter becomes significant for MQW 
with thin barriers and for superlattice structures. In these two types of devices, the 
quantum wells are quantum mechanically coupled and direct tunneling provides an 
important escape path. With this tunneling, the wavefunctions become less bound in an 
individual well and the absorption model will begin to lose validity, as was discussed in 
chapter 6 in reference to continuum resonances.
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Finally, this model was developed exclusively for the AlxGai.jAs /GaAs material 
system. Chapter 6 showed that the devices with small mole fractions of aluminum yielded 
the highest efficiency. It would be beneficial to explore other material systems of similar 
bandgap to that of AlxGai.xAs with low mole fraction of aluminum, but use smaller 
bandgap materials than GaAs for the quantum wells. The materials InGaAs, InP, and 
InGaP all have bandgaps in this region, and could yield even greater efficiency 
inçrovements.^® These materials obviously require different parameters to describe the 
bulk behavior, but they also require a different method to solve the Schrodinger
equation. The transfer matrix method relies on the effective mass approximation, which 
becomes invalid due to interface strain between these materials. The quantum well rates 
should have to be only slightly modified to account for the different materials.
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