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Motivations
Aim of the thesis was to study the effect of interactions on decoupled graphene layers,
the main objective being to extract quantitative results for several quantities that are
object of study in the ongoing experiments. The experimental realization of multi-layers
of graphene has been reached only recently spurring a lot of theoretical and experimental
interest.
Already analyzed theoretically for the first time in the ’40, graphene was discovered
only in 2004. Band calculations predict a linear energy dispersion, which makes it an
ideal candidate to observe relativistic-like phenomena at low energy. Moreover, the non-
conventional band dispersion implies other peculiar features. Although most of these facts
can be theoretically described in a non-interacting picture, the effect of interactions is
relevant, as several experiments have demonstrated.
As extensively shown on single layer graphene, interactions may play a relevant role in
determining several of its properties. The same considerations hold for graphene multilay-
ers. Particularly important are Coulomb interactions, whose strength in graphene is given
by the dimensionless coupling constant αee, defined as the ratio between the Coulomb and
kinetic energies, which is approximately ≈ 2.2. It follows that graphene and multilayer
systems are strongly interacting, the main difference being the presence in the latter ones
of inter-layer Coulomb interactions. One prominent question is: what makes multilayers
different from graphene because of such inter-layer interactions?
In the context of linear response theory, we have introduced a multi-component random-
phase approximation, supported from the G0W approximation which has allowed to cal-
culate the electron self-energy. The quasiparticle properties have been obtained from the
derivatives of the self-energy. We have shown numerical results for the renormalized Fermi
velocity as a function of the electron densities. Furthermore, we have used the Hellman-
Feynman theorem to calculate the ground-state energy, and shown numerical results. The
knowledge of the fundamental energy at various values of electron densities has allowed
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us to study the electro-chemical equilibrium problem. After having introduced the system
of the electro-chemical equilibrium equations, we have numerically solved it and furnished
results for the equilibrium electronic densities on the layers as a function of an additional
parameter related to the substrate.
The collective modes have been found as the zeroes of the dielectric function. In
the limit of large wavelength, we have obtained the exact dispersion of the modes by a
series expansion in the wavevector. We have also numerically computed them at a generic
wavevector, and made a comparison with the analytical results which are valid at large
wavelenght.
We have finally shown and discussed results for the spectral function, which is directly
related to the experimentally found spectra. We have numerically computed it for various
choices of parameters of the system, thus demonstrating the appearence of the acoustic
plasmaron which could then become the subject of experimental investigation.
Chapter 1
Introduction to graphene-based
systems
In this chapter we present the basic theoretical and experimental facts of graphene-based
systems. The most elementary system is called graphene and consists of carbon atoms
arranged in a two-dimensional structure and forming strong σ bonds. The linearized spec-
trum of energy around the corner points of the Brillouin zone, called Dirac points, coincides
with that one of massless relativistic Dirac particles, where the velocity of light c has been
replaced by the Fermi velocity vF, which corresponds to a fraction of c, vF/c ∼ 1/300. The
existence of vF makes graphene relevant to test relativistic predictions at a lower energy
scale than the one required by high-energy experiments. Due to their relativistic-like na-
ture, the electrons show many intriguing properties, which make graphene different from
conventional two-dimensional electronic gases (2DEG). Among them, very relevant are
the anomalous integer quantum Hall effect, the possibility to define chirality, an analogous
of the helicity for relativistic particles, which is a conserved quantity during the motion,
the unconventional chiral tunneling for which electrons cannot be confined by potential
barriers.
Multilayer systems consist of more than one graphene layer assembled in a vertical
stack. The carbon atoms of adiacent layers have bonds generated by the overlapping of
pz orbitals orthogonal to the planes of the graphene sheets. The relative electrons can
move along the direction individuated by pz orbitals. The motion along the z direction
between adiacent layers strongly influences the electronic properties. For example, the
energy bands of bilayer graphene are in fact parabolic, making it more similar than the
single layer to the 2D electron gas.
13
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More recently, the existence of structures which behave as stacks of isolated layers
has been demonstrated (see Sec. 1.3) through angle-resolved photoemission spectroscopy
measurements. In particular, such structures are commonly found as multilayer graphene
flakes produced through the process of thermal heating of SiC. However, interactions
between adiacent layers influence the electronic structure of such systems. Correlation
effects induced by Coulomb interactions in decoupled graphene systems are the subject of
interest for the present work.
1.1 Single-layer graphene
Graphene is a two-dimensional crystal of carbon atoms arranged in a honeycomb lattice.
Although theoretical studies are known since a lot of time (Wallace’s first calculations of
band structure date back to ’40 [1]), the characterization of isolated sheets has been pos-
sible only in 2004 thanks to Geim et al. [2]. The scotch technique used, commonly known
as micromechanical cleavage of graphite, consists in repeated peeling of bulk graphite by
means of adhesive tape. The samples obtained have then been analyzed by placing them
on top of SiO2 substrate and putting electric contacts. The resulting structure forms an
Hall bar. By varying the voltage applied to the terminals, and measuring the transverse
conductance σxy as a function of the orthogonal magnetic field B, a set of equidistant min-
ima, called Shubnikov-de Haas (SDH) oscillations, has been found. The period of these
oscillations has finally allowed to demonstrate the existence of monolayers of graphene.
Attempts previous to 2004 to synthesize graphene have instead failed as a consequence
of the difficulty to generate truly two-dimensional crystals. An explanation of this fact
resides in the theoretical result known as Mermin-Wagner theorem [3] which predicts
divergent thermal fluctuations for every flat 2D system. Graphene layers typically collapse
in more stable forms through crumpling, rippling and twisting. Such kind of deformations
lead to a gain in elestic energy, which makes corrugatated forms privileged with respect
to flat structures.
1.1.1 The lattice structure
From the point of view of crystal theory, single-layer graphene (SLG) is described as a
hexagonal lattice with a basis of two atoms per unit cell. As follows from the structure of
the unit cell, graphene is not a Bravais lattice, but it can be viewed as composed of two
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interpenetrating triangular lattices. With reference to Fig. 1.1, the lattice vectors are:
a1 =
a0
2
(3,
√
3), a2 =
a0
2
(3,−
√
3), (1.1)
where a0 ≈ 1.42A˚ is the carbon-carbon distance. The position of a generic atom can be
individuated by the vector Rην , where η gives the unit cell at which the atom belongs,
and ν is an index for the kind of atom (ν=A,B), so that
Rην = tη + dν . (1.2)
Here tη = n1a1 + n2a2 gives the position of the unit cell with respect to the axis origin
(fixed at the center of a chosen hexagon as in Fig. 1.1), n1,n2 being integer numbers. The
positions of the two inequivalent atoms inside the unit cell are individuated by the vectors:
dA = (a0, 0), dB = (−a0, 0). (1.3)
The lattice vectors corresponding to (1.1) in the reciprocal lattice are:
Figure 1.1: Two-dimensional honeycomb crystal structure of graphene, made out of two
interpenetrating triangular lattices, comprising A-type (red) and B-type (blue) atoms
respectively.
b1 =
2pi
3a0
(1,
√
3), b2 =
2pi
3a0
(1,−
√
3), (1.4)
16 1. Introduction to graphene-based systems
Figure 1.2: Two-dimensional reciprocal lattice of graphene spanned by the two reciprocal
lattice vectors b1 and b2. The first Brillouin zone is highlighted in light green and the
positions of the high-symmetry points Γ , M , K and K ′ are also reported.
Two important points situated at the corners of the Brillouin zone are the so called
Dirac points K,K ′ which are individuated by:
K =
2pi
3a0
(1,
1√
3
), K′ =
2pi
3a0
(1,− 1√
3
). (1.5)
The three nearest-neighbor and six second-nearest neighbor vectors in real space can be
respectively expressed as:
δ1 =
a0
2
(1,
√
3), δ2 =
a0
2
(1,−
√
3), δ3 = −a0(1, 0);
δ′1 = ±a1, δ′2 = ±a2, δ′3 = ±(a2 − a1).
(1.6)
1.1.2 The tight-binding Hamiltonian
The tight-binding Hamiltonian [4] for electrons in graphene, keeping into account hopping
to both nearest-neighbor and next-nearest neighbor atomic sites, is (~ = 1):
Hˆ = −γ
∑
〈i,j〉,σ
(
aˆ†σ,ibˆ
†
σ,j + h.c.
)
− γ′
∑
〈〈i,j〉〉,σ
(
aˆ†σ,iaˆ
†
σ,j + bˆ
†
σ,ibˆ
†
σ,j + h.c.
)
, (1.7)
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where aˆ†σ,i(aˆσ,i) creates (annihilates) an electron with spin σ on site Ri of the sublattice A,
γ is the nearest neighbor hopping energy, γ′ is the next-nearest neighbor hopping energy,
and bˆ†σ,i(bˆσ,i) is the corresponding operator of the sublattice B. The values for γ, γ
′ are given
by the overlapping integrals of sp2 orbitals of neighbor carbon atoms, and their numerical
values are respectively γ ≈ 2.8eV , 0.02γ . γ′ . 0.2γ. The energy bands obtained from
the Hamiltonian (1.7) are:
E±(k) = ±γ
√
3 + f(k)− γ′f(k),
f(k) = 2 cos(
√
3kya) + 4 cos
(√
3
2
kya
)
cos
(
3
2
kxa
)
, (1.8)
where the plus sign refers to upper (pi) bands, while the minus sign refers to lower (pi∗)
bands. The spectrum is symmetric around zero if γ′ = 0, while for finite values of γ′
the electron-hole symmetry is broken and the bands acquire a threefold symmetry (called
trigonal warping). In Fig. 1.3 we show the complete band structure having both included
γ and γ′. In the same figure we show a zoom of the bands in the vicinity of the Dirac
points (it could be K or K ′).
Figure 1.3: Three-dimensional representation of the tight-binding energy dispersion rela-
tion of pi-bands in graphene having assumed γ = 2.7 eV and γ′ = 0.2γ. Right: zoom of
the energy bands close to one of the Dirac points which emphasizes the linear dispersion.
In the symmetric case γ′ = 0, The spectrum around K,K ′ points is obtained by
expanding the r.h.s. of Eq. (1.8) for small k:
E±(k) ≈ ±vF|k|+O((k/K)2). (1.9)
vF is called Fermi velocity, vF = 10
6m/s. It basically gives the slope of the linearized bands
around the Dirac points. The main difference with respect to nonrelativistic electrons is the
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functional dependence of the energy with momentum, that in 2DEGs is E(q) = q2/2m,
m being the electron mass. The corresponding Fermi velocity of electrons in 2DEG is
v = k/m =
√
2E/m, E being the energy, so the velocity changes radically with E. On
the contrary, Eq. (1.9) predicts a constant Fermi velocity.
By expanding up to the second order, the energy dispersion becomes:
E±(q) ≈ 3γ′ ± vF|q| −
(
9γ
′
a2
4
± 3γa
2
8
sin(3θq)
)
|q|2, (1.10)
where θq = arctan(qx/qy) is the angle in momentum space. As a consequence, the band
structure shows the trigonal warping at the second order in the expansion around the
Dirac points.
1.1.3 The relativistic massless Dirac fermion model
From the theoretical point of view, the approximate energy spectrum derived in Eq. (1.9)
suggests to develop the analogy with relativistic massless Dirac fermions, having in mind
the need to replace the velocity of light with vF, vF/c ≈ 1/300.
The Hamiltonian Hˆ in the vicinity of the Dirac points, after an expansion for small
wavevectors, is:
Hˆ(k) = vF
(
0 kx − iy
kx + iky 0
)
= vF(σˆ · kˆ). (1.11)
For the K ′ valley it is simply Hˆ′(k) = −vF(σˆ∗ · kˆ)
The eigenstates of the Hamiltonian (1.11) have the form:
ψ±(k) =
1√
2
(
e−iλθk/2
±eiλθk/2
)
, (1.12)
where θk = arctan(kx/ky) is the angle momentum space between k and the positive x
direction, and the coefficient λ = ±1 is associated with the wavefunctions of pi and pi∗
bands.
The spinorial character of the eigenfunctions allows to introduce another quantum
number, called chirality, or helicity. The eigenfunctions (1.12) are in fact eigenstates of
the helicity operator hˆ, defined as
hˆ =
1
2
σˆ · kˆ|kˆ| . (1.13)
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Eq. (1.13) implies that hˆ has two eigenvalues ±1/2. It has to be noted that helicity is
defined in the sense of pseudospin, not real spin. Moreover, hˆ is an observable as long as
Hˆ of (1.11) is valid, and so is an asymptotic property close to K,K
′
points. At E  εF
or finite γ
′
, helicity ceases to be a well-defined quantum number.
If one performs a complete rotation of the k vector around a Dirac point, the phase in
Eq. (1.12) is rotated by 2pi, while the wavefunction changes sign, indicating an additional
geometric phase φ = pi. This angle is usually called Berry phase.
1.1.4 Cyclotron mass
The linear energy dispersion predicts a non-conventional cyclotron mass, defined in terms
of the area spaced by an electron along its motion:
m∗ =
1
2pi
[
∂A(E)
∂E
]
E=EF
, (1.14)
the area A(E) being related to the energy by:
A(E) = pi[q(E)]2 = pi
E2
v2F
. (1.15)
Using Eqs. (1.14)-(1.15), the dependence of the mass from the density is:
m∗ =
EF
v2F
=
kF
vF
=
√
pi
vF
√
n. (1.16)
The cyclotron mass has been measured experimentally, confirming its dependence with
the square root of the electron density, according to (1.16).
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Figure 1.4: Experimental dependence of the cyclotron mass m∗ with the doping density
on the graphene layer. Symbols represent the values for the cyclotron mass extracted from
the period of the Shubnikiv-de Haas oscillations. The quantity m0 is the bare electron
mass. The curve (1.16) fits very well the experimental datas. Adapted from [5].
1.1.5 Density of states
The density of states (DOS) at the energy E per unit cell, obtained from the complete
expression for the band structure (1.8), can be expressed in an exact form by:
ρ(E) =
4
pi2
|E|
γ2
1√
Z0
F
(
pi
2
,
√
Z1
Z0
)
Z0 =

(
1+
∣∣∣E
γ
∣∣∣)2−
((
E
γ
)2−1)2
4
; −γ≤E≤γ
4
∣∣∣E
γ
∣∣∣ ; −3t ≤ E ≤ −t ∨ γ ≤ E ≤ 3γ
Z1 =

4
∣∣∣E
γ
∣∣∣ ; −γ ≤ E ≤ γ
(
1+
∣∣∣E
γ
∣∣∣)2−
((
E
γ
)2−1)2
4
;−3γ≤E≤−γ ∨ γ ≤ E≤3γ
(1.17)
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where F(pi/2, x) is the complete elliptic integral of the first kind. Around the Dirac
points, by both expanding the exact DOS (1.17) for E → 0 or obtaining it by using the
approximate expression for the linearized bands (1.9), one has:
ρ(E) =
2Ac
pi
|E|
v2F
, (1.18)
Ac being the area of the unit cell given by Ac = 3
√
3a2/2, a the side of the hexagonal cell.
Here it is important to underline another difference with non-relativistic electrons. The
Figure 1.5: (Color online) Density of states per unit cell as a function of energy (in units
of γ) computed from the energy dispersion (1.8), γ
′
= 0.2γ (top) and for γ
′
= 0 (bottom).
Also shown is a zoom in of the density of states close to the neutrality point of one
electron per site. For the case γ
′
= 0 the density of states around the neutrality point can
be approximated by ρ(E) ∝ |E|.
DOS does not show the typical singularity ≈ E−1/2 found in the unidimensional electron
gas.
When moving far away from the Dirac point, one expects to see the deviations from
linearity for which the complete band structure deriving from the Hamiltonian (1.7) is
responsible. The linear trend of the DOS (1.18) is valid only for wavevectors very close to
the Dirac point, as long as the relativistic massless Dirac model (1.11) is a valid approxima-
tion for the tight-binding Hamiltonian (1.7). In particular, as a saddle point discontinuity
is seen in the complete band structure, a divergence of the DOS is expected, which is
a consequence of the 2D character of graphene. This is what is called Van Hove singu-
larity (VHS), which is observed at an energy scale much greater than the typical Fermi
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energies. The existence of the VHS has been experimentally demonstrated indirectly by
measurements [6] of the differential current with respect to the potential, ∂I/∂V , which
gives exactly the DOS.
Figure 1.6: Image of the differential current dI/dV as a function of the potential. The
quantity gives the local density of states. Adapted from [6].
1.1.6 The integer quantum Hall effect
One important consequence of the relativistic-like nature of electrons is the peculiar behav-
ior in the presence of a magnetic field. The relativistic massless Dirac fermion Hamiltonian
in a constant magnetic field reads:
Hˆ = ~vFσˆ ·
(
kˆ +
e
c
Aˆ
)
, (1.19)
where Aˆ = (0, xˆB) is the vector potential in the Landau gauge. It can be shown that
(1.19) is equivalent to the Hamiltonian of an harmonic oscillator, whose eigenvalues are
(in the MKS):
E±N = ±~ω0
√
N, N = 0, 1, 2... (1.20)
with ω0 = vF/lM, lM = (~/eB)1/2 is the magnetic lenght, and the plus and minus signs
refer respectively to the upper and lower bands. It is noted that the Landau levels come
in pairs, as for each electron there is a hole with opposite energy, with the exception of the
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level at zero energy N = 0 which is nondegenerate. The spacing δ is affected by the new
square root dependence of the energy of the levels with the magnetic field B, in contrast
with 2DEG where it is constant. It is immediate to see that δ is proportional to B/E.
As a consequence, the large level spacing at low energy makes graphene the only material
where the quantum Hall effect (QHE) can be observed at room temperature.
Measurements of transverse Hall conducibility σxy [5, 7] have allowed to confirm the
relation (1.20), giving another evidence of the relativistic character of electrons. Spectra
of the conducibility as a function of the magnetic field put into evidence the existence of a
ladder of equidistant steps. This is in accordance with theory which predicts to calculate
σxy by counting the number of Landau levels below the Fermi energy. The plateaus in the
Hall conducibility obtained from (1.19) are in accordance with the relation:
σxy = ±4e2/h(N + 1/2), N = 0, 1, 2... (1.21)
The integer quantum Hall effect in graphene is commonly called ”half-integer” to point
Figure 1.7: Hall conductivity σxy in graphene as a function of the carrier density. The
existence of peaks in the longitudinal conductivity ρxx are evident, which can be labelled
by an integer number N . Correspondingly, plateaus are seen in the transverse conductivity
σxy. Adapted from [5].
out that it is not the standard QHE. The sequence is in fact shifted by 1/2 and moreover
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Figure 1.8: Scattering of electrons by potential barrier of finite height V0. It has been
reported the convention for the angles θ, φ which is used for the calculations of the trans-
mission coefficient. Extracted from [4].
a step of dimension 4e2/~ appears at zero density.
1.1.7 Klein paradox and chiral tunneling
It is possible to show that, due to their chiral nature, electrons in graphene are able to
penetrate potential barriers with high transmission coefficient. The wavefunction of a
spinor (1.12) can be transformed by a gauge transformation as:
ψ±(k) =
1√
2
(
1
±eiλθk
)
. (1.22)
According to Fig 1.8, the wavefunction of a particle which encounters a potential step of
dimension V can be written in the three different regions in terms of incident and reflected
waves. For the region I:
ψ±(k) =
1√
2
(
1
seiφ
)
ei(kxx+kyy) +
r√
2
(
1
sei(pi−φ)
)
ei(−kxx+kyy), (1.23)
being φ = arctan(ky/kx). For what concerns the region II:
ψ±(k) =
a√
2
(
1
s
′
eiθ
)
ei(qxx+kyy) +
b√
2
(
1
s
′
ei(pi−θ)
)
ei(−qxx+kyy), (1.24)
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with θ = arctan(qy/kx), and for the region III:
ψ±(k) =
t√
2
(
1
seiφ
)
ei(kxx+kyy), (1.25)
having defined s = sgn(E), s
′
= sgn(E − V0). E is the energy of the incoming particle.
The coefficients r, a, b and t which have not been defined are found by matching the
wavefunctions in regions I and II and in II and III, which sets the continuity of the
wavefunction between adiacent regions. Defining the coefficient of transmission T (θ) = tt∗,
after calculations one arrives to the result:
T (φ) =
cos2 θ cos2 φ
[cos(Dqx) cosφ cos θ]2 + sin(Dqx)(1− ss′ sinφ sin θ)2 . (1.26)
From the expression (1.26), for normal incidence φ = 0 the transmission is T (0) = 1,
irrespective of the height of the barrier, which has become transparent to the motion of
the electrons. This effect is known as Klein tunneling and experimental observations of it
have been several [8, 9, 10, 11, 12].
1.1.8 Deformations of the lattice and gauge fields
As graphene is naturally subjected to deformations, deriving for example from the presence
of a substrate, or from stability requirements, a natural question is whether the gapless
nature of the spectrum is conserved under transformations which preserve the topology
of the lattice. It can in fact be shown that deviations induced on the flat structure are
connected with the appearance of fictitious gauge fields.
It can be demonstrated that modifications of the Hamiltonian of graphene which create
a gap at the Dirac point are not physically allowed [13]. The Hamiltonian around the Dirac
points is:
Hˆ(K + k) ∼
(
0 k∗
k 0
)
= kxσˆx + kyσˆy, (1.27)
and
Hˆ(−K + k) ∼
(
0 −k
−k∗ 0
)
= −kxσˆx + kyσˆy, (1.28)
and a gap opens if a translationally-invariant symmetry operation on the lattice gives:
Hˆ(K + k)→
(
az k
∗ + a∗
k + a −az
)
= kxσˆx + kyσˆy, (1.29)
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being (a, az) a translation vector in the reciprocal space. In this case, the spectrum
becomes E(a, az) = ±
√
a2z + |k + a|2 and a gap of width 2az is generated. Now, one has
to consider if the translation which generates the Hamiltonian (1.29) is possible. The
symmetries which have to be respected are time-reversal:
TΦi(K) = Φ
∗
i (K) = −Φi(−K), (1.30)
which brings to the constraint on the Hamiltonian:
T : Hˆ(K) = Hˆ∗(−K), (1.31)
and spatial inversion:
IΦA(K) = ΦB(−K), IΦB(K) = ΦA(−K), (1.32)
which exchanges the two kinds of atoms, and puts on the Hamiltonian the restriction:
I : Hˆ(K) = σxHˆ∗(−K)σx. (1.33)
If considered together, the symmetries (1.31),(1.33) give the constraint:
TI : Hˆ(K) = σxHˆ∗(K)σx. (1.34)
In terms of (1.29), this translates in H11(K) = H22(K), which means that az = 0 and no
gap is opened.
Small local perturbations of the lattice can be described in terms of gauge fields which
couple to the electronic degrees of freedom. A gauge field is an object, first emerged in
classical electrodynamics, which can shift the static and potential vectors without shifting
the values for the electric and magnetic fields, which constitute the physical observables.
Such fields are defined as:
E = −(∇Φ + ∂tA), B = ∇∧A, (1.35)
and gauge invariance consists in the transformation:
A→ A+∇χ, Φ→ Φ− ∂tχ, (1.36)
for an appropriately regular χ. Gauge invariance is still valid in quantum mechanical
theories. As an example, one can consider four-dimensional relativistic QED. The action
is:
SΨ =
∫
d4xΨ¯[γµ∂µ +m]Ψ, (1.37)
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which is invariant under the redefinition of the wave functions through the U(1) group of
the unitary transformations:
Ψ(x)→ UΨ(x), Ψ∗(x)→ UΨ∗(x), U = exp(ieχ), (1.38)
The invariance under the transformations (1.38) is respected.
Gauge fields are introduced in the Hamiltonian of graphene to describe mainly two
effects. The first kind is associated with the insertion of impurities in the lattice, due to
the substitution of an hexagon with a regular figure with a different number of vertex, for
example a pentagon or an heptagon. The insertion of such kinds of structures have been
often observed in all the different allotropic forms of carbon, and appears quite naturally
in graphene samples produced with the typical micromechanical cleavage technique. Such
vacancies are also produced when graphene is subjected to irradiation of ions. If each
carbon atom remains with threefold coordination, the Dirac equation can still redefined
locally, but its long-distance properties are altered, and the internal degrees of freedom
couple with additional gauge fields [13].
On the other hand, artificial gauge fields are also induced by the strain, which bring
to a redefined Hamiltonian of the kind:
Hˆ = ~vFσˆ ·
(
kˆ +
e
c
Aˆ
)
, (1.39)
where it can be shown that the gauge field is related to the hopping parameters mod-
ified by the strain. In particular, the strain redefines the distance between the carbon
atoms, with consequences on the values of the three neirest-neighbors hopping integrals
γi, which in strained graphene are in general different (the use of the index i refers to such
circumstance). The gauge fields are related to the redefined γi through:
Ax =
√
3
2
(γ3 − γ2), (1.40)
Ay =
1
2
(γ3 + γ2 − γ1). (1.41)
By assuming small deformations of the lattice around the equilibrium configurations of
the atoms:
γi = γ +
βt
a2
~ρi(~ui + ~u0), (1.42)
and the potential vector is related to the strain tensor by:
Ax = c
βt
a
(uxx − uyy), (1.43)
Ay = −c2βt
a
uxy. (1.44)
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1.2 Bilayer graphene
Bilayer graphene (BLG) consists of two sheets of graphene disposed one on top of the other
and forming a periodic structure. There can be different periodic systems depending on
how the two layers are rotated with respect to each other, as we will see. From the
experimental point of view, graphene stacks with more than one layer are easily produced
with the peeling technique used to isolate the single layer of graphene. In the original work
of 2004, Geim et al. [2] report the preparation of films obtained from graphite up to 10
µm in size. The accurate study of bilayer graphene has been accomplished by Novoselov
et al. [14]. The samples have been produced by micromechanical cleavage of crystals
of graphite and then selected by combination of optical microscopy and atomic force
microscopy. Contacts have been added in order to realize an Hall bar, and a gate voltage
has been applied between graphene and Si surface, chosen as a substrate. The period of
the SDH oscillations has demonstrated that the material under study had characteristic
energy dispersion which has allowed to identify it with bilayer graphene.
1.2.1 The tight-binding Hamiltonian
The band structure of bilayer graphene can be investigated by means of a simple exten-
sion of the Hamiltonian for SLG. A very common orientation of the layers is such that
the atoms on one layer belonging to one of the sublattices A1 lie above half of the atoms
on the sublattice A2 of the other layer. The other half lies on the top of the centre of the
hexagons formed by the atoms on the other layer. In the tight-binding approximation, the
Hamiltonian Hˆ for bilayer graphene is written as:
Hˆ = −γ0
∑
〈i,j〉,m,σ
(aˆ†m,i,σ bˆm,j,σ + h.c.)− γ1
∑
j,σ
(aˆ†1,j,σaˆ2,j,σ + h.c.)
− γ3
∑
j,σ
(bˆ†1,j,σ bˆ2,j,σ + h.c.)− γ4
∑
j,σ
(aˆ†1,j,σ bˆ2,j,σ + aˆ
†
2,j,σ bˆ1,j,σ + h.c.), (1.45)
where aˆ†(aˆ) and bˆ†(bˆ) are the usual creation (annihilation) operators on sublattices A
and B, indicated by the first index, which takes respectively the values 1,2, i, j are index
layers assuming the values 1,2, σ is the spin index. The γi are the hopping parameters.
In particular, γ0 is the in-plane hopping, γ1 is the inter-layer hopping between atoms
of sublattice A, γ3 is the inter-layer hopping between atoms of sublattice B, γ4 is the
inter-layer hopping between atoms of sublattice A and B. Typical values are γ0 ≈ eV,
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γ1 ≈ 0.4eV, γ3 ≈ 0.04 eV and γ4 ≈ 0.3 eV. By neglecting the term γ3 one obtains
parabolic bands touching at zero energy, with dispersion E±(k) = ±v2Fk2F/γ1. Within this
approximation, the system has electron-hole symmetry and shows metallic behavior. By
including instead γ3, the bands acquire trigonal warping. The electron-hole symmetry is
preserved thought, but instead of two bands touching at zero momentum, there are three
different pairs of bands touching at different points which lie at finite momentum.
Figure 1.9: AB stacking for bilayer graphene. On the right, it is reported the Brillouin
zone of graphene, in which the Dirac points K,K ′ have been indicated.
This is the most common type of stacking found in nature. Another highly-symmetric
stacking is the so-called AA, where the hexagons of different layers are perfectly aligned,
and the atoms on one layer are totally eclipsed by those ones on the other layer. The
Hamiltonian of AA stacked graphene is analogous to (1.45), being only the values of
the parameters γi to change, because of the different alignment of the two layers. Unlike
Bernal-stacked graphene, the bands of AA bilayer graphene are Dirac-like at small energies,
and touch at the Dirac point for zero momentum, without the appearence of a gap in the
spectrum. From now on, unless differently said, we will refer to Bernal-stacked bilayer
graphene as bilayer graphene.
1.2.2 Cyclotron mass
The cyclotron mass in BLG can be evaluated directly from its expression, mc = p/(∂E/∂p)
evaluated at the Fermi energy. The result is:
mc =
γ1
2v2F
√
1 + 4pi~2v2F|n|/γ21 , (1.46)
where γ1 is the intra-layer hopping, n the total charge density. In Fig. 1.10 it is graphically
shown its dependence from n.
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Figure 1.10: Cyclotron mass mc in Bernal-stacked graphene as a function of the total
electron density of the system and in units of the bare electron mass me. The solid line is
the curve of interest, showing the cyclotron mass in absence of external potential applied
to the system. Adapted from [15].
1.2.3 Density of states
By considering only the term ∼ p2 in the energy dispersion with momentum, the DOS of
bilayer graphene is a constant. The constance is related to the parabolic spectrum and to
the two-dimensional character of the system. In particular, the relation found is:
ρ(E) =
pi
c
, (1.47)
where c = v2F/γ1, γ1 is the inter-layer hopping parameter of the Hamiltonian (1.45).
1.2.4 The integer quantum Hall effect
The Landau level structure of bilayer graphene is quite unusual, as well as its monolayer
counterpart. The eigenstates of the system in the presence of a magnetic field B are:
E±N = ±~ωc
√
N(N − 1), N ≥ 0, (1.48)
where ωc = eB/m, and E
±
N refer to electron (+) and hole (-) states. Each LL has four
degeneracy, for which the degrees of freedom of spin and valley are responsible. Moreover,
the level at E = 0 is doubled degenerate with respect to the others. The plateaus in the
transverse conductivity σxy are found at σxy = 4Ne
2/~ with N integer, thus exibiting
steps of width 4e2/~ and a double step of width 8e2/~ at zero density n = 0.
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Figure 1.11: Transverse conductance σxy of bilayer graphene in a magnetic field B as a
function of the carrier density n for two different values of the applied field B. Plateaus
appear at multiple values of the conductance quantum e2/~, revealing the quantum Hall
effect. In particular, bilayer graphene shows a step of dimension 8e2/~ at n = 0. This is
consequence of the sequence of Landau levels, which shows an eight-fold degeneracy of the
level at zero energy. Adapted from [14].
1.3 Decoupled layers
The previous analyzed types of models for bilayer graphene allow electron tunneling be-
tween adiacent layers, whose strength is described by the overlapping integrals of pz or-
bitals of adiacent layers and corresponds to the γi of (1.45), i = 1, 3, 4 . A different type of
multilayer graphene is obtained by considering only intra-layer hopping and neglecting the
inter-layer hopping responsible of tunneling. The only terms which appear in the model
(1.45) are those corresponding to γ0, with a sum on the layer index. The obtained Hamil-
tonian is easily diagonalized, and as the terms relative to each layer are simply identical
to those ones of the model (1.7) for single-layer graphene, different bands are obtained,
which in the neighborhood of the Dirac points of the reciprocal space of each layer are
linear, meaning that electrons behave as massless relativistic Dirac fermions. Moreover,
one can associate to each electron another quantum number, the index layer `, which is
well defined due to the absence of tunneling.
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1.3.1 Experimental observation
The basic consideration of the previous section consists in the eventuality of neglecting
the tunneling between adiacent layers. This assumption is not simply a theoretical fact,
as there is experimental evidence that multilayer graphene can exist as a collection of
decoupled graphene layers. Samples built by thermal decomposition of SiC have been
analyzed by Sprinkle et al. [16], with the conclusion that the material is not graphite. In
Fig. 1.12, it is shown the primary band structure of a 11-layer graphene film grown on the
C-face of 6H-SiC. It consists of two bright and one faint intersecting Dirac cones, being
only three cones clearly visible. Thus, samples on a SiC substrate do not show the typical
electronic properties of multilayer graphene.
Figure 1.12: ARPES reconstruction of the bands for a 11-layer graphene sample on SiC.
Three linear Dirac cones (one faint) are shown. (b) Intensity curve with momentum,
showing the relative position of the cones in momentum space (thin solid lines). Extracted
from [16].
A recent experiment [17] has put into evidence the existence of an unconventional
relative rotation of adiacent layers with respect to the typical stacking of AB bilayer. In
Fig. 2.15, the black spots individuate the angular position of one of the layers with respect
to the other one. According to the onset at the bottom of the figure, the angles found are
θ = ±2.204◦.
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Figure 1.13: (a) LEED image for a sample with ≈ 10 layers shows two main spots which
give the rotation angle of adjacent layers. These correspond to the peaks in the intensity
curve as a function of the angle (see (b)). Extracted from [17].
Decoupled graphene layers are also found on the surface of bulk graphite [18]. More re-
cently, Haug et al. [19] have been able to produce twisted samples by folding single sheets
of graphene previously produced by accurate peeling of graphite. After plasma etching,
an Hall bar is formed. Then, common contacts are obtained by evaporating chromium
and gold, and the back gate voltage, formed by the coupling of the SiO2 substrate allows
to vary the charge concentration. By successively applyng a magnetic field orthogonal to
the sample, and measuring the longitudinal conductance σxx, the magnetotransport mea-
surements have shown two sets of SdH oscillations characteristic of graphene monolayers.
This clearly demonstrates that the system is composed of decoupled layers.
Another adopted technique consists in aligning horizontally two decoupled layers pro-
duced early, by separating them with an high-insulating dielectric. Here the difficulty
consists both in realizing an ultrathin dielectric that is put successively between the lay-
ers, and in positioning the layers one on the other without degradating them. In [20]
such a system has been realized in order to study the Coulomb drag, i.e. the momentum
transfer between electrons in different layers for which electron-electron interactions are
responsible. The first layer has been produced by exfoliation and placed on a 280-nm thick
SiO2 dielectric. A 7-nm thick Al layer has been deposited on the first layer, followed by 5
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nm of Al2O3. Finally, the second layer, previously exfoliated on SiO2, is placed. Top and
bottom gates allow to vary indipendently the electron charges on both layers.
A similar experiment has been conduced in [21], where instead the thick dielectric
employed is BN. In particular, a graphene monolayer has been placed on 20-30 nm of BN.
Then, the graphene layer has been covered with another BN substrate, of width around 4
nm, followed by deposition of the second layer. Voltage is applied between the two layers,
and between bottom layer and BN substrate. In this realization, the electron density in
the top layer is hold fixed by the top gate potential, while the charge on the bottom layer
is varied in the regime between zero doping and high doping, n ≈ 1011cm−2, letting the
bottom layer act as a control layer.
1.3.2 Theoretical considerations
The kind of stacking which is seen in the decoupled layers built on SiC corresponds to a
rotation angle of θ = ±2.204◦ between the layers, as already discussed. By starting from
a generic configuration, every different stacking could be obtained by means of a rotation
plus a translation on one of the two layers [22]. In particular, the honeycomb lattice
vectors of the rotated layer R′ are related to those of the unrotated layer R through
R′ = M(θ)R + d. Here M(θ) is the rotation matrix for rotations in the lattice plane
and d is a translation vector. One can consider a pure rotation and set d = 0. It has
been theoretically demonstrated [23] that the set of commensurate angles for which the
resulting structure is periodic are obtained by imposing the condition:
cos(θi) =
3i2 + 3i+ 1/2
3i2 + 3i+ 1
, i = 0, 1, 2 (1.49)
The angles θ = ±2.204◦ belong to the commensurate sequence (1.49). In particular,
one has the correspondence if takes i = 15 in (1.49). The period of the superlattice of
the obtained periodic structure is
√
3i2 + 3i+ 1a0, and for i = 15 it gives L = 6A˚, in
accordance with experimental findings on the dimension of the superlattice cell.
Recent theoretical studies [23] have demonstrated that it is the non-conventional rota-
tion of layers with respect to each other to cause the decoupling of the bands of different
layers, so that they behave as isolated monolayers. The crystal momenta of different lay-
ers near the rotated Dirac cones are in fact misaligned by the rotation, so that coherent
inter-layer motion is prevented, and the Dirac point of each layer is preserved.
As a consequence of the twist, there exists the possibility to build an Hamiltonian in
the vicinity of the rotated Dirac points of each layer, which appears as a Dirac Hamiltonian
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with additional non-diagonal terms for values of γ⊥/(vF∆K) 1, ∆K = K(θ)−K, K(θ)
the Dirac point of the rotated layer after the rotation, γ⊥ is the smallest hopping integral
in the periodic structure after the twist. The effect of the twist consists in a rescaling of
the Fermi velocity to a smaller value, to allow the bands to merge away from the Dirac
point. The smallest velocities are expected for the smallest rotation angles. In particular,
an expression for the renormalized velocity in terms of the small parameter is:
v∗F
vF
= 1−
(
9
γ⊥
~vF∆K
)2
, (1.50)
Nevertheless, the coupling between different layers generated from the inter-layer
Hamiltonian changes the topology of the bands away from the Dirac point, which from
a low-energy sector with decoupled Dirac cones on each layer and renormalized veloc-
ity transforms in higher-energy coherent states with hyperbolic bands. The transition
is associated with a saddle point in the electronic spectrum and the consequence is the
appearence of a Van Hove singularity in the DOS [24]. It has been shown in fact that
the singularities can be brought close enough to the Fermi energy by varying the angle of
rotation.
Other experiments [25] confirm that for a generic angle of rotation of the layers the
obtained bands are quite different from those of single-layer graphene. In particular, the
Raman peaks that occur as shifted in energy imply strong inter-layer electron-electron
interactions (these will be the subject of the next section) and the presence of the van
Hove singularity as a result of the superposition of the Dirac points of different layers, as
the angle of twist is varied. In this context, it has been theoretically found [26] that there
exists another set of angles for which a gap opens between valence and conduction band.
The effect is traced back to the matrix element between the Dirac points of the two layers.
Other studies [27, 28, 29] have concerned the limit of very small angles, in which the
the perturbation theory described above fails. It has been demonstrated the existence of
significant deviations from those results, indicating the breakdown of perturbation theory
(it fails yet at ∼ 5◦.) Moreover, another work [30] has shown that the Fermi velocity
vanishes for a set of magic angles below 1◦, the first of the series being 1◦.
These results has been analyzed very recently by means of continuum theories [31],
based on the Dirac-Weyl equation description of the two layers, coupled by a spatially
modulated hopping. The continuum theory has allowed to reobtain these findings, and to
extend the analysis by including the case that the angle of twist is generic. In particular,
this has been done by including all the Fourier amplitudes necessary to get the convergence
of the low energy spectrum.
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1.4 Interaction effects in graphene
The most important form of interaction between carriers in graphene are Coulomb in-
teractions. In 2DEG systems, such kind of effects are described by the dimensionless
parameter rs, defined as the ratio between dimensionless Coulomb and kinetic energies,
which gives the scale of the potential energy with respect to the kinetic energy and is a
dimensionless quantity. From simple calculations [32], the product rsaB gives the typical
distance between two electrons, aB = ~2/(me2) being the Bohr radius. In graphene, this
quantity is called αee, and predicted to be ≈ 2.2. Nevertheless, recent studies [33] have
pointed out how, as the particles measured into experiments are not bare electrons but
dressed particles, a more significative measure of the interaction is given by the quan-
tity αgr/ε(k, ω) = αgr(k, ω), which is a dressed fine-structure constant, ε(k, ω) being the
screening function and dependent on the density-density response function χ(k, ω) of the
system. The dependence of the χ(k, ω) from k, ω is reconstructed from inelastic x-ray
spectroscopy (IXS) on graphite. From the limit of αgr at large wavevector and zero fre-
quency, one can obtain information on the bare value of the coupling αee. The study
demonstrates how the static dielectric constant is renormalized to a smaller value than
the nominal ≈ 2.2, in particular αee ≈ 1/7. This also demonstrates that graphene behaves
as a weakly interacting system for phenomena developing at very small energy scales.
1.4.1 Experimental evidences
Several studies have demonstrated that it is necessary to make reference to correlation
effects between electrons to explain several observations. In [34] it is shown that the real
bands, obtained from angle-resolved photoemission spectroscopy (ARPES) reconstruction,
differ from the calculated linear bands predicted from the Hamiltonian (1.11). It is clearly
evidenced a deviation from the linear behavior (1.9), as in Fig. 2.14. Even if on large
scales there is a good agreement, deviations emerge when zooming around the Fermi energy
and Dirac point regions. First of all, it is seen a sharpening of the bands accompanied
by a kink, at an energy of ~ωph ∼ 200meV below EF. This feature should be related
to scattering processes with the oscillation modes of the lattice, called phonons, which
bring to a renormalization of the bands. Another deviation emerges when making a linear
extrapolation of the up and low bands, which show how they do not merge at the Dirac
point. This is also seen by looking to reconstructed bands in a direction orthogonal through
the Dirac point K. Near this point, additional kinks emerge. which are attributed to other
forms of many-body interactions.
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Figure 1.14: ARPES reconstruction of the bands of graphene on SiC showing the presence
of a kink at an energy ~ωph ∼ 200meV below the Fermi energy EF. It is attributed to
scattering of electrons with phonons of the lattice. Extracted from [34].
Figure 1.15: ARPES image for the same sample of Fig. 1.14 but showing the bands in
a direction orthogonal to the Dirac point. It is evident the presence of a second kink,
deriving from many-body interactions.
38 1. Introduction to graphene-based systems
In an ARPES experiment [36], profound deviations from the linearity spectrum are
found in the energy dispersion. SDH oscillation measurements are performed as a function
of the temperature of the system. The amplitude of the peaks in the longitudinal conduc-
tance follows the Lifshitz-Kosevich formula T/ sinh(2pi2Tmc/~eB), which is valid for the
Dirac spectrum. This allows to find the cyclotron mass at a given density n, which is also
related to the Fermi velocity by mc = ~(pin)1/2/v∗F. Measurements of mc at various n show
nonlinearities in the behavior of the cyclotron mass as a function of kF, if vF is assumed
to be constant. These features can be translated in the Fermi velocity vF = ~(pin)1/2/mc,
which therefore changes with the density. By plotting vF, one sees a divergence in the
vicinity of the neutrality point. Moreover, vF does not approach the theoretical value
1 × 106m/s even for the greatest values of density ≈ 1012cm−2. An explanation of the
observed facts consists again in considering the existence of strong electron-electron inter-
actions, which drive vF to values of 3×106 m/s for the lowest values of densities considered
(See Fig. 1.16).
Figure 1.16: Fermi velocity vF as a function of the electron density n. A peak is observed
near the neutrality point. Moreover, vF shows a decreasing trend with n, but does not
reach the bare value 106 even at the greatest n, being always greater than 1.3 × 106.
Extracted from [35].
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Figure 1.17: Sketch of the linear bands of graphene in the vicinity of the Dirac points,
after renormalization from the electron-electron interactions, which bring to a divergent
behavior of the Fermi velocity vF. Comparison with linear bands coming from the non-
interacting Hamiltonian (1.7). Extracted from [35].
Similar analysis are performed in [35], where the ARPES spectra in undoped graphene
are studied. In fact, as long as the chemical potential is away from the Dirac point, many-
body interactions are screened and can be described within the Fermi liquid picture.
But when the semimetallic regime is approached, electron-electron and electron-phonon
interactions go through a substantial change. The sample is slightly doped with n =
8 × 1010cm−2, and the Fermi velocity is measured to be vF = 1.10 × 106m/s. The first
effect to be shown is the presence of a curvature in the vicinity of the Fermi energy
E − EF = 800 meV. This curvature marks a strong departure from the linear behavior
and is most likely due to electron-electron interactions. In fact, electron-phonon interaction
would give a curvature in the opposite sense. Moreover, it should affect the dispersion
at much smaller energy, that one of the phonon mode. Similar reasoning allows to rule
out the electron-photon energy, that is negligible for neutral graphene and would give the
opposite curvature. All these considerations are confirmed by ab initio calculations. A
second deviation is found in the low-energy regime, in the range 150 − 200 meV from
EF, with the characteristics of a kink. This deviation is attributed to electron-phonon
interaction and is strongly reduced in undoped graphene than in the doped case, with a
tiny departure from linearity. Finally, it is reported the imaginary part of the self-energy.
It is seen to scale linearly with energy over a large energy window. The real part shows
correspondingly a logarithmic renormalization. These facts are the signal of the presence
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of strong many-body interactions. In particular, the character of these interactions is
different from that seen in doped graphene. Without entering in the details for now, one
concludes that interactions are so strong that the system looses the character of normal
Fermi liquid (a concept that is explained in Sec. 1.4.6), typical of interacting d-dimensional
electron gases and of doped graphene, and becomes a marginal Fermi liquid.
Figure 1.18: Experimental imaginary part of the self-energy for undoped graphene. It
is evident the linear behavior with energy, that demonstrates the marginal Fermi liquid
character of graphene at the neutrality point. Adapted from [35].
Recently, signatures of the fractional quantum Hall effect (FQHE) usually seen in
ordinary 2DEGs have been found in graphene. As described in Sec. 1.1.6, under the
application of a magnetic field, the energy spectrum of graphene becomes quantized. This
is a common feature to all 2D electronic systems. When the intensity of the field becomes
very high, interaction effects between particles become to emerge and new states form. In
particular, the first observation of the Landau levels in graphene showed the sequence of
integers ν = ±2,±6,±10 which differs from previously studied 2DEG, as discussed. By
increasing the field, new levels appear at filling factors ν = 0,±1,±4. These states, which
are not in the sequence (1.19), are conjectured to emerge from e-e interactions that lift the
pseudospin and spin degeneracy of the lowest Landau level. At even stronger fields, other
levels with fractional filling factors are expected to appear. To see the FQHE, very clean
suspended samples are needed to avoid the effect of disorder from the substrate, which
shadows the typical features produced by e-e interactions.
In a recent experiment [37] on clean suspended samples of monolayer graphene, the
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FQHE has been seen at the values ν = 1/3, 1/2, 2/3 appearing as minima in the quantum
Hall conductance at fractional filling factor ν. To see these states, it was necessary to
move to the low-density regime, and then reach strong fields, B > 10T. However, while
the state at ν = 1/3 was clearly visible in all samples analyzed, the states ν = 1/2, 2/3
were not, indicating that these features are much fragile and sample-dependent.
In another experiment [38], it has been performed a similar analysis on clean suspended
graphene. Apart from the usual states at integer filling factors ν = 1, 2, fully developed
at fields B ≈ 2T, it is found the additional state at ν = 1/3 as a peak in the transverse
conductance. Moreover, by measurements of the longitudinal conductance, two additional
features appearing respectively as a peak and a plateau signal the existence of other states
at fractional filling factors. These states have values ν ≈ 0.46, 0.68 and as a consequence
are 20-40% greater than the closest fractional filling factors ν = 1/2, 2/3, making their
assignment to specific ν difficult. The state at ν = 1/3 has also been found in [41, 42]
with similar techniques.
Very recently, the FQHE has been demonstrated by measurements of compressibility
[39]. In the presence of a strong magnetic field, incompressible states appear when the
Fermi energy lies between two Landau levels, and thus it the existence of LL corresponds
to incompressible behavior. The ordinary sequence of integer LL has been found but,
apart from that, additional levels at fractional filling factors have appeared. Between 0
and 1 these states have the sequence common to GaAs, for ν = 1/3, 2/3, 2/5, 3/7, 4/9. On
the contrary, between 1 and 2 only states with even denominators appear, in particular at
ν = 4/3, 8/5, 10/7, 14/9. The result constitutes the evidence that strong e-e interactions
occur in the regime of high magnetic field, and the levels thus forming are a consequence
of the interplay of the e-e interactions with underlying symmetry.
Another proof of the existence of electron-electron interactions has come [40] from
measurements of magnetoresistance in an intermediate regime between weak localization
and Landau quantization. The magnetic fields under consideration have been taken as
strong but not enough to reach the Hall phase. Hall bars have been prepared with large
samples of graphene flakes deposited on silicon carbide (SiC). The curves have been found
to be parabolic in shape and evolving with temperature following a logarithmic depen-
dence ∼ ln(T ). This contribution is of quantum nature and is related to e-e interactions,
expressing the correction to the contribution to the magnetoresistance that is independent
from T . A model has then allowed to reproduce such an experimental behavior.
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1.4.2 Linear response of graphene to electromagnetic fields
For what concerns the response to an electromagnetic field, the basic setup consists in
applying an external field, and observe the way the system reacts. If Bˆ is the observable
coupled to the external field, the Hamiltonian HˆF which describes the coupling of the
system to the field is:
HˆF(t) = Hˆ + F (t)Bˆ, (1.51)
where Hˆ is the Hamiltonian of the system in absence of the external perturbation. When
considering electric fields, for example, the second term on the right-hand side of (1.51)
is: ∫
Vext(~r, t)nˆ(~r)d~r, (1.52)
where nˆ(~r) =
∑
i δ(~r − ~ri) is the density operator of the system. The linear response
consists in making an expansion of the equation of the evolution operator of the system,
and considering only the linear term in the expansion in powers of Bˆ. At the end of the
procedure, the result is:
Uˆ1(t, t0) = e
−i
~ Hˆ(t−t0)
[
Iˆ − i
~
∫ t
t0
Bˆ(t
′ − t0)Fˆ (t′)dt′
]
, (1.53)
where t0 is the time at which the external evolution is applied, and t is the final time. Eq.
(1.53) is valid in first approximation if the amplitude of the field F (t) is weak. Because
all the observable properties of the system are influenced by the external perturbation,
its effect becomes evident when one considers the value of an observable at time t. It can
be demonstrated that the deviation of the mean value of an observable 〈AF(t)〉 from the
corresponding one 〈A0〉 in absence of the external perturbation is:
〈Aˆ1〉(t) = 〈AˆF〉(t)− 〈Aˆ0〉 =
∫ t−t0
0
χAB(τ)F (t− τ)dτ, (1.54)
having assumed temporal invariance of the evolution, where χAB(t) is defined as:
χAB(t) = − i~Θ(t)〈[Aˆ(t), Bˆ]〉0. (1.55)
In particular, for an oscillating perturbation F (t) = Fωe
−iωt, the response is:
〈Aˆ1〉(t) = 〈AˆF〉(ω)e−iωt + c.c., (1.56)
where:
〈AˆF〉(ω) = χAB(ω)Fω, (1.57)
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and:
χAB(ω) = − i~ limη→0
∫ +∞
0
〈[Aˆ(τ), Bˆ]〉0ei(ω+iη)τdτ. (1.58)
A central quantity is the response function (1.58). In the situation in which the change in
density n′(~r′, t) induced by the external field Vext(~r, t), which naturally couples locally to
the density at point n(~r, t), is probed, it can in fact be shown, after Fourier decomposition
on n′(~r′, t), that:
n′(~q′, ω) = χnn(~q, ~q′, ω)Vext(~q, ω), (1.59)
n′(~q′, ω) being the Fourier transform of the quantity n′(~r′, t) and so the quantity of interest
is the density-density response function χ(~q, ~q′, ω), which is a special case of (1.58). It can
be also applied translational invariance to obtain:
χnn(~q, ~q′, ω) = χnn(~q, ω)δ~q,~q′ , (1.60)
and end up with the response function χnn(~q, ω). If one is able to calculate the χnn(~q, ω),
it can have the information on the response to an external electric field in linear approxi-
mation.
In the non-interacting picture, the density-density response function is easily obtained
from the knowledge of the complete spectrum of the single-particle excitations of the
system. It reads:
χ0σ(~q, ω) =
1
Ld
∑
~k
n~kσ − n~k+~qσ
~ω + ε~kσ − ε~k+~qσ + i~η
, (1.61)
where σ is the spin of the species under consideration, whose density is nσ(~r, t), the
symbol ε~k denotes the energy of a particle corresponding to wavevector
~k, n~kσ is the
Fermi distribution.
The expression (1.61) is valid in general for every electronic gas system in d dimensions,
but it only describes the response in a non-interacting picture. However, the effect of
interactions between electrons is usually dramatic, changing all the main observed features,
and so it is necessary to consider it. The main effect introduced by electron-electron
interactions is to change the potential seen by an electron with respect to the bare case,
so that, if Vext is the external potential imposed to the system, the screened potential felt
by an electron is:
Vsc(~r, t) = Vext(~r, t) + Vind(~r, t), (1.62)
where:
Vind(~r, t) =
∫
d~r′
e2n(~r′, t)
|~r − ~r′|
. (1.63)
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After Fourier transformation in ~r and t, one is allowed to define the dielectric function
ε(~q, ω) as:
Vsc(~q, ω) =
Vext(~q, ω)
ε(~q.ω)
, (1.64)
A useful definition is the proper density-density response function, which relates the
screened potential to the electron density which has produced it:
n(~r, ω) =
∫
d~r′χ˜nn(~r, ~r′, ω)Vsc(~r′, ω), (1.65)
and it follows from (1.59)-(1.65) that:
1
χ˜nn(q, ω)
=
1
χnn(q, ω)
+ vq, (1.66)
where vq is the Fourier transform of the bare Coulomb potential.
Even if it is not possible to exactly calculate the density-density response function,
there are several quite useful approximations.
1.4.3 The random-phase approximation
The scheme mostly used in which to treat interactions is the random-phase approxima-
tion (RPA), which can be viewed as a time-dependent Hartree-Fock approximation. The
Hartree theory consists in considering the static potential seen by a single electron as:
VH(~r) = Vext(~r) +
∫
e2n(~r′)
|~r − ~r′|
d~r′, (1.67)
where n(~r) is the electronic density in the ground-state. The RPA consists in assuming that
the physical system responds as the Hartree system would to the sum of the perturbing
potential Vext(~r, t) and of the potential produced by the induced electron density n1(~r′, t),
which is
∫
e2n1(~r′, t)/|~r − ~r′|d~r′. The Hartree equation is then:
Vsc(~r, ω) = Vext(~r, ω) +
∫
e2
|~r − ~r′|
χRPAnn (
~r′, ~r′′, ω)Vext(~r′′, ω)d~r′, (1.68)
where the induced density is:
n1(~r, ω) =
∫
χ˜RPAnn (~r,
~r′, ω)Vsc(~r′, ω)d~r′, (1.69)
χ˜RPAnn (~r,
~r′, ω) being the proper response function in RPA, which is exactly equal to the
Hartree response function χHnn(~r,
~r′, ω). As the system is homogeneous, the response of its
1.4. Interaction effects in graphene 45
corresponding non-interacting system is controlled by the Lindhard function χ0(~r, ~r′, ω),
so that:
χ˜Hnn(~r,
~r′, ω) = χ0(~r − ~r′, ω), (1.70)
and one can obtain the relation:
χRPAnn (q, ω) =
χ0(q, ω)
1− vqχ0(q, ω) =
χ0(q, ω)
εRPA(q, ω)
, (1.71)
having introduced the dynamical dielectric function εRPA(q, ω) evaluated in RPA, and
vq = 2pie
2/q is the Fourier transform of the Coulomb potential.
1.4.4 Static screening: the Thomas-Fermi approximation
A very important quantity which controls the way interactions are screened is the Thomas-
Fermi wavevector. If a charged impurity is added to the system, the screened potential
related to it is:
V TFsc (~r) =
∫
d2q
(2pi)2
vq
ε(~q, 0)
ei~q·~r. (1.72)
The static dielectric function in RPA is ε(~q, 0) = 1−vqχ0(~q, 0). Its limit at large distances
is:
lim
q→0
ε(~q, 0) =
2pie2
(q + qTF)
, (1.73)
where qTF is the Thomas-Fermi wavevector. The expression for graphene [43] is qTF =
4piαeekF, where kF is the usual Fermi wavevector. The resulting screened potential (1.72)
has the form:
V TFsc (~r) = e
2
(
1
r
− pikTF
2
[H0(kTFr)−N0(kTFr)]
)
, (1.74)
where H0(kTFr) is the Struvel function and N0(kTFr) is the Bessel function of the second
kind. The screened potential (1.74) decreases only as 1/r at great distances, following the
behavior of the Coulomb potential, but goes like 1/r3 for r  q−1TF, the latter one being a
peculiarity of two-dimensional systems. The Thomas-Fermi wavevectors plays the role of
a crossover between the region where the charge is screened, and the external region where
the charge is not seen by other charges, being totally screened inside the sphere of radius
≈ q−1TF. Outside this region, the density obtained in RPA tends to an equilibrium value as
r becomes much greater than q−1TF. However, the exact behavior of the screened potential
in RPA is not completely described by (1.74), as the true potential shows features known
as Friedel oscillations. The main difference between graphene and 2DEG actually comes
from the form of the Friedel oscillations, which in graphene decay as cos(2kFr)/kFr
3,
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whereas in 2DEG as cos(2kFr)/r
2. The Lindhard function is responsible of the difference,
because while in graphene it is continuos, in 2DEG it has a cusp at q = 2kF. The form
(1.74) reproduced instead well its asymptotic behavior.
1.4.5 Collective excitations
RPA allows to find the spectrum of the collective excitations of the system. Apart from
the single-particle spectrum, consisting in electron-hole pairs, the Coulomb interactions
allow for the existence of another kind of excitation, known as plasmons and consisting
in the in-phase collective motion of the electronic charge. The spectrum of the plasmonic
modes coincides with the poles of the density-density response functions, or equivalently
with the zeros of the real part of the dielectric function. The imaginary part will give the
strength of the damping of the plasmon. In fact, where a zero appears, the response of the
system (1.64) can be finite even if the external potential Vext applied is 0. The plasmon
modes in RPA are then found from:
εRPA(q, ω) = 1− vq<eχ0(q, ω) = 0. (1.75)
The plasmon dispersion can be computed exactly at large distances[43]:
ω(q) =
√
(2εFe2/)q, (1.76)
and the dependence
√
q has been also confirmed experimentally by energy loss spec-
troscopy. If one considers the next terms in the expansion of the Lindhard function
around q = 0, corrections to the
√
q behavior are obtained [44]:
ω(q) =
√
2pine2q
mpl
(
1 +
12− g2α2ee
4
q
qTF
+ ...
)
, (1.77)
having introduced the plasmonic mass:
mpl =
4pin~2
gεF
, (1.78)
which can be also written in terms of the Drude weight D0:
mpl =
pie2n
D0
. (1.79)
However, many-body corrections to the plasmon frequency have to be expected in
graphene. The broken Galileian invariance is at the origin of the effect. It is seen [45]
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Figure 1.19: Breaking of the Galileian translational invariance in graphene. Fig. a) shows
the Fermi sphere of the ground-state of graphene. Fig. b) shows the Fermi sphere after
a boost, which clearly evidences the appearence of a magnetic field associated to the
existence of the pseudo-spin degree of freedom.
that in graphene the plasmonic oscillatory motion of the charge is naturally coupled to a
pseudospin motion. Infact, when the Fermi sphere is moved in momentum space for the
existence of a plasmonic motion, breaking rotational invariance, a pseudomagnetic field
appears as a consequence of the asymmetric distribution of occupied states of pseudospin
inside the Fermi sphere. The effect of the pseudomagnetic field is to affect the plasmon
energy. The renormalization of the plasmon frequency can be seen as a renormalization
of the bare Drude weight D0. The first-order diagrams which contribute to the effect are
shown in Fig. 1.20. The density-density response function is calculated by adding to the
bubble diagram of Fig a) the virtual exchange of energy of b)-c)-d). It can be shown that,
in the limit of very low density n, the corrected Drude weight D is:
D
D0
= 1 +
αee
4
ln(Λ) + βαee, (1.80)
with β ≈ −0.017, Λ = kmax/kF, which is inversely proportional to the total charge. It is
important to point out that through Eq. (1.80), the plasmon frequency (and of the Drude
weight) is enhanced above the noninteracting value.
1.4.6 Landau theory and quasiparticle excitations
Even if electrons in graphene suffer of strong Coulomb interactions, it is possible to threat
them as quasiparticles, i.e. particles described by the same set of parameters of the bare
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Figure 1.20: The first-order diagrams contributing to the renormalization of the Drude
weight are shown. In a) it is shown the bare bubble, in b) the vertex correction, while c)
and d) are the self-energy diagrams.
theory, where such parameters are modified by interactions. The original idea goes back
to Landau’s studies on the electrons in metals, that showed how to construct the low-
lying energy excitations of a system of interacting fermions in terms of the excitations of
the corresponding non-interacting system. The procedure is based on a slow switching
on of the interaction, and, as the state of the non-interacting system is described by
the occupation numbers, it is possible to show how these occupation numbers are still
valid as approximate quantum numbers, even if they have lost their physical significance.
Moreover, for weakly excited states, the occupation numbers change very smoothly. It is
introduced a quantity, called renormalization constant and indicated with Z, which is the
analogous of the Fermi step for the non-interacting theory, varying in the range 0 < Z < 1
for the theory to be applicable. Later studies have demonstrated how to obtain the Landau
theory within a microscopic description of the system. In particular, it has been possible
to show [46, 75] how to apply the Landau liquid theory to graphene, by defining the Fermi
velocity and the renormalization constant in terms of the quasiparticle self-energy:
Z =
1
1− ∂ω<eΣret+ (k, ω)|k=kF,ω=0
, (1.81)
v∗F
vF
=
1 + (vF)
−1∂k<eΣret+ (k, ω)|k=kF,ω=0
1− ∂ω<eΣret+ (k, ω)|k=kF,ω=0
, (1.82)
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being Σret± (k, ω) the self-energy of an electron with chirality index s = ±, vF is the bare
Fermi velocity.
1.4.7 The GW approximation
For what concerns the quasiparticle self-energy, a very useful scheme which is often applied
is the GW approximation, which consists in considering the expression for Σσ (σ is the
spin index):
Σσ(k, iωn) = − 1~β
∫
d~q
(2pi)d
+∞∑
m=−∞
Gσ(k − q, iωm − iΩm)W (q, iΩm), (1.83)
which corresponds to the diagram of Fig. 1.21, and is valid for an electronic system
Figure 1.21: GW approximation of the self-energy.
in d dimensions, where Gσ(k, ω) is the Green’s function for an electron with spin σ,
W (q,Ω) = V (q)/ε(q, ω) is the screened potential. The expression (1.83) is given at finite
temperature T , β = 1/kT .
From the point of view of diagrammatic theory, the GW corresponds to consider a
subclass of diagrams in the perturbative expansion of the self-energy Σσ(k, iωn). One
starts [32]. with the irreducible electron-hole interaction Ipσ,p′σ′ (0), defined as the sum
of all the two-particle scattering diagrams that are irreducible in the direct electron-hole
channel, and assumes the local approximation Ipσ,p′σ′ (0) ≈ V effσ,σ′ (p − p
′
). By integrating
the exact functional identity:
δΣσ(p) = i
∑
σ′
(p)
∫
Ipσ,p′σ′ (0)δGσ′
dd+1p
′
(2pi)d+1
, (1.84)
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and using the approximation for Ipσ,p′σ′ (0), one has:
Σσ(p) = i
∑
σ′
∫
V eff
σ,σ′ (p− p
′
)Gσ′ (p
′
)
dd+1p
′
(2pi)d+1
. (1.85)
This expression appears as a generalized GW of Eq. (1.83), in fact the effective interac-
tion is replaced with the screened interaction, and differs from the latter one for vertex
corrections. Moreover, (1.85) contains an arbitrary constant, which should be fixed by
independent means, for example by requiring that Σσ(k, iωn) gives the correct value for
the chemical potential at a selected value of the total density.
By using (1.83) together with the definition of the self-energy that connects it with
the Green’s function:
G(k, iωn) =
1
[G0(k, iωn)]−1 − Σ(k, iωn) , (1.86)
one obtains a complete scheme to calculate the self-energy Σσ(k, iωn). A different scheme
is called G0W and basically consists in obtaining the self-energy from (1.83) after having
replaced G with G0.
1.4.8 Quasiparticle properties in the Hartree-Fock approximation
The Hamiltonian of the system is:
Hˆ = v
∑
k,α,β
ψˆ†k,α(σαβ · k)ψˆ†k,β +
1
2S
∑
q 6=0
∑
k,k′
∑
α,β
vqψˆ
†
k−q,αψˆ
†
k
′
+q,α
ψˆ
k
′
,β
ψˆk,α, (1.87)
having introduced the Coulomb interactions in terms of the creation and annihilation
operators ψˆ†k,α, ψˆk,β acting on the components α, β of the honeycomb lattice. In the
Hartree-Fock approximation, the interaction terms are written using a mean-field descrip-
tion as:
Hˆint = − 1
S
∑
k,k′
∑
α,β
vk−k′ρα,β(k
′
)ψˆ†k,αψˆk′ ,β, (1.88)
where ρα,β(k
′
) = 〈ψ0|ψˆ†k,βψˆk,α|ψ0〉 is the 2×2 density matrix, being |ψ0〉 the ground-state
of the system. In (1.88), the Hartree term has been neglected because of the translational
invariance of the system. Adding the band kinetic energy and parametrizing the density
matrix elements in terms of the pseudospin-density contributions [48], the Hamiltonian is
rewritten as:
HˆHF = −
∑
k
∑
α,β
ψˆ†k,α[δαβB0(k) + σαβ ·B(k)]ψˆk,β, (1.89)
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having introduced the self-consistent fields B(k), B0(k), which are related to the elements
of the density matrix ρα,β(k
′) (for details, see [48]). By calculating the self-energy from
(1.89), one obtains an approximation for the renormalized Fermi velocity:
v∗F
vF
= 1 +
∂Σ(k)
∂k
|k=kF = 1 +
αee
4
ln(Λ), (1.90)
in terms of Λ = kmax/kF, kmax a cut-off introduced on momenta to take into account the
finite range of validity of the linear behavior of the bands, which is valid in the limit of
very small densities, Λ → 0, thus showing a logarithmic divergence. The result (1.90)
is in accordance with previous work [49, 50, 51], demonstrating that doping in graphene
induces Fermi liquid behavior. The meaning of (1.90) is clear when one considers the
exchange energy of an individual channel, which can be written as:
δεx = − 1
2nS2
∑
s,s′
∑
k,k′
vs,s′ (k − k
′
)δnksδnk′s′ +
1
nS
∑
k,s
Σ
(0)
k,sδnks, (1.91)
where S is the sample area, vs,s′ (k−k
′
) is the Fourier transform of the Coulomb potential,
having added the factor coming from the chirality, s, s
′
chirality indexes, and δnks, δn
′
k′s′
are fluctuations of density above the ground state. The first term is similar to what is
found in ordinary 2DEGs, and is negative, meaning the energy between charge carriers at
the Fermi energy. The second term instead is responsible of the logarithmic divergence of
the velocity at small densities. It physically means a loss in exchange energy in particles
with the same chirality of the occupied Dirac sea to states above the Dirac point with
opposite chirality.
1.4.9 Quasiparticle properties in the presence of dynamically screened
interactions
The discussion of the Hartree-Fock approximation of the previous section has been made
in terms of an approximation on the Hamiltonian of the system. An equivalent scheme
consists in defining an approximation on the exact self-energy of the system as:
Σs(k, iΩm) = − 1~β
∑
s′
∫
d2q
(2pi)2
vq
[
1 + ss
′
cos(θk,k+q)
2
]
Gs(k − q, iΩm), (1.92)
This corresponds to the diagram of Fig. 1.21 adapted to the case of electron in graphene
(the spin index σ has been suppressed, and it has been introduced the chirality index s),
where the screened potential W (q, iΩm) has been replaced by vq. Moreover, a factor in
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Figure 1.22: Sketch of the interactions coming in graphene which consists of two effects.
The short red line indicate interactions between carriers at the Fermi energy. The long
red line indicates interactions between ground-state fluctuations above the Fermi energy
and the filled Fermi sea. Adapted from [75].
square brackets, giving the dependence of the interaction from the momenta k, k+ q of
the species s, s
′
involved has been introduced. As a consequence, the RPA consists in the
correction to the Hartree theory in which the bare Coulomb interactions vq have been
replaced with the screened potential W (q, iΩm) = vq/ε(q, iΩm). By making reference to
the G0W scheme, the RPA diagram for the self-energy is:
Σs(k, iωn) = − 1
β
∑
s′
∫
d2q
(2pi)2
+∞∑
m=−∞
W (q, iΩm)
[
1 + ss
′
cos(θk,k+q)
2
]
G(0)s (k−q, iωm−iΩm)
(1.93)
It is shown a plot of the renormalized Fermi velocity obtained from (1.93) as a function
of the coupling constant and for different values of the dimensionless cut-off, which fixes
the electron density.
An expansion of the velocity in terms of the cut-off for small densities gives:
v∗F
vF
= 1 +
αee[1− gαeeξ(gαee)]
4
ln(Λ), (1.94)
with ξ(gαee) = 1/3− 3pi2gαee/256 + .... , and for the renormalization constant:
Z−1 = 1 +
αeeλ(gαee)
4
ln(Λ), (1.95)
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Figure 1.23: Numerical results in random-phase approximation for the renormalization
constant and the renormalized Fermi velocity in terms of its bare value as a function of
the coupling constant and for different values of the total charge, i.e. of Λ. Adapted from
[75].
with λ(gαee) = gαee/4−3pi2(gαee)2/256 + ... The explanation of the divergent behavior of
the renormalized velocity is understood by making reference to the Hartree-Fock theory,
which is valid at large Λ when αee is small. The meaning of the logarithmic divergence
when Λ→∞ has already been explained in that contest. In RPA, additional correlations,
deriving from the introduction of a screened potential in place of the bare Coulomb poten-
tial, are taken into account, thus generating a new contribution to the QP energy, called
correlation energy. The correlation contributions considered in the RPA bring corrections
to (1.90) that however preserve the divergent behavior at small densities, Λ → +∞, as
clearly seen in (1.94). While exchange contributions generate the first-order term in the
coupling constant, correlations are responsible of the second order correction, as can be
deduced by looking at (1.90), (1.94).
1.4.10 Theory of ARPES spectra
A central role in the comprension of the many-body effects in electronic systems is played
by the spectral function. This is defined by starting from the ground-state of the system
with N particles, and considering excitations on it. If aˆ†α is the creation operator for
a particle with quantum number α and corresponding bra |ψα〉, the state obtained by
applying aˆ†α on the ground state is a superposition of the eigenstates of the system with
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N + 1 particles:
aˆ†α|0, N〉 =
∑
n
cn,N+1|n,N + 1〉. (1.96)
The probability of finding the system in the n-th excited state is then:
|cn,N+1|2∑
n |cn,N+1|2
. (1.97)
In a system with very large number of particles, the energy levels are closely spaced, and a
more relevant quantity is the probability of finding the system with an energy comprised
between E0,n + ~ω and E0,n + ~(ω + dω). The definition of A>(α, ω) is:
A>(α, ω) =
∑
n
|〈n,N + 1|aˆ†α|0, N〉|2δ
(
ω − En,N+1 − E0,N
~
)
. (1.98)
In a similar manner, one can define the probability of finding the system with an energy
between E0,n + ~ω and E0,n + ~(ω+ dω) after having removed a particle with index label
α. It is:
A<(α, ω) =
∑
n
|〈n,N − 1|aˆα|0, N〉|2δ
(
ω − En,N−1 − E0,N
~
)
. (1.99)
The complete spectral function is defined as:
A(α, ω) = A>(α, ω) +A<(α, ω), (1.100)
and it represents the probability of increasing or decreasing the energy of the N -particle
system between E0,n + ~ω and E0,n + ~(ω+ dω) after having added or removed a particle
in the state |ψα〉. For example, in a continuos description α could represent a wavevector
k.
It is then clear that the spectral function contains important information on the spec-
trum of the excitations of the interacting system. For a single-layer graphene, this consists
in the electron-hole continuum, plus the plasmonic branch which is not present in the non-
interacting counterpart. By plotting the plasmonic branch in the q¯ − ω¯ plane (q¯ = q/kF,
ω¯ = ω/εF) together with the single particle excitations [52], it results that plasmons are
well defined (see Fig. 1.24) in the long-wavelenght limit, being not damped by electron-
hole decay, and subtract great part of the spectral weight to the electron-hole continuum.
Moreover, plasmons are still present even when enter the electron-hole continuum. These
features are seen in the ARPES reconstruction of the bands which is profoundly influenced
by the plasmonic branch. In particular, in accordance with Fig.1.24, the effect consists
in states near the Dirac point which interact strongly with plasmon at its characteristic
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Figure 1.24: Spectrum of the excitation of a single-layer graphene. It consists of the
electron-hole continuum plus the plasmonic branch. Adapted from [52].
frequency ωpl which depends on the interaction constant αee, producing spectral function
satellites. The main feature is the appearence of a gap at the Dirac point between the
upper and lower bands, which do not perfectly merge at zero energy, but are separated
by an amount of energy. Moreover there is a large spread in energy around the point at
zero momentum k = 0. To explain these features, one can make reference to the connec-
Figure 1.25: ARPES reconstruction of the bands for a single-layer graphene. It is noted a
gap at the Dirac point plus a large energy spread. Adapted from [52].
tion of the spectral function to the real and imaginary parts of the self-energy. It can be
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demonstrated that:
As(k, ω) =
1
pi
|=mΣs(k, ω)|
[ω − ξs(k)−<eΣs(k, ω)]2 + |=mΣs(k, ω)|2 . (1.101)
Peaks in As(k, ω) are consequently expected in correspondence of the solutions of the
Dyson equation:
ω − ξs(k)−<eΣs(k, ω) = 0. (1.102)
These solutions are tipically found in correspondence of the points where =mΣs(k, ω) has
a great increase, because by Kramers-Kronig relations <eΣs(k, ω) changes sign.
In particular, plots of the imaginary part of Σs(k, ω) for k = 0 show that, for fixed
αee = 2.0 (the value chosen in Fig. 1.25), there is a large increase at ω¯ ≈ −1.2, which is
the value where the line Ω(q) = ω¯− q¯+1 becomes tangent to the plasmon dispersion ω(q¯).
In correspondence of this value of ω¯, a solution to the Dyson equation (1.102) is found.
In this case, a hole scatters into a resonance made of a quasiparticle strongly coupled
to plasmon excitation, called plasmaron [53, 54]. At k = 0, apart from the quasiparticle
solution, a second solution emerges at an energy below the Fermi energy and corresponding
to the plasmaron peak, with an energy split between each other. Moreover, there is a large
energy spread around the two solutions. This fact explains why the bands do not match
at the Dirac point for k = 0. As k increases, the split between the quasiparticle peak and
the plasmaron resonance increases, and their spectral weight decreases. The plasmaron
is strongly in evidence in the ARPES spectra because takes a large part of the spectral
weight, and it is sensitive to the value of α.
1.4.11 Role of interactions in bilayer graphene: experimental facts
Experimental evidence of the effect of electron-electron interactions has been gained for
bilayer graphene systems. In these systems, interactions are also stronger than that ones
found in SLG, because the interaction parameter is proportional to 1/
√
n, so is typically 30
times greater. Moreover, the strenght of the interactions can be magnified by suspending
the sample and playing with the dielectric constants involved.
Several experiments make use of graphene on which a magnetic field is imposed, even
if the presence of such a field is not strictly necessary. As a consequence, the eight-
fold degeneracy of the Landau level at E = 0, which brings to a full step of 8e2/h in the
conductance, is fully lifted. In a recent study [55] , several different phases have been found
by varying electric and magnetic fields both perpendicular to the sample under study. At
finite values of E⊥ and B, one typically can discriminate between two phases. The first
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one is spin-polarized, the second one is characterized by layer polarization, and there is
a line E⊥(B) which decides which phase occurs. However, these phases do not extend to
all values of E and B, as in the neighborhood of the unbiased system, E⊥ = B = 0, there
is evidence of a third phase. The third phase is evidenced through a minimum in the
conductance at small electric field and density, indicating that the spontaneous phase is
unstable away from the charge neutrality point. There are two main theories for describing
such phase. According to the first one, this is associated with an anomalous quantum Hall
insulating state breaking time-reversal symmetry. but the predicted E⊥ and B fields for
the transition do not agree with the experimental results. Following a second theory, such
phase should break rotational invariance as a consequence of the e-e interactions, which
bring to a decreasing of the density of states at charge neutrality, as observed.
In another experiment [56] , the conductance G is measured in a magnetic field at the
charge neutrality point (CNP), for two different samples. In the first one, it is observed
a partial lifting of the degeneracy of the lowest Landau level. The sequence of Landau
levels is the typical one, with a step of 8e2/h in the conductance at zero density. This
state is substituted by an insulating state when going to B > Bcrit. As a consequence,
the sample shows a low-magnetic field phase and a broken symmetry state induced by a
small magnetic field above the critical threshold. On the contrary, the other sample shows
a totally lifted lowest Landau level, evidenced by the appearence of Hall plateaus at odd
filling factors. Through further studies of the differential conductance as a function of the
bias applied, the authors have concluded that this state is induced by the low-energy band
structure of bilayer graphene. This sample shows indeed a broken symmetry phase with
edge states.
In a third experiment [57], the aim is to resolve the gap appearing in the spectrum at
the CNP, by means of an applied electric field orthogonal to the sample.The gap at zero
electric field is found to be a function of the external magnetic field through:
Egap = δ0 +
√
a2B2 + δ20 , (1.103)
through measurements of the differential conductance G(E⊥) at fixed values of B. To
obtain this result, by measurements of the electric bias and keeping n = 0, it is preliminarly
demonstrated the existence of an ordered phase with a gap Egap ≈ 1.9meV . This gap can
be closed by application of an external E⊥. Then, its evolution with B is mapped and it
follows (1.103). As B increases further, the state evolves then from the gapped phase to an
insulating state at filling factor ν = 0. The only gapped state proposed which agrees with
previous discussed observations consists in a layer antiferromagnet, with charge imbalance
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between layers.
Different thermodinamic measurements are performed to avoid the sensibility of the
transport to disorder, which alter the spectra by hiddening the information required. The
compressibility of a suspended bilayer graphene [58] has been measured as a function of the
magnetic field by use of scanning single-electron transistor (SET). The SET can measure
a change in the chemical potential induced by a variation of the applied electrostatic
potential. Thus the SET is able to measure the inverse compressibility, indicated by
dµ/dn, µ being the chemical potential. At high magnetic fields, the existence of quantized
Landau levels is found by the existence of peaks in the compressibility. These peaks appear
at values ν = 0,±2,±4,±8 and the steps provide the size of the gaps appearing in such
states. The gaps at ν = 0, 2 appear linear in the magnetic field, signaling the presence
of very strong Coulomb interactions. At small magnetic fields, an increase in chemical
potential is seen for the state ν = ±4 which signals the presence of incompressible states.
Transport measurements on such incompressible states show a gap size less than expected,
also putting into evidence the presence of strong electrostatic interactions. Two different
proposals are considered to take into account these observations. The first one assumes
the existence of an anomalous Hall insulator with time-reversal symmetry. For the second
one, the state is a phase where rotational symmetry is broken by interactions, with a
resulting nematic phase.
An observation of the structure of the electronic bands in bilayer graphene is obtained
in [59], where it was for the first time seen the Lifshitz transition, consisting in the splitting
of the connected bands into disconnected parts. In bilayer graphene, these parts are several
pockets with linear spectrum, which replace the parabolic dispersion. Further transport
measurements allow to see non-monotonic changes in resistivity at filling factor ν = 0,
and as the magnetic field varies, it is observed a change in the magnetoresistance, with a
divergence at high fields. This is interpreted as a gap opening at ν = 0. The new state is
obtained from a nematic phase transition driven by Coulomb interactions, which does not
remove the eight-fold degeneracy of the lowest Landau level of the non-interacting system.
1.4.12 The exciton condensation
As for 2DEG, there exists the possibility to realize an exciton condensate in a system of two
decoupled layers of graphene, where the top layer is, say, electron doped and the bottom
layer is hole doped. Electrons and holes of different layers can bond together because of
Coulomb interactions. Because pairs of fermions are bosons, such system eventually form
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a Bose-Einstein condensate if the temperature is sufficiently low. One then consider a
structure of two graphene layers where tunneling is negligible. The inter-layer thickness
Figure 1.26: Scheme of the set-up to realize electron-hole pairing in decoupled bilayer
graphene. The chemical potential µ on each layer is adjusted by means of gate voltage.
Extracted from [60].
is indicated with D and a gate electrode is able to change the charge density on each
layer. It is possible to play on the gate potential and realize a configuration in which the
absolute value of the chemical potential µ is the same on each layer. As a consequence, and
because of the electron-hole symmetry of the Dirac bands, there is perfect nesting between
the electron and the n-type Fermi spheres in the two layers, thus driving the Couper
instability [61]. However, while the top layer is negatively charged, µ > 0, the bottom
layer is positively charged, with the Fermi level below the Dirac point, and consequently
−µ < 0. At weak coupling the system is unstable with respect to the formation of pairing
of electrons and holes because of their Coulomb attraction.
The Hamiltonian for the system is:
Hˆ = gvgs
∑
k
ξk(aˆ
†
kaˆk + bˆ
†
k bˆk) +
(gvgs)
2
S
∑
k,q
V (q)
1 + cosφ
2
aˆ†k+q bˆ
†
−k−q bˆ−kaˆk, (1.104)
where aˆk, bˆk are destruction operators for electron and holes with momentum k, ξk =
~vF|k| − µ is the energy of a particle with respect to the Fermi level, φ is the angle
between k and k+ q, and V (q) = V (q, ω)|ω=0 is the screened potential at zero frequency,
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which in RPA can be written:
V (q, ω) =
−vqe−qD
1− vq(χ01 + χ02) + v2qχ01χ02(1− e−2qD)
, (1.105)
where vq is the bare Coulomb interaction. The factor (1 + cosφ)/2 comes from the over-
lapping between wavefunctions with different momenta. It has to be pointed out that, fol-
lowing the treatment of the superconductivity in the electron gas, the repulsive Coulomb
interactions have been neglected. For what concerns the analysis of the BCS instability,
this is a reasonable assumption as it is possible to show that the existence of a BCS phase
is indipendent on the fact that terms of electrostatic repulsion are included or not. Their
effect is in fact to change the critical values of the parameters at which the BCS phase
occurs.
In the model (1.104) three main lenghts emerge [60, 62], consisting in the Thomas-
Fermi screening lenght a = 1/qTF, qTF is the Thomas-Fermi wavevector, the inter-layer
distanceD, and the mean distance between two charge carriers, l = 1/kF. One can build up
two dimensionless quantities, namely α = a/l and D/l, which govern the phase diagram of
the system. The Hamiltonian (1.104) can be diagonalized by Bogoliubov transformation.
The self-consistent equation for the gap is:
∆k = − g
4pi2
∫
dqV (q)
1 + cosφ
2
∆k+q
2Ek+q
, (1.106)
In particular, in the weak-coupling regime, which occurs when the region of pairing
near to the Fermi energy is narrow with respect to the Fermi energy, it is possible to set
ξk = ξ and the equation for the gap (1.106) is simplified. Assuming as usual that ∆ =const
at |ξ| < ~ω and ∆ = 0 at |ξ| > ~ω, the solution for the gap is, if α k0D:
∆ =
4µ
(k0Dα)1/2
exp
{
−4pik0D
(
1 +
k0D
α
)}
, (1.107)
while if α k0D:
∆ =
8µ
α
exp
{
− piα
ln(1 + α/2)
}
k0D  1, (1.108)
∆ =
8µ
α
exp
{
− piα
ln(α/4k0D − γ)
}
k0D  1, (1.109)
with γ ≈ 0.577.
Other works have analyzed the effect of the temperature on the condensation [61].
The main result is the plot which clearly indicates the persistence of a BCS phase at room
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Figure 1.27: Numerical results for the critical temperature in ◦K for the transition between
normal and superfluid phase, as a function of the electric field Eext in V/nm and of the
inter-layer distance d in nm. Extracted from [61].
temperature, under favorable experimental conditions. The Kosterlitz-Thouless (KT) tem-
perature TKT, indicating the value of T at which the transition between normal and su-
perconductor behavior occurs, is plotted as a function of the inter-layer distance d and of
the external electric field Eext induced by the gate voltage, which is proportional to the
chemical potential of the layers.
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Chapter 2
Electron-electron interactions in
double-layer graphene
In this chapter we study the effect of Coulomb interactions on several properties of double-
layer graphene. Having in mind the decoupled layers discussed in Chap. 1, we introduce
the model Hamiltonian which takes into account of intra- and inter-layer Coulomb inter-
actions between electrons as a source of coupling between adiacent layers. The absence of
tunneling is the main difference of double-layer graphene with respect to bilayer graphene.
This translates in the possibility to define the index layer for each electron.
We then proceed to describe the way interactions are treated, and the definition of
the quasiparticle self-energy in the GW scheme. The introduction of these theoretical
concepts allows us to show numerical findings for the Fermi liquid parameters for various
configurations of the charge distribution on the two layers, from the symmetric case to the
case of maximum charge imbalance, i.e. a doped layer and an undoped layer. We show
that the quasiparticle properties are strongly sensitive to the presence of a second layer,
which induces screening of the charge on the other layer.
In a similar way, we can write down the ground-state energy of the system in RPA
approximation. We numerically show the relative importance of exchange and correlation
interactions in building up the total ground-state energy for different charge distributions
on the layers.
Finally, we address the electrochemical equilibrium problem by introducing a scheme
which allows to calculate the equilibrium electron densities on each layer of a general de-
coupled N -layer system by taking into account of charge transfer from the substrate. We
show numerical results for the double-layer graphene system of interest for the present
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thesis and comment on the contribution of exchange and correlation interactions in deter-
mining the numerical values for the total electron charge.
All the results are sensitive to the value of the bare coupling constant in graphene, for
which it is assumed the typical value αee = e
2/~vF = 2.2.
2.1 Model Hamiltonian
By making reference to the decoupled graphene layers discussed in the previous chapter,
we consider a system of N graphene layers lying on a substrate. The layers allow to
individuate N+1 regions of space, which in general can be occupied from N+1 dielectrics
whose dielectric constants are i, i = 1, ...N + 1. In order to directly address decoupled
layers on SiC, for example, we should set i = 1, i = 1...N , N+1 = ,  > 1, which means
that the N-layer system is in air and placed on a substrate whose dielectric constant is ,
in particular [63, 64] for SiC  ≈ 6.6. The area of each layer involved in the calculations is
indicated with S and is finite, even if, as we will see, a more interesting case is S → +∞.
In that case, the thermodinamic limit is taken and all the properties will be normalized
to the unit of area. For example, the various energy contributions will be considered per
particle.
Figure 2.1: Sketch of the system under consideration. N is the number of layers of
multilayer graphene. i are the dielectric constants of the media surrounding the multilayer
graphene system. Inter-layer interactions, depicted with red lines, are a source of coupling
between different layers. d`+1,` is the inter-layer distance between layers ` and ` + 1. In
double-layer graphene we have one inter-layer distance, which we will indicate with d.
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We should specify another set of parameters, i.e. the electron densities on each layer
(we will assume now and later negative doping), which consist in a set of N parameters
n`, ` = 1, ...N and in general can be different from each other, as a consequence of the
absence of tunneling. We now specify that, even if our theory is completely general and
allows to treat an N layer system with N arbitrary, our calculations and results are more
easily done for the case N = 2. In fact, by setting N = 2 in the derived expressions,
we can obtain compact expressions for all the quantities of interest. We can moreover
expect to draw some anticipations on what is found in more complex situations, N > 2.
As a consequence, from now on, after having treated the case of N generic, the theory
corresponding to N = 2 will be also sketched.
εF,2εF,1
Figure 2.2: Sketch of the Dirac cones of a double-layer graphene system. As generally the
charges deposited on the the two layers are different, the Dirac cones of the layers have
different Fermi levels (top black horizontal lines).
For a two-layer system, we should specify the densities on each layer n1, n2. Choosing
such parameters corresponds to set the filling of the Dirac cone on each layer. We can
also define the Fermi wavevectors kF,`, ` = 1, 2 is the index layer, related to the negative
charge densities n` of the two layers through kF,` =
√
4pin`/g. g is the degeneracy factor
g = gsgv, gs,gv being the factors for the spin and valley degeneracies. Correspondingly, we
define the Fermi energies εF,` = vFkF,`. A slightly different definition of the parameters
of a two-layer system consists in giving the total density n = n1 + n2 and the quantity
ξ = (n2 − n1)/n, ranging between 0 and 1 (having assumed without loss of generality
n2 > n1). In fact, we recover the simple relation which connects n1, n2 to n, ξ:
n1 = n
1− ξ
2
, (2.1)
n2 = n
1 + ξ
2
. (2.2)
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We are led (see also [65]) to write down the following Hamiltonian:
Hˆ = ~vF
∑
k,`,α,β
ψˆ†k,`,α(σαβ · k)ψˆk,`,β +
1
2S
∑
q 6=0,`,`′
V``′(q)ρˆq,`ρˆ−q,`′ , (2.3)
where ψk, ψ
†
k are destruction and creation operators for electrons with wavevector k, ` is
the index layer, ` = 1, ...N , σ = (σx, σy) is a vector built with Pauli matrices {σi, i = x, y}
acting on the pseudospin vector space, α, β are indices relative to such vector space, vF
is the Fermi velocity, S is the sample area, ρˆ` is the total number operator referred to
layer `, and V``′ are the bare Coulomb potentials for the system. We have subtracted
the energy contribution coming from the lattice which eliminates diverging terms of the
q = 0 modes of the Coulomb potential. With reference to the model (2.3), we define
the dimensionless coupling constant αgr = gαee, having taken into account of the spin
and valley degeneracies, whose product gives g, and having introduced αee = e
2/(~vF)
discussed in the previous chapter. Such quantity gives the strenght of Coulomb energy
with respect to kinetic energy, and [66] αgr ≈ 8.8. For example for N = 2, the Hamiltonian
of the system is [67]:
Hˆ = ~vF
∑
k,`,α,β
ψˆ†k,`,α(σαβ · k)ψˆk,`,β +
1
2S
∑
q 6=0
V11(q)ρˆq,1ρˆ−q,1 +
1
2S
∑
q 6=0
V22(q)ρˆq,2ρˆ−q,2
+
1
2S
∑
q 6=0
V12(q)ρˆq,1ρˆ−q,2 +
1
2S
∑
q 6=0
V21(q)ρˆq,2ρˆ−q,1, (2.4)
with ` = 1, 2.
We now describe the procedure to obtain the bare Coulomb potentials V``′ (q) of (2.3).
These are given once is solved the Poisson equation for the electric potential. The symme-
try of the problem allows to introduce cylindrical coordinates. The differential equation
for the electric potential φ(ρ, z) is [68]:
∇2φ(ρ, z) = 0. (2.5)
The general solution of the Poisson equation (2.5) can be written as
φ(ρ, z) = exp(iq · ρ)[α` exp(qz) + β` exp(−qz)], (2.6)
and depends on a number of constants equal to twice the number of regions individuated
from the layers, i.e. 2(N + 1), as for each region the solution introduces two arbitrary
constants. By noting that the potential should approach 0 as the distance from the system
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is very large, i.e. for z → +∞, the number of constants is reduced to 2N . The potential
has to be continuos when passing from a region to the adiacent one, and this condition
fixes other N constants. Moreover, as each layer ` is charged with electron charge density
n`, by Gauss’s law the discontinuity of the dielectric vector D` = ε`E` when passing from
a region to an adiacent one has to be imposed. This translates into:
D`+1 −D` = 4pin`, ` = 1...N, (2.7)
where n` = −e is the Fourier transform of the Coulomb interaction −eδ2(ρ)δ[z− (`−1)d].
The system can be solved for N generic. In particular, for a two-layer system, the
compact expressions for bare Coulomb potentials are:
V11(q) =
4pie2
qD(q)
[(2 + 3)e
qd + (2 − 3)e−qd] , (2.8)
where
D(q) = [(1 + 2)(2 + 3)e
qd + (1 − 2)(2 − 3)e−qd], (2.9)
d being a shorthand notation for the inter-layer distance. The Coulomb interaction in the
bottom layer, V22(q), can be simply obtained from V11(q) by interchanging 3 ↔ 1:
V22(q) =
4pie2
qD(q)
[(2 + 1)e
qd + (2 − 1)e−qd] . (2.10)
Finally, the inter-layer Coulomb interaction is given by
V12(q) = V21(q) =
8pie2
qD(q)
2 . (2.11)
The potential (2.8),(2.10) of the top and bottom layer are similar to the Coulomb
potential of a SLG in a dielectric environment made of two different dielectrics. It can
be demonstrated that for SLG in the presence of two dielectrics with dielectric constants
a and b, the Coulomb interactions are 2pie
2/¯q, where ¯ = (a + b)/2. The potentials
(2.8),(2.10) tend in fact to these expression in the limit of large wavelenght, where ¯ =
(1 + 2)/2 for the top layer, and ¯ = (2 + 3)/2 for the bottom layer. On the other hand,
the expression for the inter-layer Coulomb interaction (2.11) decays very rapidly with q.
Moreover, the SL limit is recovered by taking d → +∞. In fact, the layers decouple
and one has two isolated layers where interactions are governed by the closest dielectric
constants.
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2.1.1 Multicomponent random-phase approximation
In order to consider the effect of inter- and intra-layer interactions, we make use of RPA
in the N -component formalism [69, 70]. For systems with two electron populations, it is
intended as a N ×N matrix equation whose elements are the N2 density-density response
functions χ``′ , where index `,`
′
refer to density operators relative to layers, `, `
′
= 1, ...N .
χ−1(q, ω) = χ−10 (q, ω)− V (q), (2.12)
being V (q) the matrix whose elements V``′ of Eq. (2.3) are the inter- and intra-layer
Coulomb interactions discussed in the previous section, which for N = 2 is written as:
V (q) =
(
V11(q) V12(q)
V21(q) V22(q)
)
, (2.13)
and χ0(q, iΩ) the diagonal matrix whose elements are the Lindhard functions of the layers:
χ0(q, ω) =

χ
(0)
1 (q) 0 0 ...
0 χ
(0)
2 (q)(q) 0 ...
... ... ... ...
... 0 0 χ
(0)
N (q)
 , (2.14)
and for the case N = 2:
χ0(q, ω) =
(
χ
(0)
1 (q, ω) 0
0 χ
(0)
2 (q, ω)
)
. (2.15)
The expression for the Lindhard function χ(0)(q, ω) at real frequencies for a single-layer
graphene with electron density n is found in [71]. On the other hand, by introducing the
index layer `, the expression for χ
(0)
` (q, iΩ) at imaginary frequencies is:
χ
(0)
` (q, iΩ) = −
{
µ`
2piv2
+
q2
16
√
Ω2 + v2q2
− q
2
8pi
√
Ω2 + v2q2
<e
arcsin(2µ+ iΩ
vq
)
+
(
2µ+ iΩ
vq
)√
1−
(
2µ+ iΩ
vq
)2 ,
(2.16)
where µ` = εF,` is the chemical potential in the layer ` and it is a purely real quantity.
One can then introduce the total Fermi energy εF which is related to the total density n
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through εF =
√
4pin/g and write the Fermi energies on each layer as:
εF,1 = εF
√
1− ξ
2
,
εF,2 = εF
√
1 + ξ
2
. (2.17)
Anticipating other considerations, Ω could be for example a bosonic Matsubara fre-
quency, Ω = Ωm = 2mpi/β, m integer, which is useful when treating the finite-temperature
formalism, β = 1/kT . It can be shown that χ(0)(q, iΩ) diverges at large wavevectors as
∼ q and converges very rapidly at large frequencies as ∼ Ω−2.
Correspondingly, in the particular case of N = 2, the RPA linear-response functions
(2.12) are given by
χ11 =
χ
(0)
1 (1− V22χ(0)2 )
D , (2.18)
χ22 =
χ
(0)
2 (1− V11χ(0)1 )
D , (2.19)
and
χ12 = χ21 =
χ
(0)
1 χ
(0)
2 V12
D , (2.20)
where D ≡ (1− V11χ(0)1 )(1− V22χ(0)2 )− V 212χ(0)1 χ(0)2 .
2.1.2 Screened interactions
The screened interactions in RPA are:
W (q, iΩ) = V (q) + V (q)χ(q, iΩ)V (q) , (2.21)
The first term on the right side of Eq. (2.21) is the direct interaction between two electrons.
The second term is an indirect interaction mediated by the mechanism consisting in a
density change induced by the first electron in the species j by acting on electrons of the
species k. Through the density change the electron finally acts on the second electron.
We are considering the finite-temperature formalism, so that frequencies are complex
[72]. Eq. (2.21) can be written:
W``′ (q, iΩm) = V``′ (q) +
∑
k,`
V`k(q)χkj(q, iΩm)Vj`′ (q) . (2.22)
In particular, in Eq. (2.22) Ω = Ωm is a bosonic Matsubara frequency Ωm = 2mpi/β.
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The terms V``′ (q) are the elements of the matrix V (q), which in the particular case of
N = 2 are:
V (q) =
(
V11(q) V12(q)
V21(q) V22(q)
)
, (2.23)
and the elements of the screened interaction are:
W11(q, iΩm) =
V11(q) + [V
2
12(q)− V11(q)V22(q)]χ(0)2 (q, iΩm)
ε(q, iΩm)
, (2.24)
W12(q, iΩm) =
V12(q)
ε(q, iΩm)
, (2.25)
W22(q, iΩm) =
V22(q) + [V
2
12(q)− V11(q)V22(q)]χ(0)1 (q, iΩm)
ε(q, iΩm)
, (2.26)
(the latter expression (2.26) can be obtained from the former one (2.24) by changing 1→ 2
and 2→ 1). We anticipate that it is important to correctly take into account the impact
to the screening of each layers. It can in fact be seen that, even if one of the layers is
undoped, it still plays a role in determining the way the charge is screened on the other
layer. By looking for example at the bottom layer ` = 2, the origin of this property resides
in the second term in the numerator of Eq. (2.26). It is immediate to see that it is different
from zero even if the charge n1 on the top layer is equal to zero, because of the effective
dependence of the Lindhard function χ
(0)
1 (q, iΩm) on the electron density n1.
2.1.3 Static screening
The static screening is studied by considering the dielectric functions of the system at zero
frequency. As seen, the screened interaction of, say, the layer ` = 1 can be written as:
W11(q, iΩ) =
V11(q) + [V
2
12(q)− V11(q)V22(q)]χ(0)2 (q, iΩ)
ε(q, iΩ)
, (2.27)
or equivalently:
W11(q, iΩ) =
V11(q)
ε11(q, iΩ)
, (2.28)
having introduced the function ε11(q, iΩ) for the layer ` = 1. In the limit of zero frequency
and q  kF, the potentials converge to the expression whose form is similar to a Coulomb
potential for SL graphene:
lim
q→0
V``′ (q) =
2pie2
q13
, (2.29)
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where 13 = (1 + 3)/2. As a consequence, it is simple to show that the dielectric function
assumes the form:
lim
q→0
ε−111 (q, 0) =
1
1 +
qTF,1+qTF,2
q
, (2.30)
where qTF,i are the Thomas-Fermi wavevectors of the two layers, which behave as inde-
pendent quantities, with qTF,1 = 4αeekF,1/13, qTF,2 = 4αeekF,2/13, and so:
qTF = qTF,1 + qTF,2, (2.31)
the Thomas-Fermi wavevector of the DLG is the sum of the two wavevectors of the two
layers, and separately takes into account of the electron density on each layer and of
the dielectric environment in which the layer is embedded. By symmetry, we arrive to
the same result for the bottom layer, ` = 2. Then only one Thomas-Fermi wavevector,
independently on which layer one considers, appears in the theory.
The screening is absent only in the case that both layers are undoped. We consequently
see once more the importance of taking into account of the induced effect of one layer on
the other one. When one of the two layers is undoped, screening is still persistent because
of the presence of the other layer.
2.1.4 Quasiparticle self-energy in the presence of dynamically screened
interactions
We introduce the G0W approximation [69] for a N -component system. In the finite-
temperature formalism, self-energy for quasiparticles with layer index ` and band index s
is given by [setting ~ = 1]:
Σ`,s(k, iωn) = − 1
β
∑
s′
∫
d2q
(2pi)2
+∞∑
m=−∞
W``(q, iΩm) φs,s′(k, q) G
(0)
`,s′(k + q, iωn + iΩm) ,
(2.32)
where β = (kBT )
−1, W``′ is the ``
′
element of the dynamically-screened effective interac-
tion N × N matrix, φs,s′(k, q) = [1 + ss′ cos(θk,k+q)] /2, and χ(q, iΩ) is a matrix whose
``
′
element is the temperature density-density response function χ``′ (q, iΩ). The φ factor
takes into account the dependence of the scattering amplitude from the chirality of the
particles involved.
The Green’s functions are given by
G
(0)
`,s (k, iωn) =
1
iωn − ξ`,s(k) ≡
1
iωn − [εs(k)− εF,`] . (2.33)
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Here εs(k) = svFk, and εF,`, ` = 1, 2 are the Fermi energies of the two layers. In Eq. (2.32),
ωn = (2n+1)pi/β is a fermionic Matsubara frequency and the sum runs over all the bosonic
Matsubara frequencies Ωm = 2mpi/β.
We have to point out that in considering the G0W applied to multilayer graphene,
we are retaining only the diagonal elements in building up the self-energy diagram (2.32),
which is manifested in the presence of the screened interaction term W``(q, iΩm). We
are instead neglecting terms of the kind W``′ (q, iΩm) × G(0)`′ ,s(k, iωn). In fact, due to the
absence of inter-layer tunneling, processes which involve intermediate states in which the
electron has changed its index layer are excluded. In the diagrammatic language, screened
interaction wavy lines W``′ which start on propagator with index ` and terminate on a
propagator with index `
′
cannot appear in the theory.
More explicitly in the case N = 2, for electrons on the layer with index ` = 1 we have:
Σ1,s(k, iωn) = − 1
β
∑
s′
∫
d2q
(2pi)2
+∞∑
m=−∞
W11(q, iΩm) φs,s′(k, q)
× G(0)1,s′(k + q, iωn + iΩm). (2.34)
At large q wavevectors, the density-density response functions scale as q, making the
quasiparticle self-energy (2.32) divergent. To obtain finite results, we introduce cut-off
kmax on q integration, which expresses the maximum value for the Dirac fermions model
to be valid. We fix kmax with the rule:
pik2max =
2pi2
A0 , (2.35)
where A0 = 3
√
3a20/2 ∼ 0.052 nm2 is the area of the unit cell in the honeycomb lattice,
a0 ' 1.42 A˚ being the Carbon-Carbon distance. This is in accordance with independent
exact band calculations of SLG.
2.1.5 Treatment of the ultraviolet divergencies
The cut-off introduced in the previous paragraph gives to the self-energy a contribution
which is divergent in the limit of Λ→ +∞. For Λ finite instead, this contribution behaves
as an overall amount which can be reabsorbed in the definition of the quasiparticle energy,
in particular as a constant shift in the chemical potential when one defines the energetic
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levels. To see this, we consider the expressions for the self-energy:
Σline1,s (k, ω) = −
∑
s′
∫
d2q
(2pi)2
1 + ss′ cos (θk,k+q)
2
∫ +∞
−∞
dΩ
2pi
W11(q, iΩ)
ω + iΩ− ξ1,s′(k + q) ,
(2.36)
and
Σres1,s(k, ω) =
∑
s′
∫
d2q
(2pi)2
W11(q, ω − ξ1,s′(k + q)) 1 + ss
′ cos (θk,k+q)
2
× [Θ(ω − ξ1,s′(k + q))−Θ(−ξ1,s′(k + q))] , (2.37)
having used the line-residue decomposition:
Σret1,s(k, ω) = Σ
line
1,s (k, ω) + Σ
res
1,s(k, ω), (2.38)
and written the expression in the zero-temperature limit. We make an expansion of
the integrand for large wavevectors q in order to isolate the leading contribution in Λ.
We evaluate the retarded self-energy at k = kF and ω = 0. Consequently, the residue
contribution vanishes. The line contribution, after the substitution x = Ω/vFq, is:
Σline1,s (k, ω) = −
∑
s′
∫ Λ
0
qdq
2pi
∫ +∞
−∞
dx
2pi
vFqW11(q, iqx)
∫
dφ
2pi
−ξ1,s′ (kF + q)
ξ2
1,s′
(kF + q) + (vFqx)2
×
1
2
+ ss
′ kF,1 + q cosφ
2
√
k2F,1 + q
2 + 2kF,1q cosφ
 , (2.39)
and after having evaluated the integrand in the limit q → +∞:
Σline1,s (k, ω) = lim
Λ→+∞
−
∑
s′
∫ Λ
0
qdq
2pi
∫ +∞
−∞
dx
2pi
vFqW11(q, iqx)
∫ 2pi
0
dφ
2pi
−1
vFq(1 + x2)
×
[
1 + ss
′
cosφ
]
.
(2.40)
By passing to dimensionless units with the rule:
W``′ =
2pie2
kF
W¯``′ , (2.41)
where the notation W¯``′ indicates rescaled potentials, it is possible to show that:
lim
q→+∞ q¯W¯11(q¯, iq¯x) =
1
12
(
1 +
pi
812
gαee
(1 + x2)1/2
)−1
+ o(1/q¯), (2.42)
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and then (2.40) becomes:
Σline1,s (k, ω) = −s
αeeεF
4pi212
Ληs′ (gαee/12), (2.43)
having defined
ηs′ (y) = −16pis
′
∫ +∞
0
1
8(1 + x2)1/2 + piy
1
(1 + x2)1/2
. (2.44)
The divergence can be reabsorbed in the definition of the self-energy according to:
<eΣ′1,s(k, ω) = <eΣ1,s(k, ω)−<eΣ1,s(kF, 0), (2.45)
which equivalently corresponds to rescale the chemical potential through:
µ
′
= µ+ <eΣ1,s(kF, 0). (2.46)
By symmetry, we obtain a result analogous to (2.43) for the layer ` = 2, after having
changed 12 with 23.
2.2 Physical observables
In this section we discuss the physical quantities in which we are interested. We first arrive
to the analytical expressions for the Fermi velocity and the ground-state energy, which are
based on the multicomponent RPA discussed in the previous paragraph. We then consider
the numerical evaluation of the integrals which appear in the final expressions and show
results by means of some plots. We will be forced to introduce a cut-off on the momenta
integration, as previously discussed. The cut-off acquires a natural physical meaning,
when one thinks that the massless Dirac fermion model is only an approximation of a
more complex theory. Such approximation has to be considered in the vicinity of certain
points of the Brillouin zone.
2.2.1 The Fermi-liquid parameters
The self-energy expression reported in the previous paragraph allows to calculate the
renormalization to Fermi liquid parameters. In the context of Landau theory, it has been
proven [73] that in SLG the quasiparticle Fermi velocity is rescaled according to:
v∗F
vF
=
1 + v−1F ∂k<eΣret(k, ω)|k=kF,ω=0
1− ∂ω<eΣret(k, ω)|k=kF,ω=0
, (2.47)
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In double-layer graphene, we observe that, as a consequence of the asymmetry between
layers, both related to the geometrical asymmetry due to the envelopment of the system
in a structure made of three different materials (the dielectrics above the top layer, below
the bottom layer and in the between of the two layers), and to the fact that in general
the electronic densities on the two layers are different, we have to consider four different
self-energies, i.e. Σret`,s(k, ω)|k=kF,i ` = 1, 2 index layer. The additional index is related
to the chirality, s = ±. Consequently, we are led to introduce four renormalized Fermi
velocities, v∗F,`,s, one for each layer and chirality value.
v∗F,`,s
vF
=
1 + v−1F ∂k<eΣret`,s(k, ω)|k=kF,ω=0
1− ∂ω<eΣret`,s(k, ω)|k=kF,ω=0,
, (2.48)
From (2.34), it is shown that Σ`,s(k, ω) at k = kF, ω = 0 is independent from chirality
s. As a consequence, we only have two Fermi velocities v∗F,` instead of four (the chirality
index can be ignored). Physically, the inversion symmetry of the bands existing at small
wavevectors around the Dirac point is preserved by renormalization effects.
To obtain the Fermi velocity, we first calculate the self-energy in the finite temperature-
formalism Σ(k, iωm), then to obtain the corresponding expression in the retarded formal-
ism ( i.e. at zero temperature) we take the limit to continuos imaginary frequencies,
iωm → iω and perform an analytic continuation to real frequencies. The independence
from the chirality s is respected when making the analytical continuation which allows to
obtain self-energy at zero temperature.
The validity of the Fermi liquid scenario for SLG is ensured by the finiteness of the
the renormalization constant Z, defined as:
Z = 1− ∂ω<eΣret(k, ω)|k=kF,ω=0, (2.49)
which for the system we are interested translates into the quantity
Z
′
1(2) = 1− ∂ω<eΣret+,1(2)(k, ω)|k=kF,ω=0. (2.50)
We have considered without loss of generality s = + and chosen the quasiparticle self-
energy in the top (bottom) layer to define the renormalization constant Z
′
.
2.2.2 Analytical results for the Fermi velocity
We explicitly write down the expressions which allow to calculate the Fermi liquid param-
eters. These are the starting point for the operations we are interested in. By starting
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with the expressions for the line and residue contributions of the retarded self-energy:
Σline1,s (k, ω) = −
∑
s′
∫
d2q
(2pi)2
1 + ss′ cos (θk,k+q)
2
∫ +∞
−∞
dΩ
2pi
W11(q, iΩ)
ω + iΩ− ξ1,s′(k + q) ,
(2.51)
and
Σres1,s(k, ω) =
∑
s′
∫
d2q
(2pi)2
W11(q, ω − ξ1,s′(k + q)) 1 + ss
′ cos (θk,k+q)
2
× [Θ(ω − ξ1,s′(k + q))−Θ(−ξ1,s′(k + q))] , (2.52)
we proceed to calculate the derivatives with respect to k and ω.
Let us look first to the residue term. The only derivative which is not equal to zero is
the one with respect to ω. After some tedious calculations, we can rewrite it as:
∂
∂ω
<eΣres1,s(k, ω)
∣∣∣∣
k=kF,1,ω=0
=
αee
2pi
∫ 2k¯F,1
0
dq¯W¯11(q¯, 0)
1 + s
[
1− q¯2/(2k¯2F,1)
]
√
1− [q¯2/(4k¯2F,1)]
, (2.53)
having introduced dimensionless units.
For what concerns the line term, we consider both derivatives with respect to k and
ω, which evaluated at k = kF, ω = 0, are:
∂
∂ω
Σline1,s (k, ω)
∣∣∣∣
k=kF,1,ω=0
= −αee
4pi2
∑
s′
∫ Λ
0
dq¯
∫ +∞
−∞
dΩ¯ W¯11(q¯, iΩ¯)
∫ 2pi
0
dϕf(ϕ, q¯)
× Ω¯
2 − q¯2 − 2k¯2F,1 − 2k¯F,1q¯ cosϕ+ 2s′k¯F,1g(k¯F,1, q¯, ϕ)
[Ω¯2 + q¯2 + 2k¯2F,1 + 2k¯F,1q¯ cosϕ− 2s′k¯F,1g(k¯F,1, q¯, ϕ)
,
(2.54)
where
f(ϕ, q¯) =
[
1
2
+ ss′
k¯F,1 + q¯ cosϕ
2g(k¯F,1, q¯, ϕ)
]
, (2.55)
g(k¯F,1, q¯, ϕ) =
√
k¯2F,1 + q¯
2 + 2k¯F,1q¯ cosϕ, (2.56)
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and:
∂
∂k
Σline1,s (k, ω)
∣∣∣∣
k=kF,1,ω=0
= v(0)s
αee
8pi2
∑
s′
s′
∫ Λ
0
dq¯q¯2
∫ +∞
−∞
dΩ¯W¯11(q¯, iΩ)
×
∫ 2pi
0
dϕ
1− cos2 ϕ
[g(k¯F,1, q¯, ϕ)]3
× s
′g(k¯F,1, q¯, ϕ)− k¯F,1
Ω¯2 + q¯2 + 2k¯2F,1 + 2k¯F,1q¯ cosϕ− 2s′k¯F,1g(k¯F,1, q¯, ϕ)
+ v(0)s
αee
4pi2s
lim
Λ→∞
∑
s′
s′
∫ Λ
0
dq¯
∫ +∞
−∞
dΩ¯W¯11(q¯, iΩ)
×
∫ 2pi
0
dϕf(ϕ, q¯)
k¯F,1 + q¯ cosϕ
g(k¯F,1, q¯, ϕ)
× Ω¯
2 − q¯2 − 2k¯2F,1 − 2k¯F,1q¯ cosϕ+ 2s′k¯F,1g(k¯F,1, q¯, ϕ)
[Ω¯2 + q¯2 + 2k¯2F,1 + 2k¯F,1q¯ cosϕ− 2s′k¯F,1g(k¯F,1, q¯, ϕ)
,
(2.57)
where v
(0)
s = svF, and the definition for f(ϕ, q¯) as in (2.55), and in principle Λ extends to
+∞. However, to cure the divergence, we introduce a finite cut-off Λ = kmax/kF as done
in the previous section.
We now want to consider the limit of very low doping, in which Λ → +∞. As the
residue contribution is finite, we are interested in the line contribution which instead
diverges by leading the renormalization to the Fermi parameters, For what concerns the
derivative with respect to ω, we can rewrite it as:
∂
∂ω
Σline1,s (k, ω)
∣∣∣∣
k=kF,1,ω=0
= −αee
4pi2
lim
Λ→+∞
∑
s′
∫ Λ
0
dq¯L1,s,s′ (q¯), (2.58)
and when taking the limit of large q, we obtain:
lim
q→+∞L1,s,s
′ (q¯) =
1
q¯
pi
∫ +∞
−∞
dx
x2 − 1
(1 + x2)2
lim
q→+∞ q¯W¯11(q¯, iq¯x), (2.59)
where the notation W¯``′ indicates rescaled potentials, with the rule:
W``′ =
2pie2
kF
W¯``′ . (2.60)
By using (2.42), (2.58) becomes:
∂
∂ω
Σline1,s (k, ω)|k=kF,1,ω=0 = −
gαeeλ(gαee/12)
6g12
ln(Λ) + regular terms, (2.61)
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where:
λ(y) =
48
pi
∫ +∞
0
dx
1
8
√
1 + x2 + piy
x2 − 1
(1 + x2)3/2
. (2.62)
A similar procedure for the derivative with respect to k brings to the result:
∂
∂k
Σline1,s (k, ω)|k=kF,ω=0 = v(0)s
gαee
12g12
[η(gαee/12) + λ(gαee/12)] ln(Λ) + regular terms,
(2.63)
and
η(y) =
48
pi
∫ +∞
0
dx
1
8
√
1 + x2 + ypi
1√
1 + x2
. (2.64)
By using these expressions to calculate the renormalized Fermi parameters, we obtain:
v∗1,s
v
(0)
s
|OSA = 1 + gαee/12[η(gαee/12)− λ(gαee/12)]
12g
ln(Λ) + regular terms, (2.65)
and
Z−11,s = 1 +
gαee/12λ(gαee/12)
6g
ln(Λ) + regular terms. (2.66)
Analogous expressions are obtained for the layer ` = 2, where one has only to change
1 ↔ 3, and there is perfect symmetry between ` = 1 and 2.
The divergence of the Fermi velocity in the very low density regime is a well-known
fact for the SLG[73, 74]. It is recovered here in DLG. The thing to notice is that in
the expression for the leading contribution in Λ, it does not enter the ξ parameter which
indicates how the charge is divided between the layers. The only thing which matter is
the total density, which is reflected by the appearence of the dimensionless parameter Λ.
2.2.3 Numerical results
We have performed a numerical study of the dependence of v∗F,i on the negative charge
densities ni of the layers. We have chosen the parameters so to simulate double-layer
graphene in air on a SiC substrate. In particular, we set 1 = 2 = 1 and 3 = 6.6
(dielectric constant of graphene on SiC). We also set d = 3.35 A˚ and αee = 2.2. The
results are illustrated in Figs. 2.3, 2.4.
The main conclusion is that the enhanced quasiparticle velocity found in SLG [73] sur-
vives, with quantitative changes due to electron-electron interactions. It is a bit surprising
the fact that inter-layer interactions are important even when the carrier density in remote
layers is zero. The explanation comes from the fact that the wavevector and frequency de-
pendent polarization function of layers contributes to the dynamically screened Coulomb
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interaction even in the absence of carriers. Another interesting aspect is that increasing
the density of a remote layer does not necessarily weaken the screened interaction in the
layer of interest. The origin of this property can be traced to the second term in Eq.
(2.24) which captures the mutual screening response of double-layers related to inter-layer
interaction effects.
a)
Figure 2.3: Quasiparticle velocity v?F,1 in the top layer (in units of the bare velocity vF)
as a function of the density n1 in the layer (in units of 10
12 cm−2), for different values of
the density n2 in the opposite layer.
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b)
Figure 2.4: Quasiparticle velocity v?2 in the bottom layer (in units of the bare velocity vF)
as a function of the density n2 in the layer (in units of 10
12 cm−2), for different values of
the density n1 in the opposite layer. Circles label data for the quasiparticle velocity in
single-layer graphene [73] on SiC.
We also have obtained results for a different set of parameter which address to decou-
pled layers of graphene on SiO2, namely 1 = 2 = 1, 3 = 3.9.
Figure 2.5: Quasiparticle velocity v?F,1 in the top layer (in units of the bare velocity vF)
as a function of the density n1 in the layer (in units of 10
12 cm−2), for different values of
the density n2 in the opposite layer. The inter-layer distance is d = 3.35A˚. The dielectric
constants are 1 = 2 = 1.0, 3 = 3.9.
It has to be noted that the increasing trend of the Fermi velocity as the density on
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Figure 2.6: Quasiparticle velocity v?2 in the bottom layer (in units of the bare velocity vF)
as a function of the density n2 in the layer (in units of 10
12 cm−2), for different values of
the density n1 in the opposite layer. The parameters are as in Fig. 2.5 .
the other layer n2 decreases is mantained also in the layer ` = 1, that one with the
lowest negative charge, even if the velocity in that layer is less sensitive to the charge n2.
Moreover, the velocities in the bottom layer ` = 2 are greater for DLG on SiO2 than for
DLG on SiC. In fact SiO2 has a lower dielectric constant, so that interactions are less
screened than in graphene systems on SiC. As a consequence, their effect is most evident
in SiO2, making the Fermi velocities deviate from the bare value more in this case.
2.2.4 The ground-state energy
The ground-state energy can be decomposed in a part giving the energy of the non-
interacting system E(0):
E(0) = gS
2∑
`=1
∫
d2q
(2pi)2
vFqΘ(εF,` − vF|q|), (2.67)
plus contributions deriving from electron-electron interactions, which are usually split into
exchange and correlation contributions, i.e. first and second order terms of the expansion
in the interaction constant, respectively:
E = E(0) + Ex + Ec. (2.68)
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The exchange energy consists in two contributions one for each layers:
Ex =
N1
2
∫
d2q
(2pi)2
V11(q)
[
− 1
pin1
∫ +∞
0
dΩ χ
(0)
11 (q, iΩ)− 1
]
+
+
N2
2
∫
d2q
(2pi)2
V22(q)
[
− 1
pin2
∫ +∞
0
dΩ χ
(0)
22 (q, iΩ)− 1
]
. (2.69)
The result is trivial if one considers that, due to the absence of tunneling, the wave
function for the system is the tensorial product of states for the two different layers. As
a consequence, the exchange operator evaluated between electronic states belonging to
different layer gives 0. On the contrary, correlation energy cannot simply be split into
separated terms, but there is a contribution due to the Coulomb interaction between
couples of electrons belonging to different layers. We evaluate it by making use of a
combination of the Hellman-Feynman theorem and the fluctuation-dissipation theorem,
to obtain:
Ec =
N1
2
∫ 1
0
dλ
∫
d2q
(2pi)2
V11(q)
{
− 1
pin1
∫ +∞
0
dΩ
[
χ
(λ)
11 (q, iΩ)− χ(0)11 (q, iΩ)
]}
+
+
N2
2
∫ 1
0
dλ
∫
d2q
(2pi)2
V22(q)
{
− 1
pin2
∫ +∞
0
dΩ
[
χ
(λ)
22 (q, iΩ)− χ(0)22 (q, iΩ)
]}
+
+
√
N1N2
∫ 1
0
dλ
∫
d2q
(2pi)2
× V12(q)
{
− 1
pi
√
n1n2
∫ +∞
0
dΩ
[
χ
(λ)
12 (q, iΩ)− χ(0)12 (q, iΩ)
]}
, (2.70)
having introduced a fictitious system whose charge is rescaled according to e2 → e2λ.
As a consequence, the value of λ = 0 corresponds to the non-interacting system, while
λ = 1 is the real system we are addressing. All the quantities with superscript λ are the
corresponding ones of the fictitious system. The integration over λ is extended between
0 and 1, and consider all the systems between the non-interacting one and the system of
interest.
In order to obtain a finite result, we adopt a very common strategy by subtracting
the energy of a neutral charge configuration i.e. kF,1 = kF,2 = 0 and considering energy
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variations with respect to such system. The result for the exchange energy is:
Ex → δEx = N1
2
∫
d2q
(2pi)2
V11(q)
{
− 1
pin1
∫ +∞
0
dΩ
[
χ
(0)
1 (q, iΩ)− χ(0)0 (q, iΩ)
]}
+
+
N2
2
∫
d2q
(2pi)2
V22(q)
{
− 1
pin2
∫ +∞
0
dΩ
[
χ
(0)
2 (q, iΩ)− χ(0)0 (q, iΩ)
]}
=
=
N1
2
∫
d2q
(2pi)2
V11(q)
[
− 1
pin1
∫ +∞
0
dΩ δχ
(0)
1 (q, iΩ)
]
+
+
N2
2
∫
d2q
(2pi)2
V22(q)
[
− 1
pin2
∫ +∞
0
dΩ δχ
(0)
2 (q, iΩ)
]
, (2.71)
and it is the sum of exchange energies for two independent layers filled with densities
n1,n2. For the correlation energy, we have:
Ec → δEc = N1
2
∫
d2q
(2pi)2
V11(q)
{
− 1
pin1
∫ +∞
0
dΩ
×
∫ 1
0
dλ
[
χ
(λ)
11 (q, iΩ)− χ(λ)11 (q, iΩ, εF,1 = εF,2 = 0)
]}
− N1
2
∫
d2q
(2pi)2
V11(q)
[
− 1
pin1
∫ +∞
0
dΩ δχ
(0)
1 (q, iΩ)
]
+
N2
2
∫
d2q
(2pi)2
V22(q)
{
− 1
pin2
∫ +∞
0
dΩ
×
∫ 1
0
dλ
[
χ
(λ)
22 (q, iΩ)− χ(λ)22 (q, iΩ, εF,1 = εF,2 = 0)
]}
− N2
2
∫
d2q
(2pi)2
V22(q)
[
− 1
pin2
∫ +∞
0
dΩ δχ
(0)
2 (q, iΩ)
]
+
√
N1N2
∫
d2q
(2pi)2
V12(q)
[
− 1
pi
√
n1n2
∫ +∞
0
dΩ
×
∫ 1
0
dλ
[
χ
(λ)
12 (q, iΩ)− χ(λ)12 (q, iΩ, F,1 = εF,2 = 0)
]
,
(2.72)
where the order of integration has been inverted in order to point out that the integration
on the coupling parameter λ can be done analitically.
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2.2.5 Analytical results for the ground-state energy
By passing to the quantities per particle, having divided for N = N1 +N2, we can exactly
write down the kinetic energy:
δεkin =
E(0)
N1 +N2
=
g
n
2∑
`=1
∫
d2q
(2pi)2
vF,` q Θ(εF − vF|q|)
=
2
3
√
2
εF
(1 + ξ)3/2 + (1− ξ)3/2
2
, (2.73)
and we rewrite exchange energy as:
δεx = −εFαee
pi
∫ +∞
0
dq¯ [`1(q¯) + `2(q¯)] , (2.74)
where we have defined:
`1(q¯) =
∫ ∞
0
dΩ¯ q¯V¯11(q¯, iΩ¯) δχ¯
(0)
1 (q¯, iΩ¯),
`2(q¯) =
∫ ∞
0
dΩ¯ q¯V¯22(q¯, iΩ¯) δχ¯
(0)
2 (q¯, iΩ¯). (2.75)
As in the monolayer case, δεx is logarithmically divergent. In order to cure ultraviolet
divergencies on momenta integration, we introduce dimensionless cut-off Λ = kmax/kF,
that physically gives the scale of energy for the validity of the Dirac model:
δεx = −εFαee
pi
∫ Λ
0
dq¯ [`1(q¯) + `2(q¯)] . (2.76)
Changing variable Ω¯ → x = Ω¯/q¯ in Eq. (2.75) and performing the asymptotic Taylor
expansion around 1/q¯ = 0 we find:
lim
q¯→∞ `1(q¯) = −
2
3q¯
1
¯12
(k¯F,1)
3
∫ +∞
0
dx
(1 + x2)2
+O(q¯−2)
= − pi
6q¯
1
¯12
(k¯F,1)
3 +O(q¯−2), (2.77)
lim
q¯→∞ `2(q¯) = −
2
3q¯
1
¯23
(k¯F,2)
3
∫ +∞
0
dx
(1 + x2)2
+O(q¯−2)
= − pi
6q¯
1
¯23
(k¯F,2)
3 +O(q¯−2), (2.78)
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where ¯12 = (1 + 2) /2, ¯23 = (2 + 3) /2, and the logarithmical divergence in the ex-
change energy is:
δεx =
εFαee
6
√
2
[
1
¯12
(1 + ξ)3/2
2
+
1
¯23
(1− ξ)3/2
2
]
ln(Λ) + regular terms. (2.79)
In the case 1 = 3, the exchange energy is very close to the previous result for a monolayer
graphene with total electron density n and spin polarization ξ. Actually, the degeneracy
factor to take into account in the relation between Fermi wavevectors kF,i and electronic
densities ni is g = gsgv = 4, cause each component of the electron gas has both spin and
valley degeneracies, while in a spin-polarized monolayer system the factor relating Fermi
wavevector kF,σ of the σ component with the respective density nσ is just gv = 2 of the
valley degeneracy. This makes exchange energy (2.79) smaller of a
√
2 factor.
Moreover, it is clear that by setting ξ = 1 we recover the result for the exchange
energy of a monolayer graphene between two dielectrics whose value for the mean dielectric
constants is ¯12. Our expression is a generalization of the result for SLG and it respects
the limit where one of the two layers is undoped.
2.2.6 Numerical results
We have performed a numerical study to analyze the relative importance of exchange and
correlation contributions in forming the GS energy. We plot energies as a function or of the
total density n and the pseudo-spin polarization parameter ξ (Fig. 2.7). Infact results are
more easily understood in these variables instead than in n1, n2. The parameters are the
same used to calculate renormalized velocities and we are referring to graphene systems on
SiC. As charge increases, correlation energy per particle tends to decrease, as in the mono-
layer case that shows exactly the same trend. The order of magnitudes of exchange and
correlation energies are comparable, which means that they both significantly contribute
to determine the values for the total ground-state energy. In view of the next section, we
thus affirm that one commits severe errors if neglects correlations in the definition of the
GS energy. We will see in fact that there is an evident effect of the correlations in fixing
the values for the charges deposited on each layer at the equilibrium configuration.
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Figure 2.7: Exchange energy δεx in units of the Fermi energy εF as a function of the total
electron density n (in units of 1012 cm−2) and for different values of ζ.
Figure 2.8: Same as in Fig. 2.7 but for the RPA correlation energy δεRPAc .
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2.3 The electrochemical equilibrium problem
From the experimental point of view, the high doping of graphene layers produced by
thermal decomposition of SiC is a consequence of a process of charge transfer from the
substrate, which appears positively charged. This is a consequence of the difference of
chemical potential between the two materials. We would like to find a scheme which allows
to find the charge distribution on MLG, by neglecting the way the process has developed
and assuming equilibrium is reached after a transient. The physical quantity responsible
for the charge transfer between bulk SiC and MLG is the relative difference in chemical
potential. The charges will be adjusted in a way that such difference is compensated from
the difference in electric potential, which is connected to the amount of charge transferred
[76]. Another important observation is that typically, when MLG is grown on SiC, a
different layer can be individuated between MLG and bulk SiC. This layer behaves as an
interface which separates MLG from bulk SiC, and is usually called buffer layer [77, 80].
In fact charge transfer occurs between buffer layer and graphene, the former one being
consequently positively charged. In order to solve the problem, we introduce the equations
which govern the electrochemical equilibrium between the layers and the buffer layer. We
connect the charges on each layer with the electrostatic potentials by Gauss’s law, and
numerically calculate the chemical potentials related to these charges. We then write down
a system which allows to obtain the value for n` at the equilibrium. An important fact
to be expected is that, in absence of external gate voltages, we should obtain the charge
neutrality, so that the negative charge accumulated on the layers is equal to the positive
charge found on the buffer of SiC.
2.3.1 The Gauss’s theorem applied to N-layer graphene
We first introduce the routine equations which allow to calculate the electrostatic po-
tentials, given the electric charges ni on the layers. Gauss’s law applied to the system
sketched in Fig. 2.1 gives:
`+1E`+1 − `E` = −4pien` ` = 1, ...N, (2.80)
where n` is the electron density on the `th layer. To study the charge transfer from the
substrate, we add to the system an N + 1 layer, which corresponds to the buffer layer
and is a region in the between of decoupled graphene layers and bulk SiC. This region is
positively charged as a consequence of electron transfer to graphene. We introduce another
equation which characterize the region between bulk SiC and the buffer layer, whose index
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is ` = N + 1 and which is positively charged with charge density nb. The Gauss’s law in
this region is:
N+2EN+2 − N+1EN+1 = +4pienb. (2.81)
The electric field above the layer ` = 1, E1, could be adjusted by means of an external
gate, so that eE1dTG = VTG. An analogous equation for the region below the buffer layer
holds, so that the bottom gate fixes the field in the region N + 2, and eEN+2dBG = VBG.
In absence of external gates, the charge neutrality is expected. This is indeed the case as,
for E1 = EN+2 = 0, by summing up (2.80),(2.81), one has
∑N
`=1 n` = nb.
2.3.2 The equations of the electrochemical equilibrium
The equilibrium problem is solved by introducing a set of equations which impose the
electrochemical potential of an electron to be equal on each layer. The set of equations
are:
µ`+1 + V`+1 = µ` + V`. (2.82)
The chemical potentials are obtained from the knowledge of the ground-state energy per
particle shown in the previous section:
µ` =
∂(nδεtot)
∂n`
, (2.83)
where n is the total electron density. The charge transfer from the substrate is controlled by
another equation which fixes the electrochemical potential of the interface at the substrate
to be equal to that one of the layers. The interface between the N -layer system and the
bulk SiC is called buffer layer and it is characterized by a parameter, indicated with
φ, which describes the physics to spill out electrons of it. The resulting electrochemical
equilibrium equation is:
µN + VN = VN+1 + φ. (2.84)
One has to solve the system (2.82),(2.84) as a function of the parameter φ. If all
the graphene layers are negatively charge, there will be a large electric field EN+1 in the
region above the buffer layer, which will tend to repel electrons from graphene layers. As
a consequence, by looking at (2.84) the value of φ has to be taken positive in order to
compensate the difference in electric potential Vb < VN .
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2.3.3 Numerical results for the equilibrium charge distribution
This, in turn, is the product of n terms of the form
Tr ½�BB0sb ��
EE0
se ðPBE � PB0E0ÞI � FBB0ðPBE � PB0E0Þ
y�;
which it is easy to verify equals
ð�1Þse
4
X
i;j;i0j0
!ði�i0Þðj�j0Þ½�ii0 þ ð�1Þsb�½�jj0 þ ð�1Þse�:
Evaluating this sum explicitly gives us
ð�1Þse
4
½d2 þ ð�1Þsbd3 þ ð�1Þsed3 þ ð�1Þsbþsed3�
which, in turn, is no larger than d2ð3dþ 1Þ=4. As a result,
we have
Tr ð�BB0sb ��
EE0
se XÞ � ðd
2ð3dþ 1Þ=4Þn:
Using this bound in combination with the fact that dBsb �
½dðd� 1Þ=2�n and similarly for dEse , we find
Tr ð�XÞ �
½d2ð3dþ 1Þ=4�n
½dðd� 1Þ=2�2n
¼
� 3dþ 1
ðd� 1Þ2
�
n
:
Finally, we translate this back to a lower bound on the
average entropy of Bn:
ESð�UnVnÞ � n log½ðd� 1Þ2=ð3dþ 1Þ�;
which, noting that for d � 9 we have ðd� 1Þ2=ð3dþ 1Þ �
d=4, proves the result. h
We now turn to the classical capacity of our channel.
Because our channels have infinite dimensional classical
registers, to avoid technical complications, we write the
Holevo quantity forR�n together with ensemble E as
�ðR�n; EÞ ¼ EUnVn�ðRUnVn ; EÞ:
Now, for any input ensemble fpi;�ig to n copies of our
channelR�nd , we have
S
�
RUnVn
�X
i
pi�i
��
� n logd:
Furthermore, by the Lemma, for each �i, the entropy of
RUnVnð�iÞ averaged over UnVn is at least nðlogd� 2Þ. As
a result, for any ensemble E, we have E�ðRUnVn ; EÞ � 2n.
In light of Eq. (1), this gives CðRdÞ � 2.
Large joint quantum capacity.—We now show that the
joint quantum capacity of a random phase coupling chan-
nel,Rd, and a 50% erasure channel is at least ð1=2Þ logd.
To do this, we will need the following lower bound for the
quantum capacity [3,19,20], called the coherent informa-
tion:
Q ðN Þ � max
�AA0
½SðBÞ � SðABÞ�;
where the entropies are evaluated on the state ðI �N Þð�Þ.
In our case, since Rd has infinite dimensional classical
outputs, the correct lower bound to consider is the coherent
information of the channel given U and V, averaged over
U, V.
The way to use the two channels together is as follows.
We prepare two maximally entangled states j’i ¼
j�diAA1 j�diB0A2 and feed A1A2 into Rd and B
0 intoAed.
The coherent information then breaks up into a sum of two
terms. The first, which occurs when the input toAed is not
erased (which has probability 1=2) is equal to logd, as
explained in Fig. 2. The second, which occurs whenAed
emits an erasure flag (and also has probability 1=2), is the
coherent information of a completely dephasing channel in
a basis known only to the receiver. The resulting coherent
information in this second case is exactly zero. The coher-
ent information of Rd �Aed evaluated on j’i is just the
average of these two, ð1=2Þ logd. Recalling that P ðRdÞ �
CðRdÞ � 2 and P ðAedÞ ¼ 0 gives the nonadditivity we
sought.
Discussion.—We have shown that the quantum and pri-
vate capacities of a quantum channel are extremely non-
additive. This nonadditivity illustrates, in contrast to the
classical theory, that the communication capabilities of a
quantum channel depend inherently on the setting in which
they are used. Our construction is essentially a simplifica-
tion and strengthening of the retrocorrectible channels
studied in [11,14]. As a result, in addition to nonadditivity,
our channels also provide unconditional separations of
capacities which were only conjectured in [14].
In particular, we can show, contrary to the classical case,
that the classical capacity of a quantum channel, assisted
by backwards classical communication, may substantially
exceed the unassisted capacity. To see this, note that if,
upon putting halves of maximally entangled states into
FIG. 2. Reversing random phase coupling with entanglement.
Using a maximally entangled state, j�diA2B0 , the action ofRd on
A1 can be reversed. This depends on the fact that for any M,
M � Ij�di ¼ I �MTj�di, so that by inserting half of j�diA2B0
into A2, the receiver holding B and B0 can invert U, VT , and P,
the controlled phase operation. By feeding B0 into a 50% erasure
channel, half the time, this gives a coherent information of logd
between sender and receiver. The other half of the time, the
coherent information is exactly zero so that the overall coherent
information is ð1=2Þ logd.
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Figure 2.9: Electron densities of equilibrium of a double-layer graphene system in air and
placed on a SiC substrate (3 = 3.9) as a function of the value for the buffer parameter
φ (in its of V ). Results are obtained a) by assuming both exchange and correlation
contributions to the ground-stat energy (red line) b) by only considering exchange contri-
butions (blue line) c) neglecting both exchange and correlation contributions (black line).
All the effects are captured by this plot. However, numerical results should be corrected
with respect to [67] by taking into account of the results plotted in Figs. (2.7)-(2.8) for the
values of the energies with the electron densities. This would give the correct numerical
values for the equilibrium problem.
The charge transferred to the layers increases as the parameter φ is increased. In fact,
the more the chemical energy of the electrons in the buffer is, the more they will tend
to be transferred on the MLG. The charge transferred is always greater in the bottom
layer, which is closest to the substrate, and consequently is less sensitive to the electron
repulsion on the top layer.
In order to understand the relative contribution of the various forms of microscopic
energies involved in determining the ground-state energy of the system, additional results
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have been obtained by respectively neglecting correlation energy and treating DLG elec-
tron gas as a non-interacting massless Dirac relativistic gas. By looking at Fig. 2.9 , it
results (red line) that the effect of correlation interactions is to lower the charge transfer
from the graphene layer by making work against correlation interactions. It is also clear
that the system (blue curve) behaves as a non-interacting system (black curve). The value
of φ that allows a comparison with experiments has to be determined in a way that the
total transferred charge exactly equals that one seen in laboratory.
2.4 Summary of the main results
We have shown a scheme to address important problems arising when one considers the
effect of the interactions in multilayer graphene systems. The theory is quite general and
allows to treat systems with generic number of layers N . We have in particular shown how
to apply it to the case of N = 2, and presented numerical results. First, we have analyzed
the renormalization to the Fermi velocities vF,`. In the limit of neutral layers, we recover
the divergence of vF,` which is consistent with a marginal Fermi liquid scenario. When
going to finite densities, the normal Fermi liquid behavior is recovered. In particular, we
have shown the influence of each layer on the velocity on the other layer. Because of
the way the screened interaction is built up, it is not obvious that increasing the electron
density on a layer increases screening on the other layer.
We also have analyzed the ground-state energy in the random-phase approximation
scheme. Apart from the kinetic contribution, this is composed of two terms named ex-
change and correlation energy. The former one can be decomposed in two terms one for
each layer, and has its maximum value when the charge is equally divided between layers.
The latter one also takes an additional intra-layer contribution, and shows the same trend
with the total density with respect to single-layer graphene. Again we are led to think
that the way the screened interaction depends upon the intra-layer potential is responsible
for the effect.
Third, we have introduced a scheme to calculate the electrochemical potentials as a
function of an additional parameter related to the substrate, which acts as a chemical
potential. We have shown that it is important to simultaneously consider exchange and
correlation interactions to carefully describe the charge transfer from the substrate. By
neglecting correlation contributions leads in fact to severely underestimate the value for
the electron charges n` deposited on each layer.
Chapter 3
Acoustic and optical plasmon
modes in double-layer graphene
In this chapter we study the collective modes of double-layer graphene. We analyze in
detail the system consisting of a massless Dirac relativistic fermion gas, with particular
emphasis on double-layer graphene system. For a two-component system, two different
branches of collective excitations are expected, which behave in a substantially different
way at small wavevectors. The modes correspond to the poles of the density-density
response functions, as introduced in Chap. 1. We will see their behavior as a function of
the corresponding wavevector.
We then make a comparison with previous results, by showing that the correct ex-
pressions for the collective modes at long wavelength are those furnished in the present
work.
We also discuss the conditions under which the modes are well-defined in the sense
that their decay in single-particle electron-hole excitations is excluded. Having showed
that the property influencing the decay of plasmons is the filling of the Dirac cones of the
two layers, we finally describe the damping as plasmons enter the electron-hole continuum
of the system.
We finally present results for the plasmonic branches in thin film topological insulators,
which represent a recently discovered state of matter and host surface states with the
Dirac-like energy dispersion of graphene.
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3.1 Plasmons in two-component systems
When a system is composed of more than one population, plasmon modes of nature
different from the optical one originate. Of particular interest is the acoustic mode (AP)
which emerges in systems made of two different populations, such as electrons and holes in
a solid, or electrons and ions in a gaseous plasma, or two populations of carriers separated
in real or momentum space. The acoustic mode appears when similarly charged carriers
oscillate out of phase, or opposite charge carriers oscillate in phase. On the contrary, the
optical mode (OP) appears when similarly charged carriers oscillate in phase, or opposite
charge carriers out of phase.
The acoustic mode has attracted much attention, as theoretical studies have predicted
its role in high-temperature superconductivity, and that it can enhance interlayer interac-
tion responsible for Coulomb drag in electron sheets. However, observations of the acoustic
plasmon in a two-component system have been few. Pinzuk have reported this mode in
a system with electron and holes [81] in bulk GaAs, and Biaramov observed the AP in
a gas of heavy and light holes [82]. More recently, another kind of experiments has been
preferred to observe the AP, consisting in analyzing modulation-doped double quantum
well structures containing two spatially separated electron layers [83, 84, 85]. The dis-
persions of the various branches have been determined [86, 87] and some of them have
shown acoustic character. Acoustic behavior has been also found in a double quantum
well structure with multiple subband occupancy [88] and for a single 2DEG drifting under
the effect of an in-plane electric field [89].
3.1.1 Plasmons in double 2D electron gas
Several theoretical works have been addressed to study the acoustic plasmon in a electronic
structure consisting in a double-quantum well. Each quantum well hosts a quantum gas of
electrons, which can be considered lying on a two dimensional plane because the transverse
dimension is very small with respect to the longitudinal one. In particular, in [84] it is
analyzed the plasma dispersion relation in terms of the geometry, the Fermi velocities and
the electron effective masses.
The collective modes are defined (see Sec 1.4.5) as the zeros of the dielectric tensor,
which for the two population system considered is:
ε``′ (q, ω) = δ``′ − Vij(q)χ(0)j (q, ω), `, `
′
= 1, 2, (3.1)
where χ
(0)
` (q, ω), ` = 1, 2 index layer are the Lindhard functions of the 2DEG, Vij(q) is the
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Coulomb interaction between an electron on the `th layer and one on the `
′
th layer. The
expressions for the Coulomb potentials in the present case are V11(q) = V22(q) = 2pie
2/q,
V12(q) = V21(q) = V11(q)e
−qd,  effective dielectric constant, d is the inter-layer distance.
The spectrum consists of an optical plasmon, similar to the mode of the monolayer case,
plus a new branch, called acoustic plasmon, because of its behavior at long wavelength,
ω ∼ cpq.
Figure 3.1: Sketch of the acoustic and optical plasmons as a function of the wavevector q
in a double 2D electron gas.
The optical plasmon in the long-wavelength limit can be obtained by an expansion of
the Lindhard function for q → 0, ω/vFq → +∞. It is:
lim
q→0
χ(0)(q, ω) =
nq2
m∗ω2
, (3.2)
where m∗ is the effective mass of an electron, n is the electron density. By using (3.2),
Eq. (3.1) leads to the solution (at first order in q):
ωop(q) =
√
2pie2

(
n1
m∗1
+
n2
m∗2
)
q, (3.3)
having assumed that the layers could be in general different, and consequently are the
effective electron masses m∗` , n` are the electron densities on the layers, ` is the index
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layer,  is the dielectric constant of the system. In the particular case that the layers are
identical m∗1 = m∗2 = m∗, Eq. (3.3) becomes:
ωop(q) =
√
2pie2
m∗
(n1 + n2)q, (3.4)
The dispersion for the optical plasmon of Eq. (3.4) is is analogous to that one found for a
2DEG, where the electron density on the layer is replaced with the total electron density.
An exact expression for the sound velocity cp has been obtained [84] by making use of
the expansion:
ω(q) = cpq + c2q
2 + ... . (3.5)
By inserting it in (3.1), it is found an equation which gives cp in terms of the physical
quantities of the system. cp is obtained by solving:
2kTF,2d− (1 + 2kTF,2d)[1− (vF,2/cp)2]1/2 − (m∗2/m∗1)(1 + 2kTF,1d)[1− (vF,1/cp)2]1/2
+[1 + (m∗2/m
∗
1) + 2kTF,2d][1− (vF,1/cp)2]1/2[1− (vF,2/cp)2]1/2,(3.6)
where kTF,` is the Thomas-Fermi wavevector, ` is the index layer, m
∗
` and vF,i are respec-
tively the effective mass and the Fermi velocity of an electron relative to the layer `. In the
case that the Fermi velocities are equal in the two layers, one has a compact expression
for the sound velocity:
cp =
vF(1 + kd)
1 + 2kd
, (3.7)
where k = kTF,1 = kTF,2. The sound velocity is a function of the product kd, not separately
on each of the two quantities. It is shown a plot which represents the trend of cp as a
function of kd.
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Figure 3.2: Plot of the sound velocity cp of double 2D electron gas as a function of the
product kd (k Thomas-Fermi wavevector, d inter-layer distance). cp increases quadratically
at small kd, while at large values it goes like (kd)1/2. cp is always greater than 1. Extracted
from [84].
As we will see, the condition for which an acoustic plasmon effectively exists at large
wavelengths is that the sound velocity is greater than the Fermi velocity. Eq. (3.7) shows
then that the acoustic plasmon is well defined for each value of the interlayer distance and
the Thomas Fermi wavevector (i.e. the total density on the double-layer system.)
In general, it is possible to find the existence condition for the acoustic mode by
imposing in (3.6) that the sound velocity is cp = vF,1. This leads to the result:
dc =
1
2kTF,2
(v2F,1 − v2F,2)1/2
vF,1 − (v2F,1 − v2F,2)1/2
, (3.8)
An analogous result is obtained if one imposes that cp = vF,2, and this allows to obtain
d
′
c. The critical distance is the greatest value between dc and d
′
c. Then, for largest values
of the critical distance the branch lies outside the electron-hole continuum. This means
that an acoustic branch of plasmon modes always exists for any value of d greater than
max(dc, d
′
c).
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3.1.2 Experimental results
The work by Kainth et al. [90] contains a systematic study of the AP and OP in a semi-
conductor double quantum well structure. One conduction band in each layer is occupied,
thus forming a pair of spatially separated 2DEG. Each of the wells supporting only one
occupied subband has an the energy gap between the first and subsequent subbands large
compared with respect to the Fermi energy. For all sample analyzed, the interwell barrier
width is sufficiently large to preclude significant quantum mechanical interactions, but
allows direct electromagnetic coupling between charge oscillations in each well. Different
buried 2DEGs layers, even if existent, have been disregarded in the analysis because of
the low number density which makes the relative effect very low. The system can be
characterized by the distance between the centers of the two quantum wells, and the dis-
tance between the mean of the electron distributions |ψ(z)|2, where ψ(z) is related to the
single electron wave functions in momentum space. Densities and mobilities have been
determined from transport measurements.
Figure 3.3: Electrostatic potential and probability densities |ψ(z)|2 for a sample of double
2D electron gas system. The energy levels are also indicated, the Fermi energy is repre-
sented by the dashed line. In the inset, which contains a depiction of the two collective
modes, the arrows show the main contribution to the electric fields for the two modes.
Adapted from [90].
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Raman scattering allows to identify the different modes which appear in the system.
All the five samples analyzed have shown clear resonances. The acoustic mode appears as
an outgoing resonance.
Figure 3.4: Low-temperature Raman spectra for samples of double 2D electron gas sys-
tems. The acoustic and optical plasmon modes are clearly evidenced as peaks in the
absorption strenght. Extracted from [90].
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The theory which has allowed comparison with experiments consists in determining
the plasmon dispersions from the STLS extension of the random phase approximation.
Exchange and correlation corrections were thus incorporated within the STLS but are in
fact small for small wavevectors and the form for the plasmon is essentially that one given
from RPA. The intra- and inter-layer Coulomb matrix elements have been calculated
using the envelope wavefunctions ψ(z) obtained self-consistently [87]. The solid lines,
representing the results of the theory, fit to the data, represented with points.
Figure 3.5: Dispersion of the acoustic and optical plasmon from the experiment (points)
and calculated within the STLS scheme (lines). The shaded region contains the theoretical
single-particle excitation continuum. Extracted from [90].
For what concerns Landau damping of the plasmon, a study has been carried out in
[91] directed to analyze its dependence from the temperature. Damping appears as an
asymmetry in the Raman peaks, for which the electron-hole decay is responsible. The
asymmetry is evident in a zoom of the Raman absorption. A measure is furnished by
y1 − y2 (see Fig. 3.6). These results have been theoretically quantified in a line-shape
analysis, in which the width of the peaks is prescribed to Gaussian contributions, as well
as single-particle relaxation and Landau damping. These combine according to:
∆ωL∆ωtot + (∆ωG)
2 = (∆ωtot)
2. (3.9)
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Figure 3.6: Experimental Raman spectra of a sample of of double 2D electron gas for
T=27 ◦K (bottom) and T=93 ◦K (top). In the bottom, fitted spectra according to theory
are also plotted. The widths y1 and y2 are defined. Adapted from [90].
The shapes have been calculated following [92] from the imaginary parts of the Lindhard
functions. There is accordance between theory and experiment, implying that the main
temperature-dependent mechanism is Landau damping, which is the only that has been
included in calculations.
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Figure 3.7: The total acoustic plasmon width y1 + y2 and the asymmetric Landau damp-
ing y1 − y2. Experimental datas are represented with points and plotted together with
results from random-phase approximation (RPA) theory and RPA with Hubbard correc-
tions (straight and dashed line, respectively). Extracted from [90].
3.2 Theory of the collective excitations in coupled massless
Dirac fermion systems
The system we address is described by the Hamiltonian (2.3) for the case N = 2. We
can think to a double-layer graphene in air and placed on top of a SiO2 substrate [19].
Additional contacts are applied which allow to vary the electric charge on each layer
indipendently. Consequently, the quantity ζ can be varied in the range between 0 and 1.
Plasmons are defined as the zeros of the dielectric tensor, or equivalently as the poles
of the density-density response functions (see Sec. 2.4.5), which by making reference to
the Hamiltonian (2.3) and in the RPA are obtained from:
ε(q, ω) = [1−V11(q)χ(0)1 (q, ω)][1−V22(q)χ(0)2 (q, ω)]−V 212(q)χ(0)1 (q, ω)χ(0)2 (q, ω) = 0, (3.10)
where the potentials Vij(q) are as in Eqs. (2.8)-(2.10), χ
(0)
i (q, ω) is the Lindhard function
of the layer ` evaluated at real frequencies, which can be found in the Appendix A. The
condition (3.10) gives two solutions, an higher frequency plasmon ωop(q) and a lower
frequency solution ωac(q).
For small wavevectors q, the imaginary parts of χ
(0)
` (q, ω), ` = 1, 2 are both equal to
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Figure 3.8: Sketch of the system. The dielectric environment is described by dielectric
constants i, i = 1, ...3.
0 above the line ω = vFq. Consequently, Eq. (3.10) can admit two real solutions ω1,2(q)
with ω1,2(q) > vFq. When going to largest values of q, the lhs of Eq. (3.10) acquires an
imaginary part and in order for it to have a solution the dispersions have to be complex,
ω∗1,2(q) = ω1,2(q) + iγ1,2(q) [69]. The quantity γ(q) gives the strength of the damping.
We will discuss it later in more detail. The values of q for which the solution acquires an
imaginary part depend on the structure of the electron-hole (e-h) continuum of the system.
In fact, as said, the dispersion is not damped at small wavevectors when it lies above the
line ω = vFq, and the line ω = vFq corresponds to the common top of the electron-hole
continuum of each layer. Moreover, at large wavevectors the branches are forced to enter
in the electron-hole continuum of the layers and suffer of Landau damping by taking and
imaginary part.
3.2.1 The acoustic plasmon
The expression for the acoustic plasmon in the long wavelength limit can be obtained by
introducing the expansion:
ωac(q) = csq + c2q
2 + c3q
3 + ... , (3.11)
and then defining the function:
F (q) = ε(q, csq + c2q
2 + c3q
3+). (3.12)
Such function has the following expansion in the limit q → 0:
F (q) = f−1q−1 + f0q0 + f1q1 + ... , (3.13)
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where the coefficients fi are related to the expressions for the Lindhard functions χ
(0)
` (q, ω).
We then have to impose that all the coefficients fi be equal to 0 for Eq. (3.10) to be valid.
In order to do so, we can start to impose that f−1 = 0. In fact, f−1 is independent on
the other ci, i ≥ 2, being only a function of cs, and in general fj is a function of the ci,
i ≤ j + 2. Next step will be to impose that f0 = 0 and determine c2 in terms of cs. In
a similar way we can obtain c3 as c3 = c3(cs, c2) from f1 = 0. This procedure allows in
principle to determine all the ci.
3.2.2 The sound velocity in the long wavelength limit
From (3.13), we first obtain the equation for cs. It is found that f−1 depends on cs and
we then arrive to find [93] the sound velocity from the equation:
2gsgvαeed¯(ζ
2 − 1)[1 + 2x(
√
x2 − 1− x)]
−
√
22[1 + x(
√
x2 − 1− x)f(ζ) = 0, (3.14)
where x = cs/vF is the dimensionless sound velocity, d¯ = dkF is the dimensionless inter-
layer distance and:
f(ζ) = (1 + ζ)
√
1− ζ + (1− ζ)
√
1 + ζ. (3.15)
Eq. (3.14) can be solved exactly with the result:
cs
vF
=
1 + Λ(αeed¯/2, ζ)
[1 + 2Λ(αeed¯/2, ζ)]1/2
, (3.16)
where:
Λ(αeed¯/2, ζ) =
gsgv
√
2(1− ζ2)
f(ζ)
αeed¯
2
. (3.17)
From (3.16), it is seen that the sound velocity is independent from the dielectric constant
1 and 3 and is sensitive only to the inter-layer dielectric constant 2. In fact, the acoustic
plasmon corresponds to a shift of the charge on the two layers, which remains constant on
each layer. Moreover, it is simply deduced that the acoustic plasmon always lies above the
electron-hole continuum of both layers, but is very close to it for great values of 2. Even
if the interlayer distance d¯ is very large, this is the situation for topological insulators. On
the contrary, the plasmon is well defined in DLG because of the small value of 2. This is
in accordance with results on double 2DEG, where the acoustic plasmon is always defined
at large wavevectors (see [84]), regardless of the value of the inter-layer distance d.
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3.2.3 The optical plasmon
The optical plasmon at large wavelength can be found through a procedure analogous to
that one for the acoustic plasmon. In particular, in order to address the plasmon with
dispersion ∼ √q, we need the high-frequency dynamical limit of the Lindhard function:
lim
q→0
χ
(0)
` (q, ω) = gsgv
εF,`
4pi
q2
ω2
. (3.18)
3.2.4 The group velocity in the long wavelength limit
The resulting optical dispersion at the smallest order in q is:
ω2op(q → 0) =
gsgvαee
2¯
v2FkF
(√
1 + ζ
2
+
√
1− ζ
2
)
q, (3.19)
with ¯ = (1 + 3)/2. It has to be noted that the optical dispersion (3.19) does not depend
upon the inter-layer dielectric constant or on the distance, being sensitive only to the
dielectric constants of the media above and below the layers. In fact, the optical plasmon
corresponds to in-phase oscillations of the charges on the two layers, and so the details of
the medium between the layers do not play a role (at least at the lowest order in q) in
determining the energy associated to these oscillations.
Eq. (3.19) reduces to the known expression for the optical plasmon of a SL graphene
with electron density n2 in the limit n1 → 0 (ζ → 1).
3.3 Numerical results
We show the acoustic and optical plasmons obtained numerically from Eq. (3.10) for the
system we want to address. Parameters have been chosen in order to describe DLG lying
on a substrate of SiO2, and consequently 3 = 3.9. The two branches are represented in
the plane q¯ − Ω¯, where wavevectors are scaled in terms of the total Fermi momentum kF
and frequencies in terms of the total Fermi energy εF.
In the first plot of Fig. 3.9, we have chosen ζ = 0 which corresponds to a system where
charge is divided between the layers in a symmetric way. As shown, the acoustic mode is
close to the line Ω¯ = q¯ and behaves as an acoustic mode for a large range of values for
q. The optical mode instead behaves as
√
q only for small values of q, and then shows a
different trend at large q.
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Figure 3.9: Numerical results for the acoustic and optical plasmon in a double-layer system
on SiO2. Parameters have been chosen as 1 = 2 = 1, 3 = 3.9. The total electron density
is n = 1013cm−2, and the pseudo-spin polarization parameter ζ = 0. The dashed line and
continuous line represent the boundaries of the electron-hole continuum of the two layers.
In the second plot of Fig. 3.10, we have chosen ζ = 0.5 which corresponds to a charge
imbalance of 50%. Results are very similar to the previous case, with an acoustic mode
still very close to the top of the e-h continuum and the optical mode which shows the
trend
√
q only for small q.
In both cases, the parameter d¯ = dkF is small, so that the density fluctuations are
large as compared with the scale of the system. Consequently, the two modes are strongly
coupled for q spanning over the entire range of values (0, kF). The acoustic mode is close
to the top of the e-h continuum of the system because the capacitive energy associated
with the charge sloshing between layers is proportional to the small layer separation.
3.3.1 Comparison with previous results
The acoustic mode of a double-layer system made of two decoupled graphene layers has
been determined previously [94], in the particular case that there is only one dielectric
surrounding the system. The result reads:
cs
v
=
[
2
√
2
√
1− ζ2√
1− ζ +√1 + ζ
αeed
2
]1/2
, (3.20)
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Figure 3.10: Numerical results for the acoustic and optical plasmon in a double-layer
system on SiO2. Parameters are as in Fig. 3.9, but ζ = 0.5. The continuous and dashed
line have the same meaning as in Fig. 3.9.
and is clearly different from our finding (3.16). The difference comes from the singular
behavior of the Lindhard function χ
(0)
` (q, ω) as q approaches 0. As a consequence, different
results are obtained for different limits on the ratio ν = ω/vq. In particular, the acoustic
plasmon is obtained by considering the limit q → 0 as ν is kept constant. This is the limit
we have considered. On the contrary, the result (3.20) is obtained improperly by taking
ω constant while q goes to 0. In this case, the ratio ν diverges. The correctness of our
finding is demonstrated by comparing the numerical result with the analytical relation
(3.16). In Figs. 3.11,3.12 it is shown a comparison between our analysis and numerical
results for the plasmon in the vicinity of q = 0.
Both the numerically calculated acoustic plasmon and the analytical relation (3.14)
are sensitive to the values of ζ. In the first plot, it is assumed ζ = 0.0, while ζ = 0.8 is
chosen in the second one, which corresponds to a charge imbalance of 80%. Numerical
and analytical results perfectly match.
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Figure 3.11: Numerical and analytical results for the acoustic plasmon at small wavevectors
in a double-layer system on SiO2. Parameters are as in Fig. 3.9, and ζ = 0. The top
of the electron-hole continuum of the two layers is also plotted with the dashed line,
corresponding to the line ω = vFq.
Figure 3.12: Numerical and analytical results for the acoustic plasmon at small wavevec-
tors. The system is as in Fig. 3.11, but ζ = 0.8. The dashed line is as in Fig. 3.11.
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3.3.2 Plasmon oscillatory strength
We then plot results for the imaginary part of the RPA density-density response function
of the top layer χ11(q, ω) at a fixed value of q. This quantity gives the spectral weight
of the excitations of the system. Even if =mχ(0)(q, ωpl) = 0, the quantity =mχ11(q, ω)
at the plasmon frequency ωpl is not equal to 0, because the denominator D(q, ω) of this
function has a pole (from the definition of plasmon). From the plots of Fig. 3.13, it is seen
that the magnitude of =mχ11(q, ω) is greatly reduced with respect to the non-interacting
response function =mχ(0)(q, ω). This means that the spectral weight of the single-particle
excitations is transferred to the plasmon modes, which would appear as a delta peak. In
fact, the quantity =mχ(0)1 (q, ωpl) has been scaled by a factor of 10.
Figure 3.13: Plot of -=mχ11(q, ω) as a function of ω at fixed wavevector q∗ = 0.3kF (solid
line). It is also plotted the non-interacting quantity =mχ(0)(q, ω) scaled by a factor of 10
(corresponding to the dashed line). The solid triangles individuate the plasmon frequencies
at the wavevector q∗.
Same conclusions can be drawn for the corresponding quantity of the bottom layer
χ22(q, ω). In Fig. 3.14, the quantity =mχ(0)2 (q, ωpl) has been scaled by a factor of 4.
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Figure 3.14: Plot of -=mχ22(q, ω) as a function of ω at fixed wavevector q∗ = 0.3kF (solid
line). The non-interacting quantity =mχ(0)(q, ω) (dashed line as in Fig. 3.13) has been
scaled by a factor of 4. Plasmons are individuated as in Fig 3.13.
3.4 Damping of the collective modes
When plasmons enter inside the electron-hole continuum of the system, they acquire an
imaginary part γ(q). The presence of such γ(q) is the signal that a decay is occuring. The
origin of the decay lies in the possibility for collective excitations to emit single-particle
excitations (SPE) in the e-h continuum. In particular, for each branch there exists a
critical wavevector qc above which the mode is damped.
3.4.1 The electron-hole continuum
For a double-layer graphene, because the system is decoupled from the point of view of
tunneling [67], the electron-hole continuum consists in the sum of the two continua of the
two layers. Such a sum can be represented in the plane q¯−Ω¯ where the Lindhard functions
have been scaled in terms of the total Fermi energy εF. Consequently, the dimensionless
Lindhard functions χ¯
(0)
` (q¯, ω¯) depend upon the quantity ζ, and so will do the electron-hole
continuum.
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Case ζ = 1
For ζ = 1, the plane q¯ − ω¯ is divided into 6 regions. In fact, the line which gives the
boundary of the electron-hole continuum of the less doped layer degenerates into a point
coincident with the origin of the plane. The plane appears as in figure.
Figure 3.15: q¯ − Ω¯ plane for ζ = 1 where the electron-hole continua of the two layers
have been represented. In this particular case, plasmons are damped at arbitrarily small
wavevectors.
In this case, there is no region where plasmons are well defined at large wavelength
because of the degeneracy of the line to a point, and consequently plasmons are expected
to be damped at arbitrarily small wavevectors. With reference to the analysis of Sec. 3.2.1,
that result gives only the real part of the dispersion. Additional calculations should be
directed to find the corresponding imaginary part γ(q) which is acquired by the complete
solution, which now is complex.
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Case ζ generic
In the case of ζ generic, the plane q¯ − ω¯ is divided into 12 regions from the superposition
of the electron-hole continua of the two layers. The Lindhard functions χ¯
(0)
` (q¯, ω¯) will have
different analytical expressions in each of these regions. The plane appears as in Fig. 3.16.
Figure 3.16: q¯ − Ω¯ plane for ζ generic where the electron-hole (e-h) continua of the two
layers have been represented. The region B.3 is outside both the e-h continua and plasmons
lying in such a region are prevented from damping
The region of special interest has been labelled with B.3 and there it happens that the
imaginary parts of the functions χ¯
(0)
` (q¯, ω¯) are both equal to 0. Consequently, plasmons
lying in such region are well defined, and their decay in SPE is prevented. However, as
soon as the plasmonic branch hits the line which delimitates the continuos segment of such
region parallel to the line ω¯ = −q¯ (that in Fig. 3.16 is ω¯ = −q¯ + 2), which corresponds to
a boundary of the e-h continuum of the less doped layer, the branch will become damped.
A particular case of this general situation is when ζ = 0. In such case, the e-h continua
of the two layers coincide and the window where χ¯
(0)
` (q¯, ω¯) are both equal to 0 has the
maximum extension possible.
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3.4.2 Numerical results
We have chosen to plot the quantity =mχ(0)2 (q, ω) evaluated at the plasmon frequency
ω(q). This quantity gives an idea of the strenght of the plasmon emission. The first plot
of Fig. 3.17 is the result for ζ = 0. In this case, the window where plasmon emission is
prevented has the maximum estension possible, and we find plasmon decay starting from
critical wavevectors qc large and around q¯ = 1, for both the acoustic and optical plasmon.
Figure 3.17: Damping of the collective modes of a double-layer system on SiO2. It is
plotted the imaginary part of the Lindhard function calculated at the plasmon frequency.
Parameters are as in Fig. 3.9, and ζ = 0.
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We then plot results for ζ = 0.8 and find critical wavevectors smaller than those for
ζ = 0.0, according to the theory described.
Figure 3.18: Damping of the collective modes of a double-layer system on SiO2, as in Fig.
3.17. Parameters are as in Fig. 3.9, and ζ = 0.8.
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Finally, in Fig. 3.19 we provide results for ζ = 1.0. In this case, the theory demon-
strates that there are no values for q for which plasmons are not damped at large wavevec-
tors. Accordingly, damping starts at qc = 0 for both the acoustic and optical branches.
This demonstrates that damping can be affected by apparently innocuous effects such as
the presence of neutral layers.
Figure 3.19: Damping of the collective modes of a double-layer system on SiO2, as in Fig.
3.17. Parameters are as in Fig. 3.9, and ζ = 1.0.
3.5 Thin-film topological insulators
Great interest has been recently devoted to a new class of materials showing peculiarities
not seen in other compounds. These materials are called topological insulators (TI) [95,
96, 97] for reasons that will be clear in a moment. TI were first predicted theoretically
and then discovered experimentally. A topological insulator is a state of matter which
possesses an insulating bulk with properties different from ordinary insulators [98]. The
notion of insulator is very familiar, being a material were the valence and conduction band
are separated by an energy gap. Although ordinary materials have different gaps, they all
are equivalent in a certain sense. One can in fact imagine to tune the parameters of the
Hamiltonian in order to interpolate continuously between two different insulators starting
from one of them, by ending up with the band structure of the second one. There is then a
topological equivalence between different insulating states. All these insulators are indeed
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equivalent to the vacuum, which in relativistic Dirac theory consists in the e-h continuum
with the two bands separated by a gap of 2mc2. In fact, not all the insulating states are
equivalent to the vacuum.
A different kind of insulator is the quantum Hall state of matter, where electrons can
move in a plane and a strong magnetic field orthogonal to the plane is imposed. Levels are
quantized according to the rule εm = ~ωc(m+ 1/2), where ωc is the cyclotron frequency.
So there is a gap between the occupied and empty states. Moreover, chiral surface states
appear whose motion has a privileged direction. Importantly, this state is not equivalent
to the ordinary insulators. One can introduce a topological number, which is related to the
Bloch functions in the system, that assumes different values for the two ones. To be explicit
[99], the Berry phase is the phase that the Bloch wavefunctions |um(k)〉 assume by making
a closed loop around the surface. This is equal to the line integral of Am = i〈um|∇k|um〉
around the loop, or equivalently to the surface integral of the Berry flux Fm = ∇× Am.
The total Berry flux in the first Brillouin zone is a topological invariant called Chern
number [100]:
nm =
1
2pi
∫
d2kFm. (3.21)
The total Chern number is the sum of the Chern numbers over the band, n =
∑
m nm.
The fundamental fact is that n = 0 for ordinary insulators, while n = 1 for quantum Hall
states, so that n allows to distinguish between the two phases of matter.
2D topological insulators, also called quantum spin Hall states, are insulating systems
where time-reversal symmetry allows to define another topological number which leaves
them in a different class of insulators. This number is called Z2 and assumes the values
ν = 0, 1. At the origin of this possibility is the strong spin-orbit coupling in the system.
The main consequence for the current discussion is the presence of surface states whose
existence is related to the topological invariant Z2, which behave as a 1D conductor.
Additionally, these states show the beautiful property that spin is locked to momentum,
so that helicity assumes a well defined value. The states are the analogous of the chiral
states at the surface of a quantum Hall insulator. The Z2 is further connected to these
states in the sense that its value related to the number of times that the dispersion of the
band of such surface states passes through the Fermi energy. The connection between Z2
and the surface states is responsible for another important property, i.e. the fact that they
are topologically protected against perturbations, such as impurities.
3D topological insulators have been discovered more recently. These systems are the
natural generalization of 2D TI to three dimensions. The topological invariants which
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Figure 3.20: Different states of matter. a) in the insulator, the valence and conduction
bands are separated from an energy gap. b) the quantum Hall state, where electrons move
along circular orbits. This motion is interrupted at the edges, where they perform skipping
orbits which form surface states with privileged direction of motion. The result is perfect
conduction at the boundary. c) the quantum spin Hall state, where electrons lying on the
boundaries have definite value of the helicity in accordance with the conservation of time-
reversal symmetry. Again, perfect conduction is allowed. d) 3D topological insulators,
where motion along the surface is possible in any direction and it fixes the orientation
of the spin. In fact, the value of momentum of an electron uniquely determines the spin
direction.The band dispersion is that one of massless relativistic Dirac fermions. Surface
states constitute a 2D perfect conductor.
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appear in these systems are more complicated, being expressed by four numbers [99],
and are related to the structure of the wavefunctions in the bulk. In this new state of
matter, the main consequence of the possibility to define such four topological numbers
is the existence of surface states with the peculiarities of spin-polarized massless Dirac
fermions. The spin is locked to momentum, but differently from 2D TI, the momentum
can assume all real values and, instead of having a 1D motion, the surface states form a
2D conductor. As for 2D TI, the states are robust against perturbation, even if at the
basis of their protection there are more subtle reasons, being connected with the topology
of the wavefunction in the bulk.
Figure 3.21: ARPES measurements of band dispersion of Bi2Se3. The cut are taken along
the kx and ky direction. The momentum distribution curves suggest two surface bands
merging into a single Dirac point at Γ. The U-shaped broad continuum feature inside the
V-shaped cone corresponds to the bottom of the conduction band and characterizes the
states inside the bulk. Adapted from [105].
The band structure of surface states in 3D topological insulators is very interesting,
since it consists of a single Dirac cone on each surface (showed by ARPES spectroscopy
[101, 102, 103, 104, 105, 106] ). The value of the momentum k uniquely determines the
value of the spin. 3D TI are the subject of the following discussion. When considering a
sample of thickness d, one can neglect the bulk and focus on two 2D conductors, constituted
by the states lying on the up and down faces of the sample. Depending upon the dimension
d, these states can be decoupled if the sample is thick [104], but when one moves to smaller
values of d the up and down surface states can couple together. It has been seen [107, 108]
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that this scenario persists in the range 10 nm. d . 100 nm. The main form of coupling
which is possible to take into account of are Coulomb interactions [109], like in double-layer
graphene. The minimal model which describes the system is then the Hamiltonian (2.3).
However, it has been shown that when going to very thin samples, d < dcrit ≈ 10 nm, the
penetration of the wavefunctions of the surface states [110] can bring to a superposition
of wavefunctions for states belonging to different layers, which then hybridize, making
the previous description meaningless. In this case, a gap opens between the up and low
bands. An effective Hamiltonian has been introduced, which allows to construct the band
structure [111]. These very thin films have been synthesized by molecular beam epitaxy
[112, 113].
In the range of d where the sample is thin, one can consider to study the system
by starting from (2.3). In the next paragraph, some results are shown for plasmons in
thin-film topological insulators.
3.5.1 Numerical results
We show numerical results for the calculated plasmon branches in a thin-film topological
insulator system. In order to address the system of interest, we have chosen a large inter-
layer dielectric constant, 2 = 80, which is sufficient to take into account of the large
screening induced by the bulk in most of these materials. For what concerns the other
dielectric constants, 1 = 3 = 1 (system in air). The thickness of the sample has been
chosen as d = 30 nm, which is in the range of values where the sample is thin enough to
allow for coupling between states lying on different layers, yet sufficiently thick to prevent
the hybridization of these states.
The plot of Fig. 3.22 is for ζ = 0 where the charge is equally distributed between the
layers. Results are in the q¯− ω¯ plane, but the range of values for q¯ is more restricted than
that chosen when plotting results for double-layer graphene, and q¯ ranges between 0 and
0.1. This is in order to consider only the interesting part of the plot. In fact, for q¯ ≈ 0.1,
the two plasmons degenerate in a single plasmon with double degeneracy. Moreover, for
q¯ in the range of interest, the high energetic mode behaves as an optical mode only at
very small wavevectors, showing the typical behavior ∼ √q. On the other side, the second
plasmon behaves as ∼ q, which is the typical behavior of the acoustic mode for small
values of q¯.
The plot of Fig. 3.23 is for ζ = 0.5, which corresponds to a charge imbalance of 50%.
There can be drawn analogous considerations to the case ζ = 0, with the additional fact
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that for q¯ = 0.1 the two modes are still not degenerate. Degeneracy appears for greatest
values of q¯.
In both cases, the parameter d¯ = dkF is of the order of the unity, so that, differently
from the double-layer graphene system studied in Sec. 3.3, the density fluctuations are
small as compared with the scale of the system. Consequently, there is a crossover between
the strong and the weak coupling regime, which occurs for q ∈ (0, kF). At the crossover,
the optical plasmon deviates much more strongly from the typical behavior ∼ √q because
of strong dielectric screening by the bulk TI which suppresses the single-surface plasmon
mode. On the other hand, the acoustic plasmon mode is strongly suppressed in the strong
coupling regime as its velocity is much more closer to the Fermi velocity of the system.
than double-layer graphene.
Figure 3.22: Numerical results for the acoustic and optical plasmon in a thin film topolog-
ical insulator for ζ = 0. Parameters have been chosen according to 1 = 3 = 1, 2 = 80.
The thickness of the sample is d = 30 nm. The continuous line represents the top of the
e-h continuum of the system.
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Figure 3.23: Numerical results for the acoustic and optical plasmon in a thin film topo-
logical insulator for ζ = 0.5. Parameters are as in Fig. 3.22. The continuous line is the
top of the electron-hole continuum.
The e-h continuum of the system is analogous to that one of double-layer graphene.
Consequently, the damping of plasmons is not discussed in this context. It has to be
remarked that quantitative differences have to be expected, as the strength of the decay
is a function of the physical parameters.
3.6 Summary of the main results
We have shown the theory which allows to calculate the collective modes of a two-
component electron system. In particular, we have applied it to the case of a massless
relativistic Dirac electron gas, thus obtaining the two sets of collective modes of the system.
The first of these modes behaves as an acoustic plasmon at small wavevectors, with a
peculiar sound velocity depending upon the parameters of the system. The acoustic mode
can be arbitrarily close to the top of the e-h continuum of the two layers, and shows a
departure from the behavior ∼ q at large wavevectors.
The optical mode brings an energy greater than the acoustic one, and is never Landau
damped at small wavevectors, except that in the trivial case ζ = 1. We have underlined
that the small wavelenght expressions for the two modes of the system are those furnished
in the present work, which differ from previous analysis. The difference consists in the
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way the q → 0 limit on the density-density response functions is taken, the correct one
being that one of the present analysis.
Finally, we have described the mechanism at the origin of the decay of the modes
through numerical results. Damping occurs at smaller wavevectors as the charge imbalance
between layers is increased.
Additional results have been presented for thin-film topological insulators. In order
to describe these systems, we have made use of the Hamiltonian which has allowed to
describe double-layer graphene, but assuming different values for the physical parameters.
In particular, the inter-layer dielectric constant has been taken very large, in order to
describe the screening of the insulating bulk of topological insulator systems.
Chapter 4
The spectral function of
double-layer graphene
In this chapter we focus on the spectral function of double-layer graphene system. We
start making a connection with the experiments currently in progress, by showing that
what is measured through the well-known photoelectric effect allows to obtain the spectral
function of the electron gas of the system.
We then pass to analyze the system under study, by giving the necessary definitions
that generalize those encountered in Chap. 1 for a single-layer graphene system. We first
describe the behavior of the imaginary part of the self-energy, which demonstrates that at
charge neutrality the electron gas is a marginal Fermi liquid.
Then we consider the case of electron doping and, after having discussed that doping
induces Fermi liquid behavior, we show results for the spectral function. The main point
to be underlined is the appearence of two distinct plasmarons, the first one of optical
nature and already known in single-layer graphene, and a second one, the acoustic plas-
maron, related to coupling of the two layers because of the presence of inter-layer Coulomb
interactions. We then provide information that could allow to see such plasmaron in ex-
periments.
To conclude with, we show extended plots of the spectral function in the k − ω plane,
for different configurations of the parameters of the system.
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4.1 Angle-resolved photoemission spectroscopy
Angle-resolved photoemission spectroscopy (ARPES) is based on the photoelectric effect:
when light is incident on a piece of material (metals and non-metallic solids, liquid or
gases), an electron absorbs a photon and escapes from the material. In the case of a
metal, at the end of the process the electron possesses maximum kinetic energy given by
hν − φ, where ν is the frequency of the photon, φ is a quantity related to the material,
called work function, which expresses the energy necessary for an electron to pass the
potential barrier at the surface.
In an ARPES experiment, a beam of monocromatic radiation supplied from a gas-
discharge lamp or a syncrotron beamline is incident on a sample. Electrons are emitted
if the photon energy is greater than the work function and escape into the vacuum. They
are finally collected from an analyzer with finite acceptance angle. The analyzer measures
the kinetic energy Ekin. Consequently, one has information on the momentum p, which
is completely determined from the value of the kinetic energy, as the modulus is given by
p =
√
2mEkin, and the components perpendicular and parallel to the sample are related
to the polar and azimuthal angles of the analyzer.
In particular, in a non-interacting picture, the kinetic energy and parallel component
of the momentum are related through:
Ekin = hν − φ− |EB|,
p‖ = ~k =
√
2mEkin sin θ, (4.1)
where EB is the binding energy inside the solid. When going to larger θ, one probes
electrons with k lying in high-order Brillouin zones. It has to be noted that photon energy
is usually in the ultraviolet as it is possible to achieve high-momentum resolution with lower
photon energies. In fact, neglecting contributions due to the finite energy resolution:
δk‖ ≈
√
2mEkin/~2 cos θδθ, (4.2)
where δθ is the finite acceptance angle of the analyzer.
In Fig. 4.1 it is shown a modern spectrometer. The beamline goes through a monocro-
mator which selects the desired photon energy. It is possible to use syncrotron or gas-
discharge lamp to produce the radiation beam, even though the former one has important
advantages, such as the possibility to cover a wide spectral range from the visible to x-
ray regions, with an intense highly polarized spectrum, contrary to the latter one which
offers a discrete spectrum with unpolarized resonances. The most important part of the
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analyzer is the deflector, which consists of two concentric hemispheres with a potential
difference V , so that only electrons moving with a kinetic energy in a small range of values
around Epass will pass through the hemispherical capacitor and then will be collected by
the detector.
Figure 4.1: Beamline with several mirror elements (on the right) and the Scientia spec-
trometer (left), which collects the electrons escaping from the sample. Extracted from
[114].
A quantitative analysis of the photoemission process consists in determining the tran-
sition probability for the optical transition. This can be obtained in approximation by
applying the Fermi golden rule
wfi =
2pi
~
|〈ψNf |Hint|ψNi 〉|2δ(ENf − ENi − hν), (4.3)
where ENi and E
N
f are the initial and final energies of the N−particle system, |ψNi 〉 and
|ψNf 〉 are respectively the ground state of the N electron system and one of its excited
states. The interaction with the e.m. field is treated as a perturbation:
Hint = − e
2mc
(A · p+ p ·A) = − e
mc
A · p, (4.4)
where p is the electron momentum operator and A is the vector potential of the electro-
magnetic field.
The travel of an electron to the detector can be separated into three subsequent pro-
cesses, consisting in the absorption of the photon, electron removal and detection. One
of the approaches, called the one-step model, treats in a single coherent way the three
processes. In this case, the bulk, the surface and the vacuum have to be considered in the
Hamiltonian. As a consequence, not only bulk states have to be included but also surface
and evanescent states. This is a complex way to solve the problem.
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A simpler approach consists in introducing the three-step model, which separates the
three processes. Then, one considers in an independent way:
a) the optical excitation of the electron in the bulk.
b) the travel of the electron to the surface.
c) the escape of the electron into vacuum.
The most important of these processes is the first one, which contains all the information
concerning the emission mechanism, and consequently on the electronic structure of the
material.
A subsequent step is the introduction of the sudden approximation, mainly valid for
high-energetic photons, which consists in assuming that the photoemission process is sud-
den, so that there is no subsequent interaction with the system left behind. The wave-
function is factorized as:
ψNf = Aψ
N−1
f φ
k
f , (4.5)
where A is an antisymmetrizer for the N electron wavefunction, φkf is the wavefunction
of the plane wave with momentum k and ψN−1f is the wavefunction of the N − 1 electron
system left in the excited state. The total transition probability is the sum over all the
excited states.
Another simplification comes from assuming that the initial state of the system is
described as a Slater determinant:
ψNi = Aψ
N−1
i φ
k
i , (4.6)
where ψN−1i is not an eigenstate of the Hamiltonian of the system with N − 1 particles,
but is what is left in the system with N particles when an electron is removed. Then, the
matrix element of Eq. (4.3) becomes
|〈ψNf |Hint|ψNi 〉| = |〈ψN−1f |ψN−1i 〉||〈φkf |Hint|φki 〉|, (4.7)
where Mkfi = |〈φkf |Hint|φki 〉| is the one-electron dipole matrix element, and the other term
on the r.h.s. is the overlap integral. The total photoemission intensity I(k, Ekin) =
∑
fiwfi
is then proportional to:∑
f,i
Mkfi
∑
m
|cm,i|2δ(Ekin + EN−1m − ENi − hν), (4.8)
where |cm,i|2 = |〈ψN−1m |ψN−1i 〉|. Thus one sees that in the particular case that ψN−1i =
ψN−1m0 , the corresponding |cm0,i|2 will be 1 and the others 0, then M 6= 0 and the ARPES
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Figure 4.2: Scheme of an ARPES experiment. in a) it is illustrated the geometry of the
system. b) illustrates the energetic levels and the spectrum of an ARPES experiment for
an ideal noninteracting system. c) is the same as in a) but for an interacting system.
spectrum will correspond to a delta function at the energy EkB = −εk. In general, however,
many of the |cm,i|2 will be different from 0 because after the removal of the electron the
system is in a state which is a superposition of the eigenstates of the N−1 particle system.
This is because of the rearrangement of the electric potential due to the loss of an electron
that makes the eigenstates of the new state of N − 1 particles different from those ones of
the state with N particles. Thus the ARPES spectrum will show a main line with many
satellites according to the number of excited states generated in the process.
4.1.1 Connection with the spectral function
As discussed in Sec 1.4.10, the spectral function at k, ω gives the probability of creating
an excitation of frequency ω into the system after having added or removed a particle of
wavevector k. This, in the language adopted in this Chapter, translates into:
A(k, ω) = A<(k, ω) +A>(k, ω), (4.9)
where:
A<>(k, ω) =
∑
m
|〈ψN±1m |c±k |ψNi 〉|2δ(ω − EN±1m + ENi ), (4.10)
with ψN−1f , ψ
N−1
i and E
N±1
m , E
N
i as in Eqs. (4.3), (4.5), (4.6) (> corresponds to +).
Thus, it is seen that its parts specify the one-electron removal and addition spectra, which
probe direct and inverse photoemission. This results by comparison of A<(k, ω) with Eq.
(4.8) for the photoemission intensity.
We make here a distinction between positive and negative frequencies ω. In fact, for
ω > 0 the particle which is sent onto the system is evidently an electron, which scatters by
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decreasing its energy, and consequently finally lies inside the conduction band (the Fermi
sea is filled). On the contrary, for ω < 0 it must be an hole, which scatters to a final
state inside the Fermi sea, by exciting it. As the photoemission measures the properties
of holes created inside the Fermi sea by photon ejection, the quantity of major interest for
experiments is the spectral function at negative frequencies.
If one considers the case of finite temperature, the connection with photoemission
intensity (whose definition is given above Eq. (4.8)) is expressed by the relation
I(k, ω) = I0(k, ω,A)f(ω)A(k, ω), (4.11)
where k = k‖ is the in-plane momentum, ω is the energy with respect to the Fermi energy
and I0(k, ω,A) is proportional to the matrix element |Mfi|2 of Eq. (4.8), depending
therefore on the electron momentum and on the energy and momentum of the incoming
photon. The additional quantity f(ω) is the Fermi function at temperature T , which takes
into account the fact that direct scattering probes only occupied states.
In a more complete analysis, the extraction of information from the spectral function
has to consider not only the matrix element I0(k, ν,A), but also the finite experimental
resolution and the extrinsic continuos background due to those electrons which escape
from the solid after inelastic-scattering events. The photocurrent has then a more realistic
expression: ∫
dω˜dk˜I0(k˜, ν,A)A(k˜, ω˜)R(ω − ω˜)Q(k − k˜) +B, (4.12)
where B is the background correction, and the integral expresses the convolution with the
energy and momentum resolution functions, respectively R and Q.
4.2 The definition of the spectral function for double-layer
graphene
We address the problem of determining the spectral function of a double-layer graphene
system, whose model Hamiltonian (2.3) consists of relativistic massless Dirac fermion terms
and intra- and inter-layer interactions. We are particularly interested in understanding
the role of such interaction terms, that influence the experimental spectra by introducing
typical features.
As we have already seen in Sec. 1.4.10, the spectral function A(k, ω) of an electronic
system is related to the real <eΣret(k, ω) and imaginary parts =mΣret(k, ω) of the retarded
self-energy at zero temperature. In graphene, the relationship is the same, except that an
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additional index appears, expressing the chirality of the particle involved. For an electron
in double-layer graphene system, another number is present, the layer index, which is
well-defined as the system is decoupled from the point of view of tunneling. The spectral
function of double-layer graphene is then related to the real and imaginary parts of the
retarded self-energy through:
A`,s(k, ω) = 1
pi
|=mΣret`,s(k, ω)|
[ω − ξs(k)−<eΣret`,s(k, ω)]2 + [=mΣret`,s(k, ω)]2
, (4.13)
` is the index layer, s the chirality index.
As already discussed in Sec. 2.1.4, we make use of the G0W approximation to calculate
the retarded self-energy, and consider the self-energy diagram of Fig. 1.21, where G
(0)
`,s (q) is
the Green’s function of an electron with layer index ` and chirality index s, W``(q,Ω) is the
screened potential for which we make use of the RPA, whose expressions have been given
in Eqs. (2.24)-(2.26). The additional factor [1 + ss
′
cos θk,k+q]/2 is related to chirality of
the particles involved in the scattering process.
In order to evaluate the real and imaginary parts of the self-energy appearing on the
r.h.s. of (4.13), we have introduced the line-residue decomposition for the retarded self-
energy (see Sec. 2.1.5):
Σret`,s(k, ω) = Σ
line
`,s (k, ω) + Σ
res
`,s(k, ω), (4.14)
The self-energy diagram constitutes in fact the correction to the free propagation of an
electron for which inter- and intra-layer interactions are responsible. In evaluating the
diagram at zero temperature, an analytical continuation is necessary from Matsubara
frequencies iΩm to complex frequencies iΩ. If one makes this continuation directly on the
integrand before carrying out the Matsubara sum, the line contribution of Eq. (4.14) is
the result. This is not the whole contribution, as one misses a part which is given by the
residue contribution. Eq. (4.14) expresses then the correction to the line contribution and
gives the exact decomposition into line and residue self-energies.
We then write once more the expressions for the line and residue parts:
Σline`,s (k, ω) = −
∑
s′
∫
d2q
(2pi)2
V``(q)
[
1 + ss′ cos (θk,k+q)
2
]
×
∫ +∞
0
dΩ
2pi
1
ε``(q, iΩ)
G
(0)
`,s′(k + q, ω + iΩ) ,
(4.15)
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Σres`,s(k, ω) =
∑
s′
∫
d2q
(2pi)2
V``(q)
1
ε``(q, ω − ξs′(k+ q))
[
1 + ss′ cos(θk,k+q)
2
]
×[Θ(ω − ξs′(k+ q))−Θ(−ξs′(k+ q))]. (4.16)
In the following we will be interested to the real and imaginary parts of the self-energy,
whose behavior allows to understand that one of the spectral function. We then connect
such parts to the previous two expressions of Eqs. (4.15), (4.16). We make use of the fact
that, as it can be shown, the line term is a purely real function of k and ω, according to
(4.15), to obtain:
<eΣret`,s(k, ω) = Σline`,s (k, ω) + <eΣres`,s(k, ω),
=mΣret`,s(k, ω) = =mΣres`,s(k, ω). (4.17)
Eq. (4.17), together with (4.15), (4.16), will be extensively used in the following.
4.3 The spectral function at k = 0
First, we consider the spectral function at k = 0. This case allows to understand the more
general case k finite, that will be discussed in the next section. We start with the simple
situation in which the Dirac cones of the two layers are both at the neutrality point. From
the results, we can already make some important considerations, such as to recognize
the appearence of a normal Fermi liquid phase, whose information is contained in the
imaginary part of the self-energy =mΣret`,s(k, ω)|k=0 for ω → 0 1. Next we consider the
generalization to doped graphene, with the appearence of features (known as plasmarons)
related to the presence of the collective modes of the electron gas.
4.3.1 The behavior of Σret`,s(k, ω) for double-layer graphene at charge neu-
trality
We consider the line and residue parts of the self-energy in the case k = 0 and for εF,1 =
εF,2 = 0. It can be seen that the expressions (4.15),(4.16) simplify, so that they allow an
analytical treatment.
In order to treat the line contribution, we introduce the total Fermi wavevector kF
(which is equal to zero in our undoped system) and correspondingly the dimensionless
1It can be demonstrated that =mΣret`,+(k, ω)|k=0= =mΣret`,−(k, ω)|k=0. As a consequence, every time a
choice for s is needed for matter of definiteness, we will assume s = + and remember that same results
hold for s = −.
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cut-off Λ = kmax/kF (which is strictly divergent), and (4.15) can be also written as:
Σline`,s (k, ω)|k=0 = −
1
2pi
∑
s′
{
lim
Λ→+∞
∫ Λ
0
qdqV``(q)
∫ +∞
0
dx
2pi
ω/vq − s′
(ω/vq − s′)2 + x2
1
ε``(q, x)
}
.
(4.18)
(it is then independent from s) where we have made use of the dimensionless variable
x = Ω/vFq and used the fact that the function ε``(q, iΩ) depends only on the ratio between
Ω and q and not simply on Ω.
It is seen that the leading order of the expansion in terms of Λ is simply:
Σline`,+(k, ω)|k=0 = −
αeek(αee)
2pi¯`
ω ln(Λ) + regular terms, (4.19)
where (we have defined ¯` = [2 + 1,3]/2, depending on ` = 1, 2):
k(αee) =
a(a2 − 1)(pi − 2a)− a(a2 − 2)√1− a2 arcsin(√1− a2)
a3(a2 − 1) |a=2pigαee/(8¯`). (4.20)
Eq. (4.19) says that the line contribution of the self-energy in undoped double-layer
graphene is divergent, and the only system where it is finite is the doped system. The
result has an analogous in single-layer graphene. The only difference consists in the fact
that the cut-off Λ corresponds through the total Fermi wavevector kF to the total electron
density in the double-layer system. Then the line contribution relative to each layer is
sensitive to the presence of an electronic charge on the other layer. In particular, an
arbitrarily small doping on the second layer makes the line contribution to be finite, even
if the layer under consideration is undoped.
We then consider the residue contribution, which consists of a real and imaginary part,
and mainly focus on the imaginary part =mΣret`,+(k, ω)|k=0 of (4.16) at εF,1 = εF,2 = 0.
We can make some considerations that allow to derive which behavior is expected for
=mΣret`,+(k, ω)|k=0 on the basis of the expression of ε``(q, ω) (see Sec. 2.1.5). With the
model (2.3) we can to build up three scale of energy: ω, vFq and the inverse distance vF/d.
These quantities appear in =mΣret`,+(k, ω)|k=0 as two dimensionless quantities x = vFq/ω
and qd. It is then impossible to change variable q → x so to extract any dependence
from ω, because of the appearence of the second dimensionless quantity qd. Because the
wavevector q appears both in vFq/ω and qd, such change of variable in the integration
which involves q and ω will affect the product qd.
More physically, in a single-layer graphene the amplitude for a scattering process of an
external particle (electron or hole) depends upon two scales of energy: the energy of the
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momentum vFq given by the particle and the excitation energy ω induced in the system. In
particular, it is proportional to ω and the remaining dependence is with the ratio between
the two energies. As we are integrating on momenta, the dependence of the process from ω
is then linear and the proportionality factor is independent from ω. When one considers a
double-layer graphene system, the scattering process depends upon an additional scale of
energy vF/d, related to the distance between the layers. The amplitude of the scattering
process is not a simple function of ω, but is also dependent upon the dimensionless ratio
ωd/vF. The integration on momenta does not allow to extract any dependence from ω,
and we can a priori expect a complicated behavior of =mΣret`,+(k, ω)|k=0 with ω.
However, a very simple scaling with frequency is obtained in the limit of decoupled
layers, d→ +∞. In this case the inter-layer interaction is suppressed, while the intra-layer
interactions V``(q) are those ones of a single-layer graphene, with the Coulomb dependence
∼ 1/q. In other words, the scale of energy vF/d disappears, by letting extract the following
scaling:
=mΣret`,+(k, ω)|k=0 = −
pi
64
g
(
αee
¯`
)2
η
(
gαee
¯`
)
ωsgn(ω), (4.21)
where (¯` is defined as in Eq. (4.19)):
η(y) =
∫ 1
0
dx
x
√
1− x
1− x+ pi2256y2x2
, (4.22)
The conclusion is that in the limit of decoupled layers, the imaginary part behaves as
∼ ω at small ω, typical of a marginal Fermi liquid. In a Fermi liquid phase one would
expect a dependence ∼ ω2. This is in perfect accordance with the result of single-layer
graphene, where the undoped system behaves as a marginal Fermi liquid, with the same
linear scaling of the imaginary part of the self-energy with the energy, expressed by (4.21).
Another regime in which one can derive a simple scaling with ω is the limit of very small
inter-layer distance. In such case, the energy scale vF/d dominates over ω. The integrand
is again independent from ω, because the exponential factors e±qd become negligible, and
the linear behavior is obtained. In particular, the relation which expresses the linear
scaling of the self-energy at small d is:
=mΣret`,+(k, ω)|k=0 = −
pi
32
g
(
αee
13
)2
η
(
2gαee
13
)
ωsgn(ω), (4.23)
with η(y) as in Eq. (4.22).
In general, we thus predict to observe linear behavior of =mΣret`,+(k, ω)|k=0 with ω in
the regime of great and small ω. In fact, what matters is the product ωd/vF, and every
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time it becomes great or small, one of the two energy scales becomes negligible and the
linear scaling is restored.
4.3.2 Numerical results
We are now ready to show results for =mΣret`,+(k, ω)|k=0. We choose ` = 2 for simplicity
(bottom layer) and consider a set of parameters that describe double-layer graphene on
SiO2 (Fig. 4.3). The behaviors at small and great ω are in accordance with the previous
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Figure 4.3: Absolute value of the imaginary part of the self-energy =mΣret2,+(k, ω)|k=0
in eV as a function of frequency ω(eV) and for d = 3.5A˚. The dielectric constants are
1 = 2 = 1, 3 = 3.9. The behavior is nearly linear with ω.
discussion. We also observe that an uniform linear behavior emerges over all the range of
values considered for ω. The conclusion is that within this choice of dielectric constants the
exponential corrections e±qd do not play a role in determining the value of the self-energy.
We next show in Fig. 4.4 the case of double-layer graphene intercalated with BN
(whose dielectric constant is ≈ 7). This time the linear trend is visible only at very small
frequency. Moreover, we observe such trend in the range of ω shown in the inset of the
figure (ω great). Evidently, the dielectric constants play a role in determining the weight
of the exponential factors e±qd, in particular we can conclude that increasing inter-layer
screening makes these factors more significative.
Additional plots, not presented here, show that the inter-layer interactions have an
important contribution in fixing the value of =mΣret2,+(k, ω)|k=0 in the regime of high
inter-layer screening. In such case, we expect that inter-layer correlations become closer
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Figure 4.4: Absolute value of the imaginary part of the self-energy =mΣret2,+(k, ω)|k=0
in eV as a function of frequency ω(eV) and for d = 3.5A˚. The dielectric constants are
1 = 1, 2 = 3 = 7. It can be observed a complicated dependence from frequency of
=mΣret2,+(k, ω)|k=0.
to intra-layer ones (even if still reduced by the exponential factor eqd which expresses their
rapid decay with distance between layers).
The main conclusion is that the presence of high screening alter visibly the tendency
of =mΣret2,+(k, ω)|k=0 to scale linearly with ω. Moreover, the behavior differs from ∼ ω2
that is typical of a Fermi liquid, the system thus behaving as a marginal Fermi liquid.
4.3.3 The behavior of Σret`,s(k, ω) for double-layer graphene at finite elec-
tron doping
We know that doping induces Fermi liquid behavior from the treatment of single-layer
graphene. Consequently, we investigate if such circumstance also occurs in double-layer
graphene. Then, we are interested in the behavior of the imaginary part =mΣret`,+(k, ω)|k=0
for small ω. It can be demonstrated that the first term in the expansion in ω of
=mΣret`,+(k, ω)|k=0 around ω = 0 is quadratic (∼ ω2). This is sufficient to conclude that
the system behaves as a normal Fermi liquid, and in particular that it is the doping of
the system which is responsible for the effect, after remembering (see Eq. (4.23)) that
such behavior is contrary to that one of the undoped system (the latter one behaves as a
marginal Fermi liquid, =mΣret`,+(k, ω)|k=0 ∼ ω). The explicit dependence from ω2 will not
be reported here, as is a complicated function of the dielectric constants i and of course
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of the pseudo-spin polarization parameter ζ = (n2 − n1)/n. However, we mention that
the coefficient of ω2 is analogous of that one found in single-layer graphene (see [52]) at
n2 = 0 and for uniform dielectric environment i = :
=mΣret2,+(k, ω → 0)|k=0 = −
√
3
8g
(gαee/)
2
(1 + gαee/)2
ω2, (4.24)
Result (4.24) from a side is expected in the limit of large d, as in that case the layers
decouple and we reobtain the result valid in single-layer graphene. From the other side, it
is not obvious that such scaling occurs for a generic value of d, because the other neutral
layer could have a role at finite distance. However, (4.24) says that the layer ` = 1
disappears when considering such limit of =mΣret2,+(k, ω → 0)|k=0.
4.3.4 The spectral function at finite electron doping
When going to finite doping, we have to consider what is the impact of the plasmonic
excitations in determining the features observed in the spectral function. We already know
from Chap. 3 that a double-layer system admits two branches of plasmonic modes, whose
dependences from the wavevectors are ∼ √q and ∼ q. These excitations are respectively
called optical and acoustic plasmon. The details of the dependence of the dispersion
relations from the physical parameters of the system have been discussed in Secs. 3.2-3.3.
We remind that the acoustic mode is typical of double-layer graphene, while the optical
mode has an analogous in single-layer graphene. This means that it is necessary to analyze
in particular what is different with respect to the single-layer case because of the presence
of such acoustic plasmon.
We pass to extensively analyze the case ζ = 0, in which the two layers are equally
doped (n1 = n2), by means of numerical results. By restricting to the region −3 < ω < 0,
the imaginary part of the self-energy for the bottom layer (again we are thus choosing for
simplicity i = 2) appears as in Fig. 4.5.
We observe that, with respect to the plots of Figs. 4.3,4.4, two peaks are present.
Their height appears finite only because of the numerical procedure adopted, being really
a singularity in =mΣret2,+(k, ω)|k=0. It can be demonstrated that these peaks are associated
with the existence of plasmonic excitations. The one at smaller energy corresponds to
the acoustic plasmon, while the other one to the high-energetic optical plasmon. The
behavior of the real part of the self-energy <eΣret2,+(k, ω)|k=0 is correlated to that one
of =mΣret2,+(k, ω)|k=0. In fact, it follows from theory that the two quantities are related
by Kramers-Kronig (K-K) transform. By looking at Fig. 4.5, the result of Fig. 4.6 is
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Figure 4.5: Imaginary part of the self-energy =mΣret2,+(k, ω)|k=0 in eV as a function of
frequency ω and for d = 3.5A˚. The dielectric constants are 1 = 2 = 1, 3 = 3.9.
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Figure 4.6: Real part of the self-energy <eΣ2,+(k, ω)|k=0 in eV as a function of frequency
ω. The values of parameters are same as in Fig. 4.5.
understood as follows. The Kramers-Kronig of a delta-peak centered in x0 is P [1/(x−x0)].
When the delta is transformed in a finite but peaked function, also its K-K transform is
smoothened. In correspondence of the peaks of Fig. 4.5, one then observes a change of
sign for the real part, as visible in Fig. 4.6.
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Figure 4.7: Spectral function A2,+(k, ω)|k=0 as a function of frequency ω. It has been
done the same choice of parameters as in Fig. 4.5.
We are now ready to show in Fig. 4.7 the spectral function A2,+(k, ω)|k=0 as a function
of ω. Its behavior follows from Eq. (4.13) and Figs. 4.5, 4.6. We expect for A2,+(k, ω)|k=0
a peak in correspondence of the solutions of the Dyson equation:
ω − εF,2 −<eΣret2,+(k, ω)|k=0 = 0, (4.25)
provided that in correspondence of these solutions the imaginary part of the self-energy is
small. Such solutions are in Fig. 4.6 the intersections between the dotted line and the blue
curve. In Fig. 4.6, these are in number of five. Starting from ω = 0 and going to smaller
values, the first one to be encountered is the quasiparticle solution. This gives the first
peak in Fig. 4.7 around ω ≈ −1. Then, one observes other two intersections very close
to ω = −1. However, for these solutions the imaginary part of the self-energy is small
only in correspondence of the smaller ω. One then sees in Fig. 4.7 a second peak around
ω ≈ −1.2. This peak is called plasmaron and in particular is related to the existence of
the acoustic plasmon. Going to smaller values of ω, one observes other two solutions for
values of ω smaller than -1.5. Again, the imaginary part of the self-energy is small only in
correspondence of the smaller value of ω, which gives the third peak in Fig. 4.7. Such a
feature is called optical plasmaron and is related to the existence of the optical plasmon.
We next show in Fig. 4.8 results for the case in which the top layer is at neutrality,
i.e. z = 1 and n1 = 0. We observe only one peak in the imaginary part of the self-energy
=mΣret2,+(k, ω)|k=0. For this the optical plasmon is responsible, and the second peak of the
previous Fig. 4.7, that one corresponding to the acoustic plasmon, has disappeared. In
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Figure 4.8: <eΣret2,+(k, ω)|k=0, =mΣret2,+(k, ω)|k=0 and A2,+(k, ω)|k=0 as a function of ω
and for ζ = 1.
fact, for such a choice of ζ, the top layer is undoped and consequently the acoustic plasmon
is very close to the top of the electron-hole continuum, its peak in =mΣret2,+(k, ω)|k=0 being
coincident with the quasiparticle peak. Then, the Dyson equation admits three solutions,
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the quasiparticle solution and other two ones, of these only one is significative because the
=mΣret2,+(k, ω)|k=0 goes to zero for it (for the other it does not). The relative diagram for
the spectral function A2,+(k, ω)|k has two peaks, the quasiparticle peak and the optical
plasmaron at a frequency ω ≈ −1.5. The optical plasmaron is broadened because, for the
value of ζ = 1 considered, the electron-hole continuum of the top (undoped) layer occupies
in the plane q − ω the maximum space above the intra-band excitations of the bottom
layer (see Sec. 3.4.1). Consequently, the optical plasmon can decay in e-h excitations of
arbitrarily low momentum and is overdamped.
4.3.5 Seeing the acoustic plasmaron
We try to investigate numerically what are the optimal conditions in which the acoustic
plasmaron can be observed in ARPES spectra. In the previous section it has been shown
that the spectral function has in general three peaks, two of them close to each other and
corresponding to the acoustic plasmaron and the quasiparticle peak. It has been shown
that the plasmaron disappears when the pseudospin parameter for the system is ζ = 1. In
that case, all the charge is deposited on one layer. On the contrary, in the opposite case
of perfect charge balance between layers, ζ = 0, there is a certain separation between the
two peaks that could be sufficient to observe the acoustic plasmaron.
Considering the possibility to fix the pseudospin polarization parameter ζ by means of
a gate voltage, we can imagine that by starting from ζ = 1, the acoustic plasmaron can be
separated out from the quasiparticle peak by gradually changing ζ. We investigate such
possibility by means of numerical results for the spectral function for different values of ζ
(see Fig. 4.9).
It turns out that only for ζ close to 0 the acoustic plasmaron peak is sufficiently
separated from the quasiparticle peak. This means that we should consider the condition
of large doping on the first layer, which is not simply reached in experiments. It follows
the necessity to have the maximum experimental resolution possible.
Another possibility consists in considering different sets of dielectrics surrounding the
system. In fact, as discussed in Sec. 1.3, there exists the possibility to realize double-
layer graphene in different ways. In particular we consider here two different substrates,
which corresponds to graphene on SiC and on SiO2. The dielectric constants associated
to these dielectrics are respectively 6.6 and 3.9. We also consider the situation in which
the two layers are close enough to the charge imbalance, so that the acoustic plasmaron
is sufficiently far from the quasiparticle peak (according to what just discussed). It can
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Figure 4.9: Quasiparticle peak and acoustic plasmaron inA2,+(k, ω)|k = 0 for two different
values of ζ.
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Figure 4.10: Quasiparticle peak and acoustic plasmaron in A2,+(k, ω)|k = 0 for two choices
of the substrate, corresponding to SiC and SiO2.
be observed (Fig. 4.10) that the distance between the quasiparticle peak and the acoustic
plasmaron is almost the same for the two systems. Moreover, the ratio between the
spectral weight of the QP peak and the plasmaron is almost constant for both cases. We
then conclude that realizing double-layer graphene systems on SiO2 or SiC offers same
possibilities to see the acoustic plasmaron.
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4.4 The spectral function in the k − ω plane
After having discussed the spectral function A2,+(k, ω) at zero momentum, k = 0, we are
now ready to show results for the general case k finite. First we plot results for A2,+(k, ω)
as a function of ω and at fixed k. We choose k = 0.25kF, 0.5kF (` = 2 as before), where
kF corresponds to an electron density of n = 10
13cm−2. and consider the energy range of
negative ω, where plasmarons emerge (Figs. 4.11,4.12). For finite k, the energies which
are solutions of the Dyson’s equation:
ω = ξ+(k) + <eΣret2,+(k, ω), (4.26)
are shifted from the bare quasiparticle energy and the plasmaron energies. In particular,
the solution corresponding to the acoustic plasmaron energy is nearly coincident with that
one of the quasiparticle energy, and the two peaks in A2,+(k, ω) overlap. Thus we predict
that, away from the Dirac point, the acoustic plasmaron becomes very difficult to be seen
in experiments. Contrary to the acoustic plasmaron that is however still peaked, the
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Figure 4.11: A2,+(k, ω) for k = 0.25kF as a function of ω and for ζ = 0.
optical plasmaron is highly broadened. In the experiment, one should pay attention to
not take it for the continuum of the single-particle excitations, which is responsible for the
residue part of the weight of A2,+(k, ω) .
We finally present results for the spectral function A`(k, ω) =
∑
sA`s(k, ω) in the k−ω
plane. To understand these plots, one has to consider the connection with the previously
shown plots of Figs. 4.8,4.11 for A`.s(k, ω) as a function of ω and at fixed k. These can
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Figure 4.12: A2,+(k, ω) for k = 0.5kF as a function of ω and for ζ = 0.
be obtained from the ones we are going to show by taking sections with planes at fixed k.
Moreover, the dark regions correspond to peaks in the A`.s(k, ω) in the plots at fixed k.
We compare the two cases of ζ = 0 and 1. The green lines individuate the Dirac cones of
the non-interacting system. For what concerns ζ = 0 (Fig. 4.13), we have similar results
for the two layers, i = 1, 2. In fact, the layers are equally doped, and the weak asymmetry
is explained by making reference to the asymmetry of the dielectric environment, which
produces different screened interactions in top and bottom layers. Three dark regions can
be observed, corresponding to the quasiparticle peak and to the two acoustic and optical
plasmarons. In accordance with the previous discussion, the plasmarons are less visible at
finite k, becoming less intense when moving away from k = 0. This has in fact be seen in
Figs 4.8,4.11.
In the case ζ = 1 instead (Fig. 4.14), the two plasmarons have completely disappeared
in the spectrum of the top layer, which in this case is undoped, and only the quasiparticle
peak is observed. In the bottom layer, though there is a darker region, this is not well
distinguished from the rest of the spectrum. In fact, we remind that at ζ = 1 the plasmons
completely lie in the e-h continuum of the other (top) layer and so suffer of strong Landau
damping (for an extended discussion, see Sec. 3.4). Plasmons are then cancelled out by
decay into electron-hole pairs. Thus, we affirm once more that a sufficiently high doping
on the top layer should be reached in experiments in order to observe the plasmarons.
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Figure 4.13: Spectral function A`(k, ω), ` = 1, 2 at ζ = 0 and for 3 = 3.9. The optical
and acoustic plasmarons are visible as dark curves.
Figure 4.14: Same as in Fig. 4.13 but for ζ = 1. Contrary to the previous case, the
plasmarons are not visible in the spectrum of the top ` = 1 (undoped) layer.
4.5 Summary of the main results
We have focused on the spectral function of double-layer graphene system. We have
discussed that it is possible to define two different spectral functions, one for each layer,
and their connection with the real and imaginary parts of the self-energy.
For what concerns the situation of charge neutrality, we have presented analytical and
numerical results for the imaginary part of the self-energy, demonstrating that the electron
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gas behaves as a marginal Fermi liquid. Then we have extended the analysis to the case of
finite electron doping, proving that doping is responsible of the appearence of Fermi liquid
behavior. We have analitically derived the scaling of the imaginary part of the self-energy
for small wavevectors.
We have finally presented results for the spectral function for various choices of pa-
rameters, in particular of the pseudo-spin polarization parameter ζ. The main result to
be pointed out is the appearence of the acoustic plasmaron, related to the existence of
the acoustic plasmon and for which the peculiar nature of the system is responsible. We
predict however that such plasmaron is difficult to be seen in experiments, because it is
very close to the quasiparticle peak.
Conclusions
The present work has allowed to clarify the preminent role played by the interactions in
the decoupled layers of graphene. These systems have emerged in different conditions and
could be the ideal candidate for graphene-based electronics. We have investigated some
interesting problems which are naturally posed by the experiments, focusing in particu-
lar on the double-layer system. Double-layer graphene is in fact the prototype of more
complicated systems (with more than two layers).
We have made use of the Landau theory of the electron gas applied to graphene.
The main result was to find an electron density dependence of the renormalization of the
Fermi velocities of the two layers. Such renormalization is further sensitive to the electron
densities on both layers, showing a counter-intuitive dependence on these densities. We
have explained it in terms of the density-dependent screened interaction. Moreover, it has
been shown that each layer plays its role in the renormalization even when it is at the
neutrality charge condition.
Interactions influence the ground-state energy, in the form of (at least) the exchange
and correlation contribution. We have concluded that they have opposite sign for all
the values of densities considered, thus affecting the ground-state density in the opposite
way. We have also dealt with the electrochemical equilibrium problem, and demonstrated
that it is necessary to take into account of correlation energy to obtain correct results for
the equilibrium densities. Accounting only for exchange contribution has lead to severely
underestimate such densities.
Another interesting problem has to do with the collective excitations. Their dispersion
is given by the poles of the density-density response functions. We have found an ana-
lytical expression which is valid in the limit of large wavelength and depending upon the
parameters of the system, particularly on the pseudospin polarization, which expresses the
way the charge is divided between the layers. We have also analyzed their dependence in a
finite range of values of wavevectors, by showing that a hybridization is possible depending
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on the parameters. The exactness of the analytical results has been confirmed by a com-
parison with the numerical solutions. Damping has been also discussed, by pointing out
how it is the pseudospin polarization that fixes the critical wavevector at which damping
starts, while the other parameters determine its strength.
The spectral function gives information on the excitations of the system. It is a quantity
which can be directly addressed in the experiments. We have studied it for several choices
of the parameters, and proved the existence of the acoustic plasmaron. We have also
pointed out the conditions necessary to observe it. Such considerations could be useful in
the current experiments.
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