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This article adopts three artiﬁcial intelligence techniques, Gaussian Process Regression (GPR), Least
Square Support Vector Machine (LSSVM) and Extreme Learning Machine (ELM), for prediction of rock
depth (d) at any point in Chennai. GPR, ELM and LSSVM have been used as regression techniques.
Latitude and longitude are also adopted as inputs of the GPR, ELM and LSSVM models. The performance
of the ELM, GPR and LSSVM models has been compared. The developed ELM, GPR and LSSVM models
produce spatial variability of rock depth and offer robust models for the prediction of rock depth.
 2015, China University of Geosciences (Beijing) and Peking University. Production and hosting by
Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).1. Introduction
Determination of rock depth (d) at any site is an imperative task
in geoscience. Prediction of d is a difﬁcult task due to uncertainty
coming from spatial variability, measurement, noise, model bias,
and statistical errors (Baecher, 1986). Researchers used random
ﬁeld method (Yaglom, 1962; Lumb, 1975; Vanmarcke, 1977; Tang,
1979; Wu and Wong, 1981; Asaoka and Grivas, 1982; Vanmarcke,
1983; Baecher, 1984; Kulatilake and Miller, 1987; Kulatilake, 1989;
Fenton, 1998; Phoon and Kulhawy, 1999; Uzielli et al., 2005) and
geostatic (Kulatilake and Ghosh,1988; Kulatilake,1989; Soulie et al.,
1990; Chiasson et al., 1995; DeGroot,1996) for the prediction of d. In
random ﬁeld method, spatial variability of data is represented by
mean, variance and correlation distance. It is assumed that soil
property should be statistically homogeneous with the chosen
layer in the random ﬁeld method. Phoon et al. (2003) developed
“Modiﬁed Bartlett Statistics” for determination of statistically ho-
mogeneous soil layers. In geostatic, global trend is modeled by
using regression analysis. Semivariogram plays a central role for
developing geostatic. It is developed based on the spatialof Geosciences (Beijing).
eijing) and Peking University. Produ
c-nd/4.0/).autocorrelation in data. However, the performance of random ﬁeld
method and geostatic is not excellent (Juang et al., 2001).
Artiﬁcial intelligence has been widely used for solving different
engineering problems (Goh, 2002; Kerh and Chu, 2002; Yaghouby
et al., 2009, 2010a, b; Gobattoni et al., 2011; Fei and Guangtian,
2012; Cáceres and Arrieta, 2013; Dong et al., 2014; Xiong et al.,
2014). This article examines the capacity of three artiﬁcial intelli-
gence techniques namely Extreme Learning Machines (ELM),
Gaussian Process Regression (GPR) and Least Square Support Vec-
tor Machines (LSSVM) for the prediction of d at Chennai, India. ELM
produces high generalization performance at very high speed
(Huang et al., 2006a, b, c, 2011). There are lots of applications of
ELM in the literature (Balbay et al., 2012; Yu et al., 2013; Du et al.,
2014). GPR is probabilistic and non-parametric method that has
been successful applied to modern different problems in engi-
neering (Zhao et al., 2012; Nearing et al., 2013; Chen et al., 2014).
LSSVM is developed based on statistical learning theory (Suykens
and Vandewalle, 1999). Researchers successfully applied LSSVM
for solving different problems in engineering (Sadri and Burn, 2012;
Wong et al., 2013; Goyal et al., 2014). A comparative study has been
carried out between the adopted ELM, LSSVM and GPR models. The
employed ELM, LSSVM and GPR give the spatial variability of d in
Chennai. The database used for model development contains in-
formation about latitude (Lx), longitude (Ly) and d for 67 data
points. An equation will be presented for the prediction of d based
on the LSSVM model.ction and hosting by Elsevier B.V. This is an open access article under the CC BY-NC-
Table 1
Statistical parameters of the dataset.
Variable Mean Standard deviation Skewness Kurtosis
Lx () 12.91 0.33 2.08 5.47
Ly () 80.26 0.02 0.37 2.04
d (m) 6.27 6.21 1.99 8.74
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2.1. The ELM technique
ELM is the modiﬁed version of single-hidden layer feed forward
networks (SLFN) (Huang et al., 2004; Huang and Siew, 2004; Huang
and Chen, 2007). In SLFN, the relation between input (x) and output
(t) is given below:
XL
i¼1
biG

ai; xj; bi
 ¼ tj j ¼ 1;.;N (1)
whereN is the number of samples, L is the number of hidden nodes,
bi is the output weight and (ai, bi) is ith parameter of the ith hidden
node. In this study, Lx and Ly are used as inputs of the ELM. The
output of ELM is d. So, x ¼ [Lx, Ly] and t ¼ [d]. The Eq. (1) can be
written in Eq. (2):
Hb ¼ T (2)
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The value of b is determined from Eq. (3):
b ¼ H1T (3)
whereH1 is the MooreePenrose generalized inverse (Serre, 2002).Figure 1. Effect of s on training performance for the GPR and LSSVM models.
Figure 2. Performance of the GPR model.2.2. The GPR technique
GPR is constructed in Bayesian modeling framework. Let us
consider the following dataset (D):
D ¼ fðxi; yiÞgNi¼1 (4)
where x is input, y is output and N is the number of datasets. In this
study, Lx and Ly are used as inputs of the GPR. The output of GPR is d.
So, x ¼ [Lx, Ly] and y ¼ [d]. It uses the following equation for pre-
diction of y:
yi ¼ f ðxiÞ þ εi (5)
where x is input, f(xi) is latent real-valued function and εi is the
observation error.
For a new input xNþ1, the expression of yNþ1 is given below:0
@ y1«
yNþ1
1
AwNð0;KNþ1Þ (6)
where KNþ1 is covariance matrix. The expression of KNþ1 is given
below:
KNþ1 ¼
 ½K ½kðxNþ1Þh
kðxNþ1ÞT
i
½KðxNþ1Þ

(7)
where k(xNþ1) is the vector of covariances between training inputs
and the test input and K(xNþ1) is the autocovariance of the test
input.The distribution of yNþ1 is Gaussianwith the following mean (m)
and variance (s2) (Williams, 1998).
m ¼ kðxNþ1ÞTK1y (8)
s2 ¼ KðxNþ1Þ  kðxNþ1ÞTK1kðxNþ1Þ (9)
2.3. The LSSVM technique
LSSVM is developed by using inequality constraints (Suykens
and Vandewalle, 1999; Suykens et al., 2002). In LSSVM, the rela-
tion between input (x) and output (y) is given below:
y ¼ wT4ðxÞ þ b (10)
where w is the weight, b is the bias and 4 is nonlinear mapping
function. In this study, Lx and Ly are used as inputs of the LSSVM.
The output of LSSVM is d. So, x ¼ [Lx, Ly] and y ¼ [d].
LSSVM uses the following optimization problem for determi-
nation of w and b.
Minimize :
1
2
wTwþ g1
2
XN
k¼1
e2k
Figure 3. Spatial variability of rock depth by using GPR model.
Figure 4. Performance of the ELM model.
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where g is the regularization parameter, determining the trade-off
between the ﬁtting error minimization and smoothness and ek is
error variable. The ﬁnal model of LSSVM is given below:Figure 5. Spatial variability of rocyðxÞ ¼
XN
k¼1
akKðx; xkÞ þ b (12)
where ak is Lagrang multipliers and K(x, xk) is kernel function.
3. Model development and simulation results
The ELM model has been adopted for determination of d. To
develop the ELM, the datasets have been divided into the following
two groups: (1) training dataset. This is used to construct the ELM.
This article uses 47 datasets as training dataset; (2) testing dataset.
This is used to verify the constructed ELM. The remaining 20
datasets have used as testing dataset. The dataset is divided
randomly to maintain statistical consistency (Shahin et al., 2000).
The datasets are normalized between 0 and 1. Table 1 shows the
statistical parameters of the dataset.
The program of ELM has been constructed by using MATLAB.
GPR uses the same training dataset, testing dataset and normali-
zation technique as used by the ELM model. Radial basis function
has been adopted as covariance function. The program of GPR has
been developed by using MATLAB. LSSVM adopts the same trainingk depth by using ELM model.
Figure 6. Performance of the LSSVM model.
Figure 7. Values of a.
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GPR and ELM models. Radial basis function has been adopted as
kernel functions. MATLAB has been adopted to implement the
LSSVM model.
The performance of GPR depends on the proper choice of ε and
width (s) of radial basis function. Fig. 1 shows the effect of s on
training performance. It is observed from Fig. 1 that the adopted
GPR gives best performance at ε ¼ 0.001 and s ¼ 0.04. The per-
formance of training and testing datasets is shown in Fig. 2.Figure 8. Spatial variability of rThe value of coefﬁcient of correlation (R) is also shown in Fig. 2.
For a good model, the value of R should be close to 1. It is observed
from Fig. 2 that the value of R is close to 1 for training as well as
testing datasets. So, the adopted GPR predicts d reasonable well.
Fig. 3 depicts the spatial variability of d at Chennai. For ELM, the
best performance is obtained 4 hidden nodes. Radial basis function
is adopted as activation function. The performance of ELM is
depicted in Fig. 4.
The value of R is close to 1 for training as well as testing datasets.
So, the adopted ELM has ability for prediction of d at any point in
Chennai.
Fig. 5 shows the spatial variability of d at Chennai. For devel-
oping LSSVM, the design values of g and s have been determined by
trial and error approach. As shown in Fig. 1, the adopted LSSVM
gives best performance at g ¼ 100 and s ¼ 0.2. The performance of
training and testing datasets has been determined by using the
design values of g and s.
Fig. 6 illustrates the performance of LSSVMmodel. It can be seen
from Fig. 6 that the value of R is close to 1. The adopted LSSVM give
the following equation (by putting N ¼ 47, b ¼ 0.102, s ¼ 0.2,
y(x) ¼ d and Kðx; xkÞ ¼ exp

ðxxkÞðxxkÞ
2s2

in Eq. (12)) for prediction
of d.
d ¼
X47
i¼1
ai exp
"
ðx xkÞðx xkÞT
0:08
#
(13)
The above Eq. (13) provides the ﬁnal equation for predicting the
depth of rock by using the LSSVMmodel. For each value of training
dataset, the value of a can be determined from Fig. 7. The LSSVM
model gives an elegant output in the form of a map which can be
viewed in Fig. 8. The LSSVM model’s performance provides the
encouraging output. Since three models have been developed to
predict the spatial variability of rock depth for Chennai region, a
comparative study has been carried out between the adopted GPR,
ELM and LSSVM models (Fig. 9).
Root mean square error (RMSE) is used to calculate the square
root of the average residual error by comparing the observed values
with the predicted values. A good prediction performance of the
model is indicated by a least value of RMSE, whereas it gives more
importance to huge errors (Kisi et al., 2013). The values of root
mean square error (RMSE) and mean absolute error (MAE) areock depth by using LSSVM.
Figure 9. Bar chart of R values of the different models.
Table 2
RMSE and MAE of the different models.
Model RMSE (m) MAE (m)
GPR 13.63 1.66
LSSVM 7.48 0.91
ELM 14.34 1.75
Table 3
Sensitivity analysis of the input parameters.
Input Lx Ly
LSSVM, S (%) 27.31 72.68
ELM, S (%) 26.02 73.98
GPR, S (%) 28.71 71.29
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predicted value is disseminated from the actual value. The RMSE
and MAE for various developed models are tabulated in Table 2.
The performance of LSSVM is slightly better than the GPR and
ELM models. GPR assumes that the dataset should follow Gaussian
distribution. ELM and LSSVM do not assume any data distribution.
The performance of training and testing dataset is almost same for
all the adopted models. So, the adopted models do not show any
sign of overtraining. Hence, the adopted models will show good
generalization capability.
3.1. Sensitivity analysis
A sensitivity analysis has been carried out based on the devel-
oped LSSVM, GPR and ELM. The concept has been taken from the
work of Gandomi et al. (2013).
Ni ¼ fmaxðxiÞ  fminðxiÞ (14)
Si ¼
NiPn
j¼1 Nj
 100 (15)
where fmax(xi) and fmin(xi) are the maximum and minimum of the
predicted output over the ith input domain.
Table 3 shows the result of sensitivity analysis. It can be seen
from Table 3 that Ly has the maximum impact on the predicted d.
4. Conclusions
This article examines the capability of GPR, ELM and LSSVM for
prediction of rock depth at Chennai. The adopted GPR, ELM and
LSSVM predict rock depth based on latitude and longitude. The
performance of GPR, ELM and LSSVM is encouraging. The adopted
LSSVM gives an equation for prediction of rock depth at any point in
Chennai. LSSVM and GPR use two tuning parameters. ELM uses only
one tuning parameter. The adopted GPR, ELM and LSSVM give thespatial variability of rock depth at Chennai. The experimental re-
sults of rock depth prediction demonstrate the effectiveness and
efﬁciency of the GPR, ELM and LSSVM models.References
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