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Abstract
Every day we find ourselves moving through a blend of mate-
rial spaces and immaterial networks. This invisible layer cre-
ated from the millions of the data streams and network con-
nections that take place around us tends to get denser with the
recent development and deployment of the IoT devices in the
urban space. In our work we aim to explore how the available
technology of Mixed Reality spectrum can be applied to pro-
vide us an immerse view of the information that exist within
the invisible layer of the “cyberspace” [1]. To this extend, we
propose “VR Binoculars”, a digital visualization framework
that operates in real time.The available Virtual (VR), Aug-
mented (AR), and Mixed Reality (MR) technology is used as a
medium to unveil the information that exist in our surrounding
space. Specifically, we situate the user within an environment
where the digital data visualizations and the physical space are
matched together, providing to the user the ability to interact,
orient themselves and navigate naturally.For us the proposed
framework it is able to promote a better understanding of the
IoT ecosystem, it can justify the use of sensors in the public
space, and it can raise awareness about privacy and data shar-
ing. Using different urban environments as test cases (indoor,
outdoor) we present our methodology and our first results.
1 IoT and data visualization
The widespread use of IoT devices, with the constant cap-
ture, sharing, and retrieval of diverse data on multiple aspects
of the urban environment around us taking place on user de-
mand, or even automatically, has signalled a new era of the
“Real-Time City” [2]. Billions of devices are estimated to be
connected to the Internet within the next decade [3]. A new
type of city infrastructures that include sensors, CCTVs, me-
ters, transponders and several other systems are now being in-
stalled in large cities, providing an entirely new layer of infor-
mation that needs to be integrated to a variety of monitoring,
planning and decision making operations.As an example, the
city of New York since 2015 has installed various of sensors in
Times Square, such as Solar-powered wi-fi trashcans equipped
with environmental sensors, CCTV’s in combination with im-
age recognition to monitor suspicious behavior and sensors in
traffic lights to adjust circulation in real time [4]. In combi-
nation with mobile technology and social networks, these de-
vices are constantly pushing information packages through es-
tablished communication streams to larger ontologies for stor-
age and analysis, giving form to a “wider embedded spatial
intelligence” ecosystem [5] .
The produced data ontologies offer an unrepresented spatial
resolution data ontology [6] that can be reported back to the
public domain through digital dashboards [7]. These systems,
use sophisticated algorithms to mine, analyse and visualise a
vast amount of live data, and condense them into a single two
dimentional readable mash-up, usually displaying meters and
graphs which update regularly [2]. However these visualiza-
tions don’t always conform with the latest technologies in com-
puter graphics and have limited capabilities to engage the end
user. As a result more sophisticated solutions to enable the in-
teraction between the citizens and the collected data streams
are necessary [8]. Having as a main interest the urban domain,
we focus to the spatial nature of these devices.
2 The spatial nature of IoT
IoT devices are strongly related to the physical space where
they are located. Therefore drawing from the fundamentals
of GIS, we can identify two primary characteristics for each
IoT device, the data that each sensor is collecting,generating or
transmitting and its physical location. It is noticeable that by
their nature IoT present an interesting duality.A defined pres-
ence both in physical space (through the physical sensor’s lo-
cation), and in virtual space (or information space, as part of a
bigger data ecosystem where it belongs). This point is further
illustrated by Eno & Thompson (2011) who highlight how the
IoT has generated a more concrete link between information
from the virtual world and objects in the physical world [9].
Ragget(2015) further suggests a framework for unifying the
different IoT platforms, termed the ”Web of Things”, which
would ”enable worldwide discovery and interoperability” and
further solidify the connections between real and virtual [10].
In outlining a vision for IoT, Gubbi et al. [11] highlight the
need for data streams and services to be visualized in an attrac-
tive and easy to understand way, so as to maximize adoption.
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They go on to state that in addition to communicating content,
an IoT visualization platform should also take advantage of
meta-data which often include geo-location information. It is
therefore of interest to not only maintain the physical-virtual
aspect of IoT, but further highlight it, if the IoT platform is
to be adopted and comprehended. Under this perspective, the
IoT visualization problem might be examined as an instance of
a spatial data visualization problem which in our work we try
to tackle it using the emerging Mixed Reality technology.
3 Research background
3.1 Fundamentals of Mixed Reality
In 1999, one of the first definitions for Mixed Reality was given
Milgram, Milgram, Colquhoun, et al. to supplement the exist-
ing broader views of Virtual Reality. The author introduces a
graphical concept of two parallel continuums the Reality Vir-
tuality (RV) Continuum and the Extent of World Knowledge
Continuum (EWK) (Figure 1). Observing the parallel system,
the Continuum goes from the Real Environment which is a
world completely unmodeled (from the computer perspective)
to the Virtual Environment were the world is completely mod-
eled. Moving towards the center of the RV spectrum the uncer-
tainty about the referencing point increases.Whenever we use
the physical world to augment virtual objects on it,the author
suggests the term of Augmented Reality (AR) whereas in the
case were physical objects enhance a virtual environment, the
author coins the term of Augmented Virtuality (AV) [12]. The
entire continuum is also refereed as a Mixed Reality.
Fig. 1: RV Continuum, proposed by Milgram, Milgram,
Colquhoun, et al. [12]
Based on this concept, we perceive mixed reality as not a dis-
crete from AR and AV phase, but a state in between, that con-
tains characteristics from both of them. Closer to the prac-
tical implementation of the MR application, Honig, Milanes,
Scaria, et al. states that mixed reality system combine physi-
cal objects in at least one physical environment and virtual ob-
jects in at least on virtual environment. Furthermore the author
highlights an application of this kind should run interactively
in real time and be able to spatially map physical and virtual
objects to each other [13]. Theoretically, the goal of a mixed
reality application can be the creation of a “see-through” view
of the real world. A process to record and display temporal in-
formation “indistinguishable from the the unmediated reality ”
[14].
3.2 Virtuality for understanding physical reality
The literature findings suggest that these “see through” win-
dows towards the physical reality, tend to provide better under-
standing and awareness to the user for their surrounding space.
Perception via our body sensors is often the most concrete fea-
ture that enables us to interpret something as objectively real.
This “factual knowledge” as Carbon is referring to it, is partic-
ularly strong when it comes to visual sense and even stronger
with the implementation of haptical investigation [15]. Plac-
ing the user within a data rich environment, while the scale of
the visualization remains unchanged compared to the physical
world, users are able to discover new perspectives and con-
nections in the data set [16] retaining the awareness and their
“factual knowledge” about the physical space around them. To
that extend, it is possible that the immerse mixed reality appli-
cations can provide effective alternatives to traditional visual-
ization methods.
Research experiments measuring the effectiveness of VR ap-
plications in different scientific fields have started as early as
1995. In the field of tutoring and understanding Bliss and Tid-
well researched the contribution of virtual reality training in
the spatial navigation of a firefighters group [17]. Addition-
ally, Johnston, Rae, Ariotti, et al. presented how VR applica-
tions help biology students to perceive and better understand
microbes by bringing students and their observations in the
same visual scale [16].
More related to our research field and the urban environ-
ment,Du, Zou, Shi, et al. investigated the real time visualiza-
tion of BIM data in VR platforms enhance the communication
and collaboration between partners aiming for a better decision
making process [18]. To the same direction, Paes, Arantes, and
Irizarry examined and measured the effectiveness of VR within
the architecture, engineering and construction (AEC) industry
highlighting the luck of similar quantitative researches in the
years between 2005 and 2011 [19].
From a different point of view, Honig, Milanes, Scaria, et al.
researched the use of VR spaces from a device perspective. In
his work, Honig creates a hyperspace, “blurring the distinctive
boundaries ” between the virtual and the physical world. In
this mixed reality space objects from both the physical and the
virtual world are able to communicate in real time. The aim
of this mixed reality application research is the creation of a
co-operative virtual space where machines can work and be
trained with safety [13].
It is noticeable that MR continuum can not only offer an en-
vironment dedicated for showcasing and visualizing generated
data, but also it can be used as a test bench for the IoT pro-
totypes. Towards this direction, the NVIDIA corporation pre-
sented the use of MR application as virtual labs where sensors
for autonomous vehicles are brought to the test [20] pushing
the boundaries of traditional simulation softwares.
In a broader conclusion Macias, Alvarez-Lozano, Estrada, et
al. (2011) highlights that MR applications are by definition a
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fitting tool for visualizing IoT data as they combine elements
from the physical and the virtual world. Therefore they are
exceptionally good mediums for capturing the aforementioned
duality of the IoT sensors that takes place in between the phys-
ical and informational space [21]
3.3 Related Work
Combinations of MR and IoT are seen in the theoretical work
ofKodym (2012) who highlighted the potential to increase the
efficiency of the information sharing process by linking infor-
mation on physical objects (e.g. documentation of equipment),
easily accessed through a VR interface [22]. More applied ap-
proaches proposed the development of learning environments
[23] and workspaces that combine physical and virtual ele-
ments powered by IoT for industrial applications [24]. In the
medical field, Fan et al.(2014) explored how an IoT-Based re-
habilitation system for medical applications can be develop,
and they suggest the use of VR and AR tools as a technique
for facilitating human-machine interactions [25]. Incorporat-
ing geographic tools Lv et al.(2016) proposed a web-based,
VR GIS platform for interacting with IoT in a Smart City con-
text [26].
In the next section, we will present a proposal for visualizing
and interacting with IoT in urban environments.
4 Our proposed application
4.1 Aim of the project
Taking into the account all of the aforementioned spatial char-
acteristics of MR we propose a framework that we name “VR
Binoculars”. This mixed reality solution aims to visualize gen-
erated data that derive from various devices and sensors from
the IoT ecosystem within the urban environment. Through this
research project we aim to explore how mixed reality can be
applied to achieve better understanding and additional insights
for researchers, decision makers and operators.
We use the term of “ binoculars” as we wanted to give em-
phasis on the fact that the entire digital visualization was build
to match users’ physical surroundings. To achieve this result
we start by recreating a digital copy of the user’s physical en-
vironment.This process combines 3D scan methodologies and
manual 3D modeling techniques. Afterwards we apply the re-
quested from the user data visualizations to this computer gen-
erated environment.Finally, during the run time of the appli-
cation we continuously tracking the movement of user’s head
and hands, to give a kinesthetic sense to them.
Allowing the users to touch physical objects that co-exist in
the virtual space, we provide a spatial anchor with the tangible
reality helping them to orientate inside the virtual world and
better perceive the information that is being displayed. We also
have the ability to project a real time video feed that illustrates
the space around them. The video can be generated from either
an embedded or an external connected to the HMD camera.
4.2 Proof-Of-Concept
Towards the development of our proposed application we be-
gan by designing and implementing two Augmented Reality
applications. These two applications were our first prototypes
and were used as a supporting material to our proof of concept.
The augmented reality technology was selected as an easier to
access approach, compared to the fully immerse MR that we
were aiming. In these experiments we used existing IoT sen-
sors, actuators, and 3D models of our laboratory. The applica-
tions aimed to visualize data that were generated by the sensors
in real time using commercial tracking technology (ARCore/
ARkit) or predefined traceable markers.
4.2.1 Augmented Reality and weather data
In this application we used the location-aware capabilities of
Google Tango to place information in the form of 3D text at
specific locations inside the office of our lab. The data were
coinciding with a series of light-strip installations (Figure 2)
that are linked with weather stations located to the building’s
roof.The development of the application was done in Unity,
and the prototype demonstrated that the combination of phys-
ical and virtual spaces are indeed feasible with the commer-
cially available tools.
4.2.2 AR for low energy bluetooth sensors
In the second test case we developed an Augmented Reality
application for Android devices, which connects to a TI sensor
tag (TexasIntrumets) via bluetooth and finds the location of the
sensor via the 3D targets of the Vuforia Augmented Reality
Software Development Kit (SDK) (Figure 3).
IoT has exploded with the use of Low Energy Bluetooth (BLE)
devices as these sensors have enabled the connectivity between
devices and the world around them using low energy consump-
tion, which can last up to 4 years. BLE transceivers have re-
duced in size with chip scale packaging, making them small
enough to easily fit alongside the various sensors in an IoT de-
sign [27].
4.3 Developing the MR application
The process for the development of the MR application can
be divided in the following stages. Modeling, Matching and
Operation.
For the modeling phase, we used Google Tango to 3D scan
the interior space of the room where the VR Binoculars were
planned to be installed. Afterwards the generated point cloud
was manually edited and simplified to reduce its complexity
and its file size. Complex meshes were substituted by primitive
3D objects as cubes, spheres, capsules etc. that can easier be
transformed compared to their original meshes. To increase
the feeling of realism in the final model, detailed 3D models of
furnitures, lighting and textures were added.
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Fig. 2: Merging virtual and physical IoT. From top to bottom:
actual environment, virtual reconstruction with sensor
data readings incorporated, IoT data appended to phys-
ical objects. (Data overlaid to weather actuator light-
strips which were developed by Steven Gray)
After the modeling phase, the virtual environment needed to be
calibrated and be matched with the viewer’s physical location.
This time consuming process was heavily based on the video
stream that derives from the HTC VIVE’s front camera and is
visible within the virtual environment.
Finally during the last phase, a set of scripts were developed to
enable interaction between user and the virtual elements. By
tracking a physical controller we were able to design a virtual
UI that gives a variety of different options to the user.
Some of the available options were the ability to activate dif-
ferent data layers, adjust the transparency of the surroundings,
data input methods and selection capabilities 5.
Fig. 3: TI sensor Tag reads in AR
Fig. 4: Phases of the MR application development. Modeling
(left) and Matching (right)
4.4 Integrating social media data streams
Experimenting with the integration of other supplementary
data sets, we investigated the use of social media data. The
invisible network of the IoT was supplemented by spatial re-
lated Twitter data. Specifically, real-time tweeter feeds were
mined, analysed and visualised using the Twitter’s ”Stream
API”. Within the VR bionoculars solution we enabled the
visualisation of nearby geo-located tweets, to create a virtual
mash-up of the invisible networks that are generated around us.
Tweets were tagged on the street network and were projected
on the viewer’s eye level.
5 Results and discussion
5.1 Observations
Although the current project is still on an early research stage,
we were able to highlight some important to us characteristics
for the use of MR applications in the domain of IoT data driven
visualizations.
First of all, the available 3D Scanning solutions combined with
the commercial VR head mounted displays (HMD), can deliver
a very compelling and immersing experience to the end user.
To our notice a solution that aims to visualize indoor sensors or
devices that are located in a close proximity with the user can
be benefited from the details of 3d models and the kinesthetic
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Fig. 5: Phases of the MR application development. Operation,
Controls of a mixed reality
Fig. 6: Real-time tweet feeds in VR
experience. In contrast, open spaces or very complex environ-
ments need more thoughtful design considering the details that
should be or not included.
Drawing from a test case of ours, visualizing a simulated
dataset of connections between a number of stationary and
movement devices in the Queen’s Elisabeth Olympic Park, we
came across a problem that relates with the visibility of the
data. The clarity of the visualization changes dramatically ac-
cording to the user’s initial location. Even if we provide to the
user a control of the transparency of various objects and build-
ings which sometimes might obstruct their view towards the
data visualization, it is still difficult for them to have a clear
view and an understanding of the data set. This problem, can
possibly be overcome by giving an additional option to the user
to move through the virtual space after the initialization.An op-
tion like this, can transform the point of view from an egocen-
tric (first person point of view ) to an exocentric (third person
or bird’s view) within the Centricity continuum [12].
5.2 Problems met
During the development of the application we came across to
some technical difficulties, that we wanted to present, by re-
flecting on the available literature findings.
Initial imposed by Milgram, Milgram, Colquhoun, et al. [12]
there are two main problems during the development of a
mixed reality application. First of all, is “the keyhole effect”.
This problem arises when the user is forced to see the physical
space through a smaller compared to the normal field of view.
Although the available technology surpasses by far Milgram’s
equipment in 1999, the problem still exists. In our research we
used the HTC VIVE HMD which supports almost a 100 de-
grees of vertical and horizontal field of view, one of the largest
FOV available in commercial products.
The second problem was the distortion of the video feed that
was projected inside the virtual world during the calibration
phase. As a result any view from a different angle than the one
that the mounted camera had resulted to a relevant degree of
distortion raising the awareness of a discontinuity phenomenon
between the two environments [12]. In our case the front cam-
era of the HMD generated a smaller in size, resolution and field
of view video feed compared to the one that was available to
be viewed through the HMD. Also,any attempt to project the
camera feed in a smaller 2D plane destructed users’ attention
causing a parallax mismatch between the location of the phys-
ical objects and their virtual projections.
6 Conclusions and future work
Although our proposed application seems to mediate well
enough the spatial attributes of the IoT devices, we still have
to overcome many technical difficulties. Our first exploration,
scratches only the surface of the capabilities that similar sys-
tems and applications might have in the future. Our next steps,
include a quantitatively measurement of the efficiency of our
application comparing our solution with other visualization
methods.
Furthermore, we conceived our application as a part of a wider
virtual framework that combines all different AR and VR ap-
plications in one integrated ecosystem. Our future goal for that
system is to provide the ability for multiple users to engage
with the urban IoT data streams, simultaneously, from differ-
ent spatial locations and through a variety of devices. Towards
this direction,our aim is to develop a MR application that will
generate an active collaboration between citizens ,the research
community and the stakeholders for the right and efficient use
of IoT devices in the intra urban environment.
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