Detection thresholds for spoken sentences in steady-state noise are reduced by 1-3 dB when synchronized video images of movements of the lips and other surface features of the face are provided. In an earlier study [K.W. Grant and P.F. Seitz, J. Acoust. Soc. Am. 108, 1197-1208 (2000)], we showed that the amount of masked threshold reduction, or bimodal coherence masking protection (BCMP), was related to the degree of correlation between the rms amplitude envelope of the target sentence and the area of lip opening, especially in the mid-to-high frequencies typically associated with the second (F2) and third (F3) speech formants. In the present study, we extend these results by manipulating the cross-modality correlation through bandpass filtering. Two filter conditions were tested corresponding roughly to the first and second speech formants: F1 (100-800 Hz) and F2 (800-2200 Hz). Results for F2-filtered target sentences were comparable to those of unfiltered speech, yielding a BCMP of roughly 2-3 dB. Results for F1-filtered target sentences showed a significantly smaller BCMP of approximately 0.7 dB. These results suggest that the magnitude of the BCMP depends on both the spectral and temporal properties of the target speech signal in the mid frequencies.
I. INTRODUCTION
Auditory-visual speech recognition is the most robust form of speech communication used by humans or machines, especially in noisy environments. Further understanding of the processes involved in human auditory-visual speech recognition will likely assist in the development of hearing aids that are more resistant to environmental noise and reverberation, as well as automatic speech recognition systems that are capable of achieving high rates of accuracy with speech spoken conversationally. Advancements in these two areas would have benefits for hearingimpaired individuals as well as normal-hearing persons who need to communicate in noisy or reverberant environments. This study addresses some fundamental questions regarding how vision and audition interact during speech recognition, and seeks to understand further the mechanisms by which watching a talker's lips and face during speech production helps to reduce interference from background noise. For automatic speech recognition, being able to segregate the speech signal from other extraneous sound sources, including speech from other talkers, is an essential first step in decoding the target speech signal into meaningful units. Understanding the perceptual mechanisms that allow human observers to accomplish this task through the use of speechreading should be of obvious benefit in transferring this knowledge to machine applications.
Recently, we have demonstrated that watching the movement of the lips and face can also improve the detection of speech (Grant and Seitz, 2000) . Depending on the specific sentence, the improvement in detection thresholds can be between 1-3 dB. For all three sentences tested, a significant difference in thresholds was obtained between auditory-visual and auditory conditions, with greater sensitivity demonstrated for the auditory-visual conditions. There were also Effect of Speechreading on Masked Thresholds for Filtered Speech Ken W. Grant JASA Page -3-significant differences in thresholds across sentences. While the overall amount of masking protection due to visual speech cues may seem relatively small, a 1-3 dB improvement in masked thresholds may nevertheless lead to recognition of specific speech cues and understanding of a spoken message that might otherwise have been inaudible, and therefore, incomprehensible (Sumby and Pollack, 1954) .
To account for their results, Grant and Seitz (2000) assumed that subjects have the ability to correlate the visible movements of the speech articulators (e.g., variation in the area of lip opening during speech production) and the acoustic speech envelope computed over time intervals corresponding roughly to the average duration of a syllable (333 ms). When this correlation is high (e.g., greater than 0.9) and the amplitude envelope is at a maximum relative to other peaks in the speech sample, there will be a positive effect of speechreading on detection thresholds. Grant
and Seitz called this effect on speech detection thresholds bimodal coherence masking protection (BCMP), adapted from the earlier work of Gordon (1997a,b) . The label BCMP is used to denote the fact that the information from one modality (in this case, visual) partially protects the target speech signal from the deleterious effects of noise. In the present study, the effects of speechreading on speech detection were explored further by manipulating the degree of correlation between the peak amplitude locations in the speech waveform and the lip-area function. This was accomplished by filtering target sentences using bandpass filters with different center frequencies and bandwidths. Filtering the target signals alters the relative energies of specific frequency regions of the speech. The purpose of the present experiment was to test the hypothesis that speechreading aids auditory detection of spoken sentences when the amplitude-with the previous study) provided approximately 1 dB and 2.5 dB of BCMP, respectively.
The target sentences were digitally bandpass filtered using FIR filters with greater than 100 dB/oct attenuation outside the passband. Two bandpass filters were applied to each target sentence. One filter was centered primarily on the F1 speech region (100-800 Hz) whereas the second filter was centered primarily on the F2 speech region (800-2200 Hz). After filtering, the target audio sentences were scaled in amplitude so that the average rms levels were equivalent.
The amplitude peaks in the filtered speech spectrum are the most likely locations in time where signal detection will take place. In order for the visual speech signal to aid the listener in detecting these filtered speech waveforms, the movements of the visible articulators must provide cues to the temporal and possibly spectral locations of the most prominent envelope peaks. It has been shown previously (Grant and Seitz, 2000) that the correlation between the area of mouth opening and speech amplitude envelope is greatest in the F2 region and lowest in the F1 region.
By filtering speech using bandpass filters centered on each of these two formant regions, it is predicted that a large BCMP would result for F2-filtered speech whereas small BCMP would result for F1-filtered speech.
C. Procedure
Subjects were tested binaurally under headphones (Beyer Dynamic DT770) in a soundtreated booth using an adaptive two-interval forced-choice (2IFC) tracking procedure. (Levitt, 1971) . Each track was controlled independently and selected randomly on each trial. The initial step size of the digital noise attenuator (TDT PA4) was 3 dB during the first three reversals in the direction of the track.
At that point the step size changed to 1 dB for an additional six track reversals. Threshold estimates for each track were computed as the mean of the noise levels obtained on the last six reversal points. Final threshold values for each of the target sentences in each of the conditions were the average of three separate threshold estimates. If the standard error of the three estimates exceeded 1 dB, a fourth estimate was obtained and the final threshold value was the average of all four estimates.
Because there were two target sentences, two filter conditions (F1 and F2), and two modalities (A and AV), a total of eight interleaved tracks were run on each test block. Each test block took approximately 1.5 hours to complete, allowing for frequent rest periods.
III. RESULTS
The mean speech-detection threshold, expressed in terms of the speech-to-noise ratio, was -22.36 dB under auditory-visual conditions and -21.13 dB under auditory conditions demonstrating a small but consistent BCMP. Figure 1 shows the magnitude of the BCMP (i.e., the difference in dB between auditory and auditory-visual detection thresholds) for each target sentence as well as the average BCMP across sentences (bars labeled AV WB and AV O conditions will be described later). As observed in the figure, both F1-and F2-filtered sentences resulted in a BCMP, but the magnitude of the BCMP for F2-filtered sentences was larger than that for the F1-filtered sentences (average AV F1 = 0.76, average AV F2 = 1.70) and the magnitude of the F2-filtered BCMP for sentence 3 was greater than that for sentence 2 (AV F2 = 0.98 dB for sentence 2 and 2.42 for sentence 3). Multiple t-tests with Bonferroni adjusted probabilities were conducted to test whether the magnitude of the BCMP for each sentence and each filter condition was significantly greater than zero (i.e., no difference in masked threshold for auditory and auditoryvisual conditions). Results showed that only the F2-filtered targets yielded significant BCMPs (t = 4.45, p = 0.027 and t = 5.9, p = 0.008 for sentence 2 and 3, respectively). , probably due to a slight reduction in informational masking and stimulus uncertainty (Watson and Kelly, 1981) . The BCMP for lowfrequency speech (F1 filtering) was only slightly greater than that for orthography, and like orthography, appears to be roughly independent of the target sentence. The BCMP for wideband speech and for F2-filtered speech signals were nearly identical, suggesting that when presented with wideband speech targets in conjunction with speechreading, the listener/observer extracts the cross-modality coherence between variations in visible facial kinematics and the acoustic amplitude envelope derived mostly from mid-frequency spectral channels.
1 Grant and Seitz (2000) suggested that the presence of significant BCMP for all target sentences and observed differences in BCMP magnitude across target sentences may be explained by the degree of correlation between the temporal envelope of the target sentence and the kinematic variation of the area of mouth opening during the production of the target sentence.
Correlations between amplitude envelope and area functions over the course of a whole sentence known to produce a significant BCMP were previously observed to be only about 0.5. However, Grant and Seitz also noted that the detection of a speech event only requires a very brief moment of the target signal to be audible. They suggested that the whole sentence correlation may not be as relevant as a "local" correlation using a sliding window of approximately syllable length (333 ms) updated every 33 ms (i.e., the duration of each video frame). Figure 2 shows these local correlations (thick line) along with the speech amplitude envelope (thin line) for the four target signals. The top two panels show the results for sentence 2 whereas the bottom two panels show results for sentence 3. On the left side of the figure are F1-filtered targets and on the right are F2-filtered targets. According to Grant and Seitz (2000) , the relevant information in each panel necessary to explain the presence of significant BCMP is the temporal location of the greatest amplitude envelope peaks comprising the top 2% of the amplitude range (indicated by arrows) along with the local correlation at these moments in time. Note that for both sentences, the correlations are higher in the vicinity of amplitude-envelope peaks for the F2-filtered targets than for F1-filtered targets, and that for sentence 3 in particular, all F2-filtered peak-amplitude locations are associated with relatively high correlations. Focusing on the six peak locations identified for the F1-filtered targets, the average correlation between lip-area function and acoustic amplitude envelope was 0.34 (sd = 0.32), whereas the average correlation between liparea function and acoustic amplitude envelope correlation for the five peak locations identified for the F2-filtered targets was 0.82 (sd = 0.11). Arrows show the temporal locations of the most prominent amplitude peaks in each target sentence (presumably the temporal regions most likely responsible for the detection response). The top two panels are for sentence S2 "Both brothers wear the same size". The bottom two panels are for the sentence S3 "Watch the log float in the wide river". The left two panels are for F1-filtered targets. The right two panels are for F2-filtered targets.
IV. DISCUSSION AND CONCLUSIONS
The data presented in this study support previous findings that speechreading provides useful information that can be used to cue listeners to the temporal and spectral locations of high energy regions in speech signals. Essentially, watching the variations in the movement of the JASA Page -12-mouth during speech production informs listeners both when in time and where in the spectrum to expect signal energy. By focusing the attention of the listener to specific spectro-temporal locations in the speech waveform, the ability to hear speech in noisy backgrounds is improved.
Correlation data (Grant and Seitz, 2000) comparing the acoustic envelope from various spectral regions of speech to variations in the area of lip opening during speech production show that amplitude envelopes from the F2 speech region appear to have greater coherence with visible oral kinematics than envelopes derived from other spectral regions (e.g., F1, F3, and wideband). It is hypothesized that this coherence is due primarily to the association between changes in the place of constriction in the front cavity of the vocal tract and rapid changes in F2 formant frequency (Stevens and House, 1955; Stevens, 1998) . Furthermore, the fact that there is greater modulation in F2 frequency than in F1 frequency with changes in place of articulation suggests that the acoustic energy observed at the output of a filter with a fixed bandwidth centered in the F2 speech region (as used in the present study) might also be highly modulated. Thus, there appears to be a natural linkage between front cavity area and lip shape and the acoustic fluctuations in energy associated with frequencies in the F2 region. Moreover, this information appears to be at least partially available through speechreading and can be used to improve speech detection thresholds in noise. with acoustic data can improve recognition performance with noisy speech (Girin et al., 1998, in press ).
The integration of visual and acoustic speech information allows for robust and reliable speech recognition that is greatly resistant to noise and reverberation. Bisensory integration appears to proceed rather automatically and with a fairly high degree of efficiency (Braida, 1991; Grant and Seitz, 1998; Massaro, 1998; Massaro and Cohen, 2000) , especially for normal-hearing subjects. The question of just where in the speech perception process auditory-visual integration takes place has been a topic of much discussion. The present data, as with the previous study by Grant and Seitz (2000) , demonstrate that physical correspondence between visible speech kinematics and acoustic modulations of speech output provides an opportunity for auditory and visual speech data to merge at the level of signal detection. Whether this represents an extremely early phase of auditory-visual integration is unclear, since it is possible that improvements in masked thresholds, as evidenced by significant BCMP, may occur for more central reasons (Watson and Kelly, 1981) . However, it does bring into question whether it is possible to model auditory-visual speech processing strictly in terms of independent auditory and visual speech processes.
FOOTNOTES
1. One caveat in interpreting these results is that the F1 and F2 filters had very different bandwidths (700 Hz versus 1400 Hz, respectively). Thus, there are significant differences in spectrum level across the two filter conditions. However, for present purposes, these differences in spectrum level probably have little or no impact on the current results. First, the peak amplitude levels for F1 and F2 target sentences were quite similar (within 2 dB) after the filter outputs were scaled to have the same overall rms level. Second, the primary comparison across filter conditions is made using BCMP measures, which are themselves direct comparisons between auditory and auditory-visual threshold values within a given sentence and a given filter condition. Thus, any level differences due to filtering are probably unimportant because the BCMP measures are primarily a comparison across conditions (A versus AV) and not filter.
2. It has been argued here and elsewhere (Grant and Seitz, 2000) that BCMP is attributed primarily to the correlation between local peaks in the speech amplitude envelope and visible lip shape information. Another possibility is that there is an association between speechreading and rapid changes in F2 frequency often observed at boundaries between consonants and vowels.
These sudden changes in F2 frequency, as opposed to local amplitude peaks, may be the cue underlying the observed BCMP. However, it is important to remember that at detection threshold, so little of the speech signal is available due to the very poor signal-to-noise ratio, that it seems more plausible to consider amplitude peaks, rather than F2 frequency, as the primary cue.
