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Abstract
In this short paper I prove a Harnack type inequality of the blowing-up solutions for a class of fourth-order
equations with exponential growth on a compact four manifold. The main method I use is the moving-plane
method.
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1. Introduction
In this note we prove a Harnack type estimate of the blowing-up solutions for a class of
geometric fourth-order equations with exponential growth. In what follows, we assume (M,g)
is a compact conformally flat smooth four manifold without boundary. And we also assume that
Qn is a sequence of smooth functions on M which converges to a smooth function Qg in the C4
topology and (Q¯n) is a sequence of constants. We consider the equation
Pgun + 2Qn = 2Q¯ne4un, (1)
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Pg(u) = 2gu + divg
(
2
3
Rgg − 2 Ricg
)
du,
and Qg is the Q-structure on (M,g) which is defined by
Qg = − 112
(
gRg −R2g + 3|Ricg|2
)
.
Equation (1) is the widely-known Q-structure equation. The Paneitz operator is conformally
invariant, namely under the conformal change of metric g˜ = e2ug,
Pg˜ = e−4uPg Pgu + 2Qg = 2Qg˜e4u.
Moreover we have an extension of the Gauss–Bonnet formula which reads
∫
M
(
Qg + |Wg|
2
8
)
dVg = 4π2χ(M),
where Wg is the Weyl tensor. Since |Wg|2 dVg is a point wise conformal invariant, KP =∫
M
Qg dVg is also a conformal invariant.
Equation (1) is closely related to the functional
II(u) =
∫
M
{
(Pgu,u) + 4Qgu
}
dVg −Kp ln
∫
M
e4u dVg.
Namely the solutions of Eq. (1) is a Palais–Smale sequence with defects of II. Since II(u) is
invariant under translation u + c, we can re-normalize un such that
∫
M
e4un dVg = 1.
Under the assumption that the kernel of Pg consists only of constants, Druet and Robert
proved in [8] that if blow-up occurs for this type of equation, then near the blowing-up points
(un) converges to the standard bubble v(x) = − ln(1 + γ 2‖x‖2) after scaling, where γ is a fixed
constant. They also proved that (un − u¯n) converges to the Green’s function when x is away from
the blow-up points. We let G(x,y) be the Green’s function of Pg , then
G(x,y) = − 1
8π2
lndg(x, y) + α(x, y),
for (x, y) ∈ M × M/D with the diagonal D = {(x, x), x ∈ M}, where α(x, y) ∈ C1(M × M).
Their results can be summarized as:
(1) (un) blow up at most at N points which we denote as p1,p2, . . . , pN .
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which we are going to introduce later.
(3) un − u¯n → 16π2∑Ni=1 G(x,pi) − ς(x) in C4loc(M \ {p1, . . . , pN }), where
ς =
∫
M
G(x,y)Q0(y) dVg(y) and u¯n = 1
vol(M)
∫
M
un dVg.
The existence of solutions of the Q-structure equation was solved by Djadli and Malchiodi
in [7,10] under the condition KP = 8kπ2. Their argument fails when KP = 8kπ2 because of
possible loss of compactness. The concentration phenomena of the corresponding equation in
Ω ∈ R4, 2u = V e4u were studied by a number of authors in [1,11], etc.
We prove in this note an estimate in the intermediate zone which is of the same type as Li’s
result [9]. Our theorem states as follows.
Theorem 1. Let (M,g) be a compact conformally flat smooth manifold of dimension four without
boundary. Assume that the kernel of Pg consists only of constants. We also assume that (Qn) is a
sequence of smooth functions on M which converges to Qg . Let (un) be a blowing-up sequence
of solutions of (1) and {p1, . . . , pk} are the blowing-up points. Then
∣∣un(x) − vn,i(x)∣∣<C ∀x ∈ Br0(pi), 1 i N, n ∈ N,
where C and r0 are constants independent of n and i, and vn,i(x) is the normalized standard
bubble
vn,i(x) = ln e
un(pi,n)
1 + e2un(pi,n)γ 2|x|2 ,
in which un(pi,n) is the maximum of un in Br0(pi) and γ is a constant only related to KP .
This estimate is an important step in the study of Q-structure equations when KP is the integer
multiple of 8π2.
We also want to remark that the same estimate holds if we consider a more general equation
Pgun + 2Qn = 2Vne4un,
where Vn is a sequence of smooth functions such that limn→∞
∫
M
Vn(x)dVg = 8kπ2. The proof
is exactly the same.
2. Proof of the main theorem
Now we proceed with the proof of this theorem. For the sake of simplicity, we will just look
at the neighborhood of one bubble. The main ingredient of this proof is maximum principle, i.e.
moving-plane methods. Brezis, Li and Shafrir proved a sup-inf type estimate using this method
in [4], then Li proved a Harnack type estimate for mean-field equations using this method in [9].
However one cannot apply maximum principle directly to fourth-order equations. Inspired by an
observation made by Chang and Yang in [6], we will start and continue the plane-moving process
on un and un at the same time, with the help of some estimates on un.
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un(pn) = max
Br0 (p)
un(x) and δn = e−un(pn).
Since (un) blows up at p, we have un(pn) → ∞ and δn → 0. For each un, we use the isothermal
coordinates centered at pn in a neighborhood of pn, i.e. the metric g takes the form ds2 =
e2ϕn(x)(dx21 + dx22 + dx23 + dx24) in Br0(pn) where ϕn(0) = 0. Such ϕn depends continuously on
pn by a lemma in [3]. Then Eq. (1) reads:
2un + 2e4ϕnQn = 2Q¯ne4ϕne4un . (2)
We set
uˆn = un(x) −ψn(x),
where ψn(x) satisfies
{
2ψn = 2e4ϕn(x)Qn for |x| < r0,
ψn(0) = 0 and ∇ψn(0) = 0.
Clearly ψn(x) = O(|x|2) for |x| < r0 and uˆn(x) satisfies
2uˆn = Vn(x)e4uˆn for |x| < r0,
where
Vn = 2Q¯ne4ϕn(x)e4ψn(x).
Clearly Vn is positive and uniformly bounded in C1(Br0(0)), namely, there exist positive con-
stants B1, B2 and b which are independent of n such that
B1 <Vn(x) < B2 and
∣∣∇Vn(x)∣∣ b
for x ∈ Br0(0).
We are going to prove the following lemma.
Lemma 1. Let vn = ln euˆn(0)1+γ 2e2uˆn(0)|x|2 be the normalized standard bubble, then
∣∣uˆn(x) − vn(x)∣∣<C ∀x ∈ Br0(0),
where C is a constant independent of n.
Since ψn is uniformly bounded in |x| < r0, the lemma above implies our theorem.
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We are going to use the plane moving process in the radial direction twice to prove Lemma 1.
With the help of some estimates on un, we are able to start and continue the moving-plane
process with un and un at the same time.
Observation. Consider the equation 2v = g(t, v), here v = v(t, θ) and we take Laplacian
with all the variables (t, θ). Let Γλ = {(t, θ), λ < t < 0} and tλ = 2λ − t . Suppose that g(t, v)
is monotonically increasing both in t and v, then v(tλ, θ) < v(t, θ) implies g(tλ, v(tλ, θ)) <
g(t, v(t, θ)).
Assume that
v
(
tλ, θ
)
< v(t, θ) for (t, θ) ∈ Γλ,
and
−(v(tλ, θ)− v(t, θ))< 0 for t = 0.
Then we have
{
v(tλ, θ) < v(t, θ) for (t, θ) ∈ Γλ,
−(v(tλ, θ) − v(t, θ)) < 0 for (t, θ) ∈ Γλ.
Using maximum principle and Hopf lemma, we can start the plane-moving process with v and
−v at the same time. Let (H) be the condition
v(2λ, θ) >v(0, θ) for all θ ∈ S3. (3)
If (H) is not violated, then the plane-moving process stops only when v(2λ, θ)− v(0, θ)+hλ(0)
first touches zero. We are going to use this observation later to prove Lemma 1. Here (H) is the
key condition to verify in order to apply moving-plane methods.
In stead of the standard Laplacian, we will work with r2 in cylindrical coordinates. There-
fore we will be required to verify a more complex boundary condition which involves also the
first-order derivative of un.
3.1. Reducing to cylindrical coordinates
We let
un(pn) = max
x∈Br0 (p)
un(x) and δn = e−un(pn).
By Druet and Robert’s results in [8], we know that
uˆn(δnx) − uˆn(0) → v(x) = − ln
(
1 + γ 2|x|2) in C4loc(R4), (4)
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max
∂Br0(0)
uˆn(x) − min
∂Br0(0)
uˆn(x) < C(r0), (5)
here C(r0) is a constant independent of n. Moreover, we have
uˆn(x) − u¯n → −2 ln |x| + β(x) in C4loc
(
Br0(0)/0
)
, (6)
here β(x) is the regular part of the Green’s function of 2 plus ψn,ς and terms provided by
other bubbles. See [2,5,10] for estimates on the Green’s function.
We will work in cylindric coordinates in order to start moving-plane process in the radial
direction. For the sake of simplicity, we re-scale everything from Br0(0) to B1(0). Let x = et θ ,
here t  0 and θ ∈ S3. We can choose for example the usual spherical transformation to transform
S3 into a region in R3, but in order to simplify our notation we still denote it as θ . Instead of the
standard Laplacian we consider the operator L= e2tR4 . It is easy to check that L as an operator
in t and θ is still a positive definite second-order differential operator and the coefficients of L
consist of only θ . Therefore we can apply maximum principle and Hopf lemma to L. Let
wn(t, θ) = uˆn
(
et θ
)+ t.
In the cylindric coordinates, Eq. (2) transforms into
L2wn − 4 ∂
∂t
Lwn = Vne4wn. (7)
That is because
L2t,θ uˆ = |x|2R4
(|x|2R4 uˆ)
= |x|2(|x|22uˆ+ 8uˆ+ 4x · ∇uˆ)
= |x|4Vne4uˆ + 8Luˆ + |x|24x ·
(−|x|−42xLuˆ+ |x|−2∇Luˆ)
= |x|4Vne4uˆ + 4 ∂
∂t
Luˆ,
and
(
L2 − 4 ∂
∂t
L
)
(t) = 0.
Let L1 = L− 4 ∂∂t . L1 and L commutes, i.e.
L ◦ L1wn = L1 ◦Lwn = Vne4wn.
It is easy to see that
wn(t + ln δn, θ) = un
(
δne
t θ
)+ t + ln δn. (8)
366 Y. Xu / Journal of Functional Analysis 251 (2007) 360–375In the new coordinates, estimate (4) implies
∣∣wn(t + ln δn, θ) −w(t)∣∣→ 0 in C4({t  α and θ ∈ S3}) (9)
for any fixed α, here
w(t) = t − ln(1 + γ 2e2t).
Lemma 1 will follow from the estimate:
∣∣wn(t, θ) + 2t − ln δn∣∣<C for t > c1 + ln δn, (10)
here c1 and C are fixed constants independent of n.
For x  c1δn we have
∣∣ln δn − 2 ln |x| − vn(x)∣∣=
∣∣∣∣ln δn − 2 ln |x| − ln δ
−1
n
1 + γ 2δ−2n |x|2
∣∣∣∣
= ln 1 + γ
2δ−2n |x|2
δ−2n |x|2
 C.
Thus we have
∣∣un(x) − vn(x)∣∣ C
for |x| c1δn.
Druet and Robert’s result implies, for any R,
max|x|<Rδn
∣∣∣∣un(x) − ln e
un(pn)
1 + e2un(pn)γ 2|x|2
∣∣∣∣→ 0 as n → ∞.
Lemma 1 follows from the above estimate and estimate (10).
Now we proceed to establish estimate (10). The proof consists of three steps. First we apply
moving-plane method from the left, i.e. negative infinity, then we apply moving-plane methods
from the right, namely somewhere near 0. In the last step we put them together to derive esti-
mate (10).
3.2. Step 1: Applying moving-plane method from the left
In step 1 we are going to start moving-plane process from the left-hand side, i.e. from the
negative infinity. This will give us sup-inf type estimates as in Brezis, Li and Shafrir’s work [4].
Let
w˜n(t, θ) = wn(t, θ) −Aet ,
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following equation
L1 ◦Lw˜n = V˜n(t, θ)e4w˜n − AL1 ◦Let ,
where V˜n(t, θ) = Vn(et θ) exp(Aet ). Some computation shows that
Let = 3et and L1 ◦Let = −3et .
Thus w˜n(t, θ) satisfies
L ◦L1w˜n = V˜n(t, θ)e4w˜n + 3Aet .
It is easy to see that if we take A large enough so that A b
B1
, then dV˜n
dt
 0 for all t .
Let Γλ = {(t, θ) | λ < t < 0, θ ∈ S3} and Tλ = ∂Γλ. We also let w˜λ = w˜n(2λ − t, θ) −
w˜n(t, θ) + hλ(t), where hλ is constructed in Appendix A. hλ satisfies
hλ(t) > 0,
∣∣hλ(t)∣∣C4([λ,0]) < C, 0 h′λ(t) 2, L1Lhλ(t) 0,
for λ < t < 0 and moreover
Lhλ(λ) = 4.1, hλ(λ) = 0.
For t very negative so that t  2 ln δn, wn(t) is almost a linear function, actually
wn(t) = t − ln δn +O
(
et
)
and w˜n(t) ≈ t − ln δn +O
(
et
)
in the C1 sense. Thanks to the fact that 0  h′λ(t)  2, for n large and λ very negative so that
λ  min{2 ln δn, u¯n}, we have w˜n(tλ, θ) − w˜n(t, θ) + hλ(t) < 0 for all λ < t < 0 and θ ∈ S3.
Therefore we have w˜λ(t, θ) < 0 for all λ < t < 0 and θ ∈ S3.
We claim that w˜λ(t, θ) < 0 for all λ < t < 0 and θ ∈ S3 implies L1 ◦L(w˜λ(t, θ)) < 0. That is
because
L1 ◦Lw˜λ  L1 ◦L
(
w˜n
(
tλ, θ
)− w˜n(t, θ))
 V˜n
(
tλ, θ
)
e4w˜n(t
λ,θ) − V˜n(t, θ)e4w˜n(t,θ)

(
V˜n
(
tλ, θ
)− V˜n(t, θ))e4w˜n(tλ,θ) + V˜n(t, θ)(e4w˜n(tλ,θ) − e4w˜n(t,θ))
 0.
We think the equation satisfied by w˜λ as two coupled equations:
gn = −Lw˜λ
−L1gn = L1Lw˜λ  0.
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Lw˜n(t) ≈ Lw(t − ln δn) − 3Aet ,
when t < α + ln δn, here α is a constant. Some computation shows Lw(t) = −2 + 4(1+γ 2e2t )2 ,
therefore Lw˜n(t) ≈ −2 + 4γ 4e4t−4lnδn(1+γ 2e2t−2lnδn )2 − 3Aet when t < α + ln δn.
On the other hand, when we are away from p, we can use the Green’s function to approximate
wn by (6). Therefore
Lw˜n(0, θ) ≈ −2 − 3A + φ(0, θ) +Lhλ(0),
where φ(0, θ) = L1β(θ) is bounded on S3 because it is the regular part of the Green’s function
of −2 plus terms provided by other bubbles. Therefor we have Lwλ(0) ≈ 3A + O(1). If we
take A large enough then for n large we have
Lw˜n(0, θ) Lw˜n(t, θ)
for all t < ln δn + lnγ + 2.
For such A, the condition (3) is satisfied for n large. We also need to verify the boundary
condition at t = λ. Direct computation shows
Lwλ(λ, θ) = −4 ∂
∂t
w˜n(λ, θ) +Lhλ(λ) ≈ −4(1 − γ e
2(λ−ln δn))
(1 + γ e2(λ−ln δn))2 + 4.1 > 0.
The plane-moving process can get started from some λ which is very negative and would stop
only when w˜n(2λ, θ) − w˜n(0, θ) first touches zero.
We let
λn = sup
{
μ, such that w˜μ(t, θ) < 0 ∀θ ∈ S3, μ < t < 0}.
We claim that
λn < ln δn − lnγ + 2 (11)
for all n large enough.
That is because if λ = ln δn − lnγ + 2, we choose t = ln δn − lnγ + 4, then tλ = ln δn − lnγ .
We derive from (9) that for n large enough
w˜n
(
tλ, θ
)≈ w(tλ − ln δn)= w(− lnγ ) and w˜n(t, θ) ≈ w(− lnγ + 4).
w(t) = t − ln(1 + γ 2e2t ) is symmetric about t = − lnγ and obtains its maximum at t = − lnγ .
Therefore we have wλ(t) = w(− lnγ + 4)− w(lnγ ) + hλ(t) > 0. We get a contradiction.
Since the plane-moving process stops at λn, by maximum principle and Hopf lemma we have
max
3
{
w˜n(2λn, θ) − w˜n(0, θ) + hλ(0)
}= 0, (12)
θ∈S
Y. Xu / Journal of Functional Analysis 251 (2007) 360–375 369and
w˜n(2λn − t, θ) < w˜n(t, θ) +C and Lw˜n(2λn − t, θ)Lw˜n(t, θ) + C (13)
for all λn < t < 0 and θ ∈ S3.
3.3. Step 2: Applying moving-plane method from the right
Now we are going to start the plane-moving process from the right-hand side. Let
wˆn(t, θ) = wn(t, θ) + Aˆet ,
here Aˆ is a positive constant which we are going to choose later.
wˆn satisfies the following equation:
(
L2 − 4 ∂
∂t
L
)
wˆn = Vˆne4wˆn − 3Aˆet ,
where Vˆn(t, θ) = Vn(et θ) exp{−4Aˆet }. If we take Aˆ large enough so that Aˆ  bB1 , then
∂
∂t
Vˆn(t, θ) < 0.
We derive from (6) that
∂
∂t
uˆn(t, θ) → −2 + ∂
∂t
β
(
et θ
)
.
It is easy to see that there exists some negative Λ2 such that for n large enough we have
∂
∂t
uˆn(t, θ) < −32 for Λ1 < t <Λ2, θ ∈ S
3,
where Λ1 is any fixed negative number. Hence
∂
∂t
wˆn(t, θ) < −12 + Aˆe
t < −1
4
for Λ1 < t <Λ2, θ ∈ S3. (14)
We derive from (12) that there exists θ˜ such that w˜n(2λn, θ˜) = w˜n(0, θ˜ ) + C where C is a
constant independent of n. Consequently by (5)
w˜n(0, θ) C + w˜n(0, θ˜ )w(2λn − ln δn) +C.
Fix Λ2 first, we have
wˆn(t, θ) wˆn(0, θ) + C(Λ2)w(2λn − ln δn) + C˜(Λ2) 2λn − ln δn + ˜˜C(Λ2) (15)
for all Λ2 < t < 0, θ ∈ S3.
By the definition of λn, we have
wˆn(t, θ) w˜n(t, θ) +C  w˜n(2λn − t) +C
370 Y. Xu / Journal of Functional Analysis 251 (2007) 360–375for all λn < t < 0, θ ∈ S3, where C is a constant independent of n,Λ1,Λ2. Hence we have for
all λn < t < 0, θ ∈ S3,
wˆn(t, θ) 2λn − t − ln δn + C. (16)
Comparing (15) and (16), we see that there exists some Λ0 such that for all (t, θ) such that
λn < 2Λ0 < t < 2Λ0 −Λ2, θ ∈ S3, we have
wˆn(2Λ0 − t, θ) < wˆn(t, θ).
For 2Λ0 − Λ2 < t <Λ0, using (14) with Λ1 = 2Λ0 we get
wˆn(2Λ0 − t, θ) < wˆn(t, θ) for all θ ∈ S3.
Therefore, we have
wˆn(2Λ0 − t, θ) < wˆn(t, θ)
for all 2Λ0 < t <Λ0, θ ∈ S3.
We claim that wˆn(tλ, θ) < wˆn(t, θ) for all 2λ < t < λ and θ ∈ S3 implies (L2 − 4 ∂∂tL)×
(wˆn(t
λ, θ) − wˆn(t, θ)) < 0. That is because
(
L2 − 4 ∂
∂t
L
)(
wˆn
(
tλ, θ
)− wˆn(t, θ))
 Vˆn
(
tλ, θ
)
e4wˆn(t
λ,θ) − Vˆn(t, θ)e4wˆn(t,θ)

(
Vˆn
(
tλ, θ
)− Vˆn(t, θ))e4wˆn(tλ,θ) + Vˆn(t, θ)(e4wˆn(tλ,θ) − e4wˆn(t,θ))
 0.
In order to carry out the plane-moving process with wˆn and Lwˆn at the same time, we need
to verify the boundary condition for Lwˆn. Thanks to (6), we have
Lwˆn(0, θ) ≈ −4 + 3Aˆ + φ(0, θ),
where φ(0, θ) = Lβ(θ) is bounded.
We derive from (13) that, if 2μ λn,
Lwˆn(2μ,θ) < Lwn(2λn − 2μ,θ) + 3(Aˆ +A)et + C,
hence
Lwˆn(2μ,θ) ≈ −2 + 4
(1 + r2e4λn−4μ−2lnδn)2 + 3(A + Aˆ)e
t +C.
If we take Aˆ large enough so that Aˆ 23 (3A − 10 − minθ∈S3 φ(0, θ)) +C, we have
Lwˆn(2μ,θ) < Lwˆn(0, θ).
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Lwˆn(2μ,θ) ≈ −2 + 41 + r2e4μ−2lnδn + 3(A+ Aˆ)e
t .
If we take Aˆ which is independent of n large enough,Lwˆn(2μ,θ) < Lwˆn(0, θ) holds. Under both
circumstances, the desired boundary condition (3) for Lwˆn holds. When t = μ = Λ0 we have
L(wˆn(2μ− t, θ)− wˆn(μ, θ)) = −4 ∂∂t wˆn(μ, θ) ≈ 8 +O(et ). The desired condition boundary is
satisfied. Therefore we can start and continue the plane-moving process with wˆn and Lwˆn at the
same time and the plane-moving process stops when wˆn(tμ) − wˆn(t) first touches zero.
We let
λˆn = inf
{
μ, such that wˆn
(
tμ, θ
)
< wˆn(t, θ) ∀θ ∈ S3, 2μ< t < μ
}
.
We claim that
λˆn > ln δn + lnγ − 2. (17)
The proof is similar with the case of λn. We take λ = ln δn − lnγ − 2, we choose t = ln δn −
lnγ − 4, then tλ = ln δn − lnγ . We derive from (3) that
wˆn
(
tλ, θ
)≈ w(tλ − ln δn)= w(− lnγ ) and wˆn(t, θ) ≈ w(− lnγ − 4).
w(t) = t − ln(1 + γ 2e2t ) is symmetric about t = − lnγ and obtains its maximum at t = − lnγ .
Therefore we have w(− lnγ − 4) < w(− lnγ ), and thus wn(tλ, θ) > wn(t, θ). We get a contra-
diction.
Since the plane-moving process stops at λˆn, by maximum principle and Hopf lemma we have
max
θ∈S3
{
wˆn(0, θ) − wˆn(λˆn, θ)
}= 0 (18)
and
wˆn(2λˆn − t, θ) wˆn(t, θ) and Lwˆn(2λˆn − t, θ) Lwˆn(t, θ) (19)
for 2λˆn < t < λˆn and θ ∈ S3.
3.4. Step 3: The final step
In step 3, we follow Li’s argument to conclude that |un(x)− vn(x)| <C for x ∈ B1(0), where
C is a constant independent of n.
Lemma 2. We have
|λn − ln δn| + |λˆn − ln δn| <C,
where C is a constant which is independent of n.
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In step 2, we conclude that
max
θ∈S3
{
wˆn(2λˆn, θ) − wˆn(0, θ)
}= 0,
i.e. there exists some θˆ such that
wˆn(2λˆn, θˆ ) = wˆn(0, θˆ ).
By definition, for λn < t < 0 and θ ∈ S3 we have
w˜n(2λn − t, θ) < w˜n(t, θ),
hence
wˆn(0, θˆ ) = wˆn(λˆn, θˆ ) = w˜n(λˆn, θˆ ) +C

{
w˜n(2λn − 2λˆn) + C if 2λˆn  λn,
wˆn(2λˆn) +C if 2λˆn < λn

{
2λn − 2λˆn − ln δn +C if 2λˆn  λn,
2λˆn − ln δn +C if 2λˆn < λn.
Therefore
max
∂B1(0)
un 
{
2λn − 2λˆn − ln δn +C if 2λˆn  λn,
2λˆn − ln δn +C if 2λˆn < λn.
(20)
In step 1, we conclude that
max
∂B1(0)
{
w˜(2λn, θ) − w˜(0, θ) + hλ(0)
}= 0,
i.e. there exists some θ˜ such that
w˜(2λn, θ˜) = w˜(0, θ˜ ) +C ≈ 2λn − ln δn +C.
This implies
min
∂B1(0)
un  2λn − ln δn + C. (21)
Combining (20) and (21) with (5) we have either
λˆn −C or λˆn  λn +C.
Now we rule out the possibility that λˆn −C. Suppose it happens, we proved in step 2 that
wˆn(2λˆn − t, θ) < wˆn(t, θ) for all 2λˆn < t < 2λˆn − Λ2 and θ ∈ S3.
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∂
∂t
wˆn(t, θ) < −1/4 for all Λ1 < t <Λ2.
These implies, there exists some  that for λ ∈ [λˆn − , λˆn],
wˆn(2λ − t, θ) < wˆn(t, θ)
for all 2λ < t < λ, θ ∈ S3. This contradicts with the definition of λˆn. Therefore we always have
λˆn  λn +C.
Combining with (11) and (17), we always have
|λn − ln δn| + |λˆn − ln δn| <C.
Recall that in steps 1 and 2 we proved
{
w˜n(t, θ) +C  w˜n(2λn − t, θ) if λn  t  0, θ ∈ S3,
wˆn(t, θ) wˆn(2λˆn − t, θ) if λˆn  t  0, θ ∈ S3.
Since
∣∣w˜n(t, θ) − wn(t, θ)∣∣C and ∣∣wˆn(t, θ) −wn(t, θ)∣∣ C
for all t  0 and θ ∈ S3, we have
{
wn(t, θ)wn(2λn − t, θ) +C if λˆn  t  0, θ ∈ S3,
wn(t, θ)wn(2λˆn − t, θ) −C if λn  t  0, θ ∈ S3,
where C is a constant independent of n.
Thanks to Lemma 2, we have
2λn − t  ln δn +C for all λn < t < 0,
and
2λˆn − t  ln δn + C for all λˆn < t < 0.
By (9) we have
ln δn − t −C <wn(t, θ) < ln δn − t + C
for all ln δn  t  0, that is,
ln δn − 2 ln |x| −C < un(x) < ln δn − 2 ln |x| + C
for all x for which δn  |x|  1. Therefore estimate (10) is proved. Lemma 1 and our main
theorem follow from estimates (10) and (4).
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Appendix A. Construction of hλ
We will construct hλ(t) such that
hλ(λ) = 0, Lhλ(λ) = 4.1, hλ(t) 0, L1Lhλ(t) 0, 0 h′λ(t) 2 (A.1)
for all λ t  0.
First we consider a piece-wise function h(t) such that h(t) is of the form at + bt2 + c sin t +
d cos t when t < t0 and otherwise h(t) = e−2t + c1 where t0 is a constant that we are going to
choose later. And we are going to choose a, b, c, d and c1 such that h(t) is continuous at t0 in the
C4 sense.
In order for h(t) to be continuous at t0, we must have
⎛
⎜⎜⎝
1 2t0 cos t0 − sin t0
0 2 − sin t0 − cos t0
0 0 − cos t0 sin t0
0 0 sin t0 cos t0
⎞
⎟⎟⎠
⎛
⎜⎜⎝
a
b
c
d
⎞
⎟⎟⎠=
⎛
⎜⎜⎝
−2e−2t0
4e−2t0
−8e−2t0
16e−2t0
⎞
⎟⎟⎠ .
We also need at0 + bt20 + c sin t0 + d cos t0 = e−2t0 + c1.
Therefore we have
a = −e−2t0(10 + 20t0),
b = 10e−2t0,
c = e−2t0(16 sin t0 + 8 cos t0),
d = e−2t0(−8 sin t0 + 16 cos t0).
When t < t0, we have
L1Lh(t) = L1L
(
at + bt2 + c sin t + d cos t)= 40(2 cos(t0 − t) − 2 + sin(t − t0))e−2t0  0.
When t > t0, we have L1Lh(t) = L1Le−2t = 0.
Moreover we have Lh(−ε) = 20(−2t0 −ε+2 sin(ε+ t0))e−2t0 . Obviously it is positive when
ε and t0 are small enough. For example, we can take t0 = 0.05 and ε = 0.1. When t < t0,
h′(t) = (−10 − 20(t0 − t) + 16 sin(t0 − t) + 8 cos(t0 − t))e−2t0 .
If |t0 − t | is small enough, we have −2.5e−2t0 < h′(t) < −2e−2t0 . We let g(t) = h(t) − 54e−2t ,
then 0 < g′(t) < 0.7. With suitable choice of constants c2 and c3, the function hλ(t) = c3g(t −
λ− ε)− c2 satisfies all the desired conditions. We complete the construction of hλ.
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