The human imagination remains one of the last uncharted terrains of the mind. People often imagine how events might have turned out "if only" something had been different. The "fault lines" of reality, those aspects more readily changed, indicate that counterfactual thoughts are guided by the same principles as rational thoughts. In the past, rationality and imagination have been viewed as opposites. But research has shown that rational thought is more imaginative than cognitive scientists had supposed. In The Rational Imagination, I argue that imaginative thought is more rational than scientists have imagined. People exhibit remarkable similarities in the sorts of things they change in their mental representation of reality when they imagine how the facts could have turned out differently. For example, they tend to imagine alternatives to actions rather than inactions, events within their control rather than those beyond their control, and socially unacceptable events rather than acceptable ones. Their thoughts about how an event might have turned out differently lead them to judge that a strong causal relation exists between an antecedent event and the outcome, and their thoughts about how an event might have turned out the same lead them to judge that a weaker causal relation exists. In a simple temporal sequence, people tend to imagine alternatives to the most recent event. The central claim in the book is that counterfactual thoughts are organised along the same principles as rational thought. The idea that the counterfactual imagination is rational depends on three steps: (1) humans are capable of rational thought; (2) they make inferences by thinking about possibilities; and (3) their counterfactual thoughts rely on thinking about possibilities, just as rational thoughts do. The sorts of possibilities that people envisage explain the mutability of certain aspects of mental representations and the immutability of other aspects. more than 80 scientific publications and has co-authored or co-edited four books. Her research examines the nature of human reasoning and the creative imagination of counterfactual alternatives to reality.
The counterfactual imagination
In 1958 Martin Luther King, Jr. was stabbed and almost died. A decade later he remarked:
The tip of the blade was on the edge of my aorta . . . It came out in the New York Times the next morning that if I had sneezed I would have died . . . And I want to say tonight, I want to say that I'm happy I didn't sneeze. Because if I had sneezed, I wouldn't have been around here in 1960 when students from all over the South started sitting-in at lunch counters . . . If I had sneezed I wouldn't have had the chance later that year in August to try to tell America about a dream that I had had . . . I'm so happy that I didn't sneeze. (King 1968) In The Rational Imagination: How People Create Alternatives to Reality (Byrne 2005) , I offer an explanation for how the mind creates such "if only . . ." thoughts. Thoughts about what might have been can seem irresistible in daily life. They emerge at a very young age and they seem to exist in most cultures. I suggest that their explanation relies on the idea that imaginative thought and rational thought share a lot in common.
There are surprising similarities in what everyone imagines. Some aspects of reality that people mentally represent seem to be "mutable," that is, they are readily "undone" in a mental simulation (Kahneman & Miller 1986 ). The remarkable regularities in what most people change suggest that there are "fault-lines" in reality (Kahneman & Tversky 1982) . Consider a scenario in which an individual, Paul, dies in a car accident on his way home from work. He left work at his regular time, although sometimes he would leave early to take care of chores. He did not drive home by his regular route, but instead drove along the shore to enjoy the view. The accident occurred when a truck charged through an intersection. Paul's family often said "if only . . ." during the days that followed the accident. How do you think they continued this sentence? Most participants who were told that Paul did not drive home by his regular route tended to think his family would say "if only Paul had driven home by his regular route" (Kahneman & Tversky 1982) . Other participants who were told that Paul had driven home by his regular route but had left the office earlier than usual tended to complete the sentence by saying "if only Paul had left at his regular time." Thoughts about what might have been also seem to amplify certain emotions, such as regret, guilt, shame, relief, hope, and anticipation. The emotion seems to depend on a comparison between how the event actually turned out and how it could have or should have turned out differently. The same is true for social attributions of culpability such as blame, responsibility, and fault (Mandel 2003a; Roese & Olson 1995) .
Why do people imagine alternatives to some aspects of reality more readily than to other ones? This question is the key to understanding how the counterfactual imagination works. My aim in The Rational Imagination is to answer it. I focus on the perceived fault-lines in reality, which may correspond to core categories of mental life, such as space, time, cause, and intention (Byrne 1997; Miller & Johnson-Laird 1976) . For example, people tend to imagine alternatives to actions more than they do to inactions (Kahneman & Tversky 1982) . They tend to imagine alternatives to events that are within their control more than to those outside their control (Girotto et al. 1991) . Their thoughts about how an event might have turned out differently lead them to judge that a strong causal relation exists between an antecedent and the outcome (Wells & Gavanski 1989) . And their thoughts about how an event might have turned out the same lead them to judge that a weak causal relation exists between the antecedent and the outcome (Boninger et al. 1994) . In a simple, non-causal temporal sequence, their thoughts about how events could have turned out differently focus on the most recent event rather than on earlier ones (Miller & Gunasegaram 1990) .
We gain an important glimpse of the counterfactual imagination when we look at the things that people focus on when they create alternatives to reality. Most people focus on the perceived fault-lines of reality and in Chapter 1 of the book I sketch these fault-lines. We gain an equally important glimpse when we look at the things that people do not focus on and I also sketch these characteristics in Chapter 1. People do not tend to create "miracle-world" counterfactuals, such as, for example, "if the Romans had had machine guns . . ." (McMullen & Markman 2002) . They do not mentally alter natural laws; for example, "she would not have fallen if there had not been gravity" (Seeleu et al. 1995) . They do not tend to focus on impossibilities; for example, "if Kangaroos had no tails they would topple over" (Lewis 1973) . They do not tend to imagine "remote" counterfactual alternatives; instead, they focus on counterfactuals that are close to the current facts, such as a runner who just misses first place in a race. They judge "close counterfactuals" to be plausible . People also tend to judge a counterfactual to be plausible when it is consistent with their beliefs. Consider the assertion: '"If Kennedy had listened to his Hawk advisers, he would have engaged in a nuclear strike during the Cuban missile crisis." Experts who believe that nuclear weapons could be deployed judge the assertion to be more plausible than experts who believe they would never be used (Tetlock & Lebow 2001) . Most people tend to imagine plausible counterfactual alternatives.
Most people do not imagine how the world might be different after every event: they tend to think "if only" after something bad happens . People can think about how things might have been better or worse. For example, after an argument with a friend they can think about a better outcome -"if I had not said such harsh things, we would still be friends" -which might help them to learn from their mistakes and prepare for the future (Roese 1994) . But such thoughts can make them feel bad, so, instead, they may think about a worse outcome -"if I had told her how I felt, she would never have forgiven me" or "at least I did not say anything cruel" -which may help them to feel good (McMullen & Markman 2000) . However, these kinds of thoughts can encourage complacency. People can also think about how things might have turned out exactly the same: for example, "even if I had apologised to her, she would not have forgiven me." In other words, they can exert some control over whether they imagine alternatives that are better, worse, or the same. Their choice may depend on their motivation -for example, to console a victim (Seeleu et al. 1995 ) -or on their goals (Roese et al. 2005) .
Counterfactual thoughts are central to everyday mental life. But some people can become plagued by thoughts about what might have been. Individuals who have experienced the grief of the death of a spouse or child are sometimes haunted by thoughts of how they could have prevented the death, for example, "if only I had checked on him more often during the night." Of course, everyone thinks about what might have been after a traumatic life event. But those people who continue to think about what might have been experience greater distress (Davis et al. 1995) . Counterfactual thoughts may be implicated in clinical disorders such as depression and anxiety (Roese & Olson 1995) . An understanding of how people imagine alternatives to reality may advance ways to help people for whom the counterfactual imagination has become dysfunctional.
The book is organised around the fault-lines of reality; each chapter examines one of them. I start by sketching the characteristics of the counterfactual imagination in Chapter 1 and then I examine its relation to rational thought in Chapter 2. In Chapter 3, I offer an explanation of the tendency to think "if only" about actions more than inactions, and in Chapter 4 I discuss the way the counterfactual imagination deals with forbidden actions. Chapter 5 addresses the relation of "if only" thoughts to causal thoughts and Chapter 6 examines the other side of the causal coin, "even if " thoughts. Chapter 7 deals with the tendency to imagine alternatives to the most recent event in a temporal sequence. In Chapter 8, I sketch two implications of this view of the counterfactual imagination: one implication for the nature of individual differences, and the other for understanding creative thought in general. The final chapter, Chapter 9, considers the consequences of the idea of a rational imagination.
Imagination and rational thought
In the past, rationality and imagination have been viewed as opposites, sharing little in common. Logical thought and creativity have even been considered to be mutually exclusive. Contrary to this viewpoint, the argument I make throughout The Rational Imagination is that rationality and imagination share a lot in common. In Chapter 2, I focus on one view of the nature of human rationality -that people envisage certain kinds of possibilities -and I sketch some of the principles that guide the possibilities that people think about when they make inferences. Later in the book I show how the same principles, and corollaries to them, explain how people create counterfactual alternatives to reality.
People try to think rationally in many situations. For example, you try to reach a rational conclusion when you estimate the likelihood that the next flight you take will be hijacked, or when you work out the risk that you may have contracted new variant Creutzfeldt-Jakob disease (CJD) from your exposures to meat infected by bovine spongiform encephalopathy (BSE) . The idea that people are capable of rational thought has been debated (Gigerenzer & Selten 2001; Stanovich 1999) .
Clearly, people can engage in hypothetical thought and it is an impressive achievement of human cognition. But most people make mistakes. Their mistakes have led some theorists to suggest that people do not have a general capacity for rational thought. Human reasoning may be based on an assortment of biases, rules of thumb, or "heuristics" (Evans 1989) . Or it may depend on a fixed set of rules that govern a specific domain (Fiddick et al. 2000; Holyoak & Cheng 1995) . Some theorists have suggested that people do have a general capacity for rational thought. Reasoning may depend on a "mental logic" of inference rules (Braine & O'Brien 1998; Rips 1994) . Or it may depend on a simple semantic principle: An inference is valid if there are no counterexamples to it (Johnson-Laird & Byrne 1991) . The formulation of a theory based on this last view has shed light on the imagination, and I outline it further in the next section.
Rational thought
Hypothetical thought has been studied in many guises and one good illustration is conditional reasoning. Conditionals such as "if Alicia went to the stables then she rode Starlight" have been considered to be the key to how people make suppositions and conjecture relationships between events (Johnson-Laird & Byrne 1991) . One view is that the human ability to think rationally about hypothetical situations and conditional relations rests on the capacity to imagine possibilities (Johnson-Laird 1983) . There are several principles that guide the possibilities that people consider when they understand a conditional (Johnson-Laird & Byrne 2002) . The first principle is that people tend to think about true possibilities, such as "Alicia went to the stables and she rode Starlight," but they do not think about false possibilities, such as "Alicia went to the stables and she did not ride Starlight." The second principle is that initially people think about just a few of the possibilities. There are several possibilities that are consistent with the conditional, such as "Alicia did not go to the stables and she did not ride Starlight" and "Alicia did not go to the stables and she rode Starlight" (perhaps because the pony was in a nearby field). But usually people mentally represent the conditional by thinking about just a single true possibility. Multiple possibilities tend to exceed working memory capacity. Of course, knowledge can help people to think about more possibilities, it can help them to enrich those possibilities, and it can also eliminate possibilities (Johnson-Laird & Byrne 2002) .
People can readily make some inferences based on the possibilities they have kept in mind, but they find other inferences more difficult to make. Suppose you know "if Mark left at 9 a.m. then he caught the airplane" and you are told, "Mark left at 9 a.m." What, if anything, do you think follows from these premises? Most people find it easy to make the modus ponens inference, "he caught the airplane." They have understood the conditional by envisaging the single true possibility, "Mark left at 9 a.m. and he caught the airplane." Now suppose you are told "Mark did not catch the airplane." What, if anything, follows from this premise and the conditional? Many people say nothing follows. They have difficulty making the inference to the conclusion, "he did not leave at 9 a.m." To make this modus tollens inference, they need to remember that there are alternative possibilities and they must think through what they are. As a result, most people find the modus ponens inference easier than the modus tollens one. On this account, people make mistakes, and can appear irrational because of the limits to the possibilities they can consider (Johnson-Laird & Byrne 1991) . But they are rational, at least in principle, because they possess an underlying competence to think of all the relevant possibilities so that they can search for counterexamples.
Rational thought and imaginative thought
My claim in the book is that the principles for rational thought also guide imaginative thought. I suggest that a bridge from rationality to imagination can be built on counterfactual conditionals. Conditionals yield a good example of deductive rationality; counterfactual thoughts are a good example of everyday imagination. Counterfactual conditionals combine both rational and imaginative elements. Counterfactuals are special. Consider a counterfactual conditional in the subjunctive mood, "if Oswald had not killed Kennedy then someone else would have." It seems to mean something very different from a factual conditional in the indicative mood, "if Oswald did not kill Kennedy then someone else did" (Lewis 1973) . Attempts to understand counterfactuals have led to important developments in linguistics (Athanasiadou & Dirven 1997) , artificial intelligence (Ginsberg 1986) , and philosophy (Lewis 1973) . A counterfactual such as "if only he had been handsome, I would have married him" evokes two possibilities: an imagined possibility in which the man is handsome and the speaker marries him, and a reality in which the man was not and she did not. The way that people interpret such assertions goes beyond the simple truth of their components (Quine 1972) . A counterfactual seems to presuppose that its antecedent is false, and so, according to a simple truth functional account, every counterfactual must be true. But people judge some counterfactuals to be plausible and others to be implausible. Philosophers have suggested instead that the truth of a counterfactual may depend on its truth in a "possible world" (Stalnaker 1968 ).
The critical psychological difference between factual and counterfactual conditionals may lie in the possibilities that people think about. Consider the conditional, "if Iraq Byrne: Pré cis of The Rational Imagination BEHAVIORAL AND BRAIN SCIENCES (2007) 30:5/6 had weapons of mass destruction then the war was justified." It is consistent with several possibilities: Iraq had weapons of mass destruction and the war was justified; Iraq did not have weapons of mass destruction and the war was not justified; and Iraq did not have weapons of mass destruction and the war was justified (for other reasons). Most people mentally represent the factual conditional initially by thinking about just the single possibility that Iraq had weapons of mass destruction and the war was justified. Now consider the counterfactual conditional, "if Iraq had had weapons of mass destruction then the war would have been justified." It is consistent with essentially the same possibilities as the factual conditional. You might have understood the counterfactual by thinking about the conjecture, Iraq had weapons of mass destruction and the war was justified. But, you might also have thought about the facts that the speaker uttering the counterfactual is likely to have presupposed, that Iraq did not have weapons of mass destruction and the war was not justified. In other words, you might have thought about more than one possibility when you understood the counterfactual. The factual and counterfactual conditionals are consistent with essentially the same possibilities but a key difference between them is that people think about different possibilities when they understand them. The difference between factual and counterfactual conditionals illustrates a third principle underlying the possibilities that people think about: some ideas require people to think about dual possibilities, as Table 1 shows.
Of course another critical difference between factual and counterfactual conditionals is that the possibilities correspond to the putative facts for the factual conditional, whereas they correspond not only to putative facts but also to counterfactual possibilities for the counterfactual conditional. People keep track of the status of different possibilities. They think about two possibilities when they understand a counterfactual conditional, and they note one as the "facts" and the other as "imagined" possibilities (Johnson-Laird & Byrne 2002) . A fourth principle is that even though people tend to keep in mind just true possibilities, they can think about what might have been because they can envisage possibilities that once were true but are so no longer. Often in everyday thoughts, people temporarily suppose something to be true even when they know it is false. They keep track of what is actually true and what is imagined. They can think about entirely imaginary situations, for example, to understand and create fantasy and fiction, in daydreams as well as in theatre, film, and literature. They can think about what is true in these imagined situations and what is false in them.
People tend to think about two possibilities for some ideas and this factor has significant consequences for how they imagine what might have been. It helps to explain why people mentally change only some aspects of their mental representation of reality. A basic principle of mutability is that an event can be readily changed if it brings to mind an alternative. For example, suppose you go to a concert and you sit in seat 426. You change seats after a while to seat 739 to get a better view. At the interval, an announcement is made that there is a prize of a trip around the world for the person seated in seat 426 (Johnson 1986) . You may wish you had not changed seats. The prize seems to have been almost in your grasp. But suppose instead you had gone to the concert and you sat in seat 739 from the outset. At the interval, an announcement is made that there is a prize of a trip around the world for the person seated in seat 426. You may wish you had won, but you are unlikely to believe that the prize was almost in your grasp. In the first scenario, there is a ready-made alternative and people are influenced by the availability of alternatives. They may base their judgments on the ease with which instances can be brought to mind (Kahneman & Tversky 1982) . The fifth principle is that people readily imagine a counterfactual alternative to a possibility if it is mentally represented from the outset with a second possibility. The possibility can be mutated easily; for example, it can be deleted from the mental representation and replaced with the second possibility as its counterfactual alternative.
The principles that guide the possibilities that people envisage when they reason help to explain how people imagine alternatives to reality. In Chapters 3 to 7 of The Rational Imagination I show how the application of these principles explains the regularities people exhibit in their imagination of counterfactual alternatives. I begin in Chapter 3 by showing how these principles explain why most people imagine counterfactual alternatives to an action more than to a failure to act in many situations.
Imagining how actions might have been different
Suppose you hear about a new disease, such as Severe Acute Respiratory Syndrome (SARS). It can be fatal and you suspect you could be exposed to it. But the vaccine can also have serious consequences. What will you decide to do? The decision is a difficult one. Many people choose to do nothing, even when the chances of death from a vaccine are less than death from a disease (Ritov & Baron 1990) . Take a moment to imagine the families of the victims. Which families do you think are more likely to say, "if only . . ." -the families of individuals who died from the disease, or of individuals who died from the vaccine? Most people think the families who will feel worse are the families of the individuals who died from the vaccine. The example illustrates that thoughts about what might have been often fall towards one side of the perceived fault-line between action and inaction. In Chapter 3, I first sketch some characteristics of the tendency shown by most people to focus on actions rather than failures to act when they imagine counterfactual alternatives to reality. Next, I outline some clues from reasoning that help identify why this perceived fault-line is observed. The clues come from studies of how people reason about counterfactual conditionals. Then, I show how these clues help to explain the tendency people have to focus on actions. I also explain an important exception to this tendency: situations in which people sometimes focus on failures to act. People tend to regret actions that lead to a bad outcome more than inactions that lead to a bad outcome (Kahneman & Tversky 1982) . Most people also judge that individuals feel better about their actions than their inactions when the outcome is good (Landman 1987) . The tendency to focus on actions occurs in many everyday situations (Catellani & Milesi 2001; Zeelenberg et al. 1998a) . To delete an action from a mental representation may require less mental effort than to add one (Dunning & Parpal 1989) . Actions seem to be mentally "re-wound" in reminiscences and re-played differently (Hofstadter 1985) . Of course, failures to act can be real causes of outcomes (Hart & Honore 1959) . For example, the Herald of Free Enterprise passenger car ferry capsized off the Belgian port of Zeebrugge en route to the English port of Dover in 1987, ending on her side half submerged in shallow water. One hundred and eighty-eight people were killed; the worst death toll for a British ship in peacetime since the sinking of the Titanic in 1912. The cause of the tragedy was the failure of staff to close the bow doors (through which cars drove on to the ferry). However, in many circumstances people may tend not to view omission as a real cause (Ritov & Baron 1990) . Actions seem to call to mind the alternatives of not acting, or acting differently, whereas inactions do not readily call to mind actions. Why do people focus on actions in their "if only . . ." thoughts? A clue to the answer comes from the study of counterfactual conditionals.
Clues from reasoning: Counterfactual conditionals
A key principle is that people think about some ideas by keeping in mind two possibilities. The two possibilities they envisage affect the way people think in many situations; for example, the two possibilities affect the way they reason about counterfactual conditionals. Suppose you are told: "if Mark had left at 9 a.m. then he would have caught the airplane." You may interpret the subjunctive conditional as a counterfactual and think initially about two possibilities: the conjecture, Mark left at 9 a.m. and he caught the airplane, and the presupposed facts, Mark did not leave at 9 a.m. and he did not catch the airplane. Suppose you then discover that Mark did not catch the airplane. What would you conclude? People are able to infer readily that Mark did not leave at 9 a.m. (Byrne & Tasso 1999) . The modus tollens inference is difficult to make from a factual conditional "if Mark left at 9 a.m. then he caught the airplane," because people think about just a single possibility initially: Mark left at 9 a.m. and he caught the airplane. But as the theory predicts, the inference is easier to make from the counterfactual because of the enriched representation.
Suppose you discover that, in fact, Mark left at 9 a.m. What would you conclude from this premise and the counterfactual conditional? People are able to infer readily that Mark caught the airplane. These data for modus tollens and modus ponens support the suggestion that people think about both possibilities: the conjecture, Mark left at 9 a.m. and he caught the airplane, and also the presupposed facts, Mark did not leave at 9 a.m. and he did not catch the airplane. The evidence that people understand counterfactual conditionals by keeping in mind two possibilities provides an important clue to solve the puzzle of why people imagine counterfactual alternatives to their actions more than their inactions.
The rational imagination: Why people imagine alternatives to actions
People think about two possibilities when they understand an action. When you understand the decision to act you think about the situation before the action and the situation after the action. Consider the scenario in which two individuals, Mary and Laura, consider their stock options. Mary owns shares in company A. During the past year she considered switching to stock in company B, but she decided against it. She now finds out that she would have been better off by $1,000 if she had switched to the stock of company B. Laura owned shares in company B. During the past year she switched to stock in company A. She now finds out that she would have been better off by $1,000 if she had kept her stock in company B (Kahneman & Tversky 1982) . When people think about Laura's action they think about both the pre-action situation, Laura owned shares in company B, and the post-action situation, Laura owns shares in company A:
Laura owned shares in company B (pre-action) Laura owns shares in company A (post-action) However, when they think about Mary's inaction, they think only about one situation -the shares that she owns in company A:
Mary owns shares in company A (pre-decision and postdecision)
They do not need to think about two possibilities for an inaction -the situation before the decision and the situation after the decision -because these two situations are the same. An important corollary to the principles that guide the possibilities that people think about is that people keep in mind two possibilities when they understand an action. Inactions are mentally represented more economically than actions . This difference may underlie the perception that actions are a departure from the status quo (Kahneman & Miller 1986) . Because people envisage more information for actions than for inactions, they can mentally change actions more easily than inactions. Intriguingly, in certain circumstances people imagine a counterfactual alternative to an inaction. People usually think about a single state of affairs when they understand an inaction. But, of course, they can switch from thinking Byrne: Pré cis of The Rational Imagination about one possibility to thinking about two possibilities. In The Rational Imagination I consider several ways in which this switch to thinking about two possibilities for an inaction occurs. For example, people think about two possibilities to mentally represent a failure to act when they know that there were good reasons to act (Zeelenberg et al. 2002; Zhang et al. 2004) . They also think about two possibilities when they consider the consequences of a failure to act from a long-term perspective (Gilovich & Medvec 1995) . When most people look back over their lives, it is their inactions that they tend to regret, the things they failed to do, such as failing to spend time with family and friends, failing to avail of educational opportunities, or failing to pursue hobbies. I outline in the book how people switch to thinking "if only" about a failure to act from a long-term perspective when they can imagine a better outcome (e.g., if he had switched to a different college, he would have been happy), compared to the outcome they imagine when they think "if only" about an action (e.g., if he had stayed in his original college, he would have remained unhappy) . People can think of the good that may have resulted had more time been spent with family and friends, had educational opportunities been availed of, or had hobbies been pursued. In these situations, if only the person had acted, a better outcome might have occurred than the outcome that did in fact occur. A second corollary to the principles that guide the possibilities that people think about is that people can switch from thinking about one possibility to thinking about two possibilities in some circumstances. The impact of an imagined better outcome is illustrated in the example of Jane who went to a travel agency to look for holidays in the Caribbean. There was a wonderful package deal at a very affordable price. She wondered whether to book it immediately but she decided to think about it overnight. The next day when she returned to the travel agency the holiday had been sold and there were no other deals that looked as attractive. Jane is likely to regret her inaction. If she had acted, she would have been able to go on a fabulous holiday.
People tend to focus on actions when they think about what could have happened. Even more strikingly, they tend to focus on forbidden actions. In Chapter 4 and what is forbidden. Should scientists be allowed to clone humans? Are you morally obliged to recycle your office waste-paper? Ought manufacturers to identify products containing genetically modified ingredients? In Chapter 4, I first sketch some characteristics of the tendency shown by most people to focus on forbidden actions. Next, I outline some clues from reasoning that help identify why this perceived fault-line is observed. The clues come from studies of how people reason about obligations. Then, I show how these clues help to explain the tendency people have to focus on forbidden actions, and for obligations to be immutable.
Consider Steven, who was delayed on his way home by a series of events, and arrived too late to save his wife from dying of a heart attack (Girotto et al. 1991) . The events that delayed Steven included a road blocked by a fallen tree, visiting a bar for a drink, and having an asthma attack. What do you think Steven's thoughts about "what might have been" focused on after the death of his wife? When people were asked to complete his "if only . . ." thoughts, they focused on his decision to stop at a bar for a drink, saying "if only I hadn't stopped for that drink" (Girotto et al. 1991) . Of course, stopping for a drink is the only event in the series that was completely within Steven's control. It is also an event that may be perceived to be socially unacceptable. Drinking in a bar may fit with social norms about how to celebrate with friends, but it seems inappropriate in the context of drinking alone while your spouse is ill at home. Most people focus their thoughts about what-might-have-been on those controllable events that are socially unacceptable, more than on controllable events that are socially acceptable (McCloy & Byrne 2000) . The contents of thoughts are constrained not only by natural laws, but also by social laws such as social conventions and cultural regulations. Why do people imagine alternatives most readily to socially unacceptable events? An important clue comes from the inferences people make about obligations.
Clues from reasoning: Inferences about obligations
Knowledge of a regulation -for example, "hard-hats must be worn on the building site" -ensures that most people think about not only what is obligatory, such as wearing a hard hat, but also what is not permissible, such as not wearing a hard hat. A sixth principle about the possibilities that people envisage is that they think about the forbidden possibility as well as the permitted possibility when they understand an obligation. For the obligation, "if Jack's parents are elderly, he should look after them," people keep in mind two possibilities: (1) Jack's parents are elderly and he looks after them, and (2) Jack's parents are elderly and he does not look after them. They note that the status of this second possibility is that it is forbidden. People usually think about true possibilities. Even when they understand a counterfactual conjecture that contradicts known facts, they may temporarily suppose the conjecture to be true. But obligations are different. Their understanding requires people to think about a forbidden possibility. Obligations are unique in that they require people to consider the possibility that is explicitly ruled out by the conditional. The forbidden possibility influences the inferences they make and the counterfactual alternatives they imagine.
Most people reason well about obligations (Bucciarelli & Johnson-Laird 2005; Cheng & Holyoak 1985; Cosmides 1989; Sperber et al. 1995) . Because people think about the permitted possibility and the forbidden possibility, they can make certain inferences readily. When reasoners are told "if Paul rides a motorbike, he must wear a helmet," and are also told that "Paul is not wearing a helmet," they can infer that Paul is not permitted to ride a motorbike. In other words, they readily make the otherwise difficult modus tollens inference from a conditional with obligation content. The ease with which they make the inference highlights an important feature of reasoning. There is more than one way to make an inference. A common route to making the modus tollens inference is by thinking about the true possibilities, as we have seen earlier. But reasoning about obligations illustrates a second route for the inference, by thinking about what is forbidden. For the conditional, "if Paul rides his motorbike, he must wear a helmet," people think about two possibilities: (1) Paul rides his motorbike and he wears a helmet, and (2) Paul rides his motorbike and he does not wear a helmet (forbidden). When they are told that Paul did not wear a helmet, they can match this information to the forbidden possibility, and infer that it is forbidden for him to ride his motorbike. The theory accurately predicts that people can make more modus tollens inferences from obligation conditionals compared to conditionals with other sorts of content (Quelhas & Byrne 2003) .
Counterfactual obligations communicate, through shared knowledge or context, information about what was once obligatory and what was once forbidden; and they also communicate that what was once unacceptable is no longer so. Suppose, for example, that it used to be obligatory to pay a property tax on houses which increased with increasing house size, but that the tax was abolished some years ago. Suppose your friend buys a large house. You might say, "if you had bought that house 10 years ago, you would have had to pay a very large tax bill." For a counterfactual obligation, people may think about one of the permitted possibilities conjectured by the counterfactual: your friend bought the house 10 years ago and paid a large tax bill. They may also think about the forbidden possibility: your friend bought the house 10 years ago and did not pay a large tax bill. And they may also think about the presupposed facts: your friend did not buy the house 10 years ago and did not pay a large tax bill. These insights from how people reason about obligations and forbidden events help to explain why people are drawn to forbidden events when they imagine counterfactual alternatives.
The rational imagination: Why people focus on forbidden fruit
When you learn that manufacturers in Europe must identify genetically modified constituents in food, you understand what is forbidden: they are not allowed to conceal genetically modified constituents. When you know that scientists are obliged to restrict cloning attempts to nonhuman species, you understand what is forbidden: they are not allowed to clone humans. A conditional obligation is understood by thinking about one of the permitted possibilities, and also what is forbidden. This ready access to the forbidden possibility has a large impact on how people imagine events turning out differently. People keep in mind both the permitted possibility and the forbidden possibility, and so they can readily imagine a counterfactual alternative to the forbidden possibility. Steven, who did not return home in time to save his wife, is judged to say "if only . . ." most often about his decision to visit a bar for a drink. A third corollary to the principles that guide the possibilities that people think about is that they envisage two possibilities when they understand controllable events, as Table 2 shows. People imagine alternatives to socially unacceptable actions, such as stopping at a bar for a beer in the context of an ill spouse waiting at home, because they think about two possibilities -stopping for a beer and not stopping for a beer -and they note that one of the possibilities is unacceptable (stopping for a beer), and the other is acceptable (not stopping for a beer). They imagine an alternative by mentally changing the unacceptable possibility and they say, "if only Steven had not stopped for a beer . . ." The unacceptable possibility brings to mind its acceptable counterpart, just as an event that is exceptional for an individual brings to mind its normal counterpart (Kahneman & Miller 1986 ).
If you do what you should do socially, people do not tend to wish you had not done it. Consider a situation in which a friend of yours, Bernard, is disappointed: he had an important performance at a concert in front of thousands of people and it was not well received. You know he stayed out late at a pre-concert party the night before, something he rarely does. He tells you he went to the party because he wanted to meet one of his orchestral heroes. You may believe that his poor performance was his own fault and he should not have gone to the party (Klauer et al. 1995) . But suppose, instead, your friend tells you he went to the party because it was a fund-raiser for his orchestra. You understand his obligation by keeping in mind two possibilities: "he went to the party" is acceptable in this case, and "he did not go to the party" is unacceptable. Would you think he should not have gone to the party? Would you think his poor performance was his own fault? When participants described Bernard's thoughts, they generated reliably fewer "if only . . ." sentence completions that focused on the party when they were told he was obliged to go to it, compared to when they were not given a reason (Walsh & Byrne 2007) .
Some theorists believe that the ease with which people reason about certain permissions or obligations shows that the mind evolved to store knowledge about social regulations in specialised modules (Cosmides 1989 ). The Table 2 . Summary of some corollaries to the principles that guide the possibilities that people think about when they imagine counterfactual alternatives 1. Actions: People think about two possibilities when they understand an action. 2. Single possibilities: People can switch from thinking about one possibility to thinking about two possibilities, for example, for inactions. 3. Controllable events: People think about two possibilities when they understand controllable events. 4. Causes: People think about a single possibility when they understand a strong causal relation (cause and outcome). They can readily access a second possibility for an enabling condition (enabler and outcome, no enabler and no outcome). 5. Semifactual alternatives: When people mentally represent a semi-factual assertion they think about two possibilities, A and B, and not-A and B. They mentally represent a weak causal relation by thinking about these same two possibilities. 6. Anchored possibilities: People think of the first element in the possibility as immutable.
modules contain rules that are specific to reasoning about certain content, such as the domains of obligation and permission (Cheng & Holyoak 1985) , and they are operated on by specialised procedures (Gigerenzer & Hug 1992) . An alternative view is that people reason about permissions and obligations rather than give fixed responses to them (Sperber & Girotto 2003) . Their reasoning depends on their ability to think about permitted possibilities and especially about possibilities that are forbidden. Human beings evolved but it is not known yet which aspects of the brain resulted from selective pressures. In Chapter 4, I suggest that what evolved is the ability to understand obligations by thinking about not only the permitted possibility but also the forbidden possibility. People tend to focus on controllable actions, especially controllable actions that are socially unacceptable. But intriguingly, people often imagine a counterfactual alternative to a controllable event even when the controllable event was not the cause of the outcome. In Chapter 5 of The Rational Imagination I explore the vagaries in the relationship between causal and counterfactual thoughts.
Causal relations and counterfactuals
In the days that followed the September 11th, 2001 attacks on the World Trade Center in New York, many media reports focused on the failure of the airport security personnel to detect passengers who carried weapons on board the aircraft. The implication of the reports was that the baggage handlers' failure allowed the attack to occur. But why was media focus drawn to this factor? Presumably no one believed that the baggage handlers caused the attack. And media attention could have focused on other plausible causes, such as, "if only the Al-Qaeda network did not exist. . ." and many other antecedent events, for example, "if only the hijackers had been over-powered on board. . . ." The focus on the baggage handlers illustrates a curious feature of counterfactual thoughts: Their relation to causal thoughts is not straightforward. In Chapter 5 of The Rational Imagination I propose that counterfactual and causal thoughts sometimes focus on different events because people can distinguish strong causes from enabling conditions. Their causal thoughts tend to focus on strong causes; their counterfactual thoughts tend to focus on enabling conditions. If the enabling condition had not occurred the outcome would not have occurred.
Consider, as an example, that you were seriously injured in a car crash that happened on a route you do not usually take home, and that occurred when a careless driver crashed into you. What would you tend to say "if only . . ." about most often: "if only I'd gone home by my usual route" or "if only the other driver had been more careful?" Most people say "if only I had gone home by my usual route," even though they identify the other driver as the cause of the accident (Mandel & Lehman 1996) . This tendency has been verified in naturalistic studies of individuals who have sustained severe injuries, such as paralysis, as a result of a traumatic accident. They tend spontaneously to imagine counterfactual alternatives that depend on how they could have prevented their accident, without believing that they caused it (Davis et al. 1996) . In considering causal and counterfactual thoughts, Chapter 5 follows the by-now familiar structure: First, I sketch some characteristics of the relation between counterfactual and causal thoughts. Next, I garner some clues from reasoning that help to clarify the relationship. The clues come from studies of how people reason about different causes in particular strong causes and enablers. Then, I show how these clues help to explain the tendency people have to focus on enabling conditions when they imagine a counterfactual alternative to reality.
The causal chicken and the counterfactual egg
Causal thoughts can influence the counterfactual alternatives that people imagine. Causal knowledge affects judgments about the plausibility of a counterfactual speculation. Experts committed to a causal law perceive less "wiggle room for re-writing history" (Tetlock & Lebow 2001, p. 838) . And the relation is reciprocal: People sometimes imagine counterfactual alternatives to help them to work out causal relations. Consider for example, what caused the rise of the West? If Islamic armies had conquered France and Italy in the 8th century, would later European development have been side-tracked? Such counterfactual thoughts are an essential ingredient in historical reasoning, even if they are considered controversial (Tetlock & Lebow 2001) .
The counterfactual thought that if an antecedent had not happened, then the outcome would not have happened, increases the judgment that the antecedent has a causal relation to the outcome. Consider a taxi driver who refused to give a couple a lift and the couple were subsequently killed in an accident in their own car as they drove across a bridge that collapsed (Wells & Gavanski 1989) . Most people judge the driver's decision not to give the couple a lift to have had some causal role in the couple's death when they are told that the taxi driver crossed the bridge safely. But they tend to judge the driver's decision to have had little causal role when they are told that he was also killed as he drove across the collapsing bridge. When the driver was also killed, they cannot say "if only he had given them a lift, they would still be alive" (Wells & Gavanski 1989) . Causal thoughts can influence counterfactual thoughts, and vice versa. But causal thoughts and counterfactual thoughts can diverge. An important clue to explain why people imagine counterfactual alternatives to events within their control, even though they know these events were not the cause of the outcome, comes from the study of different sorts of causal relations.
Clues from reasoning: Strong causal and enabling relations
The observation that people sometimes focus on different events in their counterfactual and causal thoughts can be explained by the possibilities that people think about. The explanation has two main components. The first part of the explanation as to why the focus of counterfactual and causal thoughts differs is that people mentally represent a causal claim and a counterfactual one by thinking about different possibilities. A causal claim can be readily paraphrased as a counterfactual; for example, "Heating the water to 100 degrees centigrade caused it to boil" can be paraphrased by "if the water had not been heated to 100 degrees centigrade it would not have boiled." Many philosophers have supposed that to think counterfactually is to think causally (Hume 1739 (Hume /2000 Mill 1872 Mill /1956 ). The strong causal relation is consistent with the possibility, "water was heated to 100 degrees and it boiled," as well as the possibility, "water was not heated to 100 degrees and it did not boil." The counterfactual is consistent with the same two possibilities. However, people mentally represent a causal relation and a counterfactual in different ways. For example, they keep in mind just a single possibility initially when they understand the strong causal relation. But they keep in mind both possibilities when they understand the counterfactual, one corresponding to the conjecture and the other to the presupposed facts. As a result, the counterfactual makes more information readily available to them from the outset than does the causal assertion. The second part of the explanation for why the focus of counterfactual and causal thoughts differs is that there are different sorts of causes and people think about different possibilities when they understand them. A strong causal relation, such as the one about water boiling, is consistent with two possibilities -although people initially think about just one of them (Goldvarg & Johnson-Laird 2001) . An enabling relation, such as "dry leaves made it possible for the forest fire to spread" is consistent with three possibilities: "dry leaves and the forest fire," "no dry leaves and no forest fire," and "dry leaves and no forest fire" (Goldvarg & Johnson-Laird 2001) . People can distinguish between strong causal relations and enabling relations (Cheng 1997; Goldvarg & Johnson-Laird 2001) . Moreover, they make different inferences from strong causal relations and enabling relations .
People mentally represent the enabling relation by initially thinking about the possibility, "dry leaves and the forest fire," and they can readily access a second possibility, "no dry leaves and no forest fire." An important corollary to the principles that guide the possibilities people consider is that they think about a single possibility when they understand a strong causal relation; they are able to think readily about a second possibility when they understand an enabling relation. This second possibility provides a ready-made counterfactual alternative. They can imagine the situation turning out differently if the enabling condition had not occurred. Consequently, people tend to focus more often on enabling relations than on strong causal relations in their counterfactual thoughts.
The rational imagination: Why counterfactual and causal thoughts differ
The clue from reasoning about causes that helps solve the puzzle is the crucial distinction between a strong causal relation and an enabling relation. Counterfactual thoughts often focus on enabling conditions, for example, "if only I had taken a different route home, I would not have had the crash," whereas causal thoughts often focus on strong causes, for example, "the drunk driver caused the crash." Causes can seem immutable because people keep in mind just a single possibility. Enabling conditions seem mutable because they require people to think about two possibilities. Enablers can be mentally deleted from an imagined alternative -dry leaves removed, alternative routes home taken, airport security improved. Wishing that whatever could have been done had been done to prevent the outcome or promote a better one may be a plausible alternative. It is easier to think about one possibility than about several possibilities. The theory predicts that people should produce more causal thoughts than counterfactual thoughts, because they mentally represent a strong causal relation by thinking about a single possibility, and they mentally represent a counterfactual by thinking about two possibilities. The data support the hypothesis: Most people tend to think spontaneously more often about why a situation turned out the way it did, than about how it might have turned out differently (McEleney & Byrne 2006) . Further support comes from the observation that causal assertions are made earlier by children than counterfactual assertions (Harris 2000) . An important development of childhood cognition is the ability to keep more information in working memory (Oakhill & Johnson-Laird 1985) . As a result, children should be able to think about a strong causal relation, for which they need think about only a single possibility, before they can imagine a counterfactual alternative, for which they must think about two possibilities. Two-yearolds can engage in pretend play, for example, they can climb into a large brown box and pretend it is a boat at sea (Riggs & Peterson 2000) . Counterfactual thinking is similar to pretence but it requires a comparison of the facts with the imagined alternative (Harris 2000) . By age 2 or 3 years, children can use "nearly" and "almost" (Harris et al. 1996) . By age 3 or 4 years, they can answer questions about what should have been done so that a bad outcome would not have happened (Laura should have used the pencil so her fingers would not have got ink on them). Children are able to make hypothetical inferences, for example, "If I draw on this piece of paper, which box will it go in?" (in a situation in which blank sheets go in a different box from used sheets), before they can make counterfactual inferences such as "If I had not drawn on the paper, which box would it go in?" (Riggs et al. 1998) .
When people imagine how an outcome could have turned out differently, their "if only . . ." thoughts about an antecedent increase their judgment that it is causally related to the outcome. Intriguingly, when they imagine how the outcome might have turned out the same, their "even if . . ." thoughts about the antecedent decrease their judgment that it is causally related to the outcome. I address this other side of the causal coin in Chapter 6 of The Rational Imagination.
6. "Even if . . ." Suppose a survivor from an airplane crash with severe injuries struggles for days through the jungle but dies just before reaching a village. You might think "if only he had managed to walk to the village, he would have been rescued" . But suppose you wish to defend the rescue team who got as far as the village but no further. Your motivation to defend may influence the alternative you imagine (Roese et al. 2005) .
Byrne: Pré cis of The Rational Imagination
You may focus on the severity of the victim's injuries and suggest "even if he had managed to walk to the village, he still would have died." "Even if . . ." conditionals have been called "semi-factual" by philosophers because they combine a counterfactual antecedent and a factual consequent (Chisholm 1946) . Uniquely among thoughts about what might have been, imagined semi-factual alternatives suggest that the outcome is inevitable.
When people can imagine an alternative in which an antecedent does not occur and yet the outcome still occurs, their judgment that the antecedent caused the outcome decreases. Their judgments of fault, responsibility, and blame are also affected dramatically. Suppose your task is to change an account of a bank-robbery, but you are to alter only the actions of the bank-robber, and you are to ensure that the outcome is different, for example, the teller does not get shot (Branscombe et al. 1996) . You might imagine that the bank-robber did not grab the teller and the teller did not get shot. Suppose instead that your task is to change the story, again altering only the actions of the bank-robber, but this time you are to ensure that the outcome remains the same. You might imagine that the bank-robber did not grab the teller but she still got shot. People blame the bank-robber when they imagine his actions were different and the outcome was different, more so than when they imagine his actions were different but the outcome remained the same (Branscombe et al. 1996) . The effects of a counterfactual or semi-factual alternative on judgments of cause and blame are implicated in everyday decisions, including decisions made by juries. Why do "even if " thoughts decrease judgments of causality? The explanation relies on the identification of a third sort of causal relation, distinct from a strong causal relation or an enabling condition -namely, a weak causal relation. In Chapter 6, I first sketch some characteristics of "even if . . ." thoughts. Next I outline some clues from reasoning. The clues come from studies of how people reason about semifactual conditionals. Then, I show how these clues help to explain how people imagine "even if . . ." alternatives to reality. People think about a semi-factual conditional such as, "even if the airplane crash victim had made it to the village, he still would have died" by thinking initially about two possibilities. They envisage the conjecture, "he made it to the village and he died" and the presupposed facts, "he did not make it to the village and he died." A corollary to the principles that guide the possibilities that people think about is that they mentally represent an "even if . . ." conditional by thinking about two possibilities, one in which the antecedent and the outcome both occur, and one in which the antecedent does not occur but the outcome occurs.
There is clear evidence that people think about two possibilities when they understand a semi-factual "even if . . ." conditional. A semi-factual conditional such as "even if there had been lilies there would still have been roses" primes you to read the conjunction "there were no lilies and there were roses" very rapidly. You understand the semi-factual by mentally representing two possibilities from the outset: "there were lilies and there were roses" and "there were no lilies and there were roses" When you are subsequently told that in fact "there were no lilies and there were roses" you can process this information rapidly. It matches one of the possibilities you have thought about from the outset. The theory accurately predicts that people are able to read the conjunction "there were no lilies and there were roses" more quickly after they have understood an "even if " conditional compared to after they have understood a factual "if " conditional (Santamaria et al. 2005 ; See also Moreno-Rios et al., in press ). The evidence shows that people understand semi-factual conditionals by keeping in mind two possibilities, one in which the antecedent and outcome both occur and one in which the antecedent does not occur but the outcome occurs. It provides an important clue to solve the puzzle of why people do not tend to think an antecedent caused the outcome when they can imagine a semi-factual alternative.
The rational imagination: Imagined semi-factuals and causality
Consider a scenario about a runner competing in the Olympics (based on Boninger et al. 1994 ):
On the day before the 400 metre race, in a freak accident during training, you sprain your left ankle . . . Your trainer recommends that you choose between two drugs, both legal according to Olympic guidelines. One is a well-known painkiller that has been proved effective but also has some serious side effects including temporary nausea and drowsiness. The other pain killer is a newer and less well-known drug . . . the newer drug might be a more effective pain killer [but] its side effects are not yet known . . . After considerable thought, you elect to go with the more well-known drug. On the day of the race, although there is no pain in your ankle, you already begin to feel the nausea and find yourself fighting off fatigue. You finish in fourth place.
In the days after the race the runner thought "even if . . ." How do you think she completed this thought? People completed the "even if . . ." sentence by saying, for example, "even if I had taken the newer drug, I still would have lost the race." They think about two possibilities: the conjecture, "she took the newer drug and she lost the race," and the presupposed facts, "she did not take the newer drug and she lost the race." To what extent do you think the runner's decision to take the older well-known drug led to her failure to obtain an Olympic medal in the 400 metre race? In The Rational Imagination I propose that the two possibilities imagined for the semi-factual alternative emphasize that the antecedent, taking the well-known drug, was not necessary for the outcome. They correspond to the possibilities that people consider initially for a weak causal relation. The theory accurately predicts that judgments of the strength of the causal relation between the antecedent and the outcome are weaker when people imagine a semi-factual alternative (McCloy & Byrne 2002) .
When people imagine an alternative to reality in which the outcome turns out the same even though they acted differently, the outcome can seem inevitable (Sanna et al. 2002b) . The idea that an outcome was inevitable can be comforting and can even appear to absolve people of blame and responsibility. Some religions and cultures value the related ideas of fate and destiny. Given that the ideas of individual progress and perfection gained currency just a few hundred years ago, we can speculate that our ancestors may not have been so inclined to perceive faultlines in reality and to imagine alternatives that are better than reality. In Chapter 7 of The Rational Imagination I consider one last perceived fault-line of reality. I examine the tendency people show to imagine alternatives in which they change the last event in a simple sequence of events.
The "last chance"
During the World Cup soccer tournament in Japan in 2002, the match between Ireland and Germany went into several minutes of extra "injury" time. The score was 1-0 to Germany. Then, at the eleventh hour, Robbie Keane scored a goal. For every Irish fan who watched the match there could be no doubt: the striker had saved Ireland's World Cup hopes. Did Keane really save the day? The question illustrates a curious feature of human thought. In a temporal sequence of events, people zoom in on the most recent one. This "last chance" focus in counterfactual thought extends beyond the sporting domain. For example, counterfactual thoughts about how major events in history could have turned out differently also tend to focus on the "last chance" juncture, such as in conjectures about why the West rose to dominance . In Chapter 7, I first sketch some characteristics of the tendency shown by most people to focus on the most recent event rather than on earlier events. Next I outline some clues from reasoning that help identify why this perceived fault-line exists. The clues come from studies of how people reason about "only if " conditionals. Then, I show how these clues help to explain the tendency people have to focus on recent events.
Consider a game in which two individuals, Lisa and Jenny, each toss a coin. If both tosses come up the same, heads or tails, they will each win $1,000. But if they come up different, neither wins. Lisa goes first and tosses a head, Jenny goes next and tosses a tail, and so neither wins. How do you think things could have turned out differently, if only . . .? When people are asked to think about how things could have turned out differently, almost all of them think, "if only Jenny had tossed a head . . ." (Miller & Gunasegaram 1990) . What is more, they judge that Lisa will blame Jenny more, and that Jenny will feel more guilt than Lisa. The next section examines clues from reasoning to explain why people focus on the most recent event in their counterfactual thoughts. People think about possibilities in a way that preserves a record of the temporal order of the events in the world.
Consider an "only if " conditional "Alicia went swimming only if she slept well." You may be surprised to find that an "if " conditional, such as "if Alicia went swimming, she slept well," and an "only if " conditional, such as "Alicia went swimming only if she slept well," are usually logically equivalent. The equivalence can be illustrated by thinking about what possibility is ruled out by "Alicia went swimming only if she slept well." Most people judge accurately that it rules out the possibility that Alicia went swimming and she did not sleep well, which is the same possibility ruled out by the "if " conditional (Jeffrey 1981) . But the two conditionals are not psychologically equivalent (Evans 1977) . When you know that "Alicia went swimming only if she slept well," which event do you believe occurs first, Alicia went swimming, or, she slept well? The "only if " conditional seems to work best when its second clause, "Alicia slept well," refers to a state of affairs that holds prior to the state referred to in its first clause, "Alicia went swimming" (Marcus & Rips 1979) . People make different inferences from "only if " and "if " conditionals. Suppose you know that "Alicia went swimming only if she slept well" and then you find out that "Alicia did not sleep well." What would you conclude? Many people conclude readily that, "Alicia did not go swimming." The modus tollens inference, which is difficult to make from an "if " conditional, is made readily from the "only if " conditional. Why is the inference so easy from the "only if " conditional? The answer is that "only if " requires people to think about more possibilities from the outset than "if " (Johnson-Laird & Byrne 1989) . People understand "Alicia went swimming only if she slept well" by thinking about the possibility in which both events occurred and they also think about the possibility in which neither event occurred. As a result, they can readily make the inference. But there is more to the mental representation of "only if " than keeping in mind two possibilities.
Temporal information is conveyed implicitly by many "only if " conditionals, such as "Alicia went swimming only if she slept well." People understand the order in which the events occurred in the world and so they think about the possibility "Alicia sleeps well and she goes swimming" rather than the opposite order, "Alicia goes swimming and she sleeps well." Likewise, they think about the second possibility "Alicia does not sleep well and she does not go swimming." When they read an "only if " conditional, "A only if B," they are primed to read quickly the conjunction, "B and A" (with the clauses in the reversed order of mention to their order in the "only if " conditional). They are also primed to read quickly the conjunction "not-B and not-A." They read "not-B and not-A" reliably faster after they read "A only if B" compared to "if A, then B." The result supports the view that people think about two possibilities when they understand "only if." Equally tellingly, they do not read "A and B" more quickly after they read "A only if B" compared to "if A then B" (Santamaría & Espino 2002) . A seventh principle about the possibilities people consider is that the possibilities encode the temporal order of events in the world. The evidence shows that people understand "only if " conditionals by keeping in mind two possibilities which preserve the temporal order of the events in the world. It provides an important clue to solve the puzzle of why people imagine a counterfactual alternative that changes the most recent event in a sequence of events.
The rational imagination: Why people change recent events
could have won if only Jenny had tossed heads. There are three counterfactual possibilities for this game but people tend to think about just one of them, the possibility that "Lisa tossed heads and Jenny tossed heads and they win." They do not think about the possibility that "Lisa tossed tails and Jenny tossed heads and they lose" because it is not an effective counterfactual alternative; that is, it does not change the outcome (Byrne 1997) . But why do they not think about the possibility, "Lisa tossed tails and Jenny tossed tails and they win?"
The answer lies in the final corollary to the principles of possibilities: people encode the first part of a possibility as immutable. When they imagine a counterfactual alternative to the coin toss, they hold constant the first player's selection, "Lisa tossed heads," and they change the second player's selection, "Jenny tossed tails."
The first player's selection is presupposed (Miller & Gunasegaram 1990) . It provides the background against which later events are perceived (Sherman & McConnell 1996) . Suppose you wanted a computer program to behave like a person who participated in the coin toss game. The program must generate the same sorts of counterfactual alternatives as people do and so it must focus on the most recent event. To carry out the task in the way that the theory proposes people do, the program needs to keep a record of possibilities and make changes to them. A computer program written in the programming language LISP to simulate the theory takes as input a description of the coin toss game, "if the two coins are of the same face (both heads or both tails), each player wins $1,000" (Walsh & Byrne 2004) . It produces as output a counterfactual about how the events could have turned out differently: "if Jenny had tossed heads, they would have won." The program makes a record of the facts described in the story, "Lisa tossed heads and Jenny tossed tails and they both lost." It also makes a record of the set of counterfactual possibilities suggested by the story, that is, the possibilities in which the players would have won. The program compares its record of the facts to the two possibilities in which the players would have won. It generates a counterfactual alternative by changing parts of its record of the facts to be like parts of its record of the possibilities in which the players would have won. The program relies on a simple algorithm based on the key principle: Because Lisa is the first player mentioned in the facts, her selection is the anchor and it is held constant.
People do not readily think of an alternative to an anchored idea. But just as people can sometimes switch to thinking about two possibilities in situations in which they usually think about a single possibility, so too an anchored idea can be transformed into a more mutable one. The theory predicts that people should be able to imagine a counterfactual alternative even to an anchor such as the first player's selection, when they have thought about two possibilities rather than a single possibility. Imagine a television game show based on the coin toss game in which a technical hitch occurs:
Lisa goes first and tosses a head. At this point, the game-show host has to stop the game because of a technical difficulty. After a few minutes, the technical problem is solved and the game can be restarted. Lisa goes first again, and this time she tosses a tail. Jenny goes next and she tosses a head.
The first event, Lisa tosses heads, is the anchor but the technical hitch provides an alternative to it: Lisa tosses tails. People think about two possibilities, the pre-hitch and post-hitch plays. They can imagine a counterfactual alternative in which they mentally change the first event.
The theory accurately predicts that people say, "if only Lisa had tossed heads" as often as "if only Jenny had tossed tails" .
The idea of a "last chance" is a powerful one. When people try to understand why someone carried out a shocking act, such as a school massacre, they often focus on the events that occurred immediately before it. Their focus reflects the belief that the bad outcome was precipitated by the event that immediately preceded it.
In Chapters 3 to 7 of The Rational Imagination I explain the perceived fault-lines of reality that people focus on in their imagination of counterfactual alternatives, such as actions, forbidden actions, strong and weak causes and enabling conditions, and recent events. The explanation depends on the idea that people think about possibilities, and the possibilities they think about are guided by a set of principles. In the penultimate chapter, Chapter 8, I consider some implications of this view of the imagination.
Individuals and creative thoughts
The idea that the imagination depends on thinking about possibilities has implications for understanding other aspects of cognition. In Chapter 8 of The Rational Imagination I consider two important implications. One implication is for understanding the nature of individual differences in imaginative thoughts. Most people exhibit the sorts of regularities described in the book, such as the tendency to imagine alternatives to actions or controllable events or forbidden events. However, a minority of people do the opposite. Chapter 8 offers an explanation for these individual differences. A second implication is for understanding the relation of counterfactual thoughts to other sorts of creative thoughts. The counterfactual imagination is one sort of imaginative thought. An explanation of it may contribute towards understanding other sorts of creative thoughts.
Individual differences in imaginative thoughts
Cognitive differences underlie many differences between individuals in thinking and reasoning (Sternberg 1997) . People may create different counterfactual alternatives because of differences in their ability to think about possibilities of various sorts (Barrouillet & Lecas 1999; Torrens et al. 1999) . Some individuals may tend to focus more on the facts and others on the imagined possibility.
For example, what two shapes do you think would best fit the counterfactual, "if there had been a circle on the blackboard then there would have been a triangle?" People consider two possibilities when they understand the counterfactual, the imagined possibility of a circle and a triangle, and the presupposed facts of no circle and no triangle. The theory accurately predicts that people are torn between these two possibilities (Byrne & Tasso 1999) . Some people say that the two shapes that would best fit the counterfactual are the circle and the triangle, whereas others say that the best two shapes would be shapes that are not the circle or the triangle. People were similarly torn when their task was to say what two shapes would definitely go against the description.
There may be even more fundamental differences in the way different individuals interpret counterfactuals (Thompson & Byrne 2002) . A minority of individuals seem to think about just a single possibility. About threequarters of participants envisaged two possibilities when they understood a counterfactual such as "if Mark had gone to Moose Jaw then Karl would have gone to Medicine Hat." They thought about the conjecture, "Mark went to Moose Jaw and Karl went to Medicine Hat," and they also thought about the presupposed facts, "Mark did not go to Moose Jaw and Karl did not go to Medicine Hat." We established that they thought about these two possibilities by their answers to two tasks. First, when these individuals judged what someone who uttered the counterfactual meant to imply, they interpreted the intended implication as: "Mark did not go to Moose Jaw" or "Karl did not go to Medicine Hat," or both. Second, when they judged whether different situations were consistent or inconsistent with the counterfactual, they judged the situation, "Mark went to Moose Jaw and Karl went to Medicine Hat" to be consistent with it.
In contrast, about one-quarter of participants focused on a single possibility: the facts, "Mark did not go to Moose Jaw and Karl did not go to Medicine Hat." First, when these individuals were asked what someone who uttered the counterfactual meant to imply, they judged the person meant to imply that "Mark did not go to Moose Jaw" or "Karl did not go to Medicine Hat," or both -like the first group. But, unlike the first group, when they were asked to judge whether different situations were consistent or inconsistent with the counterfactual, this second group judged the situation "Mark went to Moose Jaw and Karl went to Medicine Hat" to be inconsistent with the counterfactual. Importantly, the two groups reasoned differently. For example, the single-possibility group who understood the counterfactual by thinking about just the single possibility, "Mark did not go to Moose Jaw and Karl did not go to Medicine Hat," tended not to make the modus ponens inference from "Mark went to Moose Jaw" to "therefore, Karl went to Medicine Hat." These differences in the imagination of possibilities may have consequences for the impact of counterfactual thoughts. Someone who understands a counterfactual "if Bert had driven fast, he would have been injured," by thinking only about the facts "Bert was not driving fast and he was not injured" may not benefit from the preparatory effects of the counterfactual alternative (Bert should not drive fast in the future). They also may not gain any solace from its emotional amplification (Bert feels relieved at his lucky escape this time).
Creative thoughts
My interest in The Rational Imagination is in the creation of counterfactual alternatives to reality. But an understanding of the counterfactual imagination may have implications for understanding other sorts of creative thoughts. Creative thoughts are relied upon to write a poem, paint a picture, compose a piece of music, design an experiment, or invent a new product. These sorts of activities can seem very different from the imagination of a counterfactual alternative to reality. But counterfactual imaginative thoughts may share some similarities with other sorts of creative thoughts, such as category expansion, concept combination, and insight.
One sort of creative thought is inventing new instances of a category, such as designing a new coffee mug, a better car, or a fashionable "new look." Take a moment to imagine a new alien life form. The results are typically diverse, from the giant plants in "The day of the triffids," to the fluid metal of the robots in "Terminator 2." When people draw a creature from a planet somewhere else in the universe, their drawings differ very widely (Ward et al. 2004 ). But they also show some very informative regularities. For example, people tended to make sure that their alien creature had sensory organs, most commonly eyes, and functional appendages, most commonly legs. People may think of possibilities corresponding to true instances of the category, and they may not think about possibilities that are not instances of the category. They may imagine an alternative creature by making a minimal change to their representation of the exemplar they have in mind. They can readily think of alternative possibilities for the size, shape, and color of creatures; for example, known birds come in many different sizes. They may be able mentally to alter these aspects of the category more readily than other aspects. They may think of just a single possibility to mentally represent other aspects, such as the presence of the sensory organ of eyes. These aspects of reality seem immutable because people do not mentally represent them from the outset by thinking about alternative possibilities.
A second sort of creative thought is concept combination. One way that people come up with new ideas is by combining several existing concepts to form a new one. Suppose you hear for the first time the combination "corn oil." What do you think it means? You may decide it is oil made from corn. Now imagine you hear for the first time, "baby oil." What does it mean? You are unlikely to decide it is oil made from babies. It is more likely you will conclude it is oil to rub on babies' skin. Now, what is "lamp oil?" It is unlikely you will say it is oil made from lamps, or oil to rub on lamps. Instead you might say it is oil to fuel lamps (Wisniewski 1996) . When people combine two concepts they often transfer aspects of the first concept to change something about the second concept. What do you think a "robin snake" is? You might think it is a snake with a red breast. Alternatively, you might decide that it is a snake that eats robins. What is a "cactus fish?" You might consider that it is a fish that has prickly spines. Prickly spines are diagnostic of cactii, there are few other plants that have them (Costello & Keane 2001) . People may combine concepts by identifying the most immutable aspect of the first concept and the most mutable aspect of the second concept. They may think about what snakes eat, or the shapes and colors of fish, by thinking about several possibilities from the outset. The perceived fault-lines of the concept correspond to the aspects for which people can readily think of several possibilities. Because they mentally represent some aspects of a concept, for example, what snakes eat, by more than a single possibility, they can alter those aspects readily.
A third sort of creative thought is insight. In the sciences and arts, individuals sometimes report experiencing a moment of "insight" in which a new idea "pops" into Byrne: Pré cis of The Rational Imagination mind. Suppose you are asked to describe how to throw a ping-pong ball so that it will go a short distance, come to a dead stop, and then reverse itself. You are not allowed to bounce the ball against any object or attach anything to it (Ansburg & Dominowski 2000) . What solution would you suggest? Most people suggest throwing the ball so that it curves back to them (but this solution violates the constraint that the ball comes to a dead stop). Others suggest throwing the ball against a wall or to another person (but this solution violates the constraint not to bounce the ball against any object). Few people reach the correct solution, to throw the ball up into the air. People may think about problems such as the ping-pong one by thinking about possibilities that are limited by their previous experience with similar situations (Galinsky & Moscowitz 2000; Keane 1997) . They may add the usual horizontal trajectory of a ping-pong ball in play to their mental representation of the problem. But they may not add the horizontal trajectory assumption to their mental representation of other sorts of ball in play. In a basketball version of the problem, the trajectory of the ball should become a fault-line in the mental representation of reality, that is, an aspect of the facts for which people can think of alternative possibilities. This account accurately predicts that people can solve a basketball version more readily than a ping-pong version of the same problem (Murray & Byrne 2007) . Moments of insight may be moments of mutability, when a previously immutable aspect of the mental representation of reality is transformed into a fault-line. In Chapter 8 of The Rational Imagination I suggest that the idea that the imagination depends on thinking about possibilities has implications for understanding individual differences and for understanding other sorts of creative thoughts. In Chapter 9, I consider what it means for the counterfactual imagination to be rational.
The idea of a rational imagination
Human mental life would be very different from the way it is if people could not imagine counterfactual alternatives to reality. To appreciate how commonplace thoughts about what might have been are, consider what life would be like without them. There would be no conjectures about how things might have turned out differently, or the same, and so people would not experience a sense of inevitability or a sense that something else "almost" happened (Roese & Olson 1995) . They would find it hard to learn from their mistakes and to plan how to avoid similar ones in future. Their experiences of hope or relief and regret or guilt or remorse would be impoverished. Their ability to ascribe blame, fault, and responsibility would be limited.
Some unfortunate individuals do appear to lose the capacity to create counterfactual alternatives as a result of brain injury to the frontal cortex (Knight & Grabowecky 1995) . Provided people are able to imagine counterfactual alternatives, does it matter whether the counterfactual imagination is rational or irrational? One reason that people create alternatives to reality may be to learn from mistakes and to prepare for the future (Roese 1994) . Another reason may be to work out causal relations (Roese & Olson 1995) . Thoughts about what might have happened "if only . . ." or "even if . . ." may help people to make sense of their personal histories and they may help people in their attempts to make sure that events in the future turn out better. If the counterfactual imagination is an irrational process, then its usefulness and reliability is in doubt.
In The Rational Imagination, the claim that the counterfactual imagination is rational depends on three steps. The first step is that humans are capable of rational thought. People can make rational inferences, as shown by evidence about their deductions. But people also make mistakes. I argue that the existence of error does not undermine the idea of rational thought. People may be rational in principle, that is, they have the mental machinery to make rational inferences. But they may err in practice, that is, their performance is constrained by various factors such as working memory limitations, as well as their knowledge, beliefs, and interest in different topics (Johnson-Laird & Byrne 1991) . Their competence to be rational rests on their ability to imagine alternatives, including counterexamples to conclusions. The second step towards the conclusion that the counterfactual imagination is rational depends on the idea that people make inferences by thinking about possibilities. This view places imagination at the heart of reasoning (Johnson-Laird & Byrne 2002) . There is extensive experimental support for it (for a review, see Johnson-Laird 2001) . I argue that the idea that human reasoning depends on the imagination of possibilities is crucial to the idea that the counterfactual imagination is rational. The third step towards the conclusion that the imagination is rational is that counterfactual thoughts rely on thinking about possibilities, just as rational thoughts do. In The Rational Imagination I outline the set of principles that guide the possibilities that people think about when they create counterfactual alternatives to reality and I sketch how these principles apply to key phenomena of the counterfactual imagination.
Of course, you may accept these three steps and still reject the conclusion that the counterfactual imagination is rational. I suggest that the conclusion depends on what it means for the counterfactual imagination to be rational. A strong version is that the cognitive processes that underpin the counterfactual imagination are capable of producing the best counterfactual thoughts. Of course, there are many examples of the counterfactual imagination producing irrational outputs Ritov & Baron 1992) . For example, when people can readily imagine a woman who was attacked doing something differently, say, walking home by a different route, or not accepting a lift, they tend to blame the victim for her fate (Branscombe et al. 1997) . Their judgments of fault, responsibility, and causality are swayed by how readily they can imagine an alternative. And how readily they can imagine an alternative sometimes depends merely on the way in which the information about the facts was presented to them (Walsh & Byrne 2004) . But just as the existence of invalid deductions does not indict human competence in reasoning, so too the existence of irrational judgments does not indict human competence in counterfactual imaginative thought.
How can you tell whether a counterfactual thought is the best one? There is no normative standard. A counterfactual thought could be judged to be good by whether or not it serves its purpose, for example, to help people to learn from mistakes (Roese et al. 2005) . But of course, people may imagine what might have been different even when such thoughts are not useful for preparing for the future. Alternatively, a counterfactual thought could be judged to be good if it helps people to feel better. But if people only generated counterfactual thoughts about how things could have been worse, their thoughts may act as a false panacea. Another option is that a counterfactual thought could be judged to be good by how plausible it is. For example, historical counterfactual conjectures can be illuminating or merely whimsical . The difference may depend on whether or not people made minimal changes to their mental representation of reality to create the counterfactual alternative (Pollock 1986 ). In the book I suggest that the regularities that people exhibit, the perceived fault-lines of reality, are not limitations of the imagination; they are, in fact, the very hallmark of its rationality. The regularities that people exhibit reflect a rational exploitation of faultlines in their representation of reality. People think about two possibilities from the outset when they understand certain ideas, such as choices, actions, controllable events, forbidden actions, and so on. Minimal changes may ground imaginative thoughts in the bedrock of rationality and ensure that the facts are recoverable from the imagined possibility (Byrne 1997) .
Is the creation of counterfactual alternatives a uniquely human capacity? There is little evidence as yet to indicate whether animals reflect upon their past mistakes and create counterfactual alternatives about what might have been. There is evidence that people do so. Reality can seem to shimmer with glimpses of counterfactual alternatives. Human mental life is made undeniably richer by their existence.
A CK N O W L ED GM E N T S I wish to thank Paul Bloom, Phil Johnson-Laird, and Mark Keane for their helpful and insightful comments on an earlier draft of this pré cis. I am also grateful to each of my collaborators for allowing me to discuss our joint work in this context. Ruth Byrne's (2005) book provides many examples of everyday imagination of variations on everyday experiences. Her focus on is the assessment of their rationality. In the cases that she (and the pertinent literature) discusses, the objects of the imagination are small variants on past events. Some of these variants are extreme ones and not very useful, such as imagining the probable but false event that my parents have never met each other. (This is how Clarence Darrow opens his autobiography.) Other variants are less imaginative but more useful, such as the options I could have taken that would have prevented me from getting stuck in a traffic jam. This may improve patterns of driving, and so it is eminently rational. Byrne observes that we do spend time and effort on such matters. Byrne and the literature she refers to limit discussion to cases of imagination that vary only within a narrow compass of existing circumstances, and only within reason. One omission is that she does not discuss more extreme departures from reality, as in dreams or in daydreams. And so this book, like the rest of the literature to which it belongs, ignores Freud's theory of dreams and of daydreams, as well as the criticism of it and the alternatives to it. This is regrettable, since Freud offers a view of dreams as rational: Dreams give vent to our secret wishes and thus reduce our sense of frustration that can be debilitating. Moreover, dreams may be very pertinent to Byrne's concerns, as we often exhibit some patterns in normal thinking and in dreaming.
Open Peer Commentary
A second omission is developmental: Child psychologists show interest in the stages of cognitive development when children learn to realize the difference between experience and dreams or imaginations. Taking these stages seriously, we may see not only the growth of the sense of reality, but also the growth of the ability to think abstractly. These two directions of development diverge, and therefore we keep feeling the need to balance realism with abstractness and the freedom of imagination. This is why we need to check our sense of reality and keep our imagination in check. The writings of Ludwig Wittgenstein interest those who shun wild imagination; those of Karl Popper interest those who court it. Byrne's concern with the rationality of imagination may lead her to study this disparity.
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CLLE, CNRS, and Université de Toulouse, Maison de la Recherche, 31058 Toulouse Cedex 9, France. bonnefon@univ-tlse2.fr http://w3.univ-tlse2.fr/ltc/bonnefon/ Abstract: If imagination is guided by the same principles as rational thoughts, then we ought not to stop at the way people make inferences to get insights about the workings of imagination; we ought to consider as well the way they make rational choices. This broader approach accounts for the puzzling effect of reasons to act on the mutability of actions.
The idea that imagination is guided by the same principles as rational thoughts is developed in The Rational Imagination (Byrne 2005) into a rich and fruitful framework for the analysis of counterfactual thoughts. This framework, however, would probably benefit from a broader approach to rational thinking.
The book focuses on one aspect of rational thinking, namely, the way people make inferences. Rationality, however, is not only about making sound inferences: It is also (and, some would argue, mainly) about making choices that will help one to achieve his or her goals (Baron 1988 (Baron /2000 Evans & Over 1996) . The way people make such choices (and the way they believe other people make their choices) is likely to yield valuable insights -just as the way they make inferences offers insights -into the workings of counterfactual imagination. As an illustration, I attempt to show how such a broader approach to rationality can explain the puzzling effect of reasons to act on the mutability of actions and inactions, which is considered in the book on several occasions. This explanation requires a few assumptions. The first assumption is that the effect is real. That assumption is not as trivial as it may seem, because most of the evidence for the effect is indirect, at best. Reasons to act are known to impact the regret people feel about actions and inactions, and this impact is commonly assumed to be mediated by counterfactual thoughts; but direct demonstrations of the effect are scarce. However, from the new data reported in The Rational Imagination, as well as recent data reported in Bonnefon et al. (2007) , we can assume that a good reason to act does make an action less mutable.
Second, let's assume that when people think of the way they and others make rational choices, they draw on some lay notion of consequentialism. Broadly defined, consequentialism holds that decisions should be made on the basis of their consequences for the achievement of the goals of the decision maker. Now, a decision maker is aware of at least some of the consequences of her actions: Let us say that among these consequences, the ones that help her achieve her goals have positive utility and the ones that prevent her from achieving her goals have negative utility. Overall, some actions will have a negative net utility for the decision maker, whereas others will have a positive net utility. The lay notion of consequentialism that people are likely to entertain is the following: Individuals do not knowingly undertake an action that has a negative net utility for them. The possibility that someone would knowingly do something that ultimately compromises her personal goals -which, incidentally, may very well be altruistic goals -would be a consequentialist aberration. (That is not to say it does not happen; only that the folk conception of behavior considers is the exception rather than the rule.)
Third, let's assume that in a vast majority of cases, a "reason to act" essentially boils down to the belief that an action has a positive utility, or that the corresponding failure to act has a negative utility. Strong reasons to act signal comparatively higher positive utility, whereas weak reasons to act signal a positive utility that is not much higher than zero and that, in fact, might be treated as null. This framework does not discriminate between reasons "based on goals" and reasons "based on obligations." Obligations simply denote situations wherein it is clear to everyone, from widely shared social norms, that a failure to act would have unpleasant consequences: for example, blame, punishment, privation of rights, and so on.
From these assumptions, we can conclude that possibilities where one had a (strong) reason to act and did not, just as possibilities where one had a (strong) reason not to act but acted nevertheless, both correspond to consequentialist aberrations. Now, if counterfactual imagination is really guided by the same principles as rational thought, should not people disregard counterfactual possibilities that correspond to consequential aberrations? Such a principle would explain why people do not mutate actions when there was a reason to act, because they are not willing to consider the possibility of not acting when acting had positive utility -an irrational behavior according to their lay notion of consequentialism.
The idea that people disregard possibilities that correspond to consequentialist aberrations is also supported by data on human reasoning. Bonnefon and Hilton (2004) showed that when presented with conditional statements such as "If Didier takes up the new job, his life will improve in every respect," participants spontaneously inferred that "Didier will take up the new job," as if they discarded from their representation of the conditional all the possibilities where Didier would act against his own interests and not take up the job. Similarly, when presented with premises like "If Mary goes to the party, she buys a new dress; if Mary buys a new dress, she cannot pay the electricity bill; Mary goes to the party," participants refused to endorse the valid conclusion that "Mary buys a new dress." Again, they seemed to discard from their representation of the premises all possibilities where Mary would act against her own interests and end up unable to pay the bill.
Thus, it would appear that the principles of rational decision making, at least in the guise of some lay notion of consequentialism, can act as a filter on the possibilities people are willing to consider, both when they make inference and when they exercise counterfactual imagination. The argument that imagination is guided by the principles of rational thought is a clever one, but rational thought should not be limited to inference making. Broadening its notion of rationality, to encompass decision making as well as reasoning, would provide The Rational Imagination with an even more fruitful framework to investigate the parallels between rational and creative thoughts. Abstract: The notion of mutation is applicable to the generation of novel designs and solutions in engineering and science. This suggests that engineers and scientists have to work against the biases identified in counterfactual thinking. Therefore, imagination appears a lot less rational than claimed in the target article.
Counterfactuals in science and engineering
Our research focus is the generation of novel solutions and discoveries in engineering and science. The generation of counterfactual scenarios is central to these areas, and we analyze this process as involving the simulation of mental models, often in conjunction with built models (simulative model-based reasoning) (see Nersessian 2002;  in press). Kahneman and Tversky (1982) proposed simulation as the mechanism underlying counterfactual thinking, but Byrne's account in The Rational Imagination (Byrne 2005) does not elaborate on this aspect. It remains unclear how simulation in counterfactual thinking and simulation in science and engineering are related.
One possible way simulation in the two domains could be related is via the processing of logical implication, which involves imagining counterfactual scenarios. This use of counterfactuals in logical processing seems to show that (even) logic needs imagination, rather than that imagination is rational. The latter claim appears justified only because Byrne highly constrains her definition of counterfactual thinking, staying close to sentence-level processing. This definition covers a much more narrow space than the generation of creative problem solutions in engineering and science. Nevertheless, the notion of mutating a factual scenario seems to be applicable to both domains, so it may be fruitful to raise the following question: Do the factors that influence mutation in everyday situations also influence mutations in engineering and science? Our cautious answer is that they do, and this complicates the notion of a rational imagination.
Consider the following design problem: How can a cell phone understand context? Essentially, the phone should shift to vibration mode, or forward calls to voice mail, when the user enters places like libraries and classrooms. The phone should also block calls when the user is driving, but should allow calls if she is a passenger. A much-discussed solution uses the Global Positioning System (GPS) to discover the coordinates of the cell phone, but it faces the thorny problem of inferring context from coordinates. A simple solution would be adding small policy-announcing devices, installed by buildings and by carmakers/owners, which "instruct" cell phones to shut up. We wondered why such devices don't exist, even though many cities have introduced fines for using cell phones while driving, and some charge heavy fines for phones ringing in opera halls. Note that such spaces usually have announcing devices for humans; for instance, big signs saying "Do not use cell phone." There are other such design problems where similar environment-based solutions have been ignored. We hypothesized that this is because adding epistemic structures (labels, color codes, shelf talkers, etc.) to the world is a readily available design strategy for humans, but it is less available for artifacts. To test this hypothesis, we developed problem scenarios involving humans and artifacts (cell phones, robots), where participants were asked to propose solutions to a design problem. We used two groups of student participants, one general and the other specialist (master's level engineering). Both groups achieved the same level of performance, proposing environment-based solutions for problems involving humans, but artifact-based solutions for the cell phones and robots (see Chandrasekharan 2005) .
Based on counterfactual thinking research, this bias in mutating the environment could be because of two related reasons. One, participants perceive the environment as more controllable in the case of human problems, and artifacts as more controllable in the scenarios that focus on these. Second, there could be an actor/observer difference (Kahneman & Miller 1986) , where, in the case of human problems, the participants take an actor perspective and "simulate" the humans, and this leads to treating the environment as controllable. For artifacts, the participants take an observer perspective, and this leads to a fixation on the artifacts and on their possible mutations. To test this hypothesis, we gave the artifact scenarios to another group of participants and asked them to think of themselves as cell phones/robots (simulate the artifacts) while solving the problems. The number of environment-based solutions increased significantly in this case.
This seems to suggest that the biases in everyday counterfactual thinking also operate in design thinking, such as a preference for changing controllable events and actions. A similar bias could exist in the case of science. For instance, think of a biochemist trying to block the expression of a complex protein. Will she prefer to manipulate the actions she observes (e.g., use an antagonist to block a binding), or the inactions (e.g., use an agonist to activate another action in the cell), or a third option that involves neither or a combination of these choices? In theoretical research, are foundational assumptions (such as the currently questioned Weismann barrier in genetics) treated as immutable, because they are perceived as anchors, or as similar to forbidden possibilities? Closer to our research, do clinical researchers preferentially generate pharmacological solutions, rather than biomedical engineering solutions, because the former are more available? How can the latter be made more available? Such questions have not been raised in science and engineering, even though these fields deal with counterfactual scenarios on an everyday basis. We believe applying the insights from counterfactual thinking to these areas would prove valuable.
A more general question raised by this line of inquiry is whether mutation is a general process or a specialist one. Chapter 8 of the book, and the claim that logical implications are processed using counterfactuals, seem to suggest it is general. This raises the possibility that all counterfactual scenarios, including non-rational ones such as hallucinations, are generated using mutation. So the biases underlying everyday counterfactuals would be involved in these as well. This would mean that imagination is not rational as claimed, but rather, that it is a general mechanism, similar to, say, recursion, which is used in all situations. Further, this general status of mutation raises the possibility that in science and engineering, good solutions arise because scientists and engineers have developed ways of overcoming these biases (such as building simulations to explore the parameter space exhaustively, or using biological design as inspiration for engineering design). In other words, science and engineering, which stand right beside deductive logic as paragons of rationality, have to work against the biases in counterfactual thinking. This would make imagination still less rational.
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We offer two criticisms of Ruth Byrne's treatment of causal and counterfactual thinking in The Rational Imagination (Byrne 2005) . The first is that she does not explain how we mentally generate some possibilities and avoid others. The second is that there are contradictory explanations in her discussion of "strong causes" and enablers.
Before diving into the discussion, it will be helpful to lay out some of Byrne's terminology. True possibilities are those which are consistent with a set of premises; generally, the premises are a person's beliefs about the world. Therefore, when speaking of future events, a true possibility is one that could happen, and a false possibility is one that could not. When speaking of past events, a true possibility is one that actually happened, and a false one is one that did not. A counterfactual possibility is one that once was true but is now false.
For the purpose of this discussion, we draw another distinction, which we will call correct and incorrect possibilities. Correct possibilities are those that are true or were true in the past (this includes counterfactuals). Incorrect possibilities are those that were never true. According to Byrne's theory, people think of correct possibilities -the true and the counterfactual -but we do not think of incorrect possibilities.
The first issue is that Byrne provides no explanation for how we generate correct possibilities while avoiding incorrect ones. Simple cases where subjects are given if-then statements can be handled by an algorithm that generates three of the four possibilities. In most cases, however, the problem is more complicated: we infer possibilities from our understanding of how the world works. In Chapter 5, Byrne describes counterfactual thoughts expressed in the media in the aftermath of the September 11, 2001, attacks. Many start like this: "If only the hijackers had been prevented from getting on board . . ." Here is one that people tend not to think of: "If only the Al-Qaeda network did not exist . . ." Byrne describes which counterfactuals we think of, but she does not explain how we connect these counterfactual antecedents to the consequent: ". . . then the attacks would not have occurred." Nor does she explain how we avoid incorrect counterfactual antecedents such as, "If only there were more police at the World Trade Center . . ." or, "If only there were purple elephants . . ."
Byrne catalogs which counterfactual thoughts we have and describes a general structure to them, but does not explain how we generate them. This is analogous to a distinction made in biology: cataloging features of animal species (some finches have long, narrow beaks and others have short, stout beaks) versus explaining how those features came about (natural selection). The former is important, but the latter is the theoretical foundation -and it is missing here. What are the mechanisms underlying counterfactual thought? An example answer in the causal domain is that we use Bayes' nets to generate counterfactuals (Pearl 2000) . (Bayes' nets, however, would not make the same predictions as Byrne's theory without a lot of extra machinery.) It might be too much to expect Byrne to commit to a particular theory of underlying mechanism, but we would have liked this book to give some hints here. After all, on page 1, she states, "This book is about how people imagine alternatives to reality," not just which alternatives they imagine.
The second issue concerns Byrne's discussion of "strong causes" and enablers. Imagine that you take a new route on your drive home, and on your way a careless driver swerves into your path, resulting in a crash. People tend to think, "If only I had driven home by a different route . . . ." Byrne explains this as follows:
People mentally represent the strong causal relation by thinking initially about just one possibility, the co-occurrence of the cause and its outcome, whereas they mentally represent the enabling relation by thinking about the enabler and its outcome, and they can readily think about the absence of both. Accordingly most people focus on enablers (and disablers) in their thoughts about what might have been because the second possibility provides a ready-made counterfactual alternative. (Byrne 2005, pp. 118-19) In the next paragraph, she writes:
Causes occur -lightning strikes, careless drivers swerve, and terrorists formulate campaigns of destruction -and wishing the cause did not occur may be a remote and implausible hope. But enablers can be mentally deleted in an imagined alternative: dry leaves removed, alternative routes home taken, airport security improved. Wishing that whatever could have been done had been done to prevent the outcome or promote a better one may be a plausible alternative. (p. 119) These two paragraphs offer two different explanations: 1. Strong causes seem immutable because we think of only one possibility, while enablers seem mutable because we think of two possibilities. (First paragraph quoted above.) 2. We think of alternatives when we have control over them. (Second paragraph quoted above.)
These explanations happen to agree in Byrne's examples, but there are many cases where they pull apart. Byrne presumes that we generally cannot control strong causes whereas we can control enablers, but this doesn't seem right. If it were, then we would never view our actions as strong causes when other possibilities are readily available; for example, putting sandals on your feet instead of shoes would merely enable the sandals to end up there. Byrne could take a hard line and say that all controllable actions are mere enablers, but this contradicts normal language; it would transform her theory into a normative one with respect to causes and enablers.
What happens if the strong cause is within one's control and the enabler is not? Imagine that you drive drunk and crash into someone who is taking a new route home. Here the strong cause is your driving drunk, and the enabler is the person taking the new route home. According to Byrne's first explanation, you would not think of an alternative to the strong cause, but you would think of an alternative to the enabler, so you would think, "If only he hadn't taken a new route home." But according to the second explanation, you would think of alternatives that you have control over, so you would think, "If only I hadn't driven drunk." Which explanation is correct? In the stories Byrne uses, the two explanations happen to make the same predictions, so we can't tell. We would like to know what happens when the explanations disagree, as they do here. We suspect that, for counterfactual thoughts, controllability is the more important factor.
Three steps to rational imagining? At several points in The Rational Imagination, Byrne (2005) presents her argument as a three-step (or three-premise) argument to the conclusion that counterfactual imagining is rational. Insofar as this argument is valid, the conclusion is weaker than it seems. Moreover, it does not represent the central contributions of this book, which, if anything, point instead to what is irrational about counterfactual imagining. 1. Human reasoning is guided by rational principles. Byrne begins with the premise that human reasoning is rational -a premise that she explicates as the claim that human reasoning is based on rational capacities or principles in much the same way that human language is based on grammatical capacities or principles. Even though our actual reasoning performance (like our actual speaking performance) is often flawed, that is due to such factors as the constraints on our working memory, not to any flaws in the cognitive mechanisms that define our underlying competence. Here Byrne is aligned with Jonathan Cohen (1986), among others, who insists that human irrationality occurs at the level of performance, not competence; but she does not offer any arguments for this position.
The main alternative to this approach claims that human reasoning is based, instead, on various heuristics -heuristics that are not rational in the logical, truth-preserving sense, yet are usually useful in the contexts humans find themselves in -contexts in which time and energy are limited, contexts in which some possibilities are much more likely or much more significant than others, and so forth. This alternative has little need for a competence/performance distinction since the specified heuristics are supposed to be nature's way of factoring our limitations into our design. (The analog, in the case of language, locates the grammar of a language in the way people actually talk, rejecting the notion that there is a deeper and more competent grammar that underlies our speech, against which our flawed performance may be measured.) Whether such heuristics constitute a different, or better, type of rationality than that defined by logical principles will determine whether or not advocates of this alternative would agree with Byrne's first premise as stated.
2. Human reasoning is guided by imagined possibilities. In at least some summaries of her argument (pp. 198-99; 215 ), Byrne's second premise states that our reasoning depends on thinking about, or imagining, possibilities. (Thinking about possibilities is effectively equated with imagining possibilities -particularly when the possibilities in question are mere possibilities. Nothing turns on whether the imagining in question involves imagistic representations.) This is a claim that Bryne and Johnson-Laird have been defending for some time (and one which, as she notes, has a long philosophical lineage).
Here the main alternative is a version of the inference rule theory -the theory that our inferences are guided by more or less complex sets of rules that tell us how to proceed from premises to conclusions; that our reasoning consists in applying such rules rather than actively considering a range of possibilities. There are several points in Byrne's book where she argues against this alternative (e.g., pp. 51 -52 and pp. 115-16), but these passages are fairly brief and inconclusive. This book does not (primarily) address that dispute.
Note how the above two premises combine in the case of deductive reasoning, according to Byrne: Deductive reasoning is rational because people have the underlying competence to think of all the relevant possibilities so that they could search for counterexamples. Why then do people make mistakes? Their performance is sometimes not rational because of the limits to the possibilities they can consider. (p. 29) From what I have described so far, one might expect Byrne's project to be a detailed account of just how limits on our imagination constrain our reasoning performance -how our imaginations select from the totality of logical possibilities in order to produce our (often flawed) reasoning performance. And this is precisely what I think she actually does. Chapter by chapter, she describes particular ways in which we limit the logical possibilities that we imagine when reasoning about what actions or conditions would or would not have made a difference, what ought to have happened, what we regret, and what we deem inevitable. These are interesting, useful, and nicely documented observations, deserving of close attention and continued discussion.
Byrne's stated position, however, is something different, for the conclusion of each version of her three-step argument (and what she repeatedly calls the central idea of the book) is this:
Conclusion: Counterfactual imagining is rational
Given the severe restrictions on the sets of possibilities that we are said to imagine when contemplating what would have made a difference, or what we should have done, and so on, and given Byrne's equating of deductive competence with an ability to imagine all relevant possibilities (and thus all possible counterexamples), this is a surprising conclusion.
3. Counterfactual imagining is guided by the same principles as those that guide human reason and imagining possibilities. Byrne's crucial third premise, which is stated in a number of different ways (compare versions on pp. 38, 199, 208, and 215) , claims that the principles that guide human counterfactual imagining -which is a subset of imagining possibilities more generally -are the same principles as those that guide human reasoning. Since premise 1 affirms the rationality of these principles, it is now an easy step to the conclusion that counterfactual imagining is rational.
As we have already noted, though, the most that this would establish would be our competence for rational counterfactual imagining; it would not ensure the rationality of our actual counterfactual imagining. And given Byrne's careful detailing of the many possibilities that most of us do not (usually) consider in counterfactual imagining (possibilities that are less controllable, possibilities that are forbidden, possibilities that are in the more distant past, etc.), it is clear that our actual performance falls far short of our underlying competence. If the third premise is understood as referring to the principles that characterize our rational competence, it would seem more appropriate to conclude that counterfactual imagining is irrational -not in principle, but in fact.
On the other hand, if the principles that guide counterfactual imagining are captured in the list of principles that Byrne articulates, chapter by chapter (see Table 7 .2, p. 161, for the complete list), then there is little reason to think that these principles (e.g., "People keep in mind few possibilities") are the principles that are constitutive of our rational competence. They may be efficient or instructive or reassuring in some of the ways that Byrne sketches (on pp. 209 -12), but they do not take account of all relevant alternatives. If, when considering how things might have been different, we restrict ourselves to imagining changes in controllable factors only, or changes in only the most recent events, surely we are not fully exercising our capacity for rationality.
If, as seems plausible, human reasoning rightly relies on a combination of logical principles and pragmatic principles, then it is not surprising that counterfactual reasoning and counterfactual imagining also rely on a combination of logical and pragmatic principles. That is not a surprising conclusion, and it is not where the real interest of Byrne's book lies. The most significant contribution of this book is her description of the ways in which certain possibilities are usually not imagined when we reason with counterfactuals -ways in which our rationality is, understandably, limited. Abstract: Counterfactual thinking may be described as disciplined, realistic, and rational, but we move a step further to describe a theoretical perspective centering on behavior regulation. According to this perspective, counterfactual thinking primarily centers on coordination of ongoing behavior. In short, most "if only" thoughts in daily life center on the acquisition of goals; hence, counterfactual thinking may be illuminated by considering the large literature on goal cognition.
In her book The Rational Imagination, Byrne (2005) describes some of the cognitive mechanisms underlying counterfactual thinking. Her guiding theoretical framework is informed primarily by the mental models tradition (Johnson-Laird 1983) but also by norm theory (Kahneman & Miller 1986 ), which emphasize the lower-order building blocks of cognition. Byrne's main claim is that counterfactual thinking is inherently rational, which is to say disciplined, rooted to accurate inferences about reality rather than mere whimsy. We agree completely with this claim, but suggest that it perhaps does not go far enough. Counterfactual thinking is not only rational, but motivated (and motivating). Connected deeply to goal-oriented cognition, counterfactual thoughts contribute to the effective management of ongoing behavior. Bundled under a functional theory of counterfactual thinking (Epstude & Roese, submitted; Roese 1994; Roese & Olson 1997) , we argue that taking into account the motivational and regulatory basis of the imagination helps to explain key findings about which the mental models tradition remains silent. Consider the following empirical observations. Counterfactual thoughts are idealistic: they are more likely to focus on how the past might have been better than on how it might have been worse (Nasco & Marsh 1999; Summerville & Roese, in press ). Counterfactual thoughts are situationally reactive: they are more likely to appear after failure than after success (Roese & Hur 1997) . Counterfactual thoughts are problem-focused: they are more likely to focus on fixing a problem than on random life events (Roese et al. 1999) . Counterfactual thoughts are egocentric: they are more likely to focus on the actions of oneself than on those of other people (White & Roese, submitted) . Finally, counterfactual thoughts involve activation of the orbitofrontal region of the brain, a region previously linked to planning and problem solving (Coricelli et al. 2005; Ursu & Carter 2005) . What do these observations tell us about counterfactual thinking?
Taking these findings in hand, it becomes clear that the abundant research on goal pursuit (Carver & Scheier 1998; Fishbach & Ferguson 2007; Higgins 2006; Lewin 1935) provides us with important insights into the form, function, and effect of counterfactual thinking. Goals may be defined as cognitive representations of desired ends and the means to achieve such ends (Fishbach & Ferguson 2007) . Counterfactual thoughts that occur in everyday life involve, for the most part, alternative means that "might have been" implemented so as to have obtained a desired end. We recently described how principles of motivation and goal cognition might explain counterfactual thinking (Epstude & Roese, submitted) . Encountering a problem typically triggers an upward counterfactual (e.g., "If only I had studied harder, I would have passed"). Counterfactual thoughts themselves have as an inherent property such causal implications, and these directly fuel the activation of corresponding behavioral intentions ("I intend to study harder next time"), which in turn unleash corresponding corrective behavior (the student indeed studies harder the next time). To the extent that such behavior alleviates the original problem, this mechanism is effective in terms of regulating behavior in terms of goal pursuit. This regulatory mechanism is content-specific; that is, the information contained in the counterfactual directly translates into a related action.
In addition to a content-specific mechanism by which counterfactual thinking influences behavior, evidence also suggests a content-neutral mechanism. A content-neutral mechanism reflects how rather than what information is handled. For example, independent of their specific meaning, counterfactuals can exert an influence on attention and information processing, as in demonstrations of a counterfactual mind-set, which involves a heightened albeit generic tendency to consider alternatives (e.g., . As another example, the negative affect that often springs from upward counterfactuals (which make the present look less desirable in contrast to a better alternative) may itself motivate behavior change . In addition, structural properties of counterfactual thoughts may evoke either approach or avoidance motivation (e.g., Roese et al. 1999) .
The interplay between emotion and counterfactual thinking is pivotal. Regret is an unpleasant feeling state that depends on an upward counterfactual, an aching despair born of the realization that one might have made a better decision or achieved a better outcome (Roese 2005) . People are motivated to manage their regret experiences even as they draw insights from their regrets (Zeelenberg & Pieters 2007) . Moreover, recent studies have linked mental health dysfunction to both an excess and a deficit in counterfactual thinking and regret. The principal consequences of upward counterfactual thinking (i.e., regret) are problem-solving insights and negative emotion; hence, excessive counterfactual thinking has been found to be associated with pathology rooted to excessive problem-focused cognitions (e.g., anxiety; Kocovski et al. 2005) and excessive negative affect (e.g., depression; Markman & Miller 2006) . By contrast, a deficit of counterfactual thinking is associated with a deficit of problemfocused cognition (e.g., underachievement, work difficulty, social dysfunction) along with an absence of negative affect. Along these latter lines, schizophrenia has been shown to be associated with impaired counterfactual thinking (Roese et al., in press) and deficits in goal-related cognition (Brandstätter et al. 2001) . These studies suggest that there is an optimal level of counterfactual thinking and emotional reactivity to such inferences, and that both too much and too little may spell trouble for mental health.
An earlier generation of research on counterfactual thinking, dating from the 1980s and stimulated by the writings of Kahneman and Tversky (1982) , treated such thoughts as instances of bias, and hence, impediments to sound judgment and shrewd action. The work of Byrne and others has illuminated counterfactual thinking in a different light, as an instance of principled and rational imagination. Counterfactual thoughts do sometimes bring bias, yet balancing this cost is the larger benefit of the effective management of daily behavior. Counterfactual thinking, we argue, is best understood as an input to course correction, as an instance of goal cognition, and as an essential component of behavior regulation. Abstract: Byrne's approach to the semifactual conditional captures the reasoning data. However, we argue that it does not account for the processes or principles by which people arrive at representations of even-if conditionals, upon which their reasoning is said to be based. Drawing upon recent work on the suppositional conditional we present such an account.
Semifactual
In choosing to write a book primarily about counterfactuals, Ruth Byrne has been able to integrate the literatures on reasoning and social cognitive aspects of decision making and judgment. In so doing, she has performed an invaluable service to cognitive and social psychologists alike. Thus, there is much to applaud in The Rational Imagination (Byrne 2005) and there are several of its aspects upon which we could comment. Because we have commented elsewhere on Byrne's application of mental model theory to judgmental phenomena such as the action effect (see Feeney & Handley 2006) , in this commentary we focus on the mental model account that she outlines of how people reason about semifactual conditionals.
According to Byrne, a subjunctive semifactual conditional such as
(1) Even if Pete had studied hard he would have failed the exam usually conveys the conjecture that its antecedent is false and its consequent true, and is often used to assert that the antecedent could not have prevented the consequent from occurring. Evenif conditionals call for the representation of two possibilities: one where the antecedent occurs and the consequent occurs, and one where the antecedent does not occur and the consequent occurs. If we consider the foregoing example, people represent the conjecture, "He studied hard and failed the exam," and they represent the presupposed facts, "He didn't study hard and failed the exam." This mental representation is said to explain people's tendency not to affirm the consequent (i.e., that he studied hard, from being told that he failed the exam) and to infer the opposite to the standard conclusion (i.e., that he failed rather than passed the exam) from a denial of the antecedent (see Handley & Feeney 2004; Moreno-Rios et al. 2004) . It also provides an explanation for one of the most intriguing characteristics of concessive conditionals -their compelling invitation to the listener to infer the consequent, a characteristic much commented on in linguistics and philosophy (Konig 1986 ).
It has been recognised in these literatures that the study of less common conditional forms can provide significant insights into the way in which the ordinary conditional is represented and processed. Consequently, the study of how people reason and think about even-if is a valuable enterprise and Byrne's analysis provides an interesting, though in our view incomplete, framework. The principal problem is that the account as presented is purely descriptive, and lacks clear principles or a detailed mechanism that can explain how people arrive at a representation corresponding to the possibilities that Byrne describes. In this commentary we present an alternative account of even-if, which is grounded in linguistic pragmatics, and we contrast this with Byrne's model. The account details how even serves to modify the representation of the conditional connective if, and draws upon recent work on the suppositional conditional (Evans et al. 2003; Handley et al. 2006) .
Understanding even-if requires a consideration of the function of even in everyday natural language. Consider the assertion in conditional 2:
(2) Even Tony distrusts George Several philosophers (Jackson 1987; Sanford 1989 ) have suggested that even serves to deny an available presupposition, for example, that we might expect Tony to trust George. It serves to pick out an extreme position, and calls up a range of contextually determined alternatives that are less surprising; for example, that Gordon distrusts George, Hilary distrusts George, or Jacques distrusts George. In so doing, the utterance invites the listener to infer that George is a man not to be trusted.
In the study of different conditional constructions it is important to consider how the linguistic terms interact in determining meaning. Understanding how even interacts with if also requires an account of the conditional connective. According to the suppositional account, conditionals cue a mental simulation (often referred to as the Ramsey test) in which the listener imagines that the antecedent condition holds and evaluates their degree of belief in the consequent in that context (Evans et al. 2005) . For example, consider the following conditional:
(3) If the United States cuts fuel emissions then global warming will be reduced This assertion cues us to suppose that the United States cuts their emissions, and on the basis of this supposition, together with background beliefs, we can evaluate our belief that global warming will in fact be reduced. The suppositional account predicts that belief in a conditional is closely related to conditional probability (P[q/p]), a prediction confirmed in numerous recent studies (Evans et al. 2003; Over et al. 2007 ). Of course one might not believe that there is any sort of relationship between U.S. fuel emissions and global warming and imagine that global warming will increase irrespective of U.S. policy, which creates a perfect opportunity for asserting a concessive conditional:
(4) Even if the United States cuts fuel emissions global warming will increase Combining the analysis of even with our account of if, the concessive in conditional 4 denies the presupposition in conditional 3, and calls up a range of alternative conditionals on a probability scale that are less surprising or unexpected, and where, in probabilistic terms, P(q/p) is higher. Often, as Jackson (1987) has pointed out, the scale will consist of the conditional as in (4) above, with its antecedent negated:
(5) If the United States doesn't cut fuel emissions global warming will increase The combination of the conditional in (4) with the conditional in (5) leads directly to the inference that global warming will increase, irrespective of U.S. policy. It is important to note here that this inference is both logically (through constructive dilemma) and probabilistically valid, but that it is not the result of representing discrete possibilities, consistent with the initial conditional, as Byrne's account claims. What is important about our account, and contrasts clearly with Byrne's, is that we specify how even and if combine in cueing the activation and representation of alternative associations that can then be integrated with a representation of the original assertion in order to make inferences. Unfortunately, the details of such a mechanism are absent in Byrne's account.
A second important point of contrast between our account and Byrne's is that, because ours is rooted in linguistic pragmatics, it is naturally extended to inferences about speaker intentions. For example, we have presented people with even-if conditionals and asked them to make immediate inferences about whether the speaker intends to carry out the action specified in the antecedent (Handley & Feeney 2004; . In general, people seem to infer from these conditionals that the speaker does not intend to carry out the antecedent action. So when presented with an even-if assertion of the following kind:
(6) Even if I study hard I will fail the exam participants infer that the speaker does not intend to study. This finding suggests first that people's representations of the utterance might include information about the cost of the antecedent action, and second that even-if conditionals serve an important rhetorical function. Our intuitions here are, no doubt, related to Byrne's claims about the role that semifactual conditionals play in denying a causal link between antecedent and consequent. One can justify a decision not to study by implying that in this instance studying will not cause one to pass an exam.
In conclusion, although we welcome Ruth Byrne's highly integrative book and her original analysis of even-if and the semifactual conditional, we disagree with some of the details of her account. We very much look forward to debating these and other issues with her in the coming years.
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Abstract: Why do humans imagine alternatives to reality? The experiments conducted by Byrne explain the mental mechanisms we use when we do just this -that is, imagine one, or more, alternative reality. But why do we do this? The general reason is to give ourselves an explanation of the world, to tell stories; at times to console ourselves, and at times to despair. A good story is not only based on a description of what happened, but also hints at, or explains, what might have happened. Depending on our aim, we construct different kinds of counterfactuals. In all cases, however, we are faced with constraints. These constraints are specific to a given domain of beliefs and use of counterfactuals.
The goal of historians consists in constructing counterfactuals that deviate as little as possible from what really happened. Conjectures of the type "if only . . ." must make the least amount of changes possible to stories, in order to isolate the essential causes of what happened. From the kind of "if only" conjecture a historian uses, we understand the structure of his or her explanations and the nature of the causes that he or she identifies for a given episode in the past . When, on the contrary, we construct alternatives to reality in order to invent new technologies or scientific theories, we are constrained by the criteria which the community we belong to accepts. As is the case with historians, we cannot work from fantasy.
Fantasy is nothing other than the imagination restrained by fewer constraints. When we create a story of fantasy, science fiction, or magic, we can violate certain principles of reality, but do not arrive at the absurd because it would not serve our purposes. For example, according to the principles of naïve physics, we are able to move at very high speeds, fly, travel backwards and forwards in time, disappear, make difficult calculations, preserve excellent memory, and transform objects.
Nevertheless, we always begin from characteristics of the world with which we are familiar. What we do is imagine powers that we do not have, but that are conceivable. So much so that these powers usually belong to other nonhuman entities: speed (missiles), going backwards in time (history books), transforming objects (technologies), calculations and memory (computers), disappearing (complete mimicry of certain animals), and so forth.
When the purpose is to console ourselves or others, in order to encourage or deceive ourselves, or to make ourselves feel guilty, we resort to the notion of control. We construct counterfactuals to demonstrate that avoiding a certain situation was beyond our power, or that it was in our power, but we are to blame for not having avoided it. To exalt in ourselves, instill hope, or deceive ourselves, we imagine alternative worlds that are "worse off" without our intervention. To make ourselves feel guilty, we imagine that if we had not existed, "better" alternative worlds would have.
In childhood, we are unable to create counterfactuals with respect to the contents of our mind. Children believe that what is inside their minds and what is inside the minds of others is the same. For this reason a child cannot believe that others have false beliefs (they have the same beliefs as the child and these beliefs are true), until he or she reaches full development between the ages of one and five (Surian et al. 2007) . Adults become so sophisticated that they are able to comprehend statements such as the one made by the former Federal Reserve chairman, Alan Greenspan: "I know you believe you understand what you think I said, but I am not sure you realize that what you heard is not what I meant" (Resche 2004, p. 731) .
Ruth Byrne says that "people do not tend to imagine 'miracleworld' alternatives" (Byrne 2005, p. 191) . However, if the goal is to construct a religion, it is better to do just that. "Religions are costly, hard-to-fake commitments to a counterintuitive world of super-natural causes and being" (Atran 2002, p. 264) . The experiments of Scott Atran on the impact and memorizability of intuitive and minimally counterintuitive beliefs show that the delayed one-week recall presents the following sequence of remembering: intuitive and ordinary, intuitive but bizarre, minimally counterintuitive, and maximally counterintuitive. The best type of counterfactual to use for religious believers is the intuitive but bizarre domain of beliefs: for example, floating pencil, dangling cat, blinking newspaper. These are the couplings typical of miracles: walking on water, restoring sight to the blind, multiplying food, curing the ill. From the viewpoint of naïve physics, such things are impossible, but believable. In earthly matters, which are matters of explanations and calculation, one prefers a probable counterfactual to an improbable one for explaining things. In unearthly matters, an improbable belief is worse than an impossible belief for building faith in a religion. It is on such grounds that Oscar Wilde (1889 Wilde ( /1989 , another great Dubliner like Ruth Byrne, criticized the Church of England and anticipated the experiments of Atran: "The growth of common sense in the English Church is a thing very much to be regretted. It is really a degrading concession to a low form of realism. It is silly, too. It springs from an entire ignorance of psychology. Man can believe the impossible, but man can never believe the improbable." Abstract: In The Rational Imagination, Byrne proposes a mental models account of why causal and counterfactual thinking often focus on different antecedents. This review critically examines the two central propositions of her account, finding both only weakly defensible. Byrne's account is contrasted with judgment dissociation theory, which offers a functional explanation for differences in the focus of causal and counterfactual thinking.
In The Rational Imagination: How People Create Alternatives to Reality, Byrne (2005) offers an account of why the contents of causal and counterfactual thoughts often diverge. Her account, based on the principles of mental models theory (MMT; Johnson-Laird & Byrne 2002) has two central propositions. First, counterfactual and causal thoughts sometimes differ in content because the former tend to focus on enablers, whereas the latter tend to focus on strong causes. Enablers are necessary conditions for the occurrence of an effect (C ) A), whereas strong causes are both necessary and sufficient for the effect (A , C). Second, enablers are consistent with three possibilities and tend to be represented by two, whereas strong causes are consistent with two possibilities and tend to be represented by one. Specifically, if antecedent A is an enabler of consequent C, then the possibilities A^C, A^: C, and : A^: C are consistent and the first and last possibilities will tend to be mentally represented. For causes, the first and last of the same possibilities are consistent and only the first will tend to be represented. In Byrne's account, then, the basis for divergence in the content of causal and counterfactual thinking is that the former focuses on necessary and sufficient antecedents, whereas the latter focuses on necessary (but not necessarily sufficient) antecedents.
I agree with Byrne on the basics; namely, we share common definitions of enablers and strong causes, and we agree on the possibilities that are consistent with each. Our psychological accounts of causal and counterfactual thinking, however, diverge sharply. A fundamental difference is that Byrne traces differential focus in causal and counterfactual thinking to differences in the possibilities represented by enabler and strongcause concepts, whereas judgment dissociation theory (JDT; Mandel 2003c; traces the differential focus to functional differences in these related but nevertheless distinct forms of goal-directed cognition. In JDT, the primary function of counterfactual thinking about negative past outcomes is to identify acts or events, particularly personally controllable ones (Mandel & Lehman 1996) , that would have been sufficient to prevent the actual outcome or consequentially similar outcomes had they been taken or had they occurred. In contrast, the primary function of causal thinking is to identify acts or events that were sufficient to bring about the outcome as it actually occurred under the circumstances. Byrne does not deny these functional differences -indeed, at points in her book, she alludes to them -but they remain on the periphery of her account.
Consider Byrne's proposition that counterfactual statements focus on enablers, whereas causal statements focus on strong causes. This distinction alone cannot explain the phenomenon of differential focus, because strong causes are, by definition, also enablers. That is, strong causes constitute a subset of C-enablers that are also sufficient to yield C. Hence, all strong causes should be candidates for counterfactual thinking, although some enablers would not be candidates for causal ascription. Byrne's first proposition begs the question of why counterfactual thinkers would focus on enablers that are not strong causes if the latter already meet the enabler criterion. If not functionally motivated, such behavior might seem a waste of scarce cognitive resources, perhaps even irrational.
Contrary to Byrne's account, the fact that counterfactuals meet the logical criterion for enabling seems to me largely incidental. Consider the statement, "If only the CIA hadn't botched their analyses, 9/11 would have been averted." According to Byrne, this counterfactual signifies that "botching" was necessary for 9/11, with emphasis placed on the necessary condition for the generation of the actual disaster. According to JDT, the counterfactual means something quite different; namely, that the absence of (or a reduction in) botching would have sufficed to have prevented the disaster. The emphasis here is on foregone sufficient disablers rather than actual necessary enablers. In this view, such counterfactual conditionals represent a form of satisficing (Simon 1956 ) in which one identifies events, especially controllable acts, which would have been enough to undo a past failure. The emphasis on control in this account, sharing much in common with Collingwood's (1940) manipulation theory of causation, can also explain why counterfactuals often focus on factors other than strong causes even though the latter satisfy the enabling criterion -namely, because manipulability is, at best, a weak constraint on causal ascriptions. The theoretical focus on sufficient disablers rather than necessary enablers is also supported by literature indicating that people are biased toward sufficiency testing for adaptive reasons (Friedrich 1993; Klayman & Ha 1987) and tend to interpret causatives in terms of sufficiency (Mandel 2003c; Mandel & Lehman 1998; Wolff 2007) .
Briefly, let me say a few words about Byrne's second central proposition, which links the distinction between enablers and strong causes to mentally represented possibilities. Her prediction that enablers (and, by extension, counterfactuals) conjure up possibilities A^C and : A^: C, whereas strong causes conjure up only the former, fits the data. However, the reason for this prediction is unexplained. Indeed, the opposite prediction seems to me more plausible: If temporal order is preserved, as it tends to be in causal reasoning (Einhorn & Hogarth 1986 ), then only one of the two models is congruent with enabling ( : Ȧ^: C as : A ) : C), whereas both are congruent with strong causes (A^C as A ) C and : A^: C as : A ) : C). As I have proposed elsewhere (Mandel 2003b) , the reason why past-tense counterfactual conditionals appear to evoke two possibilities, whereas indicative conditionals tend to evoke only one, may be because the former are better than the latter at eliminating uncertainty. It is conversationally implied in counterfactual statements that both A and C, in fact, did not transpire. Thus, : Ȧ^: C is more than a mere possibility; it is an assumed fact. In contrast, indicative conditionals do not point to facts; only possibilities. Given that possibilities, not facts, constitute the basic units of mental representation in MMT, Byrne's account cannot accommodate this type of explanation.
In summary, Byrne provides a good overview of the mental models perspective on counterfactual thinking. In my own estimation, her book succeeds in presenting that account, even if the account itself reveals its own limitations.
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Abstract: Byrne (2005) assumes that counterfactual thinking requires a comparison of facts with an imagined alternative. In our view, however, this assumption is unnecessarily restrictive. We argue that individuals do not necessarily engage in counterfactual simulations exclusively to evaluate factual reality. Instead, comparative evaluation is often suspended in favor of experiencing the counterfactual simulation as if it were real. (2005) is an outstanding work that provides the clearest answers thus far to long-standing questions about counterfactuals such as "What is most mutable?" and "Why is this so?" Thus, in the spirit of broadening the perspective offered by Byrne, we will merely choose to quibble with a single phrase that appears in the book, specifically, "counterfactual thinking requires a comparison of the facts with the imagined alternative" (p. 122). In our view, this assumption, shared by most if not all scholars who study counterfactual thinking and conditional reasoning, is unnecessarily restrictive. Rather, we have suggested (e.g., see Markman & McMullen 2003; McMullen 1997; McMullen & Markman 2000) , and continue to maintain, that individuals do not necessarily engage in counterfactual simulations exclusively to evaluate factual reality. Instead, comparative evaluation may be, and often is, suspended in favor of experiencing the counterfactual simulation as if it were real. Markman and McMullen (2003) proposed a Reflection and Evaluation Model (REM) to account for how counterfactuals can have either contrastive (i.e., displaced away from a counterfactual standard) or assimilative (i.e., displaced toward a counterfactual standard) effects on affect and judgments. The model asserts that two psychologically distinct modes of mental simulation operate during counterfactual thinking: reflection, an experiential, "as if " mode in which counterfactual possibilities are vividly simulated, and evaluation, a comparative mode in which counterfactual standards are used as a reference point against which to evaluate factual reality. Reflection renders standard-consistent cognitions accessible, thereby yielding assimilation, whereas evaluation yields contrast because counterfactuals are used as a standard against which to compare factual reality.
Ruth Byrne's The Rational Imagination
To illustrate, consider how an individual who just missed being killed in a plane crash may experience a great deal of anguish by dwelling on what might have happened (assimilation) (see also Oettingen 1996) , but at another time feel quite lucky by focusing on the fact that they are, by good fortune, alive today (contrast). Similarly, imagining having won the lottery might elicit positive affect by one's fantasizing about having a great deal of money (assimilation) so long as one suspends their evaluation of the fact that they do not have a great deal of money. On the other hand, evaluation of this fact in light of the counterfactual should lead one's perception of their present state to seem even more impoverished (contrast).
Byrne (2005) describes an interesting study conducted by Thompson and Byrne (2002) that examined whether there are differences among individuals in their willingness or ability to consider more than one possibility when confronted with a counterfactual conditional. Although the majority of participants kept in mind two possibilities -the presupposed facts and the counterfactual conjecture -about a quarter of the participants kept in mind only a single possibility -the presupposed facts -when they contemplated the conditional. In our view, however, this work neglects to mention a third way that individuals may entertain counterfactual assertions: keeping only the false possibility in mind. Moreover, engaging in such an "as if " type of simulation should have assimilative effects on subsequent responses and judgments. Is there empirical evidence to support such a claim?
An early and clear demonstration was provided by McMullen (1997) , who asked participants to recall a somewhat negative event in their own lives and imagine how things could have turned out better (upward counterfactual) or worse (downward counterfactual) than they actually did. Participants in the reflection condition were then instructed to "vividly imagine what might have happened instead," whereas those in the evaluation condition were instructed to "vividly imagine the event and what might have happened instead." Providing clear evidence for affective assimilation, participants in the reflection condition reported positive affect after making upward counterfactuals and negative affect after making downward counterfactuals, whereas this pattern was reversed in the evaluation condition, thereby evidencing affective contrast. Of course, it may be argued that comparison must still be the default effect of a counterfactual (cf. Roese et al. 2005) , and that affective assimilation is only possible under specific conditions. However, McMullen's data are not consistent with that conclusion. When instructed to generate a counterfactual and then vividly imagine that counterfactual, participants exhibited an affective assimilation effect; contrast effects only emerged for those who explicitly evaluated their factual events. This suggests that counterfactuals are not contrasted with their corresponding factual events by default, but rather the explicit evaluation of the factual event must first be made.
How can a counterfactual, which is by definition an alteration of a factual event, not by default act as a contrast to that factual event? Put another way, have we chosen to define counterfactuals too broadly? Are they truly counterfactuals if individuals treat possibilities as fantasies (either positive or negative) rather than as standards of comparison? Consider that McMullen's (1997) participants were simply instructed to ''think of how something different could have happened rather than what actually happened.'' Only following this counterfactual generation was the reflection/evaluation manipulation initiated. Thus, equivalent simulations were shown to yield both affective assimilation and contrast. In turn, one might argue that an obviously unreal alternative should be subjectively perceived as distinct from a real event, but the work of Johnson and Raye (1981) and Anderson (1984) suggests that the representations of real and imagined events share many characteristics, and that imagined events are sometimes confused with real events. Similarly, Gilbert et al. (1990) suggested that, in order to be comprehended, a proposition, even an obviously false one, must first be accepted and treated as if it were true. Hence, perhaps a counterfactual, before it can be used as a standard of comparison, must first be comprehended in a manner that treats that counterfactual as if it were true, and only then can it be used as an evaluative standard. In this way, then, an initial assimilation effect would later give way to a contrast effect. In all, we hope that drawing attention to "as if " processing of mental simulations can broaden the theoretical landscape so artfully portrayed in Byrne's The Rational Imagination. Abstract: Byrne's book makes a strong case for the important role of imagination as a creator of possibilities that are used to understand complex relations, while remaining rational. I suggest that imagination also serves a critical developmental role by creating possibilities that are not rational, and that act to modify the nature of the cognitive processes that are used to define rationality. Ruth Byrne has provided a thorough and important analysis of the relationship between rationality and imagination (Byrne 2005) . This is a very useful extension of more typical analyses of the nature of rational thought which often concentrate on the ability to give the right answer, and mostly neglect the ability to go beyond the problem parameters that is an important aspect of our intuitive understanding of imagination. As Byrne points out, people spend a great deal of cognitive energy in reflecting on what could have been in different situations and on the resulting possibilities. This, in itself, is not particularly new; the novel aspect of her analysis is the use of a framework that explicitly situates imagination within the more constrained focus of rational thought. In other words, the possibilities that people imagine are not simply generated at random, but are constrained by the nature of the cognitive processes that define rationality.
Imagination as a source of rationality in development
Nonetheless, I would claim that the relationship between imagination and rationality that is sketched out in this book is at least partially flawed, because it does not allow for any real development of either imagination or rationality. To make this point clear, I must start by simplifying what is a complex analysis. The essence of Byrne's argument is of course derived from mental model theory. This claims that people have standard semantic representations of reality that allow them to represent not only what is, but a subset of what is possible. These representations are essentially rational, because they are defined in such a way that, when they are applied consistently and used with the standard algorithms defined by the mental model theory, they will give responses to inferences that are either textbook ones or, in some more general sense, optimal. Possibilities that are generated must remain consistent with these semantic representations. This in turn allows for a fairly tight definition of imagination that constrains the possibilities implied by imagination to those that are consistent with the rational semantic representations that underlie the interpretation of relational terms, such as if -then.
This general model proposes an essentially static relationship which accounts for the influence of rationality upon imagination, but does not allow the inverse effect. The key problem is that possibilities are processed within the constraints imposed by whatever processes define rational thinking. This is a basic limitation, particularly when considered in a developmental context. One point of view, which implicitly underlies Byrne's analysis, is that the processes that define rational thought are essentially innate, and that there is no need to suppose any underlying developmental change. If this is not the case, then there has to be a mechanism by which the nature of these processes change. And, one of the key intuitive candidates must be imagination. In other words, if whatever constitutes rational thinking in adults is derived from a developmental process, then imagination might be considered to be one factor in creating more complex forms of thinking (and possibly more rational ones). This is, in fact, the hypothesis that was put forward by Piaget (1981) in a series of imaginative experiments examining the relationship between the range of possibilities that children of different ages were able to generate in a given context and the complexity of their cognitive processes. Older and cognitively more advanced children were able to generate a larger and qualitatively more diverse set of possibilities than were younger ones. My students and I have found similar results when looking at the relationship between different levels of conditional reasoning and the kinds of possibilities that are generated by children and adults (Janveau-Brennan & Markovits 1999; Markovits & Vachon 1990; Venet & Markovits 2001) . Most interestingly, these relate not only to the quantity of such possibilities, but also to their nature. In other words, if one looks at imagination developmentally, there is clear evidence of a qualitative shift that goes from more constrained, experientially based possibilities to more general and abstract forms of possibilities. Piaget (1981) argued that the relation between the cognitive processes that determine reasoning and children's imagination was bidirectional. Although many possibilities are indeed implied, and limited, by the cognitive processes used by a given subject in a way that is consistent with Byrne's model, Piaget also claimed that some were generated because children observed or deduced possibilities that were in fact inconsistent with these cognitive processes. These possibilities become sources of disequilibrium that can only be made "rational" by adjusting the characteristics of the cognitive processes. In other words, this idea assumes that imagination can sometimes go beyond available cognitive processes and result in a reconfiguration of what is considered to be rational.
Direct evidence for any such process remains anecdotal, although anyone who has listened to a child work out a complicated problem will find it quite convincing. There are, however, examples of this kind of process in the development of science that make very useful analogies. For example, Newtonian mechanics postulated that velocities are linearly additive, which is of course a very intuitively rational concept. The Michelson-Morley experiment provided empirical data that was simply inconsistent with Newtonian theory (Michelson & Morley 1887) . In other words, the results of this experiment were not possible within what was considered to be rational at that time. It was not until Einstein's special theory of relativity that an explanation of this result was (eventually) accepted: In this theory, velocities are not linearly additive, which has replaced Newtonian rationality. Einstein derived this theory, not by empirical work, but by a series of thought experiments, that is, by imagination, that allowed him to go beyond Newtonian rationality.
Thus, what I suggest here is that Byrne's analysis fairly represents a major part of the work done by the imagination, which is to examine possibilities in a way that is consistent with what a person's "rational" processes allow as being possibly true. However, it neglects the potentially critical role of the imagination in constructing possibilities that are not rational, but that suggest the necessity of revising our definition of what is rational. Based on an impressive amount of data from a sustained research program over many years, Byrne (2005) presents an exciting theoretical framework for how we think about alternatives to reality. We focus on two points: (1) counterfactuals as dual possibilities, and (2) the cognitive processes involved in counterfactual thinking; and we comment on them from a developmental perspective. Counterfactuals as dual possibilities. Based on her work with adults, Byrne claims that counterfactuals are represented as dual possibilities. Given that children first start to pass explicit tests of counterfactual thinking at around age 3 or 4 years, it seems reasonable to infer that children also represent counterfactuals as possibilities at this age. However, in one recent study 4-yearolds who could correctly answer a question that referred to a counterfactual event of the type, "What if X had happened, how would the world be?" were unable to acknowledge that at a previous point in time either the counterfactual or actual event could have occurred (Beck et al. 2006) . Our interpretation of this finding is that when children first start to think counterfactually they think only about what did not happen, but do not relate it to, or represent, the actual world explicitly. Thus, early counterfactual thinking might not involve thinking about possibilities, even though it does involve thinking about what might have been.
Cognitive processes. Throughout the book Byrne suggests that differences in working memory may be responsible for both individual differences and developmental changes in counterfactual thinking. Byrne argues, quite reasonably, that pre-school children find counterfactual conditionals, "What if X had not happened, how would the world be?" more difficult than simple causal conditionals, "What if X happens, how will the world be?" (see Riggs et al. 1998) because counterfactuals make the greater working memory demands (we also know that working memory develops substantially in the pre-school years). While the case for adult variation in counterfactual thinking (and working memory) is supported by empirical evidence, there is little or no evidence to suggest that working memory underpins early developments in counterfactual thinking.
Recently, we tested Byrne's idea (Beck et al. submitted) . We asked 3-and 4-year old children counterfactual conditional questions of the sort used by Riggs and colleagues (1998) and also gave them a battery of executive function tasks. We found that once receptive vocabulary and age were taken into account, working memory did not predict counterfactual thinking ability. Rather, we found that inhibitory control predicted success on counterfactual conditional tasks, independently of age, language, and working memory (though, interestingly, inhibitory control did not predict success on counterfactual syllogistic reasoning tasks).
Current evidence suggests that developments in counterfactual thinking continue after the pre-school years and comes from the literature on regret (Guttentag & Ferrell 2004) . Children's evaluations of who will feel regretful are not influenced by counterfactual possibilities until they are at least 7 years old. Given that children do not make the comparison between how things are and how things could have been suggests to us that they are not holding both possible worlds in mind. We agree with Byrne that working memory should be implicated in counterfactual thinking when one holds in mind both the counterfactual and the actual possibility; and for this reason we predict that developments in working memory underpin the ability to understand counterfactual emotions.
In short, we are in agreement with Byrne that mature counterfactual thinking requires representing dual possibilities. But we do not think this ability develops at around 3 or 4 years of age. At this age there are developments in the ability to consider alternatives to reality, but this ability appears to be related to improvements in inhibitory control, not working memory. Recent evidence suggests that representing counterfactuals as possibilities (what we might think of as genuine or adult-like counterfactual thinking) develops later, in middle childhood, which may well be driven by developments in working memory (though inhibitory control may also play a role).
Byrne's framework will prove to be immensely helpful to developmental psychologists who question when and how children engage in imaginative reasoning, including object substitution pretence, counterfactual conditional reasoning, and syllogistic reasoning with false premises. Furthermore, the book raises a number of other topics for future developmental research programs. However, we also believe that a developmental perspective on many of these issues will provide a richer and ultimately more comprehensive account of what it means to be able to consider alternatives to reality.
People's capacity to imagine what might have been, as described by Byrne (2005) , is governed by rational principles that are identical to other forms of thinking. On the one hand, this is a particularly intriguing idea because prior theory has been at odds in suggesting that imagination is somehow irrational, or that imagination and rational thought are directed by incompatible rules. Byrne demonstrates this is not so by delineating common principles whereby "fault lines" in reality -where counterfactual thinking is most probable -produce thoughts of an "if only" nature. Her book provides a lucid integration of diverse literatures, the major points of which I am in agreement with. Byrne is to be commended for a highly thoughtful and readable book, which serves as a welcome breakthrough in conceptualizing imaginative reasoning.
On the other hand, my main point is to focus greater attention on the mostly neglected but critically important role of people's metacognitive experiences in influencing imaginative (and rational) thinking. This includes various subjective experiences that accompany the imaginative process, such as ease or difficulty of thought generation or recall, processing fluency, or emotions like surprise (Sanna & Schwarz 2006; Schwarz et al. 2007) . To fully understand imagination, metacognitive experiences must also be accounted for, because they are informative in their own right and can qualify or even reverse the implications that people draw from what they are imagining.
A hindsight bias example illustrates this (Sanna et al. 2002a ). Hindsight bias, people's belief that they knew it all along (Fischhoff 1975) , results from thinking about known outcomes but it may be eliminated -or lessened -by thinking about counterfactuals (Guilbault et al. 2004; Hawkins & Hastie 1990) . After reading about a British -Gurkha war that the British won, some people were asked to imagine 2 or 10 reasons supporting this outcome, whereas others were asked to imagine 2 or 10 reasons supporting the counterfactual outcome (Sanna et al. 2002a , Experiment 1). If only content mattered, hindsight bias should be greater when imagining 10 than 2 reasons supporting the known outcome (British victory); the bias should be lessened when imagining 10 than 2 reasons supporting the counterfactual (Gurkha victory). But exactly the opposite happened ( Fig. 1) : Imagining more reasons favoring the known outcome decreased hindsight bias, whereas imagining more reasons favoring the counterfactual outcome increased hindsight bias (see also Sanna et al. 2002b) (Fig. 1) .
Thus, it is not just what people imagine that counts. A key to understanding these results is that people's self-reports indicated that imagining 2 reasons was experienced as easy and 10 reasons was difficult, irrespective of whether they focused on known or counterfactual outcomes. Known outcomes were seen as unlikely when it was difficult to think of reasons for a British victoryafter all, if there were many reasons for a British victory, it should not be so hard to think of 10. Conversely, people inferred that counterfactual outcomes were unlikely when it was difficult to think of reasons for a Gurkha victory. In each case, people's inferences were consistent with imagination content only when reason generation was easy, whereas inferences were opposite to the implications of imagination content when reason generation was difficult.
Other examples of metacognitive experiences include processing fluency -that is, ease or difficulty with which new information is processed -and emotions like surprise. People presented with general knowledge questions and answers (e.g., "How high is the Eiffel Tower?" -"300 meters") more likely imagined that they knew the outcome (answer) all along when questions and answers were presented in easy-to-read rather than difficult-to-read colors (Werth & Strack 2003) ; and people who first identified faces more likely imagined that naive others would identify the faces sooner than they themselves just did (Harley et al. 2004 ). Emotions such as high surprise can inform people that outcomes were unexpected, and low surprise, that outcomes were expected (Ortony et al. 1988) ; and moods can inform people that things are fine or problematic (Sanna et al. 1999) . Each of these experiences has implications for imagining what happened and what might have been in ways not predicted by the content of imagination alone (Sanna & Schwarz 2006; Schwarz et al. 2007) .
Consistent with the simulation heuristic (Kahneman & Tversky 1982) and norm theory (Kahneman & Miller 1986 ), Byrne's principles and corollaries (summarized on pp. 200 and 203) recognize that features like actions, controllable events, and so on, more easily bring to mind counterfactuals, and that, when two (or more) possibilities are available from the outset, counterfactuals are more likely. Byrne's synthesis greatly enriches the field by providing a framework in which to understand disparate findings that span various literatures. But metacognitive experiences encompass much more than this (Sanna & Schwarz 2007) . In this sense, Byrne's analysis did not go far enough. Metacognitive experiences are part and parcel of the imaginative process. In fact, the principles outlined in Byrne's book (e.g., actions are more mutable) may exert their influences precisely because of the information people derive from metacognitive experiences. And the accompanying metacognitive experiences can actually change the meaning and inferences drawn from thinking counterfactually.
Because people may truncate thought generation early (Bodenhausen & Wyer 1987) , in many real-life circumstances counterfactuals could be imagined before any experienced difficulty, under ease or fluency. 1 But it would be erroneous to conclude that reactions can thus be predicted on the basis of content alone. For example, one potential irony is that difficulty or disfluency might occur precisely when thinking about alternatives is most needed, as when people are particularly motivated to understand what went wrong and wind up searching for many counterfactuals. This may leave people less able to learn from past mistakes, and unlikely to take steps to improve. Thus, only by considering metacognitive experiences along with the content of what people imagine can we fully understand imagination. In short, following through with Byrne's analogy, when fault lines in reality fissure, metacognitive processes may provide the seismic waves that ripple through the imagination to give meaning to the whole experience. Abstract: Byrne's criteria for considering imagination rational do not accord with standard notions of rationality. A different criterion -that is, the correspondence between an inference strategy and its domain of application -is offered and illustrated with recent work on possibility judgment. This analysis suggests that, although imagination can be put to rational purposes, imagination itself should not be considered rational. Byrne's (2005) book, despite its clarity of analysis and clarity of exposition, advances a claim that is far from clear: Imagination is rational. This claim is unclear because the word rational typically denotes conformity to some normative standard, yet, as Byrne herself notes, "There is no normative standard against which to judge whether an imaginative thought is best" (p. 209). Even if one adopts Byrne's view of rationality as the capacity to draw normatively valid conclusions (as opposed to the disposition to do so), one is still left with the problem of deciding what constitutes such a capacity in the domain of counterfactuals.
Byrne acknowledges this problem, but rather than confront it directly by explaining why the content of counterfactual inferences should be considered rational, she circumvents it by explaining why the process of counterfactual reasoning should be considered rational. Her argument proceeds as follows: (1) the process by which most individuals make deductive inferences (i.e., searching for counterexamples to an argument's conclusion among a set of possibilities consistent with the argument's premises) is capable of yielding normatively valid conclusions; (2) counterfactual reasoning shares many similarities with deductive reasoning; (3) therefore, if deductive reasoning is considered rational, then counterfactual reasoning should be considered rational as well.
The problem with this argument is that, without any independent measure of what constitutes a valid counterfactual inference, we have no reason to believe that the analogy between deductive reasoning and counterfactual reasoning is, itself, valid. After all, the literature on strategy development (e.g., Siegler 1996) has documented many instances in which failures of reasoning are attributable to the misapplication of domain-specific strategies. For instance, when children are first introduced to decimal notation, they often compare decimals on the basis of digit length rather than digit location, judging a decimal like .125 to be larger than a decimal like .25 because the former contains more digits than the latter (Moss & Case 1999; Smith et al. 2005) . Although this strategy is reliably correct when applied to integers, it is not reliably correct when applied to decimals.
Is the application of deductive-reasoning strategies to counterfactual-reasoning problems as inappropriate as the application of integer-comparison strategies to decimal-comparison problems? Perhaps not, but Byrne provides no reason for us to believe otherwise. By focusing on processing similarities between deductive reasoning and counterfactual reasoning, Byrne overlooks potential dissimilarities in their application. One such dissimilarity is the nature of the space of possibilities over which each type of inference is drawn. That is, when reasoning about factual conditionals of the form "if A, then B," individuals are limited to a small, well-defined space of possibilities (i.e., A and B, A and not-B, not-A and B, not-A and not-B), but when reasoning about counterfactual conditionals, they are confronted with the space of all possible worlds (Lewis 1973; Stalnaker 2003) . Thus, the absence of a counterexample specifies a normatively valid conclusion in the former space of possibilities but not the latter. Indeed, to conclude that reality is immutable because no changes to reality are conceivable is, in Dennett's words (1993) , to "mistake a failure of imagination for an insight into necessity" (p. 48).
Consistent with this idea, most adults recognize, at least implicitly, that failures of imagination do not count as evidence of necessity (Shtulman & Carey 2007) . That is, when asked to judge the possibility of events that violate physical laws, like walking through a wall or walking on water, most adults not only deny the possibility of such events, but also justify their judgments with positive evidence of the events' impossibility (e.g., "both walls and people are solid," "water doesn't have enough surface tension"). In other words, rather than appeal to the perceived absence of a counterexample (e.g., "there's no way a person could walk on water"), adults tend to provide principled reasons for why no such counterexamples exist.
In contrast to adults, preschool-aged children do not tend to provide principled reasons for their judgments. Instead, they appeal to their own failures of imagination, either explicitly (e.g., "it just doesn't seem possible") or implicitly, via the comparison of a seemingly impossible event to a possible one (e.g., "you can't walk across water but you could swim across"). Such appeals suggest that preschoolers reason about physical possibility similarly to how adults are purported to reason about counterfactuals: by searching for counterexamples to the status quo. If they can identify such a counterexample, they judge the event possible; if they cannot, they judge the event impossible. Although this strategy does, in fact, lead children to deny the possibility of events that violate physical laws, it also leads them to deny the possibility of events that, although difficult to imagine occurring, do not violate any physical laws, like making pickle-flavored ice cream or finding an alligator under the bed.
The point of this illustration is not to suggest that the process of searching for a counterexample is irrational but to suggest that this process is rational in some contexts (i.e., small, welldefined domains) and not in others (i.e., large, ill-defined domains), and that the appreciation of this fact is a normal developmental achievement. Moreover, by considering whether the application of an inference strategy is rational -as opposed to the strategy itself -one can better appreciate what constitutes a valid conclusion in the domain at hand and what does not. Admittedly, the aforementioned findings come from studies of hypothetical reasoning, not counterfactual reasoning; yet they pertain to Byrne's claims in so far as reasoning about the mutability of particular events in the past is structurally similar to reasoning about the mutability of generic events, past or present. At the very least, this comparison points to the need for additional research on how individuals justify their counterfactual inferences, for such data are likely to shed light on how those inferences were made.
In sum, imagination can be put to rational purposes but it should not be considered inherently rational. Although Byrne's careful analysis of the similarity between counterfactual reasoning and deductive reasoning provides evidence of imagination's systematicity, it does not provide evidence of its rationality. Abstract: We critique the distinction Byrne makes between strong causes and enabling conditions, and its implications, on both theoretical and empirical grounds. First, we believe that the difference is psychological, not logical. Second, we disagree that there is a strict "dichotomy between the focus of counterfactual and causal thoughts." Third, we disagree that it is easier for people to generate causes than counterfactuals.
On the relation between counterfactual and causal reasoning
Psychologists studying the relation between counterfactual and causal reasoning have long asked: Why, despite their similarity, do people give different answers to counterfactual versus causal questions? (See Spellman & Mandel [1999] for history.) For example, when completing "if only . . ." statements about Mr. Jones who was hit by a drunk driver while taking an unusual route home, most people focus on the unusual route, yet they identify the drunk driver as the cause of the accident (Mandel & Lehman 1996) .
In the chapter "Causal Relations and Counterfactuals," Byrne (2005) argues that people provide different answers because they focus on different things: in counterfactual reasoning they focus on "enabling" conditions, whereas in causal reasoning they focus on "strong causes." Imagine a dry forest floor and then a lightning strike resulting in a huge forest fire. People are likely to say, "if only there were not so many dry leaves," and "the lightning caused the fire," but not "the dry leaves caused the fire." Byrne argues that strong causes (lightning) are consistent with two possibilities: (1) lightning and fire, and (2) no lightning and no fire -however, people mentally represent only the first possibility. Enabling conditions (dry leaves) are consistent with three possibilities: (1) dry leaves and fire, (2) no dry leaves and no fire, and (3) dry leaves and no fire -however, people mentally represent two possibilities (or only the first, but the second comes "readily"). People, Byrne argues, use those representations to distinguish causes from enablers and, as a result, answer counterfactual questions with enablers and causal questions with strong causes.
We have trouble with some of the assumptions and assumed consequences of that characterization on both theoretical and empirical grounds. First, we believe that the difference between enablers and causes is psychological, not logical. Second, we do not believe that there is a strict "dichotomy between the focus of counterfactual and causal thoughts" (Byrne 2005, p. 100) . Third, Byrne argues that as a result of the difference in representation, it is easier for people to generate causes than counterfactuals; we disagree.
Enablers versus causes. At first the dried-leaves-and-lightning example seems obvious: of course dried leaves constitute an enabler, whereas lightning is a cause. But on deeper reflection the logic is not so clear. Dried leaves would not lead to a conflagration without lightning; however, neither would lightning without dried leaves. Their logical status is equivalent: each is necessary but neither is sufficient.
Similarly, consider a lightning-torn stretch of wetlands. Despite countless lightning strikes, there was never a fire until the year's masses of dry leaves blew in. Now it seems natural to argue that leaves caused the fire, whereas lightning was an enabler. Again, calling one a cause and one an enabler is a psychological, not a logical, judgment, and to explain differences in counterfactual and causal judgments by saying that people represent causes and enablers differently is to finesse the importance of various factors (e.g., context) that get people to treat logically equivalent events as psychologically different. (See Einhorn & Hogarth 1986 and McGill 1989 , for other context effects.) It is unclear how the mental representation of possibilities accounts for such context effects and informs people about which is the cause and which is the enabler; it seems that people must already know which is which based on the context before they represent the events. Byrne does mention alternative information sources (covariation, mechanisms, abnormality), but her argument implies that the mental representation of possibilities provides a better account of how people distinguish strong causes from enablers.
Not quite a "dichotomy". Second, it is inaccurate to characterize people's answers to causal and counterfactual questions as a strict "dichotomy." In some studies, the most prevalent answers are the same (e.g., Wells & Gavanski 1989, Experiment 1). Plus, differences in how counterfactual and causal reasoning are measured may contribute to belief in the dichotomy. Our participants read about a woman driving home from work. She stops at a red light and fiddles with the radio so that when the light turns green she hesitates before accelerating, delaying the cars behind her. Last in line is a school bus, which enters the intersection just as an irate man drives through the red light from the other direction hitting the bus and injuring many children.
Participants who listed counterfactuals focused on the hesitating woman; participants who rated causes focused on the irate man. These results replicate the "dichotomy." However, there is a confound: researchers usually measure counterfactuals with listings but causes with ratings. What if both are measured with ratings? Other participants saw 12 story events previously listed by earlier participants and rated each on either whether they agreed the event was an "undoing counterfactual" or whether it was causal. The irate man was rated as both most causal and most changeable (Spellman & Ndiaye 2007) .
Thus, counterfactual and causal judgments are far from dichotomous; rather, depending on how questions are asked and answers are measured, they may focus on the same events.
Generating causes and counterfactuals. Byrne argues that because strong causes are represented by one possibility and enablers by two, and because "it is easier to think about one possibility than about several" (Byrne 2005, p. 119) , it should be easier for people to generate causes than counterfactuals. McEleney and Byrne (2000) had participants imagine they had moved to a new town to start a new job and read about various events that happened to them. When asked what they would have written in their diaries, participants spontaneously generated more causal than counterfactual thoughts. In contrast, our participants read about a man who had been abused by his father, joined the army, learned to use explosives, then blew up his fathers' company's warehouse. Participants listed fewer causes (M ¼ 5.7) than counterfactuals (M ¼ 7.7) (Spellman & Ndiaye 2007) . We have no problem distinguishing the studies -Byrne's answers were spontaneous, whereas ours were evoked; Byrne's story was about the participants themselves, whereas ours was about someone else -yet Byrne's models approach cannot account for the difference in results.
In summary, we believe that the present explanation of the differences between causal and counterfactual judgments suffers on both theoretical and empirical grounds. We prefer to think that both the similarities and differences between those judgments can be explained by the idea that counterfactuals provide input into causal judgments (Spellman et al. 2005) . But that argument is best left for another day.
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Abstract: Byrne has written a terrific book that is, nevertheless, based on a mistaken assumption -that imagination is largely rational. I argue in this commentary that her book follows very well, if one accepts her assumption of rationality, but that the bulk of the evidence available to us contradicts this assumption.
In psychological science, the assumptions underlying one's work are often more important than the work itself. For example, the voluminous experiments conducted by B. F. Skinner and many of his colleagues (see Skinner 1965) in the name of behaviorism make perfect sense, if one accepts that the mind is an impenetrable black box. If one does not accept this assumption, one may wonder why one would have conducted any of these experiments in the first place, or reach the conclusion that Skinner did, even to the end of his life, that we understand the mind when we understand environmental contingencies. Cognitive psychology of the kind proposed by Miller et al. (1960) and Newell and Simon (1972) , which has largely (although not entirely) replaced behaviorism, has argued that we can indeed penetrate the black box, and that, when we do, we find that an astonishing variety of behavior can be understood in terms of the rational thoughts underlying it. Economists have long accepted this view, although Kahneman and Tversky (1972) challenged it, only themselves to be challenged by Gigerenzer (2007) and others. Today, affective scientists, among others, are showing the extent to which cognition taken alone does not account for behavior we once thought was purely or even largely cognitive (see, e.g., Davidson et al. 2002) .
The July 14, 2007, New York Times featured a story discussing mass murderers in the Muslim world and exploring how such acts could be committed by "people who have supposedly dedicated their lives to scientific rationalism and to helping others" (Fattah 2007) . The story quotes a Jordanian researcher, Hassan Abu Hanieh, as stating that the most radical among the Muslims are those with the most scientific tendencies. Osama Bin Laden and Ayman Al-Zawahri (leaders of the terrorist group Al Qaeda), and George Habash (terrorist and former leader of the Popular Front for the Liberation of Palestine), are given as several of a number of examples. The focus of the story is on the doctors who unsuccessfully plotted the recent London bombings and then the smashing of their car into the Glasgow Airport. One could argue, of course, that the suicide bombings and mass murder, and the imaginations used to spawn them, are rational, at least for some people, but if one argues that, what meaning is left in the term "rational"?
The story in the July 13, 2007, New York Times does not necessarily bode much better for the rational imagination hypothesis. Louisiana Senator David Vitter spoke quite rationally, he thought, in arguing for family values and a whole host of right-wing causes. It is not clear that his imagination was so rational in imagining and acting on his desires to patronize an escort service, leading him to confess to "serious sin" (Associated Press 2007) . He and other "reasonable" thinkers -Bill Clinton and Newt Gingrich among them -seem to have been anything but rational in their imaginings about how to satisfy their needs. Their thinking seems to have approached the kind of "miracle world" (Byrne 2005, p. 10) counterfactual thinking that Byrne seems to think is so rare -a miracle world in which they, as extremely public figures, can say one thing, do the opposite, and hope that no one notices the contradictions. At this point, Bush's cheery, optimistic thinking regarding the Iraq War perhaps comes even closer to miracle world thinking, as does that of the roughly 30% of the people in the United States who are satisfied with his job performance. The Bush camp once imagined that the battle would be a cakewalk and that the mission was already accomplished, but there was little rationality in their imaginings.
Note that the argument here is not about error (Byrne 2005, p. 17) . When it comes to imagination, it is not even clear what constitutes error. Rather, it is about the kind of largely irrational imagining people do much of the time. Some of that thinking leads nowhere (e.g., "It would be nice if I were President of the United States"). Some of it leads somewhere (e.g., Munch imagining The Scream, and it is not clear what is "rational" about that painting). And some of it leads to disaster (e.g., Clinton imagining his encounter with Monica Lewinsky the day she wore the dress that later would provide DNA evidence against him).
Most of Byrne's examples throughout her book are hypothetical and, like laboratory studies, more susceptible to rational thought. When she gets into real-world examples, I believe, her notion of rational imagination breaks down. One such example is Lee Harvey Oswald's murder of John F. Kennedy. What was rational about Oswald's imagining the results? Perhaps he was deluded. But today, countless people still believe, against all evidence, that he was part of a larger plot. They might be right. But the evidence is not there. Millions of people believe that the 9/11 attacks, another real-world example used by Byrne, were a Jewish plot. Again, one cannot prove that this attack was not a Jewish (or Buddhist or Hindu) plot, but the evidence is not there. Are their imaginations rational, or in the service of what their emotions wish them to believe? In the news on July 13, 2007, Bush was reported as still drawing a link between Al Qaeda and 9/11, years after any such link was shown to be false (Gordon & Rutenberg 2007) . There is not much rationality in that imagination. Byrne's examples work better when they are hypothetical laboratory fictions than in the few cases they are drawn from the real world. Byrne's section on "Why people focus on forbidden fruit" (Byrne 2005, p . 87) just doesn't explain why people focus on forbidden fruit.
One even might argue that the emphasis on rationality and imagination is not only incorrect, but can be harmful in the practical domain. This is largely the argument of Westen (2007) , whose main thesis is that the Democrats repeatedly lose U.S. and other presidential elections because they severely misunderstand the minds of the electorate. They focus on the rational aspect of the imagination, whereas in fact people's votes are controlled by their emotions, an understanding the Republicans reached long ago. Stanovich (2002) has even coined the term "dysrationalia" to characterize the very irrational thinking and imagining of intelligent people.
To conclude, Byrne's The Rational Imagination is a brilliant book that deserves great commendation. But its fundamental assumption regarding the rationality of imagination reflects a wishful view of cognitive psychology that people's behavior, for the most part, can be understood in rational terms. As we look at the current messes in our own country (the United States), as well as in others, we may think -if only it were so.
Abstract: How the rational imagination develops remains an open question. The ability to imagine emerges early in childhood, well before the ability to reason counterfactually, and this suggests that imaginative thought may facilitate later counterfactual ability. In addition, developmental data indicate that inhibitory control may also play a role in the ability to reason counterfactually. Byrne (2005) argues that imagination is crucial to adult cognition. To support this claim, she demonstrates that the ability to envision alternatives to reality is regularly employed by adults when they reason about how the world may be or may have been. Because imagination is especially salient in childhood, one might also ask whether the imagination plays a similar role in children's reasoning. Does imagination allow children to reason counterfactually? The standard view is that, in infancy, we are tied to reality, unable to consider alternatives (Perner 1991) . Considering this, how do we develop into rational imaginers? Although Byrne argues that rational principles underlie imaginative thought, we suggest that the opposite is true: that imagination underlies rationality. Here, we consider how developmental research on pretense, imagination, and inhibitory control demonstrates that early imaginative thought may provide the foundation for counterfactual reasoning.
By regarding pretense as a type of counterfactual thought (p. 2), Byrne seems to suggest that imaginative and rational thought are governed by the same processes. It is certainly true that pretense and counterfactual reasoning share a common skill: namely, the ability to mentally create an alternative to reality. In pretense, when a child pretends that a block is a cookie, he or she must mentally represent an alternative world in which he or she is acting with a cookie, not a block. However, reality cannot be completely ignored. A real representation of the world must be maintained simultaneously with the pretend representation because, if reality did not limit pretense behavior, the child may act irrationally, such as attempting to actually eat the cookie (Leslie 1987) . Thus, to pretend successfully, an individual must concurrently create an alternative reality while maintaining an accurate representation of reality.
Counterfactual reasoning also requires the ability to mentally represent alternative realities, because the initial step in addressing a counterfactual situation is mentally changing an aspect of reality. To reason about the question "Would the paper have blown away if I had closed the window?" one's mental representation of reality (i.e., an open window) must first be changed to the alternative state (i.e., a closed window). As Byrne discusses, if one were unable to complete this first step and imagine the alternative reality, she or he would also be unable to rationally answer the question about how the present might have been different.
Although the initial step of creating an alternative representation is the same in both pretense and counterfactual reasoning, these two processes are actually quite different. Consider the steps following the creation of the alternative in each case. In pretense, an individual enters the alternative world and acts online from within the pretend framework. Little thought about the real world is required because the pretend world is not entirely constrained by reality. Although a representation of reality must be maintained and kept separate from the alternative to avoid confusion, anything can happen in the pretend world. Pretending a block is a cookie is just as permissible as pretending to have tea with the Queen of England. Furthermore, there is no overt goal to pretend play. It exists solely in the present and does not require any explicit comparison between the real and alternative state. The two states coexist without conflict; it is not problematic to mentally represent the block as both a block and a cookie.
However, counterfactual reasoning does have an explicit goal, namely, to determine how the present reality might be different given an alternative premise. This situation necessitates a much closer relationship between real and alternative representations than in pretense. According to Byrne, following the creation of an alternative state in counterfactual reasoning, the individual manipulates that alternative based upon what actually exists or actually has happened in the real world. When the alternative temporally catches up to the present reality, one must explicitly compare the two to determine whether the change made in the alternative would have affected the current reality. This clearly differs from pretense because counterfactual reasoning requires not only representing the real and the alternative, but also comparing the two.
How do children develop this latter, more complex ability? We hypothesize that the development of inhibitory control facilitates counterfactual reasoning because inhibitory control is necessary to manage two conflicting representations successfully. Consider a simple counterfactual problem, such as reasoning from a false premise. In the example, "All fish live in trees. Where does Bob the fish live?" the alternative (i.e., all fish live in trees) directly conflicts with reality (i.e., all fish live in water). To answer this question correctly, one would have to inhibit the real world in order to reason based on the alternative. Preschool-age children reliably make "realist" errors when asked this question, answering in a manner that conforms to what they know about the real world. Given that children of this age have no trouble creating alternative states in pretense or making deductions that do not conflict with reality (Hawkins et al. 1984) , we argue that children make these realist errors because they do not yet have the inhibitory control required to disregard the real state of the world. In other words, they cannot inhibit their knowledge that fish live in water in order to answer based upon the alternative premise (Lillard 2007; Ma 2007) .
If the inhibitory demands are removed from counterfactual reasoning tasks, children's performance should improve. This is exactly what happens. When children are explicitly instructed to use their imaginations in counterfactual deductive reasoning tasks such as the aforementioned Bob-the-fish example, they are more successful than children who are not given an imagination warm-up (Dias & Harris 1988; Richards & Sanderson 1999) . By instructing children to imagine, the inhibitory load is reduced by turning a counterfactual problem into a pretense situation. When children use their imaginations, they set up an alternative that does not require comparison to reality. Thus, the inhibitory demand is markedly reduced because children do not have to shift repeatedly between the alternative and real representations.
Overall, developmental research concurs with Byrne's thesis that imaginative thought is required for counterfactual thought. However, we argue that such research also clarifies the relationship between the two by showing how children's early imaginative thought, in conjunction with inhibitory control, may facilitate the ability to reason counterfactually. Abstract: Byrne (2005) demonstrates that reasoning and imagination are logical and governed by the same processing principles. In extending those principles to other forms of imaginative functioning, however, problems arise. The meaning of "true possibility" is stretched, and the causal role of the principles is not well established. Nevertheless, consideration of the extent to which ordinary cognitive processes govern creative functioning is valuable.
The greatest strength of Byrne's (2005) book is that it explores a particular aspect of a broader question: namely, the extent to which creative forms of cognition spring from the same fundamental processes as "ordinary," non-creative cognition. The issue is critical because so much of human cognition is creative and yet, historically, comparatively little theoretical and empirical effort has been expended to examine creative functioning (Finke et al. 1992; Sternberg & Lubart 1996; 1999; Ward et al. 1999) .
Byrne has marshaled considerable evidence for the ideas that human reasoning is rational, that imagination is rational, and, most importantly, that both types of cognitive functioning may be governed by the same small set of principles. In extending the analysis to other aspects of creative functioning, including conceptual expansion (e.g., see Ward 1994) and conceptual combination (e.g., see Wisniewski 1997) , however, some questions arise. More specifically, Byrne speculates that when people must generate new instances of already existing categories (e.g., novel science fiction creatures), they consider true possibilities and few possibilities. That is, their thinking is governed by the same principles that guide logical and counterfactual reasoning in the types of problems considered elsewhere in the book. The principles seem to be proposed as playing a causal role in conceptual expansion just as they do in counterfactual reasoning. To illustrate with one of Byrne's examples, in generating novel birds, people might retrieve sparrows rather than penguins because the former are "true" instances that possess wings and feathers, whereas the latter are not "true" in that they lack those attributes.
It has been shown that the majority of people assigned the task of generating new instances rely on highly representative category exemplars (e.g., hammers as a basis for devising new tools) (Ward et al. 2002) . To the extent that those more representative exemplars are more "true" (i.e., possess more of the category's characteristic attributes), the data could be interpreted as supportive of the "true possibilities" principle. However, there are two problems with this interpretation. First, sharing more characteristic properties is a very different sense of being a true possibility than, for example, the true states of affairs posed in standard logical and counterfactual problems (i.e., the true states of affairs implied by if -then statements). The danger is that by stretching the meaning of "truth" it becomes a slippery construct that is no longer of tight explanatory value.
The second problem is that, even if shared characteristic attributes can be defended as being the same type of trueness as in logical implication, the connection between it and the use of an exemplar in creative generation may be entirely correlational. The proposed tendency to consider true possibilities may not be what causes people to retrieve and rely on representative exemplars. Rather, the most accessible instances in a category may only coincidentally happen to possess more characteristic attributes, but their accessibility may be determined by any number of factors other than possessing those attributes. To extend this point, once variability due to accessibility is taken into account, typicality (presumably linked to shared attributes) is not positively related to the tendency for people to retrieve and rely on specific category exemplars in creative generation (Ward et al. 2002) . Hence, there is reason to doubt trueness, in the sense of possessing certain characteristics of the category, as a causal factor in conceptual expansion.
In a related way, Byrne seeks to account for interpretations of conceptual combinations by way of the same types of principles. Consider that a "cactus fish" might be interpreted as a fish with spikes or prickles. According to Byrne's account, this may be due to people only representing the single (presumably true) possibility of a cactus' spines. Again, there is a question of whether "true" possibility in the sense of distinctive properties is really the same as true possibility as considered in most logic problems. And, again there is a question of whether "considering true possibilities" serves as a casual mechanism, or only happens to be correlated with the myriad properties of concepts that affect the interpretation of conceptual combinations (Bock & Clifton 2000; Estes 2003; Gagné 2000; Gagné et al. 2005; Murphy & Wisniewski 2006; Wilkenfeld & Ward 2001; Wisniewski 1997; Wisniewski & Love 1998) . That is, it is the structure of the concepts and the effect of that structure on retrieval and combination that drives interpretation, rather than the principles of representing true and few possibilities.
Explaining the mechanisms that govern conceptual combination is critical to an understanding of creative functioning, because combinations are often mentioned as a source of creative discovery and invention (e.g., see Costello & Keane 2000; Rothenberg 1979; Scott et al. 2005; Thagard 1984) . Similarly, a good deal of creative behavior involves conceptual expansion. As a purely descriptive account, it is appropriate to note the types of connections that Byrne has pointed out that may help to characterize these phenomena. However, offering the principles as general explanatory ones for multiple forms of creative cognition is more problematic.
Finally, Byrne is appropriately cautious in distinguishing between counterfactual imagination and more extraordinary forms of imagination and creativity, such as writing novels and creating symphonies. It is essential not to overextend the principles being proposed to domains of creative functioning for which they are plainly not applicable. However, it should also be noted that many extraordinary forms of creativity arise from continued, recursive, extensive application of basic processes. An example described by the noted fantasy author, Stephen Donaldson (1991) , is that he got the idea for his award-winning novels about Thomas Covenant: The Unbeliever by combining the concepts of unbelief and leprosy. The combination sparked his thinking, but he then spent months on developing characters, scenes, maps, and so on (Ward 2001) . Presumably, the bulk of that continued creative effort which led to his extraordinary novels was underpinned by ordinary cognitive processes of analogy, mental models, imagery, and so forth. Therefore, although restraint is in order, considering just how far a basic process account can be extended in service of explaining extraordinary creativity is definitely a useful exercise.
Abstract: When creating alternatives to reality, people often feel emotions in response to these imaginary worlds. I argue that these emotions serve an important purpose. They signal how the world could have been better and prioritize actions to bring this better world about.
Addressing the question of how people create alternatives to reality calls also for the question of why they should do so. Byrne (2005) provides an excellent overview of the counterfactual thinking literature that is primarily focused on the first question. Admittedly, she goes quite some way into answering the second question, as well. However, in my view, the choice to emphasize mostly the mechanisms by which counterfactuals are created, causes us to miss out on the perhaps most relevant consequence of counterfactual generation. Counterfactuals are often a source of emotion, and it is this emotional reaction that drives many of the implications of counterfactual thinking. For example, counterfactuals serve a clear learning function, as Byrne notes on several occasions. Being aware of an upward counterfactual and the way in which it could have been obtained can clearly help one to learn from mistakes and to do better next time. However, I propose that the awareness of the counterfactual is motivating precisely because we become emotionally aroused by it.
Some of the emotional correlates of counterfactual thinking are discussed in the The Rational Imagination (Byrne 2005) . But, the function of these emotional reactions, the role they serve in instigating behavior, have fallen beyond the scope of the book. In my review, I build upon our own work on the causes and consequences of what I would call the prototypical counterfactual emotion, regret (for a review, see Zeelenberg & Pieters 2007) , and on our recent attempt to formulate a pragmatic approach to the role of emotions in behavior (Zeelenberg & Pieters 2006) . The most important point I want to make is that to fully understand counterfactual generation, one not only needs to know how counterfactuals are constructed, but also how they elicit emotions and subsequently how these counterfactual emotions drive our future choices. The mechanisms reviewed by Byrne, which are captured in a set of seven principles (see p. 200), address counterfactual generation, but remain relatively mute with respect to the behavioral consequences.
We have been studying the relation between counterfactual thinking and the specific emotions regret and disappointment (Zeelenberg et al. 1998b) . Although both stem from a comparison between "what is" and "what might have been," regret originates from comparisons between the factual decision outcome and a counterfactual outcome that might have been, had one chosen differently. Disappointment originates from a comparison between the factual decision outcome and a counterfactual outcome that might have been, had another state of the world occurred. Building on this, we realized that one should be able to shape the emotional response to a negative outcome by giving direction to the counterfactuals that are generated. In one study, participants were asked to imagine themselves being in a situation that resulted in a bad outcome that was produced by various elements in the situation, including the protagonist's own choices and also uncontrollable aspects of the situation. Thus, the situation could elicit either regret or disappointment (or a combination of the two). Next, participants were instructed to mentally undo the event either by mutating aspects of their behavior, or by mutating aspects of the situation. Next, they indicated the regret and disappointment they would feel in that situation. Interestingly, participants indicated feeling significantly more regret than disappointment when they mutated their behavior, and the opposite occurred when they mutated situational aspects. The results of this study clearly indicate the malleability of counterfactual generation and the consequences of it. Further studies (reviewed in Zeelenberg & Pieters 2007) have shown that the type of counterfactual emotion experienced strongly influences how people deal with negative events.
The non-mechanistic relation between counterfactuals and emotions is also apparent from another series of experiments. Eric van Dijk and I (Van Dijk & Zeelenberg 2005) found that the presence of counterfactuals (i.e., feedback on the outcomes of unchosen alternatives) does not always produce equally strong emotions. We asked participants to imagine being at a small fair, at which they took part in an instant scratch-card lottery. They could choose one of the only two scratch cards that were left. Participants then learned that they had won a E15 liquor-store token or a E15 book-store token. After this, participants were informed that someone else, who bought the last remaining scratch card, won either a E50 book-store token or a E50 liquor-store token. We found that complex comparisons of outcomes that were in different product categories (i.e., you win a book-store token but miss out on a liquor-store token, or vice versa) resulted in less regret than did relatively easy comparisons. Put differently, reduced comparability of counterfactual and obtained outcome attenuates the emotional response that is evoked by the counterfactual. Interestingly, we also found that for people who have a natural tendency to engage in comparison processes, the emotional response to the counterfactual outcome was also intensified when it was complex (i.e., between categories). Thus, depending on the individual characteristics of the decision maker, the same counterfactual comparison can result in mild or severe emotional reactions.
This work discussed here is of course highly selective, idiosyncratic, and incomplete, and many other relevant articles have been published. What these two articles (Van Dijk & Zeelenberg 2005; Zeelenberg et al. 1998b) show, however, is that the specific content of the counterfactual thoughts that people may generate is crucial in determining the emotional response that will follow from these thought processes. Importantly, emotions typically arise when one evaluates an event or outcome as relevant for one's concerns or preferences (Frijda 1986 ). Emotions do not only have a backward-looking informational function (signaling how we are doing with respect to our goals), but also a futureoriented motivational function (telling us what to do next). Emotions are motivational processes that prioritize certain goals and thereby mobilize and give direction to behavior. Different specific emotions thus motivate and facilitate different behavioral responses to the event that was initially responsible for the emotion. This could explain how and why different counterfactual thoughts, focusing on one's own behavior or on elements in the situation, ultimately, but via the experience of either regret or disappointment, result in completely different behaviors. In this way, the consequences of counterfactual thoughts provide input for understanding their origins. After all, the elicitation of emotions serves the purpose of behavioral regulation. Put differently, feeling is for doing.
R1. Introduction
In his book Touching the Void (1997) , Joe Simpson describes his struggle to survive following an accident when he and his friend Simon Yates made the first ascent on the West Face of Siula Grande in 1985. Their ascent to the top of the 20,813 foot mountain took three days and by the time they reached the summit, they had exhausted most of their food supplies as well as their canisters of gas for melting snow to drink. The descent was even harder and on its second day, climbing in difficult snow conditions, Simpson fell and shattered his leg. In the remote Peruvian Andes, rescue was out of the question and Yates attempted the impossible task of a one-man recovery operation. He helped his friend down the mountain by lowering him on a rope 300 feet at a time, climbing down to him, and lowering him again. But in darkness and a blinding storm, Simpson was lowered over a cliff edge. As he hung in mid-air out of sight and hailing distance from his friend, his weight began to pull Yates, little-bylittle, off the mountain. Yates made the decision to cut the rope and his friend fell into a seemingly bottomless crevasse. Yates continued the difficult climb back down to their base camp alone. He was unaware that his friend was still alive. An ice bridge had broken Simpson's fall and eventually he abseiled from it to a thin ice roof, and from there crawled back out onto the glacier. Badly injured, without food or water, and at times delirious, it took him three long days to crawl back to the base camp, and he reached it just hours before Yates was about to depart from the region entirely.
Twelve years later Simpson (1997, p. 204 -205) wrote:
Analysing after a climb what you did correctly or incorrectly is as important as being fit or talented. So it was natural that for several years I too mulled over what had happened and tried to work out where we had gone wrong and what vital mistakes we had made. At first I was convinced we had done nothing wrong. I would still have back-climbed the ice cliff the way I did, although perhaps with a little more care about the quality of the ice. We would still have climbed Alpine-style, used snow-caves instead of tents and carried the same equipment and food. It was Simon who eventually pointed out to me where we had made our fatal mistake and it happened before we left base camp. Gas. We hadn't allowed ourselves enough gas to keep us adequately hydrated. One small canister between the two of us per day was simply insufficient. So as to save weight we had pared everything down to the minimun. It left us no room to manoeuvre when things started to go so drastically wrong. When Simon lowered me to near the Santa Rosa col, and before we committed to descending the West Face in a gathering storm and imminent darkness, we had considered digging a snow-cave and sitting the storm out. If we had done that we could have made the lowers on a bright and sunny day. We would have seen and avoided the ice cliff, and remained in control. Instead as the storm cloud gathered over the col, we were painfully aware that we had run out of food and gas the previous night. Already dangerously dehydrated, we couldn't risk the possibility of being trapped by a prolonged storm with no way of producing fluid. I was already suffering the dehydrating and weakening effect of a traumatic fracture of a major bone and the consequent internal bleeding. We had no choice. For the sake of a cannister of gas to melt ice and snow for warm drinks we had to carry on. And so we lost control, and nearly our lives.
Simpson's reflections on what might have been are a potent illustration of the nature of counterfactual thoughts. The commentaries on The Rational Imagination (Byrne 2005) go to the heart of some of the key issues in understanding this most intriguing of cognitive propensities: Is the imaginative creation of alternatives to reality irrational? What happens in childhood cognition to enable a rational imagination to develop? How are thoughts about causality, counterfactuality, and controllability intertwined? Why are some sorts of possibilities more readily imagined than others? And what is the counterfactual imagination for?
R2. Is the human imagination irrational?
Is it wishful thinking to maintain that people are capable of rational imagination -indeed, capable of any sort of rational thought -in the face of so many striking demonstrations of irrational judgments, bizarre actions, inconsistent beliefs, and poorly thought-out consequences, as illustrated so eloquently in Sternberg's commentary? Is the undoubted influence that emotions, personality characteristics, desires, motivations, opinions, and prejudices have upon thinking better conceived as an input, among several, into a rational process, or as a process in itself that obviates any rational analysis? Do bleak instances of individuals at their cognitive worst amount to evidence that we are irrational? Perhaps, not. As the excerpt from Joe Simpson's account of his accident in the mountains of South America highlights, the cognitive processes that people rely on to create counterfactual alternatives are capable of yielding rational imaginative outputs, just as the cognitive processes that people rely on to reason and make deductions are capable of yielding rational outputs. To understand the counterfactual imagination fully, we need to be able to explain not only what people get wrong, but also what they get right. Emotional responses may play an important role in modulating understanding and reasoning about counterfactual alternatives to reality, but they do not constitute an explanation of the process.
The observation that people sometimes make irrational judgments and sometimes make rational judgments poses a difficulty for anyone attempting to understand whether people are rational or irrational: which behavior reflects their true nature? The Rational Imagination advances the idea that people are rational in principle, even if they err in practice. People have the competence to be rational, but their performance may be constrained by other factors, such as their limited working memories. But, just as a glass can be viewed as half full or half empty, Church suggests that the opposite perspective is equally valid: the counterfactual imagination is irrational in practice, even if rational in principle. According to Church, people may not even have the competence to be rational, if their competence depends on a set of principles which limit the alternatives they consider to just a few possibilities.
The book outlines a fragment of the principles that guide the possibilities that people envisage -principles which constitute a competence to be rational (e.g., Ch. 2; pp. 16 -29). The following example illustrates that reasoners have the competence to make valid deductions even though they tend to think initially about a limited number of possibilities. Consider the assertion "if the climbers dig a snow cave, they continue to the lowers in good weather." The four possibilities corresponding to the occurrence and non-occurrence of the conditional's antecedent and consequent are: (1) they dig a snow cave and continue in good weather; (2) they do not dig a snow Response/Byrne: Pré cis of The Rational Imagination cave and they do not continue in good weather; (3) they do not dig a snow cave but they do continue in good weather; and (4) they dig a snow cave but they do not continue in good weather. A principle of truth guides people to think about true possibilities, they do not tend to think about what is false. A conditional interpretation of "if" rules out as false the last possibility -that the climbers dig a snow cave but they do not continue in good weather (Johnson-Laird & Byrne 2002) . And a principle of parsimony guides people to think of few possibilities, hence they think initially about just a single one, in this case the first -that the climbers dig a snow cave and they continue in good weather (Johnson-Laird & Byrne 1991) . People may be aware that there are alternatives to such a possibility but they have not thought them through at this initial point. They may not be able to envisage readily multiple possibilities because of the constraints of their limited working memories.
Suppose it turns out that the climbers continued in good weather. What, if anything, follows? Individuals may conclude that the climbers dug a snow cave, based on the initial possibility they have thought about. The conclusion is an error, if they have made a conditional interpretation. But individuals have the competence to go beyond their initial representation of the possibilities to consider alternatives, such as that the climbers did not dig a snow cave but they continued in good weather (perhaps because the weather changed). As a result, people discover a counterexample to the initial conclusion. The example shows that the principles which guide the possibilities that people think about, ensure that people have the competence to be rational, although they may make mistakes in practice.
There are more possibilities to think of when people reason about counterfactual alternatives compared to when they reason about facts. The Rational Imagination describes evidence that individuals mentally represent a counterfactual conditional such as "if the climbers had dug a snow cave, they would have continued in good weather" by envisaging more possibilities than they mentally represent for its indicative counterpart, "if the climbers dug a snow cave, they continued in good weather." When people understand the counterfactual, they think about the conjecture "they dug a snow cave and continued in good weather" and they also think about the known (or presupposed) facts "they did not dig a snow cave and they did not continue in good weather." They keep track of the epistemic status of these possibilities as real or imagined.
Shtulman proposes that the space of counterfactual possibilities may be so large that it may be mistaken for people to apply strategies they have developed for thinking about facts when they think about counterfactual alternatives. He suggests that the search for a counterexample to an inference based on a counterfactual may fail because of the difficulty of considering many counterfactual possibilities, rather than because of the absence of a counterexample, and so the search will not guarantee a valid deduction. Nonetheless, the data show that people appear to be able to identify counterexamples to counterfactual inferences and to reject conclusions as invalid from counterfactual premises (Thompson & Byrne 2002) . For example, given the counterfactual conditional, "if the car had been out of petrol, it would have stalled" people reject the denial of the antecedent inference from the premise "the car was not out of petrol" to the conclusion "therefore it did not stall." They reject the inference because they can think of the possibility, "the car was not out of petrol and it stalled," which provides a counterexample to the conclusion. They reject the inference more readily from a counterfactual conditional than from a counterfactual biconditional, such as "if the water had been heated to 100 degrees, it would have boiled" for which they cannot think of a counterexample (Byrne 2005, Ch. 6, pp. 150 -52) . The result shows that people are able to construct and process counterexamples when they think about counterfactual alternatives.
When people create counterfactual alternatives, there are striking regularities in what they focus on: for example, actions, controllable events, or the last event in a temporal sequence. These regularities occur even in very different domains -ranging from historical analysis to fantasy -and the mutations made to the mental representation of the facts in each domain may reflect the constraints of the domain, as Legrenzi observes. The tendencies to focus on actions, controllable events, and so on are exhibited not only by individuals in their everyday lives, but also by experts such as scientists and engineers who may generate novel solutions to domain-specific problems by constructing counterfactual scenarios, as Chandrasekharan & Nersessian note. Is the observation that even experts exhibit tendencies to focus on actions or controllable events, and that they must develop ways to overcome these tendencies, an indictment of the idea of a rational imagination? To view these tendencies as "biases" misses their point: The regularities that people exhibit reflect a mechanism for computing minimal changes, based on a rational exploitation of the fault-lines that occur in the mental representation of reality (Ch. 8, .
R3. How does the rational imagination develop?
If reasoning and imagination depend on the same processes, it makes sense to ask, as Van Reet, Pinkham, & Lillard (Van Reet et al.) do, whether these processes develop in children initially in the service of reasoning or in the service of imagination. The Rational Imagination examines the evidence that the counterfactual imagination relies on the same sorts of principles as reasoning does. The key claim is that just as reasoning has been found to rely on imagination (e.g., Johnson-Laird & Byrne 1991) , so too imagination relies on reasoning. Increasingly, evidence from the development of reasoning in children indicates that counterfactual thought is the nexus for the development of key processes in both reasoning and imagination.
A major development in childhood is the development of working memory, and consequently, the ability to envisage alternative possibilities. Children must also learn to keep track of the epistemic status of alternatives, as corresponding to reality or conjecture (e.g., Ch. 5, pp. 122 -23). As Markovits observes, not only do quantitative changes occur in the number of possibilities that children can consider, but also qualitative changes in the nature of the possibilities, from experientially based to more abstract possibilities (an observation also made by Agassi). Markovits suggests that the imagination of inconsistent possibilities may be a key mechanism by which the nature of the processes for rational thought change. Evidence from adults suggests that resolving contradictions can indeed bring about belief change; and the tendency to revise beliefs by altering either the belief in the empirical evidence or the belief in the theoretical explanation may reflect the development of different strategies to deal with inconsistency (e.g., Ch. 8, . Adults appear to rely on one or other of these strategies to resolve contradictions of different sorts. But whether or not these observed changes in the content of beliefs reflect developmental changes in the very processes by which beliefs are formed and maintained, as Markovits implies, is as yet unknown.
Children begin to appreciate counterfactuals as early as 2 and 3 years of age, but their understanding may not approximate adult comprehension until the later years of childhood when they have developed the ability to suppress temporarily their belief in the presupposed facts, to suppose temporarily the counterfactual possibility to be true, and to compute a comparison between the two, as Riggs & Beck note (a point also made by Van Reet et al.) . Indeed, recent evidence shows that in adulthood the ability to switch attention away from one possibility to focus on a different possibility remains a crucial skill for counterfactual reasoning. Switching attention from one task to another or from one object to another carries a cost (in terms of both accuracy and latency): It is harder to do a task when the task before it was a different one compared to when it was the same task (for a review, see Pereda et al., submitted) . Attention switching costs vary depending on the difficulty of the task, and a longstanding but somewhat counterintuitive finding has been that there is a greater cost to switching attention from an easy task into a hard task, compared to vice versa.
In a recent experiment, we observed such asymmetrical attention switching costs in adults when they were reasoning from indicative and counterfactual conditionals (Pereda et al., submitted) . Modus ponens is an easy inference because it requires a single possibility to be envisaged and modus tollens is hard because it requires two possibilities to be fleshed out (Ch. 2, . Over several hundred trials, adults continued to take more time to carry out the hard modus tollens inference (if A then B, not-B therefore not-A) when they carried it out after the easy modus ponens one (if A then B, A therefore B), compared to when they carried it out after a similar modus tollens one. However, they found it just as easy to carry out the easy modus ponens inference whether they carried it out after the hard modus tollens inference or a similar modus ponens one (Pereda et al., submitted) . The discovery of an asymmetrical attention-switching cost for inferences from conditionals advances the view that switching attention effectively between two possibilities is a crucial skill required for good reasoning. The development of this attention switching skill may be important in childhood for the creation and comprehension of counterfactual alternatives.
R4. Counterfactual thought, causal thought, and controllability
Joe Simpson's thoughts about his catastrophic experiences in the mountains identify the root cause of the disaster as the decision about how much gas to carry:
It was Simon who eventually pointed out to me where we had made our fatal mistake and it happened before we left base camp. Gas. We hadn't allowed ourselves enough gas to keep us adequately hydrated. (Simpson 1997, p. 204) But his thoughts about how things could have turned out differently focus instead on the decision to continue climbing rather than sit the storm out:
. . . we had considered digging a snow-cave and sitting the storm out. If we had done that we could have made the lowers on a bright and sunny day. We would have seen and avoided the ice cliff, and remained in control. (Simpson 1997, p. 204-205) The divergence in the focus of causal and counterfactual thoughts is curious, as discussed in The Rational Imagination (Ch. 5). Spellman & Ndiaye are disinclined to believe that such a divergence reflects anything other than methodological conventions of measurement in laboratory studies. But its ready occurrence in spontaneous causal and counterfactual thoughts undermines their claim (e.g., Ch. 5, pp. 100-101). Causes and counterfactual alternatives are intricately related, as illustrated in Simpson's subsequent intertwining of the two:
Instead . . . we were painfully aware that we had run out of food and gas the previous night . . .. we couldn't risk the possibility of being trapped by a prolonged storm with no way of producing fluid . . . For the sake of a cannister of gas to melt ice and snow for warm drinks we had to carry on. (Simpson 1997, p. 205) The Rational Imagination proposes that the close interconnectedness of causal and counterfactual thoughts, and the frequent divergence in their focus, arises because counterfactual thoughts tend to focus on enabling conditions and causal thoughts tend to focus on strong causes (e.g., Ch. 5).
A strong cause, for example, "the lack of gas caused the climbers' descent in poor conditions" is consistent with two alternative possibilities: (1) a lack of gas and a poor descent, (2) a supply of gas and a good descent. The principles that guide the possibilities that people think about ensure that people tend initially to mentally represent just the first possibility. By contrast, an enabling condition, for example, "sitting the storm out allowed the climbers to descend in good conditions" is consistent with three possibilities: (1) sitting the storm out and a good descent, (2) not sitting the storm out and a poor descent, (3) sitting the storm out and a poor descent (Johnson-Laird & Byrne 2002) . People may tend initially to think about the first possibility, and they are usually able to think readily about the second possibility. Spellman & Ndiaye claim that strong causes and enablers do not differ in their logical meaning, noting that people may interpret an event as a cause in one context and as an enabler in another. But the key distinction occurs after people have reached an interpretation of an event as one or the other -a strong cause and an enabler are consistent with different possibilities, and people mentally represent them in different ways. Likewise, Mandel's contention that strong causes are by definition also enablers and therefore counterfactual thoughts should focus on them, too, overlooks the difference in their mental representation.
The account in The Rational Imagination led to the prediction that people should create more causal thoughts (which require them to think about a single possibility), rather than counterfactual thoughts (which require them Response/Byrne: Pré cis of The Rational Imagination to think about two possibilities). The evidence corroborates the prediction: people spontaneously produce more causal thoughts than counterfactual thoughts (Ch. 5, pp. 123 -25; McEleney & Byrne 2006) . The observation that people can be provoked to produce more counterfactual thoughts than causal ones in specific situations, as described by Spellman & Ndiaye, is explained by prompts, such as questions or scenarios leading people to flesh out more possibilities.
The frequent focus of counterfactual thoughts on actions that could prevent an outcome leads Mandel to propose that counterfactuals focus on disablers rather than enablers. Of course, disablers and enablers share much in common; for example, the enabler "dry leaves enable fire" and the disabler "wet leaves prevent fire" are consistent with the same three possibilities -the assertions describe the same situations, albeit in different ways (Ch. 5, p. 117 ).
An enabler, for example, "dry leaves enable fire," is consistent with the three possibilities: "dry leaves and fire," "no dry leaves and no fire," and "dry leaves and no fire." A disabler (or a missing enabler), "no dry leaves," can be expressed by implicit negation as "wet leaves" (on the assumption of a binary situation in which there are leaves which are either dry or wet), and the disabling relation can be expressed by "prevent," as in "wet leaves prevent fire." The disabler is consistent with the same three possibilities: "wet leaves and no fire," "no wet leaves and fire," and "no wet leaves and no fire," as Table R1 shows. But the different descriptions bring different possibilities most readily to mind: the enabler is understood initially by envisaging "dry leaves and fire," with ready access to "no dry leaves and no fire"; the disabler is understood initially by envisaging "wet leaves and no fire," with ready access to "no wet leaves and fire" (Ch. 5, pp. 117 -18). The first possibility envisaged for the enabler, "dry leaves and fire," corresponds to the presupposed facts for its corresponding counterfactual, "if there had been no dry leaves there would have been no fire"; the first possibility envisaged for the disabler "wet leaves and no fire" corresponds to the imagined conjecture in its corresponding counterfactual "if there had been wet leaves there would have been no fire."
These nuances cannot be captured within Mandel's account that counterfactuals are understood by envisaging the facts only. The facts are known for some counterfactuals (e.g., "if Simpson had not climbed Siula Grande, he would not have fallen into a crevasse") and they are unknown for others, such as "if Simpson had brought another gas canister, he would not have fallen into a crevasse." But the evidence shows that people think about two possibilities even for counterfactuals with unknown facts (Ch. 2, Ch. 3, . If people thought only about the facts when they understood a counterfactual, they would be unable to make a modus ponens inference (if A then B, A therefore B). In fact, when asked to consider a counterfactual and a supposition, such as, "suppose Simpson did not climb Siula Grande," most people can conclude readily, "in that case he did not fall into a crevasse."
Counterfactual thoughts tend to focus on enablers rather than strong causes, and people tend to focus on events they can control rather than on uncontrollable ones. The two tendencies often coincide but the theory does not confound them, contrary to Chang & Herrmann's charge -enablers can be outside an individual's control, as illustrated in the example from Chapter 5, "dry leaves enabled the forest fire." The principles outlined in the book explain how people think about counterfactual possibilities that may once have been possible but are no longer possible. Chang & Herrmann question whether the set of principles constitute an explanation for how people create counterfactual alternatives to reality or merely a description. The query is belied by their acknowledgement that the principles lead to testable empirical predictions. The predictions are corroborated by the data (e.g., Ch. 5, pp. 119 -26). The central importance of controllability in counterfactual and causal thoughts is brought into sharp relief in Simpson's conclusion from his analysis of the events leading up to his accident -"and so we lost control, and nearly our lives" (Simpson 1997, p. 205) .
R5. Possibilities for "if"
People understand a conditional, such as, "if there were puppies, there were kittens" by thinking about possibilities. They think about true possibilities -there were puppies and there were kittens, there were no puppies and there were no kittens, there were no puppies and there were kittens. They think initially about few possibilities -there were puppies and there were kittens. They do not think about false possibilities -there were puppies and there were no kittens (Johnson-Laird & Byrne 2002) . But Handley & Feeney propose instead that people think about the situations in which the antecedent occurs, in which there were puppies; that is, they think about the true situation "there were puppies and there were kittens" and also the false situation, "there were puppies and there were no kittens." Contrary to Handley & Feeney' s proposal, recent evidence shows that people do not think about false possibilities (Espino et al., Table R1 . The relations between enablers and disablers and their corresponding counterfactuals
Causal relation Counterfactual
1. Dry leaves enable fire If there had been no dry leaves there would have been no fire dry leaves and fire dry leaves and fire (facts) no dry leaves and no fire no dry leaves and no fire (imagined) dry leaves and no fire dry leaves and no fire 2. Wet leaves prevent fire If there had been wet leaves there would have been no fire wet leaves and no fire wet leaves and no fire (imagined) no wet leaves and fire no wet leaves and fire (facts) no wet leaves and no fire no wet leaves and no fire Note: People tend to think about two possibilities when they understand a counterfactual, the presupposed facts and the conjecture referred to explicitly in the conditional. submitted). The Espino et al. experiment compared conditionals and "biconditionals," such as "if and only if there were puppies, there were kittens." The two sorts of assertion differ in relation to the possibility in which there were no puppies but there were kittens: it is a true possibility for the conditional but it is a false possibility for the biconditional. The distinction leads to an important prediction. The view advanced in The Rational Imagination, that people think only about true possibilities, predicts that they should think about the possibility "there were no puppies and there were kittens" when they understand a conditional -for which it is true, but they should not think about it when they understand a biconditional -for which it is false. In the experiment, participants read the conditionals or biconditionals and the various conjunctions within a story (see Espino et al., submitted) , such as the following:
Joey went shopping to the pet-shop. When he looked at the poster he saw written on it, "if there are puppies, there are kittens." When he looked at the cages he saw that there were puppies and there were kittens. He checked his list of purchases.
Participants took a very short time, under 2 milliseconds, to read the conjunction "there were no puppies and there were kittens" when it was "primed" by a conditional for which it is a true possibility; they took reliably longer to read the same conjunction when it was primed by the biconditional, for which it is a false possibility. And they took the same amount of time to read the possibility "there were puppies and there were kittens" when it was primed by either the conditional or the biconditional -it is a true possibility for both assertions. These data corroborate the view that people think about true possibilities and not false possibilities (pace Handley & Feeney) . For counterfactual conditionals, people think about the presupposed facts, and they also think about the counterfactual conjecture, a false possibility temporarily supposed to be true. Some people may tend to think only about the presupposed facts, and some people may find their attention is focused on the counterfactual conjecture (Ch. 8, pp. 182 -89; Byrne & Tasso 1999; Thompson & Byrne 2002) . Markman & McMullen provide an important reminder of the tendency people exhibit to suspend sometimes any comparison of the counterfactual possibility with their representation of reality, in favor of vividly imagining the counterfactual possibility "as if" it were the case. It may be unlikely that a counterfactual possibility is ever entirely unfettered by comparison with reality: The initial construction of the counterfactual depends on mutations to the representation of reality, and its epistemic status needs to be maintained to ensure an ongoing appreciation that the counterfactual conjecture does not correspond to reality. The crucial distinction may depend on whether the counterfactual possibility is maintained within the primary focus of attention, or on what the current reality is, and what the cognitive and affective causes and consequences of focusing on one possibility or the other may be.
A key mechanism by which people create counterfactual possibilities is the mutation of those aspects of reality that are explicitly represented in their mental representation of reality (e.g., Ch. 2, Ch. 7, . The book contains a brief speculation that a similar mechanism may underlie the creation of novel possibilities when people invent new ideas by expanding existing categories or combining existing concepts (Ch. 8, pp. 190 -94).
The nature of the possibilities that people entertain when they create new ideas may be influenced by the structure of their ideas, as Ward suggests. Their mental representation of an assertion corresponds to the structure of the way the world would be if the assertion were true, rather than to the language used to describe the world (Johnson-Laird & Byrne 1991) ; in this important respect, the possibilities that people think about to represent the structure of the world are guided by such principles as truth and parsimony.
How people perceive and represent reality affects how they create counterfactual alternatives to it. It is not just what people imagine but how easy or hard they find it to imagine that determines their judgment, as Sanna has shown. Recent evidence highlights that what individuals find easy to imagine differs depending on whether they imagine alternatives to something that happened to them, or imagine alternatives to something that happened to someone they have merely read about (Girotto et al. 2007) . Consider the scenario:
Anna, an undergraduate at your university, was asked to participate in a game by a research assistant who told her: "In order to win two chocolates, you have to mentally multiply either two one-digit numbers or two two-digit numbers, in 30 seconds. If you fail, you do not receive the chocolates. The two multiplication problems are contained in two sealed envelopes. Let us call them envelope A and envelope B. Of course, we do not know which envelope contains the one-digit multiplication problem and which one contains the two-digit multiplication problem." Anna agreed to participate. She chose envelope A. It contained the two-digit multiplication problem. She failed. Things would have been better for Anna, if . . .
Most readers tend to construct counterfactuals that change Anne's choice, e.g., "if only she had chosen the other envelope." But when individuals carry out the task as actors who take part in the game just as Anna did, rather than as readers, their counterfactuals focus on various problem features, such as "if I had had more time" or "if I had had a pen" (Girotto et al. 2007) .
Following the discovery of an actor -reader difference in how people create counterfactual alternatives, we examined whether observers witnessing a situation think about it in the same way as readers or as actors (Pighin et al., submitted) . Do you expect an observer to imagine an alternative in the same way as the actor imagines it, for example, by focusing on the time or the aids available, or to imagine an alternative in the same way as a reader imagines it, for example, by focusing on the choice of envelope? In a new experiment, observers were experimental participants who were present during the sequence of events that led an actor (a confederate) to experience the negative outcome. The data show that observers behaved just like actors: they tended to focus on problem features such as "if only there were more time." Like actors, observers can gather information about the events that lead to the outcome, including not only the actors' choice but also the features of the problem-solving phase, such as the perceived shortness of the time available for the task, or the lack of a pen and paper (Pighin et al., submitted) . The discovery that actors and observers create counterfactuals that are different from the ones readers create has far-reaching consequences for the methods used in the study of counterfactual thoughts.
Response/Byrne: Pré cis of The Rational Imagination
R6. Counterfactual thoughts and the future
The commentaries on The Rational Imagination raise many wide-ranging and challenging questions about how we can reach a proper understanding of the way the human mind creates alternatives to reality, and my response has focused on the general and common themes. What is undisputed is that people engage in counterfactual thoughts frequently and it is a lynchpin of their mental, emotional, and social lives. The rationality of the counterfactual imagination may be crucial in its impact on decisions about a future goal that an individual envisages, such as climbing a mountain safely. Epstude & Roese propose that a key role of counterfactual thoughts is in goal-oriented decisions. Bonnefon notes that the influence of a rationale for action on the experience of regret is mediated through thoughts about future consequences (see also Walsh & Byrne 2007) . And Zeelenberg distinguishes between the influence of regret and of disappointment on future decisions for action. An individual may identify the means to achieve a goal by carrying out an accurate analysis of errors made in previous experiences, for instance, potential errors in the style of climbing, the equipment chosen, or the supplies carried. The principles that guide the possibilities that people construct to create a counterfactual alternative provide a basis for a mechanism that transforms the representation of past events and outcomes into the representation of future plans and goals. An important function of counterfactual thoughts may be to learn to recover from failure. Counterfactual thoughts may help us in our efforts to try again, as Samuel Beckett (1983) 
