In mathematical epidemiology, a well-known formula describes the impact of heterogeneity on the basic reproductive number for situations in which transmission is separable and for which there is one source of variation in suscep-* Corresponding author; email alun lloyd@ncsu.edu 1
tibility and one source of variation in infectiousness. This formula is written in terms of the magnitudes of the heterogeneities, as quantified by their coefficients of variation, and the correlation between them. A natural question to ask is whether analogous results apply when there are multiple sources of variation in susceptibility and/or infectiousness. In this paper we demonstrate that under three or more coupled heterogeneities, the basic reproductive number depends on details of the distribution of the heterogeneities in a way that is not seen in the well-known simpler situation. We provide explicit results for the cases of multivariate normal and multivariate log-normal distributions, showing that the basic reproductive number can again be expressed in terms of the magnitudes of the heterogeneities and the pairwise correlations between them. The results, however, differ between the two multivariate distributions, demonstrating that no formula of this type applies generally when there are three or more coupled heterogeneities. We see that the results are approximately equal when heterogeneities are relatively small and show that an earlier result in the literature (Koella, 1991) should be viewed in this light. We provide numerical illustrations of our results. by a type j individual in an otherwise entirely susceptible population. Consequently, much attention has been directed towards those special cases of het-27 erogeneous transmission that lead to next generation matrices whose dominant 28 eigenvalue is analytically tractable and hence for which the basic reproductive 29 number can be calculated explicitly. In the context of spatial heterogeneity, 30 these include symmetric spatial configurations such as equally-sized patches 31 with all-to-all or nearest neighbor contacts (see, for example Lloyd and May 32 (1996)).
33
More generally, a commonly-studied situation involves separable transmis-34 sion (Diekmann and Heesterbeek (2000)), where each group has a susceptibility, 35 a i and an infectiousness, b i . In this case, the next generation matrix is of rank 36 one, and, taking groups to be of equal sizes, has entries a i b j /n, and dominant 37 eigenvalue
Using the result
for the expectation of a product of random variables, eqn (1) can be rearranged 40 into the following well-known formula (Dietz (1980) ; Dye and Hasibeder (1986)) 41 that sheds insight into the impact of heterogeneity on R 0 in this separable 42 setting: there is positive or negative correlation between susceptibility and infectivity 52 across the groups (Dietz, 1980) . In the special case where susceptibility and 53 infectivity are proportional, e.g. for a situation such as differing activity levels or 54 mosquito biting preferences where the heterogeneity impacts both susceptibility 55 and infectiousness in the same way, the formula reduces to
This formula has appeared in the literature numerous times in a number of 57 different settings and guises (Dietz, 1980; Dye and Hasibeder, 1986; May and 58 Anderson, 1987) .
59
Particularly with the increasing realization that many systems are subject generalize to situations in which there are more than two heterogeneities. In 63 this paper, we show that the answer to this question is no: the effect of multiple 64 interacting heterogeneities on the basic reproductive number depends on the can be written as the product x 1 i x 2 i · · · x N1 , taken over the heterogeneities that impact susceptibility, and that the infectivity of a type j individual can sim-75 ilarly be written as x 1 j · · · x N2 j . Taking group sizes to be equal and assuming 76 separable transmission, the entries of the next generation matrix will have the
This matrix is of rank one 78 and has dominant eigenvalue given by
As explained above, the well-known result arises from the ability to express 
Analytic Results

85
In the case of a set of random variables whose joint distribution is multivari-86 ate normal, numerous authors have obtained results for product moments (see,
87
for example, Isserlis (1918), Bendat and Piersol (1966) , Bär and Dittrich (1971) 88 and Song and Lee (2015)). For instance, in the four dimensional case we have 89 (Bendat and Piersol (1966) and Bär and Dittrich (1971))
The expectations of pairwise products can be rewritten in the way described
We remark that the case of three random variables can be obtained by setting
94 For a set of N multivariate lognormally distributed random variables, prod-95 uct moments are given by the formula (Kotz et al. (2000))
where ξ and V are the mean and variance of the corresponding multivariate 97 normal distribution. Some simple manipulation leads to
Given that eqns (7) and (9) differ, and that their reduced forms when X 4 = 1 99 also differ, we have shown that there is no general formula of this type for the 100 basic reproductive number when there are three or more coupled heterogeneities.
101
We do notice, however, that the two formulae give approximately equal results 102 in the limit of small coefficients of variation, i.e. when one can ignore products 103 involving two or more pairs of coefficients of variation.
104
The majority of papers in the literature that provide analytic results for 105 the basic reproductive number under heterogeneity focus on at most two cou-106 pled heterogeneities. One notable exception is the work of Koella (1991) , which 107 provides-without proof or qualification for its applicability-the following for-108 mula for a vector-borne pathogen subject to heterogeneities in mosquito biting 109 rate, a, human susceptibility, b, and duration of human infection, ρ
Note that the single biological heterogeneity in biting rate impacts both in-111 fectiousness and susceptibility, resulting in it being treated as two perfectly 112 correlated heterogeneities.
We note that eqution (10) has no terms that involve products of pairs of 114 covariances (or, in the language of the earlier formulae, correlation coefficients).
115
As in the remark above comparing results between multivariate normal and 116 lognormal distributions, this formula should, in general, be seen as an approx-117 imation that is likely most accurate when coefficients of variation are small 118 (i.e. the heterogeneities are relatively minor). As a comment that is germane 119 to a numerical example shown below, we remark that the Koella formula does 120 agree with the result for the multivariate normal distribution, eqn (7), if the 121 coefficient of variation describing either human susceptibility or the duration of 122 human infection is equal to zero. 123
Numerical Results
124
We illustrate the above results using numerical simulation, allowing us to 125 explore the differences between predictions made using the formulae for the two 126 distributions and also using the formula in the small coefficient of variation limit.
127
For concreteness, we place these simulations within the vector-host setting de-128 scribed by Koella (1991) , but for simplicity we hold one of the factors constant.
129
Specifically, hosts differ in their attractiveness to mosquitoes, impacting their 130 susceptibility and infectiousness (thus treated as two perfectly correlated het-131 erogeneities, X 1 and X 2 , within our framework), and also in their durations of 132 infection, X 3 . Setting X 4 = 1 and taking X 2 =X 1 , we obtain the following two 133 formulae:
for bivariate normally distributed heterogeneities, and
for bivariate lognormally distributed heterogeneities. We notice that in this 136 reduced setting of X 4 = 1, the first of these formulae coincides with the small 137 coefficient of variation limit of the two general formulae, and, as discussed above, also agrees with the Koella formula. Furthermore, we see that when the correlation coefficient, r X1,X3 , between the two heterogeneities is zero, the two 140 formulae are identical. Finally, we consider a setting in which the two heterogeneities are negatively (2) and (3), except that here there is a negative correlation, r = −0.2, between the two components of the bivariate lognormal distribution. Again, the predictive ability of the MVLN formula (panel b, R 2 = 0.721) is greater than that of the MVN formula (panel a, R 2 = −4.91), with the latter performing worse than a constant predictor and consistently providing a large overestimate of the true value of R 0 . distribution, the predictions made by these formulae are not perfect. This again
