Abstract. Asymptotic expansions for the RT (Raviart-Thomas) mixed finite element approximation by the lowest-order rectangular element associated with a second-order elliptic equation on a rectangular domain are derived. Superconvergence for the vector field along the Gauss lines is obtained as a result of the expansion. A procedure of postprocessed extrapolation is presented for the scalar field, as well as procedures of pure Richardson extrapolation for both the vector and the scalar fields.
Introduction
The aim of this paper is to discuss the asymptotic behavior of the mixed finite element approximation associated with a second-order elliptic equation. We take as our model the Dirichlet boundary value problem -div(a( (divq, w) = (f, w), weL2(Si), 2 2 where (•, •) denotes the inner product in L (Si) or L (n) and (•, •) that in L (dSi). n denotes the outward normal direction of dSi. In what follows, the two components q and u of the solution (q, u) axe referred to as the vector and the scalar field, respectively. A mixed finite element method for (1.1) is based on the formula (1.3) and on finding a pair of finite element spaces V x M c H(div) x L (Si) associated with a polygonalization !RA of n which satisfy the inf-sup stability condition of Brezzi and Babuska (cf. [4, 1] ). In this paper, we shall consider rectangular partitions for n instead of a general polygonalization. Some spaces have been constructed and analyzed for rectangular elements. Among these, we would like to mention those of Raviart and Thomas [22] , Brezzi, Douglas, and Marini [6] , and Brezzi, Douglas, Fortin, and Marini [5] ; they are referred to as RT, BDM, and BDFM spaces, respectively.
Some superconvergence results for the RT method on rectangular domains have been derived by Nakata, Weiser, and Wheeler [21] in which a discrete Lnorm of the error arising from the Gauss points on each element is considered.
One of the main objects of this paper is to discuss superconvergence of the approximation along the Gauss lines for the vector field q associated with the lowest-order RT method. Extensions to RT or BDFM methods of any order are given in forthcoming papers (cf. [11, 9] ).
Our second aim is to discuss the asymptotic behavior of the approximation associated with the RT method of lowest order. We intend to establish an asymptotic expansion for this method. The idea of deriving an asymptotic expansion for finite element methods is not new. The earliest work, to the author's knowledge, is the one presented in Marchuk's book [20] , where an expansion for the Galerkin approximation of the one-dimensional Laplace equation is derived. However, it is not clear whether the idea in [20] can be generalized to the Laplace equation in higher dimensions. Recently, Lin and Lu [15] presented an expansion for the Galerkin approximation for the two-dimensional Laplace equation under the assumption of uniform triangulation. The crucial idea in [15] is the use of the discrete Green's function in the representation of the Galerkin approximation. Many results have been obtained following this idea, but few of them made any essential improvement on relaxing the uniformity assumption for the triangulation. For more detailed discussions we refer to [ 16, 15, 17, 18, 19, 2, etc.] and references cited therein.
An analysis of Richardson extrapolation has been given for the mixed finite element approximation in [23] . It was proved that one can extrapolate the scalar field for the mixed finite element approximation without using any uniformity on the triangulation. Continuing [23] , we shall further disscuss the extrapolation for the RT approximation in this paper. We shall illustrate that the uniformity condition is still required in extrapolating the vector field. The estimates established for the discrete Green's functions in [23] will play an important role in the forthcoming analysis. We derive asymptotic expansions and also present and analyze some procedures of extrapolation and postprocessed extrapolation; they all yield approximations of higher order to the original problem.
The idea behind the postprocessed extrapolation in this paper is the same as the postprocessing procedure presented in [23] for the lowest-order BDM method. A general local postprocessing technique (cf. [3] ) was proposed by Bramble and Xu independent of [23] . The idea behind these procedures is the same; one tries to use the approximation of the vector field, which is proportional to the gradient of the scalar field, to get a better approximation of the scalar field via Taylor expansion.
The paper is organized as follows. In §2 we study the asymptotic behavior of a projection operator Ylh and then establish a general asymptotic expansion. In §3 we present a superconvergence result as the first application of the expansion. A procedure of postprocessed extrapolation for the scalar field is presented and analyzed in §4. Finally, in §5 we present and analyze procedures of pure extrapolation for both the vector and the scalar fields.
Preliminaries and asymptotic expansions
We shall assume throughout this paper that the domain isß = (0, l)x(0,l). Let Let $lh = Ax x Ay = {R} be a finite element partition for the domain n, where the element R is a rectangle of the form l'x x V for some l'x e A^ and IJV e A . A shape regularity is required for 5ïA ; i.e., the ratio of the side lengths of R is assumed to be bounded by a constant independent of R and h . where r is any number larger than 2 .
Assume (x¡, >> ) to be the center of gravity of the element R = l'x x I1 e dth . A projection operator, denoted by Uh, is defined as a linear mapping from Hr(div) to V for some r > 2 such that on each element R e ïtA (2.1)
Uhyf -nds= yz-nds, ip € Hr(div) Je, Je, for i = 1, ... , 4, where ei are the four edges of the rectangle R and n the outward normal direction on the e¡ (see Figure 1) . It can be shown that this operator Hh is well defined and satisfies the following commutativity property:
where P% is the local L2-projection operator from L2(n) to M (cf. [22, 8] ).
For any y/ e Hr(div), let Ylh y/ be represented on R = l'xx I1 by (2. 3) nA y = (ax + a2(x -xt), bx + b2(y -yj)).
The coefficients ai and bx■, i = 1, 2, can be found through the relation (2.1).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use The same argument can be applied for the other three edges to verify the conclusion of the lemma. D It follows from Lemma 2.1 that Ylh y/ is defined componentwise. Thus, we can define the projection of each component of any vector-valued function and shall denote by l~lh \pi the ith component of the projection of y/ .
We are now in a position to derive an asymptotic expansion for the error of the mixed finite element approximation of (1.3) using an RT space of the lowest order. (2.13) Uhqx = P;qx + (x -xJP^q,) + -fdxqx.
Further, by a Taylor expansion,
Thus, substituting (2.14) into (2.13) gives 
.2 2 L j ßd]qxvx dxdy + jj dyßdyqxvx dxdy + *£,(«,). Two particular choices of v and p will yield asymptotic expansions for either the scalar or the vector field of the mixed finite element approximation of (1.3). Therefore, (2.15) can be viewed as a general error expansion for lowest-order RT mixed finite element approximations.
Superconvergence
In this section, we apply the asymptotic error expansion (2.15) to obtain superconvergence for the approximation of the vector field along the Gauss lines, rather than only at the Gauss points, as in [21] . We begin with the following result. Proof. Set v = q -n^q and recall that divv = 0. Thus, by relation (2.2) and the inverse inequality, l|qA -nAq|¿2 < C(ßy, v) = C(ßy, q -Ilnq)
where we have used (2.36) in the second line. Thus, (3.1) follows from (3.2). D
As an immediate consequence of (3.1), we have the following result. Proof. Clearly, (3.4) ||q -qh\\0^ < \\q -n,q||0jOo + ||nAq -qA||0>oo.
By the standard inverse inequality and (3.1), (3 5) ^ " qA"0'°° ~ CA_1||n*q " q/!|lo>2 < CA"1 AT||q||2>p < CA'-'llqlla,,. Thus, (3.3) follows from (3.4) combined with (3.5) and (3.6). D
With the help of (2.36) we are able to obtain a superconvergence result in the maximum norm for the vector field of the lowest-order mixed finite element approximation. It should be noted that all these analyses make strong use of the Lx-error estimates for the regularized Green's functions (see Theorem 2 of the Appendix). Proof. By (A. 13),
Further, by (2.36), (3.9) Thus, it follows from (A.9) that
which, along with (3.8), implies (3.7). D To see how q approximates q, it suffices to observe the approximation property of Ylh. We already know that nAq approximates q globally to an order of 0(h). However, from (2.11) it is easy to see that the error between nhqx and qx has an order of 0(A2) along the Gauss lines [0, 1] x y. on the element 7' x P . Let Proof. By (3.7) and the definition of v*, it suffices to check that (3.19) llffi-(nti<)lo.op.i*a^||ffl2i,, ï = l,2.
The following result can be proved easily through an application of (2.11): We now investigate the validity of the technique of extrapolation for the approximation of the scalar field. We first derive an asymptotic error expansion for the approximation by using the general expansion (2.15) , and then define and analyze a procedure of postprocessed extrapolation.
To derive an asymptotic error expansion for the scalar field, let Uh be the partition defined at the beginning of §2. Let (q , u ) be the mixed finite element approximation of the problem (1.3) in the lowest-order RT space. 
2). D
The relation (4.1) along with (4.2) is actually the asymptotic error expansion desired for the approximation of the scalar field. It should be noted that u was expanded with respect to Ph u rather than the function u itself. We are then forced to take appropriate refinements in order to carry out the Richardson extrapolation process for this problem. This section will be devoted to an analysis of a procedure that uses less expensive refinements. The procedure is effectively a combination of extrapolation with local postprocessing. In other words, we shall derive a better approximation by using the superconvergence results for the vector field along with the technique of extrapolation for the scalar field. A procedure of pure extrapolation for the approximate scalar field will be considered later in §5, where different refined grids are needed. But we emphasize that all the results for the scalar field are valid for nonuniform grids, since the Green's function (Gx, Xx) has less singularity in comparison with (G2, A2).
Let A2 x and A2 be two partitions defined by The proof of (4.13) can be accomplished by employing the same arguments as those used to prove (A.3). For any R = l'x x I1 e îîA , there exist two elements RkX and Rk2 in îî^ n such that R = RkX U Rk2 (see Figure 2) . Hence, (4.15) follows from (4.23) and (4.24). □ Remark 4.1. It is clear from the definition of the regularized Green's function that the so-called regularized Green's functions contain the mesh size A as a parameter. However, this dependence does not affect the estimate in the extrapolation, since we can always choose the same regularized Dirac ¿-function for the approximations used in the extrapolation. One may want to use the true Green's function in doing the expansion rather than the regularized one. The difficulty of doing so is that one has to deal with the singularity caused by the ¿-function. Doing the estimates for the regularized Green's function is much easier than for the true Green's function. This idea can be applied to the expansion for the standard Galerkin approximation for the Laplace equation. This remark is also applicable to the vector field in §5.
As in [20] and [3] , a local postprocessing procedure can be applied to produce an approximation defined globally, which has the same accuracy as uh on Eh. This result is stated as follows. For any x e R = l'x x V , let x = (x¡, y A be the center of gravity of R. Define u*(x) by
where yi ' indicates the transpose of the vector yt . The superconvergence result of Theorem 3.2 plays an important role in deriving (4.26). As the proof of Theorem 4.2 is quite simple, we omit the details.
Extrapolation for the velocity
It is well known that the technique of extrapolation is contingent upon the existence of an adequate asymptotic error expansion for the approximation considered. Therefore, we begin with the derivation of an asymptotic error expansion for the RT approximation of the vector field.
Let ÍRA = Ax x A be the rectangular partition of n. We shall assume throughout this section that Ax and A are two uniform partitions of (0, 1).
In order to describe two sets of points on which the approximate vector field can be extrapolated, let l? = (-l,l)x(-l,l) be a reference element. Introduce two sets of points on R by setting For each element R = Ix x Vy e $th , let F be the affine mapping 7-: R^R.
Then we can introduce two sets of points on each element by setting S'i'.WA) and e!2{ = F(È2).
Let H1 h and E2 h be the collection of E\Jh and E2Jh , respectively; i.e., Zx,h = {z\'!h-> !<*■<#> i<;'<^} and s2A = {H2',i; !<*'<#. \<j<m).
We shall extrapolate the approximations of two components of the vector field on the sets Ex h and E2 h, respectively. For the sake of simplicity of analysis, we shall confine ourselves to the treatment of the first component of the vector field, as the analysis of the second component is similar.
Lemma 5.1. Let (q , u ) be the mixed finite element approximation of(1 . hx and tx the mesh sizes in the x-and y-directions, respectively. Moreover, the terms of second order in the expansion can be represented as single integrals rather than sums of integrals over elements.
Proof of Lemma 5.1. For any point x e n, it is easy to see that point (x, yß can vary along the Gauss lines in the x-direction. But we shall be interested in those points on which the terms of second order in the expansion (5.9) can be extrapolated out. It will be seen that these points form the set "l,A ■ Before presenting any procedure of extrapolation for the vector field, we describe two different refinements for the original partition îiA = A x A . Let us subdivide each interval of Ax into three equally sized subintervals, and denote by A3 x the corresponding refinement of Ax . Then a refinement of $th can be defined to be K3 h = A3 x x Ay . Similarly, if A3 is an analogous refinement for Ay, then 5R4 h = Ax x A3 y can be defined as another refinement to Uh. Let R be any element in KA ; then there must be three elements RkX , Rk2 , and Rk3 in U2+K h such that R = RkX u Rk2 U 7?k3 , k = 1, 2 (see Figure 3 ).
Let VK x MK be the RT spaces of the lowest order associated with the partitions %lK h, k = 3,4, respectively. Denote by (qK'h ,uK'h) the corresponding finite element approximations of (1.3) lying in \hK x MhK , k = Z,4. An extrapolation procedure for the first component of the vector field can be described as follows. Let x € Ex h, and define a new approximate solution to qx(x) by X/c,, 3,A 4,A, ¿(9(9, +q\ ) (5.16) í1(x) = ¿(9(íl"'-r-íl",)-10í;,)(x).
The following theorem provides an error estimate for this new approximation. Proof. Since any point x e S, h is on the Gauss lines of the partitions lSth, 5R3 h, and 3Î4 h , we can expand ^f(x), q\'h(x) and qx'h(x) in terms of qx(x) and powers of the corresponding mesh sizes. The main purpose of the procedure (5.16) is to eliminate the terms of second order from the asymptotic expansion for the error. More precisely, let x be any point in Ex h. According to the definition of the set S, h , we can have the following configurations for x : Let us deal with the first case; the second and third can be analyzed similarly. Thus, the point x is the center of an element in îîA . Assume, without loss of generality, that x = (x¡, yß is the center of the element l'x x V e SRÄ .
Applying the asymptotic error expansion (5.9) at (x{,yß to qx , qx' , and qx ' , respectively, yields To complete the proof of Theorem 5.1, we still need to establish the following lemma. Lemma 5.3 . Let (G2, k2) be the mixed finite element approximation of (G2, A2). Then We conclude with a result on the approximation of the scalar field. In §4, we have presented a procedure of postprocessed extrapolation for the scalar field. It is clear that the refinements given in §4 are cheaper than those stated in this section, since fewer unknowns are possible there. However, if one is interested in the refinements of this section (this is the case for extrapolating the vector field), a procedure of pure Richardson extrapolation can be obtained for the approximate scalar field. (A. 9) lo.y <
