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We discuss analytic continuation as a tool to extract the cumulants of the quark number fluc-
tuations in the strongly interacting medium from lattice QCD simulations at imaginary chemical
potentials. The method is applied to Nf = 2 + 1 QCD, discretized with stout improved staggered
fermions, physical quark masses and the tree level Symanzik gauge action, exploring temperatures
ranging from 135 up to 350 MeV and adopting mostly lattices with Nt = 8 sites in the temporal
direction. The method is based on a global fit of various cumulants as a function of the imaginary
chemical potentials. We show that it is particularly convenient to consider cumulants up to order
two, and that below Tc the method can be advantageous, with respect to a direct Montecarlo sam-
pling at µ = 0, for the determination of generalized susceptibilities of order four or higher, and
especially for mixed susceptibilities, for which the gain is well above one order of magnitude. We
provide cumulants up to order eight, which are then used to discuss the radius of convergence of the
Taylor expansion and the possible location of the second order critical point at real µ: no evidence
for such a point is found in the explored range of T and for chemical potentials within present
determinations of the pseudo-critical line.
PACS numbers: 11.15.Ha, 12.38.Aw, 12.38.Gc
I. INTRODUCTION
The study of the QCD phase diagram at finite tem-
perature and density is presently a challenging problem.
Its comprehension is particularly relevant, from a phe-
nomenological point of view, to the physics of compact
stars and to understand the properties of the strongly
interacting medium formed in heavy ion collisions. One
outstanding open issue is related to the nature of the de-
confinement transition, which is known to be an analytic
crossover at zero baryon density [1]; it has been suggested
that it could become a true transition at some critical
value of the baryon chemical potential µB , which would
represent the second order Critical Endpoint (CEP) of a
line of first order transitions existing for larger values of
µB .
Even if indications for the existence of a CEP are given
by many effective models, clear evidences from the first
principles, in favor or against its existence, are still lack-
ing. Indeed, at present, a direct lattice evalutation of
the QCD equation of state at finite µB is hindered by
the well known sign problem: the Euclidean path inte-
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gral measure becomes complex in the presence of quark
chemical potentials, making it impossible to apply ordi-
nary Monte Carlo algorithms based on the interpretation
of the measure as a probability density.
One way to partially overcome the problem is the Tay-
lor expansion technique. Assuming analyticity around
µ = 0, the free energy F can be expanded in powers
of the quark chemical potentials. Let us consider, for
instance, the case of QCD with three flavors of quarks
(u,d, s); the expansion is given by
F (T, V, µu, µd, µs) = F (T, V, 0)
+ V T 4
∑
i+j+k=even
χijk(T )
i!j!k!
µˆ(i)u µˆ
(j)
d µˆ
(k)
s (1)
where V is the spatial volume, µˆq ≡ µq/T and odd mono-
mials are zero due to the symmetry under charge conju-
gation of the theory at zero chemical potentials. The
coefficients
χijk(T ) =
1
V T 4
∂(i+j+k)F (T, µ)
∂µˆ
(i)
u ∂µˆ
(j)
d ∂µˆ
(k)
s
∣∣∣∣
µu=µd=µs=0
(2)
are usually known as the generalized quark number sus-
ceptibilities, and can be computed by means of standard
Montecarlo algorithms at zero chemical potentials.
The interest in generalized susceptibilities χijk(T, µ)
has increased over the last few years: cumulants of
conserved charges, i.e. baryon number B, electric charge
Q and strangeness S are directly accessible in heavy-ion
collision experiments by evaluating their event-by-event
fluctuations [2–5]. They can be related to the derivatives
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2of the free energy with respect to µB , µQ and µS , which
in turn can be obtained as a linear combination of the
coefficients χijk. It has been shown [6–8] that comparing
the experimental measure of these cumulants with
lattice QCD computations, it is possible to extract the
freeze-out paramers without relying on phenomenologi-
cal models such as the Hadron Resonances Gas Model
(HRG), thus directly from the first principles of the
theory. Moreover, the cumulants represent a sensitive
probe of the possible critical behavior associated with
the CEP: the knowledge of a large enough number of
terms in the Taylor expansion in Eq. (1) would allow to
obtain an estimate of the radius of convergence of the
series, hence of the location of the CEP [9–14].
However, a direct lattice computation of the general-
ized susceptibilities suffers from at least two problems,
which combine to make the numerical effort increase
exponentially with the order of the susceptibility:
i) The calculation of each χijk(T, 0) requires the
evalutation of a number of different terms which rapidly
increases with the order. In particular, an increasing
number of inversions of the Euclidean Dirac operator
( /D + m) is required, which represent the most time
consuming part of the computation;
ii) The direct sampling of non-linear susceptibili-
ties suffers from the so-called problem of lacking of
self-averaging [15]: the signal-to-noise ratio of these
quantities decreases as a power law of the spatial volume
V , with an exponent that grows with the order of the
susceptibility. This is essentially a consequence of the
central limit theorem: the determination of non-linear
susceptibilities involves the measurement of deviations
from a Gaussian distribution, but in the large volume
limit, and away from criticality, the distribution of the
quark number, Nq, can be well approximated by a
Gaussian of variance V χ2, with deviations which are
suppressed as powers of the volume.
For instance, from Eq. (1) it follows that (V χ2n)
are extensive quantities, i.e. scaling linearly with the
spatial volume, however a direct computation shows
that they are formed of a combination of terms such
as, 〈N2nq 〉, 〈N2(n−1)q 〉〈N2q 〉, ...〈N2q 〉n, which in the large
volume limit grow like (χ2V )
n, up to subleading powers
of V . However, it is precisely after a fine cancellation
of such terms that the subleading corrections produce
the final signal, which scales like V , inducing a signal-
to-noise-ratio scaling as V (1−n). This implies that to
achieve a given statistical accuracy for the 2nth-order
susceptibility on a certain range of volumes, the number
of sampled gauge configurations should be increased
proportionally to V 2(n−1).
As a consequence, the computation of the Taylor series
in Eq. (1) becomes a hard numerical challenge, when one
tries to increase the order of the expansion. It is possi-
ble to reduce this problem by inserting explicit external
sources directly coupled to the quark number operators,
then exploiting the fact that the dependence of lower
order cumulants on the external sources contains useful
information about the higher order cumulants: this is
analogous to determining the magnetic susceptibility of
a material from an analysis of the magnetization as a
function of the external magnetic field, rather than from
measuring fluctuations at zero external field. In our case,
the external sources to be used are the chemical poten-
tials. Given that real-valued chemical potentials lead to
a sign problem, one can perform numerical simulations at
purely imaginary values of them, for which the fermion
determinant and the path integral measure remain real
and positive Then, under the same assumptions of ana-
lyticity leading to Eq. (1), and ensuring that the chosen
set of imaginary chemical potentials stay within the an-
alyticity domain, one can exploit analytic continuation
to determine the non-linear susceptibilities. In practice,
one determines the generalized susceptibilities
χijk =
∞∑
l=i
m=j
n=k
χlmn(0, 0, 0) µˆ
l−i
u µˆ
m−j
d µˆ
n−k
s
(l − i)!(m− j)!(n− k)! (3)
up to a given order i + j + k. From a global fit of their
dependence on the imaginary chemical potentials µˆq =
iµq,I/T one can extract the higher order susceptibilities.
This idea has been pursued in the past, both for the
case of QCD with quark chemical potentials [16–24]
and to determine the dependence of the free energy
of pure gauge theories on the topological parameter
θ [25–27]. Different strategies have been chosen in the
various studies. For instance, in Refs. [22] and [24] only
cumulants of order one have been measured (i.e. with
i + j + k = 1 in Eq. (3)), while up to fourth order
cumulants have been exploited in Ref. [23] (and also in
Refs. [26, 27] to study θ dependence); moreover, a two
dimensional grid of imaginary chemical potentials has
been used in Ref. [22] for Nf = 2 QCD, while a one
dimensional grid, corresponding to a variation of the
baryon chemical potential µB , has been exploited in the
other cases.
The purpose of this study is to perform a systematic
investigation of this technique for the case of Nf = 2 + 1
QCD with physical quark masses, aimed both at identi-
fying the optimal strategy in the choice of the simulation
points and of the measured cumulants, and at testing its
effectiveness. At the same time, we also aim at analyzing
the possible systematic effects involved in the procedure,
which are mostly related to the truncation of the series
in Eq. (3) adopted in the fit.
To that purpose, we have performed a series of nu-
merical simulations, mostly for Nt = 8 lattices with an
aspect ratio L/T = 4, exploring temperatures in the
range 135 MeV < T < 350 MeV while staying on a line of
constant physics; simulations with different aspect ratios
have been performed to estimate finite volume effects.
3Numerical simulations have been performed for O(102)
different combinations of imaginary chemical potentials
for each temperature and measuring cumulants up to or-
der three.
In this way, we are able to determine the zero density
quark number susceptibilities, with control over trunca-
tion effects, up to the sixth order for T > Tc and up
to the eighth order for T < Tc. A comparison with the
standard method and with results obtained in previous
studies is performed, in particular regarding the numer-
ical efficiency of the strategy. In the low temperature
region we also try to estimate the radius of convergence
of the free energy expansion, in order to obtain infor-
mation about the possible location of the second order
critical point at real µB .
The paper is organized as follows. In Section II we
present the lattice discretization, the strategy adopted
for the choice of the simulation points (i.e. the different
combinations of imaginary chemical potentials), and the
expression of some of the computed observables. In Sec-
tion III we present our results, and finally in Section IV
we draw our conclusions.
II. NUMERICAL METHODS AND SETUP
We performed simulations of Nf = 2 + 1 QCD in the
presence of purely imaginary quark chemical potentials,
µf = iµf,I , µf,I ∈ R, with f = u, d, s, considering the
following Euclidean partition function of the discretized
theory:
Z =
∫
DU e−S(Sym.)
∏
f=u, d, s
det
(
Mfst[U, µf,I ]
) 1
4
(4)
S(Sym.) = −β
3
∑
i,µ6=ν
(
5
6
W 1×1i;µν −
1
12
W 1×2i;µν
)
, (5)
(Mfst)i, j = amfδi, j +
4∑
ν=1
ηi; ν
2
[
eiaµf,Iδν,4U
(2)
i; ν δi,j−νˆ
− e−iaµf,Iδν,4U (2)†i−νˆ; νδi,j+νˆ
]
. (6)
S(Sym.) is the tree-level Symanzik action introduced in
Refs. [28, 29], with Wn×mi;µν being the trace of the n ×m
loop in the (µ, ν) plane starting from site i. In order to
reduce UV cutoff effects and taste symmetry violations,
the staggered fermion matrix Mfst is built up in terms of
the twice stout-smeared links U
(2)
i; ν , which are constructed
following the procedure described in Ref. [30] and using
an isotropic smearing parameters ρ = 0.15. As usual
for finite T simulations, periodic (antiperiodic) boundary
conditions (b.c.) are taken for bosonic (fermionic) fields
in the temporal direction, and periodic b.c. for all fields
in the spatial directions.
For each flavor, we introduce the chemical potentials
following the prescription of Ref. [31], i.e. by multiply-
ing, in the fermion matrix, all the temporal links in the
forward (backward) direction by e+iaµf,I (e−iaµf,I ) (see
Refs. [32, 33] for alternative discretizations). The chemi-
cal potentials coupled to quark number operators can be
conveniently rewritten in terms of those coupled to the
conserved charges, B, Q and S, the relation being
µu = µB/3 + 2µQ/3
µd = µB/3− µQ/3 (7)
µs = µB/3− µQ/3− µS .
As usual for staggered fermions simulations, the residual
fourth degeneracy of the lattice Dirac operator is removed
by the rooting procedure. The Rational Hybrid Monte-
Carlo algorithm [34–36] has been used to sample gauge
configurations according to Eq. (4).
A. Physical observables
The observables measured during each simulation run
correspond to the generalized susceptibilities χijk(T, µ)
appearing in Eq. (3). In particular, we have considered
all possible combinations with i + j + k ≤ 2 for each
simulation, and also the combinations with i+ j + k = 3
in some cases. Their explicit lattice version reads (we
limit ourselves to the second order):
χf1 ≡
Nt
4N3s
〈
Tr
((
Mfst
)−1 ∂Mfst
∂µf
)〉
(8)
χf2 ≡
Nt
N3s
(
1
4
)2〈[
Tr
((
Mfst
)−1 ∂Mfst
∂µˆf
)]2〉
− Nt
N3s
(
1
4
)2〈
Tr
((
Mfst
)−1 ∂Mfst
∂µˆf
)〉2
+
Nt
4N3s
〈
Tr
((
Mfst
)−1 ∂2Mfst
∂µˆ2f
)〉
− Nt
4N3s
〈
Tr
((
Mfst
)−1 ∂Mfst
∂µˆf
(
Mfst
)−1 ∂Mfst
∂µˆf
)〉
(9)
χi,j2 ≡
Nt
N3s
(
1
4
)2〈 ∏
f=i,j
[
Tr
((
Mfst
)−1 ∂Mfst
∂µˆf
)]〉
− Nt
N3s
(
1
4
)2 ∏
f=i,j
〈Tr
((
Mfst
)−1 ∂Mfst
∂µˆf
)
〉 (10)
where the presence of the factor 1/4 is due to our stag-
gered discretization. Their determination requires the
4evaluation of the following traces:
Tr
[(
Mfst
)−1 ∂Mfst
∂µf
]
Tr
[(
Mfst
)−1 ∂Mfst
∂µf
]2
Tr
[(
Mfst
)−1 ∂(2)Mfst
∂µ2f
]
. (11)
This is has been done, as usual, by means of noisy es-
timators, using 256 Gaussian random sources for each
flavour. Confidence intervals and bias-subtraction for
non-linear estimators of susceptibilities have been per-
formed by means of a Jackknife analysis [37].
B. Choice of the simulation runs
At fixed Nt, the temperature T = 1/(Nta) has been
varied by tuning the bare coupling β and the bare quark
masses ms and mu = md = ml, so as to change the lat-
tice spacing a while staying on a line of constant physics,
with mpi ' 135 MeV and ms/ml = 28.15. This line has
been determined by a spline interpolation of the deter-
minations reported in Refs. [38–40].
For each temperature, the different combinations of
imaginary quark chemical potentials have been chosen
according to the following considerations. Our strategy
is to obtain information about generalized susceptibili-
ties at zero chemical potentials from the dependence on
µu, µd and µs of the measured lower order susceptibili-
ties described in the previous subsection. To that aim,
in general we employ a truncated polynomial version of
Eq. (3), i.e.
χijk =
l+m+n≤p∑
l=i
m=j
n=k
χlmn(0, 0, 0) µˆ
l−i
u µˆ
m−j
d µˆ
n−k
s
(l − i)!(m− j)!(n− k)! (12)
where the parameter p fixes the maximum order we would
like to determine.
The set of simulations points must contain values of
µu, µd and µs large enough, in order to be sensible to
higher order contributions. However, small values of the
chemical potentials are important as well, in order to be
able to check systematics related to truncation effects.
Therefore a reasonable choice seems to take their values
equally spaced between zero and some maximum refer-
ence value µmax. This choice will be further discussed in
Section III B.
In Ref. [22], a two-dimensional grid of equally spaced
chemical potentials was considered for the case of Nf = 2
QCD. In this case, considering a three-dimensional grid
of equally spaced chemical potentials is surely not feasi-
bile, since that would imply a number of different simula-
tion runs scaling as µ3max and reaching easily O(10
3) for
each temperature. Instead, we decided to fix the simula-
tions points along well defined trajectories in the three-
dimensional parameter space, in particular we did the
following choices
(µu, µd, µs) = (iµI , 0, 0)
(µu, µd, µs) = ( 0, 0, iµI)
(µu, µd, µs) = (iµI , iµI , 0)
(µu, µd, µs) = (iµI ,−iµI , 0) (13)
(µu, µd, µs) = (iµI , iµI , iµI)
(µu, µd, µs) = (iµI ,−iµI , iµI)
where µI parametrizes each of the six different lines, with
simulation points taken with a step size ∆µI = 0.025 piT
between zero and a maximum value µI,max, which is the
same for all the lines at a given temperature T . In this
way, keeping the number of lines fixed, the computational
effort scales linearly with µI,max.
Another aspect to be considered is whether the number
of simulation points and measured observables is large
enough to fix all generalized susceptibilities at a given or-
der. Indeed, the number of independent generalized sus-
ceptibilities grows rapidly with the order: for Nf = 2 + 1
it is easy to prove, exploiting the symmetry χlmn = χmln
due to the up and down quark mass degeneracy, that at
order N such number is given by (N/2 + 1)2. In general,
the set of equations (12), which are used in the global fit,
will involve only some linear combinations of such gen-
eralized susceptibilities, which depend on the number of
lines in Eq. (13) and on the number of measured observ-
ables. Those linear combinations, for each order N of
generalized susceptibilities, define a matrix AN , whose
rank must be at least equal to (N/2+1)2 in order for the
global fit to provide information about all independent
susceptibilities.
In Fig. 1 we show the rank of AN in our setup (i.e.
performing simulations along the six lines described in
Eq. (13)), and assuming one measures all susceptibili-
ties up to the second order, which has been our minimal
choice for all temperatures. It is clear that our choice
suffices to determine all the susceptibilities up to order
eight, while only 33/36 generalized susceptibilities can be
determined at order ten.
The situation can be improved (or worsened) by chang-
ing either the order of the measured susceptibilities, or
the number of lines where simulations are performed. For
instance, in Figs. 2 and 3 we report the same information
as in Fig. 1, respectively for the case in which only quark
number densities are measured, and for the case in which
the observables are extended up to susceptibilities of or-
der three (keeping the number of lines fixed). Instead, in
Fig. 4, we consider the case in which one still measures
up to second order susceptibilities, but considers less or
more lines of simulation points.
The na¨ıve message would seem to measure more and
more susceptibilities keeping the number of lines fixed,
in order to avoid too many simulations. However, as we
have already discussed, the precision on the observables
5FIG. 1: Ranks of the AN matrices for some values of the or-
der N , for simulation points chosen along the lines described
in Eq. (13) and measuring as an input both quark number
densities and second order susceptibilities. Red circles corre-
spond to the number of independent χijk(T, µ = 0) at a given
order.
FIG. 2: Same as in Fig. 1, but with just quark number den-
sities taken as an input.
degrades rapidly with the order, so what is the optimal
strategy is non-trivial and will be discussed in the follow-
ing, based on numerical results.
There is no special limitation on the choice of µI,max
in the low temperature regime, T < Tc, where the par-
tition function is an analytic function in all chemical
potentials. In the high-T region, instead, the range of
available chemical potentials is limited by the presence of
Roberge-Weiss (RW) or RW-like phase transitions, asso-
ciated to a sudden change of the expectation value of the
Polyakov loop, related to different realization of the cen-
ter symmetry breaking. The genuine RW transition [41]
is met when moving along the line µu = µd = µs = iµI ,
which corresponds to a pure baryon chemical potential
µB = 3iµI (i.e. µQ = µS = 0, see Eq.(7)): a purely imag-
FIG. 3: Same as in Fig. 1, apart from the fact that also quark
number susceptibilities of order three are measured and added
as an input.
FIG. 4: Same as in Fig. 1, but considering less or more lines of
simulation points. Triangles correspond to the case in which
two additional lines, (iµI , 0, iµI) and (iµI , iµI ,−iµI), have
been added, while diamonds to the case in which two lines,
(iµI ,−iµI , 0) and (iµI , iµI , iµI), are not considered.
inary µB corresponds to a global rotation of the temporal
boundary conditions for fermion fields, leading to a rota-
tion of the fermion contribution to the effective potential
of the Polyakov loop and to a sudden change of the global
minimum for
µI/T = (2n+ 1)pi/3 (14)
where n is a relative integer. The phase diagram in the
T −µI looks as in Fig. 5: the vertical lines are first order
RW transition lines, they start from a critical tempera-
ture TRW > Tc, whose value is about 200 MeV for Nt = 8
and about 208 MeV in the continuum limit [42]. The first
RW line limits the region which is analytically connected
to the points at zero chemical potentials, hence one has
to take µI,max/T < pi/3 for T > TRW .
60 1 2 3 4(µI /T)  / (pi/3)
 
T 
TRW
Tc
FIG. 5: Sketch of the phase diagram in the T − µI plane.
In this case (µu,d,s = iµI) RW lines are exactly vertical and
located at µI/T = (2n+1)pi/3. Solid lines represent first order
phase transitions separating sectors with different orientation
of the Polyakov loop while dashed lines correspond to the
analytic continuation of the pseudocritical line.
For intermediate temperatures, Tc < T < TRW , no
critical points are expected, since the analytic continua-
tion of the chiral transition line (dashed curve in Fig. 5)
is only pseudo-critical. However one expects that, when
crossing this pseudocritical line, the dependence of the
free energy F on the chemical potentials may become less
smooth, so that systematic effects due to truncation may
become more severe, resulting in an effective limitation
of the explorable range of µ.
Similar dynamics take place along the other lines, i.e.
in the more general case µQ, µS 6= 0: in those cases the
exact position of the first RW-like line depends on the
quark masses and on T , however one can safely state
that it will occur for µI/T > pi/3, since in this case the
different flavors tend to orient the Polyakov loop along
different directions in the complex plane (see Refs. [43,
44] for a more detailed discussion about this point). For
instance, along the line µu = µd = iµI and µs = 0, it
occurs for µI/T ∼ 0.45 pi [44].
Following the discussion above, we have taken
µI,max/T < pi/3 for all temperatures above Tc. Around
Tc, the range of chemical potentials actually used in the
global fit will be decided on the basis of the quality and
of the stability of the fit itself.
III. NUMERICAL RESULTS
Most simulations have been performed on a 323 × 8
lattice for various temperatures: the complete list, in-
cluding the values of the bare parameters, is reported in
Table I. For each run, 1500 trajectories of unitary length
have been performed. We measured susceptibilities on
configurations separated by 10 trajectories to reduce au-
T [MeV] β ml ms µI,max/T
135 3.61 0.002831 0.07971 0.8pi
143 3.63 0.002621 0.07378 0.8pi
149 3.645 0.002479 0.06978 0.4pi
155 3.66 0.002350 0.06614 0.4pi
160 3.67 0.002270 0.0639 0.3pi
170 3.69 0.002126 0.5984 0.3pi
200 3.755 0.001763 0.04963 0.3pi
230 3.815 0.001516 0.04267 0.3pi
260 3.87 0.001341 0.03775 0.3pi
300 3.94 0.001168 0.3287 0.3pi
350 4.0225 0.0009920 0.2792 0.3pi
TABLE I: List of simulated temperatures and associated val-
ues of β,ml,ms; µI,max represents the maximum value of the
imaginary chemical potential used in the simulations. The
value of T is affected by an uncertainty related to the deter-
mination of the physical scale, which for the discretization
adopted in our study is of the order of 2-3 % [38–40].
tocorrelation effects1. A few additional simulations have
been performed on lattices with different aspect ratios,
both below and above Tc, to check for finite size effects.
As outlined above, our strategy, for each temperature,
has been to perform a global fit, according to Eq. (12),
of the dependence on the chemical potentials of all quark
number densities and susceptibilities up to order two,
along the trajectories in the three-dimensional chemical
potential space described in Eq. (13). A subsample of
such global fit is reported in Fig. 6 for T = 149 MeV,
where we show some of the best fit polynomials obtained
according to Eq. (12) with a truncation p = 8.
A. Analysis of systematic errors
The main source of systematic error, in the analytic
continuation method, comes from the ambiguity in the
choice of the fitting function. In our case this means
that coefficients resulting from the global fit procedure,
i.e. the generalized susceptibilities χijk(T ), may depend
on the order of the polynomial (i.e. on the truncation
order) as well as on the fitting range.
As a general procedure to keep this systematic error
under control, we started with ranges of µI , going from
zero up to a maximum value µ¯I , small enough so that a
lowest order polynomial could provide a good description
1 To check that our choice was reasonable, we measured the au-
tocorrelation times of some typical observables. Throughout the
explored range of temperatures, the autocorrelation times of the
plaquette and of the quark number densities is 4-6 trajectories,
whereas it is of O(10) trajectories for the chiral condensate.
7FIG. 6: Example of the global fit for T = 149 MeV. We show only a subsample of a total of 54 polynomial fits which are
performed at the same time (3 densities plus 6 second order susceptibilites fitted along 6 different trajectories). The best fit
functions are taken according to Eq. (12) with a truncation to order eight. The reduced χ˜2 is 1.3. Notice that in the global
fit we did not take into account cross-correlations between susceptibilities measured at the same chemical potential, hence the
covariance matrix has a simple diagonal form.
of the data. Next, we increased the upper value of the
range, µ¯I , keeping the polynomial degree fixed, as long
as reasonable values of reduced chi-squared test, χ˜2, were
obtained. Otherwise, the polynomial order was increased
in order to go back to χ˜2 ' 1: at this stage, the stabil-
ity of the previously determined coefficients was checked,
and any variation going beyond the statistical errors (ob-
tained in the global best-fit procedure) was added as a
systematic error to the final determination.
An example of this procedure is reported in Fig. 7,
where we show the evolution of some susceptibilities as
the fit range or the polynomial order is changed, for T =
135.
To investigate finite size effects, we carried out sim-
ulations on Nt = 6 lattices for T = 170 MeV and on
Nt = 8 lattices at T = 350 MeV, considering three differ-
ent values for the spatial volume, Ns = 16, 20, 24 for the
Nt = 6 lattice and Ns = 24, 32, 40 for the Nt = 8 one. In
Figs. 8 and 9 our results for the up-quark and up-strange
susceptibilities are shown. The analysis indicates that
no finite volume effects are visible, within our present
statistical accuracy, when passing from aspect ratio 4 to
aspect ratio 3.3 for T = 170 MeV, and from aspect ra-
tio 5 to aspect ratio 4 at 350 MeV. It is interesting to
notice a reduction of the statistical error on the larger
lattices: since the same statistics have been adopted for
the different spatial sizes, this can be related to the fact
that some of the fitted observables (quark number densi-
ties) are self-averaging, i.e. their statistical fluctuations
decreases as 1/
√
V , while the other are characterized by
statistical fluctuations which are independent of V (the
second order susceptibilities), so that, on the whole, one
expects some gain in accuracy when moving to larger
volumes.
This is visible even for the case of the sixth order sus-
ceptibilities, whereas in the direct computation at µ = 0
their determination would be affected by a relative error
growing like ∝ V 2.
B. Efficiency of the method and comparison with a
direct determination at µ = 0
At this stage we are in a position to discuss the effi-
ciency of the method, i.e. to compare the total computa-
tional effort in the direct calculation and in the analytic
continuation method. In Table II, we compare results
obtained for 2nd and 4th order susceptibilities, for two
values of the temperature (T = 143, 260 MeV), from the
standard method and from the global fit, in order to test
the efficiency of our method both in the confined and in
the plasma phase.
In order to make a proper comparison, one must take
8FIG. 7: An example of the procedure followed to determine
systematic errors. The errorbars represent the statistical er-
ror obtained in the global best fit. The polynomial degree is
increased every time that the global best fit yields non accept-
able values of the reduced chisquared χ˜2. Circles, triangles
and diamonds refer to a global fit performed with a poly-
nomial of order 6, 8, 10, respectively, while the grey bands
represent the final estimate. Data refer to simulations on the
323 × 8 lattice at T = 135 MeV.
FIG. 8: Variation of some quark susceptibilities with the vol-
ume size at T = 170 MeV on the Nt = 6 lattice.
the relative computational effort into account. In both
cases, each measurement involved 256 random sources,
however 5 matrix inversions for each flavor were used
in the standard determination, in order to obtain all
susceptibilities up to order 4, and just 2 inversions in
the analytic continuation case, in order to obtain all the
second order susceptibilities involved in the global fit.
For the standard determination, we performed measure-
ments on 1000 configurations for T = 143 MeV and 2000
FIG. 9: Same as in Fig. 8 for T = 350 MeV on the Nt = 8
lattice.
µ = 0 From global fit
T [MeV] 143 260 143 260
χ2,0,0 0.410(12) 1.0880(12) 0.4160(40) 1.0883(8)
χ0,0,2 0.1862(24) 1.0250(13) 0.1865(15) 1.0255(10)
χ1,0,1 -0.031(3) -0.00774(57) -0.031(1) -0.00740(40)
χ1,1,0 -0.075(8) -0.0091(6) -0.0680(20) -0.0080(5)
χ4,0,0 1.1(8) 0.65(1) 1.250(70) 0.635(20)
χ0,0,4 0.336(40) 0.721(15) 0.300(15) 0.710(30)
χ2,0,2 0.17(7) 0.0452(35) 0.1195(33) 0.0440(60)
χ2,2,0 0.2(3) 0.043(4) 0.2924(82) 0.038(5)
TABLE II: Comparison of results obtained for 2nd and 4th
order susceptibilities from the global fit procedure, with the
ones obtained from the standard computation and a statistics
similar to that accumulated for O(10) simulation points at
imaginary µ. The total computational effort spent in the
global fit is larger than that spent in the standard case by a
factor 10 for T = 143 MeV, and 3 for T = 260 MeV.
configurations for T = 260 MeV, each separated by 10
RHMC trajectories; the relative cost2 of each measure-
ment compared to each MD trajectory was about 40 for
T = 143 MeV and about 7 for T = 260 MeV. The de-
termination from analytic continuation, considering all
simulation points, involved measurements on 20K con-
figurations for T = 143 MeV and 7K configurations for
T = 260 MeV, each separated by 10 RHMC trajecto-
ries; the relative cost of each measurement compared to
each MD trajectory was about 16 for T = 143 MeV and
about 3 for T = 260 MeV. Summing up, we can esti-
mate a total computational effort spent in the global fit
2 This estimate is specific to our code implementation on the Blue-
Gene/Q machine and could be different for other implementa-
tions or machines.
9ncopies 64 128 256 512
χ2,0,0 0.401(37) 0.400(19) 0.410(12) 0.4158(81)
χ0,0,2 0.186(5) 0.191(3) 0.1862(24) //
χ1,0,1 -0.031(9) -0.026(5) -0.031(3) //
χ1,1,0 -0.084(24) -0.084(12) -0.075(8) //
χ4,0,0 9(7) 3(2) 1.1(8) 1.05(35)
χ0,0,4 0.16(19) 0.33(6) 0.336(40) //
χ2,0,2 0.12(45) 0.10(15) 0.17(7) //
χ2,2,0 3(3) 0.7(9) 0.2(3) //
TABLE III: A subset of 2nd and 4th order susceptibilities as
a function of the number of random sources is shown. Data
refer to simulations at µ = 0 and T = 143 MeV.
which is larger than that spent in the standard case, by
a factor 10 for T = 143 MeV, and 3 for T = 260 MeV. In
standard importance sampling, error bars scale according
to the inverse square root of the sample size; therefore,
rescaling appropriately the error, we can compare the two
determination at fixed machine time.
A clear result, emerging from Table II, is that the
standard method is comparable, or even more efficient
than analytic continuation in the deconfined phase, for
all susceptibilities up to order four. For T = 143 MeV,
i.e. below the pseudocritical temperature, the situation
is quite different. Analytic continuation has still an effi-
ciency comparable to the standard method for second or-
der susceptibilities, however for fourth order susceptibil-
ities the improvement is dramatic: analytic continuation
leads to an improvement which is of order 10, in terms of
time machine, for the diagonal light quark susceptibility,
χ4,0,0, and grows up to order 100 for the non-diagonal
susceptibilities (no significant improvement is observed,
instead, for χ0,0,4).
For sake of completeness, in Table III, we report the
values of some 2nd and 4th order susceptibilities as a
function of the number of random sources. Our deter-
minations suggest that the error over 4th order cumu-
lants decreases more sharply with respect to the 2nd or-
der ones when increasing the number of random vectors.
This different behaviour is expected, since 4th order cu-
mulants are composed by terms which involve products
of three and four traces and their uncertainty decreases
more sharply as the number of random vectors is in-
creased. For sure, by increasing sufficiently the num-
ber of random sources error saturation will occur due to
the fact that gauge fluctuations dominate over random
noise. However, it is possible that going from 256 to
512 or 1024 random sources, this trend continues to be
valid. Therefore, uncertainties over quark number sus-
ceptibilities determined from direct sampling and from
the global fit could scale differently as the number of
sources is increased, leading to a slight change in the effi-
ciency comparison, which however should not change the
FIG. 10: Temperature dependence of the ratio χB4 /χ
B
2 of
baryonic cumulants. Blue points correspond to our deter-
minations while red points, corresponding to data obtained
on a Nt = 8 lattice using our own discretization, are taken
from [7]
main conclusion, i.e. that analytic continuation gains a
large factor, below Tc, starting from fourth order suscep-
tibilities, and especially for mixed ones.
Let us try to give a few possible explanations for
the fact that analytic continuation seems to be not
so convenient above Tc. A significant role is surely
played by the fact that small eigenvalues of the Dirac
operator are strongly suppressed above Tc (due to chiral
symmetry restoration), so that, at the same time, the
multiple inversions needed in the standard method are
less costly, and fluctuations in the noisy estimators
are suppressed; this effect is visible even below Tc, for
susceptibilities involving strange quarks, which have a
larger mass, for which the gain of analytic continuation
is less marked. Another possible factor is related to
the fact that we are working with a fixed aspect ratio,
so that simulations at higher temperatures are based
on smaller physical volumes, where problems related
to the lack of self-averaging are expected to be less
severe. Finally, in the high temperature phase analytic
continuation is surely disfavored by the reduced range
of explorable chemical potentials, due to RW or RW-like
transitions: that affects both the statistical accuracy of
the global fit and, even more important, the systematic
uncertainty related to truncation effects.
Another question that we would like to answer, which
regards the optimal strategy to be followed, is whether
there is any significant gain in trying measuring also sus-
ceptibilities of order larger than 2. In other case, like in
the use of analytic continuation for the study of θ de-
pendence [25–27], the issue is not very important, since
one can compute cumulants of the topological charge at
any chosen order with no significant computational over-
head; in this case instead, going one order further in the
measure of cumulants means adding new inversions of
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FIG. 11: We show how the precision attained for some suscep-
tibilities changes when adding more and more cumulants to
the global fit. The first three graphs correspond to a global fit
performed using µmax/T = 0.4pi and a polynomial of degree
8, whereas for the last three µmax/T = 0.2pi and a polyno-
mial of degree 4 has been used. Data refer to simulations at
T = 143 MeV.
the Dirac operator, with a considerable overhead. To
this purpose, we performed trial simulations at T = 143
MeV, measuring all quark number susceptibilities up to
order three, and observing how errors change as a func-
tion of the order of the susceptibilities included in the
global fit. Some results are reported in Fig. 11. A re-
markable improvement is achieved when adding second
order susceptibilities to the information coming from just
quark number densities: the improvement reaches up to a
factor 3, in terms of error reduction. On the other hand,
including also the third order has a low impact, since in
general only little gain is achieved.
Finally, we would like to discuss whether the choice
of equally distributed simulation points, along the
imaginary chemical potential axes, is optimal or not. In
principle, one would expect that having more simulations
where cumulants get larger contributions from higher
order terms of the expansion, i.e. at larger values of µI ,
would be better, in order to obtain more information
on higher order susceptibilities. However, one must
consider that, in order to properly perform the analysis
on the systematic error related to the series truncation,
which has been illustrated in the previous subsection,
one needs enough determinations at small µI as well. In
fact, we have tried to perform the analysis on various
subsets of our simulation points, keeping more data
either in the high or in the low µI region and comparing
the final error in the various cases, after normalizing it
to the total computational effort needed. The result is
that there is indeed a benefit in having more points in
FIG. 12: Comparison of results on sixth order cumulant of the
electric charge fluctuations between this work and Ref. [46].
Diamonds refer to the determinations of Ref. [46] obtained
on a Nt = 8 lattice with the highly improved staggered quark
(HISQ) action and almost physical quark masses.
the high µI region when one considers just the statistical
error, however that disappears when the total error
(statistical + systematic) is taken into account, so that
the choice of equally distributed points still seems a
reasonable one.
The complete list of susceptibilities determined on the
323 × 8 lattice are reported in Tables IV - VII, while in
Figs. 10, 12, 13, 14 and 15 some of those susceptibili-
ties are shown, as a function of T , and compared with
results obtained by other groups using the direct com-
putation approach. We remind that conserved charge
susceptibilities are linked to the quark number ones via
linear relations (See Eq. (7)). Correlations among quark
number susceptibilities, as determined from the global fit
procedure, turned out to be, in most cases, smaller than
10− 15%. Therefore the errorbars shown in Figs. 10, 12,
13, 14 were computed by using Gaussian error propaga-
tion formulae. A very good agreement is found for almost
all quantities and a higher precision is reached in our case,
at least in the confined phase T < Tc. Only a small dis-
crepancy is observed for the χus2 in the high temperature
regime (see Fig. 15). The source of this mismatch can be
attributed to the different aspect ratios used in the two
cases. Indeed, Ref. [45] adopted Ns/Nt = 3, while in our
case we have Ns/Nt = 4; looking at Fig. 9 it is clear that
finite volume effects are still non negligible for aspect ra-
tio 3 and for this values of the temperature, and point
exactly in the direction of the observed discrepancy.
C. An application to the search for a critical
endpoint
The obtained susceptibilities could be used for several
phenomenological analyses, like a determination of the
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FIG. 13: Same as in Fig. 12 for the fourth order cumulant of
the net baryon number fluctuation.
FIG. 14: Our determination of the sixth order cumulant of
the net baryon number fluctuation.
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FIG. 15: Comparison between results on second order sus-
ceptibilities obtained in this work and in [45] on the Nt = 8
lattice and with our own discretization.
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FIG. 16: Our lattice determination of the baryon number
density as a function of the imaginary (baryon-)chemical po-
tential is shown. Bands correspond to polynomial truncations
at various orders of the series expansion around µB = 0. Data
refer to T = 135 MeV.
freeze-out line [6–8]. However, since our results still lack
of a reliable continuum extrapolation and have been ob-
tained essentially for one single value of Nt, we prefer to
postpone this to a future investigation.
There is however one kind of analysis which is worth
doing even for a single value of Nt, and regards the pos-
sible emergence of a critical behavior for some value of
the (real) baryon chemical potential, i.e. the existence
and location of the critical endpoint. Indeed, high order
cumulants of the net baryon number distribution can be
used to find signals of critical behavior in the T − µB
plane, following the strategy of Refs. [12–14]. Setting
µu = µd = µs = µB/3 in the free energy expansion (1)
we are left with a power series in the baryon chemical
potential (see Eq. (7)):
F(T, µB) = F(T, 0) + V T 4
∑
n
χB2n
(2n)!
(µB/T )
2n
. (15)
An example of the expansion is reported in Fig. 16, where
we show, for a single value of the temperature, our lattice
determination of the baryon number density (as a func-
tion of µIB), along with the various polynomial trunca-
tions of different orders coming from its Taylor expansion
around µIB = 0.
At a second order µB-driven phase transition, the free
energy develops a non-analiticity while the baryon num-
ber susceptibility χB2 shows a divergence. Therefore, sig-
nals of critical behavior can be inferred by looking for
the radius of convergence of their Taylor series. To be
physical, the singularity must be placed on the real µB
axis, thus for the method to be effective the series must
have only positive non-null terms. In this case, estimates
for the radius of convergence of the free energy (ρf ) or of
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the baryon susceptibility (ρχ) are provided by:
ρfn,m =
(
χBn /n!
χBm/m!
) 1
(m−n)
ρχn,m =
(
χBn /(n− 2)!
χBm/(m− 2)!
) 1
(m−n)
(16)
and they all coincide when the infinite m and/or n limit
is taken. In our case, by using the few number of co-
efficients at our disposal a consistent determination of
the critical endpoint requires that all the estimators in
Eq. (16) agree with each other or at least show some
signal of convergence. Of course, the number of terms
needed to have such convergence is not known apriori
and depends on the nature of the critical point, if it ex-
ists. However, we tested the possibility of finding the
critical point using this method by bulding up a simple
statistical toy model, the interested reader will find more
details in Appendix A.
Since the pseudocritical line bends down for real
baryon chemical potentials, the critical endpoint, if any,
is expected for temperatures T ≤ Tc ∼ 155 MeV. Hence,
we evaluated the estimators in Eq. (16) using the sus-
ceptibilities up to χB8 for T = 135, 143 MeV, and up to
χB6 for T = 149, 155 MeV. For this values of tempera-
ture all the determined χB2n appear to be greater than
zero hence allowing for such a kind of analysis. The pan-
els in Fig. 17 display our determinations, where they are
also compared to the same quantities as extracted from
a simple HRG model, where
F (T, µB)HRG = A(T ) +B(T ) cosh
(µB
T
)
(17)
and of course the asymptotic radius of convergence is
infinite. As it can be noticed, the estimated radii do
not seem to converge to constant values as the order in-
creases, but rather they are in good agreement with HRG
estimates for T < 0.95Tc. For T & 0.95 Tc, deviations
are visible, however they correspond to estimated radii
which are larger than the HRG expectation.
The critical endpoint should be located somewhere
along the pseudocritical starting from µB = 0. There-
fore, it is interesting to report our estimated radii in the
phase diagram together with the pseudocritical line as
estimated from its curvature at µB = 0, i.e.
Tc(µB)
Tc
= 1− κ
(
µB
Tc
)2
+O(µ4B) . (18)
This is shown in Fig. 18, where a range of values of κ
is reported, going from 0.010 to 0.020, which roughly
corresponds to the indications from most recent lattice
determinations [44, 47–51]. The estimated radii rapidly
exceed, as the order in the expansion grows, the position
of the estimated crossover line.
Therefore, we conclude that the present indication is
that either no criticality appears at these temperatures,
or that higher order coefficients would be required in or-
der to be sensible to the singular part of the free energy.
We stress that to put this result on more solid grounds,
either in favor or in disfavor of a CEP at these tem-
peratures, several successive coefficients χBn could be re-
quired3. Moreover, the same analysis should be repeated
for different values of Nt to control UV cutoff effects.
IV. DISCUSSION AND CONCLUSIONS
In this work we studied Nf = 2 + 1 QCD by means
of analytic continuation from three different imaginary
chemical potentials coupled to the up, down and strange
quarks. We performed simulations for 11 values of the
temperature, using a 323×8 lattice with a stout staggered
fermion discretization, the tree level Symanzik improve-
ment for the pure gauge part and physical quark masses.
First and second order free energy derivatives were mea-
sured as a function of the purely imaginary chemical po-
tentials, and then interpolated by means of polynomial
functions in order to reconstruct the Taylor expansion of
the free energy around {µi}i=u,d,s = 0. The chosen tra-
jectories in the imaginary {µi}i=u,d,s space (see Eq. (13)
ensure the possibility to estimate all kind of fluctuations
and cross-correlations among conserved charges up to or-
der eight. Different ranges of chemical potentials and
different polynomials have been used, in order to mon-
itor systematic effects related to analytic continuation.
Different spatial sizes have been also investigated, both
below and above Tc, obtaining as a result that finite size
effects are well under control if an aspect ratio at least
4 is used. No systematic analysis has been performed
regarding UV cutoff effects: our results are mostly lim-
ited to Nt = 8 lattices and a continuum extrapolation is
postponed to a future investigation.
One of the main purposes of this study was that of
checking the efficiency of the method, as compared with
the standard determination of non-linear susceptibilities
from simulations at zero chemical potentials, and give in-
dications about the optimal strategy to be followed. We
provided susceptibilities up to order six for 9 values of
temperature and up to order 8 for T = 135, 143 MeV,
where the extended range of measurements at imaginary
µ (µI,max = 0.8pi/T ) allowed us to fit polynomials up to
order ten. Our results are in good agreement with pre-
vious standard determinations. Regarding efficiency, we
obtained that analytic continuation can lead to a signifi-
cant improvement below the pseudocritical temperature
Tc: in term of computational cost, this improvement is
of order 10 for fourth order diagonal light quark suscep-
3 As example, in Ref. [52] the authors tried to determine the Criti-
cal Point of the 3D Ising Model (Tc, Hc = 0) putting an external
magnetic field Ho and then evaluating several cumulants of the
free energy Taylor expansion in
(H−Ho)
T
at fixed temperature.
They found that an accurate determination of the Critical Point
(Hc ≈ 0) by means of radius of convergence estimates, requires
the evaluation of at least 8 coefficients in the cumulant expan-
sion.
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FIG. 17: Radius of convergence estimates for various temperatures below Tc. Circles/diamonds correspond to our estimate for
ρ
f/χ
n,m while black lines are values predicted from the HRG model.
FIG. 18: The values of ρχn,m are shown along with the O(µ2B)
determination for the pseudocritical chiral line.
tibilities, and goes up to a factor 100 for non-diagonal
ones; we could not make a direct test for higher order
susceptibilities, for which the improvement is expected
to be even larger.
On the contrary, analytic continuation does not reveal
to be a competitive strategy above Tc. One possible rea-
son is related to the restoration of chiral symmetry, which
causes a significant reduction in the statistical fluctua-
tions present in the noisy estimators and in the numeri-
cal cost of matrix inversions: both these factors go in the
direction of a strong improvement in the standard deter-
mination. Another possible reason is related to the re-
duced range of explorable imaginary chemical potentials,
due to RW or RW-like transitions, which affects both the
statistical accuracy of the global fit and the systematic
uncertainty related to truncation effects.
The precision reached below Tc allowed us to per-
form an analysis regarding the possible location of the
CEP. We evaluated cumulants of the net baryon num-
ber fluctuations for four values of T ≤ Tc: up to χB8 for
T = 135, 143 MeV and up to χB6 for T = 149, 155 MeV.
Various estimators of the radius of convergence of the
Taylor expansion, both for the free energy and for the
baryon susceptibility, have been considered. We did not
observe any signal of convergence of the estimated radii,
and for T . 0.95Tc the estimates are consistent with a
HRG-like behavior. Moreover, the estimated radii go well
beyond the estimated location of the pseudocritical line
as the order of the estimator increases. We retain that
this result could be interpreted in two possible ways:
i) No critical endpoint exists, at least for the discretiza-
tion of QCD adopted in the present study, and within
the explored range of temperatures;
ii) 6th/8th order baryon number susceptibilities are still
not sufficient to be sensitive to the singular part of the
free energy; moreover the critical endpoint could be lo-
cated for large chemical potentials, for which present lat-
tice methods, which work well for small values of µB/T ,
are not well suited.
Finally, let us discuss how our results and the method
could be improved in future studies, especially in view of
an extension to finer lattices, in order to perform a con-
tinuum extrapolation. An outcome of our investigation is
that the information on quadratic susceptibilities allows
to achieve a much better overall accuracy on the global
fit, and a significant improvement with respect to the
measurement of quark number densities only, whereas
the inclusion of third order cumulants does not have a
significant impact. This is important in order to define
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a strategy aimed at computing higher order susceptibili-
ties. Indeed, looking at Figs. 1-4, we see that the number
and the order of non-linear susceptibilities which one is
able to determine can be increased by either increasing
the number of measured susceptibilities, or by increas-
ing the number of trajectories in the chemical potentials
space along which the simulation points are taken. How-
ever, in view of the difficulty in adding statistically signif-
icant information by measuring third order susceptibili-
ties, the suggested strategy for the future is to measure
directly free energy derivatives up to order two and to
add more trajectories of simulated points. For instance,
adding two more lines to Eq. (13) (see Fig. 4), corre-
sponding to an increase in computational effort of about
1/3, would allow to completely determine susceptibilities
up to order 12.
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Appendix A: A simple statistical toy model
We tested the possibility of finding, by the radius of
convergence estimate method, the location of a critical
point, by using a simple test function (which plays the
role of the baryon number density) with a non-analiticity
located at real chemical potential. We sampled this func-
tion and its first derivative on the imaginary µ axis, by
adding a statistical Gaussian noise to the function values,
in order to obtain data points with statistical errors, then
trying to reconstruct the Taylor expansion around µ = 0
by means of a polynomial interpolation to the sampled
data, adopting the same procedure for the estimate of
statistical and systematic uncertainties adopted for the
real QCD data.
We used as a test function
n(µ) =
µ
µ2c − µ2
with µc = 2.5. This function and its first derivative,
which plays the role of the second order baryon suscepti-
bility, were sampled in the range 0 ≤ µI = Im(µ) ≤ 1.5.
To determine systematic errors we exactly followed the
guidelines used for quark number susceptibilities and fit-
ted the sampled data with polynomials up to order 12.
As for the quark number susceptibilities the very last
term of the highest order polynomial we used in the best
fit procedure was not considered, because it might have
a large uncontrolled bias due to truncation effects. Sus-
ceptibilities up to order 10 were then used to compute
the estimators in Eq. 16. Results are shown in Fig. 19.
As it is clear from the figure, the estimators seem to
convergence to the correct value of µc = 2.5 with the es-
timators ρχn,m showing a faster convergence with respect
to the ρfn,m’s. In spite of the simplicity of the statistical
model, the important outcome is that it seems at least
reasonable to perform, in the case of QCD, such a kind of
analysis, even though just a few number of susceptibilities
are known. Of course, as we have already emphasized,
the actual number of needed terms will depend on the
particular critical behavior.
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FIG. 19: Radius of convergence estimates for our statistical
toy model. Filled points represent the radius of convergence
estimates for the Taylor expansion of the susceptibility while
the unfilled ones the estimates for the Taylor expansion of the
free energy (See Eq. 16).
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T [MeV] 135 143 149 155 160 170 200 230 260 300 350
χ0,0,2 0.12770(90) 0.1865(15) 0.2485(10) 0.3230(20) 0.3800(20) 0.4980(30) 0.7960(20) 0.9485(15) 1.0255(10) 1.0815(10) 1.12250(70)
χ1,0,1 -0.02820(50) -0.031(1) -0.03050(70) -0.02780(80) -0.0285(10) -0.0251(11) -0.01520(70) -0.00960(40) -0.00740(40) -0.00500(40) -0.00320(30)
χ1,1,0 -0.0698(15) -0.0680(20) -0.0687(18) -0.0566(16) -0.0540(25) -0.0462(20) -0.0187(10) -0.01130(60) -0.00800(50) -0.00510(30) -0.00343(35)
χ2,0,0 0.3020(30) 0.4160(40) 0.5275(25) 0.6480(40) 0.7080(40) 0.8170(60) 0.9888(15) 1.0515(12) 1.08830(80) 1.12200(60) 1.14700(60)
TABLE IV: Table of second order susceptibilities obtained from polynomial fits. Errors are calculated taking into account both
statistical uncertainties and systematic effects.
T [MeV] 135 143 149 155 160 170 200 230 260 300 350
χ0,0,4 0.195(10) 0.300(15) 0.411(13) 0.470(30) 0.67(10) 0.72(12) 0.810(80) 0.75(5) 0.710(30) 0.640(35) 0.690(30)
χ1,0,3 -0.0266(32) -0.0188(60) -0.0200(70) 0.0060(80) 0.000(40) 0.038(24) -0.023(25) 0.010(10) 0.007(10) 0.0020(60) 0.0080(70)
χ1,1,2 0.0080(20) 0.010(4) 0.02(1) 0.0210(60) 0.013(15) 0.010(15) 0.025(25) 0.0022(64) 0.0000(50) -0.0065(45) -0.0020(40)
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