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7Abstract
The gauge theory/gravity correspondence encompasses a variety of different
specific dualities. We investigate various topics in the context of Super–Yang-
Mills/type IIB string theory and superconformal Chern-Simons-matter/type IIA
string theory dualities.
We carry out a rather extensive study of the type IIA AdS3×S3×S3×S1 Green-
Schwarz superstring, up to quadratic order in fermions. We discuss issues related
to fixing its κ-symmetry and show the one-loop finiteness of two-point functions
of bosonic fields. We then perform a Hamiltonian analysis and compare SU(2)
string states with predictions from the conjectured Bethe equations. Furthermore,
we show that, at least at tree-level, the two-body S-matrix is reflectionless.
We then concern ourselves with extending Mikhailov’s construction of giant gravi-
tons from holomorphic functions to include meromorphic functions, which lead
to giants with non-trivial topologies in AdS5×S5. We explore what topological
configurations giants, whose dynamics preserve a certain amount of supersym-
metry, assume. We are particularly interested in solutions created by a localised
modification of a set of intersecting spherical giant gravitons, as this seems the
most tractable limit.
We finally explore some aspects of holographic particle-vortex duality, in partic-
ular its realisation in the ABJM model and a possible relation to Maxwell duality
in AdS4. We formulate a symmetric version of the transformation that acts as a
self-duality, show how to embed it as an abelian duality in the (2+1)-dimensional,
N = 6 super–Chern-Simons-matter theory that is the ABJM model, and speculate
on a possible non-abelian extension.
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Chapter 1
Introduction
Superstring theory has established itself as an amazingly elaborate conceptual
framework that could today very well provide the best hints as to how to formu-
late and interpret a coherent picture of a possible unification of all fundamental
interactions. Over its almost half a century of history, the many developments
in this huge field of research have substantially and dramatically transformed
our theoretical understanding of the nature of reality. Some of the most pro-
found insights have been linked with the elucidation of a large set of symmetries
underlying the mathematical structures of the physical theories. Many of those
symmetries manifest themselves as dualities between markedly distinct, but mu-
tually consistent, descriptions of some particular system or model.
Concretely, a particularly groundbreaking discovery in the late 1990s was the
realisation [1, 2, 3, 4] that maximally supersymmetric, that isN = 4, SU(N) super–
Yang-Mills (SYM) theory in four dimensions, which is a superconformal field
theory, can be alternatively described in terms of type IIB string theory on the
ten-dimensional AdS5×S5 spacetime. The AdS/CFT correspondence, while still
a conjecture, has nevertheless been extensively tested and received substantial
supporting evidence via the applications of gauge-gravity dualities. The proposed
duality is of the strong-weak coupling type, in the sense that it maps the weakly
coupled regime of the gauge theory to the strongly coupled sector of the string
theory, and vice versa.
Let gYM be the coupling constant of the SU(N) SYM theory. Then, the ’t Hooft
coupling is
λ = g2YMN .
On the string theory side, the characteristic length scale of Anti-de Sitter space is
R4 = 4pigsN`4s ,
where, here,
• N is the number of coincident D3-branes sourcing the AdS5×S5 spacetime;
• gs =
g2YM
4pi is the string coupling; and
• `s =
√
α′ is the string length, α′ being the Regge slope.
13
14 CHAPTER 1. INTRODUCTION
Therefore, we have that
R4 = g2YMN`
4
s
= λ`4s , (1.1)
that is, when λ is large in the gauge theory, 1/R is small, which means that the
string theory degrees of freedom are effectively weakly coupled. This duality is
depicted in figure 1.1.
Figure 1.1: The hypothetical duality between four-dimensionalN = 4 super–Yang-Mills (SYM)
and type IIB superstring theory on AdS5×S5, plotted as a function of the radius R of AdS5×
S5, or equivalently the ’t Hooft coupling constant λ of the gauge theory. The lines connect
equivalent regions on both sides. The full story is more complex since both theories depend on
two parameters, namely the number of colours, N = Nc, and the gauge coupling. Note that the
number of colors Nc in the gauge theory corresponds to the number of coincident D-branes N in
the string/gravitational theory. Furthermore, since lattice models are non-perturbative, they can
be used for all values of λ.
Thus, the quantities that can be easily calculated in a perturbative expansion in
the coupling constant in one theory become computationally intractable in the
other. This is, on one hand, a blessing, since accepting the duality as a working
hypothesis makes it possible for us to analytically investigate such gauge theory
phenomena as heavy ion collisions [5] and strongly correlated condensed matter
systems [6] that are usually only treatable via computer simulations, but on the
other hand, a problem, because it makes a proof of the conjectured duality that
much harder.
While a mathematically tight and rigorous demonstration of the validity of the
correspondence remains elusive, much progress has been made in understand-
ing the various ramifications of this conjecture. This dissertation is essentially
an eclectic compendium of various theoretical investigations in the context of
gauge/gravity duality carried out by the author, and that progressed to a publish-
able state. Admittedly, no attempt has been made to weave a common story that
underlies the different topics addressed, although the unifying theme remains
gauge/gravity duality. Instead, each of the three research projects is introduced
and elaborated individually in seperate chapters, with every effort having been
made to make each chapter as comprehensive as necessary.
1.1 Overview of thesis
Our exploration begins in Chapter 2 with a rather extensive analysis within the
framework of AdS3/CFT2 correspondence. In particular, we focus on the type IIA
14
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AdS3×S3×S3×S1 Green- Schwarz (GS) superstring action up to quadratic order
in fermions, and discuss issues related to fixing its κ-symmetry. We subsequently
derive the near-BMN expansion of the GS Lagrangian; as a first quantum consis-
tency check, we show that the one-loop corrections to the two-point correlation
functions for the bosonic fields are finite in dimensional regularisation – both the
three- and four-vertex diagrams are separately divergent, but their summation
is finite. We then concern ourselves with the classical, or tree-level, sector of
the string theory, where we perform a Hamiltonian analysis and compare SU(2)
string states with predictions from a conjectured set of Bethe equations. We find
perfect agreement for the rank-one sectors, while we do not fully understand how
to match the product SU(2)×SU(2) sector. As it turns out, the string energies aris-
ing from the mixing sector exactly cancel between cubic and quartic interaction
pieces. This means that, in order for the Bethe equations to reproduce the string
calculation, the rank-one Bethe equations should decouple completely. We are
not sure how to interpret this result, and further investigation is probably needed.
Finally, in the last section, we look at 2→ 2 tree-level scattering processes for the
bosonic fields on the worldsheet in an attempt to understand how to properly
include the massless modes in the exact solution. We show that, at least at tree-
level, the two-body S-matrix is reflectionless. This might be a useful finding if the
Bethe equations have to be extended in order to incorporate the massless modes
of the theory as fundamental excitations. All of the work in this chapter is original
and based on the paper [7]
We switch gears and move to a completely different topic in Chapter 3, this time
specifically in the context of AdS5/CFT4 correspondence. The primary motivation
is to understand how different classical BPS states corresponding to 3-branes con-
figurations with different topologies can be obtained from holomorphic surfaces
via a method of construction, proposed by Mikhailov [103, 104], involving the in-
troduction of a class of supersymmetric cycles in spacetimes of the form AdSm×Sn,
which can be considered as generalisations of the giant gravitons. In the case
where the spherical manifold is the five-sphere in AdS5×S5, branes wrapped on
these cycles preserve 1/2, 1/4 or 1/8 of the supersymmetry, and constitute a class
of configurations parametrised by the holomorphic curves in C3. The starting
point is the fact that those wrapped branes are giant gravitons, which are dual
to subdeterminant operators and generalisations thereof known as Schur polyno-
mials. Then comes the relisation that the worldvolume of a D3-brane could, in
principle, assume any possible topologyR×M, withM being a closed 3-manifold.
Such manifolds can have considerably complicated topology, and it would seem,
via the gauge/gravity duality, to be a fascinating idea to ultimately understand
the emergence of topology from the point of view of the dual super–Yang-Mills op-
erators. Motivated by this, the goal in this chapter is to explore what topological
configurations giants, whose dynamics preserve a certain amount of supersym-
metry, assume. We are particularly interested in solutions created by a localised
modification of a set of intersecting spherical giant gravitons, as this seems the
most tractable limit. The results in this chapter are original, and reported in [105].
Finally, in Chapter 4, our attention turns to the study of some aspects of holo-
graphic particle-vortex duality. In particular, we focus on its realisation in the
Aharony-Bergman-Jafferis-Maldacena (ABJM) model [8], and its possible relation
to Maxwell duality in AdS4, via the AdS4/CFT3 correspondence. By combining
15
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a path-integral version of particle-vortex duality with the Mukhi-Papageorgakis
Higgs mechanism [126], we arrive at a symmetric version of the transformation
that acts as a self-duality. We then proceed to show how to embed it as an abelian
duality in the (2 + 1)-dimensional,N = 6 super–Chern-Simons-matter theory that
is the ABJM model, and speculate on a possible non-abelian extension. Going
to the gravity side of the correspondence, Maxwell duality in AdS4 is found to
reduce on the boundary to a particle-vortex duality acting on two independent
gauge field sources and their associated currents. The main motivation for this
work is two-fold: first, to understand whether particle-vortex duality is realised
in the ABJM model with its rich solitonic spectrum and second, to see if the phe-
nomenological work of [123] could be embedded in the concrete setting of the
AdS4×CP3/ABJM correspondence. The work in this chapter is original and contained
in [133].
Having dispensed with all formalities, let us go exploring...
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Chapter 2
Near-BMN dynamics of the
AdS3×S3×S3×S1 superstring
2.1 Introduction
As we mentioned previously, gauge/string dualities offer a fundamentally new
perspective on how to understand strongly coupled systems [1, 2, 3, 4]. The best
studied version remains the original example of AdS5/CFT4 [1, 3] which relates
type IIB string theory on an AdS5×S5 background to N = 4, SU(N) super–Yang-
Mills theory on the four-dimensional boundary of AdS5. Another more recent
incarnation is AdS4/CFT3, this time relating (in a certain limit) type IIA string
theory on AdS4×CP3 to a three-dimensional Chern-Simons-matter theory [8]. A
rather remarkable fact is that most of the theoretical tools developed for AdS5/CFT4
turn out to apply almost identically in the more recent AdS4/CFT3 duality. As is by
now well known, the underlying reason for this similarity of seemingly different
theories is the existence of integrable structures; or, in other words, the existence
of an infinite set of conserved charges which, in principle, allows for an exact
solution of the spectral problem.
The language of integrability allows for a reformulation of the spectral problem
in terms of an abstract spin chain. The Hamiltonian acting on the spin chain
can then be diagonalised using Bethe Ansatz (BA) techniques which allows us
to arrive at the spectrum in a closed form (see [9] for a recent review on the
subject.) In the AdS4×CP3 case, there is one subtlety, however, which was not
present in the AdS5×S5 case, and which is related to the fact that AdS4×CP3 is not
a maximally supersymmetric solution of the supergravity equations of motion.
The standard proof of integrability of the string worldsheet theory [10] relies on
a supercoset formulation. The supercoset sigma model [11, 12] can be obtained
from the complete Green-Schwarz (GS) superstring [13] by (partial) gauge-fixing
of the κ-symmetry. It turns out, however, that for certain configurations of the
string, this gauge-fixing becomes inconsistent [11, 13], and the supercoset model
is not capable of capturing all physical fermionic degrees of freedom of the string.
This is the case, for example, when the string moves only in the AdS4 subspace,
or forms an instanton by wrapping CP1 ⊂ CP3 [14]. This suggests that a more
general proof of integrability should be sought that does not rely on the supercoset
17
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description. The first steps in this direction were taken in [15], where the classical
integrability of the full GS superstring was demonstrated to quadratic order in
fermions1 (see also [16], and for a slightly different approach see [17]) 2.
In [19], an analysis of the integrable structures of yet another duality, namely
AdS3/CFT2, was initiated. On the string theory side of the duality, we have either
AdS3×S3×T4 or AdS3×S3×S3×S1 supported by Ramond-Ramond (RR) flux. For
the first background, the dual CFT2 should be a two-dimensional sigma model
on a moduli space built out of Q1 instantons in a U(Q5) gauge theory on T4. This
is somewhat natural since AdS3×S3×T4 arises as the near-horizon limit of Q1/Q5
intersecting D1/D5 branes, [20, 21, 22, 23, 24, 25, 26]. On the other hand, the dual
theory of AdS3×S3×S3×S1 remains largely unknown, mainly due to the fact that
the supergravity approximation fails to be as useful as in the other examples (see
[27]). Nevertheless, it is possible to write down a supercoset sigma model for this
case whose classical equations of motion allow for a Lax representation which
ensures classical integrability [19]. By integrating the Lax connection around a
closed loop, one gets the monodromy matrix which can be used to generate an
infinite tower of conserved charges. The finite-gap method can then be used to
reformulate the equations of motion in terms of a set of integral equations [28, 29].
These integral equations in turn can be seen as the semiclassical limit of a set of
conjectured quantum Bethe equations which diagonalises the exact S-matrix on
the worldsheet [30, 31].
While the AdS3 × S3 ×M4 solutions of the supergravity equations of motion allow
for pure Neveu-Schwarz–Neveu-Schwarz (NS-NS) flux, and incidentally allows
for an exact solution using the representations of chiral algebras [20, 32, 33, 34],
the string appearing in the AdS3/CFT2 considered here is supported by RR flux.
This implies that the proper description is the GS superstring, which is more
complicated. What is more, the superisometries of AdS5/CFT4 and AdS4/CFT3
have 32 and 24 supercharges respectively, while the duality at hand has only 16,
making it even less symmetric than the higher-dimensional examples of integrable
gauge/string dualities. Here, we shall work with the GS string action up to
quadratic order in the fermions. We will see that the subtleties that appear in the
AdS4×CP3 case are also present here. In this case, the κ-symmetry gauge-fixing
which reduces the GS string to the supercoset model becomes inconsistent when
the string moves only in AdS3 ⊂ AdS3×S3×S3×S1 or in AdS3×S3 ⊂ AdS3×S3×T4.
However, we expect that, just as in AdS4×CP3 and AdS2×S2×T6, it should be
possible to prove the classical integrability of the full GS string to quadratic order
in fermions also in this case along the lines of [15, 16], although we will not address
this question here.
The (super)isometries of AdS3×S3×S3 form two copies of D(2, 1;α), which is an
exceptional supergroup with a free parameter α ∈ [0, 1] [35]3. The parameter α
1The integrability was also shown to higher order in fermions in a truncated model
2A similar problem appears in AdS2×S2×T6 except there, the supercoset model never describes
all the physical fermions due to the low amount of supersymmetry; nevertheless the integrability
of the GS action has been shown to hold to quadratic order in fermions [18, 16].
3The S1 factor is not described by the supergroup and it has to be added by hand. One might
be tempted to take it as a completely decoupled term in the Lagrangian, but this is, however, not
the case in the supersymmetric formulation since the fermions couple to all transverse directions
through the vielbeins.
18
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enters the invariant bilinear form and can be related to the background geometry
though the relation
1
R2+
+
1
R2−
=
1
R2
(2.1)
where R± are the radii of the three-spheres, and R is the AdS3 radius. This allows
for a trigonometric parametrisation as
α =
R2
R2+
= cos2 φ,
R2
R2−
= sin2 φ .
A few special cases are worth mentioning. If we take one of the S3 radii to infinity,
we effectively decompactify that part of the geometry. In other words, starting
from the AdS3×S3×S3×S1, and sending one of the R± with the S1 radius (which
is arbitrary) to infinity (or, equivalently, taking the α → 0 limit), we would end
up with AdS3×S3×T4. Hence, it should be possible to write down a sigma model
parametrised by φ (or, equivalently, α) that can incorporate both backgrounds in
one unified description. Indeed, this was done in [19]. What is more, the finite-gap
method was used to propose a set of quantum Bethe equations [19] for α = {0, 12 , 1}
(corresponding to the T4 and equal S3 radii cases). These were subsequently
generalised to arbitrary α in [36]. One motivation for this work is to compare
and augment the proposals of [19, 36] with explicit string calculations. While
computations have been performed on the string theory side for the AdS3×S3×T4
case [39, 40, 41, 42, 43, 44], very little has been explicitly computed for general α.4
In order to perform any worldsheet calculation, the string Lagrangian is needed,
and we will use a near-BMN expansion up to quartic order in the number of fields
(but only quadratic order in fermions). As an independent consistency check,
we show that the theory is finite at one-loop order in dimensional regularisation.
As a first test of the conjectured Bethe equations, we compare their predictions
with the energies of string states. While this is only a tree-level computation, it is
nevertheless an important consistency check to verify that the spectrum agrees.
As we will show, we find at least partial agreement. For the rank-one sectors,
agreement is perfect for arbitrary number of string oscillators (or equivalently,
Bethe roots). However, looking at a product SU(2)×SU(2) sector, we find that the
string energies in the mixing sector cancel between cubic and quartic contributions
from the string Hamiltonian. This implies that, in order for the Bethe equations
to reproduce the string calculation, the length parameter L of the Bethe equations
should not mix the two sectors. This does not necessarily conflict with the results
of [19], since these effects would be subleading in L. Thus, they should not change
the semiclassical, L → ∞, limit and the integral equations of [19] should still be
reproduced.
We then set out to investigate some properties of the worldsheet S-matrix. In
the string sigma model, there are heavy, light and massless modes. While the
first two are incorporated by the Bethe equations as fundamental and composite
excitations, the massless modes are absent. They do however appear as internal
states (as intermediate lines in Feynman diagrams), but it is not possible to assign
explicit excitation numbers to them. Thus, it might be desirable to extend the
4However, see the recent paper [45] where one-loop effects of spinning and folded string
configurations are studied.
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Bethe equations in a way so that this is possible. We address this question by
showing that the reflection part of the worldsheet S-matrix is zero. This is a nice
feature since it, in principle, makes it rather straightforward to add the massless
modes by hand as a direct sum. We also collect all the remaining light-to-light
bosonic scattering processes in the appendix.
Outline
We start out, in section 2.2, by writing down the GS superstring action to quadratic
order in fermions using geometric quantities such as the vielbeins, the spin con-
nection and the RR flux. We then discuss the κ-symmetry gauge-fixing of the
action and show that in certain cases, the κ-symmetry fixing which would lead to
the supercoset sigma model is not admissible, implying that for certain string con-
figurations, the supercoset model is not able to describe all the physical fermionic
degrees of freedom on the worldsheet. We use the standard light-cone–type
κ-gauge, which does not suffer from this problem.
In section 2.3, we turn to a perturbative analysis, where we first fix the bosonic
light-cone gauge [46, 48]. We then expand in transverse bosonic and fermionic
string coordinates, and write down the theory up to quartic order in fields (but
only quadratic order in fermions). As a first consistency check, we show that the
theory is one-loop finite in dimensional regularisation.
We then provide an analysis of the Hamiltonian in section 2.4 by comparing the
Bethe equations of [36] with the string energies. Since the string Hamiltonian has
both cubic and quartic interaction terms, the actual computation boils down to
second-order perturbation theory. This, however, can be reformulated in terms of
an equivalent first-order computation by utilising a canonical, or unitary, trans-
formation of the Hamiltonian [48, 50]. The classical5 energies we compare with
the Bethe equations, come from string states in an SU(2) and SU(2)×SU(2) subsec-
tor. While we find complete agreement for the rank-one sector, we nevertheless
observe that there are some issues with the product sector. In order for the Bethe
equations to reproduce our findings, the length parameter L needs to be different
for the two sectors. While we do not fully understand the implications of this,
one possible explanation is that we simply have two disconnected spin chains.
In section 2.5, we show that the reflection piece of the bosonic worldsheet S-matrix
is zero. We show this explicitly by computing 2→ 2 scatterings of bosonic fields
on the string worldsheet. While we only present a tree-level computation here,
we suspect this to be true in the quantum case also. In the appendix, we also
compute the scattering and transmission part of the bosonic S-matrix. However,
since the exact S-matrix is not known, we are not in a position to compare our
findings with anything.
We end with a short summary and discussion about interesting future problems
in section 2.6.
5By "classical", we mean that we ignore normal-ordering effects which, together with terms
arising from the unitary transformation, should combine into finite-size effects, see [51, 52].
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2.2 Green-Schwarz superstring in AdS3×S3×S3×S1
We begin by writing down the Green-Schwarz (GS) superstring action, up to
quadratic order in fermions, using geometric quantities such as the vielbeins, the
spin connection and the RR flux. We then discuss the κ-symmetry gauge-fixing of
the action and show that in certain cases, the κ-symmetry fixing that would lead
to the supercoset sigma model is not admissible, which implies that for certain
string configurations, the supercoset model is not able to describe all the physical
fermionic degrees of freedom on the worldsheet. We use the standard light-cone
type κ-gauge, which does not suffer from this problem. For notational details, see
appendix A.3.
2.2.1 GS superstring to quadratic order in fermions in a type II
supergravity background
The GS superstring action in a type II supergravity background, with zero back-
ground fermionic fields and NSNS flux, and constant dilaton φ0, takes the follow-
ing form, up to quadratic order in fermions [53, 54] 6:
S = −gs
∫ (1
2
∗ eAeA + i ∗ eA Θ¯ΓADΘ − i eA Θ¯ΓAΓˆDΘ
)
where Γˆ =
{
Γ11
1 × σ3
[IIA]
[IIB]
(2.2)
The eA(X), A = 0, 1, . . . , 9 , are worldsheet pullbacks of the vielbein one-forms of the
purely bosonic part of the background, ∗ denotes worldsheet Hodge-dualisation,
and the generalised covariant derivative acting on the fermions is given by
D Θ = (∇ − 1
8
eA /F ΓA) Θ where ∇ Θ = (d − 14Ω
ABΓAB) Θ , (2.3)
where ΩAB is the spin connection of the background spacetime. The coupling to
the RR fields comes through the matrix
/F = eφ0 ×

− 12ΓABΓ11FAB + 14!ΓABCDFABCD
iσ2ΓAFA − 13!σ1ΓABCFABC + i2·5!σ2ΓABCDEFABCDE
[IIA]
[IIB]
(2.4)
in the type IIA and type IIB cases, respectively.
The two Majorana-Weyl spinors in the IIA case are described as one 32-component
Majorana spinor Θ, and in the IIB case, as two 32-component Majorana spinors
projected onto one chirality ΘI = 12 (1 + Γ11) Θ
I, I = 1, 2. The Pauli matrices σi,
i = 1, 2, 3 , act on the IIB SO(2) indices I, J = 1, 2 , which will be suppressed. The
Majorana condition implies that the conjugate spinors satisfy
Θ¯ = Θ†Γ0 = ΘtC (2.5)
6The string coupling gs is related to the background geometry as gs ∼
√
λ = R
2
α′ , where R is
the AdS curvature radius. How
√
λ is to be defined in terms of the scale of the AdS space dual to
CFT2 is not yet known. In most equations, we set gs = 1 for simplicity.
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where C is the charge conjugation matrix (A.2) (when needed, we use the Γ-matrix
representation given in appendix A.2). We now turn to the specific background
of interest here, AdS3×S3×S3×S1.
2.2.2 GS string in type IIA AdS3×S3×S3×S1
There are two type II supergravity solutions of the form AdS3×S3×S3×S1 with
RR flux. One is in type IIB and has F3 flux, while the other is in type IIA and has
F4 flux. The type IIB solution arises as the near-horizon geometry of intersecting
D1- and D5-branes. Both solutions preserve 16 supersymmetries, and they are
easily seen to be related by a T-duality along the S1 direction. Since the fermions
in the type IIA case can be grouped into a single 32-component Majorana spinor,
this case is slightly easier to work with, and since both backgrounds describe the
same physics, we will work with this case.
The AdS3×S3×S3×S1 solution to type IIA supergravity is supported by RR four-form
flux of the form
F4 = 2 e−φ0
( 1
3!
ecebeaabc + cosφ
1
3!
ecˆebˆeaˆaˆbˆcˆ + sinφ
1
3!
ec
′
eb
′
ea
′
a′b′c′
)
e9 , (2.6)
where we use units that set the AdS3 radius to unity. The ten-dimensional space-
time index A = 0, . . . , 9 splits up into four sets of indices: an AdS3 index a = 0, 1, 2,
the first and second set of S3 indices aˆ = 3, 4, 5 and a′ = 6, 7, 8, and the S1 index 9.
The vielbein e9 = dy, where y is the S1 coordinate.
On substituting (2.6) into (2.4), we obtain
/F = 4Γ∗Γ9(1 − P) , (2.7)
where Γ∗ = 13!Γ
cbaabc = Γ012, (Γ∗)2 = 1 and P is a projection matrix
P = 1
2
(1 + cosφ Γ∗Γ345 + sinφ Γ∗Γ678) . (2.8)
that singles out the 16 supersymmetries preserved by the background. To see this,
one can look at the supersymmetry variation of the dilatino
δλ = Γ
A/F ΓA = 8Γ∗Γ9(1 − P) .
which vanishes for the 16 supersymmetry parameters which satisfy  = P, and
therefore correspond to those supersymmetries preserved by the background.
Correspondingly, the 32 fermions Θ can be split into two sets of 16 each, by acting
the projection operator on it in the following ways:
ϑ = PΘ and υ = (1 − P)Θ .
The 16 ϑ’s correspond to the supersymmetries preserved by the background, and
the 16 υ’s to the broken supersymmetries7.
7Those corresponding to the preserved supersymmetries are referred as coset fermions, while
those corresponding to the broken suppersymmetries are called non-coset fermions since a super-
coset formulation only describes the fermions which correspond to unbroken supersymmetries.
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Substituting (2.7) in the action (2.2), we find that the part of the Lagrangian
quadratic in the fermionic fields takes the form (from now on we drop the world-
sheet form notation)
L(2, f ) = iγi jeiA Θ¯ΓA∇ jΘ − ii jeiA Θ¯ΓAΓ11∇ jΘ − i2γ
i jeiAe jB Θ¯ΓAΓ0129
(
1 − P
)
ΓBΘ
+
i
2
i jeiAe jB Θ¯ΓAΓ11Γ0129
(
1 − P
)
ΓBΘ ,
where i, j are worldsheet indices and γi j =
√−ggi j is the Weyl-invariant world-
sheet metric satisfying detγ = −1.
2.2.3 κ-symmetry gauge fixing
The GS superstring action is invariant under local fermionic transformations of
the target space coordinates ZM = (XM,Θµ) which take the form
δκZM EMα = 12(1 + Γ)
α
β κ
β(ξ) , α, β = 1, . . . , 32 ,
δκZM EMA = 0 , A = 0, 1, . . . , 9 ,
where κβ(ξ) is an arbitrary 32-component spinor parameter, (EA,Eα) are the back-
ground supervielbeins and 12 (1 + Γ)
α
β is a spinor projection matrix with
Γ =
1
2
√−det gi j i j EiA E jB ΓAB Γ11 , and Γ2 = 1 ,
gi j = EiAE jBηAB being the induced metric on the worldsheet.
This κ-symmetry can gauge away 16 of the 32 fermions, but exactly which ones
may depend on the motion of the string since Γ depends on this through the
pullback of the supervielbeins EiA. Let us consider a gauge-fixing of the form
MΘ = 0 ,
where M is some 32×32 matrix which forces some n-dimensional projection of Θ
to vanish (n ≤ 16). By analysing a (linearised) κ-symmetry transformation of this
gauge-fixing condition, using the fact that Eµα = δαµ + O(Θ2), one finds that for
the gauge-fixing to be admissible, there are essentially two possibilities8: either
M coincides with the κ-symmetry projector 12 (1 + Γ) in an n-dimensional subspace
of the space it projects onto, or M is independent of Γ but9
rank([M,Γ]) ≥ n
2
.
(see also the discussion in section 3 of [55]). Let us now consider the implications
of this fact for the present case.
In order to describe the string as a supercoset sigma model, we choose the κ-
symmetry gauge-fixing that removes the 16 non-coset fermions
υ = (1 − P)Θ = 0 .
8In principle, intermediate cases could be considered, but they will not be relevant here.
9This is a necessary, but not always sufficient, condition (M 12 (1 + Γ) still has to have rank n).
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According to the above discussion, and using the form of P in (2.8), we see that,
for generic φ, this gauge choice is not possible if the string moves only in the AdS3
subspace since, in that case,
[P,Γ] = 0 ⇒ rank([P,Γ]) = 0 < 8 .
For the special caseφ = 0, that is AdS3×S3×T4, the situation is worse, and the gauge-
fixing is inconsistent if the string motion is in the AdS3×S3 subspace. The same
holds, of course, for the opposite gauge-fixing, which sets the coset fermions to
zero, namely PΘ = 0. We conclude from this that, for these string configurations,
the set of physical fermions consists of eight coset fermions related to conserved
supersymmetries and eight non-coset ones related to broken supersymmetries.
Thus, not all physical fermions for these string configurations are captured by
the supercoset sigma model. Essentially the same issue arises in the case of the
AdS4×CP3 superstring [11, 13].
For that reason, we will avoid using the gauge that gives the supercoset model
which was used in [19]. We will instead be interested in the BMN-expansion
around a string moving along an S1 in the first S3 factor and an S1 in the second
S3 so that the angle subtended between them is β. The case β = 0 corresponds to
the string moving along only an S1 in the first S3, while β = pi/2 corresponds to
the (essentially equivalent) case of the string moving only in the second S3. The
κ-gauge we will impose is therefore the standard one involving the light-cone
Γ-matrices adapted to the BMN geodesic:
Γ+Θ = 0 , where Γ± =
1
2
[
Γ0 ±
(
cos βΓ5 + sin βΓ8
)]
. (2.9)
The matrix M used in the κ-gauge fixing can be thought of as the projection matrix
−4Γ−Γ+, and it is not hard to see that for this string configuration, it coincides
with the κ-symmetry projection matrix 12 (1 + Γ) in the 16-dimensional subspace of
positive-chirality spinors. Since the chirality projector 12 (1+Γ11) commutes with the
κ-symmetry projector, this gives only 8 instead of the 16 gauge conditions needed.
It, therefore, appears that this standard gauge-fixing would be incomplete. The
resolution of this puzzle is that, when we also fix the bosonic light-cone gauge,
x+ ∼ τ, x− is fixed by the Virasoro conditions in terms of the other fields and
this turns out to remove any would-be freedom to perform further κ-symmetry
transformations. Therefore, consistency with the Virasoro conditions guarantees
that the gauge-fixing is complete also in this case.
2.3 Light-cone BMN expansion of the action
We will study an expansion in transverse coordinates utilising a BMN-type expan-
sion [56]. First, we consider the lowest-order quadratic theory with β, the angle
the geodesic makes in the (5, 8)-plane, arbitrary, and then, when going to higher
order in perturbation theory, we will consider only the case β = φ for simplicity.
We first fix the residual bosonic worldsheet symmetries. We impose a uniform
light-cone gauge [46, 48], where we introduce the light-cone coordinates adapted
24
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to the BMN geodesic
x± =
1
2
[
t ± (cos β ϕ5 + sin β ϕ8)] ,
t = x+ + x− ,
v = sin β ϕ5 − cos β ϕ8 ,
ϕ5 = cos β (x+ − x−) + sin β v ,
ϕ8 = sin β (x+ − x−) − cos β v ,
with ϕ5 and ϕ8 being the relevant angular coordinates of S3×S3. The use of
light-cone gauge means that we align the worldsheet time coordinate with x+
through
x+ = τ , p+ = constant ,
where p+ is the conjugate worldsheet momentum density of x−. In the near-BMN
limit, the gauge-fixed Lagrangian has an expansion in the number of transverse
fields as
L = L2 + 1√gL3 +
1
g
L4 + . . .
where the subscripts denote the number of transverse coordinate in each term.
To leading orders in perturbation theory, this gauge is also consistent with the
conformal gauge, that is, a flat worldsheet metric. However, it fails to hold at
quartic order in the transverse field expansion, and we need to add higher-order
corrections to the worldsheet metric.
2.3.1 Quadratic Lagrangian with arbitrary β
Bosonic part
In the BMN limit, parametrised by the angle β, the bosonic terms in the Lagrangian
(2.2) reduce, at quadratic order in fields and using conformal gauge γi j = ηi j, to
(see appendix A.3 for the parametrisation)
L(2,b) = −12
 ( 4∑
j=1
∂ix j∂ix j
)
+ ∂ix6∂ix6 + ∂ix7∂ix7 + ∂iy j∂iy j + ∂iv j∂iv j
−
(
x21 + x
2
2 + cos
2 β cos2 φ (x23 + x
2
4) + sin
2 β sin2 φ (x26 + x
2
7)
)]
The spectrum consists of four pairs of bosons with masses
m =
(
1, cos β cosφ, sin β sinφ, 0
)
. (2.10)
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Fermionic part
We now turn to the fermionic terms. From (2.3) and (2.7), to leading order, the
contributing pieces of the vielbein and /F are
eAΓA = Γ+dx+ ,
/F = 2Γ12+9
(
1 + cos β cosφΓ1234 + sin β sinφΓ1267
)
= 4Γ12+9
∑
i, j=±
mi jPi j , (2.11)
where Γ+ is defined in (A.5) and
P±± =
1
4
(
1 ± Γ1234
) (
1 ± Γ1267
)
, m±± =
1
2
(
1 ± cos β cosφ ± sin β sinφ
)
.
P±±, which are products of two commuting projectors that project onto 16-dimensional
subspaces, project onto an 8-dimensional subspace. On fixing the κ, light-cone
and conformal gauges, the lowest order Lagrangian for the fermions becomes10
L(2, f ) = iΘ¯Γ+
(
∂0Θ − Γ11∂1Θ +
∑
i, j=±
mi j Γ129Pi jΘ
)
. (2.12)
Thus, we see that, for generic β and φ, there are four two-component fermions
Θ±± = P±±Θ of mass {m++,m+−,m−+,m−−}. When β = φ, we have four pairs with
masses
m =
(
1, cos2 φ, sin2 φ, 0
)
, (2.13)
which coincide with the bosonic mass spectrum (2.10), hence the maximum
amount of worldsheet supersymmetry is preserved in this case. In order to
simplify our analysis, we will only consider the β = φ case from now on.
2.3.2 Quadratic and cubic Lagrangians with β = φ
We specialise to the β = φ case [19]. We first introduce new variables in terms
of which (2.12) takes a nice two-dimensional form. This can be done using the
explicit representation of Θ in appendix A.3, together with
y1 =
1√
2
(x1 − ix2) , y2 = 1√
2
(x3 − ix4) , y3 = 1√
2
(x6 − ix7) , y4 = 1√
2
(v − ix9) ,
χ±1 = cos
φ
2
θ±1 + sin
φ
2
θ±3 , χ
±
2 = − cos
φ
2
θ±2 + sin
φ
2
θ±4 ,
χ±3 = sin
φ
2
θ±2 + cos
φ
2
θ±4 , χ
±
4 = sin
φ
2
θ±1 − cos
φ
2
θ±3 .
10Γ+Θ = 0, x+ = τ, γi j = ηi j = (+−), and ε01 = 1.
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On rescaling the fermionic fields χ±i → 12√2χ±i , and using ∂± = (∂0 ± ∂1), we get
L(2, f ) =
4∑
i=1
{ 1
2
(
∂+yi ∂− y¯i + ∂−yi ∂+ y¯i
)
+ i
(
χ¯+i ∂−χ
+
i + χ¯
−
i ∂+χ
−
i
)
−
[
m2i yi y¯i + mi
(
χ¯+i χ
−
i + χ¯
−
i χ
+
i
)] }
(2.14)
where mi = (1, cos2 φ, sin2 φ, 0), i = 1, . . . , 4. Thus, all in all, we have 8B + 8F which
come in pairs of equal masses.
The conformal and light-cone gauges are also compatible at cubic order, where /F
is still effectively given by (2.11); expanding the Lagrangian (2.2) we get
L(3, f ) = 1
2
√
2
sin 2φ
[
− cos2 φ
(
χ¯−4 χ¯
−
2 − χ¯−1 χ¯−3 + χ¯+1 χ¯+3 − χ¯+4 χ¯+2
)
y2
− i sin2 φ
(
χ−3 χ¯
−
4 + χ
−
2 χ¯
−
1 + χ
+
3 χ¯
+
4 + χ
+
2 χ¯
+
1
)
y3
− 2
(
χ−2 χ¯
+
3 + χ
+
2 χ¯
−
3
)
y′1 + 2
(
χ−2 χ¯
+
2 − χ+3 χ¯−3
)
y˙4 (2.15)
+
(
χ−3 χ¯
+
4 − χ−2 χ¯+1
)
(y˙3 + y′3) +
(
χ+3 χ¯
−
4 − χ+2 χ¯−1
)
(y˙3 − y′3)
+ i
(
χ¯−3 χ¯
+
1 + χ¯
−
2 χ¯
+
4
)
(y˙2 + y′2) + i
(
χ¯−1 χ¯
+
3 + χ¯
−
4 χ¯
+
2
)
(y˙2 − y′2)
]
− 1√
2
sin 2φ
(
cos2 φ |y2|2 − sin2 φ |y3|2
)
y˙4 + h.c. ,
where Hermitian conjugattion is defined in the usual way: (χ−χ¯+)† = χ+χ¯−.
Derivatives with respect to time and space coordinates are denoted by dots and
primes, respectively. Also, note that when φ = 0, pi/2, both corresponding to the
AdS3×S3×T4 background, the entire cubic Lagrangian vanishes.
There are three obvious U(1) charges: one U(1)AdS from the transverse AdS3 and
two U(1)± from S3×S3. Demanding that the cubic Lagrangian be neutral, we can
easily read off the charges of the fields (see table (2.1)).
y1 y2 y3 y4 χ±1 χ
±
2 χ
±
3 χ
±
4
U(1)AdS 1 0 0 0 −12 − 12 12 12
U(1)+ 0 1 0 0 12
1
2
1
2
1
2
U(1)− 0 0 1 0 12 − 12 − 12 12
Table 2.1: U(1) charges
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Before we end this section, let us point out one important property of the cubic
Lagrangian. It is clear that the only decay processes possible for the heavy modes
y1 and χ±1 are those via which they decay into two light ones:
Boson:
y1
χ±3
χ±2
Fermion:
χ±1
χ±3
y2
χ±1
χ±2
y3
This property was also observed for the AdS4×CP3 superstring, which exhibits a
composite heavy mode [57]. While the above observation of heavy to light-light
decay is certainly no proof of a composite heavy mode, it lends support to similar
claims made in [19, 36]. This was investigated in [47].
2.3.3 Gauge-fixing the worldsheet metric
For technical reasons, it is easiest to fix the light-cone gauge by adding higher-
order corrections to the worldsheet metric. As mentioned already, the uniform
light-cone gauge
x+ = τ , p+ = constant
is compatible with the conformal gauge in the case of the cubic Lagrangian.
However, with the quartic interactions included, the second condition, which is
that the momentum conjugate to x− is constant, fails to hold. In fact, the problem
comes only from the purely bosonic part of the Lagrangian. The consistency of the
gauge depends on the equation of motion for x− (which we assume to be at least
quadratic in the number of transverse coordinates) and the fermionic contribution
comes from
− i
8
∂ix+∂ jx−Θ¯
[
γi j (Γ+/F Γ− + Γ−/F Γ+) − εi j
(
Γ+Γ11/F Γ− − Γ−Γ11/F Γ+
)]
Θ ,
which vanishes in the κ-gauge Γ+Θ = 0. Thus, the momentum conjugate to
x− contains no fermionic terms and therefore any modification of the conformal
gauge will only contain the bosonic fields.
If we assume that the worldsheet metric receives quadratic corrections asγ = η+γˆ,
where γˆ is quadratic in fields, then we find that
δL
δx˙−
= −2
(
γˆ00 + |y1|2 − cos4 φ |y2|2 − sin4 φ |y3|2
)
,
δL
δx−′
= −2γˆ01
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Thus, if we pick11
γ00 = 1 − |y1|2 + cos4 φ |y2|2 + sin4 φ |y3|2 ,
γ11 = −1 − |y1|2 + cos4 φ |y2|2 + sin4 φ |y3|2 , and
γ01 = 0
we find that p+ is constant, as required.
Given this choice of γi j, we are able to write down the full quartic Lagrangian
(except of course for the quartic fermion terms) for arbitrary values of φ. The full
Lagrangian is, of course, rather complicated and here we only present its purely
bosonic part:
L(4,b) = 14 sin
2 2φ
(
cos2 φ |y2|2 − sin2 φ |y3|2
)2 − 1
8
sin2 2φ
(
y˙24 + ˙¯y
2
4 − y′24 − y¯′24
) (
|y2|2 + |y3|2
)
− |y˙4|2
(
|y1|2 − cos 2φ (cos2 φ |y2|2 − sin2 φ |y3|2)
)
+ |y˙1|2
(
cos4 φ |y2|2 + sin4 φ |y3|2
)
− (|y˙2|2 + |y˙3|2 +
4∑
i
|y′i |2)
(
|y1|2 − cos4 φ |y2|2 − sin4 φ |y3|2
)
− |y′1|2|y1|2
− cos2 φ |y2|2
(
|y˙2|2 − |y′2|2
)
− sin2 φ |y3|2
(
|y˙3|2 − |y′3|2
)
+ cos2 φ sin2 φ |y′4|2 (|y2|2 + |y3|2) . (2.16)
In the limiting cases φ = 0, pi/2 , the pure AdS3×S3 piece is a direct truncation of
the AdS5×S5 result given in [48]. For the remaining terms relevant for the one-loop
computation in the next section, see appendix A.4.
2.3.4 One-loop finiteness
As a first probe of the quantum consistency of our action for the AdS3×S3×S3×S1
superstring, we will show that the model is finite in dimensional regularisation.
That is, if we consider one-loop corrected two-point functions for the bosonic
coordinates yi, we find that all 1/ terms cancel, where  is the dimensional regu-
larisation parameter. For arbitrary φ, we have both cubic and quartic interaction
terms giving rise to bubble and tadpoles diagrams12. The tadpoles built out of
three-vertices are all zero, and the divergent terms arising from the bubble and
tadpole diagrams cancel between each other.
The various loop diagrams encountered are regularised using the standard inte-
gral representation [49]
Iab(∆) =
∫
dd`
(`2)a
[`2 + ∆]b
= pid/2
Γ(b − a − d2 )Γ(a + d2 )
Γ(b)Γ( d2 )
( 1
∆
)b−a− d2
evaluated at d = 2 − . For the bubble diagrams, the divergent integrals are I12(∆),
corresponding to a logarithmic divergence in hard cutoff. For the tadpoles, on
11γ11 is determined from the condition det(γ) = −1.
12Actually, there are also three-vertex tadpoles. For the heavy and massless fields, these are
trivially zero while for the light modes, they are zero due to cancellations between boson and
fermion loops.
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the other hand, we have both I11(∆) and I
0
1(∆) integrals giving logarithmic and
quadratic divergences for a hard cutoff.
In order to evaluate the contributing diagrams, we sum over all the terms arising
from the cubic and quartic vertices, where the relevant terms for the latter are
collected in (A.6). Since these constitute quite a large number of terms, the actual
computation is rather involved, but after some effort, we find that the divergent
contributions from the bubble and the tadpole diagrams are13
AiB = yi =
1

1
2pi
sin2 2φ p21 + O(0)
and
AiT =
yi
= −1

1
2pi
sin2 2φ p21 + O(0)
where i labels the bosonic fields. Thus, we see that the 1/ terms cancel exactly
between the tadpoles and bubbles. In the limiting φ = 0, pi/2 cases, where there
are no cubic terms, we see that the two-point functions are manifestly finite.
Before ending this section, we should note that, in order to determine the finite
part of the spectrum, dimensional regularisation is not a suitable regulator for the
loop integrals [58] (see also [59, 60, 61, 62, 63, 64, 65]). The reason is that, in order
to maintain unitarity, one should choose a cutoff such that the decay processes,
originating from the cubic Lagrangian, are energetically allowed [51] (see also
[66]). The divergent terms, however, are not sensitive to these issues, but in order
to determine the finite part unambiguously, one needs to regularise the theory
properly14.
2.4 Hamiltonian analysis
In this section and the next, we will focus on the classical, or tree-level, sector
of the string theory. We will start out by calculating energy shifts for a bosonic
excitation of arbitrary length, and compare this calculation with a conjectured set
of Bethe equations. In [19] and [36], Bethe equations for d(2, 1;α) were proposed;
these are conjectured to predict the energies of string states for general values ofφ.
As was the case in AdS4×CP3, the light modes are the fundamental excitations in
the exact solution, and the heavier modes are described as composite states of two
light modes. How the massless modes enter is not completely clear15. For certain
13These expressions are evaluated close to the bare pole, p0 =
√
m2i + p
2
1.
14There still seems to be a bit of uncertainty in how to regulate the AdS4×CP3 string properly.
Recently, the authors of [66] argued for using a regularisation method yielding a finite result
different from that obtained using the unitarity based method.
15Recently, the authors of [37] showed how to incorporate massless modes [38] of pure-RR
AdS3×S3×T4 strings into the integrability machinery by presenting the complete all-loop S matrix
for fundamental worldsheet excitations.
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simplifying values of φ, the equations seem to capture the full critical spectrum,
but in general, the situation seems to require further investigation [36].
2.4.1 Energy shifts
A very natural set of observables, from a worldsheet point of view, are energy
corrections around a BMN vacuum [56]. The way to calculate these for closed
strings in various AdS/CFT backgrounds is, by now, a rather well-established
procedure [50, 52, 67, 68, 69, 70, 71, 72]. The starting point is the free quadratic
BMN Lagrangian, which allows for an exact solution in terms of string oscillators.
With the quadratic piece diagonalised, one then calculates the corresponding
higher-order corrections to the energy perturbatively.
In order to obtain the energy shifts, we need the string Hamiltonian. We will
calculate energy corrections to bosonic modes, mainly focusing on the light modes
y2 and y3. This has the nice advantage that we only need the purely bosonic
Hamiltonian which we can immediately derive from (2.14), (2.15) and (2.16):
H =
4∑
i
(
|pi|2 + |y′i |2 + m2i |yi|2
)
+
1√
2
sin 2φ
(
p4 + p¯4
) (
cos2 φ |y2|2 − sin2 φ |y3|2
)
+ 2|y1|2|y′1|2 + cos2 φ
[
sin2 φ
(
|p2|2 + cos4 φ |y2|2
)
− 1
2
(
3 + cos 2φ
)
|y′2|2
]
|y2|2
+ sin2 φ
[
cos2 φ
(
|p3|2 + sin4 φ |y3|2
)
− 1
2
(
3 − cos 2φ
)
|y′3|2
]
|y3|2
− cos4 φ |y2|2
(
|y′3|2 + |p3|2
)
− sin4 φ |y3|2
(
|y′2|2 + |p2|2
)
− 2 cos4 φ sin4 φ |y2|2|y3|2
+ . . . , (2.17)
where the ellipses indicate flavor-mixing terms, which will not contribute to our
calculation.
The mode expansion that diagonalises the quadratic bosonic Hamiltonian is given
by
yi =
1√
2pi
∫
dp
1
2ω(i)(p)
(
a(p)i e−ip·σ + b(p)†i e
ip·σ) , where ω(i)(p) = √m2i + p2.
We will calculate the energy corrections to several string states. First, we will
consider states built out of one kind of string oscillator, a(pi)†
|1A〉 =
A∏
i
a(pi)†1 |0〉 , |2A〉 =
A∏
i
a(pi)†2 |0〉 , |3A〉 =
A∏
i
a(pi)†3 |0〉 . (2.18)
We shall also consider a more general state which takes values in both S3’s. This
subsector should constitute a closed SU(2)×SU(2) sector similar to that of the
AdS4×CP3 string [70, 73]
|2A, 3B〉 =
B∏
i
a(pi)†3
A∏
j
a(q j)†2 |0〉 , (2.19)
where, for simplicity, all mode numbers are distinct, and |0〉 is the BMN vacuum
annihilated by all lowering operators. Note that for both the single-flavour and
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product states, switching oscillators ai and bi gives identical results. However,
when the fermionic interaction terms are included, some of these states should
mix since they are degenerate. The states above will not mix though, since it
is not possible to construct other excitations with the same U(1) charges and
leading-order energy (see table 2.1).
Since we have cubic interactions for arbitrary φ, we need to make use of second-
order perturbation theory, either by explicit calculation or by performing a unitary
transformation so that the physical information of the cubic piece is rewritten in
terms of quartic interactions (see [48, 50]). Evidently, both methods are completely
equivalent and importantly, they give rise to terms that need to be regularised.
Also, in the case of a nonvanishing cubic piece, the resulting quartic Hamil-
tonian is most probably not normal-ordered. In principle, this gives quadratic
normal-ordering terms subject to some regularisation procedure. The cubic and
quartic regularisation terms combine into quantum and finite-size effects. In the
near-BMN limit, where the coupling is not strictly infinite, the finite-size effects
correspond to the finite extension of the string worldsheet. For the AdS4×CP3
string, these combined into Lüscher-like finite-size corrections (see [52]). We sus-
pect that the same type of exponentially suppressed terms will appear also for the
AdS3×S3×S3×S1 string.
Since not much is known about the quantum theory, we shall only consider the
classical contribution to the spectrum. In other words, we shall simply ignore
the terms that need to be regularised (see [50, 70] for details16). Nevertheless, the
actual computation is still rather involved. What is more, the unitary transforma-
tion we will utilise depends on the massless coordinate p4. That is, even though
the massless terms are not incorporated in the Bethe equations, they still appear
as internal lines in Feynman diagrams. Or, as in this case, the massless modes
appear as intermediate states in the unitary transformation. Let us explain how
the procedure works. The unitary transformation U = eiV acts on the Hamiltonian
as
eiVHe−iV = −H3 + induced quartic terms
and thus, by construction, removes the cubic Hamiltonian at the cost of additional
quartic terms. Here, we should note a small technical complication. Schematically,
the unitary transformation is of the form
V =
1√
g
∑
r,s,t
∫
dk dl dm
[
H3(k, l,m)+++rst
ω(r)(k) + ω(s)(l) + ω(t)(m)
+
H3(k, l,m)++−rst
ω(r)(k) + ω(s)(l) − ω(t)(m) + h.c
]
where the r, s, t sums are over the four bosonic flavors, the labels ± denote the
number of creation/annihilation operators, and the integral is over mode numbers
(see [48, 50] for details). Thus, for certain values of k, l and m, the denominator
in the second term can be zero; this is an IR effect, and only happens when the
mode number of the massless coordinate vanishes. In order to regularise this, one
should introduce a small non-zero mass, m4, and only in the end send this to zero.
Using (2.17), together with the method described above, it is straightforward
to compute the energy shifts for the states (2.18) and (2.19). A rather lengthy
16However, note that we expect the spectrum to be exact in the limiting φ = 0, pi/2 cases where
the cubic Hamiltonian vanishes.
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calculation gives (see [50] for details)
∆E(pA)1 =
1
4
A∑
i, j
(pi + p j)2
ω(1)i ω
(1)
j
,
∆E(pA)2 = −
A∑
i, j

sin
2 2φ
(
3 cos4 φ + p2i + pip j + p
2
j + ω
(2)
i ω
(2)
j
)
16ω(2)i ω
(2)
j

3
+
cos
2 φ
(
cos2 φ(pi + p j)2 + pip j sin2 φ − 3 cos4 φ sin2 φ − sin2 φω(2)i ω(2)j
)
4ω(2)i ω
(2)
j

4

= −cos
2 φ
4
A∑
i, j
(
pi + p j
)2
ω(2)i ω
(2)
j
,
∆E(pA)3 = −
A∑
i, j

sin
2 2φ
(
3 sin4 φ + p2i + pip j + p
2
j + ω
(3)
i ω
(3)
j
)
16ω(3)i ω
(3)
j

3
+
sin
2 φ
(
sin2 φ(pi + p j)2 + pip j cos2 φ − 3 sin4 φ cos2 φ − cos2 φω(3)i ω(3)j
)
4ω(3)i ω
(3)
j

4

= −sin
2 φ
4
A∑
i, j
(
pi + p j
)2
ω(3)i ω
(3)
j
,
∆E(qA, pB)23 = −cos
2 φ
4
A∑
i, j
(
qi + q j
)2
ω(2)i ω
(2)
j
− sin
2 φ
4
B∑
i, j
(
pi + p j
)2
ω(3)i ω
(3)
j
− 1
2
A∑
i
B∑
j

−
[
cos4 φ q2j + 2 cos
4 φ sin4 φ + sin4 φ p2i
]
3
ω(2)i ω
(3)
j
+
[
cos4 φ q2j + 2 cos
4 φ sin4 φ + sin4 φ p2i
]
4
ω(2)i ω
(3)
j

= ∆E(qA)2 + ∆E(pB)3 , (2.20)
where the subscript of the square bracket denotes whether the contribution
originates from the cubic (3) or quartic (4) Hamiltonian. While both cubic and
quartic contributions are rather complicated, the sum of the two simplifies. For
the SU(2)×SU(2) sector, the mixing sector exactly cancels out, and the total energy
is just the sum of the two distinct SU(2) sectors17. Note that for the y1 coordinate,
the energy is, up to an overall sign, the same as the SU(2) sector of AdS5×S5
[48]. Likewise, for φ = 0, pi2 , we see that, up to a sign, the SL(2) result of [48] is
reproduced.
17As can be seen in (A.7), this also happens for S-matrix processes mixing fields from the two
SU(2)’s.
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2.4.2 Bethe equations
The Bethe equations should encode the spectra of both the light and massive
coordinates. However, since the heavy mode y1 enters as a composite excitation
in the exact solution, it can be rather involved to obtain its solution from the Bethe
equations. For this reason, we will only try to reproduce the energies of the light
excitations here.
The procedure is as follows. The starting point is the conjectured Bethe equations
of [36]. These are expressed in terms of Zhukovsky variables x± and the length
L of the abstract spin-chain. The ground state of the spin-chain is related to the
BMN vacuum which is proportional to
√
λ >> 1. In order to reproduce the string
spectrum, one needs to expand the Bethe equations at strong coupling and solve
for the rapidity momentum pk which parameterises x±. Having obtained the
(perturbative) solutions for pk, one can then plug this into the magnon dispersion
relation, which in turn gives a prediction for the energy which we match against
the string calculation. For details of this procedure, we refer the reader to [48, 50,
71].
SU(2) sector
The energies (2.20) of the string states (2.18) should be reproducible from the
equations of [36] reduced to a rank-one SU(2) sector given by
(
x+k
x−k
)L
=
A∏
j,k
x+k − x−j
x−k − x+j
1 −
1
x+k x
−
j
1 − 1x−k x+j
 σ2(xk, x j) , (2.21)
where L denotes the length of the spin-chain, and σ(xk, x j) is a dressing phase factor.
Since we are looking at BMN states, L ∼ g ∼ √λ.
While these equations have the same structural forms as those for the SU(2) spin
chain in AdS5×S5, the Zhukovsky map, however, is deformed to
x± +
1
x±
= x +
1
x
± iωa
2h
, (2.22)
where
ω2 = 2 cos2 φ, ω3 = 2 sin2 φ, (2.23)
depending on the type of excitation, and h = h(λ) is a function of the worldsheet
coupling constant λ. If we use the notation x± and y± to denote excitations with
mass cos2 φ and sin2 φ respectively, then a good parametrisation solving (2.22) is
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[57]18
x±(pk) =
cos2 φ +
√
cos4 φ + 4h2 sin2 pk2
2h sin pk2
e±i
pk
2 , pk =
p0k
2g
+
p1k
(2g)2
+ . . . ,
y±(qk) =
sin2 φ +
√
sin4 φ + 4h2 sin2 qk2
2h sin qk2
e±i
qk
2 , qk =
q0k
2g
+
q1k
(2g)2
+ . . . .
The function h = h(λ) has a leading-order strong-coupling expansion given by
[19, 36]
h(λ) ≈
√
λ
2
=
g
2pi
,
√
λ, g >> 1 .
For large values of h, σ(xi, x j) is a slightly modified AFS phase [74, 36]
σ(xk, xl) =
1 − 1x−k x+l
1 − 1x+k x−l

(
1 − 1x+k x−l
) (
1 − 1x−k x+l
)
(
1 − 1x+k x+l
) (
1 − 1x−k x−l
)

ih
ωa
(
xk+ 1xk
−xl− 1xl
)
Given a solution of (2.21), the corresponding total energy E and momentum P are
given by
E = ih
A∑
k
(
1
x+k
− 1
x−k
)
, eiP =
A∏
k
x+k
x−k
≡ 1 , (2.24)
where the first equation implies that the magnons have a dispersion relation given
by
a(pi) =
√
ω2a
4
+ 4h2 sin2
pi
2
, (2.25)
where the masses ωa are as given in (2.23).
In order to solve (2.21), we need to express the length L in terms of string theory
variables such as the energy, angular momentum, and excitation number (A). For
φ = 0, pi2 , the Bethe equations collapse to the rank-one equations of PSU(2, 2|4) [36].
Furthermore, for these two values of φ, the cubic Lagrangian vanishes, and the
relevant quartic terms are identical to the AdS5×S5 case [48, 71]. Thus, following
[71], it becomes clear that L is expressed as
L = g +
1
2
A − 1
2
E, for φ = 0, pi/2 ,
where E now denotes the leading-order piece of (2.24),
E =
A∑
k
−ω2 +
√
ω2
4
+ m2k
 + . . .
18A comment on notation: what we call x±k correspond to x
±
3,k or x
±¯
3,k, while y
±
k correspond to
x±1,k or x
±¯
1,k
in [36].
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Focusing on the φ = 0 case, we find that the equations collapse to(
x+k
x−k
)g+ 12 A
=
A∏
j,k
x+k − x−j
x−k − x+j
+ O(g−2) , (2.26)
and the solution to these equations nicely matches (2.20) [48]. In order to arrive
at (2.26), we made use of the following nice identity for the AFS phase [71]:
log
(
x+k
x−k
)βE A∏
j,k
1 − 1x+k x−j
1 − 1x−k x+j
σ2(xk, x j) =
2pii
ω
A∑
j
(−1+βω)
(
−ω/2 + ω j
)
pk+O(g−2) , (2.27)
which vanishes for β = 1/2 and φ = 019.
In order to reproduce the energy shifts (2.20) for arbitrary φ, L has to equal
L = g +
1
2
A − 1
ω
E . (2.28)
It is important to stress that this relation is fixed uniquely, which is easy to see if
one, for example, expands in small mode numbers. With this L, (2.27) is zero and
the Bethe equations become(
x+k
x−k
)g+ 12 A
=
A∏
j,k
x+k − x−j
x−k − x+j
,
(
y+k
y−k
)g+ 12 B
=
B∏
j,k
y+k − y−j
y−k − y+j
, (2.29)
and we have the momentum constraints∏
k
x(pk)+
x(pk)−
= 1
∏
k
y(qk)+
y(qk)−
= 1 .
The dispersion relation (2.25) expands as
E(i)k = −
ω
2
+ ω(i)k + ∆E
(i)
k , ∆E
(i)
k =
pk
8piω(i)k
p1k , (2.30)
where we slightly abuse notation and denote pk as the mode number of the
oscillator state, and p1k is the subleading piece of the magnon momentum which
we solve for by using (2.29). Also note that unsubscripted ω refers to the masses
(2.23). The index i is either 2 or 3 depending on the excitation. Using the explicit
solution of p1k immediately reproduces the energies of the rank-one sectors, ∆E(pA)2
and ∆E(pA)3, in (2.20).
SU(2)×SU(2) sector
We now want to reproduce the energy shift ∆E23 from the Bethe equations. The
largest compact subalgebra of d(2, 1, α) is su(2)×su(2). At weak coupling, the spin-
chain is that of two decoupled Heisenberg chains related only via the momentum
19The identity only holds when the momentum constraint (2.24) is satisfied.
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constraint. At strong coupling, we expect the situation to be similar to the AdS4×
CP
3 string, which also contains a closed SU(2)×SU(2) sector [70, 73].
From [19, 36], we deduce that the ∆E23-shift should be encoded in the Bethe
equations (
x+k
x−k
)L
=
A∏
j,k
x+k − x−j
x−k − x+j
1 − 1x+k x−j
1 − 1x−k x+j
σ2(xk, x j) ,
(2.31)(
y+k
y−k
)L
=
B∏
j,k
y+k − y−j
y−k − y+j
1 − 1y+k y−j
1 − 1y−k y+j
σ2(yk, y j) ,
augmented with
E = ih
 A∑
k
(
1
x+k
− 1
x−k
)
+
B∑
k
(
1
y+k
− 1
y−k
) , A∏
k
x+k
x−k
B∏
k
y+k
y−k
= 1 .
The parameter L now relates the two equations, and following AdS4/CFT3, it
should be given by [50, 70, 71]
L = g +
1
2
A + B − 1cos2 φ
A∑
k
E(x±k ) −
1
sin2 φ
B∑
k
E(y±k )
 .
If we impose that each subset of mode numbers are separately zero (and distinct),
A∏
k
x+k
x−k
=
B∏
k
y+k
y−k
= 1 ,
then (2.31) become(
x+k
x−k
)g+ 12 A
=
(
x+k
x−k
) 1
2
(
−B+ 1
sin2 φ
∑B
j E(y
±
j )
)
A∏
j,k
x+k − x−j
x−k − x+j
,
(2.32)(
y+k
y−k
)g+ 12 B
=
(
y+k
y−k
) 1
2
(
−A+ 1
cos2 φ
∑A
j E(x
±
j )
)
B∏
j,k
y+k − y−j
y−k − y+j
.
Solving the above and using the solutions in (2.30), we find
∆E = ∆E(qA)2 + ∆E(pB)3
−
B A∑
k
q2k
ω(2)(qk)
+ A
B∑
k
p2k
ω(3)(pk)
 + 12
A∑
k
B∑
j
1
sin2 φ
q2k
[
ω(3)(p j)
]2
+ 1cos2 φ p
2
j
[
ω(2)(qk)
]2
ω(2)(qk) ω(3)(p j)
,
which does not reproduce (2.20) - the last line is not zero. Even in the limiting
φ = pi/4 case, we still do not find agreement. We do not know the origin of
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this mismatch. Perhaps this is a hint that the Bethe equations of [19, 36] actually
describe two spin chains, completely unrelated in the SU(2)×SU(2) sector.
Indeed, we can reconcile the above with the string theory calculation if we assume
the parameter L to be distinct for each SU(2) factor. That is, taking
L2 = g +
1
2
A − 1
ω2
E2 , L3 = g +
1
2
B − 1
ω3
E3 ,
for each sector would reproduce the results of (2.20) since the first terms on the
RHS of (2.32) vanish. We would like to stress that the expression for L written
above is fairly unique. It is generally very hard to implement a mixing between the
two sectors (for example by adding B and A excitations in L2 and L3, respectively)
without contradicting (2.20) or the S-matrix processes in (A.7). It would be very
interesting to investigate this in more detail. For example, one could calculate the
full worldsheet S-matrix and from there construct the (string) Bethe equations.
2.5 Tree-level scattering
In order to understand how to properly include the massless modes in the exact
solution, we will study how they enter the S-matrix of worldsheet scattering
processes. We will study some simple 2→ 2 scattering amplitudes for the bosonic
particles. Since the exact S-matrix is not known, we are not able to explicitly
compare the amplitudes, but we do however show that the S-matrix is completely
reflectionless. If this is true for the all-loop case, this means the massless modes
enter diagonally in the Bethe Ansatz, making it easier to generalise them for the
full critical spectrum (see [9] and references therein).
That the S-matrix is reflectionless is a somewhat unusual property that was also
observed in the case of AdS4/CFT3 duality [75, 76, 77]. Under the natural assump-
tion that the S-matrix is also reflectionless at weak coupling, this could shed some
light on the unknown CFT2 dual of the AdS3×S3×S3×S1 string.
The worldsheet S-matrix can be separated into three parts:
Scattering S : (yy→ yy)
Transmission T : (yy¯→ yy¯)
Reflection R : (yy¯→ y¯y) .
The S-matrix expands as
S = 1 + iS + . . . , T = 1 + iT + . . . , R = iR + . . . ,
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where the contributing diagrams for each part are given by
S = 1 +
i
g
S + . . . = 1 +
2 4
1 3
(t)
+
2 4
1 3
(u)
+
(c)
2 4
1 3
T = 1 +
i
g
T + . . . = 1 +
2 4
1 3
(t)
+
(s)2
1
4
3
+
(c)
2 4
1 3
R =
i
g
R + . . . =
2 3
1 4
(t)
+
(s)2
1
3
4
+
(c)
2 3
1 4
Below, we will show that the R piece vanishes for all bosonic 2 → 2 scatterings.
We provide the light-to-light scattering and transmission components of S andT
in appendix A.5.
2.5.1 Light-to-light reflections
Let us begin by considering light-to-light scattering processes. In two dimensions,
the particles can either keep or exchange their momenta. Unless φ = pi/4, the
masses of y2 and y3 are different, which means reflections of these coordinates are
trivially zero due to energy conservation:
ω(2)(p1) + ω(3)(p2) , ω(2)(p2) + ω(3)(p1) when φ , pi/4 .
Thus, the processes we consider are yi y¯i → y¯iyi for arbitrary φ, and the more
general yi y¯ j → y¯kyl case for φ = pi/4.
Ignoring the external leg and overall momentum delta-functions, we find
R
[
y2 y¯2 → y¯2 y2
]
:
[
4 cos6 φ sin2 φ
]
c
− 1
2
sin2 2φ
[
cos4 φ − p1 p2 − ω(2)(p1)ω(2)(p2)
]
t
− 1
2
sin2 2φ
[
cos4 φ + p1 p2 + ω(2)(p1)ω(2)(p2)
]
s
= 0 ,
R
[
y3 y¯3 → y¯3 y3
]
:
[
4 cos2 φ sin6 φ
]
c
− 1
2
sin2 2φ
[
sin4 φ − p1 p2 − ω(3)(p1)ω(3)(p2)
]
t
− 1
2
sin2 2φ
[
sin4 φ + p1 p2 + ω(3)(p1)ω(3)(p2)
]
s
= 0 ,
and for the special case φ = pi/4, we have
R
[
y2 y¯3 → y¯3 y2] = R [y3 y¯2 → y¯2 y3] :
[
1
2 (p1 + p2)
2
]
c
−
[
1
2 (p1 + p2)
2
]
t
1 − 4p1 p2 + 4
√
1
4 + p
2
1
√
1
4 + p
2
2
= 0 ,
where the subscripts s and t denote the relevant three-vertex diagrams, and c
denotes the four-vertex contact contribution. We thus see that the reflection part
of the S-matrix is indeed zero.
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2.5.2 Light-to-massless reflection
The presence of the massless modes is a new feature of the AdS3/CFT2 duality.
While they enter as normal excitations on the worldsheet, they are complicated
to incorporate in the Bethe Ansatz equations since the finite-gap method fails to
work.
In the limiting casesφ = 0, pi/2, new reflection processes are energetically allowed.
For example, atφ = 0, the y3 y¯4 → y¯4 y3 process is not trivially zero. Of course, the
same holds for the other case φ = pi/2, where this time the processes involve the
particles y2 and y4. For these special values of φ, the cubic piece (2.15) vanishes
and we only have the contact terms. An easy calculation shows that
R
[
y3 y¯4 → y¯4 y3]φ=0 = 0, R [y2 y¯4 → y¯4 y2]φ=pi/2 = 0,
R
[
y1 y¯2 → y¯2 y1]φ=0 = 0, R [y1 y¯3 → y¯3 y1]φ=pi/2 = 0 .
With this we conclude that the S-matrix of the AdS3/CFT2 integrable system indeed
seems to be reflectionless, at least at tree-level. Of course, to check also the S-
matrix for the fermions, one would need the action to quartic order in fermions,
but supersymmetry suggests that this property should also hold in the fermion
sector.
2.6 Summary
We have carried out a rather extensive study of the type IIA AdS3×S3×S3×S1 Green-
Schwarz (GS) superstring up to quadratic order in fermions, and have discussed
issues related to fixing its κ-symmetry. We derived the near-BMN expansion of
the GS Lagrangian with quadratic fermions up to quartic order in fields. As a first
consistency check, we have shown that the one-loop corrections to the two-point
functions, built out of the four complex coordinates yi, are finite in dimensional
regularisation - both the three- and four-vertex diagrams are separately divergent,
but the sum of the two is finite. We then performed a Hamiltonian analysis
and compared SU(2) string states with predictions from the conjectured Bethe
equations of [36]. For the rank-one sectors, we found perfect agreement, while
we did not fully understand how to match the product SU(2)×SU(2) sector. As
it turns out, the string energies arising from the mixing sector exactly cancel
between cubic and quartic interaction pieces. This means that, in order for the
Bethe equations to reproduce the string calculation, the rank-one Bethe equations
should decouple completely. A natural way to achieve this is to assume L for each
sector to have different subleading corrections. We are not sure how to interpret
this result, and further investigation is probably needed. Note, however, that our
result is not necessarily in conflict with [19, 36] since the subleading effects in L
would not show up in the semiclassical limit, and hence the integral equations of
[19, 36] should remain the same.
In the last section, we looked at 2 → 2 scattering processes for bosons on the
worldsheet. We showed that, at least at tree-level, the two-body S-matrix is
reflectionless; this somewhat odd property was also observed in the AdS4/CFT3
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duality [75]. This might be a useful finding if the Bethe equations have to be
extended in order to incorporate the massless modes as fundamental excitations.
A natural continuation of the present work would be to perform a proper quan-
tum computation. While we verified that the theory is one-loop finite, it would
definitely be interesting to compute the subleading term in (2.25) from the string
theory side. This was, for example, done for the AdS4×CP3 string in [58]. How-
ever, since the worldsheet fields come with different masses, one has to be very
careful with the regularisation. We plan to return to this question in the future.
Another interesting line of research would be to calculate one-loop corrections to
the energy along the lines of [78].
It would also be interesting to verify the integrability of the full GS string (up to
quadratic order in fermions) in this background as has been done for AdS4×CP3
and AdS2×S2×T6 [15, 18, 16] using similar techniques.
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Chapter 3
Meromorphic Functions and the
Topology of Giant Gravitons
3.1 Introduction
The basic premise of the AdS/CFT correspondence, and more generally of the
gauge-gravity duality, which is that the dynamics of a d-dimensional gravitational
theory could be exactly equivalent to the physics of some quantum field theory liv-
ing in (d−1)-dimensional spacetime, has significantly transformed and expanded
our fundamental understanding of the nature of spacetime. The best understood
sector of the duality concerns the closed fundamental string of type IIB theory
in asymptotically AdS5×S5, which, in its dual N = 4, SU(N) four-dimensional
super–Yang-Mills (SYM) theory, correspond to single-trace operators of length
much less than N [9].
Equation (1.1), which gives the relation between the AdS radius (measured in
units of the string length `s), R, and the ’t Hooft coupling, λ = g2YMN, shows that,
in the limit of small curvatures (where one could hope to recognise a familiar
classical description of geometry), the quantum field theory is strongly coupled
and calculations of relevant field theory observables are effectively intractable.
Conversely, computing things perturbatively in the field theory necessarily means
working in the small λ limit, where curvature corrections in the gravity dual
are important and consequently, our usual notions of geometry break down.
Fortunately enough, however, there is a way to extrapolate between these two
coupling regimes, which is possible due to the large amount of supersymmetry
enjoyed by the SYM theory. The states of the theory that are most protected from
quantum corrections, preserving half of the maximal amount of supersymmetry,
constitute the so-called 12 -BPS sector
1
2-BPS Sector
The field content ofN = 4 super–Yang-Mills theory includes six hermitean scalars,
φi i = 1, . . . , 6, transforming in the adjoint representation of the gauge group.
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These can be combined into three complex scalar fields
Z = φ1 + iφ2 , Y = φ3 + iφ4 , X = φ5 + iφ6 ,
forming the Higgs sector of the SYM theory. The 12 -BPS chiral primary operators
can be built from a single complex combination - we choose Z in what follows,
by tracing over powers of Z. The most general 12 -BPS operators take the form of
multitrace operators, given by
O(Z) =
n∏
k=1
[
Tr(Zk)
]νk
,
with the total number of Z fields
n =
n∑
k=1
k νk .
These chiral operators have conformal weight ∆ = J, where J is a particular U(1)
charge in the R-symmetry group. Thus, there is a one-to-one correspondence
between these operators and 12 -BPS representations ofR-charge n [89]. A beautiful
argument, due to Berenstein [80], demonstrates the simplicity of the 12 -BPS sector.
Consider a time-slicing of AdS5×S5, which gives the hamiltonian
H =
(∆ − J) + ∆

where ∆ is here the dilatation operator. In the → 0 limit, any state with (∆− J) > 0
will have a huge energy, and hence will decouple from the low-energy theory.
This effectively decouples (a subspace of) the 12 -BPS states of N = 4 SYM; these
low-lying states are protected by supersymmetry and will not be lifted from zero
energy by interactions.
The 12 -BPS sector of type IIB string theory on AdS5×S5 contains gravitons, strings,
and D-branes. Apparently, all these objects are captured by the holomorphic
sector of the quantum mechanics of a single complex matrix of size N×N. As
the R-charge (J) of an operator in N = 4 SYM is changed, its interpretation in
the dual quantum gravity theory changes. This is a consequence of the Myers
effect [81]: the background has a non-zero RR five-form field strength switched
on, to which D3-branes can couple. Gravitons carry a D3 dipole charge and are
hence polarised by the background flux [82]. As J is increased, the coupling to
the background RR-flux increases and the gravitons expands to a radius
R =
√
J
N
RAdS , where R2AdS =
√
g2YM N α
′ .
We consider the limit where N is very large, with g2YM fixed and very small. Since
the string coupling constant gs = g2YM, this is the weak string coupling and small
curvature limit in which we expect to be able to recognise the familiar objects of
perturbative string theory. Hence, it is possible to construct a "dictionary" between
the 12 -BPS sector of theN = 4 SYM theory and type IIB string theory on AdS5×S5
according to R-charge:
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• for R-charge J ∼ O(1), the gauge theory operator is dual to an object of zero
size in string units, that is a point-like graviton [3];
• for R-charge J ∼ O(√N), the gauge theory operator is dual to an object of
fixed size in string units, that is a string [56];
• forR-charge J ∼ O(N), the gauge theory operator is dual to an object the size
of which is of order RAdS, that is a giant graviton;
• for R-charge J ∼ O(N2), the size of objects to which the gauge operators are
dual diverges, even when measured in units with RAdS = 1 - this divergence
is simply an indication that these operators do not have an interpretation
in terms of new objects in AdS5×S5, and instead would correspond to new
supergravity backgrounds. Such geometries should preserve an R×SO(4)×
SO(4) symmetry, and this ansatz is sufficiently specific that the general
solution with these isometries have been written down by Lin, Lunin and
Maldacena [83], and are subsequently known as LLM geometries.
Figure 3.1: A schematic representation of the 12 -BPS objects in gauge-gravity duality. Picture
credit: Dino Giovannoni.
This organisation of the dictionary of the AdS/CFT correspondence in the 12 -BPS
sector according toR-charge is shown in figure 3.1. This, together with subsequent
studies (see for example [84, 85, 86, 87]), have led to a concrete proposal for the
realisation of the idea that quantum gravity and spacetime itself are emergent
phenomena encoded in the quantum interactions of a matrix model.
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Giant Gravitons and Topology
The idea that spacetime, its local (geometrical) and global (topological) properties,
are not fundamental but emerge in some "coarse-graining" limit of quantum
gravity is not a new one, and is certainly not new to string theory. What string
theory does bring to the table though is a concrete way to take such a limit via
the AdS/CFT correspondence. This then begs the question of how the geometry and
topology of extended objects in the bulk theory are encoded in the gauge theory.
Advances in Schur operator technology, starting with [89, 88] and more recently
developed in the series of articles [91, 93], have substantially taken us closer to
answering the question. For instance, it was convincingly argued in [94], and
later verified in great detail in [91, 93], that the fact that the giant graviton world-
volume is a compact space is encoded in the combinatorics of the Young diagrams
that label the associated Schur operators. More precisely, any closed hypersur-
face (like the D3-brane worldvolume) must satisfy Gauss’s law, thereby precisely
constraining how open strings may be attached to the D-brane. In the gauge
theory, attaching open strings translates into adding a word of length O(√N) to
the Schur polynomial corresponding to the giant or, equivalently, adding a box
to a Young diagram. The Littlewood-Richardson rules that govern such additions
precisely reproduce Gauss’s law and consequently define the topology of the
spherical giant.
On a more pragmatic level, one could very well argue that the claim that space-
time geometry and topology are emergent properties of the gauge theory at large
N would be more convincing if said geometries and topologies were more inter-
esting than just the sphere. For example, showing that Gauss’s law is encoded
in the combinatorics of the Young diagrams that label the Schur polynomials is
a excellent step forward, but since it is a condition that must be satisfied by any
compact worldvolume, it is, by itself, not a good characterisation of topology. An
obvious next step would be to understand how a topological invariant such as genus
is encoded in the gauge theory.
Until very recently, there were no known candidate operators dual to the topo-
logically and geometrically nontrivial giant gravitons in the literature. The
turnaround in this state of affairs came with the discovery of a new realisation of
the AdS/CFT duality, this time between the type IIA superstring on AdS4×CP3 and
a N = 6, supersymmetric Chern-Simons theory on the 3-dimensional boundary
of the AdS space - the so-called ABJM model [8, 95, 96, 97, 98, 99]. While this new
AdS4/CFT3 duality shares much in common with its better known and under-
stood higher-dimensional counterpart - a well-defined perturbative expansion,
integrability, etc., it is also sufficiently different that the hope that it will provide
just as invaluable a testing ground as AdS5/CFT4 is not without justification. In
particular, in a recent study of spinning dual M2-branes in AdS4×S7 and, via
orbifolding, their type IIA descendants [100], a new class of giant gravitons with
large angular momentum and a D0-brane charge was discovered with a toroidal
worldvolume. More importantly, with the gauge theory in this case nearly as
controlled as N = 4 SYM theory, a class of 12 -BPS monopole operators has been
proposed as the candidate duals to these giant torii in [101, 102] by matching the
energy of the quadratic fluctuations about the monopole configuration to that of
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the giant graviton. At this point, however, much work remains to be done to
show how the full torus is recovered in the field theory.
The toroidal M2-brane worldvolume obtained in [100] arises as an analytical so-
lution of the BPS equation derived using the ordinary Bogomolnyi bound argument,
which is that the total lagrangian describing the wrapped brane is a total deriva-
tive that results from imposing a constraint obtained from the DBI part of the
action on the BPS equation. This necessarily guarantees that the solution to the
BPS equation satisfies the equation of motion obtained from the total lagrangian.
In a beautiful paper [104], Mikhailov has shown, inspired by the realisation that
brane polarisation provides a remarkable link between algebra and geometry,
and following a lead [103] that spherical giant gravitons are representatives of
the families of non-spherical solutions parametrised by holomorphic functions,
that non-spherical giant gravitons (in the Penrose limit) in AdS7×S4 correspond to
finite-dimensional representations of a nonlinear algebra of the coordinate func-
tions on the spacial slice of the M2-brane in the matrix theory.
Nonspherical Giants à la Mikhailov
We will here be concerned with an alternative method, inspired from [103], of
constructing D3-brane giant gravitons with nontrival topologies in AdS5 ×S5.
The worldsheet of any closed string state is a cylinder R×S1; for D3-branes,
however, any worldvolume with topology R×M is in principle possible, with
M being a closed 3-manifold. Of course, such manifolds can have considerably
more complicated topology than closed 1-manifolds. The goal in this chapter
is to explore what topological configurations giants, whose dynamics preserve
a certain amount of supersymmetry, assume. We are particularly interested in
solutions created by a localised modification of a set of intersecting spherical
giant gravitons, as this seems the most tractable limit.
We start by recalling the map given by Mikhailov [103, 104]. Any analytic function
f : C3 → C defines a supersymmetric D3-brane solution in R×S5 ⊂ AdS5×S5 as
the surface
f (e−itZ1, e−itZ2, e−itZ3) = 0,
3∑
i
|Zi|2 = 1 (3.1)
where Zi = ri eiφi are the three complex embedding coordinates for S5. The amount
of preserved supersymmetry is basically given by the number of arguments of the
analytic function: f (Z1) gives a 12 -BPS solution, while f (Z1,Z2) and f (Z1,Z2,Z3)
define 14 - and
1
8 -BPS solutions, respectively.
The usual sphere giant graviton is given in this formalism by
f (Z1) = Z1 − α . (3.2)
Setting this function to zero completely constrains Z1, so that the worldsurface, at
some arbitrary time, is the S3 parameterised by Z2 and Z3 subject to the condition
|Z2|2 + |Z3|2 = 1 − α2. Time-evolution of the giant is restricted to rotation in
the Z1 plane. The maximal giant graviton has α = 0 and is thus stationary; in
the opposite limit α → 1, the brane collapses to a point particle moving on a
lightlike trajectory. A function f (Z1) with several zeros corresponds to a number
of concentric spherical giants.
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Outline
We shall hereafter refer to (3.2) as the case (1, 0, 0), which is one Z1 giant. The next
section studies the effect of adding to this Z2 terms, and then takes a limit in which
these give n intersecting Z2 giants, which we will refer to as cases (1,n, 0). After
that, we consider arbitrarily many intersecting Z1 and Z2 giants, cases (m,n, 0)
(section 3.3), and finally allow the addition Z3 giants (section 3.4). We end by
giving a concise statement of our findings in section 3.5.
3.2 Quarter-BPS Class (1,n, 0)
Single pole
To begin constructing topologically nontrivial solutions using Mikhailov’s method,
in this section, we add to the spherical giant’s f (Z1) a meromorphic function of
Z2. We thus first consider the function
f (Z1,Z2) = Z1 − α + Z2 . (3.3)
For simplicity, we may assume α,  > 0, and since the motion of the brane is rigid,
we need only discuss its topology at time t = 0.
Let us parameterise the D3-brane worldvolume by the φ3 circle and some region
of the Z2-plane. This is possible since setting f = 0 allows us to write Z1 in terms
of Z2, and
∑3
i r2i = 1 fixes r3. We can then easily deduce the topology of the brane
from the topology of the area of the Z2-plane thus covered. Let Σ be the set of
points on the Z2-plane for which r3 ≥ 0; the spherical giant graviton (3.2), for
instance, clearly has the disk |Z2| ≤ 1 − α2 for Σ.
C1
C2
Z2
Figure 3.2: Plots showing the area Σ of the Z2 plane which is covered by the
D3-brane specified by (3.3). Increasing the residue , we progress from a torus
M = S2×S1 via the critical case (with the hole in the plane pinching off) to a
deformed S3. Parameter values are α = 0.5 and  = 0.1, 0.1844, 0.2. The dashed
circle C1 is an incontractible 1-cycle, while C2 is an interval stretching radially
between the boundaries of Σ as defined by (3.4).
Adding the meromorphic part opens up a hole in the base space Σ, thus increasing
its genus (see figure 3.2). This may be understood by saying that in a neighbour-
hood of the pole, the term /Z2 is so large that there are no solutions |Z1| ≤ 1.
This obviously implies that the pole itself does not lie on the worldvolume of the
brane.
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To analyse this more carefully, it is easy to show, using (3.3), that the region Σ is
given by the inequality
r 42 + r
2
2 (α
2 − 1) + 2 ≤ 2α r2 cosφ2 . (3.4)
When  = 0 and there is equality, we get r2 = 0,
√
1 − α2 as solutions. Indeed, one
could plot graphs of the left- and right-hand sides of (3.4) in terms of r 22 , so as to
easily convince oneself that there are two intersections. Increasing , we notice
that there is a range 0 <  < crit across which there are two intersections r2 > 0
for all φ2, followed by a range crit <  < max where there are two intersections at
φ2 = 0 but none atφ2 = pi. For larger , there are no intersections. This progression
is shown in figure 3.2.
For  < crit, the topology of the brane is that of the product space S2×S1 - the
incontractible 1-cycle C1 (corresponding to the U(1) symmetry generated by φ2)
is the S1 factor, while a radial line C2 in Σ gives the S2 factor - this is an interval
over which is fibered the φ3 1-cycle, which shrinks to zero at either end.
Single N-th order pole
About the simplest generalisation to the above case is to consider a higher-order
pole:
f (Z1,Z2) = Z1 − α + (Z2)N . (3.5)
When  is sufficiently small, this leads to the same topology as for the single pole,
but the geometry has an N-fold symmetry Z2 → ei2pi/NZ2 corresponding to the
order of the pole. Consequently, when crit <  < max, the brane degenerates and
splits into N separate (deformed) 3-spheres. Figure 3.3 shows the case for which
N = 5.
Figure 3.3: Plots showing Σ with a pole of order 5 (i.e. N = 5 in (3.5)), as evident
from the 5-fold symmetry. By increasing the value of the residue , we pass from
the torus on the left to a set of five disjoint 3-spheres on the right; the middle
picture is when  ≈ crit. Parameter values are α = 0.5 and  = 0.001, 0.03833, 0.2.
n distinct poles
We can also consider the case with several distinct poles:
f (Z1,Z2) = Z1 − α +
n∑
j=1
 j
Z2 − β j . (3.6)
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For small enough residues  j, the analysis very close to each pole will evidently be
similar to that for one pole: expanding in r2β ≡
∣∣∣Z2 − β j∣∣∣ gives us (3.4) plus terms
higher order in r2β . Thus, for any set of n poles located at β j such that α2 +
∣∣∣β j∣∣∣2 < 1,
there exist residues  j , 0 such that Σ is a disk with n holes. Cutting Σ along
lines C3 and C4 in figure 3.4 so that each hole is isolated, we see that the resulting
topology is a connected sum1
M = ]n(S2×S1). (3.7)
Note that all poles are evidently outside Σ, so that the function f is analytic
everywhere on the worldvolume.
With multiple poles, the change in topology as we increase the residues  j can
be quite complicated, and can produce several disjoint pieces. The case of three
poles, with βi = {−12 , 0, 12 }, is shown in figure3.4. Notice that the holes at 2/Z2 and
3/(Z2 − β3) merge with each other in the middle picture. A similar effect can be
produced by moving them together at fixed : when β3 → 0, these two approach
(3.5). We study this kind of degeneration limit extensively below.
C3 C4
Z2
1
2-
1
2
1
2-
1
2
1
2-
1
2
Figure 3.4: Plots showing Σ for the case (1, 3, 0), using (3.6) with three poles at
β1 = −12 , β2 = 0 and β3 = 12 . The residues are , ,− respectively, with  increasing
from 112 (left, with topologyM = ]3(S2×S1)) to 17 (centre, with topology S2×S1) to
1
3 (right, unionsq3S3), and α = 0.5. Notice that holes in Σ formed by residues of opposite
signs attract, while those of the same sign repel. The red cuts C3,C4 in Σ each lift
to a separating S2 inM.
Some interesting limits
Returning for a moment to our simplest case (3.3), there are two more distinct
degeneration limits given by the two cycles shown in figure 3.2:
• As → crit, C2 shrinks to a thin throat which is locally S2×R. The resulting
geometry can effectively be interpreted as being due the effect of some
strings with both ends attached to the brane and pinching it into a torus.
1Recall that the notion of a connected sum is the following: If cutting a 3-manifold M along an
S2 separates the manifold into M′1 unionsqM′2, and Mi is M′i with a 3-ball glued to its boundary, then we
write M = M1 ]M2. The 3-sphere is the identity in the sense M = M ] S3. Every (oriented, closed,
and connected) 3-manifold has a unique decomposition as a sum of prime manifolds, primeness
meaning that every separating S2 bounds a ball.
The connected sum of 2-manifolds, which we denote by \, is defined by similarly cutting along
S1. This gives rise to the genus classification of surfaces S2,T2,T2 \ T2, \gT2.
50
3.3. CLASS (M,N, 0) 51
In the limit α = 0, the brane becomes a thin torus, approaching the circular
spinning string solution
Z1 = 1√2e
i(t+σ), Z2 = 1√2e
i(t−σ), Z3 = 0 .
The toroidal brane may thus be thought of as a blown-up circular string.
However, note that all 3-branes given by (3.1) carry no worldsheet electric
field F01, and thus the string solution here is not an F-string.
• As  → 0, C1 wraps a small a throat locally S1×R2. Here, it is useful
to think of the  , 0 case of (3.3) not as resulting from the addition of a
meromorphic term to (3.2), but (multiplying through by the denominator
Z2) as the addition of a small term to a factorised polynomial. In other
words, f = (Z1 − α)Z2 +  describes exactly the same D3-brane as (3.3), but
in the limit  → 0, it more apparently approaches f = (Z1 − α)Z2, which
corresponds to a pair of intersecting sphere giants. If α = 0, then it describes
the intersection of a pair of maximal giants.
The effect of infinitesimal  is localised near the intersection of the giants;
at Z2 , 0 and assuming α = 0, it changes Z1 = 0 to Z1 = /Z2, perturbing
the Z1 giant smoothly away from maximality (and likewise for Z2). But the
effect close to Z1 = Z2 = 0 is not smooth, as unionsq2S3 is reconnected so as to give
topologically S2×S1.
For the case of three poles in (3.6) (and taking the parameter values used in figure
3.4), the picture suggested by the limit  → 0 is that of four intersecting branes,
and hence we refer to this as the case (1, 3, 0):
f (Z1,Z2) = (Z1 − 12 )(Z2 + 12 ) Z2 (Z2 − 12 ) +  (Z22 − Z2 − 1)
≈ (Z1 − 12 Z2 (Z22 − 14 ) + ′ .
The three Z2 branes intersect the Z1 brane at different places, and since  , 0
modifies the solution appreciably only near to the intersection, it is natural to
think of the effect of several Z2 branes as being simply due to the effect of one,
(3.12). In the next section, we study more general cases in this limit, allowing also
multiple Z1 branes.
3.3 Class (m,n, 0)
(3, 1, 0) case
Figure 3.4 above shows Σ for the case (1,3,0). Let us now turn our attention to the
case (3,1,0), which must be an equivalent case. The simplest example is
f (Z1,Z2) = (Z31 − α3) Z2 + . (3.8)
Assuming Z2 , 0, we solve for Z1 =
3√α3 − /Z2; if we again call the region of the
Z2-plane covered by the solution Σ, this is now a three-sheeted Riemann surface,
as shown in figure 3.5. Each sheet is a disk with one hole, and each branch
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cut, as highlighted by the red line (from Z2 = 0 to /α3) runs from a point on the
inner boundary of the disk to a point inside Σ. One can imagine implementing the
following cut-and-glue process to better reveal the topology of the 3-manifold: cut
across the branch cuts on the 3 sheets (and label each edge of each cut accordingly
for identification), which leaves us with 3 disconnected pieces of the Riemann
surface; then glue the pieces along their common S2’s, as shown in the middle
picture in figure 3.5. An alternative way of glueing is by making use of S2 × I
"2-handles", as illustrated in the right picture in figure 3.5, where a strip with red
ends depicts such a handle with two 2-spheres attached at the extremities. It is
clear then that Σ has three holes, thus we recoverM = ]3(S2×S1), as desired. The
same procedure works equally well for branch cuts of any order.
=
A
B
C
1
2
3
4
=
Figure 3.5: Branch cuts for the (3, 1, 0) case (3.8). Each sheet of Σ on the left can be
turned inside-out to give a wedge as shown in the middle picture; the numbers
label boundary components. Glueing these back together, the result is a disk with
three holes, drawn schematically on the right, and equivalent to figure 3.4. Note
that the cuts labelled A = A′ etc. are not the S2 glue lines of the connected sum.
Before moving on to a new case, let us emphasise the following point: as observed
above, the connected sum of two 3-manifoldsM,N can be achieved by connecting
a 2-handle S2 × I (i.e. S3 with two punctures) between any two points onM and
N :
M ]N =M ] S3 ]N ≡ =
Attaching both ends of a 2-handle to the same manifoldM instead is equivalent
to glueing a S2×S1 to that manifold:
M + (S2 × I) =M ] (S2×S1) ≡ =
Thus, in terms of the notational figures where = S2×S1 and = S2×I 2-handle,
one can write
= = ]3 .
(2, 2, 0) case
Let us now consider the (2, 2, 0) case:
f (Z1,Z2) = (Z21 − α2)(Z22 − β2) +  . (3.9)
It is easy to see that Σ is a two-sheeted Riemann surface, with two holes on each
sheet, and both sheets are connected by a pair of branch cuts. To analyse the
topology of this 3-manifold, we can first split each sheet along cuts Ci like those
used in the previous section – see figure 3.6. Cutting along the branch cuts,
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turning each of the four resulting pieces inside-out, and reconnecting along the
Ci cuts and branch cuts by using a 2-handle, leads us to realise that the manifold
has the same topology as the connectes sum ]5(S2×S1:
M =
[
]2(S2×S1)
]
]
[
]2(S2×S1)
]
+ (S2 × I handle) = ]5(S2×S1).
Figure 3.6 illustrates this procedure. Instead of (3.9), we used f (Z1,Z2) = (Z21 −
α2) + /(Z2 − β) + i/(Z2 + β), with α = 12 , β = 14 and  = 19 , to have a convenient
arrangement of branch points. It also shows an alternative argument to verify
that the choice of how we draw the branch cuts does not matter.
C3
= or =
A
A'
B
B'
Figure 3.6: Branch cuts for the (2, 2, 0) case (3.9). The diagram on the left shows, on
the LHS, two square-root cuts each of which can be treated as in figure 3.5, giving
the vertical connections shown on the RHS; the horizontal connections are from
the glue line C3. Alternatively, the diagram on the right shows the same branch
points pairwise-connected the other way. In this case we can pull the lower sheet
of Σ through the cut to obtain the figure on the right - this happens within the
dashed line, where the circular boundary component was the outer boundary of
the lower sheet. Now Σ is a disk with three holes plus two 2-handles, giving the
same topology.
(m,n, 0) case
Generalising to the case (m,n, 0), the topology of the corresponding manifold is
M = ]K(S2×S1), where K = mn + (m − 1)(n − 1) . (3.10)
The counting comes from drawing a grid of and connecting horizontally (as
in figure 3.4) and vertically (as in figure 3.5).
So far, for the most part, we have assumed that the m + n intersecting branes are
all at distinct positions, or in other words we considered only single poles. As
we saw in the last section, allowing higher-order poles (3.5) did not necessarily
change the topology, but this is no longer true here. We can investigate this by
moving poles to coincide. There are two equivalent ways of doing this in (3.9),
taking either α→ 0 or β→ 0. Solving for Z1, the branch points are located at
Z2 = ±β , ±
√
β2 + /α2 .
When  is sufficiently small, the second pair of branch points lie inside the region
Σ, leading to the analysis above. However, if we hold  fixed and take the limit
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α → 0, those same points are moved infinitely far away from the first pair of
branch points, leading to cuts that extend all the way across Σ. On the other hand,
in the limit β→ 0, the holes in Σ merge into one (as in figure 3.4). Both situations
are drawn in figure 3.7, and each leads toM = ]3(S2×S1).
−→ AB CD
small α
or
small β
=
Figure 3.7: Degeneration limits of the (2, 2, 0) case (3.9), drawing always the upper
sheet of Σ. For the central picture (small α), we have two disks connected by four
2-handles (labelled A, . . . ,D), while for the right-hand picture (small β), we have
2 tori connected by two 2-handles. The initial picture is with parameter values
α = β = 12 ,  =
1
10 , and for each limit drawn, "small" means
1
3 .
We finally know how to treat any set of poles of arbitrary order for the (m,n, 0)
case. Let n be the number of distinct poles in Z2, and N be the sum of their orders
– thus, two double poles give n = 2, N = 4, as do one single and one triple poles.
Similarly, write M ≥ m for poles in Z1. If we draw an m×n grid of , then it
is clear that the number of vertical and horizontal connections (2-handles) is M
and N, respectively – see figure 3.8. Then, counting the holes, we get thatM has
topology
M = ]K(S2×S1) , where K = 1 + M(n − 1) + N(m − 1) . (3.14)
This change from (3.10) is a result of holes in Σ merging with each other as the
branch points are brought close to each other. We learned in section 3.2 that a
similar effect is observed when the residue  is increased. Thus, we expect that,
for a completely general 14 -BPS giant, the topology will still be ]
K(S2×S1) for some
K.
M=m=N=n=3, K=13
−→
β1→β2
M=N=m=3, n=2, K=10
−→
α2→α3
M=N=3, m=n=2, K=7
Figure 3.8: Degeneration of the (3, 3, 0) case. Starting with three distinct single
poles at Z1 = αi and three at Z2 = β j, we first allow two Z2 poles to merge into a
double pole, and then two Z1 poles likewise. The prime decomposition ofM is
given by (3.14) with the numbers shown.
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3.4 Eighth-BPS Class
We now wish to include at least one intersecting Z3 giant, and take a similar
small- limit. Using what we have learned, we can immediately treat all (1,n, 1)
cases together. Consider the function
f (Z1,Z2,Z3) = Z1Z3 +  h(Z2) , (3.11)
where h is a function with n poles. Setting f = 0 fixesφ+ = φ1 +φ3 and the product
r1r3 in terms of Z2, while φ− = φ1 − φ3 is unconstrained. We can solve for r1 and
r3 as functions of Z2 by writing
∑
i r2i = 1 as
(r1 ± r3)2 = 1 − r22 ± 2 r1r3 ≡ H± ,
with r1r3 =  |h|. This gives
(r1, r3) = 12
(√
H+ ±
√
H− ,
√
H+ ∓
√
H−
)
.
At a point Z2 for which H− ≥ 0, there are two solutions (which coincide at
r2 =
√
1 − 2 |h| when H− = 0), while for H− < 0 there are none. Notice that all
points Z2, and all points sufficiently close to those, for which h(Z2) is singular, are
excluded since, for such points, H− → −∞ (also, when  is small, each such hole
will be small.) Define Σ to be two copies of the region of the Z2-plane for which
H− ≥ 0, sewn up along the boundary. For the case of a single pole, the resulting
topology is simply that of a torus, while for n poles, we have Σ = \n T2.
In the 14 -BPS case, recall that we always have an S
1 fibred over Σ, shrinking to a
point on the boundary ∂Σ. Now that there is no boundary, the φ− = φ1 −φ3 circle
here never shrinks to a point. To see this, note that the metric is
ds2 =
3∑
i=1
(
dr2i + r
2
i dφ
2
i
)
∼ (r21 + r23) dφ2− + . . . .
Thus, for the length of the φ− circle to vanish, we need r1 = r3 = 0, which implies
r2 = 1, but this is never part of Σ since, as we saw above, r2 ≤
√
1 − 2 |h|. We
therefore conclude that the topology is
M =
(
\n T2
)
× S1 . (3.12)
Note that all such three-manifoldsM are prime, that is they can be decomposed
as connected sums only in the trivial wayM =M ] S3; the connected sum here is
the two-dimensional one, and to canonically decomposeM, one must cut along
T2’s.
While we see that the region of the Z2-plane involved here is different to that for
the 14 -BPS case of section 3.2, we nevertheless observe that the essential point is
similar in both cases, which is that each pole increases the genus of the base space
Σ. It is natural to ask how much of our analysis of section 3.3 still holds. To
begin to address this, we go back to the case (1, 2, 1) case, where f (Z1,Z2,Z3) =
Z1 (Z22 − β2) Z3 + . Solving for Z2 when f = 0, we get
Z2 = ±β
√
Z1Z3 − /β2√
Z1Z3
.
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Figure 3.9: Plots for the 18 -BPS case (1, 2, 1). The picture on the left shows Σ drawn
as two points fibered over Z2. The one on the right shows the upper of two sheets
in the Z4 = Z1Z3 plane, which are connected by a branch cut drawn in red.
It is natural to think of this as having a branch cut in the Z4 = Z1Z3 plane. Fixing
our position on this plane fixes Z2 up to a choice of sheets, after which we still have
(at a generic point) two solutions (r1, r3). Figure 3.9 shows the upper-sheet part of
Σ which, when glued along the branch cut drawn, gives a double torus, and thus
the same topology as before. The angle in the S1 factor is still φ− = φ1 − φ3.
One extension beyond (3.11) suggests itself fairly naturally. If we consider 2
f (Z1,Z2,Z3) = 1 +
m∑
k=1
′k
Z1Z3 − γk +
n∑
j=1
 j
Z2 − β j ,
then we can invoke all the 14 -BPS analysis. Just like we replaced Σ of figure 3.4
with two copies glued along their edges to get (3.12), similarly replace Σ of figures
3.6, 3.8 with their closed cousins. We get (\K T2) × S1 with the same K as before.
It is essential here, however, that f contains only the product Z1Z3. The more
natural class (m,n, 1) of solutions
f (Z1,Z2,Z3) = Z3 +
m∑
i=1
′i
Z1 − αi +
n∑
j=1
 j
Z2 − β j
will break the S1 symmetry in (3.12). Although we shall not further comment on
this case, it would be nice to extend the analysis to this class of solutions, and
ultimately to the completely general 18 -BPS cases.
3.5 Conclusion
The main result of this work is the following:
Let g(Z1,Z2) be a meromorphic function with m distinct poles at Z1 = αi,
and write M for the number of poles counting multiplicity. Similarly,
let n and N count the poles and their multiplicities at Z2 = β j. Assume
2Note, as an aside, that we could likewise consider 14 -BPS solutions of the form f (Z1,Z4) =
(Z1 − α)(Z4 − γ) + ′. For small γ, this can give a double-torus topology ]2 (S2×S1), but small ′
here does not guarantee that  in (3.16) is small.
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m,n ≥ 1, and |αi|2 + |β j|2 ≤ 1 for all i, j.3 Consider the 14 -BPS giant
described by
f (Z1,Z2) = 1 +  g(Z1,Z2) . (3.13)
For sufficiently small , this has topology specified by the prime de-
composition
M = ]K (S2×S1) , where K = 1 + M(n − 1) + N(m − 1) . (3.14)
As  is increased, generically 4 K will decrease, and the brane may
break up into several disjoint pieces. All resulting pieces are either
3-spheres or connected sums of (S2×S1):
M =
L⊔
i
]Ki (S2×S1)
L′⊔
j
S3. (3.15)
We found it convenient to deal with a function f with poles which in some sense
repel the base space Σ, thus creating holes in the brane.5 The same solutions can
equivalently be specified by polynomial functions of the form 6
f (Z1,Z2) =
m∏
i=1
(Z1 − αi)µi
n∏
j=1
(Z2 − β j)ν j +  poly(Z1,Z2) . (3.16)
Clearly,  = 0 gives a factorised f , which corresponds to a set of intersecting
spherical giants (3.2). The effect of small  is to suppress all but the simplest kind
of interactions; the topology is unchanged when the last term here is replaced by a
small constant. Nevertheless, what we have observed is that the effect of increas-
ing  is quite simple: the tori degenerate (thus reducing K), and ultimately split
into disjoint spheres. Thus, we believe that (3.15) applies to generic polynomial
functions f (Z1,Z2).
In the case of 18 -BPS geometries, we have more limited results. The generalisation
which can be treated by borrowing much of the analysis from above is
f (Z1,Z2,Z3) = 1 +  g(Z4,Z2), where Z4 = Z1Z3
3We could weaken this condition to allow for cases where not every pair of branes intersect in
the small- limit; one can be easily convinced that this has the effect of deleting some nodes from
the corners of the lattice shown in figure 3.8, and thus reducing K, but not otherwise changing the
topology.
4This is true if the residues of g are constants, in which case
∑
i Ki ≤ K and L + L′ ≤ MN in
(3.15). But if the numerator of g is of sufficiently high order, then K may increase.
5The poles are thus never on the worldvolume, so f is locally analytic, which is enough to
guarantee a solution to the equations of motion from (3.1).
6Here M =
∑
i µi and N =
∑
j ν j.
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with g defined as in (3.13). For small enough , the resulting topology is7
M =
[
\K (S1×S1)
]
× S1 ,
where K is as in (3.14). Notice that none of these topologies can occur in the 14 -BPS
case. Generalising this to allow other combinations of Z3 branes (such as (3.16)
with
∏
k(Z3−γk) inserted) is an open problem. But it seems clear that the topology
ofMwill change, and in particular, will not have an overall S1 factor.
While our focus in this work has been entirely on the classical membranes de-
scribed by (3.1), a detailed quantisation of the moduli space of Mikhailov solutions
was carried out in [106], and used to draw conclusions about the spectrum of 18 -
BPS states in N = 4 SYM. It would be of great interest to pursue the relationship
between those results and ours. This work forms part of a larger research pro-
gram aimed at understanding how local and global properties of spacetime are
encoded in gauge theory. For recent work in this direction, see [107, 108, 109] and
[110] and references therein. In this context, more specifically in the AdS5/CFT4
correspondence, it would be nice to see how the topologies and topology changes
studied here emerge and manifest themselves in operators dual to Mikhailov’s
giants in super-Yang-Mills theory. There too, perhaps our small- limit is likely to
be the tractable one.
7From the topologies written down here, it is trivial to obtain the homology groups. The Betti
numbers are:
1
4 -BPS : b0 = b3 = 1, b1 = b2 = K
1
8 -BPS : b0 = b3 = 1, b1 = b2 = 2K + 1
For the (1, 1, 0) case, the generators of H1 and H2 are cycles C1 and C2 in figure 3.2. It is easy to
draw similar cycles in figure 3.4’s case (1, 3, 0). Similar cycles drawn in figure 3.9’s case (1, 2, 1)
will all be 1-cycles.
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Chapter 4
Particle-vortex and Maxwell duality
in the AdS4×CP3/ABJM
correspondence
4.1 Introduction
Non-perturbative dualities in quantum field theories have delivered many pro-
found insights over the past three or so decades. Most famous among these are
the lessons that we have learned about the very nature of spacetime via the dual-
ity between strongly coupled quantum field theories and gravitational theories,
as manifested via the AdS/CFT correspondence. Within the realm of quantum
field theories alone, non-perturbative dualities rely on the fact that the generat-
ing functions of observables include an integration over the degrees of freedom.
Consequently, the set of degrees of freedom in terms of which one would choose
to describe some particular system may result in multiple possibilities.
In four dimensions, for example, the electromagnetic duality, manifest in the
Maxwell equations, allows us to describe a system in terms of electric or magnetic
fields and charges and exchanges fundamental particles for solitonic degrees of
freedom. We therefore have a choice as to how we describe the system, and at
the perturbative level, one or the other may be more appropriate depending on
the problem at hand. This electric-magnetic duality (and its extension by Witten
and Olive [111]) has had a powerful impact, not only on our understanding of the
structure of gauge theories, but also on some of the deepest mathematical puzzles
of our time [112].
A three-dimensional analogue of the four-dimensional duality above is one which
exchanges fundamental particles with solitonic vortices but, defined only for
abelian gauge theories, this particle-vortex duality, as well as its physical implica-
tions, is much less understood than its four-dimensional counterparts. It is by
now well-known that (2+1)-dimensional electron systems have remarkable prop-
erties, as manifested in the quantum Hall effect and metal-insulator transitions,
many features of which still resist theoretical explanation. The difficult part of
describing these systems is that they involve strong correlations, and no small
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parameters present themselves to help with the analysis. Two kinds of theoreti-
cal tools which have proven useful for analysing these kinds of strong-coupling
problems are effective field theory techniques, and the exploitation of symme-
tries. Duality symmetries, in particular, are likely to be useful since they typically
relate strongly-coupled degrees of freedom to weakly-coupled ones, and in (2+1)-
dimensions, particles and vortices make natural condidates for dual partners.
Indeed, particle-vortex duality has been used several times in the condensed
matter literature to describe some aspects of both the quantum Hall effect and
conductor-insulator transitions in superconducting films.
Particle-vortex duality and AdS/CFT correspondence
Like many concepts commonplace in high-energy theory, particle-vortex duality
has its roots in the landscape of condensed matter; in this case in the theory
of anyonic superconductivity [114]. After some limited further development
in condensed matter physics, it was in the context of string theory that more
development occured, starting with Intriligator & Seiberg [115]. Since the anyon
is usually thought of as a quasiparticle (obeying fractional statistics) in a strongly
coupled system, and cannot be seen in the perturbative approach, it is interesting
to see, within the framework of gauge-gravity duality, whether one can construct
holographic duals of anyons of some strongly systems so that anyons can be
realised as D-brane configurations. Motivated by the relation between anyons and
(2+1)-dimensional Chern-Simons theory, it seems that the recently constructed
ABJM theory [8] is a good starting point, since the ABJM theory is given asN = 6
superconformal Chern-Simons-matter theory in 2+1 dimensions. Furthermore,
its gravity dual, type IIA supergravity in AdS4×CP3 background, is known.
The authors of [116], following a lead by Hartnoll [117], managed to construct
the holographic anyons in ABJM theory from the gravity, CFT, and open string
sides via AdS/CFT correspondence. The construction is more subtle than naively
expected in all three aspects because it is the nontrivial generalisation of the usual
anyon constructed in the U(1) Chern-Simons effective theory. In the U(1) case,
one attaches the magnetic flux to the electron to make it anyon via the Chern-
Simons coupling; in the ABJM case on the other hand, one attaches a nonabelian
’t Hooft operator (a generalised Wilson loop) to the baryon in the CFT to make it
anyonic. They find two types of holographic anyons as the dressed baryons: D0-D2
and D4-D6 bound states. For D4-D6, the anyonic phase is proportional to the ’t
Hooft coupling, and for D0-D2, its inverse. These bound states are related by T-
duality 1. Moreover, by combining with level-rank duality, one can transform one
anyonic phase to the other one. It is interesting to see whether the combination
of D0/D4 duality and level-rank duality is related to the particle-vortex duality
in the quantum Hall system. If this is the case, then D0-D2 and D4-D6 can be
understood as the particle-vortex dual pair of collective modes of the CFT.
1Interestingly, these two pairs are not related by the usual Hodge duality in ten dimensions,
since it relates C1 to C7 and C3 to C5, but in the relation above, the roles of the D0-brane and
D4-brane are exchanged. It has been suggested that this relation can be understood as a kind of
geometric duality inside CP3 [118].
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Particle-vortex duality à la Zee
To set the scene for what follows, we will first give an heuristic description of
the particle-vortex duality elaborating on a discussion in the textbook of Zee
[113], before embarking on a more technical treatment in the following section.
Following [113] then, we start with an abelian Higgs model
L = −1
2
∣∣∣(∂µ − iqAµ)φ∣∣∣2 − V(φ†φ) ,
with some well-behaved potential, V(φ†φ), for the complex scalar field φ with
U(1) charge q. We shall ignore the potential term from now on, but presume that
the theory exhibits vortex solutions (and consequently restrict our attention to
three dimensions). Writing φ = |φ| eiθ and restricting to the solution for which
|φ| = v minimises the potential gives
L = −1
2
v2 (∂µθ − qAµ)2 . (4.1)
The spectrum of the lagrangian includes vortices and antivortices, located where
|φ| vanishes. We can introduce an auxiliary field ξµ, so that the lagrangian takes
the first-order form
L = + 1
2v2
ξ2µ − ξµ(∂µθ − qAµ) ,
The phase θ2, characterising the vortex is, in fact, singular at the origin for a vortex
solution, allowing us to split it into a smooth part, and a vortex part:
θ = θsmooth + θvortex ,
where the vortex monodromy ∆θvortex = 2pi (the antivortex has monodromy ∆θvortex =
−2pi). Integrating over θsmooth gives the constraint ∂µξµ = 0, which implies that
we can write ξµ as the curl of a vector field aρ
ξµ = µνρ∂νaρ .
Having integrated out θsmooth and substituted in the new expression for ξµ, we
get the following Lagrangian
L = − 1
4v2
f 2µν + 
µνρ∂νaρ ∂µθvortex − AµJµ , (4.2)
where fµν = ∂µaν − ∂νaµ, and Jµ = q µνρ∂νaρ. Partially integrating the a0 part
of the second term in (4.2) picks up a factor of 2pi via Stokes’ theorem. Hence,
1
2pi
i j∂i∂ jθvortex measures the density of vortices, and is the time-component of
some Lorentz-invariant vortex current jµvortex, where
2piaµ j
µ
vortex = aρ
ρµν∂µ∂νθvortex . (4.3)
Thus, we have
L = − 1
4v2
f 2µν + 2piaµ j
µ
vortex − AµJµ . (4.4)
2This is a pseudoscalar in the theory.
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Note that (4.3) is a crucial step in this derivation. Since the partial derivatives
are contracted with the antisymmetric tensor, by symmetry arguments, this ex-
pression will naively vanish. The only time this will not be the case is when θ is
singular. Thus, θvortex is explicitly that part of θ which is not smooth and whose
second derivative is related through this equation to the vortex current. In other
words, if there are no vortices, this expression will vanish and there will be no duality.
The introduction of an auxiliary vector field ξµ leads to the coupling of the vortex
current jµvortex to the gauge field aµ. We have thus gone from a description where
the fundamental excitations are the particles associated to the fieldφ, to the vortex
description where the fundamental degrees of freedom are the vortices associated
to θvortex. However, to complete this description, we must have a field whose
fundamental excitations themselves are vortices. To that end, we introduce a new
complex scalar field Φ, which couples to aµ precisely for this purpose. On adding
this field, we can define an action which gives a dual description, with particle
and vortex degrees of freedom swapped. The lagrangian
L = − 1
4v2
f 2µν − 12
∣∣∣(∂µ − i2piaµ)Φ∣∣∣2 −W(|Φ|2) − AµJµ , (4.5)
then describes an abelian Higgs model for the vortex field Φ coupled to aµ as
opposed to the original field where φ was coupled to Aµ. The potential W(|Φ|2)
contains terms such as λ(Φ†Φ)2 describing short-distance interaction of two vor-
tices (or a vortex-antivortex pair)3. The action of the transformation
∂µθ − qAµ = ξµ = µνρ∂νaρ
exchanges the scalar degree of freedom θ with the gauge field degree of freedom
aµ in the presence of the background gauge field Aµ. However, the necessity to
introduce the new field Φ does not feel very satisfactory. We will see that there is
a more complete way to formalise the duality4. The above transformation is also
not strictly true in the presence of Φ.
Note, as an aside, that the above dual representation of the theory can, in turn, be
dualised by requiring that Φ vanishes at points around which it picks a phase of
2pi. We end up with a theory decribed by the original field φ, which carries the
same electric charge, q, as the vortex. The vortex also carries some charge akin to a
magnetic flux (the ξ0 = i j∂ia j component of the auxiliary field), and from (4.5), we
see that 2pi ai → ∂iθ, so that we have 2pi
∫
d2x ξ0 = 2pi
∫
d2x i j∂ia j = 2pi
∮
d~x·~a = 2pi.
The electric charge of the vortex is equal to
∫
d2x J0 = q, which is precisely the
charge of the original field φ.
A supersymmetric generalisation of these ideas was proposed in [120] (see also
[121]), where, however, a path integral transformation realising the particle-
vortex duality could only be reduced to an unproven identity. Witten [122]
later defined an SL(2,Z) transformation on a conformal field theory by com-
bining an S-transformation (which adds an B∂A term to the lagrangian) with a
3The treatment so far has been completely heuristic, with the assumption that the coupling
between θvortex and |φ| is small enough that it can be neglected.
4A more precise definition of particle-vortex duality, and an undertanding of how it arises in
a path integral formulation, was given by Burgess & Dolan in [119]. For completeness, we review
their formulation in appendix B.1.
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T-transformation (which adds a Chern-Simons term, A∂A). For example, start-
ing with a charged scalar lagrangian of the form L˜(Φ,A), the TS-transformation
maps
L˜(Φ,A) TS−→ L(Φ,A,B) = L˜(Φ,A) + i jkBi∂ jAk + i jkAi∂ jAk .
The current-current two-point function of this three-dimensional conformal field
theory is constrained by conformal symmetry to be of the form:
〈Ji(k)J j(−k)〉 = (δi jk2 − kik j) t
2pi
√
k2
+ i jlkl
w
2pi
,
where t and w combine to form a complex coupling τ = w + it. The action of
the TS-transformations of the SL(2,Z) group on the complex parameter τ is then
τ → (aτ + b)/(cτ + d). Because this is an action on a conformal field theory, we
can ask what the action of the transformation is on the gravity dual of this theory
via the AdS/CFT correspondence. In this case the transformation acts on a U(1)
gauge field with a Maxwell action plus a topological θ-term.
Later, the constraints imposed on correlators in gauge theories by the existence
of a particle-vortex duality were analysed in [123]. Note that when the theory
is changed by the action of the duality, (i.e. the theory is not self-dual), the
correlators are themselves transformed. The authors also analysed the AdS4×S7
gravity dual of theN = 8 three-dimensional SU(N) super-Yang-Mills theory in the
large-N limit, and found that Maxwell duality in the bulk leads to the same type
of constraints on correlators as would be obtained from a self-dual field theory.
In abelian models, a similar relation was obtained, and a correspondence with
AdS4×S7 was proposed as an implicit relation coming from large-N non-abelian
gauge theories.
Today, the ABJM model [8] is understood as the correct description of the field
theory living on M2-branes, and is dual (in the appropriate limit) to type IIA
supergravity on AdS4×CP3. This begs the question of whether the results of [123]
can be reinterpreted from this point of view5.
The aim in this work is two-fold: first, we seek to provide a more precise definition
of the particle-vortex duality at the level of a path integral transformation then,
using this, we attempt to embed the duality transformation in the ABJM model.
Outline
The structure of the rest of this chapter is as follows. In section 4.2, we revisit
the formulation of the particle-vortex duality by retaining some features of the
relation of [119] (reviewed in appendix B.1) and defining it as an action on the path
integral of the theory. In particular, we find that, by combining it with the Mukhi-
Papageorgakis Higgs mechanism for three-dimensional Chern-Simons theories [126]
(see also [127]), we can define it as a self-duality of abelian Chern-Simons theories.
In section 4.3, we look explicitly at vortex solutions and the conditions under
5The ABJM theory is also known to admit a maximally supersymmetric mass deformation
[124, 125], which not only allows us to go away from the conformal limit but also contains a rich
spectrum of solitonic excitations.
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which they exist in such theories. In section 4.4, we embed the particle-vortex
duality in ABJM, showing that the abelian duality is part of the (large-N) non-
abelian theory. Finally, in section 4.5, we show that the particle-vortex duality is
naturally obtained as the boundary relation corresponding to Maxwell duality in
the bulk, using the AdS/CFT prescription. Thus, as in [128, 129], we see that by
using an abelian reduction of ABJM to an interesting non-conformal theory, we
learn something about the structure of ABJM.
4.2 Abelian particle-vortex duality in the path inte-
gral
In this section, we shall extend the path integral formulation of [119] to provide
a better definition of the particle-vortex duality in abelian theories. To this end,
let us consider a path integral for an abelian Higgs model consisting of a complex
scalar field Φ = Φ0 eiθ coupled to a U(1) gauge field aµ. Any kinetic term for
the gauge field will be no more than a spectator for the transformation, as in the
Burgess-Dolan formulation described in appendix B.1, and we shall ignore any
such term in what follows. Additionally, there will also be a potential term for
Φ0, V(Φ20), but this will also assume the role of a spectator, so we will also choose
to omit it now. When we want to explicitly discuss vortex solutions however, the
potential will be important and will be included. As long as we are not integrating
over aµ or Φ0, we do not need to consider those last terms we have mentioned.
The partition function for the theory is
Z =
∫
Daµ DΦ0 Dθ exp
[
− i
2
∫
d3x
∣∣∣(∂µ − ie aµ) Φ∣∣∣2]
=
∫
Daµ DΦ0 Dθ exp
{
− i
2
∫
d3x
[
(∂µΦ0)2 + (∂µθsmooth + ∂µθvortex + e aµ)2 Φ20
]}
,
where, as in the previous section, we have split the phase θ into a smooth part,
and a topologically non-trivial and non-smooth vortex part. We define λµ = ∂µθ,
after which we promote it to an independent variable in a first-order formulation.
λµ = ∂µθ follows from the constraint µνρ∂νλρ = 0, which can be imposed via a
Lagrange multiplier bµ, giving the path integral for the master action
Z =
∫
Daµ DΦ0 Dbµ Dλµ exp
{
− i
2
∫
d3x [(∂µΦ0)2 + (λµ,smooth + λµ,vortex + e aµ)2 Φ20
+
2
e
µνρbµ∂νλρ]
}
.
Integrating over bµ takes us back to the original formulation for the partition
function, establishing the self-consistency of our procedure. If, however, we
integrate over λµ first, we obtain the equation of motion
(λµ,smooth + λµ,vortex + e aµ) e Φ20 = −µνρ∂νbρ , (4.6)
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which, on substitution back into the action produces the path integral for the dual
action,
Z =
∫
Daµ DΦ0 Dbµ exp
{
−i
∫
d3x
[
1
4 e2 Φ20
f bµν f
bµν + µνρbµ∂νaρ − 2pie j
µ
vortex(t) bµ
+
1
2
(∂µΦ0)2
]}
,
where jµvortex(t) is the vortex current in (B.5), that is,
jµvortex(t) =
1
2pi
µνρ∂ν∂ρθ =
1
2pi
µνρ∂ν∂ρω =
∑
a
Na y˙
µ
a δ[x − ya(t)] ,
and is associated with the existence of vortex boundary conditions for θ in the
original action with vortices positioned at ~ya(t) in the two-dimensional space (see
equation (B.4) for a definition of ω). In the dual action, this current appears as an
explicit source term. Here, the summation is over all vortex positions labelled by
the index a. Also note that, as in (B.10), jµ = e Φ20 ∂µθ is a scalar current, and we
then have the duality relation between the vortex current and the scalar current:
jµvortex(t) =
1
2pi e Φ20
µνρ∂νjρ . (4.7)
Notice that, here, Φ0 has the interpretation of a coupling constant for the field bµ
dual to θ, which itself becomes a dynamical Maxwell gauge field. In this sense,
this duality maps particles to vortices, hence the name particle-vortex duality.
4.2.1 The Mukhi-Papageorgakis Higgs mechanism
There is a striking similarity between the particle-vortex duality described here
and a version of the Higgs mechanism for three-dimensional Chern-Simons the-
ories discovered by Mukhi and Papageorgakis in [126] in the context of ABJM
theories, but valid more generally (see also [127] for more details about its imple-
mentation). The statement analogous to the usual Higgs mechanism statement
that a massless gauge field eats a scalar and becomes massive, is now that a
Chern-Simons gauge field (with no dynamical degrees of freedom) eats a scalar
and becomes dynamical, i.e. of Maxwell (or Yang-Mills) form with one dynamical
degree of freedom.
The mechanism itself goes as follows. We start with an action for a complex scalar,
Ψ, coupled to a Chern-Simons gauge field, aµ,
S = −
∫
d3x
[
k
2pi
µνρaµ∂νa˜ρ +
1
2
∣∣∣(∂µ − ie aµ) Ψ∣∣∣2 + V(|Ψ|2)] , (4.8)
with a vacuum solution Ψ = b, and a˜ is an auxiliary field. We can then expand
the scalar degrees of freedom around the ground state
Ψ = (b + δψ) e−iδθ , where δθ = θsmooth + θvortex ,
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and plug it back in the action to find
S = −
∫
d3x
[
k
2pi
µνρaµ∂νa˜ρ +
1
2
(∂µδψ)2 +
1
2
(∂µθsmooth + ∂µθvortex + e aµ)2 b2 + . . .
]
.
The omitted terms include the δψ self-interaction in V(|Ψ|2) and the δθ-δψ inter-
action. Note that, for the purposes of making a comparison, we have allowed for
the possibility that δθ contains a singular vortex piece θvortex. The mechanism by
which the Chern-Simons vector eats the scalar and becomes a dynamical Maxwell
vector happens through exactly the same redefinition as in the the usual Higgs
mechanism. Here we write
∂µθsmooth + ∂µθvortex + e aµ = e a′µ , (4.9)
where a′µ is the Maxwell gauge field. We then trivially integrate out θ, and add a
boundary term to the action to obtain
S = −
∫
d3x
[
k
2pi
µνρa′µ∂νa˜ρ +
1
2
(∂µδψ)2 +
1
2
(e a′µ)
2 b2 − k
e
jµvortexa˜µ + . . .
]
.
Solving for a′µ gives
aµ +
1
e
∂µδθ = a′µ = − k
2pib2e2
µνρ∂νa˜ρ ,
which is similar to (4.6) for the particle-vortex duality. Defining f˜µν = ∂µa˜ν − ∂νa˜µ,
we find
S = −
∫
d3x
[
k2
16pi2b2e2
f˜µν f˜ µν +
1
2
(∂µδψ)2 − ke j
µ
vortexa˜µ + . . .
]
, (4.10)
where, again, the terms alluded above have been omitted. We close this section
with two remarks. Firstly, adding a term proportional to −µνρa˜µ∂νbρ to either
(4.8) or (4.10) does not change anything since the transformations do not act on
either of the fields a˜ or b. Secondly, assuming vortex boundary conditions in the
initial action (that is, assuming θ has a singular part) leads to a vortex current
coupling in the final action. Again, this is as in the case of particle-vortex duality,
although here we can assume regular boundary conditions and thus avoid the
vortex current jµvortex.
4.2.2 A symmetric duality
As described in the previous section, particle-vortex duality is not a self-duality –
it effectively maps the original action to a manifestly different action. In particular,
it does so by dualising the phase angle θ to the gauge field bµ. For our purposes
of embedding the duality in the ABJM model, it will be useful to ‘symmetrise’ this
duality. As we demonstrate now, this may be achieved by adding a gauge field
and a real scalar, and dualising them to a single complex scalar field. This implies
that the original and final action will end up looking the same. As before, we may
also add vortex currents. We will also omit a possible kinetic term for aµ, and
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explicitly write the self-interactions of the scalars Φ and χ. Our starting point,
again, will be the path integral
Z =
∫
Daµ DΦ0 Dχ0 DθDb˜µ exp
{
−i
∫
d3x
[1
2
∣∣∣(∂µ − ie aµ) Φ0e−iθ∣∣∣2 + 12(∂µχ0)2
+
1
4 e2χ20
f (b˜)µν f (b˜)µν + µνρaµ∂νb˜ρ − 2pie b˜µ j˜
µ
vortex(t) + V(Φ
2
0) + V(χ
2
0)
]}
, (4.11)
where j˜µvortex(t) is a source term that, in the dual version, will be associated to
vortex boundary conditions for the dual scalar. b˜µ and χ0 are our new gauge and
scalar fields. It is the addition of these two that will lead to a self-dual action. We
again write a first-order formulation for λµ = ∂µθ, and then impose this relation
as the constraint µνρ∂νλρ = 0 through a Lagrange multiplier bµ. Conversely, one
can define λ˜µ via a tilde version of (4.6), namely
(λ˜µ,smooth + λ˜µ,vortex + e aµ) e χ20 = −µνρ∂νb˜ρ ,
and then introduce λ˜µ in the action such that one ends up with the above expres-
sion as its equation of motion. Either way, we obtain the path integral for the
master action
Z =
∫
Daµ DΦ0 Dχ0 Dλµ Dbµ Dλ˜µ Db˜µ exp
{
−i
∫
d3x
[1
2
(∂µΦ0)2 +
1
2
(∂µχ0)2
+
1
e
µνρ(bµ∂νλρ + b˜µ∂νλ˜ρ) +
1
2
(λµ + λµ,vortex + e aµ)2 Φ20 +
1
2
(λ˜µ + λ˜µ,vortex + e a˜µ)2 χ20
+V(Φ20) + V(χ
2
0)
]}
.
Now, repeating the same procedure with the fields with tilde replaced with unac-
cented fields (or, equivalently, integrating over λµ and b˜µ, to write λ˜µ = ∂µθ˜), we
obtain the path integral for the dual action
Z =
∫
Daµ DΦ0 Dχ0 Dθ˜Dbµ exp
{
−i
∫
d3x
[1
2
∣∣∣(∂µ − ie aµ) χ0e−iθ˜∣∣∣2 + 12(∂µΦ0)2
+
1
4 e2Φ20
f (b)µν f (b)µν + µνρaµ∂νbρ − 2pie bµ j
µ
vortex(t) + V(Φ
2
0) + V(χ
2
0)
]}
. (4.12)
Assuming that aµ has no kinetic term, we can now actually integrate it out in both
the original and dual actions. Indeed, the terms containing aµ in the lagrangian
(4.11) are
L(a) = −12e
2 a2µΦ
2
0 − aµ( jµ + Jµ) ,
where jµ = − ie2 (Φ ∂µΦ∗ −Φ∗ ∂µΦ) = eΦ20 ∂µθ is the scalar current, and Jµ = µνρ∂νb˜ρ
the topological (vortex-like) current. Solving for aµ we obtain
aµ = − 1e2Φ20
( jµ + Jµ) ,
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and substituting back into L(a), produces an extra contribution
Lextra = + 12e2Φ20
( jµ + Jµ)2 = − 14e2Φ20
(
f b˜µν − µνρ jρ
)2
.
Having thus eliminated aµ from the picture, we are now in a position to realise
the duality as a map from
Z =
∫
DΦ0 Dχ0 DθDb˜µ exp
{
−i
∫
d3x
[
1
2
∣∣∣∂µ(Φ0e−iθ)∣∣∣2 + 12(∂µχ0)2 + 14 e2χ20 f (b˜)µν f (b˜) µν
+
1
4 e2Φ20
(
f (b˜)µν − µνρ jρ
)2 − 2pi
e
b˜µ j˜
µ
vortex(t) + V(Φ
2
0) + V(χ
2
0)
]}
,
into
Z =
∫
DΦ0 Dχ0 Dθ˜Dbµ exp
{
−i
∫
d3x
[
1
2
∣∣∣∂µ(χ0e−iθ˜)∣∣∣2 + 12(∂µΦ0)2 + 14 e2Φ20 f (b)µν f (b)µν
+
1
4 e2χ20
(
f (b)µν − µνρ j˜ρ
)2 − 2pi
e
bµ j
µ
vortex(t) + V(Φ
2
0) + V(χ
2
0)
]}
,
that furnishes a formulation of the particle-vortex duality with an explicitly self-
dual action.
Of course, since our aim is to embed the particle-vortex duality into the ABJM
model, where we have only scalars and a Chern-Simons gauge field at our dis-
posal, we will need to combine the symmetric form of the duality above with
the Mukhi-Papageorgakis Higgs mechanism of the previous section. Moreover,
in order for the duality to be nontrivial, we need to retain the vortex boundary
conditions only in the original scalar, not the one that gets Higgsed. Starting from
the path integral
Z =
∫
Daµ DΦ0 DθDb˜µ DχDχ∗ DAµ exp
{
−i
∫
d3x
[1
2
∣∣∣(∂µ − ie aµ) Φ0e−iθ∣∣∣2
(4.13)
+
1
2
∣∣∣(∂µ − ieAµ) χ0e−iφ∣∣∣2 + µνρ(1eAµ∂νb˜ρ + aµ∂νb˜ρ) + V(φ20) + V(χ20)]} ,
we first implement the Mukhi-Papageorgakis Higgs mechanism by shiftingAµ →
A′µ as in equation (4.9), thus absorbing φ in the process, and performing the
(now trivial) path integral over φ. Subsequently, we integrate overA′µ using the
equation of motion
∂µφ + ∂µφvortex + eAµ ≡ eA′µ = 1e2χ20
µ
νρ∂νb˜ρ , (4.14)
and get exactly the path integral in (4.11) which, as we saw previously, is dual to
(4.12). We now undo the Mukhi-Papageorgakis Higgs mechanism by writing a
first-order formalism for f (b)µν in terms of a field A˜′µ , then introducing a trivial path
integration over a variable φ˜ and shiftingA′µ by
∂µφ˜ + ∂µφ˜vortex + eA˜µ ≡ e A˜′µ = 1e2Φ20
µ
νρ∂νbρ ,
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so that we finally arrive at the path integral
Z =
∫
Daµ Dχ0 Dθ˜Dbµ DΦDΦ∗ DA˜µ exp
{
−i
∫
d3x
[1
2
∣∣∣(∂µ − ie aµ) χ∣∣∣2
+
1
2
∣∣∣(∂µ − ie A˜µ) Φ∣∣∣2 + µνρ(1e A˜µ∂νbρ + aµ∂νbρ) + V(φ20) + V(χ20)]} ,
where now, χ = χ0 e−iθ˜ and Φ = Φ0 e−iφ˜. Naively, it would seem that (4.14) undoes
the duality transformation but it does not, since the interpretation is different. In
the Higgs mechanism, we solve forAµ and φ, while retaining b˜µ in the theory. In
the particle-vortex duality, we exchange b˜µ for θ˜, and similarly for quantities with
tilde and unaccented exchanged.
4.3 Vortex solutions
Let us recapitulate what we have done so far. We have formulated a manifest
duality in the path integral formalism and argued that such a duality should
exchange particles with vortices. Obviously, for this to be true, we need to have
vortex solutions in the theory. Up to now, we have simply presumed the existence
of such vortices in the field theories under investigation. Clearly, this will not be
the case for all field theories of the form we have been discussing. Here, therefore,
we devote some time to elaborating on the constraints that determine the form of
the potential which will lead to such solutions. Thus, we consider the action in the
path integral (4.13). In order to do this, one first writes down the full equations
of motion, and only afterwards sets χ = b˜µ = Aµ = 0 (which is itself a solution of
these equations). The remaining equations of motion then become
µνρ∂νaρ = 0 ,
Φ(DµΦ)† −Φ†DµΦ = 0 , (4.15)
where Dµ is the gauge covariant derivative, and the equation of motion for Φ,
which depends on the potential V(|Φ|2), is
DµDµΦ =
dV
d|Φ|2 , (4.16)
Note that the first of equations (4.15) implies that aµ is pure gauge, while the
second equation means that
Dµθ = 0⇒ ∂αθ = aα , (4.17)
where α is the polar angle in the complex plane, and θ is the phase angle of Φ, that
is Φ = |Φ|eiθ. In particular, this relation is valid at infinity. This gives the usual
charge quantisation condition
∮
dα aα =
∮
dθ, or equivalently θ = Nα, where N is
proportional to the winding number of vector field around the vortex core. From
the 0-component of (4.17), we get for static solutions that a0 = 0.
This result would, however, imply that |Φ(r = 0)| = 0, consistent with the vortex
ansatz. This, in turn, means that the second equation in (4.15) is automatically
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satisfied at r = 0, without necessarily having aα = N at r = 0. That would be good,
since substituting aα = N, requires that
µνρ∂ν∂ρθ ∝ jµvortex ∝ δ(r) ,
so the first of equations (4.15) would be satisfied everywhere except at r = 0
which would, in turn, imply a discontinuous aµ at r = 0, necessitating some kind
of regularisation at this point. In fact, as we shall soon demonstrate, in order to
have a solution, we need |Φ| , 0 at r = 0. Consequently, the solution, as it stands,
will be valid everywhere except at r = 0. It remains now to satisfy the |Φ| equation
of motion in order to determine the vortex profile. We know already from (4.16)
that any vortex solution must satisfy
|Φ|′′
|Φ| =
dV
d|Φ|2 ,
where the prime denotes derivation with respect to R; from general considerations
about vortices, the one-vortex solution should behave like |Φ| ∼ Ar as r → 0.
If, in addition, we consider the most general renormalisable potential in three
dimensions, namely the sextic, V = C1|Φ|6 + λ|Φ|4 + m2|Φ|2 for which dVd|Φ|2 = m2 +
2λ|Φ|2 + 3C1|Φ|4, several cases of interest for the asymptotic (large r) behaviour of
these solutions present themselves. They are (in no particular order):
• m , 0 and λ , 0:
In this case, V = C1|Φ|6 + λ|Φ|4 + m2|Φ|2. Near the origin, we take as an
ansatz for the field
|Φ| ∼ Ar + Crp + . . .
This reduces the equation of motion in this region to
p(p − 1)Crp−2
Ar
= m2 ,
which requires that p = 3 and C = Am2/6. Therefore, the small-r form of the
field is
|Φ| ∼ Ar
(
1 +
m2
6
r2 + . . .
)
, for small r .
Clearly we could analytically go to any order if needed. Taking the other
asymptotic limit r → ∞, and choosing |Φ| ∼ A˜/rn, we find that there is an
inconsistency for non-zero n, as |Φ|′′/|Φ| ∼ 1/r2 → 0, whereas dV/d|Φ|2 =
m2 + . . .. To avoid this, we choose instead
|Φ| ∼ A˜ + B˜
rn
+ . . .
where A˜ , 0. With this ansatz, the equation of motion reduces to
B˜
A˜
n(n + 1)
rn+2
=
[
m2 + A˜2
(
2λ + 3C1A˜2
)]
+
4A˜B˜
rn
(
λ + 3C1A˜2
)
+
2B˜2
r2n
(
2λ + 9C1A˜2
)
,
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and we see that we need n = 2 to satisfy the radial behaviour, along with
the separate vanishing of the coefficients of the r0 and r−n terms. From the
first of these, we find
m2 + 2λA˜2 + 3C1A˜4 = 0 ,
which says that |Φ| = A˜ is the nontrivial vacuum of the theory (as it should
be), satisfying dV/d|Φ|2 = 0. From the second parenthesis, we have λ +
3C1A˜2 = 0, which, taken together with the first, give
A˜2 = −m
2
λ
, C1 =
λ2
3m2
.
C1 is a constraint on the potential, allowing for only a certain class of sixth-
order potentials with non-zero quadratic and quartic terms to lead to vortex
solutions. This tells us that the potential must be truly sextic, since by
assumption λ , 0. Equating the r−4 terms in the equation of motion then
gives
B˜ =
3
A˜(2λ + 9C1A˜2)
,
so that
|Φ| ∼ A˜ + 3
A˜(2λ + 9C1A˜2)
1
r2
+ . . . , for large r .
Clearly, as m→ 0, this solution vanishes.
• m = 0 and λ , 0:
In this case, V = C1|Φ|6 + λ|Φ|4. As before, we take the asymptotics close to
the vortex origin to be
|Φ| ∼ Ar + Crp + . . .
The equation of motion is now
p(p − 1)Crp−2
Ar
' 2λ|Φ|2 ' 2λA2r2 ,
which gives p = 5 and C = λA
3
10 so that
|Φ| ∼ Ar
(
1 +
λA2
10
r4 + . . .
)
, for small r .
Far away from the vortex, we take |Φ| ∼ A˜rn , which reduces the equation of
motion to
n(n + 1)
r2
' 2λ|Φ|2 = 2λ A˜
2
r2n
.
This fixes n = 1 and A˜ = 1√
λ
, meaning that
|Φ| ∼ 1√
λ r
+ . . . , for large r .
Note that A˜ + B˜/rn leads to a contradiction in the equations of motion and
thus the leading term must be ∼ 1r . In contrast to the first case above, there
is no constraint on the potential.
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• m = 0 and λ = 0:
Here, V = C1|Φ|6, a purely sextic potential. At r = 0, as above, we find
p(p − 1)Crp−2
Ar
= 3C1|Φ|4 ' 3C1A4r4 ,
which gives p = 7 and C = C1A5/14, so
|Φ| ∼ Ar
(
1 +
C1A4
14
r6 + . . .
)
, for small r .
At infinity, with |Φ| ∼ A˜/rn, the equation of motion is
n(n + 1)
r2
=
3C1A˜4
r4n
,
which gives n = 1/2 and A˜4 = 14C1 , so that
|Φ| ∼ 1
(4C1)
1/4 √r , for large r .
To summarise: in order to find a non-trivial solution in the case of a massive
(sextic) potential, the constraint C1 = λ2/(3m2), with m2/λ < 0, must be satisfied,
whereas for the two massless senarios, there are always solutions. In the next
section, however, we shall show that the constraint is not satisfied in the case of
the massive ABJM model, which would imply that an embedding of the particle-
vortex duality into massive ABJM is not possible; within massless ABJM, on the
other hand, only the purely sextic potential will be relevant.
4.3.1 Pure sextic potential
It turns out that in the pure sextic case, V = C1|Φ|6, we can arrive at an explicit
solution using some simple considerations. The equation of motion is
|Φ|′′ = 3C1|Φ|5 ,
which we write in terms of v = |Φ|′ as
v dv = 3C1|Φ|5 d|Φ| ,
the solutions of which are
v2 = C1|Φ|6 + K1 ⇒ d|Φ| = ±
√
C1|Φ|6 + K1 dr . (4.18)
The general solution is then
r +
K2√
C1
= ±
∫
d|Φ|√
C1|Φ|6 + K1
.
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Note however that, if |Φ| ∼ Ar for small r and |Φ| ∼ A/rn, n > 0 for large r, there
must exist at least one intermediate r for which v = |Φ|′ = 0, that is C1|Φ|6 + K1 = 0,
or where |Φ|int = (−K1/C1) 16 . This, in turn, means that6 K1/C1 < 0. If we assumed
K1 < 0,C1 > 0 for the branch connected to r = 0, we would immediately find from
(4.18) that |Φ|′ is imaginary, so we would be tempted to choose K1 > 0,C1 < 0
instead. However, this is inconsistent, as we would have a runaway potential
with no stable vacuum.
We must therefore choose C1 < 0 and K1 > 0. This choice is, if anything, worse
since it implies that the potential is negative-definite. In fact, even if the vacuum
were stable in this case, there would be a problem because |Φ|′ = +√K1 − |C1||Φ|6
until we reach |Φ|int, where |Φ|′ vanishes, and thereafter |Φ|′ = −
√
K1 − |C1||Φ|6.
This means that we would reach |Φ| = 0 with nonzero derivative, |Φ|′ = −√K1.
Since |Φ| ≥ 0, this results in a singularity at this point, as |Φ|′ would jump discon-
tinously.
In other words, there is no smooth solution for the vortex. This, however, does not
constitute a problem per se, as the smoothness constraint is not required. We saw
that, in any case, the solution is not valid at r = 0 itself, so we can ignore the
constraint that |Φ| = 0 there. With a little more thought, it is clear that, with C1 > 0
as it should be, the only solution that makes sense (which goes to zero at infinity)
is one with K1 = 0, since if K1 < 0, |Φ|′ must become imaginary before reaching
r = ∞, and if K1 > 0, |Φ|′ must remain finite as |Φ| = 0, which means it is again
reached before r = ∞. Then the solution is7√
C1r + K2 = −
∫
d|Φ|
|Φ|3 =
1
2|Φ|2 ,
so that
|Φ| = 1√
2
(√
C1 r + K2
) ,
which has
|Φ|′(0) = −
√
C1
(2K2)
3
2
,
which is finite and real for K2 > 0; nevertheless, as we remarked, we must excise
and regularise an infinitesimal region around r = 0. To summarise this section:
there is a strong constraint on the form of the massive sextic potential which leads
to a vortex solution, while for a purely sextic potential, there will be non-smooth
solutions which, modulo excision of the singular core, will correspond to vortices.
4.4 Embedding particle-vortex duality in ABJM
In order to formulate the particle-vortex duality within ABJM, we must be able
to find an abelian reduction of the ABJM model which can both be mapped to the
6Note that we can (and in general, should) glue different branches of the solution at the point
where v = 0.
7One can easily see, from the form of the solution, that the +ve sign in front of the integral
does not make sense.
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path integral in equation (4.13) as well as shown to fulfill the constraint which
leads to vortex solutions. We will show below that, while the mass-deformed
ABJM theory has the appropriate mapping to the self-dual action with non-zero
mass, the vortex constraints on the potential are not fulfilled, and thus we can
only get a self-dual theory with vortices in the massless case. See Appendix B.2
for a brief overview of the ABJM formalism.
4.4.1 Constructing a self-dual abelian reduction of ABJM
For the two bifundamental scalars, Φ and χ, of ABJM, we split the N-dimensional
matrix space into two (block-diagonal) N/2-dimensional subspaces. Subsequently,
we will be able to use each of the sub-spaces to construct a self-duality via the
particle-vortex transformation. In the first subspace, we take the ansatz
Aµ = a
(1)
µ 1N/2×N/2 ,
Aˆµ = aˆ
(1)
µ 1N/2×N/2 ,
Q1 = φ G1N/2×N/2 , (4.19)
Q2 = φ G2N/2×N/2 ,
Rα = 0 ,
where:
• Aµ and Aˆµ are fields associated with the two unitary groups making up the
U(N)×U(N) gauge symmetry of ABJM;
• Qα and Rα, α = 1, 2, are the two (first sub-space) bifundamental scalars;
• Gα, α = 1, 2, are N/2×N/2 matrices that satisfy the relations (B.15).
The combination of Qα and Rα, often labeled as Nα, can be shown with this choice
of Rα to vanish while the other combination will be non-zero. The covariant
derivative on the scalar Qα is given by
DµQα = Gα
[
∂µ + i(a
(1)
µ − aˆ(1)µ )
]
φ ,
where the N/2×N/2 subscript, for notational convenience, is now taken to be
implicit for Gα. This leads to the kinetic terms
Tr
[∣∣∣DµQα∣∣∣2] = 2 N2 (N2 − 1) ∣∣∣∣[∂µ + i (a(1)µ − aˆ(1)µ )]φ∣∣∣∣2 .
The contribution to the mass deformed potential comes from
Mα = µQα +
2pi
k
(
QαQ†βQ
β −QβQ†βQα
)
= Gα
(
µ +
2pi
k
φ2
)
φ ,
and thus, the full potential is
V = Tr
[
|Mα|2
]
=
N
2
(N
2
− 1
) ∣∣∣φ∣∣∣2 ∣∣∣∣∣µ + 2pik φ2
∣∣∣∣∣2
=
N
2
(N
2
− 1
) ∣∣∣φ∣∣∣2 (µ + 2pi
k
∣∣∣φ∣∣∣2)2 . (4.20)
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With this ansatz, the Chern-Simons terms reduce to
k
4pi
N
2
µνρ
(
a(1)µ ∂νa
(1)
ρ − aˆ(1)µ ∂νaˆ(1)ρ
)
=
k
4pi
N
2
µνρ
(
a(1)µ + aˆ
(1)
µ
)
∂ν
(
a(1)ρ − aˆ(1)ρ
)
,
so we obtain the first half of the required action, with the additional identification
Φ → φ, aµ →
(
a(1)µ − aˆ(1)µ
)
and b˜µ →
(
a(1)µ + aˆ
(1)
µ
)
. The other half, for χ and Aµ, is
obtained from the second N/2-dimensional subspace, now with the constraint
b˜µ =
(
a(1)µ + aˆ
(1)
µ
)
=
(
a(2)µ + aˆ
(2)
µ
)
.
4.4.2 Vortex constraints on the ABJM potential
We are now in a position where we can construct a duality in this constrained
sector of ABJM, by mapping the action to a known self-dual one. However, to
prove that this is a particle-vortex duality, we first need to show that there is
enough freedom in the sextic potential to lead to vortex solutions. In the massive
case, there is a constraint on the potential, which is that C1 = λ2/3m2, in order to
have a vortex, that is
V(|φ|2) =
∣∣∣φ∣∣∣2
3m2
(λ2
∣∣∣φ∣∣∣4 + 3m2λ ∣∣∣φ∣∣∣2 + 3m4)
=
∣∣∣φ∣∣∣2
3m2
(λ ∣∣∣φ∣∣∣2 + 3m22
)2
+
3m4
4
 ,
in order to have solitons. Comparing to (4.20), we see that this does not agree
with the form of the potential for the mass-deformed ABJM model. Therefore, the
embedding does not work when the ABJM mass parameter µ , 0. However, at
µ = 0, that is, in the case of the purely sextic potential, vortex solutions do actually
exist, as shown in the previous section. This, along with the field identifications in
section (4.4.1), suffice to demonstrate that, at µ = 0, we can construct a reduction
of ABJM which exhibits a particle-vortex self-duality.
4.4.3 Toward a non-abelian extension
To close this section, we speculate on a possible extension of the particle-vortex
duality to non-abelian vortices, starting with the observation that, with the em-
bedding of the particle vortex duality, we can write it on the reduction ansatz in the
invariant form
1
2
Tr
[
Q†α D
µQα −Qα (DµQα)†
]
=
1
e
µνρ∂ν Tr
(
Aρ + Aˆρ
)
=
1
2
Tr
[
Q˜†α D˜
µQ˜α − Q˜α (D˜µQ˜α)†
]
,
where the trace is taken over one of the N/2×N/2 diagonal blocks of the matrix.
With the caveat that we have not been able to prove that this holds in general
(that is, not on the reduction ansatz), it is tempting to think that one could write
a nonabelian generalisation of the type
1
2
[
Q†α D
µQα −Qα (DµQα)†
]
=
1
e
µνρ∂ν
(
Aρ + Aˆρ
)
=
1
2
[
Q˜†αD˜
µQ˜α − Q˜α(D˜µQ˜α)†
]
,
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for half the matrix space, and a similar one for the other half. Showing that
this is indeed the case in general would go a long way towards generalising the
(self-dual) particle-vortex duality.
4.5 Particle-vortex duality from Maxwell duality in
the bulk, via the AdS/CFT correspondence
Having established a framework to understand particle-vortex duality in (at least
a reduction of) the ABJM model, we now relate the duality with Maxwell duality
in the bulk, via the AdS/CFT correspondence. The partition function in a three-
dimensional conformal field theory for a gauge field with a source is generically
(in Euclidean signature)
ZCFT[ai] =
∫
Dφ exp
(
−S[φ] +
∫
d3x Jiai
)
, with i = 1, 2, 3 , (4.21)
where φ represents all of the fields in the gauge theory, Ji is the U(1) current that
couples to the source ai, which is itself the boundary value for the bulk gauge field Aµ.
The corresponding supergravity partition function in the bulk (in Euclidean sig-
nature) is given by the bulk Maxwell action in an AdS geometry
ZSUGRA[ai] =
∫
DΦ exp
[
−
∫
d4x
√−g
(
+
1
4g2
F2µν
)]
,
where Fµν = ∂µAν − ∂νAµ is the bulk field strength, and Φ encompasses all dy-
namical fields in the bulk. We work in the radial gauge Az = 0, so Ai → ai on the
boundary. We define the four-dimensional Maxwell duality,
F˜µν =
1
2
√−g
µνρσFρσ , (4.22)
in terms of which we can rewrite the partition function as
ZSUGRA[ai] = ZSUGRA[a˜i] =
∫
DΦ exp
[
−
∫
d4x
√−g
(
+
1
4g2
F˜2µν
)]
,
where F˜µν = ∂µA˜ν − ∂νA˜µ, and A˜i → a˜i on the boundary. The question is how to
relate this bulk duality to the particle-vortex duality we have already found, in a
theory with a known gravity dual. The field theory dual to the self-dual Maxwell
theory in the bulk can itself be rewritten, after defining a particle-vortex – type
duality for currents similar to (4.7)
Ji =
1
2
i jk∂ j J˜k , (4.23)
as
ZCFT[ai] =
∫
Dφ exp
(
−S[φ] +
∫
d3x
1
2
i jkai∂ j J˜k
)
=
∫
Dφ exp
[
−S[φ] +
∫
d3x J˜i
(1
2
i jk∂ jak
)]
,
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so that, if we take
a˜i =
1
2
i jk∂ jak ,
ZCFT[a˜i] would be written in exactly the form to match ZSUGRA[a˜i], thus relating
particle-vortex duality (4.23) in the CFT with Maxwell duality (4.22) in the bulk.
4.5.1 Maxwell duality in AdS4
Having identified a link between a generic d + 1-dimensional Maxwell duality
and a d-dimensional particle-vortex–like duality, we now turn specifically to the
case of Maxwell duality in AdS4. In Poincaré coordinates, the AdS metric element
is
ds2 =
−dt2 + dx2 + dy2 + dz2
z2
,
such that the Maxwell duality (4.22) becomes
F˜01 = −F23 ; F˜23 = −F01 , . . . ,
that is, electric and magnetic field components, including the radial direction, are
exchanged via the duality. In the radial gauge, A3 = A˜3 = 0, we have F23 = −∂3A2
and F˜23 = −∂3A˜2, so
F˜01(z = 0) = ∂zA2(z = 0) ; F01(z = 0) = ∂zA˜2(z = 0) ,
where z = 0 is the boundary of AdS. Expanding the bulk gauge fields in power
series near that boundary
Ai = ai + z a¯i +
z2
2
a(2)i +
z3
3!
a(3)i + . . . ,
A˜i = a˜i + z ˜¯ai +
z2
2
a˜(2)i +
z3
3!
a˜(3)i + . . . ,
we find that the above Maxwell duality relations give
f˜i j =
1
2
i jka¯k ; fi j =
1
2
i jk ˜¯ak , (4.24)
where fi j corresponds to the field strength coming only from the leading term in
the above expansion, that is, fi j = ∂ia j − ∂ jai, as well as
˜¯fi j = −12i j
k∂2l ak =
1
2
i j
ka(2)k ,
f¯i j = −12i j
k∂2l a˜k =
1
2
i j
ka˜(2)k ,
and so on, where, again, f¯i j = ∂ia¯ j − ∂ ja¯i. This result is obtained from two appli-
cations of the duality transformations. For the first equality, we first write the
duality for a¯i in terms of fi j, and then take a derivative. For the second, we look
at the order z term in the duality for F˜i j versus Ak. Equating the two results gives
∂2l ak = −a(2)k . We will see shortly that this follows from the Maxwell equations.
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Normally, in d , 4, one should be able to give only the ai as boundary condition,
but not a¯i, the subleading term in the z expansion. In d = 4 however, as a result
of the Maxwell duality, we can specify both ai and a¯i, or equivalently, both ai and
the dual, a˜i. In Poincaré coordinates, the Maxwell equations are
∂ρ
(√
ggρµgσν∂[µAν]
)
= 0 ,
and since gµν = 1z2δµν, this reduces to
∂µ∂[µAσ] = 0 . (4.25)
Notice that all factors of z have cancelled out in the equation; this happens only
in four dimensions. More generally in AdSd, there will be an extra contribution of
(4−d)
z ∂zAσ, which, in particular, implies that the leading term in this equation is of
order 1/z, namely, for σ = i, it is (4−d)z a¯i , implying that a¯i = 0. In the radial gauge
Az = 0, we have ∂i∂zAi = 0 for σ = z. This constrains ∂ia¯i = 0, and ∂ia
(n)
i = 0 for
n ≥ 2, leaving only ∂iai possibly nonvanishing. However, since it is consistent to
set it to zero, we shall do so. This is equivalent to the usual radiation gauge with
time replaced by z, az = 0 and ∂iai = 0. For σ = i, (4.25) becomes(
∂2j + ∂
2
z
)
Ai − ∂i
(
∂ jA j
)
= 0 ,
which when expanded in z (and taking into account the conditions above for
σ = z), results in the system of equations
∂2j ai + a
(2)
i − ∂i(∂ ja j) = 0 ,
∂2j a¯i + a
(3)
i = 0 ,
∂2j a
(n)
i + a
(n+2)
i = 0 .
Note that the first relation also implies ∂ia
(2)
i = 0, as it should. Thus, in the radiation
gauge for ai, we have a
(n+2)
i = −∂2j a(n)i . Specifying ai and a¯i (or equivalently, a˜i) then
completely fixes the solution to the Maxwell equation in AdS4.
Returning to the gauge theory side of the correspondence, we need to specify ai
and a˜i as sources for the path integral (4.21), or exchange ai with ˜¯ai and a˜i with a¯i. As
claimed earlier, this exchange of ai with ˜¯ai would correspond to a particle-vortex
duality exchanging dual currents as in (4.23). These currents, however, need to
be currents of global symmetries that can couple to the gravity dual gauge fields.
We need to have two currents, one for particles and one for vortices, that can be
replaced by their corresponding particle-vortex dual currents. According to our
embedding of particle-vortex duality in ABJM (4.19), the scalar φ appears in half
of the U(N) space and χ in the other half. With this ansatz. jµ = jˆµ from (B.14),
but splits into two currents (for each of the two N/2-dimensional subspaces) of J˜
type in (4.23), J˜(1)i and J˜
(2)
i , that couple to a¯k and ˜¯ak respectively.
4.6 Conclusions
In this chapter, we have explored some aspects of holographic particle-vortex
duality. In particular, we have focused on its realisation in the ABJM model
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and a possible relation to Maxwell duality in AdS4 via the AdS/CFT correspon-
dence. By combining a path integral version of particle-vortex duality with the
Mukhi-Papageorgakis Higgs mechanism, we have formulated a symmetric ver-
sion of the transformation that acts as a self-duality. We then proceeded to show
how to embed it as an abelian duality in the (2 + 1)–dimensional, N = 6 super–
Chern-Simons-matter theory that is the ABJM model, and speculated on a possible
non-abelian extension. Going to the gravity side of the correspondence, Maxwell
duality in AdS4 is found to reduce on the boundary to a particle-vortex dual-
ity acting on two independent gauge field sources a¯ and ˜¯a and their associated
currents J˜(1) and J˜(2).
Our main motivation for this work was two-fold: first, we wanted to under-
stand whether particle-vortex duality is realised in the (mass-deformed) ABJM
model with its rich solitonic spectrum and second, we wanted to see if the phe-
nomenological work of [123] could be embedded in the concrete setting of the
AdS4×CP3/ABJM correspondence. This work paves the way for both these direc-
tions, but there remains much to be done. Among the possible extensions of this
work are
• the further elaboration of our speculations on a non-abelian version of the
particle-vortex duality. To the best of our knowledge, the duality, thus far,
has been formulated only for vortices of the conventional Nielsen-Olesen
type exhibited by the abelian Higgs model and variants thereof. Vortices,
however, come in many different guises, such as non-abelian as well as
semi-local kinds. It would be of great interest to understand if and how the
duality applies to these;
• an understanding of the manifestation of the full particle-vortex duality on
the gravity side of the correspondence. In particular, having established
here that the duality can actually be embedded into (at least some reduction
of) the ABJM model, we are naturally led to ask the important question of
how precisely it acts on state spectrum of type IIA superstring on AdS4×CP3;
• the extraction of the phenomenological results for quantum critical transport
uncovered in [123]; and
• a more complete understanding of how the particle-vortex duality we have
looked at relates to level-rank duality and its generalisations discovered by
Kutasov and collaborators in recent years.
It is quite clear that particle-vortex duality should be of great interest to both the
holographic condensed matter as well as the more formal string theory commu-
nities, and we hope that this work will stimulate further work in this area.
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Appendix A
A.1 The d(2, 1;α) superalgebra
The bosonic subalgebra of d(2, 1;α), with α , {−1, 0,∞}, consists of three com-
muting sl(2)’s. The supercharges are in their tri-spinor representation. We are
interested in the real form of d(2, 1;α), where one of the sl(2)’s is non-compact and
the other two are compact, so that the bosonic subalgebra is sl(2,R)⊕su(2)+⊕su(2)−.
With this choice of the real form, α ∈ [0, 1], and it is convenient to introduce the
trigonometric parameterization α = cos2 φ, with φ ∈ [0, pi/2].
A.1.1 Generators and their (anti-)commutations
We denote the sl(2,R), su(2)+, and su(2)− generators by Sµ (µ = 0, 1, 2), Ln (n =
3, 4, 5), and Rn˙ (n˙ = 6, 7, 8), respectively. The supercharges are Qaαα˙, where a, α, α˙ ∈
{+,−}.
To describe the action of the sl(2) generators on the supercharges, we introduce
three sets of Pauli matrices:
γµ = (iσ2, σ1, σ3) , γn = (σ1, σ2, σ3) , γn˙ = (σ1, σ2, σ3) . (A.1)
The (anti-)commutation relations of d(2, 1; cos2 φ) then read:
[Sµ,Sν] = µνλ Sλ
[Lm,Ln] = mnp Lp
[Rm˙,Rn˙] = m˙n˙p˙ Rp˙
[Sµ,Qaαα˙] = −12 Qbαα˙ γ
b
µ a
[Lm,Qaαα˙] = − i2 Qaβα˙ γ
β
m α
[Rm˙,Qaαα˙] = − i2 Qaαβ˙ γ
β˙
m˙ α˙{
Qaαα˙,Qbββ˙
}
= s1
(
εγµ
)
ab εαβ εα˙β˙ Sµ + s2 εab
(
εγm
)
αβ εα˙β˙ Lm
+ s3 εab εαβ
(
εγm˙
)
α˙β˙
Rm˙ ,
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where
• 012 = 345 = 678 = 1;
• ε is the charge conjugation matrix;
• the vector indices are raised and lowered by ηµν = diag(−+ +), δnm, and δn˙m˙ ;
• si = {i,− cos2 φ,− sin2 φ}, i = 1, 2, 3, and s1 + is2 + is3 = 0 is imposed by the
generalised Jacobi identity.
Since the superalgebras defined by the triplets λs1, λs2, λs3 (λ ∈ C) are isomorphic,
one can set s2/is1 = α and s3/is1 = 1 − α.
The invariant bilinear form on d(2, 1; cos2 φ) is given by
Str
(
SµSν
)
= − 1
4is1
ηµν ,
Str (LmLn) = − 14s2 δmn ,
Str (Rm˙Rn˙) = − 14s3 δm˙n˙ ,
Str
(
Qaαα˙Qbββ˙
)
=
i
2
εab εαβ εα˙β˙ ,
and is consistent with the (− + . . .+) signature in the target space.
A.2 Gamma matrices
We pick the following representation for the 10d Dirac matrices:
Γµ = σ1 ⊗ σ2 ⊗ γµ ⊗ 1 ⊗ 1 , µ = 0, 1, 2 ,
Γn = σ1 ⊗ σ1 ⊗ 1 ⊗ γn ⊗ 1 , n = 3, 4, 5 ,
Γn˙ = σ1 ⊗ σ3 ⊗ 1 ⊗ 1 ⊗ γn˙ , n˙ = 6, 7, 8 ,
Γ9 = −σ2 ⊗ 1 ⊗ 1 ⊗ 1 ⊗ 1,
where the 3d gamma-matrices γi are as in (A.1).
In this basis,
Γ012 = σ1 ⊗ σ2 ⊗ 1 ⊗ 1 ⊗ 1 ,
Γ345 = iσ1 ⊗ σ1 ⊗ 1 ⊗ 1 ⊗ 1 ,
Γ678 = iσ1 ⊗ σ3 ⊗ 1 ⊗ 1 ⊗ 1 ,
Γ012345 = 1 ⊗ σ3 ⊗ 1 ⊗ 1 ⊗ 1 ,
Γ012678 = −1 ⊗ σ1 ⊗ 1 ⊗ 1 ⊗ 1 ,
Γ = σ3 ⊗ 1 ⊗ 1 ⊗ 1 ⊗ 1 ,
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and
Γµν = −µνλ1 ⊗ 1 ⊗ γλ ⊗ 1 ⊗ 1 ,
Γmn = imnp1 ⊗ 1 ⊗ 1 ⊗ γp ⊗ 1 ,
Γm˙n˙ = im˙n˙p˙1 ⊗ 1 ⊗ 1 ⊗ 1 ⊗ γp˙ .
The charge conjugation matrix is
C = iσ2 ⊗ σ2 ⊗ σ2 ⊗ σ2 ⊗ σ2 . (A.2)
A.3 Notation and parameterisation
The AdS3×S3×S3×S1 metric is given by
ds2 = ds2(AdS3) +
1
cos2 φ
ds2(S3) +
1
sin2 φ
ds2(S3) + ds
2
(S1) (A.3)
where the "sin" and "cos" factors are there to ensure the triangle identity between
the curvature radii (2.1) and the AdS3 radius is set to one. We choose the following
metric elements in global coordinates [79]
ds2(AdS3) = −
1 + 14x2i1 − 14x2i
2 dt2+ 1(
1 − 14x2i
)2 dx2i , ds2(S3) =
1 − 14x2i1 + 14x2i
2 dϕ2i + 1(
1 + 14x
2
i
)2 dx2i
where ϕ5, ϕ8 are the S3 angles which we single out, and {x1, x2}, {x3, x4}, {x6, x7}, x9
are the transverse coordinates. In order to have a smooth interpolation between
different values of φ, we will also scale the S3 coordinates as
(ϕ5, x3, x4)→ cosφ (ϕ5, x3, x4) , (ϕ8, x6, x7)→ sinφ (ϕ8, x6, x7) ,
which allows for nice T4 limits when φ = 0 or φ = pi/2.
The vielbeins can be read off immediately from (A.3) and (??). The spin connection
of the background is also needed and can be computed from the vanishing of the
torsion
deA + eBΩBA = 0 . (A.4)
One finds the non-zero components
Ω01 = − x1
1 − 14 x2i
dt , Ω02 = − x2
1 − 14 x2i
dt , Ω12 = −1
2
(x2 e1 − x1 e2) ,
Ω35 = − cos2 φ x3
1 + cos
2 φ
4 x
2
i
dϕ5 , Ω45 = − cos2 φ x4
1 + cos
2 φ
4 x
2
i
dϕ5 , Ω34 =
cos2 φ
2
(x4 e3 − x3 e4) ,
Ω68 = − sin2 φ x6
1 + sin
2 φ
4 x
2
i
dϕ8 , Ω78 = − sin2 φ x7
1 + sin
2 φ
4 x
2
i
dϕ8 , Ω67 =
sin2 φ
2
(x7 e6 − x6 e7) ,
where x2i = {(x21 + x22), (x23 + x24), (x26 + x27)} in the first, second, and third rows,
respectively.
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Working in light-cone coordinates, we define
e± =
1
2
[
e0 ±
(
cos β e5 + sin β e8
)]
, ev = sin β e5 − cos β e8 ,
where the angle β gives the direction in the (5, 8)-plane of the geodesic we are
interested in.
We will use the Γ matrix notation of [19] with the light-cone combinations defined
as
Γ± =
1
2
[
Γ0 ± (cos β Γ5 + sin β Γ8)] , Γv = sin β Γ5− cos β Γ8 , Γ11 = 9∏
i=0
Γi . (A.5)
which satisfy the relations
{Γ+,Γ−} = 2η+− = −4 , {Γ±,Γv} = 0 , Γ2v = 1 .
The spinor Θ satisfying (2.5) and subject to the gauge-fixing condition (2.9) can
be decomposed as
Θ =

−i(sin βθ+1 − cos βθ+3 )
i(sin βθ+2 + cos βθ
+
4 )−(sin β θ¯+2 + cos β θ¯+4 )−(sin β θ¯+1 − cos β θ¯+3 )
θ+3
θ+4−iθ¯+4
iθ¯+3

⊕

−i(cos βθ+1 + sin βθ+3 )−i(cos βθ+2 − sin βθ+4 )
cos β θ¯+2 − sin β θ¯+4−(cos β θ¯+1 + sin β θ¯+3 )
θ+1
θ+2−iθ¯+2
iθ¯+1

⊕

θ−3
θ−4
iθ¯−4−iθ¯−3
i(sin βθ−1 − cos βθ−3 )−i(sin βθ−2 + cos βθ−4 )−(sin β θ¯−2 + cos β θ¯−4 )−(sin β θ¯−1 − cos β θ¯−3 )

⊕

θ−1
θ−2
iθ¯−2−iθ¯−1
i(cos βθ−1 + sin βθ
−
3 )
i(cos βθ−2 − sin βθ−4 )
cos β θ¯−2 − sin β θ¯−4−(cos β θ¯−1 + sin β θ¯−3 )

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A.4 Relevant piece of quartic lagrangian
Here, we provide the piece of the quartic lagrangian needed for demonstrating
one-loop finiteness1
L(4,b+f) = i4
 4∑
i=1
(
χ˙+i χ¯
+
i + χ
−′
i χ¯
−
i
)
|y1|2 − cos4 φ
[ 4∑
i=1
(
χ˙+i χ¯
+
i + χ
−′
i χ¯
−
i
)
− 4i sin2 φ
(
χ−2 χ¯
+
2 − χ−3 χ¯+3
) ]
|y2|2
− sin4 φ
[ 4∑
i=1
(
χ˙+i χ¯
+
i + χ
−′
i χ¯
−
i
)
+ 4i cos2 φ
(
χ−2 χ¯
+
2 − χ−3 χ¯+3
) ]
|y3|2

− i
4
{[ (
χ−1 χ¯
−
1 + χ
−
2 χ¯
−
2 − χ−3 χ¯−3 − χ−4 χ¯−4
)
−
(
χ+1 χ¯
+
1 + χ
+
2 χ¯
+
2 − χ+3 χ¯+3 − χ+4 χ¯+4
) ]
y1 ( ˙¯y1 − y¯′1)
+ cos2 φ
[( 4∑
i=1
χ−i χ¯
−
i
)
y2
(
˙¯y2 − cos2 φ y¯′2
)
+
( 4∑
i=1
χ+i χ¯
+
i
)
y2
(
y¯′2 − cos2 φ ˙¯y2
)]
+ sin2 φ
[ (
χ−1 χ¯
−
1 − χ−2 χ¯−2 − χ−3 χ¯−3 + χ−4 χ¯−4
)
y3 ( ˙¯y3 − sin2 φ y¯′3)
+
(
χ+1 χ¯
+
1 − χ+2 χ¯+2 − χ+3 χ¯+3 + χ+4 χ¯+4
)
y3 (y¯′3 − sin2 φ ˙¯y3)
]}
− 1
2
[ (
χ−1 χ¯
+
1 + cos
2 φ χ−2 χ¯
+
2 + sin
2 φ χ+3 χ¯
−
3
)
˙¯y1y′1 −
(
cos2 φ χ+1 χ¯
−
1 + χ
+
2 χ¯
−
2 + sin
2 φ χ+4 χ¯
−
4
)
˙¯y2y′2
−
(
sin2 φ χ+1 χ¯
−
1 + χ
−
3 χ¯
+
3 + cos
2 φ χ+4 χ¯
−
4
)
˙¯y3y′3 −
(
sin2 φ χ−2 χ¯
+
2 + cos
2 φ χ+3 χ¯
−
3 + χ
−
4 χ¯
+
4
)
˙¯y4y′4
]
+ h.c. + . . . , (A.6)
where the ellipses account for terms not relevant for the computation.
A.5 Light-to-light scattering
Here we collect the scattering (S) and transmission (T) pieces of the light-to-light
S-matrix:
22→ 22:
S =
1
2
sin2 2φ
[
− cos4 φ + p1 p2 + ω(2)(p1) ω(2)(p2)
]
u
+
1
2
sin2 2φ
[
p21 + p
2
2
]
t
+ cos2 φ
[
2 cos4 φ sin2 φ + 2 cos2 φ
(
p21 + p1 p2 + p
2
2
)
+ 2p1 p2 − 2 sin2 φ ω(2)(p1) ω(2)(p2)
]
c
= 2 cos2 φ
(
p1 + p2
)2 ,
T =
1
2
sin2 2φ
[
− cos4 φ − p1 p2 − ω(2)(p1) ω(2)(p1)
]
s
+
1
2
sin2 2φ
[
p21 + p
2
2
]
t
+ cos2 φ
[
2 cos4 φ sin2 φ + 2 cos2 φ
(
p21 − p1 p2 + p22
)
− 2p1 p2 + 2 sin2 φ ω(2)(p1) ω(2)(p1)
]
c
= 2 cos2 φ
(
p1 − p2)2 ,
1For notational convenience, and to keep the expression as compact as possible, we denote
the action of ∂+ with a dot and that of ∂− with a prime.
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33→ 33:
S =
1
2
sin2 2φ
[
− sin4 φ + p1 p2 + ω(3)(p1) ω(3)(p2)
]
u
+
1
2
sin2 2φ
[
p21 + p
2
2
]
t
+ sin2 φ
[
2 sin4 φ cos2 φ + 2 sin2 φ
(
p21 + p1 p2 + p
2
2
)
+ 2p1 p2 − 2 cos2 φ ω(3)(p1) ω(3)(p2)
]
c
= 2 sin2 φ
(
p1 + p2
)2 ,
T =
1
2
sin2 2φ
[
− sin4 φ − p1 p2 − ω(3)(p1) ω(3)(p1)
]
s
+
1
2
sin2 2φ
[
p21 + p
2
2
]
t
+ sin2 φ
[
2 sin4 φ cos2 φ + 2 sin2 φ
(
p21 − p1 p2 + p22
)
− 2p1 p2 + 2 cos2 φ ω(3)(p1) ω(3)(p1)
]
c
= 2 sin2 φ
(
p1 − p2)2 ,
23→ 23:
S = T = −2
[
cos4 φ p22 + sin
4 φ p21
]
t
+ 2
[
cos4 φ p22 + sin
4 φ p21
]
c
= 0 ,
32→ 32:
S = T = −2
[
cos4 φ p21 + sin
4 φ p22
]
t
+ 2
[
cos4 φ p21 + sin
4 φ p22
]
c
= 0 . (A.7)
Note that we have neglected the overall delta-functions and external leg factors.
As was the case in the hamiltonian computation, the various contributions tend
to cancel among each other.
As a final comment here, we would like to mention that care has to be taken when
evaluating the t-channel contributions. Naively, one gets 0/0 expressions and, in
order to obtain the correct result, one should symmetrise over the in- and out-
going momenta before enforcing overall energy and momentum conservations2.
2We would like to thank Kostya Zarembo for bringing these subtleties to our attention.
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B.1 Particle-vortex duality à la Burgess & Dolan
In this appendix, we review the duality of [119], ignoring some terms that are not
essential to our argument.
B.1.1 First derivation
The starting point is (4.1), the action of an abelian Higgs system of constant mod-
ulus, with a weak external electromagnetic gauge field Aµ. One also introduces a
statistical (Chern-Simons) gauge field aµ1:
L(φ, ξ, a,A) = −κ
2
[(
∂µ − qφ(a + A)µ
)
φ
]2 − pi
2θ
µνρaµ∂νaρ +Lp(ξ, a + A) + . . . ,
(B.1)
where
• qφ is the (nonzero) electric charge of the complex order parameter, with phase
φ. That qφ , 0 means the U(1) gauge group is spontaneously broken, with the
scale of the symmetry-breaking expectation value of order of the scale of the
paramater κ;
• φ is the Goldstone boson for the assumed symmetry-breaking, the couplings
of which with (a + A)µ are dictated by gauge invariance;
• θ = 2pin, n integer, corresponds to bosonic particles, while θ = (2n + 1)pi
describes fermionic particles;
and
Lp(ξ, a + A) =
∑
k
(m
2
ξ˙µk ξ˙k,µ + qk ξ˙
µ
k (a + A)µ
)
δ(x − ξk(t)) (B.2)
is the (first-quantised2) particle lagrangian, in the absence of other interactions. Here,
qk is the particle charge, normalised so that qk = −1 for fermions, and ξµk (t) is the
1This field, which arises from the combinatorics of the charged particles, has no dynamical
degrees of freedom. It ensures that the interchange of two particles in the theory produces the
phase eiθ
2A first-quantised representation is chosen because this makes the duality between particles
and vortices most transparent.
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position of the kth particle at time t. Finally, . . . represent all of the other effective
interactions, involving inverse powers of the higher-energy scales (such as κ),
obtained when all higher degrees of freedom are integrated out, which turn out
to be irrelevant for the present purposes compared to those explicitly displayed.
As is standard for dualities in the path integral formulation, this action can be
lifted to a master action through the coupling of φ to a new gauge field, Aµ,
constrained by a Lagrange-multiplier field bµ (which is the dual of the Goldstone
field φ) to be pure gauge3:
L(φ, ξ, a, b,A,A) = −κ
2
[(
∂µ − qφ(a + A +A)µ
)
φ
]2 − pi
2θ
µνρaµ∂νaρ
(B.3)
+Lp(ξ, a + A) + µνρbµ∂νAρ + . . .
Indeed, integrating over bµ, we find ∂[νAρ] = 0, and then integrating over Aµ is
equivalent to putting it to zero4. On the other hand, integrating first over φ, and
then overAµ, will lead to a dual action in terms of the Lagrange multiplier bµ.
To do that, care must be taken about the periodicity ofφ in the presence of vortices
for the original complex scalar field Φ. We have
φ(ϑ + 2pi) = φ(ϑ) + 2pi
∑
a
Na ,
where Na ∈ Z labels the vorticity (or winding number) of vortex a, and ϑ is the
polar angle extended from the vortex position and taken at spatial infinity. It is
convenient to write φ = ω + ϕ, where ϕ satisfies periodic boundary conditions,
ϕ(ϑ+2pi) = ϕ(ϑ), andω(x) is an explicit vortex solution that has the same boundary
condition as φ:
ω(x) =
∑
a
Na arctan
(
x1 − y1a
x2 − y2a
)
≡
∑
a
Naθa , (B.4)
where yia(t), i = 1, 2 are the coordinates of vortex positions, and(
x1 − y1a
x2 − y2a
)
= tanθa
defines the angle of rotation around vortex a. In the notation of [113] described in
the introduction, ω corresponds to θvortex, and ϕ to θsmooth.
The gauge potential defined by vµ, where
vµ = ∂µω =
∑
a
Na
1
sec2 θa
∂µ tanθa
=
∑
a
Na ∂µθa
3We want the associated field strength Fµν = ∂[µAν] to vanish at |x| = ∞.
4Performing the integration over bµ produces a functional delta function which enforces the
constraint µνρ∂νAρ = 0; this, together with the gauge fixing condition, implies that integrating
overAµ is equivalent to settingAµ = 0.
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has δ-function singularities (it vanishes everywhere else). This means that
µνρbµ∂νvρ = bµ
∑
a
Na µνρ∂ν∂ρθa
= 2pibµ
∑
a
Na y˙
µ
a δ
(
x − ya(t))
= 2pibµ jµ(t) ,
where
jµ(t) = jµvortex(t) =
∑
a
Na y˙
µ
a δ
(
x − ya(t)) (B.5)
is the vortex current. Since i j∂i∂ jθa = 2piδ2(x), we can indeed verify the above
formula for static yia(t) = yia, when y˙0a = 1 and 0 otherwise, giving
µνρ∂ν∂ρθa = δ
µ0i j∂i∂ jθa = 2piδµ0δ2(x − ya) .
Note now that (B.3) has a gauge invariance
δAµ = ∂µλ ; δφ = qφλ ,
which we can gauge-fix by putting ϕ = 0 (that is, φ = ω), thus making the path
integration over φ trivial. We are thus left with only the path integral over Aµ,
and since ∂µφ = ∂µω = vµ, the path integral we need to determine is∫
DA exp
{
i
∫
d3x
[
−κ
2
(
vµ − qφ(a + A +A)µ
)2
+ µνρ∂µbνAρ
]}
,
and of course, we still have the particle action and the statistical gauge field part
of the action outside the path integral. Then, defining
Jρ ≡ µνρ∂µbν ,
and completing the square in the lagrangian, we get the path integral∫
DA exp
i
∫
d3x
−κq2φ2
(a + A +A)µ − vµqφ − Jµκq2φ

2
− Jµ
(
(a + A)µ −
vµ
qφ
)
+
J2µ
2κq2φ


= N exp
−i
∫
d3x
Jµ ((a + A)µ − vµqφ
)
− J
2
µ
2κq2φ


where
N =
∫
DA exp
i
∫
d3x
−κq2φ2
(a + A +A)µ − vµqφ − Jµκq2φ

2
 .
Given ∫
Jµvµ =
∫
µνρ∂νbρvµ =
∫
µνρbν∂ρvµ = 2pi
∫
bµ jµ(t)
where jµ(t) is as in (B.5), and
J2µ = 2 δ
ρσ
µν ∂
µbν ∂ρbσ =
1
2
f (b)2µν ,
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where f (b)µν = ∂[µbν], we have as the dual action
L˜(ξ, y, a, b,A) = − 1
4κq2φ
f (b)2µν − µνρbµ∂ν(a + A)ρ − pi2θ
µνρaµ∂νaρ
+Lp(ξ, a + A) +Lv(y, b) .
(B.6)
where Lv describes the dynamics of the vortices and their couplings to bµ,
Lv(y, b) =
∑
a
[
M
2
y˙aµ y˙aµ − 2piNaqφ y˙a
µbµ
]
δ
(
x − ya(t)) , (B.7)
M being the vortex mass. Note that the kinetic term in (B.7) does not itself follow
directly from dualising, and is fixed quite generally from symmetry arguments.
As we can observe, besides the dualisation from the field φ to the field bµ, we
have also obtained an explicit action for moving vortices, with positions yaµ(t).
Therefore, we explicitly see that the dualisation of φ to bµ also exchanges particles
with vortices, deserving the name of particle-vortex duality, that is (B.1) and (B.6)
describe exactly the same physics. The lagrangians (B.2) and (B.7) are very similar,
and suggest that the duality involves the following interchanges:
particle↔ vortex
ξµk ↔ yµa
(a + A)µ ↔ bµ
qk ↔ 2piNaqφ
m↔M
(B.8)
B.1.2 Second derivation
We now review a second derivation from [119], which is closer to what we use in
the bulk of the chapter. We start with an abelian Higgs action where the complex
scalar field Φ is coupled to a Chern-Simons gauge field aµ and an external gauge
field Aµ, with an arbitrary scalar potential depending only on |Φ|,
S[Φ, a,A] = −1
2
∫
d3x
[
[(i∂µ − ea˜µ) Φ]†[(i∂µ − ea˜µ) Φ] + pie
2
θ
µνρaµ∂νaρ
]
+Sint
[
|Φ|2
]
,
(B.9)
where a˜ ≡ (a + A), and Sint is the interaction part of the action, the form of which
we will ignore in our discussion. We rewrite (B.9) as
S[Φ, a,A] = −1
2
∫
d3x
[
(∂µΦ)†(∂µΦ) + e2|Φ|2 a˜µa˜µ − 2 a˜µ jµ + pie
2
θ
µνρaµ∂νaρ
]
+Sint
[
|Φ|2
]
,
where the scalar current is
jµ =
ie
2
[
Φ†∂µΦ − (∂µΦ†)Φ
]
= e|Φ|2∂µθ . (B.10)
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As before, we split Φ into a vortex part v and a smooth part,
Φ(~r) = Φ0(~r) e−iθ(~r) v(~r) ,
where
v(~r) = exp
2piiqφ ∑a Na arctan
(
x1 − y1a
x2 − y2a
) .
Then we have
Sa[Φ0, θ, a,A] = −12
∫
d3x
[
(∂µΦ0)2 + (∂µθ − iv∗∂µv − e a˜µ)2 Φ20
]
+ SCS[a] + Sint
[
|Φ|2
]
= −1
2
∫
d3x
[
(∂µΦ0)2 + e2 Φ20 a˜µa˜
µ +
1
e2Φ20
jµ jµ − 2a˜µ jµ
]
− pie
2
2θ
∫
d3x µνρaµ∂νaρ + Sint
[
Φ20
]
,
where the current is
jµ = e Φ20 (∂µθ + iv
∗∂µv) .
We now define λµ = ∂µθ ; this is the ∂µϕ from the last subsection, whereas −iv∗∂µv
is the ∂µω from there. We substitute the integration over θ with integration over
λµ, subject to the constraint µνρ∂νλρ = 0 imposed with a Lagrange multiplier b˜µ,
that is∫
Dθ exp
[
− i
2
∫
d3x (∂µθ + iv∗∂µv − e a˜µ)2 Φ20
]
=
∫
Dλµ Db˜µ exp
{
− i
2
∫
d3x
[
(λµ + iv∗∂µv − e a˜µ)2 Φ20 + µνρb˜µ∂νλρ
]}
.
Integrating over λµ first, we obtain
Sb[Φ0,A, a, b˜] =
∫
d3x
[
− 1
4e2Φ20
f˜ (b)µν f˜ (b)µν + j˜µb˜µ − µνρa˜µ∂νb˜ρ − pie
2
2θ
µνρaµ∂νaρ
]
(B.11)
− 1
2
∫
d3 ∂µΦ0 ∂µΦ0 + S′int
[
Φ20
]
,
where as usual, f˜ (b)µν = ∂[µb˜ν], and
j˜µ =
i
e
µνρ∂νv∗∂ρv
is the vortex current.
The duality between the actions Sa and Sb is exactly the same as that of the last
subsection, with the kinetic term for Φ0 and the interaction term being spectators,
but here it was derived from an abelian Higgs action by path integration.
Note that the classical solution for λµ is
∂µθ ≡ λµ = −iv∗∂µv + e a˜µ + ie Φ20
µνρ∂νb˜ρ ,
which matches with the duality transform of Zee (from the introduction) with
v = constant, a˜ = 0.
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B.2 Review of ABJM and its massive deformation
The ABJM model [8] is obtained as the low-energy limit of the theory of N coinci-
dent M2-branes in aC4/Zk background. It is a supersymmetricN = 6 U(N)×U(N)
(or SU(N)×SU(N)) Chern-Simons (CS) gauge theory, with bifundamental scalars
YI and fermionsψI, I = 1, . . . , 4, in the fundamental of the SU(4)R symmetry group,
and the two CS gauge fields, Aµ and Aˆµ, have equal and opposite levels k and −k.
Its action is
S =
∫
d3x
[
k
4pi
µνλ Tr
(
Aµ∂νAλ +
2i
3
AµAνAλ − Aˆµ∂νAˆλ − 2i3 AˆµAˆνAˆλ
)
−Tr
(
DµY†I D
µYI + iψI†γµDµψI
)
+
4pi2
3k2
Tr
(
YIY†I Y
JY†J Y
KY†K
+Y†I Y
IY†J Y
JY†KY
K + 4YIY†J Y
KY†I Y
JY†K − 6YIY†J YJY†I YKY†KYK
)
+
2pii
k
Tr
(
Y†I Y
IψJ † ψJ − ψJ†YIY†IψJ − 2Y†I YJψI†ψJ + 2ψJ†YIY†JψJ
+IJKLY†IψJY
†
KψL − IJKLYIψJ†YKψL†
)]
. (B.12)
Here the covariant derivative acts like
DµYI = ∂µYI + i
(
AµYI − YIAˆµ
)
.
The action (B.12) has SU(4)×U(1) R-symmetry associated with the N = 6 super-
symmetries.
B.2.1 Massive ABJM
There exists a unique supersymmetry-preserving massive deformation of the
model [130], parametrised by µ, that breaks the R-symmetry down to SU(2)×
SU(2)×U(1)A×U(1)B×Z2 as a consequence of splitting the scalars as
YI = (Qα,Rα), α = 1, 2 .
The Z2 action interchanges Qα and Rα, each SU(2) factor acts on only one of the
doublets Qα and Rα, and the U(1)A symmetry rotates Qα with a charge +1 and Rα
with a charge −1. The mass deformation gives mass to the fermions and changes
the potential of the theory. The bosonic part of the action in the mass deformed
case is
Lbosonic = k4pi
µνλ Tr
[
Aµ∂νAλ − Aˆµ∂νAˆλ + 2i3
(
AµAνAλ − AˆµAˆνAˆλ
)]
− Tr |DµQα|2 − Tr |DµRα|2 − V . (B.13)
The sextic scalar potential in (B.13) is
V = Tr
(
|Mα|2 + |Nα|2
)
,
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where
Mα = µQα +
2pi
k
(
2 Q[αQ†βQ
β] + RβR†βQ
α −QαR†βRβ + 2 QβR†βRα − 2 RαR†βQβ
)
,
Nα = −µRα + 2pi
k
(
2 R[αR†βR
β] + QβQ†βR
α − RαQ†βQβ + 2 RβQ†βQα − 2 QαQ†βRβ
)
.
The equations of motion of the bosonic fields are
DµDµQα =
∂V
∂Q†α
, DµDµRα =
∂V
∂R†α
,
Fµν =
2pi
k
µνλJλ , Fˆµν =
2pi
k
µνλ Jˆλ ,
where Fµν = ∂[µAν] + i[Aµ,Aν], and the two gauge currents Jµ and Jˆµ, expressed as
Jµ = i
[
Qα (DµQα)† − (DµQα) Q†α + Rα (DµRα)† − (DµRα) R†α
]
,
Jˆµ = −i
[
Q†α (D
µQα) − (DµQα)† Qα + R†α (DµRα) − (DµRα)† Rα
]
,
are covariantly conserved, that is, ∇µJµ = ∇µ Jˆµ = 0. The trace parts of those gauge
currents yields two abelian currents jµ and jˆµ corresponding to the global U(1)A
and U(1)B invariances
jµ = Tr Jµ , jˆµ = Tr Jˆµ , (B.14)
which are ordinarily conserved, that is, ∂µ jµ = ∂µ jˆµ = 0. The gauge choice
A0 = Aˆ0 = 0 implies that the energy density is given by
H = Tr
[
(∂0Qα)†(∂0Qα) + (DiQα)†(DiQα) + (∂0Rα)†(∂0Rα) + (DiRα)†(DiRα) + V
]
.
Since this is a Chern-Simons theory, varying with respect to A0 and Aˆ0 gives the
Gauss law constraints
F12 =
2pii
k
J0 =
2pii
k
[
Qα(∂0Qα)† − (∂0Qα)Q†α + Rα(∂0Rα)† − (∂0Rα)R†α
]
,
Fˆ12 =
2pii
k
Jˆ0 = −2pii
k
[
Q†α(∂
0Qα) − (∂0Qα)†Qα + R†α(∂0Rα) − (∂0Rα)†Rα
]
.
Note as an aside that the gauge choice does not uniquely specify the hamilto-
nian. Choosing A0 and Aˆ0 different from zero introduces an extra term in the
hamiltonian, µνλ Tr[AµAνAλ − AˆµAˆνAˆλ]. In the abelianisation ansatz of [129], this
vanishes anyway since it is proportional to µνλa(i)µ a
( j)
ν a
(k)
λ and there are only two
a(i)µ ’s. So in the abelian case, the hamiltonian is the same even away from the gauge
A0 = Aˆ0 = 0.
The mass deformed theory has fuzzy sphere ground states given by5
Rα = cGα ; Qα = 0 and Q†α = cG
α ; Rα = 0 ,
5General vacuum configurations could also be direct sums of these irreducible solutions.
93
94 APPENDIX B.
where c ≡
√
µk
2pi , and the matrices G
α, α = 1, 2, satisfy the equations [124, 125]
Gα = GαG†βG
β − GβG†βGα. (B.15)
In [131, 132], it was shown that this solution corresponds to a fuzzy 2-sphere, not
a 3-sphere as originally thought.
An explicit solution of these equations, which is the unique irreducible one up to
a U(N)×U(N) gauge transformation, is given by
(G1)m,n =
√
m − 1 δm,n ,
(G2)m,n =
√
(N −m) δm+1,n ,
(G†1)m,n =
√
m − 1 δm,n ,
(G†2)m,n =
√
(N − n) δn+1,m .
In particular, G1 = G†1. In the case of pure ABJM, instead of a fuzzy sphere ground
state, there is a fuzzy funnel BPS solution with c replaced by
c(s) =
√
k
4pis
.
Here s is one of the two spatial coordinates of the ABJM model. The matrices Gα
are bifundamental under U(N)×U(N), implying that G1G†1 and G2G†2 are in the
adjoint of the first U(N), and that G†1G
1 and G†2G
2 are in the adjoint of the second
U(N).
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