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In [7J Paterson defined a formal model for abstract programs and proved many results 
about such schemas. In this paper we place minor modifications on the Paterson model, 
and consider the significance of these changes. 
1. INTRODUCTION 
Following the original definition of program schemas, and the investigation of their 
properties ([5], [7]), slight variations in the model have been made with the underlying 
assumption that such modifications were ones of convenience rather than substance 
(e.g. [l], [2], [3], [4], [6]). In this paper we examine some of these alterations and demon- 
strate that such subtle perturbations of the model can in fact be significant. 
In section 3.1 we demonstrate that a slight variation in the definition of an inter- 
pretation of a schema causes surprising results. In particular, we show that properties 
which are intuitively different, are in fact equivalent. 
In section 3.2 we show that if we add a restriction that domains of interpretations be 
finite, the results of section 3.1 do not hold. This underscores why we are able to obtain 
the somewhat counter-intuitive results of section 3.1. 
In section 3.3, we return to the use of unrestricted interpretations, but add to the 
schema model a provision for constants. Again the results of section 3.1 do not hold for 
this modified schema model. 
2. THE FORMAL MODEL 
We have a formal language whose alphabet consists of the following sets of symbols: 
(i) Variable or Location Symbols, denoted by the letters u, v, w, x, y, s. The set 
of variables is divided into three disjoint subsets X, Y, and 2. The set X contains the 
input variables, Y is the set of program variables, and 2 is the set of output variables.The 
value of a variable in X may be retrieved but never changed, whereas an element of 2 
may be assigned a value, but may never be retrieved from. Elements of Y may either be 
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retrieved from or assigned to as long as a program variable has been assigned a value 
before it is retrieved from or tested. 
(ii) Function Symbols, denoted by the letters5 g, h. 
(iii) Predicate Symbols, denoted by the letters p, q, Y, s, t. 
(iv) Distinguished Symbols: START, HALT, ( , ), t, numerals, comma, TRUE, 
FALSE. Each of the symbols in (i), (ii), and (iii) may appear with or without a subscript, 
The language has four types of statements: 
(i) Start Statement 0. START 
(ii) Assignment Statement k. y t f(yI ,..., y,,) 
where k is a numeral denoting the address of the statement, yr ,..., yn are elements of 
X v Y, y is an element of Y u 2, and f is an n-ary function symbol, n > 1. 
(iii) Test Statement k. p(y, ,,.., y,)Z, Y 
where k is a numeral denoting the address of the statement, 1 and r are numerals known 
as the transfer addresses, yr ,..., ylz are elements of X u Y, and p is an n-ary predicate 
symbol, n > 1. 
(iv) Halt Statement k. HALT 
where k is a numeral denoting the address of the statement. 
The above four types of statements are the legal statements. 
A flow diagram is a labelled directed graph each of whose vertices is labelled by a legal 
statement and such that: 
(i) A vertex labelled with a start statement has no edges entering it and one 
edge exiting from it. 
(ii) A vertex labelled with an assignment statement has at least one edge entering 
it and exactly one edge exiting from it. 
(iii) A vertex labelled with a test statement has at least one edge entering it and 
exactly two edges exiting from it which are labelled T and F. Occasionally we will extend 
our notation to include n-exit tests. This is simply a matter of notational convenience 
and could equally be represented by a series of n - 1 two-exit tests. 
(iv) A vertex labelled with a halt statement has at least one edge entering it and no 
edges exiting from it. 
A program schema P is a finite flow diagram with the following restrictions: 
(i) There is exactly one vertex labelled START. 
(ii) Each vertex lies on a path from the vertex labelled START. 
(iii) On every path from the start statement, if ?I is a variable in Y u Z, then u is 
assigned a value before it is retrieved from or tested. 
Now that we have defined the syntax of a program schema, we shall next discuss the 
the semantics. We shall distinguish between two types of interpretations. The first type 
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does not include an assignment of initial values to input variables. This type of interpreta- 
tion, together with a schema, will constitute what we normally think of as a program. 
The second type of interpretation includes the assignment of initial dues to input 
variables, and is the type of interpretation introduced by Luckham, Park, and Paterson 
in [5]. 
A function interpretation Y of a program schema P consists of: 
(1) A nonempty set of elements D called the domain. 
(2) The assignment to each n-ary function symbol f of a total n-ary function 
(Yf ): LP + D. Note that n 2 1. 
(3) The assignment to each n-ary predicate symbol p of a total n-ary characteristic 
function (Yp): Dn --j (0, 1). Note that n >, 1. 
A pointwise interpretation I of a program schema P consists of the three items of a 
function interpretation as well as: 
(4) The assignment to each input x of an element I(X) E D. 
Consider a pointwise interpretation I for which the domain D is the set of well-formed 
strings over the input variables and function symbols of the schema, 1(x) = x for every 
input variable X, and I(f(tl ,..., t,J) =ftl *.* t, for every n-ary function symbol f of P 
and t, ,..., t, E D. Then I is called a free or Herbrand interpretation. An interpretation, 
either pointwise or function, is said to be Jinite if its domain is finite. 
The execution sequence for schema P under pointwise interpretation I, denoted u(P, I), 
consists of the sequence of instructions of P executed under I. For each such I, the 
computation of the schema P either terminates (i.e. reaches a halt statement), or diverges. 
In the former case the value, denoted val(P, I), is the n-tuple of current values of P’s 
n output variables. If P diverges under 1, val(P, I) is undefined. If 9 is a function inter- 
pretation, and ;E a vector of input values, then the execution sequence of program schema 
P under interpretation $ for input 2 is denoted u(P, 9, 2). The definition then proceeds 
as for the pointwise interpretation case. The values of the output variables are also 
computed in the same manner as for the pointwise interpretation case. 
A schema P is free if every finite path through its flow diagram from the start statement 
is an initial segment of some execution sequence a(P, I). A schema P is uniformly free 
if there is a function interpretation 9 with domain D such that for every finite path s 
through its flow diagram from START, there is an input a E D” such that s is an initial 
segment of v(P, $, a), 
A statement labelled sk in a schema P is reachable if there is a pointwise interpretation I 
such that sic is a statement in u(P, I). A schema P is reachable if every statement in P is 
reachable. A schema P is uniformly reachable if there is a function interpretation 9 such 
that for every statement sk there is an input iE such that sk is a statement in u(P, 3, a). 
A schema P is semifree if for every edge in the flow diagram of P, there is some inter- 
pretation under which that edge is traversed. A schema P is uniformly semifiee if there is 
a function interpretation 9 such that for every edge ek in the flow diagram of P, there is an 
input ;I such that ek is traversed. 
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3.1. Relating Pointwise and Function Interpretations 
It is clear that corresponding to every function interpretation and input vector, there is 
a pointwise interpretation. Thus we have the following results as immediate corollaries 
of this observation. 
PROPOSITION. (a)@ P is a unifmmly reachable schema, then P is reachable. 
(b) If P is a uniformly semifee schema, then P is semifree. 
(c) If P is a uniformly free schema, then P is free. 1 
The next theorem will show that corresponding to the set of pointwise interpretations, 
there is a single effectively constructable function interpretation. The converse of the 
results in the preceding proposition follow as immediate corollaries to this theorem, 
a fact which is somewhat surprising in view of the quantifier interchange involved 
in the definition of each of the uniform properties, as compared with the nonuniform ones. 
THEOREM. Let P be a program schema with n input variables and let VP be the set of 
all sequences Sj such that there is a pointwise interpretation I such that s5 is a jinite initial 
segment of u(P, I). Then there exists an @ectively constructable function interpretation 9 
with domain D such that for every sj E Wp , there is a d E Dn such that s, is an initial segment 
of 4~~ $,a). 
Proof. We shall first outline the construction briefly; a detailed proof will follow this 
discussion. Our procedure will construct 4 in terms of D, as the union of chains of 
partially defined functions and predicates. The chains are defined inductively by stages, 
each stage corresponding to a finite initial segment of an execution sequence. D is well- 
ordered, with elements d, , dl ,... . 
If P has infinitely many finite paths from START, then the domain D of the function 
interpretation 4 will be countably infinite. If, however, there are only finitely many 
finite paths from START, then clearly P diverges under no interpretation. This is 
equivalent to saying that P halts under every interpretation. Paterson [7] has shown that 
in that case there is a uniform bound N such that the length of any execution sequence 
in P is no longer than N. There are then at most F(N) finite paths from START where F 
is a calculable function. If the schema requires k input variables, then 
so the domain will be finite and of determinable size. 
Let fi ,..., fw be the function symbols of P, with a, ,..., a, their respective arities. Let 
P t ,..., p, be the predicate symbols of P, with b, ,..., b, their respective arities. 
The construction will define by stages, where stage j corresponds to path sj , the sets: 
F(i, j) C Dai'l, i = l)..., w; j = 0, I,..., 
P(i, j) C Db’ x (0, l}, i = I,..., v; j = 0, l,..., 
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and will define 
and 
Ph = u P(h>j). 
SN 
For sj E Ce, , where si has length m, let ~~(1) ,,.., s,(m) denote the sequence of instructions 
executed in sj . 
At each stage j, we have a list L( j). Intuitively, L(j) is the set of elements of D which 
have been assigned as input values or as the value of a function symbol fi applied to an 
a,-tuple of values by the end of stage j; va&(u, k) will denote the value which the variable 
u is to be assigned under interpretation 9, after instruction s,(k) is executed. Recall that 
D = (d, , dr ,...I; u will simply be assigned the first “unused” element of D. 
Formally, we assume P contains c variables ur ,..., u, . If ui is the bth input variable, 
then valj(ui , 0) = dtfbpl , where t = pm[dm E D - L(j - I)], else vali(ui , 0) is 
undefined. 
Let s,, be the sequence (START). 
Stage 0. 
F(i, 0) = {<do ,..-, do, d,,)), 1 <i<w, 
4 
P(i, 0) = ((4, ,.-., 4 , CO), 1 <;<a, 
-y- 
W = W. 
Stage j > 1. Let a, denote the n place input vector (dt , d,,, ,..., dt+,-& where t = 
pm[dm E D - L(j - l)]. We use F(i, j, k), P(i, j, k), and L(j, k) to indicate that we are 
considering the kth instruction of sj . Initialize 
Qj, 0) = L(j - 1) u (4 I...> dt+n-I>, 
F(i, j, 0) = F(i, j - l), i = I,..., W, 
P(i, j, 0) = P(i, j - l), i = l,..., V, 
u1 the bth input variable. 
Suppose we have definedL(j, K - l),F(l,j, k - 1) ,..., F(w,j, k - l), P(1, j, k - I) ,..., 
P(v, j, k - l), vali(ul , k - 1) ,..., val,(u, , k - 1). 
By definition, ~~(0) is the start statement. For k = l,..., m: 
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Case 1. si(k) is the assignment statement 
Y +-h(Yl v..,Ya,) 
F(h, j, k - 1) if there is an (ah + I)-tuple in F(h, j, k - 1) whose 
w, j, k) = 
first ah components are valj(y, , K - l),..., valj(y, , k - 1) 
F(hj, k - 1) U Kv4(yl, k - l),..., v&(y,, k - l), d’)} 
for d’ = pd[d E D - L(j, k - l)] otherwise, 
F(t, j, k) = F(t, j, k - I), t = l,..., h - 1, h + l)...) w, 
I 
W,k- 1) if F(h, j, k) = F(h, j, k - 1) 
L(j, k) = L(j, k - 1) u {d’} if F(h, j, k - 1) 
= F(k, j, k - 1) u {valj(yI , k - 1) ,..., valj(yan , k - l), d’)), 
J’(t, j, k) = p&j, k - 11, t = l,..., v, 
val,(y, k) = d’, 
valj(ui , k) = valj(ui , k - 1) for ui # y. 
Case 2.1. si(k) is the test statement: 
MY1 P.--Y & r If r and k # m, 
J’(h j, k - 1) u (<va&( y1 , k - 1) ,..., v&( ybh , k - l), 0)) 
P(h”’ ‘) = 
! 
if sj(k + 1) is the instruction with address 1 
P(k, j, k - 1) u (<vali(yI , k - 1) ,..., valj(y4 , k - l), l}} 
if sj(k + 1) is the instruction with address I, 
p(t, j, k) = p(t, j, k - l), t = l,..., h - 1) h + I )...) 8, 
Xi, 4 = W, k - 11, 
F(t, j, 4 = W, j, k - 11, t = l,..., w, 
val,(q , k) = valj(ui , k - 1) for all ui , 1 <i<C. 
Case 2.2. s,(k) is the test statement: 
PdY, >“.S Y?& r 1 # r and k = m, 
Xi, 4 = -Xi, k - I>, 
F(t, j, k) = W, j, k - 11, t = l,..., w, 
J’(t, j, k) = W, j, k - 11, t = l,..., V, 
valj(ui , k) = valj(ui , k - 1) for all ui , 1 <i<C, 
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Case 3. si(k) is the unconditional branch statement: 
w, A) = w, k - l), 
F(4 j, k) = F(t, j, k - l), t = l,..., w, 
W, j, 4 = W, j, R - l), t = l,..., 57, 
vaIj(ui , k) = va&(u, , k - 1) for all ui , I <i,(c. 
Case 4. sj(k) is a halt statement 
w, q = L(j, k - I), 
W, j, k) = F(t, j, k - l), t = l,..., w, 
p(t,j, k) = P(t, j, k - l), t = l,..., z1, 
valj(ui , k) = vali(ui , k - 1) for all ui , 1 <i<c. 
After considering statement s,(m), we define: 
F(t, j) =y F(t, j, 111) u ((dj, )...) d3., , d,) 1 for every a,-tuple of elements of L( j) 
such that there is no d E D such that (di, ,..., dia,, d) eF(t, j, m)} 
t = l,..., w, 
W, j) = p(t, j, m> u (<4, ,..., djb, , O} ) for every b,-tuple of elements of L( j) such 
that there is no c E (0, 1) such that (dj, ,..., djo, , c) E P(t, j, m)f 
t = l,..., 8. 
This ends the construction of P(t, j), F(t, j) and L(j) for stage j. 
We define 
Jft = lJ W, jh t = I,..., w, 
jEN 
-0, = tJ fY4 3, t = I,..., v. 
jEN 
We have still to show that these are indeed single-valued and total. Both of these facts 
will follow directly from the construction of J. Notice that F(t, j) cF(t, j + 1) for 
t = l,..., w and j = 1, 2 ,... and P(t, j) c P(t, j + 1) for t = l,..., v and j = 1, 2 ,... . 
First we shall show that D C uL(j). Let di E D. We wish to show that there is some k 
such that d< EL(K). At each stage j >/ 1, the construction adds the next 12 elements of D 
to L(j). Thus, in the worst case di E Lri/nl and hence di E u L( j). 
Since the only things added to an L(j) are eIements of D, it follows immediately that 
u L( j) C D. Thus we have that D = u L( j). 
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We are now ready to show that for each t, Yf8 is single-valued. Assume the contrary. 
That is, for some t, 
and 
and 
<4, ,..., ha, 3 0 E flft 
d # d’. 
Then there is a j EN such that 
and 
<4, se.., hat , d) EF(t, 
(4, y**-, ha, 9 d’) EF(t, j>* 
Let z denote the smallest such j. That is 
but 
or 
@i, ,.a., di,,, , 4 eF(t, 4, 
(4, >-**, 4, 9 d’) EF(t, z), 
<dil s..., di,, , 4 $F(t, 2 - 1) 
<4, ,..., dial > d’) $F(t, x - 1). 
There are only two cases in which an F(t, j) may be modified. The first case is if there 
is a K such that s@) is an assignment statement. The second case is if we have completed 
stage x and there is no c such that (dil ,..., di ‘t ’ c> E F(t, a, m) where m is the length of 
path sj . 
Case 1. There is a k such that s,(K) is an assignment statement of the form: 
and 
val,(y, , h - 1) = 4,) 
val,(y,, , k - 1) = 4, , 
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and 
but 
Then by our construction F(t, a, K) = F(t, z, K - 1) and therefore (diI ,..., diat , d’) # 
F(t, z, k). Hence (diI ,..., diat , d’) cannot be added to F(t, z) in this case. 
Case 2. 
(4, y-**, dim, , 6 EF(~, x, 4 
and 
(4, y-.*9 diat , 0 $F(t, z, ml. 
Then by our construction, (dil ,..., diat, d’) $F(t, z). 
Thus, since these two cases represent the only two methods by which an (at + 1)-tuple 
may be added to an F(t, j), we have a contradiction to our hypothesis and thus for every 
t E {I,..., w>, ft is single-valued. 
We will next show that for each t, ft is total. Assume the contrary. That is, there is an 
a,-tuple of elements of D, (dil ,..., d,.,) such that there is no d E D such that 
Let i, be the largest subscript of the tuple. Since uL(j) = D, there is a K for which 
di, EL(K). Let c be the smallest such K. That is dip EL(C) but dip $L(c - 1). Since P 
takes n input values, c < [i&l. By assumption there is no d such that <dil ,..., d$a6 , d)E 
F(t, c, m) but di, ,..., di,, E L(c). Under these circumstances our procedure makes 
Ml ,..a, di,, , d,,) E F(t, C) and therefore (dil ,..., diat, d,,) E ft . This contradicts our 
assumption, and hence ft is total for each t. 
To demonstrate that $pt is single-valued, we note that there are only two ways in 
which a (b, + I)-tuple may be added to some P(t, j). The first case is if there is a k such 
that sj(K) is a test statement 
pt(yl ,..., y& r 1 # r and k f m, 
where m is the length of path sj . Since our procedure uses distinct elements of the domain 
for each path, and since our program schema model does not include constants, there is 
only one stage of the construction during which a particular (b, + 1)-tuple may be added 
to any P(t, j). Furthermore, since each path is the initial segment of some execution 
sequence, we are guaranteed that within a single path, a given predicate symbol pt will 
not be applied to the same b,-tuple of values with contradictory outcomes. Notice that we 
distinguish between test statements which have two distinct next statements, and those 
which are effectively unconditional branch statements. We point out that in the latter 
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case we defer the assignment of a value of the b,-tuple (dil ,..., dQ under the predicate 
p, . This is done since there may be a test statement 
where I’ # r’ which is encountered later in the path. If we bad arbitrarily selected a value 
to be assigned to this b,-tuple during the unconditional branch, we could now have a 
conflicting assignment. 
The second case is if state j has been completed and there is no c E (0, 1} such that 
(4, >-**, debt , c) E P(t, j, m). In this case (dil ,..., diat , 0) is added to P(t, j). 
Our final task is to show that for each t, Xp, is total. The argument is essentially the 
same as the one used to show that each 9ft is total. Every element di of the domain is in 
some L(j). So for every b,-tuple (dil ,..., dib,> there is anL(k) such that di, , q = l,,.., bt 
is in L(k). Then by our construction, if there is no c E (0, l} such that (dil ,..., dibt , c) E 
P(k, t, m) where m is the length of path sK , we add (dil ,..., dib,, 0) to P(k, t) and hence 
ultimately to 9p, . Thus for each t, Jpt is total. 
We have now verified that 9 is indeed an interpretation. For every sj E 2ZP , there is 
a 2~ D* such that sj is the initial segment of u(P, 9, d). This is true because va&(u, k) is 
exactly the value which the variable u is assigned under 9 after the execution of in- 
struction sj(k), and 9 has been constructed so that each successive path of %‘P is considered 
and simulated by a piece of 9. 1 
The next results follow easily from this theorem. 
COROLLARY. (a) If P is a reachable schema, then P is uniformly reachable. 
(b) If P is a semifree schema, then P is unayormly semifree. 
(c) If P is a free schema, then P is uniformly free. 
3.2. Finite Intupretations 
The essence of the result of Section 3.1 is that although a single function interpretation 
determines the definition of each predicate symbol of the schema, we have an unlimited 
supply of initial values for the input variables, and hence we can simulate the entire set of 
computations under the set of pointwise interpretations. 
In this section we look briefly at the question of restricting the domains of inter- 
pretations to finite sets. 
THEOREM. Let P be a program schema with n input variables, and let %‘p be the set of all 
sequences sj such that there is a Jinite pointwise interpretation I such that sj is a jinite initial 
segment of u(P, I). There does not necessarily exist a finite fun&m interpretation 9 with 
domain D such that for every sj E %7p , there is a JE Dn such that sj is an initial segment of 
+T -f,J). 
Proof. Consider the schema P of Figure 1. 
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If we number the instructions of the schema as indicated in the figure, qP is simply 
the set (0,01(23)*, 01(23)*2,01(23)*24} w h ere certain obvious liberties have been taken 
with the notation. 
FIGURE 1 
Assume there were a finite function interpretation 9 with domain D such that for each 
s, E GZP , there was a a E Dn. Let j D 1 = K. Then consider the sequence 01(23)‘C+124. 
This is an element of gP , but there is no way to interpret the predicate p under inter- 
pretation JJ such tht for some input I, 01(23)k+124 is an initial segment of u(P, 3, a). q 
We note that whereas the schema illustrated is jinitely free, it is not jkitely uniformly 
free where these terms are defined in the obvious manner. 
3.3. Schemas with Constants 
The next theorem shows that our main theorem does not hold if we modify our model 
slightly to allow constants. Before we state and prove this result, however, we must 
extend our definition of an interpretation to include constants. Thus an interpretation I, 
either pointwise or function, contains an assignment to each constant symbol c, of an 
element I(c) E D. 
THEOREM. There is a program schema P with constants such that there are paintwise 
interpretations I1 and I2 with u(P, Id = s1 and a(P, 12) = s2, and there is no function 
interpretation 9 with domain D such that for some a, , aa E D”, u(P, 4, dl) = s1 and 
,(P, -8, a,) = s2 .
571/18/3-6 
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Proof. Let c be a constant symbol. Consider the schema: 
(0) START 
(1) P(C)2,4 
(2) Y +f(4 
(3) HALT 
(4) Y +d4 
(5) HALT 
We have written the schema linearly to facilitate our description of execution sequences. 
Clearly s, = 0 1 2 3 and s2 = 0 1 4 5 are execution sequences. We simply define 
II(c) = d1 and Ilip( = 0, I,(c) = d, and Iz( p(d,)) = 1. However, there can be no 
function interpretation 9 for which 9(c) = d and Y( p(d)) = 0 and 4( p(d)) = 1. 1 
COROLLARY. (a) There is a schema with constants which is reachable but not uniformly 
reachable. 
(b) There is a schema with constants which is semifree but not uniformly semifree. 
(c) There is a schema with constants which is free but not uniformly free. 1 
CONCLUDING REMARKS 
The model we defined in the first section of this paper is essentially that of Paterson [7] 
and Luckham, Park and Paterson [S]. It permits no constant symbols (zero-ary function 
symbols). Furthermore, their notion of an interpretation is what we have called a pointwise 
interpretation. Intuitively, it corresponds to the computation of a program on a particular 
vector of input values. 
Many of the later works in the area of schematology built on results in these works, 
while making seemingly minor changes in the model. Ashcroft and Manna [l] and Lewis 
[4], for example, permitted constants, while Chandra [2], Greibach 131, and Manna[q 
not only permitted constants, but also defined interpretations to be what we have called 
function interpretations. 
We have examined some relationships between pointwise and function interpretations 
and shown that when considering whether a schema possesses certain structural properties 
which are defined in terms of an existential quantification of interpretation, it is irrelevant 
whether we require that the interpretation of function and predicate symbols remain fixed 
or vary in order to fulfill the conditions. When we placed restrictions on interpretations 
by requiring that domains be finite, the situation altered so that the main theorem no 
longer held. This underscores precisely why these somewhat counterintuitive results 
hold for unrestricted interpretations; namely that we can always obtain fresh elements 
of the domain and interpret predicates applied to them as is convenient. In the final 
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section, we modified the schema model to include constants and saw that, as in the case 
of finite interpretations, the main theorem does not hold for similar reasons. 
These results warn us to check carefully when making slight alterations in the program 
schema model if we intend to use the results of previous authors. Certainly it would be 
useful to be able to characterize under what circumstances and for what types of questions 
these and similar modifications are significant. 
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