Using correlated photons from spontaneous parametric downconversion, we have measured both the absolute quantum efficiencies and the time responses of four single-photon detectors. Efficiencies as high as (76.4 ± 2.3)% (at 702 nm) were seen, which to our knowledge are the highest reported single-photon detection efficiencies. An auxiliary retroreflection mirror was found to increase the net detection efficiency by as much as a factor of 1.19. The narrowest time profile for coincidences between two detectors displays a peak with 300 ps FWHM. We also investigated the presence of afterpulses and the effects of saturation and varying device parameters.
Introduction
By means of the process of spontaneous parametric downconversion in a crystal with a nonlinear susceptibility, it is possible to create pairs of photons that are highly correlated in time and reasonably well collimated. Such a two-photon source is ideal for making measurements of the absolute detection efficiency and temporal response of single-photon counting detectors, such as photomultipliers and avalanche photodiodes. Here we describe a series of such measurements made on a pair of solid-state photomultipliers (SSPM's) from Rockwell 1 and on a pair of single-photon counting modules (SPCM's, in this case SPCM-200-PQ's) from EG&G. 2 The highest efficiencies measured were (70.9 ± 1.9)% at 633 nm and (76.4 ± 2.3)% at 702 nm with a SSPM and a SPCM, respectively. However, subsequent tests on the SSPM's revealed possible degradation of transmission in the input fibers, and there were substantial reflection losses within the SPCM's. At present it is difficult to determine adequate correction factors accurately for these effects. Nevertheless, to our knowledge our results are the highest reported singlephoton detection efficiencies; they are important for quantum cryptography and loophole-free tests of Bell's inequalities, as well as for more prosaic applications such as photon correlation spectroscopy and velocimetry. 3 Note that, although other photodetectors (e.g., silicon or InGaAS P-I-N photodiodes) can be fast and display very high sensitivities (one recent article 4 measured a quantum efficiency of 94%), these cannot detect single photons.
Section 2 briefly describes the source of correlated photons in our experiments, whereas Section 3 discusses the use of such a source to measure absolute quantum efficiencies. Descriptions of the detectors, detailed experimental setup, and typical procedure are given in Sections 4, 5, and 6, respectively. In Section 7 our efficiency results are presented; we also attempt to list the various sources of systematic error, corrections to apply to the data, and the final corrected efficiencies. In Section 8 the results of several related measurements are described, including the time-response characteristics of the detectors, the effects of saturation, and the presence of afterpulsing in the SPCM's. Our conclusions are presented in Section 9. A discussion of statistical error analysis appropriate for our results is presented in Appendix A.
Source
The process of spontaneous parametric downconversion has been well studied. 5 6 In a crystal with a nonlinear x(2) susceptibility, a pump photon at frequency p may split into two correlated photons at frequencies w, and 2 . The process must satisfy energy conservation, wop = &1 + W 2 , and momentum conservation, kp = k 1 + k 2 , inside the crystal. This last relation leads to the well-known phase-matching conditions. The net result is that the downconverted photons typically exit the crystal at small angles with respect to the pump beam (less than 30 in our case), with photons of the same pair propagating in a plane containing the pump wave vector kp. Because various geometries satisfy the phase-matching constraints, a broad spectrum of downconverted light is possible; each color emerges from the crystal in a cone (about the pump-beam axis) whose opening angle depends on wavelength (and on the angle between the pump beam and the crystal optic axis, 50.7). The angles for the colors employed in our tests are listed in Table 1 . In practice, one selects these colors by using irises and filters before a detector.
Method
Because photons produced in spontaneous downconversion are always produced in pairs, with strong time correlation, they are ideal for absolute calibrations of photon detectors. The detection of one of the photons guarantees with certainty the presence of a photon at the conjugate detector. The technique, first proposed by Klyshko, 7 and used by Rarity et al. 8 to determine the efficiency of an RCA (now EG&G) silicon avalanche photodiode, is simple: Direct one photon of each pair to a trigger detector, and arrange the optics in order to catch all the conjugate photons with the detector whose efficiency is to be determined. For some time interval T both the number of singles at the trigger detector and the number of coincidence counts between the detectors are measured. If the total number of emitted pairs is N, then the number of singles seen at the trigger detector is N = tN, whereas the number of coincidences is Nt = qcqtN, where -'t(-1c) is the detection efficiency at the trigger (conjugate) detector. 9 Assuming no external losses on the path to the conjugate detector, one can determine the efficiency qc simply by taking the ratio
N, /N,
In practice, the simple formula mentioned above has to be modified to account for the presence of unwanted counts and the loss of desired counts. First, in addition to the desirable correlated photons, each detector will also possess a number BG of background counts, consisting of unwanted external light, dark counts within the detector, and possibly A) . In practice, one uses as small a coincidence window as possible (of the order of tens of nanoseconds) while still catching all the true coincidence counts. Note that some photodetectors are known to possess trapping states, so some fraction of the incident photons produce extra electronic signals at some undetermined time (which can be as large as seconds) after the typical time for such a signal. 1 0 The presence of such afterpulses in the trigger rate reduces the measured conjugate efficiency, because they appear as real trigger photons without conjugate partners. For our trigger detector (a SPCM) fewer than 0.01% of the counts were echoed in this fashion, so the effect on the efficiency measurements was negligible (see Section 8).
The last major correction factor stems from the loss of photons before they reach the detector, as a result of unwanted reflections, scattering, or absorption. For example, any uncoated glass-air interface will yield a loss of approximately 4%. This interface may be antireflection coated to reduce the loss significantly. The detector surfaces themselves, if uncoated, would also cause sizable losses from Fresnel reflections. Thus the net detection efficiency qt(c) for each photon may be written as the product of the detector's efficiency qt(,)d and the path transmissivity 1t(c)P.
Combining of these effects, we can now calculate the conjugate detector efficiency in terms of other, measurable, quantities:
P St -rBGBGt (1) Notice that the efficiency associated with the trigger photon, -qtd QtP, does not appear in Eq. (1). Therefore, one strives to reduce BGt as much as possible (by using narrow-band interference filters and small irises before the trigger detector), even though this may reduce the transmissivity ytP.
Detectors
We performed measurements on four single-photon detectors: two custom-modified SPCM's from EG&G Canada, Ltd. (SPCM-200-PQ's) and two SSPM's from Rockwell International Corporation. The SPCM's use thermoelectrically cooled silicon avalanche photodiodes (APD's) in the Geiger mode with passive quenching. These photodiodes have a small active area, (100 p1m) 2 ; along with an improved gettering method in their production, this leads to a typical dark-count rate of only 60 s.
Our model was customized for 30-V biasing over the breakdown voltage of 400 V to provide a faster time response amd higher efficiency. A detection event gives rise to a 50-ns, 2-V pulse, followed by a dead time measured to be 0.5 s. The SPCM's possess an effective k (the ratio of hole-to-electron ionization coefficients, averaged over the device structure) of only 0.002, to be contrasted with the k = 0.02 for typical photoncounting APD's (e.g., RCA 30902 silicon APD). It has been shown theoretically that the probability for a single photoelectron to cause an avalanche depends on the value of k, with lower k's leading to higher gains, other things (e.g., excess voltage, depletion layer width) being equal. 2 ' 1 ' For our SPCM's, it is estimated that the ratio of (the field-dependent electron-ionization coefficient, integrated over the depletion width) at the operating voltage to at the breakdown voltage is greater than 1.1, so detector efficiencies in excess of 80% are not unexpected. 12 The SSPM's are silicon devices based on impurityband-to-conduction-band impact-ionization avalanches. These avalanches contain approximately 5 x 104 electrons localized within areas several micrometers in size. Because impurity bands are involved, much lower field strengths are required for impact ionization than in standard APD's, which use valence-to-conduction-band impact ionization; the typical SSPM bias is only 7 V. In addition, because they do not operate above the avalanche breakdown voltage, these devices are capable of distinguishing between single-photon detections, double-photon detections, etc. (i.e., two simultaneously detected photons will produce an output signal approximately twice as large as a single photon). SSPM's have previously been demonstrated (by using a relative efficiency measurement) to possess greater than 50% detection efficiency in the visible-light region and greater than 30% at 20 plm, and they are predicted to have possible efficiencies greater than 90%.' The dark counts were typically 7000 sl for these detectors, which have an active area of (1 mm) 2 . (Note that the dark-count rate per unit area is comparable with that of the SPCM.) For optimum performance the SSPM's require cooling to 6 K.
Experimental Setup
A schematic of one of the experimental setups used is shown in Fig. 1 , with each component numbered; below we discuss each in turn. Losses associated with these components will be discussed in Section 7. A slightly simpler setup with no mirrors was used for some of the measurements with the SPCM's.
1. An argon-ion laser produced the vertically polarized 351.1-nm pump beam, with a full-angle beam divergence of 0.3 mrad and a beam diameter at the crystal of 2 mm. A black glass filter and an iris (2.2 mm) were used to remove unwanted laser fluorescence. Fixed and variable neutral-density filters were used to control the input power. The net attenuation was typically optical density 4, so that the input to the crystal was typically 10 pW. 2. After passing through the crystal, the remaining, unscattered UV beam was directed by a small mirror to a beam dump.
3. A 10-cm long KDP crystal, cut for type-I phase matching, was oriented with its optic axis at 50.7 with respect to the pump beam. We measured the efficiencies by using two sets of conjugate photons. In the first set, both wavelengths were 702 nm. In the second set, the first wavelength was 633 nm and the second was 788 nm (the second wavelength is the color directed to the trigger detector). The crystal itself was housed in a sealed aluminum container, with index-matching fluid and fused-silica end windows. The crystal input face was antireflection (AR) coated for the UV; the output face was broadband AR (BBAR) coated to reduce output losses over the range 400-750 nm. Note that in some of the runs these directions were accidentally reversed, leading to an extra correction factor (see Section 7).
4. An UV cutoff filter was used to remove any scattered UV and laser fluorescence from both downconverted beam lines. This filter was BBAR coated to have high external transmittance (> 99%) in the range 600-800 nm.
We now trace the components on the path to the trigger detector, a SPCM.
5. A small (1.4-mm) iris 1.5 m from the crystal was used to select the trigger photons. Because of phase-matching constraints in the downconversion process, this iris determines the direction of the conjugate photons.
6. A 10-nm FWHM interference filter (at 702 or 788 nm) was used to select the trigger photons further and to remove most of the remaining background light. Because of energy conservation at the KDP source, this filter effectively determines the color (and hence the opening angle) of the conjugate photons.
7. A BBAR-coated 35-mm focal-length achromatic lens was used to focus the light onto the small active area, (100 pm) 2 , of the trigger detector. In practice, the spot size was 70 pLm.
8. The trigger detector, an EG&G SPCM-200-PQ, was aligned transversely and longitudinally (by micrometers) to maximize the singles count rate. The silicon diode surface was AR coated with a quarterwave layer (at 630 nm) of SiO; the glass window of the housing was uncoated. The output of the SPCM was inverted, split, and directed to a counter (yielding the singles rate at the trigger detector), and to the START input of a time-to-amplitude converter (TAC).
9. To minimize the background we placed a black cardboard box (not shown in Fig. 1 ) over components 6-8, with a small opening to allow the trigger photons to enter. It was then found that the background rate was essentially indistinguishable from the intrinsic dark-count rate.
We now trace the components on the path to the conjugate detector, either a SSPM (unprimed numbers) or a second SPCM(11'), depending on the presence of a removable dielectric mirror. 10 . A large iris (9.0-mm diameter) was used to accept all the photons conjugate to those passed by the 1.4-mm iris before the trigger detector. (Previous coincidence profile measurements had demonstrated that with this size iris fewer than 1% of the conjugate photons were lost.) 11'. The focusing lens, the second SPCM, and electronics in the conjugate path were identical to those in the trigger path (components 7 and 8), except that the signal was directed into the STOP of the TAC. 12 . A 20-cm focal-length plano-convex lens (5.08 cm diameter, BBAR for low reflection in the range 600-1000 nm) was used to focus the light into an SSPM input fiber (see component 14 below). Another dielectric mirror was used to direct the conjugate photons downward to the SSPM fiber. The mirror was aligned so that the beam impinged on the fiber end at an angle of 150 from the normal as a way to facilitate the use of a spherical retroreflection mirror (see component 13). 13 . For some of the measurements, a spherical dielectric mirror (35-mm radius of curvature, 5.08-cm diameter) was used to recapture photons that were reflected from either end of the fiber or from the surface of the SSPM itself. A small hole (0.635 cm) was made 15° off the symmetry' axis to allow the beam to pass through. In practice the mirror was positioned with its center of curvature on the top of the fiber so that any light reflected off the fiber end was reflected back onto the fiber. Similarly, some of the light reflected off the detector itself traveled back up the fiber, filling the numerical aperture, and was refocused by the spherical mirror onto the fiber end. This led to substantial improvements in the efficiency (see Section 7).
14. We briefly examined four SSPM's, with greater detail on two of these. The efficiencies were similar for the four. Coupling light to the detectors was accomplished by using 19-cm-long acrylic fibers (750-[um core), which also served as cold filters to remove the excess of infrared background light. They have a rated attenuation of 0.43 dB/m at 633 nm and 0.62 dB/m at 702 nm. For the purpose of cooling the SSPM's to 6 K, a helium Dewar was suspended from an X-Y translation stage, permitting coarse adjustments in the position of the relevant SSPM fiber and easy switching from one fiber to another (and hence from one detector to another).
The output of each detector was amplified first by a fast internal charge-sensitive preamplifier to 0.4 mV per photon, then twice more to make the signal appropriate for the following shaping circuitry. The typical pulse corresponding to a single-photon detection had an amplitude of 60 mV, a rise time of 10 ns, and a FWHM of 30 ns. The noise level was 35 mV.
After passing through an inverting transformer, the pulse was directed into a constant-fraction discriminator (CFD) with a 254-cm external shapingdelay cable. The discriminator threshold was set at -40 mV for most of the efficiency tests, as this was found to be sufficient for catching all the coincidence counts. A 50-ns blocking window was used to eliminate ringing. One of the CFD outputs was directed to a counter, yielding the singles rate at the SSPM. The other timing output was directed into the STOP input of the TAC.
The TAC output (for both types of conjugate detector) was then analyzed with a single-channel analyzer (SCA), affording better than a 100-ps time resolution. The SCA output was also directed to the counter, and data were saved to a PC.
Note that by simply switching the size of the irises (components 5 and 10) and moving the 10-nm filter (component 6) from one SPCM path to the other, we were able to exchange which SPCM acted as a trigger and which efficiency we were measuring. In this way the SPCM efficiency at 788 nm was also obtained (by using a 10-nm FWHM filter at 633 nm in front of component 11').
General Procedure
The exact alignment procedure varied somewhat depending on a given run, but in general the trigger detector, trigger iris, conjugate detector, conjugate iris, and conjugate lens were adjusted to maximize the coincidence rate, and the ratio of this rate to the trigger-singles rate. This was done cyclically until no further improvements were obtained.
The input pump intensity was reduced until saturation effects were no longer a concern. In one test we confirmed that beam-line background (i.e., background counts from photons traveling along the main beam line to the trigger detector) was not an important concern by placing a second 10-nm FWHM filter at 702 nm before the trigger detector. (This was during the 702-nm efficiency test, so the detector already had one such filter before it.) The efficiency was unaltered to within statistical uncertainty.
The counts Sc, St, and C were collected (in 1-s bins) for a time interval T, which was sufficient to permit adequate counting statistics; the background counts were collected for a similar interval. The accidental counts were calculated as stated in Section 3 (we confirmed this method in separate measurements of the coincidence rate, setting the electronic delay between the conjugate detector and the trigger detector to 100 ns). The collected data were analyzed for mean and uncertainty. Using Eq. (1), we then calculated the raw efficiency. The standard deviation was determined by using the following formula, which is derived in Appendix A:
Efficiency Results
For the SSPM tests, typical counting rates were Sc, SsspM = 128,900 s-1, S, = 363 ± 2 s-1, BG, = 73.6 ± 1.4 s-1, C = 155 ± s-1, andA =0.6 s-1 (with a20-ns gate window). Typical rates in the SPCM tests were roughly half of this, because of lower saturation rates and the fact that the SPCM had a much lower dark-count rate than the SSPM (65 s1 versus 7000 s-1 ). Note that the singles rates on the trigger and conjugate detectors are very different. This is due to the small iris and 10-nm filter in front of the former, and the large iris and no filter (other than the UV cutoff) before the conjugate detector.
We shall now attempt to list and account for the various systematic errors and their correction factors, which stemmed mainly from photon losses before the conjugate detectors. (Recall that losses of trigger photons do not influence the measured efficiency.) Using a photodiode and a He-Ne laser (operating at 633 nm) aligned to coincide with the conjugate beam of photons, we measured the transmissivity 9cP of the path leading to the conjugate detector. The light intensity just before the SSPM fiber (SPCM) was (91.3 ± 1.0)% [(93.9 ± 1.4)%] of that just after the crystal, because of losses in the cutoff filter, mirrors, and the focusing lens. One would expect 1% loss at each interface, so the measured value is not unreasonable. A smaller correction factor was obtained with the simpler setup used in several of the measurements with the SPCM's. Two sources of loss before the detector remain: reflection losses at the crystal, and scattering or absorptive losses within the crystal. We measured these, again using a He-Ne laser and a photodiode.
The reflection intensity off the output face of the crystal container was (1.02 ± 0.12)%.13 The internal transmission factor (i.e., subtracting out the reflection losses) for the entire length of the crystal was 0.954 ± 0.020. If one assumes that the downconverted photons are produced roughly at the center of the crystal, one finds an internal absorption-scattering loss of (2.3 ± 1.0)%. Combining this with the reflective losses, the total crystal correction factor is then 0.967 ± 0.010.
At 702 and 788 nm there was no convenient way to measure the predetector losses directly. For both cases, the actual paths of the light were similar to that of the 633-nm light (because the opening angles of the downconverted light cone are similar). Therefore the only difference is the wavelength dependence of reflection, absorption, and scattering losses. For simplicity, we assume the same path transmissivity -qP(702 nm) = rP(788 nm) = qP(6 3 3 nm). Note that this is probably a slight underestimate of the losses, as we expect the reflection losses to be greater for the longer wavelengths.
The effect of using a spherical mirror (component 13, Fig. 1 ) with the SSPM was tested. The mirror was inserted and aligned to give the highest efficiency; then it was removed and the singles and coincidence rates were remeasured. The mirror was found to increase the efficiency from (47.4 0.6)% to (55.8 ± 0.7)% at 702 nm, and from (49.5 ± 0.5)% to (53.5 ± 0.4)% at 633 nm. A direct comparison of the results is difficult because varying the wavelength corresponded to realigning the system entirely. Clearly, however, the use of the mirror gave a significant improvement.
In a few of the tests on the SSPM, the timing window accepted only the main coincidence peak (described below), thereby excluding (11.9 ± 0.5)% of the coincidences. In addition, in examining the effects of SSPM bias (see Section 8), we found that the maximum efficiency was obtained at a slightly higher bias voltage than was typically used. When these various systematic errors are accounted for, the corrected efficiencies are as listed in Table 2 , where we have included the results for two SSPM's and two SPCM's.
It is important to note that associated with each of the detectors there are other sources of loss that may aThe results listed include the improvements of a spherical retroreflection mirror on the efficiencies of the SSPM's.
bThese results were obtained with a slightly simpler setup than that in Fig. 1, with no mirrors. yet be reduced. Subsequent testing on the SSPM input fibers yielded a transmission of only (70 -5)%, including insertion losses. The expected loss caused by normal transmission and Fresnel losses is only 10%, which is consistent with the improvements observed with the spherical mirror. If any of the excess measured transmission loss were present during the efficiency experiment, the actual SSPM detector efficiencies will be somewhat higher. Adjusting for all the fiber losses would suggest device efficiencies as high as (93.7 ± 7.2)%. The SPCM detector is housed in a can with a glass window, which was not AR coated at all, implying 8% losses. The detector surface itself was BBAR coated, so that losses of 1% may be expected here. If these interfaces all had multilayer coatings to essentially eliminate losses, then a SPCM detection efficiency of > 82% should be achievable.
Timing Resolution and Related Results
In the course of the absolute efficiency measurements a number of other effects were examined, including the effect of varying bias levels (for the SSPM), saturation (for both), temporal response (for both), and afterpulsing (for the SPCM). We will discuss these now.
The SSPM is designed to operate with a voltage bias of 7 V. A brief investigation of the effect of different bias voltages was made at 702 nm and 633 nm; the results are plotted in Fig. 2 . One should not attach too much significance to these numbers, because the amplifier bias and discriminator threshold were kept constant as the device bias was varied. It is likely that optimizing one or both of these at each device-bias level might have improved the effective efficiency. Nevertheless, for the settings used throughout most of our measurements, the device bias of 7.38 or 7.39 V seemed close to optimal, although the SSPM efficiencies in Table 1 have been adjusted upward slightly (by a 1.03 ± 0.01 correction factor) by use of the above results. By measuring the efficiency at several different pumping rates (controlled by changing the variable ND before the crystal), we evaluated the saturation characteristics of the detectors (see Fig. 3 ). The SSPM fared much better than the SPCM, which evinced a 3% efficiency reduction resulting from saturation effects for a singles rate of 100,000 s1. In a simplified model, the rate-dependent efficiency is given by 'q(Sc; T) = ro(1 -S,8T), where qo is the no-saturation limit of the measured efficiency, S is the singles rate, and 6T is related to the detector dead time (including the subsequent electronics). Using the values from a linear fit to the saturation data, one finds &FSPcM = 0.5 pus. (A direct measurement, described below, yielded a dead time of 1.5 s.) A similar calculation for the SSPM yields 8TSSPM = 53 ns, which is the same as the blocking window set with the CFD.
Previous experiments have verified that the correlated photons from our source are emitted with a time correlation of better than 40 fs. 14 Thus, by looking at the coincidence time profiles in our experiment, we were able to test accurately the temporal response of the detectors at the single-photon level. Using the TAC and SCA, we took several such profiles at 702 nm with the SPCM's at various singles count rates. In particular, with the SCA in the window mode, we were able to map out the temporal profile with a 100-ps window [an example is shown in Fig. 4(a) ]. Our narrowest peak was 300 ps FWHM. Because this is essentially the convolution of two SPCM's, we conclude that the time response of each is 200 ps. (Other researchers have reported even shorter time peaks with this sort of device, using custom electronics specifically designed to give a faster time response. 1 5 ) Increasing the counting rates led to a broader profile, mainly affecting the tails. For example, the time interval necessary to catch the cen- tral 80% of the coincidence count to 1.5 ns when the detected I increased from 30,000 to 140,000 possible that some of this saturat to the timing electronics (e.g., thE more time jitter as the count because of the SPCM recharging More counts fall within the tin which the overbias voltage has n the output pulses in this case ha: tude and thus cross the preset leading-edge discriminator within electronics) at a slightly different t Similar coincidence time profili at 702 nm) by using the SPCM tril the TAC and a SSPM as the STOP, window [see Fig. 4(b) ]. At two dii sity levels (SSPM, 50,000 s1; S with corresponding trigger levels s'1), the profiles were essentiallt -were two peaks, a main peak (FWHM, 3.3 ns) and a smaller peak (FVHM, 4.5 ns) centered 11 ns earlier.
I The area under the main peak was (89.6 ± 0.5)% of the total. A second time-window measurement at 633 nm yielded consistent results for the areas under the main and precursor peaks. 1 6 The two peaks -FWHM=0.5ns separated by 11 ns were not seen with two SPCM's in coincidence, and they are not expected from the model for SSPM carrier generation and transport. The initial photocarriers should appear within less than 1 ps, and their transport (ending in an avalanche) should end in less than 5 ns. The two-peak hs as low as 300 ps were
Moreover, the pulse amplitude will be less, causing
:es between a SSPM at a increased time jitter in the leading-edge discrimina-M at 255 Hz. The SCA tion. In the course of investigating the afterpulsing .rical mirror was not in characteristics of these devices (see below) we have directly measured the time constant to be 1.5 s, which we can compare with the 0.5-ps value inferred from the saturation data. The discrepancy is due to s changed from 0.5 the fact that the efficiency during the dead time is not )hoton rates were constant, nor does it start at zero (after the 50-ns s'1. Although it is hard cutoff, during which no pulses are produced). ionlike effect is due For example, the efficiency near the beginning of the TAC), one expects recharging dead time may be two thirds that of the rate is increased, maximum efficiency; then the effective dead time, to g time (see below).
which the saturation measurements are sensitive, ne interval during will be reduced from the directly observed dead time Lot fully recharged; by a factor of 3. ve a smaller ampli-
The SSPM evinced no long-time recharging dead threshold (of the time because it is not operated above its avalanche the SPCM internal breakdown voltage. We were unable to investigate time.
intrinsic SSPM dead times less than the 50-ns CFD es were taken (also blocking window, which adequately accounts for the gger as the START to 53-ns dead time inferred from the saturation measurewith a 1.0-ns SCA ments. The SSPM's are expected to be continuously fTerent pump intenoperating detectors for counting rates less than ap-SPM, 165,000 s, proximately 3 107 sl, which is the saturation rate. s of 250 and 1000
It is well known that APD's operating in the Geiger i identical. There mode produce afterpulses. After an avalanche, an impurity in the silicon may act as a trap for one of the carriers; when the trap is emptied at some random later time, a new avalanche can occur, thus causing a second pulse to be detected. We measured the presence of afterpulses by performing an autocorrelation of a SPCM with itself. The output of the detector was fed into both the START and STOP inputs of the TAC. The START pulse was delayed so that it arrived just after the STOP pulse as a way to prevent the TAC from registering a true coincidence pulse and immediately resetting. A multichannel analyzer (MCA) was used to record the profile over the ranges 2, 20, and 100 ps. Even if there were no afterpulses, one would still register counts on the MCA because of accidental coincidences. The count rate from the SPCM was therefore adjusted (by varying the input light level) to keep the accidental rate small. If the singles count rate is S and if a count is registered at time t = 0, then the chance of registering the next count within a small interval dt at time t is P(t) dt = S exp-st dt, assuming a Poisson process. For t << S-1, P(t) S(1 -St). For example, for the range 0-20 s we set S = 340 s1 and t was always less than 20 Vs, so St < 7 X 10-3, and we may even neglect the linear term. We counted for a total time of T = 95,029 s, and with a single-channel width of 20 ps/1024 we expect S 2 T dt to be 218 counts/channel. The presence of afterpulsing adds to this baseline a decaying structure, which is compatible with a falling exponential, with a time constant of r = 4.5 -0.2 jis (see Fig.  5 ). If we analytically integrate the fitted exponential, we expect to find 650 ± 30 counts. A numerical summation of the data yields 400 counts, which is less because of the initial dead time. Using the larger of these results we calculate that the fraction of afterpulses is <2 x 10-5, and therefore the effect on r is negligible.
Conclusion
Our results demonstrate that suitably modified EG&G single photon counting modules can possess very high photon detection efficiencies and a relatively fast time response. It seems likely that by improvement of the AR coatings on the detector surface and the glass window of the housing, efficiencies in excess of 80% should be realizable. By increasing the overbias voltage even further, still higher efficiencies may be possible. By switching to active quenching, it should also be possible to reduce the dead time by approximately an order of magnitude. This may also help the time response at higher count rates. The primary drawback of the modules is the small active area, only (100 pm) 2 , which mandates careful focusing of the input light. Larger area detectors are currently under development (as are detectors using active quenching), 1 7 but it is unknown whether these will have as high efficiency.
The Rockwell solid-state photomultipliers had a maximum corrected efficiency of (65.6 ± 1.9)% without the spherical mirror, and (70.9 ± 1.9)% with the mirror. After the measurements and dismantling of the apparatus, the input fibers were found to have deteriorated. If these subsequently measured losses were present during the experiment and degraded the efficiency, one may conclude that the true device efficiency was as high as (93.7 ± 7.2)%. Unfortunately, there is no way to ascertain how much of this loss should be corrected for. The use of the spherical mirror definitely reduced reflection losses, increasing the efficiency by as much as 19% at 702 nm, but only by 8% at 633 nm. The presence of a 10% precursor peak in coincidence timing was surprising and is still not understood. The timing jitter we measured was probably limited by the amplifiers, so the SSPM's themselves may be somewhat faster. The main difficulty in using these detectors is the need to cool them to near-liquid-helium temperatures. Their high sensitivity in the infrared necessitates the use of some sort of cold filter (the fibers, in the system we used), which complicates input coupling. Before any further high-efficiency experiments can be performed, a better method of coupling light to the actual devices should be developed.
Appendix A
Each experimental run to measure the efficiency coefficient consisted of two measurement periods. The first of these is the efficiency period, of duration T, in which the coincidences C and the singles counts S, and St (equal to the number of coincidences C plus the number of anticoincidences (x) are counted. The second of these is the background period, of duration TBG, where the source has been blocked and the trigger background counts BG, are counted. For convenience we define rBG T/TBG.
The accidental counts can be calculated from the measured quantities. There are four types of process that can yield an accidental coincidence, depending on whether the trigger count was caused by a real photon (i.e., one with a conjugate partner that could have been detected) or background, and whether the conjugate detector count was caused by a real photon or background. In cases in which a real photon is detected, its conjugate must fail to be detected (otherwise this would count as a true coincidence event), so that the number of accidental counts is given by A = [N,(l -'i where w is the duration of the gate window and we have used St = Nt + BGtrBG and S, = Nc + BGCrBGTo write Eq. (Ala) in terms of experimentally measured quantities we use the fact that Sc >> qtN, (the effective efficiency of the trigger detector is very small because of the narrow-bandwidth filter and small iris before it), and again we use St = Nt + BGtrBG:
Direct measurements of the accidental rate (using an extra 100-ns electronic delay to prevent any true coincidences) were in agreement with the values obtained from approximation (Alb).
The efficiency 9 is given by the formula
We consider the coincidences and anticoincidences during the efficiency measurement, as well as the background events, to be independent Poisson processes. In practice the uncertainty in the accidental counts was completely negligible compared with the other uncertainties. Thus we derive the statistical error on 
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