2 mM ADP/2 mM ADP, 8 mM NaF, 2 mM AlCl3/ 2 mM ATPγS), and the reconstitution mix was incubated at 70°C for 15 min. After cooling to room temperature for 2 min, complex formation was checked by negative stain following an established protocol ( Fig.  S1C ) (2) .
Cryo-EM sample preparation. PAN-proteasomes were assembled in 5 mM ATPγS and incubated with amphipol A8-35 (1: 2.3 w/w) for 5 min. The excess amphipol was then removed by 2 successive passages through spin desalting columns, equilibrated in grid buffer (50 mM MOPS pH 7.1, 200 mM KCl, 20 mM MgSO4, 20 mM K-Glutamate, 1 mM ATPγS).
For cryo-EM, 4µl of amphipol coated PAN-CP complexes (~2 mg/ml) in grid buffer or 4 µl CP (1.2 mg/ml) in glycerol-free buffer C was applied to glow discharged Lacey grids (Lacey carbon film, 200-mesh Cu grid), blotted with a Vitrobot Mark III (FEI Company) using 5 s blotting time with 95% humidity at 5°C, and plunge frozen in liquid ethanepropane mixture, cooled by liquid nitrogen.
Electron microscopy data acquisition. Initially negative stain datasets were acquired semi-automatically with a Tecnai (FEI) F20 transmission electron microscope operating at 200 kV. Micrographs were recorded using an Eagle 4K x 4K CCD camera at a nominal magnification of 62,000X and an object pixel size of 1.78 Å/pixel.
Cryo-EM data was acquired with an FEI Titan Krios transmission electron microscope using Latitide S software (Gatan). Movie frames were recorded at a nominal magnification of 18,000X using a K2 Summit direct electron detector camera (Gatan) operating in super-resolution mode. A total dose of ~30 electrons was distributed over 30 frames (1 electron per frame) and the calibrated physical pixel size and the superresolution pixel size were 1.34 Å and 0.67 Å, respectively. Images were recorded in a defocus range of -1.4 to -2.4 μm for the control CP dataset and -1.7 to -2.7 µm for the PAN-proteasome dataset.
Image processing, classification and refinement. Cryo-EM micrograph frames were aligned using MotionCor2 (3) and the contrast transfer function (CTF) for the aligned frames was determined with CTFFIND4 (4). Micrographs with a defocus outside the range 0.8-3.0 μm, or a measured resolution worse than 6 Å were then discarded.
For the PAN-proteasome datasets (I and II) 2,452 and 3,636 micrographs remained. Particles were picked with Gautomatch (http://www.mrc-lmb.cam.ac.uk/kzhang/) using negative stain 2D class averages as reference, and were processed in RELION 2.1 (5). 285,085 and 603,629 particles were picked from datasets I and II respectively using a 384 pixel box size, which were scaled down by a factor of 2. The particles were sorted by reference free classification in 2D and then by 3D classification using a 60 Å downfiltered T. acidophilum CP as reference (6) . Ultimately a total of 208,833 particles remained from the 2 datasets combined, and they were refined in 3D with an imposed C2 symmetry.
To improve the alignment, in silico density subtraction (7) was performed to generate pseudo single capped particles (PSCs). PSCs were merged and refined without symmetry and the x and y shifts from this refinement were used to re-extract unbinned particles using a box size of 384 pixels. Re-extraction caused PSCs to revert back to original particles. Therefore, for further processing, the particles were masked around the CP and one PAN, and were treated as PSCs. 3D local refinement of these particles resolved to 4.43Å by gold standard FSC = 0.143 criterion.
In silico density subtraction was performed to leave the PAN OB ring, and the AAA ring (referred to as AAAob density) and the AAAob particles were refined with local angular searches, limiting the rot, tilt and psi search ranges to +/-15°. The refined AAAob density was classified without rotational alignment into 12 classes. Among these 12 classes, 5 classes showed rotated spiral staircase conformations (corresponding to 60.2% of the dataset) and these classes were processed individually (Fig. S3 ).
Each class thus identified was cleaned as described in Fig. S4 . The AAAob particles were reverted back to original particles and locally refined as PSCs. The OB ring and coiledcoils (together referred to as OB-cc) was then classified by focused classification (without rotational alignment) using a spherical mask. The best resolved class was selected and the PSCs were again locally refined. To further resolve structural details within these classes, the particles were density subtracted into 4 parts -AAAob, AAA ring, 20Sαβ and the interface (comprising of CP α ring and PAN AAA ring), and each model was refined individually.
In order to generate a merged AAA-ring structure, AAA-ring reconstructions from the different classes were aligned to the best resolved class (state 2). The boxed particles were then rotated according to the corresponding aligned class volumes and further classified in 3D.The best resolved class containing 82,207 particles was finally refined in 3D with local angular searches.
For the A. fulgidus control CP dataset, 142,031 particles were picked from 425 micrographs using a box-size of 160. After several rounds of 2D and 3D classification, 55,235 particles remained. The particles were in silico density subtracted into half (20Sαβ), and upper and lower halves were then combined. After further classification in 3D, the remaining 105,384 particles of 20Sαβ were locally refined in 3D with imposed c7 symmetry.
Model building.
A pseudo-atomic model of A. fulgidus PAN-proteasome was generated following the strategy employed earlier to model the 26S proteasome (8) (9) (10) . Based on the crystal structure of the PAN N-domain [PDB: 2WG5, (11) ] and the ATPase domain [PDB: 3H4M, (12)], we generated a homology model of PAN employing Modeler (13) , and created the missing unresolved segments by ab initio structure prediction in Rosetta (14) . Then the generated structural model of PAN, together with the crystal structure of the A.fulgidus 20Sαβ [PDB: 1J2Q, (15) ] was fitted by rigid body docking into the density of the highest resolved state (state 2), and refined to the density using molecular dynamics flexible fitting (MDFF) (16) . The MDFF simulations were prepared using QwikMD (17), analyzed with VMD (18) , and carried out with NAMD (19) . The obtained state 2 model of the PAN-proteasome was used to initiate further MDFF simulations to fit the densities for the other four states. We thus obtained pseudo-atomic structural models of five distinct states of the PAN-proteasome.
For refinement of the model to high-resolution densities (merged AAA-ring and 20Sαβ), we used an optimized workflow iteratively combining MDFF with Monte Carlo backbone and sidechain rotamer search algorithm (20) .
Model based measurements. Pore-1 loop heights and nucleotide pocket widths were measured as described for the 26S proteasome (10) . α5 (Pore-1), α6 (Pore-2), and α4 helices were defined in the UCSF Chimera package (21) , and the Pore-1 loop height was measured as the distance between the N-terminal tip of α5 helix and the plane above CP α-ring (residue 171 of chains A-G). The distance between the mid-point of α6 helix and N-terminal tip of α4 helix was considered the nucleotide pocket size, and the distance between the N-terminal tips of α5 helices from two adjacent subunits was considered as the separation between Inter Pore-1 helix tips (Table S1 ). For measurement of angles, planes were defined passing through the middle of the AAA ring (residue 190 of chains H-M), the middle of the OB-ring (residue 77 of chains H-M), and above the CP α-ring (residue 171 of chains A-G). Inter-plane angles were then measured in Chimera. For measurement of offsets, centroids were defined for the CP α-ring, PAN AAA-ring, and PAN OB-ring. The centroids were projected on the same xy plane (plane parallel to the CP α-ring plane defined above), and Euclidean distances were measured between them (Table S2 ). (Fig. S3) are subjected to the same procedure, and for each class, 5 sets of densities are generated: PSC, AAAob, AAA-ring, 20Sαβ and interface. A model is built based on the PSC density and is refined using densities of AAAob, AAA-ring, 20Sαβ and the interface. 
