Abstract-This paper presents a novel supposition, One Sense Per N-gram (N>1), which we believe is appropriate for more linguistic phenomena and can serve as a general version instead of the celebrated One Sense Per Collocation supposition, at least in Chinese language. This new supposition is based on our observation of the error detection process of annoted sense in People's Daily that are tagged by an automatic WSD system. Our preliminary experiment on Chinese Word Sense Tagging Corpus shows that it holds with over 85.9% agreement for both nouns and verbs. Based on the supposition we build a prototype naïve Bayes WSD system and tested on Multilingual Chinese-English Lexical Sample task (MCELS) in Semeval-2007. Experimental results show our prototype system can promote the performance of baseline system by 2.7%.
INTRODUCTION
The n-gram language model (LM) is a powerful framework for capturing the word order information as well as fundamentally syntactic information of language. It has been applied successfully to a variety of Natural Language Processing (NLP) problems such as speech recognition, Machine Translation (MT), Information Retrieval (IR) and optical character recognition.
Word Sense Disambiguation (WSD) has been described as the task which selects the appropriate meaning (sense) to a given word in a given context where this meaning is distinguishable from other senses potentially attributable to that word.
Following the celebrated supposition One Sense Per Collocation (OSPC) of Yarowsky [1] , this study shows that with high probability, a polysemous word has One Sense Per N-gram (OSPN), and therefore local sources have enough information to determine the sense, although "there are often very useful clues even quite far away from the polysemous word in question" [2] . We tested this empirical hypothesis by experimenting on Chinese Word Sense Tagging Corpus (STC), and discovered that it holds with over 85.9% agreement for both nouns and verbs. Based on OSPN supposition, this paper presents a prototype -a naïve Bayes system on Multilingual Chinese-English Lexical Sample task (MCELS) in Semeval-2007 1 with enlarged training example by extracting the same 3-gram automatically. It enhances the performance by 2.7% over the baseline.
From our result of OSPN experiment, it is a little different with Yarowsky [1] , where the best performance of function words in disambiguation is at a precision of 13% above chance. Our result shows that the function words, at least in Chinese, provides enough information to distinguish sense, especially when there are more than one function words, as will be discussed in Section 2.
This paper is organized as follows: Section 2 introduces the supposition, some definitions and describes the experiment on Chinese Word Sense Tagging Corpus. Section 3 presents the application WSD system. Section 4 makes some discussions based on OSPN. Section 5 introduces related works. Finally, the conclusion and future work is presented in Section 6.
II. ONE SENSE PER N-GRAM
In checking the error annotates of People's Daily, where some words have already been sense-tagged by an autotagging system, some modifications were made for the convenience of this research. For each tagging word, we applied different ways to sort the sentences and discover that they have almost the same label when their N-gram are nearly the same by accident. We study the word label in STC immediately and the results are listed in Table 1 . Table 1 shows the example of the sense label of a Chinese ambiguous word cheng2(!0-2/!0-3) for the 3-gram pattern. "!0-2/!0-3" is the main sense (become/succeed) label of which has been listed in the Chinese Semantic Dictionary (CSD) [3] The underlined Chinese words in the N-gram column are function words (we follow the Yarowsky's definition [1] of function words and content words). It does not show all 3-gram examples of since the list will be too long. The very polarized result in Table 1 shows that N-gram can determine sense.
A. Definition and Formalization
For a target word in text, w 0 , we wish to assign a sense label, si, from a fixed set of candidates, S= (s 1 , s 2 ...,s |S| ). Assume that our target word w 0 occurs in a given window size sequence of context tokens:
, which can be called context patterns (Bergsma et al,2008) . For certain words and their particular sequence, we called them the N-gram of the word directly.
To any N-gram of a word w 0 , if we only consider direct syntactic relationships such as verb/object, subject/verb, and adjective/noun pairs, or only choose one content words, it is just like the definition of Collocation between w 0 and c m in Yarowsky [1] . The statistical properties between n-gram and senses of target word also reveal the statistical properties between collocation and senses if we take all n-grams for n>1 into consideration. Collocation can be just considered as one special kind of N-gram. Any conclusion of collocation could be thought of as a particular case of N-gram.
Many problems in NLP can be viewed as assigning labels to a particular word in text, given the word's context. Here, the definition of word sense is just a predefined label set of possible choices which can be chosen in the decision process. It could be translations in a language such as English, or the entries in a dictionary.
We define the sense of an N-gram as the sense (label) which the target word of the N-gram is tagged with.
We define the entropy of a N-gram as the mean entropy of the distribution Pr (Sense|N-gram). Note that all of the Ngram entries in Table 1 have zero as one of the frequency counts. Although these zero counts had a contrary example in a larger corpus, we still have no plans of computing entropy to smooth as Yarowsky [1] caused the parallel comparison to counteract its influence largely. STC is an ongoing project 2 of building a sense-tagged corpus [3] . Up to the present, STC has completed semantic annotation of more than three months of People's Daily. The set of semantic labels used are from CSD. We choose all the 2 http://icl.pku.edu.cn/ icl_groups/corpus/dwldform1.asp sense-tagged data of STC as our evaluation corpus. Table 2 is the overview [4] of STC.
B. Experiment on STC
From the tagged polymoneous words, we choose verbs and nouns which all have fine-grained tag and more than 5 instances in STC. We enumerate all N-grams (considered only 2-gram and 3-gram) of these words whose N-gram frequency counts are more than twice, list all their labels counts, compute the entropy of every N-gram. For contrast, we also take POS into account. The results are showed in Table 3 .
In Table 3 a function word, c -1 , is a content word and w 0 is the target word. Agreement (Agr.) means the underlying probability distributions of sense conditional on N-gram. For example, for the 2-gram pattern WC, the value of 0.931 indicates that on average, given a specific 2-gram we will expect to see the same 93.1% the time. This mean distribution is also reflected in the entropy (Ent.) column. 
C. Discussion
For the N-grams studied, it appears that the hypothesis of OSPN holds with high probability for disambiguation of nouns and verbs. The experimental results in the Agr. column of Table 3 Figure 1 shows that the N-grams with target nouns have better agreement than that with target verbs. It also shows that the N-grams with content words have better agreement than that with function words, as in consistent with Yarowsky [1] .
Although function words and content words differ in behavior, function words could still provide enough disambiguation information. Figure 2 shows that even if the 3-gram are composed of both function words (beside target word), the agreement is basically equal to that of 2-gram which are composed of content words. It is a little different with Yarowsky [1] , where the best performance of function words in disambiguation is at a precision of 13% above chance. We suppose function words in N-gram could provide enough disambiguation information like one content word in collocation, especially in Chinese which function words may play more important roles. For example, to target word the WFF 3-gram " " which composing of two function words " " has explicit indication to /!0-2 (become).
III. APPLICATION IN WSD
Although similar to what Yarowsky [1] stated that if we actually build a disambiguation procedure using exclusively the 3-gram as information, such a system performs over 95.4% precision on new data where the 3-gram appears to the sentences. For which there is information in the model, it should be noted that we should label all the 3-gram for every target words. It really needs a large amount of work.
Actually, we designed a prototype sense disambiguation system based on another method. We start from a initial labeled set, use the labeled instances to extract their 3-gram of the target words, then the sense of the 3-gram is the label of the corresponding instance. More instances contain the same 3-gram can be extracted from a large corpus or web. For every sense of every target word, we can get many corresponding N-grams and many instances. Let these instances be the sense labeled training set of the target word, thus we can use any machine learning method to train a classifier and make disambiguation. Here we use Naïve Bayes classifier which has been generally used in WSD.
We evaluate our prototype disambiguation system on Multilingual Chinese-English Lexical Sample task (MCELS) [5] in Semeval-2007. The training set of MCELS is our initial labeled set. We use all the 3-gram (-1,1) and 8832 instances are extracted from the 2001 year People's Daily (about 116M bytes). Features are selected with the words, POS and the 2-grams in the context window which target words are centered. Table 4 shows the results that all the three systems including S-EX which only use the extracted instance are prior to the MFS. Combining all the instances (S-ALL) made a slight improvement (2.7%) using only the instances in MCELS training samples (S-MCELS). The result indicates that the instances extracted by OSPN can help disambiguation. The performance is average, for the very unbalance sense distribution between the extracted instances and MCELS training samples. We suppose that the performance would improve a lot if instances are extracted from web and the sense distribution could be controlled to match that of MCELS training samples. For infrequent sense we can identified like Peng [6] . For Predominant Word Senses, we can estimate sense distribution automatically like Diana [7] . These are parts of work on our future study.
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IV. DISCUSSIONS
Like OSPC, OSPN can be used in many NLP applications such as sense-corpus creation and verification, WSD, MT, IR Ontology Construction [8] and so on. OSPN let us to think over on whether and how MT (especially phrase-based SMT) and IR can benefit from WSD. Based on our observation, supposition and experiment in WSD, we support the viewpoint the phrase sense disambiguation outperforms word sense disambiguation for statistical machine translation [9] .
OSPN also let us reconsider the relationship between statistical methods and the knowledge of linguistics, for as a whole it does not need to differentiate the POS of words and the traditional information of syntactic.
V. RELATED WORKS
Recently, the Web 1T 5-gram dataset [10] has been utilized in many NLP tasks like MT [11, 12] , Lexical Disambiguation [13] and preposition selection [14] and etc. Many researches on lexical substitution [15] show that semantic related task can also benefit from N-gram much like [16] [17] [18] and etc.
Our work is most inspired by yarowsky [1] who points out that ambiguity can be easily disambiguate by a single word, by Yuret [16] who shows the protential ability of Ngram on WSD, by Diana [15] who has creative insight in lexical substitution and by Mihalcea [19] who retrieval tagged examples automatically on Web.
VI. CONCLUSION AND FUTURE WORK
This paper has examined some of the basic distributional properties of lexical ambiguity in Chinese language. Our experiments have shown that an ambiguous word has only one sense in a given N-gram with a probability of 85.9-99.6%. To function words, it is a little different with one sense per collocation supposition, at least in Chinese language. We discussed the implications of these results in a WSD task and proved its validity.
In the future, we will expand the scale of our experiments and compare more languages like English, Japanese and etc. The function words are our key point in future studies. For WSD task, we will attempt to retrieval more N-gram pattern instances from Web.
