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Abstract
We study the effects of advection along environmental gradients on logistic reaction–diffusion
models for population growth. The local population growth rate is assumed to be spatially
inhomogeneous, and the advection is taken to be a multiple of the gradient of the local population
growth rate. It is also assumed that the boundary acts as a reflecting barrier to the population. We
show that the effects of such advection depend crucially on the shape of the habitat of the population:
if the habitat is convex, the movement in the direction of the gradient of the growth rate is always
beneficial to the population, while such advection could be harmful for certain non-convex habitats.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
Reaction–diffusion equations have been extensively used to model biological problems,
and a common assumption is that the dispersal of the population is random. One of the
well-known examples is the following logistic reaction–diffusion model for population
growth:
ut =∆u+ λu
[
m(x)− u] in Ω × (0,∞), (1.1a)
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∂u
∂ν
= 0 on ∂Ω × (0,∞), (1.1b)
where u(x, t) represents the population density, ∆ = ∑ni=1(∂2/∂x2i ) is the Laplace
operator in Rn, λ > 0 is the inverse of dispersal rate, m(x) accounts for the local growth
rate, Ω is the habitat of the population and is assumed to be a bounded region of Rn with
boundary ∂Ω , and ν is the outward unit normal vector on ∂Ω .
If the environment is spatially heterogeneous, i.e., m(x) is not a constant, then the
population may have a tendency to move along the gradient of m(x) in addition to random
dispersal. This leads Belgacem and Cosner [2] to add an advection term to (1.1) and
consider the following model:
∂u
∂t
=∇ · [∇u− αu∇m] + λu[m(x)− u] in Ω × (0,∞), (1.2a)
∂u
∂ν
− αu∂m
∂ν
= 0 on ∂Ω × (0,∞). (1.2b)
The constant α measures the rate at which the population moves up the gradient of m(x).
Throughout this paper we only consider the case α  0, i.e., the population moves in the
direction along which m is increasing. The boundary condition (1.2b) ensures that the
boundary acts as a reflecting barrier to the population, i.e., no-flux across the boundary.
Besides the no-flux boundary condition (1.2b), Belgacem and Cosner [2] also stud-
ied (1.2a) along with the Dirichlet condition u= 0 on ∂Ω , which is referred to as the lethal
boundary condition. Among other things, it is shown in [2] that the effects of the advec-
tion term αu∇m depend critically on boundary conditions: for boundary condition (1.2b),
sufficiently rapid movement in the direction of m(x) is always beneficial, but if the bound-
ary condition is lethal, then movement up the gradient of m(x) may be either beneficial
or harmful depending on the specific situation. We refer to [1] and [2] for more detailed
description of their results and references to the extensive literature on diffusion models
for dispersal of populations. For more sources of such information, we refer the interested
reader to [9], [17], and [18] and references therein.
Some interesting questions about (1.2) were left open as mentioned in [1] and [2]. To
address these questions, it is helpful to discuss some known results on (1.2) in greater
detail. According to [2], for every α, there exists an unique non-negative constant λ∗ =
λ∗(α) such that the following holds:
(i) If λ > λ∗, (1.2) has a unique positive equilibrium (steady state) which is globally
attracting among non-zero non-negative solutions of (1.2);
(ii) If λ∗ > 0 and 0 < λ λ∗, then all non-negative solutions of (1.2) converge to zero as
t →∞.
Results of this type for Dirichlet boundary conditions are given in [4]; see also the
appendix of [5] or the more general results given in [11].
The constant λ∗ is the principal eigenvalue of an eigenvalue problem related to (1.2).
By [2] (see also [1]), λ∗ can be characterized by
λ∗ := inf
ϕ∈S
∫
Ω e
αm|∇ϕ|2∫
Ω e
αmmϕ2
, (1.3)
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Fig. 1. A typical diagram for equilibrium and dynamics of (1.2) when m changes sign and ∫Ω m(x)dx < 0: if
λ λ∗, then u≡ 0 is the global attractor of (1.2); if λ > λ∗ , then (1.2) has a unique positive equilibrium and it is
the global attractor of (1.2).
Fig. 2. A possible graph of λ∗(α) when m changes sign and
∫
Ω m< 0.
where
S =
{
ϕ ∈W 1,2(Ω):
∫
Ω
eαmmϕ2 > 0
}
. (1.4)
Such a characterization of λ∗ goes back to Fleming [8]; see also [3]. It can be easily
shown (see our Proposition 2.1) that if ∫Ω m 0, then λ∗ ≡ 0 for α  0; if m changes sign
and
∫
Ω m< 0, then there exists a unique α∗ > 0 such that λ∗ > 0 if α < α∗, and λ∗ ≡ 0 if
α  α∗. Therefore throughout this paper we shall assume
m changes sign and
∫
Ω
m< 0. (1.5)
We are now ready to address the main question of this paper.
Question. If we start with α = 0, i.e., without directed motion up the gradient of m(x), is
increasing α always beneficial to the survival of population?
In terms of λ∗, for small α, this is equivalent to asking whether (dλ∗/dα)(0) < 0.
Since the population can survive if and only if λ > λ∗, intuitively we may expect that
the smaller λ∗ is, the more likely it is that the population will survive. In this connection,
the following result is somewhat surprising.
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(a)
(b)
Fig. 3. (a) Shows the graph of the growth rate m(x) which is assumed to depend only on x1; (b) Shows a type of
thin non-convex domains for which the directed movement of the species along the gradient of the growth rate
could be harmful to species.
Theorem 1.1. Suppose that (1.5) holds.
(i) For any convex domain Ω and any growth rate m(x), (dλ∗/dα)(0) < 0;
(ii) There exist some non-convex domains Ω and growth rates m(x) such that (dλ∗/
dα)(0) > 0.
Part (ii) of Theorem 1.1 seems to be counterintuitive because common sense suggests
that movement in the increasing direction of the growth rate should be helpful to the
population. A biological interpretation of (ii) is still lacking at this moment, and in
Section 4 we shall give more detailed discussions about part (ii).
The type of domains constructed in (ii) are so-called thin domains, and there has been
some active research on the equilibria and dynamics of evolution equations in thin domains:
e.g., bistable scalar equation in thin tubular domains [24], Navier–Stokes equations in thin
3D domains [21–23], reaction–diffusion equations in thin domains [12–14], the Lotka–
Volterra competition–diffusion system in thin tubular domains [15], Ginzburg–Landau
equation in thin domains [7], and subharmonic solutions [19]. See also the survey [20]
about PDEs in thin domains.
Theorem 1.1 is a local result which only deals with small positive α. With an extra
condition on m(x), we can prove the following global result which answers the previous
question affirmatively.
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Theorem 1.2. Suppose that (1.5) holds, Ω is convex, and the quadratic form generated
by the matrix (mxixj )1i,jn is non-positive. Then dλ∗/dα < 0 for all 0  α < α∗. In
particular, this implies that
λ∗(0)= max
α0
λ∗(α). (1.6)
Remark 1.3. The biological meaning of (1.6) is that the movement in the increasing
direction of m is always beneficial to the population. While the convexity of Ω is important
for (1.6) to hold, it is unknown whether the assumption on (mxixj )1i,jn is necessary.
The paper is organized as follows. We establish part (i) of Theorem 1.1 and Theorem 1.2
in Section 2. In Section 3 we shall prove part (ii) of Theorem 1.1. The implications of our
results will be briefly discussed in Section 4.
2. Convex domains
We first prove some properties of the quantity λ∗ which is defined by (1.3) and (1.4).
Proposition 2.1. If ∫
Ω
m  0, then λ∗(α) ≡ 0 for any α  0; if m changes sign and∫
Ω m < 0, then there exists a unique α∗ > 0 such that λ∗ > 0 if α < α∗, and λ∗(α) ≡ 0
if α  α∗.
Proof. By Proposition 2.1 of [2], λ∗ > 0 if and only if
f (α) :=
∫
Ω
meαm < 0. (2.1)
Observe that
f ′(α)=
∫
Ω
m2eαm > 0, (2.2)
f (0)=
∫
Ω
m(x) dx, (2.3)
lim
α→+∞f (α)=+∞ if
{
x: m(x) > 0
} = ∅. (2.4)
If
∫
Ω m  0, by (2.2) and (2.3) we see that f (α) > 0 for any α  0. Hence in view
of (2.1), λ∗(α)≡ 0 when
∫
Ω
m 0; If m changes sign and
∫
Ω
m< 0, since f (0) < 0 and
f is strictly increasing, f (α) > 0 for α 1, we see that there exists a unique α∗ > 0 such
that f (α) > 0 if α > α∗, and f (α) < 0 if 0 α < α∗. This together with (2.1) implies that
λ∗ > 0 for α < α∗, λ∗ ≡ 0 for α > α∗. ✷
By the definition of λ∗, there exists ϕ = ϕ(x;α) > 0 such that
−∆ϕ − α∇m · ∇ϕ = λ∗mϕ in Ω, (2.5a)
∂ϕ
∂ν
= 0 on ∂Ω. (2.5b)
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The following formula for dλ∗/dα will be crucial in the proofs of Theorems 1.1 and 1.2.
Lemma 2.2.
−λ∗ dλ∗
dα
=
∫
Ω
(
eαm|Hessϕ|2 − λ∗eαmm|∇ϕ|2
)− 1
2
∫
∂Ω
eαm
∂
∂ν
(|∇ϕ|2)
− α
∫
Ω
eαm(∇ϕ)T ·Hessm · ∇ϕ, (2.6)
where Hessϕ denotes the Hessian of ϕ, and |Hessϕ|2 =∑1i,jn(ϕxixj )2.
Proof. Differentiating (2.5a) with respect to xi and writing it in vector form we have
−∇(∆ϕ)− αHessm · ∇ϕ − αHessϕ · ∇m= λ∗ϕ∇m+ λ∗m∇ϕ. (2.7)
Taking the inner product of (2.7) and eαm∇ϕ, integrating in Ω , we have
λ∗
∫
Ω
eαmϕ(∇m · ∇ϕ)=
∫
Ω
{−∇(∆ϕ) · ∇ϕeαm− αeαm(∇ϕ)T ·Hessm · ∇ϕ
− αeαm(∇m)T ·Hessϕ · ∇ϕ − λ∗eαmm|∇ϕ|2
}
. (2.8)
Multiplying the following identity
|Hessϕ|2 +∇(∆ϕ) · ∇ϕ = 1
2
∆
(|∇ϕ|2) (2.9)
by eαm, integrating by parts we have∫
Ω
[∇(∆ϕ) · ∇ϕeαm+ eαm|Hessϕ|2]= 1
2
∫
Ω
eαm∆
(|∇ϕ|2)
= 1
2
∫
∂Ω
eαm
∂
∂ν
|∇ϕ|2 − α
∫
Ω
eαm(∇m)T ·Hessϕ · ∇ϕ. (2.10)
By (2.9) and (2.10) we have
λ∗
∫
Ω
eαmϕ(∇m · ∇ϕ)=
∫
Ω
(
eαm|Hessϕ|2 − λ∗eαmm|∇ϕ|2
)− 1
2
∫
∂Ω
eαm
∂
∂ν
|∇ϕ|2
− α
∫
Ω
eαm(∇ϕ)T ·Hessm · ∇ϕ. (2.11)
By (3.8) of [2],
dλ∗
dα
=−
∫
Ω
eαmϕ(∇m · ∇ϕ). (2.12)
It is easy to see that (2.6) follows from (2.11) and (2.12). ✷
We also need the following result due to Casten and Holland [6] and Matano [16].
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Lemma 2.3. If w ∈ C1(Ω), ∂w/∂ν = 0 on ∂Ω , and Ω is convex, then (∂/∂ν)(|∇w|2) 0
on ∂Ω .
Proof of Theorem 1.1(i). Set ψ = ϕ|α=0. Then ψ > 0 satisfies
−∆ψ = λ∗(0)mψ in Ω, (2.13a)
∂ψ
∂ν
= 0 on ∂Ω. (2.13b)
Letting α = 0 in (2.6), we have
−λ∗(0)dλ∗
dα
(0)=
∫
Ω
[|Hessψ|2 − λ∗(0)m|∇ψ|2]− 12
∫
∂Ω
∂
∂ν
|∇ψ|2. (2.14)
By the variational characterization of λ∗(0), we see that∫
Ω
|∇Φ|2  λ∗(0)
∫
Ω
mΦ2, ∀Φ ∈W 1,2(Ω). (2.15)
Setting Φ =ψxi , 1 i  n in (2.15), we have∫
Ω
|∇ψxi |2  λ∗(0)
∫
Ω
mψ2xi , 1 i  n. (2.16)
Summing up i in (2.16) from i = 1 to i = n, we get∫
Ω
|Hessψ|2  λ∗(0)
∫
Ω
m|∇ψ|2. (2.17)
We further show that the inequality (2.17) is strict; if not, then (2.16) should be
inequality for all 1 i  n, i.e.,∫
Ω
|∇ψxi |2 = λ∗(0)
∫
Ω
mψ2xi , 1 i  n. (2.18)
Since λ∗(0) is the principal eigenvalue of (2.13) (see, e.g., [1] and [8]), (2.18) implies
that ψxi = τiψ for some constants τi , 1 i  n. Thus ψ(x)= C exp(
∑n
i=1 τixi) for some
positive constantC. Hence∆ψ = (∑ni=1 τ 2i )ψ , which contradicts (2.13a) as m ≡ constant.
This together with (2.17) implies that∫
Ω
|Hessψ|2 > λ∗(0)
∫
Ω
m|∇ψ|2. (2.19)
By Lemma 2.3 we see that (∂/∂ν)|∇ψ|2  0 on ∂Ω , which ensures∫
∂Ω
∂
∂ν
|∇ψ|2  0. (2.20)
Therefore by (2.14), (2.19) and (2.20) we have (dλ∗/dα)(0) < 0. ✷
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Proof of Theorem 1.2. By (1.3) we have∫
Ω
eαm|∇Φ|2  λ∗
∫
Ω
eαmmΦ2, ∀Φ ∈W 1,2(Ω). (2.21)
By letting Φ = ϕxi , 1 i  n, as in the proof of (i) of Theorem 1.1, we have∫
Ω
eαm|Hessϕ|2  λ∗
∫
Ω
eαmm|∇ϕ|2. (2.22)
Since (∂/∂ν)(|∇ϕ|2) 0 on ∂Ω , we have∫
∂Ω
eαm
∂
∂ν
(|∇ϕ|2) 0. (2.23)
Finally, since the symmetric matrix Hessm is non-positive, we have∫
Ω
eαm(∇ϕ)T ·Hessm · ∇ϕ  0. (2.24)
By (2.6), (2.22)–(2.24) we have −λ∗(dλ∗/dα)  0. A similar argument as in the
proof of (i) of Theorem 1.1 will imply that −λ∗(dλ∗/dα) > 0 as long as λ∗(α) > 0,
i.e., 0  α < α∗. This ensures dλ∗/dα < 0 for all 0  α < α∗. Since λ∗(0) > 0 and
λ∗(α) ≡ 0 for α  α∗, we see that λ∗(0) = maxα0 λ∗(α). This completes the proof of
Theorem 1.2. ✷
Remark 2.4.
(i) λ∗ ∈ C∞[0,∞) as a function of α, but it is not analytic at α = α∗.
(ii) The assumption about (mxixj )1i,jn would be unnecessary if the following inequal-
ity held:∫
Ω
eαm|Hessϕ|2  λ∗
∫
Ω
eαmm|∇ϕ|2 + α
∫
Ω
eαm(∇ϕ)T ·Hessm · ∇ϕ. (2.25)
We do not know whether (2.25) holds in general.
3. Non-convex domains
In this section we search for a domain Ω and function m(x) such that (dλ∗/dα)(0) > 0.
Of course Ω has to be non-convex and m(x) should still satisfy (1.5). The domain Ω that
we are looking for is a typical thin domain: more precisely, consider
−∆ϕ − α∇m · ∇ϕ = λ∗mϕ in Ω", (3.1a)
∂ϕ
∂ν"
= 0 on ∂Ω", (3.1b)
C. Cosner, Y. Lou / J. Math. Anal. Appl. 277 (2003) 489–503 497
where Ω" is given by
Ω" := (0,1)×
(
0, "a(x1)
)= {(x1, x2) ∈R2: 0< x1 < 1, 0 < x2 < "a(x1)}, (3.2)
where a(x1) is a positive smooth function in [0,1], " is a small positive constant, ∂Ω" is
the boundary of Ω" , and ν" is the outward unit normal vector on ∂Ω" . It is obviously that
part (ii) of Theorem 1.1 follows from the following result.
Theorem 3.1. There exist functions m and a such that if " > 0 is sufficiently small, we have
(dλ∗/dα)(0) > 0.
We start with a one-dimensional eigenvalue problem
(ψ1)t t + λ1m1(t)ψ1 = 0 in (0,1), (3.3a)
ψ1,t (0)=ψ1,t (1)= 0, (3.3b)
where m1 changes sign and
∫ 1
0 m1(t) dt < 0. It is well-known that (3.3) has a non-trivial
solution ψ1 > 0 in [0,1] with corresponding eigenvalue λ1 > 0. We first prove some
properties of ψ1.
Lemma 3.2. The function (ψ1)t t · (ψ21 )t t is negative somewhere in (0,1).
Proof. Let I1 denote a connected component of the open set {t : 0 < t < 1, m1(t) > 0}.
By (3.3a), since λ1 > 0, ψ1 > 0, we see that (ψ1)t t < 0 in I1. Hence it suffices to show
that (ψ21 )t t is positive somewhere in I1. We argue by the contradiction: suppose not, i.e.,
(ψ21 )t t  0 in I1. Notice that by (3.3a),(
ψ21
)
t t
= 2(ψ21,t − λ1m1(t)ψ21 ) 0 in I 1. (3.4)
By the definition of I1, (3.3a) and (3.4), we see that ψ1,t = 0 on ∂I1. However, by
integrating (3.3a) in I1 we get λ1
∫
I1
m1(t)ψ1 = 0, which is a contradiction since m1 > 0
in I1 and ψ1 > 0. This proves Lemma 3.2. ✷
Corollary 3.3. There exists a1(t) > 0 in [0,1] such that
1∫
0
a−21
[
(ψ1,t t )
2 − λ1m1(t)(ψ1,t )2
]
dt < 0. (3.5)
Proof. By (3.3a),
(ψ1,t t )
2 − λ1m1(t)(ψ1,t )2 = (ψ1,t t )2 +
ψ1,t tψ
2
1,t
ψ1
= ψ1,t t (ψ
2
1 )t t
2ψ1
. (3.6)
By (3.6) and Lemma 3.2, (ψ1,t t )2 − λ1m1(ψ1,t )2 is negative somewhere in (0,1). Hence
there exists a1(t) > 0 in [0,1] such that (3.5) holds. ✷
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We now introduce a new variable y1 in the following way:
y1 :=
t∫
0
a1(s) ds. (3.7)
By rescaling a1 suitably we may assume that
∫ 1
0 a1(s) ds = 1. Since dy1/dt = a1(t) >
0, y1 = y1(t) is invertible and we denote its inverse as t = t (y1).
Set
a(y1) := a1
(
t (y1)
)
, m(y1) := m1(t (y1))
a21(t (y1))
, (3.8)
ψ(y1) :=ψ1
(
t (y1)
)
. (3.9)
It is easy to check that ψ(y1) satisfies
a−1(aψy1)y1 + λ1mψ = 0 in (0,1), (3.10a)
ψy1(0)=ψy1(1)= 0. (3.10b)
Under the new variable y1 Corollary 3.3 can be rewritten as
Corollary 3.4. The functions ψ,a,m satisfy
1∫
0
a−1
[
(aψy1)y1
]2
dy1 < λ1
1∫
0
maψ2y1 dy1. (3.11)
It follows from Corollary 3.4 that
Lemma 3.5.
∫ 1
0 amy1(ψ
2)y1 dy1 < 0.
Proof.
1∫
0
amy1(ψ
2)y1 dy1 =−
1∫
0
m
[
a(ψ2)y1
]
y1
dy1 =−2
1∫
0
m
[
aψ2y1 +ψ(aψy1)y1
]
=−2
1∫
0
{
maψ2y1 − (aλ1)−1
[
(aψy1)y1
]2}
= 2
λ1
{ 1∫
0
a−1
[
(aψy1)y1
]2 − λ1
1∫
0
maψ2y1
}
< 0,
where the last inequality follows from Corollary 3.4. ✷
Set
λ" := λ∗|α=0, ϕ" := ϕ|α=0, (3.12)
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where ϕ is given by (3.1). Then (ϕ", λ") satisfy
−∆ϕ" = λ"m(x1)ϕ" in Ω", (3.13a)
∂ϕ"
∂ν"
= 0 on ∂Ω". (3.13b)
We first prove some estimates for λ" .
Lemma 3.6. ∃C > 0 such that for sufficiently small ", we have C−1  λ"  C.
Proof. Recall that λ" is given by
λ" := inf
Φ∈S"
∫∫
Ω"
|∇Φ|2 dx∫∫
Ω"
m(x1)Φ2(x) dx
, (3.14)
where
S" =
{
Φ ∈W 1,2(Ω"):
∫ ∫
Ω"
m(x1)Φ
2(x) dx > 0
}
.
Notice that m(x1) is independent of x2. To prove the upper bound of λ" , let Φ(x)=Φ(x1)
for any Φ(x1) satisfying
∫ 1
0 a(x1)m(x1)Φ
2(x1) dx1 > 0. Then by (3.14) we have
λ" 
∫ 1
0
∫ "a(x1)
0 Φ
2
x1 dx1 dx2∫ 1
0
∫ "a(x1)
0 mΦ
2 dx1 dx2
=
∫ 1
0 aΦ
2
x1 dx1∫ 1
0 maΦ
2 dx1
<∞, (3.15)
which gives a uniform upper bound for λ" ; for the lower bound, set Ω1 = [0,1] ×
[0, a(x1)], y1 = x1, y2 = x2/", and
S1 =
{
Φ ∈W 1,2(Ω1):
∫ ∫
Ω1
m(y1)Φ
2(y) dy > 0
}
.
Then
λ"  inf
Φ∈S1
∫∫
Ω1
(Φ2y1 + 1"2Φ2y2) dy1 dy2∫∫
Ω1
m(y1)Φ2(y) dy1 dy2
 inf
Φ∈S1
∫∫
Ω1
(Φ2y1 +Φ2y2) dy1 dy2∫∫
Ω1
m(y1)Φ2 dy1 dy2
:= C
(3.16)
provided that 0 < "  1. We claim that C > 0. To show this assertion, notice that C > 0
if and only if m changes sign and
∫∫
Ω1
m(y1) dy1 dy2 < 0 (see, e.g., [8]), where the latter
follows from
∫ ∫
Ω1
m(y1) dy1 dy2 =
1∫
0
m(y1)a(y1) dy1 =
1∫
0
m1(t (y1))
a1(t (y1))
dy1
=
1∫
0
m1(t) dt < 0. (3.17)
This completes the proof of Lemma 3.6. ✷
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Proof of Theorem 3.1. Set
y1 = x1, x2 = "a(y1)y2, (3.18)
ϕ"(y1, y2) := ϕ"(x1, x2), (3.19)
where ϕ" solves (3.13). Without loss of generality, we may assume that
‖ϕ"‖L2(Ω) = 1, ∀" > 0, (3.20)
where Ω = (0,1)× (0,1). As in Hale and Raugel [12], ϕ" satisfies
−∇ · (B"ϕ")+ λ"m(y1)a(y1)ϕ" = 0 in Ω, (3.21a)
B"ϕ" · ν = 0 on ∂Ω, (3.21b)
where ν is the outward unit normal vector on ∂Ω , and B" is given by
B"u=
(
auy1 − ay1y2uy2,−ay1y2uy1 +
1+ "2a2y1y22
a"2
uy2
)
. (3.22)
Similar to Proposition 1.2 of [12], we have the following a priori estimate: there exists
positive constant C such that for small " > 0,
‖ϕ"‖W 1,2(Ω) + "−1‖ϕ",y2‖L2(Ω)  C, (3.23)
where ϕ",y2 = ∂ϕ"/∂y2. To prove (3.23), multiplying (3.21a) by ϕ" , integrating in Ω ,
using (3.21b) we have∫
Ω
[
a(ϕ",y1 − ay1a−1y2ϕ",y2)2 + "−2a−1ϕ2",y2
]
 C, (3.24)
from which and ‖ϕ"‖L2(Ω) ≡ 1 (3.23) follows.
By Lemma 3.6, passing to a subsequence if necessary, we may assume that λ" →
λ˜ ∈ (0,∞) as " → 0. We will show that λ˜ = λ1, where λ1 is uniquely given by (3.3).
By (3.23) and Sobolev embedding theorem [10], ϕ"(y)→ ϕˆ(y) weakly in W 1,2(Ω) and
strongly in L2(Ω). Since ‖ϕ"‖L2(Ω) = 1 and ϕ" > 0 in Ω , we see that ‖ϕˆ‖L2(Ω) = 1 and
ϕˆ  0 a.e. in Ω . Since ‖ϕ",y2‖L2(Ω)  C" → 0 as " → 0, we have ϕˆy2 = 0 a.e. in Ω .
This implies that ϕˆ(y)= ϕ˜(y1) for some ϕ˜(y1). As ‖ϕˆ‖L2(Ω) = 1, ϕˆ  0, we have ϕ˜  0,
ϕ˜ ≡ 0.
For any function η(y1) ∈W 1,2((0,1)), by (3.21) we have
−
∫ ∫
Ω
(aϕ",y1 − ay1y2ϕ",y2)ηy1 dy1 dy2 + λ"
∫ ∫
Ω
maηϕ" dy1 dy2 = 0. (3.25)
Passing to the limit in (3.25) we have, using ‖ϕ",y2‖L2(Ω) → 0,
−
1∫
0
aϕ˜y1ηy1 dy1 + λ˜
1∫
0
maηϕ˜ dy1 = 0, ∀η ∈W 1,2
(
(0,1)
)
. (3.26)
By standard regularity theory, ϕ˜ solves the following equation:
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a−1(aϕ˜y1)y1 + λ˜mϕ˜ = 0 in (0,1), (3.27a)
ϕ˜y1(0)= ϕ˜y1(1)= 0, ‖ϕ˜‖L2(0,1) = 1, ϕ˜  0 in (0,1). (3.27b)
By comparing (3.27) to (3.10) we see that, by rescaling ψ(y1) if necessary, we have λ˜= λ1
and ϕ˜ ≡ ψ , where ψ is given by (3.9).
We are now ready to calculate (dλ∗/dα)(0). According to [2],
dλ∗
dα
(0)=−1
2
∫ ∫
Ω"
∇m · ∇(ϕ")2 dx1 dx2, (3.28)
where ϕ" = ϕ|α=0 satisfies (3.13). Since m(x)=m(x1), we have
−1
"
dλ∗
dα
(0)= 1
"
1∫
0
"a(x1)∫
0
mx1ϕ
"ϕ"x1 dx1 dx2. (3.29)
By the transformation (3.18) and (3.19), it is easy to check that
ϕ"x1 = ϕ",y1 − ay1a−1y2ϕ",y2 . (3.30)
Therefore by the change of variables (3.18), we have
−1
"
dλ∗
dα
(0)=
1∫
0
1∫
0
my1aϕ"[ϕ",y1 − ay1a−1y2ϕ",y2]dy1 dy2. (3.31)
Recall that we have shown ϕ"(y)→ ψ(y1) strongly in L2, ϕ",y1 → ψy1 weakly in L2,
‖ϕ",y2‖L2(Ω) → 0 as " → 0, where ψ is given by (3.10). Passing to the limit in (3.31) we
have
lim
"→0
−1
"
dλ∗
dα
(0)=
1∫
0
1∫
0
my1aψψy1 dy1 dy2 =
1
2
1∫
0
amy1(ψ
2)y1 dy1 < 0,
where the last step follows from Lemma 3.5. This implies that for 0 < "  1,
(dλ∗/dα)(0) > 0. The proof of Theorem 3.1 is now complete. ✷
4. Discussion
It is natural to expect that movement in the direction of increasing environmental quality
should benefit individuals and thus populations. It was observed in [2] that this may not be
the case if the boundary of the environment is lethal and the regions which would otherwise
have the highest environmental quality are located near the boundary. In that situation the
presence of the lethal boundary counteracts the benefits of higher environmental quality.
On the other hand, it was shown in [2] that if the boundary of the environment is a reflecting
barrier (i.e., if the boundary conditions are no-flux), then sufficiently rapid movement in
the direction of increasing environmental quality is beneficial. It was also conjectured
that movement in the direction of increasing environmental quality would always be
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Fig. 4. Figure shows the same nonconvex domain as in Fig. 3(b). The environmental quality m(x) is assumed to
depend only on x1 and is the same as shown in Fig. 3(a). An individual moving in the direction of increasing
m(x) at the point indicated by the arrow in Fig. 4 cannot go further, but a randomly moving individual starting
at that point might move in the direction of decreasing x2, and thus might eventually be able to “turn the corner”
and move into the central region of most favorable environment.
beneficial if the boundary is a barrier. The results of the present article show that the
conjecture is false in general, although it is true for convex environments under certain
assumptions about the function m(x) describing environmental quality. The hypotheses
on m(x) may or may not be crucial, but the assumption of convexity seems to be. The
mechanism by which movement toward more favorable environments can be harmful is
not clear in the case of no-flux boundary conditions. One possibility is that in non-convex
domains there may be regions from which the best environments cannot be reached by
direct movement in the direction of increasing environmental quality. (See Fig. 4.) In
such cases an individual moving at random might be more likely to find the round-about
path to the best environment than an individual moving only in the direction of increasing
environmental quality.
References
[1] F. Belgacem, Elliptic Boundary Value Problems with Indefinite Weights: Variational Formulations of the
Principal Eigenvalue and Applications, in: Pitman Res. Notes Math. Ser., Vol. 368, Longman, Harlow, 1997.
[2] F. Belgacem, C. Cosner, The effects of dispersal along environmental gradients on the dynamics of pop-
ulations in heterogeneous environment, Canad. Appl. Math. Quart. 3 (1995) 379–397.
[3] K.J. Brown, S.S. Lin, On the existence of positive eigenfunctions for an eigenvalue problem with indefinite
weight function, J. Math. Anal. Appl. 75 (1980) 112–120.
[4] R.S. Cantrell, C. Cosner, Diffusive logistic equations with indefinite weights: population models in disrupted
environments II, SIAM J. Math. Anal. 22 (1991) 1043–1064.
[5] R. Cantrell, C. Cosner, V. Hutson, Ecological models, permanence, and spatial heterogeneity, Rocky
Mountain J. Math. 26 (1996) 1–35.
[6] R.G. Casten, C. Holland, Instability result for reaction–diffusion equations with Neumann boundary
conditions, J. Differential Equations 27 (1978) 266–273.
[7] X.Y. Chen, S. Jimbo, Y. Morita, Stabilization of vortices in the Ginzburg–Landau equation with a variable
diffusion coefficient, SIAM J. Math. Anal. 29 (1998) 903–912.
[8] W.H. Fleming, A selection-migration in population genetics, J. Math. Biol. 2 (1975) 219–223.
[9] P.C. Fife, Mathematical Aspects of Reacting and Diffusing Systems, in: Lecture Notes in Biomath., Vol. 28,
Springer, Berlin, 1979.
C. Cosner, Y. Lou / J. Math. Anal. Appl. 277 (2003) 489–503 503
[10] D. Gilbarg, N.W. Trudinger, Elliptic Partial Differential Equations of Second Order, Springer, Berlin, 1977.
[11] P. Hess, Periodic–Parabolic Boundary Value Problems and Positivity, in: Pitman Res. Notes Math. Ser.,
Vol. 247, Longman, Harlow, 1991.
[12] J.K. Hale, G. Raugel, Reaction–diffusion equation on thin domains, J. Math. Pures Appl. 71 (1992) 33–95.
[13] J.K. Hale, G. Raugel, A reaction–diffusion equation on a thin L-shaped domain, Proc. Roy. Soc. Edinburgh
Sect. A 125 (1995) 283–327.
[14] J.K. Hale, G. Raugel, Attractors and convergence of PDE on thin L-shaped domains, in: Progress in Partial
Differential Equations: The Metz Surveys, 2 (1992), in: Pitman Res. Notes Math. Ser., Vol. 296, Longman,
Harlow, 1993, pp. 149–171.
[15] Y. Kan-on, E. Yanagida, Existence of non-constant stable equilibria in competition–diffusion equations,
Hiroshima Math. J. 23 (1993) 193–221.
[16] H. Matano, Asymptotic behavior and stability of solutions of semilinear diffusion equations, Publ. Res. Inst.
Math. Sci. 15 (1979) 401–454.
[17] J.D. Murray, Mathematical Biology, 2nd ed., in: Biomathematics Texts, Vol. 19, Springer, 1993.
[18] A. Okubo, Diffusion and Ecological Problems: Mathematical Models, in: Biomathematics Texts, Vol. 10,
Springer, Berlin, 1980.
[19] P. Polácˇik, E. Yanagida, Existence of stable subharmonic solutions for reaction-diffusion equations,
J. Differential Equations 169 (2001) 255–280.
[20] G. Raugel, Dynamics of partial differential equations on thin domains, in: Dynamical Systems (Montecatini
Terme, 1994), in: Lecture Notes in Math., Vol. 1609, Springer, Berlin, 1995, pp. 208–315.
[21] G. Raugel, G. Sell, Navier–Stokes equations on thin 3D domains. I. Global attractors and global regularity
of solutions, J. Amer. Math. Soc. 6 (1993) 503–568.
[22] G. Raugel, G. Sell, Navier–Stokes equations on thin 3D domains. II. Global regularity of spatially periodic
solutions, in: Nonlinear Partial Differential Equations and their Applications, in: Pitman Res. Notes Math.
Ser., Vol. 299, Longman, Harlow, 1994, pp. 205–247.
[23] G. Raugel, G. Sell, Navier–Stokes equations on thin 3D domains. III. Existence of a global attractor.
Turbulence in Fluid Flows, in: IMA Vol. Math. Appl., Vol. 55, Springer, New York, 1993, pp. 137–163.
[24] E. Yanagida, Existence of stable stationary solutions of scalar reaction–diffusion equations in thin tubular
domains, Appl. Anal. 36 (1990) 171–188.
