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Abstract
We study the global solvability of the Cauchy–Dirichlet problem for two second order in time nonlinear
integro-differential equations:
1) the extensible beam/plate equation
utt +2u−m
(∫
Ω
|∇u|2 dx
)
u = 0 (x ∈ Ω, t ∈R);
2) a special case of the Kirchhoff equation
utt −
(
a + b
∫
Ω
|∇u|2 dx
)−2
u = 0 (x ∈ Ω, t ∈R).
By exploiting the I -method of J. Colliander, M. Keel, G. Staffilani, H. Takaoka, T. Tao, we prove that both
equations admit global-in-time infinite energy solutions. In case 1), the energy is the mechanical energy; in
case 2), it is a second order invariant introduced by S.I. Pokhozhaev. For the extensible beam equation 1), we
also consider the effect of linear dissipation on such low regularity solutions, and we prove their exponential
decay as t → +∞.
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Let Ω be a bounded smooth open domain of Rn and let m be a positive Lipschitz continuous
function. In this paper we study the initial-boundary value problem for two integro-differential
equations: the generalized extensible beam equation
utt +2u−m
(∫
Ω
|∇u|2 dx
)
u = 0 (x ∈ Ω, t ∈R), (1)
and the Kirchhoff equation
utt −m
(∫
Ω
|∇u|2 dx
)
u = 0 (x ∈ Ω, t ∈R). (2)
In both cases  denotes the Laplace operator acting on the spatial variables, associated with
periodic or Dirichlet boundary conditions. More explicitly, the solutions of Eq. (1), in the Dirich-
let case, will satisfy (in a mild sense) boundary conditions of hinged type,
u(x, t) = 0, u(x, t) = 0 (x ∈ ∂Ω, t ∈R).
Both equations are supplemented with initial conditions
u(x,0) = u0(x), ut (x,0) = u1(x), x ∈ Ω. (3)
Equation (2), when Ω is a bounded interval of the real line and m(ρ) = C1 +C2ρ, represents
the simplest possible nonlinear model for transversal vibrations of a stretched string [14,26,28].
In essence, the integral term is an average of the change in tension along the length of the string,
due to its extensibility. The same average procedure is taken into account in Eq. (1) to model the
transversal vibrations of a thin extensible beam/plate [13,29,39]. As is well known, the stiffness
of the beam, due to a non-negligible cross-section, introduces a restoring force proportional to
the bending angle. It is responsible for the dispersive fourth order term in the equation.
Recently, such equations have received great attention by engineers working in sound syn-
thesis based on digital waveguides. They represent the point of departure to develop tension
modulated models for the sound synthesis of stringed musical instruments [8,34,37,38].
Our aim is to establish global-in-time existence results under very weak regularity require-
ments on the initial data. We remark that the consideration of low regularity solutions is quite
natural in musical applications, where a typical initial configuration is the so-called ‘plucked
string,’ corresponding to a triangle shaped function.
In the present paper, we shall consider solutions below the regularity threshold which makes
finite some positive functional conserved by time evolution: the mechanical energy for Eq. (1);
a second order invariant, introduced by S.I. Pokhozhaev [31], for a special case of Eq. (2). Hence,
our results may be classified as ‘global well-posedness below the energy norm’ (G-W-P-B-E-N).
This problem, for semilinear hamiltonian PDE’s, was introduced, and partially solved, by J. Bour-
gain [10,11].
In very general terms, the G-W-P-B-E-N problem may be expressed as follows. Suppose that
the Cauchy problem for a nonlinear evolution equation{
U ′(t) = F (U(t)) (t ∈R), (4)
U(0) = U0,
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Xs , there exists a positive time T = T (U0) and a unique solution U ∈ C0([0, T );Xs) to the
problem (4).
In addition, assume, that for some s1 > s0, there exists a functional, the ‘energy’ E :Xs1 →R,
invariant by time evolution, that is
E(U(t))= E(U0) (0 t < T ).
If this conservation law provides an a priori bound for the Xs1 -norm of the solutions, by
standard continuation arguments, one has that the Cauchy problem is globally well-posed in Xs1 .
In general, the energy is not defined on the spaces Xs for s < s1, hence we may call the solutions
corresponding to initial data in Xs as ‘infinite energy solutions.’
The G-W-P-B-E-N problem consists in showing that, at least for some s < s1, theXs -solutions
can be extended to any given positive time.
For instance, in the case of the defocusing semilinear Schrödinger equation,
iut = u− u|u|p−1
(
x ∈Rn, t ∈R),
one has Xs = Hs(Rn), with s0 = [n/2 − 2/(p − 1)]+ and s1 = 1. The energy is given by the
hamiltonian functional
H(u) = 1
2
∫
Rn
|∇u|2 dx + 1
p + 1
∫
Rn
|u|p+1 dx.
In order to solve the G-W-P-B-E-N problem at least for some s < 1, Bourgain introduced a
general method which, through a suitable decomposition of the infinite energy solutions into low
and high frequencies components, exploits the a priori bound on the H 1-norm arising form the
conservation of the hamiltonian functional (see also [25] for analogous results on the semilinear
wave equation). In addition, as a byproduct of his analysis, he obtained a regularity property of
the solutions: the difference between the nonlinear flow and the flow of the linearized equation,
ranges in the stronger space H 1(Rn).
For Eqs. (1), (2), this regularity property does not subsist. This is particularly evident for the
quasilinear equation (2), where no reference linearized version is available. For this reason, our
approach will rely on the more stable I -method (also known as the ‘almost conservation law
method’) introduced by J. Colliander, M. Keel, G. Staffilani, H. Takaoka, T. Tao (CKSTT for
brevity) in a series of papers [15–19].
Thanks to the I -method, and a good deal of harmonic analysis, CKSTT were able to solve
the G-W-P-B-E-N problem for semilinear dispersive equations with stronger nonlinearities
than those considered by Bourgain, including the semilinear Schrödinger with derivative, KdV,
Kadomtsev–Petviashvili equations. We refer to [36] for a particularly lucid presentation of the
subtle applications of the I -method in the context of the KdV equation, and for a more exhaustive
list of references.
The general idea of CKSTT is to show that the energy of a suitably smoothed version of the
solution, although not conserved, can be controlled for any given large time. This fact prevents
the solution to blow-up in the weaker norm. The smoothed version of the solution is provided
by the operator IN :Xs → Xs1 (referring to our general discussion). Here the index N repre-
sents a ‘large’ number separating the low frequencies from the high frequencies. It turns out to
be a function of the target time T . The action of IN is that of a projection on the low frequen-
cies components, while it cuts down by a suitable factor the amplitudes of the high frequencies
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self-adjoint operator A).
The application of this method to integro-differential equations such as (2) or (1), turns out
to be very effective and particularly simple, requiring only energy type estimates. In fact, all
the results in the present paper do not depend on the spatial dimension n or on the type of
boundary conditions (periodic or Dirichlet). For this reason, we shall reformulate our problems
in the abstract setting introduced in Section 2, where a positive self-adjoint operator takes the
place of the Laplace operator. As a consequence, the spectral resolution will be the main tool in
our analysis.
For the sake of simplicity, in this introduction, we illustrate the results in the case when both
Eqs. (1) and (2), are subject to periodic boundary conditions in the interval (0,π), i.e. x ∈ T, the
one-dimensional torus.
First, let us consider the simpler semilinear Eq. (1). In this case, it is well known (see [5,
21]) that the problem is globally well-posed for solutions U(t) = (u(t), ut (t)) taking values in
the Hilbert space H 2(T) × L2(T). Indeed, the global solvability is an easy consequence of the
energy conservation law, namely
He(u, t) :=
∫
T
∣∣ut (x, t)∣∣2 dx +
∫
T
∣∣uxx(x, t)∣∣2 dx +M
(∫
T
∣∣ux(x, t)∣∣2 dx
)
= He(u,0) (t ∈R),
where
M(ρ) :=
ρ∫
0
m(r)dr. (5)
On the other hand, by standard arguments one has that the problem (1)–(3) is locally well-
posed for less regular initial data (see Proposition 3.1 in Section 3), precisely in the spaces
Hs(T) × Hs−2(T), for any s  1. This holds true without any growth restriction on the func-
tion m.
In Section 3 we provide a partial answer to the G-W-P-B-E-N problem for Eq. (1). Under the
assumption that the function m grows at infinity as the power ρp , p  1, we show that the initial-
boundary value problem (1)–(3) can be globally solved for initial data in Hs ×Hs−2, whenever
s > 2 − 1/p. In particular, for linear m we have an almost optimal result, leaving unsolved only
the case s = 1.
Let us turn our attention to the quasilinear hyperbolic equation (2). The initial-boundary value
problem for the Kirchhoff equation is known to be locally well-posed for initial data (u0, u1) ∈
Hs(T) × Hs−1(T), for any s  3/2 (see e.g. [3]) and it is globally well-posed for analytical
solutions or for some classes of quasi-analytical solutions [4,7,20,27,30]. The outstanding open
problem for Eq. (2) is its global solvability for Sobolev or even C∞ initial data. We refer to the
surveys [2,35] for other mathematical results on the Kirchhoff equation and more complete lists
of references.
We recall that also Eq. (2) admits an energy conserved by time evolution, that is
Hk(u, t) :=
∫ ∣∣ut (x, t)∣∣2 dx +M
(∫ ∣∣ux(x, t)∣∣2 dx
)
=Hk(u,0) (t ∈R).
T T
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tion law is too weak to extend the life-span of the local solutions.
Higher order conservation laws were considered by Pokhozhaev in [31], where he proved the
existence of a second order invariant for the Kirchhoff equation if and only if m has the form
m(ρ) = 1
(a + bρ)2 . (6)
Thanks to these conservation law, Pokhozhaev [32] showed that, in this special case, the prob-
lem (2)–(3) is globally well-posed in the space H 2 ×H 1.
In this paper we restrict our attention to this particular case of Eq. (2). In Section 4, we
consider the Pokhozhaev invariant as the reference energy, and we prove the G-W-P-B-E-N in
the case when m is increasing, i.e. ab < 0. The regularity assumptions on the initial data include
(u0, u1) ∈ Hs ×Hs−1, for any s > 3/2.
The restriction to m increasing is due to some difficulty in the estimate of the H 1-norm of the
solution, which indeed relies on the invariance of the first order energy Hk .
This result, of course, may be criticized as being restricted to a very special case of the
Kirchhoff equation. However, it is the first time that the G-W-P-B-E-N problem is solved for
a quasilinear equation. We believe that it may be interpreted as a confirmation of the stability of
the I -method.
We conclude the paper with an analysis of the effect of linear weak dissipation on the infinite
energy solutions of the extensible beam equation. The introduction of damping terms in the mod-
eling of vibrations of strings or beams is very common, and well justified on phenomenological
grounds [1,24]. We refer to the papers [6,9,12,22] for related mathematical results.
Our interest arises from the consideration that, without dissipation, one obtains a power
growth estimate for the norm of the rough solutions (cf. the estimate (26) in Theorem 1). We
do not know whether this bound is optimal or it simply depends on the method of proof.
In Section 5, by adapting the I -method to a suitable Lyapunov functional introduced by
P. Biler [9], we prove the exponential decay, in the low norm, of the infinite energy solutions.
Compared to the rate of decay of the linearized equation, our estimates are almost optimal: in the
underdamping regime our rate equals the rate in the linear case; in the overdamping regime, the
expected value is just almost reached. It is worth noting that, in this analysis, the parameter N
enters the game as a function of the size of the initial data.
2. The abstract framework
2.1. The spaces Vs
Let H be real Hilbert space, with norm | · | and scalar product (·,·) and let A :D(A) ⊂ H → H
be a positive self-adjoint operator. Thus there exists λ1 > 0 such that
(Au,u) λ21|u|2
(
u ∈ D(A)).
For every s ∈ R, we may consider the power operator As/2. For s  0, we define the Hilbert
space Vs := D(As/2), endowed with the norm
‖u‖s :=
∣∣As/2u∣∣.
We note that Vs1 ⊂ Vs2 for s2  s1, with continuous and dense embedding and that
‖ · ‖s2  λs2−s1‖ · ‖s1 . (7)1
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define, for s < 0, Vs as the dual space of V−s , endowed with the dual norm.
In any case Vs and H result to be isometrically isomorphic via (As/2)t , where (·)t denotes
transposition (for s  0 this means that (As/2)t extends As/2, i.e. (As/2)t|Vs = As/2). Hereafter,
for brevity, As/2 will stand for (As/2)t whenever it occurs.
Clearly, in the case when H = L2(Tn) and A = −, i.e. the Laplace operator acting on the
n-dimensional torus, we have Vs = Hs(Tn), for any s ∈R.
In the case when Ω is any open bounded subset of Rn with C∞ boundary ∂Ω , H = L2(Ω),
D(A) = H 2(Ω) ∩ H 10 (Ω), A = −, the concrete characterization of the spaces Vs is due to
D. Fujiwara [23].
We have:
Vs = Hs0 (Ω), for 0 s  1, s 
= 1/2,
Vs = H 10 (Ω)∩Hs(Ω), for 1 < s  2, s 
= 3/2.
In the exceptional cases s = 1/2, s = 3/2, we have:
V1/2 = H 1/2∗ (Ω) :=
{
u ∈ H 1/2(Ω):
∫
Ω
d−1(x)
∣∣u(x)∣∣2 dx < ∞},
V3/2 = H 3/2∗ (Ω) :=
{
u ∈ H 3/2(Ω)∩H 10 (Ω):∫
Ω
d−1(x)
∣∣D˜ju(x)∣∣2 dx < ∞, 0 j  n− 1
}
,
where d(x) := dist(x, ∂Ω), and (D˜j )0jn−1 is a system of first order differential operators,
the restriction of which to ∂Ω forms a basis of the tangent space to ∂Ω.
2.2. The operator IN
Let E(λ) be the spectral decomposition relative to A1/2, see e.g. [33]. For any v ∈ H , by Ev,v
we denote the positive measure given by
Ev,v(ω) =
(
E(ω)v, v
)
for any Borel subset ω of R.
For every N > 1, we shall consider the ‘low frequencies’ and ‘high frequencies’ orthogonal
projections
PN :=
∫
χ[0,N] dE(λ), P
Nv :=
∫
χ
(N,+∞) dE(λ),
where χ
G
denotes the characteristic function of a set G ⊆R.
For a fixed number s ∈ [1,2), we define the bounded operators
IN : H → H, IN := PN +N2−sA s−22 PN.
Equivalently, the operator IN may be defined through the functional calculus by the formula
IN = φN(A1/2), where
φN(λ) =
(
N
)2−s
.
λ∨N
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IN(Vr) ⊂ V(2−s)+r (r  0).
In particular, thanks the orthogonality of the projections and by the definition of the Vs -norm,
we have
|AINv|2 = |APNv|2 +N4−2s
∥∥PNv∥∥2
s
(v ∈ Vs). (8)
A few very useful estimates are consequences of the above identity. We collect them in the
following
Lemma 2.1. Let s ∈ [1,2). For every v ∈ Vs , the following inequalities hold true
|AINv|N2−s‖v‖s, (9)∥∥PNv∥∥
s
Ns−2|AINv|, (10)
‖v‖s  (λ1 ∧ 1)s−2|AINv|, (11)
‖INv‖s  ‖v‖s . (12)
Proof. The inequality (10) is an immediate consequence of (8), while (9) follows from (8) and
from
|APNv|2 =
∫
χ[0,N]λ
4 dEv,v(λ)
N4−2s
∫
χ[0,N]λ
2s dEv,v(λ) = N4−2s‖PNv‖2s .
Thanks to (7) and the assumption N > 1, we have
‖v‖2s = ‖PNv‖2s +
∥∥PNv∥∥2
s
 λ2(s−2)1 ‖PNv‖22 +
∥∥PNv∥∥22
 λ2(s−2)1 |Av|2 + |Av|2,
which yields the inequality (11).
Finally, the inequality (12) follows at once by considering that φN  1. 
We observe that IN can be extended to spaces of negative index by setting
I˜N : Vs−2 → H, I˜N := AINA−1.
Clearly, I˜N coincides with IN when restricted to H and thanks to (9), (11), for every v ∈ Vs−2,
we have
‖v‖s−2 =
∥∥A−1v∥∥
s
 (λ1 ∧ 1)s−2
∣∣AINA−1v∣∣= (λ1 ∧ 1)s−2|I˜Nv|, (13)
|I˜Nv| =
∣∣AIN (A−1v)∣∣N2−s∥∥A−1v∥∥s = N2−s‖v‖s−2. (14)
Hereafter, for simplicity, we shall identify the extension I˜N with IN .
In all the equations we consider in the present paper, the nonlinearity is expressed as a function
of the (integro-differential) term |A1/2u|2. On the other hand, the I -method requires the applica-
tion of the operator IN to the equation under consideration. For these reasons, in the following
lemma, we state our basic commutator inequality.
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Proof. From the definition of the operator IN , we have PNIN = PN . Therefore∣∣A1/2v∣∣2 − ∣∣A1/2INv∣∣2 = ∣∣A1/2PNv∣∣2 + ∣∣A1/2PNv∣∣2
− ∣∣A1/2PNINv∣∣2 − ∣∣A1/2PNINv∣∣2
= ∣∣A1/2PNv∣∣2 − ∣∣A1/2PNINv∣∣2  ∣∣A1/2PNv∣∣2.
Thanks to (10) of Lemma 2.1, the last term in the above inequality can be estimated as follows∣∣A1/2PNv∣∣2 = ∫ λ2χ(N,∞)(λ) dEv,v(λ)
N2−2s
∫
λ2sχ(N,∞)(λ) dEv,v(λ)
= N2−2s∥∥PNv∥∥2
s
N−2|AINv|2,
which proves the assertion. 
3. The extensible beam equation
3.1. Local existence
We reformulate the initial-boundary value problem for Eq. (1) as the Cauchy problem for the
following abstract semilinear evolution equation,
u′′ +A2u+m(∣∣A1/2u∣∣2)Au = 0 (t ∈R), (16)
subject to initial conditions
u(0) = u0, u′(0) = u1. (17)
We start with a local existence result for rough initial data, under the only assumption that m
is locally Lipschitz. The proof is based on simple energy estimates and on a uniform continuity
property for the linearized version of (16):
u′′ +A2u+ a(t)Au = 0. (18)
We collect these features in the following
Lemma 3.1. Let s  1. Assume that (u0, u1) ∈ Vs × Vs−2 and that a ∈ L1([0, T ]). Then the
unique solution u ∈ C0([0, T );Vs)∩C1([0, T );Vs−2) of the Cauchy problem (18)–(17) satisfies,
for any 0 < t < T , the energy estimate
(∥∥u′(t)∥∥2
s−2 +
∥∥u(t)∥∥2
s
)1/2  (‖u1‖2s−2 + ‖u0‖2s )1/2 exp
( t∫
0
∣∣a(τ)∣∣dτ
)
. (19)
Moreover, the map t → (u(t), u′(t)) ∈ Vs × Vs−2 is uniformly continuous, in particular there
exist
lim
t→T −
u(t) ∈ Vs and lim
t→T −
u′(t) ∈ Vs−2.
S. Panizzi / J. Math. Anal. Appl. 332 (2007) 1195–1215 1203Proof. For simplicity of notations, let us set
f (t) := −a(t)Au, ϕ(t) := (∥∥u′(t)∥∥2
s−2 +
∥∥u(t)∥∥2
s
)1/2
.
From the standard energy inequality for abstract wave equations, we have, for any 0 < t < T ,
ϕ(t) ϕ(0)+
t∫
0
∥∥f (τ)∥∥
s−2 dτ.
But, in our case ‖f (t)‖s−2 = |a(t)|‖u(t)‖s , therefore
ϕ(t) ϕ(0)+
t∫
0
∣∣a(τ)∣∣ϕ(τ) dτ.
Then the energy estimate (19) follows by an application of the Gronwall Lemma.
Let us prove that the function ϕ(·) is uniformly continuous in [0, T ). By an application of the
estimate (19) in the time interval (t1, t2), with 0 < t1 < t2 < T , we get
ϕ(t2) ϕ(t1) exp
( t2∫
t1
∣∣a(τ)∣∣dτ
)
.
Due to time reversibility of Eq. (18), the same estimate holds by exchanging t1 with t2. It fol-
lows that
∣∣ϕ(t2)− ϕ(t1)∣∣ ( sup
[0,T )
ϕ(τ )
)(
exp
( t2∫
t1
∣∣a(τ)∣∣dτ
)
− 1
)
.
Now, the assertion follows again from the energy estimate and from the uniform continuity of
the function t → ∫ t0 |a(τ)|dτ . 
We can now formulate our local existence result.
Proposition 3.1 (Local existence). Assume that m : [0,+∞)→R is a locally Lipschitz function.
Let s  1 and assume that (u0, u1) ∈ Vs × Vs−2. Then the Cauchy problem (16)–(17) admits a
unique local solution u ∈ C0([0, T );Vs)∩C1([0, T );Vs−2).
Moreover, the following alternative holds true
either T = +∞ or lim sup
t→T −
∣∣A1/2u(t)∣∣= +∞. (20)
Proof. It is enough to consider the case s = 1. Thanks to Lemma 3.1, the other cases follow by
a simple boot-strap argument.
Let T > 0 be a number to be fixed later on. We consider the Banach space X :=
C0([0, T ];V1)∩C1([0, T ];V−1) endowed with the norm
|||v||| := max
[0,T ]
(∥∥v′(t)∥∥2−1 + ∥∥v(t)∥∥21)1/2.
Set R = 2(‖u1‖2−1 + ‖u0‖21)1/2 and take the closed ball B in X having center in zero and
radius R. Given v ∈ B , let w := Sv be the solution of the linear equation
w′′ +A2w +m(∣∣A1/2v(t)∣∣2)Aw = 0 (0 < t < T ),
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tive map from B into itself. In fact, by the energy estimate (19), we have, for 0 < t < T ,
∥∥w′(t)∥∥2−1 + ∥∥w(t)∥∥21  (‖u1‖2−1 + ‖u0‖21) exp
( t∫
0
∣∣m(∣∣A1/2v(τ)∣∣2)∣∣dτ
)
 R
2
4
exp
( t∫
0
∣∣m(∣∣A1/2v(τ)∣∣2)∣∣dτ
)
 R
2
4
exp
(
Λ
(
R2
)
T
)
,
where
Λ(r) := max
ρ∈[0,r]
∣∣m(ρ)∣∣.
Thus, if T  ln 4/Λ(R2), the image of B under S is contained in itself.
Now, we take vi ∈ B , i = 1,2, and estimate the difference between wi := Svi . We have that
z := w2 −w1 solves the equation
z′′ +A2z = f, f := m(∣∣A1/2v1∣∣2)Aw1 −m(∣∣A1/2v2∣∣2)Aw2,
with vanishing initial data.
From the basic energy estimate for abstract wave equations, we get
|||z|||
T∫
0
∥∥f (τ)∥∥−1 dτ. (21)
By adding and subtracting m(|A1/2v1|2)Aw2 in (21), and by taking into account that
‖A(·)‖−1 = ‖(·)‖1, we obtain∥∥f (t)∥∥−1  ∣∣m(∣∣A1/2v1∣∣2)−m(∣∣A1/2v2∣∣2)∣∣‖w2‖1 + ∣∣m(∣∣A1/2v1∣∣2)∣∣‖z‖1
 L
(
R2
)
R
∣∣∣∣A1/2v1∣∣2 − ∣∣A1/2v2∣∣2∣∣+Λ(R2)|||z|||, (22)
where
L(r) := sup
[0,r]
|m(ρ1)−m(ρ2)|
|ρ1 − ρ2| .
Now, by the elementary equality |x|2 − |y|2 = (x + y, x − y), we get∣∣∣∣A1/2v1∣∣2 − ∣∣A1/2v2∣∣2∣∣ 2R‖v1 − v2‖1. (23)
Thus, inserting (23) and (22) into (21), we get the following inequality
|||z||| 2L(R2)R2T |||v1 − v2||| +Λ(R2)T |||z|||.
It follows that S : B → B is a contraction, provided T = T (R) satisfies(
Λ
(
R2
)+ 2R2L(R2))T < 1.
Finally, the alternative in (20) is a consequence of Lemma 3.1 and the standard continuation
principle for local solutions of the Cauchy problem. 
S. Panizzi / J. Math. Anal. Appl. 332 (2007) 1195–1215 1205Remark 1. As a direct consequence of Lemma 3.1, a sharper continuation criterion could be
used instead of (20). That is
either T = +∞ or
T∫
0
m
(∣∣A1/2u(t)∣∣2)dt = +∞.
Nevertheless, the formulation (20) is what we shall use in the proof of Theorem 1.
3.2. Global existence
We recall that the energy functional is defined as follows
He(u, t) :=
∣∣u′(t)∣∣2 + ∣∣Au(t)∣∣2 +M(∣∣A1/2u(t)∣∣2) (t ∈R),
where M is defined in (5). In the case when m is nonnegative, the conservation of He yields the
global solvability of the problem (16)–(17) for initial data in V2 ×H .
As we mentioned in the introduction, to prove global existence for the infinite energy so-
lutions, the key idea of the I -method consists in exploiting the functional He applied to the
regularized version INu of the local solution.
The main points in the proof are the following:
1) the Vs -norm of the solution is bounded from above by He(INu, t);
2) He(INu, t) is almost conserved. This property is expressed by a differential inequality (see
(36) below) which controls the time evolution of He(INu, t):
∂tHe(INu, t)CN−2
(He(INu, t))p+1,
where C is a constant depending only on the initial data and p stands for the exponent in the
power-growth of the function m.
The last step in the proof consists in balancing the above differential inequality with the
growth of He(INu, t) as a function of the parameter N . This growth depends on the regularity
of u and, in particular at the initial time, one has He(INu,0) = O(N4−2s). Under assump-
tion (25) on the regularity of the initial data, it turns out that, for any fixed time T , it is possible
to choose N = N(T ) in such a way that He(INu,T ) is still bounded by a constant times N4−2s .
In view of point 1), this estimate prevents the solution from the blow-up at time T .
We now formulate our main result on the extensible beam equation.
Theorem 1. Let p  1 and let m : [0,+∞) → [0,+∞) be a C1 function such that∣∣m′(ρ)∣∣ C1ρp−1 (ρ  0), (24)
for some positive constant C1. Assume that
s > 2 − 1
p
, (25)
and that (u0, u1) ∈ Vs × Vs−2. Then the Cauchy problem (16)–(17) has a unique global solution
u ∈ C0([0,+∞);Vs)∩ C1([0,+∞);Vs−2).
Moreover, there exists a constant C = C(‖u0‖s ,‖u0‖s−2, λ1,m), such that the following esti-
mate holds true∥∥u′(t)∥∥2
s−2 +
∥∥u(t)∥∥2
s
 C(1 + t) 2−ssp+1−2p (t > 0). (26)
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the life span T of the maximal solution u to the problem (16)–(17), be finite.
Let N  1, a parameter to be chosen later on as a function of T (see (38) below). To shorten
notations, we drop the dependence on N and set, for 0 t < T ,
u˜(t) := INu(t), ρ(t) =
∣∣A1/2u(t)∣∣2, ρ˜(t) = ∣∣A1/2u˜(t)∣∣2. (27)
Since the operator IN commutes with A, we have that u˜ is the solution of the equation
u˜′′ +A2u˜+m(ρ(t))Au˜ = 0 (0 < t < T ), (28)
satisfying the initial conditions u˜(0) = INu0, u˜′(0) = INu1.
Moreover, due to the regularizing properties of IN , we have that u˜ ∈ C0([0, T );V2) ∩
C1([0, T );H). We are then allowed to consider the functional He evaluated on u˜(t). The func-
tion He(u˜, t), although not conserved, is defined for every t ∈ [0, T ) and thanks to (11) and (13),
controls the Vs norm of the solution. In fact, we have∥∥u′(t)∥∥2
s−2 +
∥∥u(t)∥∥2
s
 (λ1 ∧ 1)2(s−2)He(u˜, t) (0 t < T ). (29)
Let us evaluate He(u˜,0) as a function of the initial data and the number N . From the inequal-
ities (9), (14) and (12) for s = 1, we have
He(u˜,0)N4−2s
(‖u0‖2s + ‖u1‖2s−2)+M(∣∣A1/2u0∣∣2).
Then, if we define
K := ‖u0‖2s + ‖u1‖2s−2 +M
(∣∣A1/2u0∣∣2),
we get
He(u˜,0)KN4−2s , (30)
since N  1.
We claim that there exists N , such that the following estimate holds
He(u˜, t) < 2KN4−2s for all 0 < t < T . (31)
In view of (29) and the continuation principle (20) stated in Proposition 3.1, we have that (31)
contradicts the assumption T < ∞.
In order to prove (31), we exploit Eq. (28). Indeed, it is easy to see that
d
dt
(∣∣u˜′(t)∣∣2 + ∣∣Au˜(t)∣∣2)= −m(ρ(t))(Au˜(t), u˜′(t)),
while
d
dt
M
(
ρ˜(t)
)= 2m(ρ˜(t))(Au˜(t), u˜′(t)).
Thus, putting together the above identities, we obtain, for 0 < t < T , the following estimate
for the time derivative of He(u˜, t),
∂tHe(u˜, t) = 2
(
m
(
ρ˜(t)
)−m(ρ(t)))(Au˜(t), u˜′)

∣∣m(ρ˜(t))−m(ρ(t))∣∣He(u˜, t). (32)
Let us consider the first term in (32). Thanks to (24) and (12) for s = 1, we get the inequality
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= C1
(
ρ(t)
)p−1(
ρ(t)− ρ˜(t)). (33)
Moreover, thanks to (11) in Lemma 2.1, we have
ρ(t)= ∥∥u(t)∥∥21  (1 ∧ λ1)−2|AINu|2  (1 ∧ λ1)−2He(u˜, t). (34)
The last term in (33) can be estimated by using the inequality (15) in Lemma 2.2. In fact, we
have
ρ(t)− ρ˜(t) = ∣∣A1/2u(t)∣∣2 − ∣∣A1/2INu(t)∣∣2
N−2|AINu|2 N−2He(u˜, t). (35)
Finally, inserting (33)–(35) into (32), we obtain the differential inequality
∂tHe(u˜, t) C1(1 ∧ λ1)−2(p−1)N−2
(He(u˜, t))p+1 (0 < t < T ). (36)
Clearly, due to the presence of the (p + 1)-power, this inequality cannot prevent the blow-up
of He(u˜, t) for large times, nevertheless one can exploit the factor N−2 to obtain the bound (31)
up to time T . This can be done as follows.
Let us set
T ∗ := sup{t ∈ [0, T ): He(u˜, τ ) < 2KN4−2s ,0 τ  t}.
In view of (30), it is clear that T ∗ > 0. Moreover, by integrating with respect to time in (36),
we get, for 0 < t < T ∗,
He(u˜, t)He(u˜,0)+C1(1 ∧ λ1)−2(p−1)N−2
t∫
0
(He(u˜, τ ))p+1 dτ
KN4−2s +C1(1 ∧ λ1)−2(p−1)N−2
(
2KN4−2s
)p+1
T . (37)
Thus, in order to satisfy the condition (31), it is sufficient to require that
C2K
p+1N(4−2s)(p+1)N−2T <KN4−2s ,
where C2 := C1(1 ∧ λ1)2(p−1)2p+1. An equivalent formulation of the above condition is the
following inequality
C2K
pN−αT < 1,
where, from the assumption (25), α := 2(sp + 1 − 2p) > 0. Thus, with the choice
N(T ) := max{1, (2C2KpT )1/α}, (38)
the claim (31) is proved.
It remains to show the growth estimate (26). But this follows at once from (31), (38) and by
considering that the above argument applies to any positive time T . In conclusion, we have
He(u˜, t) 2KN(T )4−2s  C(1 + T )
2−s
sp+1−2p (0 < t  T ),
were C = C(‖u0‖s ,‖u0‖s−2, λ1,m). 
1208 S. Panizzi / J. Math. Anal. Appl. 332 (2007) 1195–1215Remark 2. The condition A strictly positive is essential for our argument, in particular for the
estimate (34). For this reason, in the proof of Theorem 1, we have chosen to put in evidence the
dependence of all the constants on λ1, i.e. the infimum of the spectrum of A1/2.
It is worth noting that, although not physically relevant, in the case Ω = Rn, the Cauchy
problem (1)–(3) is not covered by our results.
4. The Kirchhoff equation
In this section we consider the Cauchy problem for the Kirchhoff equation
u′′ +m(∣∣A1/2u∣∣2)Au = 0 (t ∈R), (39)
u(0) = u0, u′(0) = u1, (40)
in the special case (6). In addition, we assume that m is increasing. This amounts to saying that
a > 0, b < 0, (41)
and that the datum u0 satisfies the following smallness condition∣∣A1/2u0∣∣2 < −b
a
. (42)
We recall that, under these assumptions, the Pokhozhaev second order functional (ρ(t) =
|A1/2u(t)|2)
E(u, t) := −b(A1/2u(t),A1/2u′(t))2
+ (a + bρ(t))(∣∣A1/2u′(t)∣∣2 + (a + bρ(t))−2∣∣Au(t)∣∣2),
is invariant by time evolution.
In the next theorem we prove the global existence of solutions below the regularity threshold
of E , allowing (u0, u1) to belong to the phase space Vs × Vs−1, with s > 3/2. Note that s = 3/2
is lowest index in which a local existence theory for the Kirchhoff equation is known.
We remark that, due to the quasilinear character of Eq. (39), the direct consideration of
E(INu, t), would lead to an equality of the type
∂tE(INu, t)= 2
a + bρ˜
(
Au˜,Au˜′
)+ lower order terms,
thus to quantities which are not controlled by the V2 ×V1 norm of (INu, INu′). Nevertheless, this
difficulty can be easily overcome by the trick of mixing together u and INu in the functional E ,
as in formula (45) below.
We also recall the usual first order conservation law for the energy, which we write down
explicitly
Hk(u, t) := |u′|2 + 1|b|
(
1
a + bρ(t) −
1
a
)
=Hk(u,0). (43)
Theorem 2. Assume that the function m has the form (6) with a and b satisfying (41). Let s > 3/2
and assume (u0, u1) ∈ Vs × Vs−1, with u0 satisfying (42). Then the Cauchy problem (39)–(40)
has a unique global solution u ∈ C0([0,+∞);Vs)∩C1([0,+∞);Vs−1).
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mate holds true∥∥u′(t)∥∥2
s−1 +
∥∥u(t)∥∥2
s
 C(1 + t) 4−2s2s−3 (t ∈R), (44)
where C = C(‖u0‖s ,‖u1‖s−1, λ1,m).
Proof. Let u ∈ C0([0, T );Vs)∩C1([0, T );Vs−1) be the maximal solution of the problem (39)–
(40). As in the previous section, we suppose, by contradiction, that T < +∞.
We use the notations introduced in (27), where N = N(T ) > 1. For 0 t < T , let us introduce
the function
F(t) := −b
4
(
ρ˜′(t)
)2 + (a + bρ˜(t))(∣∣A1/2u˜′(t)∣∣2 +m(ρ(t))∣∣Au˜(t)∣∣2). (45)
Note that, because of the factor m(ρ(t)), F(t) is not E(u˜, t).
First, we show that the Vs × Vs−1 norm of (u,ut ) is bounded above by F(t). Indeed, from
(12), (41) and (42), we have
F(t)
(
a + bρ(t))∣∣A1/2u˜′∣∣2 + 1
a
|Au˜|2.
Moreover, the energy conservation law (43), implies that
1
a + bρ(t)  |b|Hk(u,0)+
1
a
(0 t < T ). (46)
Thus, in view of (11), there exists a constant C1 = C1(a, b,λ1,Hk(u,0)) such that
F(t) C1
(∥∥u(t)∥∥2
s
+ ∥∥u′(t)∥∥2
s−2
)
.
Let us estimate F(0) as a function of the parameter N . We have∣∣ρ˜′(t)∣∣= 2∣∣(A3/4u˜,A1/4u˜′)∣∣ ∥∥u(t)∥∥23/2 + ∥∥u′(t)∥∥21/2.
Thus, thanks to (9), we have
F(0)−b
4
(‖u0‖23/2 + ‖u1‖21/2)+ a(∣∣A1/2INu1∣∣2 +m(ρ(0))|AINu0|2)
−b
4
(‖u0‖23/2 + ‖u1‖21/2)+ aN4−2s(‖u1‖2s−1 +m(ρ(0))‖u0‖2s ).
It follows that there exists K = K(‖u0‖s ,‖u0‖s−1, λ1, a, b) such that, for every N > 1,
F(0)KN4−2s .
Now, our argument follows the lines of the proof of Theorem 1, in particular we shall show
that the function F(t) is almost conserved.
We claim that for a suitable N the following inequality holds
F(t) < 2KN4−2s (0 < t < T ). (47)
Once again, such an estimate provides a bound for the Vs -norm of the solution, then it contra-
dicts the assumption T < +∞.
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u˜′′ +m(ρ(t))Au˜ = 0 (0 < t < T ), (48)
we have
d
dt
(∣∣A1/2u˜′∣∣2 + (a + bρ)−2|Au˜|2)= −2b(a + bρ˜)(a + bρ)−3ρ′(t)|Au˜|2.
Thus, for 0 < t < T , we get
F ′(t) = −b
2
ρ˜′(t)ρ˜′′(t)+ bρ˜′(t)(∣∣A1/2u˜′∣∣2 + (a + bρ)−2|Au˜|2)
− 2b(a + bρ˜)(a + bρ)−3ρ′(t)|Au˜|2. (49)
Note that, again by (48),
1
2
ρ˜′′(t)= ∣∣A1/2u˜′∣∣2 + (A1/2u˜′′,A1/2u˜)= ∣∣A1/2u˜′∣∣2 −m(ρ(t))|Au˜|2.
Therefore, after a rearrangement of the terms in (49), we get
F ′(t) = 2b a + bρ˜
(a + bρ)2 |Au˜|
2
(
ρ˜′(t)
a + bρ˜ −
ρ′(t)
a + bρ
)
 2|b|F(t)
∣∣∣∣ ρ˜′(t)a + bρ˜ − ρ
′(t)
a + bρ
∣∣∣∣. (50)
Now, by adding and subtracting ρ˜′(a + bρ), we have∣∣∣∣ ρ˜′(t)a + bρ˜ − ρ
′(t)
a + bρ
∣∣∣∣ |b||ρ˜′(t)|(ρ − ρ˜)(a + bρ˜)(a + bρ) + |ρ˜
′(t)− ρ′(t)|
a + bρ .
Let us consider the first term above. Thanks to (12), (15), the definition (45) and the simple
inequality
a + bρ
(a + bρ˜)2 
1
a + bρ ,
we get, for 0 < t < T ,
|b||ρ˜′(t)|(ρ − ρ˜)
(a + bρ˜)(a + bρ) 
2|b|1/2(F (t))1/2N−2|Au˜|2
(a + bρ)(a + bρ˜) 
2|b|1/2N−2(F (t))3/2
(a + bρ) .
Therefore, thanks to (46), we finally get
|b||ρ˜′(t)|(ρ − ρ˜)
(a + bρ˜)(a + bρ)  2|b|
1/2
(
|b|Hk(u,0)+ 1
a
)
N−2
(
F(t)
)3/2
. (51)
On the other hand, from (10), (12) for s = 3/4 and s = 1/4, we have∣∣ρ′(t)− ρ˜′(t)∣∣= 2∣∣(A3/4u,A1/4u′)− (A3/4u˜,A1/4u˜′)∣∣
= 2∣∣(A3/4PNu,A1/4PNu′)− (A3/4PNu˜,A1/4PNu˜′)∣∣
 2
∣∣(A3/4PNu,A1/4PNu′)∣∣+ 2∣∣(A3/4PNu˜,A1/4PNu˜′)∣∣
 4
∣∣A3/4PNu∣∣∣∣A1/4PNu′∣∣
 4N−1|Au˜|∣∣A1/2u˜′∣∣ 2N−1F(t).
2 Actually, all the calculations make sense for regular enough solutions but can be easily justified, even for our solu-
tions, by standard density arguments.
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|ρ˜′(t)− ρ′(t)|
a + bρ 
2N−1F(t)
a + bρ  2
(
|b|Hk(u,0)+ 1
a
)
N−1F(t). (52)
Inserting (51), (52) into (50), we obtain the following differential inequality, valid for 0 <
t < T ,
F ′(t)K1N−2
(
F(t)
)5/2 +K2N−1(F(t))2,
where
K1 = |b|1/2K2, K2 = 2
(
|b|Hk(u,0)+ 1
a
)
.
Now, by integrating with respect to time, we have, for 0 < t < T ,
F(t) F(0)+K1N−2
t∫
0
(
F(τ)
)5/2
dτ +K2N−1
t∫
0
(
F(τ)
)2
dτ.
Thus, by arguing as in the proof of Theorem 1, it is clear that the claim (47) is proved if the
following inequality
K1N
−2(2KN4−2s)5/2T +K2N−1(2KN4−2s)2T <KN4−2s
is satisfied.
A simple computation shows that the highest power of N on the left side of the above inequal-
ity is 7 − 4s, which is less than 4 − 2s if only if s > 3/2. Thus, with the choice
N = N(T ) = K3T 1/(2s−3) ∨ 1,
for a suitable constant K3 = K3(‖u0‖s ,‖u‖s−1,Hk(u,0), a, b), we get (47).
The growth estimate (44) follows at once from the choice of N(T ) and from the estimate (47)
which is actually valid for a generic positive time T . 
5. Exponential decay in the dissipative case
In this section we investigate the influence of dissipation on the behaviour of low regularity
solutions of the extensible beam equation. Let δ > 0, we consider the equation
u′′ +A2u+m(∣∣A1/2u∣∣2)Au+ δu′ = 0 (t > 0), (53)
with initial data (17). In the following theorem we prove the exponential decay of the solutions
with almost optimal rate of decay.
Theorem 3. Let m : [0,+∞) → [0,+∞) be a nondecreasing C1 function satisfying the assump-
tion (24) for some p  1. Let s > 2 − 1
p
and let (u0, u1) ∈ Vs × Vs−2. Then, the global solution
u ∈ C0([0,+∞);Vs)∩C1([0,+∞);Vs−2) of the Cauchy problem (53)–(17) satisfies the follow-
ing estimate∥∥u′(t)∥∥2 + ∥∥u(t)∥∥2  Ce−ηt (t > 0), (54)s−2 s
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η = δ if δ < 2λ21,
η < δ −
√
δ2 − 4λ41 if δ  2λ21. (55)
Moreover, in the limit case s = 2 − 1
p
, the problem (53)–(17) has a unique global solution
satisfying the estimate (54), for (u0, u1) sufficiently small in the Vs × Vs−2 norm.
Proof. Let u ∈ C0([0,+∞);Vs)∩C1([0,+∞);Vs−1) be the solution of the problem (53)–(17).
We adopt the notations introduced in (27). The only difference here is that the number N will be
chosen as a function of the Vs × Vs−1 norm of the initial data.
Let σ be a nonnegative number such that
δ2 − 4λ41 < σ 2 < δ2 if 0 δ2 − 4λ41,
σ = 0 otherwise. (56)
Following the idea in [9], we introduce the Lyapunov functional
G(t) :=He(u˜, t)+ (δ + σ)(u˜, u˜′)+ σ(δ + σ)2 |u˜|
2
=
∣∣∣∣u˜′ + σ(δ + σ)2 u˜
∣∣∣∣
2
+ |Au˜|2 +M(ρ˜(t))− δ2 − σ 2
4
|u˜|2.
The choice of σ implies that G is coercive, in the sense that
G(t)
∣∣∣∣u˜′ + σ(δ + σ)2 u˜
∣∣∣∣
2
+
(
1 − δ
2 − σ 2
4λ41
)
|Au˜|2 +M(ρ˜(t)). (57)
On the other hand, as we showed for He(u˜, t) in the proof of Theorem 1, it is not difficult to
see that
G(0)KN4−2s , (58)
for a suitable constant K = K(‖u0‖s ,‖u1‖s−2, λ1, δ,m).
By deriving G and by using the equation satisfied by u˜,
u˜′′ +A2u˜+m(ρ(t))Au˜+ δu˜′ = 0 (t > 0),
we get
G′(t) = ∂tH(u˜, t)+ (δ + σ)(u˜′′, u˜)+ σ(δ + σ)(u˜′, u˜)
= 2(m(ρ˜(t))−m(ρ(t)))(Au˜, u˜′)− (δ − σ)|u˜′|2
− (δ + σ)(|Au˜|2 +m(ρ(t))ρ˜(t)+ (δ − σ)(u˜′, u˜)). (59)
Since m nondecreasing and ρ˜  ρ, we have
m
(
ρ(t)
)
ρ˜(t)M
(
ρ˜(t)
)
.
Thus, by rearranging a few terms in formula (59), we get the inequality
G′(t) 2
(
m
(
ρ˜(t)
)−m(ρ(t)))(Au˜, u˜′)− (δ − σ)G(t)
− σ
(
|Au˜|2 + 2M(ρ˜(t))+ δ2 − σ 2 |u˜|2).2
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zero. Therefore, we get
G′(t) 2
(
m
(
ρ˜(t)
)−m(ρ(t)))(Au˜, u˜′)− (δ − σ)G(t). (60)
Now, the contribution of m(ρ(t))−m(ρ˜(t)) can be estimated as in formulae (33)–(35) in the
proof of Theorem 1, while we have
∣∣(Au˜, u˜′)∣∣ ∣∣∣∣
(
Au˜, u˜′ + σ(δ + σ)
2
u˜
)∣∣∣∣+ σ(δ + σ)2 ρ˜(t).
Then, thanks to (57), we conclude that there exists a constant C2 = C2(λ1, δ) such that the
following inequality holds for t > 0
G′(t) C2N−2
(
G(t)
)p+1 − ηG(t), η := δ − σ.
The next step consists in choosing N = N(‖u0‖s ,‖u1‖s−2, λ1,m, δ), in such a way that
G′(0) < 0. In view of (58), we have
G′(0)G(0)
(
C2N
−2KpN(4−2s)p − η).
Thus it would be sufficient to choose N such that
CKpN(4−2s)p−2 = η
2
. (61)
This is possible for any choice of the initial data if and only if s > 2 − 1/p. Now, by standard
comparison arguments, we conclude that the function G(t) is decreasing and that G(t)  y(t),
where y(t) is the solution to the Cauchy problem
y′(t) = C2N−2
(
y(t)
)p+1 − ηy(t), y(0) = KN(4−2s).
A simple computation and the choice (61) yield, for any t > 0,
G(t) y(t) = KN(4−2s)(epηt/2 +C2N2/η)−1/p  21/pKN4−2se−ηt .
Thanks to (57), (11), (13), this proves the exponential decay (54) with the rate (55), for s >
2 − 1/p.
In the limit case s = 2−1/p, the exponent of N in formula (61) vanishes. However, the above
argument applies, yielding global in time a priori estimates, provided the following smallness
condition is satisfied
CKp < η. 
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