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Abstract
Let s, t , m, n be positive integers such that sm = tn. Define N(s, t;m, n) to be the number
of m × n matrices with entries from {0, 1}, such that each row sum is s and each column
sum is t . Equivalently, N(s, t;m, n) is the number of labelled semiregular bipartite graphs,
where one colour class comprises m vertices of degree s and the other comprises n vertices of
degree t .
A sequence of earlier papers investigated the asymptotic behaviour of N(s, t;m, n) when
m, n → ∞ with s and t comparatively small. The best result so far, due to McKay (1984),
required s, t = o((sm)1/4). In this paper, the analysis is improved to require only the weaker
condition st = o(m1/2n1/2).
© 2003 Elsevier Inc. All rights reserved.
1. Introduction
Suppose s = (s1, s2, . . . , sm) and t = (t1, t2, . . . , tn) are sequences of nonnegat-
ive integers such that
∑
i si =
∑
i ti . DefineM(s, t) to be the class of 0–1 matrices
of order m × n such that the sum of row i is si and the sum of column j is tj , for
each i, j . Each M ∈M(s, t) corresponds to a simple bipartite graph G(M), with
vertices X ∪ Y where X = {x1, x2, . . . , xm} and Y = {y1, y2, . . . , yn} (assumed dis-
joint). Vertex xi is adjacent to vertex yj if and only if (M)ij = 1. Also, vertex xi has
degree si and vertex yj has degree tj .
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Define N(s, t) = |M(s, t)|. In the special case that s = (s, s, . . . , s) and t = (t,
t, . . . , t), we also write N(s, t;m, n) for N(s, t). Our aim is to investigate the asymp-
totic behaviour of N(s, t;m, n) as m, n → ∞ while s, t vary as functions of m, n.
We now survey earlier work on this subject. The first significant result was that of
Read [12], who obtained the asymptotic behaviour of N(3, 3;m, n) (in which case
m = n). This was extended by Everett and Stein [5] to the case where s and t are
constants. The first result to allow s and t to increase was that of O’Neil [11], who
permitted s, t = O((log n)1/4−). This was improved by Mineev and Pavlov [10] to
permit s = t  γ (log n)1/2 for fixed γ < 1 and also for 1 < s  (t − 1)−1γ (log n)1/4.
Finally, McKay [7] proved the following theorem.
Theorem 1. Suppose m, n → ∞ with sm = tn and 1  s, t = O((sm)1/4). Then
N(s, t;m, n) = (sm)!
(s!)m (t !)n exp
(
− (s − 1)(t − 1)
2
+ O((s + t)4/(sm))
)
.
Some of the articles cited above, including [7], considered the case where the
si and tj are not constant. In addition, a set of forced matrix entries might be spe-
cified. Such generalizations were also considered by Békéssy et al. [1], Bender [2],
Wormald [14], and Bollobás and McKay [3]. We will not give details, as this paper
does not concern itself with generalizations of this nature.
An investigation similar to this one, for the case of symmetric 0–1 matrices with zero
diagonal (equivalently, simple graphs), was carried out by McKay and Wormald [8].
For any x, define [x]0 = 1 and, for integer k > 0, [x]k = x(x − 1) · · · (x − k +
1). We will find it convenient to use the parameters S and q defined by S = sm =
tn = stq, and to write N(s, t, q) in place of N(s, t; tq, sq). Similarly,M(s, t, q) is
the class of matrices counted by N(s, t, q). We are going to determine the asymptotic
behaviour of N(s, t, q) in the case that 1  st = o(q2). It will always be assumed
that n = sq and m = tq are integers, though q itself need not be.
Also define Sk = [s]km and Tk = [t]kn for k  1, but note that S1 = T1 = S.
In all cases, the notations O( ) and o( ) refer to the behaviour as q → ∞, with s,
t functions of q such that 1  st = o(q2), uniformly over all independent variables.
We can now state the main result of this paper.
Theorem 2. Suppose q → ∞ with s, t, m, n positive integer functions of q such
that sm = tn. Then, if 1  st = o(q2),
N(s, t, q) = (stq)!
(s!)m (t !)n
× exp
(
− (s − 1)(t − 1)
2
− (s − 1)(t − 1)(2st − s − t + 2)
12stq
+ O(st/q2)
)
.
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A weaker version of the above theorem (but generalized in other directions)
appeared in the Ph.D. thesis of the second author [13].
Work currently in progress will extend this paper to the case of row and column
sums not necessarily equal [6] and the case of dense 0–1 matrices [4].
2. The model
We will approach the problem via a probabilistic model that is by now well known
and standard.
Consider a set of S = stq points arranged in cells x1, x2, . . . , xm of size s, and
another set of S points arranged in cells y1, y2, . . . , yn of size t . Take a partition P
(called a pairing) of the 2S points into stq pairs with each pair having the form (x, y)
where x ∈ xi and y ∈ yj for some i, j .
Two pairs are called parallel if they involve the same cells. The multiplicity of a
pair is the number of pairs (including itself) parallel to it. A simple pair is a pair of
multiplicity one. A double pair is a set of two parallel pairs of multiplicity two, while
a triple pair is a set of three parallel pairs of multiplicity three. If p is a point, then
v(p) is the cell containing that point.
The bipartite multigraph B(P ) associated with P has parts X and Y . The edges
of B(P ) are in correspondence with the pairs of P : the pair (x, y) corresponds to an
edge {v(x), v(y)}.
For d, h  0, define Cd,h = Cd,h(s, t, q) to be the set of all pairings with exactly
d double pairs and h triple pairs, but no pairs of multiplicity greater than 3.
We will make use of the following two operations on pairings.
d-switching: Take a double pair {(p1, p′1), (p2, p′2)} and two simple pairs (p3, p′3)
and (p4, p′4), such that six distinct cells are involved. Replace these four pairs by
(p1, p
′
3), (p2, p
′
4), (p
′
1, p3) and (p
′
2, p4), which must be simple.
t-switching: Take a triple pair {(p1, p′1), (p2, p′2), (p3, p′3)} and three simple pairs
(p4, p
′
4), (p5, p
′
5) and (p6, p
′
6), such that eight distinct cells are involved. Replace
these six pairs by (p1, p′4), (p2, p′5), (p3, p′6), (p′1, p4), (p′2, p5), and (p′3, p6),
which must be simple.
In Fig. 1, which illustrates the two types of switchings, the cells are indicated by
shaded ellipses and the pairs are indicated by line segments. Note that these switch-
ings were used previously by McKay and Wormald in generating regular bipartite
graphs uniformly at random [9].
The inverse of a d-switching will be termed an inverse d-switching, and similarly
with a t-switching. Note that a t-switching reduces by one the number of triple pairs
without affecting the number of double pairs, while a d-switching reduces by one the
number of double pairs, without affecting the number of triple pairs.
We can now give a brief outline of the calculation we will perform.
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Fig. 1. A d-switching (top) and a t-switching (bottom).
• Consider a random pairing P .
• With probability close to 1, P does not contain any pairs of multiplicity greater
than 3.
• By analysing t-switchings, estimate the probability that P has no triple pairs.
• Assuming there are no triple pairs, use d-switchings to estimate the probability
that P has no double pairs.
• If all the pairs of P are simple, B(P ) corresponds to G(M) for some M ∈
M(s, t, q). In fact, each M is related in this fashion to exactly (s!)m(t !)n pair-
ings.
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3. Random pairings
Throughout this section, P is a random pairing and 1  st = o(q2). Note that P
contains S pairs. The first lemma is obvious.
Lemma 1. For 0  r < S, the probability of r given pairs occurring in P is
1
[S]r  (S − r)
−r .
Define P(s, t, q) to be the probability that P contains no pairs of multiplicity
greater than one. Since each matrix in M(s, t, q) corresponds to exactly (s!)m(t !)n
pairings, we have
N(s, t, q) = S!
(s!)m(t !)n P (s, t, q). (1)
Our task is thus reduced to computing P(s, t, q). We first show that P probably
does not have pairs of high multiplicity or large numbers of double or triple pairs.
Define
N2 =max(log(S), 11S2T2/S2);
N3 =max(log(S), 4S3T3/S3).
Lemma 2
1
P(s, t, q)
= (1 + O(st/q2))
N2∑
d=0
N3∑
h=0
|Cd,h|
|C0,0| .
Proof. Let P1 be the probability that P contains a pair of multiplicity greater than
three, which is at most equal to the expectation of the number of sets of four parallel
pairs. By Lemma 1, we have
P1 
1
24
S4T4/(S − 4)−4 = O(st/q2).
Let d = N2 + 1 and define P2 to be the probability that P has at least d double
pairs, which is at most equal to the expectation of the number of sets of d double
pairs. By Lemma 1, we have
P2 
(
S2T2/2
d
)
(S − 2d)−2d

(
S2T2e
2d(S − 2d)2
)d
, since d!  (d/e)d

(
e(1 + o(1))
22
)d
, since d = o(S) and d > 11S2T2/S2
= O(S−2), since d > log S and log(e/22) < −2.
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By the same argument, the probability P3 that P has at least N3 + 1 triple pairs is
O(S−2).
Let A be the set of all pairings and B ⊆ A be the set of all the pairings which
have a pair of multiplicity greater than 3, or have more than N2 double pairs, or have
more than N3 triple pairs. Then we have
P(s, t, q) = |C0,0||A| .
Hence,
1
P(s, t, q)
= |A| − |B||C0,0|
( |A|
|A| − |B|
)
=
N2∑
d=0
N3∑
h=0
|Cd,h|
|C0,0|
(
1 + |B|/|A|
1 − |B|/|A|
)
=
N2∑
d=0
N3∑
h=0
|Cd,h|
|C0,0| (1 + O(st/q
2)),
since |B|/|A|  P1 + P2 + P3. 
If K is a bipartite multigraph, let e(K) denote its number of edges (counting
multiplicities). If x ∈ X, x′ ∈ Y, then µK(xx′) denotes the multiplicity of the edge
between x and x′, or 0 if there is no such edge. If K and K ′ are bipartite multi-
graphs with the same vertex set, then K + K ′ is the bipartite multigraph with the
same vertex set such that µK+K ′(xx′) = µK(xx′) + µK ′(xx′) for all (x, x′). Simil-
arly, 2K means K + K and K + xx′ is the same as K except that µK+xx′(xx′) =
µK(xx
′) + 1.
Let L be a simple bipartite graph with parts X and Y, and let H be a bipart-
ite multigraph on the same vertex set with the restriction that if any edge xx′ has
µH(xx
′)  1, then xx′ is an edge of L. Let  and ′ denote the maximum degrees of
L in the X part and the Y part, respectively. Define C(L,H) = C(L,H ; s, t, q) to
be the set of all pairings P such that the following are true for all (x, x′):
1. If xx′ is an edge of L, then µB(P )(xx′) = µH(xx′).
2. If xx′ is not an edge of L, then µB(P )(xx′)  1.
In other words, B(P ) must be simple outside L and match H inside L.
Lemma 3. Suppose that L is as defined above, and that H and H + K satisfy the
requirements given above for H . Let hi, h′j be the degrees of xi, yj in H, respectively,
and similarly ki, k′j for K (1  i  m, 1  j  n). Then, if (st + s′ + t)e(K) =
o(S), e(H) = o(S), and C(L,H) /= ∅, we have
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|C(L,H + K)|
|C(L,H)| =
∏m
i=1[s − hi]ki
∏n
j=1[t − h′j ]k′j
[S − e(H)]e(K)∏(x,x′)∈X×Y [µH+K(xx′)]µK(xx′)
×(1 + O((st + s′ + t)e(K)/S)).
Proof. Apart from the form of the error term, this is a special case of the com-
bination of Theorems 3.4 and 3.8 of [7] (but note that the inequality in Theorem
3.8 was printed reversed). The error term in [7] is written in terms of max{s, t} and
max{, ′}, but careful inspection of the proof shows that the error term we give here
is established. 
Our first applications of Lemma 3 will be to analyse the structure of Cd,0. For a
pairing P ∈ Cd,0, let D(P ) be the simple bipartite graph with parts X and Y and just
those edges which correspond in position to the d double pairs of P .
Lemma 4. Let D = D(P ) for some P ∈ Cd,0, where 0  d  N2. Let A be a
simple bipartite graph with parts X and Y which is edge-disjoint from D. Let di, d ′j
be the degrees of xi, yj in D, respectively, and define ai, a′j similarly for A. Suppose
that e(A) = o(q). Then the probability that A ⊆ B(P ) when P is chosen at random
from those P ∈ Cd,0 such that D(P ) = D is∏m
i=1[s − 2di]ai
∏n
j=1[t − 2d ′j ]a′j
[S − 2d]e(A) (1 + O(e(A)/q)).
Proof. The lemma is trivially true if ai > s − 2di for any i, or a′j > t − 2d ′j for any
j, so suppose that this is not the case. Define the bipartite graph L which has the
edges of D and A. Then, for any K ⊆ A, Lemma 3 tells us that
|C(L, 2D + K)|
|C(L, 2D)| = f (K),
where
f (K) =
∏m
i=1[s − 2di]ki
∏n
j=1[t − 2d ′j ]k′j
[S − 2d]e(K) (1 + O(e(K)/q)),
and ki, k′j are the degrees of K . Now, the required probability can be written as
f (A)∑
K⊆A f (K)
,
and since the denominator is 1 + O(e(A)/q), the lemma follows. 
Lemma 5. Suppose that 0  d  N2 and s, t  2. For r  0, define µd(r) to be
the expected value of ∑mi=1[di]r where d1, . . . , dm are the degrees of x1, . . . , xm in
D(P ) for random P ∈ Cd,0. Then
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µd(1)=d,
µd(2)= [d]2S4
S22
(1 + O(1/q + d/S)).
Proof. The value of µd(1) is obvious, as is µd(2) for d  1, so we will focus on
the estimation of µd(2) for d  2.
Let P2 be the class of pairings P ∈ Cd,0 with a tuple (v1, v2, w1, w2) distin-
guished, where v1, v2 ∈ X, w1, w2 ∈ Y, and v1w1, v2w2 are distinct edges of D(P ).
Let P1 be the subset of P2 with v1 = v2. Clearly |P2| = [d]2|Cd,0| and |P1| =
µd(2)|Cd,0|, so µd(2) = [d]2|P1|/|P2|.
For i = 1, 2, and a bipartite graph D with d − 2 edges, let Pi (D) be those pair-
ings in Pi such that D corresponds to the double pairs which are not distinguished,
and let C(D) = {P ∈ Cd−2,0|D(P ) = D}. For 0  α1, α2  2, v1, v2 ∈ X and w1,
w2 ∈ Y, let n(D, α1, α2; v1, v2, w1, w2) be the number of pairings P ′ ∈ Cd−2,0 ∪
Cd−1,0 ∪ Cd,0 such that D(P ′) = D ∪ {viwi |αj = 2, j = 1, 2}, and also that µB(P ′)
(vjwj ) = αj for each j . Clearly
|Pi (D)| =
∑
v1,v2,w1,w2
n(D, 2, 2; v1, v2, w1, w2),
where the sum is over v1, v2, w1, w2, with v1w1, v2w2 /∈ D and v1, v2, w1, w2 con-
strained according to the definition of Pi . Also
|C(D)| =
∑
0α1,α21
n(D, α1, α2; v1, v2, w1, w2)
for any i and fixed v1, v2, w1, w2, provided v1w1, v2w2 /∈ D. By Lemma 3, this
implies that
|C(D)| = n(D, 0, 0; v1, v2, w1, w2)(1 + O(1/q)), (2)
independently of v1, v2, w1, w2, again assuming v1w1, v2w2 /∈ D.
Now we can estimate |P1(D)|. For v1 = v2 ∈ X and w1 /= w2 ∈ Y, with v1w1, v2
w2 /∈ D, Lemma 3 together with (2) says that
n(D, 2, 2; v1, v2, w1, w2)
|C(D)|
= [s − 2gv1]4[t − 2gw1]2[t − 2gw2]2
4S4
(1 + O(1/q + d/S)), (3)
where gv is the degree of v in D. Since clearly [s − 2gv]4 = [s]4(1 + O(gv/s)) and
[t − 2gv]2 = [t]2(1 + O(gv/t)), the unrestricted sum of the right side of (3) over
v1 ∈ X, w1, w2 ∈ Y is S4T 22 /(4S4)(1 + O(1/q + d/S)). From this we must subtract
the terms with w1 = w2 and the terms where either v1w1 ∈ D or v2w2 ∈ D, but both
of these are already covered by the existing error terms. Thus
|P1(D)|
|C(D)| =
S4T
2
2
4S4
(1 + O(1/q + d/S)).
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By the same argument, we also have
|P2(D)|
|C(D)| =
S22T
2
2
4S4
(1 + O(1/q + d/S)),
and so we conclude that
|P1(D)|
|P2(D)| =
S4
S22
(1 + O(1/q + d/S)).
This ratio is independent of D within the accuracy given by the error terms, so we
must have that
|P1|
|P2| =
S4
S22
(1 + O(1/q + d/S)),
which gives the desired approximation of µd(2). 
Clearly an analogous result holds for
∑n
j=1[d ′j ]2. We can use the preceding two
lemmas to compute a few quantities that will be useful later.
Lemma 6. Suppose that 0  d  N2 and s, t  2. Choose P at random from Cd,0.
Then
(i) The expected number of choices of v ∈ X and distinct w, y ∈ Y such that there
is a double pair from v to w and a simple pair from v to y is d(s − 2)(1 +
O(d/S)).
(ii) The expected number of choices of distinct v, x ∈ X and distinct w, y ∈ Y such
that there is a double pair from v to w and simple pairs from v to y and from x
to y is d(s − 2)(t − 1)(1 + O(d/S)).
(iii) The expected number of choices of v ∈ X and distinct w, y ∈ Y such that there
are simple pairs from v to w and from v to y is (S2 − (4s − 6)d)(1 + O(d2/S2)).
(iv) Let H be a fixed simple bipartite graph with vertices X ∪ Y . Let hv denote the
degree of vertex v in H and let e(H) be the number of edges. Then the expected
number of injections φ from X into X and from Y into Y such that φ maps
the edges of H onto simple edges of B(P ) is ∏i∈X Shi ∏j∈Y Thj S−e(H)(1 +
O(1/q + d/S)), where the error term assumes H is fixed.
Proof. Let Qd(r) be the probability that a specified vertex in X has degree exactly
r in D(P ) for a random P ∈ Cd,0.
The expectation in (i) is∑
v∈X
∑
r0
r(s − 2r)Qd(r) = (s − 2)µd(1) − 2µd(2),
which has the stated value by Lemma 5.
Next consider (ii). For any choice of D(P ), v and w such that there is a double
pair from v to w, the expected number of choices of x /= v and y such that there are
simple pairs from v to y and x to y is
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y∈Y\W
ρy(t − 2dy − 1),
where W is the neighbourhood of v in D(P ) and ρy is the probability (conditional
on D(P )) that there is a simple pair from v to y. As before, dy is the degree of y
in D(P ). We know that
∑
y∈Y\W ρy = s − 2dv exactly. Applying Lemma 4 to show
that
∑
y∈Y\W ρydy = O(d/q), we obtain that the expected number of choices of x
and y is (s − 2dv)(t − 1) + O(d/q). Next we incorporate the number of choices of
v and w by summing over v ∈ X and w ∈ W, for a random D(P ). This gives us
(t − 1)
∑
v∈X
∑
r0
r(s − 2r)Qd(r) + O(d2/q)
choices. The sum is the same one we considered above, so part (ii) follows.
Part (iii) is similar to part (i). The expectation is∑
v∈X
∑
r0
[s − 2r]2 Qd(r) = S2 − (4s − 6)µd(1) + 4µd(2),
from which the desired result follows on applying Lemma 5 again.
For part (iv) we will apply Lemma 4. Note that [s − 2dv]k = [s]k(1 + O(dv/s))
for fixed k, so that∑
v∈X
[s − 2dv]k = Sk(1 + O(d/S)).
Therefore we obtain the desired expression if we sum the expression given by Lemma
4 simultaneously over all {φ(i) | i ∈ X} ∪ {φ(j) | j ∈ Y } regardless of whether φ
is a injection. The terms for which φ is not a bijection cause a relative error of
O(1/m + 1/n) = O(1/q). The terms for which an edge of H is mapped to a double
edge of B(P ) cause a relative error of O(d/S). Both these errors are absorbed into
the existing error terms. 
4. Analysis of the switchings
We begin with a technical lemma.
Lemma 7. Let A = A(q), B = B(q), N = N(q), and δi = δi(q) (i = 1, 2, . . .) be
functions meeting the following requirements.
(i) A  0. In addition, N is integer and N → ∞ as q → ∞.
(ii) For some constant c > 2e, |AB| < 1/c. Also |BN | < 1.
(iii)
∑N
i=1 |δi | = o(1). In addition, for values γj = γj (q)  0,
∑k
i=1 |δi | 
∑K
j=0 γj[k]j for 0  k  N, where K is a fixed integer.
Define n0, n1, . . . , nN by n0 = 1 and
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ni
ni−1
= A
i
(1 − (i − 1)B)(1 + δi)
for 1  i  N . Then
N∑
i=0
ni = exp
(
A − 1
2
A2B + O
(
A3B2 +
K∑
j=0
γjA
j
))
+ O
((
1 +
K∑
j=0
γjN
j
)
(2e/c)N
)
as q → ∞.
Proof. First suppose that B /= 0 always. We have ni = ai + bi where, by (iii),
ai =
(
1/B
i
)
(AB)i and bi = O(1)
K∑
k=1
γk
i∑
j=1
(
1/B
j
)
(AB)j [j ]k.
For i  N, we have |ai+1/ai | < 2/c < 1/e, so
∣∣∑
i>N ai
∣∣ = O(aN+1). (Note
that 1/B might not be an integer and might be negative.) Using the bound z! 
(z/e)z, we have aN+1 = O((2e/c)N). Consequently, we have
N∑
i=0
ai = (1 + AB)1/B + O((2e/c)N)
= exp
(
A − 1
2
A2B + O(A3B2)
)
+ O((2e/c)N).
To bound
∑N
i=0 bi we can use the identity
∞∑
i=0
(
n
i
)
xi[i]k = [n]kxk(1 + x)n−k
for |x| < 1. The tail∑∞i=N+1 bi can be estimated by the same method as above, and
in addition we can note that [1/B]k(AB)k = O(Ak) and (1 + AB)−k = O(1) for
fixed k. The claimed result follows.
In the case that B can be 0 for some q, replace those values of B by a non-zero
rapidly decreasing function. The result follows from continuity. 
We can now use switchings to estimate the relative sizes of some of the classes
Cd,h.
Lemma 8. Suppose s, t  3, 0  d  N2 and 0 < h  N3. Then,
|Cd,h|
|Cd,h−1| =
S3T3
6hS3
(1 + O(1/q + d/S + h/S)).
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Proof. Choose an arbitrary P ∈ Cd,h. Define N to be the number of t-switchings
which can be applied to P . We can choose a triple pair and its labelling in 6h
ways, and choose three distinct labelled simple pairs (p4, p′4), (p5, p′5) and (p6, p′6)
in [S − 2d − 3h]3 ways (in the notation of Fig. 1). Unwanted coincidences like
v(p1) = v(p4) account for O(h(s + t)S2) choices, while those like v(p4) = v(p5)
account for O(hS(S2 + T2)). The forbidden cases where, for example, P already has
a pair involving v(p1) and v(p′4) account for O(hstS2). Overall, we find that
N = 6hS3(1 + O(1/q + d/S + h/S)).
Now choose an arbitrary P ′ ∈ Cd,h−1, and let N ′ = N ′(P ) be the number of
inverse t-switchings which can be applied to it. We can choose two distinct three-
stars (one in X, the other in Y ) in S3T3 ways. Of these choices, we must eliminate
those not permitted. Unwanted coincidences, like v(p1) = v(p4) and v(p′1) = v(p′4)
account for O(s3T3 + t3S3). Cases where P ′ already has a pair involving v(p1) and
v(p′1) or v(p4) and v(p′4), for example, account for O(ts3T3 + st3S3). Finally, cases
where either of the 3-stars include a non-simple pair account for O(s2(d + h)T3 +
t2(d + h)S3). Overall, we find that
N ′ = S3T3(1 + O(1/q + d/S + h/S)).
The lemma follows on considering the ratio N ′/N. 
Corollary 1. Suppose 0  d  N2. Then
N3∑
h=0
|Cd,h|
|Cd,0| = exp
(
S3T3
6S3
+ O(st/q2 + d/q2)
)
.
Proof. If s < 3 or t < 3, no triple pairs are possible and either S3 = 0 or T3 = 0. So
the corollary holds in that case. Otherwise, apply Lemma 7 with A = S3T3/(6S3),
B = 0, γ1 = O(1/q + d/S) and γ2 = O(1/S). 
Lemma 9. Suppose s, t  2 and 0 < d  N2. Then
|Cd,0|
|Cd−1,0|
= S2T2
2dS2
(
1 − 2(d − 1)(2st − 3s − 3t + 4)
(s − 1)(t − 1)S +
(s − 1)(t − 1)
S
+ O((d + st)2/S2)
)
.
Proof. We will use the notation of Fig. 1. In addition, ei is the pair (pi, p′i ), for
i = 1, . . . , 4.
Let N be the number of available d-switchings for a random P ∈ Cd,0; precisely,
the expected number of tuples (e1, e2, e3, e4) satisfying all the requirements for a
d-switching.
First, denote by X1 the class of choices of (e1, e2, e3, e4) such that e1 and e2 are
distinct parallel double pairs, e3 and e4 are simple pairs, and the six cells {v(p1),
v(p3), v(p4), v(p′1), v(p′3), v(p′4)} are distinct. Having chosen P ∈ Cd,0, we can
choose (e1, e2) in 2d ways, then two distinct simple pairs e3 and e4 in [S − 2d]2
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ways. From this we must subtract the choices where v(p1) = v(p3), which number
on average 2d(s − 2)(S − 2d − 1)(1 + O(d/S)) by Lemma 6(ii). The choices where
v(p1) = v(p4) have the same average count, whereas the choices for each of the pos-
sibilities v(p′1) = v(p′3) and v(p′1) = v(p′4) have an average count 2d(t − 2)(S −
2d − 1)(1 + O(d/S)) by symmetry. In addition, it might be that v(p3) = v(p4). This
has an average count of 2dS2(1 + O(d/S)) by Lemma 6(iii), and in the same way
the possibility v(p′3) = v(p′4) has an average count of 2dT2(1 + O(d/S)). We have
enumerated six possible coincidences. If any two of them occur simultaneously, we
have a maximum count less than 2d(s + t)2 by just counting the cases. Combining
these estimates, we find that the average size of X1 is
2dS2
(
1 − 4d + 3s + 3t − 9
S
+ O(d + s + t)2/S2
)
.
Some of the choices in X1 are not valid for d-switchings because there are already
pairs (simple or double) from v(p1) to v(p′3) or v(p′4), or pairs from v(p′1) to v(p3)
or v(p4). Let X2 be the subset of X1 which has this difficulty. By Lemma 6(ii), there
are on average 2d(s − 2)(t − 1)(S − 2d − O(s + t))(1 + O(d/S)) choices that give
a simple pair from v(p1) to v(p′3), and the same number that give a simple pair from
v(p1) to v(p′4). Similarly, the other two undesired simple pairs each give counts
2d(t − 2)(s − 1)(S − 2d − O(s + t))(1 + O(d/S)). Two of these four possibilities
occur together for O(ds2t2) choices, on average. A double pair from v(p1) to v(p′3)
occurs in O(std2) choices, by Lemma 5, and the same for the other three places we
don’t wish a double pair to be. Combining these estimates we find that the average
size of X2 is
4d(2st − 3s − 3t + 4)S(1 + O((d + st)/S)).
Combining these estimates, we have
N = 2dS2
(
1 − 4d + 4st − 3s − 3t − 1
S
+ O((d + st)2/S2)
)
.
Now we must consider inverse d-switchings. With reference to Fig. 1, define
e′1 = (p1, p′3), e′2 = (p2, p′4), e′3 = (p′1, p3), e′4 = (p′2, p4). Let N ′ be the number
of available inverse d-switchings for a random P ∈ Cd−1,0; precisely, the expec-
ted number of tuples (e′1, e′2, e′3, e′4) satisfying all the requirements for an inverse
d-switching.
We begin with the set Y1 of choices (e′1, e′2, e′3, e′4) of simple pairs with the six
cells {v(p1), v(p3), v(p4), v(p′1), v(p′3), v(p′4)} distinct. The pairs (e′1, e′2) and (e′3,
e′4) can be chosen independently in (S2 − (4s − 6)(d − 1))(T2 − (4t − 6)(d − 1))(1
+ O(d2/S2)) ways, by Lemma 6(iii). From these we subtract the choices where
{e′1, e′2, e′3, e′4} are not distinct: 4S2T2/S(1 + O(1/q + d/S)) by Lemma 6(iv). We
also subtract the choices where v(p′1) = v(p′3) but {e′1, e′2, e′3, e′4} are distinct, and
the three similar cases: 2(S3T2 + S2T3)/S(1 + O(1/q + d/S)). These exceptions
are disjoint, so we have that the average size of Y1 is
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S2T2 − 2(d − 1)(4st − 5s − 5t + 6)S − 2(s − 1)(t − 1)(s + t − 2)S
+ O(std2 + s2t2(s+t)).
Within the choices Y1, a subset Y2 do not give legal inverse d-switchings be-
cause there is a pair from v(p1) to v(p′1), from v(p3) to v(p′3), or from v(p4)
to v(p′4). For the case of simple pairs, using Lemma 6(iv) again, we find that the
first of these amounts to S3T3/S((1 + O(1/q + d/S)) choices and each of the other
two amount to S22T
2
2 /S
3((1 + O(1/q + d/S)) choices. Two of these events occur
together in O(s3t3) cases on average, by Lemma 6(iv). A double pair in one of the
three forbidden positions occurs for O(ds2t2) choices. Thus, the average size of Y2 is
(s − 1)(t − 1)(3st − 4s − 4t + 6)S + O(s3t3 + s2t2d).
Combining these estimates, we find that
N ′ = S2T2
(
1 − 2(d − 1)(4st − 5s − 5t + 6)
(s − 1)(t − 1)S
− 3st − 2s − 2t + 2
S
+ O((d + st)2/S2)
)
.
Dividing N ′ by N now gives the claimed value. 
Corollary 2
N2∑
d=0
N3∑
h=0
|Cd,h|
|C0,0| = exp
(
(s − 1)(t − 1)
2
+ (s − 1)(t − 1)(2st − s − t + 2)
12S
+ O(st/q2)
)
.
Proof. If s = 1 or t = 1, no double or triple pairs can occur and the result is true
trivially. So suppose s, t  2.
The result now follows from Lemma 7, Corollary 1 and Lemma 9. The O(d/q2)
error term in Corollary 1, which is uniform over d, can be covered by adding a
O(1/q2) term to δi (in the notation of Lemma 7). This is not larger than terms already
present. 
We now have the proof of our main theorem.
Proof of Theorem 2. Simply substitute Corollary 2 into Lemma 2. 
As a partial check, the case of s = t agrees precisely with the conjecture made
in [7] on the basis of numerical evidence. We can also check our result for the most
“unbalanced” case, where s is small and t can be large. Let T (n,m, t; r0, . . . , rs)
denote the number of 0–1 matrices with m rows and n columns, such that each
column has sum t, and there are ri rows of sum i for each i.
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Lemma 10. For n  1,
T (n,m, t; r0, . . . , rs) =
∑
i1,...,is
(
r1
i1
)(
r2
i2
)
· · ·
(
rs
is
)
× T (n−1, m, t; r0+i1, r1−i1+i2, r2−i2+i3, . . . , rs−is),
where the sum is over i1, . . . , is such that 0  ij  rj (1  j  s) and
∑s
j=1 ij = t,
with the boundary condition that T (0, m, t; r0, . . . , rs) = 0 except for T (0, m, t;m,
0, . . . , 0) = 1.
Proof. The recurrence describes the addition of one extra column, with ij being the
number of rows whose sum is thereby increased from j − 1 to j. 
The values given by this recurrence for s = 2, 3 and many values of t were found
to agree well with Theorem 2.
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