Single-photon avalanche diodes (SPADs) are becoming popular in time-of-flight depth-ranging due to their unique ability to capture individual photons with picosecond timing resolution. However, ambient light (e.g., sunlight) incident on a SPAD-based 3D camera leads to severe non-linear distortions (pileup) in the measured waveform, resulting in large depth errors. We propose asynchronous single-photon 3D imaging, a family of acquisition schemes to mitigate pileup during data acquisition itself. Asynchronous acquisition temporally misaligns SPAD measurement windows and the laser cycles through deterministically predefined or randomized offsets. Our key insight is that pileup distortions can be "averaged out" by choosing a sequence of offsets that span the entire depth range. We develop a generalized image formation model and perform theoretical analysis to explore the space of asynchronous acquisition schemes and design high-performance schemes. Our simulations and experiments demonstrate an improvement in depth accuracy of up to an order of magnitude as compared to the state-ofthe-art, across a wide range of imaging scenarios, including those with high ambient flux. * Equal contribution †
Single-Photon Cameras
Light is fundamentally quantized; any camera records incoming light not continuously, but in discrete packets called photons. A conventional camera typically captures hundreds to thousands of photons per pixel to create an image. What if cameras could record individual photons, and, precisely measure their time-of-arrival? Not only would such cameras have extremely high sensitivity, but the captured data will have an additional time-dimension, a rich source of information inaccessible to conventional cameras.
There is an emerging class of sensors, called singlephoton avalanche diodes (SPADs) [30] that promise singlephoton sensitivity ( Fig. 1(a) ) and the ability to time-tag photons with picosecond precision. Due to these capabilities, SPADs are driving novel functionalities such as non-lineof-sight (NLOS) imaging [7, 22] and microscopy of bio- phenomena at nano time-scales [4] . However, so far, SPADs are considered specialized devices suitable only for photonstarved (dark) scenarios, and thus, restricted to a limited set of niche applications. This raises the following questions: Can SPADs operate not just in low-light, but across the entire gamut of imaging conditions, including high-flux scenes [15] ? In general, is it possible to leverage the exciting capabilities of SPADs for a broader set of mainstream computer vision applications ( Fig. 1(b) )?
In this paper, we address the above questions in the context of 3D imaging. Consider a single-photon 3D camera based on time-of-flight (ToF). It consists of a pulsed laser Figure 2 . Imaging model of single-photon 3D cameras. (a) A single-photon 3D camera records the timestamps of returning photons over many laser cycles and constructs a histogram of photon arrival times. In the absence of ambient light, the peak of this histogram corresponds to the true depth. (b) In the conventional (synchronous) operation, ambient light causes photon pileup which distorts the histogram towards earlier time bins. (c) Asynchronous acquisition prevents pileup by temporally staggering the SPAD cycles with respect to the laser cycles, distributing the effect of pileup uniformly over all histogram bins. (d) 3D shape recovered using synchronous acquisition shows large depth errors due to pileup. (e) Proposed asynchronous method recovers accurate 3D shape even in high ambient light. emitting periodic pulses of light toward the scene, and a SPAD sensor ( Fig. 1(c) ). Although several conventional 3D cameras also use the ToF principle, single-photon 3D cameras have a fundamentally different imaging model. The SPAD detects at most one returning photon per laser pulse, and records its time-of-arrival. Arrival times over several laser pulses are recorded to create a temporal histogram of photon arrivals, as shown in Fig. 2(a) . Under low incident flux, the histogram is approximately a linearly scaled replica of the incident waveform, and thus, can be used to recover scene depths [27, 19] . Due to the high timing resolution of SPADs, single-photon 3D cameras are capable of achieving "laser-scan quality" depth resolution (1-10 mm), at long distances (100-1000 meters) ( Fig. 1(d) ).
Single-photon 3D imaging in sunlight: Due to the peculiar histogram formation process, single-photon 3D cameras cannot operate reliably under ambient light (e.g., sunlight in outdoor conditions). This is because early arriving ambient photons prevent the SPAD from measuring the signal (laser) photons that may arrive at a later time bin of the histogram. This distorts the histogram measurements towards earlier time bins, as shown in Fig. 2(b) . This non-linear distortion, known as photon pileup [14, 25, 17] makes it challenging to reliably locate the laser pulse, resulting in large depth errors. Although there has been a lot of research toward correcting these distortions in post-processing [14, 9, 23, 25, 28] , strong pileup due to ambient light continues to limit the scope of this otherwise exciting technology.
We propose asynchronous single-photon 3D imaging, a family of computational imaging techniques for SPADbased 3D cameras with the goal of preventing pileup during acquisition itself. In conventional ToF cameras, the laser and sensor are temporally synchronized. In contrast, we desynchronize the SPAD acquisition windows with respect to the laser pulses. This introduces different temporal offsets between laser cycles and SPAD acquisition windows, as shown in Fig. 2(c) . The key insight is that cycling through a range of temporal offsets (across different laser cycles) enables detecting photons in later time bins that would otherwise have been masked by early-arriving ambient photons. This distributes the effect of pileup across all histogram bins, thus eliminating the structured distortions caused by the synchronous measurements, as shown in Fig. 2(c) .
At first glance, it may appear that such asynchronous measurements may not provide consistent depth information.
The main idea lies in computationally resynchronizing the photon timing measurements with the laser cycles. To this end, we develop a generalized image formation model and derive a maximum likelihood estimator (MLE) of the true depth that accounts for arbitrary temporal offsets between measurement and laser cycles. Based on these ideas, we propose two asynchronous acquisition methods: uniform and photon-driven, which shift the SPAD window with respect to laser either deterministically or stochastically. These techniques can be implemented with minimal modifications to existing systems, while achieving up to an order-of-magnitude improvements in depth accuracy. An example is shown in Fig. 2(d-e ).
Implications and future outlook: Due to their compatibility with mainstream CMOS sensor fabrication lines, the capabilities of SPAD cameras continue to grow rapidly [11, 32, 12, 20, 18, 1, 3] . As a result, the proposed methods, aided by rapid ongoing advances in SPAD technology, will potentially spur wide-spread adoption of single-photon sensors as all-purpose cameras in demanding computer vision and robotics applications, where the ability to perform reliably in both photon-starved and photon-flooded scenarios is critical to success.
Related Work
Photon pileup mitigation for SPAD cameras: Perhaps the most widely adopted approach for preventing pileup is attenuation, i.e., optically blocking the total photon flux incident on the SPAD so that only 1-5% of the laser pulses lead to a photon detection [2, 3] . 1 Recent work [14, 13] has shown that this rule-of-thumb extreme attenuation is too conservative and the optimal operating flux is considerably higher. Various computational [25, 14] and hardware [1, 3, 35] techniques for mitigating pileup have also been proposed. These approaches are complementary to the proposed asynchronous acquisition, and can provide further improvements in performance when used in combination. Temporally shifted gated acquisition: Fast-gated detectors [6] have been used previously for range-gated LiDAR, confocal microscopy and non-line-of-sight (NLOS) imaging [7] to preselect a specific depth range and suppress undesirable early-arriving photons. A sequence of shifted SPAD gates has been used in FLIM for improving temporal resolution and dynamic range [34, 31, 32] and for extending the unambiguous depth range of pulsed LiDARs [29] . In contrast, we use shifting to mitigate pileup and present a theoretically optimal method for choosing the sequence of shifts and durations of the SPAD measurement gates without any prior knowledge of scene depths. Photon-driven acquisition: The photon-driven (or freerunning) mode of operation has been analyzed for FLIM [16, 9, 1] , and recently for LiDAR [28] where a Markov chain model-based iterative optimization algorithm is proposed to recover the incident waveform from the distorted histogram. The focus of these approaches is on designing efficient waveform estimation algorithms. Our goal is different. We explore the space of asynchronous acquisition schemes with the aim of designing acquisition strategies that mitigate depth errors due to pileup in high ambient light under practical constraints such as a fixed time budget. We also propose a generalized closed-form maximum likelihood estimator (MLE) for asynchronous acquisition that can be computed without any iterative optimization routine.
Single-Photon 3D Imaging Model
A SPAD-based 3D camera consists of a pulsed laser that emits short periodic pulses of light toward a scene point, and a co-located SPAD sensor that captures the reflected photons ( Fig. 1(c) ). Although the incident photon flux is a continuously varying function of time, a SPAD has limited time resolution, resulting in a discrete sampling of the continuous waveform. Let Δ denote the size of each discrete temporal bin (usually on the order of few tens of picoseconds). Assuming an ideal laser pulse modeled as a Dirac-delta function δ(t), the number of photons incident on the SPAD in the i th time bin follows a Poisson distribution with a mean given by:
where δ i,j is the Kronecker delta, 2 τ = � 2z /cΔ� is the discretized round-trip time delay, z is the distance of the scene point from the camera, and c is the speed of light. Φ sig is the mean number of signal photons (due to the laser pulse) received per bin, and Φ bkg is the (undesirable) background and dark count photon flux per bin. B is the number of time bins in a single laser period. The vector (r i ) B i=1 denotes the incident photon flux waveform. A reliable estimate of this waveform is needed to estimate scene depth. Synchronous acquisition: In order to estimate the incident waveform, SPAD-based 3D cameras employ the principle of time-correlated single-photon counting (TC-SPC) [21, 17, 2, 26, 24, 25] . In conventional synchronous acquisition, the SPAD starts acquiring photons immediately after the laser pulse is transmitted, as shown in Fig. 2 (a). In each laser cycle (laser repetition period), after detecting the first incident photon, the SPAD enters a dead time (∼100 ns) during which it cannot detect additional photons. The SPAD may remain inactive for longer than the dead time so that the next SPAD acquisition window aligns with the next laser cycle. 3 The time of arrival of the first incident photon is recorded with respect to the start of the most recent cycle. A histogram (N 1 ,. . . ,N B ) of the first photon arrival times is constructed over many cycles, where N i denotes the number of times the first photon arrives in the i th bin. In low ambient light, the histogram, on average, is simply a scaled version of the incident waveform [13] , from which, depth can be estimated by locating its peak. Effect of ambient light in synchronous acquisition: Under ambient light, the incident flux waveform can be modeled as an impulse with a constant d.c. offset, as shown in the top of Fig. 2(b) . In high ambient flux, the SPAD detects an ambient photon in the earlier histogram bins with high probability. This skews the measured histogram towards earlier histogram bins, as shown in the bottom of Fig. 2(b) . The peak due to the laser source appears only as a small blip in the exponentially decaying tail of the measured histogram. This distortion, called photon pileup [8, 2, 25] , significantly lowers the accuracy of depth estimates.
In the next two sections we introduce a generalization of the synchronous TCSPC acquisition scheme, and show how it can be used to mitigate pileup distortion and reliably estimate depths, even in the presence of high ambient light.
Theory of Asynchronous Image Formation
In this section we develop a theoretical model for asynchronous single-photon 3D cameras. We derive a histogram formation model and a generalized Coates's estimator [8] for the incident photon flux waveform. In asynchronous acquisition, we decouple the SPAD on/off times from the laser cycles by allowing the SPAD acquisition windows to have arbitrary start times with respect to the laser pulses ( Fig. 2(c) ). A SPAD cycle is defined as the duration between two consecutive time instants when the SPAD sensor is turned on. The SPAD will remain inactive during some portion of each SPAD cycle due to its dead time. Each laser cycle consists of B time bins which are used to build a photon count histogram. The bin indices are defined with respect to the start of the laser cycle, i.e., the first time bin is aligned with the transmission of each laser pulse. We assume that the laser repetition period is BΔ = 2z max /c. This ensures that a photon detected by the SPAD always corresponds to an unambiguous depth range [0, z max ). Let s l (0 ≤ s l ≤ B −1) denote the bin index (with respect to the most recent laser cycle) at which the SPAD gate is activated during the l th SPAD cycle (1 ≤ l ≤ L). As shown in Fig. 3 (top), a SPAD cycle may extend over multiple consecutive laser cycles.
Probability distribution of measured histogram: Due to Poisson statistics, the probability q i that at least one photon is incident on the SPAD in the i th bin is:
where r i is given by Eq. (1). A photon detection in the i th time bin occurs when no photon is incident in the time bins preceding the i th bin in the current cycle, and at least one photon is incident in the i th bin. The probability p l,i of a photon detection in the i th bin in the l th SPAD cycle depends on the shift s l , and is given by:
where it is understood (see Supplementary Note 1) that j < i denotes the bin indexes preceding the i th bin in a modulo-B sense with a "wrap around" depending on the shift s l (Fig. 3(bottom) ). We introduce an additional (B +1) th bin in the histogram to record the number of cycles where no photons were detected, with corresponding bin probability p l,B+1 := 1− � B i=1 p l,i . As in the synchronous case, we construct a histogram of the number of photons detected in each time bin. Let N i be the number of photons captured in the i th bin over L SPAD cycles. As shown in Supplementary Note 1, the joint distribution of the measured histogram (N 1 , N 2 , . . . , N B , N B+1 ) is given by a Poisson-Multinomial Distribution (PMD) [10] . The PMD is a generalization of the multinomial distribution; if s l = 0 ∀ l (conventional synchronous operation), this reduces to a multinomial distribution [14, 25] . Characterizing pileup in asynchronous operation: Similar to the synchronous case, in the low incident flux regime (r i � 1 ∀ i) the measured histogram is, on average, a linearly scaled version of the incident flux: E[N i ] ≈ Lr i , and the incident flux can be estimated as � r i = Ni /L. However, in high ambient light, the photon detection probability at a specific histogram bin depends on its position with respect to the beginning of the SPAD cycle. Similar to synchronous acquisition, histogram bins that are farther away from the start of the SPAD cycle record photons with exponentially smaller probabilities compared to those near the start of the cycle. However, unlike the synchronous case, the shape of this pileup distortion wraps around at the B th histogram bin during computational resynchronization. This is shown in Fig. 3(bottom) . The segment that is wrapped around depends on s l and may vary with each SPAD cycle. Computational pileup correction in asynchronous acquisition: A computational pileup correction algorithm must use the histogram (N i ) B+1 i=1 to estimate the true waveform r i via an estimate of q i and Eq. (2) . Recall that a photon detection in a specific histogram bin prevents subsequent bins from recording a photon. Therefore, in the high flux regime, q i cannot be simply estimated as the ratio of N i to the number of SPAD cycles (L); the denominator in this ratio must account for the number of SPAD cycles where the i th histogram bin had an opportunity to record a photon.
Definition 1 (Denominator Sequence). Let D l,i be an indicator random variable which is 1 if, in the l th SPAD cycle, no photon was detected before the i th time bin. The denom-
. Note that D l,i = 1 indicates that in the l th SPAD cycle, the SPAD had an opportunity to detect a photon in the i th bin. By summing over all SPAD cycles, D i denotes the total number of photon detection opportunities in the i th histogram bin. Using this corrected denominator, an estimate for q i is obtained as follows:
We show in Supplementary Note 1 that � q i is in fact the MLE of q i . The MLE of the incident flux waveform is given by:
which is a generalization of the Coates's estimator [8, 25] . Photon pileup causes later histogram bins to have D i ≈ 0 making it difficult to estimate r i . Intuitively, a larger D i denotes more "information" in the i th bin, hence a more reliable estimate of the true flux waveform can be obtained.
Photon Pileup: Prevention Better than Cure?
In theory, when operating in high ambient light, the generalized Coates's estimator in Eq. (4) can invert pileup distortion for asynchronous acquisition with any given set of shifts s l . However, if the asynchronous acquisition scheme is not well-designed, this inversion will lead to unreliable waveform estimates. For example, if the shifts s l are all zero (synchronous acquisition), bins farther from the start of the SPAD cycle will have D i ≈ 0 and suffer from extremely noisy flux estimates.
In this section, we design imaging techniques that prevent photon pileup in the acquisition phase itself, even under high ambient light. Our main observation is that delaying the start of the SPAD cycle with respect to the start of a laser cycle increases D i at later time bins. The key idea, as shown in Fig. 3 , is to cycle through various shifts s l for different SPAD cycles. This ensures that each time bin is close to the start in at least a few SPAD cycles. Intuitively, if all possible shifts from 0 to B−1 are used, the effect of the exponentially decaying pileup due to ambient photons gets distributed over all histogram bins equally. On the other hand, returning signal photons from the true laser peak add up "coherently" because their bin location remains fixed. As a result, the accumulated histogram has enough photons in all bins ( Fig. 3(e) ) to enable reliable Coates's estimates. We characterize the space of all shifting strategies by their shift sequence, (s i ) L i=1 . For now, we only consider deterministic shift sequences, which means that the shifts are fixed and known prior to acquisition. Given these definitions, the question that we seek to address is: What is the optimal shifting strategy that minimizes depth estimation error? We now present two key theoretical results towards answering this question for a SPAD-based 3D camera operating in the high ambient flux regime where the total number of incident photons is dominated by ambient photons. 4 Definition 2 (Uniform Shifting). A shifting strategy is said to be uniform if its shift sequence is a uniform partition of the time interval [0, BΔ), i.e., is a permutation of the sequence (0, � B /L�, � 2B /L�, ..., � (L−1)B /L�).
Result 1 (Denominator Sequence and Probability of Depth Error). In the high ambient flux regime, among all denominator sequences with a fixed total expected sum
, an upper bound on the average probability of depth error for the estimator in Eq. (4) is minimized when
Result 2 (Denominator Sequence for Uniform Shifting). Uniform shifting achieves a constant expected denominator sequence.
Interpreting Results 1 and 2: As shown in Supplementary Note 2, for a fixed L, different shift sequences will lead to different denominator sequences but the total expected denominator
The first result (based on [13] ) shows that if a shifting strategy can achieve a constant expected denominator sequence, it will have lower depth error than all other shifting strategies (including synchronous acquisition). The second result shows that there exists a shifting strategy that achieves a constant expected denominator: uniform shifting. As a byproduct, a uniform denominator sequence makes the depth errors invariant to the true bin location, unlike the synchronous case where later time bins suffer from higher depth errors. 
Single-pixel simulations:
We compare the performance of uniform shifting and conventional synchronous acquisition through Monte Carlo simulations. 5 We use a histogram with B = 1000 and Δ = 100 ps and consider a wide range of background and signal photon flux levels in the discrete delta pulse model of Eq. (1). Uniform shifts are simulated by choosing equally spaced shifts between 0 and 1000 and generating photon counts using Eq. (S3). Depth is estimated using the generalized estimator (Eq. (4)). As seen in Fig. 4 , the depth RMSE with uniform shifting is considerably lower than conventional synchronous acquisition. At certain combinations of signal and background flux levels, uniform shifting estimates depths with almost zero RMSE while the conventional methods give a very high error.
Practically Optimal Acquisition for Single-Photon 3D Imaging in Bright Sunlight
The theoretical analysis in the previous section shows uniform shifting minimizes an upper bound on the � 0 depth error. It is natural to ask: How can we implement practical uniform shifting approaches that are not just theoretically optimal in the � 0 sense, but also achieve good RMSE (� 2 error) performance under realistic constraints and limited acquisition time? In this section, we design several highperformance shifting schemes based on uniform shifting. These are summarized in Fig. 5 .
Uniform shifting can be implemented in practice by making the SPAD cycle period longer than the laser cycle ( Fig. 5(b) ), and relying on this mismatch to automatically cycle through all possible shifts. Moreover, this can be implemented at a negligible additional cost in terms of total acquisition time as shown in Supplementary Note 3.
SPAD Active Time Optimization
So far, we have assumed the SPAD active time duration is fixed and equal to BΔ. Programmable fast-gated SPAD 5 The maximum possible relative RMSE is 30% because it is defined in a modulo-B sense. See Supplementary Note 8. detectors [6, 5] allow flexibility in choosing different active time and SPAD cycle durations ( Fig. 5(c) ). Arbitrary shift sequences can also be implemented by varying the number of active time bins, m, while keeping the inactive duration fixed at t d . This expands the space of shifting strategies characterized by the active time bins, m, and the shift sequence, (s l ) L l=1 . Under a fixed acquisition time constraint:
Note that L can now vary with m. Can this greater design flexibility be used to improve depth estimates? Varying m leads to an interesting trade-off. Shortening the active time duration causes a larger proportion of each SPAD cycle to be taken up by dead time. On the other hand, using a very long active time is inefficient because the portion of the active time after the first photon arrival is spent in dead time anyway. This raises the question: What is the optimal active time that minimizes the depth error? In Supplementary Note 4 we show that the optimal active time for uniform shifting is given by:
Simulation results for varying active time: Fig. 6 shows plots of depth RMSE vs. m for a wide range of ambient flux levels and two different values of dead time. Observe that the RMSE curves have local minima which agree with our theory (Eq. (6)). For a wide range of photon flux levels considered here, m opt is shorter than the conventionally used active time of m = B = 1000 and gives a remarkable improvement in RMSE by up to a factor of 6.
Photon-Driven Shifting
The optimal active time criterion balances the tradeoff between short and long active time windows in an aver- age sense. However, due to the large variance in the arrival time of the first photon in each cycle, a fixed m cannot achieve both these goals on a per-photon basis. It is possible to achieve photon-adaptive active time durations using the free-running mode [28] where the SPAD is always active, except after a photon detection when it enters a dead time.
In the free-running mode the active times and SPAD cycle durations vary randomly due to the stochastic nature of photon arrivals. As shown in Fig. 5(d) , this creates different shifts across different SPAD cycles. Over a sufficiently long acquisition time, a uniformly spaced sequence of shifts is achieved with high probability, distributing the effect of pileup over all histogram bins uniformly. We call this randomized shifting phenomenon photon-driven shifting.
Depth estimator for photon-driven shifting: Unlike deterministic shifting, the shift sequence in photon-driven shifting is stochastic because it depends on the random photon arrival times. In Supplementary Note 5 we show that the scene depths can still be estimated using the generalized Coates's estimator (Eq. (4)) as before 6 .
The following result states that photon-driving shifting possesses the desirable property of providing a uniform shift sequence. See Supplementary Note 5 for a proof.
Result 3. As L → ∞, photon-driven shifting achieves a uniform shift sequence.
Result 3 says that photon-driven shifting exhibits a pileup averaging effect, similar to uniform shifting. Although this does not establish a relationship between the shift sequence and depth RMSE, our results show up to an order of magnitude improvement in RMSE compared to conventional synchronous acquisition. 7 Simulation results: Fig. 7 shows simulated RMSE results for photon-driven shifting over a wide range of signal and 6 Note that the joint distribution of (N i ) L i=1 derived in Section 4 does not hold for photon-driven shifting because the shift sequence is random. 7 Proving exact uniformity of the shift sequence requires assuming L → ∞, although in practice, we found that L ≤ 50 SPAD cycles is sufficient. Figure 8 . Optimal attenuation factor Υ opt for photon-driven shifting is higher than that of synchronous acquisition, leading to efficient flux utilization, while minimizing photon pileup. ambient flux levels. For some flux levels the proposed shifting methods provide almost zero depth error while the conventional method has the maximum possible error. The RMSE of photon-driven shifting is similar to uniform shifting with m opt , but for some flux levels it can provide a factor of 2 improvement over uniform shifting. Supplementary Note 6 discusses certain regimes where deterministic shifting may be preferable over photon-driven shifting.
Combination with Flux Attenuation
Recent work [13, 14] has shown that there is an optimal incident flux level at which pileup in a synchronous SPAD-based 3D camera is minimized while maintaining high SNR. This optimal flux can be achieved by optically attenuating the incident photon flux. In the space of acquisition strategies to deal with pileup, attenuation can be considered a complementary approach to asynchronous shifting. In Supplementary Note 7, we show that the optimal attenuation fraction for photon-driven shifting is given by:
� . Fig. 8 shows simulation results of depth RMSE for the conventional synchronous mode and photon-driven shifting over a range of attenuation factors and two different dead times. The locations of the minima agree with our theory. There are two key observations. First, the optimal attenuation fraction with shifting is much higher than that for conventional synchronous acquisition. Second, combining attenuation with photon-driven shifting can provide a large gain in depth error performance, reducing the RMSE to almost zero under certain conditions.
Experiments
Our hardware prototype consists of a 405 nm pulsed laser (Picoquant LDH-P-C-405B), a TCSPC module (Picoquant HydraHarp 400) and a fast-gated SPAD [6] that can be operated in both triggered and free-running modes and Figure 9 . Experimental demonstration of single-photon 3D imaging under strong ambient light. A white "PorcelainFace" vase was illuminated with high ambient light of BΦbkg = 11 photons and scanned with a low-power laser at an SBR of 0.02. The proposed asynchronous acquisition schemes achieve considerably higher depth quality as compared to conventional synchronous methods. Figure 10 . Adaptivity of photon-driven shifting to different albedos. The black vase in this "Vases" scene has 1 /10 th the reflectivity of the white vase. With synchronous acquisition, the attenuation fraction must be adjusted individually for each vase. In contrast, both vases are reliably reconstructed with photon-driven shifting which automatically adapts the active time duration for each pixel. has a programmable dead time which was set to 50 ns. We operated the laser at a repetition frequency of 10 MHz for an unambiguous depth range of 15 m discretized into 1000 histogram bins. For uniform shifting, we operated the SPAD with its internal clock to obtain shifts between the SPAD measurement windows and the laser cycles.
3D point-scanning results: Fig. 9 shows 3D reconstructions of "PorcelainFace" scene under high ambient illumination. Both uniform and photon-driven shifting (Υ opt photon-driven = 1) perform better than synchronous acquisition methods. Photon-driven acquisition provides subcentimeter RMSE, which is an order of magnitude better than the state-of-the-art extreme attenuation method.
The method of [13] uses synchronous acquisition and relies on setting an attenuation factor for different parts of the scene based on the total photon flux and hence requires pixel-wise adaptation. The "Vases" scene in Fig. 10 consists of a black vase with a much lower albedo than the white vase. The attenuation fraction needed for the white vase is too low and causes the black vase to appear noisy, whereas the attenuation fraction for the black vase is too high to avoid pileup distortions at the white vase. The average active time with photon-driven shifting (Υ opt photon-driven = 1) au-tomatically adapts to different photon flux levels and reliably captures the depth map for both vases. For darker scene points the average active time is longer than the laser cycle period of B = 1000.
Limitations and Discussion
Incorporating spatial priors: The theoretical analysis and results presented here are limited to a pixel-wise depth estimator which uses the MLE of the photon flux waveform. Further improvements can be obtained by incorporating spatial priors in a regularized optimization framework [14] , or data-driven neural network-based approaches [19] that exploit spatial correlations between neighboring pixels and across different training images to improve depth accuracy. Extension to other active-imaging modalities: The idea of using asynchronous acquisition schemes can be extended to other SPAD-based active-imaging applications that use the principle of TCSPC to recover the true shape of the photon flux waveform. Non-uniform shifting schemes may be required for time-domain FLIM where true waveform shape is an exponential decay and NLOS imaging where the photon flux waveform can have arbitrary shapes.
