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Abstract
This thesis investigates the dynamics of an atomic quantum dot (AQD) coupled to
a Bose-Einstein condensate (BEC) via particle exchange and interactions. This is
motivated by the possibility of using such a system as a non-destructive probe of the
BEC. A review of the physics of a BEC and relevant impurity models is presented.
The collisional blockade regime of the AQD is considered, and the AQD is modelled
as a spin-12 pseudospin.
Having expressed the BEC in terms of number and phase, the semi-classical ground
state of the system is determined. The fluctuations in number and phase around this
ground state are assumed to be small. Using Fermi’s golden rule, the decay rates of
the system are calculated. The system dynamics are found to be highly dependent
on dimensionality and the coupling between AQD and BEC. Having derived the
action for this system, it is found that the small phase fluctuation assumption fails
in two dimensions and for certain limits in three dimensions.
We attempt to circumvent this difficulty using a canonical transformation. The
resulting system is related to a biased spin-boson model. Expressing the pseudospin
in terms of Schwinger bosons, the self energy for this system is determined. Green’s
functions for the system are derived by solving Dyson’s equation, and a decay rate
is extracted. Determining the spin-spin temporal correlation functions by solving
the Bethe-Salpeter equation is found to be intractable due to the Schwinger boson
number constraint.
The possibility of avoiding this problem using the Holstein-Primakoff representa-
tion in a large-S generalisation of the AQD states is explored. We find that the
pseudospin precession can be controlled by tuning the coupling parameters and the
interactions in the BEC. In particular, we found two unexpected regimes where the
pseudospin precession can be slowed down to arbitrarily small frequencies.
4
Acknowledgements
Completing this thesis has been one of the most challenging things I have ever done.
I would like to take this opportunity to express my gratitude to a number of people
who helped me along the way.
First and foremost, I would like to thank my supervisor, Derek Lee, without whose
good ideas, selfless support, and relentless cheer this would not have been possible.
I will forever be in his debt.
I am very grateful for the wonderful friends I have made during my four years at
Imperial, including, but by no means limited to Sam, James, Yu and Wei Hsiung.
I have learned a great deal about Physics from them, and have thoroughly enjoyed
our discussions of life, the Universe, and European monetary policy. I would also
like to thank Jon, Gavin, Dan, Steve, Emily, Tash, Phil and Steph for putting me
up, and putting up with me during my nomadic phases. Finally, I would like to offer
my deepest gratitude to Mam, Dad and Elle for their enduring support.
5
Contents
Declaration of originality 2
Copyright declaration 3
Abstract 4
Acknowledgements 5
Contents 6
List of Figures 10
1 Introduction 13
2 Interacting Bose fluid 19
2.1 Ideal Bose gas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Interacting Bose fluid . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.1 Superflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Variational treatment . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.1 Healing length . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.2 Gross-Pitaevski equation . . . . . . . . . . . . . . . . . . . . 24
2.4 Quantum fluctuations . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.1 Field operators . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.2 Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.3 Bogoliubov method . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4.4 Condensate depletion . . . . . . . . . . . . . . . . . . . . . . 29
2.4.5 Off-diagonal long-range order (ODLRO) . . . . . . . . . . . . 30
2.4.6 Feynman path integral method . . . . . . . . . . . . . . . . . 31
2.4.7 Imaginary time correlation functions . . . . . . . . . . . . . . 32
6
Contents 7
3 Bosonic impurity models 35
3.1 Spin-boson model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Bose Kondo model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3 BEC coupled to an AQD . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3.1 Lee-Gunn modified spin-boson model . . . . . . . . . . . . . 43
3.3.2 Recati spin-boson model . . . . . . . . . . . . . . . . . . . . . 47
3.3.3 Bosonic single-impurity Anderson model . . . . . . . . . . . . 50
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4 Our Model 54
4.1 Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2 Variational work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3 Impurity size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4 Relation to spin-boson and Bose-Kondo models . . . . . . . . . . . . 61
4.5 Fermi’s golden rule . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.5.1 Small α
√
n¯, wn¯ limit . . . . . . . . . . . . . . . . . . . . . . . 64
4.5.2 Small fluctuations regime . . . . . . . . . . . . . . . . . . . . 69
4.5.3 Large w limit . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.6 Quantum fluctuations . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.6.1 Action formulation . . . . . . . . . . . . . . . . . . . . . . . . 78
4.6.2 Mean field behaviour in 3 dimensions . . . . . . . . . . . . . 81
4.6.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5 Rotated model 85
5.1 Recati rotation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.1.1 Density fluctuations in the hopping term . . . . . . . . . . . 88
5.1.2 Introducing impurity size . . . . . . . . . . . . . . . . . . . . 89
5.2 Fermi’s golden rule . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.3 Action formalism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.3.1 Mean field behaviour . . . . . . . . . . . . . . . . . . . . . . . 96
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6 Coherent dynamics of rotated model 100
Contents 8
6.1 Schwinger bosons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.2 Non-interacting Green’s functions . . . . . . . . . . . . . . . . . . . . 102
6.3 Interacting Green’s function . . . . . . . . . . . . . . . . . . . . . . . 104
6.3.1 Self energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.3.2 Dyson’s equation . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.4 Spin-spin correlation functions . . . . . . . . . . . . . . . . . . . . . 109
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7 Large S model 114
7.1 Holstein-Primakoff . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.2 Action for large S . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7.2.1 Mean field behaviour . . . . . . . . . . . . . . . . . . . . . . . 118
7.2.2 Scaling behaviour as S →∞ . . . . . . . . . . . . . . . . . . 118
7.2.3 1/S expansion of the action . . . . . . . . . . . . . . . . . . . 119
7.2.4 Poles of G0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
8 Conclusion 127
8.1 Further work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
Bibliography 132
A Feynman path integration 137
A.1 Single particle path integral . . . . . . . . . . . . . . . . . . . . . . . 137
A.2 Coherent state functional integral . . . . . . . . . . . . . . . . . . . . 139
A.3 The partition function for a many-particle system . . . . . . . . . . . 139
B Solving relevant spin model 141
B.1 Pauli matrix calculation . . . . . . . . . . . . . . . . . . . . . . . . . 141
B.1.1 Zero temperature . . . . . . . . . . . . . . . . . . . . . . . . . 142
B.1.2 Finite temperature . . . . . . . . . . . . . . . . . . . . . . . . 143
B.2 Schwinger boson calculation . . . . . . . . . . . . . . . . . . . . . . . 144
B.2.1 Wick’s theorem . . . . . . . . . . . . . . . . . . . . . . . . . . 144
B.2.2 α = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
B.2.3 Finite α . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
Contents 9
C Reprint Permissions 148
C.1 Nature Publishing Group . . . . . . . . . . . . . . . . . . . . . . . . 148
C.2 American Physical Society . . . . . . . . . . . . . . . . . . . . . . . . 152
C.3 Taylor and Francis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
List of Figures
1.1 Absorption images of multiple matter wave interference patterns for
87Rb atoms. These were obtained after releasing the atoms from
optical lattices with different trapping depths V0 after a time of flight
of 15 ms. Values of V0 are a: 0Er, b: 3Er, c: 7Er, d: 10Er, e: 13Er, f:
14Er, g: 14Er, h: 16Er. Er is the recoil energy for the optical lattice.
For low values of V0, we see a clear interference pattern. This indicates
that there is phase coherence between the lattice sites and the system
is in a BEC phase. At larger values of V0 the interference pattern
is not visible against the incoherent background. Thus indicating
that the system is in the Mott phase . Reprinted by permission from
Macmillan Publishers Ltd: Nature [1], copyright 2002. . . . . . . . . 15
1.2 BEC in a harmonic trap with a single Gaussian defect. (a-c) cor-
respond to a repulsive defect, while (d-f) correspond to an attrac-
tive one. (a,b,d,e) are experimental date, while (c,f) show numerical
solutions to the Gross-Pitaevski equation[2]. Reprinted figure with
permission from D. Dries, S. E. Pollack, J. M. Hitchcock, and R. G.
Hulet. Phys. Rev. A, 82(3):033603, September 2010. Copyright
(2010) by the American Physical Society. . . . . . . . . . . . . . . . 16
3.1 Diagram for a classification of quantum impurity systems by count-
ing the number of fermionic and bosonic baths to which the impu-
rity couples [3]. Reproduced by permission from Taylor and Francis
Group: copyright 2006. http://www.tandfonline.com/doi/full/
10.1080/14786430500070313 . . . . . . . . . . . . . . . . . . . . . . 35
10
List of Figures 11
3.2 A double well system in the two-state limit [4]. Reprinted figure with
permission from A. J. Leggett, S. Chakravarty, A. T. Dorsey, M. P. A.
Fisher, A. Garg, and W. Zwerger. Rev. Mod. Phys., 59:1-85, March
1987. Copyright (1987) by the American Physical Society. . . . . . . 36
3.3 Schematic RG flows diagram for anisotropic g coupling. The Ising
fixed-points are stable while the isotropic and x-y fixed points are
unstable to further symmetry breaking of the form gx 6= gy [5].
Reprinted figure with permission from L. Zhu and Q. Si. Phys. Rev.
B, 66:024426, Jul 2002. Copyright (2002) by the American Physical
Society. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.4 Quantum phase transition in the Bose-Kondo model. δg = gz −
g⊥. The dashed lines indicate crossover regions corresponding to T ∗∗.
δg = 0 at the critical point [6]. Reprinted figure with permission
from G. Zara´nd and E. Demler. Phys. Rev. B, 66:024427, Jul 2002.
Copyright (2002) by the American Physical Society. . . . . . . . . . 43
3.5 Schematic diagram of an atomic quantum dot (AQD) coupled to a
bosonic bath. The bath is confined in a shallow potential VB(x), and
the AQD is formed by the application of a tightly confining potential
VA(x). These potentials have spherical symmetry. Hopping occurs
between the bath and AQD with frequency Ω. At zero temperature,
the bosons in the bath condense to form a BEC. There is repulsion
between the atoms held in the AQD which prevents macroscopic con-
densation into it [7]. Reprinted figure with permission from H.-J.
Lee, K. Byczuk, and R. Bulla. Phys. Rev. B, 82:054516, Aug 2010.
Copyright (2010) by the American Physical Society. . . . . . . . . . 47
3.6 T = 0 phase diagram of the B-SIAM with bath exponent s = 0.4
and impurity interaction UAA = 0.5ωc.  = −∆. The points denote
the boundary between BEC and Mott states. The Mott states are
labelled by the number of impurities in the AQD. Only the Mott
phases with nimp ≤ 4 are shown [7]. Reprinted figure with permission
from H.-J. Lee, K. Byczuk, and R. Bulla. Phys. Rev. B, 82:054516,
Aug 2010. Copyright (2010) by the American Physical Society. . . . 51
List of Figures 12
3.7 (a)Non-interacting BEC state, ΨB(x), confined in a shallow potential
VB(x). (b)Mott phase: an integer number of particles have been
depleted from the condensate and are tightly trapped in VA(x) The
other bosons still form a BEC, but the local density of the condensate
vanishes in the vicinity of the AQD. (c)BEC phase: The states in
the AQD and in the condensate hybridize, resulting in an increase
in the local density of the condensate in the vicinity of the AQD[7].
Reprinted figure with permission from H.-J. Lee, K. Byczuk, and R.
Bulla. Phys. Rev. B, 82:054516, Aug 2010. Copyright (2010) by the
American Physical Society. . . . . . . . . . . . . . . . . . . . . . . . 52
4.1 A defect at site r = 0 coupled to a Bose-Einstein condensate. The
defect is modelled as a spin-12 particle. The defect is occupied in the
+1 eigenstate of σˆz and unoccupied in the −1 eigenstate. . . . . . . 54
4.2 The Euler angles used to describe the spin. . . . . . . . . . . . . . . 57
6.1 “Balloon” Feynman diagram representing the Hartree contributions
to the self energy (6.21) and (6.26). . . . . . . . . . . . . . . . . . . . 106
6.2 “Rainbow” Feynman diagram representing the Fock contributions to
the self energy (6.22), (6.24) and (6.27). . . . . . . . . . . . . . . . . 107
6.3 Feynman diagrams contributing to Bethe-Salpeter equation. Here,
the arrows represent interacting Green’s functions. . . . . . . . . . . 110
1. Introduction
Based on their quantum mechanical spin, particles can be grouped into one of two
classes. Fermions, such as protons and electrons, have half-integer spin, while bosons,
such as photons and Helium-4 atoms have integer spin. These two types of particle
have markedly different properties. The phenomenon of Bose-Einstein condensation
is one of the most striking examples of these.
The statistics of Bosons and Fermions are described by the Bose-Einstein (1.1) and
Fermi-Dirac distributions (1.2), respectively,
ni =
1
e(i−µ)/kBT − 1 , (1.1)
ni =
1
e(i−µ)/kBT + 1
, (1.2)
where ni is the probability that a state with energy i will be occupied, µ is the
chemical potential, T is the temperature, and kB is Boltzmann’s constant [8].
The minus sign in the denominator of the Bose-Einstein distribution gives Bose
statistics very different properties to Fermi statistics. When the temperature of
a bosonic gas is lowered below a certain point, a macroscopic number of particles
condense into the lowest energy single particle state. That is, a finite fraction of the
total number of particles occupy this lowest energy state [9]. This is known as Bose-
Einstein condensation. When a similar procedure is carried out for a Fermionic gas
there is no such condensation, as for Fermions the Pauli exclusion principle limits
the number of particles in a given quantum state to zero or one.
Bose-Einstein condensation was first predicted by Einstein in 1924, however it was
not until 70 years later that it was observed experimentally. This delay was caused
13
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by the extremely cold temperatures at which condensation occurs. In 1995, two
separate groups succeeded in cooling bosonic gases sufficiently to observe Bose-
Einstein condensation. Cornell, Wieman et al did this by cooling a gas of Rubidium
atoms to around 170nK [10], while Ketterle et al employed a gas of Sodium atoms
[11]. In order to attain the necessary low temperatures these groups employed a
combination of magnetic, evaporative and laser cooling techniques.
Due to conservation of momentum, when an atom absorbs a photon whose frequency
is resonant with a level-splitting in the atom, it receives a kick in direction that the
photon was travelling in. A short while later the excited atom will then emit a
photon in a random direction, and receive a kick in the opposite direction. If over
time the atom absorbs many photons from a laser beam, the kicks from emitting
photons will cancel out, and the atom will feel a force along the direction of the
beam. This effect can be used to trap and cool atoms by using counter-propagating
beams which are red-detuned compared to a resonant frequency of the atom [12].
When the atom is travelling towards a laser source, the photons in that beam are
blue shifted, and therefore the number of photons absorbed by the atom absorbs
increases. This results in the atom feeling a frictional force. A gas of atoms in such
a setup will be cooled.
This cooling effect can be compounded with the use of a spacially varying magnetic
quadrupole field [13]. This field is used to Zeeman shift the atomic levels so that
the effective red-detuning of the beam decreases as an atom moves further from the
centre of the trap. This results in a stronger force towards the centre of the trap.
The cooling effect is then further enhanced using evaporative cooling. The trapping
potential is lowered, such that the most energetic atoms in the gas can escape. The
remaining trapped atoms are therefore the less energetic ones, and the temperature
of the gas is further reduced [12].
The advent of these techniques has led to a great deal of research interest in “cold
atoms” systems. In addition to the low temperature which can be attained, the
great advantage of cold atoms systems is that the system parameters are directly
related to controllable quantities such as the intensity of the trapping beams. This
means that these parameters can be tuned by varying these quantities. One partic-
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ularly powerful tuning technique uses Feshbach resonances[14, 15]. These allow the
scattering lengths of particles to be tuned using a magnetic field. This high degree
of “tunability” has allowed the use of cold atom systems as quantum simulators
[16, 17]. Insight can be gained into a model by realising the desired Hamiltonian in
a cold atom system.
Figure 1.1: Absorption images of multiple matter wave interference patterns for 87Rb atoms.
These were obtained after releasing the atoms from optical lattices with different
trapping depths V0 after a time of flight of 15 ms. Values of V0 are a: 0Er, b:
3Er, c: 7Er, d: 10Er, e: 13Er, f: 14Er, g: 14Er, h: 16Er. Er is the recoil energy
for the optical lattice. For low values of V0, we see a clear interference pattern.
This indicates that there is phase coherence between the lattice sites and the
system is in a BEC phase. At larger values of V0 the interference pattern is not
visible against the incoherent background. Thus indicating that the system is
in the Mott phase . Reprinted by permission from Macmillan Publishers Ltd:
Nature [1], copyright 2002.
One such system is the optical lattice, consisting of many counter propagating lasers.
This forms a lattice of potential wells. A gas of bosons trapped in this system can
be described by the Bose-Hubbard model [18] whose Hamiltonian is
Hˆ = − t
2
∑
<ij>
(aˆ†i aˆj + aˆ
†
j aˆi) +
U
2
∑
i
nˆi(nˆi − 1). (1.3)
In three dimensions U is proportional to the s-wave scattering length of the bosons.
This system is particularly interesting because the parameters U and t can be
changed very easily by modifying the laser parameters. For example increasing
the laser intensity will cause the potential barrier to rise and decrease the size of
the regions where the atoms are confined. This has the effect of increasing U and
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decreasing t. Additionally, the lattice parameters can be modified using Feshbach
resonances, which can even change the sign of U [1]. From looking at this model,
we would expect that in the limit where t U , the ground state would have almost
all of the particles condensed into a BEC. Whereas, in the limit where t  U , and
the ratio of bosons to traps is an integer, we expect the ground state to have each
potential well occupied by an equal number of bosons. This is known as the “Mott
phase”.
Greiner et al successfully realised this system and did indeed find the expected BEC
and Mott phases [1]. They tested whether phase coherence between sites still existed
by turning off the trapping potential, allowing the gas to interfere and observing the
resulting interference pattern (figure 1.1). They found that the transition between
the two phases occurs when U/t ∼ 36.
Other examples of the wide range of research being undertaken on BECs include
investigations of the dynamics of two mixed BECs [19], the behaviour of a BEC
in an optical cavity [20], the use of a BEC to introduce phonons into a system of
particles trapped in an optical lattice [21], and the dynamics of a neutral impurity
atom in a BEC [22][23][24][25][26][27].
Figure 1.2: BEC in a harmonic trap with a single Gaussian defect. (a-c) correspond to
a repulsive defect, while (d-f) correspond to an attractive one. (a,b,d,e) are
experimental date, while (c,f) show numerical solutions to the Gross-Pitaevski
equation[2]. Reprinted figure with permission from D. Dries, S. E. Pollack, J.
M. Hitchcock, and R. G. Hulet. Phys. Rev. A, 82(3):033603, September 2010.
Copyright (2010) by the American Physical Society.
In this thesis, we investigate the dynamics of a system comprising of a Bosonic
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fluid coupled to a tightly confined optical potential, known as an atomic quantum
dot (AQD). Figure 1.2 shows experimental and numerical results for the density of
a BEC in the presence of a Gaussian optical potential as determined by Dries et
al [2]. We consider the case where there is sufficient repulsion between particles
occupying the AQD that it can be regarded as a two level system. This means that
the AQD can be modelled as a spin-12 . We wish to obtain an analytical handle on
coherent dynamics of this system, and are particularly interested in the spin-spin
temporal correlation functions. These correlators provide valuable insight on the
interplay between the BEC and AQD. Combining knowledge of this interplay with
experimental measurements of the spin-spin correlators could form the basis of a
non-destructive probe on the BEC coherence [7][28]. Although it is not the focus of
this thesis, the system under study could also be used to investigate the decoherence
of a BEC [7]. It has also been proposed that a related system of two AQDs coupled
to a BEC could be used for quantum communication [29].
In the next chapter, we will discuss the physics of Bose-Einstein condensation, and
the formalism we will use to treat the Bose fluid. Chapter 3 provides an overview of
impurity problems which are relevant to our investigation. In the following chapters
we proceed to introduce and investigate our model. This model contains extensions
to previous models studied in the literature.
In chapter 4, we proceed by assuming that the condensate phase fluctuations are
small. However, we find that this assumption is invalid in two dimensions and for
certain regimes in three dimensions. In chapter 5, we use a canonical transforma-
tion to circumvent these difficulties. The resulting system is a generalisation of a
biased spin-boson model. We discuss the subtleties of this transformation previously
ignored in the literature. We then proceed to investigate the coherent dynamics of
the system in chapter 6, making use of a Schwinger boson representation for the
spin. However, we find that calculating spin-spin correlation functions using this
representation is made intractable by the Schwinger boson number constraint.
In chapter 7 we explore the possibility of using the Holstein-Primakoff spin repre-
sentation and a large-S approximation to overcome these problems. We discover
two unexpected regimes where the natural frequency of the system can be made
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arbitrarily small. We intend to publish this work. Finally, chapter 8 is a discussion
of our work and possible future directions for related research.
2. Interacting Bose fluid
In this chapter, we review the basic concepts for interacting Bose liquids, and intro-
duce some of the techniques we will later use to analyse our models.
2.1 Ideal Bose gas
For a three-dimensional, ideal (non-interacting) Bose fluid, it can be shown that the
condensation occurs below a finite condensation temperature. The chemical poten-
tial is large and negative for high temperatures, as the temperature is lowered the
chemical potential becomes less negative. The condensation temperature is the tem-
perature at which the chemical potential becomes zero. At absolute zero, all of the
bosons will be condensed into the lowest energy state. For a homogeneous system,
this is the k = 0 state. The condensation temperature for the three-dimensional
ideal Bose gas is given by
TC = C
~2n2/3
mkB
, (2.1)
where C is a dimensionless constant ∼ 3.3, and n is the number density of the Bose
fluid. This is the temperature at which the de Broglie wavelengths of the bosons
is comparable to the interparticle spacing, this is the origin of the factor of n2/3
in three dimensions. However for lower-dimensional ideal Bose gases, condensation
does not survive [30] for T 6= 0 .
19
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2.2 Interacting Bose fluid
However, the majority of interesting systems involving Bose fluids, such as liquid
4He and atomic gases, involve bosons which interact with each other. It is therefore
necessary to consider the effect of these interactions on the condensate.
Experimentally, it can be shown that condensation does occur in interacting Bose
fluids, however the fraction of bosons in the condensed state is lower than in the
non-interacting case [30]. In this chapter we will review the theory of this condensate
depletion. This theory shows that condensate depletion exists even at T = 0, and
that in two dimensions thermal fluctuations mean that the condensate is completely
depleted for T 6= 0.
Although the interacting Bose fluid does not completely condense, the terms Bose
fluid, BEC and condensate will be used interchangeably in this thesis. However, at
relevant points the distinction between these terms will be made clear.
2.2.1 Superflow
One of the properties associated with low temperature bosonic system is superfluid-
ity. Superfluids flow with zero viscosity. Whether or not a Galilean invariant fluid
can be a superfluid is determined by the Landau criterion [31]. The criterion states
that a fluid flowing with a small, but non-zero velocity v, is in a superfluid state
if all the excitations in the system accessible by single-particle scattering have an
energy ∆E and momentum ∆P which satisfy
∆E − v ·∆P > 0. (2.2)
Ideal Bose gases have a quadratic dispersion relation, ∆E = (∆P)2/2m , therefore
the Landau criterion cannot be satisfied and ideal Bose fluids do not exhibit su-
perflow. However interacting Bose fluids have a linear, soundwave-like dispersion
relation at low k, ∆E = vs|∆P|. vs is the speed of sound in the Bose fluid. The
Landau criterion implies that an interacting Bose fluid can exhibit superfluidity,
with vs as an upper bound for the critical velocity beyond which viscosity appears.
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We will be determine vs later in this chapter.
Superfluidity can be observed experimentally in substances such as 4He through
placing the fluid between the concentric walls in a cylindrical torsional oscillator.
Above the critical temperature of the system, there will be no superfluid present.
Friction between this fluid and the cylinder means that it will rotate with the cylin-
der. When the temperature is lowered below the critical temperature, a fraction
of the fluid will enter the superfluid state. This superfluid fraction will decouple
from the oscillation of the cylinder, thus reducing the moment of inertia, I, of the
fluid coupled to the torsional oscillator. The natural frequency of the oscillation is
proportional to I−1/2. So, the presence of a superfluid fraction can be measured
experimentally as an increase in this natural frequency [32].
Another signature of superfluidity is the presence of quantised vortices. These are
lines of circulating superflow with quantised circulation. This quantisation protects
the vortices against decay. In cold atom systems, these vortices can be observed on
the expansion of the gas, as first seen by the Ketterle group[33]. In superfluid sys-
tems, this quantisation was first seen by Vinen et al [34] by detecting the vibrational
modes of a wire with a bound vortex.
It is important to stress that not all BECs exhibit superfluidity, and not all super-
fluids are BECs. For example, while the non-interacting Bose fluid is completely
condensed at T = 0, we have seen that it does not exhibit superfluidity. Conversely,
the Kosterlitz-Thouless phase of a 2D Bose fluid has no Bose condensation but is a
super fluid up to a critical temperature at which vortex-antivortex pairs unbind.
2.3 Variational treatment
We consider a Bose fluid with pairwise interactions between particles. Although
three body interactions will be present in the system, for a dilute Bose fluid these
have a negligible impact on the dynamics because three-body collisions would be
rare. It is however important to note that three-body collisions are the main channel
for the cold atoms to bind and solidify. We will only consider timescales shorter than
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this decay time of the cold atomic gas. If the fluid experiences an external potential
V (ri), then the Hamiltonian is
Hˆ =
N∑
i=1
[
− ~
2
2m
∇2i + V (ri)
]
+
∑
i<j
U (ri − rj) . (2.3)
The label i < j in the interaction term prevents double counting. Note that the
totally condensed state is not an eigenstate of this Hamiltonian [30]. However we
can consider the expectation value of the Hamiltonian with respect to the condensate
wavefunction, ψ.
If we let ∇ψ = 0 as r → ∞, then the expectation value of the kinetic energy term
is given by 〈
− ~
2
2m
N∑
i=1
∇2i
〉
= − ~
2
2m
∫
ψ∗∇2ψddr = ~
2
2m
∫
| ∇ψ |2 ddr. (2.4)
The remaining potential energy terms depend only on the condensate density n =
|ψ|2. The term due to the external potential is given by
N∑
i=1
V (ri) =
∫
V (r) | ψ (r) |2 ddr. (2.5)
We find that the particles experience an additional potential [30] due to the averaged
effect of their interactions with each other:
EH =
1
2
∫
VH(r) | ψ(r) |2 ddr, VH(r) =
∫
U(r− r′) | ψ(r′) |2 ddr′. (2.6)
VH is known as the Hartree potential. We can now proceed to investigate this
interacting system using a variational approach. We will assume that the system
is in a completely condensed state and find the wavefunction that minimises the
total energy of the system. Let us define the condensate wavefunction, ψ, to be
normalised such that | ψ |2 is equal to the local number density of the condensate.
Consequently ∫
|ψ(r) |2 ddr = N0. (2.7)
This condensate wavefunction can be written in terms of density and phase as
ψ(r) =
√
n(r)eiθ(r). (2.8)
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The normalisation we have chosen for ψ (2.7), requires that the total particle number
is conserved. This is accomplished with the introduction of a chemical potential.
Therefore we have to minimise the functional
F [ψ] = 〈Hˆ − µNˆ〉
=
∫
ddr
[
~2
2m
|∇ψ(r) |2 + (V (r)− µ) |ψ(r) |2
]
+
1
2
∫ ∫
ddrddr′ |ψ(r) |2 U (r− r′) |ψ(r′) |2 . (2.9)
Assuming that the potential V → 0 as r →∞, we can use calculus of variations to
find that F is minimised for a condensate wavefunction that satisfies
− ~
2
2m
∇2ψ(r) + (V (r) + VH(r)− µ)ψ(r) = 0. (2.10)
For neutral atoms the interaction U is short ranged compared to the wavelengths of
the bosons[30]. We can therefore consider it as a contact potential,
U (r) = uδ (r) . (2.11)
u is related to the scattering length, as, of the boson species [30]. In three dimensions
u = 4pias~2/m.
In any real experiment it will be necessary to confine the BEC in a potential. In a
cold atoms experiment this potential will frequently be a quadratic optical trap. In
our investigation we will assume that the characteristic length-scales of this trap will
be considerably larger than any of the other relevant length-scales of our system. As
such we will consider the confining potential to be flat, and therefore neglect it in our
analysis. In the absence of this external potential, and with a contact inter-atomic
interaction (2.10) is reduced to
− ~
2
2m
∇2ψ(r) + (u | ψ(r) |2 −µ)ψ(r) = 0. (2.12)
This is known as the Non-Linear Schrodinger equation. In chapter 4 we will see how
this equation is modified by the presence of an impurity.
2.3.1 Healing length
It is possible to extract a characteristic length scale for interacting condensates from
the non-linear Schrodinger equation. This length scale is absent for the ideal Bose
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fluid case. By comparing the kinetic and potential energy terms, we find a natural
length scale for the problem,
ξ =
~√
mun¯
. (2.13)
ξ is known as the Healing length of the condensate. This is the length scale over
which the condensate recovers to its bulk value after a distortion. If the condensate
recovered over a shorter length, then the additional curvature of the wavefunction
would cause the kinetic energy term to increase by more than the potential energy
would decrease. Likewise, if the condensate recovered over a longer distance, then
the smaller kinetic energy would be more than compensated for by the additional
energy cost of being away from the density required by the chemical potential. This
is a consequence of the finite compressibility of the condensate[30].
In cold atoms experiments, the inter-atomic repulsion, u, can be modified using
Feshbach resonances. Therefore it is possible to tune the healing length to a desired
value. We will see later in thesis that the quantity n¯ξd plays a crucial role in
determining the strength of the fluctuations in a system. The freedom to tune ξ in
a cold atom system is therefore highly beneficial.
2.3.2 Gross-Pitaevski equation
The non-linear Schrodinger equation describes the static configuration of the con-
densate. In order to investigate the dynamics of the condensate we append a time-
dependent term to the NLSE. This gives
i~
∂
∂t
ψ(r) = − ~
2
2m
∇2ψ(r) + (u | ψ(r) |2 −µ)ψ(r). (2.14)
This is known as the Gross-Pitaevski equation. This is a plausible modification to
make, as in the non-interacting limit it is simply the time-dependent Schrodinger
equation. The Gross-Pitaevski equation can also be derived via variational methods
[35].
Multiplying equation (2.14) by ψ∗, substituting in the definition of ψ in terms of
density and phase and comparing the real and imaginary parts gives the following
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equations:
−~∂θ
∂t
=
~2
2m
| ∇θ |2 +u (n− n¯)− ~
2
2m
√
n
∇2√n, (2.15)
∂n
∂t
= − ~
m
∇ · (n∇θ) . (2.16)
The first of these equation can be related to Newton’s second law for fluid particles.
It can be shown that the right hand side of the second equation is equal to −∇ · J,
where J is the local the number current. Therefore (2.16) becomes
∂n
∂t
+∇ · J = 0. (2.17)
This is the continuity equation. It is a statement of the conservation of particle
number, and is related to the U(1) symmetry of the system. We will see later how
this is modified in the quantum impurity problems we study (4.15).
2.4 Quantum fluctuations
Until this point we have been using a mean-field approximation to look at the system.
This ignores the zero-point fluctuations in the condensate. However these zero-point
fluctuations greatly influence the dynamics of the system and result in the depletion
of the condensate in the interacting case [30]. In order to study these fluctuations,
we consider the field theory for an interacting Bose fluid.
2.4.1 Field operators
Let cˆ†k and cˆk be the creation and annihilation operators for a boson in the plane
wave state with momentum k. These operators obey the following commutation
relations [30]: [
cˆk, cˆ
†
q
]
= δk,q, [cˆk, cˆq] =
[
cˆ†k, cˆ
†
q
]
= 0. (2.18)
By performing the inverse Fourier transform on these operators, we obtain real space
creation and annihilation operators,
ψˆ(r) =
1√
V
∑
k
eik·rcˆk, ψˆ†(r) =
1√
V
∑
k
e−ik·rcˆ†k, (2.19)
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which obey,[
ψˆ(r), ψˆ†(r′)
]
= δ(r− r′),
[
ψˆ(r), ψˆ(r′)
]
=
[
ψˆ†(r), ψˆ†(r′)
]
= 0. (2.20)
V is the volume of the system. The real space field operators (2.20) can be written in
terms of the number and phase of the condensate by using canonical transformations
with unit Jacobian [36],
ψˆ(r) = eiθˆ(r)
√
nˆ(r), ψˆ(r)† =
√
nˆ(r)e−iθˆ(r). (2.21)
Although the Hamiltonian for the system is U(1) symmetric, the ground state of the
system spontaneously breaks this symmetry and determines the global phase. Due
to this, we can write the mean phase of the system as
Θˆ =
∫
ddr
V
θˆ(r). (2.22)
We can then write the density and phase in terms of fluctuations around their mean
values. This gives
nˆ(r) ' n¯ (1 + νˆ(r)) = n¯
(
1 +
1√
V
∑
k 6=0
νˆke
ik·r
)
, (2.23)
θˆ(r) = Θˆ + δθˆ(r) = Θˆ +
1√
V
∑
k 6=0
θˆke
ik·r. (2.24)
We will soon see that the fluctuations in the system are small for n¯ξd  1. In
this limit, we can expand the field operators in terms of the density and phase
fluctuations [36], giving
ψˆ(r) =
√
n¯eiΘˆeiδθˆ(r)(1 + νˆ(r))1/2 ' √n¯eiΘˆ
(
1 + iδθˆ(r) +
νˆ(r)
2
)
, (2.25)
cˆk 6=0 =
√
n¯eiΘˆ
(
νˆk
2
+ iθˆk
)
. (2.26)
Looking at the latter of these relations, we can see that since νˆk and θˆk create density
and phase fluctuations in the condensate and do not change the particle number,
the operator eiΘˆ must be responsible for the annihilation of bosons.
From equations (2.20) and (2.18), we can prove that the number and phase operators
obey the following relations;[
nˆ(r), θˆ(r′)
]
= iδ(r− r′),
[
nˆ(r), nˆ(r′)
]
=
[
θˆ(r), θˆ(r′)
]
= 0, (2.27)[
nˆk, θˆ-q
]
= iδk,q,
[
nˆk, nˆq
]
=
[
θˆk, θˆq
]
= 0. (2.28)
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We can therefore see that number and phase are canonical conjugate variables in
this theory, akin to position and momentum in single particle quantum mechanics
[37].
2.4.2 Hamiltonian
We can now use the operators defined in equation (2.19) to write the second quan-
tised form of the Hamiltonian (2.3) as
Hˆ =
∫
ddr
[
~2
2m
∇ψˆ† (r) · ∇ψˆ (r)− µψˆ† (r) ψˆ (r) + u
2
nˆ (r)2
]
. (2.29)
This Hamiltonian is invariant under U(1) transformations of ψˆ, the potential de-
scribed is therefore a “Mexican hat” potential. However, this U(1) symmetry is
spontaneously broken when the bosons condense. From equation (2.12), we can see
that for the average density to be n¯, the chemical potential must be µ = un¯. We
can therefore determine that the mean field condensate energy is −12un¯ per particle.
Up to this constant the Hamiltonian can be written in terms of density and phase
fluctuations as
Hˆ = n¯
∫
ddr
[
~2
2m
(
| ∇θˆ (r) |2 +1
4
| ∇νˆ (r) |2
)
+
un¯
2
νˆ (r)2
]
. (2.30)
If we make the length rescaling r = ξs, this Hamiltonian becomes
Hˆ = un¯(n¯ξd)
∫
dds
[
1
2
(
| ∇sθˆ (s) |2 +1
4
| ∇sνˆ (s) |2
)
+
1
2
νˆ (s)2
]
. (2.31)
We can see from this equation that the energy cost of fluctuations is large compared
to the mean field condensate energy, −12un¯, when n¯ξd  1. Therefore in this limit
the fluctuations are small. Recall that ξ = ~(mun¯)−1/2, and so n¯ξd ∼ n¯1−d/2. This
means that n¯ξd  1 corresponds to a dilute condensate in three dimensions, and
a dense condensate in one dimension, but does not place any constraints on the
density of a two dimensional condensate.
If we return to the earlier Hamiltonian (2.30) and perform Fourier transforms on it,
we obtain
Hˆ = n¯
∑
k
[
kθˆkθˆ-k +
k + 2un¯
4
νˆkνˆ-k
]
, (2.32)
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where k is the dispersion relation for a free particle. From (2.32), we see that the
ground state of the condensate contains zero-point phase fluctuations. We will see
in later chapters that these fluctuations play an important role in the dynamics of
the system.
2.4.3 Bogoliubov method
It is convenient to write Hamiltonian for this system in terms of the elementary
excitations of the system. For a fluid these are sound waves, which are quantised to
become phonons. We can diagonalise the Hamiltonian in terms of these phonons by
using a method following the spirit of Bogoliubov. This can be accomplished [37]
by introducing operators
aˆk =
√
n¯
(
θˆklk − iνˆk/2lk
)
, aˆ†k =
√
n¯
(
θˆ-klk + iνˆ-k/2lk
)
, (2.33)
where Ek and lk are given by
Ek =
√
k (k + 2un¯), (2.34)
l2k =
k
Ek
. (2.35)
These new operators are creation and annihilation operators for excitations, that
obey the usual boson commutation relations,[
aˆk, aˆ
†
q
]
= δk,q. (2.36)
This transformation diagonalises the Hamiltonian [30] and leads to a formulation of
the system in terms of (non-interacting) phonons,
Hˆ =
∑
k 6=0
Ek
(
aˆ†kaˆk +
1
2
)
. (2.37)
At wavelengths much greater than ξ (k  un¯), we have that Ek ' ~vs | k |,
where vs =
√
un¯/m. This linear dispersion at low k means that an interacting Bose
fluid meets the Landau criterion for superfluidity. Conversely, at wavelengths much
shorter than ξ (k  un¯), the kinetic energy term dominates the interaction term,
and we have the dispersion of a free particle, which does not satisfy the Landau
criterion (2.2).
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2.4.4 Condensate depletion
Not all of the bosons present in the system are in the zero-momentum condensate.
The fluctuations in the system mean that significant fraction of the particles are
outside this condensed state. For a system of N0 bosons in the condensate and N
bosons in total, the fraction of particles outside of the condensate is given by
N −N0
N
=
1
N
∑
k 6=0
〈c†kck〉. (2.38)
Using equation (2.26) we can re-write this as
1
N
∑
k 6=0
〈c†kck〉 =
n¯
N
∑
k 6=0
〈
(
1
4
νkν−k + θkθ−k +
i
2
(ν−kθk − θ−kνk)
)
〉
=
1
4N
∑
k 6=0
〈(−l2k(aˆ−k − aˆ†k)(aˆk − aˆ†−k) +
1
l2k
(aˆ−k + aˆ
†
k)(aˆk + aˆ
†
−k)
+ (aˆ−k + aˆ
†
k)(aˆk − aˆ†−k)− (aˆk − aˆ†−k)(aˆ−k + aˆ†k))〉. (2.39)
In the second line we have made use of equation (2.33). Since the phonons are
bosons [30], we know that
〈aˆ†kaˆk〉 =
1
eβ(Ek) − 1 . (2.40)
Using this equation and equation (2.36), we have that
N −N0
N
=
1
N
∑
k 6=0
〈c†kck〉 =
1
4N
∑
k 6=0
[(
k
Ek
+
Ek
k
)
coth (βEk)− 2
]
. (2.41)
In the large volume limit the summation can be replaced by an integral. The result-
ing equation is
N −N0
N
=
1
4n¯
∫
ddk
(2pi)d
[(
k
Ek
+
Ek
k
)
coth (βEk)− 2
]
. (2.42)
When T = 0, this equation takes the following form,
N −N0
N
=
1
4n¯
∫
ddk
(2pi)d
[
k
Ek
+
Ek
k
− 2
]
. (2.43)
The condensate depletion is convergent for three dimensions and in two dimensions
at T = 0 (β =∞).In the non-interacting limit u = 0 and Ek = k. From (2.43), we
can see that there is no condensate depletion at absolute zero in the non-interacting
system. The integral in equation (2.42) has units 1/Lengthd. Since the only length
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scale in this system is ξ, the condensate depletion must be proportional to (n¯ξd)−1.
Therefore in the limit that n¯ξd  1, there is little condensate depletion. However in
one dimension, and at non-zero temperatures in two dimensions, the term propor-
tional to Ek/k diverges. Therefore while the condensate survives in three dimen-
sions and at T = 0 in two dimensions, thermal fluctuations destroy the condensate
in two dimensions for non-zero temperatures as predicted by the Mermin-Wagner
theorem [38]. In one dimension, quantum fluctuations destroy the condensate even
at zero temperature [39].
2.4.5 Off-diagonal long-range order (ODLRO)
Our discussion to this point has been concerned with the case of an homogeneous
condensate, in the zero-momentum state. However, for a non-translationally invari-
ant system the condensate will be spacially inhomogeneous. This means that the
macroscopic occupation of the k = 0 state is no longer the signature of a BEC.
The key characteristic of a BEC is long-range phase coherence. Penrose and On-
sager [40] and Yang [41] identified that a BEC has long-range phase coherence or
off-diagonal long-range order when the single-particle density matrix has a macro-
scopically large eigenvalue at large separation, that is
lim
|r−r′|→∞
ρ(r, r′) > 0 for ODLRO. (2.44)
Written in field theoretic terms, the density matrix is
ρ(r, r′) = 〈ψˆ†(r)ψˆ(r′)〉 = 1
V
∑
k,q
〈cˆ†kcˆq〉ei(k·r−q·r
′). (2.45)
It can be shown that the interacting Bose fluid exhibits ODLRO in two dimensions
for T = 0, and in three dimensions [40].
2. Interacting Bose fluid 31
2.4.6 Feynman path integral method
We can also analyse the condensate depletion using Feynman path integrals (see
Appendix 1). Using this method, the partition function for a system is given by
Z =
∫
D [ψ,ψ∗] e−S[ψ,ψ
∗]
~ =
∫
D [θ, ν] e−S[θ,ν]~ . (2.46)
S is the action of the system. The imaginary time formulation of the S is given by
S[ψ,ψ∗] =
∫
ddr
∫ β~
0
dτ
[
~ψ∗
∂
∂τ
ψ +H[ψ,ψ∗]
]
. (2.47)
By applying the calculus of variations, we can derive the Euler-Lagrange equations
for the system. The Euler-Lagrange equation for ψ∗ is
−~ ∂
∂τ
ψ(r) = − ~
2
2m
∇2ψ(r) + (u |ψ(r) |2 −µ)ψ(r). (2.48)
This is the Gross-Pitaevski equation (2.14) written in terms of imaginary time.
Now, let us define the following Fourier transforms:
θ(r, τ) =
1
β~
√
V
∑
k,ω
θ(k, ω)ei(k·r−ωτ), θ(k, ω) =
1√
V
∫
ddr
∫ β~
0
dτθ(r, τ)e−i(k·r−ωτ),
ν(r, τ) =
1
β~
√
V
∑
k,ω
ν(k, ω)ei(k·r−ωτ), ν(k, ω) =
1√
V
∫
ddr
∫ β~
0
dτν(r, τ)e−i(k·r−ωτ).
(2.49)
The frequencies in these Fourier transforms are the Matsubara frequencies, ω =
2pij/β~ [42], where j is an integer. Let us express the action in density and phase
terms, and then perform Fourier transforms on θ and ν. The action is then given by
S[θ, ν] = n¯
β~
∑
k,ω
[
~ωθk,ων−k,−ω +
un¯
2
νk,ων−k,−ω + k
(
θk,ωθ−k,−ω +
1
4
νk,ων−k,−ω
)]
.
(2.50)
In order to calculate expectation values using path integrals, it is convenient to
consider the following generating functional:
W [J,Q] =
∫ D [θ, ν] e−S′[θ,ν,J,Q]~∫ D [θ, ν] e−S[θ,ν]~ . (2.51)
The modified action, S ′, includes source terms which allow us to extract the desired
correlators. This is given by
S ′ = S − n¯
β~
∑
k,ω
(Qk,ων−k,−ω + Jk,ωθ−k,−ω) . (2.52)
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Completing the square for θk and νk and performing the Gaussian integrals in both
the numerator and denominator gives
W = exp
(
n¯
β~2
∑
k,ω
1
~2ω2 + E2k
[
k + 2un¯
4
Jk,ωJ−k,−ω + kQk,ωQ−k,−ω
+
~ω
2
(Q−k,−ωJk,ω − J−k,−ωQk,ω)
])
.
(2.53)
This generating functional can then be used to calculate the following correlation
functions:
〈θk,ωθ−k,−ω〉 =
∫ D [θ, ν] θk,ωθ−k,−ωe−S~∫ D [θ, ν] e−S~
=
(
β~2
n¯
)2
δ
δJ−k,−ω
δ
δJk,ω
W |J=0,Q=0
=
1
2n¯k
β~2E2k
~2ω2 + E2k
, (2.54)
〈νk,ων−k,−ω〉 = 2
n¯
β~2k
~2ω2 + E2k
, (2.55)
〈(ν−k,−ωθk,ω − θ−k,−ωνk,ω)〉 = −2
n¯
β~3ω
~2ω2 + E2k
. (2.56)
We can recover the results obtained using the Bogoliubov technique by considering
the equal time correlation functions. These correlation functions are obtained by
summing (2.54),(2.55),(2.56) over the Matsubara frequencies of the system:
〈θkθ−k〉 = 1
β~
∑
ω
〈θk,ωθ−k,−ω〉 = Ek
4n¯k
coth (βEk) , (2.57)
〈νkν−k〉 = 1
β~
∑
ω
〈νk,ων−k,−ω〉 = k
n¯Ek
coth (βEk) , (2.58)
〈(ν−kθk − θ−kνk)〉 = 1
β~
∑
ω
〈(ν−k,−ωθk,ω − θ−k,−ωνk,ω)〉 = i
n¯
. (2.59)
If we combine these results using (2.39) we reproduce the result derived using the
Bogoliubov transformation (2.41),
1
N
∑
k 6=0
〈c†kck〉 =
1
4N
∑
k 6=0
[(
k
Ek
+
Ek
k
)
coth (βEk)− 2
]
. (2.60)
2.4.7 Imaginary time correlation functions
The main thrust of this thesis is to investigate the effects of coupling an AQD to
a BEC, with a view to using the AQD as a probe of the coherence of the BEC.
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One measure of this coherence is the imaginary time correlation function. The
majority of this thesis is concerned with attempting to calculate the imaginary time
correlation function of the AQD when it is coupled to the BEC. Through comparing
this correlator with the correlators for the BEC and AQD when they are uncoupled,
we hope to be able to extract information on the BEC. In light of this, we will now
proceed to calculate the imaginary time correlator for the BEC in the absence of
the AQD. The correlator for the uncoupled AQD is calculated in appendix B.
We can use Fourier transforms similar to (2.49) to write the time-ordered imaginary
time correlator as
〈Tτψ(τ)ψ†(0)〉 = 〈Tτψ(r, τ)ψ†(r, 0)〉 = 1
V β~
∑
k 6=0,ω
〈c†k,ωck,ω〉e−iωτ . (2.61)
By using the frequency dependent analogue of (2.39), we now write ck,ω in terms of
number and phase, and then sum the result over the Matsubara frequnecies to give
〈Tτψ(τ)ψ†(0)〉 = 1
V
∑
k 6=0
[(
k
Ek
+
Ek
k
)
e(β−|τ |/~)Ek + eEk|τ |/~
eβEk − 1
± 2e
(β−|τ |/~)Ek − eEk|τ |/~
eβEk − 1
]
.
(2.62)
For τ > 0, + is taken in the last term , while − is taken for τ ≤ 0. Let us consider
the case where the condensate temperature is zero (β →∞). In the limit where the
extent of the condensate is large compared to the healing length (V →∞), we can
then approximate the sum by
〈Tτψ(τ)ψ†(0)〉 =
∫
ddk
(2pi)d
[
k
Ek
+
Ek
k
± 2
]
e−|τ |Ek/~. (2.63)
We are chiefly interested in the long time correlation functions. These correspond
to the low energy dynamics of the system. When τ  ξ/vs, (2.63) is dominated
by the low k parts of the integrand. This is the regime where the spectrum of the
condensate is linear. Therefore for large τ (2.63) reduces to
〈Tτψ(τ)ψ†(0)〉 =
∫
ddk
(2pi)d
[
kξ
2
+
2
kξ
± 2
]
e−vs|τ |k. (2.64)
This gives the following relations in two and three dimensions:
〈Tτψ(τ)ψ†(0)〉3D = 1
2pi2
[
3ξ
(vsτ)4
+
2
ξ(vsτ)2
± 4
(vsτ)3
]
∼ τ−2,
〈Tτψ(τ)ψ†(0)〉2D = 1
2pi
[
ξ
(τvs)3
+
2
ξvsτ
± 2
(vsτ)2
]
∼ τ−1.
(2.65)
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More generally, for d > 1, we see from (2.63) that
〈Tτψ(τ)ψ†(0)〉 ∼ 1
τ (d−1)
. (2.66)
In addition to being interesting in its own right, this relation will be useful for
comparing with the models discussed in the next chapters.
3. Bosonic impurity models
Quantum impurity models have played an important part in our understanding of
condensed matter systems. Perhaps the most famous model of this kind is the
Anderson model, which illustrates that impurity models can describe rich physics
despite their apparent simplicity [43]. Figure 3.1 summarises some of the models
currently under study. In this chapter we will discuss bosonic impurity models
relevant to our investigation.
Figure 3.1: Diagram for a classification of quantum impurity systems by counting the
number of fermionic and bosonic baths to which the impurity couples [3].
Reproduced by permission from Taylor and Francis Group: copyright 2006.
http://www.tandfonline.com/doi/full/10.1080/14786430500070313
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3.1 Spin-boson model
The problem of a quantum system whose state is restricted to a two-dimensional
Hilbert space has been of interest since the birth of Quantum Mechanics. These
systems can be intrinsically two-state systems, such as the spin projection of a spin-
1
2 particle. More commonly they are systems with many possible states, but which
are restricted such that only two states are accessible. These are referred to as
truncated two-state systems, and arise in a wide variety of physical situations. The
“spin-boson” problem, reviewed by Leggett et al [4], provides insight into systems
of this type.
Figure 3.2: A double well system in the two-state limit [4]. Reprinted figure with permission
from A. J. Leggett, S. Chakravarty, A. T. Dorsey, M. P. A. Fisher, A. Garg, and
W. Zwerger. Rev. Mod. Phys., 59:1-85, March 1987. Copyright (1987) by the
American Physical Society.
They consider a system of a particle with position q, and an associated potential
energy function, V (q), which has two minima, see figure 3.2. They suppose ω+
and ω− are the classical small-oscillations frequencies in the respective wells when
considered separately, that these frequencies are of similar order, and have mean ω0.
If the height of the barrier between the wells, V0, is much larger than ω+ and ω−,
then unless the shape of V (q) is particularly pathological, the separation between
the ground state and first excited state in each well will be approximately ~ω+ and
~ω− respectively. Therefore if the energy difference, , between the lowest states
in each well and kBT are much smaller than ~ω0, the system will be effectively
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restricted to a two-dimensional Hilbert space. In these limits, the matrix elements
for tunnelling between the wells, Υ, would be exponentially small compared to ~ω0
[4].
When the two state system as being completely decoupled from its environment,
then it can be mapped onto a spin-12 particle and is completely described by the
simple Hamiltonian,
Hˆ = −Υ(Sˆ+ + Sˆ−) + Sˆz
= −ΥSˆx + Sˆz. (3.1)
Where Sˆx =
~
2σx, Sˆz =
~
2σz, and σx and σz are Pauli matrices. The basis set is
chosen so that the +1 eigenstate of σz corresponds to the system being localised in
the right well, and the -1 eigenstate corresponds to being localised in the left well.
The nature of the dynamics in this system are determined by the ratio Υ/. If this
ratio is small, then the eigenstates of the system are almost eigenstates of σz, and
the system is nearly localised in one of the two wells. Conversely, if this ratio is very
large then the eigenstates will be delocalised. If  = 0, then the eigenstates will be
odd and even combinations of the ground states of the wells corresponding to the
spin in the ± z directions. If PR and PL are, respectively, the probabilities of finding
the system in the right and left wells, then we can define
P (t) ≡ 〈σz〉 = PR − PL. (3.2)
For a system with  = 0 and P (0) = 1, the subsequent behaviour is P (t) = cos(Υt),
demonstrating coherent tunnelling between the two wells.
In practice, most two-state systems interact with their environment. Leggett et al
consider the case where the environment couples to σz. They argue that for a system
with sufficiently weak coupling, the environment can be adequately represented by
a set of harmonic oscillators, with the coupling linear in the oscillator coordinates.
The resulting Hamiltonian is known as the “spin-boson” Hamiltonian and is given
by
HˆSB = −ΥSˆx + Sˆz +
∑
i
(
1
2
miωix
2
i +
p2i
2mi
)
+ Sˆz
∑
i
Cixi. (3.3)
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Here, xi, pi, mi and ωi are, respectively, the coordinate, momentum, mass and
frequency of the ith harmonic oscillator representing the environment. Ci is the
strength of the coupling of the system to the ith oscillator.
If  = 0, this Hamiltonian is invariant under the simultaneous transformations Sˆy,z →
−Sˆy,z and xi → −xi. However, when  6= 0, this symmetry is broken. There is no
U(1) symmetry in the spin-boson model. This is different to the other models which
we will consider.
When a thermal equilibrium statistical average is taken over the initial states of the
environment and a sum is taken of the final states, the effect of the environment is
completely encapsulated in the single “spectral function” J(ω), defined as
J(ω) ≡ pi
2
∑
i
(
C2i
miωi
)
δ(ω − ωi). (3.4)
The dynamics of the system depends crucially on both the temperature and the
behaviour of J(ω) for frequencies . Υ; there is no generic “two-state” behaviour.
J(ω) is assumed to be a reasonably smooth function of ω, and for frequencies less
than some cut-off ωc it is assumed to of the form J(ω) = ηω
s [4]. ωc is considered
to be large compared to all other frequencies in the problem. The s = 1 case is
referred to as the “ohmic” case, the s > 1 case “superohmic” and the 0 < s < 1 case
“subohmic”. The s ≤ 0 case is pathological [4].
In an unbiased ( = 0) system, the subohmic case demonstrates wavefunction local-
ization at T = 0, this means that P (t) will remain constant and there is no hopping
between the wells. However for finite temperatures P (t) relaxes exponentially with
rate ∝ exp[−(T0/T )1−s], so that P (t) = 0 at large t. That is, there is a probabil-
ity of 1/2 of being in each well, but there is no coherence between them. For the
1 < s < 2 superohmic case, P (t) shows damped oscillations at low temperatures,
this corresponds to the particle hopping between the two wells, but settling into a
state with equal probability of occupying either well at long times. However, above
a critical temperature, P (t) demonstrates exponential relaxation. P (t) undergoes
weakly damped oscillations at any T in the s > 2 superohmic case.
The behaviour of P (t) in the ohmic case is more complicated, and depends not only
on temperature but also on α ≡ η/2pi~. When T = 0 the wavefunction is localised
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in each well for α > 1, while P (t) exhibits incoherent relaxation for 12 < α < 1 and
damped oscillations with an incoherent background for 0 < α < 12 . At finite T , P (t)
exponentially relaxes with a rate T 2α−1 for α > 1. This is also the case when α < 1
and αT > Υr, where Υr is a renormalised tunnelling amplitude. When αT ≤ Υr,
P (t) exhibits incoherent relaxation for 12 < α < 1 and damped oscillations with
an incoherent background for 0 < α < 12 . In the case where α =
1
2 , P (t) decays
exponentially with a rate piΥ2/2ωc for all temperatures [4].
Despite its apparent simplicity, the physics of the spin-boson problem are not ex-
hausted, particularly for biased systems. The introduction of such a bias changes
the dynamics of the system. If the bias is sufficiently large compared to Υr, then
even in cases where the system shows coherent oscillations in the unbiased case, the
system relaxes from the upper to the lower level. This is to be expected from simple
perturbation theory. Recent numerical renormalization group analysis of the spin-
boson problem has corroborated these results in the ohmic and subohmic regimes
[44]. However the applicability of this methodology to this problem has recently
been called into question [45, 46].
Analysing the dynamics of the sub-Ohmic system often requires sophisticated nu-
merical approaches. This is because the dynamics of the sub-Ohmic regime are
strongly non-Markovian [47, 48, 49]. The Ohmic case is the boundary between this
non-Markovian dynamics and the Markovian behaviour of the super-Ohmic regime
[50, 51]. However, even in the super-Ohmic regime it is expected that there will
be a crossover from coherent to incoherent dynamics for sufficiently strong coupling
[50, 52].
One powerful approach to the spin-boson is the variatonal polaron transformation
method introduced by Silbey and Harris [53]. However, this approach gives the
unphysical result of a discontinuous crossover between coherent and incoherent dy-
namics at finite coupling strength. These results have been improved on by more
refined polaron transformation [54, 51] approaches and an approach based on the
Bethe-Ansatz [55].
The rich physics, and wide range of systems to which it is applicable, mean that the
3. Bosonic impurity models 40
spin-boson model is still an area of active research.
3.2 Bose Kondo model
The Kondo problem was one of great interest in the 1960s and 70s. The problem
arose when attempting to explain the anomalous behaviour of magnetic impurities
in metals at low temperatures. Work to resolve this problem played a central role
in the development of the theory of strongly correlated electron systems [56] and
the renormalization group [57]. The problem was resolved by considering a system
where the spin of the impurity interacts with the spin density of the conduction
electrons[58].
In recent years, there has been increasing interest in the case where a spin impurity
interacts with bosonic rather than fermionic excitations. Models of this kind are
applicable in cases such as those of quantum impurities in insulators and supercon-
ductors with low energy spin fluctuations, and have been proposed as a model of the
behaviour of non-magnetic impurities in two-dimensional quantum antiferromagnets
[56]. The Bose-Fermi Kondo model is a model in which a spin impurity interacts
with both bosonic and fermionic excitations. This model has been the subject of
significant interest [5, 59, 60, 61, 62].
However, we will concentrate on the case where the spin is coupled solely to bosonic
excitations. This model is known as the Bose-Kondo model. Its behaviour is very
different to the behaviour of the usual Kondo problem where the spin couples to
fermionic excitations [63], and also has some important differences to the spin-boson
model. The Hamiltonian for the simplest system of this kind is given by
HˆBK = Hˆbulk(ψ) + gαψαSα. (3.5)
Hˆbulk is the Hamiltonian which describes the Bose fields in the absence of the spin.
In order for the Hamiltonian to be Hermitian, the Bose fields, ψα, are required to
be real. Using imaginary time (appendix A), Hˆbulk is such that the local correlators
of ψ at the impurity at large times are given by
〈Tτψa(τ)ψb(0)〉 ∼ δab
τ (2−)
. (3.6)
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When gx = gy = gz, this Hamiltonian is SU(2) symmetric. When one of the cou-
plings, gα, differs from the other two e.g. gx = gy = g⊥ 6= gz, this SU(2) symmetry is
reduced to U(1) symmetry. When all three coupling constants are unequal the U(1)
symmetry is broken. Nevertheless, for all values of the couplings the Hamiltonian is
invariant under spin-inversion [56], Sˆα → −Sˆα for any two of the three values of α,
provided that the inversion is accompanied with a transformation ψα → −ψα . The
spin-boson model only obeys this symmetry in the unbiased case,  = 0.
In the path integral formulation, this system is described by
Z =
∫
DψαDSα exp (−Sbulk[ψα]− Simp) , (3.7)
where,
Simp = SBerry −
∫
dτgαψα(τ)Sα(τ), (3.8)
Sbulk[ψα] = 1
2
∫
dτdτ ′ψα(τ)D−1ab (τ − τ ′)ψα(τ ′). (3.9)
The Berry phase term is a geometric term required in order to characterise the
dynamics of the spin. It is proportional to the solid angle enclosed by the path of
the spin over the spin sphere. This term arises from the need to write the state of
the system in a spin-coherent state basis [46, 64]. Writing Sˆα = Snα, where nα is a
unit length field, the Berry phase term can be written as
SBerry = iS
∫
dτAα(n)
dnα(τ)
dτ
. (3.10)
where, A is a unit magnetic monopole vector potential at the centre of the spin
sphere [65], and obeys
αβγ
∂Aγ(n)
∂nβ
= nα. (3.11)
By generalizing the SU(2) symmetry to SU(N), and taking N →∞, the spin corre-
lations were found [56] to obey
〈TτS(τ)S(0)〉 ∼ 1
τ 
, (3.12)
at large τ and 0 <  < 2. For  ≤ 0, spin-rotation symmetry is broken and this
correlator is non-zero in the large τ limit. This corresponds to the spin being “frozen”
in a particular state. This result can also be obtained by renormalisation group
analysis [63], and has been shown to hold to all orders in an expansion of  [66].
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The presence of the Berry phase in equation (3.8) is crucial to the validity of the
result in equation (3.12). In the absence of this term, integration over the ψ modes
makes (3.7) equivalent to a classical ferromagnetic spin chain at finite temperature.
In this classical model, the two-point spin correlators model decay as 1/τ2− , which
is very different from the Bose-Kondo model[56].
Figure 3.3: Schematic RG flows diagram for
anisotropic g coupling. The Ising
fixed-points are stable while the
isotropic and x-y fixed points
are unstable to further symmetry
breaking of the form gx 6= gy [5].
Reprinted figure with permission
from L. Zhu and Q. Si. Phys. Rev.
B, 66:024426, Jul 2002. Copyright
(2002) by the American Physical
Society.
Renormalisation group analysis by Zarand and Demler calculated that the scaling
relations for this system are given to first order by
dgx
dl
= gx − gx(gy + gz). (3.13)
Where l is the scaling parameter, and the relations for gy and gz are obtained by
cyclic permutation of the indices. It was found that there are two different types
of unstable fixed points in this system (figure 3.3). There is the bosonic SU(2)
fixed point where gx = gy = gz, and the three bosonic XY fixed points of the type
gx = gy = g⊥ 6= gz = 0. This instability is because the system has residual entropy
which the system tries to eliminate by breaking the symmetry. It appears that the
only stable fixed points of this model are the infinite coupling Ising fixed points e.g
gx = gy = 0, gz →∞ [6, 5].
For a system with gx = gy = g⊥, there is a quantum phase transition at T = 0
controlled by the SU(2) fixed point (figure 3.4). The transition between X-Y and
Ising behaviours occurs when δg ≡ gz − g⊥ changes sign. Additionally, there is a
crossover at temperature T ∗∗ = δg1/. Below this temperature, the properties of the
system are controlled by the Ising fixed points when δg is positive, while for negative
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δg, they are controlled by the XY-type fixed points. The behaviour of the system
is controlled by SU(2) fixed point between temperatures T ∗∗ and T ∗. Above T ∗ the
system behaves incoherently. When δg is small, it can be determined that T ∗ ∝ g1/.
The behaviour of the system becomes even more complicated when gx 6= gy. In this
case it is possible to have two crossovers, SU(2) → XY, XY → Ising, occur in series
[6].
Figure 3.4: Quantum phase transition in the Bose-
Kondo model. δg = gz − g⊥. The
dashed lines indicate crossover regions
corresponding to T ∗∗. δg = 0 at
the critical point [6]. Reprinted figure
with permission from G. Zara´nd and E.
Demler. Phys. Rev. B, 66:024427, Jul
2002. Copyright (2002) by the Ameri-
can Physical Society.
3.3 BEC coupled to an AQD
Two main approaches have been used to study problem of a BEC coupled to a
quantum dot, a modified spin-boson model and a bosonic single impurity Anderson
model.
3.3.1 Lee-Gunn modified spin-boson model
Lee and Gunn [67] considered a dilute Bose fluid interacting with a localised impu-
rity, at below the condensation temperature. They were motivated by experiments
on thin films of Helium-4 adsorbed onto Vycor which suggested that there is a critical
coverage below which superfluidity is lost.
They considered a lattice model, with a single impurity state coupled to one of the
sites, and assumed that the rest of the system was occupied by a BEC of mean
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density n¯. Their Hamiltonian for this system was
Hˆ = HˆBH + HˆImp + HˆHop. (3.14)
The Bose fluid is described by a standard Bose-Hubbard model [1] given by
HˆBH = −α
∑
〈nn′〉
ψˆ†nψˆn′ +
1
2
u
∑
n
nˆ2n. (3.15)
ψˆn and ψˆ
†
n create and annihilate particles from the condensate at site n. A chemical
potential, µ = un¯, is imposed in order to conserve the number of bosons.
The defect site has a hard-core boson constraint imposed on it, so multiple occupancy
is eliminated. This meant that the AQD could be modelled as a spin-12 [68]. The
AQD is occupied in the spin up state and unoccupied in the spin down state, the
on-site Hamiltonian is then given by
HˆImp = −1
2
∆0(σˆz + 1). (3.16)
where σˆz is the z component Pauli matrix, and if the defect lies at energy V , then
∆0 = µ−V is the energy required to transfer a trapped particle into the condensate.
In their model the impurity and condensate interact only by hopping. The healing
length for a dilute Bose fluid will be long compared to the size of the defect site.
Therefore they consider that only a single condensate lattice site, R, to be coupled
by hopping to the impurity. The hopping term in the Hamiltonian is given by
HˆHop = −α(σˆ+ψˆR + σˆ−ψˆ†R). (3.17)
The opportunity to hop onto the impurity site lowers the kinetic energy of the
condensate, resulting in a bulging in the condensate density at site R.
This Hamiltonian is invariant under simultaneous U(1) transformations of the con-
densate and spin operators, ψˆ → eiϕψˆ, σˆ− → eiϕσˆ−. It is also invariant under
transformations σˆ− → −σˆ− and σˆ+ → −σˆ+ when accompanied by similar inver-
sions of ψˆ and ψˆ†. If we write ψˆn = ψˆx−iψˆy, and compare the Lee-Gunn Hamiltonian
to the Bose-Kondo Hamiltonian (3.5), we see that this model corresponds to an XY
symmetric Bose-Kondo model with gz = 0 supplemented with a spin-boson bias
term (3.17). The addition of this bias term means that while the Lee-Gunn and
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Bose-Kondo models share U(1) symmetry, the number of spin inversion symmetries
of the Lee-Gunn model is reduced from 3 to 1. However, the Lee-Gunn model still
possesses additional symmetries when compared with the spin-boson model (3.3).
Lee and Gunn found that hopping between the impurity and the condensate canted
the spin toward the x-y plane. If χ is the angle between the spin and the z-axis, and
φ is the azimuthal angle, the trial wavefunction they used for the system was
|ψ〉 = eiφ cos χ
2
|↑;N condensed〉+ e−iφ sin χ
2
|↓;N + 1 condensed〉. (3.18)
Because, the angle φ is only defined relative to the condensate phase θ, they chose
to define φ such that φ = 0 in the ground state of the system. This corresponds to
the case where φ is aligned with the condensate phase in the ground state [67].
Using a variational approach, they found that the non-linear Schro¨dinger equation
for this system was
−α
∑
δ
(ψn+δ − ψn) + un¯(ψ2n − 1)ψn =
α sinχ
2
δn,R. (3.19)
Additionally, they showed that the mean field angle of the spin is given by
tanχ =
2α
∆
ψR. (3.20)
In the case of a deep impurity potential (∆α  1), χ is small. Therefore tanχ ' sinχ.
Combining this equation with equation (3.19) shows that the source term in the
NLSE has linear dependence on the local condensate wavefunction in this limit. It
therefore has the same effect as a potential well with depth −α2/∆ at the impurity
site. They estimated the magnitude of the condensate bulge at R by balancing
the energy that can be gained from using this well, with the repulsive energy cost
of doing so (12un¯ | ψ(R) |2). They found that | ψ(R) |2' n¯
(
1 + α2/un¯∆
)
, which
is small in the deep potential limit. The condensate density has increased in the
vicinity of the impurity due to the opportunity for hopping.
In the mean field picture of this system, excitations correspond to flipping the spin.
The lower energy state has χ ' 0 in the limit strong trapping limit, while the higher
energy state has χ ' pi. An excitation will therefore be numberlike as it will change
the occupation of the impurity (12 cosχ) [67]. In the weak trapping/strong hopping
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limit (∆α  1), the spin is canted toward the x-y plane in both the ground and
excited states. Therefore a spin-flip will be phase-like as it will change φ by pi,
but will not change the occupation greatly. The mean field picture has a gradual
crossover between these two limits [67].
Lee and Gunn then proceeded to consider the zero point fluctuations in the system.
Their approach to these was first to Bogoliubov transform the Hamiltonian. The
formalism of these transformations for an inhomogeneous condensate is discussed in
one of their earlier papers [69]. They neglected both the density fluctuations and
the non-linear terms in the boson spectrum.
The ground state energy was tackled perturbatively for the case where ∆ α. The
perturbative expansion is carried out around the ground state in the case where
there is no hopping. They found that there was a fractional change in the ground
state energy of −C(α/∆)(Ωc/∆). C is a dimension dependent constant and Ωc is
the bandwidth of the Bogoliubov excitations. This expression is valid for 2 and 3
dimensions [67]. The fractional change goes to zero as the energy cost of hopping
from the impurity goes to infinity, this is to be expected as it corresponds to the
case where the impurity is always occupied and isolated from the condensate.
Subsequently, a variational approach was used to analyse this system. In 2 dimen-
sions the variational approach finds that the spectrum for the linearised (Bogoliubov)
model is not bounded from below. This indicates that the perturbative considera-
tion of only single hopping events is insufficient in two dimensions. Conversely, in
3 dimensions the variational analysis implies that the trapped state is only stable
if α  ∆. Therefore in three dimensions, if the impurity level is sufficiently deep,
there exists a localised state. Furthermore, Lee and Gunn found that there was a
vanishing overlap between the variational and perturbative states. This is an exam-
ple of orthogonality catastrophe, first considered by Anderson [70]. This contradicts
the picture of a smooth transition from the numberlike to phaselike behaviour of the
systems excitations derived from the mean field approach.
In section 3.1, it was noted that the dynamics of a spin-boson system can be encap-
sulated by a spectral function J(ω) ∝ ωs. Lee and Gunn found the lowest energy
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Bogoliubov modes to have a dispersion ∝ k−1/2. In a system of dimension d with
excitations with this dispersion relation, it can be shown that s = d− 2. Therefore
the Lee-Gunn model in three dimensions is in the ohmic regime. Therefore finding
a transition is to be expected in such a system.
3.3.2 Recati spin-boson model
Recati et al [71] consider a Bose-Einstein condensate confined in a shallow potential
VB coupled to an atomic quantum dot (AQD). This is shown in figure 3.5. They take
the limit of very low temperature, and of very strong repulsion between particles
trapped in the AQD. This is the collisional blockade regime, where either one or no
atom occupies the dot [71]. The Hamiltonian for this system is written as
Hˆ = HˆB + HˆA + HˆAB. (3.21)
HˆB corresponds to the energy of the condensate, HˆA is the energy of the AQD, and
HˆAB describes the hopping between the two.
Figure 3.5: Schematic diagram of an atomic quantum dot (AQD) coupled to a bosonic bath.
The bath is confined in a shallow potential VB(x), and the AQD is formed by
the application of a tightly confining potential VA(x). These potentials have
spherical symmetry. Hopping occurs between the bath and AQD with frequency
Ω. At zero temperature, the bosons in the bath condense to form a BEC. There
is repulsion between the atoms held in the AQD which prevents macroscopic
condensation into it [7]. Reprinted figure with permission from H.-J. Lee, K.
Byczuk, and R. Bulla. Phys. Rev. B, 82:054516, Aug 2010. Copyright (2010)
by the American Physical Society.
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HˆA contains terms to describe the trapping potential of the AQD, the repulsion
between the trapped particles and the condensate, and the repulsion between the
trapped particles. ∆0 is the depth of the AQD, w is the coupling between the
condensate density and the AQD occupation, and UAA is the inter-AQD repulsion
parameter. bˆ is the annihilation operator for particles in the AQD, and ψA(r) is the
wavefunction of a particle at point r in the AQD. HˆA is given by
HˆA =
[
−~∆0 + w
∫
dr | ψA(r) |2 nˆB(r)
]
bˆ†bˆ+
UAA
2
bˆ†bˆ†bˆbˆ. (3.22)
Writing operators that annihilate a particle in the AQD/BEC at position r, as ψˆA(r)
and ψˆB(r) respectively, the Hamiltonian for hopping between the condensate and
AQD is simply given by
HˆAB = ~Ω
∫
dr[ψˆ†B(r)ψˆA(r) + ψˆ
†
A(r)ψˆB(r)]. (3.23)
It is assumed that the shallow trapping potential is sufficiently shallow that its
characteristic length scale is considerably larger than both the healing length of the
condensate and the inter-particle spacing, and as such can be ignored. In this regime
the wavefunction of the condensate can be represented by ψˆ(r) = eiθˆ(r)
√
nˆ(r), as in
equation (2.21). The equilibrium density of the condensate is n¯. Recati et al consider
the case where the energy is sufficiently low that the only available excitations are
phonons with linear dispersion, ω = vs | q |, where vs is the speed of sound in the
liquid. The behaviour of this system is described by the hydrodynamic Hamiltonian,
HˆB =
1
2
∫
dr
[
~2
m
n¯ | ∇θˆ(r) |2 +mv
2
s
n¯
δˆn
2
(r)
]
. (3.24)
This is a simplification of equation (2.30). Recati et al use the following transfor-
mations:
θˆ(r) = i
∑
k
∣∣∣∣ mvs2~kV n¯
∣∣∣∣ 12 eik·r(aˆk − aˆ†−k),
δˆn(r) =
∑
k
∣∣∣∣ ~kn¯2vsV m
∣∣∣∣ 12 eik·r(aˆk + aˆ†−k), (3.25)
With these, they write the Hamiltonian [71] in terms of standard phonon operators,
aˆk, as
HˆB = ~vs
∑
k
| k | aˆ†kaˆk. (3.26)
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These phonons are the same as the ones described by equation (2.37), however Recati
et al have only considered the linear part of their spectrum, k < 1/ξ, so that this is
a theory for length scales larger than the healing length ξ.
When UAA → ∞, the AQD can be occupied by either 0 or 1 particle. In this case
the occupation of the AQD is written as 12(σz + 1), and bˆ = σ−. Recati et al then
argue that the density fluctuations in the hopping term can be neglected. Their
reasoning is as because the on-site repulsion,UAA, is very large compared to Ω in
the collisional blockade regime, then the repulsion between the BEC density and
AQD occupation, w, is too. Therefore, the density fluctuations with coefficient w
will dominate those in the hopping term, whose coefficient is Ω. However, it is not
necessarily the case that w and UAA are of similar magnitudes. For this reason, in
our later work we will not neglect the density fluctuations in the hopping.
With this approximation, they then apply the unitary transformation [71],
Hˆ ′ = S−1(HˆB + HˆA + HˆAB)S, where, S = exp(iσˆz θˆ(0)), and obtain
Hˆ ′ = −Υσˆx
2
+
∑
k
~ωkaˆ†kaˆk +
[
−∆ +
∑
k
λk(aˆ
†
k + aˆk)
]
~σˆz
2
. (3.27)
This Hamiltonian is the spin-boson Hamiltonian (3.3) discussed in section 3. Here
∆ is the modified trap depth, and includes a contribution due to the interaction
between the particle on the AQD and the average condensate density [71]. The
other coupling constants are given by Υ ∼ Ω√N , where N is the total number of
bosons in the condensate, and
λk =
∣∣∣∣m~kv3s2V n¯
∣∣∣∣ 12 ( wn¯mv2s − 1
)
. (3.28)
This Hamiltonian is not symmetric under U(1) operations on the condensate and
spin operators. It is also not invariant under spin-inversion symmetry in the case
where ∆ 6= 0. In addition to these symmetry differences, there are two main dif-
ferences between this model and that considered by Lee and Gunn. One of these is
the addition of a term to account for the interaction between the condensate and
particles in the AQD. The other is that in Hˆ ′ there is no coupling between density
fluctuations in the condensate and the hopping between the condensate and AQD.
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The spectral function which characterises the properties of this system is
J(ω) =
∑
k
λ2kδ(ω − ωk) = 2αωs. (3.29)
For this model, α ∼ (wn¯/mvss − 1)2. For ωk ∼ |k| = k, Recati et al found that
J(ω)dω ∼ k · kd−1dk and therefore s = d, the dimension of the superfluid . There-
fore this system is in the ohmic (s=1) regime when the spin is coupled to a one
dimensional bath, that is a bosonic Luttinger liquid [71]. For higher-dimensional
baths, this system is in the super ohmic regime.
3.3.3 Bosonic single-impurity Anderson model
Lee, Byczuk and Bulla [7] consider a similar system to the one considered by Recati
et al . This is shown in figure 3.5. The model they consider is known as the Bosonic
single-impurity Anderson model (B-SIAM). Its Hamiltonian is given by
Hˆ = −∆bˆ†bˆ+ UAA
2
bˆ†bˆ(bˆ†bˆ− 1) +
∑
k
kaˆ
†
kaˆk + ~Ω
∑
k
(bˆ†aˆk + aˆ
†
kbˆ). (3.30)
The first and second terms give the energy of the AQD. ∆ is the depth of the AQD.
The operators bˆ, bˆ† are respectively the bosonic annihilation and creation operators
corresponding to bosons held within the tightly confining potential VA(x) which
forms the AQD. UAA is the local repulsion energy between atoms in the AQD.
The third term describes the kinetic energy of the bosonic bath. The creation and
annihilation operators for bath bosons are given by aˆ†k and aˆk, respectively. The
final term describes the hopping from the bath to the AQD and vice versa. This
term is responsible for the hybridization of the bath and AQD levels [7].
Although similar to the systems considered by Lee and Gunn, and Recati et al , there
are some important differences between these and the B-SIAM. The Hamiltonian is
invariant under simultaneous U(1) transformations of the wavefunctions of the bath
bosons and the trapped bosons. This contrasts with the Recati model where no such
symmetry applies.
Crucially, unlike the spin-boson models, the B-SIAM is not restricted to the col-
lisional blockade regime where there is strong repulsion between the atoms in the
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AQD. This means that the case where Ω is comparable to UAA, and the large fluctua-
tions in AQD occupation and bath dynamics that result can be explored. However,
whereas the spin-boson models include an interaction between the density of the
bosonic bath and the occupation of the AQD, this is neglected in the B-SIAM.
Because of their interest in the low energy properties of the system, Lee, Byczuk
and Bulla considered the spectral function for this system to be approximately
J(ω) = pi~2Ω2(1 + s)ω−1−sc ωsΘ(ωc − ω), (3.31)
where Θ(x) is a step-like theta function. As in the other models, s characterises
the low-energy properties of the system. For a d dimensional bosonic bath with
dispersion k ∼ kp, we have that s = (d− p)/p.
Figure 3.6: T = 0 phase diagram of the B-
SIAM with bath exponent s = 0.4
and impurity interaction UAA =
0.5ωc.  = −∆. The points denote
the boundary between BEC and
Mott states. The Mott states are
labelled by the number of impu-
rities in the AQD. Only the Mott
phases with nimp ≤ 4 are shown
[7]. Reprinted figure with permis-
sion from H.-J. Lee, K. Byczuk,
and R. Bulla. Phys. Rev. B,
82:054516, Aug 2010. Copyright
(2010) by the American Physical
Society.
Lee, Byczuk and Bulla then proceeded to solve this model by performing numerical
renormalization group calculations on a B-SIAM with a self-consistently determined
bath. The T = 0 phase diagram that they obtained is shown in figure 3.6. The
parameter space is spanned by α = ω2c (1 + s)/2Ω
2. The region inside the lobes is
referred to as the “Mott phase”, while the region outside the lobes is the “BEC
phase” [7]. These phases are shown schematically in figure 3.7. Units are chosen
such that ωc = 1 and ~ = 1.
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Figure 3.7: (a)Non-interacting BEC state, ΨB(x), confined in a shallow potential VB(x).
(b)Mott phase: an integer number of particles have been depleted from the
condensate and are tightly trapped in VA(x) The other bosons still form a BEC,
but the local density of the condensate vanishes in the vicinity of the AQD.
(c)BEC phase: The states in the AQD and in the condensate hybridize, resulting
in an increase in the local density of the condensate in the vicinity of the AQD[7].
Reprinted figure with permission from H.-J. Lee, K. Byczuk, and R. Bulla. Phys.
Rev. B, 82:054516, Aug 2010. Copyright (2010) by the American Physical
Society.
In the Mott phase, an integer number of particles occupy the AQD. The local density
of the condensate in the vicinity of the AQD vanishes. As in the Lee-Gunn model,
this is an example of orthogonality catastrophe [70]. In the BEC phase, the conden-
sate is attracted to the AQD by the attractive potential −∆ and the opportunity to
lower kinetic energy by hopping into the AQD. The local condensate density is thus
enhanced [7].
Lee, Byczuk and Bulla also calculated the local spectral densities for the Mott and
BEC phases. The local spectral density for the bosons in the AQD is defined to be
the imaginary part of the local Green’s function for the AQD bosons,
A(ω) = − 1
pi
Im G(ω + iδ). (3.32)
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They determined that the local spectral density for the particles in the AQD in the
Mott phase has a power-law behaviour which vanishes at ω = 0, A(ω) ∝ ωs, ω > 0.
Inverse Fourier transforming this, we have that A(τ) ∝ |τ |−s−1. Comparing this
result to the Bose-Kondo model (3.12), we see that it corresponds to the case where
 = 1+s. The local spectral density of the BEC phase, shows a power-law behaviour
that diverges at ω = 0, A(ω) ∝ sgn(ω) | ω |−s [7]. Inverse Fourier transforming this
spectrum, we have that A(τ) ∝ |τ |s−1. This corresponds to  = 1− s.
3.4 Conclusion
In this chapter we have given an overview of the bosonic impurity models which are
relevant to our investigation. In the next chapter we will introduce our model of the
system, and begin our analysis.
4. Our Model
4.1 Hamiltonian
Our model consists of a dilute Bose fluid coupled to an atomic quantum dot (AQD).
We consider the collisional blockade limit, where a large on site repulsion restricts
the AQD to being either unoccupied or singly occupied. The addition of this hard
boson constraint allows us to model the quantum dot as a spin-12 [68]. We choose for
the state where the dot is occupied to correspond to the spin pointing in the positive
z direction, and for the spin pointing in the negative z direction to correspond to
an empty quantum dot.
Figure 4.1: A defect at site r = 0 coupled to
a Bose-Einstein condensate. The
defect is modelled as a spin- 12 par-
ticle. The defect is occupied in the
+1 eigenstate of σˆz and unoccu-
pied in the −1 eigenstate.
The condensate and quantum dot are coupled together through two interactions.
The hopping interaction either destroys a boson in the condensate and creates one
in the quantum dot (equivalent to flipping the spin) or does the opposite. The other
interaction is between the occupation of the dot and the density of the condensate
in the vicinity of the dot. This interaction can be either attractive or repulsive.
This is a continuous space analogue of the Lee-Gunn model, augmented with the
insertion of the density-density interaction between the impurity and condensate.
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This model has the same symmetries as the Lee-Gunn model, but the addition
of a repulsion between the condensate and impurity further distances it from the
Bose-Kondo and spin-boson models.
Our model is similar to the Recati spin-boson model, and we can reduce it to this
model by making suitable approximations. However, unlike the Recati model, this
model includes a coupling between the condensate density fluctuations and the hop-
ping, and is not restricted to the region where the dispersion of the condensate is
linear. We will see later that including the density fluctuations in the hopping will
be important.
In a realistic physical system, the BEC would be confined by an optical trapping
potential. In our analysis, we consider the case where the characteristic length scale
of this trapping potential is far larger than any of the other length scales in the
model. Therefore, we can ignore the influence of this trapping potential on our
system, and treat the background potential as flat.
The Hamiltonian for our system of dimension d is given by
Hˆ = Hˆfluid + Hˆdot + Hˆint. (4.1)
We consider the limit where the condensate is sufficiently dilute that the range of
the interactions between the impurity and the condensate is small compared to the
healing length of the condensate. It is therefore reasonable to treat the interaction
terms as occurring only at a single point in space, r = 0. Therefore the Hamiltonian
for the Bose fluid is equal to the one in section 2.4.2, and is given by
Hfluid =
∫
ddr
(
~2
2m
|∇ψˆ(r)|2 + u
2
nˆ2(r)− µnˆ(r)
)
(4.2)
=
∫
ddr
(
~2
2m
|∇ψˆ(r)|2 + un¯
2
2
νˆ2(r)
)
+ constant. (4.3)
In this last line, we have set the chemical potential µ = un¯, and defined νˆ to be the
fractional density fluctuation, nˆ = n¯+ δnˆ = n¯(1 + νˆ). The Hamiltonian for the dot
and for its interaction with the condensate are:
Hdot = −∆0
2
σˆz, (4.4)
Hint = wn¯(1 + νˆ (r = 0))σˆz − α
(
σˆ+ψˆ (r = 0) + ψˆ† (r = 0) σˆ-
)
. (4.5)
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Let us absorb the contribution of the density-density interaction due to n¯ into ∆,
this gives
∆ = ∆0 − wn¯. (4.6)
As in (2.21), we will use a number-phase representation to describe the condensate.
Written in these terms the field operators are
ψˆ(r) = eiθˆ(r)
√
nˆ(r), ψˆ†(r) =
√
nˆ(r)e−iθˆ(r). (4.7)
Number and phase are conjugate variables which obey[
nˆ(r), θˆ(r′)
]
= n¯
[
νˆ(r), θˆ(r′)
]
= iδ(r− r′). (4.8)
Exponents and square roots of operators can be difficult objects to work with. How-
ever, if we assume that the fluctuations of the phase and density are small around
some point, we can approximate these functions by linear expressions. We have al-
ready seen that the average density is n¯, let us choose the average condensate phase
to be Θˆ. The field operator is then given by
ψˆ(r) =
√
n¯eiΘˆ(r)eiδθˆ(r) (1 + νˆ(r))1/2 ' √n¯eiΘˆ
(
1 + iδθˆ(r) +
νˆ(r)
2
+ . . .
)
. (4.9)
Later in this chapter we will see that the question of the validity of this approxima-
tion will have a profound affect on our work.
4.2 Variational work
Before we go on to investigate the quantum fluctuations in this system, we first use
some variational techniques to investigate the effect of the condensate and spin on
each other. The action for this system is given by
S = Sfluid + Simp + Sint. (4.10)
The three parts of this action are:
Sfluid =
∫
dτ
∫
ddr
(
i~nθ˙ +
~n˙
2
+
n~2
2m
|∇θ|2 + ~
2
8mn
|∇n|2 + un
2
2
− µn
)
, (4.11)
Simp = −
∫
dτ
∫
ddr
(
i~χ˙+
∆
2
)
cosφ δ(r), (4.12)
Sint =
∫
dτ
∫
ddr
(
wn¯ν cosφ− α√n sinφ cos(θ + χ)) δ(r). (4.13)
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Here we have described the spins using the Euler angles,
σz = cosφ, σx = sinφ cosχ, σy = sinφ sinχ. (4.14)
Figure 4.2: The Euler angles used to describe the spin.
The first term in the impurity action is the Berry phase term. This is a geometrical
term required to maintain the spin like character of the impurity. The interaction
action includes terms for hopping between the impurity and condensate, and the
repulsion between the condensate and impurity.
We can see from looking at (4.13) that the ground state of the system has χ+θ = 0.
This choice is equivalent to aligning σˆx with Θˆ(r = 0). For simplicity’s sake, in rest
of this work we choose to set Θˆ = 0, and therefore to have δθˆ = θˆ. This also means
that the χ = 0 in the ground state of the system. That is, the spin lies in the x− z
plane.
We can obtain the equations of motion for this system by minimising the action
with respect to various quantities. As a result of the θ−χ symmetry of the system,
when we minimise the action with respect to θ and χ we find the real time continuity
equation for the system,
∂
∂t
[
n(r) +
σz
2
δ(r)
]
+∇  J(r) = 0, (4.15)
where, J(r) = (~n(r)/m)∇θ(r). Up to a constant, σz/2 is the occupation of the
impurity, therefore the part of (4.15) inside the square brackets is the density of
particles in a particular volume. Therefore this is the expected continuity equation
for the system.
Minimising the action with respect to the number, n, and phase , θ, we find the
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non-linear Schrodinger equation for the system to be
− ~
2
2m
∇2ψ(r) + (u | ψ(r) |2 −un¯+ wσzδ(r))ψ(r) = α
2
sinφδ(r). (4.16)
The NLSE for the condensate in the absence of impurities is given by equation
(2.10). Comparing these, we see that the repulsion between the condensate and
the impurity gives rise to an additional potential term on the left hand side, while
the source term on the right hand side describes the effect of hopping between the
condensate and the impurity.
The mean field angle of the spin obtained by minimising the action with respect to
φ is
tanφ =
α(ψ(r = 0)eiχ + ψ∗(r = 0)e−iχ)
∆− 2wn¯ν(r = 0) . (4.17)
If we take the limit where the condensate-impurity repulsion vanishes (w → 0), these
expressions are the continuous space analogues of equations (3.19),(3.20). When we
are in the ground state of the system, and in a regime where fluctuations are small,
the mean field angle satisfies the following equations:
tanφ =
2α
√
n¯
∆
, sinφ =
2α
√
n¯
∆˜
, cosφ =
∆
∆˜
, (4.18)
∆˜ =
√
∆2 + 4α2n¯. (4.19)
From these expressions we see that in cosφ ∼ 1(−1) in the regime where ∆2  α2n¯
and ∆ is positive (negative). This correponds to the AQD being occupied (unoccu-
pied) on average. Conversely, when ∆2  α2n¯, we see that cosφ ∼ 0, corresponding
to the AQD spending an equal amount of time occupied and unoccupied.
If we are in a small fluctuations regime we can now substitute (4.18) into (4.16) to
get
− ~
2
2m
∇2ψ(r) + (u | ψ(r) |2 −un¯± wδ(r))ψ(r) = α2
∆˜
ψ(r)(1 + e−2iδθ)δ(r)
' 2α
2ψ(r)
∆˜
δ(r).
(4.20)
In this limit, the source term on the right hand side acts as an additional potential.
Following a treatment similar to that of Lee and Gunn earlier in section 3.3.1,
it is possible to estimate the density of the condensate near the site of the AQD
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by neglecting the kinetic energy term. This is in the spirit of the Thomas-Fermi
approximation [30], and is equivalent to balancing the energy cost of the repulsion
between the bosons with the energy gained by interaction with the AQD. Carrying
out this operation, we find that the condensate density near the dot location is given
by
| ψ(r) |2' 1
u
(
un¯∓ wδ(r) + α
2δ(r)
∆
)
. (4.21)
From this expression, we see that the density is enhanced by the hopping term. This
is to be expected, as particles in the vicinity of the quantum dot can reduce their
kinetic energy by hopping into and out of the dot. We also see that the density-
density interaction has the expected effect on the density. When this w is positive,
this interaction is repulsive and we see that the condensate density dips. Conversely,
for an attractive interaction the condensate density is further enhanced. We have
previously assumed that we are in a regime where the fluctuations in the condensate
are small. The presence of the delta functions in (4.21) contradicts this assumption
at the location of the dot. We will return to this in the next section. Nevertheless,
(4.21) is normalisable.
It is also possible to estimate the density of the condensate far away from the im-
purity in this regime. Since we know that the effect of the AQD on the condensate
is small, we can write ψ =
√
n¯ + δψ. Because δψ  √n¯, equation (4.20) can be
approximately linearised to give
− ~
2
2m
∇2δψ + 2un¯δψ = ±
(
α2
∆
∓ w
)√
n¯δ(r). (4.22)
Solving this Helmholtz equation in three dimensions, we find the density fluctuation
decays exponentially, and is given by
δψ ' 1
un¯
(
α2n¯
∆
∓ wn¯
)
2e
− r
2ξ
pi
√
n¯|r|ξ2 . (4.23)
ξ is the healing length of the condensate (equation (2.13)). Although this solution
only agrees with our small fluctuations approximation for r/ξ  1, it is normalisable
in three dimensions. The divergence at small r is a result of modelling the AQD as
a delta function. However, in a real system this would not be the case as the AQD
would have a finite size. In the next section we will investigate the consequences of
introducing this finite size.
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4.3 Impurity size
In the previous section we considered a system where the condensate only interacted
with the spin at a single point. However, we will see in the the following sections
that when we Fourier transform this model, we discover ultraviolet divergences in
the resulting k sums. We choose to control these divergences by replacing the delta
function interaction with one of a Gaussian profile,
δ(r)→ 1
(2pia2)d/2
e−r
2/2a2 . (4.24)
This Gaussian profile introduces a size for the impurity, and could be regarded as
the wavefunction of a particle occupying the quantum dot.
In chapter 2 we outlined the Bogoliubov transformation that can be used to diago-
nalise the spectrum of the condensate. This transformation is given by:
Ek =
√
k(k + 2un¯), l
2
k =
k
Ek
,
θˆk =
1
2lk
√
n¯
(aˆk + aˆ
†
−k), νˆk =
ilk√
n¯
(aˆk − aˆ†−k).
(4.25)
When this procedure is applied to Hˆfluid we obtain Hˆfluid =
∑
kEkaˆ
†
kaˆk. Having
done this, when we introduce the cutoff, the system is described by
Hˆ =
∑
k
Ekaˆ
†
kaˆk −
∆
2
σˆz +
∫
ddr
(2pia2)d/2
[
wn¯νˆ(r)σˆz − α
(ˆ
σ+ψˆ(r)+ ψˆ†(r)σˆ−
)]
e−r
2/2a2 .
(4.26)
Fourier transforming this Hamiltonian gives
Hˆ =
∑
k
Ekaˆ
†
kaˆk +
(
wn¯√
V
∑
k
νˆke
−a2k2/2 − ∆
2
)
σˆz
− α√n¯
([
1 +
1
2
√
V
∑
k
νˆke
−a2k2/2
]
σˆx − 1√
V
∑
k
θˆkσˆye
−a2k2/2
)
.
(4.27)
We can now apply the Bogoliubov transformation to the remaining terms to obtain
Hˆ =
∑
k
Ekaˆ
†
kaˆk −
∆
2
σˆz − α
√
n¯σˆx
+
1√
V n¯
∑
k
[
ilk(aˆk − aˆ†−k)
(
wn¯σˆz − α
√
n¯
2
σˆx
)
+
α
√
n¯
2lk
(ˆak + aˆ
†
−k)σˆy
]
e−a
2k2/2.
(4.28)
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From (4.25), we see that lk ∼ k for small k. Therefore for small k, the most
significant component of the interaction term on the second line of (4.26) is the one
proportional to σˆy.
4.4 Relation to spin-boson and Bose-Kondo models
In the previous chapter we provided an overview of the models which are relevant
to our investigation. In this section we will look at the insight we can gain into our
system by considering its relation to the spin-boson and Bose-Kondo models.
Our model consists of a complex bosonic field interacting with a spin. As such
it corresponds to point (0, 2) in figure 3.1. From (4.26), we see that our system
is invariant under simultaneous U(1) transformation of the condensate and spin
operators, ψˆ → eiϕψˆ and σˆ+ → e−iϕσˆ+. It is this symmetry which gives rise to the
continuity equation for our system (4.15).
The spin-boson model is reviewed in section 3.1. It has two differences to our
model. First, the U(1) symmetry exhibited by our model is absent. Secondly, the
spin-boson model consists of only one real bosonic field interacting with the spin, as
such it corresponds to the (0, 1) of figure 3.1.
In section 3.1 we saw that the dynamics of a spin-boson system can be classified
into one of three regimes using the frequency dependence of its spectral density. Due
to the similarities between this system and our own, it is interesting to determine
which of these regimes is analogous to the dynamics of our system.
As described in section 3.1, Leggett et al [4] determined the dynamical behaviour
for a quantum mechanical particle coupled to a bath of non-interacting oscillators.
The Hamiltonian (3.3) can be written in terms of the particle position q and the
boson creation and annihilation operators (aˆ†α and aˆα) as
H = Hsys[q] +
∑
α
[
~ωα
(
aˆ†αaˆα +
1
2
)
− qΥα
(
aˆα + aˆ
†
α
)]
. (4.29)
where Hsys describes a particle with position q in a double-well potential so that
q = ±q0 refer to the particle in the left and right minima of the well(see figure
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3.2). By comparing (4.29) to (4.28), we see that position q corresponds to σy in our
model. The spectral density for this system as defined in (3.4) can be written as
J(ω) = pi
∑
α
Υ2α
~
δ(ω − ωα) ∼ ωs. (4.30)
The system is classed as Ohmic if J(ω) ∼ ω, i.e. s = 1, is classed as super-Ohmic
for s > 1 and sub-Ohmic for s < 1.
Leggett et al [4] found that a sub-Ohmic system localises the particle to a single
minimum of the well (σx = ±1 in our model) in a system with T = 0. The dynam-
ics towards this state is over-damped with a rate ∼ exp[−(T0/T )1−s]. Super-ohmic
systems were found to exhibit damped oscillations towards the localised state. How-
ever, there was a crossover to over-damping at high temperature for 1 < S < 2. The
Ohmic system was found to be the marginal case between these two regimes. The
magnitude of the coefficient Υα determines whether or not the system behaves sim-
ilarly to a sub- or super-Ohmic system. In this case, the spectral density J(ω) = ηω
at low frequencies. The T = 0 system is sub-ohmic when η > 2pi~/q20 and super-
ohmic when η < pi~/q20.
Let us now return to the model we are studying, described by the Hamiltonian
(4.28) in the limit that the impurity size is large compared to the healing length
of the BEC, a2/ξ2  1. This limits us to the low-k regime where Ek ∼ k and
lk ∼
√
k. Therefore the last component of the interaction term in (4.28), involving
σˆy coupled to phase fluctuations, is the dominant interaction at long wavelengths
and low energies. If we compare this to our system we identify ωα with Ek, and
that Υk is given by
Υk =
α
√
n¯
2lk
√
V n¯
e−a
2k2/2. (4.31)
Therefore, by analogy with (4.30), the spectral density is
J(ω) =
α2n¯pi
4V n¯~
∑
α
e−a2k2
l2k
δ(ω − Ek) ∼
∫ ∞
0
kd−1
k
dke−a
2k2δ(ω − Ek) ∼ ωd−2. (4.32)
By comparing this with (4.30), we see that s = d − 2 for our model. Therefore,
our model is analogous to the Ohmic regime in three dimensions and sub-Ohmic in
two dimensions. It is interesting to note, that if we perform a similar calculation
for our Hamiltonian (4.28) in the absence of the σˆy interaction term, we find that
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s = d. Therefore, the system is analogous to the super-Ohmic in both two and three
dimensions in the absence of phase fluctuations. This is consistent with a result
found by Recati [71]. In the next chapter, we will see the the relevance of this result
to our investigation.
We reviewed the Bose-Kondo model in section 3.2. In this model there are three
bosonic fields coupled to the spin. It therefore corresponds to point (0, 3) in figure
3.1. Depending on the coefficients of this coupling, this model can be either SU(2)
symmetric, U(1) symmetric or asymmetric. It is also unlike our model in that it does
not contain any terms corresponding to the bias or AQD occupation-BEC density
terms in (4.26) (whose coefficients are ∆ and w, respectively).
Sachdev found [56] that for a bosonic field whose temporal correlation function
went as τ (−2), the spin correlator went as τ−. We have previously seen in equation
(2.66) that the temporal correlator for a τ (1−d). Combining this with Sachdev’s
results suggests that the correlator for the spin is
〈σˆz(τ)σˆz(0)〉 ∼ τd−3. (4.33)
For dimensions lower than three, this is zero for large times. This corresponds to
incoherent spin dynamics. For dimensions higher than three, this becomes very large
at large times, which corresponds to the spin being “frozen” in a particular state.
The marginal case between these two regimes is that of a three dimensional system.
Therefore the comparison between our system and both the spin-boson and Bose-
Kondo models suggest that the dynamics of our system will be incoherent in two
dimensions, and that three dimensions will be the marginal case between coherent
and incoherent dynamics.
4.5 Fermi’s golden rule
It is instructive to consider how the spin will decay when it is prepared in an excited
state. Let us consider the case where ∆ > 0. This means that the ground state of
the spin is when the dot is occupied (spin up), while the unoccupied dot (spin down)
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corresponds to an excited state of the spin. Therefore if we prepare the system in a
state where the dot is unoccupied, we expect this state to decay to the state where it
is occupied. This decay rate can be approximated using Fermi’s golden rule (FGR).
This gives the rate of decay from one eigenstate of an unperturbed Hamiltonian,
Hˆ0, to another eigenstate with equal energy. The T = 0 formulation of FGR is
Γi→f =
2pi
~
|〈f |HˆPert|i〉|2δ(Ei − Ef ). (4.34)
We choose to prepare the AQD in an initial state, |i〉, where the spin is in an
excited state. When the condensate is at T = 0, it will be in its ground state,
that is the state where no condensate excitations are present. However, when the
condensate temperature is non-zero, there will be a finite probability that its initial
state will be any one of a number of states. In order to account for this, we must
use a modified version of (4.34) which includes a weighted sum over the thermal
distribution, p({mk}), of possible initial condensate states. This is given by
Γi→f =
2pi
~
∑
{mk}
p({mk})|〈f |HˆPert|i, {mk}〉|2δ(Ei − Ef ), (4.35)
where the possible initial states of the total system are denoted by |i, {mk}〉.
The first step in evaluating an FGR decay rate is to split the Hamiltonian into two
parts, the Hamiltonian for the unperturbed system and a small perturbation. That
is Hˆ = Hˆ0 + HˆPert. We must then choose which of the eigenstates of Hˆ0 to use as
an initial state, and which eigenstates are viable final states for the system. One
of the principle advantages of cold atom systems is that the system parameters are
tunable. We can use this to investigate a number of regimes and to prepare the
system in a variety of initial states.
4.5.1 Small α
√
n¯, wn¯ limit
Let us first consider the case where ∆ > 0, and |α√n¯|, |wn¯|  |∆|. We envisage
that this regime could be realised by changing the intensity of the laser creating this
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trap. In this regime, the straightforward choice is to split (4.28) into:
Hˆ0 =
∑
k
Ekaˆ
†
kaˆk −
∆
2
σˆz (4.36)
HˆPert = −α
√
n¯σˆx +
1√
V n¯
∑
k
[
ilk(aˆk − aˆ†−k)
(
wn¯σˆz − α
√
n¯
2
σˆx
)
+
α
√
n¯
2lk
(aˆk + aˆ
†
−k)σˆy
]
e−a
2k2/2
= −α√n¯ (σˆ+ + σˆ−)+ i√
V n¯
∑
k
[
lk(aˆk − aˆ†−k)
(
wn¯σˆz − α
√
n¯
2
(
σˆ+ + σˆ−
))
− α
√
n¯
2lk
(aˆk + aˆ
†
−k)
(
σˆ+ − σˆ−) ]e−a2k2/2
(4.37)
The next step is to decide which eigenstate of H0 to use as an initial state, |i〉. We
choose |i〉 to be a state where the AQD is unoccupied. This corresponds to the spin
pointing down, against the Zeeman field (σˆz = −1), and is an excited state.
In order to prepare this initial state, we would start with the AQD trapping beam
switched off. The trap is therefore unoccupied. In our model, this corresponds to
a large negative ∆, and the spin pointing downwards. The system would then be
”switched on” by turning on the trapping beam, in effect changing ∆ to a positive
value.
The initial state of the condensate has mk excitations of wavevector k, however
we do not constrain this state. For T = 0, the condensate will exist in its ground
state with mk = 0 ∀k, however for non-zero condensate temperature, a variety of
excitation states will have finite probabilities of being the initial condensate state.
The energy of this state with respect to H0 is then
Ei = 〈i, {mk}|Hˆ|i, {mk}〉 =
∑
k
mkEk +
∆
2
. (4.38)
From (4.37) we can see that the interaction has terms containing a mixture of σˆz,
σˆ+, σˆ−, aˆ†k and aˆk. We must now determine which of these terms give rise to
final states which can contribute to the decay rate. Let us first consider the terms
containing σ−. These cannot provide a viable final state, as σˆ−|i〉 = 0. Therefore
we can neglect these terms in our analysis.
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Next let us turn our attention to the terms involving σˆz. The operative parts of
these terms are σˆzaˆk and σˆzaˆ
†
k. In each of these terms, the condensate operator
will create/destroy a fluctuation when operated on |i〉, and will therefore change the
energy of the condensate. However, operating σˆz on |i〉 does not change the energy
of the spin. Therefore the final state |f〉 created by these terms will have a different
energy to |i〉, and they do not contribute to the decay rate given by Fermi’s golden
rule. It is also for this reason that the σˆ+ which is not partnered with a condensate
operator does not contribute to the decay rate.
The remaining terms contain σˆ+aˆk or σˆ
+aˆ†k. Each of these pairs of operators will
change the energy of both the condensate and the spin. Let us first consider the
energy difference between the initial and final states when σˆ+aˆk is operated on |i〉,
this is
∆E = Ef − Ei = −Ek −∆ 6= 0. (4.39)
In this case the spin is flipped and a Bogoliubov boson in the condensate is destroyed.
However, as both Ek and ∆ are positive ∆E is non-zero for this final state and it
therefore does not contribute to the decay rate.
Now let us consider the energy difference when σˆ+aˆ†k is operated on |i〉, this is given
by
∆E = Ef − Ei = Ek −∆. (4.40)
The spin is flipped and a Bogoliubov boson is created in this case. In this case ∆E
can equal 0 for certain values of Ek. Therefore the terms containing σˆ
+aˆ†k are the
only ones which contribute to Fermi’s golden rule decay rate. Consequently, in the
context of applying Fermi’s golden rule the interaction HˆPert can be reduced to
HˆPert =
iα
√
n¯
2
√
V n¯
∑
k
1
lk
[
l2k − 1
]
e−a
2k2/2σˆ+aˆ†k. (4.41)
After substituting (4.41) into (4.35) we now evaluate the decay rate of a system in
state |i〉 to be
Γ↓→↑ =
2pi
~
∑
{mk}
∑
k
p({mk})mk + 1
4V n¯
α2n¯
l2k
[
l2k − 1
]2
δ(Ek −∆)e−a2k2 . (4.42)
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Finally let us calculate the weighted sum over the initial condensate states,
〈mk〉 =
∑∞
mk=0
mke
−mkβEk∑∞
mk=0
e−mkβEk
=
1
eβEk − 1 = Nk. (4.43)
When we do this, we find that on average, the number of excitations with wavevector
k is given by the Bose-Einstein distribution, Nk. This is also the case for the small
fluctuations regime.
Combining this result with (4.42), we find the decay rate to be
Γ↓→↑ =
2pi
~
∑
k
Nk + 1
4V n¯
α2n¯
l2k
[
l2k − 1
]2
δ(Ek −∆)e−a2k2 . (4.44)
Note that this decay rate is proportional to α2n¯. This is an expected result, as if
α = 0, there are no operators in (4.26) which change the spin state.
In order to evaluate this sum we need to determine the density of states for the
system. We do this by considering
dEk
dk
=
2k + 2un¯
2Ek
=
k + un¯√
k(k + 2un¯)
, (4.45)
dk
dk
= ~
√
2k
m
, (4.46)
dEk
dk
=
dEk
dk
dk
dk
= ~
√
2
m
k + un¯√
k + 2un¯
. (4.47)
By rearranging (4.25) we obtain the following expressions for k, k and l
2
k in terms
of Ek:
k =
√
E2k + u
2n¯2 − un¯, (4.48)
k2 =
2m
~2
(√
E2k + u
2n¯2 − un¯
)
, (4.49)
l2k =
k
Ek
=
√
E2k + u
2n¯2 − un¯
Ek
. (4.50)
Combining (4.47) and (4.48) gives
dEk
dk
=
dEk
dk
dk
dk
= ~
√
2
m
√
E2k + u
2n¯2√√
E2k + u
2n¯2 + un¯
. (4.51)
We now proceed to evaluate the sum in (4.44) using these relations. In three dimen-
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sions this gives the decay rate as
Γ3D↓→↑ =
α2n¯
4pi~n¯
∫ ∞
0
k2dk
Nk + 1
l2k
[
l2k − 1
]2
e−a
2k2δ(Ek −∆)
=
α2n¯
√
2m3
4pi~4n¯
∫ ∞
0
dEk(Nk + 1)Ek
√√
E2k + u
2n¯2 + un¯√
E2k + u
2n¯2
×

√
E2k + u
2n¯2 − un¯
Ek
− 1
2 e−a2k2δ(Ek −∆)
=
1
2
√
2pi~
α2n¯
n¯ξ3
eβ∆
eβ∆ − 1
[√
∆2 + u2n¯2 − un¯−∆
]2
∆(un¯)3/2(∆2 + u2n¯2)1/4
√
1 +
un¯√
∆2 + un¯2
× exp
(
− 2a
2
ξ2
√
∆2 + u2n¯2 − un¯
un¯
)
. (4.52)
Similarly, in two dimensions the decay rate is
Γ2D↓→↑ =
α2n¯
4~n¯
∫ ∞
0
kdk
Nk + 1
l2k
[
l2k − 1
]2
e−a
2k2δ(Ek −∆)
=
α2n¯m
4~3n¯
∫ ∞
0
dEk
(Nk + 1)Ek√
E2k + u
2n¯2
√√
E2k + u
2n¯2 + un¯√√
E2k + u
2n¯2 − un¯
×

√
E2k + u
2n¯2 − un¯
Ek
− 1
2 e−a2k2δ(Ek −∆)
=
1
2~
α2n¯
n¯ξ2
eβ∆˜
eβ∆˜ − 1
1
∆2un¯
(
1 +
un¯√
∆2 + un¯2
)[√
∆2 + u2n¯2 − un¯−∆
]2
× exp
(
− 2a
2
ξ2
√
∆2 + u2n¯2 − un¯
un¯
)
. (4.53)
There are two obvious limits to consider when looking at these decay rates, these
are ∆ un¯ and ∆ un¯. From (4.25) we see that the spectrum of the Bogoliubov
excitations, Ek, is linear for k  un¯, that is low Ek, and is that of free particles
for k  un¯, i.e. large Ek. In the large ∆ limit the decay rates can be reduced to
Γ3D↓→↑ =
1
2
√
2pi~
α2n¯
n¯ξ3
√
un¯
∆3/2
eβ∆
eβ∆ − 1
[
1− un¯
2∆
]2
exp
(
− 2a
2
ξ2
∆
un¯
)
, (4.54)
Γ2D↓→↑ =
1
4~
α2
n¯ξ2
un¯
∆2
eβ∆
eβ∆ − 1
[
1− un¯
2∆
]2
exp
(
− 2a
2
ξ2
∆
un¯
)
. (4.55)
In the linear portion of the spectrum, ∆ un¯, we find the decay rates to be
Γ3D↓→↑ =
1
2pi~
α2n¯
n¯ξ3
∆
u2n¯2
eβ∆
eβ∆ − 1
[
1− ∆
2un¯
]2
exp
(
− a
2
ξ2
∆2
u2n¯2
)
, (4.56)
Γ2D↓→↑ =
1
2~
α2n¯
n¯ξ2
1
un¯
eβ∆
eβ∆ − 1
[
1− ∆
2un¯
]2
exp
(
− a
2
ξ2
∆2
u2n¯2
)
. (4.57)
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For T = 0 (4.56) is linear in ∆ as ∆→ 0, this has interesting consequences. Depend-
ing on the size of the coefficients of ∆ we can be in one of two regimes. When these
are small, the decay rate is small compared to the level splitting, and the system
is under-damped. However, when the coefficient is large, then the damping rate is
larger than the level splitting. Therefore in this regime the system is overdamped,
and the two spin states become indistinct. This is analogous to the Ohmic regime of
the spin-boson model discussed in section 3.1, and is consistent with the suggestion
in the section 4.4 that three dimensions is the marginal case for our system. In two
dimensions (4.57), at T = 0 the decay rate is independent of ∆ as ∆→ 0. Therefore
this system is over-damped. This is comparable to a sub-Ohmic spin-boson system.
For non-zero temperatures, the ratio of exponentials in (4.56) and (4.57) goes as
(β∆)−1 as ∆ → 0. Therefore in this regime the decay rate in three dimensions
is independent of ∆, and the system is always over-damped. The two-dimensional
system is also over-damped, however we also see that the decay rate for a two
dimensional system diverges in this regime. This breakdown of our FGR treatment
in this low-∆, and therefore low-Ek, limit suggests that our model has an infra-red
divergence in two dimensions. This result is not entirely unexpected, as Lee and
Gunn [69] discovered an infra-red divergence in their system for two dimensions.
It is important to strike a note of caution over these results. As ∆→ 0, our separa-
tion of the Hamiltonian into a Hˆ0 and a small perturbation is called into question.
It is also important to note that FGR relates to incoherent decay. Nevertheless, it
is reassuring that our analysis gives results which are consistent with Leggett et al
’s analysis of the spin-boson problem. In the next section we will further investigate
the low energy behaviour of the system.
4.5.2 Small fluctuations regime
In the previous section, we considered the limit where α
√
n¯ and wn¯ were much
smaller than ∆. However, we do not need to restrict ourselves to this regime. Later
in this chapter we will see that the fluctuations in our system are small when n¯ξd
is large. Recall that the healing length ξ ∝ u−d/2 can be tuned by changing the
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interatomic repulsion in the condensate. This can be achieved in cold atoms using
Feshbach resonances — near such a resonance, the s-wave scattering length between
two atoms can diverge and even change sign as a function of an external magnetic
field. Thus, through changing u we can control the amount of quantum fluctuations
in the condensate. In this regime, we should divide the Hamiltonian differently
to the previous section and isolate the mean-field Hamiltonian from the quantum
fluctuations. This choice of splitting gives:
Hˆ0 =
∑
k
Ekaˆ
†
kaˆk −
∆
2
σˆz − α
√
n¯σˆx, (4.58)
HˆPert =
1√
V n¯
∑
k
[
ilk(aˆk − aˆ†−k)
(
wn¯σˆz − α
√
n¯
2
σˆx
)
+
α
√
n¯
2lk
(aˆk + aˆ
†
−k)σˆy
]
e−a
2k2/2
(4.59)
=
i√
V n¯
∑
k
[
lk(aˆk − aˆ†−k)
(
wn¯σˆz − α
√
n¯
2
(
σˆ+ + σˆ−
))
− α
√
n¯
2lk
(aˆk + aˆ
†
−k)
(
σˆ+ − σˆ−) ]e−a2k2/2.
(4.60)
We see that the unperturbed Hamiltonian, Hˆ0, contains an additional term from
the coupling between the AQD and the condensate at the mean-field level. The
unperturbed spin behaves as in a tilted Zeeman field with the tunnelling contributing
to an effective field in the x-direction in spin space. Let us choose the initial state to
be one where the spin is aligned in opposition to the Zeeman field and then calculate
the rate at which the spin flips back to the state aligned with the Zeeman field.
In order to prepare the initial state of the spin, we first tune u such that the fluctua-
tions are negligible, and allow the spin to align with the Zeeman field. The next step
is to flip the spin using a beam resonant with the level splitting. Finally, we increase
the strength of the fluctuations, and in effect ”turn on” the quantum fluctuations
as a perturbation.
It is helpful to re-orient the z-axis of the spin such that it is aligned with the effective
Zeeman field in (4.58). To this end we define the following spin operators:
σˆz = cosφσ˜z − sinφσ˜x, σˆx = sinφσ˜z + cosφσ˜x, σˆy = σ˜y. (4.61)
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The angle of rotation, φ, is the same as the angle we determined in (4.18), and is
given by
cosφ =
∆
2
√
α2n¯+ ∆2/4
, sinφ =
α
√
n¯√
α2n¯+ ∆2/4
. (4.62)
Following this rotation, the non-interacting Hamiltonian takes the form
Hˆ0 =
∑
k
Ekaˆ
†
kaˆk −
∆˜
2
σ˜z. (4.63)
The effective Zeeman field ∆˜ is defined in terms of the parameters α
√
n¯ and ∆ as
∆˜ =
√
∆2 + 4α2n¯. (4.64)
Following this rotation the perturbation Hamiltonian, HˆPert, takes the form
HˆPert =− iα
√
n¯
2
√
V n¯
(σ˜+ − σ˜−)
∑
k
1
lk
(aˆk + aˆ
†
−k)e
−a2k2/2
+
i√
V n¯
([
wn¯ cosφ− α
√
n¯
2
sinφ
]
σ˜z −
[
α
√
n¯
2
cosφ+ wn¯ sinφ
]
(σ˜+ + σ˜−)
)
×
∑
k
lk(aˆk − aˆ†−k)e−a
2k2/2.
(4.65)
We now proceed as in the previous section, with the spin components of |i〉 and |f〉
being σ˜z = −1 and +1 respectively. As before, only certain terms in HˆPert contribute
to the decay rate. Therefore we can reduce (4.65) to
HˆPert = − i
2
√
V n¯
∑
k
[
α
√
n¯
lk
− lk
(
α
√
n¯ cosφ+ 2wn¯ sinφ
)]
e−a
2k2/2aˆ†kσ˜
+. (4.66)
It is noteworthy that for certain values of the coupling constants, the two components
of (4.66) can interfere destructively, leading to no decay taking place.
When we evaluate FGR for this interaction, we find the decay rate in three dimen-
sions is
Γ3D↓˜→↑˜ =
√
2
pi~
α2n¯
n¯ξ3
eβ∆˜
eβ∆˜ − 1
1
∆˜(un¯)3/2(∆˜2 + u2n¯2)1/4
√
1 +
un¯√
∆˜2 + un¯2
×
[
∆˜
2
−
√
∆˜2 + u2n¯2 − un¯
∆˜
(
∆
2
+ 2wn¯
)]2
exp
(
− 2a
2
ξ2
√
∆˜2 + u2n¯2 − un¯
un¯
)
.
(4.67)
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In two dimensions we find the decay rate to be
Γ2D↓˜→↑˜ =
1
~
α2n¯
n¯ξ2
1
∆˜2un¯
eβ∆˜
eβ∆˜ − 1
(
1 +
un¯√
∆˜2 + un¯2
)
×
[
∆˜
2
−
√
∆˜2 + u2n¯2 − un¯
∆˜
(
∆
2
+ 2wn¯
)]2
exp
(
− 2a
2
ξ2
√
∆˜2 + u2n¯2 − un¯
un¯
)
.
(4.68)
In the large ∆˜ limit the decay rates can be reduced to
Γ3D↓˜→↑˜ =
√
2
pi~
α2n¯
n¯ξ3
1
∆˜3/2(un¯)3/2
eβ∆˜
eβ∆˜ − 1
[
∆˜
2
−
(
∆
2
+ 2wn¯
)]2
exp
(
− 2a
2
ξ2
∆˜
un¯
)
,
(4.69)
Γ2D↓˜→↑˜ =
1
~
α2n¯
n¯ξ2
1
∆˜2un¯
eβ∆˜
eβ∆˜ − 1
[
∆˜
2
−
(
∆
2
+ 2wn¯
)]2
exp
(
− 2a
2
ξ2
∆˜
un¯
)
. (4.70)
While in the linear portion of the spectrum, ∆˜ un¯, we find the decay rates to be
Γ3D↓˜→↑˜ =
1
2pi~
α2n¯
n¯ξ3
∆˜
u2n¯2
eβ∆˜
eβ∆˜ − 1
[
1− 1
un¯
(
∆
2
+ 2wn¯
)]2
exp
(
− a
2
ξ2
∆˜2
u2n¯2
)
, (4.71)
Γ2D↓˜→↑˜ =
1
2~
α2n¯
n¯ξ2
1
un¯
eβ∆˜
eβ∆˜ − 1
[
1− 1
un¯
(
∆
2
+ 2wn¯
)]2
exp
(
− a
2
ξ2
∆˜2
u2n¯2
)
. (4.72)
There are two main differences between these decay rates and those we found for
the small α
√
n¯ regime. The first of these the potential for destructive interference to
eliminate these decay rates. In the small-k regime, the k-dependence of the terms in
square-bracket in (4.66) mean that complete destructive interference cannot occur.
However, in the free particle limit, we have that lk = 1, and the decay blockade is
readily attainable.
However, the more significant difference between these results and those of the pre-
vious section is related to the presence of α
√
n¯ in the level splitting ∆˜. Previously
we had seen that in the small ∆ limit, the system was over-damped in 2D, and
marginal in 3D. However, in the current regime when ∆→ 0, ∆˜→ 2α√n¯. Because
of the α
√
n¯ dependence of the decay rates, we also have that Γ → 0 as α√n¯ → 0.
Therefore, in the limit where ∆ → 0, we have that Γ3D ∼ ∆˜3 and Γ2D ∼ ∆˜2.
Therefore the system is under-damped in both two and three dimensions.
4. Our Model 73
4.5.3 Large w limit
We can also consider the regime where the density-density interaction is large. This
regime can be achieved by tuning the parameters of the system so that the hopping
term is small compared to all other terms in the Hamiltonian. This corresponds to
a cold atoms system where the intensity of the AQD trapping beam is high enough
that |∆|  |α√n¯|, and where Feshbach resonances have been used to ensure that
the interatomic repulsion and density-density interaction are considerably stronger
than the hopping, |un¯|, |wn¯|  |α√n¯|. The unperturbed system is then described
by
Hˆ0 =
∑
k
Ekaˆ
†
kaˆk −
∆
2
σˆz +
iwn¯√
V n¯
∑
k
lke
−a2k2/2(aˆk − aˆ†−k)σˆz (4.73)
=
∑
k
Ek
(
aˆ†k − ψ∗kσˆz
)(
aˆk − ψkσˆz
)
+
∑
k
Ek|ψk|2 − ∆
2
σˆz, (4.74)
where ψk is defined by
ψk =
iwn¯√
V n¯
lk
Ek
e−a
2k2/2. (4.75)
This is the Fourier component of the condensate wavefunction when the spin is in
the up state (AQD occupied). For w > 0, this corresponds in real space to a dip in
the condensate density near the impurity due to the repulsion with the atom on the
AQD. This changes to a bump in the condensate when the AQD is unoccupied, or
when w < 0. The Hamiltonian for the perturbation consists solely of the hopping
terms in the original Hamiltonian and is given by
HˆPert = −α
√
n¯
[
σˆx +
1
2
√
V n¯
∑
k
(
ilk(aˆk − aˆ†−k)σˆx −
1
lk
(aˆk + aˆ
†
−k)σˆy
)]
e−a
2k2/2
(4.76)
= −α√n¯
[
σˆx +
i
2
√
V n¯
∑
k
[
σˆ+
(
aˆk
(
lk +
1
lk
)
− aˆ†k
(
lk − 1
lk
))
+ σˆ−
(
aˆk
(
lk − 1
lk
)
− aˆ†k
(
lk +
1
lk
))]
e−a
2k2/2.
(4.77)
The next step in evaluating the FGR decay rate for this system is to determine which
eigenstate of Hˆ0 to choose as an initial state, and which final states are viable.
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However, unlike the previous two regimes, the eigenstates of (4.74) are coherent
states. The condensate ground states for the two spin configurations are
|0 ↑〉 = exp
(
− 1
2
∑
q
|ψq|2
)
exp
(∑
k
ψkaˆ
†
k
)
|0〉 ⊗ | ↑〉,
|0 ↓〉 = exp
(
− 1
2
∑
q
|ψq|2
)
exp
(
−
∑
k
ψkaˆ
†
k
)
|0〉 ⊗ | ↓〉.
(4.78)
In order to normalise these states, we have made use of the Baker-Hausdorff relation
which states
exp
(
Aaˆk
)
exp
(
Baˆ†
k′
)
= exp
(
Baˆ†
k′
)
exp
(
Aaˆk
)
exp
(
AB
[
aˆk, aˆ
†
k′
])
= exp
(
Baˆ†
k′
)
exp
(
Aaˆk
)
exp
(
ABδk,k′
)
. (4.79)
The |0〉 on the RHS denotes the homogeneous condensate in the absence of the
impurity. When we act on these states using annihilation operators for condensate
excitations, we see that they are eigenstates of the annihilation operators. However,
these states are not annihilated by these operators. Instead we have that
aˆk|0 ↑〉 = ψk|0 ↑〉, aˆk|0 ↓〉 = −ψk|0 ↓〉. (4.80)
We can see from inspecting (4.74), that the annihilation operators for the condensate
excitations are shifted operators given by
(aˆk − ψkσˆz)|0 ↑〉 = (aˆk − ψkσˆz)|0 ↓〉 = 0. (4.81)
Similarly, the first excited state of the condensate for the AQD in the spin-up state
is obtained through the application of a shifted creation operator on the ground
state. This gives
|1k ↑〉 = exp
(
− 1
2
∑
q
|ψq|2
)
(aˆ†k − ψ∗k) exp
(∑
k
ψkaˆ
†
k
)
|0〉 ⊗ | ↑〉. (4.82)
Let us choose the initial state of the system to be one where the spin is excited. In
the interests of simplicity, let us restrict ourselves to the T = 0 regime, and choose
for the condensate to be in its ground state. That is, |i〉 = |0 ↓〉. Consequently
the only final state which contributes to the decay is |f〉 = |1k ↑〉. As in the small
α
√
n¯, w regime, in order to prepare this inital state we would start with a negative
∆, large enough that the effects of the perturbation are negligible. This would
result in the spin pointing down. We would then ‘switch on’ the system by changing
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∆ to a smaller positive value. Following this choice of states, we can reduce the
perturbation Hamiltonian to
HˆPert = −i α
√
n¯
2
√
V n¯
∑
k
e−a
2k2/2σˆ+
(
aˆk
(
lk +
1
lk
)
− aˆ†k
(
lk − 1
lk
))
. (4.83)
We can now proceed to evaluate the amplitude for the transition between the initial
and final states, which is given by
〈1k ↑|HˆPert|0 ↓〉 = − i α
√
n¯
2
√
V n¯
∑
k′
e−a
2k′2/2 exp
(
−
∑
q
|ψq|2
)
× 〈↑ | ⊗ 〈0| exp
(∑
p
ψ∗paˆp
)
(aˆk − ψk)σˆ+
[
aˆk′
(
lk′ +
1
lk′
)
− aˆ†
k′
(
lk′ −
1
lk′
)]
exp
(
−
∑
p′
ψp′ aˆ
†
p′
)
|0〉 ⊗ | ↓〉
= − i α
√
n¯
2
√
V n¯
∑
k′
e−a
2k′2/2 exp
(
− 2
∑
q
|ψq|2
)
×
[
δk,k′
(
1
lk′
− lk′
)
+ 2ψkψk′
(
lk′ +
1
lk′
)
+ 2ψkψ
∗
k′
(
lk′ −
1
lk′
)]
= i
α
√
n¯lk
2
√
V n¯
[
1− 1
l2k
+
4w2n¯2
Ek
1
V n¯
∑
k′
e−a2k′2
Ek′
]
e−a
2k2/2
× exp
(
− 2
∑
q
|ψq|2
)
.
(4.84)
The energy difference between |0 ↓〉 and |1k ↑〉 is Ek−∆. Therefore the FGR decay
rate for this system is
Γ↓→↑ =
2pi
~
∑
k
α2n¯
4V n¯
l2k
[
1− 1
l2k
+
4w2n¯2
Ek
1
V n¯
∑
k′
e−a2k′2
Ek′
]2
e−a
2k2
× exp
(
− 4
∑
q
|ψq|2
)
δ(Ek −∆).
(4.85)
The first part of evaluating this decay rate is to complete the following sum. From
this point on, let us consider the large-impurity limit, where a2  ξ2, that is
∑
k
|ψk|2 = w
2n¯2
V n¯
∑
k
l2k
E2k
e−a
2k2 =
w2n¯2
V n¯
∑
k
e−a2k2
Ek(k + 2un¯)
' w
2n¯2
2V n¯u2n¯2ξ
∑
k
e−a2k2
k
(4.86)
=
w2n¯2
8pi2u2n¯2
1
n¯ξ3
ξ2
a2
in 3D. (4.87)
=
w2n¯2
8
√
piu2n¯2
1
n¯ξ2
ξ
a
in 2D. (4.88)
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Similarly, in 2 and 3 dimensions the sum in square brackets in (4.85) is
1
V n¯
∑
k
e−a2k2
Ek
=
1
4pi2un¯
1
n¯ξ3
ξ2
a2
in 3D. (4.89)
=
1
4
√
piun¯
1
n¯ξ2
ξ
a
in 2D. (4.90)
Putting these results together, we find the FGR decay rate for a three dimensional
system to be
Γ3D↓→↑ =
1
2
√
2pi~
α2n¯
n¯ξ3
√
1 +
un¯√
∆2 + u2n¯2
[
1− ∆√
∆2 + u2n¯2 − un¯ +
w2n¯2
∆un¯pi2
1
n¯ξ3
ξ2
a2
]2
× (
√
∆2 + u2n¯2 − un¯)2
∆(un¯)3/2(∆2 + u2n¯2)1/4
exp
(
− 1
2pi2
w2n¯2
u2n¯2
1
n¯ξ3
ξ2
a2
− 2a
2
ξ2
√
∆2 + u2n¯2 − un¯
un¯
)
.
(4.91)
The slightly simpler form for the decay rate in two dimensions is
Γ2D↓→↑ =
1
4~
α2n¯
n¯ξ2
1
un¯
(
1− un¯√
∆2 + u2n¯2
)[
1− ∆√
∆2 + u2n¯2 − un¯ +
w2n¯2
∆un¯
√
pi
1
n¯ξ2
ξ
a
]2
× exp
(
− 1
2
√
pi
w2n¯2
u2n¯2
1
n¯ξ2
ξ
a
− 2a
2
ξ2
√
∆2 + u2n¯2 − un¯
un¯
)
.
(4.92)
In the limit where the condensate spectrum is linear (∆ un¯), the decay rates can
be greatly simplified to
Γ3D↓→↑ =
1√
2pi~
α2n¯
n¯ξ3
∆
u2n¯2
[
1− 1
2pi2
w2n¯2
u2n¯2
1
n¯ξ3
ξ2
a2
]2
exp
(
− 1
2pi2
w2n¯2
u2n¯2
1
n¯ξ3
ξ2
a2
− a
2
ξ2
∆2
u2n¯2
)
,
(4.93)
Γ2D↓→↑ =
1
2~
α2n¯
n¯ξ2
1
un¯
[
1− 1
2
√
pi
w2n¯2
u2n¯2
1
n¯ξ2
ξ
a
]2
exp
(
− 1
2
√
pi
w2n¯2
u2n¯2
1
n¯ξ2
ξ
a
− a
2
ξ2
∆2
u2n¯2
)
.
(4.94)
We see that in this limit the decay rates have the same ∆ dependence as in the small
α
√
n¯ (section A). The decay rate for the two dimensional system is independent of
∆ as ∆→ 0. Therefore the two dimensional system is over-damped.
The decay rate for the three dimensional system is proportional to the level split-
ting, ∆. Therefore the character of the damping in this system is dependent on the
coefficients of ∆. Our choice of Hˆ0 and HˆPert requires that α
2n¯ ∆2. Furthermore,
we see that these decay rates are strongly suppressed when the density-density inter-
action between the AQD and BEC, w is stronger than the internal density density
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interaction of the condensate, u. Therefore the coefficient of ∆ will be small, and
the three dimensional system is under-damped.
4.5.4 Summary
In this section we have calculated the FGR decay rates for our system in various
limits. We have seen that the dynamics of the system changes depending on the
coupling of the spin to its environment, and the state in which it is prepared.
For small level splitting, we saw that in the limit of small α
√
n¯ and wn¯, the system
was overdamped in two dimensions, while three dimensions was the marginal case
between under- and overdamping. This marginal behaviour is analogous to an Ohmic
spin-boson model. We saw similar behaviour in the limit of large wn¯ and small α
√
n¯.
But in this case the small size of the coefficients of the level splitting in the three
dimensional system led to this system being underdamped. However, the dynamics
in the small fluctuations limit (n¯ξd  1), are very different. Here the system is
underdamped in both two and three dimensions. In this small fluctuations limit, we
also found a regime where a blockade inhibited decay.
The behaviour of this system is particularly rich in the regime where the level split-
ting approaches zero. However, this is also the regime where our separation of the
Hamiltonian into a dominant part and a perturbation is called into question. We
have also found hints at the possibility of an infra-red divergence in two dimen-
sions. In the next section, we will investigate this system further using path integral
techniques.
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4.6 Quantum fluctuations
4.6.1 Action formulation
Let us now turn our attention to how the quantum flucuations in the system affect
the dynamics of the spin. To do this we will use the path integral formulation
discussed in appendix A to derive the partition function for the system. To give a
brief recap, we use a coherent state path integral to derive the partition function of
the system,
Z =
∫
D[θ, ν, σ]e−S[θ,ν,σ]/~. (4.95)
The action functional which appears in the exponent of the partition function de-
scribes the physics of the system. We can then integrate the condensate out of the
action to give an effective action for the spin. We could equally have integrated the
spin out of the action to give an effective action for the condensate, but have chosen
not to as the behaviour of the spin is the primary interest of our investigation. When
we apply this technique to the Hamiltonian in (4.27), we find the action functional
to be
S = SBerry + 1
β
∑
k,ω
(Ek − iω)a∗kωakω −
∆
2
σz(ω = 0)− α
√
n¯σx(ω = 0)
+
1
β
√
V
∑
k,ω
(
α
√
n¯σy(−ω)θk,ω − α
√
n¯
2
σx(−ω)νk,ω + wn¯σz(−ω)νk,ω
)
e−a
2k2/2.
(4.96)
It is important to note that the objects such as θk which appear in this action are
c-numbers and not quantum operators. The BEC is described by the same action as
in section 2.4.5. With the exception of one term, the parts of the action describing
the spin and its interaction with the condensate are easily related to terms in the
Hamiltonian. The remaining term is the Berry phase. This is a geometrical term
that is necessary in order to correctly describe the behaviour of the spin in this
formalism. The extra −iω in the spectrum for the condensate bosons comes from
the process of building the partition function using coherent states to describe the
condensate. Similarly, the Berry phase term arises through the use of spin coherent
states to describe the spin. The next step is to describe the condensate operators
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using a modified, frequency dependent version of (4.25), given by
θk,ω =
1
2lk
√
n¯
(ak,ω + a
∗
−k,−ω), νk,ω =
ilk√
n¯
(ak,ω − a∗−k,−ω), l2k =
k
Ek
.
(4.97)
Using this representation the action takes the form
S = SBerry + 1
β
∑
k,ω
(Ek − iω)a∗kωakω −
∆
2
σz(ω = 0)− α
√
n¯σx(ω = 0)
+
1
β
√
V n¯
∑
k,ω
e−a
2k2/2
(
α
√
n¯
2lk
σy(−ω)
(
ak,ω + a
∗
−k,−ω
)
− ilk
(
ak,ω − a∗−k,−ω
)(α√n¯
2
σx(−ω) + wn¯σz(−ω)
))
.
(4.98)
We now proceed on to integrate out the condensate. At the level of the action, this
is somewhat equivalent to completing the square. First we re-arrange (4.98) in order
to the collect the terms containing condensate bosons together, this gives
S = SBerry − ∆
2
σz(ω = 0)− α
√
n¯σx(ω = 0) +
1
β
∑
k,ω
[
(Ek − iω)a∗kωakω
+
a∗k,ωe
−a2k2/2
√
V n¯
(
α
√
n¯
2lk
σy(ω) + i
α
√
n¯lk
2
σx(+ω)− iwn¯lkσz(ω)
)
+
ak,ωe
−a2k2/2
√
V n¯
(
α
√
n¯
2lk
σy(−ω)− iα
√
n¯lk
2
σx(−ω) + iwn¯lkσz(−ω)
)]
.
(4.99)
We then complete the square for the condensate bosons and group the condensate
these terms into one term describing the action due to the condensate. The action
is then
S = SBEC + SBerry − ∆
2
σz(ω = 0)− α
√
n¯σx(ω = 0)
− 1
βV n¯
∑
k,ω
e−a2k2
Ek − iω
(
α
√
n¯
2lk
σy(−ω)− iα
√
n¯lk
2
σx(−ω) + iwn¯lkσz(−ω)
)
×
(
α
√
n¯
2lk
σy(ω) + i
α
√
n¯lk
2
σx(ω)− iwn¯lkσz(ω)
)
,
(4.100)
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where
SBEC =
1
β
∑
k,ω
(Ek − iω)
×
[
a∗k,ω +
e−a2k2/2√
V n¯(Ek − iω)
(
α
√
n¯
2lk
σy(−ω)− iα
√
n¯lk
2
σx(−ω) + iwn¯lkσz(−ω)
)]
×
[
ak,ω +
e−a2k2/2√
V n¯(Ek − iω)
(
α
√
n¯
2lk
σy(ω) + i
α
√
n¯lk
2
σx(ω)− iwn¯lkσz(ω)
)]
.
(4.101)
Once the action is in this form, we can carry out the Gaussian functional integrals
involving the condensate operators. This integration gives rise to a prefactor in the
partition function. However, in order to calculate expectation values, our primary
interest, we consider ratios of two functional integrals, so these prefactors cancel.
We are left with
S = SBerry − ∆
2
σz(ω = 0)− α
√
n¯σx(ω = 0)
− 1
βV n¯
∑
k,ω
Eke
−a2k2
E2k + ω
2
[
α2n¯
4l2k
σy(ω)σy(−ω) + α
2n¯l2k
4
σx(ω)σx(−ω)
+ w2n¯2l2kσz(ω)σz(−ω)−
α
√
n¯wn¯l2k
2
(
σz(ω)σx(−ω) + σx(ω)σz(−ω)
)]
+
1
βV n¯
∑
k,ω
ωe−a2k2
E2k + ω
2
[
α2n¯
4
(
σx(ω)σy(−ω)− σy(ω)σx(−ω)
)
+
α
√
n¯wn¯
2
(
σy(ω)σz(−ω)− σz(ω)σy(−ω)
)]
.
(4.102)
This is the effective action for the spin. Having integrated out the condensate, there
are new interaction terms which describe the self-interaction of the spin mediated
by the condensate.
From (4.97), we can see that for low-k, Ek ∼ k and l2k ∼ k. If we look at the
interaction terms in (4.102) we see that the dominant term at low energies is the
one containing σy(ω)σy(−ω). This term is related to a phase-phase interaction, and
has its origins in the hopping term of the Hamiltonian . That this is the dominant
low energy interaction makes sense, as the ground state of the BEC contains zero
point phase fluctuations. However, in two dimensions this term is logarithmically
divergent. This is the infra-red divergence we discovered in the previous section
during our FGR analysis of the system.
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In order to derive the action for the system we made the approximation that the
phase and density fluctuations were small. This approximation clearly fails in two
dimensions, and we conclude that this system can not be treated perturbatively
in two dimensions. In order to investigate the behaviour of the system in three
dimensions we will consider the mean field behaviour of this action.
4.6.2 Mean field behaviour in 3 dimensions
In order to investigate the behaviour of the effective action for this system in three
dimensions let us consider the mean field components of (4.102), given by
SMF =− ∆
2
σz(ω = 0)− α
√
n¯σx(ω = 0)
− 1
βV n¯
∑
k
[
α2n¯
4k
σ2y(ω = 0)
+
1
k + 2un¯
(
α
√
n¯
2
σx(ω = 0)− wn¯σz(ω = 0)
)2 ]
e−a
2k2 .
(4.103)
These are the zero-frequency terms in the action. Note that the Berry phase is a
dynamical object whose zero-frequency component is zero. The mean-field solutions
minimise this action. In order to find the minima in this action, we write the spins
as
σz(ω = 0) = β cosφ, σx(ω = 0) = β sinφ cosχ, σz(ω = 0) = β sinφ sinχ.
(4.104)
Written in terms of these angles the action takes the form
1
β
SMF =− ∆
2
cosφ− α√n¯ sinφ cosχ
− 1
V n¯
∑
k
[
α2n¯
4k
sin2 φ sin2 χ
+
1
k + 2un¯
(
α
√
n¯
2
sinφ cosχ− wn¯ cosφ
)2 ]
e−a
2k2 .
(4.105)
From this expression, we can see that the mean field angles are the quantities with
respect to which we wish to minimise the action. Before we turn our attention to
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minimising the action with respect to φ, let us first calculate the k sums in (4.111)
in three dimensions. This gives
1
V n¯
∑
k
e−a2k2
k
=
1
(2pi)3n¯
∫ ∞
0
4pik2dk
~2k2/2m
e−a
2k2 =
m
~2pi2n¯
∫ ∞
0
e−a
2k2dk
=
1
2pi3/2un¯
1
n¯ξ3
ξ
a
. (4.106)
The second sum has a less straight-forward solution including an error function.
However, for our current purposes it is sufficient to consider the limit where k 
2un¯, this is equivalent to a2/ξ2  1. In this limit we have
1
V n¯
∑
k
e−a2k2
k + 2un¯
=
m
pi2~2n¯
(√
pi
2a
− pie
4a2/ξ2
ξ
Erfc
(
2a
ξ
))
=
1
16pi3/2un¯
1
n¯ξ3
ξ3
a3
(
1− 3ξ
2
8a2
+O
(
ξ4
a4
))
. (4.107)
If we combine these expressions, we have a power series in ξ2/a2, given by
1
V n¯
∑
k
(
1
k
− 1
k + 2un¯
)
e−a
2k2 =
1
2pi3/2un¯
1
n¯ξ3
ξ
a
(
1− ξ
2
8a2
+O
(
ξ4
a4
))
. (4.108)
Therefore for a2/ξ2  1 the mean field action for the system takes the form
1
β
SMF '− ∆
2
cosφ− α√n¯ sinφ cosχ
− 1
2pi3/2un¯
1
n¯ξ3
ξ
a
[
α2n¯
4
sin2 φ sin2 χ+
ξ2
8a2
(
α
√
n¯
2
sinφ cosχ− wn¯ cosφ
)2]
.
(4.109)
Note that in each of these expressions there is a factor of n¯ξ3. This is the number
of condensate boson within the correlation volume surrounding the quantum dot.
Although the frequency dependence of equations like (4.102) somewhat obscure the
presence of this volume, if we calculate the relevant k-sums, there is a factor of
(n¯ξ3)−1 in the denominator of every interaction term. This makes it suitable for use
as an expansion parameter.
First let us return to minimising (4.109) with respect to φ. In the interests of
simplicity, we consider the regime where w = 0. Here we have
1
β
∂SMF
∂φ
' ∆
2
sinφ− α√n¯ cosφ cosχ− α
2n¯ sin 2φ
8pi3/2un¯
1
n¯ξ3
ξ
a
[
sin2 χ+
ξ2
8a2
cos2 χ
]
= 0.
(4.110)
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This expression is an extension of (4.62) to include the quantum fluctuations in the
system. Now let us minimise the action with respect to the azimuthal angle χ. This
gives
1
β
∂SMF
∂χ
' α√n¯ sinφ sinχ
(
1− sinφ cosχα
√
n¯ sinφ cosχ
2pi3/2un¯
1
n¯ξ3
ξ
a
(
1− ξ
2
8a2
))
= 0.
(4.111)
There are two solutions to this expression. The simplest solution has sinχ = 0,
and therefore σy(ω = 0) = 0. The other solution is more complicated, and has a
non-zero σy regime. Whether or not the mean value of σy = 0 is the crux of the
issue of whether or not the small fluctuations limit is valid.
Once we have made the small fluctuations approximation, the term in the Hamilto-
nian (4.27) describing fluctuations is α
√
n¯√
V
∑
k θˆkσˆy. Therefore, when σy is non-zero,
it is energetically favourable for phase fluctuations to grow without limit when we
truncate our expansion of exp(iθ) at this term, and our small fluctuation approxi-
mation has failed.
We can investigate this further by considering when the action is stable with respect
to χ fluctuations. In the interests of simplicity, we let w = 0, and first consider the
action when χ = 0. We find that
1
β
SMF(χ = 0) = −∆
2
cosφ− α√n¯ sinφ− α
2n¯
64pi3/2un¯
1
n¯ξ3
ξ3
a3
(
1 +O
(
ξ2
a2
))
sin2 φ.
(4.112)
We now allow χ to deviate from 0. The action is now given by
1
β
SMF ' 1
β
SMF(χ = 0)− α
√
n¯ sinφ(cosχ− 1)
− α
2n¯ sin2 φ
8pi3/2un¯
1
n¯ξ3
ξ
a
[
sin2 χ+
ξ2
8a2
(cos2 χ− 1)
] (4.113)
=
1
β
SMF(χ = 0) + χ2α
√
n¯
2
sinφ− χ2α
2n¯ sin2 φ
8pi3/2un¯
1
n¯ξ3
ξ
a
(
1− ξ
2
8a2
)
. (4.114)
The system can lower the action by developing a non-zero χ. Therefore it is unstable
to χ fluctuations, and consequently unstable to phase fluctuations when meets the
condition given by
α
√
n¯ sinφ
4pi3/2un¯
1
n¯ξ3
ξ
a
(
1− ξ
2
8a2
+O
(
ξ4
a4
))
> 1. (4.115)
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We have already specified that n¯ξ3 is large, so that we can perturbatively expand
the action, therefore this condition will not be met for the majority of the regimes
in which we are interested. However there are some limits where we would fall foul
of this instability, such as the limit where α
√
n¯ un¯.
4.6.3 Conclusion
In this chapter we considered a model comprising a spin-12 coupled to a Bose fluid.
Through a variational analysis, we found that the presence of the quantum dot
gives rise to a bump (or dip) in the condensate density in its vicinity. We also found
that far away from the dot, this density change decays exponentially towards the
background density n¯.
We then turned our attention to calculating the system’s rate of decay from a state
with an empty dot to an occupied one using Fermi’s golden rule. We found that
when the level splitting is small the dynamics of the system are very different for
different coupling regimes.
Finally we investigated the effects of quantum fluctuations on the system. In or-
der to do this we employed a small fluctuations approximation for the phase and
density. Having derived the effective action for spin dynamics in this system we
discovered that the system is unstable to phase fluctuations both in two dimensions
and for certain limits in three dimensions. Therefore a small phase fluctuations
approximation is unsuitable for analysing this system. This is not unexpected, as
it was suggested by our comparisons between this system and the spin-boson and
Bose-Kondo models.
In the next chapter we will consider the possibility of circumventing these difficulties
by rotating the Hamiltonian.
5. Rotated model
In the previous chapter we investigated our model by assuming the density and
phase fluctuations were small. We found that this was a reasonable approximation
for the density. However, we found that the terms in the action relating to the
phase fluctuation diverged in two dimensions, and in a certain regime in three di-
mensions. Therefore we concluded that the small phase fluctuation approximation
was an unsuitable way of analysing the system.
In this chapter, we will explore how these difficulties may be circumvented using
a canonical transformation introduced by Recati et al . We will then proceed to
calculate the FGR decay rates, and interacting Green’s functions, and conclude by
considering the spin-spin correlation functions for this rotated system.
5.1 Recati rotation
Recati et al [71] introduced a method of treating the phase fluctuations. They
considered a model with Hamiltonian
HˆRecati =
∑
k
Ekaˆ
†
kaˆk −
∆
2
σˆz +
[
wn¯νˆr=0σˆz − α
(
σˆ+ψˆr=0 + ψˆ
†
r=0σˆ
−
)]
. (5.1)
This Hamiltonian is identical to ours in the limit of a point-like interaction (4.26).
They proceeded to write the Hamiltonian in terms of number and phase, and as-
sumed that the density fluctuations in the hopping term are negligible, we will return
to this latter point. This gives
HˆRecati =
∑
k
Ekaˆ
†
kaˆk −
∆
2
σˆz +
[
wn¯νˆr=0σˆz − α
√
n¯
(
σˆ+eiθˆr=0 + e−iθˆr=0 σˆ−
)]
. (5.2)
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Their next step was to perform a canonical transformation on the Hamiltonian which
rotates the AQD according to the phase of the condensate at the impurity. This
rotation is given by
Hˆ ′ = Sˆ−1HˆSˆ, (5.3)
Sˆ = exp
(
iσˆz
2
θˆr=0
)
. (5.4)
The operator eiθˆ also adds a particle to the condensate, so one can view the operation
as adding/subtracting a particle according to the occupation number of the AQD.
In order to evaluate this rotation, we make use of the following Baker-Hausdorff
relation,
eXˆ Yˆ e−Xˆ = Yˆ +
[
Xˆ, Yˆ
]
+
1
2
[
Xˆ,
[
Xˆ, Yˆ
]]
+
1
3!
[
Xˆ,
[
Xˆ,
[
Xˆ, Yˆ
]]]
+ . . . . (5.5)
Of particular interest is the effect of the rotation on the spin operators. When the
rotation is applied to the spin raising and lowering operators we see that
Sˆ−1σˆ±Sˆ = σˆ±e∓iθ, ⇒ Sˆ−1
(
σˆ+eiθˆ + e−iθˆσˆ−
)
Sˆ = σˆx. (5.6)
Therefore when the rotation is applied to the hopping term in the Hamiltonian, the
exponential phase dependence is cancelled. When this transformation is performed
on σˆz, we see that it is unchanged,
Sˆ−1σˆzSˆ = σˆz. (5.7)
Furthermore, when the Recati transformation is applied to the correlation function
〈σˆz(τ)σˆz(0)〉, it is also invariant under this rotation.
When the transformation is applied to νˆk, the operator for condensate density fluc-
tuations, we have
Sˆ−1νˆkSˆ = νˆk − σˆz
2n¯
√
V
. (5.8)
Note that an additional term proportional to σˆz is generated. Finally, when the
transformation is applied to the number operator for condensate excitations we
have
Sˆ−1aˆ†kaˆkSˆ = aˆ
†
kaˆk −
σˆz
4
√
V l2k
νk +
σˆ2z
16V n¯l2k
. (5.9)
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Here two additional terms have been generated. One of these is proportional to both
νˆk and σˆz, while the other is proportional to σˆ
2
z .
When these results are combined, the Fourier transformed form of the transformed
Hamiltonian is
Hˆ ′Recati =
∑
k
Ekaˆ
†
kaˆk +
(
1√
V
∑
k
[
wn¯− k + 2un¯
4
]
νˆk − ∆
2
)
σˆz − α
√
n¯σˆx + HˆConst,
(5.10)
HˆConst =
σ2z
V n¯
∑
k
(
k + 2un¯
16
− wn¯
2
)
. (5.11)
If we compare (5.10) to (5.2), we see several things. The most significant difference
is that the hopping term no longer contains exponentials of phase operators. In
the previous chapter we found that treating these exponentials perturbatively is
problematic. Thus, their absence in the rotated Hamiltonian is advantageous.
Another consequence of the rotation is the presence of an additional term in the
coefficient of the term proportional to νˆkσˆz (in the square brackets). This can be
regarded as a wavevector dependant renormalisation of wn¯. We will see in the
next section that in the regime where k  un¯, this renormalisation gives rise to
the possibility that destructive interference can result in the interaction coefficient
being zero in the rotated model, despite being non-zero in the original Hamiltonian.
Additionally, this renormalisation means that rotating a system where no interaction
between condensate density and AQD occupation is initially present (w = 0) leads
to the introduction of such an interaction.
Finally, following the rotation there is an additional term HˆConst in the Hamiltonian.
This is a constant for spin-half system. We will see that this term is significant when
we consider the action for this rotated system.
For our unrotated system, when α = w = 0, there is no interaction between the
AQD and condensate. However, the renormalisation of wn¯ when the system is
Recati rotated results in a coupling between the two. Later in this chapter we
will derive the effective action for the spin in the rotated system. We will see that
contribution of HˆConst to the action is such that it exactly cancels out the mean
field (zero-frequency) component of this action relating to the additional interaction
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term in (5.10). Therefore the mean-field action describing a spin which is isolated
from the condensate will not be influenced by the condensate.
Recati et al identified this model as a spin-boson model with spectral density J(ω) ∼
ωd, where d is the dimension of the BEC. This model is super-Ohmic in both 2 and
3 dimensions. This agrees with our finding in section 4 of the previous chapter that
our model is super-Ohmic in the absence of the phase fluctuation term.
5.1.1 Density fluctuations in the hopping term
Following Recati’s example, so far in this chapter we have ignored the density fluc-
tuations in the hopping term of the Hamiltonian, and considered only those in the
density-AQD occupation term. In the previous chapter we saw that there is an en-
hancement in the condensate density near the AQD due to the potential for hopping
between the condensate and AQD (4.21). This effect is described by the condensate
density operator in the hopping term of the Hamiltonian, and has therefore been
excluded from our current analysis. Let us consider the validity of this exclusion.
In number-phase representation (4.7) we write the condensate wavefunction as
ψˆ(r) = eiθˆ(r)
√
nˆ(r). For small density fluctuations, the square root can be expanded
as
√
nˆ(r = 0) =
√
n¯
(
1 +
1
2
√
V
∑
k
νˆke
−a2k2 + . . .
)
. (5.12)
In Recati et al ’s analysis only the first term is taken in this expansion. However, in
the previous chapter we expanded (5.12) to the next order and found that the density
fluctuations in the hopping term and in the density-AQD occupation term were of
the same order (4.96)(4.98) in k. We also saw that the ratio of the coefficients
for these two interactions is α
√
n¯/wn¯. Recati et al consider the limit in which
α
√
n¯  wn¯, and therefore ignore the density fluctuations in the hopping term.
We wish to generalise their approach and go beyond this limit, and must therefore
include these density fluctuations in our analysis.
When we include the density fluctuations in the hopping term of our Hamiltonian,
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and apply the transformation, we obtain
Hˆ ′ =
∑
k
Ekaˆ
†
kaˆk +
(
1√
V
∑
k
(
wn¯− k + 2un¯
4
)
νˆk − ∆
2
)
σˆz
− α˜√n¯σˆx − α
√
n¯
2
√
V
σˆx
∑
k
νˆk + HˆConst.
(5.13)
On inspecting this Hamiltonian we see that it contains an additional term which
couples σˆx and νˆk. This term will have an impact on the system’s dynamics. We
also see that the Zeeman field in the x-direction has been renormalised to
α˜ = α
(
1 +
∑
k
1
4V n¯
)
. (5.14)
The inclusion of these density fluctuations also changes HˆConst so that it is given by
HˆConst =
σˆ2z
V n¯
∑
k
(
k + 2un¯
16
− wn¯
2
)
e−a
2k2 +
α
√
n¯
8V n¯
∑
k
e−a
2k2 (σˆxσˆz + σˆzσˆx) .
(5.15)
For spin-12 , the new term in this expression is zero. However, we will see that its
inclusion is necessary for the mean-field action describing a spin isolated from the
condensate to not be influenced by condensate. To justify the inclusion of this term,
we see that if we generalise our system to include an arbitrary spin, S, and repeat
the procedures carried out so far in this chapter, we find that this additional term
is present in the Hamiltonian.
However, upon inspecting (5.13) we also see that the k-sums are unconstrained. As
we found for our model in the previous chapter, these unconstrained sums will lead
to ultra-violet divergences. In order to control for these let us now modify the Recati
approach to include the cutoff we introduced in (4.24).
5.1.2 Introducing impurity size
In the last chapter, we introduced a Gaussian profile for the impurity in order to
control the UV divergences present (4.26). The resulting Hamiltonian was
Hˆ =
∑
k
Ekaˆ
†
kaˆk −
∆
2
σˆz +
∫
ddr
(2pia2)d/2
e−r
2/2a2
[
wn¯νˆrσˆz − α
(
σˆ+ψˆr + ψˆ
†
rσˆ
−
)]
.
(5.16)
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We now apply Recati’s transformation to this model, taking the density fluctuations
in the hopping term into account. When the resulting rotated Hamiltonian is Fourier
transformed, we have
Hˆ ′ =
∑
k
Ekaˆ
†
kaˆk +
(
1√
V
∑
k
(
wn¯e−a
2k2/2 − k + 2un¯
4
)
νˆk − ∆
2
)
σˆz
− α˜√n¯σˆx − α
√
n¯
2
√
V
σˆx
∑
k
νˆke
−a2k2/2 + HˆConst.
(5.17)
As in the case where no cut-off was present, the resulting rotated Hamiltonian is now
absent of the problematic exponentials of phase operators. The k-sum in the νˆkσˆx
term is now suitably constrained and will not lead to a UV divergence. Similarly,
the sum in the renormalisation of α contains the Gaussian cut-off, and is no longer
divergent, and is given by
α˜ = α
(
1 +
1
4V n¯
∑
k
e−a
2k2
)
= α
(
1 +
1
n¯ad
I−1d
)
. (5.18)
Where Id is a dimensionless quantity equal to 16pi in two dimensions and 32pi
3/2 in
three dimensions.
However, the additional term generated in the density-AQD occupation term of
(5.17) is not proportional to the Gaussian profile. This rotated Hamiltonian therefore
will still lead to UV divergence. In order to rectify this we modify the rotation
operator to include the cut-off, so that it is now given by
Sˆ = exp
(
iσˆz
2
1
(2pia2)d/2
∫
ddr θˆre
−r2/2a2
)
= exp
(
iσˆz
2
√
V
∑
k
θˆke
−a2k2/2
)
. (5.19)
On applying this rotation to the Hamiltonian, we see that the additional terms gen-
erated by the rotation now contain the Gaussian profile, and as such are convergent.
However, this change to the rotation causes additional difficulties.
The phase by which we are rotating the Hamiltonian is now the integral of the con-
densate phase over the impurity profile. However, after introducing the cutoff into
the Hamiltonian, the hopping term is now the integral of σˆ+eiθˆr
√
nˆr +
√
nˆre
−iθˆr σˆ−
over the condensate profile. As such this rotation will not cancel out the exponential
phase dependence of the Hamiltonian.
In the interests of tractability we choose to consider a rotated Hamiltonian where the
exponential phase dependence has been cancelled by the rotation. The corresponding
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unrotated Hamiltonian will therefore be different to our original model. However,
there are regimes where the two models are effectively the same.
In order for the rotated Hamiltonian to have no exponential phase operators it is
necessary to change the unrotated Hamiltonian so that
1
(2pia2)d/2
∫
ddr σˆ+eiθˆr
√
n¯
√
1 + νˆre
−r2/2a2 → σˆ+eiθ¯√n¯√1 + ν¯, (5.20)
where θ¯ and ν¯ refer to the integral of θˆr and νˆr respectively over the Gaussian pro-
file. A similar change is made to the σˆ− term. If we expand the square roots and
exponentials in (5.20), we see that up to first order, the two halves of the equation
are the same. The second order corrections between the two terms are of the form
¯(θ2)− (θ¯)2. In the previous chapter we assumed that the phase and density fluctua-
tions were sufficiently small that the expansions of the exponentials and square roots
could be truncated at first order. As such, when the phase and density fluctuations
are small the difference between our original Hamiltonian and our new unrotated
Hamiltonian will we negligible. Furthermore, because the exponential phase depen-
dence of the new Hamiltonian can be rotated away, we can investigate its dynamics
in two dimensions.
Having made this change, we arrive at
HˆRot =
∑
k
Ekaˆ
†
kaˆk +
(
1√
V
∑
k
(
wn¯− k + 2un¯
4
)
νˆke
−a2k2/2 − ∆
2
)
σˆz
− α˜√n¯σˆx − α
√
n¯
2
√
V
σˆx
∑
k
νˆke
−a2k2/2 + HˆConst,
(5.21)
HˆConst =
σˆ2z
V n¯
∑
k
(
k + 2un¯
16
− wn¯
2
)
e−a
2k2 +
α
√
n¯
8V n¯
∑
k
e−a
2k2 (σˆxσˆz + σˆzσˆx) .
(5.22)
This final form of the rotated Hamiltonian is the one that we will use in the rest of
this thesis.
5.2 Fermi’s golden rule
Let us now calculate the Fermi’s golden rule decay rate for a prepared state in this
system. HˆConst will not be relevant to the discussion when we consider this decay
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rate, and will therefore be dropped during this section. Let us consider the small
fluctuations regime. This is the regime we considered in subsection 5.2 of the last
chapter, and requires that n¯ξd is sufficiently large that the fluctuations in the system
are suppressed. In this regime, the natural split in the condensate is to choose
Hˆ0 =
∑
k
Ekaˆ
†
kaˆk −
∆
2
σˆz − α˜
√
n¯σˆx, (5.23)
HˆPert =
1√
V
∑
k
[(
wn¯− k + 2un¯
4
)
σˆz − α
√
n¯
2
σˆx
]
νˆke
−a2k2/2
=
i√
V n¯
∑
k
lk
[(
wn¯− k + 2un¯
4
)
σˆz − α
√
n¯
2
σˆx
](
aˆk − aˆ†k
)
e−a
2k2/2. (5.24)
We see from Hˆ0 that the spin behaves as in a tilted Zeeman field with the tunnelling
contributing to an effective field in the x-direction in spin space. Let us choose the
initial state to be one where the spin is aligned in opposition to the Zeeman field
and then calculate the rate at which the spin flips back to the state aligned with
the Zeeman field. We leave the initial state of the condensate unconstrained. We
discovered that the probability of the initial state of the unconstrained condensate
being any given state of wavevector k is given by the Bose-Einstein distribution Nk.
It is important to note that this is a state of the Recati rotated system. This state
changes under this rotation, therefore preparing this state in the unrotated physical
system is non-trivial. Nevertheless, the decay rate of this state is an interesting
quantity as it will be a useful benchmark for comparing with the timescales derived
using Green’s functions techniques later in this chapter.
It is convenient to align the spin with the effective Zeeman field of Hˆ0. To do this
we define spin operators
σˆz = cos φ˜σ˜z − sin φ˜σ˜x, σˆx = sin φ˜σ˜z + cos φ˜σ˜x, (5.25)
where the angle φ˜ is given by
cos φ˜ =
∆
∆˜
, sin φ˜ =
2α˜
√
n¯
∆˜
, (5.26)
and ∆˜ is the effective level splitting of the spin, given by
∆˜ =
√
∆2 + α˜2n¯. (5.27)
The renormalisation of α means that this splitting is different to the splitting for
the model considered in the previous chapter. When we substitute these definitions
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into (5.23) we obtain
Hˆ0 =
∑
k
Ekaˆ
†
kaˆk −
∆˜
2
σ˜z, (5.28)
HˆPert =
i√
V n¯
∑
k
lk
[(
wn¯− k + 2un¯
4
)(
cos φ˜σ˜z − sin φ˜σ˜x
)
− α
√
n¯
2
(
sin φ˜σ˜z + cos φ˜σ˜x
)](
aˆk − aˆ†k
)
e−a
2k2/2.
(5.29)
Due to our choice of initial state, only certain terms in the perturbation will con-
tribute to the decay rate. For our current purposes, we can therefore discard the
irrelevant terms, and arrive at the effective perturbation
HˆPert =
i√
V n¯
∑
k
lkaˆ
†
kσ˜
+
[(
wn¯− k + 2un¯
4
)
sin φ˜+
α
√
n¯
2
cos φ˜
]
e−a
2k2/2
=
i√
V n¯
∑
k
α
√
n¯
∆˜
lkaˆ
†
kσ˜
+
[
2
(
wn¯− k + 2un¯
4
)
α˜
α
+
∆
2
]
e−a
2k2/2. (5.30)
We now proceed by substituting this into Fermi’s golden rule (4.35), giving
Γ↓˜→↑˜ =
2pi
~V n¯
α2n¯
∆˜2
∑
k
l2k(Nk + 1)
[
2
(
wn¯− k + 2un¯
4
)(
1 +
1
4V n¯
∑
q
e−a
2q2
)
+
∆
2
]2
× e−a2k2δ(Ek − ∆˜).
(5.31)
When this equation is evaluated in three dimension, we find the decay rate to be
Γ3D↓˜→↑˜ =
√
2
pi~
1
n¯ξ3
α2n¯
∆˜3
eβ∆˜
eβ∆˜ − 1
[√
∆˜2 + u2n¯2 − un¯
]2
(un¯)3/2
(
∆˜2 + u2n¯2
)1/4
√
1 +
un¯√
∆˜2 + u2n¯2
×
[
2
(
wn¯−
√
∆˜2 + u2n¯2 + un¯
4
)(
1 +
1
32pi3/2
1
n¯a3
)
+
∆
2
]2
× exp
−2a2
ξ2
√1 + ∆˜2
u2n¯2
− 1
 .
(5.32)
In two dimensions we find the rate to be
Γ2D↓˜→↑˜ =
1
~
1
n¯ξ2
α2n¯
∆˜2
1
un¯
eβ∆˜
eβ∆˜ − 1
(
1− un¯√
∆˜2 + u2n¯2
)
exp
−2a2
ξ2
√1 + ∆˜2
u2n¯2
− 1

×
[
2
(
wn¯−
√
∆˜2 + u2n¯2 + un¯
4
)(
1 +
1
16pi
1
n¯a2
)
+
∆
2
]2
.
(5.33)
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As in the previous chapter, it is instructive to look at these rates in two particular
limits. If we consider the limit where ∆˜2  u2n¯2 we find the decay rates are given
by
Γ3D↓˜→↑˜ =
√
2
pi~
1
n¯ξ3
α2n¯
∆˜3/2(un¯)3/2
eβ∆˜
eβ∆˜ − 1
[
2
(
wn¯− ∆˜
4
)(
1 +
1
32pi3/2
1
n¯a3
)
+
∆
2
]2
× exp
(
−2a
2
ξ2
∆˜
un¯
)
,
(5.34)
Γ2D↓˜→↑˜ =
1
~
1
n¯ξ2
α2n¯
∆˜2un¯
eβ∆˜
eβ∆˜ − 1
[
2
(
wn¯− ∆˜
4
)(
1 +
1
16pi
1
n¯a2
)
+
∆
2
]2
exp
(
−2a
2
ξ2
∆˜
un¯
)
.
(5.35)
From these expressions we see that for suitable values of w and ∆, there is a decay
blockade, where the decay processes and their inverses cancel out. This echoes our
finding for our non-Recati rotated model (4.69)(4.70).
In the opposite limit, ∆˜2  u2n¯2, we find the following decay rates are
Γ3D↓˜→↑˜ =
1
2pi~
1
n¯ξ3
α2n¯
u3n¯3
eβ∆˜
eβ∆˜ − 1
∆˜
un¯
[
2
(
wn¯− un¯
2
)(
1 +
1
32pi3/2
1
n¯a3
)
+
∆
2
]2
× exp
(
−a
2
ξ2
∆˜2
u2n¯2
)
,
(5.36)
Γ2D↓˜→↑˜ =
1
2~
1
n¯ξ2
α2n¯
u3n¯3
eβ∆˜
eβ∆˜ − 1
[
2
(
wn¯− un¯
2
)(
1 +
1
16pi
1
n¯a2
)
+
∆
2
]2
exp
(
−a
2
ξ2
∆˜2
u2n¯2
)
.
(5.37)
In the previous chapter, (4.71)(4.72), we found that both the two and three dimen-
sional systems were under-damped when the spin level splitting was small. This is
once more the case here. However it is notable that both Γ2D and Γ3D have a higher
power dependence on ∆ than the corresponding rates for the unrotated systems.
We have previously seen that this Recati rotated system is super-Ohmic in both two
and three dimensions, whereas the unrotated systems were sub-Ohmic and Ohmic
in two and three dimensions respectively. Therefore it is expected that the rotated
system will be under-damped.
As in the previous chapter, it is important to strike a note of caution over these FGR
results. As ∆→ 0, our separation of the Hamiltonian into a Hˆ0 and a small pertur-
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bation is called into question. Furthermore, FGR relates only to incoherent decay.
In the next sections we will proceed to investigate the the mean field behaviour and
the coherent dynamics of this system using field theoretic techniques.
5.3 Action formalism
In our to investigate this model further, we turn to the imaginary-time path integral
formalism used in the previous chapter and in chapter 2. The crucial quantity in
this formalism is the action for the system. In addition for the remainder of this
thesis we choose to define our units such that ~ = 1. Following the same procedure
as in the previous chapters we have that the action for a system with Hamiltonian
(5.21) is
S = SBerry − α˜
√
n¯σx(ω = 0)− ∆
2
σz(ω = 0)
+
1
β
∑
k,ω
[
(Ek − iω)a∗k,ωak,ω −
ilkα
√
n¯
2
√
V n¯
e−a
2k2/2
(
ak,ωσx(−ω)− a†k,ωσx(ω)
)
+
ilk√
V n¯
(
wn¯− k + 2un¯
4
)
e−a
2k2/2
(
ak,ωσz(−ω)− a†k,ωσz(ω)
)
+
σz(ω)σz(−ω)
V n¯
(
k + 2un¯
16
− wn¯
2
)
e−a
2k2 +
α
√
n¯
4V n¯
σx(ω)σz(−ω)e−a2k2
]
.
(5.38)
Note that the objects in the action are c-numbers, not operators. Additionally, the
frequencies in this expression are Matsubara frequencies. As before, the next step
is to integrate out the condensate terms. Having done this, we find the action has
the form
S = SBerry − α˜
√
n¯σx(ω = 0)− ∆
2
σz(ω = 0)
− 1
β
∑
ω
(
gzz(ω)σz(ω)σz(−ω) + gxx(ω)σx(ω)σx(−ω) + gxz(ω)σx(ω)σz(−ω)
)
.
(5.39)
The terms in the second line of (5.39) arise when the condensate is integrated out.
These terms describe the self-interaction of the spin moderated by the condensate.
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The couplings for these terms are given by:
gzz(ω) =
1
V n¯
∑
k
[
kw
2n¯2
E2k + ω
2
− ω
2
E2k + ω
2
(
k + 2un¯
16
− wn¯
2
)]
e−a
2k2 , (5.40)
gxx(ω) =
α2n¯
4V n¯
∑
k
k
E2k + ω
2
e−a
2k2 , (5.41)
gxz(ω) = −α
√
n¯
4V n¯
∑
k
(
4kwn¯
E2k + ω
2
+
ω2
E2k + ω
2
)
e−a
2k2 . (5.42)
The terms in (5.40) and (5.42) proportional to k+2un¯ originate from the additional
term in the condensate density - AQD occupation interaction of the Hamiltonian
(5.21). These terms have no zero-frequency component as it has been cancelled out
by the contribution of HˆConst to the action.
We can now use this action to consider the mean-field behaviour and coherent dy-
namics of the spin.
5.3.1 Mean field behaviour
To investigate the mean field behaviour of the spin, we consider the zero-frequency
components of the action, given by
SMF =− α˜
√
n¯σx − ∆
2
σz − 1
β
(
gzzσ
2
z + gxxσ
2
x + gxzσxσz
)
. (5.43)
Every term in the following expression is at ω = 0, however these labels have been
dropped for this section. Note that the Berry phase is a dynamical object with no
zero-frequency component.
We now wish to minimise this mean-field action. In order to do so, we first express
the spins as
σz(ω = 0) = β cos Φ, σx(ω = 0) = β sin Φ. (5.44)
With the spins written in terms of the angle Φ, the mean field action is given by
1
β
SMF =− α˜
√
n¯ sin Φ− ∆
2
cos Φ− gzz cos2 Φ− gxx sin2 Φ− gxz sin Φ cos Φ. (5.45)
The mean field is then given by the minimising this action with respect to Φ. This
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gives
1
β
∂SMF
∂Φ
= −α˜√n¯ cos Φ + ∆
2
sin Φ +
(
gzz − gxx
)
sin 2Φ− gxz cos 2Φ = 0. (5.46)
Solving this equation for Φ is non-trivial. However, there are a number of limits in
which (5.46) is greatly simplified, and for which the solutions is easy to obtain. The
results for the various limits of interest are summarised in table 5.1.
Limit Minimum
∆, α˜
√
n¯ gzz, gxx, gxz tan Φ = 2α˜
√
n¯
∆
∆→∞ Φ = 2α˜
√
n¯+gxz
∆+4(gzz−gxx)
gzz, ∆ α˜
√
n¯, gxx, gxz Φ = 0
gxx, α˜
√
n¯ gzz, gxz, ∆ Φ = pi2
gzz, α˜
√
n¯ gxx, gxz, ∆ sin Φ = α˜
√
n¯
2gzz
for α˜
√
n¯ ≤ 2gzz
sin Φ = 1 for α˜
√
n¯ > 2gzz
gxx, ∆ α˜
√
n¯, gzz, gxz cos Φ =
∆
4gxx
for ∆ ≤ 4gxx
cos Φ = 1 for ∆ > 4gxx
gzz, gxx, gxz  ∆, α˜
√
n¯ tan 2Φ = gxzgzz−gxx
Table 5.1: Mean field solutions of the rotated model in various limits.
From looking at the various minima, we see that α˜ and gxx being opposed by ∆
and gzz is a recurring feature. In isolation, the trapping potential, ∆, requires that
impurity be either completely full (Φ = 0) or empty (Φ = pi) (depending on the sign
of ∆). The gzz term arises from the condensate density-AQD occupation interaction,
and similarly favours a state where the impurity is either full or empty. Conversely
the hopping interaction makes it favourable for the impurity to be on half filled on
average (Φ = pi/2), so as to maximise the extent of the hopping. Similarly, the gxx
term derives from the density fluctuations in the hopping term. As such, this term
biases the system towards maximal hopping, that is, a half-filled AQD. Therefore in
terms of their action on the spin, these processes are in opposition to one another.
In the regime in which the quadratic interactions dominate the linear terms, the
interplay between the hopping and the condensate density-AQD occupation inter-
actions is more subtle. Before the condensate is integrated out of the action, both
terms are proportional to density fluctuations in the condensate. The kinetic energy
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of the condensate is lowered by the possibility of hopping in and out of the impurity,
therefore the hopping terms leads to an increased condensate density in the vicinity
of the quantum dot. This enhanced density then interacts with the impurity via the
density-density interaction. This effect is strongest when the two interactions are of
similar magnitudes.
In order to gain further insight into these limits it is necessary to calculate the
coupling coefficients gzz etc. Let us consider the system in three dimensions, in the
limit where a  ξ. This is the same regime considered in (4.107). The couplings
are then given by:
gzz(ω = 0) =
w2n¯2
V n¯
∑
k
e−a2k2
k + 2un¯
' w
2n¯2
16pi3/2un¯
1
n¯ξ3
ξ3
a3
(
1− 3ξ
2
8a2
)
, (5.47)
gxx(ω = 0) =
α2n¯
4V n¯
∑
k
e−a2k2
k + 2un¯
' α
2n¯
64pi3/2un¯
1
n¯ξ3
ξ3
a3
(
1− 3ξ
2
8a2
)
, (5.48)
gxz(ω = 0) = −α
√
n¯wn¯
V n¯
∑
k
e−a2k2
k + 2un¯
' − α
√
n¯wn¯
16pi3/2un¯
1
n¯ξ3
ξ3
a3
(
1− 3ξ
2
8a2
)
. (5.49)
As in the previous chapter, we find that these interaction couplings are all propor-
tional to (n¯ξ3)−1. This means that the limit where n¯ξ3  1 corresponds to the one
in which ∆, α˜
√
n¯  gzz, gxx, gxz. This will be the limit we consider in the next
chapter.
With this choice of limit, we can align the spin with the mean field using the same
rotation as we used for FGR (5.25)(5.26)(5.27). The resulting action is
S = SBerry − ∆˜
2
σ˜z(ω = 0) + SInt,
SInt = − 1
β
∑
ω
(
g˜zz(ω)σ˜z(ω)σ˜z(−ω) + g˜xx(ω)σ˜x(ω)σ˜x(−ω) + g˜xz(ω)σ˜x(ω)σ˜z(−ω)
)
.
(5.50)
The Berry phase is unchanged by this rotation. This limit also means that the
interaction terms in the action will be small, as such we can treat these terms as a
perturbation. The coefficients of the interaction in this rotated model are related to
their unrotated counterparts by:
g˜zz(ω) = cos
2Φ gzz(ω) + sin
2Φ gxx(ω) + sin Φ cos Φgxz(ω),
g˜xx(ω) = cos
2Φ gxx(ω) + sin
2Φ gzz(ω)− sin Φ cos Φgxz(ω),
g˜xz(ω) = cos 2Φgxz(ω) + sin 2Φ(gxx(ω)− gzz(ω)).
(5.51)
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5.4 Conclusion
In this chapter we have used a canonical transform introduced by Recati et al in
order to circumvent the difficulties caused by divergences in the last chapter. This
transformation rotates away the exponential phase dependence of the Hamiltonian.
We noted that while Recati et al neglected the density fluctuations in the hopping
term, these fluctuations were of the same order as the fluctuations in the density-
AQD occupation term, which were considered. We therefore expanded Recati’s
approach to include these additional fluctuations. This led to a renormalisation of
the Zeeman field, and a coupling of the condensate density to σˆx. In order to control
the ultraviolet divergences in this model, we re-introduced the Gaussian AQD profile
used in the previous chapter.
Using Fermi’s golden rule, we found that in the small fluctuations regime, n¯ξd  1,
the decay rate is underdamped when the level splitting is small. This agrees with
our result for the unRecati rotated model.
Using the imaginary time path integral formulation, we derived the effective action
for the spin in this transformed system. We then proceeded to use this action to
calculate the mean field behaviour of the spin. Although solving this behaviour ex-
actly was intractable, we derived the results in several different limits. Of particular
interest is the small fluctuations regime, n¯ξd  1. In this limit the mean field be-
haviour replicates the behaviour of the toy model solved in appendix B. This limit
also allows us to regard the interaction terms in the Hamiltonian as a perturbation.
In the next chapter we will use this perturbative division of the effective action to
explore the coherent dynamics of this system.
6. Coherent dynamics of
rotated model
In the previous chapter, we used a canonical transform to rotate our original model
such that the problematic exponential phase dependence was removed. We then
proceeded to derive the effective action for the spin in this rotated model, and
solved for the mean-field. In this chapter we will use the imaginary time path
integral formulation and Schwinger boson representation of the spin to investigate
the coherent dynamics of the spin in the small fluctuations regime (n¯ξd  1). We
will solve the Dyson equation for this system in order to derive the interacting
Green’s functions, and attempt to evaluate the imaginary time correlation functions
for the spin.
6.1 Schwinger bosons
In the previous chapter, we left the Berry phase term in the action to one side in our
analysis. However, the Berry phase term plays a crucial role in the description of
the spin dynamics. As such, in order to proceed with our analysis we must consider
this term. We will do this using Schwinger bosons [72]. In our context, the principal
advantage of using Schwinger bosons to describe the spin is the simple form of the
Berry phase in this representation.
In order to represent a spin-12 using Schwinger bosons, we first introduce two species
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of boson, cˆ1 and cˆ−1, which obey Bosonic the commutation relations[
cˆ1, cˆ
†
1
]
=
[
cˆ−1, cˆ
†
−1
]
= 1 ,
[
cˆ1, cˆ
†
−1
]
= 0. (6.1)
It can be shown that the spin operators can then be expressed as the following
combinations of cˆ1 and cˆ−1:
σ˜x = cˆ
†
1cˆ−1 + cˆ
†
−1cˆ1,
σ˜y = i
(
cˆ†−1cˆ1 − cˆ†1cˆ−1
)
,
σ˜z = cˆ
†
1cˆ1 − cˆ†−1cˆ−1.
(6.2)
These combinations obey the correct commutation relations for the spin operators.
From (6.2) we can see that the spin will be pointing in the upwards z direction when
the number of cˆ1 bosons is one greater than the number of cˆ−1 bosons. Conversely,
the spin will be pointing downwards when the number of cˆ1 bosons is one fewer
than the number of cˆ−1 bosons. As these are the only eigenstates of σˆz it is nec-
essary to restrict the possible numbers of Schwinger bosons in the system to those
corresponding to physically realisable states. To that end, we choose to restrict the
system to containing 1 Schwinger boson by requiring that
cˆ†1cˆ1 + cˆ
†
−1cˆ−1 = 1. (6.3)
By Fourier transforming (6.2), this approach can be extended to frequency depen-
dent spin operators. The resulting operators are
σ˜x(ω) =
1
β
∑
Ω
(
cˆ1(Ω)
†cˆ−1(Ω + ω) + cˆ−1(Ω)†cˆ1(Ω + ω)
)
,
σ˜y(ω) =
i
β
∑
Ω
(
cˆ−1(Ω)†cˆ1(Ω + ω)− cˆ1(Ω)†cˆ−1(Ω + ω)
)
,
σ˜z(ω) =
1
β
∑
Ω
(
cˆ1(Ω)
†cˆ1(Ω + ω)− cˆ−1(Ω)†cˆ−1(Ω + ω)
)
.
(6.4)
The number constraint then becomes∑
ω
cˆ1(ω)
†cˆ1(ω) + cˆ−1(ω)†cˆ−1(ω) = β2. (6.5)
When the imaginary-time path integral formalism is applied to a spin-12 written in
this Schwinger boson representation, the Berry phase is given by
SBerry =
∫
dτ
(
c∗1∂τ c1 + c
∗
−1∂τ c−1
)
= − i
β
∑
ω
ω
(
c∗1(ω)c1(ω) + c
∗
−1(ω)c−1(ω)
)
.
(6.6)
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We can now express the action for our system, (5.50) purely in terms of these
Schwinger bosons. It is difficult to impose the number constraint exactly at all
times. We introduce a chemical potential λ in order to constrain the number of
bosons on average. The resulting action is
S = − 1
β
∑
ω
[
i(ω − iλ)
(
c∗1(ω)c1(ω) + c
∗
−1(ω)c−1(ω)
)
+
∆˜
2
(
c∗1(ω)c1(ω)− c∗−1(ω)c−1(ω)
)]
+ SInt.
(6.7)
This can be expressed more compactly as
S = S0 + SInt,
S0 = − 1
β
∑
ω
(
c∗1(ω), c
∗
−1(ω)
) i(ω − iλ) + ∆˜/2 0
0 i(ω − iλ)− ∆˜/2
 c1(ω)
c−1(ω)
 .
(6.8)
Now that we have expressed the action for our system in terms of Schwinger bosons,
the expectation value of an arbitrary operator Oˆ is given by an integral weighted by
the action over all the possible trajectories of c1 and c−1, that is〈
Oˆ
〉
= Z−1
∫
D [c1, c∗1, c−1, c∗−1]Oe−S[c1,c∗1,c−1,c∗−1], (6.9)
Z =
∫
D [c1, c∗1, c−1, c∗−1] e−S[c1,c∗1,c−1,c∗−1]. (6.10)
In this chapter, we will use these expressions to derive the Green’s functions for our
system, which are given by
Gs,s′(ω) = 1
β
〈
c∗s(ω)cs′(ω)
〉
, (6.11)
where s, s′ = ±1.
6.2 Non-interacting Green’s functions
In the next section, we will see that SInt is quartic when written in terms of Schwinger
bosons. This means that directly calculating the Green’s functions for the system
is intractable. Perturbation theory allows us to circumvent this difficulty.
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We have previously seen that SInt is inversely proportional to n¯ξd. In this chapter
we are considering the limit where this quantity is large, and SInt is correspondingly
small. Therefore, we can treat SInt as a perturbation. To do this we first consider
the dynamics of the system in the absence of this interaction. The action for this
non-interacting system is given by S0 (6.8).
We can now use this action to calculate G0, the Green’s function for this non-
interacting system. One way of doing this is to introduce source terms in the action
as we did in (2.54). We find that G0 is given by
G−10 (ω) = i
 ω − iλ− i∆˜/2 0
0 ω − iλ+ i∆˜/2
 . (6.12)
When this function is inverted, we see that it contains two simple poles at ω = iω±,
where
ω± = (λ± ∆˜/2) . (6.13)
These poles correspond to the spin having σ˜z = ±1. The behaviour of the Green’s
functions in the vicinity of these poles is the dominant contribution to the dynamics
of the system.
As mentioned above, we need to fix the total number of Schwinger bosons to be
unity. Equation (6.12) is the Green’s function for non-interacting Schwinger bosons.
So their occupation numbers at inverse temperature β are
n1 =
1
e−βλ−β∆˜/2 − 1 , n−1 =
1
e−βλ+β∆˜/2 − 1 . (6.14)
At temperatures high compared to ∆˜, we expect 〈σz〉 → 0 corresponding to equal
probability for c1 and c−1 bosons. This means that n1 and n−1 are both equal to 1/2.
At zero temperature, the spin state should be up for positive ∆˜. This corresponds
to one c1-boson and no c−1-bosons being present.
As T decreases, the chemical potential, λ, increases from −∞ to approach −∆˜/2
from below. For T  ∆˜, λ ' −∆˜/2 − T ln 2, which is just below the lower energy
level. Therefore, ω+ is near zero and ω− is approximately ∆˜, which corresponds to
the physical spin flip.
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We can use the non-interacting Green’s function as the starting point for a pertur-
bation theory to obtain the Green’s function for the full, interacting system.
6.3 Interacting Green’s function
We now turn our interest to the fully interacting system. The Green’s function for
this system is
Gs,s′(ω) = Z−1β−1
∫
D[c1, c∗1, c−1, c∗−1]c∗s(ω)cs′(ω) exp (−S0 − SInt)
= Z−1β−1
∫
D[c1, c∗1, c−1, c∗−1]c∗s(ω)cs′(ω)
(
1− SInt + 1
2
S2int + . . .
)
exp (−S0)
= G0,s,s′(ω)− 1
β
〈
c∗s(ω)cs′(ω)SInt
〉
0
+
1
2β
〈
c∗s(ω)cs′(ω)S2Int
〉
0
+ . . . . (6.15)
In the second equality, we have used the smallness of SInt to Taylor expand the ex-
ponential, while in the third equality we have made use of the definition of G0,s,s′(ω).
The next step is to evaluate the higher order expectation values. We found in the
previous chapter (5.50), that SInt has the form
SInt = − 1
β
∑
Ω
(
g˜zz(Ω)σ˜z(Ω)σ˜z(−Ω) + g˜xx(Ω)σ˜x(Ω)σ˜x(−Ω) + g˜xz(Ω)σ˜x(Ω)σ˜z(−Ω)
)
= SzzInt + SxxInt + SxzInt.
(6.16)
We can now express this action using Schwinger bosons, this gives
SzzInt = −
1
β
∑
ω
g˜zz(Ω)σ˜z(Ω)σ˜z(−Ω)
= − 1
β3
∑
Ω,f,f ′
∑
σ,σ′
σσ′g˜zz(Ω)c∗σ(f)cσ(f + ω)c
∗
σ′(f
′)cσ′(f ′ − ω),
(6.17)
SxxInt = −
1
β
∑
ω
g˜xx(Ω)σ˜x(Ω)σ˜x(−Ω)
= − 1
β3
∑
Ω,f,f ′
∑
σ,σ′
g˜xx(Ω)c
∗
σ(f)c−σ(f + ω)c
∗
σ′(f
′)c−σ′(f ′ − ω),
(6.18)
SxzInt = −
1
β
∑
ω
g˜xz(Ω)σ˜x(Ω)σ˜z(−Ω)
= − 1
β3
∑
Ω,f,f ′
∑
σ,σ′
σg˜xz(Ω)c
∗
σ(f)cσ(f + ω)c
∗
σ′(f
′)c−σ′(f ′ − ω).
(6.19)
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Making use of these expressions, and employing Wick’s theorem we now evaluate
the first-order interaction terms in (6.15). We find that the SzzInt contribution is
− 1
β
〈
c∗s(ω)cs′(ω)SzzInt
〉
0
=
1
β4
∑
Ω,f,f ′
∑
σ,σ′
σσ′g˜zz(Ω)
〈
c∗s(ω)cs′(ω)c
∗
σ(f)cσ(f + ω)c
∗
σ′(f
′)cσ′(f ′ − ω)
〉
0
=
2
β
δs,s′
∑
σ,σ′
[∑
f
σσ′g˜zz(0)G0,s,σ(ω)G0,σ,s′(ω)G0,σ′,σ′(f)
+
∑
Ω
g˜zz(Ω)G0,s,σ(ω)G0,σ,σ′(ω + Ω)G0,σ′,s′(ω)
]
=
∑
σ,σ′
G0,s,σ(ω)
(
ΣHzzσ,σ′ (ω) + Σ
Fzz
σ,σ′(ω)
)G0,σ′,s′(ω). (6.20)
ΣHzz and ΣFzz are two of the components of the self energy for this system. These
have been separated into Hartree (direct) and Fock (exchange) contributions, given
respectively by
ΣHzzσ,σ′ (ω) =
2
β
δσ,σ′ g˜zz(0)
∑
f,σ˜
σσ˜G0,σ˜,σ˜(f), (6.21)
ΣFzzσ,σ′(ω) =
2
β
δσ,σ′
∑
Ω
g˜zz(Ω)G0,σ,σ(ω + Ω). (6.22)
Similarly, the SxxInt component of the expectation value is given by
− 1
β
〈
c∗s(ω)cs′(ω)SxxInt
〉
0
=
∑
σ,σ′
G0,s,σ(ω)ΣFxxσ,σ′ (ω)G0,σ′,s′(ω), (6.23)
ΣFxxσ,σ′ (ω) =
2
β
δσ,σ′
∑
Ω
g˜xx(Ω)G0,−σ,−σ(ω + Ω). (6.24)
Finally, the SxzInt component is
− 1
β
〈
c∗s(ω)cs′(ω)SxzInt
〉
0
=
∑
σ,σ′
G0,s,σ(ω)
(
ΣHxzσ,σ′ (ω) + Σ
Fxz
σ,σ′ (ω)
)G0,σ′,s′(ω), (6.25)
ΣHxzσ,σ′ (ω) =
1
β
δσ,−σ′ g˜xz(0)
∑
f,σ˜
σ˜G0,σ˜,σ˜(f), (6.26)
ΣFxzσ,σ′ (ω) =
1
β
δσ,−σ′
∑
Ω
g˜xz(Ω)σ
[
G0,σ,σ(ω + Ω)− G0,σ′,σ′(ω + Ω)
]
.
(6.27)
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6.3.1 Self energy
The self energy for this system is the sum of the contributions from the zz, xx and
xz channels, that is
Σ(ω) = ΣHzz(ω) + ΣFzz(ω) + ΣFxx(ω) + ΣHxz(ω) + ΣFxz(ω). (6.28)
We can express expectation values such as (6.20),(6.23),(6.25) using Feynman dia-
grams. The Hartree and Fock contributions correspond to two classes of diagrams.
The Hartree parts give “balloon” diagrams (Fig. 6.1) while Fock parts give a “rain-
bow” diagram (Fig. 6.2).
ω
ω
0
f
Figure 6.1: “Balloon” Feynman diagram
representing the Hartree con-
tributions to the self energy
(6.21) and (6.26).
Let us consider the Hartree contribution. We see from equations (6.21) and (6.26),
that the terms that make up ΣH both contain the Matsubara sum
1
β
∑
f,σ˜
σ˜G0,σ˜,σ˜(f) = 1
iβ
∑
f
[
e−if0−
f − iλ− i∆˜/2 −
e−if0−
f − iλ+ i∆˜/2
]
=
1
e−βλ+β∆˜/2 − 1 −
1
e−βλ−β∆˜/2 − 1 = n−1 − n1 = −〈σ˜z〉
. (6.29)
In the first line, it is necessary to introduce a small, negative time in order for the
sum to converge and obey the correct time-ordering. The final expression is the
difference in the mean number of c−1 and c1 bosons which is −〈σ˜z〉.
Therefore, we can interpret ΣHzz as the interaction of σ˜z of the spin with its own
time-averaged value. Recall that we have rotated the spin quantisation axis [(5.25)-
(5.27)] so that the spin eigenstates are along this axis in the non-interacting action
S0. The time-averaged value of σ˜x is zero, therefore we do not have a Hartree term
ΣHxx. ΣHxz corresponds to the interaction of σ˜x with the time averaged value of
σ˜z. This contributes to the off-diagonal part of the self-energy.
By combining (6.29) with (6.21) and (6.26), we see that the Hartree part of the self
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energy, ΣH is
ΣH(ω) =
(
n−1 − n1
) 2g˜zz(0) g˜xz(0)
g˜xz(0) −2g˜zz(0)
 . (6.30)
ω Ω + ω
Ω
ω
Figure 6.2: “Rainbow” Feynman diagram
representing the Fock contribu-
tions to the self energy (6.22),
(6.24) and (6.27).
Now, let us turn to the Fock contributions (Fig. 6.2). Unlike the balloon diagrams,
these contributions to the self-energy are frequency dependent. We see that each of
the constituent terms of ΣF contain Matsubara sum
1
β
∑
Ω
g˜zz(Ω)G0,σ,σ(ω + Ω) = −
 (1 + n1)g˜zz(ω − iω+) 0
0 (1 + n−1)g˜zz(ω − iω−)
 .
(6.31)
Once we have evaluated the sums in (6.22),(6.24),(6.27), we have that
ΣF (ω) = −(1 + n1)
 2g˜zz g˜xz
g˜xz 2g˜xx

ω−iω+
− (1 + n−1)
 2g˜xx −g˜xz
−g˜xz 2g˜zz

ω−iω−
.
(6.32)
6.3.2 Dyson’s equation
Let us now return to (6.15) and consider the entire sum. The structure of this sum
means that it can be expressed in the compacted form
G = G0 + G0ΣG0 + G0ΣG0ΣG0 + · · · = G0 + G0ΣG. (6.33)
This is Dyson’s equation [73]. By inverting this equation we can now solve for G.
This gives
G−1(ω) = G−10 (ω)− Σ(ω)
= i
 ω − iω+ + iΣ1,1(ω) iΣ1,−1(ω)
iΣ−1,1(ω) ω − iω− + iΣ−1,−1(ω)
 . (6.34)
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Through solving Dyson’s equation, we are evaluating the sum in (6.33) to infinite
order in “balloon” and “rainbow” diagrams. The dynamics of the system are domi-
nated by the poles of G. These poles are given by the zeroes in the determinant of
G−1,
|G˜−1(ω)| = (ω − iω+ + iΣ1,1(ω)) (ω − iω− + iΣ−1,−1(ω)) + Σ1,−1(ω)Σ−1,1(ω).
(6.35)
In order to determine the location of the poles we must consider the frequency
dependence of the self-energy near the poles of the non-interacting Green’s functions.
Using a Taylor expansion, we have,
Σ(ω ' ω±) ' Σ(ω±) + (ω − ω±)Σ′(ω±) + . . . , (6.36)
where Σ′ is the derivative of the self energy with respect to ω. In the limit that n¯ξd 
1, SInt is small. Consequently, Σ will also be small compared to ω±. Therefore, when
we Taylor expand the self-energy terms in (6.35), we can neglect term O(Σ2) or
higher. This is valid when all the components of Σ are small compared to ω+−ω− =
∆˜. The poles of G are then given by the zeroes of
|G−1(ω)| = −Z−1(ω±) (ω − iω+ − iΣ1,1(iω±)) (ω − ω− − iΣ−1,−1(iω±)) , (6.37)
where Z−1(ω±) =
(
1− i(Σ′1,1(iω±) + Σ′−1,−1(iω±)
)
is related to the quasi-particle
weight, and has no bearing on the position of the poles
We are primarily interested in the real-time decay rates of the system. These rates
are given by the real component of the location of the Matsubara frequency poles.
From (6.37), we see that these rates are given by the imaginary parts of Σ1,1(iω+)
and Σ−1,−1(iω−).
The Hartree component of the self-energy (6.30) contains only the zero frequency
values of the interaction couplings g˜. In the previous chapter [(5.47)-(5.49)], we
have seen that these are real quantities. Therefore the Hartree component does not
contribute to the decay rate.
Let us then turn to the Fock contribution. From (6.32), we have
ΣF1,1(iω+) = −2(1 + n1)g˜zz(0)− 2(1 + n−1)g˜xx(i∆˜),
ΣF−1,−1(iω−) = −2(1 + n1)g˜xx(i∆˜)− 2(1 + n−1)g˜zz(0).
(6.38)
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Since g˜zz(0) is a real quantity, the only contribution to the decay rate will come
from the imaginary part of g˜xx(i∆˜). Therefore we have
Im
[
ΣF1,1(iω+)
]
= −2(1 + n−1)Im
[
g˜xx(i∆˜)
]
, (6.39)
Im
[
ΣF−1,−1(iω−)
]
= −2(1 + n1)Im
[
g˜xx(i∆˜)
]
. (6.40)
For three dimensions, the imaginary part of the xx coupling is
Im
[
g˜xx(i∆˜)
]
=
1
2
√
2pi~
1
n¯ξ3
1
∆˜3
[√
∆˜2 + u2n¯2 − un¯
]2
(un¯)3/2
(
∆˜2 + u2n¯2
)1/4
√
1 +
un¯√
∆˜2 + u2n¯2
×
[
α
√
n¯∆
2
+ 2α˜
√
n¯
(
wn¯−
√
∆˜2 + u2n¯2 + un¯
4
)]2
× exp
−2a2
ξ2
√1 + ∆˜2
u2n¯2
− 1
 ,
(6.41)
where,
∆˜ =
√
∆ + 4α˜2n¯, α˜ = α
(
1 +
1
32pi3/2
1
n¯a3
)
. (6.42)
We are particularly interested in the limit where |∆˜|  |un¯|. In this regime, we find
the result is greatly simplified to
Im
[
g˜xx(i∆˜)
]
=
1
8pi
1
n¯ξ3
∆˜
u4n¯4
[
α
√
n¯∆
2
+ 2α˜
√
n¯
(
wn¯− un¯
2
)]2
exp
(
− a
2
ξ2
∆˜2
u2n¯2
)
.
(6.43)
We can identify (6.40) as the decay rate for a system which has been prepared with
one c−1 boson and no c1 bosons. This corresponds to a spin pointing downwards.
Similarly, we can identify (6.39) as the decay rate for a spin pointing upwards. Up to
a factor of two, the decay rate given by (6.40) is identical to the result derived using
FGR (5.36). This factor of two difference is expected. Recall that spin operators
are each made up of two Schwinger bosons, therefore the decay rate for a spin state
can be approximated by twice the decay rate for a Schwinger bosons state.
6.4 Spin-spin correlation functions
We now turn our attention to calculating the spin-spin correlation functions. The
primary goal of our investigation is to calculate these correlation functions for the
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original model (4.26), before the Recati rotation. This can be accomplished by
calculating the correlation functions for the rotated model, and then translating
these into the unrotated picture. This process is non-trivial. However, unlike other
spin operators, σˆz is left unchanged by the Recati rotation. Therefore 〈σˆz(τ)σˆz(0)〉
is the same for both the Recati rotated and unrotated systems. This correlation
function is therefore of particular interest.
Thus far in this chapter, we have expressed the system in terms of a spin whose axis
is aligned with the mean field. It is convenient to express this correlation function
in terms of these spins. This gives
〈σˆz(τ)σˆz(0)〉 = cos2 Φ〈σ˜z(τ)σ˜z(0)〉+ sin2 Φ〈σ˜x(τ)σ˜x(0)〉
− sin Φ cos Φ (〈σ˜x(τ)σ˜z(0)〉+ 〈σ˜z(τ)σ˜x(0)〉) .
(6.44)
We now proceed to calculate each of the expectation values on the right hand side
of this equation.
To do this we will first calculate their respective Fourier transforms using the same
approach as in (6.15). That is, we consider the system in the limit that n¯ξd  1,
and pertubatively expand the interacting component of the action. This gives
〈σ˜z(ω)σ˜z(−ω)〉 = 〈σ˜z(ω)σ˜z(−ω)e−SInt〉0
= 〈σ˜z(ω)σ˜z(−ω)〉0 − 1
β
〈
σ˜z(ω)σ˜z(−ω)SInt
〉
0
+ . . . .
(6.45)
Each of the expectation values is then calculated by applying Wick’s theorem. These
equations correspond to diagrams like the ones in figure 6.3.
ω
Ω + ω
ω
f
ω
Ω
f + ω
ω
Ω + ω
ω
f
Ω− f
f + ω
Ω
Figure 6.3: Feynman diagrams contributing to Bethe-Salpeter equation. Here, the arrows
represent interacting Green’s functions.
In the previous section of this chapter we calculated the Green’s function for the
interacting system by summing the “rainbow” and “balloon” diagrams to infinite
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order. We did this by solving the Dyson’s equation for the system. We can similarly
sum the diagrams which contribute to the spin-spin correlation functions by solving
the Bethe-Salpeter equation for the system [74]. We can relate the imaginary-time
correlation functions to the Matsubara frequency correlators using
〈σ˜z(τ)σ˜z(0)〉0 = 1
β
∑
ω
〈σ˜z(ω)σ˜z(−ω)〉0e−iωτ . (6.46)
Before beginning this approach, let us check the validity of applying this Bethe-
Salpeter approach to a system of Schwinger bosons. We can do this by considering
the non-interacting case. The correlation functions for this case can be calculated
directly (Appendix B). However, when we compare these results with those we get
from using Schwinger bosons and the path integral formalism, we find that they do
not match. Therefore there is a problem with calculating the correlation functions
using Schwinger bosons.
Upon further investigation, we find that this problem originates from misusing
Wick’s theorem. Wick’s theorem is that a time-ordered product of operators can be
decomposed into the sum of all possible Wick contractions. That is
〈T (Aˆ1Aˆ2Aˆ3 . . . Aˆn)〉0 = 〈 :
(
Aˆ1Aˆ2Aˆ3 . . . Aˆn
)
: 〉0 +
∑
all single
contractions
〈 : ( Aˆ1Aˆ2 Aˆ3 . . . Aˆn) : 〉0
+
∑
all double
contractions
〈 : ( Aˆ1Aˆ2 Aˆ3.. .Aˆn) : 〉0 + · · ·+ ∑
all complete
contractions
〈 : ( Aˆ1Aˆ2 Aˆ3. ..Aˆn ) : 〉0.
(6.47)
For operators, the Wick contraction is the difference between the time ordered and
normal ordered expectation values,
Aˆ1Aˆ2 = 〈T (Aˆ1Aˆ2)〉0 − 〈 : Aˆ1Aˆ2 : 〉0. (6.48)
However, in the path integral formalism, the Wick contraction is just the time
ordered two point expectation value, and Wick’s theorem is merely the sum of all
complete Wick contractions.
When the state with which expectation value is taken is the vacuum, the normal
ordered expectation value is zero, and the two representations of Wick’s theorem
agree. However, in our system the number of Schwinger bosons is constrained at 1.
This constraint means that the state used to calculate the expectation value cannot
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be a vacuum for both species of Schwinger boson. Therefore in order to calculate
correlation functions for our system, it is insufficient to consider only the completely
contracted terms of (6.47), and to disregard the normal ordered term in (6.48). As
such, using the path integral version of Wick’s theorem for our Schwinger boson
model will give incorrect results.
For simple calculations like calculating the spin-spin expectation value of the non-
interacting system it is possible to introduce manual corrections to our path integral
treatment in order to produce the correct result. However, we have not been able
to find a systematic manner of introducing these corrections. This means that more
complicated corrections quickly become intractable.
In the next chapter, we will attempt to circumvent these difficulties by expressing the
spin in terms of Holstein-Primakoff (HP) bosons rather than Schwinger bosons. The
great advantage of this change is that for HP bosons there is no number constraint.
However, in order to make use of this technique it will be necessary to generalise
the system from one containing a spin-12 to one with a spin-S, where S is large.
6.5 Conclusion
In this chapter we have used a Schwinger boson representation to explore the co-
herent dynamics of the spin. In the limit that n¯ξd  1, we determined the Green’s
function for the system in the absence of spin-spin interactions. We then used a
perturbative expansion in these interactions terms to determine the self-energy of
the system. By solving the Dyson’s equation we derived the Green’s function for the
interacting system. Using this Green’s function we calculated an approximate value
for the decay rate of a spin prepared in an excited state. This decay rate agreed
with our FGR work in the previous chapter.
We then attempted to calculate the spin-spin imaginary time correlation function
for this system by solving the Bethe-Salpeter equation. However, we found that
the Schwinger boson number constraint meant that our path integral approach gave
incorrect results. While it was possible to introduce appropriate corrections for sim-
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ple calculations, this became increasingly difficult to do for more complicated cases.
This meant that determining spin-spin correlation functions by solving the Bethe-
Salpeter equation was intractable when using a Schwinger boson representation of
the spin. In the next chapter we will attempt to circumvent these difficulties by
using a Holstein-Primakoff representation for the spin.
7. Large S model
In the previous chapter we used a Schwinger boson representation of the spin to
investigate its dynamics in the limit where n¯ξd  1. Using diagrammatic techniques
we determined the self-energy and then proceeded to derive the interacting Green’s
function for this system by solving Dyson’s equation. The decay rate implied by
this Green’s function was found to be consistent with the rate given by our earlier
FGR calculation.
However, we found that the constraint requiring that one Schwinger boson is present
in the system greatly complicated the process of evaluating the diagrams for this
system. This made solving the Bethe-Salpeter equations to determine spin-spin
correlation functions intractable. In this chapter we will attempt to circumvent
these difficulties by using a Holstein-Primakoff (HP) representation for the spin [75].
In order to do this, we will generalise our system from one involving a spin-12 to one
with a spin-S.
7.1 Holstein-Primakoff
The Schwinger boson description of the spin used in the previous chapter involved
the introduction of two species of boson. The proper description of the spin required
that the number of these bosons in the system be fixed. This is all in marked contrast
to the HP representation. This description of the spin involves the introduction
of only one species of boson. Furthermore, there is no constraint on the number
of these bosons. This property means that the bosonic vacuum is accessible, and
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consequently evaluating the spin-spin correlation functions should be more tractable
for a system of HP bosons than one comprising Schwinger bosons. However, there
are disadvantages inherent in representing the spin with HP bosons. We will discuss
these shortly.
One HP representation of a spin of size S [75] is defined by
S˜z = (S − bˆ†bˆ), (7.1)
S˜+ =
√
2S
√
1− bˆ
†bˆ
2S
bˆ, (7.2)
S˜− = bˆ†
√
2S
√
1− bˆ
†bˆ
2S
. (7.3)
These operators satisfy the appropriate bosonic commutation relations,
[bˆ, bˆ†] = 1, [bˆ, bˆ] = [bˆ†, bˆ†] = 0. (7.4)
We will use this representation in the following work. Note that this HP representa-
tion is not unique. We could also have defined S˜z = ~(bˆ′†bˆ′−S), and swapped the S˜+
and S˜− relations. If S˜z approaches S, the representation in equations [(7.1)-(7.3)],
is the more natural to take.
The square roots contained in the description of the spin raising and lowering opera-
tors [(7.2),(7.3)] can be difficult to deal with. However, in the regime where b†b S
these relations can be greatly simplified to
S˜+ '
√
2Sbˆ, (7.5)
S˜− '
√
2Sbˆ†. (7.6)
This regime corresponds to a system where the spin, S, is very large, and 〈Sˆz〉 is
close to S. Therefore the HP method is particularly suited to a system where there
is a well defined axis of the spin. However, this approximation breaks down when S˜x
or S˜y approaches S, and when S is small. This means that the HP representation
is less suitable than the Schwinger boson representation for systems of these types.
Nevertheless, in order to circumvent the difficulties we encountered in the last chap-
ter we will proceed using HP bosons, and assume that the spin in our system is
large.
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For large-S system the operators for S˜x and S˜y, can be expressed in terms of the
simplified raising and lowering operators as
S˜x =
√
S
2
(
bˆ+ bˆ†
)
, (7.7)
S˜y = −i
√
S
2
(
bˆ− bˆ†
)
. (7.8)
These expressions can then be Fourier transformed to give a frequency dependent
description of the spin operators. The resulting expressions are
S˜z(ω) = βSδω,0 − 1
β
∑
Ω
b†ΩbΩ+ω, (7.9)
S˜x(ω) =
√
S
2
(
bω + b
†
−ω
)
, (7.10)
S˜y(ω) = i
√
S
2
(
b†−ω − bω
)
. (7.11)
The form of the Berry phase when expressed in terms of these HP bosons is
SBerry = − i
β
∑
ω
ωb∗ωbω. (7.12)
Thisi is similar to the form it takes when expressed in terms of Schwinger bosons
(6.6). However, whereas there are contributions to the Berry phase term from each
of the two species of Schwinger boson, there is only one contribution to the HP
Berry phase.
7.2 Action for large S
In order to make use of the HP representation for the spin, we will first generalise
our rotated system from one with a spin-12 to one of spin-S. We will then assume
that S is large. This assumption is obviously false for the two-level system which
we were modelling with the spin-12 . However, there are two reasons for continuing
with this approximation.
Firstly, we could consider going from spin-12 to spin-S as going from a system with
an AQD restricted to single occupancy to a system with an AQD without this
restriction. However, this is problematic as the model does not account for the
interaction between particles occupying the AQD. Alternatively, we could assume
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that it is valid to make this large-S approximation for our single occupancy AQD
(spin-12) and check the validity of this assumption later. One way of doing this would
be to calculate the interacting Green’s function for this model, and then having set
S = 12 , comparing the decay rate implied by this Green’s function to those calculated
in the previous chapter.
We obtain the Recati-rotated Hamiltonian for a system of a BEC coupled to a
general spin by generalising (5.21). This gives
HˆRot =
∑
k
Ekaˆ
†
kaˆk +
(
1√
V
∑
k
(
2wn¯− k + 2un¯
2
)
νˆke
−a2k2/2 −∆
)
Sˆz
− 2α˜√n¯Sˆx − α
√
n¯√
V
Sˆx
∑
k
νˆke
−a2k2/2 + HˆConst,
(7.13)
HˆConst =
Sˆ2z
V n¯
∑
k
(
k + 2un¯
4
− 2wn¯
)
e−a
2k2 +
α
√
n¯
2V n¯
∑
k
e−a
2k2
(
SˆxSˆz + SˆzSˆx
)
.
As in (5.18) the coupling of the Sx term has been renormalised from α to
α˜ = α
(
1 +
1
n¯ad
I−1d
)
, (7.14)
where Id is a dimensionless quantity equal to 16pi in two dimensions and 32pi
3/2 in
three dimensions.
Following the same procedure we used for the spin-12 model, we then use the path
integral formalism to write the system in terms of its action. The next step is to
integrate out the condensate bosons. Once we have done this the effective action for
the spin we obtain is
S = SBerry − 2α˜
√
n¯Sx(ω = 0)−∆Sz(ω = 0)
− 4
β
∑
ω
(
gzz(ω)Sz(ω)Sz(−ω) + gxx(ω)Sx(ω)Sx(−ω) + gxz(ω)Sx(ω)Sz(−ω)
)
.
(7.15)
This is the generalised version of (5.39). The couplings in the second line are the
same as those for the spin-12 model [(5.40)-(5.42)].
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7.2.1 Mean field behaviour
Let us now consider the mean field behaviour of this model. As before, we will
do this by considering the zero frequency components of the action. We obtain an
equation for the mean field solution by first writing the spins in terms of an angle,
as
Sz(ω = 0) = βS cos Φ, Sx(ω = 0) = βS sin Φ, (7.16)
and then minimising the action with respect to this angle to give
1
β
∂SMF
∂Φ
= −2α˜√n¯S cos Φ + ∆S sin Φ + 4
(
gzz − gxx
)
S2 sin 2Φ− 4gxzS2 cos 2Φ = 0.
(7.17)
Here, and in the remainder of the chapter, we have dropped the ω = 0 labels for
the couplings gzz, gxx and gxz. Solving (7.17) for Φ is difficult, however there are a
number of limits in which it is easier to solve. These are summarised in table 7.1.
For the case where S = 12 , this table is identical to table 5.1.
Limit Minimum
∆, α˜
√
n¯ 2Sgzz, 2Sgxx, 2Sgxz tan Φ = 2α˜
√
n¯
∆
∆→∞ Φ = 2α˜
√
n¯+4Sgxz
∆+16S(gzz−gxx)
2Sgzz, ∆ α˜
√
n¯, 2Sgxx, 2Sgxz Φ = 0
2Sgxx, α˜
√
n¯ 2Sgzz, 2Sgxz, ∆ Φ = pi2
2Sgzz, α˜
√
n¯ 2Sgxx, 2Sgxz, ∆ sin Φ = α˜
√
n¯
4Sgzz
for α˜
√
n¯ ≤ 4Sgzz
sin Φ = 1 for α˜
√
n¯ > 4Sgzz
2Sgxx, ∆ α˜
√
n¯, 2Sgzz, 2Sgxz cos Φ =
∆
8Sgxx
for ∆ ≤ 8Sgxx
cos Φ = 1 for ∆ > 8Sgxx
2Sgzz, 2Sgxx, 2Sgxz  ∆, α˜
√
n¯ tan 2Φ = gxzgzz−gxx
Table 7.1: Mean field solutions of the rotated model in various limits.
7.2.2 Scaling behaviour as S →∞
We see from table 7.1 that the magnitude of S affects the mean field behaviour of
the system. As such it is important to consider how the bare coupling constants of
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the system scale with S.
The interaction coefficients which determine the behaviour of the system are ∆, α,
w and u. From [(5.40)-(5.42)], we have that gzz ∝ w2, gxx ∝ α2 and gxz ∝ wα. u
is unlike the other three coefficients as it describes the interaction between bosons
in the condensate. As such it is present even for systems where the AQD is absent,
and therefore cannot scale with S.
There are two readily apparent choices for how the other three coefficients scale.
The most straightforward of these is to choose for the coefficients not to scale with
S. From (7.15), we see that while the terms proportional to ∆ and α are linear
in the spin, the terms in the second line of (7.15) are quadratic in spin operators.
Therefore as S →∞, these quadratic spin terms will dominate the linear terms. This
corresponds to the final entry in table 7.1. In the previous chapter we considered
the limit where n¯ξd  1 and consequently the interaction terms quadratic in spin
operators were small. As such the dynamics of a system where ∆, α and w do not
scale with S would not be comparable to our earlier work.
The alternative choice of scaling has ∆, α and w all scaling as S−1. From (7.17) and
table 7.1 we see that this choice of scaling leaves the relative magnitudes of each of
the terms in the action unchanged, and Φ constant when S changes. Therefore the
mean field behaviour of the system is invariant under changes in S. Because it is
desirable to be able to compare this model to our earlier work, we will proceed to
investigate the system with this choice of scaling.
7.2.3 1/S expansion of the action
Now that we have determined the mean-field behaviour of the system and chosen
how the various coupling coefficients scale with S, let us return to the full expression
for the action. It is natural to rotate the axis of the spin so that it is aligned with
the mean field. In order to do this we define
S˜z(ω) = cos ΦSz(ω) + sin ΦSx(ω), S˜x(ω) = cos ΦSx(ω)− sin ΦSz(ω). (7.18)
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If we apply this rotation to (7.15), the action becomes
S = SBEC + SBerry − (∆ cos Φ + 2α˜
√
n¯ sin Φ)S˜z − (2α˜
√
n¯ cos Φ−∆ sin Φ)S˜x
− 4
β
∑
ω
(
g˜zz(ω)S˜z(ω)S˜z(−ω) + g˜xx(ω)S˜x(ω)S˜x(−ω) + g˜xz(ω)S˜x(ω)S˜z(−ω)
)
.
(7.19)
Here, the rotated couplings are the same as those in the spin-12 model (5.51), and
are given by
g˜zz(ω) = cos
2Φ gzz(ω) + sin
2Φ gxx(ω) + sin Φ cos Φgxz(ω),
g˜xx(ω) = cos
2Φ gxx(ω) + sin
2Φ gzz(ω)− sin Φ cos Φgxz(ω),
g˜xz(ω) = cos 2Φgxz(ω) + sin 2Φ(gxx(ω)− gzz(ω)).
(7.20)
We can now use (7.9), (7.10) and (7.12) to express the action in terms of HP bosons.
The resulting expression for the action is
S = SBEC − βS(∆ cos Φ + 2α˜
√
n¯ sin Φ)− 4βS2g˜zz(0)
+
1
2β
∑
ω
 b(ω)
b∗(−ω)
T G−10 (ω)
 b∗(ω)
b(−ω)
+ SInt3 + SInt4. (7.21)
Previously, when we introduced a chemical potential when we expressed the action
in terms of Schwinger bosons. As there is no constraint on the number of HP bosons
present in the system, we do not introduce such a chemical potential here.
It is useful to group the components the action by the number of HP boson terms
they contain. The constant terms on the first line of (7.21) do not contain any boson
terms and as such can be disregarded as they play no part in the dynamics of the
system. The cubic and quartic components are given by
SInt3 = 4
β2
√
S
2
∑
ω,Ω
g˜xz(ω)b
∗(Ω)b(Ω− ω)(b(ω) + b∗(−ω)), (7.22)
SInt4 = − 4
β3
∑
ω,Ω,Ω′
g˜zz(ω)b
∗(Ω)b(Ω + ω)b∗(Ω′)b(Ω′ − ω). (7.23)
Finally, the kernel of the quadratic term takes the form
G−10 (ω) =
 −iω + ω0 0
0 iω + ω0
− 4Sg˜xx(ω)
 1 1
1 1
, (7.24)
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with,
ω0 = ∆ cos Φ + 2α˜
√
n¯ sin Φ + 8Sg˜zz(0). (7.25)
Let us consider the scaling behaviour of the terms which make up the action (7.21).
The couplings ∆, α and w each scale as S−1, and g˜zz(ω), g˜xx(ω) and g˜xz(ω) scale as
S−2. Therefore we see from (7.22) that SInt3 scales as S−3/2. Similarly, from (7.23),
we see that SInt4 scales as S−2. Finally, we have from (7.24) and (7.25) that the
terms other than ω which make up G−10 (ω) scale as S−1.
Therefore, in the limit where S → ∞, the cubic and quartic contributions to the
action are small compared to the quadratic term. We can therefore identify G0(ω)
as the non-interacting Green’s function for the system.
In order to calculate the interacting Green’s functions for the interacting system, we
can follow a similar procedure to the one used in (6.15). This involves perturbatively
expanding the exponentials containing SInt3 and SInt4.
Since SInt3 scales as S−3/2, while SInt4 scales as S−2, it would seem that SInt3 is
the more important interaction when calculating the interacting Green’s functions.
However, SInt3 contains an odd number of HP boson terms, while the Green’s func-
tion is a two point correlation function. As such the only non-zero contributions to
the interacting Green’s functions are those containing even powers of SInt3. The first
of these contains S2Int3, which contains 6 bosonic terms and scales as S−3. Therefore
the 4-point interaction described by SInt4 is the more significant of the two.
7.2.4 Poles of G0
We now discuss the main original result of this chapter, where we show that there
is a regime where the spin precession can be slowed down arbitrarily.
The dynamics of the large S system are dominated by poles of G0(ω). These poles
are given by the zeroes of the determinant of |G−10 (ω)|. From (7.24), we see that this
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determinant is
|G−10 (ω)| = ω2 + ω20 − 8Sω0g˜xx(ω). (7.26)
In order to calculate the zeroes of this determinant we must take into account the
ω dependence of g˜xx(ω). We can write g˜xx(ω) = g˜xx(0) + Υω
2, where Υ is given by
Υ = lim
S→∞
1
V n¯
∑
k
e−a2k2
E2k + ω
2
[(
wn¯
2
− k + 2un¯
16
)
sin2 Φ +
α
√
n¯
4
sin Φ cos Φ
]
' − 1
16V n¯
∑
k
e−a2k2
k
< 0.
(7.27)
In obtaining the large-S limit, we have used that fact that w and α scale as S−1,
while u does not. The values of ω which are relevant to this expression are related
to the locations of the poles of G0, which we will see also scale as S−1. Using this
form in (7.26), we find that the poles of the Green’s function are given by
ω = ±i
√
ω0(ω0 − 8Sg˜xx(0))
1− 8Sω0Υ . (7.28)
Note that we are working in the imaginary time formalism and so an imaginary pole
corresponds to a real natural frequency in the real-time dynamics. In the previous
section we saw that both ω0 and Sg˜xx(0) scale as S
−1. Therefore we see from (7.28),
that the location of the poles of G0(ω) will scale as S−1.
The presence of the final term in (7.26) gives rise to the possibility that the quantity
under the square root on the RHS of (7.28) could be negative. This would correspond
to a regime where the system had over-damped dynamics, rather than the expected
oscillatory behaviour. This would be curious, as in the absence of the interaction
terms, this model corresponds merely to a spin interacting with the mean field of the
system. In order to check that this theory is physically sensible, we need to confirm
that this does not predict an overdamped regime.
First of all, because Υ is negative, the denominator in our expression (7.28) is
positive definite. Moreover, if we explore the limits listed in table 7.1, we find that
ω0 is positive. Consequently the existence of the overdamped regime is dependent
on the sign of
ω0 − 8Sg˜xx(0) = ∆ cos Φ + 2α˜
√
n¯ sin Φ + 8S (cos 2Φ(gzz − gxx) + sin 2Φgxz)) .
(7.29)
7. Large S model 123
At first glance, it may appear that this quantity is negative when gxx is very large.
However in this limit, we find that cos 2Φ is negative, which means that the quantity
cos 2Φ(gzz − gxx) remains positive. When we investigate further, we find that the
numerator is positive in each of the regimes noted in table 7.1. Hence, we conclude
that the overdamped regime does not exist for this system.
Although there are no overdamped regimes, we find that there are two regimes
where the natural frequency of the system can become arbitrarily small, and indeed
zero. When ∆ and 2Sgxx are much larger than the other coupling constants, for
∆ ≤ 8Sgxx we have
ω0 − 8Sg˜xx(0) = 8Sgxx
[
1−
(
∆
8Sgxx
)2]
+ 2α˜
√
n¯
√
1−
(
∆
8Sgxx
)2
. (7.30)
This approaches zero as ∆ approaches 8Sgxx. It remains at zero for ∆ ≥ 8Sgxx,
corresponding to the spin pointing along the z-axis.
This is a surprising result. Naively, for a system with large ∆ we would expect the
spin to precess around the z-axis with a very high rate. However, this is not the
case here, as we see that the quantum corrections strongly renormalise the rate, such
that the precession can be arbitrarily slow.
In order for this regime to be accessible, we require that ∆ and 2Sgxx to be much
larger than α˜
√
n¯, 2Sgxz and 2Sgzz. From (5.47), (5.48) and (5.49) we see that
2Sgxz and 2Sgzz are the only quantities proportional to w. Therefore, we can
satisfy the requirement that these are small by requiring that w is small. It is
similarly straightforward to ensure that ∆ is much larger than α˜
√
n¯. Therefore the
only remaining requirement is that 2Sgxx is large compared to α˜
√
n¯. By combining
(5.48) and (7.14), for a three dimensional system we see that the necessary condition
on α˜
√
n¯ is that
α
√
n¯ un¯
(
1 + 32pi3/2n¯a3
)
. (7.31)
At first glance, it would appear that this inequality can be satisfied by reducing
the boson-boson repulsion u with a Feshbach resonance. However, this is not the
case. When deriving the expression for gxx in (5.48) we assumed that a  ξ,
and consequently that un¯ dominates the denominator. Therefore this assumption
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becomes invalid when u becomes small. However, if we re-evaluate (5.48) and require
that un¯ is negligible but not that a  ξ, we obtain the condition on the slow
precession regime that
α
√
n¯ 1
4ma2
(
1 + 32pi3/2n¯a3
)
. (7.32)
This inequality is satisfied when the AQD size a is large. This is because α is
proportional to a3/2.
Therefore this regime can be achieved by decreasing the boson-boson repulsion u
and the BEC density-AQD repulsion w using Feshbach resonances. The trap depth
∆ is controlled by the intensity of the laser beam creating the trap, and the hopping
α can be controlled by the size of the trap.
Similarly, when α˜
√
n¯ and 2Sgzz are the dominant coupling constants, for α˜
√
n¯ ≤
4Sgzz we have
ω0 − 8Sg˜xx(0) = 8Sgzz
[
1−
(
α˜
√
n¯
4Sgzz
)2]
+ ∆
√
1−
(
α˜
√
n¯
4Sgzz
)2
. (7.33)
which approaches zero as α˜
√
n¯ approaches 4Sgzz, and stays there for α˜
√
n¯ ≥ 4Sgzz.
Therefore rather than the rapid precession around the x-axis which we would naively
expect, we find that the rate can be slowed arbitrarily.
For this regime to be accessible, we require that α˜
√
n¯ and 2Sgzz to be much larger
than ∆, 2Sgxx and 2Sgxz. The requirement that 2Sgzz is considerably larger than
2Sgxz and 2Sgxx is satisfied by requiring that wn¯  αn¯. The requirements that
α˜
√
n¯ is larger than 2Sgxx and 2Sgxz respectively become
α
√
n¯ un¯
(
1 + 32pi3/2n¯a3
)
, wn¯ un¯
(
1 + 32pi3/2n¯a3
)
. (7.34)
Therefore we see that this regime is the opposite of the other slow precession regime.
Whereas the other regime required that w is close to 0, and for α
√
n¯ and ∆ to be
greater than the intra-condensate interactions, this regime requires that ∆ is close to
0, and that w and α˜
√
n¯ are small compared to the internal condensate interactions.
To achieve this regime, we can increase the boson-boson repulsion u using a Feshbach
resonance and decrease the trap depth ∆ by decreasing the intensity of the laser
creating the AQD.
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7.3 Conclusion
In this chapter we considered a version of the rotated model considered in the previ-
ous two chapters (5.17) with the spin generalised from a spin−12 to a spin-S. Having
determined the action for this system, we solved for the mean field behaviour in var-
ious limits. We then proceeded to express the action in terms of Holstein-Primakoff
bosons. To do this, we assumed that S was large. This assumption meant that the
scaling of the system parameters with S was crucial.
We found that there were two natural choices of scaling behaviour for the system.
The more straightforward of these was for the system parameters not to scale with
S. With this choice of scaling we found that the action was dominated by the spin-
spin interaction terms. In the previous chapter, we analysed the spin-12 model in
the limit that these spin-spin interactions were small compared to the terms linear
in the spin. Because we wished to compare our work on the large-S model to our
work on the spin-12 model, we rejected this choice of scaling. We instead chose for
the parameters α, w and ∆ to scale as S−1. This choice of scaling allows for ready
comparisons between the large-S model and our earlier work. Furthermore, with
this choice we found that grouping the terms of the action according to their S
dependence, allowed for a perturbative expansion of the action in powers of S−1.
This perturbative expansion of the action allowed us to identify G0, the Green’s
function for the non-interacting system. The form of G0 suggested that there could
be an overdamped regime for this system. Further investigation showed that such a
regime did not exist.
However, when investigating this, we unexpectedly found two regimes in which the
natural frequency of the system can be made arbitrarily small, or to vanish. These
were the large ∆ and Sgxx regime, and the large α
√
n¯ and gzz regime. This was
surprising, as we naively expected them to correspond to rapid precession of the
spin around the z- and x- axes, respectively. We intend to publish these results.
The large-S approximation discussed in this chapter is an effort to circumvent the
difficulties caused by the Schwinger boson constraint which we found when attempt-
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ing to evaluate the Bethe-Salpeter equations. Unfortunately, we have not had the
opportunity to complete this effort. The next step in this investigation would be to
calculate the Green’s function for the interacting system by solving Dyson’s equa-
tion. These Green’s functions can be used to approximate the decay rate for a spin
prepared in an excited state. By considering a system with S = 12 and n¯ξ
d  1
decay rates directly comparable to our work in the previous chapter can be derived.
By comparing these results the validity of the large-S assumption can be judged.
The interacting Green’s functions can then be used to calculate the spin-spin cor-
relation function for this system. To do this, it is necessary to solve Bethe-Salpeter
equations. This will give the spin-spin correlator for the rotated model. The Recati
rotation leaves 〈σˆz(τ)σˆz(0)〉 unchanged, so the result for the rotated system is the
same as that for the original model. However, in order to calculate correlators such
as 〈σˆ+(τ)σˆ−(0)〉 it is necessary to reverse the Recati rotation process.
8. Conclusion
In this thesis we have been investigating the behaviour of an AQD coupled to a Bose
fluid. We considered the case where the on-site repulsion is sufficiently strong that
the AQD is restricted to single occupancy at most. This collisional blockade regime
meant that we could model the AQD as a spin-12 .
Having expressed the BEC in terms of number and phase, we first treated our model
using a variational analysis. Through this we found that, as expected, the hopping
term in the Hamiltonian gave rise to a bump in the condensate density near the
AQD. The density in the vicinity of the AQD was also suppressed (enhanced) by
the repulsive (attractive) interaction between the AQD occupancy and the conden-
sate density. Away from the dot, the density decays exponentially towards the
background density n¯. We also found that the ground state of this system has the
spin tracking the condensate phase.
In order to deal with the awkward phase and density dependence of the hopping
term, we assumed that the phase and density fluctuations around the ground state
were small. Following this assumption, we identified our system as equivalent to
a spin-boson model which was sub-Ohmic in two dimensions, and Ohmic in three
dimensions. We then proceeded calculate rate of decay from a state with an empty
dot to an occupied one using Fermi’s golden rule. These rates were consistent with
those achieved in previous analyses [4].
Our primary interest was the coherent dynamics of this system. Of particular in-
terest, were temporal spin-spin correlation functions such as 〈σˆz(τ)σˆz(0)〉. To in-
vestigate this we used the Feynman path integral formulation, and determined the
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effective action for the spin. As before, this required us to assume that both phase
and density fluctuations were small. It was also necessary to introduced a Gaussian
profile for the AQD, in order to control for UV divergences. However, we found
that this system is unstable to phase fluctuations in two dimensions, and for cer-
tain regimes in three dimensions too. Therefore we concluded that a small phase
fluctuation was unsuitable for analysing this system.
To circumvent the difficulties caused by the small phase fluctuation we turned to
a canonical transform introduced by Recati et al [71]. This transformation rotates
away the exponential phase dependence of the Hamiltonian, and therefore removes
the need for the small phase fluctuations assumption. We improved their treatment
in two ways.
First, when analysing this model, Recati et al neglected the density fluctuations in
the hopping term. However, we found that these fluctuations were of comparable
significance to the fluctuations in the density-AQD occupation term, which they had
considered. We therefore expanded Recati’s approach to include these additional
fluctuations. This led to a renormalisation of the effective Zeeman field affecting the
spin, and a coupling of the condensate density to σˆx.
However, as was the case for our original model, this Recati rotated model con-
tained ultraviolet divergences. We resolved this issue with the original model by
introducing a Gaussian profile for the AQD, however the rotation used by Recati et
al is not compatible with such a profile. Therefore our second refinement to the Re-
cati treatment was to modify it so that it could accommodate the Gaussian profile.
This accommodation required subtle changes to the hopping term of the underlying
model. We identified the resulting model as a super-Ohmic spin boson model in
both two and three dimensions. In the limit of n¯ξd  1, which corresponds to the
weak interaction regime, we found that for small level splitting the FGR decay rate
corresponded to underdamped system. This agrees with our result for the unrotated
model.
Having remedied the issues with the Recati rotation, we proceeded to use imagi-
nary time path integral formulation to derive the effective action for the spin in
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this transformed system. Using this effective action, we calculated the mean field
behaviour of the spin in a variety of limits. Of particular interest is the regime where
n¯ξd  1. In this limit the interaction terms in the Hamiltonian can be regarded as
a perturbation. We find that the mean field behaviour in this regime replicates the
behaviour of the toy model solved in appendix B, as expected.
We then turned our attention to the coherent dynamics of the spin. To do this
we represented the spin using Schwinger bosons. We judged this representation to
be more suitable for our system than using Holstein-Primakoff bosons because of
the awkward nature of this latter representation for small spins. However, we later
found that the Schwinger boson number constraint led to problems.
We considered the limit where n¯ξd  1, which allowed us to treat the spin-spin
interactions as a perturbation. Through perturbatively expanding the action, we
then determined the self-energy for the system. We then used this self-energy to
determine the Green’s functions for the system by solving Dyson’s equation. By
considering the poles of this Green’s function we extracted a decay rate for a spin
prepared in an excited state. This decay rate agreed with the results of our FGR
analysis.
We then attempted to calculate the spin-spin imaginary time correlation functions
for this system by solving the Bethe-Salpeter equation. However, we found that the
Schwinger boson number constraint meant that our path integral approach gave in-
correct results. For simple calculations we could rectify this problem by introducing
appropriate corrections. However, we found that this became increasingly difficult
to do for more complicated cases. This meant that determining spin-spin correla-
tion functions by solving the Bethe-Salpeter equation was intractable when using a
Schwinger boson representation of the spin.
In an attempt to bypass the difficulties caused by the number constraint we turned
to the Holstein-Primakoff spin representation. Unlike for Schwinger bosons, it is not
necessary to introduce a number constraint when using HP bosons. However, HP are
troublesome when representing small spins. Therefore it was necessary to generalise
the system from spin−12 to spin-S, and to assume that S was large. This assumption
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meant that the scaling of the system parameters with S was crucial. We found that
it was necessary for the parameters α, w and ∆ to scale as S−1 so that the dynamics
of the large-S model were comparable to those of the spin−12 model. Furthermore,
with this choice we found that grouping the terms of the action according to their
S dependence, allowed for a perturbative expansion of the action in powers of S−1.
This perturbative expansion of the action allowed us to identify G0, the Green’s
function for the non-interacting system. The form of G0 suggested that there could
be an overdamped regime for this system. After further investigation we found that
such a regime did not exist. However we did find two unexpected regime where
the natural frequency of the system can be arbitrarily small. This is a surprising
result, as we would have naively expected these regimes to correspond to the spin
rapidly precessing around an axis, when in fact they describe very slow precession.
We intend to publish this work.
8.1 Further work
The large-S approximation discussed in chapter 7 is an effort to circumvent the dif-
ficulties caused by the Schwinger boson constraint which we found when attempting
to evaluate the Bethe-Salpeter equations. The next step in this investigation would
be to calculate the Green’s function for the interacting system by solving Dyson’s
equation. Unfortunately, we have not had the opportunity to do this. These Green’s
functions can be used to approximate the decay rate for a spin prepared in an ex-
cited state. By considering a system with S = 12 and n¯ξ
d  1 decay rates directly
comparable to our work in the previous chapter can be derived. By comparing these
results the validity of the large-S assumption can be judged.
The interacting Green’s functions can be used to calculate the spin-spin correlation
function for this system. To do this, it is necessary to solve Bethe-Salpeter equa-
tions. This will give the spin-spin correlator for the rotated model. In order to
calculate correlators such as 〈σˆ+(τ)σˆ−(0)〉 for the unrotated model it is necessary to
reverse the Recati rotation process. However, the Recati rotation leaves 〈σˆz(τ)σˆz(0)〉
unchanged, so the result for the rotated system is the same as that for the original
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model.
This thesis has concentrated on a system comprising a BEC coupled to a single
AQD restricted to single occupancy. In order to control for ultra-violet divergences
we have considered the case where the AQD has a Gaussian profile. There are many
ways in which this could be expanded. One of these would be to consider the effect
of changing the shape of this profile.
Another possibility would be to consider a system where the interaction between
particles in the AQD is not so large as to restrict it to single occupancy. In order
to accomplish this it would be necessary to introduce additional terms into the
Hamiltonian to describe the interaction between particles occupying the AQD. The
validity of the spin representation of the AQD for this system would need to be
investigated.
Rather than considering the interactions of particles on the AQD, it would also
be interesting to investigate the interactions between two AQDs in the presence
of a BEC. The addition of tunnelling effects to the interactions mediated by the
BEC could lead to interesting interference effects and Mott-like phases. With the
advent of two components BECs [76], it would also be interesting to investigate the
dynamics of a system of two different BECs interacting with an AQD.
In this thesis, we have considered the case of a stationary AQD whose trapping
depth did not change. It would be interesting to investigate the consequences of
allowing the AQD to move. One of the motivations for investigating the dynamics
of an AQD coupled to a BEC was the potential for such a system to be used to
make non-destructive measurement of the BEC coherence. In order to make such
a measurement it would be necessary to physically separate the AQD and BEC. It
would also be interesting to explore the effect of varying the AQD trapping depth
∆ has on the coherence.
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A. Feynman path integration
Functional path integrals are a powerful method of treating many-particle quantum
systems. The technique was initially suggested by Dirac, and was improved on by
Feynman. The essence of the technique is to assign an amplitude to every possible
trajectory through coordinate space that a system can take. The behaviour of the
system can then be described by the sum over these trajectories. The classical
trajectory of the system is the trajectory with the highest probability weighting. In
the limit that ~ → 0, every other trajectory interferes destructively, meaning that
the classical trajectory is the only one which contributes to the final sum. In this
way the path integral formulation demonstrates the connection between the classical
and quantum behaviour of a system. Perturbation expansions and loop expansions
around stationary solutions are both approximations which arise naturally from the
path integral formulation. The following sections are an overview of Section 2.2 of
Negele and Orland’s book [77].
A.1 Single particle path integral
In order to derive the path integral formulation for many body systems, we first
consider a single quantum particle. The behaviour of a single particle follows the
Schrodinger equation:
i~
dψ(t)
dt
= Hψ(t) (A.1)
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For a time-independent Hamiltonian, a solution to the Schrodinger equation is given
by:
ψ(t) = e
−iHt
~ ψ(0) (A.2)
From this solution, we can interpret e
−iHt
~ as the time evolution operator for the
wavefunction. We can therefore write the amplitude for a particle at position xi at
time ti to be at position xf at time tf , as:
U(xf , tf ;xi, ti) = 〈xf | e
−iH(tf−ti)
~ | xi〉 (A.3)
Defining  =
tf−ti
M , he time interval can be separated into M slices of length . The
evolution of the system can then be split into M slices with the insertion of M-1
identity operators.
U(xf , tf ;xi, ti) =
∫ M−1∏
k=1
dxk〈xf | e
−iH
~ | xM−1〉〈xM−1 | ... | x1〉〈x1 | e
−iH
~ | xi〉
(A.4)
In the limit that M →∞, it can be shown that the matrix element for the evolution
operator is equal to the matrix element for normal ordered evolution operator:
〈xn | e
−iH
~ | xn−1〉 = 〈xn | : e
−iH
~ : | xn−1〉 =
∫
ddpn〈xn | pn〉〈pn | : e
−iH
~ : | xn−1〉
=
∫
ddpn
(2pi~)d
eipn(xn−xn−1)e−i
H
~
(A.5)
Performing the Gaussian integrals for momentum, the amplitude becomes:
U(xf , tf ;xi, ti) = lim
M→∞
∫ M−1∏
k=1
dxk
( m
2pii~
)dM/2
× exp
(
i
~
M∑
k=1
(
m
2
(
xk − xk−1

)2
− V (xk−1)
))
(A.6)
This is the Feynman path integral for the particle. It is denoted by:
U(xf , tf ;xi, ti) =
∫ xf ,tf
xi,ti
D[x(t)]e i~S[x(t)] (A.7)
Where the action, S[x(t)], is expressed as:
S[x(t)] =
∫ tf
ti
(
m
2
(
dx
dt
)2
− V (x(t))
)
(A.8)
We will now proceed to generalise this process for a many-particle system.
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A.2 Coherent state functional integral
Large collections of Bosons in the same quantum state, can be expressed as a coher-
ent state. These states | ψ〉 obey the following relations:
〈ψ′ | ψ〉 = eψ′∗ψ (A.9)
〈ψ′ | Aˆ(a, a†) | ψ〉 = eψ′∗ψA(ψ,ψ′∗) (A.10)
1
N
∫
dψ∗dψe−ψ
∗ψ | ψ〉〈ψ | = 1 (A.11)
The evolution amplitude for the system in terms of coherent states is given by:
U(ψf , tf ;ψi, ti) = 〈ψf | exp
(−iH(tf − ti)
~
)
| ψi〉 (A.12)
Repeating the procedures of the previous section using equations [(A.9)-(A.11)],
rather than single particle relations, this evolution amplitude becomes:
U(ψ∗f , tf ;ψi, ti) =
∫ ψ∗f
ψi
D[ψ(t), ψ∗(t)]eψ∗(tf )ψ(tf )e i~S[ψ(t),ψ∗(t)] (A.13)
In this case the action is given by:
S[ψ(t), ψ∗(t)] =
∫ tf
ti
dt
[
i~ψ∗(t)
δ
δt
ψ(t)−H[ψ(t), ψ∗(t)]
]
(A.14)
We can see that using coherent states, the evolution of many bodied system is
described by a path integral with a similar form to that for a single particle.
A.3 The partition function for a many-particle
system
The partition function for a many-particle system expressed in terms of coherent
states is given by:
Z = Tre−β(Hˆ−µNˆ)
=
∫
dψ∗dψe−ψ
∗ψ〈ψ | e−β(Hˆ−µNˆ) | ψ〉 (A.15)
Comparing this with equation (A.12), we see that we can express this quantity in
terms of a path integral if we have that:
e
−iHˆt
~ = e−βHˆ (A.16)
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This can be accomplished if we introduce an imaginary time τ = it, where τ is
integrated from 0 to β~. This is known as Euclidean time. Having substituted this
analytic continuation into equation (A.15), the partition function becomes:
Z =
∫
ψ(0)=ψ(β~)
D[ψ(τ), ψ∗(τ)]eψ∗(τf )ψ(τf )e i~S[ψ(τ),ψ∗(τ)] (A.17)
And the action functional becomes:
S[ψ,ψ∗] =
∫ β~
0
dτ
[
~ψ∗
∂
∂τ
ψ +H[ψ,ψ∗]
]
(A.18)
Writing the partition function in this form allows us to trivially extract physical
observables from the system, and is a natural starting point for a perturbative
investigation of the properties of the system.
B. Solving relevant spin
model
This thesis is concerned with attempting to calculate the imaginary time correlators
of a spin coupled to a BEC. It is would be instructive and useful to consider a far
simpler model. This will give a set of simple results which our more complete model
should be capable of reproducing.
Consider a model of the form,
Hˆ = −∆
2
σˆz − α
√
n¯σˆx (B.1)
One of the principle objects of interest is the following correlator.
〈σˆz(t)σˆz(0)〉 = 〈eiHˆtσˆze−iHˆtσˆz〉 (B.2)
We will proceed to solve this following two methods. First we solve for this corre-
lation function using the Pauli matrices and the Baker-Hausdorff formula. We will
then proceed to calculate it again using Schwinger bosons and compare the two sets
of answers.
B.1 Pauli matrix calculation
The following equation is a Baker-Hausdorff equation.
eXˆ Yˆ e−Xˆ = Yˆ + [Xˆ, Yˆ ] +
1
2!
[Xˆ, [Xˆ, Yˆ ]] + . . . (B.3)
141
B. Solving relevant spin model 142
Applying this to the part of (B.1) containing the exponentials gives the following
relationship.
σˆz(t) = σˆz
(
∆2
4˜α
2 +
α2n¯
α˜2
cos(2tα˜)
)
− σˆyα
√
n¯
α˜
sin(2tα˜) + σˆx
∆α
√
n¯
2α˜2
(1− cos(2tα˜))
(B.4)
σˆz(t)σˆz(0) =
∆2
∆˜2
+
4α2n¯
∆˜2
cos(t∆˜)− σˆx 2iα
√
n¯
∆˜
sin(t∆˜)− σˆy 2i∆α
√
n¯
∆˜2
(
1− cos(t∆˜)
)
(B.5)
Where,
∆˜ =
√
∆2 + 4α2n¯ (B.6)
B.1.1 Zero temperature
The simplest object of interest is the zero temperature correlation function for this
model. To calculate this, the expectation value is taken over the ground state, which
we will now determine. We can write the ground state as,
|g〉 = cos φ
2
| ↑〉+ sin φ
2
| ↓〉 (B.7)
Then the energy of that state is given by,
E = 〈g|Hˆ|g〉 = −∆
2
cosφ− α√n¯ sinφ (B.8)
In order to minimise this energy we require the following relations.
tanφ =
2α
√
n¯
∆
, sinφ =
2α
√
n¯
∆˜
, cosφ =
∆
∆˜
(B.9)
We then have that,
〈g|σˆz(t)σˆz(0)|g〉 = ∆
2
∆˜2
+
4α2n¯
∆˜2
e−it∆˜ (B.10)
〈g|σˆz(t)|g〉 = 〈g|σˆz(0)|g〉 = ∆
∆˜
(B.11)
〈g|σˆz(t)σˆz(0)|g〉 − 〈g|σˆz(t)|g〉〈g|σˆz(0)|g〉 = 4α
2n¯
∆˜2
e−it∆˜ (B.12)
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So the connected part of the correlation function is oscilliatory, and crucially non-
zero. Note also that the interference term in the correlation function is complex.
Normally we expect expectation values to be real. However σˆz(t)σˆz(0) is not Her-
mitian. Therefore its expectation value does not have to be real.
Note that the energy of the ground state is −∆˜/2.
B.1.2 Finite temperature
In order to calculate the finite temperature correlation function, the excited states
of the system must be known. Due to the spin-12 nature of our system, there is only
one excited state. Since this excited state must be orthogonal to the ground state,
we choose to write it as:
|e〉 = − sin φ
2
| ↑〉+ cos φ
2
| ↓〉 (B.13)
This state has energy +∆˜/2. We then proceed to calculate the same correlation
functions as for the ground state.
〈e|σˆz(t)σˆz(0)|e〉 = ∆
2
∆˜2
+
4α2n¯
∆˜2
e+it∆˜ (B.14)
〈e|σˆz(t)|e〉 = 〈e|σˆz(0)|e〉 = −∆
∆˜
(B.15)
〈e|σˆz(t)σˆz(0)|e〉 − 〈e|σˆz(t)|e〉〈e|σˆz(0)|e〉 = 4α
2n¯
∆˜2
e+it∆˜ (B.16)
Therefore, taking the thermal expectation value for these gives:
〈σˆz(t)σˆz(0)〉 = ∆
2
∆˜2
(n− + n+) +
2αn¯
∆˜2
(n−e−it∆˜ + n+e+it∆˜)
=
∆2
∆˜2
+
4α2n¯
∆˜2
(n−e−it∆˜ + n+e+it∆˜) (B.17)
〈σˆz(t)〉 = 〈σˆz(0)〉 = ∆
∆˜
(
n− − n+) (B.18)
〈σˆz(t)σˆz(0)〉 − 〈σˆz(t)〉〈σˆz(0)〉 = ∆
2
∆˜2
(1− (n− − n+)2) + 4α
2n¯
∆˜2
(n−e−it∆˜ + n+e+it∆˜)
(B.19)
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B.2 Schwinger boson calculation
We will now repeat the previous calculation using Schwinger bosons. Using these,
the Pauli matrices are expressed as
σˆx = c
†d+ d†c (B.20)
σˆy = i(d
†c− c†d) (B.21)
σˆz =
(
c†c− d†d
)
(B.22)
The correlation function of interest then becomes:
〈σˆz(t)σˆz(0)〉 = 〈eiHˆt
(
c†c− d†d
)
e−iHˆt
(
c†c− d†d
)
〉
= 〈
(
c†(t)c(t)− d†(t)d(t)
)(
c†(0)c(0)− d†(0)d(0)
)
〉
= 〈c†(t)c(t)c†(0)c(0)〉+ 〈d†(t)d(t)d†(0)d(0)〉
− 〈c†(t)c(t)d†(0)d(0)〉 − 〈d†(t)d(t)c†(0)c(0)〉
(B.23)
These correlations can now be calculated using Wick’s theorem.
B.2.1 Wick’s theorem
Wick’s theorem is a method of decomposing the expectation value of a time ordered
product of operators into the sum of the possible products Wick contractions.
〈T (Aˆ1Aˆ2 . . . Aˆn)〉 = 〈 : Aˆ1Aˆ2 . . . Aˆn : 〉+
∑
〈 : Aˆ1Aˆ2 . ..Aˆn : 〉 (B.24)
The summation runs over all contractions (single, double, . . . , complete). When
dealing with path integrals, the Wick’s contraction is merely the time ordered two
point expectation value. However for operators, the Wick’s contraction is the dif-
ference between the time ordered and normal ordered expectation values.
Aˆ1Aˆ2 = 〈T (Aˆ1Aˆ2)〉 − 〈 : Aˆ1Aˆ2 : 〉 (B.25)
B.2.2 α = 0
With α = 0, the system occupies the state |nc, nd〉 = |1, 0〉 with probability n−, and
|nc, nd〉 = |0, 1〉 with probability n+. Since the system is restricted to those two
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levels we must have that n− + n+ = 1. Applying Wick’s theorem to (B.23) gives us
the following equation.
〈c†(t)c(t)c†(0)c(0)〉 = 〈c†(t)c†(0)c(t)c(0)〉+ 〈c†(t)c(t)c†(0)c(0)〉+〈c†(t)c(t) c†(0)c(0)〉
+ 〈c†(t)c(t) c†(0)c(0)〉+ 〈c†(t)c(0)c†(0)c(t)〉
+ 〈c†(t)c(0) c†(0)c(t)〉+ 〈c†(t)c(0) c†(0)c(t)〉
(B.26)
From (B.25) we can see that c†(t)c(0) = c†(t)c(t) = c†(0)c(0) = d†(t)d(0) =
d†(t)d(t) = d†(0)d(0) = 0. The contractions containing one c and one d operator are
also 0. Therefore (B.26) is drastically simplified.
〈c†(t)c(t)c†(0)c(0)〉 = 〈c†(t)c†(0)c(t)c(0)〉+ 〈c†(t)c(0) c†(0)c(t)〉
= 0 + n−e−it(λ+α˜)
(
2n− + n+ − n−)eit(λ+α˜)
= n− (B.27)
The correlation function with 4 d operators is similarly evalutated.
〈d†(t)d(t)d†(0)d(0)〉 = 〈d†(t)d†(0)d(t)d(0)〉+ 〈d†(t)d(0) d†(0)d(t)〉
= 0 + n+e−it(λ−α˜)
(
n− + 2n+ − n+)eit(λ−α˜)
= n+ (B.28)
From (B.25) we can see that contractions containing one c and one d operator are
also 0. Therefore the two mixed terms in the correlation function can be evaluated
simply.
〈c†(t)c(t)d†(0)d(0)〉 = 〈c†(t)d†(0)c(t)d(0)〉+ 〈c†(t)c(t)d†(0)d(0)〉
+ 〈c†(t)c(t) d†(0)d(0)〉+ 〈c†(t)c(t) d†(0)d(0)〉
+ 〈c†(t)d(0)d†(0)c(t)〉+ 〈c†(t)d(0) d†(0)c(t)〉
+ 〈c†(t)d(0) d†(0)c(t)〉
(B.29)
Therefore 〈c†(t)c(t)d†(0)d(0)〉 = 0, and similarly 〈d†(t)d(t)c†(0)c(0)〉 = 0. Combin-
ing these results as in (B.23) we recover the expected result.
〈σˆz(t)σˆz(0)〉 = n− + n+ − 0− 0 = 1 (B.30)
B. Solving relevant spin model 146
B.2.3 Finite α
For a system with non-zero α, the ground and excited states are no longer just 10〉
and |01〉, rather they are those defined in (B.7) and (B.13). It is also helpful to
define the following modified operators.
c = c˜ cos
φ
2
− d˜ sin φ
2
(B.31)
d = d˜ cos
φ
2
+ c˜ sin
φ
2
(B.32)
If we modify the Schwinger boson relations of (B.22) to include tilded quantities,
we also have that:
σz = σ˜z cosφ− σ˜x sinφ (B.33)
Written in these terms, our desired correlation function becomes:
〈σz(t)σz(0)〉 = cos2 φ〈σ˜z(t)σ˜z(0)〉+ sin2 φ〈σ˜x(t)σ˜x(0)〉
− sinφ cosφ (〈σ˜x(t)σ˜z(0) + 〈σ˜z(t)σ˜x(0)〉)
(B.34)
The first of these terms is the same as 〈σˆz(t)σˆz(0)〉 for α = 0, that is
〈σ˜z(t)σ˜z(0)〉 = n− + n+ = 1 (B.35)
The cross terms are both zero as when they are decomposed using Wick’s theorem,
one of each pair of correlators contains both a c˜ and d˜ operator. This leaves only
the xx term to be calculated.
〈σ˜x(t)σ˜x(0)〉 = 〈(c˜†(t)d˜(t) + d˜†(t)c˜(t))(c˜†(0)d˜(0) + d˜†(0)c˜(0))〉
= 〈c˜†(t)d˜(t)d˜†(0)c˜(0)〉+ 〈d˜†(t)c˜(t)c˜†(0)d˜(0)〉
(B.36)
Let us consider each of these terms separately.
〈c˜†(t)d˜(t)d˜†(0)c˜(0)〉 = 〈c˜†(t)d˜†(0)d˜(t)c˜(0)〉+ 〈c˜†(t)d˜(t)d˜†(0)c˜(0)〉
+ 〈c˜†(t)d˜(t) d˜†(0)c˜(0)〉+ 〈c˜†(t)d˜(t) d˜†(0)c˜(0)〉
+ 〈c˜†(t)c˜(0)d˜†(0)d˜(t)〉+ 〈c˜†(t)c˜(0) d˜†(0)d˜(t)〉
+ 〈c˜†(t)c˜(0) d˜†(0)d˜(t)〉
= 〈c˜†(t)c˜(0) d˜†(0)d˜(t)〉
= n−e−it(λ+∆˜/2)
(
n− + 2n+ − n+)eit(λ−∆˜/2)
= n−e−it∆˜ (B.37)
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〈d˜†(t)c˜(t)c˜†(0)d˜(0)〉 = 〈d˜†(t)d˜(0) c˜†(0)c˜(t)〉
= n+e−it(λ−∆˜/2)
(
2n− + n+ − n−)eit(λ+∆˜/2)
= n+eit∆˜ (B.38)
Putting these results into (B.34), we recover the result of (B.17).
〈σz(t)σz(0)〉 = ∆
2
∆˜2
(n− + n+) +
4α2n¯
∆˜2
(
n−e−it∆˜ + n+eit∆˜
)
(B.39)
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