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Abstract 
Evolutionary Algorithms (EAs) have been widely used for the optimisation 
of both theoretical and real-world non-linear problems, although such 
optimisation methods have found reasonably limited utilisation in fields outside 
of the academic domain. While the causality of this limited uptake in non-
academic fields falls outside the scope of this thesis, the core focus of this 
research remains strongly influenced by the notions of solution feasibility and 
making optimisation methods more accessible for engineers, both factors 
attributed to low EA adoption rates in the commercial space. This thesis focuses 
on the application of bespoke heuristic methods to the field of water distribution 
system optimisation. Water distribution systems are complex entities that are 
difficult to model and optimise as they consist of many interacting components 
each with a set of considerations to address, hence it is important for the 
engineer to understand and assess the behaviour of the system to enable its 
effective design and optimisation. 
The primary goal of this research is to assess the impact that incorporating 
water systems knowledge into an evolution algorithm has on algorithm 
performance when applied to water distribution network optimisation problems. 
This thesis describes the development of two heuristics influenced by the 
practices of water systems engineers when designing water distribution 
networks with the view to increasing an algorithm’s performance and resultant 
solution feasibility. By utilising heuristics based on engineering design principles 
and integrating them into existing EAs, it is found that both engineering 
feasibility and general algorithmic performance can be notably improved. Firstly 
the heuristics are applied to a standard single-objective EA and then to a multi-
objective genetic algorithm. The algorithms are assessed on a number of water 
distribution network benchmarks from the literature including real-world based, 
large scale systems and compared to the standard variants of the algorithms. 
Following this, a set of extensive experiments are conducted to explore how the 
inclusion of water systems knowledge impacts the sensitivity of an evolutionary 
algorithm to parameter variance. It was found that the performance of both 
engineering inspired algorithms were less sensitive to parameter change than 
the standard genetic algorithm variant meaning that non-experts in the field of 
Abstract  4 
meta-heuristics will potentially be able to get much better performance out of 
the engineering heuristic based algorithms without the need for specialist 
evolutionary algorithm knowledge.   
In addition this research explores the notion that visualisation techniques 
can provide water system engineers with a greater insight into the operation 
and behaviour of an evolutionary algorithm.  The final section of this thesis 
presents a novel three-dimensional representation of pipe based water systems 
and demonstrates a range of innovative methods to convey information to the 
user. The interactive visualisation system presented not only allows the 
engineer to visualise the various parameters of a network but also allows the 
user to observe the behaviour and progress of an iterative optimisation method. 
Examples of the combination of the interactive visualisation system and the EAs 
developed in this work are shown to enable the user to track and visualise the 
actions of the algorithm. The visualisation aggregates changes to the network 
over an EA run and grants significant insight into the operations of an EA as it is 
optimising a network. 
The research presented in this thesis demonstrates the effectiveness of 
integrating water system engineering expertise into evolutionary based 
optimisation methods. Not only is solution quality improved over standard 
methods utilising these new heuristic techniques, but the potential for greater 
interaction between engineer, problem and optimiser has been established.  
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Chapter 1: Introduction 
The human brain is the product of nearly seven million years of evolution 
and is extremely adept at problem solving; be it a seemingly simple problem 
such as packing a suitcase or a more complex problem such as traversing 
London using the public transport system. In the case of navigating London, a 
commuter generally has two objectives; reach their destination and minimize 
the travel time. The first objective is easily achievable; however choosing a 
route that will get you to your destination in the shortest possible time becomes 
increasingly difficult as the distance the commuter has to travel is increased. 
This is due to the fact that as the distance is increased, the number of available 
routes increases considerably. Although humans are relatively good at solving 
these types of problem, as the number of possible solutions grows it becomes 
increasingly hard for the human brain to formulate an optimal solution to the 
problem. However, with the rise of modern computing techniques it has now 
become increasingly easier to produce high quality solutions to complex 
problems due to the ability these systems have to evaluate millions of solutions 
in a relatively short amount of time, thus increasing the chance of finding a more 
efficient solution to the problem at hand. The field of optimization in computer 
science has utilized this computing power and produced techniques for solving 
complex problems using algorithms that thoroughly search the space in which 
the solutions to a problem reside. 
These optimization algorithms utilize rules of thumb, or heuristics, to 
effectively search the problem solution space. Algorithms employing these 
relatively simple heuristics have proven to be very effective in finding solutions 
for problems such as route finding [1] and are actively employed in the route 
planning software in web mapping services and satellite navigation units. 
However, for problems of increased complexity, more general algorithms have 
been developed that combine multiple heuristics, this class of algorithm is 
commonly referred to as meta-heuristics. Evolutionary Algorithms (EAs) [2][3][4] 
are one such class of meta-heuristic algorithm, originally inspired by the 
process of natural selection, this type of meta-heuristic employs heuristics that 
mimic genetic processes to evolve a set of solutions to a problem. 
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Meta-heuristics, such as EAs have been applied to numerous problems 
ranging from tasks such as route finding and timetabling to more complex 
problems such as the design of radio antennas [5] and supersonic aircraft wings 
[6]. The inherent ability offered by meta-heuristics to provide a generalized 
approach to solving a wide array of problems with little to no adaptation has led 
to an explosion of research and utilization outside of computer science in fields 
such as biology, finance [7], art [8], music [9] and engineering. 
Within the field of engineering for example, meta-heuristics have been 
applied to a wide range of design problems such as electronic circuit 
optimization [10], composite material design [11] and water systems 
optimization [12]. The majority of this research and development is being done 
within academic institutions and although EAs and similar techniques are now 
being utilized more in the commercial sector, they are mainly being used as 
design tools and are commonly perceived by the engineer as “black boxes” into 
which a problem is inserted and the solution extracted. It is usually the case 
where an engineer will have to manually tweak the solution produced by the 
algorithm to ensure engineering feasibility; this is due to it being difficult to fully 
define all of the objectives of the problem, as many may in fact be situationally 
sensitive and requires the knowledge of an experienced designer to effectively 
evaluate. This is a common problem when deploying an optimisation technique 
to solve real-world problems, as it is difficult to integrate the expert knowledge 
of an engineer or designer into the optimisation process. This thesis sets out to 
address this issue by developing a platform upon which problem specific 
heuristics commonly utilized by engineers can be integrated into an EA to 
increase the performance and engineering feasibility of the resultant solutions. 
1.1 Research Objectives 
It is evident from the literature that the use of evolutionary algorithms to 
solve real-world water systems engineering problems is a growing area of 
focus. However as a number of researchers have highlighted [13], as problem 
complexity grows so does the need for the inclusion of domain specific 
knowledge to ensure high quality practical solutions. Although some 
researchers in the field of hydroinformatics have started to explore the use of 
water systems knowledge to aid in the optimisation of water distribution network 
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design problems, the focus of knowledge application is mainly concentrated on 
the initial generation of solutions and not the genetic operators such as mutation 
or crossover. The use of knowledge guided mutation operators for example has 
proven to be effective in a number of other domains and therefore presents an 
interesting avenue of exploration in the field of water system optimisation. This 
leads to the first research question posed in this thesis:   
To what extent does the incorporation of expert water systems knowledge 
into an evolutionary algorithm mutation operator impact performance of the 
optimisation of water distribution network problems? 
An important consideration when using any evolutionary algorithm is the 
algorithm’s robustness to parameter value change. EAs will have a set of 
parameters that result in optimal algorithm performance for a specific problem; 
however the optimal parameter settings will vary as the complexity and size of a 
problem is changed. This poses a problem when applying an EA to a real-world 
problem as it is often infeasible to manually tune the parameters of an algorithm 
due to computational complexity and resultant run time. Parameter tuning in 
EAs has long been studied in the wider field of computer science; however 
there has only been a very limited amount of research conducted into the 
selection of EA parameters for water distribution system optimisation. The less 
sensitive an algorithm is to parameter variation, the greater likelihood that a 
quality solution is found. This is an important feature of any algorithm especially 
in a practical setting, as an engineer would not necessarily have the time or 
resources to conduct extensive experimentation to identify the optimal 
configuration of parameter values. This leads to the second research question 
posed by this work: 
How does the inclusion of water systems knowledge impact the sensitivity 
of an evolutionary algorithm to parameter variance?  
As stated earlier, although practising engineers have started to utilise 
techniques such as EAs for the optimisation of real-world problems, their 
understanding of such methods is commonly quite limited, seeing an EA as a 
“black box” that generates solutions to aid in the design process. It is proposed 
that providing engineers with a greater insight into how an EA operates in the 
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design space will result in better understanding and pave the way for greater 
interaction between engineer and algorithm. Much research has been 
conducted into the visualisation of objective and decision spaces [14] however, 
less research has been conducted into the visualisation of the design space; 
this is particularly apparent in the field of hydroinformatics. This leads to the 
third research question posed in this thesis:  
Can state of the art visualisation techniques provide engineers with a 
greater insight into the operation and behaviour of an EA when applied to the 
problem of water distribution network design?  
1.2 Thesis structure and novelties 
This thesis is divided into eight chapters, including this introductory 
chapter. The core component of this thesis describes the development of a 
number of heuristics influenced by the practices of water systems engineers 
when designing water distribution networks with the view to increasing an 
algorithm’s performance and resultant solution feasibility. In addition, a novel 
three-dimensional visualisation technique is applied to pipe based water 
systems with the view to allowing an engineer to visualise the various 
parameters of a network and also allowing the user to observe the behaviour 
and progress of an iterative optimisation method.  
Prior to this a comprehensive review of the relevant literature relating to 
the work in this thesis is presented in Chapter 2. This includes a background 
study into the fields of optimisation, heuristics, meta-heuristics, constraint 
handling, water distribution network design, knowledge guided search and 
interactive visualisation. The results of the review have been used to identify 
gaps in the knowledge base leading to the formulation of the research questions 
presented in the previous section.   
Chapter 3 presents the Water Distribution Network (WDN) design problem 
in detail and explores the methodologies applied to the problem from the 
literature. This information is utilised to develop both a single-objective Steady 
State Genetic Algorithm (SSGA) and Multi-objective Non-dominated Sorting 
Genetic Algorithm (NSGA-II) for application to the WDN design problem. Both of 
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these algorithms are intended to be a platform to which the knowledge based 
mutation operators can be applied. Both SSGA and NSGA-II also provide a 
baseline for comparison for the new engineering inspired algorithms developed 
later in this work. Following the formulation of the two standard Genetic 
Algorithms, a set of least-cost WDN design benchmark problems from the 
literature are presented which will form the testbed on which all algorithms will 
be assessed. The problems were selected for their varying size and complexity 
to enable thorough analysis of the engineering inspired algorithms. The final 
section of this chapter documents the development of two novel engineering 
inspired heuristic methods which are applied to both SSGA and NSGA-II in later 
chapters. These engineering inspired heuristics are formulated using 
observations from water systems engineers and techniques from the water 
systems literature. 
Chapter 4 firstly details the results of a set of extensive parameter tuning 
experiments designed to analyse the performance and sensitivity of the SSGA. 
These experiments pave the way to addressing the second research question 
by providing insight into the sensitivity a Genetic Algorithm (GA) has to 
parameter variance when applied to WDN optimisation problems. The 
experiment set contributes to the body of knowledge as a study of this type has 
not been presented in the hydroinformatics literature. The next section in the 
chapter presents the development of two novel engineering inspired GAs based 
on the water systems heuristics presented in chapter 3. The first of which is the 
Adaptive Locally Constrained Genetic Algorithm (ALCO-GA), an adaptive 
variant of the Locally Constrained GA (LCO-GA) which uses hydraulic pressure 
information to promote hydraulically feasible solutions. The second algorithm 
presented in chapter 4 is the Pipe Smoothing Genetic Algorithm (PSGA) which 
uses the idea that in gravity fed WDNs pipe diameters smoothly transition from 
the source to the extremities. Both algorithms are tested on a benchmark WDN 
problem from the literature to assess performance compared with the SSGA 
and tune the level of heuristic application. The two engineering knowledge 
based GAs presented in this fourth chapter suggests that the incorporation of 
water system knowledge has the potential to improve algorithm performance, 
both in terms of cost and engineering feasibility, paving the way to addressing 
both the first and second research questions posed in section 1.1.  
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Chapter 5 presents an extensive set of experiments designed to explore 
the effect the single-objective engineering inspired heuristic GAs have on a 
large range of problems from the literature. The first set of experiments focus on 
the comparison between the engineering knowledge based algorithms (ALCO-
GA & PSGA) developed in chapter 4 and the SSGA. The experiment is 
designed to explore the performance and behaviour of both ALCO-GA and 
PSGA on a range of problems, varying greatly in size and complexity. This set 
of studies provides significant insight into the impact engineering knowledge 
has on the performance of an EA when incorporated through the mutation 
operator and represents a significant proportion of the novel contribution offered 
by this research. The second set of experiments presented in this fifth chapter is 
designed to investigate the sensitivity of the algorithms to variation in parameter 
values using exhaustive search and sensitivity analysis, with the view of 
addressing the second research question posed in section 1.1.   
Chapter 6 investigates the performance of the engineering heuristic based 
approaches when applied to multi-objective water distribution network design 
problems. The chapter includes the formulation of both a dual-objective and tri-
objective WDN design problem including a novel network smoothness objective 
function inspired by the pipe smoothing heuristic presented in chapter 3. 
Extensive experimentation on the new engineering inspired multi-objective 
algorithms (MOALCO-GA & MOPS-GA) is conducted and the results compared 
with NSGA-II. The chapter concludes with a summary of results and discussion 
about how algorithm performance is affected by the incorporation of water 
systems knowledge into multi-objective formulations of water distribution 
network design problems.  
Chapter 7 presents the development of a novel interactive three 
dimensional tool for the visualisation of water distribution networks and 
evolutionary optimisation. The chapter aims to address the third research 
question stated in section 1.1 by presenting a user friendly tool (WDNet3D) 
capable of not only visualising water systems and their operation but also 
enabling the visualisation of evolutionary optimisation in the design space, 
providing the engineer with a greater insight into algorithm operation and thus 
potentially aiding the design process. The first section of the chapter presents 
the development of WDNet3D and explores the benefits of a 3D representation 
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over that of the more traditional 2D plan view approach employed by current 
WDN design software. The second part of the chapter introduces a novel 
approach to the visualisation of water distribution network optimisation, 
visualising the actions of an algorithm by aggregating changes made to the 
network over a course of a GA run. The chapter ends with a summary section 
and a discussion regarding possible application of the techniques presented to 
other problem domains.  
The thesis summary is presented in chapter 8. The conclusions reached from 
the application of water systems knowledge to the mutation operator of both 
single-objective and multi-objective genetic algorithms are also presented. The 
chapter concludes with a summary of future research recommendations.  
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Chapter 2: Background 
This chapter presents a review of the applicable literature relating to the 
field of water distribution network design and a number of optimization 
techniques ranging from more traditional heuristic methods to advanced 
constraint handling and knowledge guided search practices. In addition to these 
areas of study, literature from the field of interactive evolution is investigated. It 
is the aim of this review to identify potential gaps in the body of knowledge to 
enable the formulation of the research questions posed by this work. The 
following list presents the structure of this literature review: 
 A synopsis of what would be considered traditional optimization 
methods, including heuristic optimization, especially meta-heuristics 
with an emphasis on genetic algorithms. 
 A summary of multi-objective optimization, including multi-objective 
evolutionary algorithms. 
 An exploration of the field of least cost water distribution network 
design, from origins to current practices. 
 A review of optimization techniques that have been applied to the 
least cost water distribution network design problem. 
 A description of various constraint handling techniques employed 
by evolutionary algorithms. 
 An exploration of knowledge guided search techniques 
concentrating on current knowledge incorporation in the field of 
hydroinformatics. 
 A review of interactive evolution methods being used in the field of 
optimization. 
2.1 Optimization 
The field of optimization covers a wide range of scientific research and 
encompasses a large number of approaches and methods, all of which have 
one goal; to find the best performing solution for any given problem. However in 
cases where the problem complexity is very high it is normally unlikely that an 
optimization method will locate the true optimum solution but will still aspire to 
find the best solution with available computational resource. In computer 
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science, the field of optimization often refers to a class of algorithms designed 
to generate solutions to the given problem. An optimization problem in this field 
is often defined as a mathematical function which represents the quantifiable 
components of the problem to enable the evaluation of a resultant solution. In 
the field of evolutionary computation, solutions are often referred to as 
individuals due to being derived from the biological mechanisms of evolution. In 
the literature these individuals are frequently defined by two vectors which 
correspond to the parameters of the solution and the overall solution quality, 
also known as the objective value. The parameter vector is an encoded 
representation of the solution which is then applied to the problem and 
evaluated. The basic form of which an optimization problem can be formulated 
is presented below: 
𝑔𝑖𝑣𝑒𝑛 𝑓: 𝑋 → ℝ  
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓(𝒙) 𝑤ℎ𝑒𝑟𝑒 𝒙 ∈ 𝑋 (1) 
In this representation, the result of f(x) is the objective value which is to be 
minimized; where smaller values are considered better than larger values. The 
function f(x) evaluates solution, x, based on the values contained within vector 
x. The arrangement of vector x and the function f(x) will vary for each specific 
problem. The elements in x are commonly represented utilising the following 
structures: Boolean, integer, real-valued categorical and permutation 
encodings. The encoding selected for use is dependent on the specific 
optimisation problem as each encoding method has characteristics that lend 
themselves to specific problems. A problem may utilise multiple encoding 
methods, however it is more common to only utilise one.  
2.2 Heuristic Optimization 
Many methods for solving mathematical optimization problems have been 
presented over the years, one of the first such methods was Linear 
Programming (LP), introduced by Kantorovich in 1940 [15]. Linear Programming 
and similar methods have proven popular for solving numerous optimization 
problems due to their efficiency and guaranteed convergence. However these 
techniques are somewhat limited as they can only be used to solve convex, 
continuous, differentiable functions. When presented with more complex 
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problems of a multimodal nature, alternate methods must be considered. 
Problems of convex nature only have one optimal objective value which LP and 
similar methods are able to find in polynomial time [16]. However, in the case of 
a non-convex problem, methods such as LP get trapped in local minima, which 
are optimum from the perspective of the algorithm, although the achieved 
solution is actually worse than the true global optimum. In 1951 Robbins & 
Monro [17] addressed the issue of non-convex optimization problems by 
proposing one of the first heuristic algorithms. The proposed technique utilized 
stochastic sampling to explore the optimization search space which went some 
way to surmount the problems with LP methods on non-convex and/or non-
differentiable functions and was capable of avoiding the trap of local minima. 
Additionally, stochastic heuristic techniques can in theory find all global optima 
in problems where multiple optimal solutions exist in the search space.   
Stochastic Approximation [17] and later Random Search [18] broke ground 
in the field of meta-heuristic search techniques which started to gain traction in 
the latter half of the 20th century. Meta-heuristics are a type of heuristic method 
that uses an iterative method to generate solutions for a problem which are then 
evaluated and used to guide later sampling; achieved through an amalgamation 
of heuristic methods. By comparison, the term heuristic method can commonly 
refer to a class of algorithm that produces solutions to a problem. Burke, et al. 
[19] notes that heuristics can refer to algorithms which are limited to only 
producing a single solution and can be deterministic in operation, resulting in 
the heuristic always producing an identical solution to each problem. Meta-
heuristics, by contrast are iterative techniques which keep a set of candidate 
solutions which are constantly updated and compared with newly created 
solutions until the stopping criteria of the algorithm is achieved. Unlike LP and 
similar methods, heuristic and hence meta-heuristic techniques are not certain 
to converge and therefore are not guaranteed to locate the true global optima. 
Instead, it is anticipated that these algorithms produce a set of highly optimal 
solutions within a feasible timeframe.   
2.2.1 Meta-heuristics 
Pearl [20] presents a simple model that can be utilized to describe any 
stochastic, iterative heuristic (meta-heuristic) by outlining three principal 
Background  34 
features of a meta-heuristic: the encoding, the operators or rules of production 
and the control strategy. These elements are more commonly known in recent 
literature as solutions, heuristic operators and selection strategies. The 
formulation of most modern meta-heuristics tends to include these elements 
and generally conform to this model. 
Introduced by Glover, the term meta-heuristic was used to describe 
higher-level heuristic techniques; however the paper did not present a definitive 
definition and the term meta-heuristic remained a fluid concept. In 1996 Osman 
& Laporte [21] described a meta-heuristic as an iterative generation process 
that guides subordinate heuristics through learning mechanisms and intelligent 
strategies. In Voß, et al [22] added to this definition through the inclusion of high 
level procedures within the subordinate heuristics. At the same time, Stützle 
[23] described a meta-heuristic as a biased random search, enabling the 
exploration of the search space through diverging moves. Following these, and 
other papers, Blum & Roli [24] produced a summary of the key features of a 
meta-heuristic: usually non-deterministic; avoid local minima; efficient 
exploration; domain specific awareness to form heuristics; not problem specific; 
and search guidance through the use of memetic features.  
Further to the summary of meta-heuristic definitions presented by Blum & 
Roli, [24] their paper also proposes a classification of meta-heuristic techniques 
which is founded upon 5 orthogonal attributes which can be used independently 
or amalgamated to define a meta-heuristic. The first feature is determined 
between nature inspired and non-nature inspired techniques, however the 
authors suggest this distinction is often hard to qualify. The next feature is a 
decision between trajectory search approaches and population based 
techniques. The third distinction is made between static and dynamic based 
objective function implementations. In the case of a dynamic objective function, 
the algorithm alters the objective function as the search progresses. The fourth 
classification is based on whether the algorithm uses a single representation of 
the search space or multiple representations. The final feature is whether the 
technique utilises memory or not. For example, an algorithm that stores 
information past the previous iteration such as past populations can be said to 
use memory.  
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 Although there is a somewhat large variance in terms of the different 
classifications presented in the literature to what defines a meta-heuristic, the 
majority of definitions agree on the heuristic foundation from which meta-
heuristic algorithms are derived. The literature has presented a large number of 
meta-heuristic approaches over the past 4 decades, most of which offer a great 
deal of diversity. Some of the most notable algorithms are: Genetic Algorithms 
[2], Simulated Annealing [25], Tabu Search [26][27] and Ant Colony 
Optimisation[28]; all are capable of tackling combinatorial problems. Meta-
heuristics have also been developed to solve continuous problems, these 
include: Evolutionary Strategies [3][29], Particle Swarm Optimisation [30] and 
Differential Evolution [4].  
2.2.2 Genetic Algorithms 
In the 1950s and 1960s scientists had postulated that fundamental 
evolutionary processes could be applied as a tool for the optimisation of 
engineering problems. This research grew independently into three main 
streams of research: Evolutionary programming (EP) [31]; evolution strategies 
(ESs) [32][33][34][35]; and genetic algorithms (GAs) [2]. 
Genetic algorithms were invented and developed by John Holland, his 
colleagues and his students at the University of Michigan in the 1960s and 
1970s [36][37]. In his book entitled Adaptation in Natural and Artificial Systems, 
Holland [2] reasons that the ability of organisms to adapt to highly uncertain 
environments stems from evolution by natural selection, he concluded that 
biology could be used as a metaphor for artificial systems. Using the field of 
genetics as inspiration Holland began to translate the fundamental genetic 
structures and operators into code; he then applied these principals to the 
development of software. 
Genetic algorithms are a form of search algorithm which follows a set of 
reproductive plans and consists of a number of generalised genetic operators. 
To implement a genetic algorithm, it is first necessary to code the decision 
variables describing a trial solution as a string of bits or “chromosome” 
consisting of “genes.” A collection of chromosomes are generated, resulting in a 
“population” of individual solutions which the genetic algorithm assesses; 
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assigning an assessment value or “fitness” to each solution present in the 
population. In a basic genetic algorithm, a pair of individuals from the population 
are selected to be parents according to their fitness. Two genetic operators are 
then applied to the selected parents: crossover and mutation. Crossover is the 
partial exchange of corresponding segments of bits between the two parent 
chromosomes that results in the production of two offspring chromosomes. 
Mutation is an operator that randomly flips some of the bits within a 
chromosome to ensure that potential solutions are not lost.  
Although the term “genetic algorithm” has been used by the evolutionary-
computation community for over 30 years, the exact definition of the genetic 
algorithm fails to be agreed [37]. However, there are some common elements 
present in the majority of methods which call themselves genetic algorithms: 
population of chromosomes, selection according to fitness, crossover to create 
offspring, and mutation of offspring. Variations of the classical genetic algorithm 
set out by Holland have been used in a wide variety of scientific and 
engineering problems. A large number of these fall into the area of optimisation, 
including numerical optimisation and combinatorial optimisation problems. 
These can range from complex engineering design problems such as aero-
dynamical optimisation of transonic wing design [38] to relatively simple 
scheduling problems such as high school timetabling [39]. In the mid 1990s 
genetic algorithms were starting to be applied to the design of water distribution 
networks, a problem which had previously only been approached with classical 
optimisation techniques. 
2.2.2.1 Selection Methods 
Evolutionary algorithm operators reside within two broad classes; selection 
schemes and variational schemes [40]. The combination and implementation of 
these operators is an important consideration when applying an evolutionary 
algorithm to a problem. The most commonly known genetic algorithm selection 
operators in current use are tournament selection, truncation selection, roulette 
wheel selection, and Boltzmann selection. The majority of modern evolutionary 
algorithm codes employ forms of tournament and/or truncation selection. These 
selection schemes are scaling invariant and when used in combination they 
have proven to be implicitly elitist ensuring the fittest population members 
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survive into the next generation. Reed et al. [41] summarises the theoretical 
relationships developed for population sizing and timescale analysis which 
model the effects of the primary operators of a simple genetic algorithm. This 
research and others [42][43] shows that elitism and scaling invariance are 
important properties that can enable convergence to near-optimal or optimal 
solutions. The roulette wheel selection method and other stochastic 
proportionate schemes have been applied in many early water resources 
applications; however research has since illuminated significant limitations with 
these methods [40]. Unlike tournament selection, roulette wheel selection can 
be severely affected by fitness scaling. Applications employing constraint 
violation penalties often result in the occurrence of a single super-solution which 
dominates selection probability, frequently resulting in premature convergence 
[44]. Also solutions with similar fitness values produce selection probabilities 
nearly identical to one another resulting in search drift or stall [40]. For these 
reasons roulette wheel selection is avoided in more modern applications of 
evolutionary algorithm. Boltzmann selection has been used in a wide range of 
water resources applications [45][46][47] with its basic sampling scheme 
originating from simulated annealing [25]. 
2.2.2.2 Evolutionary Operators: Mating and Mutation 
In modern evolutionary algorithms, mating and mutation approaches are 
heavily influenced by how decision variables are encoded: Binary vectors, 
integer vectors, real-coded vectors or mixed integer/real vectors. Early work in 
the field of genetic algorithms focused largely on a binary framework which 
influenced the type of mating and mutation operators that were employed. 
Theoretical work [48][49] in binary genetic algorithm applications has shown 
that uniform crossover is often preferred as it adds more search pressure to 
explore new regions of the application’s decision space. Uniform crossover 
combines the strings of two binary parent chromosomes by randomly choosing 
a locus and exchanging the sub sequences before and after the locus resulting 
in two offspring [37]. With respect to real-coded representations, there are two 
common types of mating operator in use: (1) Crossover and (2) intermediate 
recombination. Intermediate recombination originated from evolutionary strategy 
[50] literature and as a result is more commonly employed for real or mixed 
integer formulations. Through the use of statistical averaging and decision 
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variable perturbation schemes, intermediate recombination combines multiple 
real-valued parent vectors to produce a new set of individuals [40]. The current 
state-of-the-art in real-valued intermediate recombination strategies include; 
simulated-binary crossover [51], parentcentric crossover [52] and self-adaptive 
weighted recombination [53]. The use of these operators in the field of water 
resources has shown they can potentially do better than binary-coded crossover 
and can increase search efficiency for binary decisions [42][43][54]. Mutation is 
an operation that is performed on a singular individual solution to produce a 
new candidate solution. Binary genetic algorithm applications primarily utilise 
jump mutation, where the operator randomly flips some of the bits in the 
chromosome. In the case of real-value coded evolution strategy algorithms, the 
Gaussian mutation method is the most commonly employed [55], in which it 
generates new candidate solutions by adding normally distributed perturbations 
to the decision variables [40]. 
2.2.2.3 Parameters and Solution Evaluation 
An important challenge that the user faces, is specifying the parameters 
that control the search of an evolutionary algorithm. These parameters include 
population size, run length and the probability of mating and mutation. Aly and 
Peralta [56][57] show that given the constraints of a computationally intensive 
application, selecting sturdy search operator parameters is a challenging and 
critical task. Reed et al. [41] proposed a methodology comprised of three steps 
for parameterising binary-coded genetic algorithms, as long as tournament 
selection, uniform crossover and jump-mutation were utilised. The work 
highlighted some important considerations when parameterising evolutionary 
algorithms: Random seed variability should be minimised to ensure similar 
results are achieved despite the initial randomly generated population; 
increasing the size of the population frequently can progress the reliability of a 
single random seed search; the duration of a run should be influenced by the 
amount of decision variables present in the model; and the computational time 
taken to process design evaluations should steer run duration and population 
size. Some useful modifications to the Reed et al. [41] parameter methodology 
has been shown in more recent research [58][43][54][59]. A number of these 
studies have shown that preconditioning the search by injecting good solutions 
into the population can produce reliable and efficient search results.  
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2.3 Multi-objective Optimization 
Single-objective meta-heuristic techniques have been used to solve a wide 
range of real-world problems most notably in the fields of operations research 
and engineering. Many of these problems utilised a single scalar objective value 
to produce a measure of quality for a given solution. However, most real-world 
problems have multiple criteria that need to be assessed and therefore require 
multi-criteria decision analysis methods such as goal programming [60] to 
combine quality measures into a single objective formulation. Whilst methods 
facilitating the combination of objective values or the enforcement of constraints 
allow the location of quality solutions, techniques such as these prevent an 
algorithm identifying solutions with differing characteristics: When the 
performance of a solution is represented by a single objective it is impossible for 
the optimisation algorithm to differentiate between solutions with the same 
objective value. Take for example, the design of an aircraft wing with two 
criteria, maximise lift whilst minimising drag, when combined into a single 
objective formulation it is possible for two very different solutions to have the 
same objective value; high lift with high drag and low lift with low drag. In cases 
such as this, there is normally a trade-off between criteria and this has led 
researchers to develop multi-objective optimisation methods.  
Multi-objective problems consist of multiple objective functions which are 
assessed in parallel, where the measure of a solution’s quality is represented by 
a vector of objective values unlike the scalar value representation of single-
objective problems. Utilising a vector of objective values enables a problem to 
assess multiple objectives separately, enabling the exploration of trade-offs 
between objectives. A multi-objective optimisation problem can be generally 
formulated as follows: 
𝑔𝑖𝑣𝑒𝑛 [ 𝑓1: 𝑋 → ℝ, 𝑓2: 𝑋 → ℝ, 𝑓3: 𝑋 → ℝ, … , 𝑓𝑛: 𝑋 → ℝ ]   
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓1(𝒙)𝑤ℎ𝑒𝑟𝑒 𝒙 ∈ 𝑋   
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓2(𝒙)𝑤ℎ𝑒𝑟𝑒 𝒙 ∈ 𝑋          (2) 
⋮   
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓𝑛(𝒙)𝑤ℎ𝑒𝑟𝑒 𝒙 ∈ 𝑋    
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This formulation enables an optimisation method to explore the trade-offs 
between the different objectives ultimately producing a set of solutions with 
similar performance but differing objective values: A single solution can then be 
chosen from the set of solutions based on the user’s discretion.  
2.3.1 Multi-objective Evolutionary Algorithms 
In 1989 Goldberg [36] suggested a non-dominating sorting method for 
Pareto optimal solutions. This technique first identifies all of the Pareto optimal 
solutions in a population and assigning them with a rank of one and then 
removing them. The remainder of the population are assessed, identifying the 
non-dominated solutions, assigning them a rank of two and removing them from 
consideration. This process is repeated until all solutions in the population have 
been assigned a rank. A variant on this ranking technique, multi-objective 
ranking, was developed by Fonseca & Fleming [61] and implemented in their 
Multi-Objective Genetic Algorithm (MOGA). This technique assigned a rank to 
each individual according to the number of individuals that dominate it. In this 
approach an individual’s rank is simply the number of individuals that dominate 
it plus 1, for example, if an individual is dominated by 4 solutions then its rank 
will be 5. This approach generates a larger range of ranks than Goldberg’s 
original method and also discourages clusters of high density solutions. These 
non-dominated sorting methods had proven to be quite effective and soon a 
number of more advanced EAs were developed offering improvements to the 
technique. One of the most notable of these algorithms was the Non-dominated 
Sorting Genetic Algorithm (NSGA) [62] followed by the improved and optimised 
Fast Elitist Non-dominated Sorting Genetic Algorithm (NSGA-II) [63]. In addition 
to these GAs a number of Evolutionary Strategies (ES) employed non-
dominated selection techniques; some of the most notable examples include 
the Strength Pareto Evolutionary Algorithm (SPEA) [64] and Strength Pareto 
Evolutionary Algorithm 2 (SPEA2) [65], Pareto Archived Evolutionary Strategy 
(PAES) [66] and the Pareto Envelope Selection Algorithm (PESA) [67]. Both 
type of EA (GA and ES) have been applied in a wide range as cases and have 
proven to be valuable when solving multi-objective optimisation problems [68].  
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2.4 The Design and Optimization of Water Distribution 
Networks 
Water is mainly transported through pipelines and distributed through 
complex underground pipe networks. Water distribution networks of this kind 
are a relatively recent addition to modern civilisation and have only become 
common in the last couple of centuries [69]. Because of the integral part water 
distribution networks play in modem civilisation, a significant amount of 
research has gone into the economical design of new water distribution 
networks, and the strengthening and expansion of existing ones. 
There are a great number of optimisation techniques at the disposal of 
engineers when designing and optimising water distribution networks. Eusuff 
and Lansey [70] state that 'virtually every optimization method has been applied 
to the water distribution network optimization problem' although industry still 
relies heavily on the experience of engineers and their traditional trial and error 
approach.  
Although to date there has been a substantial amount of research into the 
use of genetic algorithms for the optimisation of water distribution networks, the 
genetic algorithm has for the most part failed to be adopted by practising water 
system engineers. To understand why this is, it is first necessary to understand 
the traditional approach still utilised by the water system engineers of today. 
The traditional design approach consists of two stages: (1) Define the 
configuration of all elements present in the network; and (2) analyse the 
hydraulic competence of the solution, making modifications where necessary. 
This trial and error approach through repetitive analysis usually results in an 
adequate solution, however this method can be incredibly time consuming and 
becomes highly dependent on the ability and experience of the design engineer. 
Also this methodical design approach does not address the economic aspects 
of the network in the core design process. 
Goulter [71] discuses some possible reasons for the lack of optimisation 
approaches in use by practitioners, he states “although the subject has been 
studied by researchers, there is little or no acceptance of optimization into 
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engineering practice”. In his paper, Goulter suggests four key reasons for the 
lack of practical implementation of optimisation techniques. 
Optimisation models do not derive solutions to practical problems. This 
statement holds true to an extent as the majority of works have only assessed 
the performance of optimisation techniques using small or medium sized 
benchmark networks and very few have tested these methods on large-scale 
real networks [72]. However more recently there have been a number of studies 
undertaken that have tackled large-scale real water distribution networks. Reca 
et al. [72] applies several meta-heuristic techniques to a large irrigation water 
distribution network which was proposed in a previous work [73] with the view to 
assessing their performance in a practical application. The study assesses 
several different search methods including, genetic algorithms, simulated 
annealing and tabu search. The research concludes that these techniques, 
although performing well for medium sized networks, require a high amount of 
solution evaluations and subsequently greater computation time to accurately 
achieve a viable solution. Also, it has yet to be seen whether a single 
optimisation model would provide an optimal solution for all types of design 
problems stated by Walski [74].  
Solutions obtained by optimisation techniques offer no improvements over 
established methods and professional judgement. This statement does not hold 
true. Although an experienced design engineer may obtain by traditional 
methods, a design comparable in cost to that obtained through optimisation 
techniques [69], it has been observed in practice [75], having met the network’s 
desired level of performance, design through optimisation methods can result in 
considerable network cost savings, sometimes as high as 20 to 30%. 
Optimisation techniques are too difficult to use in practice. This is, for the 
most part true. Optimisation approaches for the design of water distribution 
networks mainly reside in the academic domain, confined to the research paper 
[69]. The scope of the algorithms that are developed only stretches as far as the 
immediate goals of the research. Also computer programs applicable to water 
distribution network design which employ optimisation techniques are not 
readily available for general use within the commercial sector. 
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Practitioners are not comfortable with the overall optimisation approach. 
This remains mainly true. Many of the established engineers in the field of water 
distribution network design have not had the opportunity to study formal 
optimisation techniques [71]. Also, unless systems analysis and operations 
research become a greater part of undergraduate and postgraduate studies, the 
graduate engineer will feel reluctant to utilise optimisation approaches when 
designing water distribution networks.  
The last two points highlight a substantial gap between the academic and 
commercial sectors which will need to be addressed before the benefits of 
optimisation techniques, including genetic algorithms can be obtained in the 
commercial sector. It has been observed that the effort required to use current 
optimisation models is a large factor that can prevent the practitioner from using 
the models on a frequent basis thus failing to learn the limitations of the 
approach. Goulter [71] states that “Improvements in the user interfaces will 
accomplish a great deal toward overcoming this problem.” 
Having said this, some organisations have started developing applications 
to solve complex optimisation problems with more emphasis being placed on 
the user interface. An example of one of these packages is GANetXL developed 
at the University of Exeter which uses multi-objective evolutionary algorithms to 
solve complex optimisation problems. The program contains a user friendly 
wizard which guides the user through the entire configuration process.  
2.4.1 Application of Genetic Algorithms to Water Distribution Networks 
It is only in the last two decades that research into the application of 
genetic algorithms to the design of water distribution networks has been 
undertaken. Some of the first work in this field was done by A. R. Simpson, G. 
C. Dandy and L. J. Murphy. In their paper [76], entitled Genetic Algorithms 
Compared to Other Techniques for Pipe Optimization, a relatively basic genetic 
algorithm is applied to a simple pipe network previously used by Gessler [77] to 
assess methods of enumeration when optimising pipe networks. The aim of the 
paper [76] was to compare a genetic algorithm approach with complete 
enumeration and non-linear programming techniques. The Gessler [77] pipe 
network was chosen as it displayed some “interesting features”; these included 
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the option to replace specific pipes with new pipes from a range of discrete 
diameters. Also, specific restrictions applied to certain pipes that could only be 
cleaned, duplicated or left alone. In addition to these restrictions, the viability of 
the network would be assessed using three different demand patterns. 
In the Gessler [77] network problem, eight decision variables are present 
in the form of either new pipes or existing pipes that can be duplicated, cleaned 
of left in their initial state. This information was coded by Simpson’s [76] genetic 
algorithm in a 24-bit binary string (chromosome) where each decision variable 
corresponded to a 3-bit binary sub-string representing eight possible 
alternatives as either new pipes, duplicated pipes or the cleaning of existing 
pipes. The initial population of solutions was generated using a commonly used 
pseudorandom number generator algorithm called a linear congruential 
generator.  
The fitness function for a solution was defined as the inverse of the total 
network cost, which consisted of the network cost and any penalty cost 
incurred. The network cost was calculated by decoding each substring into the 
corresponding pipe size therefore enabling the computation of material and 
construction costs for each decision variable. A penalty cost is incurred if a 
network solution does not meet the minimum pressure constraints; in the event 
of this the maximum pressure deficit in the network is multiplied by a penalty 
factor which in this case is a predefined figure of $70,000.   
Due to the relatively small amount of decision variables and decision 
variable choices present in the Gessler problem, it was feasible to use complete 
enumeration to evaluate every possible set of pipe configurations for the 
network problem. Complete enumeration of this problem took a total of 81 
central processing unit (CPU) hours on a SUN 4/280 (16.67 MHz CPU). 
However, as a problem’s number of decision variables is increased the number 
of solutions present in that problem increases exponentially. Therefore, 
problems consisting of slightly more decision variables than the Gessler 
problem become impractical to solve using complete enumeration. For 
example, Savic & Walters [12] consider a pipe network consisting of 20 pipes 
and a set of 10 possible discrete pipe diameters. The search space for this 
problem is therefore equal to 1020 different design combinations. Even if 
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1,000,000 designs could be evaluated by a central processing unit (CPU) every 
second, it would take over 3,000,000 years to evaluate every possible solution. 
Simpson’s genetic algorithm performed well, identifying one of the two 
global optimum solutions on a number of runs, which was verified by the 
complete enumeration of the solution space. Also the genetic algorithm 
obtained multiple solutions which lay close to the optimal solution. The non-
linear programming technique also identified the global optima. However, this 
technique produces a single continuous solution which has to be rounding up or 
down to the nearest discrete pipe size. This leads to the need for additional 
computer runs to ensure the rounded solution satisfies the pressure constraints. 
For small optimisation problems such as this, the rounding process can be 
completed manually however, for larger systems the rounding process soon 
becomes a secondary optimisation problem [76].  
Because the genetic algorithm approach produces a whole class of 
solutions close to the optimum, it may be preferable that one of these alternate 
solutions be selected instead of the optimal due to unquantifiable factors. This is 
a key advantage genetic algorithms have over the non-linear programming 
technique which only produces a single solution.  
Although only a basic network model was used, this paper illustrated that 
genetic algorithms had the potential to become a powerful asset when 
designing and modifying water distribution networks. 
2.4.1.1 GANET 
In 1997 D. A. Savic and G. A. Walters presented the development of their 
genetic algorithm program called GANET for the least-cost design of water 
distribution networks. In their paper [12], Genetic Algorithms for Least-Cost 
Design of Water Distribution Networks, a comparative study is performed using 
GANET to provide insight into the expected performance of solutions identified 
in previous studies. They make the observation that water distribution networks 
are commonly viewed as a least-cost optimisation problem with pipe diameters 
constituting the only decision variables. Network layout, connectivity and node 
head constraints are fixed and considered known, hence simplifying the 
problem. Other objectives such as reliability, redundancy and water quality are 
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excluded from optimisation design models as they are difficult to quantify, thus 
resulting in the formulation of single, least-cost objective problems. However, it 
has been observed that networks designed on a purely cost effective basis and 
for a single loading condition often result in a branched network [78]. In most 
cases, it is required that loops be preserved due to redundancy considerations. 
This is commonly achieved by the introduction of a minimum pipe diameter 
constraint which ensures that any loops present in a network are retained in the 
final solution [12]. 
Similar to previous genetic algorithms developed for the optimisation of 
water distribution networks, GANET coded its solutions using binary strings 
consisting of decision variables represented by substrings. This method is 
simple and effective however; an issue arises when the number of possible 
substring combinations is greater than the number of available decision variable 
values. If this occurs it results in redundant substring values which would void 
the solution. Savic & Walters [12] solve this problem using fixed remapping; a 
procedure that maps a particular redundant substring value to a specific valid 
pipe diameter. This method handles the problem; however it could introduce 
bias into the system, as this approach would increase the probability that 
specific mapped values are selected. 
Instead of using a simple binary numeral system for the decoding of the bit 
strings, Savic & Walters [12] opted for a reflected binary code, or Gray code 
interpretation. The defining characteristic of Gray code is that adjacent or 
successive integers differ by only a single bit [36]. It is assumed that good 
solutions tend to lie close together in the search space [12], therefore the 
“adjacency property” [36] of Gray code allows neighbouring solutions to be 
acquired more easily through mutation than they would with binary-coded 
strings. 
The solution fitness was calculated using an evaluation function which 
determined the solution cost by summing the cost of all the pipes in the 
network. To evaluate the feasibility of each solution, the network flows and 
pressure heads were simulated using the solver EPANET, an open-source tool 
used for modelling dynamic water distribution. Similar to Simpson’s work [76], 
GANET did not dismiss infeasible solutions but rather allowed them to join the 
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population and help guide the search. However, the point was made that in 
allowing an infeasible solution into the population, that solution could achieve a 
fitness greater than that of a feasible solution. This was prevented by adding a 
graded penalty function when evaluating the fitness of a solution. Also a penalty 
multiplier was incorporated into the evaluation function which allowed a gradual 
increase in the penalty term. This was achieved by setting the penalty multiplier 
to a value which normalised the nominal penalty values to the same scale as 
the basic cost of the network. 
Rank selection was used for the selection of parents for recombination as 
to avoid problems with scaling and premature convergence which can arise with 
traditional proportional fitness schemes such as roulette wheel selection. After 
experimentation, the uniform crossover [79] operator was selected which 
produces a single offspring from two parents. Random jump mutation was 
employed with a relatively low mutation rate which on average only affected 1 in 
the 32 genes of the chromosome. 
GANET performed well and produced good designs without unnecessary 
restrictions that are required in some other optimisation techniques and 
highlighted that genetic algorithms are particularly suited to the problem of 
least-cost design of water distribution networks.   
2.4.2 Evolutionary Algorithms and Water Resources 
As stated previously, Genetic algorithms and Evolutionary Strategies were 
developed as individual algorithm classes. However, in 1991 a joint conference 
between the two communities sought to collaborate under the term “Genetic 
and Evolutionary Computation.” Early work in the fields of Genetic Algorithms 
and Evolution Strategies were fashioned by their corresponding representation; 
genetic algorithm solutions were coded as binary strings where real-valued 
continuous variables were employed for the representation of Evolutionary 
Strategy solutions [40]. Early work in the field of water system optimisation 
[76][80][12] focused mainly on the use of the binary framework laid-out by 
Goldberg [36]. However, later works started to code variable decisions as 
strings of integers corresponding to design decisions. Halhal et al. [81] 
employed this integer coding approach as it suited their problem formulation 
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and proved to be more flexible than standard binary coding. Another example of 
real-valued gene coding is seen in the research conducted by Yoon & 
Shoemaker [42] in ground-water bioremediation. The research found that the 
real-integer genetic algorithm with directive recombination and screened 
replacement operators was computationally superior to binary coded genetic 
algorithms; finding much better solutions to groundwater bioremediation 
problems in significantly less computation time. 
2.4.2.1 Multi-Objective Evolutionary Algorithms and Water Resources 
Most real-life problems can be classed as being multi objective, where a 
solution is always a trade-off between the applications conflicting objectives. Xu 
et al. [82] states that “In practise, the optimal design of a water distribution 
network is a complex multiple objective process involving trade-offs between 
the cost of the network and its reliability”. Having completed the multi objective 
optimisation process, the resulting set of solutions that are superior to all other 
solutions in at least one objective are deemed to be Pareto-optimal solutions 
[83]. When plotted according to their objective values, these solutions make up 
what is known as the Pareto-optimal front from which the user is able to select a 
suitable solution. Some of the first work in multi objective evolutionary 
algorithms was performed in the field of water resources [84]. Subsequent 
research [81][85][86] in this area has proven to return excellent results. More 
recently, a larger number of researchers have focused their attention on multi 
objective evolutionary algorithms in many objective applications where three or 
more objectives are simultaneously optimised [87][85][88]. One of the core 
strengths of multi objective evolutionary algorithms is their capacity to quickly 
approximate the genuine Pareto surface even if it is not exactly quantified, 
which can prove to be adequate in the presence of computational constraints 
[40]. It is worth noting that multi objective evolutionary algorithms have been 
found to display quadratic computational complexity when applied to water 
resources problems [88]. This implies that any increase in the number of 
decision variables present in an application will result in a drastic increase in the 
function evaluations required to solve the problem. This problem was addressed 
by Kollat & Reed [88] by archiving solutions to decrease the computational 
complexities of the multi objective evolutionary algorithm to achieve a near 
linear state. 
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2.5 Constraint Handling in Evolutionary Algorithms 
In their basic form, EAs are unconstrained optimisation procedures. 
However, many problems have constraints imposed upon them, especially in 
real-world optimisation problems. A common approach to dealing with 
constrained optimisation problems is to incorporate the constraints into the 
fitness function of the EA by adding a penalty function to the fitness function, 
where the value obtained from the penalty function represents the solution’s 
distance from feasibility.  
2.5.1 Penalty Functions 
A frequently used approach is the static penalty [89], where the penalty 
factors remain constant throughout the evolutionary process. Another approach 
is the use of a dynamic penalty where the penalty function is varied over time, 
commonly tightening the constraints as the EA’s population develops. The 
notion of allowing an EA to explore the search space unimpeded before 
increasing the focus of the search, and therefore potentially improving the 
scope of the search, has led some researchers to argue that dynamic penalties 
perform better than a static penalty approach. However, it has been found that 
deriving an effective dynamic penalty function is as difficult to achieve as 
producing good penalty factors for static functions [90]. Penalty annealing [91] is 
an approach inspired by the notion of simulated annealing [25] where the 
penalty for violating constrains is gradually increased over time such that by the 
end of the optimisation infeasible solutions are penalised greatly. Although 
efficient, this process is very sensitive to its parameter values and also requires 
the user to provide a feasible starting point. Other notable approaches for 
handling problem constraints include the death penalty [92], segregated GA [93] 
and co-evolutionary penalties [94].   
2.5.2 Special Representations 
A number of researchers have developed methods to approach 
particularly complex problems using special representation instead of more 
traditional representation schemes. These representations are generally used to 
simplify the search space and promote solution feasibility through specially 
modified operators [95]. Examples of the use of special representation schemes 
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and operators include: GENOCOP [96], random keys [97][98] and constraint 
consistency [99]. A further method is to use an indirect representation where the 
genes do not code for variables in the problem directly, but via a heuristic that 
determines the phenotype given the genotype developed by the algorithm. 
These approaches have been shown to work well in timetabling problems [100] 
but the relationship between the genotype and phenotype is more complex 
leading to a more multimodal fitness landscape. 
2.5.3 Repair Algorithms 
Another approach when handling the constraints of a problem is to employ 
a repair algorithm. The repair algorithm has proven a popular choice for many 
combinatorial optimisation problems [101][102] as it is often relatively easy to 
“repair” an infeasible solution through the iterative modification of individual 
decision variables. When a solution can be transformed from infeasible to 
feasible at a low computational cost, repair algorithms have proven to be 
effective. However, it is not always possible to repair an infeasible solution at an 
acceptable computational cost and in some cases the algorithm can harm the 
evolutionary process by introducing a strong bias in the search [103]. 
2.6 Knowledge Guided Search 
There have been a number of approaches in the literature which use 
knowledge of the problem or search space to aid the search of an EA. One 
such method is Guided Local Search (GLS) [104], a metaheuristic technique 
bearing similarities to tabu search and simulated annealing. GLS has displayed 
good performance on a number of combinatorial optimization problems 
[105][106][107][108] as it helps prevent the search from becoming stuck in a 
local minima. GLS functions by penalising certain solution features that it deems 
would not occur in near optimal solutions through the use of weighted penalties. 
Another approach is Guided Mutation (GM) [109], an offspring generating 
operator for EAs which is considered a combination between an EA’s standard 
mutation operator and the offspring generating method of an Estimation of 
Distribution Algorithm [110]. GM works on the notion that good solutions have a 
similar structure and new offspring should be generated close to the good 
solutions already found during the search.   
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The use of Evolutionary Algorithms (EAs) by researchers in the field of 
hydroinformatics for the design and optimisation of water systems has grown 
over the past two decades and with the emergent maturity of the field has come 
an increased focus on real-world application. These real-world water distribution 
problems present a much greater challenge due to their drastically increased 
size and complexity. It has been shown that discovery of the globally optimal 
Pareto fronts for large multi-objective water distribution network problems is 
particularly challenging [13].  
In the case of the Battle of the Water Networks II [13] a number of 
participant researchers utilised domain knowledge and heuristic information to 
either decrease the size of the search space or locate favourable areas of the 
solution space to initialise the search [13]. These knowledge guided techniques 
are generally aimed at achieving near-optimal solutions with the use of limited 
computational resources, rather than attempting to find the globally optimal 
Pareto front of a complex problem [111][59][112][113][114]. An important 
consideration when applying EAs to real-world problems is the large 
computational overhead incurred when solving complex hydraulic models [115]. 
It becomes apparent that there is a need for approaches that are capable of 
finding near-optimal solutions within the constraints of available computational 
resources and in doing so will aid in the effective application of EAs in the 
practical domain [115]. Tolson et al. [116] have shown that with limited 
computational resources high quality solutions can be achieved if a significant 
amount of engineering judgement is used. Marchi et al. [13] suggests there is 
always going to be a trade-off between the engineering experience and 
computational resources needed to solve complex water distribution network 
problems and that engineering judgement can never be completely avoided. 
This notion expands beyond hydroinformatics to a wider set of problem domains 
where domain knowledge has been shown to be an important factor when 
tackling real-world problems. Some examples of this can be found in the wider 
field of engineering, including aeronautical [117] and mechanical [118] design.  
As previously stated, there is a growing interest in the use of domain 
specific knowledge in the design of water distribution networks. Keedwell and 
Khu [119] developed a hybrid cellular automaton and genetic approach which 
included a hydraulically based heuristic used in the formulation of initial EA 
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populations, a method which was found to be highly effective when tested on a 
set of large scale networks. The hydraulically based heuristic was based on the 
premise that the diameter of a pipe connected to a demand node in pressure 
deficit can be expanded to increase pressure and the diameter of a pipe 
connected to a node in pressure excess can be decreased to improve network 
cost. Zheng et al. [120] used knowledge of pipe network topology and a 
nonlinear programming technique to identify promising areas of the solution 
space, subsequently seeding the initial population of a differential evolution 
(DE) algorithm. Another initialisation method was proposed by Kang and 
Lansey [121] which used pipe flow velocity thresholds to form a set of initial 
solutions, Bi et al. [122] then adapted this idea and added a heuristic based on 
the notion that pipe diameters generally reduce with the distance from the 
source [123]. 
2.7 Interactive Evolution 
Interactive Evolution (IE) aims to incorporate human knowledge through 
interaction with an EA which requires the input from a user during an algorithm’s 
search. User interaction is commonly used to assess a solution’s fitness; 
however the user can also be involved during the variation and selection 
phases of the algorithm.  A common issue when applying an EA to a problem, 
especially in a real-world setting, is there are often non-explicit conditions that 
are very difficult to define. Various design approaches require the engineer to 
make subjective decisions based on human intuition, such as the ability to judge 
a design’s aesthetic qualities. The fitness criterion in cases such as these 
cannot be explicitly formulated and often require case-by-case comparison to 
effectively assess a solution. The interaction of a human user can also be 
employed to more effectively guide an algorithm’s search of the solution space 
with the view to speed up convergence and prevent local optima trappings.    
2.7.1 Water resources design and management 
Water resources design and management problems are complex to solve; 
not only from a mathematical perspective, but also from political, sociological, 
and other subjective viewpoints. The majority of research in the field of water 
resources concentrates on the improvement of simulation models and their 
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incorporation with optimisation techniques such as evolutionary algorithms. The 
problem lies in real life cases where the optimisation technique employed 
returns a mathematically optimal solution, however the solution may become 
infeasible when considering subjective preferences [40]. Recently, researchers 
in the field of water resources have developed methods for the calibration of 
models through the use of interactive evolution which enables the incorporation 
of unmodeled objectives in the search procedure [124]. The field of interactive 
evolution is a rapidly growing area of research; with the aim to utilise the 
subjective responses from human users to guide the search of evolutionary 
algorithms [125]. Singh et al. [124] used an elitist non-dominated sorting genetic 
algorithm (NSGA-II) [63] and human responses to find optimal solutions for 
groundwater problems which were both mathematically optimal and feasible. 
This was achieved through the consideration of human responses as one of the 
multiple criteria for the computation of the solution fitness. Although the 
interaction element of the process was simple (solution ranking) the results of 
the study were successful in generating superior solutions than non-interactive 
optimisation runs of NSGA-II. 
2.8 Conclusion 
This chapter introduced the concepts at the core of mathematical 
optimisation to provide a basis for further exploration of heuristic techniques for 
the solving of optimisation problems. The development of heuristic based 
optimisation methods and the move in the literature to more complex meta-
heuristic techniques such as Evolutionary Algorithms (EAs) was presented. 
Unlike the heuristic methods offered in the literature, meta-heuristics have the 
ability to be applied to wide range of problems with little to no modification; 
offering a truly global search process. One prominent EA discussed in this 
chapter was the Genetic Algorithm (GA), a technique inspired by natural 
selection and genetics. The GA has been applied to numerous optimisation 
problems from a wide range of fields with good effect. Although the basic 
structure of a GA is generally agreed upon, the various components of the 
process have been altered throughout the literature and provide a researcher 
with a wide range of choices when formulating a GA. The chapter provides an 
in-depth look at the various components of a GA, including the selection 
methods, evolutionary operators, parameters and solution evaluation.  
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A large proportion of real-world problems have multiple criteria, often 
requiring a solution to compromise between different objectives. With problems 
such as these, combining all objectives into a single function can result in a 
situation where two solutions with the same fitness value are drastically different 
from one another in terms of their criteria. This resulted in the development of 
multi-objective optimisation techniques where two or more objectives are 
optimised simultaneously which enabled the greater exploration of the search 
space and trade-offs between solutions. This chapter presented the traditional 
formulation of the multi-objective optimisation problem and provided a summary 
of seminal works in the field of multi-objective EAs.  
Evolutionary Algorithms have been applied to a large and varied set of 
optimisation problems spanning a substantial number of academic and 
commercial fields. One such field is water distribution network design. In this 
chapter the design and optimisation of water distribution networks was 
discussed along with the potential reasons for low uptake of optimisation 
approaches in the commercial sector and suggestions on how to make EAs 
more accessible to practising engineers. Following this a detailed review of the 
application of single and multi-objective EAs to the water distribution network 
design problem was conducted. 
The majority of real-world optimisation problems not only consist of 
primary objectives but also constraints that ensure a solution is feasible. In this 
chapter various methods of constraint handling within an EA are detailed 
including the commonly utilised penalty function, special representations, repair 
algorithms and guided search. Finally a review of interactive evolution was 
presented, focusing on the application of IE in the field of water systems design 
and management. 
The growing body of research in hydroinformatics which focuses on the 
use of specific domain knowledge and heuristic information to boost EA 
performance has produced many promising results, often outperforming 
standard methods on a range of problems. Unlike other domains however, the 
majority of techniques presented in the hydroinformatics literature tend to focus 
on the use of specific domain knowledge for the initialisation of starting 
populations and not the operators such as crossover and mutation. Therefore it 
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is interesting to explore the impact that integrating engineering knowledge into 
the operators of an evolutionary algorithm would have on performance and 
therefore filling this gap in the body of research. Another observation is that the 
majority of hydroinformatic knowledge based EAs discussed in this chapter 
have only been applied to single-objective water distribution network problems 
with the exception of Keedwell and Khu [119] and Bi et al. [126]. Therefore 
exploring the impact knowledge based operators have on a multi-objective 
evolutionary algorithm adds to the body of knowledge. Also, due to the relative 
infancy of this area of research within hydroinformatics there is also a distinct 
lack of extensive studies which explore the impact that incorporating 
engineering knowledge into an EA has on the parameter robustness of an 
evolutionary algorithm, something that has been studied at great length in the 
wider field of computer science. Doing so provides a greater insight into the 
effect knowledge guided search methods have on an algorithm’s sensitivity to 
parameter value change.  
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Chapter 3: Genetic Algorithm for Water Distribution 
Network Design and Heuristic Development 
The focus of the first section of this chapter is the formulation of single and 
multi-objective genetic algorithms for the effective optimization of water 
distribution networks. This section provides a detailed background of the 
formulation of the algorithms that will later provide a vehicle for the novel 
component of this work; the application of engineering inspired heuristics to the 
search procedures.  
Section 3.4 of this chapter describes the development of two heuristics 
that are based on the practices of engineers when designing real-world water 
distribution systems. At the heart of this section lies the identification of key 
principles that drive the traditional design process employed by water systems 
engineers. These principles are then broken down into heuristic methods that 
can be applied to the optimization procedures with the view of improving search 
performance and improving engineering optimality.  
3.1 Single Objective Genetic Algorithm for Least Cost Water 
Distribution Network Design 
An approach to the optimal design of water distribution networks [127] is 
presented in this section with a focus on the single-objective least cost design of 
water distribution networks through the use of a Steady State Genetic Algorithm 
(SSGA). Firstly the formulation of the single-objective water distribution network 
design problem is presented followed by an explanation of the steady-state 
genetic algorithm and its application to the problem.  
3.1.1 Water Distribution Network Design Problem 
Water distribution network (WDN) design is a complex non-linear 
optimisation problem, commonly involving a large number of different network 
components and hydraulic constraints. Due to the inherent complexity of WDN 
design, a simplified formulation of the problem is commonly employed when 
applied to optimisation techniques. This method is commonly comprised of the 
allocation of a diameter to each pipe in a given network layout, with the 
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objective of minimising cost whilst satisfying pressure constraints at the nodes 
and in some cases velocity constrains in the pipes [127]. In this simplified 
version, design considerations such as water quality and network reliability are 
not included in the formulation of the problem. This method provides the 
designer with a base from which to solve the overall problem and allows the 
comparison of new optimisation techniques with the large amount of literature 
that employs this technique of problem formulation.  
The optimal design of a water distribution network is presented here using 
the following mathematical statement. The objective function is defined as the 
total cost of the network with regard to pipe length and diameter: 
𝑓(𝐷1, … , 𝐷𝑛) = ∑ 𝑐(𝐷𝑖 , 𝐿𝑖)
𝑁
𝑖=1    (3) 
where 𝑐(𝐷𝑖,𝐿𝑖) = cost of pipe 𝑖 with diameter 𝐷𝑖 and length 𝐿𝑖 with 𝑁 = number 
of pipes in the network. This function is to be minimised whilst satisfying the 
following constraints. For each junction (excluding the source) the following 
continuity constraint has to be satisfied: 
∑ 𝑄𝑖𝑛 − ∑ 𝑄𝑜𝑢𝑡 = 𝑄𝑒    (4) 
where 𝑄𝑖𝑛 = inflow to the junction, 𝑄𝑜𝑢𝑡 = outflow from the junction and 𝑄𝑒 = 
external flow or junction demand which in this case is always positive. Head 
loss ℎ𝑓for a specific pipe 𝑖 is calculated using the following equation: 
ℎ𝑓 = 𝜔
𝐿𝑖
𝐶𝑖
𝑎𝐷𝑖
𝑏 𝑄𝑖
𝑎     (5) 
where 𝐶𝑖 = Hazen–Williams roughness coefficient, 𝑄𝑖 = flow and 𝑎, 𝑏, and 𝜔 are 
parameters of the equations. 
The minimum head constraint for each junction in the network is as follows: 
𝐻𝑗 ≥ 𝐻𝑗
𝑚𝑖𝑛; 𝑗 = 1, … , 𝑀    (6) 
where 𝐻𝑗 = head at junction 𝑗, 𝐻𝑗
𝑚𝑖𝑛 = minimum head requirement at junction 𝑗 
and 𝑀 = total number of junctions present in the network. 
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The maximum flow velocity for each pipe in the network is as follows: 
𝑉𝑖 ≤ 𝑉𝑖
𝑚𝑎𝑥; 𝑖 = 1, … , 𝑁    (7) 
where 𝑉𝑖  = flow velocity in pipe 𝑖, 𝑉𝑖
𝑚𝑎𝑥 = maximum allowable flow velocity in 
pipe 𝑖 and 𝑁 = total number of pipes present in the network. 
In the case of this single-objective formulation of the WDN design problem 
the optimisation is exclusively concerned with the selection of pipe diameters. 
Water supply system pipes are generally manufactured in a set of discrete sized 
diameters, making the problem relatively easy to encode for an algorithm such 
as a GA. Each individual problem has a set of available pipe diameters which 
can be selected for each decision pipe in the network. These decisions are 
encoded as a binary bit sub-string with a length dictated by the number of pipe 
sizes available, the substrings are then concatenated to form the chromosome 
to represent the entire solution. Integer encoding can also be utilised, where a 
string of integers represent the solution. In this case each string position 
represents a decision pipe and each available pipe diameter is paired with a 
unique integer value.  
When evaluating the hydraulic performance of a network it is common 
practice to utilise a hydraulic solver which models the performance of the water 
distribution system. Such solvers ensure that the majority of the hydraulic 
constrains of a network are met by calculating junction inflow and outflow (2) 
and headloss (3) along with other hydraulic considerations. Although the 
majority of hydraulic constrains are satisfied by the hydraulic solver, the 
optimisation method still needs to deal with problem constraints such as 
junction head and pipe velocity constrains. In the case of Evolutionary 
Algorithms (EAs), a common approach to dealing with constrained optimisation 
problems is to incorporate the constraints into the fitness function by adding a 
penalty function to the fitness function, where the value obtained from the 
penalty function represents the solution’s distance from feasibility. A frequently 
used approach is the static penalty [89], where the penalty factors remain 
constant throughout the evolutionary process. 
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3.1.2 Steady-state Genetic Algorithm 
One of the first examples of a Steady-state Genetic Algorithm (SSGA) was 
Genitor [128] [129], although the term Steady-state Genetic Algorithm was 
introduced by Syswerda [79]. Steady-state Genetic Algorithms tend to exhibit 
increased variance compared with standard generational GAs with regard to 
hyperplane sampling behavior [130], hence are more susceptible to genetic drift 
and sampling error. The benefit that SSGAs have over generational GAs is that 
it naturally enforces elitism [131] which ensures the best performing solutions 
are retained in the population, which many researchers have found results in a 
more aggressive search of the solution space often increasing performance.  
The core differences between a standard SSGA and a standard 
generational GA lie within the reproduction, replacement and fitness allocation 
procedures. Firstly, in the standard formulation of a SSGA two parents are 
selected for reproduction and produce one or two offspring which are placed 
immediately back into the population. Instead of directly replacing its parents, 
the offspring replace the worst performing individual in the current population 
according to the active replacement criteria, which can be based on solution 
fitness, age etc. In a study of selection schemes by Goldberg and Deb [132] it is 
shown that replacing the worst individual of the population increases the 
selection pressure more than that of purely random replacement. Selection 
pressure In some SSGAs fitness is assigned according to rank instead of 
assigning a proportionate fitness value. Ranking solutions in the population has 
shown in some cases to sustain a more constant selection pressure during the 
algorithm’s search. 
3.1.3 Formulation of a Steady-state Genetic Algorithm for the Least-cost 
WDN Design Problem  
This section provides a detailed description of a steady-state genetic 
algorithm (SSGA) and its application to the least-cost water distribution network 
design problem. This formulation of a SSGA will be used as a platform on which 
the heuristics (discussed later in this chapter) will be applied. The SSGA will 
also be used to provide a benchmark when assessing the performance of the 
heuristic modified algorithms. 
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Figure 3-1 shows a flow chart of the steady-state genetic algorithm. At 
initialization N individual solutions are randomly created to form the initial 
population. Each individual in the starting population is assigned a fitness value 
by evaluating the individual’s solution using the problem’s objective function. In 
this formulation of the SSGA a tournament selection procedure is employed to 
choose which individuals will be selected to reproduce. A tournament size of tN 
individuals are chosen at random from the population for each of the two 
resultant parents, where t  dictates the number of individuals selected with a 
value normally between 0.02 & 0.1 resulting in 2% - 10% of the population 
being selected for each tournament. As with most selection procedures, the 
fitter the individual, the more likely it is to be selected for reproduction due to the 
t individuals undergoing a tournament with the best individual being selected as 
parent solutions for the next iteration.  
 
Figure 3-1. Flow chart representation for the steady-state genetic algorithm 
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Following the tournament selection process, the two individuals chosen for 
reproduction are passed to the crossover operator which combines the parent 
solutions to form, in this case, two child solutions. This is achieved using a 
simple single point procedure where the operator randomly chooses a locus 
(position on the chromosome) and exchanges the sub-sequences before and 
after the locus between the two chromosomes resulting in the formation of two 
offspring. The newly formed child solutions are then passed to the mutation 
operator. A common approach to the mutation of chromosomes in binary 
encoded genetic algorithms is to use a simple bitwise process where the 
operator randomly flips a number of bits in the chromosome. However, in this 
formulation of the SSGA, due to the implementation of the heuristic based 
mutation operators described later in this work, it was necessary, for direct 
comparison purposes for the operator to mutate at the decision variable (pipe) 
level. For example, if a pipe is selected for mutation, any number of the bits in 
the relevant substring can be altered. Following mutation, the newly formed 
individuals are evaluated using the objective function described in section 3.1.1 
and assigned a fitness value. The individuals are then subjected to the 
replacement operator which utilises a conditional worst solution strategy where 
each candidate solution is compared with the current worst solution in the 
current population. If the candidate solution has a better fitness value than the 
worst solution in the population then that individual is replaced with the 
candidate, otherwise the new solution is discarded. At this point if the algorithm 
termination criterion has not been met the method returns to the selection 
phase of the process.   
3.1.3.1 Solution Coding 
As stated previously, pipes for water distribution systems are generally 
produced in discreet sized diameters thus making it a relatively trivial task to 
encode for a GA. Although methods exist which treat pipes as continuous 
variables, this approach has a limiting factor on the size of problem which can 
be attempted [133] [134]. The use of genetic algorithms for the optimization of 
these types of problems has proven quite popular, partly due to the way genetic 
algorithms encode discrete variables, as commercially available pipes are only 
produced in discrete sizes. No manufacturer is going to specially produce pipes 
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with oddly specific diameters to facilitate an optimal solution produced by an 
algorithm.  
 
Figure 3-2. Water network chromosome decoding example 
This formulation of the steady-state genetic algorithm employs a standard 
binary encoding method where each pipe is represented by a binary substring 
which translates to a specific diameter. Figure 3-2 shows an example solution 
for the Two Loop [127] problem which has been slightly modified for the 
purpose of this example by reducing the number of available pipe diameters 
from 14 to 8. In this example there are 8 available discrete diameters to choose 
from and 8 decision variables (pipes); therefore a 3-bit substring encoding has 
been utilized (23 = 8) resulting in a 24-bit string representation of the 
chromosome. One drawback of binary encoding is there are often instances 
where the number of decisions available does not exactly equal the capacity of 
the n-bit substring representation. Therefore in the event of equation 𝑙𝑜𝑔2𝑥 = ℕ1
 (8) not being satisfied, the number of discrete pipe diameters (𝑥) needs 
to be increased until the expression is satisfied, but by doing so introduces 
redundant decisions into the encoding.  
𝑙𝑜𝑔2𝑥 = ℕ1 (8) 
In this composition of the SSGA the redundant binary encodings are 
allocated the highest available pipe diameter, promoting hydraulic feasibility. 
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Figure 3-3 shows an encoding for 6 pipe diameters; however the necessary 3-
bit binary representation leaves 2 redundant allocations. In this case the largest 
pipe diameter (180mm) is duplicated at 110 and 111.  
 
Figure 3-3. Diameter encoding redundancy example 
Although popular in the water systems optimisation literature [12], it was 
decided that the use of Gray coding would be redundant due to the way the 
mutation operator (see section 3.1.3.4) handles chromosome data elements as 
complete entities, thus a standard binary implementation was used. Even 
though the use of such a mutation operator greatly negates the use of a binary 
encoding implementation, it was decided that a real-valued implementation 
would undermine the effect the crossover operator‘s ability to insert additional 
variance into the search.     
3.1.3.2 Solution Evaluation - Fitness  
Utilizing the mathematical formulation of the water distribution network 
design problem presented in section 3.1.1 the solutions produced by the SSGA 
are determined. To evaluate the hydraulic behavior of the solution network it is 
necessary to employ a water distribution pipe system modeler, in this case, 
EPANET 2 1 . The EPANET 2 open-source API is a computational engine 
developed originally by the United States Environmental Protection Agency 
(EPA) which enables the modeling of water distribution piping systems. The 
EPANET API allows for the extended period simulation of hydraulic and quality 
behavior within pressurized pipe networks.  
                                            
1  United States Environmental Protection Agency: www.epa.gov/water-
research/epanet 
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Figure 3-4. Flow chart representation of the water system cost calculation 
Figure 3-4 shows a representation of the process to obtain the total cost of 
a solution which includes both infrastructure and hydraulic performance 
considerations. Firstly the individual’s chromosome is decoded to form a 
solution to the problem, as described in section 3.1.3.1 and the pipe diameter 
information is passed to EPANET 2. The pipe diameters are then set within the 
EPANET network model and the hydraulic simulation of the system is run. In 
this implementation of the SSGA only a single period simulation is required for 
each solution as the problems tackled by this work (see section 3.3) do not 
necessitate extended period simulation which is more usually used for water 
quality and operational optimisation. Following the simulation of the solution 
network, the relevant junction head and pipe velocity values are extracted from 
the model and passed to the penalty function which calculates the cost of any 
junction head or pipe velocity constraint violations. In this implementation of the 
SSGA a simple static penalty function is employed to assign a cost to any 
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hydraulic constraint violations. Equation (9) shows the formula for calculating 
the hydraulic head deficit penalty cost (𝐶𝑝ℎ):  
𝐶𝑝ℎ = ∑ (𝑃ℎ𝐻𝑖
𝑑)𝑁
𝑗
𝑖=1    (9) 
Where Nj is the number of junctions present in the network, Ph is the static 
penalty cost per unit of junction head deficit and 𝐻𝑖
𝑑  is the head deficit at 
junction i. A junction is said to be in deficit when the head at a junction (𝐻𝑖) is 
less than the minimum head requirement at that junction (𝐻𝑖
𝑚𝑖𝑛).  
(𝐻𝑖 < 𝐻𝑖
𝑚𝑖𝑛 ⇒ 𝐻𝑖
𝑑 = 𝐻𝑖
𝑚𝑖𝑛 − 𝐻𝑖 )  (10) 
When the junction head (𝐻𝑖) is greater than 𝐻𝑖
𝑚𝑖𝑛 the junction is said to be 
in excess. In this formulation of the static penalty function a junction in excess is 
given a value of zero head deficit.  
(𝐻𝑖 ≥ 𝐻𝑖
𝑚𝑖𝑛 ⇒ 𝐻𝑖
𝑑 = 0)   (11) 
The formula for calculating the excess velocity penalty cost (Cpv) is shown 
in equation (12), employing a similar approach to that of the head deficit penalty 
calculation. The method is applied to each of the Np pipes in the network 
𝐶𝑝𝑣 = ∑ (𝑃𝑣𝑉𝑖
𝑥)𝑁
𝑝
𝑖=1    (12) 
where Vi
x is the excess velocity in pipe i and Pv is the penalty cost for each 
unit of excess velocity present in a pipe. When the velocity in a pipe (Vi ) 
exceeds the maximum allowable velocity for that pipe ( Vi
max ), the excess 
velocity is calculated as such:  
(𝑉𝑖 > 𝑉𝑖
𝑚𝑎𝑥 ⇒ 𝑉𝑖
𝑥 = 𝑉𝑖 − 𝑉𝑖
𝑚𝑎𝑥)  (13) 
In the case of when the velocity constraints are satisfied in a pipe the 
following expression is used: 
(𝑉𝑖 ≤ 𝑉𝑖
𝑚𝑎𝑥 ⇒ 𝑉𝑖
𝑥 = 0)   (14) 
The presence of penalty factors within the algorithm’s objective function 
adds an increased challenge when tuning the parameters of the algorithm to 
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achieve near optimal performance. The issue of algorithm parameter tuning is 
covered in more detail accompanied by extensive experimentation in section 0.  
𝐶𝑡 = 𝐶𝑛 + 𝐶𝑝ℎ + 𝐶𝑝𝑣   (15) 
Following the calculation of head deficit and excess velocity penalty costs, 
the network infrastructure cost is calculated in accordance with equation (3). All 
network and hydraulic costs are then summed to give the total network cost 
(Ct).  
𝐹 =
1
𝐶𝑡
     (16) 
In this instance of the SSGA the reciprocal of the total network cost is 
taken for the fitness value (F) of the candidate’s chromosome, thus resulting in 
the algorithm treating the task as a maximisation problem.  
3.1.3.3 Tournament Selection 
There are a number of different selection methods available when 
formulating a GA and it is important to consider a number of different factors. 
The primary function of a selection operator is to select individuals in the 
population for reproduction, creating offspring to further the algorithm’s search. 
This is often achieved by promoting the fitter individuals in the population with 
the expectation that their offspring will possess an even higher fitness, however 
it is important to consider how the selection method will affect the performance 
and behavior of the algorithm in combination with the other operators to 
promote fitness whilst maintaining diversity in the population. A common 
selection approach is to utilize a fitness proportionate method such as the 
roulette wheel, where the probability of selecting an individual is proportionate 
to the fitness of that individual. However this method can exploit the high fitness 
individuals in early populations resulting in a less diverse population which 
ultimately causes premature convergence. Such problems can be addressed 
through the use of scaling methods such as sigma scaling [135] to reduce the 
likelihood of premature convergence. Another approach is rank selection [136] 
where individuals are assigned a rank according to fitness, and the probability 
of the selection of an individual is dependent on its rank. The core issue with 
ranking methods is that it is difficult to tune the selection pressure to achieve 
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adequate performance. An additional consideration with the above methods is 
computational efficiency; the fitness proportionate methods require multiple 
passes of the population to calculate the selection probability values for the 
individuals and the rank selection method requires the population to be sorted 
at each selection stage, both of which are potentially computationally 
expensive. However, in the case of water distribution network optimization, 
where the objective function calculations are relatively lengthy, it can be 
suggested that computation efficiency of the selection operators has a lesser 
impact on runtime, although it cannot be discounted entirely.  
The tournament selection method was chosen for this implementation of 
the SSGA, amongst other rationale, as it is more computationally efficient 
compared to that of the other methods mentioned above. This was an important 
consideration when developing the SSGA as the algorithm would be later used 
to perform an extensive number of runs (Section 0). Tournament selection also 
allows the selection pressure to remain relatively constant through the search 
and is maintained when the variance in fitness of the population is low.  
The tournament selection operator first forms a tournament of size tN, 
where N is the population size and t is a user assigned factor, normally with a 
value between 0.02 and 0.1 (2% - 10%). Following the formation of a 
tournament, the operator compares the individual’s fitness values and selects 
the candidate with the highest fitness. The ‘winning’ candidate is then chosen 
for reproduction and the rest of the individuals are returned to the population. In 
the event that a group of individual shares the same highest fitness value, the 
operator selects an individual at random from that group for reproduction. The 
tournament selection process is then repeated for the selection of the second 
parent individual. The operator is implemented in such a way that the individual 
selected from the first tournament cannot be included in the second tournament.    
3.1.3.4 Crossover & Mutation 
The crossover procedure is a coarse representation of genetic 
recombination between two haploid (single-chromosome) organisms in nature. 
The SSGA employs a single-point crossover operator in which a single 
crossover position is selected at the gene level at random and the strings 
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following the crossover point are swapped to form two offspring. This process 
can result in the effective mutation of a decision variable in the event that the 
crossover point falls within the divisions of a chromosome sub-string. Other 
methods such as multi-point and uniform crossover were considered and 
although effective in some cases greatly increase the variance of the search by 
increasing the probability of sub-string (pipe) mutation within the chromosome. 
Although the added variance produced by uniform crossover encourages a 
more exploratory behavior, which in some cases can be beneficial to the 
algorithm’s search, this method would also be greatly destructive when used in 
conjunction with the modified heuristic mutation operators (see Chapter 4: for 
implementation details). 
The mutation operator in this formulation of the SSGA mutates the 
decision variable (pipe) as a discrete entity instead of acting at the single gene 
level. This ‘Pipewise’ approach was necessary as the heuristic mutation 
operators detailed later in this work act at the pipe level and therefore the 
SSGA’s mutation operator needed to operate in the same operational plane to 
facilitate the unbiased comparison between the different approaches. The 
SSGA Pipewise operator selects a random substring (decision variable) from 
the chromosome and decodes it to find the diameter of that pipe. The operator 
then randomly selects another diameter from the available diameters whilst 
excluding the current diameter of the pipe which is being acted upon. The new 
substring is encoded based on the selected diameter and inserted into the 
chromosome, overwriting the original substring. Unlike bitwise mutation, which 
acts on each allele in turn and inverts the bit dependant on the mutation 
probability, the Pipewise operator acts upon each sub-string and has the 
potential to alter up to and including the number of alleles in the sub-string, thus 
making the direct comparison between the two approaches unfeasible.  The 
probability of a pipe being mutated is a user defined parameter commonly set 
between the range of 0.001 & 0.15.  
3.1.3.5 Replacement Strategy 
Unlike a generational GA where new offspring are placed into a new 
population separate from their parents, the SSGA inserts offspring back into the 
active population. To maintain a population of constant size it is necessary to 
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implement a strategy for the replacement of individuals in the current population 
with the new offspring. The first step is to select a member of the current 
population to be replaced; this is normally based on the fitness value of the 
individuals in the population where the worst individual is replaced. Other 
approaches include the replacement of the oldest individual and replacement of 
a random individual within the population. Following the selection of the 
individual being replaced, the next step is to implement a replacement 
condition; normally either conditional or unconditional. In the case of conditional 
replacement, the selected individual is replaced only if the offspring has a better 
fitness. Unconditional replacement requires no such comparison and the 
selected individual is replaced by the new offspring. A commonly utilized 
approach is conditional worst replacement where the worst individual in the 
population is replaced if the offspring has a better fitness value [137]. It has 
been suggested that the replacement of the worst solutions in a population will 
result in a high selection pressure [129]. 
A number of replacement methods were implemented, including 
combinations of conditional & unconditional, worst, oldest & random strategies. 
From preliminary experiments run during the development of the SSGA it was 
observed that the conditional worst replacement strategy seemed to perform 
best for this implementation of the water distribution network design problem. 
Further more extensive experimentation later reaffirmed this (see section 
4.1.1.1.2). 
3.2 Multi-Objective Genetic Algorithm for Water Distribution 
Network Design 
The formulation of a multi-objective genetic algorithm for the optimal 
design of water distribution networks is described in this section. As with the 
single-objective SSGA described previously in this chapter, the multi-objective 
GA presented here will form a platform for the application of the heuristic based 
operators described later in this work. It was decided to utilize an adapted 
version of the existing and well known NSGA-II [63] multi-object algorithm as it 
has shown to perform well in the field of water system optimization [138].   
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3.2.1 Multi-Objective Water Distribution Network Design Problem 
The multi-objective formulation of the water distribution network design 
problem is similar to that of the single-objective approach detailed in section 
3.1.1. As with the single-objective formulation, the multi-objective approach is 
primarily concerned with the allocation of diameters to the pipes in the network, 
with the primary objective to minimize network infrastructure cost. Unlike the 
single-objective version of the problem however, this approach adapts the 
junction head deficit and pipe excess velocity constraints into separate 
objectives. This enables the designer to observe the tradeoff between the 
hydraulic performance of the network and the infrastructure cost with the view to 
making better design decisions. The primary objective is the total network cost 
or infrastructure cost which is given by: 
𝑓(𝐷1, … , 𝐷𝑛) = ∑ 𝑐(𝐷𝑖 , 𝐿𝑖)
𝑁
𝑖=1   (17) 
Where 𝑐(𝐷𝑖,𝐿𝑖) = cost of pipe 𝑖  with diameter 𝐷𝑖  and length 𝐿𝑖  with 𝑁 = 
number of pipes in the network. This function is to be minimized during the 
optimization process. The second objective is to minimize the total head deficit 
within the network and is given by the following expression: 
𝑓(𝐻𝑖 , … , 𝐻𝑗) = ∑ (𝐻𝑖)
𝐽
𝑖=1    (18) 
Where the head deficit in junction i is Hi with J = the number of junctions 
present in the network. The third objective is to minimize the total pipe velocity 
excess in the network and is given by the following: 
𝑓(𝑉1, … , 𝑉𝑛) = ∑ (𝑉𝑖)
𝑁
𝑖=1    (19) 
Where the excess velocity in pipe i is Vi with N = the number of pipes in 
the network. The final objective used in this formulation of NSGA-II for the 
optimization of least cost water distribution networks is a measure of network 
smoothness. A smooth network is achieved when pipes can be seen to 
‘smoothly’ transition from large to small diameters from source to the extremities 
of the network. The subject of network smoothness is covered in more detail in 
section 3.4.2 of this chapter. In this case the objective is to minimize the number 
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of pipe smoothing violations in a candidate network and is given by the following 
expression: 
𝑓(𝑆1, … , 𝑆𝑛) = ∑ (𝑆𝑖)
𝑁
𝑖=1     (20) 
Where the smoothing violations of pipe i is Si with N = the number of pipes 
in the network. For example, in the case where a pipe i violates the smoothing 
rule Si = 1otherwise if the rule is satisfied Si = 0. 
As with the single-objective formulation, the multi-objective version of this 
problem also relies on a hydraulic solver to ensure the majority of hydraulic 
constraints are met by calculating junction inflow and outflow (4) and headloss 
(5) along with other hydraulic considerations.  
3.2.2 Multi-objective Genetic Algorithm for the Design of Water 
Distribution Networks 
This section describes the application of NSGA-II to the multi-objective 
water distribution network design problem described in section 3.2.1. As with 
the SSGA described earlier in this chapter, NSGA-II will form a base on which 
the heuristic operators described later in this work will be applied. The notion 
being that integrating the heuristic based operators into an existing algorithm 
will provide a good standard for the assessment of the operators when 
comparing the base algorithm to the algorithm with modified operators.  
 Figure 3-5 shows an overview of the NSGA-II implementation used in this 
work. The initial population P0 is initialized by creating N randomly generated 
individuals. This implementation of NSGA-II employs an encoding scheme 
identical to that of the SSGA described earlier in this chapter, utilizing a binary 
pipe diameter representation and largest pipe redundancy. Each of the starting 
individuals is evaluated to obtain values for each objective, again solutions are 
decoded and evaluated in much the same way as in the SSGA; utilizing 
EPANET 2 to run the hydraulic simulations of the system to obtain the 
information required to assess the hydraulic performance of the network. The 
only difference between this implementation and that of the SSGA is that the 
hydraulic data obtained is used separately as objective values rather than being 
combined in one fitness function.  
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3.2.2.1 NSGA-II Execution 
Given a set of objectives an individual is said to be Pareto dominate if the 
objective values are not inferior to those of the other individuals, and 
additionally there is at least one objective where the individual performs better. 
A solution is said to be non-dominated when no other solution present in the 
population provides any improved objective values without degrading other 
objective values. The non-dominated solutions in the population go to form the 
Pereto front. Utilizing the objective values obtained from evaluation, the 
individuals are sorted into fronts F1,…,Fi where i is the number of resultant 
fronts) using a fast non-dominated sorting algorithm [63]. 
Following the non-dominated sort, the crowding distance is assigned to all 
individuals in the population. The crowding distance is an estimation of the 
density of solutions surrounding a particular point in the population. This is 
achieved by taking the average distance of the two points on either side of this 
point along each of the objectives. 
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Figure 3-5. Flow chart representation for NSGA-II 
 
Following the non-dominated sort and crowding distance operations, 
tournament selection is employed to select the individuals for the reproduction 
operators. A tournament size of tN individuals are chosen at random from the 
population for each of the two resultant parents, where t  dictates the number of 
individuals selected with a value normally between 0.02 & 0.1 resulting in 2% - 
10% of the population being selected for each tournament. The selected 
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individuals in the tournament are then subjected to the crowded comparison 
operator (≥𝑛). Every individual i in the population has a non-dominated rank 
(irank) and a local crowding distance (idistance), using these attributes individuals 
can be compared to one another. An individual is said to be better than another 
if it has a better rank or has the same rank and greater local crowding distance: 
 
𝑖 ≥𝑛 𝑗 ⇔ (𝑖𝑟𝑎𝑛𝑘 < 𝑗𝑟𝑎𝑛𝑘) | ((𝑖𝑟𝑎𝑛𝑘 = 𝑗𝑟𝑎𝑛𝑘) & (𝑖𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 > 𝑗𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒))    (21) 
 
After the individuals in a tournament are subjected to the crowded 
comparison operator, the best performing solution is selected for reproduction. 
A second tournament is performed and the two selected parents are then 
passed to the crossover operator which in this implementation is a single-point 
procedure in which a single crossover position is selected at the gene level at 
random and the strings following the crossover point are swapped to form two 
offspring. The two offspring of this procedure are then mutated using the 
Pipewise mutation operator (see section 3.1.3.4).  
 
Following mutation the new individuals are added to population Qt. If 
population Qt has not reached a size equal to N the algorithm returns to the 
tournament selection operator and selects another two individuals from the 
current population Pt. Upon population Qt reaching a size of N, populations Pt 
and Qt are combined to form Rt. Unlike the SSGA, NSGA-II is a generational 
genetic algorithm although it employs an elitist strategy that combines the best 
parents with the best offspring. Figure 3-6 shows the NSGA-II procedure for 
producing the new parent population Pt+1. 
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Figure 3-6. NSGA-II procedure 
Following the formation of population Rt of size 2N the individuals are 
sorted according to non-domination. The new parent population Pt+1 is created 
by adding individuals from the first front until the population size exceeds N. 
Subsequently, the individuals from the last accepted front are sorted according 
to the crowded comparison operator and the first N solutions are selected. In 
the example shown in Figure 3-6 the first and second fronts are added to the 
new population, however, in this case front three straddles the population size 
cut off and is sorted according to local crowding distance. The solutions from 
the sorted third front are added to the new population in order until Pt+1 reaches 
size N. The remaining individuals from front three are rejected along with those 
from the remaining fronts.  
After the formation of the new parent population the algorithm checks 
whether the termination criteria has been achieved. In this implementation of 
NSGA-II the algorithm will terminate after a given number of generations. If the 
termination criterion has not been met, the algorithm continues from the 
tournament selection stage of the process.  
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3.3 Benchmark WDN Design Problems 
The following WDN design problems were selected from the literature to 
assess the performance of the algorithms presented in this work. The problems 
range in size and complexity from a single source network with 8 decision 
variables to a multi-reservoir, quad source network with 317 decision variables. 
Also included in this set of benchmark problems are two large real-world 
networks, Network A and Network B with 632 and 1277 decision variables 
respectively. All of the following benchmark networks are least-cost water 
distribution network design problems where the goal is reduce network cost 
through the selection of pipe diameters whilst satisfying the hydraulic 
constraints set by the problem. All of the problems presented here have 
hydraulic junction head constraints although only a selection of the networks 
have pipe flow velocity constraints.  
3.3.1 Two Loop 
The Two Loop [127] problem consists of a single reservoir and 8 decision 
pipes arranged in to twin loop.  There are 14 available pipe diameters, resulting 
in an effective search space size of 1.48 x 109. This problem includes junction 
hydraulic head constraints but does not include flow velocity constraints. 
 
Figure 3-7. Layout diagram of the Two Loop network 
3.3.2 Foss Poly 1 
Foss Poly 1 is an instance of the real-world Fossolo network [139], which 
consists of a single reservoir and 58 decision pipes. Foss Poly 1 uses 
polyethylene as a pipe material and has a large selection of pipe diameters with 
22 available, with a resultant solution space of 7.25 x 1077. 
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Figure 3-8. Layout diagram of the Foss network 
3.3.3 Hanoi 
The Hanoi problem [140] is a representation of  single source network 
consisting of three loops, 34 decision pipes and 6 available pipe diameters with 
a resultant search space of 2.86 x 1026.  Based upon the trunk main layout for 
the city of Hanoi, Vietnam, the problem requires that a minimum fixed head of 
30m is reached at all nodes in the network. In this implementation of the 
problem, there are no pipe flow velocity constraints imposed.  
 
Figure 3-9. Layout diagram of the Hanoi network 
3.3.4 New York Tunnels 
The New York Tunnels network is a parallel expansion problem where 21 
pipes are considered for duplication with the objective to determine the most 
economically effective design for adding to the existing network of pipes that 
make up the primary water distribution system for the city of New York, USA. 
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There are 15 available pipe diameters available as well as the option to ‘do 
nothing’ which results in no duplicate pipe being added. The problem has fixed 
minimum head requirements at all junctions in the network, but does not have 
any restrictions on the velocity of pipe flow. 
 
Figure 3-10. Layout diagram of the New York Tunnels network 
3.3.5 Modena 
The Modena water distribution network [139] is a representation of the 
water supply system of the city of Modena, Italy. The network consists of 4 
sources and 317 decision pipes with 13 available pipe diameters to choose 
from. The formulation of this problem includes both junction minimum head 
requirements and pipe flow velocity constraints.    
 
Figure 3-11. Layout diagram of the Modena network 
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3.3.6 Network A 
Network A [141] is a real-life industrial water distribution network 
consisting of a single source reservoir with 632 decision pipes and 20 available 
pipe diameters. The problem has fixed minimum head requirements at all 
junctions in the network, but does not have any restrictions on the velocity of 
pipe flow. 
 
Figure 3-12. Layout diagram of the Industrial Network A network 
3.3.7 Network B 
Network B [141] is a real-life industrial water distribution network 
consisting of a single source reservoir with 1277 decision pipes and 26 
available pipe diameters. The problem has fixed minimum head requirements at 
all junctions in the network, but does not have any restrictions on the velocity of 
pipe flow. 
 
Figure 3-13. Layout diagram of the Industrial Network B network 
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3.4 Water System Heuristic Development 
The Genetic Algorithm has proven to be a versatile process for solving a 
large variety of optimization problems spanning many fields and disciplines. The 
strength of the approach comes from the ability the GA has to traverse large 
search spaces, avoiding local optima and therefore can be viewed as a truly 
global search technique. The performance and versatility of the GA can be 
attributed partly to the independence it has over the problem being undertaken. 
Although seen as an asset, this problem independence can have a detrimental 
effect on performance in the case where the algorithm has not been tuned to a 
great enough extent to solve the problem at hand.  
For the problem of water distribution network design the GA relies on 
genetic operators such as crossover and mutation to alter the configuration of 
the network. These operators however are blind to the direct effect any changes 
made to elements of the network have on the overall performance of the 
resultant solution. For example from the perspective of the GA, a change in the 
diameter of a pipe has no bearing on the hydraulic behaviour of connected 
elements until the resultant design is evaluated, although an engineer would 
know that the head at adjacent junctions would be affected. The performance of 
a newly created network is only known following solution decoding and 
hydraulic simulation and although this abstraction is partly why GAs can be 
applied to a large number of different water system design problems, there is 
definite scope for the integration of problem specific knowledge into the 
approach. An important consideration when integrating problem-specific 
knowledge into a genetic algorithm is computational efficiency. The most 
computationally demanding operations are solution evaluations and in the case 
of water distribution design problems this comes in the form of the hydraulic 
simulations. Therefore it is important not to incur any additional objective 
function evaluations where possible.  
Another consideration is the apparent lack of uptake and utilisation of 
techniques such as EAs by engineers in the field of water distribution network 
design. One likely reason for this is the solutions produced by such methods are 
usually only ‘mathematically feasible’ and not ‘engineering feasible’ which 
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results in the engineer having to manually correct features of a solution network 
to better suit real world application and deployment.  
In this section two separate water system heuristic methods are described 
both of which draw upon expert engineering knowledge and techniques with a 
view of integration into a genetic algorithm to improve search performance and 
solution feasibility. These heuristic approaches will form the basis of the novel 
contribution of this work.  
3.4.1 Hydraulic Deficit Approach 
One of the primary constraints of the least-cost water distribution network 
design problem is ensuring junction head requirements are met throughout the 
network. This can be a complex task as this constraint is in direct conflict with 
the primary objective of minimizing cost through the reduction of pipe diameters. 
The key issue here is headloss; as a fluid flows through a pipe water pressure is 
lost due to friction along the inner surfaces of the pipe. It can be seen from the 
Hazen–Williams equation (see section 3.1.1) that headloss is directly influenced 
by the length, diameter, roughness and flow rate of a pipe. When solving the 
least-cost water distribution network design problem, a GA only has direct 
influence over the diameters of pipes in the network as the length and 
roughness of the pipes are normally fixed parameters of the problem. Therefore 
to reduce headloss, the diameter of a pipe has to be increased; however as 
stated previously this increases the cost of the pipe and directly conflicts with 
the objective function which is trying to minimize infrastructure cost.  
One of the key characteristics of a water distribution network is that the 
diameters of pipes close to the source have a greater hydraulic influence over 
the whole system. For example if a pipe close to the source has a small 
diameter, large amounts of headloss can be introduced and subsequently the 
downstream junctions will not receive the required hydraulic head, this can be 
referred to as a ‘bottleneck’. Figure 3-14 shows two versions of a simple water 
distribution network. The first contains a pipe (2nd from source) which is 
introducing a large amount of headloss due to its small diameter thus resulting 
in the downstream junctions not receiving enough pressure and therefore 
reporting a head deficit. The bottleneck is eliminated by increasing the diameter 
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of the offending pipe, hence reducing headloss and increasing the subsequent 
pressure in the downstream junctions. This approach is often applied by water 
systems engineers when designing distribution networks to eliminate hydraulic 
bottlenecks, unlike a standard genetic algorithm which cannot implement this 
simple process as the operators do not have awareness of the hydraulic 
behavior of the individual parts of the system during the crossover and mutation 
stages.  
  
Figure 3-14. Bottleneck identification and elimination example 
It is proposed that this method of bottleneck identification and elimination 
can be integrated into a GA by applying the heuristic directly to a modified 
version of the mutation operator. The aim of this operator is to guide the 
algorithm’s search to the feasible solution space in a fast and efficient manner 
utilising constraint violation data from previous fitness evaluations. As stated 
previously, computational efficiency is an important consideration when 
applying any rule based operator into a standard algorithm and unlike some 
other constraint handling techniques such as repair algorithms, the proposed 
mutation operator will not perform any additional partial or full fitness 
evaluations.  This is achieved by applying this constraint based rule directly to 
the genotype without evaluating the effect this process has on the phenotype. 
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During the evaluation of the solutions in the initial population the program 
logs the directional flow information of each pipe. Using this data, each junction 
and its immediate upstream pipe and junction are logged making it possible to 
identify pipes that are limiting junction head down-stream. 
 
 
Figure 3-15. Flow chart representation of the hydraulic bottleneck elimination 
algorithm 
Figure 3-15 shows a flow-chart representation of the hydraulic bottleneck 
elimination mutation operator process. The modified mutation operator first 
selects a junction through the use of a roulette wheel method which assigns 
wheel segment sizes using head deficit information obtained during the fitness 
evaluation of the solution, resulting in junctions with a high pressure head deficit 
having a greater probability of being selected. Once a junction is selected the 
heuristic searches upstream of the selected junction until a junction is found 
which is in pressure head excess. The pipe immediately downstream of the 
discovered junction is then mutated to a greater available diameter. It has been 
shown that incremental pipe diameter changes during mutation are normally 
beneficial to the search of a GA as large changes to network elements can have 
a drastic effect on the overall solution quality, sometimes for the worst. However 
it was decided that only allowing the operator to make single diameter 
increments would potentially slow the rate of search of the algorithm and 
therefore a weighted roulette wheel approach is used to select the new 
diameter. This is achieved by firstly populating a list of all available pipe 
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diameters greater than the diameter of the selected pipe and placing them in 
ascending order. Each diameter is then assigned a probability of selection 
(ℙ(𝐼)) using the following expression:  
ℙ(𝐼) = {
  
1
2𝑖
    ⇒   (𝑖 < 𝑁)
1
2𝑖−1
  ⇒   (𝑖 = 𝑁)
    (22) 
Where i is the list position of the diameter and N is the total number of 
available pipe diameters present in the list. This results in the smaller diameters 
in the list having the greater probability of selection and the largest diameters 
having a smaller selection probability.  
In the event where a network contains no junctions in deficit, the modified 
mutation operator concentrates on reducing network cost by targeting oversized 
pipes. Firstly a junction is selected through the use of a roulette wheel where 
the segment size is directly proportional to the amount of head excess at each 
junction, resulting in junctions with higher head excess having a greater 
probability of being selected. The pipe directly upstream of the selected junction 
is then mutated to a smaller diameter using a similar weighted roulette wheel 
approach to that of the diameter increasing method described above. In this 
case the available pipe diameters smaller than the diameter of the selected pipe 
are placed in a list in descending order. The probability of a diameter being 
selected from the list is dictated by equation (22) where the smaller the 
diameter the greater the probability of selection. 
Due to the dependency the modified mutation operator has on a solution’s 
pressure head information, mutation cannot be applied post crossover without 
the need to re-evaluate the hydraulic network of resultant solutions. Therefore 
the mutation operator needs to precede the crossover operator in order to 
preserve the hydraulic information gained from the hydraulic simulation of the 
original solution. 
3.4.2 Pipe Smoothing Approach 
The pipe smoothing approach described in this section directly targets 
elements of a network with the aim to increase network smoothness (in terms of 
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progression from one diameter to the next) using network element awareness 
and an elementary heuristic. This is based around the principle that in gravity 
fed WDNs the diameter of any pipe is never greater than the sum of the 
diameter(s) of the directly upstream pipes. Networks that adhere to this rule can 
be seen to ‘smoothly’ transition from large to small diameters from source to the 
extremities of the network. Figure 3-16 shows an example of a ‘smooth’ solution 
for the Hanoi problem where the arrows indicate flow direction.  
 
Figure 3-16. Smooth pipe diameter transistions example on the Hanoi network 
This rule is routinely and implicitly applied by engineers when designing 
such networks as it makes little sense to follow a smaller diameter pipe with a 
larger one in the majority of circumstances. A larger pipe downstream will cost 
more to install and will not add to the hydraulic capability of the system as it will 
be constrained by the smaller diameter pipe upstream. One further negative 
aspect of this arrangement is that velocities will be lower in the larger pipe and 
high water age can become an issue leading to poor water quality. A standard 
GA of course will mutate some of these inconsistent pipe selections from the 
final solution as they have a corresponding improvement in the cost function 
and no hydraulic penalty. However extensive experimentation has shown that 
even well-optimised solutions after hundreds of thousands of generations of a 
standard EA still contain significant numbers of incorrectly sized pipes in larger 
networks. 
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The pipe smoothing mutation operator applies the rule described above 
directly to the genotype without evaluating the effect this process has on the 
phenotype. The heuristic employed by the pipe smoothing mutation operator is 
developed from the network topology of a specific problem and remains 
constant throughout the evolutionary process. It is the aim of the heuristic to 
guide the algorithm’s search to the engineering feasible solution space to locate 
smoother WDN designs whilst maintaining the performance of a standard 
genetic algorithm. The pipe smoothing mutation operator does not perform any 
additional partial or full fitness evaluations, except a single hydraulic simulation 
at initialisation to determine flow directions. This was an important consideration 
when developing the Pipe Smoothing Genetic Algorithm (PSGA) as additional 
fitness evaluations would require further hydraulic evaluations, increasing 
algorithm run time. 
Figure 3-17 shows two configurations of parallel pipes entering and exiting 
a junction, the first of which (left) violates the pipe smoothing rule as the sum of 
the downstream pipe diameters is greater than the sum of the diameters of the 
upstream pipes. It is the goal of the pipe smoothing heuristic to modify the 
diameters of the downstream pipes so that the sum of the diameters is equal or 
less than the sum of the diameters of the upstream pipes, resultant in a 
configuration which satisfies the pipe smoothing heuristic (right).  
 
Figure 3-17. Downstream pipe smoothing rule violation (left) & corrected 
downstream diameters that satisfy the smoothing constraint (right) 
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The pipe smoothing mutation operator randomly selects a pipe to be 
mutated. The maximum allowable diameter of the current pipe is calculated by 
taking the sum of the diameters of the immediately upstream pipes and 
subtracting the sum of the diameters of any pipes parallel to the selected pipe. 
This is described by the following expression: 
𝐷𝑠
𝑚𝑎𝑥 = (∑ 𝐷𝑖
𝑈
𝑖=1 ) − (∑ 𝐷𝑗
𝑃
𝑗=1 )    (23) 
Where 𝐷𝑠
𝑚𝑎𝑥 is the maximum allowable diameter of selected pipe s, Di is 
the diameter of upstream pipe i with U being the total number of directly 
upstream pipes and Dj is the diameter of parallel pipe j with P being the total 
number of pipes parallel to the selected pipe.  
 Much the same as the hydraulic deficit approach, this operator employs a 
skewed roulette wheel approach to the random selection of the pipe diameter. 
This is achieved by weighting the larger pipe diameters that fall within the 
maximum allowable size so that the larger the diameter, the higher the 
probability there is of selection. A list is first populated of all available pipe 
diameters equal to and less than the maximum allowable diameter of the 
selected pipe. The list is sorted into descending order by diameter and each 
diameter is then assigned a probability of selection (ℙ(𝐼)) using the expression 
detailed in the previous section (equation (22)). This process prevents the 
heuristic from selecting small diameters on every application. With an upper-
bound on possible diameters, the repeated application of a uniform probability 
of selection would result in an undersized, hydraulically infeasible network. 
Upon a diameter being selected the pipe being mutated is changed to the 
selected diameter.  
To function correctly the mutation operator requires each pipe in the 
network to be ‘aware’ of the pipes directly up and down stream of their location. 
When changes are made to a WDN there is a possibility that flow direction 
could change in some pipes hence swapping up & down stream pipes relative 
to the pipe in question. The flow direction is logged at each hydraulic evaluation 
of the network; therefore to preserve this hydraulic data the pipe smoothing 
mutation operator precedes the crossover operator. 
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3.5 Conclusion 
An approach to the optimal design of water distribution networks has been 
described in this chapter along with the application of the problem to both single 
and multi-objective genetic algorithms. The chapter provides a detailed 
description of the formulation of a single-objective Steady-state Genetic 
Algorithm (SSGA) and the multi-objective NSGA-II for the design of water 
distribution networks. The reasoning behind the selection of certain operators 
was discussed as well as their configuration. The SSGA was formulated to 
provide a platform on which the engineering inspired heuristics can be applied; 
providing a direct method for measuring the effect each heuristic method has on 
the performance of the algorithm. A variety of benchmark water distribution 
system problems have been selected from the literature and presented in this 
chapter. These problems which range in complexity were selected to assess the 
performance of the algorithms presented in this work (Chapters 4 & 5).   
The genetic algorithm has shown to be a versatile process for solving a 
large variety of optimization problems due partly to the independence it has 
over the problem being solved. Although a seen as a strong asset, this problem 
independence can sometime have a detrimental effect on performance if the 
algorithm has not been tuned correctly to the problem being solved. In the case 
of water system design problems it was stated that the operators of the genetic 
algorithm are ‘blind’ to the direct effect that changes made to a solution have on 
the hydraulic performance of the resultant network. It was therefore proposed 
that a standard genetic algorithm could potentially benefit from the integration of 
engineering inspired heuristics. Two such heuristics were proposed in this 
chapter, both of which are inspired by engineering principles employed by water 
system engineers. The first heuristic presented in this chapter is based on the 
process of hydraulic bottleneck identification and elimination to promote solution 
feasibility in terms of hydraulic junction head. The second heuristic presented in 
this chapter is built upon the idea of network smoothing where the diameter of 
any pipe is never greater than the sum of the diameter(s) of the directly 
upstream pipes. This rule is routinely and implicitly applied by engineers when 
designing water distribution networks as it makes little sense to follow a smaller 
diameter pipe with a larger one in the majority of circumstances. As with the 
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previously mentioned heuristic, the pipe smoothing rule is applied through the 
mutation operator of the genetic algorithm. In both of these implementations, 
computational efficiency was an important consideration when incorporating 
these heuristics into an algorithm therefore a method for the integration of these 
heuristics into the mutation operator has been developed which does not 
require any additional partial or full solution evaluations. It is shown in the 
following chapters that the integration of these heuristics will not only improve 
the general performance of a standard genetic algorithm in terms of the 
objective function(s) but also promote hydraulic and engineering feasibility and 
potentially provide a mechanism to improve their uptake in the industry. 
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Chapter 4: Heuristic Based Genetic Algorithm 
Development 
An important factor to consider when implementing a genetic algorithm is 
deciding which values to use for the various parameters, such as population 
size, tournament size, crossover rate and mutation rate. Typically speaking, 
these parameters have a nonlinear relationship with one another, making the 
simultaneous optimization of algorithm parameters infeasible. The initial focus 
of this first section is to explore the effect that varying parameter values has on 
the performance of a single-objective Steady State Genetic Algorithm (SSGA) 
when it is applied to a range of Water Distribution Network (WDN) design 
problems. The parameters of the GA are modified systematically for a number 
of different water distribution network problems. There are two primary aims for 
this section of work: to characterise the near-optimal parameter settings for GAs 
on different problem types and to assess the differences between problem 
instances in the WDN optimisation domain; and to develop a highly tuned 
formulation for the GA to take forward to the next experimentation section. It is 
believed that a systematic and robust study such as this has not been 
conducted in this field and therefore represents new knowledge.  
Following the parameter tuning section the development and testing of an 
Adaptive Locally Constrained Genetic Algorithm (ALCO-GA) is described. The 
algorithm is based on a standard Steady State Genetic Algorithm (SSGA) with 
the addition of an adaptive heuristic based mutation operator which utilises 
hydraulic head information to guide the search of the algorithm into the feasible 
solution space.  
The final section of this chapter introduces the Pipe Smoothing Genetic 
Algorithm (PSGA) which is based around the principle that in gravity fed water 
distribution networks the diameter of any pipe is never greater than the sum of 
the diameter(s) of the directly upstream pipes. This heuristic is integrated into 
the mutation operator of the SSGA to form the new PSGA. Single Objective  
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4.1 Genetic Algorithm Parameter Tuning 
The purpose of this section is to explore the effect of varying the different 
parameters of a single-objective steady state genetic algorithm on a number of 
small to medium size WDN design problems from the literature. The results of 
the following experiments will not only give an insight in to the effect that 
different parameters have on the performance of the algorithm but also ensure 
the algorithm is performing at near peak performance to provide a fair 
comparison to the heuristic based algorithms presented later in this thesis.  
4.1.1 Experimental Setup 
In this section an experiment is described which is designed to identify the 
optimal parameter settings for the Steady State Genetic Algorithm (SSGA) for 
each of the small to medium sized water distribution network problems detailed 
earlier in this work. It is also the aim of this experiment to provide an opportunity 
to draw conclusions into how the parameter values effect algorithm 
performance in a number of differing problems. For all of the following 
experiments presented in this section the population size of the SSGA was set 
to 100 and single-point crossover was employed, the various parameters for 
each experiment are described in their respective section. The SSGA was 
implemented in C++ with the EPANET 2.0 toolkit employed to perform hydraulic 
simulations. All experiments presented in this section were run on an Intel Core 
i7-4770K 3.5GHz PC.  
4.1.1.1 Parameter Tuning 
The SSGA has a number of parameters which need to be assigned by the 
user. Arriving at appropriate parameter values for a Genetic Algorithm (GA) is 
still considered a great challenge in the field of evolutionary computation. For 
the most part researchers in this field acknowledge the importance of selecting 
good parameter values is the key to ensuring good GA performance. However, 
only limited research has been conducted into this area with the majority of 
practitioners still relying on decades old conventions, impromptu operator 
choices and very limited scale experimentation. The problem of setting the 
parameters of a GA commonly falls into two areas, parameter tuning and 
parameter control[142], also known as parameter adaptation. In the case of 
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parameter control the parameter values are changed during the course of the 
GA run dictated by a control strategy. However, methods of this type still require 
initial parameter values and often the control strategy itself relies upon some 
form of tuning to achieve optimal effectiveness. Parameter tuning on the other 
hand is simpler in the sense that only one value for each parameter is required 
to be provided.  Nonetheless, the problem of tuning a GA for a specific 
application can still be considered difficult due to the large number of options 
available to the user and the limited information regarding the effect GA 
parameters have on GA performance. Although there are a number of 
algorithms available for the tuning of GA parameters, employing such a method 
would somewhat prevent the observation of the effects differing parameter 
values have on the GA performance. Therefore it was decided that a 
constrained exhaustive search approach would be employed to tune the SSGA 
to each network problem.  
4.1.1.1.1 Penalty, Tournament Size & Mutation Rate 
The parameters selected for the initial experiment were penalty factor, 
tournament size, and mutation rate. From initial experimentation these 
parameters had the greatest effect on algorithm performance compared with the 
other available parameters such as population size and crossover rate. It was 
decided that the inclusion of these additional parameters into the experiment 
would be infeasible to implement due to computational run time constraints.  
For each individual network problem eight evenly distributed parameter 
values were selected for each of the test parameters. These values were 
acquired through preliminary small scale experimentation designed to highlight 
the parameter range in which the optimal parameter value lies. Using an 
exhaustive approach, each of the possible parameter value combinations were 
tested on the selected network problem. For each parameter value combination 
SSGA was run 50 times, each for 200,000 objective function evaluations 
utilizing a different randomly seeded starting population for each run. The 
remaining parameter values and algorithm setup remained constant through all 
runs for all experiments: Population size was fixed at 100 individuals, single-
point crossover was utilized and a conditional worst individual replacement 
strategy was implemented.  
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To evaluate the performance of the algorithm for a given parameter value, 
the mean results from all runs pertaining to that value where calculated and 
placed in a table. Due to the large number of runs (512 parameter combinations 
and 25,600 individual runs) and resultant data for each network problem it was 
decided that it was also necessary to use a standard box plot (1st and 3rd 
quartiles with min/max whiskers) to visualize the data for each parameter value.  
4.1.1.1.2 Replacement Strategy 
Selecting the correct replacement strategy for a SSGA is an important 
consideration with regard to the performance of an algorithm. Thus following the 
tuning of the core parameters detail above a second experiment was conducted 
to gauge the best strategy for the replacement of individuals within the active 
population at the end of each algorithm iteration. As detailed in section 3.1.3.5 
the first step in the replacement process is the selection of the individual to be 
replaced. The selection of this individual can be based on a number of criteria: 
The worst fitness value in the population, the oldest individual (measured in 
algorithm iterations) and random selection. Following the selection of the 
individual to be replaced there are normally two options, conditional and 
unconditional replacement. Conditional replacement requires the newly created 
offspring to be fitter than the individual selected to be replaced whereas 
unconditional replacement replaces the selected individual to be replaced with 
the new offspring regardless of fitness value.  
The replacement strategy experiment presented later in this section tests 
all combinations of the afore mentioned approaches: Worst, oldest and random 
replacement individual for both unconditional and conditional strategies. For 
each network problem, SSGA utilises the optimal parameter values obtained 
from the previous parameter tuning experiments. As with the parameter tuning 
experiments, for each replacement strategy configuration SSGA was run 50 
times, each for 200,000 fitness evaluations again using a different random seed 
for each individual run. The mean fitness and feasible network cost was then 
calculated from resultant data and presented in a table. The data was also 
compiled into a standard box plot to enable the visualization of the data for each 
replacement strategy.  
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4.1.2 Results 
This section presents the results and discussion for both the parameter 
tuning and subsequent replacement strategy experiments detailed above. Due 
to the large number of runs and subsequent amount of data, the majority of 
processed results are not presented in this section, however they are all 
available in Appendix i. 
4.1.2.1 Penalty, Tournament Size & Mutation Rate 
The first part of this section presents the parameter tuning results for the 
Hanoi network, with each algorithm parameter results separated into table and 
box plot format. The first parameter results presented are for the penalty factor. 
In this experiment the penalty variable ranged between $500,000 and 
$4,000,000 in $500,000 increments. For ease of interpretation the values of the 
table (and subsequent tables) have been highlighted utilizing a conditional grey 
scale where the tone of the highlight relates directly to table value compared 
with the other values in that column. In addition, the best result in each table 
column is displayed in bold for additional clarity.  
The first two result columns in the table show the best feasible fitness and 
best feasible cost values for each penalty factor. A feasible result is classed as 
a solution which satisfies all the hydraulic constraints of the problem, in this 
case solutions with no hydraulic head deficit. These values are obtained by 
taking the best feasible result from each set of 50 runs with that penalty cost 
and calculating the mean value. The mean best feasible fitness, mean best 
feasible cost and mean iterations to feasible values are found by taking the best 
results from all the runs for that parameter value and then calculating the mean. 
The best know solution values are the average percentage of best solutions 
which are equal to the best known solution for that problem, in the case of the 
Hanoi problem this is $6,081,220. 
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Table 4-1. Mean penalty cost results for the Hanoi problem – SSGA parameter 
tuning  
Mean Penalty Cost Results 
Penalty 
Best Feasible 
Fitness 
Best Feasible 
Cost 
Mean Best 
Feasible 
Fitness 
Mean Best 
Feasible Cost 
Mean Best 
Feasible 
Cost SD 
Mean 
Iterations 
To 
Feasible 
Best 
Known 
Solution 
(% of 
Solutions) 
 $    500,000.00  1.63578E-07  $ 6,113,631.88  1.58877E-07  $ 6,298,390.16   $ 117,962.98       249.61  2% 
 $ 1,000,000.00  1.636E-07  $ 6,112,699.69  1.58739E-07  $ 6,303,661.41   $ 114,756.34       251.17  2% 
 $ 1,500,000.00  1.63601E-07  $ 6,112,725.78  1.58812E-07  $ 6,300,633.75   $ 114,906.78       250.69  2% 
 $ 2,000,000.00  1.63593E-07  $ 6,113,027.03  1.58722E-07  $ 6,304,321.72   $ 118,038.95       251.24  2% 
 $ 2,500,000.00  1.63651E-07  $ 6,110,783.91  1.58654E-07  $ 6,307,037.66   $ 118,964.97       251.25  2% 
 $ 3,000,000.00  1.63467E-07  $ 6,117,838.59  1.58666E-07  $ 6,306,793.75   $ 116,336.45       251.29  2% 
 $ 3,500,000.00  1.63569E-07  $ 6,113,989.38  1.58612E-07  $ 6,309,069.38   $ 117,772.46       250.49  2% 
 $ 4,000,000.00  1.63567E-07  $ 6,114,033.59  1.58628E-07  $ 6,308,491.72   $ 118,967.78       250.83  2% 
 
From the table it can be seen that a penalty value of $500,000 provides 
the best results in terms of the mean best feasible fitness and network cost, with 
the average performance of the algorithm diminishing as the penalty factor is 
increased. However on closer inspection, the difference between the best and 
worst mean best feasible cost values is only approximately $10,679, less than a 
tenth of the best found standard deviation.  
 
Figure 4-1. Box plot showing mean penalty cost results for the Hanoi 
benchmark problem 
The box plot shows in more detail the spread of these results and 
suggests there is very little significant difference between the different penalty 
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factor values. Further statistical testing utilizing the Mann-Whitney U test on 
these results shows that there is no statistical significance (p > 0.05) between 
the best (penalty = $500,000) and the worst (penalty = $3,500,000) set of 
results. The penalty factor also does not seem to have a much of an effect on 
the evaluations it takes to reach a feasible solution.  
The following table shows the mean results for the tournament size 
experiments. For this experiment the tournament size ranged between 2% and 
9% in 1% intervals. The tournament size is the percentage of the total 
population size, which in this case is 100. Therefore, a tournament with size 5% 
will contain 5 randomly selected individuals. From this set of results it is clear 
that tournament size has a stronger influence over the performance of the 
algorithm than the penalty factor. In this case the SSGA performs better with a 
lower tournament size, obtaining the best results for mean best feasible fitness 
and network cost at a tournament size of 2% of the population. The number of 
best known solutions found was also highest at this tournament size.  
Table 4-2. Mean tournament size results for the Hanoi problem – SSGA 
parameter tuning 
Mean Tournament Size 
Tournament 
Size 
Best Feasible 
Fitness 
Best Feasible 
Cost 
Mean Best 
Feasible 
Fitness 
Mean Best 
Feasible Cost 
Mean Best 
Feasible 
Cost SD 
Mean 
Iterations 
To 
Feasible 
Best 
Known 
Solution 
(% of 
Solutions) 
2% 1.63604E-07  $ 6,112,581.72  1.59595E-07  $ 6,268,503.13   $ 103,194.13       431.31  3% 
3% 1.63652E-07  $ 6,110,768.59  1.594E-07  $ 6,276,852.97   $ 108,471.44       330.72  2% 
4% 1.63671E-07  $ 6,110,058.59  1.59094E-07  $ 6,289,173.59   $ 114,794.58       265.88  2% 
5% 1.63572E-07  $ 6,113,766.72  1.58742E-07  $ 6,303,606.88   $ 117,801.97       232.77  2% 
6% 1.63611E-07  $ 6,112,403.44  1.58448E-07  $ 6,315,366.56   $ 120,282.00       214.21  2% 
7% 1.63524E-07  $ 6,115,659.84  1.58248E-07  $ 6,324,097.81   $ 124,176.58       178.82  1% 
8% 1.63524E-07  $ 6,115,659.84  1.58248E-07  $ 6,324,097.81   $ 124,176.58       178.82  1% 
9% 1.63466E-07  $ 6,117,831.09  1.57935E-07  $ 6,336,700.78   $ 124,809.43       174.04  1% 
 
However it is apparent that the tournament size has the inverse effect on 
the mean iterations to feasible as the larger the tournament size, the less 
iterations it takes for the algorithm to find a solution which satisfies the 
constraints of the problem. This behaviour is expected as when the tournament 
size is larger the weaker individuals in the population have a lesser chance of 
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being selected. This has a greater effect in the early stages of the search due to 
the hydraulic penalty having a heavy influence on the fitness value of 
hydraulically infeasible solutions.  
 
Figure 4-2. Box plot showing mean tournament size results for the Hanoi 
benchmark problem 
The box plot above shows the feasible network cost for tournament size 
results in more detail and it is clear that there is more significance between the 
best performing tournament size (2%) and the worst (9%). Therefore it is 
proposed that tournament size does indeed significantly affect the performance 
of the SSGA for the Hanoi problem.  
The following table presents the results for the mean mutation rate 
experiments for the Hanoi problem. This experiment tested different pipe 
mutation rates ranging from 0.029 to 0.235 in 0.029 intervals. These pipe 
mutation probabilities effectively equate to 1 to 8 pipe mutations for each 
execution of the mutation operator. The table shows that the SSGA 
performance is highest at a pipe mutation probability of 0.147 (~5 mutations per 
operator execution). This is the case for not only the mean best feasible fitness 
and cost but also the best feasible fitness and cost. The slightly lower mutation 
probability of 0.118 achieves the highest number of best known solution values 
closely followed by the mutation rate of 0.147.   
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Table 4-3. Mean mutation probability results for the Hanoi problem – SSGA 
parameter tuning 
Mean Mutation Rate 
Mutation 
Rate 
Best Feasible 
Fitness 
Best Feasible 
Cost 
Mean Best 
Feasible 
Fitness 
Mean Best 
Feasible Cost 
Mean Best 
Feasible 
Cost SD 
Mean 
Iterations 
To 
Feasible 
Best 
Known 
Solution 
(% of 
Solutions) 
0.029 1.61476E-07  $ 6,193,254.22  1.52234E-07  $ 6,575,597.19   $ 199,225.19       228.41  0% 
0.059 1.64046E-07  $ 6,095,890.31  1.58142E-07  $ 6,325,686.88   $ 117,623.28       216.32  1% 
0.088 1.64344E-07  $ 6,084,804.84  1.59538E-07  $ 6,269,939.84   $ 105,510.89       223.41  3% 
0.118 1.64388E-07  $ 6,083,188.75  1.60149E-07  $ 6,246,024.84   $ 104,582.60       230.84  6% 
0.147 1.64393E-07  $ 6,082,995.31  1.60684E-07  $ 6,225,125.63   $ 102,081.24       245.52  4% 
0.176 1.64059E-07  $ 6,095,393.28  1.60355E-07  $ 6,237,960.31   $ 103,957.04       259.53  0% 
0.206 1.63415E-07  $ 6,119,417.97  1.59812E-07  $ 6,259,094.22   $ 104,110.79       298.07  0% 
0.235 1.62503E-07  $ 6,153,785.16  1.58798E-07  $ 6,298,970.63   $ 100,615.70       304.45  0% 
 
The mean iterations taken by the algorithm to find a feasible solution 
appears to be affected by the mutation rate; generally increasing with greater 
mutation rates. This behaviour is somewhat expected: The higher the mutation 
rate, the greater the probability of the diameter of more pipes in the system 
being changed. This becomes a problem in the case of a water distribution 
system due to the hydraulic dependence junctions have on the flow of upstream 
pipes. If for example a pipe positioned reasonably close to a source is mutated 
to a much smaller diameter then the downstream junctions can potentially 
experience a significant hydraulic head drop and thus increasing the penalty 
cost of the resultant solution. Therefore the higher the mutation rate, the higher 
the probability that a solution will be made less hydraulically feasible. Also it is 
important to point out that although the mutation rate is shown to affect the 
iterations taken to find a feasible solution, it seems to have a lesser effect on 
the search of the algorithm to the feasible solution space compared to the 
tournament size. 
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Figure 4-3. Box plot showing mean pipe mutation probability results for the 
Hanoi benchmark problem 
 
The box plot from the mutation rate results is presented above. It is first 
apparent just how poor the performance of the algorithm is at the lowest pipe 
mutation probability of 0.029. When a mutation rate is too low there is a greater 
chance of premature convergence, where the algorithm search can get stuck in 
local optima. On the other hand if the mutation rate is too high the probability of 
searching a larger is area of the search space is increased, however, this can 
often prevent the algorithm converging on an optimal solution. The remainder of 
the mutation probabilities performed allot better than the first, displaying a 
relatively smooth curve highlighting the best performing pipe mutation 
probability at 0.147. 
The following table presents the results for all of the 5 test problems, 
showing the best penalty factor cost, tournament size and pipe mutation 
probability for each. The best parameter values were chosen based on the 
mean best feasible cost results for each problem network. As stated previously, 
the detailed results for each problem can be seen in Appendix i.  
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Table 4-4. Best penalty cost, tournament size & mutation rate parameter values 
for each benchmark problem 
Problem 
Penalty 
Cost ($) 
Tournament Size 
(% Population) 
Mutation Rate (Pipe 
Mutation Probability) 
Two Loop 10,000  2% 0.5 
New York Tunnels 4,000,000  7% 0.143 
Hanoi 500,000  2% 0.147 
Foss Poly 1 16,000  2% 0.069 
Modena 20,000  4% 0.132 
 
With regard to the penalty factor, there is no clear correlation between the 
best penalty cost and the best known solution and overall complexity of the 
problem. Further experimentation and theorizing would be required to arrive at a 
viable method for predicting the optimal penalty factor for a SSGA, unfortunately 
this falls outside the scope of this work as the primary objective and focus of 
this section is to tune the SSGA as to provide a high quality performance 
benchmark for comparison purposes. Interestingly the results from some of the 
benchmark problems penalty cost experiments show that at a low penalty cost 
the performance of the algorithm is drastically reduced. This is the case for the 
New York Tunnels penalty cost experiment set (Figure 4-4). In a case where the 
penalty cost is too low, infeasible solutions are allowed to remain in the 
population resulting in a situation where feasible solutions have a lower fitness 
value to that of infeasible individuals. The result of this kind of behaviour can be 
observed in the figure below highlighted by the significant performance drop at 
a penalty cost of $1m.  
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Figure 4-4. Box plot showing mean penalty cost results for the New York 
Tunnels benchmark problem 
The optimal tournament size results range from 2% to 7% with 3 of the 5 
network problems settling on 2%. The largest of the networks, the Modena 
problem has an optimal tournament size of 4% and the New York Tunnels 
network, a parallel expansion problem has the highest optimal tournament size 
of 7%. As discussed previously, the lower the tournament size the higher the 
probability that a more varied selection of solutions in the population are chosen 
for reproduction. With decreased selection pressure the algorithm has the 
opportunity to explore a larger proportion of the search space which in the case 
of the relatively small problems of Two Loop, Hanoi and Foss Poly 1 each with 
8, 34 and 58 decision variables respectively improves the effectiveness of the 
overall search of the algorithm with the allotted number of objective function 
evaluations (200,000). These networks are also quite similar; each of which 
consist of multiple loops and a single water source. Comparing this to the larger 
problem of the Modena network which has a larger search space consisting of 
317 decision variables and 4 separate water sources it is clear that a problem of 
this size requires a slightly higher selection pressure with a tournament size of 
4%. In the case of the New York Tunnels problem the algorithm seems to 
require a relatively high selection pressure to achieve peak performance. This is 
thought to be partly due to the parallel expansion nature of the problem and the 
fact that hydraulically feasible solutions can be found in the initial population of 
every run. With no initial search for the feasible domain of the search space the 
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algorithm performs favourably with an increased selection pressure resulting in 
a more focused and iterative search. From these results it can be concluded 
that for smaller looped networks with hydraulically infeasible initial populations 
the algorithm benefits from a smaller tournament size. However as the size of 
the network increases so must the tournament size. From these results there is 
a case for varying the selection pressure as the algorithm progresses utilizing 
adaptive selection methods such as [143], although this falls outside the scope 
of this work. 
The optimal pipe mutation probabilities range from 0.069 to 0.5 with the 
smallest test problem requiring the highest mutation rate for optimal 
performance. This is most likely due to the size of the problem; in the case of a 
relatively small search space the algorithm can afford to employ an aggressive 
search utilizing a higher mutation rate without risking non-convergence. The 
results suggest that as the problem complexity grows the optimal mutation rate 
falls. In the case of the larger problems such as Foss Poly 1 and Modena a 
slightly lower mutation rate is required to that of the smaller networks of New 
York Tunnels and Hanoi. This is due to the optimal balance between exploration 
and exploitation for each problem; searching the solution space whilst ensuring 
convergence. The higher the mutation rate the more the algorithm explores the 
search space; however the resultant population diversity can prevent the 
algorithm converging on an optimal solution.  
4.1.2.1.1 Analysis of Variance and Interaction 
An important factor to consider when assessing the sensitivity of an 
algorithm is whether there is an interaction between different parameters. 
Knowledge of how the different GA parameters interact and the resultant 
performance of the algorithm can aid in choosing appropriate parameter values 
when approaching new problems in the domain. Another important factor to 
consider is whether a change to a single parameter value has a meaningful 
impact on the performance of the algorithm.  
This section aims to assess the level of variance between different 
parameter values and explore the interaction between parameters and the 
performance of the Single-objective Steady State Genetic Algorithm (SSGA) on 
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the least-cost water distribution network design problems being investigated. 
The variance and interaction between parameter values are investigated using 
the ANalysis Of VAriance (ANOVA) test, a widely used statistical technique 
primarily developed by R. A. Fisher [144] in the mid-1920s. The ANOVA test 
analyses the variation between the means of groups that have been split 
between independent variables (factors). In a case where there is more than 
one independent variable the ANOVA test can also be used to determine if 
there is an interaction between the independent variables and the dependent 
variable, in this case the parameters and solution quality respectively. The 
following set of results use the same data used to calculate the mean values 
reported earlier in this section.       
4.1.2.1.1.1 Hanoi 
In this section the variance and interaction between the three parameters 
(penalty cost, tournament size and pipe mutation rate) is tested on the Hanoi 
problem extensive run results where each parameter pair combination is tested 
with the view to understanding the impact each parameter has on its 
counterparts.  Figure 4-5 shows the average best feasible costs obtained by the 
SSGA at varying tournament sizes and mutation rates from the best performing 
penalty cost ($500,000) results set for the Hanoi problem. It can be seen that as 
the tournament size is increased the effective mutation rate appears to narrow 
and increase slightly. 
 
Figure 4-5 Heat map showing average best feasible cost between tournament 
size and mutation rate for the Hanoi problem 
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The table below shows the results from the two-way ANOVA test between 
tournament size and pipe mutation rate for all SSGA results from experiments 
using the best performing penalty cost of $500,000. Where SS is the sum of 
squares which is a measure of variation between factors, df is the degrees of 
freedom, MS is the mean squares which is SS / df, F is the F-ratio, P-value is 
the probability of significance and Fcrit is the critical value based on the critical 
significance level, in this case α=0.05. It can be observed that both the 
tournament size and mutation rate have much higher F-values than their 
respective F critical values resulting in the rejection of the null hypothesis that 
all group means are equal. Therefore we can say for both tournament size and 
mutation rate that at least one group mean is different from another. Also from 
this test we can see that the interaction between the variables is statistically 
significant (P-value < 0.05) and therefore it can be stated that the relationship 
between the mutation rate and algorithm performance is dependent on the 
tournament size.  
Table 4-5 Two-way analysis of variance (ANOVA) between tournament size & 
mutation rate for the Hanoi problem with $500k penalty cost   
ANOVA - Hanoi (500k Penalty Cost) 
    
Source of Variation SS df MS F P-value F crit 
Tournament Size 2.02E+12 
                 
7  2.88E+11 19.012 0.000 2.012 
Mutation Rate 3.66E+13 
                 
7  5.22E+12 344.608 0.000 2.012 
Interaction 2.06E+12 
               
49  4.21E+10 2.778 0.000 1.358 
Within 4.75E+13 
          
3,136  1.52E+10 
   
       
Total 8.82E+13 
     
3,199.00  
     
Figure 4-6 shows the average best feasible cost between the penalty cost 
and the tournament size. From this figure it can be suggested that as the 
penalty cost is increased the effective range of the tournament size is 
decreased resulting in the only lower tournament sizes being effective at higher 
penalty costs.  
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Figure 4-6 Heat map showing average best feasible cost between penalty cost 
and tournament size for the Hanoi problem 
The results from the ANOVA test between the tournament size and the 
penalty cost is reported below at the best performing pipe mutation rate 
(P0.147). It can be seen that the tournament size has a statistically significant 
effect on the performance of the algorithm at this fixed mutation rate, however 
the P-value (0.17) for the penalty cost thus it can be stated that the penalty cost 
has no significant effect on algorithm performance. It can also be observed that 
there is no significant interaction between the two tested parameters (interaction 
P-value of 1.00) therefore it can be said that the interaction between tournament 
size and algorithm performance is not dependant on penalty cost.  
Table 4-6 Two-way analysis of variance (ANOVA) between tournament size & 
penalty cost for the Hanoi problem with P0.147 pipe mutation 
ANOVA - Hanoi (0.147 Mutation Rate) 
    
Source of Variation SS df MS F P-value F crit 
Tournament Size 1.82E+12 7 2.60E+11 24.823 0.000 2.012 
Penalty Cost 1.08E+11 7 1.55E+10 1.479 0.170 2.012 
Interaction 2.07E+11 49 4.23E+09 0.404 1.000 1.358 
Within 3.28E+13 3136 1.05E+10 
   
       
Total 3.50E+13 3199 
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Figure 4-7 details the mean best feasible cost between the penalty cost 
and the mutation rate. The heat map does not show any clear relationship 
between the two parameters with the algorithm performing similarly at constant 
mutation rates at all penalty cost values and vice versa.  
 
Figure 4-7 Heat map showing average best feasible cost between penalty cost 
and mutation rate for the Hanoi problem 
The table below show the results from the ANOVA test conducted on the 
SSGA best feasible cost results at the best performing tournament size (0.02N). 
As with the pervious ANOVA test the penalty cost is not statistically associated 
with algorithm performance at this tournament size. However algorithm 
performance is dependent on variations in pipe mutation rate. In addition it can 
be stated that there is a lack of statistically significant interaction between the 
two parameters, which indicates that the relationship between mutation rate and 
algorithm performance is not dependent on penalty cost.  
Table 4-7 Two-way analysis of variance (ANOVA) between penalty cost & 
mutation rate for the Hanoi problem with 0.02N tournament size 
ANOVA - Hanoi (0.02 Tournament Size) 
    
Source of Variation SS df MS F P-value F crit 
Penalty Cost 5.12E+10 7 7.32E+09 0.658 0.708 2.012 
Mutation Rate 1.87E+13 7 2.66E+12 239.637 0.000 2.012 
Interaction 4.15E+11 49 8.48E+09 0.762 0.887 1.358 
Within 3.49E+13 3136 1.11E+10 
   
       
Total 5.40E+13 3199 
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It can be said based on these results that the penalty cost does not 
significantly impact the performance of the algorithm, at least for the penalty 
values tested. The algorithm performance is much more sensitive to changes in 
tournament size and mutation rate. ANOVA tests conducted on the remaining 
problems resulted in similar outcomes; the penalty cost did not have a 
statistically significant impact of the performance of the SSGA for any of the 
other problems tested in this section. Therefore the penalty cost is not 
considered for the remainder the problems tested in this section.  
4.1.2.1.1.2 Two Loop 
The average best feasible cost between the tournament size and mutation 
rate for the Two Loop problem is displayed in Figure 4-8. It can be observed 
that as the tournament size is increased so does the effective range of the pipe 
mutation rate parameter. This suggests that as selection pressure increases the 
algorithm will perform better at higher mutation rates, this is somewhat expected 
because a high selection pressure increases solution exploitation and a high 
mutation rate encourages exploration. These results seem to support the 
assumption that algorithm performance is linked to the balance between 
exploration and exploitation of the solution space.  
 
Figure 4-8 Heat map showing average best feasible cost between tournament 
size and mutation rate for the Two Loop problem 
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The two-way ANOVA shows that in the case of the two loop problem the 
tournament size has no statistically significant impact on the performance of the 
algorithm, however, mutation rate does have an impact on performance. It can 
also be said that the relationship between algorithm performance and mutation 
rate depends on the tournament size. This can be seen in Figure 4-8 which 
suggests that as tournament size is increased the best performing mutation rate 
also increases.  
Table 4-8 Two-way analysis of variance (ANOVA) between tournament size & 
mutation rate for the Two Loop problem with $10k penalty cost 
ANOVA - Two Loop (10k Penalty Cost) 
    
Source of Variation SS df MS F P-value F crit 
Tournament Size 2.07E+08 7 2.96E+07 0.497 0.837 2.012 
Mutation Rate 1.41E+11 7 2.02E+10 338.779 0.000 2.012 
Interaction 1.48E+10 49 3.01E+08 5.058 0.000 1.358 
Within 1.87E+11 3136 5.95E+07 
   
       
Total 3.43E+11 3199 
     
4.1.2.1.1.3 New York Tunnels 
Figure 4-9 displays the average best feasible cost between the 
tournament size and mutation rates for the New York Tunnels problem. It can 
be seen that pipe mutation sweet spot lies between a rate of approximately 
P0.1 & P0.2 for all tournament sizes, however there is still a slight observable 
trend suggesting that as tournament size is increased so does the optimal pipe 
mutation rate.  
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Figure 4-9 Heat map showing average best feasible cost between tournament 
size and mutation rate for the New York Tunnels problem 
The ANOVA test results between the tournament size and mutation rate 
for the New York Tunnels problem are shown in Table 4-9. It can be observed 
that the P-values for both the tournament size and mutation rate indicate an 
association between parameters and algorithm performance. The interaction 
between both parameters is also found to be statistically significant indicating a 
relationship between the tournament size and algorithm performance is 
dependant of mutation rate and vice versa.   
Table 4-9 Two-way analysis of variance (ANOVA) between tournament size & 
mutation rate for the New York Tunnels problem with $4000k penalty cost 
ANOVA - New York Tunnels (4000k Penalty Cost) 
   
Source of Variation SS df MS F P-value F crit 
Tournament Size 7.41E+13 7 1.06E+13 6.56 0.00 2.012 
Mutation Rate 2.15E+16 7 3.08E+15 1908.17 0.00 2.012 
Interaction 6.05E+14 49 1.23E+13 7.65 0.00 1.358 
Within 5.06E+15 3136 1.61E+12 
   
       
Total 2.72865E+16 3199 
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4.1.2.1.1.4 Foss Poly 1 
Figure 4-10 displays the average best cost between the tournament size 
and mutation rate for the Foss Poly 1 problem. It can be observed that the best 
performing combination of parameter values occur where both tournament size 
and mutation rate are lower. However there is an observable trend where, as 
tournament size increases the viable range of mutation rates also increases 
slightly.  
 
Figure 4-10 Heat map showing average best feasible cost between tournament 
size and mutation rate for the Foss Poly 1 problem 
The ANOVA test for the Foss Poly 1 problem at a penalty cost of $16,000 
between tournament size and mutation rate can be found in Table 4-10. Both 
the tournament size and mutation rate significantly impact the performance of 
the SSGA for this problem. In addition, there is a significant variation between 
group means for the mutation rate which is indicated by the large F-value 
(3221.043), much higher than the tournament size variation, suggesting that for 
this problem the mutation rate has a much higher impact on performance than 
the tournament. The test also shows that there is a statistically significant 
interaction between the two parameter values implying that the relationship 
between the mutation rate and SSGA performance is governed by the 
tournament size.  
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Table 4-10 Two-way analysis of variance (ANOVA) between tournament size & 
mutation rate for the Foss Poly 1 problem with $16k penalty cost 
ANOVA - Foss Poly 1 (16k Penalty Cost) 
    
Source of Variation SS df MS F P-value F crit 
Tournament Size 1.65E+09 7 2.35E+08 14.739 0.00 2.012 
Mutation Rate 3.60E+11 7 5.14E+10 3221.043 0.00 2.012 
Interaction 3.13E+09 49 6.40E+07 4.009 0.00 1.358 
Within 5.00E+10 3136 1.60E+07 
   
       
Total 4.15E+11 3199 
     
4.1.2.1.1.5 Modena 
Figure 4-11 shows the average best feasible solution cost between the 
tournament size and pipe mutation rate for the Modena problem. Only a small 
amount of variation in optimal mutation rate can be observed with a change in 
tournament size with the figure suggesting only a slight increase in effective 
mutation rate with an increase in tournament size. 
 
Figure 4-11 Heat map showing average best feasible cost between tournament 
size and mutation rate for the Modena problem 
The observations of the heat map are supported by the results from the 
ANOVA test where it is seen that the tournament size is not significantly 
associated with the performance of the algorithm whereas the mutation rate 
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produces a statistically significant variance between the group means. This is 
an interesting finding as tournament size has had a significant association with 
the performance of the algorithm for every other problem on test. The lack of 
selection pressure sensitivity could be due to configuration of the problem; a 
feasible solution is easily found partially due to the four water sources which 
may in turn shape the fitness landscape in such a way that selection pressure 
has a minimal effect on the search of the algorithm. 
Table 4-11 Two-way analysis of variance (ANOVA) between tournament size & 
mutation rate for the Modena problem with $20k penalty cost 
ANOVA - Modena (20k Penalty Cost) 
    
Source of Variation SS df MS F P-value F crit 
Tournament Size 5.68E+07 7 8.11E+06 0.548 0.799 2.012 
Mutation Rate 5.05E+10 7 7.21E+09 486.650 0.000 2.012 
Interaction 2.91E+09 49 5.95E+07 4.012 0.000 1.358 
Within 4.65E+10 3136 1.48E+07 
   
       
Total 9.99E+10 3199 
     
4.1.2.2 Replacement Strategy 
This section details the results from the replacement strategy 
experimentation for each of the test problems. The first part of this section 
shows the detailed replacement strategy results for the Hanoi problem. For this 
experimentation the optimal parameter values for the Hanoi problem were used; 
penalty cost of $500,000, tournament size of 2% and a pipe mutation rate of 
0.147. The table below shows the mean best feasible network cost and 
standard deviation for each of the replacement strategies. From initial 
inspection there is a clear difference of performance between the oldest and 
random unconditional replacement methods and the rest of the strategies. From 
the table of figures it is apparent that conditional replacement has a large effect 
of the performance of the algorithm when paired with all of the individual 
selection methods (worst, oldest and random). While the oldest and random 
unconditional strategies perform drastically worse that of their conditional 
counterparts, the worst unconditional method interestingly performs well.  
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Table 4-12. Mean replacement strategy results for the Hanoi problem – SSGA 
parameter tuning 
 
Mean Best Feasible Cost 
Mean Best Feasible Cost 
SD 
Worst / Conditional  $                6,183,407.60   $                       99,800.06  
Oldest / Conditional  $                6,195,220.00   $                       90,184.37  
Random / Conditional  $                6,206,049.80   $                     104,525.92  
Worst / Unconditional  $                6,205,100.00   $                       95,292.54  
Oldest / 
Unconditional 
 $                7,520,530.00   $                     118,098.27  
Random / 
Unconditional 
 $                7,486,498.20   $                     153,245.31  
 
The results show that the oldest unconditional replacement strategy 
performs the poorest out of all of the tested replacement methods. The poor 
performance of this replacement approach could be due to the fact that 
individuals in the population do not survive past 50 fitness evaluations due to 
the unconditional replacement strategy. The random unconditional method fares 
slightly better, although again due to the unconditional replacement approach 
there is a good chance that high performing solutions in the population can be 
replaced with poor solutions.  
 
Figure 4-12 Box plot showing replacement strategy results for the Hanoi 
problem – SSGA parameter tuning 
From these results it is clear that conditional replacement consistently 
performs well regardless of the method used to select the individual being 
replaced. This behaviour is somewhat expected as it ensures the overall fitness 
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of the population is never decreased unlike unconditional replacement where 
the population fitness can potentially decrease with the addition of newly 
created poor quality individuals.  
The following table shows the best performing results for all of the small to 
medium network problem benchmarks based of mean best feasible network 
cost. For each experiment the best know parameters values were used based 
on the results in section 4.1.2.1. The detailed results for each benchmark 
presented in this section are available in the appendix.  
Table 4-13. Best replacement strategy parameters for each benchmark problem 
Problem 
Individual 
Replaced 
Replacement 
Condition 
Two Loop Worst Conditional 
New York Tunnels Worst Unconditional 
Hanoi Worst Conditional 
Foss Poly 1 Worst Unconditional 
Modena Worst Unconditional 
 
From these results it is clear that replacement of the worst individual in the 
population results in the best performance of the algorithm for all benchmark 
problems. The smallest test problem, Two Loop and the Hanoi problem both 
perform best using a conditional replacement strategy. What is interesting 
however is that three of the five test problems perform better utilizing an 
unconditional replacement strategy. This is mainly the case for the larger 
problems (Foss Poly 1 & Modena) but also includes the New York Tunnels 
parallel expansion problem. Using a unconditional replacement strategy will 
tend to increase the variety of solutions in the population allowing the algorithm 
to potentially conduct a wider search of the solution space which in the case of 
the larger test problems has proven to be beneficial. It is important to point out 
that the unconditional replacement strategy is heavily reliant on the replacement 
of the worst individual in the population as this helps prevent the population 
from diverging from the optimal solution space and becoming unstable.  
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4.1.3 Conclusion 
This section set out to explore the effect that various parameters have on 
the performance of the SSGA with the view to not only observe the behaviour of 
the algorithm and how various parameter configurations affect the algorithm but 
also ensure the parameters of the SSGA are optimally tuned to each 
benchmark problem with the aim to provide a competitive baseline for later 
comparison with the heuristic based GAs.  
The first batch of experiments concentrated on the effect penalty cost has 
on the performance of a SSGA with a static penalty. Although the presence of a 
penalty cost is essential in the case of most single objective problems to ensure 
the constraints of the problem are satisfied, it is apparent that, at least with the 
penalty cost ranges utilized for these tests that the penalty cost has little to no 
significant effect on the performance of the algorithm except for very low penalty 
costs. Further testing on a larger range of penalty costs would be required to 
better understand the relationship between penalty cost and the performance of 
the SSGA, although conducting a more extensive study of this type falls outside 
the reach of this work. The second set of experiments explored the effect 
tournament size has on the performance of the algorithm. From the results 
gained there is a potential correlation between problem complexity and 
tournament size; the larger the problem the greater the optimal tournament size. 
The third set of experiments investigated the effect mutation rate has on the 
performance of the algorithm and found that as the problem complexity grows 
the optimal mutation rate generally falls. The final set of experiments focused on 
the replacement method of the SSGA. A range of different replacement 
strategies were tested on the benchmark problems and it was observed that the 
algorithm performed best when the worst individual in the population was 
selected for replacement. It was also observed that the use of conditional 
replacement worked best for the smaller problems from the problem set and an 
unconditional replacement approach performed best for the larger problems. 
The knowledge derived from this section can be used to tune the performance 
of the GA for use in experiments with the heuristic variants of EAs described in 
the later sections. 
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4.2 Locally Constrained Genetic Algorithm 
This section describes the formulation and development of a heuristic 
based SSGA for the least-cost design of water distribution networks. The 
motivation behind the development of this algorithm was to see if the search of 
the algorithm could be softly constrained in the local space utilizing water 
system engineering knowledge normally applied during the classical design 
process. The core idea behind the formulation of such an algorithm was to 
target and eliminate hydraulically infeasible elements within a water network 
solution whilst retaining algorithm performance with the view of obtaining good 
quality feasible solutions faster than a highly tuned SSGA. The Locally 
Constrained Genetic Algorithm (LCO-GA) presented here applies the hydraulic 
deficit heuristic detailed in section 3.4.1 to the mutation operator of the Steady 
State GA (SSGA) presented in section 3.1. The aim of the hydraulic deficit 
heuristic is to target pipes within the network that are causing junctions to be in 
head deficit. This is achieved through its application to the mutation operator of 
the SSGA.  
The Heuristic based Mutation Operation (HMO) is designed to allow the 
EA to locate feasible network designs earlier in the optimisation.  It can be 
configured for use with any appropriate constraints, but here the application to 
network hydraulic performance only is considered. LCO-GA employs the 
hydraulic deficit heuristic that is designed to primarily target pipes which are 
causing head constraint violations. At initialisation, the algorithm runs a single 
hydraulic simulation of the WDN and logs the directional flow information of 
each pipe. Using this data, each junction and its immediate upstream pipe and 
junction are logged making it possible to identify pipes that are limiting junction 
head down-stream. The HMO first selects a junction through the use of a 
roulette wheel method which assigns wheel segment sizes using head deficit 
information obtained during the fitness evaluation of the solution, resulting in 
junctions with a high pressure head deficit having a greater probability of being 
selected. Once a junction is selected the heuristic searches upstream of the 
selected junction until a junction is found which is in pressure head excess. The 
pipe immediately downstream of the discovered junction is then mutated to a 
greater available diameter. If the pressure head at every junction satisfies the 
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problem constraints, the HMO employs a slightly different method. The roulette 
wheel method is employed again; however, wheel segment size and therefore 
junction selection probability is now proportional to junction pressure head 
excess. This results in junctions with high pressure head excess having a 
greater probability of selection. Once selected the pipe immediately upstream of 
the initially selected junction is mutated to a smaller size. As stated previously 
due to the dependency of the HMO on a solution’s pressure head information, 
mutation cannot be applied post crossover without the need to re-evaluate the 
hydraulic network of resultant solutions. 
4.2.1 Experimental Setup 
During early experimentation with LCO-GA it was found that if the HMO 
was employed exclusively (i.e., without random pipe mutation) throughout the 
evolutionary process, the population would become stagnant and prematurely 
converge on a sub optimal solution. This lead to the idea of combining heuristic 
based mutation and random pipe mutation (employed by the SSGA) to help 
prevent premature convergence. Therefore this first set of experiments explores 
the performance of the algorithm with varying applications of the HMO vs. 
standard pipe mutation. The probability of heuristic based mutation being 
applied for each pipe selected for mutation was set at a constant 25%, 50%, 
75% and 100%. In the case where the heuristic is not selected for use the 
mutation operator employs the standard pipe mutation method as used by the 
SSGA resulting in a constant number of mutations regardless of the mutation 
type being used. 
These initial experiments were conducted on the Hanoi problem and the 
optimal parameter values obtained from the single-objective genetic algorithm 
parameter tuning section of this chapter were used for all instances of the 
SSGA and LCO-GA in this set of experiments. Each configuration of LCO-GA 
and the SSGA were run 50 times, each for 200,000 objective function 
evaluations. To ensure a fair comparison between the SSGA and the different 
LCO-GA configurations a list of 50 randomly generated integers were generated 
for the purpose of seeding the random number function at the beginning of each 
of the 50 runs. The same list of random number seeds were used for each 
algorithm configuration experiment ensuring the same starting populations for 
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each run, for example, LCO-GA 1st run would have the same starting population 
as the 1st run of the SSGA. The remaining parameter values and algorithm 
setup remained constant through all runs for all experiments: Population size of 
100 individuals, single-point crossover, penalty cost of $500,000, tournament 
size of 2% and a pipe mutation rate of 0.147.  Conditional worst individual 
replacement strategy was used as per the previous experimentation. As with 
the SSGA, LCO-GA was implemented in C++ and all of the following 
experiments were run on an Intel Core i7-4770K 3.5GHz PC. 
 
4.2.2 Results 
This section presents the results for the initial LCO-GA experiments and 
compares them to the performance of the SSGA. The table below shows the 
best results obtained for each algorithm from the best performing run for the 
Hanoi problem. Both the best fitness and best feasible network cost are 
presented along with the least number of fitness evaluations taken for that 
algorithm to reach a feasible solution. From these results it can be observed 
that the SSGA and LCO-GA with 25% and 50% heuristic mutation probability 
achieved the best known feasible solution for the Hanoi problem ($6,081,220) 
within the allotted 200,000 fitness evaluations. LCO-GA with 75% heuristic 
mutation probability performs slightly worse than the previously mentioned 
algorithms however it is the version of the algorithm with solely heuristic 
mutation (LCO-GA (100%)) that performs drastically worse than the other 
algorithms. Looking at the number of fitness evaluations it takes the algorithms 
to achieve a hydraulically feasible solution shows that the more the heuristic 
mutation operator is applied the faster the algorithm finds the feasible solution 
space, taking LCO-GA (100%) only 4 fitness evaluations to achieve a feasible 
solution compared to the SSGA which took 64.   
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Table 4-14. LCO-GA best single run results for the Hanoi problem - SSGA & 
LCO-GA variants comparison 
  Best Single Run 
Algorithm Fitness 
Feasible 
Cost ($) 
Evaluations 
to Feasible 
SSGA 1.644E-07 6,081,220 64 
LCO-GA (25%) 1.644E-07 6,081,220 36 
LCO-GA (50%) 1.644E-07 6,081,220 20 
LCO-GA (75%) 1.640E-07 6,097,450 10 
LCO-GA (100%) 1.609E-07 6,224,050 4 
 
The following table presents the mean results from the best solutions from 
the 50 runs of each algorithm variant. Included in these results is the best 
average fitness, feasible cost and evaluations taken to achieve a feasible 
solution each accompanied by the standard deviation for the best results from 
the 50 runs. From these results it can be seen that the SSGA outperforms the 
LCO-GA variants in terms of average best solution fitness and network cost 
after 200,000 fitness evaluations. We also see that as the proportion of heuristic 
mutation is increased the average solution quality decreases. However as with 
the previous best single run results, increasing the application of heuristic 
mutation allows the algorithm to find the feasible solution space in less fitness 
evaluations; where LCO-GA (100%) takes on average 68.3 fitness evaluation to 
find a feasible solution compared to the SSGA which take on average 415.2 
evaluations.  
Table 4-15. LCO-GA 50 run best solution average results for the Hanoi problem 
- SSGA & LCO-GA variants comparison 
  50 Run Best Solution Average 
Algorithm Fitness 
Fitness 
Standard 
Deviation 
Feasible 
Cost ($) 
Feasible Cost 
Standard 
Deviation ($) 
Evaluations 
to Feasible 
Evaluations to 
Feasible Standard 
Deviation 
SSGA 1.618E-07 2.571E-09 6,183,410 99,800 415.2 152.3 
LCO-GA (25%) 1.614E-07 2.648E-09 6,197,340 102,431 164.2 61.6 
LCO-GA (50%) 1.603E-07 2.634E-09 6,241,470 102,754 110.4 33.8 
LCO-GA (75%) 1.599E-07 2.965E-09 6,255,600 116,537 86.5 33.9 
LCO-GA (100%) 1.548E-07 3.342E-09 6,463,910 141,243 68.3 29.3 
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Figure 4-13 presents the average fitness from the best solution in each run 
over the 200,000 fitness evaluations for the Hanoi problem. From this graph it 
can be observed that all variants of the LCO-GA exhibit better performance in 
the early stages of the search compared to the SSGA. However the LCO-GA 
variants with very high applications of the heuristic mutation do not perform very 
well in the later stages of the search. For example, LCO-GA (100%) can be 
seen to rapidly converge on a sub-optimal solution at approximately 30,000 
evaluations and does not improve significantly throughout the remaining 
~170,000 evaluations. As the application of the heuristic mutation is decreased 
the final solution quality of the algorithm is increased all be it with a slight 
decrease in the early stage performance of the search. The best performing 
LCO-GA variant is LCO-GA (25%) which achieves better solutions than the 
SSGA up until approximately 140,000 solution evaluations where the SSGA 
slightly out performs LCO-GA (25%) in the remainder of the search.     
 
Figure 4-13. Graph showing the average best solution fitness over evaluations 
for the Hanoi problem - SSGA & LCO-GA variants comparison 
Figure 4-14 shows the average percentage of feasible solutions present in 
the population during the search. The first plot (left) spans the entire 200,000 
fitness evaluations and the second (right) gives a detailed look at the first 2,000 
evaluations. It can be seen from this figure that LCO-GA (100%) promotes initial 
population feasibility more than the other algorithms, however following the first 
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few thousand evaluations the feasibility of the population drops from 
approximately 90% to 80% within 25,000 evaluations. This behaviour can be 
attributed to the heuristic which in the case of a hydraulically feasible solution 
the HMO targets areas of hydraulic head excess and starts to constrict pipe 
diameters with a view to improving infrastructure cost. However aggressive use 
of this component of the heuristic seems to decrease population feasibility 
without having the desired effect on the overall quality of the solutions.    
 
Figure 4-14. Graphs showing average percentage of feasible solutions present 
in the population for the Hanoi problem – SSGA & LCO-GA variants comparison 
LCO-GA (75%) achieves a population feasibility of approximately 92% 
after around 400 evaluations and after an initial drop in population feasibility in 
the first ~20,000 evaluations increases sharply and sustains a very high 
feasibility level mostly staying above 95% population feasibility for the 
remainder of the search. This behaviour is quite interesting as one would expect 
a lower number of feasible solutions to be present in the population during the 
later stages of the search due to the heavy (75%) application of the heuristic 
which actively attempts to reduce excess feasibility (excess head) in a solution. 
However it appears that in combination with the standard random pipe mutation 
the algorithm performs well in terms of solution feasibility. It emerges that as the 
probability of the application of the heuristic is decreased the more evaluations 
the algorithm needs to achieve a feasible solution and hence it takes longer to 
accumulate hydraulically feasible solutions in the population. This is enforced 
further by the results for LCO-GA (50%) and LCO-GA (25%); both of which find 
the feasible search space much faster than the SSGA however as the influence 
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of the heuristic mutation is decreased the evaluations needed to find a feasible 
solution and achieve a ~90% population feasibility is increased. Both of the 
aforementioned LCO-GA configurations are seen to settle in the area of 
population feasibility between ~85% - 90% for the duration of the run of the 
algorithm, although both do fluctuate more compared with the SSGA. 
4.2.3 Conclusion 
This section presented the results from the initial Locally Constrained 
Genetic Algorithm (LCO-GA) experiment set on the Hanoi problem with the view 
of investigating how the application strength of the Heuristic Mutation Operator 
(HMO) impacts the performance of the algorithm both in terms of solution 
fitness but also solution feasibility. It was found that the higher the probability of 
heuristic based mutation the faster the algorithm found the feasible search 
space thus increasing the initial convergence of the algorithm. However at these 
high application rates of the heuristic based mutation the overall performance of 
the algorithm was diminished in the later stages of the search compared with 
the standard Steady State Genetic Algorithm (SSGA) often prematurely 
converging on a sub optimal solution. The LCO-GA configuration found to 
perform best was LCO-GA (25%) (25% probability of applying the heuristic 
during mutation). LCO-GA (25%) displayed faster convergence over that of the 
SSGA producing higher fitness solutions than the SSGA up until approximately 
130,000 solution evaluations where the SSGA is able to find slightly better 
solutions in the remainder of the search. One of the key performance 
behaviours of LCO-GA is the algorithm’s ability to find the feasible solution 
space in less solution evaluations than the SSGA, this trait is very desirable 
from a design engineer’s point of view, especially in the case where time and 
hence solution evaluations are limited. For relatively small networks such as the 
Hanoi network this is not a big consideration as a solution evaluation can be 
performed in less than a millisecond on a high-end consumer grade CPU. 
However, when tackling a much larger, more complex real world problem 
solution evolution compute time increases dramatically to over 35 milliseconds 
(Network B). This by itself does not seem very excessive until you consider the 
fact that a single run of the algorithm could require a few hundred thousand 
solution evaluations to achieve convergence on a near optimal solution. For 
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example a single run on the real world Network B problem with 200,000 solution 
evaluations would take approximately 2 hours to compute. This of course does 
not factor in the compute time to execute the remainder of the algorithm 
although this is very negligible compared with the fitness evaluation CPU time. 
An additional consideration on this point is that these experiments are only 
conducting single period simulations, however a great deal of WDN design 
problems require extended period simulation where, for example, the daily 
demand cycle has to be taken into account commonly resulting in the network 
having to be solved for each hour of a 24 hour period which greatly increases 
the amount of CPU time needed to fully evaluate a single solution. 
It is clear from this set of experiments that the hydraulic heuristic based 
mutation aids the search of the algorithm in the initial stages of the search in 
terms of fitness value convergence rate and also the number of solution 
evaluations needed to find the feasible solution space. However as has been 
observed, the sole use of the heuristic based mutation hinders the search of the 
algorithm in the later stages of the search often resulting in premature 
convergence and hence suboptimal solutions; requiring the standard pipe 
mutation to improve the solution quality in the later stages of the search. 
4.3 Adaptive Locally Constrained Genetic Algorithm 
It has been observed that strong applications of the heuristic mutation 
operator (HMO) are very effective in the early stages of the algorithm run, 
finding the feasible solution space quickly. However the random pipe mutation 
operator was found to be more effective in the latter generations of the 
algorithm. Therefore, it was necessary to employ a device to influence the 
usage of the HMO. The Fitness Gradient Monitor (FGM) controls the probability 
that the HMO is applied to the current generation's child solutions, through the 
monitoring of the population's current best solution's fitness. The probability of 
the application of the HMO is decreased from 1 as the fitness curve of the best 
solution's fitness tends to zero.  
𝑃𝑔𝑚 =
𝑔𝑐
𝑔𝑖
  (24) 
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Where gi is the initial gradient, gc is the current gradient and Pgm is the 
probability of the HMO being employed. If HMO is not utilised then the random 
pipe mutation operator is used instead. This method ensures a smooth 
transition between the use of HMO and the random pipe mutation operator as 
the algorithm's search progresses. This additional process ensures that the 
HMO is applied aggressively at the start of the algorithm’s search, improving 
solution feasibility, but is able to smoothly reduce the influence of the hydraulic 
heuristic as the search progresses and the rate of solution fitness increase 
reduces. The resultant algorithm will be known as Adaptive Locally Constrained 
Genetic Algorithm (ALCO-GA). 
4.3.1 Experimental Setup 
This set of experiments explores the performance of the Adaptive Locally 
Constrained Genetic Algorithm (ALCO-GA) with varying applications of the 
adaptive HMO vs. standard pipe mutation. The probability of the adaptive 
heuristic based mutation being applied for each pipe selected for mutation was 
set at a constant 25%, 50%, 75% and 100%. In the case where the heuristic is 
not selected for use, either due to the FGM or the applied constant probability 
the mutation operator employs the standard pipe mutation method as used by 
the SSGA resulting in a constant number of mutations regardless of the 
mutation type being used. 
As with the previous LCO-GA experiments this set of experiments were 
conducted on the Hanoi problem and the optimal parameter values obtained 
from the single-objective genetic algorithm parameter tuning section of this 
chapter were used for all instances of the SSGA and ALCO-GA in this set of 
experiments. Each configuration of ALCO-GA and the SSGA were run 50 times, 
each for 200,000 objective function evaluations. To ensure a fair comparison 
between the SSGA and the different ALCO-GA configurations a list of 50 
randomly generated integers were generated for the purpose of seeding the 
random number function at the beginning of each of the 50 runs. The same list 
of random number seeds were used for each algorithm configuration 
experiment ensuring the same starting populations for each run. The remaining 
parameter values and algorithm setup remained constant through all runs for all 
experiments: Population size of 100 individuals, single-point crossover, penalty 
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cost of $500,000, tournament size of 2% and a pipe mutation rate of 0.147.  
Conditional worst individual replacement strategy was used as per the previous 
experimentation. As with the SSGA, ALCO-GA was implemented in C++ and all 
of the following experiments were run on an Intel Core i7-4770K 3.5GHz PC. 
4.3.2 Results 
Table 4-16 presents the best results obtained for each algorithm from the 
best performing run for the Hanoi problem. Both the best fitness and best 
feasible network cost are presented along with the least number of fitness 
evaluations taken for that algorithm to reach a feasible solution. It can be seen 
that all of the algorithms find the best known solution for the Hanoi problem 
($6,081,220) however all of the ALCO-GA variants find a feasible solution in 
less than half the evaluations it takes the SSGA to do, with the ALCO-GA (50%) 
variant performing the best in this area.   
Table 4-16. ALCO-GA best single run results for the Hanoi problem 
  Best Single Run 
Algorithm Fitness 
Feasible 
Cost ($) 
Evaluations 
to Feasible 
SSGA 1.644E-07 6,081,220 64 
ALCO-GA (25%) 1.644E-07 6,081,220 30 
ALCO-GA (50%) 1.644E-07 6,081,220 22 
ALCO-GA (75%) 1.644E-07 6,081,220 24 
ALCO-GA (100%) 1.644E-07 6,081,220 24 
 
Table 4-17 presents the mean results from the best solutions from the 50 
runs of each algorithm variant. Included in these results is the best average 
fitness, feasible cost and evaluations taken to achieve a feasible solution each 
accompanied by the standard deviation for the best results from the 50 runs. 
From these results it can be seen that the SSGA outperforms the ALCO-GA 
variants in terms of fitness and feasible solution cost however all ALCO-GA 
variants find the feasible solution space in less fitness evaluations than the 
SSGA. The best performing ALCO-GA variant is ALCO-GA (100%) achieving a 
mean best feasible cost of $6,192,960, $9,550 more than the SSGA. However, 
ALCO-GA does achieve the lowest standard deviation for the fitness and 
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feasible network cost suggesting that this ALCO-GA variant has a better chance 
of producing more consistent results than the SSGA and other ALCO-GA 
variants. ALCO-GA (100%) also achieves a feasible solution in an average of 
67.8 solution evaluations, over 6 times faster than the SSGA and also with more 
consistency shown by the relatively low evaluations to feasible standard 
deviation.  
Table 4-17. ALCO-GA best solution average results for 50 runs for the Hanoi 
problem 
  Average 
Algorithm Fitness 
Fitness 
Standard 
Deviation 
Feasible 
Cost ($) 
Feasible Cost 
Standard 
Deviation ($) 
Evaluations 
to Feasible 
Evaluations to 
Feasible Standard 
Deviation 
SSGA 1.618E-07 2.571E-09 6,183,410 99,800 415.2 152.3 
ALCO-GA (25%) 1.612E-07 2.480E-09 6,204,560 96,439 162.0 56.4 
ALCO-GA (50%) 1.610E-07 2.692E-09 6,215,230 104,339 99.6 42.5 
ALCO-GA (75%) 1.615E-07 2.575E-09 6,193,610 100,013 80.6 30.6 
ALCO-GA (100%) 1.615E-07 2.347E-09 6,192,960 90,537 67.8 25.9 
 
Figure 4-15 presents the average fitness from the best solution in each run 
over the 200,000 fitness evaluations for the Hanoi problem. Unlike the previous 
experimentation with the LCO-GA variants the ALCO-GA variants are very 
closely matched throughout the search of the algorithm, all displaying faster 
convergence than the SSGA in the first stages of the search. The best 
performing ALCO-GA variants are ALCO-GA (75%) and ALCO-GA (100%) 
achieving the best solution fitness for the majority of the search; only being 
surpassed by the SSGA after approximately 170,000 solution evaluations. 
Interestingly it is ALCO-GA (50%) that performs the worst out of all the 
algorithms; at approximately 20,000 evaluations the convergence rate of ALCO-
GA (50%) decreases drastically and is surpassed by the SSGA at 
approximately 80,000 evaluations. This behaviour can be attributed to a small 
number of outlying runs which seem to get caught in a local minima; this is 
reinforced by the relatively high standard deviation presented in Table 4-17. 
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Figure 4-15. Graph showing the average best solution fitness over evaluations 
for the Hanoi problem - SSGA & ALCO-GA variants comparison 
Figure 4-16 presents the average percentage of feasible solution present 
in the population during the search. The first plot (left) spans the entire 200,000 
fitness evaluations and the second (right) gives a detailed look at the first 2,000 
evaluations. The first thing to note is that all of the algorithms have very similar 
population feasibility levels in the first approximately 40,000 evaluations of the 
search. As observed previously, the population feasibility of the SSGA remains 
almost constant for the entire run following the initial search into the feasible 
search space (~0 – 2000 evaluations). The first 3 ALCO-GA variants ALCO-GA 
(25%), (50%), (75%) sustain roughly the same feasibility levels as the SSGA up 
until approximately 125,000 evaluations, where they proceed to drop. This 
behaviour is interesting because at this point in the search the probability of the 
heuristic being applied is very low, although it still seems to have an effect on 
the population feasibility possibly attributing to the decrease in feasible 
solutions. Finally looking at the second plot (right) in Figure 4-16 it can be seen 
that as the influence of the adaptive heuristic mutation operator is increased, 
fewer evaluations are needed for the algorithm to reach the feasible solution 
space.  
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Figure 4-16. Graphs showing average percentage of feasible solutions present 
in the population for the Hanoi problem – SSGA & ALCO-GA variants 
comparison 
The final part of this results section presents and compares the SSGA and 
the best performing LCO-GA and ALCO-GA variants (LCO-GA (25%) & ALCO-
GA (100%)) on the Hanoi problem using the results gain in the previous 
sections.  
Table 4-18 presents the best results obtained for each algorithm from the 
best performing run for the Hanoi problem. All of the algorithms achieve the 
best known solution for the problem in question, however it is clear that ALCO-
GA (100%) achieves a feasible solution in less evaluations than LCO-GA (25%) 
and the SSGA. This behaviour is expected as the hydraulic heuristic is primarily 
designed to improve the hydraulic feasibility of solutions and since ALCO-GA 
(100%) is solely utilizing the heuristic in the early stage of the search it finds the 
feasible search space faster than the other algorithms.  
Table 4-18. SSGA, LCO-GA & ALCO-GA best single run results for the Hanoi 
problem 
  Best Single Run 
Algorithm Fitness 
Feasible 
Cost ($) 
Evaluations 
to Feasible 
SSGA 1.644E-07 6,081,220 64 
LCO-GA (25%) 1.644E-07 6,081,220 36 
ALCO-GA (100%) 1.644E-07 6,081,220 24 
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The following table shows the mean results from the best solutions from 
the 50 runs of each algorithm. From the previous experiments it has been 
shown that the SSGA achieves a better average solution than the heuristic 
based mutation algorithms, but these results show that ALCO-GA (100%) 
achieves a better solution quality, standard deviation and evaluations to 
feasibility than LCO-GA (25%). Thus suggesting that the implementation of the 
adaptive approach has improved the resultant solution quality of the algorithm 
over a long run but also maintained the algorithm’s ability to find the feasible 
search space in a small number of solution evaluations.  
Table 4-19. SSGA, LCO-GA & ALCO-GA best solution average results for 50 
runs for the Hanoi problem 
  Average 
Algorithm Fitness 
Fitness 
Standard 
Deviation 
Feasible 
Cost ($) 
Feasible Cost 
Standard 
Deviation ($) 
Evaluations 
to Feasible 
Evaluations to 
Feasible Standard 
Deviation 
SSGA 1.618E-07 2.571E-09 6,183,410 99,800 415.2 152.3 
LCO-GA (25%) 1.614E-07 2.648E-09 6,197,340 102,431 164.2 61.6 
ALCO-GA (100%) 1.615E-07 2.347E-09 6,192,960 90,537 67.8 25.9 
 
Figure 4-17 shows the average fitness for each algorithm over the 200,000 
solution evaluations for the Hanoi problem. It is clear from these results and 
results from previous experiments (presented in earlier sections of this chapter) 
that both of the heuristic based mutation algorithms perform better than the 
SSGA in the early stages of the search. It can now be seen that LCO-GA (25%) 
converges faster than ALCO-GA (100%); outperforming the adaptive variant in 
the first 100,000 evaluations. However, ALCO-GA is able to achieve slightly 
higher mean fitness values than the LCO-GA post 100,000 evaluations. 
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Figure 4-17. Graph showing the average best solution fitness over evaluations 
for the Hanoi problem – SSGA, LCO-GA (25%) & ALCO-GA (100%) 
comparison 
Figure 4-18 shows the average percentage of feasible solutions present in 
the population for each of the algorithms for the Hanoi problem. The previous 
experimentations with LCO-GA and ALCO-GA have already confirmed that both 
algorithms reach the feasible solution space and achieve high population 
feasibility in fewer evaluations than the SSGA. It can be seen in these results 
that ALCO-GA (100%) reaches high population feasibility (> 90%) in less 
solution evaluations than LCO-GA (25%). 
 
Figure 4-18. Graphs showing average percentage of feasible solutions present 
in the population for the Hanoi problem – SSGA, LCO-GA (25%) & ALCO-GA 
(100%) comparison 
1.40E-07
1.45E-07
1.50E-07
1.55E-07
1.60E-07
0 40,000 80,000 120,000 160,000 200,000
F
it
n
e
s
s
 
Evaluations 
SSGA
LCO-GA (25%)
ALCO-GA (100%)
70
75
80
85
90
95
100
0 50,000 100,000 150,000 200,000
F
e
a
s
ib
le
 P
o
p
u
la
ti
o
n
 (
%
) 
Evaluations 
SSGA
LCO-GA (25%)
ALCO-GA (100%)
0
10
20
30
40
50
60
70
80
90
100
0 500 1,000 1,500 2,000
F
e
a
s
ib
le
 P
o
p
u
la
ti
o
n
 (
%
) 
Evaluations 
SSGA
LCO-GA (25%)
ALCO-GA (100%)
Heuristic Based Genetic Algorithm Development 
 131 
4.3.3 Conclusion 
This section introduced the concept of the Fitness Gradient Monitor 
(FGM), an additional component added to LCO-GA which was designed to 
monitor the fitness of the best individual in the current population and calculate 
the resultant gradient over time. Utilizing this information, the application rate of 
the Heuristic Mutation Operator (HMO) is controlled; with the aim being to 
employ the HMO heavily in the initial stages of the search and less as the 
algorithm starts to converge on a solution. The resultant Adaptive Locally 
Constrained Genetic Algorithm (ALCO-GA) was applied to the Hanoi problem 
with varying amounts of adaptive HMO application to gauge what performance 
impact the operator has on the algorithm. It was found that decreasing the 
application of the adaptive HMO had a detrimental effect on the performance of 
ALCO-GA both in terms of mean fitness but also evaluations to the feasible 
solution space.  
Finally the best performing LCO-GA variant (LCO-GA (25%)) from the 
previous results section and the best performing ALCO-GA variant (ALCO-GA 
(100%)) were compared. It has been observed that ALCO-GA performs better 
than LCO-GA in terms of solution quality after 200,000 evaluations and also 
promotes solution feasibility more than the LCO-GA variant. These experiments 
have shown that the application of the HMO in the early stages of an algorithm’s 
search is beneficial not only in terms of early solution fitness but also in 
promoting solution feasibility; however as the search continues, sustained use 
of the heuristic has a detrimental effect of the overall performance of the 
algorithm. Applying the adaptive fitness gradient component to the algorithm 
has corrected the performance of the algorithm by focusing the application of 
the HMO in the early stages of the search whilst letting the standard pipe 
mutation take over in the later stages resulting in a more stable and consistent 
performance. 
 
Heuristic Based Genetic Algorithm Development 
 132 
4.4 Pipe Smoothing Genetic Algorithm 
The Pipe Smoothing Genetic Algorithm (PSGA) is based around the 
principle that in a gravity fed WDN the diameter of any pipe is never greater 
than the sum of the diameter(s) of the directly upstream pipes. Networks that 
adhere to this rule can be seen to ‘smoothly’ transition from large to small 
diameters from source to the extremities of the network. This rule is routinely 
and implicitly applied by engineers when designing such networks as it makes 
little sense to follow a smaller diameter pipe with a larger one in the majority of 
circumstances.  The larger pipe will cost more to install and will not add to the 
hydraulic capability of the system as it will be constrained by the smaller 
diameter pipe upstream. One further negative aspect of this arrangement is that 
velocities will be lower in the larger pipe and high water age can become an 
issue.  A standard GA of course will mutate some of these inconsistent pipe 
selections from the final solution as they have a corresponding improvement in 
the cost function and no hydraulic penalty.  However extensive experimentation 
has shown that even well-optimised solutions after hundreds of thousands of 
generations of a standard EA still contain significant numbers of incorrectly 
sized pipes in larger networks. 
PSGA applies the rule described in detail in section 3.4.2 directly to the 
genotype without evaluating the effect this process has on the phenotype. The 
heuristic employed by PSGA is developed from the network topology of a 
specific problem and remains constant throughout the evolutionary process. 
The heuristic is applied to a solution through the mutation operator; where the 
probability of the heuristic being applied is defined by a preset algorithm 
parameter. It is the aim of the heuristic to guide the algorithm’s search to the 
engineering feasible solution space to locate smoother WDN designs whilst 
maintaining the performance of a standard genetic algorithm. The PSGA 
mutation operator does not perform any additional partial or full fitness 
evaluations, except a single hydraulic simulation at initialisation to determine 
flow directions. This was an important consideration when developing PSGA as 
additional fitness evaluations would require further hydraulic evaluations, 
increasing algorithm run time. 
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PSGA is essentially a standard GA (SGA) which incorporates an 
additional feature; a pipe smoothing heuristic based mutation operator. The 
standard GA used was the steady-state GA (section 3.1.2) with tournament 
selection with tournament size t and single-point crossover. A binary string 
comprising of N sub-strings was employed where each sub-string represents 
the diameter of each pipe in the WDN. Mutation was conducted as a random 
pipewise mutation with probability m.  
The pipe smoothing mutation operator randomly selects a pipe to be 
mutated. The sum of all the diameters of the directly upstream pipes is set as 
the maximum allowable diameter the current pipe can take. This operator 
employs a skewed roulette wheel approach to the random selection of the pipe 
diameter. This is achieved be weighting the larger pipe diameters that fall within 
the maximum allowable size so that the larger the diameter, the higher the 
probability there is of selection. Upon selection the pipe being mutated is 
changed to the selected diameter. 
To function correctly both the pipe smoothing initialiser and mutation 
operator require each pipe in the network to be ‘aware’ of the pipes directly up 
and down stream of their location. When changes are made to a WDN there is 
a possibility that flow direction could change in some pipes hence swapping up 
& down stream pipes relative to the pipe in question. The flow direction is 
logged at each hydraulic evaluation of the network, therefore to preserve this 
hydraulic data the pipe smoothing mutation operator precedes the crossover 
operator. 
4.4.1 Experimental Setup 
During early experimentation with PSGA it was found that if the pipe 
smoothing mutation operator was employed exclusively (i.e., without random 
pipe mutation) throughout the evolutionary process, the performance of the 
algorithm would be diminished compared with the SSGA. As with ALCO-GA it 
was decided that combining heuristic based mutation and random pipe mutation 
(employed by the SSGA) would help to prevent premature convergence and 
sub-optimal performance. Therefore this first set of experiments explores the 
performance of the algorithm with varying applications of the pipe smoothing 
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mutation operator vs. standard pipe mutation. The probability of pipe smoothing 
heuristic based mutation being applied for each pipe selected for mutation was 
set at a constant 25%, 50%, 75% and 100%. In the case where the heuristic is 
not selected for use the mutation operator employs the standard pipe mutation 
method as used by the SSGA resulting in a constant number of mutations 
regardless of the mutation type being used. 
These initial experiments were conducted on the Hanoi problem and the 
optimal parameter values obtained from the single-objective genetic algorithm 
parameter tuning section of this chapter were used for all instances of the 
SSGA and PSGA in this set of experiments. Each configuration of PSGA and 
the SSGA were run 50 times, each for 200,000 objective function evaluations. 
To ensure a fair comparison between the SSGA and the different PSGA 
configurations a list of 50 randomly generated integers were generated for the 
purpose of seeding the random number function at the beginning of each of the 
50 runs. The same list of random number seeds were used for each algorithm 
configuration experiment ensuring the same starting populations for each run, 
for example, PSGA 1st run would have the same starting population as the 1st 
run of the SSGA. The remaining parameter values and algorithm setup 
remained constant through all runs for all experiments: Population size of 100 
individuals, single-point crossover, penalty cost of $500,000, tournament size of 
2% and a pipe mutation rate of 0.147.  Conditional worst individual replacement 
strategy was used as per the previous experimentation. As with the SSGA, 
PSGA was implemented in C++ and all of the following experiments were run 
on the same system as the previous experiments. 
4.4.2 Results 
This section presents the results for the initial PSGA experiments and 
compares them to the performance of the SSGA. The table below shows the 
best results obtained for each algorithm from the best performing run for the 
Hanoi problem. Both the best fitness and best feasible network cost are 
presented along with the least number of fitness evaluations taken for that 
algorithm to reach a feasible solution. From these results it can be observed 
that the SSGA and all PSGA configurations achieved the best known feasible 
solution for the Hanoi problem ($6,081,220) within the allotted 200,000 fitness 
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evaluations. Looking at the number of fitness evaluations it takes the algorithms 
to achieve a hydraulically feasible solution shows that the more the heuristic 
mutation operator is applied the slower the algorithm finds the feasible solution 
space, however PSGA (100%) does achieve a feasible solution faster than the 
other PSGA configurations but still falls short of the SSGA which took 64 
evaluations.   
Table 4-20. PSGA best single run results for the Hanoi problem - SSGA & 
PSGA variants comparison 
  Best Single Run 
Algorithm Fitness 
Feasible 
Cost ($) 
Evaluations 
to Feasible 
SSGA 1.644E-07 6,081,220 64 
PSGA (25%) 1.644E-07 6,081,220 236 
PSGA (50%) 1.644E-07 6,081,220 264 
PSGA (75%) 1.644E-07 6,081,220 314 
PSGA (100%) 1.644E-07 6,081,220 190 
 
The following table presents the mean results from the best solutions 
from the 50 runs of each algorithm variant. Included in these results is the best 
average fitness, feasible cost, evaluations taken to achieve a feasible solution 
and pipe smoothing violations each accompanied by the standard deviation for 
the best results from the 50 runs. Pipe smoothing violations are a count of how 
many times the pipe smoothing heuristic is violated in a solution and hence can 
be used as a metric of network smoothness where the lower the violations the 
smoother the network.  
Table 4-21. PSGA 50 run best solution average results for the Hanoi problem - 
SSGA & PSGA variants comparison 
  50 Run Best Solution Average 
Algorithm Fitness 
Fitness 
Standard 
Deviation 
Feasible 
Cost ($) 
Feasible 
Cost 
Standard 
Deviation 
($) 
Evaluations 
to Feasible 
Evaluations 
to Feasible 
Standard 
Deviation 
Pipe 
Smoothing 
Violations 
Pipe 
Smoothing 
Violations 
Standard 
Deviation 
SSGA 1.618E-07 2.571E-09 6,183,410 99,800 415.2 152.3 0.00 0.00 
PSGA (25%) 1.621E-07 2.585E-09 6,170,850 100,200 496.6 140.8 0.00 0.00 
PSGA (50%) 1.615E-07 2.714E-09 6,194,280 105,406 545.4 187.4 0.00 0.00 
PSGA (75%) 1.613E-07 2.850E-09 6,204,390 110,457 685.2 232.0 0.00 0.00 
PSGA (100%) 1.616E-07 3.074E-09 6,192,390 119,208 700.5 237.0 0.00 0.00 
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From these results it can be seen that PSGA (25%) outperforms the SSGA 
in terms of average best solution fitness and network cost after 200,000 fitness 
evaluations. As with the previous best single run results, increasing the 
application of heuristic mutation allows the algorithm to find the feasible solution 
space in more fitness evaluations. It was found that for the Hanoi problem that 
as solution fitness increased so does the smoothness of the network, this 
resulted in all algorithms tested finding perfectly smooth networks (0 smoothing 
violations). 
Figure 4-19 presents the average fitness from the best solution in each run 
over the 200,000 fitness evaluations for the Hanoi problem. From this graph it 
can be observed that all variants of the PSGA exhibit better performance in the 
early stages of the search compared to the SSGA. However the PSGA variants 
with very high applications of the heuristic mutation do not perform as well in the 
later stages of the search.  
 
Figure 4-19. Graph showing the average best solution fitness over evaluations 
for the Hanoi problem - SSGA & PSGA variants comparison 
For example, PSGA (100%) can be seen to rapidly converge on a slightly 
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solutions but are slightly outperformed eventually by the SSGA. As the 
application of the heuristic mutation is decreased the final solution quality of the 
algorithm in general is increased all be it with a slight decrease in the early 
stage performance of the search. The best performing PSGA variant is PSGA 
(25%) which achieves better solution quality throughout the entirety of the 
search. In short all PSGA variants outperform the SSGA in the first 100,000 
fitness evaluations of the search.      
Figure 4-20 shows the average percentage of feasible solutions present in 
the population during the search (left) and the average best solution’s pipe 
smoothing violations (right). It can be seen from this figure that there is minimal 
difference in population feasibility between all algorithms in the first ~40,000 
evaluations of the search, however the population feasibility of the PSGA 
variants decrease slightly as the search progresses compared to the SSGA. 
Looking at the pipe smoothing violations produced by the algorithms it can be 
seen that as the pipe smoothing heuristic is applied to a greater extent the 
average number of violations decreases at a higher rate. This of course is an 
expected behaviour of the PSGA.  
  
Figure 4-20. Graphs showing average percentage of feasible solutions present 
in the population for the Hanoi problem – SSGA & PSGA variants comparison 
4.4.3 Conclusion 
This section presented the results from the initial Pipe Smoothing Genetic 
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investigating how the application strength of the pipe smoothing heuristic 
70
75
80
85
90
95
100
0 40,000 80,000 120,000160,000200,000
Fe
as
ib
le
 P
o
p
u
la
ti
o
n
 (%
) 
Evaluations 
SSGA
PSGA (25%)
PSGA (50%)
PSGA (75%)
PSGA (100%) 0
1
2
3
0 40,000 80,000 120,000160,000200,000
P
ip
e
 S
m
o
o
th
in
g 
V
io
la
ti
o
n
s 
Evaluations 
SSGA
PSGA (25%)
PSGA (50%)
PSGA (75%)
PSGA (100%)
Heuristic Based Genetic Algorithm Development 
 138 
mutation operator affects the performance of the algorithm both in terms of 
solution fitness but also solution feasibility and network smoothness. It was 
found that the higher the probability of heuristic based mutation the faster the 
algorithm converged. However at high application rates of the heuristic based 
mutation the overall performance of the algorithm was diminished in the later 
stages of the search compared with the standard Steady State Genetic 
Algorithm (SSGA). The PSGA configuration found to perform best was PSGA 
(25%) (25% probability of applying the heuristic during mutation). PSGA (25%) 
displayed faster convergence over that of the SSGA producing higher fitness 
solutions than the SSGA throughout the entire 200,000 evaluation search. A 
key performance behaviour of PSGA is the algorithm’s ability to find smoother 
network solutions in less solution evaluations than the SSGA, as mentioned 
earlier in this chapter, this trait is very desirable from a design engineer’s point 
of view, especially in the case where time and hence solution evaluations are 
limited.  
It is clear from this set of experiments that the pipe smoothing heuristic 
based mutation aids the search of the algorithm throughout all stages of the 
search in terms of fitness value convergence rate and also the smoothness of 
the resultant network solutions. However as has been observed, the sole use of 
the heuristic based mutation is sub-optimal; requiring the standard pipe 
mutation to improve the overall performance of the Pipe Smoothing Genetic 
Algorithm. From this stage on PSGA (25%) will be referred to as the Pipe 
Smoothing Genetic Algorithm (PSGA).  
4.5 Conclusion 
The first section of this chapter explored the effect of varying the different 
parameters of a single-objective steady state genetic algorithm on a number of 
small to medium size WDN design problems from the literature. The 
experiments were designed to give insight into the effect that different 
parameters have on the performance of the algorithm but also ensure the 
algorithm is performing at near peak performance to provide a fair comparison 
to the heuristic based algorithms. It was found that the penalty cost has little to 
no significant effect on the performance of the algorithm except for very low 
penalty costs. The results also show a potential correlation between problem 
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complexity and tournament size; the larger the problem the greater the optimal 
tournament size. It was also observed that as the problem complexity grows the 
optimal mutation rate generally falls and that the mutation rate has a much 
larger impact of the performance of the algorithm than any other parameter 
tested. Finally it was observed that the algorithm performed best when the worst 
individual in the population was selected for replacement. It was also observed 
that the use of conditional replacement worked best for the smaller problems 
from the problem set and an unconditional replacement approach performed 
best for the larger problems. This work goes some way to understanding 
algorithm parameter sensitivity and parameter interactions to aid in addressing 
of the second research question posed in this thesis. 
Following the parameter investigation of the SSGA, the development of 
the Locally Constrained Genetic Algorithm (LCO-GA) is presented. The 
experiment was designed to investigate how the application strength of the 
bottleneck eliminating mutation operator (3.4) impacts the performance of the 
algorithm both in terms of solution fitness but also solution feasibility. It was 
found that the higher the probability of heuristic based mutation the faster the 
algorithm found the feasible search space thus increasing the initial 
convergence of the algorithm. However at these high application rates of the 
heuristic based mutation the overall performance of the algorithm was 
diminished in the later stages of the search compared with the standard Steady 
State Genetic Algorithm (SSGA) often prematurely converging on a sub optimal 
solution. LCO-GA exhibited the ability to find the feasible solution space in less 
solution evaluations than the SSGA, this trait is very desirable from a design 
engineer’s point of view, especially in the case where time and hence solution 
evaluations are limited. Therefore it was necessary to vary the application rate 
of the heuristic over the duration of the search. An additional component added 
to LCO-GA which was designed to monitor the fitness of the best individual in 
the current population and calculate the resultant gradient over time. Utilizing 
this information, the application rate of the Heuristic Mutation Operator (HMO) is 
controlled; with the aim being to employ the HMO heavily in the initial stages of 
the search and less as the algorithm starts to converge on a solution. It has 
been observed that the resultant Adaptive Locally Constrained Genetic 
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Algorithm (ALCO-GA) performs better than LCO-GA in terms of solution quality 
and also promotes solution feasibility more than the LCO-GA variant. 
The final section of this chapter presents the development of the Pipe 
Smoothing Genetic Algorithm (PSGA) an algorithm based off of the pipe 
smoothing heuristic presented in chapter 3 (3.5). A set of experiments aimed at 
investigating how the application strength of the pipe smoothing heuristic 
mutation operator impacts the performance of the algorithm both in terms of 
solution fitness but also solution feasibility and network smoothness was 
presented. It was found that the higher the probability of heuristic based 
mutation the more susceptible the algorithm was to premature convergence 
compared with the standard Steady State Genetic Algorithm (SSGA). It was 
found that the pipe smoothing heuristic based mutation aids the search of the 
algorithm throughout all stages of the search in terms of fitness value, 
convergence rate and also the smoothness of the resultant network solutions.  
It has been demonstrated in this chapter that the incorporation of water 
systems knowledge to the mutation operator of an EA has the potential to 
improve overall algorithm performance in terms of both mathematical optimality 
and engineering feasibility, paving the way to addressing the primary research 
question posed by this thesis. 
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Chapter 5: Heuristic Based Algorithm Experimentation 
During the development of the engineering inspired genetic algorithms 
(chapter 4) it was observed that both algorithms (ALCO-GA & PSGA) 
demonstrated increased performance when compared to a highly tuned Steady 
State Genetic Algorithm (SSGA) on the Hanoi water distribution network design 
problem. The integration of specific water systems knowledge into the mutation 
operator was successful and demonstrated promising performance on a 
medium sized benchmark problem from the literature. However, to fully address 
the primary research question posed by this work, it is necessary to expand the 
problem set to include problems of differing types and increased complexity. In 
this chapter both ALCO-GA and PSGA are directly compared with the SSGA on 
a wide range of water distribution network design problems presented in section 
3.3 with the view of fully analyzing the performance of the engineering inspired 
algorithms. In addition, the performance of the SSGA, ALCO-GA and PSGA are 
compared over a number of different parameter configurations involving the 
tournament size and mutation rate in order to gauge the sensitivity each 
algorithm has to variation of these parameters.   
5.1 Adaptive Locally Constrained GA Experimentation 
Following the development of the Locally Constrained Genetic Algorithm 
(LCO-GA) (4.2) and the Adaptive Locally Constrained Genetic Algorithm 
(ALCO-GA) (4.3) this section aims to explore the performance of ALCO-GA on 
a range of water distribution network design problems of differing structure, 
complexity and size. The initial experimentation presented in this section 
compares ALCO-GA and the SSGA in terms of overall solution quality achieved 
and also solution feasibility. The final section explores the robustness of ALCO-
GA and SSGA when different parameters are varied.     
5.1.1 ALCO-GA Tuned Performance Experiments 
5.1.1.1 Experimental Setup 
The set of experiments presented in this section compare ALCO-GA and 
the SSGA, applying them to a variety of different water distribution network 
design problems, a list and brief description of each of the networks is available 
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in section 3.3. As stated before the collection of water distribution network 
design problems were selected for their structure, complexity and size 
variations, providing a diverse benchmark set to enable extensive evaluation of 
ALCO-GA. The optimal parameter values obtained from the single-objective 
genetic algorithm parameter tuning section (0) of this chapter were used for all 
instances of the SSGA and ALCO-GA in this set of experiments. ALCO-GA and 
the SSGA were run 50 times with the exception of the Network A problem which 
was only run 10 times, each for 100,000 objective function evaluations. To 
ensure a fair comparison between the SSGA and ALCO-GA a list of 50 (10 for 
Network A) randomly generated integers were generated for the purpose of 
seeding the random number function at the beginning of each of the 50 runs. 
The same list of random number seeds was used for both ALCO-GA and the 
SSGA ensuring the same starting populations for each run. The SSGA and 
ALCO-GA were implemented in C++ and all of the following experiments were 
run on an Intel Core i7-4770K 3.5GHz PC. 
5.1.1.2 Results 
5.1.1.2.1 Two Loop 
The following results show the performance comparison between SSGA 
and ALCO-GA for the Two Loop water distribution network design problem. 
Table 5-1 presents the best performing solutions for each algorithm from the 50 
runs. It can be seen that both algorithms find the best known feasible solution 
for this problem ($419,000). Both algorithms produce a feasible solution in the 
initial population, an important thing to note in regard to this is that due to the 
small size of the problem and the pipe diameter decision set a randomly 
generated solution has a very high probability to produce a solution which 
satisfies the hydraulic constraints of the problem, also as stated previously the 
starting populations of both algorithms are identical as they are generated using 
the same random number seed set.  
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Table 5-1. Best single run results for the Two Loop problem - SSGA & ALCO-
GA comparison 
  Best Single Run 
Algorithm Fitness 
Feasible 
Cost ($) 
Evaluations 
to Feasible 
SSGA 2.387E-06 419,000 0 
ALCO-GA 2.387E-06 419,000 0 
 
Table 5-2 shows the mean results for the algorithms for the Two Loop problem. 
As can be seen, ALCO-GA achieves a better fitness and feasible solution cost 
than the SSGA also obtaining a lower standard deviation for the best solutions 
from the 50 runs over the 100,000 solution evaluations. In this set of 
experiments all of the solutions in the initial population were hydraulically 
feasible, resulting in the 0 evaluations to feasible result for both algorithms.   
Table 5-2. Mean results for the Two Loop problem – SSGA & ALCO-GA 
comparison 
  Average 
Algorithm Fitness 
Fitness 
Standard 
Deviation 
Feasible 
Cost ($) 
Feasible Cost 
Standard 
Deviation ($) 
Evaluations 
to Feasible 
Evaluations to 
Feasible Standard 
Deviation 
SSGA 2.383E-06 6.301E-09 419,740 1,426 0.0 0.0 
ALCO-GA 2.384E-06 2.832E-09 419,420 499 0.0 0.0 
 
As can be seen from Figure 5-1, ALCO-GA displays faster convergence 
than the SSGA, achieving a near optimal solution at approximately 60,000 
solution evaluations. In terms of solution feasibility, both algorithms start at an 
average of 10% population feasibility and quickly rise in the first 200 evaluations 
with ALCO-GA rising to approximately 50% feasibility and SSGA to around 
40%. Interestingly population feasibility becomes reduced for both algorithms in 
the next 10,000 evaluations, however at this point population feasibility starts to 
rise significantly for ALCO-GA leaving the SSGA to remain in the 25%-30% 
range.     
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Figure 5-1. Graphs showing the average best solution fitness (left) & average 
percentage of feasible solutions present in the population (right) for the Two 
Loop problem – SSGA & ALCO-GA comparison 
5.1.1.2.2 Foss Poly 1 
The following results presented here are for the Foss Poly 1 water 
distribution network design problem. It can be seen from Table 5-3 that 
following the allotted 100,000 solution evaluations ALCO-GA finds a better 
solution for the 50 runs than the SSGA, achieving a feasible network cost 
$4,805 less than the best solution found by the SSGA. As with the previous Two 
Loop experiment, this problem also offers a high probability that a solution in the 
randomly generated starting population is feasible, and this being the case in 
this instance where on average approximately 30% of feasible solutions were 
generated in the starting population.  
Table 5-3. Best single run results for the Foss Poly 1 problem - SSGA & ALCO-
GA comparison 
  Best Single Run 
Algorithm Fitness 
Feasible 
Cost ($) 
Evaluations 
to Feasible 
SSGA 2.496E-05 40,063 0 
ALCO-GA 2.844E-05 35,258 0 
 
The average results for the 50 runs of both algorithms (Table 5-4) shows 
that ALCO-GA achieves a better average solution fitness and feasible network 
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cost than the SSGA. Again, due to the presence of feasible solutions in the 
starting population of all of the runs, the average evaluations to the feasible 
solution space is 0.   
Table 5-4. Mean results for the Foss Poly 1 problem – SSGA & ALCO-GA 
comparison 
  Average 
Algorithm Fitness 
Fitness 
Standard 
Deviation 
Feasible 
Cost ($) 
Feasible Cost 
Standard 
Deviation ($) 
Evaluations 
to Feasible 
Evaluations to 
Feasible Standard 
Deviation 
SSGA 2.218E-05 1.184E-06 47,030 3,001 0.0 0.0 
ALCO-GA 2.603E-05 1.299E-06 39,662 2,394 0.0 0.0 
 
Figure 5-2 displays (left) the extent at which ALCO-GA outperforms the 
SSGA in terms of average solution fitness during the search of both algorithms 
for the Foss Poly 1 problem. From these results it is clear that ALCO-GA 
achieves better average solution fitness than the SSGA at every stage of the 
100,000 evaluation search. Both algorithms achieve similar population feasibility 
in the early stages of the search; however the population feasibility of ALCO-GA 
is lower than that of the SSGA in the first 30,000 evaluations, dropping to 
around 5% feasible solutions. This suggests that the hydraulic excess limiting 
component of the modified mutation operator is playing a more significant role 
in the early stages of the search that it has in other problems such as Hanoi.  
 
Figure 5-2. Graphs showing the average best solution fitness (left) & average 
percentage of feasible solutions present in the population (right) for the Two 
Loop problem – SSGA & ALCO-GA comparison 
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5.1.1.2.3 Modena 
The following results are for the Modena water distribution network design 
problem, a large real-world network with multiple reservoir sources. Table 5-5 
show the best single run results for both algorithms after the allotted 100,000 
fitness evaluations. As can be seen from the table, the SSGA finds a solution 
just less than $10,000 cheaper than ALCO-GA. As with the previous two 
problems presented in this results section, the makeup of this problem gives a 
high probability that a feasible solution can be randomly generated hence the 0 
evaluations taken to find a feasible solution for both algorithms.  
Table 5-5. Best single run results for the Modena problem - SSGA & ALCO-GA 
comparison 
  Best Single Run 
Algorithm Fitness 
Feasible 
Cost ($) 
Evaluations 
to Feasible 
SSGA 1.762E-07 5,898,900 0 
ALCO-GA 1.710E-07 5,908,630 0 
 
Table 5-6 presents the average results for the Modena problem and shows that 
ALCO-GA outperforms the SSGA in terms of solution quality and solution 
variation for the 50 runs; ALCO-GA achieves a mean feasible network cost just 
under $100,000 less than the SSGA and a smaller feasible cost standard 
deviation. As stated previously the Modena problem lends itself to producing 
feasible solutions, this is demonstrated by the 0 mean evaluations to feasible 
result presented in the table below, thus implying that at least one feasible 
solution was generated in each of the 50 runs performed in this experiment set.   
Table 5-6. Mean results for the Modena problem – SSGA & ALCO-GA 
comparison 
  Average 
Algorithm Fitness 
Fitness 
Standard 
Deviation 
Feasible 
Cost ($) 
Feasible Cost 
Standard 
Deviation ($) 
Evaluations 
to Feasible 
Evaluations to 
Feasible Standard 
Deviation 
SSGA 1.617E-07 4.253E-09 6,385,570 167,052 0.0 0.0 
ALCO-GA 1.639E-07 3.176E-09 6,290,200 151,066 0.0 0.0 
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 Figure 5-3 presents the mean best solution fitness for the 50 runs over 
the 100,000 evaluations for both algorithms (left) and the average percentage of 
feasible solutions present in the population (right) for the Modena problem. 
From this figure it can be seen that ALCO-GA outperforms the SSGA 
throughout the entire search of the algorithms. It can also be seen that the 
mean population feasibility for ALCO-GA drops immediately from 8% to 1% at 
the beginning of the search and then proceeds to climb back to the feasibility 
levels of the SSGA at around 6-7%. The overall population feasibility levels 
generated by both algorithms are quite low for this problem suggesting that in 
this case the search of a GA benefits from having solutions close to the feasible 
solution space boundary. This is a trait that is encouraged by the heuristic 
based mutation operator in ALCO-GA and hence why there are performance 
gains to be made in the early stages of the search.   
 
Figure 5-3. Graphs showing the average best solution fitness (left) & average 
percentage of feasible solutions present in the population (right) for the Modena 
problem – SSGA & ALCO-GA comparison 
5.1.1.2.4 New York Tunnels 
The following section presents the results for both algorithms for the New 
York Tunnels network, a parallel expansion problem. Table 5-7 shows that both 
algorithms achieve the same best single run results, reaching the best know 
solution for this formulation of the problem ($38,637,600). 
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Table 5-7. Best single run results for the New York Tunnels problem - SSGA & 
ALCO-GA comparison 
  Best Single Run 
Algorithm Fitness 
Feasible 
Cost ($) 
Evaluations 
to Feasible 
SSGA 2.615E-08 38,637,600 0 
ALCO-GA 2.615E-08 38,637,600 0 
 
The following mean results table shows the SSGA slightly outperforms 
ALCO-GA in terms of solution fitness and feasible network cost although the 
gains in performance the SSGA has over ALCO-GA are minimal compared with 
the total cost of the network. As with some of the previous problems, the nature 
of the New York Tunnels parallel expansion problem highly promotes feasibility 
which in turn increases the probability that randomly generated solutions will 
satisfy the hydraulic constraints of the problem. In this case we see from the 
results that there are solutions present in each of the 50 starting populations 
that are feasible, hence resulting in the 0 evaluations to feasible result for each 
algorithm.    
Table 5-8. Mean results for the New York Tunnels problem – SSGA & ALCO-
GA comparison 
  Average 
Algorithm Fitness 
Fitness 
Standard 
Deviation 
Feasible 
Cost ($) 
Feasible Cost 
Standard 
Deviation ($) 
Evaluations 
to Feasible 
Evaluations to 
Feasible Standard 
Deviation 
SSGA 2.597E-08 2.271E-10 38,919,500 355,019 0.0 0.0 
ALCO-GA 2.594E-08 2.253E-10 38,952,400 367,342 0.0 0.0 
 Figure 5-4 shows that ALCO-GA converges considerably faster than the 
SSGA in the early stages of the search, outperforming the SSGA for the first 
~30,000 evaluations whilst sustaining a completive solution quality throughout 
the remainder of the search. The second graph indicates that the average 
starting population percent feasibility is just under 90% however as is shown in 
the figure, the population feasibility of both algorithms decreases rapidly in the 
early stages of the search. This behaviour is somewhat expected as it adheres 
to the observed performance of the algorithms when applied to problems with 
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high initial solution feasibility. It can be seen that ALCO-GA reduces solution 
feasibility very aggressively at the beginning of the search whilst reducing the 
cost of the network and increasing solution fitness. 
 
Figure 5-4. Graphs showing the average best solution fitness (left) & average 
percentage of feasible solutions present in the population (right) for the New 
York Tunnels problem – SSGA & ALCO-GA comparison 
5.1.1.2.5 Network A 
The following set of results is for the Network A water distribution network 
design problem. This problem presents a real-world challenge for optimization 
algorithms due to the network complexity and hydraulic constraints which are 
difficult to satisfy whilst maintaining competitive solution quality. Table 5-9 
presents the best single run results for the Network A problem for the SSGA 
and ALCO-GA after 100,000 solution evaluations. It can be seen that the SSGA 
finds a better feasible cost solution than ALCO-GA from the 10 runs after 
100,000 fitness evaluations, however ALCO-GA finds a feasible solution in only 
60 evaluations compared with the 1,934 evaluations it takes the SSGA to do so.   
Table 5-9. Best single run results for the Network A problem - SSGA & ALCO-
GA comparison 
  Best Single Run 
Algorithm Fitness 
Feasible 
Cost ($) 
Evaluations 
to Feasible 
SSGA 2.723E-07 3,672,300 1934 
ALCO-GA 2.661E-07 3,758,000 60 
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 The following table shows the average results from all the runs for this 
problem. As can be seen ALCO-GA achieves a slightly better average feasible 
cost however has a slightly lower average fitness value than the SSGA. This 
result is due to having a relatively low penalty factor where the reduction in 
infrastructure cost is more than the resultant penalty cost produced by a 
minimal head deficit. This becomes pronounced in problems such as these 
where producing competitive hydraulically feasible solutions is more difficult. 
ALCO-GA greatly outperforms the SSGA in terms of evaluations taken to 
achieve a feasible solution, finding the feasible solution space on average in 
less than 2% of the evaluations that the SSGA takes to achieve a feasible 
solution.    
Table 5-10. Mean results for the Network A problem – SSGA & ALCO-GA 
comparison 
  Average 
Algorithm Fitness 
Fitness 
Standard 
Deviation 
Feasible 
Cost ($) 
Feasible Cost 
Standard 
Deviation ($) 
Evaluations 
to Feasible 
Evaluations to 
Feasible Standard 
Deviation 
SSGA 2.530E-07 1.519E-08 4,024,560 321,490 6333.2 4814.9 
ALCO-GA 2.528E-07 1.213E-08 3,976,580 221,773 120.2 35.1 
 
The following figure shows the mean best solution performances of both 
algorithms are very similar in terms of solution fitness throughout the entire 
search. Following further  statistical testing (Mann-Whitney U test) it was found 
that there was no significant difference between each algorithm’s set of final 
solutions in terms of fitness and feasible solution cost. The only clear difference 
in performance between the algorithms is the ability for ALCO-GA to promote 
highly feasible solutions in the population achieving over 90% population 
feasibility in less solution evaluations than the SSGA takes to find a single 
feasible solution.  
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Figure 5-5. Graphs showing the average best solution fitness (left) & average 
percentage of feasible solutions present in the population (right) for the Network 
A problem – SSGA & ALCO-GA comparison 
5.1.1.2.6 Network B 
The following section presents the results for the Network B problem, a 
real-world water distribution network and the largest benchmark problem 
presented in this work. The following table shows the best solutions found by 
both ALCO-GA and the SSGA after 100,000 solution evaluations from ten 
randomly seeded separate runs. In terms of solution fitness and feasible 
network cost, ALCO-GA finds a slightly better solution however as with the 
previous real world large scale network (Network A) ALCO-GA finds a feasible 
solution in a lot less fitness evaluations than the SSGA.  
Table 5-11. Best single run results for the Network B problem - SSGA & ALCO-
GA comparison 
  Best Single Run 
Algorithm Fitness 
Feasible 
Cost ($) 
Evaluations 
to Feasible 
SSGA 1.125E-07 8,887,670 10238 
ALCO-GA 1.133E-07 8,835,080 304 
 
Table 5-12 presents the mean results for the two competing algorithms for 
this problem. The results show that the SSGA slightly outperforms ALCO-GA in 
terms of solution fitness and feasible network cost after 100,000 fitness 
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evaluations. However as with the Network A experiment set, these solution sets 
also do not provide statistically significant fitness or feasible network cost 
results. However there is statistically significant difference between the two sets 
of results when comparing the evaluations it takes to reach a feasible solution. 
With ALCO-GA on average reaching the feasible solution space in 
approximately a tenth of the time of the SSGA.  
Table 5-12. Mean results for the Network B problem – SSGA & ALCO-GA 
comparison 
  Average 
Algorithm Fitness 
Fitness 
Standard 
Deviation 
Feasible 
Cost ($) 
Feasible Cost 
Standard 
Deviation ($) 
Evaluations 
to Feasible 
Evaluations to 
Feasible Standard 
Deviation 
SSGA 1.049E-07 4.863E-09 9,827,230 768,935 17027.4 6555.6 
ALCO-GA 1.022E-07 6.816E-09 10,024,500 900,713 1708.4 2822.1 
 
Figure 5-6 presents the average fitness and population feasibility results 
for the two algorithms on the Network B problem. The first observation is that 
ALCO-GA seems to perform better than the SSGA in the first stages of the 
search, however the SSGA goes on to overtake ALCO-GA in terms of fitness 
after approximately 25,000 solution evaluations. As with the previous problem 
(Network A), ALCO-GA exhibits a strong tendency to produce feasible solutions 
in the early stages of the search. This behaviour is shown in the figure below 
with the mean population feasibility reaching around 45% in the first 2,000 
fitness evaluations compared with the SSGA which only finds its first feasible 
solution at approximately 10,000 solution evaluations.  
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Figure 5-6. Graphs showing the average best solution fitness (left) & average 
percentage of feasible solutions present in the population (right) for the Network 
B problem – SSGA & ALCO-GA comparison 
5.1.1.3 Conclusion 
The primary aim of this section was to compare the performance of the 
Adaptive Locally Constrained Genetic Algorithm (ALCO-GA) with the Steady 
State Genetic Algorithm (SSGA). The problems used in this set of experiments 
were selected for their range of size, complexity and layout, hence offering a 
diverse set of challenges for both algorithms with the view of providing an 
insight into the performance and behaviour of ALCO-GA. Both algorithms 
utilized the same parameters obtained from the parameter tuning experiments 
presented earlier in this chapter (section 0). This was done to ensure that the 
SSGA was not placed at a disadvantage when being compared to ALCO-GA 
and both algorithms could be fairly compared.  
ALCO-GA generally displayed increased performed over the SSGA on the 
smaller single source network design problems (Two Loop, Hanoi, Foss Poly 1). 
It was found that ALCO-GA displayed heightened performance in the early 
stages of the search compared with the SSGA and commonly went on to 
produce competitive final solutions, often better than the highly tuned SSGA. 
The results from the Modena problem suggest that ALCO-GA would work well 
for large, real world problems with multiple sources. 
Integrating a relatively simple problem specific heuristic into the mutation 
operator of a standard steady state genetic algorithm has shown to improve 
algorithm performance at least in the early stages of the search but also in 
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many cases improve overall solution quality. Reaching quality feasible solutions 
in less fitness evaluations would allow an engineer to utilize such a method to 
aid in the initial design of a water distribution system.  
5.1.2 Parameter Robustness 
Identifying the optimal GA parameter set can involve a large number of 
algorithm runs using a number of different parameter configurations.  This can 
be a time consuming operation and in the case of complex large real-world 
problems is near infeasible. The sensitivity of an algorithm to its parameter 
configuration (parameter robustness) is therefore an important consideration, 
and in this section, the performance of both the SSGA and ALCO-GA are 
compared over a number of different parameter configurations involving the 
tournament size and mutation rate. 
5.1.2.1 Experimental Setup  
As with the parameter tuning experiments conducted earlier in this 
chapter, for each individual network problem eight evenly distributed parameter 
values were selected for each of the test parameters (tournament size & 
mutation probability). The parameter values used in this set of experiments are 
the same as those used in the initial parameter tuning runs presented in section 
0, however in this experiment set the penalty factor was used as a variable and 
was fixed to the best performing value found during the initial parameter tuning 
experiments for each problem. Using an exhaustive approach, each of the 
possible parameter value combinations were tested on the selected network 
problem. For each parameter value combination SSGA and ALCO-GA were run 
50 times, each for 100,000 objective function evaluations utilizing a different 
randomly seeded starting population for each run, however for fairness the two 
algorithms utilized the same random number seed list, as has been the case in 
previous comparison experiments. The remaining parameter values and 
algorithm setup remained constant through all runs for all experiments: 
Population size was fixed at 100 individuals, single-point crossover was utilized 
and a conditional worst individual replacement strategy was implemented. 
Heuristic Based Algorithm Experimentation 
 155 
5.1.2.2 Results 
This section presents the results from the parameter robustness 
experiments for the SSGA and ALCO-GA. To enable the comparison between 
the two algorithms the mean results for each parameter value were plotted for 
each algorithm. The area under/above (maximization/minimization) the resultant 
curve is highlighted to aid in the comparison of the two algorithms’ performance 
over the selected range of parameter values. The resultant areas are then 
normalized using the area produced by the two most extreme data points 
produced by the experiments, thus resulting in a proportional representation for 
each algorithm where the greater the proportion the greater the parameter 
robustness of the algorithm and the less susceptible it is to parameter variance.      
5.1.2.2.1 Hanoi 
The following set of figures present a detailed look at the performance of 
the SSGA and ALCO-GA for a range of tournament sizes on the Hanoi problem. 
The first two figures compare the mean best solution fitness and feasible 
network cost for tournament sizes ranging between 0.02N – 0.09N (where N is 
the population size). It can be seen from these results that ALCO-GA achieves 
better average fitness and feasible network costs than the SSGA for the 
majority of tournament sizes, with the only exception being at a tournament size 
of 0.04.    
 
Figure 5-7. Average fitness at varying tournament sizes for the Hanoi problem – 
SSGA & ALCO-GA 
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Figure 5-8. Average feasible network cost at varying tournament sizes for the 
Hanoi problem - SSGA & ALCO-GA 
The following figure displays the mean percentage of runs which achieve 
the best known solution for the Hanoi problem ($6,081,220) for the stated range 
of tournament sizes. It can be seen that ALCO-GA finds the best known solution 
more frequently than the SSGA for small tournament sizes under 0.04N and 
tournament sizes above 0.06N.   
 
Figure 5-9. Average percentage of best known solutions found at varying 
tournament sizes for the Hanoi problem - SSGA & ALCO-GA 
The following figure shows the comparison between the two algorithms in 
terms of the average evaluations taken for the each algorithm to achieve a 
feasible solution at each tournament size. It is clear from these results that 
ALCO-GA finds the feasible solution space in many fewer evaluations than the 
SSGA for every tournament size. As observed previously, as the tournament 
size is increased the number of evaluations taken for the SSGA to achieve a 
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feasible solution decrease, however it is observed that although ALCO-GA 
displays this same behaviour it is much less pronounced. 
 
Figure 5-10. Average evaluations taken to achieve a feasible solution at varying 
tournament sizes for the Hanoi problem - SSGA & ALCO-GA 
The figure below presents the normalised area under/above the curve to 
enable to direct comparison between the SSGA and ALCO-GA for the range of 
tournament sizes tested. As can be seen, the performance of ALCO-GA is less 
sensitive to tournament size changes than the SSGA especially in terms of 
fitness, network cost and the number of evaluations taken to achieve a feasible 
solution.  
 
Figure 5-11. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying tournament sizes 
for the Hanoi problem - SSGA & ALCO-GA 
The following set of figures present the performance of the SSGA and 
ALCO-GA for a range of pipe mutation rates on the Hanoi problem. The 
following figure displays the average best fitness and feasible network costs for 
a set of mutation probabilities ranging from 0.029 to 0.235. It can be seen from 
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these results that the SSGA achieves better average results than ALCO-GA 
between ~0.06 and ~0.017 however at rates of mutation above and below this 
range the performance of the SSGA falls off more aggressively than that of 
ALCO-GA.   
 
 
Figure 5-12. Average fitness at varying mutation rates for the Hanoi problem – 
SSGA & ALCO-GA 
 
 
Figure 5-13. Average feasible network cost at varying mutation rates for the 
Hanoi problem - SSGA & ALCO-GA 
 
The figure below shows the average percentage of solutions which 
achieve the best known solution for the Hanoi problem ($6,081,220). It can be 
seen that the performance of both algorithms is relatively similar in this instance 
however it can be observed that although the SSGA achieves the best known 
solution more at lower mutation rates, ALCO-GA generally outperforms the 
SSGA to a greater extent at higher mutation rates.   
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Figure 5-14. Average percentage of best known solutions found at varying 
mutation rates for the Hanoi problem - SSGA & ALCO-GA 
The following figure presents the comparison between the two algorithms 
in terms of the average evaluations taken for the each algorithm to achieve a 
feasible solution at each mutation probability. As was observed previously from 
the SSGA parameter tuning experiments as the mutation rate is increased the 
number of evaluations required to achieve a feasible solution also increases for 
the SSGA. This however is not the case with ALCO-GA where as the mutation 
rate increases the number of evaluations taken to find the feasible solution 
space decreases slightly. This behaviour is expected as the heuristic which 
primarily promotes feasible solutions is being applied more at higher rates of 
mutation.    
        
Figure 5-15. Average evaluations taken to achieve a feasible solution at varying 
mutation rates for the Hanoi problem - SSGA & ALCO-GA 
The figure below presents the normalised area under/over the curves 
presented above to enable to direct comparison between the SSGA and ALCO-
GA for the range of mutation probabilities tested. In this case the sensitivity to 
the mutation rate is very similar for fitness, feasible network cost and best 
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known solution achieved with ALCO-GA performing slightly better. However as 
pointed out in the previous figure, ALCO-GA drastically out performs the SSGA 
in terms of evaluations taken to achieve a feasible solution. 
 
 
Figure 5-16. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying mutation rates 
for the Hanoi problem - SSGA & ALCO-GA 
 
5.1.2.2.2 Two Loop 
The following figures present the normalized area under the curve for the 
tournament size and mutation probability on the Two Loop problem. The results 
for the tournament size show that ALCO-GA is far less sensitive to changes in 
the tournament size than the SSGA in the case of solution quality and number 
of best known solutions found. The difference in sensitivity to mutation rate 
changes between the two algorithms is diminished compared with tournament 
size changes; however ALCO-GA still outperforms the SSGA in terms of 
solution quality and the number of best know solutions found. It should be noted 
that the initial population (identical for both ALCO-GA & SSGA) contained 
feasible solutions therefore both algorithms achieved feasibility in 0 fitness 
evaluations.   
 
 
0%
20%
40%
60%
80%
100%
Fitness Feasible Cost Evaluations to Feasible Best Known Solutions
Found
A
re
a
 U
n
d
e
r 
C
u
rv
e
 SSGA ALCO-GA
Heuristic Based Algorithm Experimentation 
 161 
 
Figure 5-17. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying tournament sizes 
for the Two Loop problem - SSGA & ALCO-GA 
 
Figure 5-18. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying mutation rates 
for the Two Loop problem - SSGA & ALCO-GA 
5.1.2.2.3 New York Tunnels 
The results for the New York Tunnels problem are presented in the 
following figures. ALCO-GA shows to be a lot less sensitive to tournament size 
changes than the SSGA when it comes to solution fitness, feasible network cost 
and the number of best known solutions obtained. The mutation rate results 
reflect the same behaviour although the difference between the algorithms is 
much less pronounced. The parallel expansion nature of the New York Tunnels 
problem lends itself to the production of feasible solutions and in this case 
feasible solutions are found in the randomly generated starting populations. 
This results in the evaluations taken to achieve a feasible solution to 0 for both 
methods and is therefore reflected in the 100% area displayed in the figures.   
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Figure 5-19. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying tournament sizes 
for the New York Tunnels problem - SSGA & ALCO-GA 
 
Figure 5-20. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying mutation rates 
for the New York Tunnels problem - SSGA & ALCO-GA 
 
5.1.2.2.4 Foss Poly 1 
The robustness results for the Foss Poly network design problem are 
displayed below. As with the previous experiments the sensitivity to variations in 
tournament size of ALCO-GA are less than that of the SSGA. The difference in 
sensitivity between the two algorithms for the mutation rate results is similar to 
that of the tournament size experiment however as was found with previous 
problems the difference in sensitivity to mutation rate is diminished compared 
with tournament size. 
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Figure 5-21. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying tournament sizes 
for the Foss Poly 1 problem - SSGA & ALCO-GA 
 
Figure 5-22. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying mutation rates 
for the Foss Poly 1 problem - SSGA & ALCO-GA 
5.1.2.2.5 Modena 
The following figures present the robustness results for the Modena 
network design problem. As can be seen, the SSGA tends to be more sensitive 
to changes in the tournament size than ALCO-GA. ALCO-GA on average 
achieves a better result in terms of solution fitness, feasible network cost and 
the number of best known solutions found than the SSGA. However, the 
mutation rate sensitivity results show the two algorithms perform very similarly 
with ALCO-GA only marginally outperforming the SSGA in terms of overall 
solution quality.  
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Figure 5-23. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying tournament sizes 
for the Modena problem - SSGA & ALCO-GA 
 
Figure 5-24. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying mutation rates 
for the Modena problem - SSGA & ALCO-GA 
5.1.2.2.6 Network A 
Due to the complexity of the Network A water distribution network design 
problem and the resultant run time this set of experiments were scaled down 
compared with the previously presented problems. For this experiment the 
tournament size ranged between 2% and 8% in 2% intervals and mutation 
probability ranged between 0.0016 and 0.0128 in 0.0016 intervals. For each 
parameter value combination SSGA and ALCO-GA were run 10 times, each for 
100,000 objective function evaluations utilizing a different randomly seeded 
starting population for each run. The remaining parameter values and algorithm 
setup remained constant through all runs for all experiments: Population size 
was fixed at 100 individuals, single-point crossover was utilized and a 
conditional worst individual replacement strategy was implemented. 
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Figure 5-25 shows the average fitness, feasible network cost and 
evaluations to feasible results at each of the 4 selected tournament sizes for the 
Network A problem. Looking at the fitness and feasible network cost plots, 
ALCO-GA is seen to achieve better results than the SSGA at all tournament 
sizes. The results suggest that the SSGA achieves best performance at a 
tournament size of 0.06N whilst ALCO-GA requires a larger tournament size to 
perform optimally. The most striking plot from this figure is the evaluations to 
feasible chart which shows ALCO-GA achieving the feasible solution space in 
far fewer evaluations than the SSGA at all tournament sizes.  
 
 
Figure 5-25. Average fitness (top left), feasible network cost (top right) & 
evaluations taken to achieve a feasible solution (bottom) at varying tournament 
sizes for the Network A problem – SSGA & ALCO-GA 
Both algorithms are seen to be affected by varying tournament size; evaluations 
to a feasible solution decreases as the tournament size increases however it is 
clear that the performance of the SSGA is influenced to a much greater degree 
than ALCO-GA. This is reflected in Figure 5-26, which displays the normalized 
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resultant area for the fitness, network cost and evaluation taken to reach a 
feasible solution.   
 
Figure 5-26. Normalized resultant area for fitness, feasible cost and evaluations 
to feasible for varying tournament sizes for the Network A problem - SSGA & 
ALCO-GA 
 
 
 
Figure 5-27. Average fitness (top left), feasible network cost (top right) & 
evaluations taken to achieve a feasible solution (bottom) at varying mutation 
rates for the Network A problem – SSGA & ALCO-GA 
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Figure 5-27 shows the average fitness, feasible network cost and 
evaluations to feasible results at each of the 8 selected mutation rates for the 
Network A problem. As can be seen, ALCO-GA achieves an average solution 
quality higher than that of the SSGA at all mutation rates tested apart from the 
lowest mutation probability of 0.0016. Both algorithms display a general 
decrease in performance as the mutation rate is increased however the 
inclusion of the heuristic based mutation seems to almost offset this decline in 
performance resulting in a decreased sensitivity to mutation rate compared to 
the SSGA. There is a drastic difference in performance between the two 
algorithms in terms of evaluations taken to find the feasible solution space with 
ALCO-GA, especially at lower mutation rates. 
 
Figure 5-28. Normalized resultant area for fitness, feasible cost and evaluations 
to feasible for varying mutation rates for the Network A problem - SSGA & 
ALCO-GA 
5.1.2.2.7 Network B 
As with the previous problem (Network A), due to the complexity of the 
Network B problem and the resultant run time this set of experiments were 
scaled down compared with the previously presented problems. For this 
experiment the tournament size ranged between 2% and 8% in 2% intervals 
and mutation probability ranged between 0.0008 and 0.0064 in 0.0008 intervals. 
For each parameter value combination SSGA and PSGA were run 10 times, 
each for 100,000 objective function evaluations utilizing a different randomly 
seeded starting population for each run. The remaining parameter values and 
algorithm setup remained constant through all runs for all experiments: 
Population size was fixed at 100 individuals, single-point crossover was utilized 
and a conditional worst individual replacement strategy was implemented. 
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Figure 5-29 shows the average fitness, feasible network cost and 
evaluations to feasible results at each of the 4 selected tournament sizes for the 
Network B problem. Looking at the fitness and feasible network cost plots, 
ALCO-GA is seen to achieve better results than the SSGA at all tournament 
sizes in terms of feasible network cost. The results suggest that the SSGA 
achieves best performance at a tournament size of 0.08N whilst PSGA 
achieves optimal performance at a tournament size of 0.06N. Both algorithms 
are seen to be affected by varying tournament size; evaluations to a feasible 
solution decreases as the tournament size increases. The extent at which 
ALCO-GA outperforms the SSGA in terms of evaluation to achieve a feasible 
solution is clear from this figure.  
 
 
Figure 5-29. Average fitness (top left), feasible network cost (top right) & 
evaluations taken to achieve a feasible solution (bottom) at varying tournament 
sizes for the Network B problem – SSGA & ALCO-GA 
These results are reflected in Figure 5-30, which displays the normalized 
resultant area for the fitness, network cost, evaluation taken to reach a feasible 
solution and pipe smoothing violations. 
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Figure 5-30. Normalized resultant area for fitness, feasible cost and evaluations 
to feasible for varying tournament sizes for the Network B problem - SSGA & 
ALCO-GA 
 
 
Figure 5-31. Average fitness (top left), feasible network cost (top right) & 
evaluations taken to achieve a feasible solution (bottom) at varying mutation 
rates for the Network B problem – SSGA & ALCO-GA 
Figure 5-31 shows the average fitness, feasible network cost and 
evaluations to feasible results at each of the 8 selected mutation rates for the 
Network B problem. As can be seen, ALCO-GA achieves an average solution 
quality higher than that of the SSGA at all mutation rates tested apart from the 
lowest mutation probability of 0.0008.  
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Both algorithms display a general decrease in performance as mutation 
rate is increased however the inclusion of the pipe smoothing heuristic based 
mutation seems to diminish this decline in performance resulting in a decreased 
sensitivity to mutation rate compared to the SSGA. There is a significant 
difference in performance between the two algorithms in terms of pipe 
evaluations taken to achieve a feasible solution. It is also observed that as the 
mutation rate is increased so does the number of evaluations required to reach 
the feasible solution space. 
 
Figure 5-32. Normalized resultant area for fitness, feasible cost and evaluations 
to feasible for varying mutation rates for the Network B problem - SSGA & 
ALCO-GA 
5.1.3 Conclusion 
An Adaptive Locally Constrained Genetic Algorithm for WDN design 
optimisation problems has been described. The algorithm is based on a 
standard Steady State Genetic Algorithm (SSGA) with the addition of an 
adaptive heuristic based mutation operator which utilises hydraulic head 
information to guide the search of the algorithm into the feasible solution space.  
The algorithm has been found to perform well on a range of WDNs of varying 
complexity compared to the SSGA; sometimes not only finding a better solution 
but achieving it in less solution evaluations. It should be noted that the 
performance gains of ALCO-GA are largely located towards the initial stages of 
the search. The algorithm is able to generate feasible solutions more quickly 
than the SSGA and so in applications where the number of function evaluations 
is limited, i.e. where large real-world networks are optimised, ALCO-GA can 
provide valid designs much earlier in the evolutionary process. In particular, 
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very complex networks with large objective functions will require an algorithm 
that is able to generate feasible solutions early in the optimisation process.  
ALCO-GA has demonstrated this property, and whilst these feasible solutions in 
the early stages of the search are reasonably far removed from being near-
optimal, they do at least meet the engineering criteria. Additional 
experimentation has shown that the ALCO-GA is more robust to parameter 
settings than the SSGA meaning that if extensive parameter tuning is not 
feasible due to the complexity of the network, the rule-of-thumb parameters are 
more likely to function well with ALCO-GA than the SSGA. In short, ALCO-GA 
would be the algorithm of choice for an engineer wanting to optimise a large 
complex real-world network for the first time.  
Although ALCO-GA has shown to improve the performance of these 
benchmark networks, real world networks will include further complications 
above and beyond the single period gravity-fed nature of the benchmark 
problems presented here, notably the inclusion of extended period simulations, 
pumps, pressure reducing valves, flow control valves, water treatment works 
and other network infrastructure. The ALCO-GA heuristic could be incorporated 
into any optimisation that sizes pipes amongst other infrastructure in water 
distribution network design.  However, the heuristic is currently restricted to pipe 
sizing and whilst pipes are among the most numerous assets represented by 
decision variables in a water distribution network, the influence of these 
additional infrastructure types is likely to weaken the effect of the heuristic. That 
said, there remains a good deal of scope in implementing ALCO-like rules 
within an EA for other elements of the network.  Tanks for instance could be 
upsized if they were found to be overtopping and downsized if levels did not 
change sufficiently; pressure reducing valve settings could be modified 
according to pressure at critical downstream nodes and pump settings could be 
incremented/decremented according to downstream head.  ALCO-GA 
demonstrates that the principle of localised modification within a water 
distribution network can be a powerful addition to the global search of the 
evolutionary algorithm and future work could focus on developing a bespoke 
'intelligent' operator for each asset type to achieve similar results on real-world 
networks. 
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5.2 Pipe Smoothing GA Experimentation 
Following the development of the Pipe Smoothing Genetic Algorithm 
(PSGA) (4.4) this section sets out to explore the performance of PSGA on a 
range of water distribution network design problems of differing structure, 
complexity and size. The initial experimentation presented in this section 
compares PSGA and the SSGA in terms of overall solution quality achieved and 
also solution feasibility. The final section explores the robustness of PSGA and 
SSGA when different parameters are varied. 
5.2.1 PSGA Tuned Performance Experiments 
5.2.1.1 Experimental Setup 
The set of experiments presented in this section compare PSGA and the 
SSGA, applying them to a variety of different water distribution network design 
problems, a list and brief description of each of the networks is available in 
section 3.3. As stated before the collection of water distribution network design 
problems were selected for their structure, complexity and size variations, 
providing a diverse benchmark set to enable extensive evaluation of PSGA. The 
optimal parameter values obtained from the single-objective genetic algorithm 
parameter tuning section (0) of this chapter were used for all instances of the 
SSGA and PSGA in this set of experiments. PSGA and the SSGA were run 50 
times with the exception of the Network A & B problems which were only run 10 
times, each for 100,000 objective function evaluations. To ensure a fair 
comparison between the SSGA and PSGA a list of 50 (10 for Network A) 
randomly generated integers were generated for the purpose of seeding the 
random number function at the beginning of each of the 50 runs. The same list 
of random number seeds was used for both PSGA and the SSGA ensuring the 
same starting populations for each run. The SSGA and PSGA were 
implemented in C++ and all of the following experiments were run on an Intel 
Core i7-4770K 3.5GHz PC. 
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5.2.1.2 Results 
5.2.1.2.1 Two Loop 
The following results show the performance comparison between SSGA 
and PSGA for the Two Loop water distribution network design problem. Table 
5-13 presents the best performing solutions for each algorithm from the 50 runs. 
It can be seen that both algorithms find the best known feasible solution for this 
problem ($419,000). Both algorithms produce a feasible solution in the initial 
population, an important thing to note in regard to this is that due to the small 
size of the problem and the pipe diameter decision set a randomly generated 
solution has a very high probability to produce a solution which satisfies the 
hydraulic constraints of the problem, also as stated previously the starting 
populations of both algorithms are identical as they are generated using the 
same random number seed set.  
Table 5-13. Best single run results for the Two Loop problem - SSGA & PSGA 
comparison 
  Best Single Run 
Algorithm Fitness 
Feasible 
Cost ($) 
Evaluations 
to Feasible 
SSGA 2.387E-06 419,000 0 
PSGA 2.387E-06 419,000 0 
 
Table 5-14 shows the mean results for the algorithms for the Two Loop 
problem. As can be seen, PSGA achieves a better fitness and feasible solution 
cost than the SSGA also obtaining a lower standard deviation for the best 
solutions from the 50 runs over the 100,000 solution evaluations. In this set of 
experiments all of the solutions in the initial population were hydraulically 
feasible, resulting in the 0 evaluations to feasible result for both algorithms.   
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Table 5-14. Mean results for the Two Loop problem – SSGA & PSGA 
comparison 
  Average 
Algorithm Fitness 
Fitness 
Standard 
Deviation 
Feasible 
Cost ($) 
Feasible 
Cost 
Standard 
Deviation 
($) 
Evaluations 
to Feasible 
Evaluations 
to Feasible 
Standard 
Deviation 
Pipe 
Smoothing 
Violations 
Pipe 
Smoothing 
Violations 
Standard 
Deviation 
SSGA 2.383E-06 6.301E-09 419,740 1,426 0.0 0.0 0.00 0.00 
PSGA 2.385E-06 2.517E-09 419,260 443 0.0 0.0 0.00 0.00 
 
As can be seen from Figure 5-33, PSGA displays faster convergence than 
the SSGA, achieving a near optimal solution at approximately 60,000 solution 
evaluations. In terms of solution feasibility, both algorithms start at an average 
of 10% population feasibility and quickly rise in the first 200 evaluations with 
PSGA and SSGA rising to approximately 40% feasibility. Interestingly 
population feasibility becomes reduced for both algorithms in the next 10,000 
evaluations, however at this point population feasibility starts to rise significantly 
for ALCO-GA leaving the SSGA to remain in the 25%-30% range.     
   
Figure 5-33. Graphs showing the average best solution fitness (left) & average 
percentage of feasible solutions present in the population (right) for the Two 
Loop problem – SSGA & PSGA comparison 
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5.2.1.2.2 Foss Poly 1 
The following results presented here are for the Foss Poly 1 water 
distribution network design problem. It can be seen from Table 5-15 that 
following the allotted 100,000 solution evaluations PSGA finds a better solution 
for the 50 runs than the SSGA, achieving a feasible network cost $7,737 less 
than the best solution found by the SSGA. As with the previous Two Loop 
experiment, this problem also offers a high probability that a solution in the 
randomly generated starting population is feasible, and this being the case in 
this instance where on average approximately 30% of feasible solutions were 
generated in the starting population. Both algorithms also achieved perfectly 
smooth networks.  
Table 5-15. Best single run results for the Foss Poly 1 problem - SSGA & PSGA 
comparison 
  Best Single Run 
Algorithm Fitness 
Feasible 
Cost ($) 
Evaluations 
to Feasible 
Pipe 
Smoothing 
Violations 
SSGA 2.496E-05 40,063 0 0 
PSGA 3.105E-05 32,326 0 0 
 
The average results for the 50 runs of both algorithms (Table 5-16) 
shows that PSGA achieves a better average solution fitness and feasible 
network cost than the SSGA. Again, due to the presents of feasible solution in 
the starting population of all of the runs, the average evaluations to the feasible 
search space is 0. PSGA also achieves a smoother network solution on 
average compared with the SSGA.   
Table 5-16. Mean results for the Foss Poly 1 problem – SSGA & PSGA 
comparison 
  Average 
Algorithm Fitness 
Fitness 
Standard 
Deviation 
Feasible 
Cost ($) 
Feasible 
Cost 
Standard 
Deviation 
($) 
Evaluations 
to Feasible 
Evaluations 
to Feasible 
Standard 
Deviation 
Pipe 
Smoothing 
Violations 
Pipe 
Smoothing 
Violations 
Standard 
Deviation 
SSGA 2.218E-05 1.184E-06 47,030 3,001 0.0 0.0 2.60 1.40 
PSGA 2.827E-05 1.690E-06 36,361 2,391 0.0 0.0 0.82 0.98 
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Figure 5-34 displays (top) the extent at which PSGA outperforms the SSGA in 
terms of average solution fitness during the search of both algorithms for the 
Foss Poly 1 problem. From these results it is clear that PSGA achieves better 
average solution fitness than the SSGA at every stage of the 100,000 
evaluation search. Both algorithms achieve similar population feasibility 
throughout all stages of the search. On average PSGA produces smoother 
networks than the SSGA throughout the entire search of the algorithms. 
 
 
  
 Figure 5-34. Graphs showing the average best solution fitness (top), average 
percentage of feasible solutions present in the population (left) & average pipe 
smoothing violations for the Foss Poly 1 problem – SSGA & PSGA comparison 
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5.2.1.2.3 New York Tunnels 
The following section presents the results for both algorithms for the New 
York Tunnels network, a parallel expansion problem. Table 5-17 shows that 
both algorithms achieve the same best single run results, reaching the best 
know solution for this formulation of the problem ($38,637,600). Also PSGA 
produces a slightly smoother network solution to that of the SSGA. 
Table 5-17. Best single run results for the New York Tunnels problem - SSGA & 
PSGA comparison 
  Best Single Run 
Algorithm Fitness 
Feasible 
Cost ($) 
Evaluations 
to Feasible 
Pipe 
Smoothing 
Violations 
SSGA 2.615E-08 38,637,600 0 4 
PSGA 2.615E-08 38,637,600 0 2 
 
The following mean results table shows the SSGA slightly outperforms 
PSGA in terms of solution fitness and feasible network cost although the gains 
in performance the SSGA has over PSGA are minimal compared with the total 
cost of the network. As with some of the previous problems, the nature of the 
New York Tunnels parallel expansion problem highly promotes feasibility which 
in turn increases the probability that randomly generated solutions will satisfy 
the hydraulic constraints of the problem. In this case we see from the results 
that there are solutions present in each of the 50 starting populations that are 
feasible, hence resulting in the 0 evaluations to feasible result for each 
algorithm. Also the PSGA on average produces smoother networks than the 
SSGA over the 100,000 evaluation search. 
Table 5-18. Mean results for the New York Tunnels problem – SSGA & PSGA 
comparison 
  Average 
Algorithm Fitness 
Fitness 
Standard 
Deviation 
Feasible 
Cost ($) 
Feasible 
Cost 
Standard 
Deviation 
($) 
Evaluations 
to Feasible 
Evaluations 
to Feasible 
Standard 
Deviation 
Pipe 
Smoothing 
Violations 
Pipe 
Smoothing 
Violations 
Standard 
Deviation 
SSGA 2.597E-08 2.271E-10 38,919,500 355,019 0.0 0.0 8.92 4.77 
PSGA 2.576E-08 7.186E-10 39,214,200 1,167,922 0.0 0.0 6.64 5.17 
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 Figure 5-35 shows that PSGA converges considerably faster than the 
SSGA in the early stages of the search, outperforming the SSGA for the first 
~30,000 evaluations whilst sustaining a competitive solution quality throughout 
the remainder of the search. The second graph (bottom left) indicates that the 
average starting population percent feasibility is just under 90% however as is 
shown in the figure, the population feasibility of both algorithms decreases 
rapidly in the early stages of the search. This behaviour is somewhat expected 
as it adheres to the observed performance of the algorithms when applied to 
problems with high initial solution feasibility.  
  
  
Figure 5-35. Graphs showing the average best solution fitness (top), average 
percentage of feasible solutions present in the population (left) & average pipe 
smoothing violations for the New York Tunnels problem – SSGA & PSGA 
comparison 
It can be seen that PSGA reduces solution feasibility very aggressively at 
the beginning of the search whilst reducing the cost of the network and 
increasing solution fitness. PSGA on average produces a smoother network 
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than the SSGA throughout the search of the algorithms, however the PSGA 
displays a greater variation in smoothness than the SSGA. 
5.2.1.2.4 Modena 
The following results are for the Modena water distribution network design 
problem, a large real-world network with multiple reservoir sources. Table 5-19 
shows the best single run results for both algorithms after the allotted 100,000 
fitness evaluations. As can be seen from the table, the PSGA finds a solution 
over $1m cheaper than the SSGA. This result is surprising as the improvement 
is very significant. Such a drastic improvement in performance could be due to 
the multiple source nature of the problem which naturally lends itself to the 
influence of the pipe smoothing heuristic. As with the previous two problems 
presented in this results section, the makeup of this problem gives a high 
probability that a feasible solution can be randomly generated hence the 0 
evaluations taken to find a feasible solution for both algorithms. PSGA also 
achieves a smoother network solution than the SSGA. 
Table 5-19. Best single run results for the Modena problem - SSGA & PSGA 
comparison 
  Best Single Run 
Algorithm Fitness 
Feasible 
Cost ($) 
Evaluations 
to Feasible 
Pipe 
Smoothing 
Violations 
SSGA 1.762E-07 5,898,900 0 91 
PSGA 2.117E-07 4,874,240 0 76 
 
Table 5-20 presents the average results for the Modena problem and 
shows that PSGA outperforms the SSGA in terms of solution quality and 
solution variation for the 50 runs; PSGA achieves a mean feasible network cost 
over $1m less than the SSGA and a smaller feasible cost standard deviation. 
As stated previously the Modena problem lends itself to producing feasible 
solutions, this is demonstrated by the 0 mean evaluations to feasible result 
presented in the table below, thus implying that at least one feasible solution 
was generated in each of the 50 runs performed in this experiment set. PSGA 
on average produces less pipe smoothing violations than the SSGA.   
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Table 5-20. Mean results for the Modena problem – SSGA & PSGA comparison 
  Average 
Algorithm Fitness 
Fitness 
Standard 
Deviation 
Feasible 
Cost ($) 
Feasible 
Cost 
Standard 
Deviation 
($) 
Evaluations 
to Feasible 
Evaluations 
to Feasible 
Standard 
Deviation 
Pipe 
Smoothing 
Violations 
Pipe 
Smoothing 
Violations 
Standard 
Deviation 
SSGA 1.617E-07 4.253E-09 6,385,570 167,052 0.0 0.0 96.48 2.21 
PSGA 2.006E-07 3.938E-09 5,171,050 148,699 0.0 0.0 81.88 2.14 
 
 
 
  
Figure 5-36. Graphs showing the average best solution fitness (top), average 
percentage of feasible solutions present in the population (left) & average pipe 
smoothing violations for the Modena problem – SSGA & PSGA comparison 
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Figure 5-36 presents the mean best solution fitness for the 50 runs over 
the 100,000 evaluations for both algorithms (top), the average percentage of 
feasible solutions present in the population (bottom left) and the average pipe 
smoothing violations (bottom right) for the Modena problem. From this figure it 
can be seen that PSGA outperforms the SSGA throughout the entire search of 
the algorithms. It can also be seen that the mean population feasibility for PSGA 
drops immediately from 8% to 4% at the beginning of the search and then 
proceeds to climb back to just under the feasibility levels of the SSGA at around 
5-6%. 
The overall population feasibility levels generated by both algorithms are 
quite low for this problem suggesting that in this case the search of a GA 
benefits from having solutions close to the feasible solution space boundary. 
This is a trait that is encouraged by the pipe smoothing heuristic in PSGA and 
hence why there are performance gains to be had in the early stages of the 
search. The average pipe smoothing violations produced by PSGA during the 
search is less than that produced by the SSGA. 
5.2.1.2.5 Network A 
The following set of results is for the Network A water distribution network 
design problem. This problem presents a real-world challenge for optimization 
algorithms due to the network complexity and hydraulic constraints which are 
difficult to satisfy whilst maintaining competitive solution quality. Table 5-21 
presents the best single run results for the Network A problem for the SSGA 
and PSGA after 100,000 solution evaluations. It can be seen that the SSGA 
finds a better feasible cost solution than PSGA from the 10 runs after 100,000 
fitness evaluations, however PSGA finds a smoother network solution 
compared with the SSGA. 
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Table 5-21. Best single run results for the Network A problem - SSGA & PSGA 
comparison 
  Best Single Run 
Algorithm Fitness 
Feasible 
Cost ($) 
Evaluations 
to Feasible 
Pipe 
Smoothing 
Violations 
SSGA 2.723E-07 3,672,300 1934 129 
PSGA 2.480E-07 4,033,160 2048 74 
 
The following table shows the average results from all the runs for this 
problem. As can be seen SSGA achieves a better average feasible cost and 
fitness value than the PSGA. Interestingly PSGA outperforms the SSGA in 
terms of evaluations taken to achieve a feasible solution, finding the feasible 
solution space on average in around 2000 fewer evaluations than the SSGA. 
The PSGA also achieves smoother networks than the SSGA on average.    
 
Table 5-22. Mean results for the Network A problem – SSGA & PSGA 
comparison 
  Average 
Algorithm Fitness 
Fitness 
Standard 
Deviation 
Feasible 
Cost ($) 
Feasible 
Cost 
Standard 
Deviation 
($) 
Evaluations 
to Feasible 
Evaluations 
to Feasible 
Standard 
Deviation 
Pipe 
Smoothing 
Violations 
Pipe 
Smoothing 
Violations 
Standard 
Deviation 
SSGA 2.530E-07 1.519E-08 4,024,560 321,490 6333.2 4814.9 139.90 7.45 
PSGA 2.398E-07 7.039E-09 4,236,430 261,929 4406.0 2595.1 87.20 8.52 
  
The following figure shows the mean best solution performances of both 
algorithms are very similar in terms of solution fitness throughout the entire 
search. Following further statistical testing (Mann-Whitney U test) it was found 
that there was no significant difference between each algorithm’s set of final 
solutions in terms of fitness and feasible solution cost. The only clear difference 
in performance between the algorithms is the ability for PSGA to promote 
network smoothness over the SSGA for this complex problem.  
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Figure 5-37. Graphs showing the average best solution fitness (top), average 
percentage of feasible solutions present in the population (left) & average pipe 
smoothing violations for the Network A problem – SSGA & PSGA comparison 
5.2.1.2.6 Network B 
The following section presents the results for the Network B problem, a 
real-world water distribution network and the largest benchmark problem 
presented in this work. The following table shows the best solutions found by 
both PSGA and the SSGA after 100,000 solution evaluations from ten randomly 
seeded separate runs. In terms of solution fitness and feasible network cost, 
PSGA finds a better solution however as with the previous real world large 
scale network (Network A) PSGA finds a much smoother network solution than 
the SSGA.  
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Table 5-23. Best single run results for the Network B problem - SSGA & PSGA 
comparison 
  Best Single Run 
Algorithm Fitness 
Feasible 
Cost ($) 
Evaluations 
to Feasible 
Pipe 
Smoothing 
Violations 
SSGA 1.125E-07 8,887,670 10238 346 
PSGA 1.184E-07 8,446,460 12698 183 
 
Table 5-24 presents the mean results for the two competing algorithms for 
this problem. The results show that the PSGA outperforms the SSGA in terms 
of solution fitness and feasible network cost after 100,000 fitness evaluations. 
However as with the Network A experiment set, these solution sets also do not 
provide statistically significant fitness or feasible network cost results. However 
there is a statistically significant difference between the two sets of results when 
comparing the pipe smoothing violations. With PSGA on average reaching a 
much smoother network compared to the SSGA.  
Table 5-24. Mean results for the Network B problem – SSGA & PSGA 
comparison 
  Average 
Algorithm Fitness 
Fitness 
Standard 
Deviation 
Feasible 
Cost ($) 
Feasible 
Cost 
Standard 
Deviation 
($) 
Evaluations 
to Feasible 
Evaluations 
to Feasible 
Standard 
Deviation 
Pipe 
Smoothing 
Violations 
Pipe 
Smoothing 
Violations 
Standard 
Deviation 
SSGA 1.049E-07 4.863E-09 9,827,230 768,935 17027.4 6555.6 359.20 9.95 
PSGA 1.101E-07 5.873E-09 9,398,420 871,918 24832.2 10989.3 208.70 14.19 
 
Figure 5-38 presents the average fitness and population feasibility results 
for the two algorithms on the Network B problem. The first observation is that 
both algorithms seem to perform equally in the first stages of the search, 
however the PSGA goes on to improve upon the SSGA in terms of fitness after 
approximately 15,000 solution evaluations. As with the previous problem 
(Network A), PSGA exhibits a strong tendency to produce much smoother 
solutions at all stages of the search. This behaviour is shown in the figure below 
with the mean pipe smoothing violations decreasing at a higher rate than the 
SSGA.  
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Figure 5-38. Graphs showing the average best solution fitness (top), average 
percentage of feasible solutions present in the population (left) & average pipe 
smoothing violations for the Network B problem – SSGA & PSGA comparison 
5.2.1.3 Conclusion 
The primary aim of this section was to compare the performance of the 
Pipe Smoothing Genetic Algorithm (PSGA) with the Steady State Genetic 
Algorithm (SSGA). The problems used in this set of experiments were selected 
for their range of size, complexity and layout, hence offering a diverse set of 
challenges for both algorithms with the view of providing an insight into the 
performance and behaviour of PSGA. Both algorithms utilized the same 
parameters obtained from the parameter tuning experiments presented earlier 
in this chapter (section 0). This was done to ensure that the SSGA was not 
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placed at a disadvantage when being compared to PSGA and both algorithms 
could be fairly compared.  
PSGA generally displayed increased performed over the SSGA on the 
smaller single source network design problems (Two Loop, Hanoi, Foss Poly 1). 
It was found that PSGA displayed heightened performance in the early stages 
of the search compared with the SSGA and commonly went on to produce 
competitive final solutions, often better than the highly tuned SSGA. The results 
from the Modena problem suggest that PSGA would work extremely well for 
large, real world problems with multiple sources. 
Integrating the pipe smoothing heuristic into the mutation operator of a 
standard steady state genetic algorithm has shown to improve algorithm 
performance in the majority of situations often improving overall solution quality 
significantly. Producing good quality solutions with less pipe smoothing 
constraints would allow an engineer to utilize such a method to aid in the initial 
and ongoing design of a commercial water distribution system.  
5.2.2 Parameter Robustness 
Identifying the optimal GA parameter set can involve a large number of 
algorithm runs using a number of different parameter configurations.  This can 
be a time consuming operation and in the case of complex large real-world 
problems is near infeasible. The sensitivity of an algorithm to its parameter 
configuration (parameter robustness) is therefore an important consideration, 
and in this section, the performance of both the SSGA and PSGA are compared 
over a number of different parameter configurations involving the tournament 
size and mutation rate. 
5.2.2.1 Experimental Setup 
As with the parameter tuning experiments conducted earlier in this 
chapter, for each individual network problem eight evenly distributed parameter 
values were selected for each of the test parameters (tournament size & 
mutation probability). The parameter values used in this set of experiments are 
the same as those used in the initial parameter tuning runs presented in section 
0, however in this experiment set the penalty factor was used as a variable and 
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was fixed to the best performing value found during the initial parameter tuning 
experiments for each problem. Using an exhaustive approach, each of the 
possible parameter value combinations were tested on the selected network 
problem. For each parameter value combination SSGA and PSGA were run 50 
times, each for 100,000 objective function evaluations utilizing a different 
randomly seeded starting population for each run, however for fairness the two 
algorithms utilized the same random number seed list, as has been the case in 
previous comparison experiments. The remaining parameter values and 
algorithm setup remained constant through all runs for all experiments: 
Population size was fixed at 100 individuals, single-point crossover was utilized 
and a conditional worst individual replacement strategy was implemented. 
5.2.2.2 Results 
This section presents the results from the parameter robustness 
experiments for the SSGA and ALCO-GA. To enable the comparison between 
the two algorithms the mean results for each parameter value were plotted for 
each algorithm. The area under/above (maximization/minimization) the resultant 
curve is highlighted to aid in the comparison of the two algorithms’ performance 
over the selected range of parameter values. The resultant areas are then 
normalized using the area produced by the two most extreme data points 
produced by the experiments, thus resulting in a proportional representation for 
each algorithm where the greater the proportion the greater the parameter 
robustness of the algorithm and the less susceptible it is to parameter variance.      
5.2.2.2.1 Two Loop 
The following figures present the normalized area under the curve for the 
tournament size and mutation probability on the Two Loop problem. The results 
for the tournament size show that PSGA is far less sensitive to changes in the 
tournament size than the SSGA in the case of solution quality and number of 
best known solutions found. The difference in sensitivity to mutation rate 
changes between the two algorithms is diminished compared with tournament 
size changes; however PSGA still outperforms the SSGA in terms of solution 
quality and the number of best known solutions found. It should be noted that 
the initial population (identical for both PSGA & SSGA) contained feasible 
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solutions therefore both algorithms achieved feasibility in 0 fitness evaluations. 
This is also the case for the pipe smoothing violations where all of the best 
solutions produced networks with no pipe smoothing violations; hence both 
algorithms produced identical smoothness results.   
 
Figure 5-39. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying tournament sizes 
for the Two Loop problem - SSGA & PSGA 
 
 
Figure 5-40. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying mutation rates 
for the Two Loop problem - SSGA & PSGA 
5.2.2.2.2 Foss Poly 1 
The robustness results for the Foss Poly network design problem are 
displayed below. As with the previous experiments the sensitivity to variations in 
tournament size of PSGA are less than that of the SSGA. The difference in 
sensitivity between the two algorithms for the mutation rate results is similar to 
that of the tournament size experiment however as was found with previous 
problems the difference in sensitivity to mutation rate is diminished compared 
with tournament size. 
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Figure 5-41. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying tournament sizes 
for the Foss Poly 1 problem - SSGA & PSGA 
 
 
Figure 5-42. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying mutation rates 
for the Foss Poly 1 problem - SSGA & PSGA 
5.2.2.2.3 Hanoi 
The results for the tournament size show that PSGA is far less sensitive to 
changes in the tournament size than the SSGA in the case of solution quality, 
number of best known solutions found and network smoothness. The difference 
in sensitivity to mutation rate changes between the two algorithms is diminished 
compared with tournament size changes; however PSGA still outperforms the 
SSGA in terms of solution quality, the number of best known solutions found 
and pipe smoothing violations. What is clear is that the PSGA on average 
increases the number of evaluations required to find the feasible search space 
over the SSGA for the Hanoi problem.  
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Figure 5-43. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying tournament sizes 
for the Hanoi problem - SSGA & PSGA 
 
 
Figure 5-44. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying mutation rates 
for the Hanoi problem - SSGA & PSGA 
5.2.2.2.4 New York Tunnels 
The results for the New York Tunnels problem are presented in the 
following figures. PSGA is shown to be considerably less sensitive to 
tournament size changes than the SSGA when it comes to solution fitness, 
feasible network cost, the number of best known solutions obtained and 
network smoothness. The mutation rate results reflect the same behaviour 
although the difference between the algorithms is much less pronounced. The 
parallel expansion nature of the New York Tunnels problem lends itself to the 
production of feasible solutions and in this case feasible solutions are found in 
the randomly generated starting populations. This results in the evaluations 
taken to achieve a feasible solution to 0 for both methods and is therefore 
reflected in the 100% area displayed in the figures.   
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Figure 5-45. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying tournament sizes 
for the New York Tunnels problem - SSGA & PSGA 
 
 
Figure 5-46. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying mutation rates 
for the New York Tunnels problem - SSGA & PSGA 
5.2.2.2.5 Modena 
The following figures present the robustness results for the Modena 
network design problem. As can be seen, the SSGA tends to be a lot more 
sensitive to changes in the tournament size than PSGA. PSGA on average 
achieves a better result in terms of solution fitness, feasible network cost, the 
number of best known solutions found and pipe smoothing violations than the 
SSGA. However, the mutation rate sensitivity results show a diminished 
difference between the two algorithms.  
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Figure 5-47. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying tournament sizes 
for the Modena problem - SSGA & PSGA 
 
 
Figure 5-48. Normalized resultant area for fitness, feasible cost, evaluations to 
feasible and number of best known solutions found for varying mutation rates 
for the Modena problem - SSGA & PSGA 
5.2.2.2.6 Network A 
Due to the complexity of the Network A water distribution network design 
problem and the resultant run time this set of experiments were scaled down 
compared with the previously presented problems. For this experiment the 
tournament size ranged between 2% and 8% in 2% intervals and mutation 
probability ranged between 0.0016 and 0.0128 in 0.0016 intervals. For each 
parameter value combination SSGA and PSGA were run 10 times, each for 
100,000 objective function evaluations utilizing a different randomly seeded 
starting population for each run. The remaining parameter values and algorithm 
setup remained constant through all runs for all experiments: Population size 
was fixed at 100 individuals, single-point crossover was utilized and a 
conditional worst individual replacement strategy was implemented. 
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Figure 5-49 shows the average fitness, feasible network cost, evaluations 
to feasible and pipe smoothing results at each of the 4 selected tournament 
sizes for the Network A problem. Looking at the fitness and feasible network 
cost plots, PSGA is seen to achieve better results than the SSGA at all 
tournament sizes. The results suggest that the SSGA achieves best 
performance at a tournament size of 0.06N along with the PSGA. Both 
algorithms are seen to be affected by varying tournament size; evaluations to a 
feasible solution decreases as the tournament size increases however it is clear 
that the performance of the SSGA is influenced to a much greater degree than 
PSGA. This is reflected in Figure 5-50, which displays the normalized resultant 
area for the fitness, network cost, evaluation taken to reach a feasible solution 
and pipe smoothing violations.   
  
  
Figure 5-49. Average fitness (top left), feasible network cost (top right), 
evaluations taken to achieve a feasible solution (bottom left) & pipe smoothing 
violations at varying tournament sizes for the Network A problem – SSGA & 
PSGA 
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Figure 5-50. Normalized resultant area for fitness, feasible cost and evaluations 
to feasible for varying tournament sizes for the Network A problem - SSGA & 
PSGA 
 
Figure 5-51 shows the average fitness, feasible network cost, evaluations 
to feasible and pipe smoothing violation results at each of the 8 selected 
mutation rates for the Network A problem. As can be seen, PSGA achieves an 
average solution quality higher than that of the SSGA at all mutation rates 
tested apart from the lowest mutation probability of 0.0016. Both algorithms 
display a general decrease in performance as mutation rate is increased 
however the inclusion of the pipe smoothing heuristic based mutation seems to 
diminish this decline in performance resulting in a decreased sensitivity to 
mutation rate compared to the SSGA. There is a significant difference in 
performance between the two algorithms in terms of pipe smoothing violations, 
pronounced slightly more at lower mutation rates.  
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Figure 5-51. Average fitness (top left), feasible network cost (top right), 
evaluations taken to achieve a feasible solution (bottom left) & pipe smoothing 
violations (bottom right) at varying pipe mutation rates for the Network A 
problem – SSGA & PSGA 
 
 
Figure 5-52. Normalized resultant area for fitness, feasible cost and evaluations 
to feasible for varying mutation rates for the Network A problem - SSGA & 
PSGA 
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5.2.2.2.7 Network B 
As with the previous problem (Network A), due to the complexity of the 
Network B problem and the resultant run time this set of experiments were 
scaled down compared with the previously presented problems. For this 
experiment the tournament size ranged between 2% and 8% in 2% intervals 
and mutation probability ranged between 0.0008 and 0.0064 in 0.0008 intervals. 
For each parameter value combination SSGA and PSGA were run 10 times, 
each for 100,000 objective function evaluations utilizing a different randomly 
seeded starting population for each run. The remaining parameter values and 
algorithm setup remained constant through all runs for all experiments: 
Population size was fixed at 100 individuals, single-point crossover was utilized 
and a conditional worst individual replacement strategy was implemented. 
Figure 5-53 shows the average fitness, feasible network cost, evaluations 
to feasible and pipe smoothing results at each of the 4 selected tournament 
sizes for the Network B problem. Looking at the fitness and feasible network 
cost plots, PSGA is seen to achieve better results than the SSGA at all 
tournament sizes. The results suggest that the SSGA achieves best 
performance at a tournament size of 0.06N whilst PSGA achieves optimal 
performance at a tournament size of 0.08N. Both algorithms are seen to be 
affected by varying tournament size; evaluations to a feasible solution 
decreases as the tournament size increases however PSGA seems to perform 
best at 0.06N and the evaluations to feasibility increases again with tournament 
size. In terms of network smoothness, the PSGA achieves much smoother 
solutions than the SSGA, it also seems that as tournament size increases so 
does network smoothness. These results are reflected in Figure 5-54, which 
displays the normalized resultant area for the fitness, network cost, evaluation 
taken to reach a feasible solution and pipe smoothing violations. 
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Figure 5-53. Average fitness (top left), feasible network cost (top right), 
evaluations taken to achieve a feasible solution (bottom left) & pipe smoothing 
violations at varying tournament sizes for the Network B problem – SSGA & 
PSGA 
 
 
Figure 5-54. Normalized resultant area for fitness, feasible cost and evaluations 
to feasible for varying tournament sizes for the Network B problem - SSGA & 
PSGA 
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Figure 5-55 shows the average fitness, feasible network cost, evaluations 
to feasible and pipe smoothing violation results at each of the 8 selected 
mutation rates for the Network B problem. As can be seen, PSGA achieves an 
average solution quality higher than that of the SSGA at all mutation rates 
tested apart from the lowest mutation probability of 0.0008. Both algorithms 
display a general decrease in performance as mutation rate is increased 
however the inclusion of the pipe smoothing heuristic based mutation seems to 
diminish this decline in performance resulting in a decreased sensitivity to 
mutation rate compared to the SSGA. There is a significant difference in 
performance between the two algorithms in terms of pipe smoothing violations, 
pronounced slightly more at lower mutation rates. It is also observed that as the 
mutation rate is increased so does the number of pipe smoothing violations. 
This is interesting as one would expect the number of violations to decrease 
with more applications of the pipe smoothing heuristic.  
  
  
Figure 5-55. Average fitness (top left), feasible network cost (top right), 
evaluations taken to achieve a feasible solution (bottom left) & pipe smoothing 
violations (bottom right) at varying pipe mutation rates for the Network B 
problem – SSGA & PSGA 
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Figure 5-56. Normalized resultant area for fitness, feasible cost and evaluations 
to feasible for varying mutation rates for the Network B problem - SSGA & 
PSGA 
 
5.2.3 Conclusion 
A Pipe Smoothing Genetic Algorithm (PSGA) for the least-cost design of 
water distribution network optimisation problems has been described. The 
algorithm is based on a standard Steady State Genetic Algorithm (SSGA) with 
the addition of a pipe smoothing heuristic based mutation operator which 
utilises pipe flow direction, and pipe diameter information to guide the search of 
the algorithm to an engineering and mathematically optimal solution.  The 
algorithm has been found to perform very well on a range of WDNs of varying 
complexity compared to the SSGA; sometimes not only finding a better solution 
but achieving it in less solution evaluations. The algorithm is able to generate 
smoother networks solutions in fewer evaluations than the SSGA and so in 
applications where the number of function evaluations is limited, i.e. where large 
real-world networks are optimised, PSGA can provide engineering feasible 
designs much earlier in the evolutionary process. Additional experimentation 
has shown that the PSGA is more robust to parameter settings than the SSGA 
meaning that if extensive parameter tuning is not feasible due to the complexity 
of the network, the rule-of-thumb parameters are more likely to function well 
with PSGA than the SSGA. In short, PSGA would be a good choice for an 
engineer wanting to optimise a large complex real-world network for the first 
time.  
0%
20%
40%
60%
80%
100%
Fitness Feasible Cost Evaluations to
Feasible
Pipe Smoothing
Violations
A
re
a
 U
n
d
e
r 
C
u
rv
e
 SSGA PSGA
Heuristic Based Algorithm Experimentation 
 200 
5.3 Heuristic Based Algorithm Comparison and Sensitivity 
Analysis 
In this section the Steady State GA and both of the engineering heuristic 
based algorithms (ALCO-GA & PSGA) are compared to one another, not only 
with regards to solution fitness but also in terms of each algorithm’s sensitivity 
to parameter variation. Utilizing a form of regression analysis and normalization 
techniques this section attempts to quantify the sensitivity of each algorithm to 
parameter variation, such that they can be accurately compared. As stated 
previously, an algorithm’s sensitivity to parameter change can be an important 
consideration when selecting an optimization technique. If the algorithm is too 
parameter sensitive then the user is less likely to achieve high quality solutions 
without extensive experimentation and parameter tuning which is often 
undesirable in commercial settings due to time and budget constraints. In 
situations such as this, the wider the effective operating window, that is the 
wider the range of parameter values likely to produce a quality solution, the 
better. In an ideal world, an algorithm would have zero sensitivity to parameter 
change, resulting in no degradation in performance as parameter values are 
varied, however, in reality most algorithms have a ‘sweet spot’ where the 
algorithm performs the best. It has been observed from the extensive parameter 
tuning conducted earlier in this chapter that both the engineering inspired 
genetic algorithms seem to be less sensitive to parameter value changes 
resulting in a wider effective operating window.  
5.3.1 Quantifying Parameter Sensitivity and Performance 
A method to accurately quantify and compare the sensitivity of the two 
engineering inspired algorithms (ALCO-GA & PSGA) to changes in parameter 
value variation is described in this section. It is first necessary to define two 
points of reference, a best and worst case in terms of an algorithm’s sensitivity 
and performance at a given parameter. The best case would be an “ideal” 
(hypothetical) genetic algorithm which would have zero sensitivity to parameter 
value changes and therefore would achieve the same best solution at all 
parameter values. It was found from the extensive experimentation that both of 
the engineering inspired algorithms outperformed SSGA in terms of fitness for 
both tournament size and mutation rate in all test problems, therefore it was 
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decided to use the SSGA’s performance as a baseline for comparison. A similar 
technique to that employed in the parameter robustness section (5.1.2) was 
used to determine an algorithm’s performance over a range of parameter 
values. In this case polynomial regression was employed to model the expected 
fitness value in terms of each parameter (tournament size & mutation rate) from 
the extensive experimentation results presented in sections 5.1.2 and 5.2.2. It 
was found that a 3rd degree or cubic polynomial was able to produce an 
acceptable goodness of fit for all algorithm results on all problems. The resultant 
polynomial could then be used to determine the area under the curve: 
𝑎𝑟𝑒𝑎 = ∫ 𝛽0 + 𝛽1𝑥 + 𝛽2𝑥
2 + 𝛽3𝑥
3 𝑑𝑥
𝑥𝑚𝑎𝑥
𝑥𝑚𝑖𝑛
   (25) 
Where x is the parameter value, xmin and xmax are the minimum and 
maximum parameter values tested and β0 to β3 are the regression coefficients. 
The area is then normalised between the area under the curve generated for 
SSGA and the area generated by the theoretical “ideal” algorithm resulting in a 
sensitivity value (S) between 0 and 1: 
𝑎𝑟𝑒𝑎𝑖𝑑𝑒𝑎𝑙 = 𝑦𝑚𝑎𝑥(𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛)   (26) 
𝑆 =
𝑎𝑟𝑒𝑎𝑖𝑑𝑒𝑎𝑙−𝑎𝑟𝑒𝑎
𝑎𝑟𝑒𝑎𝑖𝑑𝑒𝑎𝑙−𝑎𝑟𝑒𝑎𝑠𝑠𝑔𝑎
     (27) 
Where areaideal is the area generated by the theoretical “ideal” genetic 
algorithm, ymax is the best mean fitness value achieved by any of the algorithms 
on test and areassga is the resultant area under the polynomial curve generated 
by the regression analysis.  
5.3.2 Results and Analysis 
5.3.2.1 Hanoi 
Figure 5-57 shows the average fitness at varying tournament sizes in 
addition to the curves generated by the polynomial regression modeling for the 
Hanoi problem. It can be seen that PSGA clearly out performs both ALCO-GA 
and SSGA at all tournament sizes. For smaller tournament sizes both ALCO-
GA and SSGA achieve similar average values however at tournament sizes 
larger than 0.05 ALCO-GA tends to attain better solutions nearing the quality of 
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those from PSGA. All algorithms exhibit a general decline in solution quality as 
tournament size is increased.  
 
Figure 5-57 Average fitness and polynomial regression at varying tournament 
sizes for the Hanoi problem – SSGA, ALCO-GA & PSGA 
Figure 5-58 shows the result from all three algorithms for the Hanoi 
problem at varying pipe mutation rates. It can be observed that although the 
SSGA marginally achieves the highest average fitness at a mutation rate of 
0.147 that the solution quality falloff as the mutation rate continues to be 
increased is much more extenuated compared with the engineering inspired 
algorithms which exhibit less performance degradation at higher mutation rates, 
suggesting less overall sensitivity to mutation rate change than the SSGA.   
 
Figure 5-58 Average fitness and polynomial regression at varying pipe mutation 
rates for the Hanoi problem – SSGA, ALCO-GA & PSGA 
The following table presents the sensitivity values of each algorithm for the 
Hanoi problem extensive run experiments. As stated before, the sensitivity 
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value is normalised between 1 and 0, where 1 is the SSGA sensitivity baseline 
for that parameter and 0 is based on the performance of an ideal algorithm 
(achieves the best known fitness values at every parameter value). From these 
results it is clear that PSGA is much less sensitive than both ALCO-GA and 
SSGA for tournament size and pipe mutation rate. Another observation is that 
both algorithms achieve a lower sensitivity value for tournament size than 
mutation rate which aligns with the observations made during the initial study 
into parameter variance (4.1.2.1) which suggested that mutation rate has a 
much greater impact on performance than tournament size.  
Table 5-25 Algorithm tournament size and pipe mutation rate sensitivity for the 
Hanoi problem – ALCO-GA & PSGA 
Algorithm Sensitivity - Hanoi 
 
Algorithm Tournament Size Pipe Mutation Rate 
ALCO-GA 0.8244 0.9846 
PSGA 0.4920 0.6903 
5.3.2.2 Two Loop 
The average fitness values at varying tournament sizes and the 
polynomial regression curves for the Two Loop problem are shown in Figure 
5-59. Unlike the Hanoi problem both of the engineering inspired algorithms 
perform a lot better than SSGA at all tournament sizes with PSGA slightly out 
performing ALCO-GA. In general all algorithms display a minimal level of 
variation between tournament sizes with a slight peak present around 0.05-
0.06. 
 
Figure 5-59 Average fitness and polynomial regression at varying tournament 
sizes for the Two Loop problem – SSGA, ALCO-GA & PSGA 
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Figure 5-60 displays the average fitness and polynomial regression curves 
at varying pipe mutation rates for the Two Loop problem. It can be observed 
that at low mutation rates all algorithms achieve very similar solutions with 
ALCO-GA and SSGA marginally outperforming PSGA. However at mutation 
rates higher than 0.5 the effectiveness of SSGA drops significantly compared to 
the engineering inspired algorithms which maintain relatively good performance 
at the higher mutation rates.   
 
Figure 5-60 Average fitness and polynomial regression at varying pipe mutation 
rates for the Two Loop problem – SSGA, ALCO-GA & PSGA 
Unlike the sensitivity values achieved for the Hanoi problem both ALCO-
GA and PSGA attain very similar results. Once again, the algorithm’s sensitivity 
to tournament size is much less than to the mutation rate.   
Table 5-26 Algorithm tournament size and pipe mutation rate sensitivity for the 
Two Loop problem – ALCO-GA & PSGA 
Algorithm Sensitivity - Two Loop 
Algorithm Tournament Size Pipe Mutation Rate 
ALCO-GA 0.2887 0.6666 
PSGA 0.2079 0.6367 
 
5.3.2.3 New York Tunnels 
Figure 5-61 shows the performance results of the algorithms for the New 
York Tunnels problem. From these results it is clear that both of the engineering 
inspired algorithms achieve much better solutions than the SSGA with PSGA 
2.26E-06
2.28E-06
0.0000023
2.32E-06
2.34E-06
2.36E-06
2.38E-06
0.0000024
0.125 0.325 0.525 0.725 0.925
Fi
tn
e
ss
 
Pipe Mutation Probability  
SSGA
ALCO-GA
PSGA
Poly. (SSGA)
Poly. (ALCO-GA)
Poly. (PSGA)
Heuristic Based Algorithm Experimentation 
 205 
outperforming ALCO-GA for all tournament sizes especially at lower values. 
Both ALCO-GA and SSGA tend to experience increased performance the 
higher the tournament size, however PSGA performance remains generally 
constant for all parameter values.  
 
Figure 5-61 Average fitness and polynomial regression at varying tournament 
sizes for the New York Tunnels problem – SSGA, ALCO-GA & PSGA 
Figure 5-62 shows the average fitness and polynomial regression results 
for varying mutation rates for the New York Tunnels problem. It is clear from 
these results that the SSGA is a lot more sensitive to changes in the mutation 
rate, displaying significant performance drop-off at higher rates of mutation 
compared to the engineering inspired algorithms. Both ALCO-GA and PSGA 
display a much flatter response over the range of mutation rates. Interestingly 
ALCO-GA achieves comparatively better performance than the other algorithms 
at low mutation rates; this suggests that the head deficit/excess eliminating 
heuristic is effective at lower application rates for relatively small parallel 
expansion problems such as this. 
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Figure 5-62 Average fitness and polynomial regression at varying pipe mutation 
rates for the New York Tunnels problem – SSGA, ALCO-GA & PSGA 
PSGA displays a very low sensitivity to tournament size variation 
indicating it produces very high quality results for all tournament sizes tested. 
Interestingly both heuristic based algorithms are much less sensitive to mutation 
rate than the SSGA compared to their sensitivity for the Hanoi and Two Loop 
problems. This is almost certainly due to the parallel expansion nature of the 
New York Tunnels problem; both the pipe smoothing (PSGA) and hydraulic 
head excess reducing (ALCO-GA) effects have shown to work extremely well 
on problems of this nature.    
Table 5-27 Algorithm tournament size and pipe mutation rate sensitivity for the 
New York Tunnels problem – ALCO-GA & PSGA 
Algorithm Sensitivity - New York Tunnels 
Algorithm Tournament Size Pipe Mutation Rate 
ALCO-GA 0.2354 0.4532 
PSGA 0.0593 0.3259 
 
5.3.2.4 Foss Poly 1 
The average fitness and polynomial regression analysis results at varying 
tournament sizes for the Foss Poly 1 problem are shown in Figure 5-63. It can 
be seen that both the engineering inspired algorithms produce significantly 
higher mean fitness solutions for all tournament sizes. A slight upward trend can 
be observed as tournament size is increased however both of the engineering 
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heuristic based algorithms display a much flatter response to the variation 
compared with SSGA. 
 
Figure 5-63 Average fitness and polynomial regression at varying tournament 
sizes for the Foss Poly 1 problem – SSGA, ALCO-GA & PSGA 
From Figure 5-64 it can be seen that SSGA marginally achieves a better 
solution quality over the engineering inspired algorithms at low mutation rates, 
however, as the pipe mutation rate is increased both engineering algorithms 
consistently outperform SSGA at higher rates. Interestingly, the mutation rate at 
which the algorithm achieves peak performance is noticeably different, with 
SSGA’s occurring at approximately 0.034 and both ALCO-GA and PSGA 
achieving peak performance at around 0.052 mutation probability.  
 
Figure 5-64 Average fitness and polynomial regression at varying pipe mutation 
rates for the Foss Poly 1 problem – SSGA, ALCO-GA & PSGA 
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The following table displays the algorithm parameter sensitivity values for 
the Foss Poly 1 problem. It can be seen that PSGA is significantly less sensitive 
to parameter value variation than ALCO-GA especially for tournament size 
changes where PSGA achieves a near flat response to the parameter. 
Table 5-28 Algorithm tournament size and pipe mutation rate sensitivity for the 
Foss Poly 1 problem – ALCO-GA & PSGA 
Algorithm Sensitivity - Foss Poly 1 
Algorithm Tournament Size Pipe Mutation Rate 
ALCO-GA 0.6673 0.7498 
PSGA 0.0647 0.3534 
 
5.3.2.5 Modena 
The results from the Modena problem for tournament size are shown in 
Figure 5-65. There is a significant difference in performance between the 
solution generated by PSGA and the other two algorithms on test. All algorithms 
exhibit a gentle increase in performance with an increase in tournament size 
peaking at a tournament size of approximately 0.08N. 
 
Figure 5-65 Average fitness and polynomial regression at varying tournament 
sizes for the Modena problem – SSGA, ALCO-GA & PSGA 
Figure 5-66 displays the mean fitness results at varying mutation rates 
from the three algorithms for the Modena problem. As with the tournament size 
results, PSGA drastically outperforms both SSGA and ALCO-GA at all mutation 
rates tested. All algorithms are shown to perform better at a very low mutation 
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rates. Interestingly ALCO-GA does not significantly outperform SSGA on this 
problem and highlights one of the possible short comings of ALCO-GA; the 
hydraulic based heuristic becomes less effective in the case of multiple water 
sources as the heuristic may introduce a bias to one source through its 
upstream tracing procedure. 
 
Figure 5-66 Average fitness and polynomial regression at varying pipe mutation 
rates for the Modena problem – SSGA, ALCO-GA & PSGA 
The parameter sensitivity compared with the SSGA is shown in the 
following table. The sensitivity of ALCO-GA is very high compared with the 
PSGA especially in terms of the tournament size. This result stems from the 
greatly improved performance of the PSGA over all tournament sizes for the 
problem compared with both ALCO-GA and SSGA. As observed in previous 
problems, both of the engineering inspired algorithms are more sensitive to 
mutation rate variation than tournament size. 
Table 5-29 Algorithm tournament size and pipe mutation rate sensitivity for the 
Modena problem – ALCO-GA & PSGA 
Algorithm Sensitivity - Modena 
Algorithm Tournament Size Pipe Mutation Rate 
ALCO-GA 0.9385 0.9855 
PSGA 0.0451 0.7601 
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5.3.2.6 Network A 
The following figure shows the mean fitness and polynomial regression 
curves for the Network A problem at tournament sizes ranging from 0.02N to 
0.08. From this figure PSGA can be observed outperforming ALCO-GA at all 
tournament sizes with the gap being closed slightly as tournament size is 
increased. 
 
Figure 5-67 Average fitness and polynomial regression at varying tournament 
sizes for the Network A problem – SSGA, ALCO-GA & PSGA 
Figure 5-68 shows the average fitness and polynomial regression results 
at a range of pipe mutation rates for the Network A problem. PSGA is 
outperformed by both SSGA and ALCO-GA at very low mutation rates; however 
both SSGA and ALCO-GA are significantly outperformed by PSGA at higher 
mutation rates.     
 
Figure 5-68 Average fitness and polynomial regression at varying pipe mutation 
rates for the Network A problem – SSGA, ALCO-GA & PSGA 
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The results in the following table show that PSGA has much less 
performance sensitivity than both ALCO-GA and the SSGA especially in terms 
of tournament size variation, which seems to have very little impact on the 
overall performance of the algorithm. As seen on other problems, both 
engineering inspired algorithms are more sensitive to changes in mutation rate 
than tournament size, although the mutation rate performance sensitivity of 
ALCO-GA is not much larger than its tournament size sensitivity. 
Table 5-30 Algorithm tournament size and pipe mutation rate sensitivity for the 
Network A problem – ALCO-GA & PSGA 
Algorithm Sensitivity - Network A 
Algorithm Tournament Size Pipe Mutation Rate 
ALCO-GA 0.8021 0.8477 
PSGA 0.0411 0.2960 
 
5.3.2.7 Network B 
As with the other real world large scale network (Network A) and larger 
networks on test PSGA exhibits a tendency to perform best at higher 
tournament sizes as does ALCO-GA, however from the results in Figure 5-69 it 
appears that ALCO-GA reaches peak performance at a tournament size of 
approximately 0.06 and starts to drop off whereas PSGA seems to continue to 
improve, possibly beyond the scope of this experiment’s bounds.      
 
Figure 5-69 Average fitness and polynomial regression at varying tournament 
sizes for the Network B problem – SSGA, ALCO-GA & PSGA 
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The following figure shows the mean fitness values and polynomial 
regression curves over a range of mutation rates for the Network B problem. It 
can be observed that PSGA greatly outperforms ALCO-GA at all mutation rates 
tested. There is also less variation between the fitness values produced by 
PSGA compared to those from ALCO-GA and especially SSGA. 
 
Figure 5-70 Average fitness and polynomial regression at varying pipe mutation 
rates for the Network B problem – SSGA, ALCO-GA & PSGA 
From the following table it can be seen that ALCO-GA only marginally 
performs better than the SSGA in terms of performance sensitivity for both 
parameters, unlike PSGA which consistently produces higher quality solutions 
than both competing algorithms and displays less sensitivity to parameter value 
variation.  
Table 5-31 Algorithm tournament size and pipe mutation rate sensitivity for the 
Network B problem – ALCO-GA & PSGA 
Algorithm Sensitivity - Network B 
Algorithm Tournament Size Pipe Mutation Rate 
ALCO-GA 0.9904 0.9551 
PSGA 0.2550 0.2815 
 
5.3.3 Conclusion 
In this section the two engineering inspired genetic algorithms (ALCO-GA 
and PSGA) are compared to one another and the steady state genetic algorithm 
in terms of mean fitness performance and sensitivity to parameter value 
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changes. In every case the Pipe Smoothing Genetic Algorithm displays lower 
sensitivity to both tournament size and pipe mutation rate compared to the 
Adaptive Locally Constrained Genetic Algorithm. Another very consistent trend 
observed from these results is that both engineering inspired algorithms are 
commonly more sensitive to mutation rate variations than tournament size, this 
behavior was observed and explored in 4.1.2.1.1 where is was found that 
mutation rate had a much higher impact on the performance of SSGA than 
tournament size. The gains in performance from the engineering inspired 
algorithms compared to SSGA tend to occur at higher mutation rates, a 
behavior that supports the notion that the engineering heuristic based mutation 
operators are tempering excessive exploration at high mutation rates, greatly 
improving the operational robustness of the algorithm. 
5.4 Conclusion 
The core focus of this work is to explore ways of integrating engineering 
knowledge into evolutionary algorithms and although the heuristic based 
mutation operators go some way to include the basic rules applied by water 
systems engineers into an evolutionary algorithm, there are still objectives and 
processes applied by practising engineers that are hard to quantify and 
integrate into an evolutionary algorithm as many of them are somewhat 
subjective; based on the engineer’s situational experience of designing real 
world water systems. Therefore a practising water systems engineer would find 
it difficult to integrate a standard genetic algorithm like the SSGA into the classic 
water network design process due to the time it takes to achieve a near optimal 
solution. However, it has been observed that both ALCO-GA and PSGA can 
reach near optimal solutions in considerably less time than the SSGA whilst 
promoting engineering feasibility in the form of network smoothness and 
satisfying hydraulic constraints. Such performance could feasibly be applied to 
an engineer’s design process by providing a good starting point for the engineer 
to then develop and refine utilising their water systems knowledge and 
experience potentially speeding up the overall design process.   
An interesting finding of this work has been the relationship between the 
application of engineering heuristics and mathematical optimality. The initial 
notion when applying these heuristics to a standard genetic algorithm was that 
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they would aid the algorithm to improve the engineering feasibility of the 
resultant solutions whilst preserving mathematical optimality. It has been 
demonstrated that the addition of the engineering heuristics has improved the 
algorithm’s ability to produce very competitive solutions often with higher fitness 
values that those produced by the SSGA. Another important observation is that 
the heuristic methods tend to find the feasible solution space considerably 
quicker than the SSGA for the majority of networks. This behaviour becomes 
important in cases where evaluating the objective function is very expensive 
and only a limited number of solutions can be evaluated in a feasible timeframe.  
Finally the parameter robustness experiments have demonstrated that the 
heuristic methods are much more forgiving in terms of their sensitivity to varying 
algorithm parameter values than the standard algorithm. This set of 
experiments addresses the second research question posed in this thesis 
showing that the inclusion of water systems knowledge does significantly impact 
the sensitivity of an EA to parameter variance. Through the comparison of both 
engineering inspired algorithms it can be seen that ALCO-GA exhibits less 
sensitivity to parameter variance than the SSGA although in some cases the 
improvement is marginal, in general PSGA greatly outperforms both ALCO-GA 
and SSGA on all test problems. An important observation is that although the 
engineering inspired algorithms perform similarly to the SSGA at lower mutation 
rates, at higher rate of mutation performance is less degraded. At high rates of 
mutation the engineering inspired algorithms are constraining the exploration of 
the search space, effectively guiding the search to more feasible areas. This 
means that non-experts in the field of meta-heuristics will potentially be able to 
achieve greater performance from the engineering heuristic based algorithms 
without the need for specialist knowledge and large amounts of computational 
resources. 
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Chapter 6: Multi-Objective Heuristic Based Genetic 
Algorithms 
Chapter 4 applied the heuristics presented in chapter 3 to a steady state 
GA and presented extensive experiments involving the effect parameter value 
changes have on the performance of an SSGA and the newly presented 
engineering heuristic based genetic algorithms; ALCO-GA and PSGA. 
However, water systems problems in the real-world normally have more 
objectives which are often conflicting. Due to this, it was decided to evaluate the 
performance of the engineering heuristic based approaches when they are 
applied to multi-objective water systems problems. In this chapter the two 
engineering heuristics are applied to NSGA-II, an established multi-objective 
GA, popular in engineering research and evaluated on a number of multi-
objective water distribution network design problems. This work builds upon the 
experimentation presented in [145]. 
6.1 Method 
Two formulations of the multi-objective Water Distribution Network (WDN) 
design problem are presented, including a novel formulation which involves the 
use of a network smoothing objective. NSGA-II was chosen as a base upon 
which the engineering heuristics are applied, integration of these heuristics was 
implemented in the same manner as with the single-objective steady state 
algorithm presented earlier in this work. As with the previous experiments, the 
hydraulic modelling of the problem solution was handled by the EPANET 
hydraulic simulation engine [146]. The following sets of experiments are 
conducted on the benchmark networks used in the previous single-objective 
experimentation and were chosen for their varying size and complexity. To 
assess the performance of the engineering inspired heuristics in the multi-
objective domain, the newly presented algorithms are directly compared with 
the standard formulation of NSGA-II on all benchmark problems.  
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6.1.1.1 Multi-objective WDN Design Problem 
Section 3.2 presents the basic formulation of the multi-objective WDN 
design problem. As stated earlier, this chapter presents two variations on this 
formulation; one dual-objective problem and one tri-objective problem. The 
three objectives used in the following set of experiments are reiterated below: 
The total network cost or infrastructure cost which is given by: 
𝑓(𝐷1, … , 𝐷𝑛) = ∑ 𝑐(𝐷𝑖 , 𝐿𝑖)
𝑁
𝑖=1    (28) 
Where 𝑐(𝐷𝑖,𝐿𝑖) = cost of pipe 𝑖  with diameter 𝐷𝑖  and length 𝐿𝑖  with 𝑁 = 
number of pipes in the network. This function is to be minimized during the 
optimization process. The second objective is to minimize the total head deficit 
within the network and is given by the following expression: 
𝑓(𝐻𝑖 , … , 𝐻𝑗) = ∑ (𝐻𝑖)
𝐽
𝑖=1     (29) 
Where the head deficit in junction i is Hi with J = the number of junctions 
present in the network. The final objective used in this formulation of NSGA-II 
for the optimization of least cost water distribution networks is a measure of 
network smoothness. A smooth network is achieved when pipes can be seen to 
‘smoothly’ transition from large to small diameters from source to the extremities 
of the network. In this case the objective is to minimize the number of pipe 
smoothing violations in a candidate network and is given by the following 
expression: 
𝑓(𝑆1, … , 𝑆𝑛) = ∑ (𝑆𝑖)
𝑁
𝑖=1     (30) 
Where the smoothing violations of pipe i is Si with N = the number of pipes 
in the network. For example, in the case where a pipe i violates the smoothing 
rule Si = 1 otherwise if the rule is satisfied Si = 0. 
The first experiment presented in this chapter is the dual-objective 
formulation of the WDN design problem which uses the first two objectives 
stated above, total network cost (25) and total head deficit (26). The final 
experiment in this chapter involves the two objectives used in the first 
experiment with the addition of the pipe smoothing violations objective (27). 
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6.2 Experimental Setup 
This section describes a novel application of engineering based heuristics, 
the Hydraulic Deficit and Pipe Smoothing approaches (3.4), to the two multi-
objective WDN design problems presented in the previous section.  
6.2.1 Experimental Data 
The following experiments were conducted on the benchmarks presented 
and described in section 3.3, most of which are well known WDN design 
problems of varying size and complexity. As with the single-objective algorithms 
presented in this work, the solutions generated are assessed using EPANET 2 
which provides all necessary hydraulic information.  
6.2.2 Algorithms for Comparison 
This section details the formulation and implementation of the three 
algorithms being compared in the following set of experiments. As with the 
single-objective algorithms presented in the previous chapter, the heuristic 
based multi-objective algorithms presented here are both developed from an 
established algorithm, in this case the Non-dominated Sorting Genetic 
Algorithm (NSGA-II) [63]. 
6.2.2.1 Non-dominated Sorting Genetic Algorithm 
The Non-dominated Sorting Genetic Algorithm (NSGA-II) [63] is a multi-
objective evolutionary algorithm which utilises a fast non-dominated sorting 
approach which decreases computational complexity compared with other non-
dominated sorting approaches. Although presented over a decade ago NSGA-II 
is still considered a good benchmark algorithm as it performs well in a wide 
range of problem domains, producing a good spread of solutions and 
convergence which is close to the true Pareto-optimal front. A detailed 
formulation and implementation of NSGA-II is presented in section 3.2.2. As 
stated, this implementation of NSGA-II forms the base algorithm upon which the 
two engineering inspired heuristics are applied.    
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6.2.2.2 Multi-objective Adaptive Locally Constrained Genetic Algorithm 
The Multi-objective Adaptive Locally Constrained Genetic Algorithm 
(MOALCO-GA) applies a constraint based rule directly to the genotype without 
evaluating the effect this process has on the phenotype. The heuristic employed 
by MOALCO-GA is developed from the constraints of a specific problem and 
remains constant throughout the evolutionary process. The heuristic is applied 
to a solution through the mutation operator; where the probability of the heuristic 
mutation operator being applied is directly influenced by the rate of 
convergence of the population. It is the aim of this operator to guide the 
algorithm’s search to the feasible solution space in a fast and efficient manner 
utilising hydraulic data from previous fitness evaluations. As with the single-
objective version of this algorithm shown in Section 4.3, MOALCO-GA mutation 
operator does not perform any additional partial or full fitness evaluations, 
except a single hydraulic simulation at initialisation. 
 MOALCO-GA is essentially NSGA-II but with some additional features; 
these include a heuristic based mutation operator and a hypervolume gradient 
monitor. The Heuristic based Mutation Operation (HMO) is designed to allow 
the algorithm to locate feasible network designs earlier in the optimisation.  It 
can be configured for use with any appropriate objectives, but here the 
application to network hydraulic performance only is considered. MOALCO-GA 
employs the hydraulic deficit based heuristic detailed in Section 3.4.1 
 It was found that if the HMO was employed exclusively (i.e., without 
bitwise mutation) throughout the evolutionary process, the population would 
become stagnant and prematurely converge on a sub optimal solution. 
Therefore it was necessary as with the single objective version of this algorithm 
to limit the amount the algorithm employs the HMO. The algorithm employs the 
Fitness Gradient Monitor (FGM) presented in Section 4.3 to control the 
application probability of the HMO. However, in this case the FGM tracks the 
hypervolume of the population as this replaces the fitness value from the SSGA. 
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6.2.2.3 Multi-objective Pipe Smoothing Genetic Algorithm 
The Multi-Objective Pipe Smoothing Genetic Algorithm (MOPS-GA) is 
based around the principle that in a water distribution network (WDN) the 
diameter of any pipe is never greater than the sum of the diameter(s) of the 
directly upstream pipes. Networks that adhere to this rule can be seen to 
‘smoothly’ transition from large to small diameters from source to the extremities 
of the network. This rule is routinely and implicitly applied by engineers when 
designing such networks as it makes little sense to follow a smaller diameter 
pipe with a larger one in the majority of circumstances.  The larger pipe will cost 
more to install and will not add to the hydraulic capability of the system as it will 
be constrained by the smaller diameter pipe upstream.  One further negative 
aspect of this arrangement is that velocities will be lower in the larger pipe and 
high water age can become an issue. A standard Multi-Objective Genetic 
Algorithm (MOGA) of course will mutate some of these conflicting pipe 
selections from the final solution as they have a corresponding improvement in 
the cost function and no hydraulic penalty.  However in the case of larger 
networks extensive experimentation has shown that even well-optimised 
solutions after hundreds of thousands of generations of a standard EA still 
contain significant numbers of incorrectly sized pipes. 
MOPS-GA applies the rule described above directly to the genotype 
without evaluating the effect this process has on the phenotype (and therefore 
incurring additional computational cost). The heuristic employed by MOPS-GA 
is developed from the network topology of a specific problem and remains 
constant throughout the evolutionary process. The heuristic is applied to a 
solution through the mutation operator; where the probability of the heuristic 
being applied is defined by a preset algorithm parameter. It is the aim of the 
heuristic to guide the algorithm’s search to the engineering feasible solution 
space to locate smoother WDN designs whilst maintaining the performance of a 
standard MOGA. The MOPS-GA mutation operator does not perform any 
additional partial or full fitness evaluations, except a single hydraulic simulation 
at initialisation to determine flow directions. This was an important consideration 
when developing MOPS-GA as additional fitness evaluations would require 
further hydraulic evaluations, increasing algorithm run time. 
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MOPS-GA is in essence a standard version of the Non-dominating Sorting 
Genetic Algorithm-II (NSGA-II) which incorporates an additional feature; a pipe 
smoothing heuristic based mutation operator. Details of the pipe smoothing 
heuristic and modified mutation operator can be found in Section 3.4.2. 
6.2.3 Measuring Performance 
To enable the comparison of MOALCO-GA, MOPS-GA and NSGA-II the 
hypervolume indicator [147] [148] was employed. The hypervolume indicator 
allows the tracking of algorithm convergence and provides a measurement of 
population diversity. Note that the hypervolume values are normalised from 0 to 
1 using the theoretical best (utopia) and worst (nadir) points in the solution 
space enables the examination of convergence and population diversity. Each 
of the three algorithms were run 50 times (10 times for Network A & B due to 
problem complexity and resultant runtime) and the hypervolume results 
averaged to allow a fair performance comparison to be carried out. In addition, 
the population hypervolume values produced by each algorithm were compared 
for statistical significance using the Mann-Whitney U test. 
6.3 Results 
6.3.1 Dual-objective Experiments 
This section presents the results for the dual-objective experimentation 
conducted on NSGA-II, MOALCO-GA and MOPS-GA. As stated previously the 
two objectives are the minimization of network cost and minimization of 
hydraulic deficit. To ensure a fair comparison between the three algorithms, the 
parameters of NSGA-II were tuned to each problem and the same parameter 
set was utilized by each algorithm.  
6.3.1.1 Hanoi 
The following set of results is from the dual-objective Hanoi problem. 
Table 6-1 presents the best achieved hypervolume and mean hypervolume 
from the 50 individual runs. These results show that both MOALCO-GA and 
MOPS-GA achieve a better best hypervolume and average hypervolume than 
NSGA-II after the 100,000 fitness evaluations. It is also clear that out of the two 
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newly proposed algorithms MOPS-GA produces superior results. Each 
algorithm in this case produced statistically different populations of hypervolume 
results when compared to the other.  
 
Table 6-1. Best & Average Hypervolume Results for the Hanoi Problem – 
NSGA-II, MOALCO-GA & MOPS-GA Comparison 
Algorithm 
Best 
Hypervolume 
Average 
Hypervolume 
NSGA-II 0.7282 0.7201 
MOALCO-GA 0.7306 0.7248 
MOPS-GA 0.7441 0.7395 
 
 
Figure 6-1 shows the average hypervolume from all 50 runs over the 
100,000 fitness evaluations for the three algorithms for the Hanoi problem. It 
can be seen that both of the engineering heuristic based algorithms outperform 
NSGA-II in the first ~5000 evaluations, however at this point MOALCO-GA 
starts to converge and produces similar quality results to NSGA-II whilst MOPS-
GA goes on to substantially outperform the other two algorithms until the 
termination of the runs. It is only after 20,000 evaluations that MOALCO-GA 
starts to achieve better results than NSGA-II. This behaviour is thought to be 
caused by the change in heuristic application strength; increasing the probability 
that standard mutation would be utilized instead of the deficit/excess heuristic. It 
would seem this shift enabled the algorithm to explore the solution space in the 
later stages of the search more effectively than NSGA-II.  
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Figure 6-1. Mean Best Hypervolume for the Hanoi Problem – NSGA-II, 
MOALCO-GA & MOPS-GA Comparison 
Figure 6-2 presents the best (highest hypervolume) populations for the 
three algorithms after the allotted 100,000 fitness evaluations. It can be 
observed that the solutions produced by both MOALCO-GA and MOPS-GA 
mostly dominate the solutions found by NSGA-II, especially at lower network 
costs. It is not surprising that MOPS-GA achieves more dominant solutions at 
lower network costs as the pipe smoothing heuristic naturally restricts the 
selection of larger pipe diameters, hence the algorithm promotes lower cost 
solutions.  
 
Figure 6-2. Best Final Population for the Hanoi Problem - NSGA-II, MOALCO-
GA & MOPS-GA Comparison 
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6.3.1.2 Foss Poly 1 
In the case of the Foss Poly 1 problem we see MOPS-GA achieve better 
best and average hypervolume results than NSGA-II and MOALCO-GA. Table 
6-2 shows that NSGA-II and MOALCO-GA achieve similar hypervolume results 
with NSGA-II obtaining slightly better results than MOALCO-GA. It was found 
that there was no statistically significant difference between hypervolume 
results produced by NSGA-II and MOALCO-GA. However there was found to 
be statistical difference in results when comparing these two algorithms and 
MOPS-GA. 
Table 6-2. Best & Average Hypervolume Results for the Foss Poly 1 Problem – 
NSGA-II, MOALCO-GA & MOPS-GA Comparison 
Algorithm 
Best 
Hypervolume 
Average 
Hypervolume 
NSGA-II 0.9691 0.9156 
MOALCO-GA 0.9653 0.9111 
MOPS-GA 0.9845 0.9612 
 
 
Figure 6-3. Mean Best Hypervolume for the Foss Poly 1 Problem – NSGA-II, 
MOALCO-GA & MOPS-GA Comparison 
0.7
0.75
0.8
0.85
0.9
0.95
0 20,000 40,000 60,000 80,000 100,000
H
y
p
e
rv
o
lu
m
e
 
Evaluations 
NSGA-II
MOALCO-GA
MOPS-GA
Multi-Objective Heuristic Based Genetic Algorithms 
 224 
Figure 6-3 shows the average hypervolume results for the Foss Poly 1 
problem for the three algorithms. The performance of NSGA-II and MOALCO-
GA is similar until around 20,000 evaluations where NSGA-II starts to achieve 
better hypervolume results. What is clear from this figure is that MOPS-GA 
outperforms the other two algorithms throughout the entire 100,000 evaluations, 
achieving a better average hypervolume at all stages of the search.  
The best population of solutions for each algorithm is shown in Figure 6-4. 
From this figure it can be observed that the majority of solutions lie at 0 
hydraulic deficit and that MOPS-GA provides the lowest cost solutions 
compared to the other algorithms. This is again due to the pipe smoothing 
heuristic restricting the selection of larger pipe diameters, hence reducing the 
overall cost of the network. It is also evident that MOPS-GA finds lower cost 
solutions than the other algorithms at all hydraulic deficit levels.  
 
 
Figure 6-4. Best Final Population for the Foss Poly 1 Problem - NSGA-II, 
MOALCO-GA & MOPS-GA Comparison 
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6.3.1.3 New York Tunnels 
Table 6-3 gives the hypervolume results from the three algorithms for the 
New York Tunnels problem. In this case we see MOALCO-GA and MOPS-GA 
achieve similar hypervolume results when compared to each other, whilst both 
outperforming NSGA-II. In this instance it was found that there is statistical 
difference in hypervolume results between NSGA-II and the two engineering 
heuristic based algorithms. However, there appears to be no significant 
difference in result population between the two better performing algorithms.  
 
Table 6-3. Best & Average Hypervolume Results for the New York Tunnels 
Problem – NSGA-II, MOALCO-GA & MOPS-GA Comparison 
Algorithm 
Best 
Hypervolume 
Average 
Hypervolume 
NSGA-II 0.9651 0.9614 
MOALCO-GA 0.9679 0.9669 
MOPS-GA 0.9681 0.9673 
 
 
Figure 6-5 shows MOPS-GA clearly outperforming the other two 
algorithms at all stages of the search and also displays faster convergence. 
This fast convergence is thought to be due to the MOPS-GA heuristic mutation 
taking into account the diameters of the parallel pipe(s) of the pipe being 
mutated, which in the case of a parallel expansion problem such as this, leads 
to higher quality solutions in less fitness evaluations. Although MOALCO-GA 
starts the search underperforming compared with NSGA-II; after 20,000 
evaluations the engineering heuristic based algorithm starts to outperform the 
standard algorithm and eventually reaches the solution quality of MOPS-GA.   
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Figure 6-5. Mean Best Hypervolume for the New York Tunnels Problem – 
NSGA-II, MOALCO-GA & MOPS-GA Comparison 
Figure 6-6 presents the best populations for the three algorithms after the 
allotted 100,000 fitness evaluations for the New York Tunnels problem. From 
this figure it can be observed that all three algorithms produce a very similar 
spread of results with the engineering heuristic based algorithms dominating the 
solutions of NSGA-II at lower network costs, especially at low values of 
hydraulic deficit. 
 
Figure 6-6. Best Final Population for the New York Tunnels Problem - NSGA-II, 
MOALCO-GA & MOPS-GA Comparison 
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6.3.1.4 Modena 
The best and mean hypervolume results for the Modena problem are 
presented in Table 6-4. This shows that following the 100,000 allotted 
evaluations MOPS-GA attains a much higher hypervolume value than the other 
two algorithms which both achieve very similar quality solutions. In the case of 
these results, statistical testing reveals no significant difference in the 
population of results between NSGA-II and MOALCO-GA, however MOPS-GA 
does produce a population of results with statistically different results than the 
other two algorithms. 
 
Table 6-4. Best & Average Hypervolume Results for the Modena Problem – 
NSGA-II, MOALCO-GA & MOPS-GA Comparison 
Algorithm 
Best 
Hypervolume 
Average 
Hypervolume 
NSGA-II 0.7691 0.7268 
MOALCO-GA 0.7664 0.7194 
MOPS-GA 0.8414 0.8051 
 
 
The performance difference between MOPS-GA and the other two 
algorithms is illustrated in Figure 6-7. MOPS-GA outperforms the other two 
algorithms significantly throughout the entire 100,000 evaluation search, 
ultimately achieving a much higher average hypervolume than NSGA-II and 
MOALCO-GA. MOALCO-GA does display better perform than NSGA-II up until 
around 80,000 evaluations. 
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Figure 6-7. Mean Best Hypervolume for the Modena Problem – NSGA-II, 
MOALCO-GA & MOPS-GA Comparison 
Figure 6-8 shows the best performing populations for the three algorithms 
after the allotted 100,000 fitness evaluations for the Modena problem. It is clear 
from these results that MOPS-GA achieves much lower network cost solutions 
at zero hydraulic deficits compared with the other competing algorithms.  
 
Figure 6-8. Best Final Population for the Modena Problem - NSGA-II, MOALCO-
GA & MOPS-GA Comparison 
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It is thought that the pipe smoothing heuristic employed by MOPS-GA is 
very effective when applied to a multi-source (reservoir) configuration such as 
that of the Modena problem. Interestingly, the majority of solutions (>95%) have 
zero hydraulic deficit, with only a small number of solutions with a hydraulic 
deficit. As observed in the single-objective experiment in chapter 4, the 
hydraulic requirements of the Modena problem are very easy to meet and as 
show previously have a high probability of being satisfied with a randomly 
generated solution. 
6.3.1.5 Network A 
Table 6-5 presents the best and mean results achieved for the three 
algorithms following 100,000 fitness evaluations for the Network A problem. As 
can be seen from the results, MOPS-GA achieves the best hypervolume for this 
problem, followed by NSGA-II and finally MOALCO-GA. Each algorithm in this 
case produced statistically different populations of hypervolume results when 
compared to each other. 
Table 6-5. Best & Average Hypervolume Results for the Network A Problem – 
NSGA-II, MOALCO-GA & MOPS-GA Comparison 
Algorithm 
Best 
Hypervolume 
Average 
Hypervolume 
NSGA-II 0.9347 0.9200 
MOALCO-GA 0.9274 0.9122 
MOPS-GA 0.9417 0.9305 
 
The average hypervolume obtained by the three algorithms during the 
100,000 evaluation search is displayed in Figure 6-9. The plot shows that all 
three algorithm perform equally during the first 10,000 evaluations, however 
following this point MOPS-GA starts to outperform NSGA-II, achieving a better 
average hypervolume throughout the remainder of the search. ALCO-GA does 
not perform as well as NSGA-II following the first 10,000 iterations.   
Multi-Objective Heuristic Based Genetic Algorithms 
 230 
 
Figure 6-9. Mean Best Hypervolume for the Network A Problem – NSGA-II, 
MOALCO-GA & MOPS-GA Comparison 
The final best performing populations from each algorithm are presented 
in Figure 6-10. From this plot it is apparent that the solutions generated by 
MOPS-GA dominate those produced by the other two algorithms, particularly for 
the low network cost solutions.  
 
Figure 6-10. Best Final Population for the Network A Problem - NSGA-II, 
MOALCO-GA & MOPS-GA Comparison 
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Although the MOPS-GA solutions dominate those found by NSGA-II, the 
established algorithm does appear to find a more even spread of solutions 
especially at higher hydraulic deficit. As seen in previous problems presented in 
this chapter, MOALCO-GA is prone to locate high cost solutions; this is 
apparent in this case and is most likely due to the deficit reducing heuristic 
based mutation present in the algorithm which strongly promotes hydraulic 
excess. This behaviour coupled with NSGA-II’s crowding distance sorting is 
most likely the primary cause of the higher network cost solutions generated by 
MOALCO-GA. 
6.3.1.6 Network B 
Table 6-6 shows the best and average hypervolume values achieved from 
the 10 runs of each algorithm for the Network B problem. The pattern of results 
is very similar to the previously presented Network A, with MOPS-GA achieving 
the best solution quality, followed by NSGA-II and finally MOALCO-GA. Each 
algorithm in this case produced statistically different populations of hypervolume 
results when compared to each other. 
Table 6-6. Best & Average Hypervolume Results for the Network B Problem – 
NSGA-II, MOALCO-GA & MOPS-GA Comparison 
Algorithm 
Best 
Hypervolume 
Average 
Hypervolume 
NSGA-II 0.9121 0.9050 
MOALCO-GA 0.9032 0.8981 
MOPS-GA 0.9180 0.9113 
 
The mean best hypervolume of the three algorithms for the Network B 
problem is presented in Figure 6-11. Unlike with the Network A problem, 
MOALCO-GA displays better performance in the early stages of the search 
compared to the other competing algorithms, however at around 15,000 
evaluations the progression of the adaptive algorithm slows and the other two 
algorithms overtake. It is also at this point where MOPS-GA splits from NSGA-II 
and starts to outperform the standard algorithm going on to achieve a better 
overall average hypervolume value.   
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Figure 6-11. Mean Best Hypervolume for the Network B Problem – NSGA-II, 
MOALCO-GA & MOPS-GA Comparison 
The best final populations generated by the three algorithms for the 
Network B problem are shown in Figure 6-12. It can be observed that both 
MOPS-GA and NSGA-II achieve a relatively comparable spread of results apart 
from at lower network costs where the spread of solutions produced by MOPS-
GA is somewhat superior to NSGA-II.  
 
Figure 6-12. Best Final Population for the Network B Problem - NSGA-II, 
MOALCO-GA & MOPS-GA Comparison 
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It is also visible that the solutions produced by MOPS-GA dominate those 
of NSGA-II and MOALCO-GA, especially by the lower network cost solutions. 
As with the Network A results presented previously, MOALCO-GA produces a 
large number of solutions with much higher network costs than the other two 
algorithms, and in the case of this, the most complex problem from the 
benchmarks tested, this behaviour is more pronounced. 
6.3.2 Tri-objective Experiments 
The following set of experiments involves the addition of the pipe 
smoothing violations objective as stated in 6.1.1.1. In the field of water 
distribution network design the engineer is often required to consider a number 
of design parameters some of which are not normally considered when 
optimizing a network design. One of these considerations is ensuring the 
diameter of any pipe is never greater than the sum of the diameter(s) of the 
directly upstream pipes. Networks that adhere to this rule can be seen to 
‘smoothly’ transition from large to small diameters from source to the extremities 
of the network. This rule is routinely and implicitly applied by engineers when 
designing such networks as it makes little sense to follow a smaller diameter 
pipe with a larger one in the majority of circumstances.  The larger pipe will cost 
more to install and will not add to the hydraulic capability of the system as it will 
be constrained by the smaller diameter pipe upstream. It is often the case when 
utilising an optimisation method, such as an evolutionary algorithm, that the 
engineer has to modify the resultant solution to make it adhere to such rules. 
The inclusion of pipe smoothing violations as an additional objective is intended 
to aid the algorithm produce high quality solutions which are not only 
competitive but also more feasible from the perspective of a water systems 
engineer. As with the dual-objective experiments, NSGA-II was tuned to each 
problem and the same parameter values were used by each algorithm to 
ensure a fair comparison. 
6.3.2.1 Hanoi 
Table 6-7 presents the hypervolume results of the three algorithms for the 
tri-objective Hanoi problem. It can be seen that MOPS-GA obtains the highest 
best and average hypervolume values, followed by MOALCO-GA which 
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achieves better results than NSGA-II. Each algorithm in this case produced 
statistically different populations of hypervolume results when compared to each 
other. 
Table 6-7. Best & Average Hypervolume Results for the Hanoi Problem – 
NSGA-II, MOALCO-GA & MOPS-GA Comparison 
Algorithm 
Best 
Hypervolume 
Average 
Hypervolume 
NSGA-II 0.6861 0.6674 
MOALCO-GA 0.6970 0.6734 
MOPS-GA 0.7108 0.6886 
 
Figure 6-13 displays the average hypervolume value of the 50 individual 
runs for each of the three algorithms. It can be observed that both of the 
engineering heuristic based algorithms display increased performance over 
NSGA-II in the initial stages of the search. Following the preliminary expansion 
into the search space both MOALCO-GA and NSGA-II begin convergence at a 
faster rate to that of MOPS-GA. These results in MOPS-GA achieving a 
superior average hypervolume value compared to that of the other two 
algorithms.  
 
Figure 6-13. Mean Best Hypervolume for the Hanoi Problem – NSGA-II, 
MOALCO-GA & MOPS-GA Comparison 
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Figure 6-14 presents the best final population from each of the algorithms 
for the Hanoi problem. Due to the tri-objective nature of the problem, the 
solutions are presented utilising four plots to increase clarity; three 2D figures 
displaying each side of the 3 dimensional search space and one 3D plot of the 
same data. It can be observed that the solutions produced by MOPS-GA tend to 
dominate those produced by the other algorithms at low network costs and high 
hydraulic deficit values. However, MOALCO-GA does appear to achieve 
dominant solutions at low hydraulic deficit values. Looking at the second plot it 
is clear that the solutions produced by MOPS-GA dominate those from the other 
algorithms in terms of pipe smoothing violations and network cost. Interestingly 
MOPS-GA produces the solutions with the join highest number of pipe 
smoothing violations although these have lower cost than solutions generated 
by NSGA-II which have the same number of violations. The third plot presents 
the solutions in terms of hydraulic deficit and pipe smoothing violations. As 
previously observed the solutions found by MOPS-GA are mainly located at low 
pipe smoothing violations, however this is at the cost of higher hydraulic deficit 
values. It can also be observed that the majority of MOPS-GA solutions with 
zero hydraulic deficits have a relatively high number of smoothing violations. 
Interestingly it is MOALCO-GA and NSGA-II that achieve solutions with the 
lowest hydraulic deficit at zero pipe smoothing violations, mostly dominating the 
competing solutions found by MOPS-GA.   
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Figure 6-14. Best Final Population for the Hanoi Problem - NSGA-II, MOALCO-
GA & MOPS-GA Comparison 
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6.3.2.2 Foss Poly 1 
Table 6-8 presents the best and mean hypervolume results from the three 
algorithms for the Foss Poly 1 problem. As with the tri-object Hanoi problem, 
MOPS-GA produces the highest best and average hypervolume values from the 
50 runs, followed by MOALCO-GA and finally NSGA-II. Each algorithm in this 
case produced statistically different populations of hypervolume results when 
compared to each other. 
 
Table 6-8. Best & Average Hypervolume Results for the Foss Poly 1 Problem – 
NSGA-II, MOALCO-GA & MOPS-GA Comparison 
Algorithm 
Best 
Hypervolume 
Average 
Hypervolume 
NSGA-II 0.9539 0.9166 
MOALCO-GA 0.9555 0.9275 
MOPS-GA 0.9811 0.9594 
 
 
The mean best hypervolume values from the three algorithms for the Foss 
Poly 1 problem are presented in Figure 6-15. It is first apparent that MOPS-GA 
clearly outperforms the other two algorithms throughout the entire duration of 
the search. With regard to MOALCO-GA and NSGA-II, both algorithms display 
similar performance in the first 30,000 solutions evaluations, however following 
this point MOALCO-GA starts to produce populations with higher hypervolume 
values than the standard algorithm.  
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Figure 6-15. Mean Best Hypervolume for the Foss Poly 1 Problem – NSGA-II, 
MOALCO-GA & MOPS-GA Comparison 
 
Figure 6-16 shows the best population produced by each of the three 
algorithms for the Foss Poly 1 problem. It can be observed from the first plot 
that although MOPS-GA achieves a good spread of solutions which dominate 
solutions produced by the other two algorithms at low network costs, it fails to 
produce solutions with low cost and zero hydraulic deficit. The second plot 
shows MOPS-GA producing a dominant group of solutions with very low 
network cost and pipe smoothing deficit compared to the other two algorithms. 
The relationship between hydraulic deficit and smoothing violations is presented 
in the third plot and it shows that MOALCO-GA and NSGA-II are able to find 
good quality solutions at low cost and low hydraulic deficit, unlike MOPS-GA 
which struggles to find solutions with both a low cost and low deficit. As was the 
case in the Hanoi problem, the majority of MOPS-GA solutions with zero 
hydraulic deficits have a relatively high number of smoothing violations. 
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Figure 6-16. Best Final Population for the Foss Poly 1 Problem - NSGA-II, 
MOALCO-GA & MOPS-GA Comparison 
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6.3.2.3 New York Tunnels 
The best and average hypervolume results from the three algorithms for 
the New York Tunnels problem are presented in Table 6-9. In this case 
MOALCO-GA produces both the best performing set of results for this problem 
followed by NSGA-II and finally MOPS-GA. The population of hypervolume 
results produced by NSGA-II and MOPS-GA were found not to be statistically 
different. However MOALCO-GA was found to produce statistically significant 
results when compared to the other two algorithms. 
Table 6-9. Best & Average Hypervolume Results for the New York Tunnels 
Problem – NSGA-II, MOALCO-GA & MOPS-GA Comparison 
Algorithm 
Best 
Hypervolume 
Average 
Hypervolume 
NSGA-II 0.8933 0.8097 
MOALCO-GA 0.9112 0.8289 
MOPS-GA 0.8989 0.8053 
 
Figure 6-17 displays the average best hypervolume values from the three 
algorithms over the 100,000 evaluation search for the New York Tunnels 
problem. It can be seen from these results that both of the engineering heuristic 
base algorithms perform better than NSGA-II for the majority of the allotted 
search.  
 
Figure 6-17. Mean Best Hypervolume for the New York Tunnels Problem – 
NSGA-II, MOALCO-GA & MOPS-GA Comparison 
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At around 30,000 solution evaluations MOALCO-GA starts to outperform 
MOPS-GA which displays what looks like early convergence and is eventually 
overtaken by the standard algorithm at approximately 80,000 evaluations. 
Figure 6-18 displays the best final population from each of the algorithms 
for the New York Tunnels problem. We see that the MOPS-GA individuals 
mostly dominate the solutions produced by the other algorithms especially at 
higher hydraulic deficit values, although at values near zero MOALCO-GA 
produces the dominant solutions in terms of network cost and hydraulic deficit. 
Interestingly it is NSGA-II and MOALCO-GA that achieve the most number of 
solutions with zero pipe smoothing violations instead of the MOPS-GA which 
promotes smooth pipe diameter transitions. MOPS-GA actually produces the 
solutions with the highest number of smoothing violations. This is a very 
interesting result as MOPS-GA was the best performing algorithm for the dual-
objective formulation of the New York Tunnels problem and one would expect 
with the addition of an objective which reflects the pipe-smoothing heuristic that 
the performance would be enhanced, however this is not the case.  
This could be due to the parallel expansion nature of the New York 
Tunnels problem. The original network in terms of the pipe smoothing objective 
has no smoothing violations, therefore a solution that does not add a single 
parallel pipe to the network would have very good pipe smoothing and network 
cost objective values, although this solution would perform extremely poorly 
when it comes to hydraulic head. The combination of the pipe smoothing 
objective and MOPS-GA heuristic results in a relatively strong bias towards 
smooth pipe transitions, and unlike other problem types where this bias has 
proven beneficial, in a parallel expansion problem such as this MOPS-GA is 
prevented from effectively exploring the solution space in the later stages of the 
search. 
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Figure 6-18. Best Final Population for the New York Tunnels Problem - NSGA-
II, MOALCO-GA & MOPS-GA Comparison 
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6.3.2.4 Modena 
Table 6-10 presents the best and average hypervolume results for NSGA-
II, MOALCO-GA and MOPS-GA for the tri-objective Modena problem. It is 
apparent from these results that MOPS-GA is able to generate populations with 
significantly higher hypervolume values than the other two algorithms. No 
statistical significance in results was found between NSGA-II and MOALCO-GA, 
although MOPS-GA produced statistically significant results when compared to 
the other two algorithms. 
 
Table 6-10. Best & Average Hypervolume Results for the Modena Problem – 
NSGA-II, MOALCO-GA & MOPS-GA Comparison 
Algorithm 
Best 
Hypervolume 
Average 
Hypervolume 
NSGA-II 0.6000 0.5795 
MOALCO-GA 0.6117 0.5812 
MOPS-GA 0.6720 0.6463 
 
 
The mean best hypervolume results for the three algorithms for the 
Modena problem are presented in Figure 6-19. It is observed that MOPS-GA 
drastically outperforms the other two algorithms throughout the entire search of 
the algorithms. Whilst MOALCO-GA does achieve better hypervolume results in 
the early stages of the search compared to NSGA-II, the difference in 
performance between the two algorithms diminishes in the later stages of the 
search. It should be noted that it takes under 20,000 evaluations for MOPS-GA 
to achieve the highest average hypervolume achieved by both MOALCO-GA 
and NSGA-II. 
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Figure 6-19. Mean Best Hypervolume for the Modena Problem – NSGA-II, 
MOALCO-GA & MOPS-GA Comparison 
 
Figure 6-20 displays the best final population of solutions generated by the 
three algorithms after 100,000 evaluations for the Modena problem. It is 
apparent from the first plot that MOPS-GA is able to find the lowest cost 
solutions, followed by the other two algorithms, although this is done at the cost 
of increased hydraulic deficit. The second plot shows the ability of MOPS-GA to 
find a good number of smoother, low cost solutions compared to the other two 
algorithms. It can also be observed that although MOALCO-GA and NSGA-II do 
achieve solutions with similar network smoothness they are mainly located at 
much higher network costs. Being a larger network, it is more difficult to find 
solutions with very smooth pipe diameters transitions and hence why the lowest 
number of pipe smoothing violations generated by a solution is 60. Looking at 
the third figure, it is apparent that although MOPS-GA achieves the most 
solutions with the least number of pipe smoothing violations, the majority of 
these solutions have relatively high hydraulic deficit. 
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Figure 6-20. Best Final Population for the Modena Problem - NSGA-II, 
MOALCO-GA & MOPS-GA Comparison 
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6.3.2.5 Network A 
 The best and average hypervolume results for the Network A problem 
produced by the three algorithms are shown in Table 6-11. From these results it 
can be seen that both NSGA-II achieve very similar results, with MOALCO-GA 
finding the best single solution out of the two. However it is MOPS-GA which 
attains the highest performance, finding the best single hypervolume and 
average hypervolume results. No statistical significance in results was found 
between NSGA-II and MOALCO-GA, although MOPS-GA produced statistically 
significant results when compared to the other two algorithms. 
 
Table 6-11. Best & Average Hypervolume Results for the Network A Problem – 
NSGA-II, MOALCO-GA & MOPS-GA Comparison 
Algorithm 
Best 
Hypervolume 
Average 
Hypervolume 
NSGA-II 0.6734 0.6529 
MOALCO-GA 0.6813 0.6505 
MOPS-GA 0.7002 0.6758 
 
 
Figure 6-21 presents the average best hypervolume values from the three 
algorithms for the Network A problem over the allotted 100,000 fitness 
evaluations. It is clear from this figure that the three algorithms display similar 
performance in the first quarter of the search with MOALCO-GA achieving a 
slight increase in performance over the others during the first 15,000 
evaluations. Following 30,000 evaluations is MOPS-GA which splits away from 
the other two algorithms and starts to achieve better average hypervolume 
values, whilst both NSGA-II and MOALCO-GA go on to exhibit comparable 
performance for the remainder of the search, with the former reaching a slightly 
higher average result.  
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Figure 6-21. Mean Best Hypervolume for the Network A Problem – NSGA-II, 
MOALCO-GA & MOPS-GA Comparison 
Figure 6-22 presents the best final population from each of the algorithms 
for the Network A problem. As suggested by the previous figure, it is clear that 
from these plots that MOPS-GA is able to produce a set of solutions which 
mostly dominate those generated by the other algorithms. However, it can be 
seen in the first plot that although MOPS-GA generally produces dominant 
solutions at lower network cost values, it is NSGA-II and MOALCO-GA that 
produces the lowest cost solutions at zero hydraulic deficit. Observing the 
second plot it would seem that as network cost is decreased, the number of 
pipe smoothing violations increases. It is also apparent that the majority of 
solution produced by MOPS-GA dominates those found by the other two 
algorithms in terms of pipe smoothing violations and network cost. It should also 
be mentioned that as with the Modena problem, in the case of very large 
networks such as this, it appears to be very difficult for an algorithm to locate 
smooth network solutions whilst satisfying the other competing objectives in the 
allotted evaluations. It can be seen from the third plot that as expected MOPS-
GA locates the most solutions with the least pipe smoothing violations and 
produces along with NSGA-II the dominate solution in terms of hydraulic deficit 
and pipe smoothing violations. 
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Figure 6-22. Best Final Population for the Network A Problem - NSGA-II, 
MOALCO-GA & MOPS-GA Comparison 
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6.3.2.6 Network B 
Table 6-12 presents the best and average hypervolume results from the 
three algorithms for the Network B problem. It is apparent that both NSGA-II 
and MOALCO-GA achieve a similar average population of solutions, reaching 
comparable hypervolume values. As was the case with the Network A 
experiment, MOPS-GA displays the highest average performance, obtaining the 
best hypervolume values out of all the algorithms. No statistical significance in 
the final population of results was found between NSGA-II and MOALCO-GA; 
however MOPS-GA produced statistically significant results when compared to 
the other two algorithms. 
 
Table 6-12. Best & Average Hypervolume Results for the Network B Problem – 
NSGA-II, MOALCO-GA & MOPS-GA Comparison 
Algorithm 
Best 
Hypervolume 
Average 
Hypervolume 
NSGA-II 0.5847 0.5687 
MOALCO-GA 0.5852 0.5673 
MOPS-GA 0.5895 0.5771 
 
 
Figure 6-23 shows the average hypervolume of the three algorithms for 
the Network B problem. Interestingly it is MOALCO-GA that exhibits the best 
performance in the early stages of the search, only being surpassed by MOPS-
GA at 20,000 and NSGA-II at the end of the search. NSGA-II and MOPS-GA 
display comparable performance during the first 10,000 evaluations, however 
following this stage MOPS-GA produce higher quality solutions than the 
standard algorithm for the remainder of the search.  
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Figure 6-23. Mean Hypervolume for the Network B Problem – NSGA-II, 
MOALCO-GA & MOPS-GA Comparison 
Figure 6-24 shows the best population produced by each of the three 
algorithms for the Network B problem. It can be observed that the majority of 
solutions found by MOPS-GA dominate those produced by the other two 
algorithms in terms of network cost and hydraulic deficit, especially at lower 
network costs; although NSGA-II does produce some dominant solutions at in 
the range of 60,000 – 80,000m deficit. It is also apparent that MOALCO-GA 
tends to find the highest cost solutions, generally located at zero hydraulic 
deficits. As observed with the Network A tri-objective experiment, as network 
cost is decreased, the number of pipe smoothing violations tends to increase. It 
is also apparent that the majority of solution produced by MOPS-GA dominates 
those found by the other two algorithms in terms of pipe smoothing violations 
and network cost. Looking at the third plot in the figure shows that MOPS-GA is 
good at finding the solutions with lower pipe smoothing violations at relatively 
low deficit values, often dominating those produced by the competing 
algorithms. Interestingly it is NSGA-II that finds a number of solutions with lower 
pipe smoothing violations but at the cost of a high hydraulic deficit value. 
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Figure 6-24. Best Final Population for the Network B Problem - NSGA-II, 
MOALCO-GA & MOPS-GA Comparison 
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6.4 Conclusion 
A Multi-objective Adaptive Locally Constrained Genetic Algorithm 
(MOALCO-GA) and Multi-objective Pipe Smoothing Genetic Algorithm (MOPS-
GA) have been developed and assessed on a number of well-known 
benchmarks from the literature. Utilising two different heuristics, Both MOALCO-
GA and MOPS-GA encode engineering knowledge into the Non-dominating 
Sorting Genetic Algorithm - II (NSGA-II) with the view to improving the 
performance of the algorithm utilising the mutation operator.  
MOALCO-GA has been shown to perform relatively well from the 
experiments presented in this chapter when compared to NSGA-II. With regard 
to the dual-objective experiment set, MOALCO-GA performed well often 
achieving solutions of equal or higher quality than NSGA-II. The exception to 
this is in the case of the two large-scale problems, Network A and Network B, 
although for the larger Network B it outperformed both NSGA-II and MOPS-GA 
in the first stages of the search. In terms of the tri-objective experimentations, 
MOALCO-GA was again shown to often outperform NSGA-II in a number of 
cases and never produced statistically worse results than the standard 
algorithm. 
The influence of the pipe smoothing mutation operator of MOPS-GA has 
shown to outperform the standard configuration of NSGA-II on all benchmark 
problems tested in this chapter with the exception of the tri-objective version of 
the New York Tunnels problem. For the majority of problems tested in this 
chapter, MOPS-GA displayed faster convergence than NSGA-II and achieved a 
better set of final solutions. The results also suggest that MOPS-GA performs 
very well when tackling water distribution network design problem that involve 
multiple water sources.  
The introduction of a pipe-smoothing component into the multi-objective 
formulation improves performance in both dual and tri-objective formulations. 
Whilst the modified algorithm might be expected to perform well in the tri-
objective case where one of the objectives reflects the heuristic, it is highly 
interesting that it should perform so much better on the dual-objective problem. 
This is a key finding as provides some of the first evidence that incorporating 
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engineering expertise into an algorithm enables it to improve mathematical 
optimality in multiple objectives.  
In conclusion, both of the engineering heuristic based multi-objective 
algorithms presented in this chapter were found to outperform a tuned version 
of NSGA-II in the vast majority of cases, with MOPS-GA generally achieving the 
best solutions out of all of the algorithms put on test.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Visualisation of Evolutionary Optimisation for Water Distribution Systems 
 254 
Chapter 7: Visualisation of Evolutionary Optimisation 
for Water Distribution Systems 
This chapter investigates the use of modern 3D visualisation techniques to 
enable the interactive analysis of water distribution systems with the aim of 
providing the engineer with a clear picture of the optimisation problem and thus 
aid the overall design process. The content of this chapter is based on the work 
presented in [149][14] and details the development of WDNet3D, an interactive 
software package for the visualisation and optimisation of water distribution 
systems. As stated in chapter 3, water distribution systems are complex entities 
that are difficult to model and optimise as they consist of many interacting 
components each with a set of considerations to address, hence it is important 
for the engineer to understand and assess the behaviour of the system to 
enable its effective design and optimisation. A substantial amount of research 
has been conducted into the visualisation of objective spaces, however the 
decision spaces are less often visualised, especially with the view to engaging 
the end user. This chapter presents a new three-dimensional representation of 
pipe based water systems and demonstrates a range of innovative methods to 
convey information to the user resulting in the ability to simultaneously display 
more useful information than traditional two-dimensional plan view network 
representations. The interactive visualisation system presented (WDNet3D) not 
only allows the engineer to visualise the various parameters of a network but 
also to observe the behaviour and progress of an iterative optimisation method. 
This chapter contains examples of the combination of the interactive 
visualisation system and an evolutionary algorithm enabling the user to track 
and visualise the actions of the algorithm down to an individual pipe diameter 
change. The visualisation will aggregate changes to the network over an 
evolutionary algorithm run and ‘lift the lid’ on the operations of an EA as it is 
optimising a network. In addition, the method allows the engineer to view other 
important optimisation-related information such as the extent to which 
constraints have been violated in the current design.  It is proposed that this 
interactive visualisation system will provide engineers an unprecedented view of 
the way in which optimisation algorithms interact with a network model and may 
pave the way for greater interaction between engineer, network and optimiser in 
the future. 
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A considerable amount of research has been conducted on the 
visualisation of objective spaces, both single objectives, multi and many 
objectives and in the visualisation of decision spaces as characterised by the 
search procedure. This investigation has naturally been inclined to focus on 
these spaces in which an evolutionary algorithm operates in an effort to improve 
performance and understanding of the progress of an evolutionary algorithm 
(EA). These visualisations often consider the problem statically e.g. in the 
visualisation of the final solution or Pareto front of an algorithm, or through 
temporal snapshots where the execution of the algorithm can be traced and the 
dynamics of the optimisation can be observed. In addition conventional 
visualisation can either be seen to be focussing on the developer of algorithms 
to aid in the algorithm’s development and refinement, or on the end user as a 
method to deliver the outcomes of an optimisation to its intended audience and 
to aid decision support in the real-world. The work presented here intends to 
provide a visualisation method of the optimisation process itself, providing a 
user an insight into the behaviour of an EA.  
7.1 Water Distribution Network Visualisation 
WDNet3D utilises a three dimensional domain to represent pipe based 
water distribution networks to effectively convey relevant hydraulic information 
to the user. In addition to presenting hydraulic data, the system can also be 
used to visualise the progress of an iterative optimisation technique such as a 
Genetic Algorithm (GA) [2] a popular technique when solving the problem of 
least-cost water distribution design [12]. This gives the engineer an insight into 
the actions of the algorithm and enables a greater understanding not only of the 
optimisation process, but of the aspects of the problem that are more difficult for 
the algorithm to solve. 
When developing WDNet3D it was important to provide the user with an 
intuitive yet powerful method of navigating the 3D environment, this is especially 
important when visualising large and complex networks. The software employs 
a middle mouse button centric control method for viewport manipulation where 
the user can pan, orbit and dolly the viewport camera to explore the 3D domain. 
This type of camera navigation is utilised in a number of 3D computer graphics 
programs and has been shown to be an effective and intuitive control method.  
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It is important that system information is conveyed to the user in an 
effective manner, to facilitate this, the key principles of display design presented 
by Wickens et al. [150] were consulted when designing the geometry that would 
represent the network elements and variable communication methods. It is 
accepted that the user’s perception and interpretation of signals is based on 
past experiences therefore the core network elements shown in Figure 7-1 were 
initially inspired by the classic network component representation utilised in 
EPANET’s 2D graphical display. It was important to keep the elements simple 
but distinct so that specific components of a complex network could be 
identified quickly and with ease.  As with other WDN mapping software such as 
EPANET 2, WDNet3D utilises a node & link based representation method 
where all network element fall into the category of either a node or link. 
 
 
Figure 7-1. 3D visualisation of water distribution network components (left to 
right – pipes, reservoir, tank and pump) 
Hydraulic values and other network parameters can be displayed to the 
user using a variety of methods, such as element colour, size, texture and 
movement. For example, when displaying hydraulic pressure at a junction the 
software utilises the HCI principal of redundancy gain by conveying the 
pressure not only with colour, but also with element size shown in Figure 7-2, 
thus reinforcing the user’s perception of the data being communicated. 
 
Figure 7-2. Redundancy gain value representation for junctions 
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The user has the ability to interact with a water system by clicking on any 
network element within the network. Doing so will display that object’s hydraulic 
and optimisation information and enable the user to manipulate other 
parameters, for example junction demand, pipe roughness or pump speed. 
WDNet3D utilises the junction coordinate and elevation data provided in a 
standard EPANET 2 input file to build and display a network. Pipes are drawn 
between connecting nodes/junctions and the diameters displayed accordingly. 
The data is normalised and adjusted to ensure all network elements are visible 
and correctly displayed. Figure 7-3 shows EPANET example network 2 
rendered in WDNet3D. 
 
Figure 7-3. WDNet3D visualisation of Network 2  
 
  Figure 7-4 shows a relatively rudimentary plan view visualisation of the 
Hanoi network produced by EPANET 2 which utilises colour coding to show a 
selected aspect of the network, e.g. diameter, elevation, velocity, pressure etc. 
Although more sophisticated visualisations exist within commercial packages in 
the industry, this plan view of the network is typical of the visualisations of water 
distribution networks.  
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Figure 7-4. Epanet 2 visualisation of the Hanoi network 
Unlike in 2D plan view visualisations, the use of a 3 dimensional domain 
ensures spatial elements such as distances, pipe diameters, lengths and 
crucially the elevation of elements, are visualized implicitly without recourse to 
colour coding or other artificial mechanisms.  This effect is illustrated in Figure 
7-5, a 3D visualization of the Hanoi benchmark network produced by WDNet3D. 
Although the pipe network grid appears flat, the elevated position of the 
reservoir can be seen implicitly and is a common arrangement in this type of 
network known as a ‘gravity fed’ system. Also notable is that the diameters of 
the pipes can be seen in the visualization.  This implicit visualization allows the 
user to see potential bottlenecks and over-sizing of mains within a network.  
The colour of the pipes has not yet been used to convey any information and so 
additional functionality is gained from visualizing velocity, pressure, water 
quality and other variables within the network. Of course, this is possible whilst 
also visualizing the implicit aspects of the pipe assets within the system. 
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Figure 7-5. WDNet3D visualisation of the Hanoi network 
 
Figure 7-6 shows EXNET [86], a large water distribution network based on 
a real-world system rendered in plan view in EPANET 2. The diameter of the 
pipes are represented using a user defined colour scale, although the scale is 
limited to 5 discreet colours which in turn represent a range of diameters. In the 
case of visualising large networks with a wide range of pipe diameters such as 
EXNET the limited resolution of this colour scale can make it difficult for the 
user to fully grasp the network topology. Utilising a normalised continuous 
scaled representation of pipe diameter, WDNet3D allows the user to observe 
the relative differences in pipe diameter in a network to a better degree than 
one can with EPANET 2.  
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Figure 7-6. Epanet 2 visualisation of the Exnet network 
WDNet3D is able to display large networks consisting of thousands of 
nodes and links and still give the user a good representation of the network 
topology. Figure 7-7 shows EXNET rendered in WDNet3D. Note it is easy to 
identify pipe grouping and transmission mains and to get an immediate 
impression of the topology of the network. 
 
Figure 7-7. WDNet3D visualisation of the Exnet network 
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WDNet3D utilises the EPANET 2 Programmer’s Toolkit for hydraulic and 
water quality modelling, allowing solutions to be assessed so that relevant data 
can be passed to the visualisation component of the software. The interactive 
3D visualisation module of the application is implemented using Panda3D, a 
rendering engine which is coded in C++. 
7.2 The Visualisation of Water Distribution Network 
Optimisation 
WDNet3D not only allows the engineer to visualise the various parameters 
of a network but also allows the user to observe the behaviour and progress of 
an optimisation method, such as a Genetic Algorithm. Combining such an 
optimisation method with this visualisation system enables the user to track and 
visualise the actions of the algorithm down to an individual pipe diameter 
change. To achieve this, WDNet3D aggregates changes made to the network 
over a GA run and displays them on the network model using a colour scale. It 
is understood that such a method has not been applied to the design of water 
distribution networks.  
7.2.1 Experimental Setup 
By visualizing network construction implicitly, the colour of elements is 
available to visualize other aspects of the system and this work focuses on this 
to visualize evolutionary progress.  In particular, the colour of pipes is used to 
represent the number of times that the EA has modified that variable in the best 
solution for the most recent N generations.  This allows the end user to 
understand the interaction of the EA with the network on a spatial level and to 
better understand which pipes are requiring most effort from the EA to resolve. 
 
The standard steady state, single objective evolutionary algorithm 
presented in 3.1 is used to produce solutions for visualisation.  It uses a binary 
representation with each pipe represented by the requisite number of bits for 
the number of available pipe diameters, e.g. a pipe with 16 possible diameters 
requires 4 bits for each pipe. This algorithm is popular in the application area 
and is sufficient to illustrate the proposed visualisation method.  In practice, any 
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EA formulation (including multi-objective formulations), or iterative optimization 
algorithm for that matter could be used. 
 
The WDNet3D system is applied to a number of benchmark networks from 
the literature and are as follows: 
 
Hanoi – A single source network consisting of three loops, 34 decision 
pipes and 6 available pipe diameters with a resultant search space of 2.86 x 
1026. 
 
Two Loop - Single reservoir and 8 decision pipes arranged in to twin loop.  
There are 14 available pipe diameters, resulting in an effective search space 
size of 1.48 x 109. 
 
Anytown - 35 existing pipes and 6 possible new pipes with 10 possible 
pipe diameters.  19 nodes with varying demands.  It should be noted that the 
original version of this problem includes a number of operational aspects that 
have been fixed in this formulation where only pipe sizing is considered. 
Possible combinations: ~1.0x1041. 
EPANET 2 Example Network 3 - Larger real-world inspired network with 
117 pipes and 92 nodes.  16 pipe diameters are used in this formulation. 
Possible combinations: ~ 7.6x10140. 
7.2.2 Results 
In each of the following, a network has been visualised with the WDNet3D 
system at points throughout the optimisation process.  In each case, the period 
of the optimisation can be seen in the left panel highlighted in blue and network, 
which EA changes to pipe diameters shown in the right panel.  The legend 
(which changes for each ‘snapshot’) shows the relationship between colour and 
the number of changes made to the best solution in the selected period of 
optimisation. 
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7.2.2.1 Hanoi 
 Figure 7-8 shows the Hanoi network displayed in WDNet3D after a GA 
optimisation run. The number of diameter changes between the first generation 
and final best solution during the optimisation process is displayed using a 
colour key on each pipe, where blue indicates low diameter variance and red 
high diameter variance.  
 
 
Figure 7-8. Pipe diameter changes for the Hanoi problem 
 
It can be observed that the larger pipes (dark blue) closest to the reservoir 
have not been frequently altered in the fittest solution during the optimisation 
process whereas the small diameter pipes (red) towards the extremities of the 
network have had their diameters varied more frequently. This behaviour can be 
expected as diameter changes to the pipes near the reservoir would have a 
more significant effect on the hydraulic performance of the network than 
changes to pipes further down-stream. 
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WDNet3D allows the user to pause the GA optimisation at any point in a 
run and view the algorithm’s progress and behaviour. Figure 7-9 to Figure 7-12 
show the performance of the GA over 30,000 solution evaluations with the pipe 
diameter variance displayed at four highlighted periods (light blue). It can be 
clearly seen from this figure that the algorithm settles on a set of sizes for the 
‘trunk mains’ of this problem early on in the optimisation and that these 
diameters remain relatively fixed for the remainder of the optimisation. As time 
progresses, more of the network becomes fixed and the optimisation focuses on 
making changes to the extremities of the network. It can be observed that from 
the second period (7,500 evaluations) of the search onward, more than half 
(17+) of the pipes in the network have reached their final diameter and will not 
be changed for the remainder of the search. As this is showing the progression 
of the best individual, it is perhaps not surprising that the solution becomes 
progressively more fixed as the algorithm converges towards a solution.  
However, the key is that the spatial distribution of diameter changes can be 
seen across the network and can help identify areas that are proving difficult for 
the algorithm to optimise.  An additional benefit of this approach is that it 
suggests that portions of the design that are fixed early on could be removed 
from the optimisation process and therefore reduce the number of mutations 
that lead to poorer results in the latter stages of an optimisation. 
 
 
Figure 7-9. Best solution network cost (0 - 7,500) – pipe diameter variations – 
Hanoi problem 
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Figure 7-10. Best solution network cost (7,500 – 15,000) – pipe diameter 
variations – Hanoi problem 
 
Figure 7-11. Best solution network cost (15,000 – 22,500) – pipe diameter 
variations – Hanoi problem 
 
Figure 7-12. Best solution network cost (22,500 – 30,000) – pipe diameter 
variations – Hanoi problem 
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7.2.2.2 Two Loop 
 
Figure 7-13. Pipe diameter changes for the Two Loop problem 
 
Figure 7-13 shows the Two Loop network displayed in WDNet3D after a 
GA optimisation run. The number of diameter changes between the first 
generation and final best solution during the optimisation process is displayed 
using a colour key on each pipe, where blue indicates low diameter variance 
and red high diameter variance. It can be observed that the closer a pipe is to 
the reservoir the less it varies in the best solution throughout the evolutionary 
process. 
Looking at Figure 7-14 to Figure 7-17 is clear that the majority of diameter 
changes occur at the beginning of the GA’s search. What is interesting is that 
the majority of pipes in this search do not become fixed by the algorithm until 
after ~34,000 iterations. Looking at Figure 7-16 it is clear that the best solution 
in the population is replaced with a solution where nearly every variable is 
different from its predecessor.  
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Figure 7-14. Best solution network cost (0 – 12,500) – pipe diameter variations 
– Two Loop problem 
 
Figure 7-15. Best solution network cost (12,500 – 25,000) – pipe diameter 
variations – Two Loop problem 
 
Figure 7-16. Best solution network cost (25,000 – 37,500) – pipe diameter 
variations – Two Loop problem 
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Figure 7-17. Best solution network cost (37,500 – 50,000) – pipe diameter 
variations – Two Loop problem 
 
7.2.2.3 Anytown 
 
Figure 7-18. Pipe diameter changes for the Anytown problem 
From these figures (Figure 7-18 to Figure 7-22) it is clear that Anytown 
presents a more difficult problem to the GA, with very few pipes achieving ‘fixed’ 
status over the first 2000 iterations.  From thereon, the story is somewhat 
similar to the Hanoi example with infrastructure emanating from the main 
reservoir being progressively fixed along with some close to the tanks.  It is 
clear that the majority of effort is being expanded along the more ‘looped’ 
sections of the network where small improvements can be made. 
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Figure 7-19. Best solution network cost (0 – 2,000) – pipe diameter variations – 
Anytown problem 
 
 
Figure 7-20. Best solution network cost (2,000 – 4,000) – pipe diameter 
variations – Anytown problem 
 
 
Figure 7-21. Best solution network cost (4,000 – 6,000) – pipe diameter 
variations – Anytown problem 
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Figure 7-22. Best solution network cost (6,000 – 8,000) – pipe diameter 
variations – Anytown problem 
7.2.2.4 Network 3 
 
Figure 7-23. Pipe diameter changes for the Network 3 problem 
Network 3 is much closer to a real-world style network and has more 
variables than the other three examples.  In this example, the GA first optimizes 
the important infrastructure between the two reservoirs and tank towards the 
North of the network.  It then proceeds to identify and ‘fix’ the central ‘trunk’ 
mains that link the reservoirs to the North with the rest of the network in the 
South.  By the final snapshot, as with the two previous examples, the algorithm 
is concentrating on other sections and the majority of refinement appears to be 
taking place in the smaller mains parallel to the trunk. 
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Figure 7-24. Best solution network cost (0 – 5,000) – pipe diameter variations – 
Network 3 problem 
 
Figure 7-25. Best solution network cost (5,000 – 10,000) – pipe diameter 
variations – Network 3 problem 
 
Figure 7-26. Best solution network cost (10,000 – 15,000) – pipe diameter 
variations – Network 3 problem 
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Figure 7-27. Best solution network cost (15,000 – 20,000) – pipe diameter 
variations – Network 3 problem 
7.2.3 Conclusion 
The four example networks all show that the evolutionary algorithm tends 
to size and ‘fix’ the trunk main infrastructure (effectively the macro-level 
problem) early on in the optimization. However, it would appear that the extent 
to which this occurs is dependent on the size of the problem but also its 
interconnectedness. Despite its relatively modest size, Anytown shows a 
resistance to this fixing behaviour, that is likely to be due to its lack of a central 
set of trunk mains and highly looped structure.  The larger ‘real-world’ Network 
3 experiences more fixing despite its larger number of assets because it has a 
more traditional ‘trunk main’ style layout.   
As these changes are made to the best solution in each generation, there 
may be a case for fixing these parameters during the EA optimization to reduce 
running times and to allow the algorithm to focus on those areas of the network 
that require modification.  The relatively small number of changes seen in the 
latter stages of the optimization belie the fact that, through the uniform random 
mutation operator, many thousands of alternative ‘trunk main’ configurations will 
have been tried and discarded. 
7.3 Conclusion & Future Work 
In this chapter, the development of WDNet3D, an interactive three 
dimensional program for the visualisation of optimisation for water distribution 
systems has been presented. By drawing upon the key principals of human-
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computer interaction an effective and intuitive tool for the visualisation of water 
distribution systems has been developed. The system not only allows the 
engineer to visualise the various parameters of a network but also allows the 
user to observe the behaviour and progress of an iterative optimisation method. 
The 3D visualisation and the use of colour allows the system to make good use 
of the screen ‘real estate’ and to communicate large amounts of information to 
the user in a single snapshot.  For example, the 3D system means that both 
diameter and relative elevation are implicitly presented before colour is used to 
show the various hydraulic parameters.  The presentation is also more naturally 
interpreted by the user than viewing diameters and elevations of links and 
nodes as colours or floating point values.   
In addition, the system has been shown to aggregate changes to the 
network over a genetic algorithm run and ‘lift the lid’ on the operations of a 
genetic algorithm as it is optimising a network.  The link between genotype and 
phenotype spaces in evolutionary algorithm optimisation is often not well 
explained, particularly for real-world problems.  WDNet3D demonstrates that for 
WDN optimisation, it is possible to gain an understanding of the spatial 
distribution of algorithm behaviour on this problem.  
Users of WDNet3D have reported that the intuitive three dimensional 
representation of water distribution networks provides more insight into network 
operation than tools such as EPANET 2. This is primarily due to the tool’s ability 
to display more data on screen than standard two dimensional display methods 
and is particularly effective on large-scale networks such as Exnet (figure 7-7). 
Users also report that the ability to view the operations of an optimisation 
algorithm on the network design itself provides useful information to the 
designer that could then be employed to refine algorithm operation and 
efficiency. Some have also suggested that the tool could be adapted to form an 
educational package to engage water system engineering students in the study 
of advanced optimisation methodology. 
By integrating both state of the art optimisation and visualisation methods, 
WDNet3D hopes to pave the way for greater interaction between algorithm and 
network in the future. 
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7.3.1 WDNet3D Future Development 
With further development WDNet3D will not only display the operations of 
an optimisation method but also enable the algorithm’s search to be 
automatically constrained. From the observations made when visualising pipe 
diameter variation during an optimisation run it was noted that a large proportion 
of pipe diameters in a network are finalised in the relatively early stages of the 
search and as a result a large number of solution evaluations are potentially 
wasted in the later parts of the search. Therefore if  pipe diameters of specific 
pipes can be fixed  hence limiting the search space by reducing the number of 
decisions, then in theory the optimisation will arrive at an acceptable solution 
using fewer evaluations.  
This could be achieved through direct user interaction with network 
components, for example, the user would select a pipe and choose to fix a 
diameter; this could be a single diameter or a smaller range of diameters from 
the available set. Such an action would apply a hard constraint to the problem 
through manipulation of the solution representation to ensure no violation of the 
user imposed rules occurs during the remainder of the optimisation. Another 
approach would be to incorporate a fitness penalty linked with user imposed 
constraints that penalise a solution’s fitness value dependant on the magnitude 
of the violation.  
Another possible development could be the inclusion of a pattern matching 
method to build heuristics based on user interaction with network components. 
These heuristics could then be applied automatically throughout the entire 
network. For example, if a user fixes the diameter of a pipe connected to a 
water source the system then searches the network for similar configurations 
and applies the same diameter restriction. It is envisaged that such a routine 
could boost user productivity especially on large networks where there are 
repetitive design configurations. The notion of observing user interactions could 
be taken further by employing machine learning techniques to build heuristics 
that could then be applied to future optimisation problems.    
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7.3.2 Possible Application to Other Problem Domains 
The approach applied here to water distribution network optimisation could 
be implemented in other optimisation problem domains. A number of such 
application domains are discussed here. 
7.3.2.1 Network-Based Problems 
It is simple to imagine how this approach could be tailored to other 
network-based problems such as the travelling salesman problem or gene 
regulatory network optimisation.  However, as these problems require the 
discovery of routes/sub-networks which represent a subset of the fully 
connected network, the approach would need to be modified somewhat to this 
problem type.  In this adaptation, edges in the final solution could be coloured 
according to the number of times they have featured in the best solution 
discovered by the algorithm over time in a similar way to the method presented 
here, although it would be possible to colour the whole network search space 
for these problems to provide more information.  
7.3.2.2 Operations Research Problems 
Operations research problems typically include problems such as resource 
allocation, scheduling and routing.  In each case, the colouring of the resource 
being allocated, the event being scheduled or route fragment being selected 
could be adopted.  An example of the former is the bin packing problem, an 
operations research problem that is not network-based. The application of the 
approach to this problem is illustrated in Figure 7-28.   
 
 
Figure 7-28. Interactive bin packing concept 
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Figure 7-28 illustrates a (poor) solution to the bin packing problem where 
items of differing size are being packed into the various bins available.  To 
adapt the proposed approach, each item would be coloured according to the 
number of times it has moved between bins in the best solution discovered by 
the algorithm.  It is anticipated that this would yield similar results to the water 
distribution network optimisation problem in that certain items would remain 
fixed within the solution and the algorithm would then seek to optimise around 
these fixed blocks. 
7.3.2.3 Theoretical and Mathematical Problems 
Many EA benchmark problems contain decision variables that are not 
mapped to a physical construct in the same way that those in the above 
problems are. In this case, a potential adaptation could visualise the 
optimisation as a heatmap where rows represent decision variables and 
columns represent the ‘snapshots’ of the optimisation through time.  The colour 
of each cell in the heatmap would represent the number of times that each 
decision variable has changed in the best solution discovered by the algorithm 
to that point in time.   
One further variation to the method, regardless of optimisation domain, 
and a potential focus for further work, would investigate not simply the number 
of changes to the network for each variable but also the magnitude and 
direction of those changes. This revised colouring would then provide more 
information for all the problem domains thus far described and would make the 
approach more open to real-valued optimisation problems where the magnitude 
and direction of change in the best solution variables is more important than 
simply whether the variable has changed.  
 
 
 
 
Conclusion  277 
Chapter 8: Conclusion 
In the field of hydroinformatics the use of expert knowledge to aid in the 
optimisation of complex water system problems has started to be explored and 
although prevalent throughout a number of other research fields, the 
incorporation of knowledge into optimisation techniques such as evolutionary 
algorithms has only recently began to occur. A review of the literature 
surrounding the incorporation of knowledge into EAs and the lack thereof of 
specialist water system mutation operators led to the formulation of the primary 
research question posed in this thesis: 
To what extent does the incorporation of expert water systems knowledge 
into an evolutionary algorithm mutation operator impact performance of the 
optimisation of water distribution network problems? 
To address the primary research question posed by this work it was first 
necessary to identify water system based heuristics that engineers utilise during 
the design of water distribution networks. This work was presented in Chapter 3 
along with how these rules could be applied to an evolutionary algorithm 
through the mutation operator.  
The first engineering based heuristic presented in this work was based 
upon the idea of hydraulic bottleneck elimination, a process which first requires 
the identification of a pipe or pipes that are restricting flow and preventing 
adequate pressure in downstream sections of the network. The other 
engineering heuristic is based upon the idea that the diameter of any pipe is 
never greater than the sum of the diameter(s) of the directly upstream pipes and 
the network can be seen to ‘smoothly’ transition from large to small diameters 
from source to extremities. A method for integrating these heuristics into a 
Genetic Algorithm (GA) was then formulated. It was important from the outset 
that the heuristic should not incur any additional full of partial fitness evaluations 
which would increase runtime, especially when tackling large scale real-world 
problems. This was achieved by modifying the mutation operator of the GA so 
that the engineering heuristics could influence the mutation of the solutions in 
an efficient manner whilst retaining a good amount of variance in the solutions 
produced. 
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Chapter 4 presents a set of extensive experiments designed to identify the 
optimal parameter values for the Steady State Genetic Algorithm (SSGA) 
(Chapter 3) and the development of two new algorithms based on the 
engineering heuristics identified in chapter 3. Various parameters of the SSGA 
were tuned to provide not only a good platform upon which the new mutation 
operators could be embedded but also a means to facilitate the fair comparison 
between the new algorithms and the SSGA. It was found that the variation of 
static penalty costs has little to no significant effect on the performance of the 
SSGA except for very low penalty costs on some problems. A correlation was 
found between problem complexity and tournament size; the larger the problem 
the greater the optimal tournament size. This behaviour was somewhat 
expected as a greater selection pressure aids the convergence of the SSGA in 
large solution spaces. The third set of experiments investigated the effect 
mutation rate has on the performance of the algorithm and found that as the 
problem complexity grows the optimal mutation rate generally falls, although it is 
very difficult to predict an optimal mutation rate based purely on problem 
specifications alone. It was also observed that there is a statistically significant 
interaction between the tournament size and mutation rate parameters for all 
test networks which implies mutation rate and algorithm performance is 
dependent on tournament size. The final set of parameter tuning experiments 
focused on the replacement strategy of the SSGA. It was found that the 
algorithm performed best when the worst individual in the population was 
selected for replacement. It was also observed that the use of conditional 
replacement worked best for the smaller problems from the problem set and an 
unconditional replacement approach performed best for the larger problems. 
This work was not only useful in ensuring that the SSGA was performing at 
peak effectiveness but also offers an insight into the effect a number of 
parameters have on the performance of an SSGA when applied to a large 
number of benchmark problems from the water systems literature.  
The two new algorithms presented in Chapter 4, the Adaptive Locally 
Constrained Genetic Algorithm (ALCO-GA) and the Pipe Smoothing Genetic 
Algorithm (PSGA) were then tested on a large range of WDN problems in 
Chapter 5. Both algorithms were found to display increased performance in the 
early stages of the search compared with the SSGA and commonly went on to 
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produce competitive final solutions, often better than the highly tuned SSGA. 
The results of these experiments lend weight to the argument that encoding an 
algorithm’s mutation operator with water systems knowledge can improve the 
algorithm’s ability to effectively search the solution space; often improving the 
time it takes for a GA to achieve good performing feasible solutions. Chapter 5 
also included a novel study into parameter robustness; the sensitivity of the 
algorithms to their parameter configuration. This set of experiments was 
designed to address the second research question posed in this thesis: 
How does the inclusion of water systems knowledge impact the sensitivity 
of an evolutionary algorithm to parameter variance?  
Through extensive experimentation it was found that the performance of 
both ALCO-GA and PSGA were less sensitive to parameter change than the 
SSGA meaning that non-experts in the field of meta-heuristics will potentially be 
able to get much better performance out of the engineering heuristic based 
algorithms without the need for specialist evolutionary algorithm knowledge.  
Chapter 6 presented the development and testing of the Multi-objective 
Adaptive Locally Constrained Genetic Algorithm (MOALCO-GA) and Multi-
objective Pipe Smoothing Genetic Algorithm (MOPS-GA); multi-objective 
variants of the ALCO-GA and PSGA based upon NSGA-II. It was necessary to 
test whether the engineering based heuristic mutation operators could be 
applied to a multi-objective evolutionary algorithm and explore how the 
modifications affected algorithm performance in multi-objective search spaces. 
To enable this the new algorithms were applied to a variety of multi-objective 
water distribution network design problems from the literature along with NSGA-
II which had been tuned prior to the experiments to provide a competitive 
platform for comparison purposes. The chapter was split into two main sections; 
dual-objective and tri-objective problems. The dual-objective set of problems 
focused on the network cost and hydraulic head performance of solutions, 
whilst the tri-objective introduced a novel third objective of network smoothness 
which is based on the engineering inspired pipe smoothing heuristic. In the 
majority of problems MOALCO-GA displayed the ability to produce a solution 
set comparative or better than that produced by NSGA-II and often displayed 
increased performance in the early stages of the search. However, it was 
Conclusion  280 
MOPS-GA that significantly outperformed both MOALCO-GA and NSGA-II in 
the vast majority of multi-objective problems tested. The pipe smoothing 
heuristic based algorithm performed particularly well on multi-source and large-
scale problems based on real-world networks. In summary, the engineering 
heuristic based multi-objective genetic algorithms presented in this work were 
found to outperform NSGA-II in the vast majority of cases, with MOPS-GA 
generally achieving the best solutions out of all of the algorithms put on test. 
Chapter 7 presented a novel system to enable the interactive 3D 
visualisation of optimisation for water distribution networks and set out to 
address the final research question posed in this thesis: 
Can state of the art visualisation techniques provide engineers with a 
greater insight into the operation and behaviour of an EA when applied to the 
problem of water distribution network design?  
To develop the three dimensional water distribution network visualisation tool 
(WDNet3D) it was first necessary to develop 3D representations of various 
water distribution network components so that they would convey as much 
relevant information to the user as possible whilst remaining intuitive to a water 
systems engineer. This was achieved using principals from the field of human 
computer interaction, display design practices and inspiration gained from 
traditional 2D water system visualisation. Following the 3D geometry concept 
and creation an intuitive control scheme was formulated and implemented to 
enable the user to manipulate the 3D space and traverse any network 
visualisation quickly and effectively. Utilising the EPANET 2 hydraulic simulation 
engine WDNet3D is able to run complex hydraulic simulations and visualise the 
resultant data directly on the 3D network model in a manner such that an 
engineer is able to quickly assess the water system and easily identify any 
issues with the network. The final feature of WDNet3D enables the user to 
observe the behaviour and progress of an iterative optimisation method. It does 
this by aggregating changes made to the network over an optimisation 
algorithm run and displays them on the network model using a colour scale. 
This system was demonstrated on a number of water distribution network 
design problems from the literature using a Genetic Algorithm (GA). It was 
shown that WDNet3D is able to effectively ‘lift the lid’ on the operations of a 
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genetic algorithm as it is optimising a network, demonstrating it is possible to 
gain an understanding of the spatial distribution of algorithm behaviour on water 
distribution network design problems. 
8.1 Conclusions and Future Research 
The research presented in this thesis demonstrates the effectiveness of 
integrating water systems engineering expertise into evolutionary based 
optimisation methods. Not only is solution quality improved over standard 
methods utilising these new heuristic techniques, but the potential for greater 
interaction between engineer, problem and optimiser has been established.  
The incorporation of water systems knowledge into the mutation operator 
of an EA has been demonstrated to improve both algorithm performance and 
sensitivity to parameter variance when applied to a range of water distribution 
network design problems. The work presented here establishes a foundation of 
knowledge to enable the further exploration of knowledge exploitation in the 
field of hydroinformatics. The engineering inspired algorithms presented in this 
work applied a single water systems heuristic in each, focusing on one area of 
WDN design, however there is scope to combine heuristics. For example, the 
bottleneck eliminating heuristic in ALCO-GA which tends to have a greater 
impact in the early stages of the search could be used initially, gradually giving 
way to the pipe smoothing heuristic in the later stages. Another avenue of 
exploration would be to employ the engineering heuristics to generate the initial 
population of solutions in an EA. Although knowledge based initialisation has 
been used in this manner within the field it would be interesting to observe the 
impact that starting in a more favourable location in the solution space would 
have on the performance of the special mutation operators. Another idea is to 
integrate engineering knowledge into the selection operator of an EA, this could 
be achieved, for example, by applying metrics such as network smoothness as 
a measure of solution quality to promote engineering feasibility.    
The engineering inspired algorithms presented in this work were tested on 
a large set of gravity-fed WDN design problems from the literature, presenting a 
very challenging combinatorial optimisation problem. However, a large 
proportion of real-world WDNs are not gravity-fed and require pumping to 
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provide the network with sufficient water. Pumped networks present additional 
complexity, introducing further components for consideration including pumps, 
valves and storage tanks. These types of problem commonly introduce further 
objectives and constraints to the problem including, for example, pump energy 
consumption and tank level restrictions. In addition, these problems generally 
require the designer to take into account the varying demand over an extended 
time period and consider emergency scenarios such as power outage. With 
increased network complexity there would be scope to either adapt the 
heuristics presented in this work or develop new heuristic methods to aid with 
the inclusion of an extended set of network components (pumps, tanks etc.). In 
the case of extended period simulation problems both the ALCO-GA and PSGA 
heuristics could be applied with minimal alteration, however an issue such as 
pipe flow direction shift during a simulation poses a potential problem that would 
need to be addressed as both heuristics depend on pipe flow direction 
information. To address a case of flow reversal during the extended simulation it 
would be necessary to aggregate the flow rate vectors of a pipe to ascertain the 
dominant flow direction in order for the pipe smoothing and bottleneck heuristics 
to function correctly. With regard to development of further engineering 
heuristics for more complex problem, metrics such as tank level, tank state 
(filling or discharging) and pumping patterns could be used to guide the 
methods, for example it is seen as beneficial if tanks are filled during times of 
low demand and when the electricity used for pumping is cheaper. A set of 
heuristics could be built from this notion to promote pumping at off-peak times 
whilst discouraging the filling of tanks during times of peak demand. 
This research has demonstrated that the incorporation of water systems 
knowledge to an EA not only leads to improvements in computational efficiency 
and mathematical optimality, but also the generation of solutions industry 
engineers would find more intuitive (i.e. smooth pipe diameter transitions). The 
novel WDNet3D visualisation tool presented in this work addresses the need to 
bridge the gap between engineer and optimisation algorithm with the view of not 
only giving the engineer a greater insight into the behaviour of an EA but also to 
facilitate direct interaction with the optimisation process to produce solutions 
that better meet the requirements of the engineer. Although limited, the 
interactive visualisation system has demonstrated potential; however continued 
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research into this area is needed to further close the gap between engineer and 
optimiser. Future work could include the refinement of the WDN visualisation 
engine to enable the visualisation of more interactions between algorithm and 
problem, including constraint violations, objectives and decisions. Another 
potential expansion to the tool would be the development of a system to allow 
user interactions to guide the optimisation process. This could include the direct 
interaction with the optimisation algorithm by allowing the user to impose 
constraints to a problem such as reducing the number of available diameters for 
a specific pipe or by imposing additional penalty costs to the objective function 
when solutions violate user defined constraints. In addition, pattern matching 
and machine learning techniques could in theory be used to identify and 
develop new heuristics based on the engineer’s interaction with solutions 
produced by an EA. 
Collectively, these developments open up the potential for greater 
interaction between the human expert and evolutionary optimiser. The 
heuristics and visualisation methods presented here point to new human-
machine interfaces for optimisation that can improve the subjective and 
objective optimality of results.  The use of heuristics guides the search towards 
promising areas and reduces the number of human perceived errors, whilst the 
visualisation provides a more intuitive connection between the engineer and the 
optimisation algorithm, lifting the lid on the black box of the evolutionary 
algorithm. With further development, the techniques presented in this work 
could be utilised by practising engineers to aid in the efficient and effective 
design of commercial water distribution systems. It is also envisaged that these 
methods for integrating knowledge into an EA could be applied to a much larger 
and diverse set of problems well beyond the field of engineering.  
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Chapter 9: Appendix i 
9.1 Steady State Genetic Algorithm Parameter Tuning  
9.1.1 Penalty, Tournament Size & Mutation Rate 
9.1.1.1 Two Loop 
Table 9-1. Mean penalty cost results for the Two Loop benchmark problem 
Mean Penalty Cost 
Penalty 
Best 
Feasible 
Fitness 
Best 
Feasible 
Cost 
Mean Best 
Feasible 
Fitness 
Mean Best 
Feasible 
Cost 
Mean Best 
Feasible 
Cost SD 
Mean 
Iterations 
To 
Feasible 
Best 
Known 
Solution (% 
of 
Solutions) 
 $  10,000.00  2.38592E-06  $ 419,125.00  2.3505E-06  $ 425,684.06   $   6,174.02               -    34% 
 $  20,000.00  2.38583E-06  $ 419,140.63  2.34461E-06  $ 426,785.31   $   7,849.49               -    30% 
 $  30,000.00  2.38513E-06  $ 419,265.63  2.33822E-06  $ 427,979.69   $   8,367.28               -    28% 
 $  40,000.00  2.38382E-06  $ 419,500.00  2.33415E-06  $ 428,803.75   $   9,206.02               -    26% 
 $  50,000.00  2.38469E-06  $ 419,343.75  2.3345E-06  $ 428,693.75   $   8,930.08               -    25% 
 $  60,000.00  2.38416E-06  $ 419,437.50  2.3316E-06  $ 429,260.63   $   9,498.21               -    24% 
 $  70,000.00  2.38531E-06  $ 419,234.38  2.33125E-06  $ 429,320.31   $   9,601.08               -    24% 
 $  80,000.00  2.38583E-06  $ 419,140.63  2.32885E-06  $ 429,804.38   $   9,912.81               -    24% 
 
 
Figure 9-1. Box and whisker plot showing mean penalty cost results for the Two 
Loop benchmark problem 
 
 $418,000.00
 $423,000.00
 $428,000.00
 $433,000.00
 $438,000.00
 $443,000.00
 $448,000.00
F
e
a
si
b
le
 C
o
st
 
Penalty Cost 
Appendix i  285 
Table 9-2. Mean tournament size results for the Two Loop benchmark problem 
Mean Tournament Size 
Tournament 
Size 
Best 
Feasible 
Fitness 
Best 
Feasible 
Cost 
Mean Best 
Feasible 
Fitness 
Mean Best 
Feasible 
Cost 
Mean Best 
Feasible 
Cost SD 
Mean 
Iterations 
To 
Feasible 
Best 
Known 
Solution 
(% of 
Solutions) 
2% 2.38408E-06  $ 419,453.13  2.33936E-06  $ 427,767.81   $   6,540.02               -    32% 
3% 2.38338E-06  $ 419,578.13  2.3391E-06  $ 427,815.31   $   7,385.26               -    30% 
4% 2.38539E-06  $ 419,218.75  2.33898E-06  $ 427,831.56   $   7,912.93               -    28% 
5% 2.38592E-06  $ 419,125.00  2.33871E-06  $ 427,889.06   $   8,176.36               -    27% 
6% 2.38478E-06  $ 419,328.13  2.33804E-06  $ 428,027.81   $   8,672.93               -    27% 
7% 2.38583E-06  $ 419,140.63  2.33334E-06  $ 428,980.00   $ 10,396.90               -    23% 
8% 2.38583E-06  $ 419,140.63  2.33334E-06  $ 428,980.00   $ 10,396.90               -    23% 
9% 2.38548E-06  $ 419,203.13  2.3328E-06  $ 429,040.31   $ 10,057.72               -    23% 
 
 
 
 
Figure 9-2. Box and whisker plot showing mean tournament size results for the 
Two Loop benchmark problem 
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Table 9-3. Mean mutation probability results for the Two Loop benchmark 
problem 
Mean Mutation Rate 
Mutation 
Rate 
Best 
Feasible 
Fitness 
Best 
Feasible 
Cost 
Mean Best 
Feasible 
Fitness 
Mean Best 
Feasible 
Cost 
Mean Best 
Feasible 
Cost SD 
Mean 
Iterations 
To 
Feasible 
Best 
Known 
Solution 
(% of 
Solutions) 
0.032 2.38654E-06  $ 419,015.63  2.30485E-06  $ 434,559.69   $ 16,474.75               -    17% 
0.064 2.38663E-06  $ 419,000.00  2.34573E-06  $ 426,621.88   $ 11,047.84               -    33% 
0.096 2.38663E-06  $ 419,000.00  2.36728E-06  $ 422,583.13   $   7,101.62               -    53% 
0.128 2.38663E-06  $ 419,000.00  2.37592E-06  $ 420,972.50   $   4,884.43               -    58% 
0.16 2.38663E-06  $ 419,000.00  2.3745E-06  $ 421,194.06   $   4,314.02               -    37% 
0.192 2.38654E-06  $ 419,015.63  2.3492E-06  $ 425,792.19   $   6,619.54               -    13% 
0.224 2.38451E-06  $ 419,375.00  2.30902E-06  $ 433,284.38   $   8,945.29               -    3% 
0.256 2.37658E-06  $ 420,781.25  2.26718E-06  $ 441,324.06   $ 10,151.50               -    1% 
 
 
 
Figure 9-3. Box and whisker plot showing mean mutation probability results for 
the Two Loop benchmark problem 
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9.1.1.2 Foss Poly 1 
Table 9-4. Mean penalty cost results for the Foss Poly 1 benchmark problem 
Mean Penalty Cost 
Penalty 
Best 
Feasible 
Fitness 
Best 
Feasible 
Cost 
Mean Best 
Feasible 
Fitness 
Mean Best 
Feasible 
Cost 
Mean Best 
Feasible 
Cost SD 
Mean 
Iterations 
To 
Feasible 
Best 
Known 
Solution 
(% of 
Solutions) 
 $       2,000.00  1.76617E-05  $ 57,557.55  8.59506E-06  $ 145,843.89   $ 63,032.06                 -    0% 
 $       4,000.00  2.4426E-05  $ 42,513.52  1.26283E-05  $ 101,357.52   $ 50,435.81                 -    0% 
 $       6,000.00  2.59611E-05  $ 40,234.57  1.73755E-05  $   69,907.05   $ 32,794.29                 -    0% 
 $       8,000.00  2.63485E-05  $ 39,922.50  2.03225E-05  $   55,362.38   $ 18,692.10                 -    0% 
 $     10,000.00  2.64121E-05  $ 39,688.96  2.18693E-05  $   49,341.63   $ 10,845.40                 -    0% 
 $     12,000.00  2.66782E-05  $ 39,311.88  2.25E-05  $   47,307.21   $   6,066.35                 -    0% 
 $     14,000.00  2.66286E-05  $ 39,406.85  2.2703E-05  $   46,524.12   $   4,239.21                 -    0% 
 $     16,000.00  2.64301E-05  $ 39,771.33  2.27942E-05  $   46,417.86   $   3,879.82                 -    0% 
 
 
 
Figure 9-4. Box and whisker plot showing mean penalty cost results for the 
Foss Poly 1 benchmark problem 
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Table 9-5. Mean tournament size results for the Foss Poly 1 benchmark 
problem 
Mean Tournament Size 
Tournament 
Size 
Best 
Feasible 
Fitness 
Best 
Feasible 
Cost 
Mean Best 
Feasible 
Fitness 
Mean Best 
Feasible 
Cost 
Mean Best 
Feasible 
Cost SD 
Mean 
Iterations 
To 
Feasible 
Best 
Known 
Solution 
(% of 
Solutions) 
2% 2.43075E-05  $ 43,863.12  1.88709E-05  $   63,993.99   $ 16,204.45                 -    0% 
3% 2.47572E-05  $ 42,897.61  1.87367E-05  $   66,820.99   $ 19,187.59                 -    0% 
4% 2.48672E-05  $ 42,538.58  1.86844E-05  $   67,492.15   $ 19,814.87                 -    0% 
5% 2.50928E-05  $ 42,264.45  1.85773E-05  $   70,526.98   $ 23,516.56                 -    0% 
6% 2.54205E-05  $ 41,711.41  1.86436E-05  $   70,372.46   $ 25,602.82                 -    0% 
7% 2.54315E-05  $ 41,690.33  1.84197E-05  $   74,143.83   $ 28,267.21                 -    0% 
8% 2.54315E-05  $ 41,690.33  1.84197E-05  $   74,143.83   $ 28,267.21                 -    0% 
9% 2.52382E-05  $ 41,751.34  1.84355E-05  $   74,567.42   $ 29,124.35                 -    0% 
 
 
 
Figure 9-5. Box and whisker plot showing mean tournament size results for the 
Foss Poly 1 benchmark problem 
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Table 9-6. Mean mutation probability results for the Foss Poly 1 benchmark 
problem 
Mean Mutation Rate 
Mutation 
Rate 
Best 
Feasible 
Fitness 
Best 
Feasible 
Cost 
Mean Best 
Feasible 
Fitness 
Mean Best 
Feasible 
Cost 
Mean Best 
Feasible 
Cost SD 
Mean 
Iterations 
To 
Feasible 
Best 
Known 
Solution 
(% of 
Solutions) 
0.0035 3.02239E-05  $ 35,076.21  1.93249E-05  $   96,849.99   $ 56,581.02                 -    0% 
0.007 3.08028E-05  $ 34,173.94  2.20567E-05  $   68,930.28   $ 32,517.62                 -    0% 
0.0105 2.93164E-05  $ 35,500.26  2.17314E-05  $   63,422.99   $ 25,485.50                 -    0% 
0.014 2.65793E-05  $ 38,504.00  2.04084E-05  $   61,201.15   $ 20,306.86                 -    0% 
0.0175 2.41002E-05  $ 42,247.63  1.86845E-05  $   62,421.78   $ 16,244.68                 -    0% 
0.021 2.18319E-05  $ 46,148.28  1.69178E-05  $   66,004.94   $ 14,466.62                 -    0% 
0.0245 1.97943E-05  $ 50,691.45  1.55039E-05  $   69,081.28   $ 12,385.00                 -    0% 
0.028 1.78976E-05  $ 56,065.38  1.41603E-05  $   74,149.25   $ 11,997.74                 -    0% 
 
 
 
Figure 9-6. Box and whisker plot showing mean mutation probability results for 
the Foss Poly 1 benchmark problem 
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9.1.1.3 Hanoi 
Table 9-7. Mean penalty cost results for the Hanoi benchmark problem 
Mean Penalty Cost 
Penalty 
Best 
Feasible 
Fitness 
Best 
Feasible 
Cost 
Mean Best 
Feasible 
Fitness 
Mean Best 
Feasible 
Cost 
Mean Best 
Feasible 
Cost SD 
Mean 
Iterations 
To 
Feasible 
Best 
Known 
Solution 
(% of 
Solutions) 
 $    500,000.00  1.63578E-07  $ 6,113,631.88  1.58877E-07  $ 6,298,390.16   $ 117,962.98       249.61  2% 
 $ 1,000,000.00  1.636E-07  $ 6,112,699.69  1.58739E-07  $ 6,303,661.41   $ 114,756.34       251.17  2% 
 $ 1,500,000.00  1.63601E-07  $ 6,112,725.78  1.58812E-07  $ 6,300,633.75   $ 114,906.78       250.69  2% 
 $ 2,000,000.00  1.63593E-07  $ 6,113,027.03  1.58722E-07  $ 6,304,321.72   $ 118,038.95       251.24  2% 
 $ 2,500,000.00  1.63651E-07  $ 6,110,783.91  1.58654E-07  $ 6,307,037.66   $ 118,964.97       251.25  2% 
 $ 3,000,000.00  1.63467E-07  $ 6,117,838.59  1.58666E-07  $ 6,306,793.75   $ 116,336.45       251.29  2% 
 $ 3,500,000.00  1.63569E-07  $ 6,113,989.38  1.58612E-07  $ 6,309,069.38   $ 117,772.46       250.49  2% 
 $ 4,000,000.00  1.63567E-07  $ 6,114,033.59  1.58628E-07  $ 6,308,491.72   $ 118,967.78       250.83  2% 
 
 
 
Figure 9-7. Box and whisker plot showing mean penalty cost results for the 
Hanoi benchmark problem 
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Table 9-8. Mean tournament size results for the Hanoi benchmark problem 
Mean Tournament Size 
Tournament 
Size 
Best 
Feasible 
Fitness 
Best 
Feasible 
Cost 
Mean Best 
Feasible 
Fitness 
Mean Best 
Feasible 
Cost 
Mean Best 
Feasible 
Cost SD 
Mean 
Iterations 
To 
Feasible 
Best 
Known 
Solution 
(% of 
Solutions) 
2% 1.63604E-07  $ 6,112,581.72  1.59595E-07  $ 6,268,503.13   $ 103,194.13       431.31  3% 
3% 1.63652E-07  $ 6,110,768.59  1.594E-07  $ 6,276,852.97   $ 108,471.44       330.72  2% 
4% 1.63671E-07  $ 6,110,058.59  1.59094E-07  $ 6,289,173.59   $ 114,794.58       265.88  2% 
5% 1.63572E-07  $ 6,113,766.72  1.58742E-07  $ 6,303,606.88   $ 117,801.97       232.77  2% 
6% 1.63611E-07  $ 6,112,403.44  1.58448E-07  $ 6,315,366.56   $ 120,282.00       214.21  2% 
7% 1.63524E-07  $ 6,115,659.84  1.58248E-07  $ 6,324,097.81   $ 124,176.58       178.82  1% 
8% 1.63524E-07  $ 6,115,659.84  1.58248E-07  $ 6,324,097.81   $ 124,176.58       178.82  1% 
9% 1.63466E-07  $ 6,117,831.09  1.57935E-07  $ 6,336,700.78   $ 124,809.43       174.04  1% 
 
 
 
Figure 9-8. Box and whisker plot showing mean tournament size results for the 
Hanoi benchmark problem 
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Table 9-9. Mean mutation probability results for the Hanoi benchmark problem 
Mean Mutation Rate 
Mutation 
Rate 
Best 
Feasible 
Fitness 
Best 
Feasible 
Cost 
Mean Best 
Feasible 
Fitness 
Mean Best 
Feasible 
Cost 
Mean Best 
Feasible 
Cost SD 
Mean 
Iterations 
To 
Feasible 
Best 
Known 
Solution 
(% of 
Solutions) 
0.01 1.61476E-07  $ 6,193,254.22  1.52234E-07  $ 6,575,597.19   $ 199,225.19       228.41  0% 
0.02 1.64046E-07  $ 6,095,890.31  1.58142E-07  $ 6,325,686.88   $ 117,623.28       216.32  1% 
0.03 1.64344E-07  $ 6,084,804.84  1.59538E-07  $ 6,269,939.84   $ 105,510.89       223.41  3% 
0.04 1.64388E-07  $ 6,083,188.75  1.60149E-07  $ 6,246,024.84   $ 104,582.60       230.84  6% 
0.05 1.64393E-07  $ 6,082,995.31  1.60684E-07  $ 6,225,125.63   $ 102,081.24       245.52  4% 
0.06 1.64059E-07  $ 6,095,393.28  1.60355E-07  $ 6,237,960.31   $ 103,957.04       259.53  0% 
0.07 1.63415E-07  $ 6,119,417.97  1.59812E-07  $ 6,259,094.22   $ 104,110.79       298.07  0% 
0.08 1.62503E-07  $ 6,153,785.16  1.58798E-07  $ 6,298,970.63   $ 100,615.70       304.45  0% 
 
 
 
Figure 9-9. Box and whisker plot showing mean mutation probability results for 
the Hanoi benchmark problem 
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9.1.1.4 New York Tunnels 
Table 9-10. Mean penalty cost results for the New York Tunnels benchmark 
problem 
Mean Penalty Cost 
Penalty 
Best 
Feasible 
Fitness 
Best Feasible 
Cost 
Mean Best 
Feasible 
Fitness 
Mean Best 
Feasible Cost 
Mean Best 
Feasible 
Cost SD 
Mean 
Iterations 
To 
Feasible 
Best 
Known 
Solution 
(% of 
Solutions) 
 $ 1,000,000.00  2.45421E-08  $ 40,807,485.94  2.18658E-08  $ 46,076,482.81   $ 2,955,729.98               -    0% 
 $ 2,000,000.00  2.50625E-08  $ 39,978,590.63  2.37362E-08  $ 42,282,942.19   $ 1,255,711.51               -    2% 
 $ 3,000,000.00  2.50795E-08  $ 39,946,759.38  2.40668E-08  $ 41,742,443.75   $ 1,105,459.96               -    13% 
 $ 4,000,000.00  2.51916E-08  $ 39,753,339.06  2.41832E-08  $ 41,545,868.75   $    992,283.71               -    18% 
 $ 5,000,000.00  2.50877E-08  $ 39,935,000.00  2.41389E-08  $ 41,637,690.63   $ 1,114,315.42               -    18% 
 $ 6,000,000.00  2.51119E-08  $ 39,893,528.13  2.41307E-08  $ 41,659,303.13   $ 1,155,312.70               -    20% 
 $ 7,000,000.00  2.51395E-08  $ 39,845,567.19  2.40692E-08  $ 41,774,118.75   $ 1,226,517.44               -    21% 
 $ 8,000,000.00  2.51751E-08  $ 39,778,031.25  2.40531E-08  $ 41,807,190.63   $ 1,223,406.41               -    21% 
 
 
 
Figure 9-10. Box and whisker plot showing mean penalty cost results for the 
New York Tunnels benchmark problem 
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Table 9-11. Mean tournament size results for the New York Tunnels benchmark 
problem 
Mean Tournament Size 
Tournament 
Size 
Best 
Feasible 
Fitness 
Best Feasible 
Cost 
Mean Best 
Feasible 
Fitness 
Mean Best 
Feasible Cost 
Mean Best 
Feasible 
Cost SD 
Mean 
Iterations 
To 
Feasible 
Best 
Known 
Solution 
(% of 
Solutions) 
2% 2.48737E-08  $ 40,294,915.63  2.36743E-08  $ 42,514,120.31   $ 1,159,685.24               -    16% 
3% 2.50119E-08  $ 40,057,870.31  2.37448E-08  $ 42,388,026.56   $ 1,313,729.47               -    15% 
4% 2.49511E-08  $ 40,161,285.94  2.37496E-08  $ 42,360,810.94   $ 1,302,264.60               -    14% 
5% 2.50551E-08  $ 39,979,826.56  2.38052E-08  $ 42,261,412.50   $ 1,320,471.69               -    15% 
6% 2.50202E-08  $ 40,034,209.38  2.37694E-08  $ 42,351,242.19   $ 1,393,054.09               -    14% 
7% 2.51554E-08  $ 39,810,035.94  2.38337E-08  $ 42,210,390.63   $ 1,528,018.04               -    13% 
8% 2.51554E-08  $ 39,810,035.94  2.38337E-08  $ 42,210,390.63   $ 1,528,018.04               -    13% 
9% 2.5167E-08  $ 39,790,121.88  2.38331E-08  $ 42,229,646.88   $ 1,483,495.95               -    14% 
 
 
 
Figure 9-11. Box and whisker plot showing mean tournament size results for the 
New York Tunnels benchmark problem 
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Table 9-12. Mean mutation probability results for the New York Tunnels 
benchmark problem 
Mean Mutation Rate 
Mutation 
Rate 
Best 
Feasible 
Fitness 
Best Feasible 
Cost 
Mean Best 
Feasible 
Fitness 
Mean Best 
Feasible Cost 
Mean Best 
Feasible 
Cost SD 
Mean 
Iterations 
To 
Feasible 
Best 
Known 
Solution 
(% of 
Solutions) 
0.012 2.56693E-08  $ 38,979,357.81  2.35434E-08  $ 43,052,400.00   $ 3,856,647.77               -    11% 
0.024 2.57721E-08  $ 38,809,570.31  2.50719E-08  $ 40,066,618.75   $ 1,139,355.19               -    46% 
0.036 2.57995E-08  $ 38,764,223.44  2.51969E-08  $ 39,803,987.50   $    796,294.90               -    46% 
0.048 2.5792E-08  $ 38,774,978.13  2.49838E-08  $ 40,106,073.44   $    767,791.05               -    10% 
0.06 2.54756E-08  $ 39,258,398.44  2.42439E-08  $ 41,301,076.56   $    946,360.71               -    0% 
0.072 2.47713E-08  $ 40,382,171.88  2.33497E-08  $ 42,862,175.00   $ 1,037,115.35               -    0% 
0.084 2.39723E-08  $ 41,727,125.00  2.23928E-08  $ 44,693,145.31   $ 1,151,269.07               -    0% 
0.096 2.31377E-08  $ 43,242,476.56  2.14615E-08  $ 46,640,564.06   $ 1,333,903.09               -    0% 
 
 
 
Figure 9-12. Box and whisker plot showing mean mutation probability results for 
the New York Tunnels benchmark problem 
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9.1.1.5 Modena 
Table 9-13. Mean penalty cost results for the Modena benchmark problem 
Mean Penalty Cost 
Penalty 
Best 
Feasible 
Fitness 
Best 
Feasible 
Cost 
Mean Best 
Feasible 
Fitness 
Mean Best 
Feasible 
Cost 
Mean Best 
Feasible 
Cost SD 
Mean 
Iterations 
To 
Feasible 
Best 
Known 
Solution 
(% of 
Solutions) 
 $     10,000.00  1.55118E-05  $ 64,559.21  1.47296E-05  $   68,395.99   $   3,464.75                 -    4% 
 $     20,000.00  1.54902E-05  $ 64,661.50  1.47538E-05  $   68,192.68   $   3,015.87                 -    4% 
 $     30,000.00  1.55178E-05  $ 64,526.94  1.47034E-05  $   68,538.13   $   3,486.27                 -    3% 
 $     40,000.00  1.54889E-05  $ 64,654.65  1.4679E-05  $   68,631.70   $   3,449.01                 -    3% 
 $     50,000.00  1.54679E-05  $ 64,756.67  1.46488E-05  $   68,826.92   $   3,623.48                 -    3% 
 $     60,000.00  1.54899E-05  $ 64,653.78  1.4673E-05  $   68,675.37   $   3,567.33                 -    2% 
 $     70,000.00  1.5478E-05  $ 64,706.05  1.46573E-05  $   68,775.18   $   3,553.96                 -    3% 
 $     80,000.00  1.54946E-05  $ 64,638.96  1.46447E-05  $   68,856.09   $   3,762.71                 -    3% 
 
 
 
Figure 9-13. Box and whisker plot showing mean penalty cost results for the 
Modena benchmark problem 
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Table 9-14. Mean tournament size results for the Modena benchmark problem 
Mean Tournament Size 
Tournament 
Size 
Best 
Feasible 
Fitness 
Best 
Feasible 
Cost 
Mean Best 
Feasible 
Fitness 
Mean Best 
Feasible 
Cost 
Mean Best 
Feasible 
Cost SD 
Mean 
Iterations 
To 
Feasible 
Best 
Known 
Solution 
(% of 
Solutions) 
2% 1.53675E-05  $ 65,219.34  1.46975E-05  $   68,469.56   $   2,366.29                 -    3% 
3% 1.53683E-05  $ 65,218.70  1.47015E-05  $   68,494.15   $   2,866.68                 -    3% 
4% 1.54856E-05  $ 64,674.21  1.47148E-05  $   68,420.57   $   3,055.49                 -    3% 
5% 1.55108E-05  $ 64,558.97  1.47124E-05  $   68,453.73   $   3,420.92                 -    3% 
6% 1.55115E-05  $ 64,548.75  1.46914E-05  $   68,642.27   $   3,864.00                 -    4% 
7% 1.55562E-05  $ 64,352.28  1.46595E-05  $   68,801.30   $   4,127.24                 -    3% 
8% 1.55562E-05  $ 64,352.28  1.46595E-05  $   68,801.30   $   4,127.24                 -    3% 
9% 1.5583E-05  $ 64,233.22  1.46531E-05  $   68,809.18   $   4,095.52                 -    3% 
 
 
 
Figure 9-14. Box and whisker plot showing mean tournament size results for the 
Modena benchmark problem 
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Table 9-15. Mean mutation probability results for the Modena benchmark 
problem 
Mean Mutation Rate 
Mutation 
Rate 
Best 
Feasible 
Fitness 
Best 
Feasible 
Cost 
Mean Best 
Feasible 
Fitness 
Mean Best 
Feasible 
Cost 
Mean Best 
Feasible 
Cost SD 
Mean 
Iterations 
To 
Feasible 
Best 
Known 
Solution 
(% of 
Solutions) 
0.011 1.5937E-05  $ 62,746.98  1.38915E-05  $   73,600.09   $ 11,645.53                 -    3% 
0.022 1.59546E-05  $ 62,677.70  1.54585E-05  $   64,898.37   $   3,747.02                 -    11% 
0.033 1.59544E-05  $ 62,678.44  1.56659E-05  $   63,924.72   $   2,360.63                 -    10% 
0.044 1.59058E-05  $ 62,870.51  1.55886E-05  $   64,199.70   $   1,721.27                 -    0% 
0.055 1.56794E-05  $ 63,780.40  1.5151E-05  $   66,045.67   $   1,627.36                 -    0% 
0.066 1.52765E-05  $ 65,468.27  1.45689E-05  $   68,694.50   $   1,822.64                 -    0% 
0.077 1.48574E-05  $ 67,328.59  1.39108E-05  $   71,969.71   $   2,287.70                 -    0% 
0.088 1.43741E-05  $ 69,606.86  1.32543E-05  $   75,559.29   $   2,711.24                 -    0% 
 
 
 
Figure 9-15. Box and whisker plot showing mean mutation probability results for 
the Modena benchmark problem 
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9.1.2 Replacement Strategy 
9.1.2.1 Two Loop 
Table 9-16. Mean replacement strategy results for the Two Loop benchmark 
problem 
 
Mean Best Feasible 
Cost 
Mean Best Feasible 
Cost SD 
Worst / Conditional  $ 419,100.00   $ 303.05  
Oldest / Conditional  $ 424,080.00   $ 18,505.20  
Random / Conditional  $ 419,360.00   $ 692.82  
Worst / Unconditional  $ 419,320.00   $ 471.21  
Oldest / 
Unconditional 
 $ 484,380.00   $ 16,256.73  
Random / 
Unconditional 
 $ 482,960.00   $ 18,370.30  
 
 
 
Figure 9-16. Box and whisker plot showing replacement strategy results for the 
Two Loop benchmark problem 
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9.1.2.2 Foss Poly 1 
Table 9-17. Mean replacement strategy results for the Foss Poly 1 benchmark 
problem 
 
Mean Best Feasible 
Cost 
Mean Best Feasible 
Cost SD 
Worst / Conditional  $ 43,783.45   $ 3,885.27  
Oldest / Conditional  $ 45,734.77   $ 3,641.25  
Random / Conditional  $ 44,411.77   $ 3,798.98  
Worst / Unconditional  $ 43,292.16   $ 3,496.99  
Oldest / 
Unconditional 
 $ 201,773.72   $ 12,839.57  
Random / 
Unconditional 
 $ 202,280.88   $ 11,732.34  
 
 
 
Figure 9-17. Box and whisker plot showing replacement strategy results for the 
Foss Poly 1 benchmark problem 
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9.1.2.3 Hanoi 
Table 9-18. Mean replacement strategy results for the Hanoi benchmark 
problem 
 
Mean Best Feasible 
Cost 
Mean Best Feasible 
Cost SD 
Worst / Conditional  $ 6,183,407.60   $ 99,800.06  
Oldest / Conditional  $ 6,195,220.00   $ 90,184.37  
Random / Conditional  $ 6,206,049.80   $ 104,525.92  
Worst / Unconditional  $ 6,205,100.00   $ 95,292.54  
Oldest / 
Unconditional 
 $ 7,520,530.00   $ 118,098.27  
Random / 
Unconditional 
 $ 7,486,498.20   $ 153,245.31  
 
 
 
Figure 9-18. Box and whisker plot showing replacement strategy results for the 
Hanoi benchmark problem 
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9.1.2.4 New York Tunnels 
Table 9-19. Mean replacement strategy results for the New York Tunnels 
benchmark problem 
 
Mean Best Feasible 
Cost 
Mean Best Feasible 
Cost SD 
Worst / Conditional  $ 38,916,008.00   $ 321,846.53  
Oldest / Conditional  $ 39,041,774.00   $ 423,130.51  
Random / Conditional  $ 38,835,564.00   $ 266,068.69  
Worst / Unconditional  $ 38,832,386.00   $ 259,893.85  
Oldest / 
Unconditional 
 $ 47,642,064.00   $ 1,165,752.69  
Random / 
Unconditional 
 $ 47,257,584.00   $ 1,085,688.89  
 
 
 
Figure 9-19. Box and whisker plot showing replacement strategy results for the 
New York Tunnels benchmark problem 
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9.1.2.5 Modena 
Table 9-20. Mean replacement strategy results for the Modena benchmark 
problem 
 
Mean Best Feasible 
Cost 
Mean Best Feasible 
Cost SD 
Worst / Conditional  $ 6,125,819.40   $ 124,548.09  
Oldest / Conditional  $ 6,514,257.80   $ 225,005.51  
Random / Conditional  $ 6,164,987.60   $ 151,459.31  
Worst / Unconditional  $ 6,099,923.60   $ 136,019.69  
Oldest / 
Unconditional 
 $ 8,994,304.60   $ 150,495.73  
Random / 
Unconditional 
 $ 9,009,283.20   $ 143,062.54  
 
 
 
Figure 9-20. Box and whisker plot showing replacement strategy results for the 
Modena benchmark problem 
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