This paper presents a data analytics tool, BAB (Best Analytics of Big Data), that combines Hadoop Map-Reduce algorithms with cloud computing and process mining to accommodate the data explosion in business fields. Both academics and professionals can benefit from our tool by applying and extending it within their respective research areas. In fact, BAB already has been widely utilized in the fields of port logistics, ship building and manufacturing.
Overview
BAB (Best Analytics of Big Data) [5] was developed by our team at the Business and Service Computing Laboratory (BSC Lab) of the Industrial Engineering Department of Pusan National University. The idea behind BAB is to enable users to analyze their data using process mining regardless of the platform. Additionally, with the significant growth of historical data over the years, a more robust process mining tool than currently available was needed. Therefore, we not only extended existing process mining and process analysis algorithms but also developed our own analysis algorithms. We created our open-source tool, BAB, which employs Map-Reduce algorithms to support the analysis of huge volumes of data. In Table 1 , we provide a brief comparison of several key aspects of our BAB framework with those of the previously known ProM [4] framework and Disco [1] .
Our demo paper is organized as follows. Section 2 discusses the BAB framework, and Section 3 draws conclusions. 
BAB Framework

Architecture
The BAB general architecture separates processing between the server and client sides. On the client side, user interaction with a graphical user interface calls for a service from the server side, where an input file is taken, processed and returned. Fig. 1 shows the BAB system architecture, which consists of three layers: a visualization layer, an analytical layer, and a storage layer. The visualization layer, on the client side, takes an input as a raw file in the form of comma-separated values (CSV) or mining XML (MXML) and user interactions with our framework. The input file is then pre-processed and stored in the storage layer. We use the term event repository (similarly to event log) for the stored raw input file. The storage layer also stores the analysis results for any event repositories already analysed, which function is commonly known as caching. The pre-processing step consists of mapping the user data to our schema, and data filtering to exclude any variable values that are not needed. The storage layer is accessible for direct access from the data source input (e.g. a database connection).
The analytics layer (see Fig. 1 ) consists of descriptive, predictive and prescriptive layers. In the context of process mining, descriptive analytics entails the obtaining of insights into data and processes based on historical data. We propose a four-stage process-mining-based descriptive analytics that proceeds as follows: first, a data summary is created by extracting statistical information from the data dimensions, states and so on. Second, a process model is discovered using a process discovery algorithm. Third, the performance quality of the discovered process model is evaluated using conformance-checking algorithms. Lastly, process analysis algorithms are employed to analyse the historical data (i.e. performance charts, dotted charts, social networks and many other forms).
Predictive analytics entails the evaluation of system performance in predicting (inferring) incoming data. Given the availability of historical data, we are able to model in such a way as to predict upcoming conditions. As part of our system architecture, we developed a Bayesian network analysis to infer certain conditions. In our method [7] , we decompose a dependency graph (e.g. a cyclic directed graph) into a Bayesian network in the form of an acyclic directed graph. To enable our algorithm to cope with such complex calculations, we modified it based on the Map-Reduce algorithm. Lastly, we defined a prescriptive analysis to describe how our systems make our prediction become actionable. Similarly to a cube the axis of which can be pivoted, a complex process that includes multiple perspectives is not easy to visualize or gather meaningful information on.
The analytics layer takes input from the event repository to process based on a user's service request. If a request configuration has been executed, the systems will directly return the analysed result; otherwise, the request will be freshly executed. Here, to accommodate large-scale data processing, we extend previously written and develop new algorithms using Map-Reduce. The extensions include, but are not limited to, Proximity Miner [12] , Heuristic Miner [9] , Fuzzy Miner [2] , Scalable log replays [6] , Task Matrix [3] , Dotted Charts, Association Rules, and Social Networks, whereas Bayesian Network [7] , Multi-dimensional Time-Gap analysis [8] , and Delta analysis were originally developed by our team. More about our implementation is explained in the following sections. Map-Reduce algorithms were first developed and named by Dean and Ghemawat [10] to tackle largescale data processing. They take file(s) input and distribute it to the network to enable faster processing on a commodity server. Inspired by their work, we adapted the Map-Reduce algorithms in our Analytics layer to process an event repository. Fig. 2 shows the basic idea for processing an event logs adapted from [10] . We start from partitioning the event repository into several splits using the vertical partitioning method [11] . Subsequently, each of the split files is sent to different workers for the mapping phase (i.e. counting the transition frequency for the process discovery algorithm). Once this is finished, the combiners will integrate and shuffle based on the key values. The groups having similar key values will go to the same reducer for aggregation and, finally, flushing to the disk.
Large-scale data processing
In the BAB framework, most of the algorithms follow the general paradigm of splitting, processing and integrating an event repository. The difference is only in how the splitting and integrating are carried out. For example, in Heuristic Miner, we extend the idea by splitting the event repository based on the horizontal split (e.g. one process instance will go to a worker), counting the occurrences of transition between two events, and finally combine it for the overall counting. Others count not only the frequency occurrence between two events but also, directly, the significance and correlation metrics for extending Fuzzy Miner. More specifics on how we map and reduce event repositories can be found in [5] . Our framework features a responsive design supported by Laravel Blade [14] ; and since we are working on a web-based platform, it becomes accessible anywhere, regardless of platform. Our services support RESTful API using the JSON data format ensure our systems work best on the Web. On the dashboard, we visualize information using an interactive chart supported by d3js library [13] . The most important feature is the integration of process mining algorithms with Map-Reduce technology supporting large-scale data processing. Table 2 provides details of the application menu in the BAB framework. As noted in Section 2.1, we differentiate the Analytical unit into three parts: predictive, prescriptive and descriptive analytics. As the table indicates, we can classify the Bayesian rule in Pattern visualizer as belonging to predictive analysis, while the time gap (including the Multi-dimensional time gap) and Delta analysis are classified as belonging to prescriptive analysis, and the Dashboard, Process visualizer and remaining analysis menus, to descriptive analysis. Fig. 3 shows snapshots of several of the application menus in the BAB framework. Fig. 3 . Application menu snapshots: (a) main page, and (b) scalable log replay. This figure is not intended to show the details of any event names.
Features
Systems Environment
The BAB framework consists of two main parts: the web service side and the presentation side, as shown in Table 3 . The service gateway receives a request from a user while the job executor relates to the Hadoop distributed computing. On the presentation side, with which the user directly interacts, we use PHP web programming technology combined with the Laravel framework, HTML5, javascript and many more. 
Experiments
In this section, we present several experiments to prove the performance of the BAB framework. We divided the experimentation into two parts: a log loader test and an execution test for several algorithms. First, for the log loader test, we compared the ability of each of the tools to load or import an event repository. Here, we compare our previous version (alpha) of the BAB framework with ProM 5.2. At that time, the ProM 5.2 was run on a physical computer having an i3 2100 3GHz CPU, 2 (+2 HT) cores, and 4 Gb RAM, while the BAB alpha version was run on a virtual computer having an E3 1220v2 3.1GHz CPU, 2 cores, and 4 Gb RAM. The experiment was conducted using an artificial dataset, with each case containing 10 events. The result (see Table 4 ) shows that the maximum number of cases able to be loaded by ProM 5.2 is around 100,000, with 1,000,000 events. Meanwhile, BAB was shown to be able to load 1 million cases within 2 minutes.
In the second part of our experiment, we evaluated the performance of the algorithms implemented in the framework. We experimented [5] on an artificial dataset for Proximity miner, Bayesian network and Multi-dimensional time gap analysis, as shown in Table 4 . It should be noted that we used a caching mechanism such that processing on the server side only needed to be performed once; after that, if there were any requests with the same data, the service would return the cache file.
During the process mining analysis, one feature that was very interesting was the animation of the event log on top of the process model or log replay. However, since our framework is a web-based application, the bottleneck performance is highly dependent on the browser's memory. Other process mining tools use a desktop-based application wherein memory usage is much larger than a browser's memory. To tackle this drawback, we developed a scalable and interactive log replay [6] . On the server side, we created an index to group together events that occur at the same time and partition the event repository into several chunks, each consisting of hundreds to thousands of events, depending on the user's setting. On the client side, each partition is then read one by one, starting from the first partition, and the next partition is loaded once the current one has been played. With this scheme, we obtained the server-side processing time and the client-side loading time (see the results in Table 6 ), since the events size in each partition also affects the loading time on the client side. To check the performance, we experimented using an event repository of 25,000 cases consisting of 212,628 events (see in Table 7 ). One extension analysis [3] was built based on Task Matrix, and utilizes Map-Reduce algorithms as well as the user's ability to define "good" or "bad" transitions to obtain their respective proportions from the data. We experimented on a dataset consisting of 500,000 cases with 7.5 million events. Using four Hadoop clusters, the result could be obtained in less than 2 minutes.
Maturity
BAB has already been used internally and externally by several companies as part of a joint research project. The users vary widely, and include, but are not limited to, port logistics terminals, shipbuilding companies, and manufacturing companies. More of these can be accessed at http://babcloud.com or http://babcloud.org.
Our framework is currently in version 0.9, and has been registered as a program to the Korea Copyright Commission ( ; number C-2015-012818); additionally, we are proud members of the Open Cloud Engines (OCE) association. Our demo video, wiki documentations, and a direct link to our framework can be accessed at http://babcloud.org or http://babcloud.com. Our framework can be extended freely under the terms and agreements of the standard LGPL license.
Conclusions
This paper presents a demo of a Best Analytics of Big Data (BAB) framework which incorporates process mining algorithms and distributed computing. This framework is developed in a service-oriented architecture that separates processing between service and visualization. The algorithms employed in BAB are extensions of previously known process mining algorithms or newly developed algorithms. Both the extensions and newly developed algorithms were experimented on to ensure the scalability of the large-scale data processing. The experiments highlighted the performance of our framework compared with two other process mining tools. Since the current framework performs only general process mining, for future work, we are considering the option of making it customizable for domain-specific areas, and the additional pre-processing features.
