The occurrence of nematic liquid-crystalline ordering in semidilute and concentrated solutions of semiflexible macromolecules has been studied by means of grand canonical Monte Carlo computer simulations using the bond fluctuation model and the configurational bias scheme. Chain length was equal to 20 monomer units, while the persistence length was about 5 monomer units. We used an intramolecular stiffness potential depending on the angle between successive bonds along the chain and on the bond length, and an attractive interaction between monomer units to model variable solvent quality. We have monitored the processes of appearance and destruction of monodomain and multidomain nematic configurations. Our findings are that the first stages of both the ordering and disordering processes occur upon sufficient oversaturation through the spinodal ordering scenario. Possible screening of nucleation processes and the applicability of our model to real kinetics are discussed. Results of our simulations are visualized in six movies.
Introduction
The study of polymeric liquid crystals is of high importance both to improve our understanding of biological systems and because of the large variety of industrial applications [1] [2] [3] . Lyotropic nematic liquid crystalline polymers (which are considered in the present paper) form ordered structures upon increasing the concentration in polymer solutions while the transition density can be quite small depending on the chain length and stiffness (and on the flexibility mechanism). The lyotropic nematic transition in solutions of semiflexible chains with different mechanisms of flexibility has been studied experimentally [4] [5] [6] [7] , theoretically [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , and in computer simulations [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] . The phase diagram in the variables temperature and density has been obtained for solutions of chains with different values of stiffness, and experimental [4] and theoretical [14] results have been proven to agree reasonably with each other [16] .
Using computer simulations an extensive study of the phase diagram was performed for solutions of hard rods both with and without attractive volume interaction between the rods [30, 31] . Recently, we have studied [33] by means of lattice Monte Carlo grand canonical simulations the phase diagram of solutions of semiflexible chains of length N = 20 monomer units having a persistence length l pers ≈ 5 monomer units (in the coil state). An interesting question, which remains open and requires additional investigation (and probably the development of special bias techniques [34] ), is whether the isotropic-nematic transition proceeds according to the nucleation or the spinodal ordering scenario.
The theory of phase ordering kinetics in systems quenched from a homogeneous into a broken symmetry phase has been developed in the last four decades rather well starting from the pioneering works of Lifshitz [35] , Lifshitz and Slyozov [36] and Wagner [37] . It is well known now that domain growth is a scaling phenomenon while the growth mechanisms and consequently the growth laws for characteristic domain size with time are different for the cases of conserved and non-conserved order parameters. Excellent reviews can be found in refs. [38] [39] [40] [41] .
In this paper we present some of our results based on the visual analysis of the isotropic-nematic transition kinetics in semiflexible polymer solutions using lattice grand canonical Monte Carlo computer simulation. We consider the process of domain coarsening when a solution of stiff-chain macromolecules is quenched from the homogeneous isotropic phase into the nematic phase by means of increasing density.
The paper is organized as follows. In the next section we describe the model and simulation technique. After that we discuss our results on the kinetics of the isotropicnematic transition (technical details of the movies prepared from the configuration time series obtained in the simulation are given in the Appendix) and finally we summarize our conclusions.
Model and simulation technique
We consider N p polymer chains, each consisting of N = 20 monomer units, on a simple cubic lattice inside the simulation box of linear size L (the box size was equal to L = 90 in most simulation runs, the number of chains N p in the most dense configurations was about 4250 while the maximum possible number of chains in the system is 4556). Each effective monomer unit of the chain of length N is represented in the bond fluctuation model [43, 44] as an elementary cube (its edge is chosen to be the unit of length) of the simple cubic lattice, blocking all 8 sites at the corners of this cube from further occupation. The bond length l bond can take the values 3 , 6 , 5 , 2 and 10 (there are 108 different bond vectors, and 87 different angles between two successive bonds can occur). The Hamiltonian consists of intramolecular stiffness energy (due to chain bending and bond elongation) and intermonomer attractive energy (to model the quality of the solvent): (1) where is the angle between two bond vectors i and i+1 successive along the chain j, is the bond length, is the number of monomer-monomer contacts (two monomer units are considered to be in contact if they are separated by the distance r = ) ( 1 ,
), and ε is the energetical interaction parameter. Parameters of the intramolecular stiffness potential (two last terms in Eq. (1)), f = 2.68, h = 0.03, ε 0 = 4.0, b 0 = 0.86, were taken from ref. [32] and renormalized in such a way that at the temperature T = 0.25ε 0 /k B the isotropic-nematic transition is observed in the dense solution (the polymer volume fraction, φ, is about 0.5) without attractive interactions (i.e., for ε = 0). The intramolecular part of the potential makes it favourable for a single chain to reach the configuration perfectly aligned along one of the coordinate axes and having the smallest possible bond length equal to 2. The temperature was fixed in our simulation (T = 1), and we have varied the thermal interaction by increasing ε in small steps: ε = 0.0, 0.08, 0.1, 0.12, 0.15.
The standard 'random hopping' algorithm is implemented by attempting a displacement of a randomly chosen monomer unit by one lattice site in one of the 6 possible lattice directions (randomly chosen). These attempted monomer moves are accepted only if the new state complies with excluded volume and bond length restrictions and passes the usual Metropolis acceptance criterion [42] . Additionally, we also use the 'slithering snake' algorithm [42] , in which an attempt is made to remove one monomer unit from one chain end and attach it to the other end in a randomly chosen direction. Furthermore, the configurational bias technique for the grand canonical ensemble (CBGC) has been used. The details of this algorithm can be found in refs. [45, 46] . The density φ is controlled by varying the chemical potential µ. In our simulation one Monte Carlo step (MCS) includes 2×N×N p attempted local moves, 2×N p attempted slithering snake moves and 400 CBGC attempted moves.
To characterize the orientational ordering of the bonds we have measured the orientational tensor: (2) Here is the α-th component of the unit vector along the bond connecting monomers i and i+1. The largest eigenvalue S of this tensor is the orientational order parameter. Another possibility to describe orientational ordering is to calculate the eigenvalue S for each chain separately and to perform the averaging over all chains in the system. The order parameter obtained in such a way is denoted S α i e chain below, because it determines the average orientation of bond vectors of a single chain. There are some advantages and some disadvantages of using this definition: on the one hand, it allows to identify the existence of a multidomain structure as a structure with high intramolecular orientational order inside individual chains, on the other hand, the completely isotropic phase of absolutely stiff chains would also give S chain = 1. However, the fact that our chains are still semiflexible and become effectively more stiff when being confined in the liquid crystalline domain leads to a remarkable difference between the values of this parameter S chain in the isotropic and nematic states at approximately the same concentration, S chain ≈ 0.4 and S chain ≈ 0.95 respectively. Finally, it is most appropriate to calculate the orientational order parameter S of all bonds confined in one domain and then average over different domains, S domain . We performed such an averaging only in several selected cases. We have confirmed that the values of S domain and S chain are reasonably close to each other when being measured in a multidomain structure (the difference between them was found to be less than 1%). This supports using S chain as a reasonable orientational order parameter provided the configuration is a multidomain one.
We have measured the relaxation times using time sequences of different quantities. The relaxation time for the mean squared gyration radius < has been > determined to be approximately equal to 5000 MCS while the one for the density φ (or N p ) came out to be shorter (approximately 1000 MCS). We have also estimated the lifetime of one chain in solution before it disappears due to CBGC deletion moves. However, this time is rather small (approximately 200 MCS) and can give us a wrong impression about the true relaxation in the system because there is an empty space in the solution after a chain deletion step, which can be rather easily filled by another growing chain.
Results and discussion

Locating the nematic transition
The density, φ, and the orientational order parameter, S, as functions of the chemical potential per chain, µ, are presented in Figs. 1 and 2. The simulation procedure was as follows: We started at two different initial configurations -empty box and maximally dense system of perfectly oriented (along x axis) chains. In the first case we took some small initial value of µ and increased it in several steps equilibrating the system at each intermediate µ value. The density of the system increased upon increasing µ (Fig. 1 ). When µ becomes larger than some value (which we take as some rough estimate of the spinodal) the system jumps from the isotropic semidilute phase into the nematic concentrated phase. We have reached very high values of density φ ≈ 0.95. The reverse path from the monodomain nematic state down to the dilute isotropic solution was probed by decreasing µ.
In the absence of attractive interactions, ε = 0, we mainly end up in the monodomain configuration upon increasing µ. This is confirmed by the fact that the global orientational order parameter S is equal to the single-chain order parameter S chain . For larger values ε ≠ 0 we mainly end up in the configuration with multidomain structure. This can be seen very well in Fig. 2 : it is almost impossible to reach a state with S ≈ 1 coming from the dilute phase (this happens very rarely). It is necessary to stress here that all points in the dense orientationally ordered phase just after the jump from the semidilute isotropic state were obtained independently from the same configuration before the jump and not by gradually (step by step) increasing the chemical potential. Therefore, on the curves for ε = 0.1 and 0.12, the order parameter S shows up rather large fluctuations because of the formation of different multidomain structures.
A hysteresis is obtained for several observables. The width of the hysteresis increases with increasing ε. We can define the transition region rather well, but we cannot determine precisely the value µ* at the transition point itself. Due to the asymmetry of isotropic and nematic phases we cannot in principle choose µ* just in the middle of the transition region (between the jump from the ordered to the disordered phase or the inverse jump). Nevertheless, we have done this and used this value µ* for a rough estimation of the densities φ i and φ n of isotropic and nematic phases at the transition point [33] .
To be sure that we have an equilibrium state at some values of parameters we should be able to reach this state starting from different initial configurations. Outside the hysteresis region we could reach the same values of density irrespective of the initial condition. This is not true for the orientational order parameter S (see Fig. 3 below). It is almost impossible (at least with the algorithm used here) to let the system explore all different possible configurations with multiple domains in the dense nematic state and let it choose the most favourable one. In principle, we would have to check the different possible multidomain structures and compare them to the completely well ordered structure. The most reasonable way to do this would be to start with different initial configurations (i.e., from some particular microdomain structure) to see how they can be equilibrated at particular values of T and µ. Instead of doing this, some feeling about the (meta)stable states with different global orientational order parameter, S, and orientational order parameter of single chains, S chain , can be gained from Fig. 3 where the time dependencies of both these orientational order parameters are presented for three particular µ values in the vicinity of the isotropic-nematic transition: µ = 43.6, 43.8 and 44.0. These are the three points just outside the hysteresis region (on the right side) for the curve ε = 0.12 in Fig. 2 . In the course of all three runs, approximately the same value of density φ ≈ 0.8 (not shown in the figure) and quite close values of S chain ≈ 0.95 are reached, however, the system comes up to different values of the global orientational order parameter S due to the formation of different multidomain structures. The conclusion is that within the framework of the model studied here it is hardly possible to answer the question, which configuration (the monodomain one or any of the multidomain ones) does correspond to the global minimum of free energy, and we consider further all such configurations as being approximately equivalent and representing the nematic phase.
General remarks on phase ordering kinetics
Two possible scenarios of the kinetics of an order-disorder transition are nucleation and spinodal ordering. In the first case bubbles (or domains) of one phase should appear in the bulk of another phase leading to an inhomogeneous density distribution in the system. Often, interfaces reduce the nucleation barrier and the nucleus of the thermodynamically stable phase forms in their vicinity (heterogeneous nucleation). In the course of spinodal ordering the unstable phase decays via long-wavelength but small-amplitude fluctuations.
Systems quenched from a disordered phase into an ordered phase do not order instantaneously, instead, the length scale of ordered regions (domains) grows with time (see, e.g., the review ref. [41] ). There are two different models of dynamics for the cases of conserved and non-conserved order parameters representing two different mechanisms of domain growth [41] . In the case where the order parameter is not conserved (nematic ordering as well as the Ising model do correspond to this case) the motion of domain walls is determined purely by the local curvature (surface tension is the driving force). Please note that it is a domain of ordered phase inside the bulk of disordered phase that is discussed here.
However, in the course of the ordering process, domains of the ordered phase can be formed, which have the same absolute value of order parameter but different directions of orientation of some vector observable equal or related to the order parameter (i.e., magnetisation, nematic director). In the Ising model these are domains of all spins up and all spins down, while for the lattice model of nematic ordering studied here these are the domains of chains extended along one of the coordinate axes. As is known from simulation of the Ising model [47] , slab configurations are extremely stable, and there is no driving force to remove the interface between two domains of spins ordered in the opposite directions (if fluctuations are weak). For the Ising model the interfaces are much more wavy than the interfaces between differently ordered nematic domains (see our observations below), and a bubble (e.g., a domain of up-spins inside a region of down-spins) can be in principle formed from the slab configuration and disappear afterwards, but the process is very slow and it is even more suppressed for nematic domains of stiff chains on the lattice (see the discussion in the next subsection).
Another important point should be stressed here. The question arises whether we can consider any kinetic phenomenon at all using Monte Carlo simulations with nonlocal elementary moves? The equilibrium properties do not depend on the choice of elementary Monte Carlo moves. The dynamical properties of our algorithm, however, do not correspond to any real dynamics, on short time scales. In case the transition kinetics can be described by a free energy (e.g., instability or nucleation), one can expect that the artificial dynamics will still produce qualitatively reasonable results when the time scale of the transition is much larger than the relaxation time of single chains. For the long time behaviour of the growth of nuclei or coarsening of domains we can then expect our algorithm to reproduce the universal kinetics of a nonconserved order parameter.
Simulation results on transition kinetics
We have studied the isotropic-nematic phase transformation kinetics of semidilute solutions of stiff-chain macromolecules in the following two processes: 1) the decay of a multidomain ordered structure into an isotropic state (process N → I), and 2) the formation of a nematic state from an initially isotropic structure (process I → N). In both cases the monomer-monomer attraction energy is equal to ε = 0.12. Our results are based on the visual analysis of configurations (Fig. 4 and movies 1 -6 in MPEGformat; see below) as well as on the time series of density φ and two orientational order parameters S and S chain (Figs. 5 and 6 ). The procedure was as follows. We equilibrate the system at some value of the chemical potential µ in the vicinity of the isotropic-nematic transition quite close to the spinodal, but where the system is stable on the time scale of our simulation. Since we estimate the phase boundaries, stability, etc. by hysteresis on a certain time scale, one can only observe spinodal ordering if the simulation time does not exceed the previous simulations by far. Then, we initiate the transition process by means of increasing (respectively decreasing) the chemical potential to some value behind the spinodal point and look how the transition process is developing in time. Fig. 4 demonstrate a way from a multidomain nematic configuration (Fig. 4a) to the isotropic solution (both Fig. 4b and 4c show the system at some time moments during the equilibration process after the chemical potential was decreased to its value corresponding to the isotropic state). Visual analysis of configurations brings us to the following conclusions: 1) interfaces between domains are very flat; 2) the entropy of the system is very small (domains are perfectly ordered).
Theoretical investigations of the interfaces in hard rods [48] have shown that the Ginsburg parameter that controls the validity of mean field theory is quite small, therefore, the fluctuation effects do not play an important role and the interface is perfectly flat. General instability everywhere occurs because fluctuations are not favourable and therefore the nucleation is suppressed (and this fact is in full agreement with the flat interface). Our system can be described very well within the mean field approximation.
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In movies 1 -3 we present the process of decay of a multidomain structure shown in the 3D picture in Fig. 4a . Movie 1 presents a three-dimensional view of the simulation box. Movie 2 shows a two-dimensional projection of the simulation box when looking along the domain walls, i.e., from the front side, while movie 3 presents a left side view of a part (approximately one third) of the simulation box, which initially contains the chains preferably oriented in vertical direction (shown in green colour in movie 1). The technical details of movie preparation are described in the Appendix. As to be expected, most of the activity occurs at the domain walls, at least in the beginning. With increasing time there is an increase in fluctuations also in the bulk of the domains. At no point, however, we do observe the formation of a well-defined nucleus of the disordered phase either near the domain walls or in the bulk of the domains. To be identifiable as such, we would expect such a nucleus to be of a size of one or two chain lengths and for the disordered phase it should be more or less isotropic. On the one hand, this is on the edge of what could be observable in a simulation volume we could study. On the other hand this size requirement leads to a rather large free energy barrier to overcome, which means that it is highly improbable to observe such an event in the simulation time window. We will therefore only start to observe a significant amount of the disordered phase appearing when we have the ordered phase strongly undersaturated, whence it decays through the spinodal decomposition (disordering) process. This picture is qualitatively in accord with what one can observe in movie 2.
Preview movies
High resolution movies Visual analysis of configurations shows that the difference between two domains in Fig. 4a disappears more or less gradually in time (please note that the density is also decreasing gradually). Therefore, the scenario of spinodal ordering seems to be realised here. The last small jump in µ brings the system very close to the spinodal, while it is hardly possible from the point of view of CPU time to observe bubble formation inside the domains (or at the interfaces) when staying deeper inside the hysteresis region. As can be seen from Fig. 5 , although the density decreases rather significantly during the first 500 000 MCS, this can be hardly seen by eye when watching movies, and at the same time both orientational order parameters S and S chain decrease only slightly within this time interval.
In movies 4 -6 we will now look at the opposite process of transition from an initially disordered state into the nematically ordered single domain configuration. Movie 4 presents a three-dimensional view of the simulation box, movie 5 shows a front view of the simulation box, while movie 6 presents a left side view of the whole simulation box. Also for this process the considerations about the spatial and temporal extent of the simulation and the observability of the phase transformation through nucleation processes put forward in the discussion of the first process hold true. Again we will only be able to observe the first stages of the ordering process upon sufficient oversaturation through the spinodal decomposition (ordering) process. We can now, however, look at the late stages of this ordering process. The movie starts at a point where three domains with the chains oriented along one of the lattice directions have formed. In the course of the movie we observe the blue domain winning out. We definitely see two stages in the nematic ordering process. During the first stage the spinodal ordering takes place. The relatively small domains formed during the ordering process are anisotropic in form (they are strongly elongated). Their size along the orientation axis is about the chain length (fully stretched) while their crosssection is about 2 -5 chain diameters. The box size is slightly larger than two lengths of a fully stretched chain with shortest bond vectors between all bonds (which is energetically the most preferable bond size in the model studied here). These domains disappear permanently and then reappear. During the second late stage, the larger domains stay approximately at the same position inside the simulation box and some coarsening of these domains occurs when the new chains are growing in at the domain interfaces. However, we are aware of the fact that this coarsening cannot be described correctly in our simulations because the size of our domains is of the order of the box size.
Conclusions
The kinetics of the nematic liquid crystalline transition in solution of semiflexible chains with attractive intermonomer interaction has been studied using grand canonical Monte Carlo computer simulation on the cubic lattice. This study was performed in a more qualitative way based on visual analysis of ordering processes, and we have not investigated here domain growth scaling and kinetics of nonconserved order parameters quantitatively.
Our main conclusion is that the isotropic-nematic transition in finite systems (box length L = 90, chain length N = 20) occurs in accordance with the spinodal ordering scenario. Finite size effects, which can play an important role for the thermodynamic parameter, should be studied in the future.
The following remark concerning the relevance of the grand canonical Monte Carlo method for the description of kinetics should be made: It is of course not possible to compare the time scales of the ordering processes in real systems directly to our model simulation. However, we believe that basic universal features of real processes are independent of the algorithm and are captured in our simulation.
We have addressed in the present paper an important methodological problem of the role of scientific visualization in physics. We have tried to develop some approaches to the general problem of visualizing order parameters and interfacial boundaries. Appendix: Technical details of movie preparation
There are three movies for each of the two processes (I → N and N → I) described in the text: (1) three dimensional view (3D); (2) a front projection of the simulation box (along the x-axis on the yz-plane), where the colours of elementary squares represent the average orientation of bond vectors having the same y and z coordinates and are averaged along the x-axis; (3) the same for the left side view of the simulation box (i.e., projection along z-axis onto the xy-plane). The coordinate system is chosen in such a way that the x-axis is directed towards the plane of your display, the y-axis is directed from the bottom to the top, and the z-axis is directed from the left to the right (z-projection means the projection onto the xy-plane).
We used the POVRAY software (http://www.povray.com) for preparing frames (snapshots of the system after every 1200 MCS during the run) and TMPGEnc version 2.5 software (http://www.tmpgenc.net) to combine the frames into a movie in MPEG1 format. If you cannot play the movies you probably need to install a divxplayer (http://www.divx.com).
A general impression about the processes can be obtained from 3D movies. The colours of particular chains are chosen according to chain orientation as a whole using the following rule. The red, R, green, G, and blue, B, components of RGB set are calculated as the sums of coordinates of all bonds along the chain: In order to obtain more information about the processes we have analyzed the projections of chain bond vectors on different planes. Let us first discuss the zprojection (which means the projection onto the xy-plane). The colour of each particular point on such a projection is calculated as the normalized sum of all bond vectors in the system the origins of which have the same (x,y) coordinates. After that, to each unit square on the plane placed at the point (x,y) (note that x and y are integer numbers in our lattice model) we assign a vector the x,y,z components of which are chosen to be RGB components of the colour of this square (x,y; x+1,y; x+1,y+1; x,y+1). Two such projections are presented in the movies: along the z-axis onto the xy-plane (i.e., the view on the simulation box from the left side), and along the x-axis onto the yz-plane (i.e., the front view).
Because of lattice effects, there is no reason to present 1×1 lattice unit squares. Many of them have a white colour, which means that there are no monomer units that have these coordinates. Therefore, we can perform some coarse-graining procedure and use the square sizes 2×2, 3×3 and 5×5 lattice units. The colour of each 3×3 or 5×5 block is calculated as the normalized sum of the RGB components of colours of the unit squares which it contains. Note here that during this procedure we assume 'empty' unit squares to be black, and they do not influence the colour of the block.
Finally, one more way to determine the colour regions in the projection is to analyse the clusters formed by these squares of similar colours. At first we define squares of size 2×2 and calculate their colours according to the rules described above. After that we combine together the neighbour squares (squares are 'neighbours' if they have acommon side), which have the same maximum component in the colour. In such a way we obtain clusters of mostly red, green or blue squares. Then we calculate the colour of each of these clusters as the normalized sum of the RGB components of all squares this cluster contains. This scheme has been used for the preparation of movies 2, 3, 5, 6.
Note that movie 3 presents the projection not through the whole simulation box, but only of the slice with 60 < z < 90 (this is the right hand green domain in movie 1). For the nematic ordering process we used 0 < z < 90 (movie 6). The x-direction projection (movies 2 and 5) is calculated through the whole range 0 < x < 90.
Movies can have different total length and/or number of light sources. For all projection movies the frame size is 400×300 pixels (if calculated without the graphs under the movie itself). The camera looks from the left side of the box (z-projection, movies 3 and 6) or from the front side of the box (x-projection, movies 2 and 5).
A technical description of particular files with movies is placed below. All movies have a picture frequency equal to 12 frames/second. Please note that the full simulation time was equal to 10 6 MCS for both processes (a reminder: one Monte Carlo step includes 2×N×N p attempted local moves, 2×N p attempted slithering snake moves and 400 CBGC attempted moves). Because movies 1 -6 are quite large in size (about 10 MB each) we prepared also preview versions, which are about 10 times smaller in file size. For preview movies the frame size is 160×128 pixels. The time interval between frames is equal to 2000 MCS, and we used a picture frequency of 12 frames/second. Shorter time intervals were studied: 500 000 -900 000 MCS for the decay (N → I) process, and 0 -400 000 MCS for the ordering (I → N) process.
