Abstract. The use of variational methods in the solution of ill-posed problems by minimization of functionals with unique critical points is discussed in the context of the Cauchy problem for elliptic equations and electrical impedance tomography.
Introduction
According to Hadamard [9, 10] , a problem is well-posed if three requirements are met:
• a solution exists;
• that solution is unique, and
• depends continuously on the data. Otherwise the problem is ill-posed. The clear intention of Hadamard here is that "ill-posed" means "of no physical interest". Armed with a hundred years of hindsight and a science and engineering literature of staggering proportions, we know today that such problems arise in a fundamental way in the modelling of complex physical systems.
Consider the following model Cauchy problem on the square domain 1 Ω = (0, 1) × (0, 1): for F ∈ L 2 (Ω) and functions a 1 , b 1 , b 2 ∈ H We assume that the solution u exists uniquely. The problem is known to be ill-posed in that the solution does not depend continuously on the data. One can also show that the problem can become well posed with the imposition Date: August 2, 2002. Supported in part by US National Science Foundation grant DMS-0107492. 1 As can be seen, the method generalizes to more general domains and equations.
of additional constraints ("conditionally well posed" in the language of [11, 22] ). This problem has an extensive literature (see for example [5, 11, 15, 19, 24] and the references therein) deriving mainly from its relevance to practical applications in electrocardiography [6] , which is a special case of electrical source imaging [1, p. 214] . Here, typically, one wishes to find the electrical Figure 1 . Electrical Source Imaging cardiac (epicardial) potential generated by electrical sources inside the body (for example, the heart) on a surface S e (known as the epicardial surface) close to the source, from the known potential on a part, T , of the surface S of the body. If we denote the region between S and S e by Ω, then the potential u satisfies
and the problem is to recover u on S e from a knowledge of φ = u| T . The model problem may be solved variationally as follows. For a boundary function f ∈ H 
Clearly G(f ) ≥ 0. We show below that G(f ) = 0 if and only if v f = w f = u and f = u| {(x,1):0<x<1} , where u is the solution of the Cauchy problem that we seek. Also, for h ∈ H 3 2 [0, 1] with h(0) = h(1) = 0, the Fréchet differential of G is given by 10) and G (f ) = 0 if and only if G(f ) = 0, so that G also has a unique stationary point at the y = 1 boundary value of the Cauchy solution. We present later a preconditioned conjugate gradient implementation of this minimization, as well as some test examples. While this approach has not yet been tested specifically on the electrocardiography problem the method is in principle the same. Here one is attempting to determine a Cauchy solution u in (1.6), and in particular the boundary function f = u| (S−T )∪Se . For a given boundary function f in H 3 2 ((S − T ) ∪ S e ) one defines v f to be the solution of (1.6) such that
and w f to be the solution of (1.6) such that
The functional G(f ) is also given by the formula (1.9), and the Fréchet derivative formula is analogous to (1.10) . This approach to the Cauchy problem has much in common with earlier work on the electrical impedance tomography (EIT) problem [16] , which is in turn connected with the general class of inverse problems known as Dirichlet-Neumann map problems; the latter may be seen to include applications as diverse as reflection seismology imaging, landmine detection, optical tomography, ultrasound imaging, and inverse problems in elasticity, including the intriguing possibility of continuously monitoring subsurface material properties using natural seismic wave data with the aim of isolating earthquake precursors.
We discuss in §4 some recent work on the EIT problem, and some open questions.
The Functional G
We gather here some of the properties of G that will prove useful in the sequel.
First, as noted above, G(f ) ≥ 0, and, if G(f ) = 0 then ∇(v f − w f ) = 0 on Ω, so that v f − w f is constant. As v f (0, y) = w f (0, y) for 0 < y < 1, this constant must be zero, and it is therefore true that v f = w f = u. Conversely, it is immediate that v f = w f implies that G(f ) = 0. Next, for h ∈ H 3 2 [0, 1] with h(0) = h(1) = 0 we have, using integration by parts and the fact that the functions v f +h , w f +h , v f , and w f all satisfy the differential equation (1.1),
after using the boundary data defining the functions v f +h , w f +h , v f , and w f . Now,
. From standard elliptic estimates at the boundary
, for some constants K and K , and it follows that
with a similar estimate for
So we have that the Fréchet differential for G is given by the formula (1.10).
It follows that the
and that the functional is analytic in the sense of [4, Proposition 15.2]; in particular, the Taylor formula,
is valid for G for some r f > 0 and all |α| ≤ r f . Notice also that if u is the Cauchy problem solution that we seek, and we set f = u| {(x,1):
Assuming uniqueness of this Cauchy problem for Ω, it follows immediately that v f * = w f * , and hence that v f * = u. Thus f * = f and we have that u| {(x,1):0<x<1} = f is the unique stationary point for G.
One may also derive a formula for the second Fréchet differential. First for h ∈ H 3 2 (0, 1) let G h denote the Dirichlet Green function for the Laplace equation with boundary data equal to h on {(x, 1) : 0 ≤ x ≤ 1} and zero elsewhere, and let G * h be the Laplace equation Green function for the mixed problem involving homogeneous Neumann data on {(x, 0) : 0 ≤ x ≤ 1}, homogenous Dirichlet data on the vertical sides of the square, and Dirichlet data equal to h on {(x, 1) : 0 ≤ x ≤ 1}. Then we have
Noting that G * h − G * 0 and G h − G 0 both satisfy the Laplace equation in, say, the first variable, it is not hard to show that each of these is O( h H ), from which we infer that
Notice that there are some difficulties with the above derivations with respect to the existence of normal derivatives at the corners of the square. So, strictly speaking, one should assume that the vertical sides of the square are rounded slightly at the top and bottom to give a C 1,1 boundary.
Conjugate Gradient Minimization
Note first that the L 2 [0, 1] gradient of G need not be zero at boundary points x = 0 and x = 1. If we wish to retain continuity at the boundary for the solution u computed via a descent minimization of G, then this gradient is not suitable. One can circumvent this problem by using a Neuberger gradient (see [21] 
An integration by parts shows that g = −∇G N (f ) can be found from
As ∇G N (f ) = (∆ − I) −1 ∇G(f ), it is evident that the new gradient is a preconditioned (smoothed) version of the original gradient. While one could use this new gradient together with the method of steepest descent, in practice, one generally gets faster convergence with the following adaption of the standard Polak-Ribière conjugate gradient scheme [23, p. 304] . Choose as the initial f 0 the linear function satisfying
The initial search direction is h 0 = g 0 = −∇ N G(f 0 ). At f i one uses the approximate line search routine to minimize G(f ) in the direction of h i , resulting in G(f i+1 ). Then g i+1 = −∇ N G(f i+1 ) and h i+1 = g i+1 + γ i h i where by (3.1) and an integration by parts, where (·, ·) and (·, ·) 1 denote, the usual inner products in, respectively, L 2 (Ω) and H 1 (Ω). The approximate line search procedure is implemented using bracketing and Brent minimization (see [23] ) with all two-dimensional integrals computed as iterated onedimensional integrals using Simpson's rule. The elliptic boundary value problems were solved using the the FIVE POINT STAR (finite difference discretization) and LINPACK SPD BAND packages within the double precision version of the ELLPACK system (see [25] ). One bonus from this arrangement is that ELLPACK automatically calculates the derivatives of any solution by means of built-in quadratic interpolation routines; this is used to compute the boundary derivatives needed in the evaluation of the gradients.
All examples were computed using a 21 × 21 grid on Ω. Some results are shown in Fig. 2 for the well-known Hadamard example. The correct f = u| {(x,1):0<x<1} is shown as a solid line, and the computed f as a dashed line. The method worked well for the case k = 2, and for k = 3, although the convergence was slower; the method failed at k = 4. This is perhaps to be expected as the ill-posedness increases with k. In Fig. 3 the higher order polynomial case proved more difficult, but the computation was reasonably accurate.
Electrical Impedance Tomography
Electrical impedance tomography involves another model problem that is representative of situations in which one seeks to recover interior parameter values from measurements made at the boundary of a region. In EIT current fluxes are applied to the exterior of a body Ω and the resulting boundary voltages are measured. The voltage potential u in Ω satisfies ∇ · (P (x)∇u) = 0, (4.1)
P representing the conductivity inside Ω. For a boundary voltage g belonging to H 1 2 (∂Ω) let Λ P (g) = P ∂ ν u; Λ P is the Dirichlet-Neumann map for P and represents the information obtained from all possible current-voltage pair measurements.
Of interest here is whether or not Λ P uniquely determines P , and if so, there is then the problem of actually reconstructing P from Λ P .
Reconstruction was considered in [16] using a variational approach. An appropriate functional H dn is defined by way of G dn defined for an f in H
where v = u p,f is the Dirichlet solution of
satisfying v| ∂Ω = Λ −1 P (f ), and v =ũ p,f is the solution of (4.3) satisfying the Neumann condition p∂ ν v| ∂Ω = f , as well as the conditioñ
at some x 0 ∈Ω that we henceforth agree to keep fixed; the latter condition serves to ensure that the Neumann solution is uniquely defined. As above 
In [16] by choosing an orthonormal sequence {f i } from H − 1 2 (Ω) and then taking H dn (p) to be the sum of the non-negative terms G dn (p, f i ), we obtain a non-negative functional with the property that H dn (p) = 0 if and only if Λ p = Λ P . As can be seen from Figure 4 minimization of this functional using steepest descent techniques proved to be an effective recovery method, even in the presence of noise in the input data. The numerical evidence indicates that H dn has a unique critical point, but this has not been proven as yet.
The study of the Dirichlet-Neumann map (DN-map) uniqueness question dates back at least to the paper of Langer [18] . Reasonably complete survey material may be found in the papers [20, 26] and the book [14] , and the references therein. In 1995 Nachman showed that uniqueness holds for n = 2 and P in W 2,r (Ω) for some r > 1, and when n ≥ 3 for conductivities P that lie in W 2,r (Ω) for some r > n/2; this work was extended by Brown to P in C 3 2 , (Ω) for n > 2, in 1996 and by Brown and Uhlmann (1997) to P in W 1,r (Ω) for some r > 2 when n = 2. Uhlmann [26] has conjectured that uniqueness should hold for conduc-
. In theory, uniqueness should in fact hold for conductivities P that (are positively bounded below and) lie in L ∞ (Ω). However, the standard method, which employs complex geometrical optics and scattering theory after a transformation to the Schrödinger equation 5) by means of
is unlikely to yield such a result, given that the smoothness on P is inevitably constrained by the transformation (4.6). A possible path around this impasse is to try to show directly that the non-negative functional H dn has a unique global minimum at P . While much of this is conjecture at present, there are some encouraging signs.
Note first that the Dirichlet-Neumann maps Λ Q and Λ P are related by
Now, given Λ Q , one can formulate an analogous functional for the equation (4.5) by setting, for an f in H 1 2 (∂Ω) and q ∈ L ∞ (Ω) with q ≥ 0,
where v = w q,f is the Dirichlet solution of
Q (f ), and v =w q,f is the Neumann solution of (4.8)
There is convincing numerical evidence that in general functionals like H dn and H dns are not convex. However, there is the possibility of a slightly weaker condition being true. A functional H for which
is said to be essentially convex. By way of example, the Cauchy problem functional G investigated above is essentially convex. We also have Proposition 4.1. The functional H dns is essentially convex.
Proof. Observe that from an integration by parts
where
where f q is an eigenvector of norm 1 corresponding to the largest eigenvalue µ q of R q . We note in passing that the eigenvector f q is not unique, even when the eigenspace is one-dimensional, but the value of H dns (q) is independent of which of the possible choices of the normalized f q is used in the definition of w q,fq andw q,fq , provided that the same choice is made for both solutions. We assume that H dns (q) = 0 for some q ∈ L ∞ (Ω). One can show that for h ∈ L ∞ (Ω),
Then (w q,fq −w q,fq )(w q,fq +w q,fq ) = 0. (4.14)
If w q,fq −w q,fq = 0 in Ω, then H dns (q) = 0. Otherwise, for some y 0 ∈ Ω, w q,fq (y 0 ) −w q,fq (y 0 ) = 0 and hence, by continuity, w q,fq (x) −w q,fq (x) = 0 in a neighbourhood of y 0 . It follows from (4.14) that w q,fq +w q,fq = 0 in this neighbourhood. As w q,fq +w q,fq is a solution of (4.5), by the unique continuation theorem (see, for example, [3, Lemma 8.5]) w q,fq +w q,fq = 0 in Ω. Thus
As Λ Q and H dns are non-negative, it follows that H dns (q) = 0.
This proposition has some interesting consequences. In particular, if one is given that Q is uniquely specified by the DN-map Λ Q , it follows directly from essential convexity that H dns has a unique critical point at Q. This is a very important fact if one is interested in computing Q by minimizing H dns . It is also true that the critical set K 0 of H dns consists precisely of absolute minima. This is a useful first step toward a uniqueness theorem. One can also show using critical point theory that the critical set here is path connected. The final step is to show that the critical set consists of just one point.
It is conjectured that both H dn and its supremum analogue are also essentially convex. A proof of this conjecture would be an important step toward establishing uniqueness for a general L ∞ conductivity P . In a different direction, the eigenfunctions f q that ocurred in the above proof are of interest in their own right. The functions f represent current flux at the boundary, and there is evidence [2, 7, 12, 13, 17 ] that the quality of reconstruction can be greatly improved by an optimal choice of these functions. If we think of the value G dns (q, f ) as representing the (squared) distance from q to Q using just the information in the pair (f, Λ Q (f )), then H dns (q) = G dns (q, f q ) represents the actual (squared) distance from q to Q, i.e. the distance that embodies all of the information in Λ Q . In this sense, f q is an optimal current flux function for this q; this may have numerical implications, with respect to the development of an efficient conductivity reconstruction algorithm.
