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Kapitel 1
Einleitung
Diese Arbeit befaßt sich mit der theoretischen Untersuchung von Phasenu¨berga¨n-
gen zweiter Ordnung mit den feldtheoretischen Methoden des ϕ4-Modells. Das
Ziel ist eine mo¨glichst genaue Beschreibung der Temperaturabha¨ngigkeit ther-
modynamischer Gro¨ßen wie der Korrelationsla¨nge, der Suszeptibilita¨t oder der
spezifischen Wa¨rme, die im kritischen Punkt singula¨r werden. Dies ist ein Kenn-
zeichen von Phasenu¨berga¨ngen zweiter Ordnung und wird kritisches Verhalten
genannt.
Phasenu¨berga¨nge zweiter Ordnung findet man in vielen physikalischen Systemen.
Beispiele sind der kritische Punkt des Flu¨ssig-Gasfo¨rmig-U¨bergangs gewo¨hnlicher
Flu¨ssigkeiten, der kritische Punkt isotroper Ferromagneten oder der superfluide
Phasenu¨bergang von 4He. Das kritische Verhalten wird durch einen kooperativen
Vielteilcheneffekt verursacht. Die Korrelationsla¨nge ξ stellt die La¨ngenskala dar,
auf der Fluktuationen des Ordnungsparameters miteinander gekoppelt sind. ξ
verha¨lt sich in der Na¨he des kritischen Punktes wie
ξ = ξ±0 |t|−ν mit t = (T − TC)/TC (1.1)
und dem Exponenten ν > 0 sowie den Amplituden ξ+o oberhalb und ξ
−
0 un-
terhalb von TC . Bei einer divergierenden Korrelationsla¨nge werden Unterschiede
in der kurzreichweitigen mikroskopischen Wechselwirkung der betrachteten Sy-
steme unwesentlich und das kritische Verhalten wird von elementaren Gro¨ßen
wie der Dimension d und der Komponentenzahl n des Ordnungsparameters be-
stimmt. Die Theorie identifiziert Universalita¨tsklassen kritischen Verhaltens. Aus
der Universalita¨t ergeben sich Naturkonstanten, zum Beispiel die kritischen Ex-
ponenten. In (1.1) kam schon einer vor. Weitere Exponenten findet man in der
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Abbildung 1.1: Phasendiagramm von 4He aus [10].
Temperaturabha¨ngigkeit anderer thermodynamischer Gro¨ßen:
Suszeptibilita¨t χ ∼ |t|−γ, (1.2)
spezifische Wa¨rme C = A±|t|−α,
Ordnungsparameter M ∼ |t|β.
Von besonderem Interesse ist der Phasenu¨bergang von normalfluiden zu super-
fluiden Zustand von 4He (n = 2). Aus dem Druck-Temperatur-Phasendiagramm
von 4He in Abbildung 1.1 wird die besondere Eignung dieses Stoffes fu¨r experimen-
telle Untersuchungen deutlich. Neben dem normalen kritischen Punkt besitzt 4He
eine Linie von kritischen Punkten Tλ(P ). Es kann entlang dieser λ-Linie Tλ(P )
gemessen werden und damit die Universalita¨t untersucht werden. Letztere kann
durch Druckunabha¨ngigkeit entlang der λ-Linie nachgewiesen werden. Ein be-
sonderer Vorteil ist die große Reinheit von 4He, weil Verunreinigungen bei diesen
niedrigen Temperaturen ausfrieren. Dieses System ist auch ideal fu¨r Experimen-
te unter Weltraumbedingungen, bei denen der sto¨rende Einfluß der Gravitation
(inhomogene Dichteprofile) eliminiert wird. U¨ber derartige bereits durchgefu¨hrte
und geplante Experimente der NASA liegt ein ku¨rzlich vero¨ffentlichter detaillier-
ter U¨bersichtsartikel vor [7].
1.1. Erfolge der Renormierungsgruppentheorie 13
1.1 Erfolge der Renormierungsgruppentheorie
Ein fundamentaler Erfolg der Renormierungsgruppentheorie (RG-Theorie) kriti-
scher Pha¨nomene ist die Identifikation von Universalita¨tsklassen in Abha¨ngigkeit
von der Dimension d des Systems und der Komponentenzahl n des Ordnungspa-
rameters. Insbesondere sagt die RG-Theorie voraus, daß die kritischen Exponen-
ten und gewisse Amplitudenverha¨ltnisse, zum Beispiel A+/A−, universelle Gro¨ßen
sind und nicht von Details der Wechselwirkung oder anderen thermodynamischen
Variablen wie zum Beispiel dem Druck abha¨ngen.
Universalita¨tsklasse Ordnungsparameter System
n = 1 Magnetisierung MZ uniaxiale Magnete
skalarer (parallel zur Anisotropieachse)
Ordnungsparameter Dichtedifferenz ρl − ρg alle Flu¨ssigkeiten,
Flu¨ssigkeitenmischungen
n = 2 Magnetisierung M =
(
Mx
My
) planare Magneten, XY-Modelle
(rotationssymmetrisch)
zweikomponentiger (senkrecht zur Anisotropieachse)
Ordnungsparameter komplexe Wellenfunktion superfluides 4He
ψ = ψ1 + iψ2
Tabelle 1.1: Universalita¨tsklassen, d = 3
In Tabelle 1.1 sind einige Beispiele zu d = 3 aufgelistet. Die Universalita¨tsklasse
d = 3, n = 2 bietet eine einzigartige Mo¨glichkeit, die Universalita¨tsvorhersage
der RG-Theorie zu u¨berpru¨fen. Experimentelle Messungen unter Mikrogravita-
tion, numerische Simulationen von Spinsystemen und analytische Rechnungen
im Rahmen der ϕ4-Theorie ko¨nnen bei sehr hoher Genauigkeit miteinander ver-
glichen werden. Wegen des weiten Anwendungsbereichs der RG-Theorie ist ein
quantitativer Test nicht nur fu¨r die statistische Physik von hoher Bedeutung,
sondern fu¨r die Physik der kondensierten Materie allgemein und auch fu¨r die
Elementarteilchenphysik.
Die mo¨glichst genaue Berechnung der entsprechenden Gro¨ßen im Rahmen der ϕ4-
Theorie mit einem O(n)-symmetrischen Ordnungsparameter in drei Dimensionen
stellt aus theoretischer Perspektive [30] eine Herausforderung dar. Eine Funktio-
nalintegration von exp(−H) ist fu¨r endliche n nicht exakt mo¨glich. Es wird eine
Sto¨rungsentwicklung in Ordnungen der Viererkopplung u0 durchgefu¨hrt, die trotz
Problemen mit der RG-Theorie aussagekra¨ftige Resultate liefert.
Es gibt in der Feldtheorie jeweils zwei verschiedene Vorgehensweisen bei der
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Behandlung der Dimensionsabha¨ngigkeit und beim Renormierungsschema. Die
Ansa¨tze ko¨nnen beliebig miteinander kombiniert werden.
Parisi [46] Dohm, Schloms [20,24] t’Hooft, Veltmann [30]
Brezin et al. [55,59]Wilson, Fisher [54]
minimale
Renormierungs-
bedingungen
Renormierung
d = 3 Theorie
ǫ-Entwicklung
Abbildung 1.2: Feldtheoretische Methoden innerhalb der Renormierungsgruppen-
theorie
In fester Dimension d = 3 hat man sich lange auf die Verwendung von Renor-
mierungsbedingungen beschra¨nkt [5, 6, 48, 49, 50, 52, 68]. Es sind Potenzreihen
fu¨r kritische Exponenten bis 7-loop berechnet worden [51]. Die β-Funktion ist bis
6-loop bekannt.
Die Rechnung in d = 3 mit minimaler Renormierung wurde erst spa¨ter vorge-
schlagen und durchgefu¨hrt [20, 21, 25, 27]. Auf diese Weise konnten renormierte
Amplitudenfunktionen unterhalb von TC bis 4-loop (F− der spezifischen Wa¨rme)
bzw. bis 3-loop (G des Helizita¨tsmoduls, fφ des Ordnungsparameters) [55, 57]
berechnet werden.
Die Potenzreihen der ϕ4-Theorie sind divergent. Die Borelsummation ist eine
Methode, mit der eine konvergente Darstellung berechnet werden kann [63, 64].
1.2 Ergebnisse dieser Arbeit
Diese Arbeit setzt das Konzept von Referenz [15] fort. Es werden vier Resummati-
onsparameter variiert und ein neues Extremalkriterium, das aus der Maximierung
der Breite von Plateaus besteht, wird eingefu¨hrt. In jeder Ordnung einzeln wer-
den optimale Werte fu¨r die Resummationsparameter bestimmt. Auf diese Weise
wird das Konvergenzverhalten verbessert.
Eine kurze Zusammenfassung von zwei Hauptergebnissen dieser Arbeit:
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• Eine erhebliche Verbesserung fru¨herer Borelsummationen [69] fu¨r die Ex-
ponenten γ und α unter Ausnutzung derselben sto¨rungstheoretischen In-
formation wird erzielt. Diese Verbesserung resultiert aus der methodischen
Verbesserung des Resummationsverfahrens. Ein Vergleich zur Variations-
rechnung [39, 40, 41] , die ein anderer analytischer Ansatz ist, zeigt, daß
mit der verbesserten Borelsummation Resultate von vergleichbarer Genau-
igkeit erzielt werden.
• Resummationen von Amplitudenfunktionen am Fixpunkt werden durch-
gefu¨hrt. Damit werden genaue analytische Resultate fu¨r gewisse universelle
Amplitudenkombinationen erzielt, fu¨r die bisher nur numerische oder expe-
rimentelle Resultate vorlagen.
Das neue Extremalkriterium sowie Ergebnisse aus dieser Arbeit wurden bisher
auf drei Konferenzen vorgestellt [16, 17, 18].
1.3 Aufbau dieser Arbeit
Die Arbeit ist folgendermaßen gegliedert:
• Kapitel 1 leitet in die Arbeit ein.
• Kapitel 2 gibt eine kurze Einfu¨hrung in die Grundlagen der ϕ4-Theorie.
• Kapitel 3 befaßt sich mit den mathematischen Grundlagen der Borelsumma-
tion, den fu¨r die Resummation wichtigen Eigenschaften der Sto¨rungsreihen
der ϕ4-Theorie, der Einfu¨hrung von vier Resummationsparametern und der
Definition eines neuen Extremalprinzips.
• In Kapitel 4 werden Borelsummationen von kritischen Exponenten durch-
gefu¨hrt (bis 7-loop, mit Renormierungsbedingungen).
• In Kapitel 5 und 6 werden feldtheoretische Funktionen und daraus univer-
selle Amplitudenverha¨ltnisse mit der Borelsummation berechnet (minimale
Renormierung).
• Kapitel 7 faßt diese Arbeit zusammen.
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Kapitel 2
Grundlagen der ϕ4-Theorie
2.1 Nackte Theorie
Die Grundlage des O(n)-symmetrischen ϕ4-Modells ist das Landau-Ginzburg-
Wilson Funktional.
H{ϕ0(x)} =
∫
V
d dx
1
2
r0ϕ
2
0 +
1
2
d∑
i=1
(
∂
∂xi
ϕ0
)2
+ u0(ϕ
2
0)
2 − h0ϕ0
 . (2.1)
ϕ0 ist das n-komponentige Feld des Ordnungsparameters, u0 die Viererkopplung,
r0 die Temperaturvariable und h0 ein a¨ußeres Feld, mit dem die Symmetrie ge-
brochen wird. In der Na¨he des kritischen Punktes gilt in fu¨hrender Ordnung
r0 = r0c + a0t, mit t =
T − Tc
Tc
(2.2)
Wesentlich sind die Anzahl n der Komponenten des Ordnungsparameters und die
Dimension d des Ortsraumes. Anhand dieser Gro¨ßen ko¨nnen Modelle in Universa-
lita¨tsklassen eingeteilt werden. In dieser Arbeit wird der Fall d=3, n=2 behandelt.
Der U¨bergang von normalfluiden zu superfluiden Helium fa¨llt in diese Klasse. Be-
trachtet werden nur unendliche Systeme.
Wichtige Gro¨ßen sind die Zustandssumme
Z =
∫
Dϕ0 exp(−H{ϕ0(x)}) (2.3)
und die Wahrscheinlichkeitsverteilung
w{ϕ0(x)} = 1Z exp(−H{ϕ0(x)}). (2.4)
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Fu¨r die Gibbssche Freie Energie gilt in Einheiten von kBT
F0(r0, u0, h0, d) = − 1
V
ln(Z). (2.5)
Die spezifische Wa¨rme kann in der Na¨he von Tc fu¨r h0 → 0 aus der Gibbsschen
Freien Energie berechnet werden [27]
C±0 = CB − T 2c
∂2
∂T 2
F±0 (r0, u0, h0 = 0, d = 3) (2.6)
= CB − a20
∂2
∂r20
F±0 (r0, u0, h0 = 0, d = 3).
CB ist ein Hintergrundterm, dessen Temperaturabha¨ngigkeit in der Na¨he von
TC vernachla¨ßigt werden kann. Die Helmholtzsche Freie Energie Γ˚ ist die Erzeu-
gende der Vertexfunktionen und ergibt sich nach einer Legendre-Transformation
bezu¨glich h0.
Γ˚(r0, u0,M0, d) = F0(r0, u0, h0, d)− 1
V
∫
V
ddx h0(x)M0(x) (2.7)
mit M0(x) = ϕo(x)
= −V δF0
δh0(x)
Die Entwicklung um u0 = 0 wird u¨blicherweise mit Feynmangraphen beschrieben
. Die Sto¨rungsreihe von Γ˚ kann auf die negative Summe aller eins-irreduziblen
Diagramme zuru¨ckgefu¨hrt werden.
Die Sto¨rungsrechnung kann in der Umgebung des kritischen Punktes nicht durch-
gefu¨hrt werden, weil Divergenzen auftreten. Es ist eine Abbildung vom kritischen
ins unkritische Gebiet erforderlich. Mit multiplikativen Renormierungen werden
die Divergenzen in Z-Faktoren absorbiert.
r = Z−1r (r0 − r0c) (2.8)
u = µ−εGdZ−1u Z
2
ϕu0
ϕ = Z
− 1
2
ϕ ϕ0.
2.2 Renormierung
Es gibt verschiedene Renormierungsschemata. Bei der minimalen Renormierung
enthalten die Z-Faktoren genau die Summanden, die zur Absorption aller ε-Pole
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beno¨tigt werden. Auch bei dem Geometriefaktor Gd besteht eine Wahlfreiheit.
Fu¨r die Kapitel 5 und 6 gilt [20]
Gd := Ad =
Γ
(
3− d
2
)
2d−2 pi
d
2 (d− 2) ,
z.B. A3 =
1
4pi
, A4 =
1
8pi2
. (2.9)
Auf die Einfu¨hrung eines Flußparameters und die Durchfu¨hrung der dimensionelle
Regularisierung im Zusammenhang mit dem Grenzu¨bergang Λ → ∞ wird hier
nicht eingegangen.
Es wurde die Referenzla¨nge µ−1 eingefu¨hrt. Die physikalischen Gro¨ßen du¨rfen
nicht von dieser La¨nge abha¨ngen. Dies fu¨hrt zu der Bedingung
∂
∂µ
∣∣∣∣∣
0
Γ˚(ξ, uo, µ, d) = 0. (2.10)
Durch ∂/∂µ|0 wird die Differentiation nach µ mit konstantem u0 und (r0 − r0c)
abgeku¨rzt. Fu¨r die renormierten Vertexfunktionen
Γ(0,N)(ξ, u, µ, d) = ZN/2ϕ Γ˚
(0,N)(ξ, µεZuZ
−2
ϕ A
−1
d u, d) (2.11)
ergibt sich die Renormierungsgruppengleichung [25](
µ
∂
∂µ
+ βu(u, ε)
∂
∂u
+
1
2
Nζϕ(u)
)
Γ(0,N)(ξ, u, µ, d) = 0. (2.12)
ζϕ und βu geho¨ren zu den feldtheoretischen Funktionen [25].
ζr(u) = µ
∂
∂µ
∣∣∣∣∣
0
lnZ−1r (u, ε) (2.13)
ζϕ(u) = µ
∂
∂µ
∣∣∣∣∣
0
lnZ−1ϕ (u, ε)
βu(u) = −εu+ uµ ∂
∂µ
∣∣∣∣∣
0
(Z−1u (u, ε)Z
2
ϕ(u, ε))
Bei der spezifischen Wa¨rme muß zusa¨tzlich zu den multiplikativen Renormierun-
gen auch eine additive Renormierung durchgefu¨hrt werden [27].
Γ
(2,0)
± (ξ±, u, µ, d) = Zr(u, ε)
2Γ˚
(2,0)
± (ξ±, µ
εA−1d ZuZ
−2
ϕ u, d)−
1
4
µ−εAdA(u, ε). (2.14)
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Kapitel 3
Borelsummation
Die diagrammatische Sto¨rungstheorie der ϕ4-Theorie liefert divergierende Potenz-
reihen. Das Ziel ist die Bestimmung von konvergenten Darstellungen, die sukzes-
sive die exakten Werte von kritischen Exponenten und feldtheoretischen Funktio-
nen anna¨hern. Definitionen und weitere mathematische Sa¨tze stehen im Anhang
A.
3.1 Mathematische Grundlagen
Es mu¨ssen folgende Voraussetzungen erfu¨llt sein, um aus einer entwickelten Reihe
auf die urspru¨ngliche Funktion schließen zu ko¨nnen:
• Die Reihe muß eindeutig die Entwicklung von einer bestimmten Funktion
sein. Da es Funktionen ungleich null mit verschwindenen Entwicklungskoef-
fizienten gibt, ist im Allgemeinen ein Ru¨ckschluß von der Entwicklung einer
Funktion auf die Ursprungsfunktion nicht mo¨glich.
• Eine eindeutige, analytische Fortsetzung muß mo¨glich sein. Die Reihe muß
’Borel-summierbar’ sein.
• Es muß eine konvergente Darstellung im beno¨tigten Gebiet gefunden wer-
den.
Eindeutigkeit von asymptotischen Entwicklungen
Das Theorem von Watson handelt von der Eindeutigkeit von asymptotischen
21
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Abbildung 3.1: Theorem von Watson
Entwicklungen [60]. Wenn die Funktionen f(z) und g(z) im Gebiet G mit |z| <
R, |arg(z)| < pi/2 + δ, δ > 0 (schraffiertes Gebiet in Abb. 3.1) die Ungleichungen
|f(z)− g(z)| < MA−n|z|nn! mit M > 0, A > 0 (3.1)
fu¨r alle positiven, ganzzahligen n erfu¨llen, sind diese Funktionen im Gebiet G
identisch [53]. Dies bedeutet, es gibt nur eine Funktion f(z) die am besten auf
die folgende Weise approximiert wird:∣∣∣∣∣f(z)−
n∑
k=0
fkz
k
∣∣∣∣∣ ≤M A−n−1 |z|n+1(n+ 1)! (3.2)
fu¨r alle z aus G.
Analytische Fortsetzung
Mit dem Theorem von Borel [60] kann eine explizite Darstellung einer analytische
Fortsetzung gefunden werden. Die Funktion f(z) erfu¨lle die Voraussetzungen des
Theorems von Watson. f(z) sei analytisch im Gebiet G mit |z| < R, |arg(z)| <
pi/2 + δ, δ > 0 (schraffiertes Gebiet in Abb. 3.1) und habe die asymptotische
Entwicklung
f(z) =
∞∑
k=0
fkz
k. (3.3)
Dann gilt im Gebiet H mit |z| < R, |arg(z)| < δ die Darstellung
f(z) =
∫ ∞
0
e−tB(zt)dt (3.4)
mit B(z) =
∞∑
k=0
ak
k!
zk. (3.5)
B(z) heißt Boreltransformierte von f(z) und ist fu¨r alle z mit |arg(z)| < δ analy-
tisch und konvergiert fu¨r |z| < A. Die Eigenschaft in Gleichung (3.4) nennt man
Borel-summierbar.
3.2. Sto¨rungsreihen der ϕ4-Theorie 23
−
1
A
−1
Im z Im y
Re yRe z
Abbildung 3.2: konforme Abbildung.
Konvergenz auf der positiven reellen Achse
Fu¨r Funktionen f(z), die nur Singularita¨ten auf der negativen reellen Achse fu¨r
z < −1/A haben, sonst analytisch sind und den Konvergenzradius 1/A haben,
ist die folgende konforme Abbildung hilfreich:
y =
√
1 + Az − 1√
1 + Az + 1
(3.6)
z =
4
A
y
(1− y)2 .
Die positive reelle Achse wird auf das Intervall [0, 1) und die negative reelle Achse
ab z < −1/A auf einen Kreis um y = 0 mit Radius eins abgebildet (siehe Ab-
bildung 3.2). Die Funktion f˜(y) = f(z(y)) ist im gesamten Analytizita¨tsgebiet
|y| < 1 konvergent.
3.2 Sto¨rungsreihen der ϕ4-Theorie
Die in der sto¨rungstheoretischen Behandlung der renormierten ϕ4-Theorie vor-
kommenden Funktionen sind nach ganzen Potenzen der renormierten Viererkopp-
lung entwickelbar. f(z) wird hier als Platzhalter fu¨r diese Funktionen verwendet.
z steht fu¨r die Viererkopplung, wobei der Wertebereich auf die komplexe Ebene
erweitert wird.
Die Voraussetzungen fu¨r das Theorem von Watson sind gegeben, und es sind ein-
deutige Schlu¨sse von den Sto¨rungsreihen auf die Funktionen mo¨glich. Es ko¨nnen
die folgenden Aussagen getroffen werden [33, 53]: Die Potenzreihe der Boreltrans-
formierten
B(z) =
∞∑
k=0
ak
k!
zk (3.7)
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ist fu¨r |z| < A konvergent. B(z) ist in dem Gebiet |arg(z)| < δ analytisch,
insbesondere auf der positiven reellen Achse. Die Funktion f(z) wird fu¨r |z| <
R, |arg(z)| < δ durch das konvergente Integral
f(z) =
∫ ∞
0
e−tB(zt)dt (3.8)
dargestellt. Diese Eigenschaft heißt Borel-Summierbarkeit.
Das Hochordnungsverhalten der Funktionen der renormierten ϕ4-Theorie ist be-
kannt [45].
ak = (−A)k kb0 k! c [1 +O(1/k)]. (3.9)
Fu¨r die Boreltransformierte folgt
Bk = (−A)kkb0c fu¨r große k. (3.10)
B(z) ist konvergent fu¨r |z| < 1/A und divergiert fu¨r |z| > 1/A. B(z) hat in
z = −1/A eine Singularita¨t und Untersuchungen zeigen, daß auch alle weiteren
Singularita¨ten auf der negativen reellen Achse mit Re(z) < −1/A liegen. Mit der
konformen Abbildung aus Gleichung (3.6) kann erreicht werden, daß die Integra-
tion in Gleichung (3.8) konvergent durchgefu¨hrt werden kann.
3.3 Resummationsparameter
In dieser Arbeit werden vier Resummationsparameter verwendet, die kontinu-
ierlich variiert werden. Die Parameter werden so definiert, daß die Resummati-
on beim U¨bergang zu unendlicher Ordnung unabha¨ngig von diesen Parametern
wird. Es sind nur endlich viele Koeffizienten der Sto¨rungsreihen der ϕ4-Theorie
bekannt. Diese sollen durch eine optimale Wahl der Resummationsparameter mit
mo¨glichst gutem Konvergenzverhalten ausgewertet werden.
reeller Parameter a:
Es ist zu vermuten, daß B(z) fu¨r z →∞ bzw. B˜(y) fu¨r y → 1 divergieren. Diese
Singularita¨t kann abgespaltet werden, indem B˜(y) mit
lim
L→∞
L∑
l=0
(−1)la(a− 1)...(a− l + 1)
l!
yl (3.11)
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multipliziert wird und durch (1− y)a geteilt wird. Bei Rechnungen bis zur Ord-
nung L wird im Za¨hler die Summe u¨ber l bei L abgebrochen. Dadurch wird die
Resummation zu einer endlichen Ordnung abha¨ngig von a. a ist reell.
reeller Parameter b:
Die Boreltransformation kann auf die Borel-Leroy-Transformation verallgemei-
nert werden. Zur Reihe
f(z) =
∞∑
k=0
fkz
k (3.12)
kann die b-abha¨ngige Borel-Transformierte
Bb(z) =
∞∑
k=0
fk
Γ(k + b+ 1)
zk (3.13)
definiert werden. Die Funktion f(z) wird durch das Integral
f(z) =
∫ ∞
0
e−ttbBb(zt)dt (3.14)
dargestellt. Es wurde gezeigt [64], daß auf diese Weise die Singularita¨t in z =
−1/A fu¨r b > b0 + 1 abgeschwa¨cht wird. b ist reell. Das Argument der Gamma-
funktion soll positiv sein. Deshalb ist b > −1 einzuhalten.
reeller Parameter q:
Die Reihe
f(z) =
∞∑
k=0
fkz
k (3.15)
wird nach
z˜ =
z
1− qz (3.16)
entwickelt. Es gilt die Umkehrung
z =
z˜
1 + qz˜
. (3.17)
Die Bedingung |qz| < 1 wird eingehalten.
reeller Parameter r:
Es wird ∞∑
k=0
fkz
k(1 + rz) (3.18)
resummiert. Fu¨r die Funktion f(z) gilt
f(z) =
1
1 + rz
(
f0 +
∞∑
k=0
(fk+1 + rfk)z
k+1
)
. (3.19)
Es werden nur r mit |rz| < 1 verwendet.
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Mit den Parametern q und r kann das Mischen der Koeffizienten fk beeinflußt
werden.
Durch Einsetzen erha¨lt man die konvergente Darstellung
f(z) = lim
L→∞
1
1 + r z˜(q)
L∑
j=0
Xj(a, b, q, r) Ij(z˜(q); a, b, q) (3.20)
Xj =
L∑
m=0
(−1)m
(j −m)!
a . . . (a−m+ 1)
m!
L∑
k=0
(
4
A
)k f˜k(q, r)
Γ(k + b+ 1)
cj−m,k
Ij =
(
4
A z˜(q)
)1+b ∫ 1
0
dy
(1 + y)yj+b
(1− y)3+2b+a exp
(
− 4 y
A z˜(q)(1− y)2
)
z˜(q) =
z
1− q z
f˜k(q, r) =
k∑
l=1
(fl + r fl−1)qk−ldk,l/k! , k > 0, f˜0 = f0
dk,l =
( d
dx
)k (
x
1− x
)l
x=0
, cj,k =
( d
dy
)j (
y
(1− y)2
)k
y=0
(siehe Anhang B).
3.4 Extremalprinzip: breite Plateaus [32]
In fru¨heren Arbeiten [15, 47, 57, 69] basierte die Wahl der Resummationspara-
meter auf der relativen Lage der Ordnungen zueinander. Die Partialsummen
S(L)(z; a, b, q, r) =
1
1 + r z˜(q)
L∑
j=0
Xj(a, b, q, r) Ij(z˜(q); a, b, q) (3.21)
mit verschiedenen Ordnungen L wurden miteinander verglichen. Dabei wurden
fu¨r alle Ordnungen die selben Werte der Resummationsparameter verwendet.
Hier wird ein anderes Konzept verfolgt. Es wird die Abha¨ngigkeit der Partialsum-
men S(L) von Parameter a untersucht. Wichtige Strukturen werden identifiziert
und durch geeignete Wahl von b, q und r optimiert.
Fu¨r die Partialsummen S(L) mit endlichem L gelten die Grenzwerte
lim
a→−∞S
(L) = 0 und
lim
a→+∞S
(L) = ±∞. (3.22)
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Der Bereich, in dem die Partialsummen in der Na¨he des exakten Wertes liegen,
ist u¨blicherweise im a-Intervall [−10, 10]. In Abbildung 3.3 sind Partialsummen
fu¨r die Grundzustandsenergie des anharmonischen Oszillators u¨ber a aufgetra-
gen. Die Kurven haben in der Na¨he des exakten Wertes lokale Extrema oder
Wendepunkte. Dies sind aber keine idealen Strukturen. Die Ordnung unendlich
ist unabha¨ngig von a und wird durch den waagerecht eingezeichneten, exakten
Wert dargestellt. Ideale Strukturen sind breite lokale Extrema bzw. Wendepunkte
ohne Steigung. Diese ko¨nnen allgemein unter breiten Plateaus zusammengefaßt
werden.
In Abbildung 3.4 wird der Unterschied deutlich. Die Kurve zu b = 1.74471 ist
fu¨r a zwischen 1 und 2 weitgehend unabha¨ngig von a. Sie besitzt also in diesem
Bereich die selbe Struktur wie die Ordnung unendlich. Analog ko¨nnen auch fu¨r die
anderen Ordnungen bei entprechender Wahl des Wertes fu¨r b Plateaus gefunden
werden. Dieses Konzept kann auf die Variation von b, q und r erweitert werden.
Im folgenden werden die Plateaus quantitativ formuliert. Es werden a-Intervalle
der La¨nge ∆a und eine geeignet gewa¨hlte Konstante D eingefu¨hrt. ∆a und D
werden klein gewa¨hlt, zum Beispiel ∆a = 0.01 und D = 0.0001. Es wird zu
festem (z; b, q, r) das gro¨ßte Intervall [a1, a2] gesucht, das mit N = (a2 − a1)/∆a
die Ungleichung
N∑
n=1
|S(L)(z; a1 + n∆a; b, q, r)− S(L)(z; a1 + (n− 1)∆a; b, q, r)| < D (3.23)
erfu¨llt. Das ist das Plateau der Ordnung L zu den Parametern (b,q,r). Die Pa-
rameter (b,q,r) werden nun variiert und auf diese Weise das Intervall [a1, a2] ma-
ximiert. Bei gleich großen Intervallen werden die Parameterwerte mit kleinerer
linker Seite in der Ungleichung (3.23) bevorzugt. Auf diese Weise werden opti-
mierte Werte fu¨r die Parameter b, q und r bestimmt. Dieser Vorgang wird fu¨r alle
Ordnungen wiederholt.
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Abbildung 3.3: Partialsummen der Grundzustandsenergie des anharmonischen
Oszillators mit b = 0, q = 0 und r = 0.
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Abbildung 3.4: Partialsummen der Grundzustandsenergie des anharmonischen
Oszillators der Ordnung 3 mit b = 0 und b = 1.74471 (q = 0, r = 0).
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3.5 Exaktes Beispiel: Anharmonischer Oszilla-
tor
Der quantenmechanische, anharmonische, eindimensionale Oszillator eignet sich
sehr gut als Test von Resumationsverfahren im Rahmen der ϕ4-Theorie.
• Die Sto¨rungsreihe der Grundzustandsenergie ist bekannt. In [8] wurden Re-
kursionsbeziehungen hergeleitet, mit denen die Koeffizienten der Sto¨rungs-
reihe bis zu einer beliebigen Ordnung berechnet werden ko¨nnen.
• Das Hochordnungsverhalten der Sto¨rungsreihe ist bekannt [8]. Die Struktu-
ren des Hochordnungsverhatltens der Sto¨rungsreihen des anharmonischen
Oszillators und der ϕ4-Theorie sind identisch.
• Es kann mit extrem genauen Resultaten verglichen werden [59].
In diesem Rahmen kann ein Resummationsverfahren und die Variation der Re-
summationsparameter getestet werden.
Der Hamilton-Operator ist durch
H = p2 + x2 + gx4 (3.24)
gegeben. Fu¨r die Grundzustandsenergie gilt im Rahmen einer Rayleigh-Schro¨dinger-
Sto¨rungsrechnung
E(g) = 1 + 0.75 g − 1.3125 g2 + 5.203125 g3 − 30.1611328 g4 +O(g5). (3.25)
Hier ist die Funktion f in den Abschnitten (3.2, 3.3) Platzhalter fu¨r die Grund-
zustandsenergie und unter z ist hier g zu verstehen.
In der Abbildung 3.5 werden resummierte Partialsummen fu¨r g = 1 u¨ber a gezeigt.
Es ist b = 0 fu¨r alle Ordnungen. Man kann sich an Maxima bzw. Wendepunk-
ten orientieren, aber es gibt keine guten Strukturen. In Tabelle 3.1 sind die b
aufgelistet, die maximal breite Plateaus der Partialsummen liefern. Mit diesen
idealen b wird eine erhebliche Verbesserung erzielt. In Abbildung 3.6 sind die
Partialsummen mit diesen optimierten Werten fu¨r b u¨ber a aufgetragen. Ab der
zweiten Ordnung gibt es ausgepra¨gte Plateaus, die mit zunehmender Ordnung
breiter werden und na¨her am exakten Wert liegen. S(L) ist fu¨r L gegen unendlich
unabha¨ngig von den Resummationsparametern. In dieser Abbildung ist dies der
waagerechte, exakte Wert. Mit den optimalen b wird durch die Plateaus in einem
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Abbildung 3.5: Partialsummen der Grundzustandsenergie des anharmonischen
Oszillators mit b = 0, q = 0 und r = 0.
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Abbildung 3.6: Partialsummen der Grundzustandsenergie des anharmonischen
Oszillators mit optimierten b (q = 0, r = 0).
breiten Bereich fu¨r den Parameter a eine gute und zuverla¨ßige Anna¨herung des
exakten Wertes erzielt. Mit einer zusa¨tzlichen Variation der Parameter q und r
ko¨nnte eine weitere Verbesserung erzielt werden.
Ordnung 1 2 3 4
b 0.93927 3.07214 1.74471 1.93851
Tabelle 3.1: Ideale Resummationsparameter b fu¨r den anharmonischen Oszillator
Kapitel 4
Borelsummation von kritischen
Exponenten
Die Sto¨rungsreihen fu¨r die kritischen Exponenten γ und ν sind in der Dimensi-
on d = 3 und unter Verwendung von Renormierungsbedingungen bis zu 7-loop
berechnet worden [51]. Die vom Renormierungsschema abha¨ngende, renormier-
te Viererkopplung wird hier g genannt. Die β-Funktion ist bis 6-loop bekannt.
Es wird die nichttriviale Nullstelle der β-Funktion und damit der Fixpunktwert
der Viererkopplung g∗ bestimmt. Die Sto¨rungsreihen von 1/γ und 1/ν werden
im Fixpunkt g∗ berechnet. Der Exponent α wird mit der Hyperskalenrelation
d ν = 2− α bestimmt.
4.1 Fixpunkt g∗
Die Sto¨rungsreihe der β-Funktion ist bekannt und kann der Literatur entnommen
werden, z. B. [4]
β(g) = −g + g2 − 0.4029629631 g3 + 0.314916942 g4 − 0.3179284841 g5
+0.3911024663 g6 − 0.5524485806 g7 +O(g8). (4.1)
Gesucht wird der Fixpunktwert g∗ 6= 0 mit β(g∗) = 0.
Die Abbildung 4.1 zeigt die Partialsummen von β(g = 1.404) u¨ber a fu¨r b =
5.5, q = 0 und r = 0. Die geraden Ordnungen 4 und 6 haben Wendepunkte mit
positiver Steigung. In der 5. Ordnung gibt es ein Maximum, aber kein Plateau.
Der exakte Wert wird nicht eingeschachtelt.
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Abbildung 4.1: Partialsummen von β(g = 1.404) mit b = 5.5, q = 0 und r = 0.
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Abbildung 4.2: Partialsummen von β(g = 1.404) mit optimalen b, q und r.
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In Tabelle 4.1 sind die idealen Werten fu¨r b, q und r in den Ordnungen 4 bis 7
angegeben.
Ordnung b q r
4 3.12245 0.096295 -0.123019
5 6.24808 -0.062388 -0.085502
6 6.51990 -0.086058 -0.121179
7 6.71688 -0.068276 -0.111927
Tabelle 4.1: Ideale Resummationsparameter fu¨r β(g∗)
Mit den idealen Parametern wird eine signifikannte Verbesserung erzielt (Abb.
4.2). Es gibt in jeder Ordung ein ausgepra¨gtes Plateau. Mit ho¨herer Ordung
werden die Plateaus breiter. Die geraden Ordnungen liegen oberhalb der ungera-
den Ordnungen. Es ist eine Einschachtelung vorhanden. Zentralwert und Fehler
ko¨nnen erheblich besser festgelegt werden.
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Abbildung 4.3: g-Abha¨ngigkeit von β(g), Lage der Plateaus bei optimalen Re-
summationsparametern, Fehlerbalken von g∗.
Die Abbildung 4.3 zeigt die g-Abha¨ngigkeit der Plateaus der Partialsummen von
β(g). In Tabelle 4.2 sind die Nullstellen der β-Funktion in den verschiedenen
Ordnungen aufgelistet.
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Ordnung 4 5 6 7
g∗ 1.32684 1.40949 1.40286 1.40380
Tabelle 4.2: Fixpunktwerte g∗
Der Zentralwert liegt zwischen der 6. und 7. Ordnung, nah bei der 7. Ordnung.
Der Fehler ist die Differenz zur 6. Ordnung. Das Ergebnis ist
g∗ = 1.40373± 0.00087. (4.2)
Dies ist eine deutliche Verbesserung im Vergleich zu g∗ = 1.403± 0.003 aus [69].
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4.2 Kritischer Exponent γ
γ ist der kritische Exponent der Suszeptibilita¨t
χ ∼ |t|−γ. (4.3)
Die Sto¨rungsreihe des Exponenten γ ist bis 7-loop bekannt [51].
1
γ
(g) = 1.000000000− 1
5
g + 0.04000000000 g2 (4.4)
−0.02594190748 g3 + 0.02053235379 g4 (4.5)
−0.02219863914 g5 + 0.02798302021 g6
−0.04048878209 g7 +O(g8)
Die Abbildung 4.4 zeigt die Partialsummen mit den Parameterwerten b = 4.5, q =
0 und r = 0. Es gibt keine Plateaus und der exakte Wert wird nicht eingeschach-
telt.
In Tabelle 4.3 sind die idealen Resummationsparameter aufgelistet.
Die signifikante Verbesserung wird in Abbildung 4.5 deutlich. Es gibt sehr gut
ausgepra¨gte Plateaus und eine Einschachtelung ist vorhanden. Der Fehler im
Fixpunkt g∗ verursacht die dargestellten Fehler der Plateaus.
Ordnung b q r
4 5.057 0.0206 -0.0212
5 5.754 -0.1103 -0.2194
6 6.639 -0.0743 -0.1854
7 7.304 -0.0947 -0.2004
Tabelle 4.3: Ideale Resummationsparameter fu¨r 1
γ
(g∗)
Das Resultat ist
1
γ
= 0.75958± 0.00008± 0.00014. (4.6)
Die Resummation von 1/γ beinhaltet einen Fehler von 0.00008, der Fehler des
Fixpunkts g∗ verursacht einen Fehler von 0.00014.
Der Ergebnis fu¨r den Exponenten γ ist
γ = 1.31652± 0.00014± 0.00024. (4.7)
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Abbildung 4.4: Partialsummen von 1/γ mit b = 4.5, q = 0 und r = 0.
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Abbildung 4.5: Partialsummen von 1/γ mit optimalen b, q und r. Der Fehler von
g∗ verursacht die Fehlerbalken der Plateaus.
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Abbildung 4.6: Vergleich der Resultate fu¨r 1/γ aus [12, 41, 69].
Die Abbildung 4.6 zeigt, daß im Vergleich zur Borelsummation in [69] ein deutli-
che Steigerung in der Genauigkeit erzielt wird. Der Fehler der Variationsrechnung
in [41] ist auch gro¨ßer. Die analytischen Rechnungen besta¨tigen sich gegenseitig.
Zum numerischen Resultat in [12] besteht eine Diskrepanz.
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4.3 Kritische Exponenten ν und α
Die kritischen Exponenten der Korrelationsla¨nge ξ und der spezifischen Wa¨rme
C
ξ = ξ±0 |t|−ν (4.8)
C = A±|t|−α
sind durch eine Hyperskalenrelation
d ν = 2− α (4.9)
miteinander verbunden. Die Potenzreihe von 1
ν
(g) zeigt das im Vergleich gu¨nstig-
ste Konvergenzverhalten. Diese Potenzreihe ist bis 7-loop bekannt [51]
1
ν
(g) = 2− 2
5
g +
46
675
g2 − 0.0505008046 g3 (4.10)
+0.0389512948 g4 − 0.0431756245 g5
+0.0543061773 g6 − 0.079018231 g7 +O(g8).
In Abbildung 4.7 sind die Partialsummen fu¨r b = 5.5, q = 0 und r = 0 zu sehen.
Es gibt keine Plateaus. Die Ordnungen na¨hern sich dem vermuteten exakten Wert
von oben.
In Tabelle 4.4 sind die optimierten Resummationsparameter aufgelistet.
Die Abbildung 4.7 zeigt die Partialsummen mit diesen Parameterwerten. Bis zur
4. Ordnung gibt es eine Einschachtelung. Dann wandern die Plateaus von der
vierten zur siebten Ordnung immer weiter nach unten. Es fa¨llt deshalb schwer,
einen Zentralwert und Fehler festzulegen.
Ordnung b q r
2 2.6 0.20 0
3 5.0 0.32 0
4 5.3 0.10 0
5 7.5 0.12 0
6 7.4 0.13 0
7 6.7 0.33 0
Tabelle 4.4: Optimierte Resummationsparameter fu¨r 1
ν
(g∗)
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Abbildung 4.7: Partialsummen von 1/ν mit b = 5.5, q = 0, r = 0.
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Abbildung 4.8: Partialsummen von 1/ν mit optimalen b, q und r.
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Es wird eine Idee aus [6] verwendet, um diese Probleme zu lo¨sen. Es wird die
Funktion
I(g;A; s, c1, c2, c3) =
3∑
j=1
cj
∫ ∞
0
dx
e−x xj/2−1
(1 + Ag x)s
(4.11)
(siehe Gl. (4.16) und (4.17) in [6]) verwendet. Die Funktionswerte ko¨nnen exakt
berechnet werden und diese Funktion kann nach ganzen Ordnungen in g ent-
wickelt werden. Die Entwicklungskoeffizienten haben auch ein wie in Gleichung
(3.10) angegebenes Hochordnungsverhalten. Die Partialsummen ko¨nnen mit ei-
ner Addition der ersten Summanden der Entwicklung dieser Funktion I und an-
schließender Subtraktion des exakten Wertes von I beeinflußt werden. Bei einer
Summation bis unendlich verschwindet diese Abha¨ngigkeit.
f(g) =
∞∑
k=0
fk g
k (4.12)
= f˜(g)− I(g;A; s, c1, c2, c3) (4.13)
=
∞∑
k=0
f˜k g
k − I(g;A; s, c1, c2, c3). (4.14)
Die Konstanten s, c1, c2 und c3 werden so gewa¨hlt, daß die Verha¨ltnisse der
Koeffizienten f˜L/f˜L−1, f˜L−1/f˜L−2 und f˜L−2/f˜L−3 den entsprechenden Verha¨ltnis-
sen der Potenzreihe von 1/γ nahekommen (wie in [6]). Die Gutartigkeit von 1/γ
wird so teilweise auf zu resummierende Reihe f(g) u¨bertragen. Das Ziel ist eine
Einschachtelung durch die Plateaus.
Mit s = 5.986, c1 = 0.05566, c2 = −0.04378 und c3 = 0.00852 und Subtraktion
von 0.04999311 gilt
1
ν
(g) = f˜(g)− 0.04999311 mit (4.15)
f˜(g) = 2.0624254347463− 0.4134332093405 g (4.16)
0.0736018706590 g2 − 0.0533028915978 g3
0.0406203113466 g4 − 0.0443455137896 g5
0.0554327101475 g6 − 0.0807908108634 g7 +O(g8).
Mit den in Tabelle 4.5 aufgelisteten, idealen Resummationsparametern ergibt sich
das in Abbildung 4.9 dargestellte Bild. Es gibt in allen gezeigten Ordnungen gute
Plateaus eine Einschachtelung wird erzielt.
Das Resultat ist
1
ν
= 1.4927± 0.0014. (4.17)
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Ordnung b q r
3 2.770 0.2655 -0.1199
4 4.688 0.0006 -0.0775
5 5.535 -0.1098 -0.2495
6 6.468 -0.0787 -0.2204
7 7.614 -0.1729 -0.2566
Tabelle 4.5: Ideale Resummationsparameter fu¨r 1
ν
(g∗) = f˜(g∗)− 0.04999311
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Abbildung 4.9: Partialsummen von 1/γ = f(g∗)−0.04999311 mit optimalen b, q, r.
Die Abbildung 4.10 zeigt einige Resultate. Im Vergleich zur Borelsummation [69]
wird der Fehler veringert. Es besteht, vom Resultat aus [39] abgesehen, U¨berein-
stimmung mit der Variationsrechnung. Zwischen dem Resultat von hier und dem
Weltraumexperiment [44] gibt es keine u¨berlappenden Fehlerbalken. Es besteht
eine Diskrepanz zu den numerischen Resultaten [11, 12].
Aus 1/ν ko¨nnen die Exponenten ν und α berechnet werden.
ν = 0.66993± 0.00063 (4.18)
α = −0.0098± 0.0019. (4.19)
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Abbildung 4.10: Vergleich der Resultate fu¨r 1/ν aus [11, 12, 39, 40, 41, 44, 69].
Kapitel 5
Borelsummation von
Amplitudenfunktionen
Die Amplitudenverha¨ltnisse [20, 27]
P = α−1
[
1− A+
A−
]
= α−1
[
1−
(
2νP ∗+
3/2− 2νP ∗+
)α (
1− α (uF− − uF+)
∗
4ν(uB)∗ + α(uF−)∗
)]
,(5.1)
RTξ =
4pi(u∗)2/3
(uG)∗
(
3
2
− 2νP ∗+
)2/3 (4ν(uB)∗ + α(uF−)∗
16pi
)1/3
und (5.2)
ξ+0 /ξ
T
0 =
(uG)∗
4piu∗
(
2νP ∗+
3
2
− 2νP ∗+
)ν
(5.3)
werden berechnet. Dazu werden die in den Amplitudenverha¨ltnissen vorkommen-
den Amplitudenfunktionen am Fixpunkt der Viererkopplung borelsummiert. Der
Fixpunkt wird aus [15] u¨bernommen:
u∗ = 0.03610± 0.00013. (5.4)
Die Amplitudenfunktion F+(u) hat bis zur fu¨nften Ordnung Sto¨rungstheorie keine
alternierenden Koeffizienten. A+/A− wurde deshalb in [27] so umgeschrieben, daß
F+(u) nur in der Differenz F−(u)−F+(u) vorkommt. F−(u) zeigt diese Probleme
nicht.
5.1 F−(u∗)− F+(u∗)
Bei der Spezifischen Wa¨rme muß zusa¨tzlich zu den multiplikativen Renormierun-
gen auch eine additive Renormierung durchgefu¨hrt werden (2.14).
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Die dimensionslosen Amplitudenfunktionen werden mittels [27]
Γ
(2,0)
± (ξ±, u, µ, d) =: −
1
4
µ−εAdF±(µξ±, u, d) (5.5)
definiert.
Bei dieser Differenz von Amplitudenfunktionen hebt sich der Anteil der additiven
Renormierung weg. F−(u) startet in niedrigster Ordung mit einem u−1-Term.
Deshalb wird u(F−(u)− F+(u)) resummiert. Es gilt [55, 57]
u(F−(u)−F+(u)) = 0.5− 2u+80u2− 5825.546191u3+524757.2716u4+O(u5).
(5.6)
In Abbildung 5.1 sind die Partialsummen mit b = 4.5, q = 0 und r = 0 abgebildet.
Die 4. Ordnung hat ein Plateau. Vor allem die Ordnung 3 muß verbessert werden.
Das Plateau der 4. Ordnung und das Maximum der 3. Ordnung liegen zufa¨llig
sehr dicht beieinander.
In Tabelle 5.1 sind die optimierten Resummationsparameter aufgelistet. Mit die-
sen werden mo¨glichst breite Plateaus der Partialsummen realisiert.
Ordnung b q r
1 2.96 0.000 0.655
2 3.90 0.065 -0.600
3 6.41 0.020 1.630
4 4.80 0.360 0.000
Tabelle 5.1: Optimierte Resummationsparameter fu¨r u∗(F−(u∗)− F+(u∗)).
Die Abbildung 5.2 zeigt die Partialsummen u¨ber a mit den optimierten Parame-
terwerten aus Tabelle 5.1. Ab Ordnung 2 gibt es breite Plateaus. Die geraden
Ordnungen liegen oberhalb der ungeraden Ordnungen. Eine Einschachtelung ist
vorhanden.
Der Zentralwert liegt zwischen den Ordnungen 3 und 4. Der Fehler ist der Abstand
des Zentralwertes zur 3. Ordnung. Das Resultat der Borelsummation ist
u∗(F−(u∗)− F+(u∗)) = 0.46094± 0.00081. (5.7)
Hinzu kommt der Fehler von u∗.
(u∗ − du∗) (F−(u∗ − du∗)− F+(u∗ − du∗)) = 0.46104 (5.8)
(u∗ + du∗) (F−(u∗ + du∗)− F+(u∗ + du∗)) = 0.46084. (5.9)
Das Gesamtresultat ist
u∗(F−(u∗)− F+(u∗)) = 0.46094± 0.00081± 0.00010. (5.10)
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Abbildung 5.1: Partialsummen von u∗(F−(u∗) − F+(u∗)) mit b = 4.5, q = 0 und
r = 0.
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Abbildung 5.2: Partialsummen von u∗(F−(u∗)−F+(u∗)) mit optimierten b, q und
r.
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5.2 F−(u∗)
In Gleichung (5.5) wird F−(u∗) definiert.
F−(u) startet in niedrigster Ordung mit einem u−1-Term. Deshalb wird uF−(u)
resummiert. Es gilt [55, 57]
uF−(u) = 0.5− 4u+ 64u2 −−5918.0732u3 + 522326.407u4 +O(u5). (5.11)
Die Abbildung 5.3 zeigt die Partialsummen mit b = 4.5, q = 0 und r = 0. Die
Ordnungen liegen vergleichsweise dicht beieinander. In diesem Sinne konvergiert
uF−(u) gut. Aber die Partialsummen weisen schlechte Strukturen auf. Insbeson-
dere die 3. Ordnung verha¨lt sich ungu¨nstig. Mit den optimierten Parametern von
Tabelle 5.2 in Abbildung 5.4 verbessern sich die geraden Ordnungen. Aber die
3. Ordnung ist weiterhin problematisch. Es ist keine Einschachtelung vorhanden.
Der Zentralwert liegt deshalb leicht unterhalb des Plateaus der 4. Ordnung. Als
Fehler wird der Abstand zur 3. Ordnung genommen. Das Ergebnis der Borelsum-
mation ist
u∗F−(u∗) = 0.38298± 0.00545. (5.12)
Mit dem Fehler vom Fixpunkt ergibt sich mit
(u∗ − du∗)F−(u∗ − du∗) = 0.38333 und (5.13)
(u∗ + du∗)F−(u∗ + du∗) = 0.38263 (5.14)
das Gesamtergebnis zu
u∗F−(u∗) = 0.38298± 0.00545± 0.00035. (5.15)
Ordnung b q r
1 2.69 -0.99 0.99
2 2.50 -0.64 2.49
3 2.63 -0.91 1.80
4 2.50 -0.90 2.01
Tabelle 5.2: Optimierte Resummationsparameter fu¨r u∗F−(u∗).
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Abbildung 5.3: Partialsummen von u∗F−(u∗) mit b = 4.5, q = 0 und r = 0.
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Abbildung 5.4: Partialsummen von u∗F−(u∗) mit den optimierten Parametern
aus Tabelle 5.2.
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5.3 P+(u
∗)
Die Sto¨rungsreihe P˚+(uoξ+, d = 3) wird mittels [25, 26, 27]
P˚+(u0ξ
ε
+, d = 3) :=
(
∂r0
∂ξ−2+
)
u0
(5.16)
definiert. Die renormierten Funktion P+ aus
P˚+(u0ξ
ε
+, d = 3) =: Zr(u, ε = 1)P+(µξ, u, d = 3) (5.17)
besitzt die Entwicklung
P+(u) = 1− 8u+ 16u2 − 1094.76210926429u3 + 31742.7063158311u4
−1763840.18805877u5 +O(u6). (5.18)
Abbildung 5.5 zeigt die Partialsummen u¨ber a mit b = 5.5, q = 0 und r =
0. Die Ordnungen konvergieren von oben. Es gibt keine Plateaus. In Tabelle
5.3 sind die optimierten Resummationsparameter aufgelistet. Auch mit diesen
Parameterwerten ergibt sich nur eine kleine Verbesserung (5.5). Zumindest in
den ungeraden Ordnungen 3 und 5 gibt es nun Plateaus. Die Anna¨herung erfolgt
weiterhin von oben, wobei die 5. Ordnung auch unterhalb des exakten Wertes
liegen ko¨nnte.
Ordnung b q r
2 3.50 -0.97 1.30
3 5.27 -0.02 0.00
4 3.50 -0.99 -0.61
5 3.54 2.29 2.37
Tabelle 5.3: Optimierte Resummationsparameter fu¨r P+(u
∗).
Der Zentralwert wird leicht unterhalb des Plateaus der 5. Ordnung gewa¨hlt. Der
Fehler ergibt sich aus dem Abstand zum Minimum der 4. Ordnung.
P+(u
∗) = 0.7001± 0.0041. (5.19)
Der Fehler von u∗ muß noch beru¨cksichtigt werden.
P+(u
∗ − du∗) = 0.7014 (5.20)
P+(u
∗ + du∗) = 0.6989. (5.21)
Das Gesamtresultat ist
P+(u
∗) = 0.7001± 0.0041± 0.0013. (5.22)
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Abbildung 5.5: Partialsummen von P+(u
∗) mit b = 5.5, q = 0, r = 0.
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Abbildung 5.6: Partialsummen von P+(u
∗) den optimierten Parametern aus Ta-
belle 5.3.
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5.4 B(u∗)
Im Zusammenhang zur additiven Renormierung wird die Amplitudenfunktion
B(u) definiert [27].
4B(u) := [2 ζr(u)− ²]A(u, ²) + βu(u, ²)∂A(u, ²)
∂u
. (5.23)
Fu¨r das die Berechnung des Amplitudenverha¨ltnisesA+/A− wird u∗B(u∗) beno¨tigt.
Die Koeffizienten der Reihe sind [29]
u∗B(u∗) = u+ 24u3 − 2256.0676612447719626u4
+141294.32879763790074u5 +O(u6). (5.24)
Die Abbildung 5.7 zeigt Partialsummen u¨ber a mit b = 3.5, q = 0 und r = 0. Die
Ordnungen 2 bis 4 haben Wendepunkte mit negativer Steigung. In Tabelle 5.4
sind die optimierten Parameterwerte aufgelistet.
Ordnung b q r
2 1.50 -1.00 0.71
3 1.81 -0.31 -0.60
4 3.89 -0.33 0.61
5 1.50 -1.00 2.50
Tabelle 5.4: Optimierte Resummationsparameter fu¨r u∗B(u∗).
In Abbildung 5.8 wird die signifikante Verbesserung sichtbar. Ab der 2. Ordnung
sind gute Plateaus vorhanden. Fu¨r eine Einschachtelung mu¨ßte die 4. Ordnung
unter der 5. Ordnung liegen. Da dies nicht der Fall ist, wird als Zentralwert das
Plateau der 5. Ordnung genommen. Der Fehler ist der Abstand zur 4. Ordnung.
u∗B(u∗) = 0.03609± 0.00018. (5.25)
Mit
(u∗ − du∗)B(u∗ − du∗) = 0.03596 und (5.26)
(u∗ + du∗)B(u∗ + du∗) = 0.03622 (5.27)
ergibt sich
u∗B(u∗) = 0.03609± 0.00018± 0.00013. (5.28)
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Abbildung 5.7: Partialsummen von uB(u∗) mit b = 3.5, q = 0 und r = 0.
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Abbildung 5.8: Partialsummen von uB(u∗) den optimierten Parametern aus Ta-
belle 5.4.
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5.5 G(u∗)
Die dimensionslose Amplitudenfunktion des Helizita¨tsmoduls Υ˚ wird mittels [54,
56]
Υ(ξ−, u, µ, d) =: ξ2−d− AdG(µξ−, u, d) (5.29)
definiert.
Die Reihe G(u) entha¨lt einen 1
u
-Term ,und deshalb wird u∗G(u∗) berechnet [55]:
u∗G(u∗) =
1
8
+
1
3
u+ 9.951842428u2 − 1015.271555u3 +O(u4). (5.30)
Die Abbildung 5.9 zeigt die Partialsummen u¨ber a mit b = 4.5, q = 0 und r = 0.
Es gibt ein Maximum in der 1. Ordnung, einen Wendepunkt mit positiver Stei-
gung in der 2. Ordnung und ein breites Maximum in der 3. Ordnung. Mit den
optimierten Parameterwerten aus Tabelle 5.5 wird eine signifikante Verbesserung
erzielt. Das Maximium in der ersten Ordnung wird breiter. Die ho¨heren Ordnun-
gen besitzen breite Plateaus. Eine Einschachtelung ist vorhanden. Obwohl nur
wenige Ordnungen zur Verfu¨gung stehen, kann G(u) sehr gut mit der optimier-
ten Borelsummation berechnet werden.
Ordnung b q r
1 2.50 -1.00 1.30
2 6.45 -1.00 -2.14
3 6.50 -1.00 -0.98
Tabelle 5.5: Optimierte Resummationsparameter fu¨r u∗G(u∗).
Das Resultat ist
u∗G(u∗) = 0.13946± 0.00127. (5.31)
Mit
(u∗ − du∗)G(u∗ − du∗) = 0.13940 und (5.32)
(u∗ + du∗)G(u∗ + du∗) = 0.13951 (5.33)
ergibt sich
u∗G(u∗) = 0.13946± 0.00127± 0.00006. (5.34)
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Abbildung 5.9: Partialsummen von u∗G(u∗) mit b = 4.5, q = 0 und r = 0.
-3 -2 -1 0 1 2 3 4
a
0,12
0,13
0,14
0,15
u
*
G
(u*
)
1
2
3
Ordnung
Abbildung 5.10: Partialsummen von u∗G(u∗) mit den optimierten Parametern
aus Tabelle 5.5.
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5.6 fϕ(u
∗)
fϕ ist die dimensionslose Amplitudenfunktion des Ordnungsparameters [27, 57].
M2(ξ−, u, µ, d) = Z−1ϕ (u, ε)M
2
0 (ξ−, µ
εA−1d ZuZ
−2
ϕ u, d)
=: ξ2−dfϕ(µξ−, u, d) (5.35)
Weil die Reihe von fϕ(u) mit einem
1
u
Term anfa¨ngt, wird ufϕ(u) resummiert.
u∗fϕ(u∗) =
1
8
+ 8.19630571729586u2 + 1043.0897236044u3 +O(u4). (5.36)
Die Abbildung zeigt die Partialsummen u¨ber a mit b = 4.5, q = 0 und r = 0. Die
2. Ordnung besitzt ein Plateau. In der 3. Ordnung gibt es einen Wendepunkt mit
großer positiver Steigung. In Tabelle 5.6 sind die idealen Resummationsparameter
aufgelistet. Die Abbildung 5.11 zeigt die signifikante Verbesserung. Das Maximum
der 1. Ordnung ist breiter, und das Plateau der 2. Ordnung besser. Die 3. Ordnung
besitzt nun ein breites Maximum.
Ordnung b q r
1 2.50 -1.00 2.08
2 5.90 -0.37 0.00
3 2.50 -1.00 1.41
Tabelle 5.6: Optimierte Resummationsparameter fu¨r u∗fϕ(u∗).
Das Ergebnis der Borelsummation ist
u∗fϕ(u∗) = 0.125441± 0.002288. (5.37)
Mit dem Fehler aus dem Fixpunkt und
(u∗ − du∗) fϕ(u∗ − du∗) = 0.125444 (5.38)
(u∗ − du∗) fϕ(u∗ − du∗) = 0.125437 (5.39)
ergibt sich das Gesamtergebnis
u∗fϕ(u∗) = 0.1254± 0.0023. (5.40)
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Abbildung 5.11: Partialsummen von u∗fϕ(u∗) mit b = 4.5, q = 0 und r = 0.
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Abbildung 5.12: Partialsummen von u∗fϕ(u∗) den optimierten Parametern aus
Tabelle 5.6.
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Kapitel 6
Universelle
Amplitudenverha¨ltnisse
6.1 A+/A−
A+/A− ist das Verha¨ltnis der fu¨hrenden Amplituden der spezifischen Wa¨rme
oberhalb und unterhalb von TC und eignet sich gut fu¨r einen Vergleich der Theorie
mit experimentellen Ergebnissen. Die fu¨r die analytische Berechnung gu¨nstigste
Form ist [20, 27]
A+
A−
=
(
2νP ∗+
3/2− 2νP ∗+
)α (
1− α (uF− − uF+)
∗
4ν(uB)∗ + α(uF−)∗
)
. (6.1)
In der Amplitudenkombination
P = α−1
(
1− A+
A−
)
(6.2)
= α−1
[
1−
(
2νP ∗+
3/2− 2νP ∗+
)α (
1− α (uF− − uF+)
∗
4ν(uB)∗ + α(uF−)∗
)]
(6.3)
ist die Abha¨ngigkeit von α unterdru¨ckt.
Fu¨r den Zentralwerte von P werden die Zentralwerte aus den Gleichungen (4.18),
(4.19), (5.10), (5.15), (5.22) und (5.28) in Gleichung (6.3) eingesetzt. Bei der
Berechnung des Fehlers von P ∗+ werden die Zentralwerte der anderen Gro¨ßen
beibehalten. Es wird P ∗+ = 0.7001− 0.0041 aus Gleichung (5.22) in die Gleichung
(6.3) eingesetzt. Dasselbe wird mit P ∗+ = 0.7001 + 0.0041 gemacht. Der Beitrag
der Resumation von P ∗+ zum Fehler von P ist die Differenz zwischen P mit P
∗
+ =
57
58 6. Universelle Amplitudenverha¨ltnisse
0.7001− 0.0041 und P mit P ∗+ = 0.7001 + 0.0041. Bei den anderen Gro¨ßen wird
analog vorgegangen. Der Exponent ν wird immer mit der Hyperskalenrelation
3 ν = 2 − α aus α berechnet. Deshalb ist der Beitrag von ν zum Fehler von P
im Beitrag von α enthalten. Zur Bestimmung des Beitrages von u∗ wird P fu¨r
u∗ = 0.03610− 0.00013 und fu¨r u∗ = 0.03610 + 0.00013 berechnet. Dazu werden
die Zentralwerte von α und ν und die Gleichungen (5.8), (5.13), (5.20) und (5.26)
bzw. die Gleichungen (5.9), (5.14), (5.21) und (5.27) in Gleichung (6.3) eingesetzt.
Der Beitrag von u∗ zum Fehler von P ist die Differenz.
P P ∗+ (uF− − uF+)∗ (uB)∗ (uF−)∗ α u∗
4.423± 0.096 Fehler 0.016 0.009 0.026 0.003 0.027 0.015
Um den Anteil der Amplitudenfunktionen besser vergleichen zu ko¨nnen, werden
fu¨r die Exponenten das Ergebnis aus [44] α = −0.0127± 0.0003⇒ ν = 0.6709±
0.0001 verwendet und statt den Gleichungen (4.18) und (4.19) in Gleichung (6.3)
eingesetzt.
P P ∗+ (uF− − uF+)∗ (uB)∗ (uF−)∗ α u∗
4.464± 0.075 Fehler 0.017 0.009 0.026 0.004 0.005 0.015
In [55] wurde α = −0.01056± 0.00038 verwendet. Das ist der Grund fu¨r die Ver-
schiebung des Zentralwertes im Vergleich zum dort vero¨ffentlichten P = 4.433±
0.077.
Die Abbildung 6.1 vergleicht einige Vero¨ffentlichungen fu¨r P. Es besteht eine
Diskrepanz zum Weltraumexperiment [44]. Zur numerischen Arbeit [12] mit ver-
gleichsweise großem Fehler besteht ein U¨berlapp der Fehlerbalken. Zu den beiden
anderen numerischen Arbeiten [19, 34] gibt es Diskrepanzen.
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Abbildung 6.1: Verha¨ltnis der fu¨hrenden Amplituden der spezifischen Wa¨rme,
Vergleich mit den Vero¨ffentlichungen fu¨r P aus [12, 19, 34, 44, 55]
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6.2 RTξ
Das Verha¨ltnis aus spezifischer Wa¨rme unterhalb von TC und Helizita¨tsmodul
(superfluide Dichte)
RTξ = A
1
d−A
−1
Υ mit AΥ = ξ
2−d
− AdG
∗ (6.4)
ist in drei Dimensionen auch als
RTξ = A
1
3−ξ
T
0 (6.5)
bekannt. Berechnet wird das Verha¨ltnis in der Form [27]
RTξ =
4pi(u∗)2/3
(uG)∗
(
3
2
− 2νP ∗+
)2/3 (4ν(uB)∗ + α(uF−)∗
16pi
)1/3
. (6.6)
Es werden die Zentralwerte aus den Gleichungen (4.18), (4.19), (5.4), (5.15),
(5.22), (5.28) und (5.34) in die Gleichung (6.6) eingesetzt und der Zentralwert von
RTξ berechnet. Bei der Berechnung der Beitra¨ge der einzelnen Gro¨ßen zum Fehler
von RTξ werden weiterhin die Zentralwerte der anderen Gro¨ßen in (6.6) eingesetzt.
Zum Beispiel wird fu¨r (uF−)∗ in (6.6) zum einen u∗F−(u∗) = 0.38298 − 0.00545
zum anderen u∗F−(u∗) = 0.38298+0.00545 aus Gleichung (5.15) in die Gleichung
(6.6) eingesetzt und die Differenz gebildet. Es wird analog mit den anderen Gro¨ßen
umgegangen. ν wird als abha¨ngig von α behandelt und mit der Relation 3 ν =
2 − α berechnet. Fu¨r den Fehler von u∗ werden die Gleichungen (5.4), (5.13),
(5.20), (5.26) und (5.32) bzw. die Gleichungen (5.4), (5.14), (5.21), (5.27) und
(5.33) in die Gleichung (6.6) eingesetzt.
RTξ P
∗
+ (uB)
∗ (uF−)∗ (uG)∗ α u∗
0.8227± 0.0222 Fehler 0.0054 0.0014 0.0002 0.0075 0.0027 0.0050
Um den Anteil der Amplitudenfunktionen besser vergleichen zu ko¨nnen, werden
fu¨r die Exponenten das Ergebnis aus [44] α = −0.0127± 0.0003⇒ ν = 0.6709±
0.0001 verwendet und statt den Gleichungen (4.18) und (4.19) in die Gleichung
(6.6) eingesetzt.
RTξ P
∗
+ (uB)
∗ (uF−)∗ (uG)∗ α u∗
0.8185± 0.0199 Fehler 0.0054 0.0014 0.0002 0.0075 0.0004 0.0050
Auch fu¨r das universelle Amplitudenverha¨ltnis RTξ (n=2) ist ein genauer experi-
menteller Wert vero¨ffentlicht worden [1, 2]:
RTξ = 0.84± 0.02. (6.7)
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Abbildung 6.2: Verha¨ltnis aus spezifischer Wa¨rme unterhalb von TC und Heli-
zita¨tsmodul, Vergleich mit den Resultaten fu¨r RTξ aus [1, 2, 19, 57]
Die analytische Berechnung in [57] brachte das Ergebnis RTξ = 0.819± 0.009. In
der numerischen Arbeit [19] wurde RTξ = 1.167± 0.0036 vero¨ffentlicht.
Der gro¨ßere Fehler der hier durch gefu¨hrten Resummation kommt von der Am-
plitudenfunktion uG. In [57] wurde der Fehler von uG unterscha¨tzt. Die analy-
tischen Berechnungen besta¨tigen sich. Auch mit dem Experiment [1, 2] stimmt
das hier erzielte Ergebnis u¨berein. Zum numerischen Ergebnis in [19] gibt es eine
Diskrepanz.
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6.3 ξ+0 /ξ
T
0
Das Verha¨ltnis der Korrelationsla¨nge oberhalb von TC zur transversalen Korre-
lationsla¨nge wird mittels [27]
ξ+0 /ξ
T
0 =
(uG)∗
4piu∗
(
2νP ∗+
3
2
− 2νP ∗+
)ν
(6.8)
berechnet. Es werden die Zentralwerte aus den Gleichungen (4.18), (5.4), (5.22)
und (5.34) in die Gleichung (6.8) eingesetzt und der Zentralwert von ξ+0 /ξ
T
0 be-
rechnet. Bei der Berechnung der Beitra¨ge der einzelnen Gro¨ßen zum Fehler von
ξ+0 /ξ
T
0 werden weiterhin die Zentralwerte der anderen Gro¨ßen in (6.8) eingesetzt.
Zum Beispiel wird fu¨r (uG)∗ in (6.8) zum einen u∗G(u∗) = 0.13946−0.00127 zum
anderen u∗G(u∗) = 0.13946+0.00127 aus Gleichung (5.34) in die Gleichung (6.8)
eingesetzt und die Differenz gebildet. Es wird analog mit den anderen Gro¨ßen um-
gegangen. Fu¨r den Fehler von u∗ werden die Gleichungen (5.4), (5.20) und (5.32)
bzw. die Gleichungen (5.4), (5.21) und (5.33) in die Gleichung (6.8) eingesetzt.
ξ+0 /ξ
T
0 P
∗
+ (uG)
∗ ν u∗
0.4333± 0.0122 Fehler 0.0045 0.0040 0.0009 0.0028
Um den Anteil der Amplitudenfunktionen besser vergleichen zu ko¨nnen, werden
fu¨r die Exponenten das Ergebnis aus [44] α = −0.0127± 0.0003⇒ ν = 0.6709±
0.0001 verwendet und statt den Gleichungen (4.18) und (4.19) in die Gleichung
(6.8) eingesetzt.
ξ+0 /ξ
T
0 P
∗
+ (uG)
∗ ν u∗
0.4347± 0.0115 Fehler 0.0046 0.0040 0.0002 0.0028
Fu¨r dieses Amplitudenverha¨ltnis gibt es kaum Vergleichswerte in der Literatur.
Die Berechnung in [57] fu¨hrt auf ξ∗0/ξ
T
0 = 0.4398± 0.0058.
In [57] wurde der Fehler von uG [57] unterscha¨tzt. Dies erkla¨rt den gro¨ßeren
Fehler der hier durchgefu¨hrten Rechnung.
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Abbildung 6.3: Verha¨ltnis der Korrelationsla¨nge oberhalb von TC zur transversa-
len Korrelationsla¨nge, Vergleich mit den Ergbnis fu¨r ξ∗0/ξ
T
0 aus [57].
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Kapitel 7
Zusammenfassung und Ausblick
In dieser Arbeit wird ein neues Konzept zur geeigneten Wahl von Resummations-
parametern eingefu¨hrt. Die Strukturen von Partialsummen in Abha¨ngigkeit von
Parameter a werden untersucht und optimiert. Das Verfahren besteht den Test am
exakt bekannten anharmonischen Oszillator. Die Maximierung der Breite der Pla-
teaus fu¨hrt bei einigen Reihen zu einer Einschachtelung. Insbesondere bei diesen
gutartigen Reihen wie 1/γ ist das neue Konzep sehr erfolgreich. Auch Amplitu-
denfunktionen wie zum Beispiel F− − F+, fu¨r die weniger Koeffizienten bekannt
sind, ko¨nnen zuverla¨ssig und genau resummiert werden. Bei der Resummation
von 1/ν wird die Gutartigkeit von 1/γ ausgenutzt, um das Konvergenzverhalten
der problematischeren Reihe von 1/ν zu verbessern. Auf diese Weise kann die Re-
summation von einigen Reihen verbessert werden, deren Partialsummen weniger
gute Strukturen aufweisen. Dieser Ansatz ist noch nicht fest etabliert und sollte
in Zukunft getestet werden.
Die folgenden Ergebnisse fu¨r Exponenten der (d = 3, n = 2) Universalita¨tsklasse
werden erzielt:
γ = 1.31652± 0.00038 (7.1)
ν = 0.66993± 0.00063 (7.2)
α = −0.0098± 0.0019. (7.3)
Die sehr genauen Resummationen von Amplitudenfunktionen am Fixpunkt u∗
wurden erst durch die Berechnung hoher Ordnungen der Sto¨rungsreihen in [55,
57] mo¨glich (fϕ(u
∗) und G(u∗) in 3-loop, F−(u∗) in 4-loop). Jede zusa¨tzliche
Ordnung liefert weitere Informationen und erleichtert die Resummation. Das neue
Konzept, die Strukturen in jeder Ordnung einzeln zu optimieren, ist besonders bei
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wenigen bekannten Koeffizienten vorteilhaft. Obwohl die Reihe uG(u) nur bis zur
Ordnung u3 zur Verfu¨gung steht, kann diese mit der optimierten Borelsummation
zuverla¨ssig ausgewertet werden. Die berechneten Amplitudenverha¨ltnisse fu¨r d =
3, n = 2 sind
P = 4.423± 0.096 bzw. (7.4)
P = 4.464± 0.075 mit α aus [44], (7.5)
RTξ = 0.823± 0.022 bzw. (7.6)
RTξ = 0.819± 0.020 mit α aus [44] und (7.7)
ξ+0 /ξ
T
0 = 0.433± 0.012 bzw. (7.8)
ξ+0 /ξ
T
0 = 0.435± 0.012 mit α aus [44]. (7.9)
In dieser Arbeit wird die Vorhersage der Universalita¨t der Renormierungsgrup-
pentheorie getestet. Dazu werden Experimente mit 4He unter Mikrogravitation,
analytische Rechnungen im Rahmen der ϕ4-Theorie und numerische Simulationen
von Spinmodellen verglichen. Wegen der hohen Genauigkeit ist dies ein besonde-
rer Test der RG. Die vorhandenen Unstimmigkeiten und Diskrepanzen mu¨ssen
gekla¨rt werden. Es wa¨re allerdings verfru¨ht, diese Diskrepanzen bereits jetzt als
Versagen der Universalita¨tsvorhersage zu verstehen. Grundsa¨tzlich liegen die mei-
sten Resultate trotz verschiedener Systeme und Methoden relativ dicht beieinan-
der.
Das Resummationsverfahren kann auch auf andere Reihen angewendet werden.
Kandidaten sind zum Beispiel andere Komponentenzahlen des Ordnungsparame-
ters: n = 1 und n = 3. Auch andere Amplitudenfunktionen wie z.B. F+ und f
(3,0)
+
ko¨nnen untersucht werden. Die bisher berechneten Amplitudenverha¨ltnissen sind
nur ein kleiner Teil universeller Verha¨ltnisse. Auch in dieser Richtung sind weitere
Anwendungen mo¨glich.
Ein Motiv ist die Berechnung mo¨glichst genauer Vergleichswerte fu¨r die geplanten
NASA-Experimente SUE (Superfluid Universality Experiment[58]) und MISTE
(Microgravity Scaling Theory Experiment[46])[7]. Und die genaue Kenntnis von
Amplitudenverha¨ltnissen verringert die Anzahl der Fitparameter und ermo¨glicht
eine bessere Auswertung der Experimente. Unter Mikrogravitationbedingungen
wird der sto¨rende Einfluß eines inhomogenen Druckes vermieden. Gemessen wird
bei SUE die Superfluide Dichte und die Spezifische Wa¨rme entlang der T (λ)-Linie
von 4He und fu¨r verschiedene Konzentrationen von 3He-4He-Mischungen. Die Uni-
versalita¨t der kritischen Exponenten ν und α sowie der Amplitudenverha¨ltnisse
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A+/A− und Aρ/A
1/3
− wird getestet. Bei MISTE werden thermodynamischen Ei-
genschaften von 3He in der Na¨he des kritischen Punktes TC = 3.3K, der zum
U¨bergang flu¨ssig-gasfo¨rmig geho¨rt, untersucht.
Die Resummation braucht nicht unbedingt am Fixpunkt u∗ zu erfolgen. Es ko¨nnen
auch andere u eingesetzt werden und in Form eines Fits Polynome in u von den
Amplitudenfunktionen und feldtheoretischen Funktionen bestimmt werden. Die
genaue Kenntnis des Funktionenverlaufs der feldtheoretischen Funktionen wird
fu¨r eine Betrachtung der Renormierungsgruppengleichung in nichtlinearer Form
[23, 20, 22, 24] beno¨tigt.
Ein Vorschlag von Dohm ist die systematische Variation des Geometriefaktors
Gd in (2.8, 2.9). Ziel ist die Bestimmung eines idealen Geometriefaktors, bei dem
die Fehler der borelresummierten sto¨rungstheoretischen Resultate fu¨r universelle
Gro¨ßen wie Amplitudenverha¨ltnissen minimal werden (In einer exakten Theorie
mu¨ssen universelle Gro¨ßen unabha¨ngig von GD werden). Erste Untersuchungen
zeigen, daß der ideale Geometriefaktor in der Na¨he von Ad liegt.
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Anhang A
Mathematische Definitionen und
Sa¨tze
Eine Funktion f(z) nennt man analytisch in der Umgebung eines Punktes z0,
wenn sie dort eindeutig ist und eine stetige Ableitung f ′(z) hat.
Satz von Abel: Konvergiert die Reihe
a0 + a1(z − b) + a2(z − b)2 + · · · (A.1)
in einem gewissen Punkt z = z0, so konvergiert sie absolut und gleichma¨ßig in
jedem Punkt im Kreis mit dem Mittelpunkt b und dem Radius R < R0 = |z0−b|.
Jede in einem Kreis |z − b| < R0 analytische Funktion f(z) kann im Inneren des
Kreises durch eine Potenzreihe (A.1) eindeutig dargestellt werden (Taylorreihe).
Divergiert eine Reihe (A.1) in einem Punkt z1, so divergiert sie auch in jedem
Punkt mit |z − b| > |z1 − b| (außerhalb des Kreises).
Fu¨r jede Reihe (A.1) existiert eine Zahl R > 0 derart, daß die Reihe fu¨r |z−b| > R
divergiert. Die Zahl R heißt Konvergenzradius.
Eine Funktion f(z) sei in einem Gebiet B analytisch. Wenn eine analytische
Fortsetzung der Funktion f(z) auf ein Gebiet C, das das Gebiet B entha¨lt,
mo¨glich ist, dann ist diese Fortsetzung eindeutig.
Sind zwei Funktionen in einem gewissen Gebiet analytisch und in einem Teil des
Gebietes identisch, so sind diese Funktionen im ganzen Gebiet identisch.
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Eindeutigkeitssatz: Ist die analytische Fortsetzung von einem gewissen Aus-
gangselement der Funktion aus auf jedem beliebigen Weg innerhalb eines einfach
zusammen-ha¨ngenden Gebietes B mo¨glich, so liefert sie la¨ngs jedes in B liegenden
Weges die ein und dieselbe in B eindeutige Funktion.
Die reelle Funktion f(x) sei fu¨r x > 0 stetig differenzierbar und in x = 0 rechts-
seitig stetig, und
∑∞
k=0 akx
k divergiere fu¨r alle x > 0. Die Potenzreihe
∑∞
k=0 akx
k
ist eine asymptotische Entwicklung der Funktion f(x), wenn
lim
x→0
1
xn
[
f(x)−
n∑
k=0
akx
k
]
= 0 fu¨r jedes feste n, obwohl (A.2)
lim
n→∞
1
xn
∣∣∣∣∣f(x)−
n∑
k=0
akx
k
∣∣∣∣∣ = ∞ fu¨r jedes feste x > 0. (A.3)
(Diese Definition kann verallgemeinert werden.)
Eine Abbildung einer offenen Teilmenge U der komplexen Ebene in die komplexe
Ebene nennt man konform , wenn sie holomorph (komplex differenzierbar) ist
und ihre Ableitung auf ganz U ungleich null ist.
Anhang B
Rechnung zur Borelsummation
Es wird die konvergente Darstellung (Gl. 3.20) hergeleitet.
f(z) = lim
L→∞
∞∑
k=0
fkz
k (B.1)
= lim
L→∞
∫ ∞
o
dt e−ttb
L∑
k=0
fk
Γ(k + b+ 1)
(zt)k. (B.2)
Die konforme Abbildung
zt =
4y
A(1− y)2 (B.3)
(zt)k =
(
4
A
)k ∞∑
j=0
cj,k
j!
yj (B.4)
mit cj,k =
( d
dy
)j (
y
(1− y)2
)k
y=0
wird eingesetzt. Die Integration u¨ber t wird mit
dt =
4
z A(1− y)2dy +
8y
z A(1− y)3dy (B.5)
=
4(1 + y)
z A(1− y)3dy
auf eine Integration u¨ber y umgeschrieben.
f(z) = lim
L→∞
∫ 1
0
dy
4(1 + y)
z A(1− y)3
(
4y
z A(1− y)2
)b
exp
(
− 4y
z A(1− y)2
)
·
L∑
k=0
fk
Γ(k + b+ 1)
(
4
A
)k L∑
j=0
cj,k
j!
yj. (B.6)
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Es wird der Parameter a eingefu¨hrt und mit
(1− y)a = lim
L→∞
L∑
l=0
(−1)la(a− 1) · · · (a− l + 1)
l!
yl (B.7)
erweitert.
f(z) = lim
L→∞
∫ 1
0
dy
4(1 + y)
z A(1− y)3
(
4y
z A(1− y)2
)b
exp
(
− 4y
z A(1− y)2
)
(B.8)
·
L∑
k=0
fk
Γ(k + b+ 1)
(
4
A
)k L∑
j=0
cj,k
j!
yj
1
(1− y)a
·
L∑
l=0
(−1)la(a− 1) · · · (a− l + 1)
l!
yl.
Es wird nach Ordnungen in y sortiert.
f(z) = lim
L→∞
∫ 1
0
dy
4(1 + y)
z A(1− y)3
(
4y
z A(1− y)2
)b
(B.9)
· exp
(
− 4y
z A(1− y)2
)
1
(1− y)a
·
L∑
k=0
fk
Γ(k + b+ 1)
(
4
A
)k
·
L∑
j=0
j∑
m=0
cj−m,k
(j −m)!(−1)
ma(a− 1) · · · (a−m+ 1)
m!
yj.
Durch weitere Umformungen erha¨lt man
f(z) = lim
L→∞
L∑
j=0
j∑
m=0
(−1)ma(a− 1) · · · (a−m+ 1)
(j −m)!m! (B.10)
·
L∑
k=0
(
4
A
)k fk
Γ(k + b+ 1)
cj−m,k
·
(
4
z A
)1+b ∫ 1
0
dy
yb+j(1 + y)
(1− y)3+2b+a exp
(
− 4y
z A(1− y)2
)
.
Durch q und r werden die Koeffizienten fk vermischt. Es wird
z =
z˜
1 + qz˜
(B.11)
zk =
∞∑
l=0
ql−k
dl,k
l!
z˜l (B.12)
mit dl,k =
( d
dx
)l (
x
1 + x
)k
z=0
(B.13)
x = qz˜,
d
dz˜
= q
d
dx
(B.14)
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eingesetzt.
f(z) = lim
L→∞
L∑
k=0
fkz
k (B.15)
= lim
L→∞
L∑
k=0
fk
L∑
l=0
ql−k
dl,k
l!
z˜l. (B.16)
Mit r wird daraus
f(z) = lim
L→∞
1
1 + rz˜
(
f0 +
L∑
k=0
(fk+1 + rfk)
L∑
l=1
ql−k−1
dl,k+1
l!
z˜l
)
. (B.17)
Die Bezeichnungen der Summen und die Reihenfolge werden getauscht.
f(z) = lim
L→∞
1
1 + rz˜
(
f0 +
L∑
k=1
L∑
l=0
(fl+1 + rfl)q
k−l−1dk,l+1
k!
z˜k
)
. (B.18)
Im letzten Schritt wird die Summation u¨ber l vera¨ndert.
f(z) = lim
L→∞
1
1 + rz˜
(
f0 +
L∑
k=1
k∑
l=1
(fl + rfl−1)qk−l
dk,l
k!
z˜k
)
. (B.19)
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Anhang C
Programme
Es wurden einige Fortran90-Programme fu¨r diese Arbeit geschrieben.
Mit ’SLqrb1.f90’ werden die Partialsummen (Gl. 3.20) berechnet. Diese ko¨nnen
zum Beispiel mit ’xmgrace’ graphisch dargestellt werden und optisch ausgewertet
werden.
Mit ’Pqrbstep1.f90’ werden schrittweise die Parameter b, q und r optimiert und
die Breite eines Plateaus (Ungleichung 3.23) maximiert.
Die Programme ’SLqrb2.f90’ und ’Pqrbstep2.f90’ werden fu¨r b < 2 verwendet.
Fu¨r b < 2 sind diese Programme erheblich schneller. Sie sind aber fu¨r b > 2
ungenauer und werden deshalb nur zum Vergleich und fu¨r den anharmonischen
Oszillator verwendet.
In der konvergenten Darstellung (3.8) sind die Integrale Ij(z˜(q); a, b, q) unabha¨ngig
von den Koeffizienten fk der Reihen. Mit dem Programm ’NumInt.f90’ werden
diese Integrale berechnet und abgespeichert. Mit ’SLqrb3.f90’ wird auf diese Da-
ten zugegriffen und Partialsummen sehr schnell berechnet. Auf diese Weise kann
ein grobes Raster der Partialsummen fu¨r verschiedene Parameterwerte erstellt
werden und eine Vorauswahl getroffen werden. Daraus ergeben sich Startwerte
fu¨r ’Pqrbstep1.f90’.
Fu¨r die oben genannten Programme sind einige Prozeduren aus [47] u¨bernommen
worden.
Mit dem Programm ’Findereihe.f90’ wird eine geeignete Reihe (4.11) mit be-
kanntem exakten Wert bestimmt. Es werden geeignete Werte fu¨r s, c1, c2 und c3
gefunden.
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C.1 SLqrb1.f90
Mit dem Program ’SLqrb1.f90’ werden die Partialsummen der konvergenten Dar-
stellung (3.20) berechnet. Zur graphischen Darstellung kann zum Beispiel ’xm-
grace’ verwendet werden.
Die folgenden Eingaben sind erforderlich:
• A aus dem Hochordnungsverhalten (3.10),
• der exakte Wert einer addierten Funktion (4.11),
• die ho¨chste, bekannte Ordnung Lmax,
• die Koeffizienten f0, · · · , fLmax der zu resummierenden Reihe,
• die renormierte Viererkopplung,
• die unteren Grenzen, oberen Grenzen und Anzahl der Schritte fu¨r die Pa-
rameter b, q, r und a und
• die untere und obere Grenze der Ordungen, dessen Partialsummen berech-
net werden sollen.
program SLqrb1
implicit none
double precision :: a, b, bmin, bmax, db, alpha, alphamin, alphamax, add, &
& dalpha, u, q, qmin, qmax, dq, r, rmin, rmax, dr, u2
double precision, allocatable :: fk(:), fk2(:), BS(:), BSerg(:,:)
integer :: i1, i2, i3, i4, i5, kmax, lmin, lmax, bsch, alphasch, qsch, rsch
integer, parameter :: nummer=9
character (len=5) :: inputfile
character (len=31) :: SLout
character (len=23) :: Zout
character (len=25) :: Zsout, Zaout
character (len=4) :: i1asc, i2asc, i3asc, i5asc
open(unit=10, file=’inputqrb’, status=’old’)
read(unit=10, fmt=*) a
read(unit=10, fmt=*) add
read(unit=10, fmt=*) kmax
allocate(fk(0:kmax))
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allocate(fk2(0:kmax))
allocate(BS(0:kmax))
do i1=0, kmax
read(unit=10, fmt=*) fk2(i1)
end do
read(unit=10, fmt=*) u2
read(unit=10, fmt=*) bmin
read(unit=10, fmt=*) bmax
read(unit=10, fmt=*) bsch
read(unit=10, fmt=*) qmin
read(unit=10, fmt=*) qmax
read(unit=10, fmt=*) qsch
read(unit=10, fmt=*) rmin
read(unit=10, fmt=*) rmax
read (unit=10, fmt=*)rsch
read(unit=10, fmt=*) alphamin
read(unit=10, fmt=*) alphamax
read(unit=10, fmt=*) alphasch
allocate(BSerg(0:kmax,0:alphasch))
read(unit=10, fmt=*) lmin
read(unit=10, fmt=*) lmax
close(unit=10)
if (bsch .ne. 0) then
db= (bmax-bmin)/real(bsch)
end if
if (qsch .ne. 0) then
dq= (qmax-qmin)/real(qsch)
end if
if (rsch .ne. 0) then
dr= (rmax-rmin)/real(rsch)
end if
if (alphasch .ne. 0) then
dalpha= (alphamax-alphamin)/real(alphasch)
end if
q=qmin
do i1=0, qsch
u=u2/(1-q*u2)
r=rmin
do i2=0, rsch
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call Sstrich(q, r, fk2, kmax, fk)
b=bmin
do i3=0, bsch
alpha=alphamin
do i4=0, alphasch
call BorelSum(a, b, alpha, u, lmax, fk(0:lmax), BS)
BSerg(:,i4)= BS/(1+r*u2)
BSerg(:,i4)= BSerg(:,i4)-add
alpha=alpha+dalpha
end do
call num(i1, i1asc)
call num(i2, i2asc)
call num(i3, i3asc)
do i5=lmin, lmax
call num(i5, i5asc)
SLout= ’S_L.q’ // i1asc // ’.r’ // i2asc // ’.b’ &
& // i3asc // ’.L’ // i5asc // ’.dat’
open(nummer, file=SLout, status=’new’)
write(nummer, *) ’#a’, a
write(nummer, *) ’#u2’, u2
write(nummer, *) ’#add’, add
write(nummer, *) ’#kmax’, kmax
do i4=0, kmax
write(nummer, *) ’#fk2’, i4, fk2(i4)
end do
write(nummer, *) ’#b’, b
write(nummer, *) ’#q’, q
write(nummer, *) ’#r’, r
do i4=0, kmax
write(nummer, *) ’#fk’, i4, fk(i4)
end do
write(nummer, *) ’#u’, u
write(nummer, *) ’#l’, i5
alpha=alphamin
do i4=0, alphasch
write(nummer, fmt=’(e20.12, e24.14)’) alpha, BSerg(i5, i4)
alpha=alpha+dalpha
end do
close(unit=nummer) !close S_L
end do
b=b+db
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end do
r=r+dr
end do
q=q+dq
end do
10 format (e24.12, e24.12)
end program
subroutine Sstrich(q, r, fk2, kmax, fk)
implicit none
integer :: i1,j,k, kmax
double precision :: q, r, u, zsumme, test
double precision :: fk(0:kmax), fk2(0:kmax)
integer, dimension(0:10, 0:10) :: bjk
bjk=reshape &
&((/1., 0., 0., 0., 0., 0., 0., 0., 0., 0., 0.,&
& 0., 1., 0., 0., 0., 0., 0., 0., 0., 0., 0.,&
& 0., -1., 1., 0., 0., 0., 0., 0., 0., 0., 0.,&
& 0., 1., -2., 1., 0., 0., 0., 0., 0., 0., 0.,&
& 0., -1., 3., -3., 1., 0., 0., 0., 0., 0., 0.,&
& 0., 1., -4., 6., -4., 1., 0., 0., 0., 0., 0.,&
& 0., -1., 5., -10., 10., -5., 1., 0., 0., 0., 0.,&
& 0., 1., -6., 15., -20., 15., -6., 1., 0., 0., 0.,&
& 0., -1., 7., -21., 35., -35., 21., -7., 1., 0., 0.,&
& 0., 1., -8., 28., -56., 70., -56., 28., -8., 1., 0.,&
& 0., -1., 9., -36., 84., -126., 126., -84., 36., -9., 1./), &
& (/11,11/), order=(/2,1/))
fk(0)=fk2(0)
do j=1, kmax
zsumme=fk2(0)*bjk(j,0)
do k=1, j
zsumme=zsumme+(fk2(k)+r*fk2(k-1))*bjk(j,k)*q**(j-k)
end do
fk(j)=zsumme
end do
return
end subroutine
subroutine BorelSum(a_, b_, alpha_, u_, lmax, fk, BS)
implicit none !Unterstriche sind noetig, weil
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!Variablen an die Funktion uebergeben
!werden und im common block stehen
!sollen
integer :: k, i, lmax, Schritte
double precision :: a_, b_, alpha_, u_,&
& u, alpha, a, b, result, f, XX
double precision :: fk(0:lmax), X(0:lmax), BS(0:lmax)
double precision :: aki(0:10, 0:10)
common /param/ a, b, alpha
common /funkt/ u, k
data aki/1,0,0,0,0,0,0,0,0,0,0,& !aki(i, j)= (d/dx)**i (x/(1-x)**2)**j|
&0,1,0,0,0,0,0,0,0,0,0,& ! |x=0
&0,4,2,0,0,0,0,0,0,0,0,&
&0,18,24,6,0,0,0,0,0,0,0,&
&0,96,240,144,24,0,0,0,0,0,0,&
&0,600,2400,2520,960,120,0,0,0,0,0,&
&0,4320,25200,40320,25920,7200,720,0,0,0,0,&
&0,35280,282240,635040,604800,277200,60480,5040,0,0,0,&
&0,322560,3386880,10160640,13305600,8870400,3144960,564480,40320,0,0,&
&0,3265920,43545600,167650560,.287400960d9,259459200,132088320,38102400,&
&5806080,362880,0,&
&0,36288000,598752000,.2874009600d10,6227020800.,.7264857600d10,&
&4953312000.,2032128000,493516800,65318400,3628800/
a=a_; b=b_; u=u_; alpha= alpha_
do i=0, lmax
X(i)= XX(i, fk, aki, a, alpha, b, lmax)
end do
f=0.0
do i=0, lmax
k= i
call qromo(0.0d0, 1.0d0, result)
f= f+ X(i)* (4.0/u/a)**(b+1.0)* result
BS(i)=f
end do
return
end subroutine
function XX(k, fk, aki, a, alpha, b, kmax)
implicit none
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integer :: k, m, j, kmax
double precision :: aki(0:10, 0:10)
double precision :: XX, a, alpha, b,&
& fk(0:kmax), bin, gamma, fac
XX=0.0
do m=0, k
do j=0, k-m
XX= XX+ (-1.0)**m/fac(k-m)*bin(alpha, m)* (4/a)**real(j)*&
& aki(j, k-m)* fk(j)/ gamma(real(j)+1.0+b)
end do
end do
return
end function
function gamma(xx)
implicit none
double precision :: xx, gammln, gamma
gamma= exp(gammln(xx))
return
end function
function gammln(xx)
double precision :: gammln, xx
integer :: j
double precision :: ser, stp, tmp, x, y, cof(6)
save cof, stp
data cof, stp/76.18009172947146d0, -86.50532032941677d0,&
& 24.01409824083091d0, -1.231739572450155d0,&
& .1208650973866179d-2, -.5395239384953d-5, &
& 2.5066282746310005d0/
x=xx
y=x
tmp=x+5.5d0
tmp= (x+0.5d0)* log(tmp)- tmp
ser= 1.000000000190015d0
do j=1, 6
y=y+ 1.d0
ser= ser+ cof(j)/ y
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end do
gammln= tmp+ log(stp* ser/ x)
return
end function
function fac(l)
implicit none
integer :: faci, l, j
double precision :: fac
faci=1
if (l.ne.0) then
do j=1, l
faci=faci* j
end do
end if
fac= real(faci)
return
end function
function bin(alpha, m)
implicit none
double precision :: alpha, bin
integer :: m, i
bin= 1.0
if (m.gt.0) then
do i=1, m
bin= bin* (alpha- real(i-1))/real(i)
end do
end if
return
end function
subroutine qromo(a, b, ss)
integer :: JMAX, JMAXP, K, KM
double precision :: a, b, ss, EPS
external midpnt
parameter (EPS= 1.0e-14, JMAX= 20, JMAXP=JMAX+ 1, K=5, KM= K-1)
integer :: j
double precision :: dss, h(JMAXP), s(JMAXP)
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h(1)= 1.0
do j=1, JMAX
call midpnt(a, b, s(j), j)
if (j.ge.K) then
call polint(h(j-KM), s(j-KM), K, 0.0d0, ss, dss)
if (abs(dss).le.EPS*abs(ss)) return
endif
s(j+ 1)= s(j)
h(j+ 1)= h(j)/9.0
enddo
pause ’too many steps in qromo’
end subroutine
subroutine polint(xa, ya, n, x, y, dy)
integer :: n, NMAX
double precision :: dy, x, y, xa(n), ya(n)
parameter (NMAX= 10)
integer :: i, m, ns
double precision :: den, dif, dift, ho, hp, w, c(NMAX), d(NMAX)
ns= 1
dif= abs(x-xa(1))
do i=1, n
dift= abs(x-xa(i))
if (dift.lt.dif) then
ns=i
dif=dift
endif
c(i)= ya(i)
d(i)= ya(i)
end do
y=ya(ns)
ns=ns-1
do m=1, n-1
do i=1, n-m
ho= xa(i)-x
hp=xa(i+m)-x
w=c(i+1)-d(i)
den= ho-hp
if(den.eq.0.) pause ’failure in polint’
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den= w/den
d(i)= hp* den
c(i)= ho* den
end do
if (2*ns.lt.n-m)then
dy=c(ns+1)
else
dy= d(ns)
ns= ns-1
endif
y=y+ dy
enddo
return
end subroutine
subroutine midpnt(a, b, s, n)
integer :: n
double precision :: a, b, s, fint
external fint
integer :: it, j
double precision :: ddel, del, sum, tnm, x
if (n.eq.1) then
s= (b-a)*fint(0.5*(a+ b))
else
it= 3**(n-2)
tnm= it
del= (b-a)/(3.*tnm)
ddel= del+ del
x= a+ 0.5* del
sum= 0.0
do j=1, it
sum= sum+ fint(x)
x=x+ ddel
sum= sum+ fint(x)
x= x+ del
enddo
s= (s+ (b-a)* sum/tnm)/3.0
endif
return
end subroutine
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function fint(x) !Vorfaktor des Integranden (4/u/a)
!wird nicht mit uebergeben
!---------------------------------
implicit none
double precision :: u, alpha, a, b, h, x, fint
integer :: k
common /param/ a, b, alpha
common /funkt/ u, k
h= -4.0/u/a*x/(1.0-x)**2
if (h.gt.-657.0) then
fint= (1.0+x)*x**(b+ real(k))/(1.0-x)**(2.0*b+ 3.0+ alpha)* exp(h)
else
fint=0.0
endif
return
end function
!------------------------------------------------------------------------------
!Subroutine gibt Integer 0<=i<=9999 als Zeichenfolge in i_ascii zurueck
!------------------------------------------------------------------------------
subroutine num(i, i_ascii)
implicit none
integer :: i, j, l0, l1, l2, l3
character (len=4) :: i_ascii
j= i
l3= aint(real(j)/1000)
j= j- 1000* l3
l2= aint(real(j)/100)
j= j- 100* l2
l1= aint(real(j)/10)
j= j- 10* l1
l0= j
i_ascii= achar(48+ l3) // achar(48+ l2) // achar(48+ l1) // achar(48+ l0)
return
end subroutine
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C.2 Pqrbstep1.f90
Mit ’Pqrbstep1.f90’ werden schrittweise die Parameter b, q und r optimiert und die
Breite eines Plateaus (Ungleichung 3.23) vergro¨ßert. Dazu werden die Parameter
b, q und r schrittweise variiert und die Breite des Intervalls [a1, a2] maximiert,
bzw. bei gleicher Intervallbreite die linke Seite der Ungleichung (3.23) veringert.
Dazu wird die konvergente Darstellung (3.20) berechnet.
Die folgenden Eingaben sind erforderlich:
• A aus dem Hochordnungsverhalten (3.10),
• der exakte Wert einer addierten Funktion (4.11),
• die ho¨chste, bekannte Ordnung Lmax,
• die Koeffizienten f0, · · · , fLmax der zu resummierenden Reihe,
• die renormierte Viererkopplung,
• die Startwerte und Schrittweiten fur die Parameter b, q und r,
• die untere Grenze, obere Grenze und Anzahl der Schritte fu¨r den Parameter
a,
• die Ordnung L,
• die Konstante D in Ungleichung (3.23) und
• untere Grenzen und obere Grenzen fu¨r die Parameter b, q und r, die nicht
u¨ber- bzw. unterschritten werden du¨rfen.
program Pqrbstep1
implicit none
double precision :: a, b, bstart, db1, alpha, alphamin, alphamax, &
& dalpha, u, q, qstart, dq1, r, rstart, dr1, u2, add
double precision :: BSmin, BSmax, dummy, dBS, dBSmax
double precision :: qmin, qmax, bmin, bmax, rmin, rmax
double precision, allocatable :: fk(:), fk2(:), BS(:), BSerg(:,:), best(:)
double precision, allocatable :: bestref(:)
integer :: i1, i2, i3, i4, i6, kmax, lmax, bsch, alphasch, qsch, &
& rsch, length, qrsch, brsch, alpharsch
integer :: idalpha=10, ialpha1, ialpha2
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character (len=13) :: INTfile
character (len=1) :: lmaxasc
open(unit=10, file=’inputWqrbStep’, status=’old’)
read(unit=10, fmt=*) a
print*, ’#a’, a
read(unit=10, fmt=*) add
print*, ’#add’, add
read(unit=10, fmt=*) kmax
print*, ’#kmax’, kmax
allocate(fk(0:kmax))
allocate(fk2(0:kmax))
do i1=0, kmax
read(unit=10, fmt=*) fk2(i1)
print*, ’#fk2’, i1 , fk2(i1)
end do
allocate(BS(0:kmax))
read(unit=10, fmt=*) u2
print*, ’#u2’, u2
read(unit=10, fmt=*) bstart
read(unit=10, fmt=*) db1
print*, ’#b’, bstart, db1
read(unit=10, fmt=*) qstart
read(unit=10, fmt=*) dq1
print*, ’#q’, qstart, dq1
read(unit=10, fmt=*) rstart
read(unit=10, fmt=*) dr1
print*, ’#r’, rstart, dr1
read(unit=10, fmt=*) alphamin
read(unit=10, fmt=*) alphamax
read(unit=10, fmt=*) alphasch
print*, ’#alpha’, alphamin, alphamax, alphasch
read(unit=10, fmt=*) lmax
allocate(BSerg(0:lmax,0:alphasch))
allocate(best(1:8))
allocate(bestref(1:8))
print*, ’#’, lmax
read(unit=10, fmt=*) dBSmax
print*, ’sBSmax’, dBSmax
read(unit=10, fmt=*) qmin
read(unit=10, fmt=*) qmax
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print*, ’#q Grenzen’, qmin, qmax
read(unit=10, fmt=*) bmin
read(unit=10, fmt=*) bmax
print*, ’#b Grenzen’, bmin, bmax
read(unit=10, fmt=*) rmin
read(unit=10, fmt=*) rmax
close(unit=10)
dalpha= (alphamax-alphamin)/real(alphasch)
best=0.
q=qstart
r=rstart
call Sstrich(q, r, fk2, kmax, fk)
b=bstart
call findebest(a, q, r, b, alphamin, dalpha, alphasch, u2, &
& lmax, fk, dBSmax, best)
bestref=best
write(*,24) lmax
write(*,25) best(1)
write(*,26) best(2)
write(*,27) best(3)
write(*,28) alphamin+dalpha*best(4), &
& alphamin+dalpha*best(5), &
& -(alphamin+dalpha*best(4))+(alphamin+dalpha*best(5))
write(*,29) best(6)-add, best(7)-add
write(*,30) best(8)
do
if ((q-qmin)>(0.99*dq1)) then
q=q-dq1
call Sstrich(q, r, fk2, kmax, fk)
call findebest(a, q, r, b, alphamin, dalpha, alphasch, u2, &
& lmax, fk, dBSmax, best)
q=q+dq1
end if
if ((qmax-q)>0.99*dq1) then
q=q+dq1
call Sstrich(q, r, fk2, kmax, fk)
call findebest(a, q, r, b, alphamin, dalpha, alphasch, u2, &
& lmax, fk, dBSmax, best)
end if
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q=best(2)
if ((r-rmin)>0.99*dr1) then
r=r-dr1
call Sstrich(q, r, fk2, kmax, fk)
call findebest(a, q, r, b, alphamin, dalpha, alphasch, u2, &
& lmax, fk, dBSmax, best)
r=r+dr1
end if
if ((rmax-r)>0.99*dr1) then
r=r+dr1
call Sstrich(q, r, fk2, kmax, fk)
call findebest(a, q, r, b, alphamin, dalpha, alphasch, u2, &
& lmax, fk, dBSmax, best)
end if
r=best(3)
call Sstrich(q, r, fk2, kmax, fk)
if ((b-bmin)>0.99*db1) then
b=b-db1
call findebest(a, q, r, b, alphamin, dalpha, alphasch, u2, &
& lmax, fk, dBSmax, best)
b=b+db1
end if
if ((bmax-b)>0.99*db1) then
b=b+db1
call findebest(a, q, r, b, alphamin, dalpha, alphasch, u2, &
& lmax, fk, dBSmax, best)
end if
b=best(1)
write(*,24) lmax
write(*,25) best(1)
write(*,26) best(2)
write(*,27) best(3)
write(*,28) alphamin+dalpha*best(4), &
& alphamin+dalpha*best(5), &
& -(alphamin+dalpha*best(4))+(alphamin+dalpha*best(5))
write(*,29) best(6)-add, best(7)-add
write(*,30) best(8)
if ((best(1)==bestref(1)) .and.(best(2)==bestref(2)) .and. &
& (best(3)==bestref(3))) then
exit
end if
90 C. Programme
bestref=best
end do
write(*,24) lmax
write(*,25) best(1)
write(*,26) best(2)
write(*,27) best(3)
write(*,28) alphamin+dalpha*best(4), &
& alphamin+dalpha*best(5), &
& -(alphamin+dalpha*best(4))+(alphamin+dalpha*best(5))
write(*,29) best(6)-add, best(7)-add
write(*,30) best(8)
dummy=0.0
q=best(2)
r=best(3)
call Sstrich(q, r, fk2, kmax, fk)
u=u2/(1-q*u2)
alpha=alphamin+dalpha*nint(best(4))
do i4=nint(best(4)), nint(best(5))
call BorelSum(a, b, alpha, u, lmax, fk(0:lmax), BS(0:lmax))
dummy=dummy+BS(lmax)/(1+r*u2)
alpha=alpha+dalpha
end do
dummy=dummy/(best(5)-best(4)+1.)
dummy=dummy-add
write(*,31) lmax, dummy
call num(lmax, lmaxasc)
open(unit=11, file=’WqrbIntStep.out.’// lmaxasc, status=’new’)
50 format(’Erstellt von Wqrbstep’, I10)
write(11,50) lmax
write(11,10) a
10 format (’#a’,F24.14)
write(11,19) add
19 format (’#add’,F24.14)
write(11,11) kmax
11 format (’#kmax’,I10)
do i1=0, kmax
write(11,12) i1 , fk2(i1)
end do
12 format (’fk2’,I10, F24.14)
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write(11,13) u2
13 format (’#u2’,F23.14)
write(11,14) bstart, db1, db2
14 format (’#b’,3F24.14)
write(11,15) qstart, dq1, dq2
15 format (’#q’,3F24.14)
write(11,16) rstart, dr1, dr2
16 format (’#r’,3F24.14)
write(11,17) alphamin, alphamax, alphasch
17 format (’#alpha’,F20.14, F24.14, I10)
write(11,18) lmax
18 format (’#’,I10)
write(11,24) lmax
write(11,25) best(1)
write(11,26) best(2)
write(11,27) best(3)
write(11,28) alphamin+dalpha*best(4), &
& alphamin+dalpha*best(5), &
& -(alphamin+dalpha*best(4))+(alphamin+dalpha*best(5))
write(11,29) best(6), best(7)
write(11,30) best(8)
24 format (’Ergebnis fuer die Ordnung’,I10)
25 format (’b’, F24.14)
26 format (’q’, F24.14)
27 format (’r’, F24.14)
28 format (’alpha’, F20.14, 2F24.14)
29 format (’BS’, F23.14, F24.14)
30 format (’Differenz der BS’, F24.14)
write(11,31) lmax, dummy
31 format (I10, F24.14)
close(unit=11)
end program
subroutine Sstrich(q, r, fk2, kmax, fk)
implicit none
integer :: i1,j,k, kmax
double precision :: q, r, u, zsumme, test
double precision :: fk(0:kmax), fk2(0:kmax)
integer, dimension(0:10, 0:10) :: bjk
bjk=reshape &
&((/1., 0., 0., 0., 0., 0., 0., 0., 0., 0., 0.,&
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& 0., 1., 0., 0., 0., 0., 0., 0., 0., 0., 0.,&
& 0., -1., 1., 0., 0., 0., 0., 0., 0., 0., 0.,&
& 0., 1., -2., 1., 0., 0., 0., 0., 0., 0., 0.,&
& 0., -1., 3., -3., 1., 0., 0., 0., 0., 0., 0.,&
& 0., 1., -4., 6., -4., 1., 0., 0., 0., 0., 0.,&
& 0., -1., 5., -10., 10., -5., 1., 0., 0., 0., 0.,&
& 0., 1., -6., 15., -20., 15., -6., 1., 0., 0., 0.,&
& 0., -1., 7., -21., 35., -35., 21., -7., 1., 0., 0.,&
& 0., 1., -8., 28., -56., 70., -56., 28., -8., 1., 0.,&
& 0., -1., 9., -36., 84., -126., 126., -84., 36., -9., 1./), &
& (/11,11/), order=(/2,1/))
fk(0)=fk2(0)
do j=1, kmax
zsumme=fk2(0)*bjk(j,0)
do k=1, j
zsumme=zsumme+(fk2(k)+r*fk2(k-1))*bjk(j,k)*q**(j-k)
end do
fk(j)=zsumme
end do
return
end subroutine
subroutine findebest(a, q, r, b, alphamin, dalpha, alphasch, u2, &
& lmax, fk, dBSmax, best)
implicit none
double precision :: alpha, alphamin, a, b, u, r, u2, dalpha, dBS, dBSmax, &
& q
integer :: i4, alphasch, lmax, ialpha1, ialpha2
double precision :: fk(0:lmax), BS(0:lmax), BSerg(0:alphasch)
double precision :: best(1:8)
alpha=alphamin
u=u2/(1-q*u2)
do i4=0, alphasch
call BorelSum(a, b, alpha, u, lmax, fk(0:lmax), BS(0:lmax))
BSerg(i4)= BS(lmax)/(1+r*u2)
alpha=alpha+dalpha
end do
dBS=0
ialpha1=0
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ialpha2=0
do
do
if (ialpha2<alphasch) then
dBS=dBS+abs(BSerg(ialpha2+1)-BSerg(ialpha2))
ialpha2=ialpha2+1
else
exit
end if
if (dBS<dBSmax) then
if ((ialpha2-ialpha1)>(best(5)-best(4))) then
best(1)=b
best(2)=q
best(3)=r
best(4)=ialpha1
best(5)=ialpha2
best(6)=BSerg(ialpha1)
best(7)=BSerg(ialpha2)
best(8)=dBS
end if
if (((ialpha2-ialpha1)==(nint(best(5))-nint(best(4)))) &
& .and.(dBS<best(8))) then
best(1)=b
best(2)=q
best(3)=r
best(4)=ialpha1
best(5)=ialpha2
best(6)=BSerg(ialpha1)
best(7)=BSerg(ialpha2)
best(8)=dBS
end if
else
exit
end if
end do
do
if (ialpha1<ialpha2) then
dBS=dBS-abs(BSerg(ialpha1+1)-BSerg(ialpha1))
ialpha1=ialpha1+1
end if
if (dBS<dBSmax) then
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if ((ialpha2-ialpha1)>(best(5)-best(4))) then
best(1)=b
best(2)=q
best(3)=r
best(4)=ialpha1
best(5)=ialpha2
best(6)=BSerg(ialpha1)
best(7)=BSerg(ialpha2)
best(8)=dBS
end if
if (((ialpha2-ialpha1)==(nint(best(5))-nint(best(4)))) &
& .and.(dBS<best(8))) then
best(1)=b
best(2)=q
best(3)=r
best(4)=ialpha1
best(5)=ialpha2
best(6)=BSerg(ialpha1)
best(7)=BSerg(ialpha2)
best(8)=dBS
end if
exit
end if
end do
if (ialpha1==alphasch) then
exit
end if
end do
end subroutine
subroutine BorelSum(a_, b_, alpha_, u_, lmax, fk, BS)
implicit none !Unterstriche sind noetig, weil
!Variablen an die Funktion uebergeben
!werden und im common block stehen
!sollen
integer :: k, i, lmax, Schritte
double precision :: a_, b_, alpha_, u_,&
& u, alpha, a, b, result, f, XX
double precision :: fk(0:lmax), X(0:lmax), BS(0:lmax)
double precision :: aki(0:10, 0:10)
common /param/ a, b, alpha
C.2. Pqrbstep1.f90 95
common /funkt/ u, k
data aki/1,0,0,0,0,0,0,0,0,0,0,& !aki(i, j)= (d/dx)**i (x/(1-x)**2)**j|
&0,1,0,0,0,0,0,0,0,0,0,& ! |x=0
&0,4,2,0,0,0,0,0,0,0,0,&
&0,18,24,6,0,0,0,0,0,0,0,&
&0,96,240,144,24,0,0,0,0,0,0,&
&0,600,2400,2520,960,120,0,0,0,0,0,&
&0,4320,25200,40320,25920,7200,720,0,0,0,0,&
&0,35280,282240,635040,604800,277200,60480,5040,0,0,0,&
&0,322560,3386880,10160640,13305600,8870400,3144960,564480,40320,0,0,&
&0,3265920,43545600,167650560,.287400960d9,259459200,132088320,38102400,&
&5806080,362880,0,&
&0,36288000,598752000,.2874009600d10,6227020800.,.7264857600d10,&
&4953312000.,2032128000,493516800,65318400,3628800/
a=a_; b=b_; u=u_; alpha= alpha_
do i=0, lmax
X(i)= XX(i, fk, aki, a, alpha, b, lmax)
end do
f=0.0
do i=0, lmax
k= i
call qromo(0.0d0, 1.0d0, result)
f= f+ X(i)* (4.0/u/a)**(b+1.0)* result
BS(i)=f
end do
return
end subroutine
function XX(k, fk, aki, a, alpha, b, kmax)
implicit none
integer :: k, m, j, kmax
double precision :: aki(0:10, 0:10)
double precision :: XX, a, alpha, b,&
& fk(0:kmax), bin, gamma, fac
XX=0.0
do m=0, k
do j=0, k-m
XX= XX+ (-1.0)**m/fac(k-m)*bin(alpha, m)* (4/a)**real(j)*&
& aki(j, k-m)* fk(j)/ gamma(real(j)+1.0+b)
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end do
end do
return
end function
function gamma(xx)
implicit none
double precision :: xx, gammln, gamma
gamma= exp(gammln(xx))
return
end function
function gammln(xx)
double precision :: gammln, xx
integer :: j
double precision :: ser, stp, tmp, x, y, cof(6)
save cof, stp
data cof, stp/76.18009172947146d0, -86.50532032941677d0,&
& 24.01409824083091d0, -1.231739572450155d0,&
& .1208650973866179d-2, -.5395239384953d-5, &
& 2.5066282746310005d0/
x=xx
y=x
tmp=x+5.5d0
tmp= (x+0.5d0)* log(tmp)- tmp
ser= 1.000000000190015d0
do j=1, 6
y=y+ 1.d0
ser= ser+ cof(j)/ y
end do
gammln= tmp+ log(stp* ser/ x)
return
end function
function fac(l)
implicit none
integer :: faci, l, j
double precision :: fac
faci=1
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if (l.ne.0) then
do j=1, l
faci=faci* j
end do
end if
fac= real(faci)
return
end function
function bin(alpha, m)
implicit none
double precision :: alpha, bin
integer :: m, i
bin= 1.0
if (m.gt.0) then
do i=1, m
bin= bin* (alpha- real(i-1))/real(i)
end do
end if
return
end function
subroutine qromo(a, b, ss)
integer :: JMAX, JMAXP, K, KM
double precision :: a, b, ss, EPS
external midpnt
parameter (EPS= 1.0e-14, JMAX= 30, JMAXP=JMAX+ 1, K=5, KM= K-1)
integer :: j
double precision :: dss, h(JMAXP), s(JMAXP)
h(1)= 1.0
do j=1, JMAX
call midpnt(a, b, s(j), j)
if (j.ge.K) then
call polint(h(j-KM), s(j-KM), K, 0.0d0, ss, dss)
if (abs(dss).le.EPS*abs(ss)) return
endif
s(j+ 1)= s(j)
h(j+ 1)= h(j)/9.0
enddo
pause ’too many steps in qromo’
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end subroutine
subroutine polint(xa, ya, n, x, y, dy)
integer :: n, NMAX
double precision :: dy, x, y, xa(n), ya(n)
parameter (NMAX= 10)
integer :: i, m, ns
double precision :: den, dif, dift, ho, hp, w, c(NMAX), d(NMAX)
ns= 1
dif= abs(x-xa(1))
do i=1, n
dift= abs(x-xa(i))
if (dift.lt.dif) then
ns=i
dif=dift
endif
c(i)= ya(i)
d(i)= ya(i)
end do
y=ya(ns)
ns=ns-1
do m=1, n-1
do i=1, n-m
ho= xa(i)-x
hp=xa(i+m)-x
w=c(i+1)-d(i)
den= ho-hp
if(den.eq.0.) pause ’failure in polint’
den= w/den
d(i)= hp* den
c(i)= ho* den
end do
if (2*ns.lt.n-m)then
dy=c(ns+1)
else
dy= d(ns)
ns= ns-1
endif
y=y+ dy
enddo
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return
end subroutine
subroutine midpnt(a, b, s, n)
integer :: n
double precision :: a, b, s, fint
external fint
integer :: it, j
double precision :: ddel, del, sum, tnm, x
if (n.eq.1) then
s= (b-a)*fint(0.5*(a+ b))
else
it= 3**(n-2)
tnm= it
del= (b-a)/(3.*tnm)
ddel= del+ del
x= a+ 0.5* del
sum= 0.0
do j=1, it
sum= sum+ fint(x)
x=x+ ddel
sum= sum+ fint(x)
x= x+ del
enddo
s= (s+ (b-a)* sum/tnm)/3.0
endif
return
end subroutine
function fint(x) !Vorfaktor des Integranden (4/u/a)
!wird nicht mit uebergeben
!---------------------------------
implicit none
double precision :: u, alpha, a, b, h, x, fint
integer :: k
common /param/ a, b, alpha
common /funkt/ u, k
h= -4.0/u/a*x/(1.0-x)**2
if (h.gt.-657.0) then
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fint= (1.0+x)*x**(b+ real(k))/(1.0-x)**(2.0*b+ 3.0+ alpha)* exp(h)
else
fint=0.0
endif
return
end function
!------------------------------------------------------------------------------
!Subroutine gibt Integer 0<=i<=9999 als Zeichenfolge in i_ascii zurueck
!------------------------------------------------------------------------------
subroutine num(i, i_ascii)
implicit none
integer :: i, j, l0, l1, l2, l3
character (len=1) :: i_ascii
j= i
l0= j
i_ascii= achar(48+ l0)
return
end subroutine
C.3 SLqrb2.f90
Mit dem Program ’SLqrb2.f90’ werden die Partialsummen der konvergenten Dar-
stellung (3.20) berechnet. Zur graphischen Darstellung kann zum Beispiel ’xm-
grace’ verwendet werden. Das Programm ’SLqrb2.f90’ ist fu¨r b < 2 erheblich
schneller als ’SLqrb2.f90’ und fu¨r b > 2 ungenauer als ’SLqrb2.f90’.
Die folgenden Eingaben sind erforderlich:
• A aus dem Hochordnungsverhalten (3.10),
• der exakte Wert einer addierten Funktion (4.11),
• die ho¨chste, bekannte Ordnung Lmax,
• die Koeffizienten f0, · · · , fLmax der zu resummierenden Reihe,
• die renormierte Viererkopplung,
• die unteren Grenzen, oberen Grenzen und Anzahl der Schritte fu¨r die Pa-
rameter b, q, r und a und
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• die untere und obere Grenze der Ordungen, dessen Partialsummen berech-
net werden sollen.
program SLqrb2
implicit none
double precision :: a, b, bmin, bmax, db, alpha, alphamin, alphamax, add, &
& dalpha, u, q, qmin, qmax, dq, r, rmin, rmax, dr, u2
double precision, allocatable :: fk(:), fk2(:), BS(:), BSerg(:,:), &
& ergint(:,:)
integer :: i1, i2, i3, i4, i5, kmax, lmin, lmax, bsch, alphasch, qsch, rsch
integer, parameter :: nummer=9
character (len=5) :: inputfile
character (len=31) :: SLout
character (len=23) :: Zout
character (len=25) :: Zsout, Zaout
character (len=4) :: i1asc, i2asc, i3asc, i5asc
open(unit=10, file=’inputqrb’, status=’old’)
read(unit=10, fmt=*) a
read(unit=10, fmt=*) add
read(unit=10, fmt=*) kmax
allocate(fk(0:kmax))
allocate(fk2(0:kmax))
allocate(BS(0:kmax))
do i1=0, kmax
read(unit=10, fmt=*) fk2(i1)
end do
read(unit=10, fmt=*) u2
read(unit=10, fmt=*) bmin
read(unit=10, fmt=*) bmax
read(unit=10, fmt=*) bsch
read(unit=10, fmt=*) qmin
read(unit=10, fmt=*) qmax
read(unit=10, fmt=*) qsch
read(unit=10, fmt=*) rmin
read(unit=10, fmt=*) rmax
read (unit=10, fmt=*)rsch
read(unit=10, fmt=*) alphamin
read(unit=10, fmt=*) alphamax
read(unit=10, fmt=*) alphasch
allocate(BSerg(0:kmax,0:alphasch))
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read(unit=10, fmt=*) lmin
read(unit=10, fmt=*) lmax
allocate(ergint(0:alphasch,0:lmax))
print*, lmin, lmax
close(unit=10)
if (bsch .ne. 0) then
db= (bmax-bmin)/real(bsch)
end if
if (qsch .ne. 0) then
dq= (qmax-qmin)/real(qsch)
end if
if (rsch .ne. 0) then
dr= (rmax-rmin)/real(rsch)
end if
if (alphasch .ne. 0) then
dalpha= (alphamax-alphamin)/real(alphasch)
end if
q=qmin
do i1=0, qsch
u=u2/(1-q*u2)
r=rmin
do i2=0, rsch
call Sstrich(q, r, fk2, kmax, fk)
b=bmin
do i3=0, bsch
alpha=alphamin
do i4=0, alphasch
do i5=0, lmax
call numintegration(a, u, i5, b, q, alpha, ergint(i4,i5))
end do
alpha=alpha+dalpha
end do
alpha=alphamin
do i4=0, alphasch
call BorelSum(a, b, q, alpha, u, lmax, fk(0:lmax), BS(0:lmax), &
& ergint(i4,0:lmax))
BSerg(:,i4)= BS(0:lmax)/(1+r*u2)
BSerg(:,i4)= BSerg(:,i4)-add
alpha=alpha+dalpha
end do
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call num(i1, i1asc)
call num(i2, i2asc)
call num(i3, i3asc)
do i5=lmin, lmax
call num(i5, i5asc)
SLout= ’S_L.q’ // i1asc // ’.r’ // i2asc // ’.b’ &
& // i3asc // ’.L’ // i5asc // ’.dat’
open(nummer, file=SLout, status=’new’)
write(nummer, *) ’#a’, a
write(nummer, *) ’#u2’, u2
write(nummer, *) ’#add’, add
write(nummer, *) ’#kmax’, kmax
do i4=0, kmax
write(nummer, *) ’#fk2’, i4, fk2(i4)
end do
write(nummer, *) ’#b’, b
write(nummer, *) ’#q’, q
write(nummer, *) ’#r’, r
do i4=0, kmax
write(nummer, *) ’#fk’, i4, fk(i4)
end do
write(nummer, *) ’#u’, u
write(nummer, *) ’#l’, i5
alpha=alphamin
do i4=0, alphasch
write(nummer, fmt=’(e20.12, e24.14)’) alpha, BSerg(i5, i4)
alpha=alpha+dalpha
end do
close(unit=nummer)
end do
b=b+db
end do
r=r+dr
end do
q=q+dq
end do
10 format (e24.12, e24.12)
end program
subroutine Sstrich(q, r, fk2, kmax, fk)
implicit none
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integer :: i1,j,k, kmax
double precision :: q, r, u, zsumme, test
double precision :: fk(0:kmax), fk2(0:kmax)
integer, dimension(0:10, 0:10) :: bjk
bjk=reshape &
&((/1., 0., 0., 0., 0., 0., 0., 0., 0., 0., 0.,&
& 0., 1., 0., 0., 0., 0., 0., 0., 0., 0., 0.,&
& 0., -1., 1., 0., 0., 0., 0., 0., 0., 0., 0.,&
& 0., 1., -2., 1., 0., 0., 0., 0., 0., 0., 0.,&
& 0., -1., 3., -3., 1., 0., 0., 0., 0., 0., 0.,&
& 0., 1., -4., 6., -4., 1., 0., 0., 0., 0., 0.,&
& 0., -1., 5., -10., 10., -5., 1., 0., 0., 0., 0.,&
& 0., 1., -6., 15., -20., 15., -6., 1., 0., 0., 0.,&
& 0., -1., 7., -21., 35., -35., 21., -7., 1., 0., 0.,&
& 0., 1., -8., 28., -56., 70., -56., 28., -8., 1., 0.,&
& 0., -1., 9., -36., 84., -126., 126., -84., 36., -9., 1./), &
& (/11,11/), order=(/2,1/))
fk(0)=fk2(0)
do j=1, kmax
zsumme=fk2(0)*bjk(j,0)
do k=1, j
zsumme=zsumme+(fk2(k)+r*fk2(k-1))*bjk(j,k)*q**(j-k)
end do
fk(j)=zsumme
end do
return
end subroutine
subroutine BorelSum(a, b, q, alpha, u, lmax, fk, BS, ergint)
implicit none
integer :: k, i, lmax, Schritte
double precision :: u, alpha, a, b, q, f, XX
double precision :: fk(0:lmax), X(0:lmax), BS(0:lmax), ergint(0:lmax)
double precision :: aki(0:10, 0:10)
data aki/1,0,0,0,0,0,0,0,0,0,0,& !aki(i, j)= (d/dx)**i (x/(1-x)**2)**j|
&0,1,0,0,0,0,0,0,0,0,0,& ! |x=0
&0,4,2,0,0,0,0,0,0,0,0,&
&0,18,24,6,0,0,0,0,0,0,0,&
&0,96,240,144,24,0,0,0,0,0,0,&
&0,600,2400,2520,960,120,0,0,0,0,0,&
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&0,4320,25200,40320,25920,7200,720,0,0,0,0,&
&0,35280,282240,635040,604800,277200,60480,5040,0,0,0,&
&0,322560,3386880,10160640,13305600,8870400,3144960,564480,40320,0,0,&
&0,3265920,43545600,167650560,.287400960d9,259459200,132088320,38102400,&
&5806080,362880,0,&
&0,36288000,598752000,.2874009600d10,.6227020800d10,.7264857600d10,&
&.4953312000d10,2032128000,493516800,65318400,3628800/
do i=0, lmax
X(i)= XX(i, fk, aki, a, alpha, b, lmax)
end do
f=0.0
do i=0, lmax
f= f+ X(i)* (4.0/u/a)**(b+1.0)* ergint(i)
BS(i)=f
end do
return
end subroutine
function XX(k, fk, aki, a, alpha, b, kmax)
implicit none
integer :: k, m, j, kmax
double precision :: aki(0:10, 0:10)
double precision :: XX, a, alpha, b, fk(0:kmax), bin, gamma, fac
XX=0.0
do m=0, k
do j=0, k-m
XX= XX+ (-1.0)**m/fac(k-m)*bin(alpha, m)* (4/a)**real(j)*&
& aki(j, k-m)* fk(j)/ gamma(real(j)+1.0+b)
end do
end do
return
end function
function gamma(xx)
implicit none
double precision :: xx, gammln, gamma
gamma= exp(gammln(xx))
return
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end function
function gammln(xx)
double precision :: gammln, xx
integer :: j
double precision :: ser, stp, tmp, x, y, cof(6)
save cof, stp
data cof, stp/76.18009172947146d0, -86.50532032941677d0,&
& 24.01409824083091d0, -1.231739572450155d0,&
& .1208650973866179d-2, -.5395239384953d-5, &
& 2.5066282746310005d0/
x=xx
y=x
tmp=x+5.5d0
tmp= (x+0.5d0)* log(tmp)- tmp
ser= 1.000000000190015d0
do j=1, 6
y=y+ 1.d0
ser= ser+ cof(j)/ y
end do
gammln= tmp+ log(stp* ser/ x)
return
end function
function fac(l)
implicit none
integer :: faci, l, j
double precision :: fac
faci=1
if (l.ne.0) then
do j=1, l
faci=faci* j
end do
end if
fac= real(faci)
return
end function
function bin(alpha, m)
implicit none
double precision :: alpha, bin
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integer :: m, i
bin= 1.0
if (m.gt.0) then
do i=1, m
bin= bin* (alpha- real(i-1))/real(i)
end do
end if
return
end function
subroutine numintegration(a, u, l, b, q, alpha, erg)
implicit none
double precision :: a, u, b, q, alpha, minerg, maxerg, dummy1, dummy2, x, dx
double precision :: referenz, erg
integer :: l, i1, imax, imin
logical :: nochmal
imax=1000
dx=1./real(imax)
x=.1d0
call kleinex(a, u, l, b, q, alpha, x, minerg)
imin=int(x/dx)
minerg=minerg/dx
maxerg=minerg
call fktwert(a, u, l, b, q, alpha, x, dummy1)
imin=imin+1
do i1=imin, imax
x=x+dx
call fktwert(a, u, l, b, q, alpha, x, dummy2)
if (dummy2>dummy1) then
maxerg=maxerg+dummy2
minerg=minerg+dummy1
dummy1=dummy2
else
maxerg=maxerg+dummy1
minerg=minerg+dummy2
dummy1=dummy2
end if
end do
minerg=minerg*dx
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maxerg=maxerg*dx
erg=.5d0*(maxerg+minerg)
return
end subroutine
subroutine fktwert(a, u, l, b, q, alpha, x, ergebnis)
implicit none
double precision :: a, u, b, q, alpha, x, ergebnis, exponent
integer :: l
if (x==0.) then
exponent=-1.e+20
else
exponent=-4.*x/a/u/(1-x)**2
end if
if (exponent>-10000.) then
ergebnis=(1+x)*x**(l+b)/(1-x)**(3+2*b+alpha)*exp(exponent)
else
ergebnis=0.
end if
return
end subroutine
subroutine kleinex(a, u, l, b, q, alpha, xmax, ergebnis)
implicit none
double precision :: a, u, b, q, alpha, xmax, ergebnis, faktor, exponent1, &
& exponent2, summand1, summand2
integer :: i1, i2, i3, i1c, l
integer, parameter :: i1max=20, i2max=20
faktor=-.4d1/a/u
ergebnis=0.d0
do i1=0, i1max
exponent2=3+2*b+alpha+2*i1
summand1=0.0d1
do i2=0, i2max
exponent1=l+b+i1+i2
summand2=(xmax**(exponent1+.1d1)/(exponent1+.1d1)+&
& xmax**(exponent1+.2d1)/(exponent1+.2d1))
if (i2>0) then
do i3=1, i2
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summand2=summand2*(exponent2+i3-1)/real(i3)
end do
end if
summand1=summand1+summand2
end do
summand1=summand1*faktor**i1
if (i1>0) then
do i3=1, i1
summand1=summand1/real(i3)
end do
end if
ergebnis=ergebnis+summand1
end do
return
end subroutine
!------------------------------------------------------------------------------
!Subroutine gibt Integer 0<=i<=9999 als Zeichenfolge in i_ascii zurueck
!------------------------------------------------------------------------------
subroutine num(i, i_ascii)
implicit none
integer :: i, j, l0, l1, l2, l3
character (len=4) :: i_ascii
j= i
l3= aint(real(j)/1000)
j= j- 1000* l3
l2= aint(real(j)/100)
j= j- 100* l2
l1= aint(real(j)/10)
j= j- 10* l1
l0= j
i_ascii= achar(48+ l3) // achar(48+ l2) // achar(48+ l1) // achar(48+ l0)
return
end subroutine
C.4 Pqrbstep2.f90
Mit ’Pqrbstep2.f90’ werden schrittweise die Parameter b, q und r optimiert und
die Breite eines Plateaus (Ungleichung 3.23) vergro¨ßert. Dazu werden die Parame-
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ter b, q und r schrittweise variiert und die Breite des Intervalls [a1, a2] maximiert,
bzw. bei gleicher Intervallbreite die linke Seite der Ungleichung (3.23) veringert.
Dazu wird die konvergente Darstellung (3.20) berechnet. Im Vergleich zu ’Pqrb-
step1.f90’ ist das Programm ’Pqrbstep2.f90’ fu¨r b < 2 deutlich schneller und fu¨r
b > 2 ungenauer.
Die folgenden Eingaben sind erforderlich:
• A aus dem Hochordnungsverhalten (3.10),
• der exakte Wert einer addierten Funktion (4.11),
• die ho¨chste, bekannte Ordnung Lmax,
• die Koeffizienten f0, · · · , fLmax der zu resummierenden Reihe,
• die renormierte Viererkopplung,
• die Startwerte und Schrittweiten fur die Parameter b, q und r,
• die untere Grenze, obere Grenze und Anzahl der Schritte fu¨r den Parameter
a,
• die Ordnung L,
• die Konstante D in Ungleichung (3.23) und
• untere Grenzen und obere Grenzen fu¨r die Parameter b, q und r, die nicht
u¨ber- bzw. unterschritten werden du¨rfen.
program Pqrbstep2
implicit none
double precision :: a, b, bstart, db1, alpha, alphamin, alphamax, &
& dalpha, u, q, qstart, dq1, r, rstart, dr1, u2, add
double precision :: alphastart
double precision :: BSmin, BSmax, dummy, dBS, dBSmax
double precision :: qmin, qmax, bmin, bmax, rmin, rmax
double precision, allocatable :: fk(:), fk2(:), BS(:), BSerg(:,:), best(:)
double precision, allocatable :: bestref(:), ergint(:)
integer :: i1, i2, i3, i4, i6, kmax, lmax, bsch, alphasch, qsch, &
& rsch, length, qrsch, brsch, alpharsch
integer :: idalpha=10, ialpha1, ialpha2, i
character (len=13) :: INTfile
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character (len=1) :: lmaxasc
open(unit=10, file=’inputWqrbStep’, status=’old’)
read(unit=10, fmt=*) a
print*, ’#a’, a
read(unit=10, fmt=*) add
print*, ’#add’, add
read(unit=10, fmt=*) kmax
print*, ’#kmax’, kmax
allocate(fk(0:kmax))
allocate(fk2(0:kmax))
do i1=0, kmax
read(unit=10, fmt=*) fk2(i1)
print*, ’#fk2’, i1 , fk2(i1)
end do
allocate(BS(0:kmax))
read(unit=10, fmt=*) u2
print*, ’#u2’, u2
read(unit=10, fmt=*) bstart
read(unit=10, fmt=*) db1
print*, ’#b’, bstart, db1
read(unit=10, fmt=*) qstart
read(unit=10, fmt=*) dq1
print*, ’#q’, qstart, dq1
read(unit=10, fmt=*) rstart
read(unit=10, fmt=*) dr1
print*, ’#r’, rstart, dr1
read(unit=10, fmt=*) alphamin
read(unit=10, fmt=*) alphamax
read(unit=10, fmt=*) alphasch
print*, ’#alpha’, alphamin, alphamax, alphasch
read(unit=10, fmt=*) lmax
allocate(BSerg(0:lmax,0:alphasch))
allocate(best(1:8))
allocate(bestref(1:8))
allocate(ergint(0:lmax))
print*, ’#’, lmax
read(unit=10, fmt=*) dBSmax
print*, ’#dBSmax’, dBSmax
read(unit=10, fmt=*) qmin
read(unit=10, fmt=*) qmax
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print*, ’#q Grenzen’, qmin, qmax
read(unit=10, fmt=*) bmin
read(unit=10, fmt=*) bmax
print*, ’#b Grenzen’, bmin, bmax
read(unit=10, fmt=*) rmin
read(unit=10, fmt=*) rmax
print*, ’#r Grenzen’, rmin, rmax
read(10, *) imax
print*, ’#imax’, imax
close(unit=10)
dalpha= (alphamax-alphamin)/real(alphasch)
best=0.
q=qstart
r=rstart
call Sstrich(q, r, fk2, kmax, fk)
b=bstart
call findebest(a, q, r, b, alphamin, dalpha, alphasch, u2, &
& lmax, fk, dBSmax, best)
bestref=best
write(*,24) lmax
write(*,25) best(1)
write(*,26) best(2)
write(*,27) best(3)
write(*,28) alphamin+dalpha*best(4), &
& alphamin+dalpha*best(5), &
& -(alphamin+dalpha*best(4))+(alphamin+dalpha*best(5))
write(*,29) best(6)-add, best(7)-add
write(*,30) best(8)
do
if ((q-qmin)>(0.99*dq1)) then
q=q-dq1
call Sstrich(q, r, fk2, kmax, fk)
call findebest(a, q, r, b, alphamin, dalpha, alphasch, u2, &
& lmax, fk, dBSmax, best)
q=q+dq1
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end if
if ((qmax-q)>0.99*dq1) then
q=q+dq1
call Sstrich(q, r, fk2, kmax, fk)
call findebest(a, q, r, b, alphamin, dalpha, alphasch, u2, &
& lmax, fk, dBSmax, best)
end if
q=best(2)
if ((r-rmin)>0.99*dr1) then
r=r-dr1
call Sstrich(q, r, fk2, kmax, fk)
call findebest(a, q, r, b, alphamin, dalpha, alphasch, u2, &
& lmax, fk, dBSmax, best)
r=r+dr1
end if
if ((rmax-r)>0.99*dr1) then
r=r+dr1
call Sstrich(q, r, fk2, kmax, fk)
call findebest(a, q, r, b, alphamin, dalpha, alphasch, u2, &
& lmax, fk, dBSmax, best)
end if
r=best(3)
call Sstrich(q, r, fk2, kmax, fk)
if ((b-bmin)>0.99*db1) then
b=b-db1
call findebest(a, q, r, b, alphamin, dalpha, alphasch, u2, &
& lmax, fk, dBSmax, best)
b=b+db1
end if
if ((bmax-b)>0.99*db1) then
b=b+db1
call findebest(a, q, r, b, alphamin, dalpha, alphasch, u2, &
& lmax, fk, dBSmax, best)
end if
write(*,24) lmax
write(*,25) best(1)
write(*,26) best(2)
write(*,27) best(3)
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write(*,28) alphamin+dalpha*best(4), &
& alphamin+dalpha*best(5), &
& -(alphamin+dalpha*best(4))+(alphamin+dalpha*best(5))
write(*,29) best(6)-add, best(7)-add
write(*,30) best(8)
if ((best(1)==bestref(1)) .and.(best(2)==bestref(2)) .and. &
& (best(3)==bestref(3))) then
exit
end if
bestref=best
end do
best(6)=best(6)-add
best(7)=best(7)-add
write(*,24) lmax
write(*,25) best(1)
write(*,26) best(2)
write(*,27) best(3)
write(*,28) alphamin+dalpha*best(4), &
& alphamin+dalpha*best(5), &
& -(alphamin+dalpha*best(4))+(alphamin+dalpha*best(5))
write(*,29) best(6), best(7)
write(*,30) best(8)
dummy=0.0
q=best(2)
r=best(3)
call Sstrich(q, r, fk2, kmax, fk)
u=u2/(1-q*u2)
alpha=alphamin+dalpha*nint(best(4))
do i4=nint(best(4)), nint(best(5))
do i=0, lmax
call numintegration(a, u, i, b, q, alpha, ergint(i))
end do
call BorelSum(a, b, q, alpha, u, lmax, fk(0:lmax), BS(0:lmax), &
& ergint(0:lmax))
dummy=dummy+BS(lmax)/(1+r*u2)
alpha=alpha+dalpha
end do
dummy=dummy/(best(5)-best(4)+1.)
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dummy=dummy-add
write(*,31) lmax, dummy
call num(lmax, lmaxasc)
open(unit=11, file=’WqrbIntStep.out.’// lmaxasc, status=’new’)
50 format(’Erstellt von W.qrb.step.int_einfach.060120.add_abg.f90’, I10)
write(11,50) lmax
write(11,10) a
10 format (’#a’,F24.14)
write(11,19) add
19 format (’#add’,F24.14)
write(11,11) kmax
11 format (’#kmax’,I10)
do i1=0, kmax
write(11,12) i1 , fk2(i1)
end do
12 format (’fk2’,I10, F24.14)
write(11,13) u2
13 format (’#u2’,F23.14)
write(11,14) bstart, db1, db2
14 format (’#b’,3F24.14)
write(11,15) qstart, dq1, dq2
15 format (’#q’,3F24.14)
write(11,16) rstart, dr1, dr2
16 format (’#r’,3F24.14)
write(11,17) alphamin, alphamax, alphasch
17 format (’#alpha’,F20.14, F24.14, I10)
write(11,18) lmax
18 format (’#’,I10)
write(11,24) lmax
write(11,25) best(1)
write(11,26) best(2)
write(11,27) best(3)
write(11,28) alphamin+dalpha*best(4), &
& alphamin+dalpha*best(5), &
& -(alphamin+dalpha*best(4))+(alphamin+dalpha*best(5))
write(11,29) best(6), best(7)
write(11,30) best(8)
24 format (’Ergebnis fuer die Ordnung’,I10)
25 format (’b’, F24.14)
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26 format (’q’, F24.14)
27 format (’r’, F24.14)
28 format (’alpha’, F20.14, 2F24.14)
29 format (’BS’, F23.14, F24.14)
30 format (’Differenz der BS’, F24.14)
write(11,31) lmax, dummy
31 format (I10, F24.14)
close(unit=11)
end program
subroutine Sstrich(q, r, fk2, kmax, fk)
implicit none
integer :: i1,j,k, kmax
double precision :: q, r, u, zsumme, test
double precision :: fk(0:kmax), fk2(0:kmax)
integer, dimension(0:10, 0:10) :: bjk
bjk=reshape &
&((/1., 0., 0., 0., 0., 0., 0., 0., 0., 0., 0.,&
& 0., 1., 0., 0., 0., 0., 0., 0., 0., 0., 0.,&
& 0., -1., 1., 0., 0., 0., 0., 0., 0., 0., 0.,&
& 0., 1., -2., 1., 0., 0., 0., 0., 0., 0., 0.,&
& 0., -1., 3., -3., 1., 0., 0., 0., 0., 0., 0.,&
& 0., 1., -4., 6., -4., 1., 0., 0., 0., 0., 0.,&
& 0., -1., 5., -10., 10., -5., 1., 0., 0., 0., 0.,&
& 0., 1., -6., 15., -20., 15., -6., 1., 0., 0., 0.,&
& 0., -1., 7., -21., 35., -35., 21., -7., 1., 0., 0.,&
& 0., 1., -8., 28., -56., 70., -56., 28., -8., 1., 0.,&
& 0., -1., 9., -36., 84., -126., 126., -84., 36., -9., 1./), &
& (/11,11/), order=(/2,1/))
fk(0)=fk2(0)
do j=1, kmax
zsumme=fk2(0)*bjk(j,0)
do k=1, j
zsumme=zsumme+(fk2(k)+r*fk2(k-1))*bjk(j,k)*q**(j-k)
end do
fk(j)=zsumme
end do
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return
end subroutine
subroutine findebest(a, q, r, b, alphamin, dalpha, alphasch, u2, &
& lmax, fk, dBSmax, best)
implicit none
double precision :: alpha, alphamin, a, b, u, r, u2, dalpha, dBS, dBSmax, &
& q, alphastart
integer :: i4, alphasch, lmax, ialpha1, ialpha2, i5, &
& i, faktor, i6
double precision :: fk(0:lmax), BS(0:lmax), BSerg(0:alphasch), &
& ergint(0:alphasch,0:lmax)
double precision :: best(1:8)
alpha=alphamin
u=u2/(1-q*u2)
do i4=0, alphasch
do i=0, lmax
call numintegration(a, u, i, b, q, alpha, ergint(i4,i))
end do
alpha=alpha+dalpha
end do
alpha=alphamin
do i4=0, alphasch
call BorelSum(a, b, q, alpha, u, lmax, fk(0:lmax), BS(0:lmax), &
& ergint(i4,0:lmax))
BSerg(i4)= BS(lmax)/(1+r*u2)
alpha=alpha+dalpha
end do
dBS=0
ialpha1=0
ialpha2=0
do
do
if (ialpha2<alphasch) then
dBS=dBS+abs(BSerg(ialpha2+1)-BSerg(ialpha2))
ialpha2=ialpha2+1
else
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exit
end if
if (dBS<dBSmax) then
if ((ialpha2-ialpha1)>(best(5)-best(4))) then
best(1)=b
best(2)=q
best(3)=r
best(4)=ialpha1
best(5)=ialpha2
best(6)=BSerg(ialpha1)
best(7)=BSerg(ialpha2)
best(8)=dBS
end if
if (((ialpha2-ialpha1)==(nint(best(5))-nint(best(4)))) &
& .and.(dBS<best(8))) then
best(1)=b
best(2)=q
best(3)=r
best(4)=ialpha1
best(5)=ialpha2
best(6)=BSerg(ialpha1)
best(7)=BSerg(ialpha2)
best(8)=dBS
end if
else
exit
end if
end do
do
if (ialpha1<ialpha2) then
dBS=dBS-abs(BSerg(ialpha1+1)-BSerg(ialpha1))
ialpha1=ialpha1+1
end if
if (dBS<dBSmax) then
if ((ialpha2-ialpha1)>(best(5)-best(4))) then
best(1)=b
best(2)=q
best(3)=r
best(4)=ialpha1
best(5)=ialpha2
best(6)=BSerg(ialpha1)
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best(7)=BSerg(ialpha2)
best(8)=dBS
end if
if (((ialpha2-ialpha1)==(nint(best(5))-nint(best(4)))) &
& .and.(dBS<best(8))) then
best(1)=b
best(2)=q
best(3)=r
best(4)=ialpha1
best(5)=ialpha2
best(6)=BSerg(ialpha1)
best(7)=BSerg(ialpha2)
best(8)=dBS
end if
exit
end if
end do
if (ialpha1==alphasch) then
exit
end if
end do
end subroutine
subroutine BorelSum(a, b, q, alpha, u, lmax, fk, BS, ergint)
implicit none
integer :: k, i, lmax, Schritte
double precision :: u, alpha, a, b, q, f, XX
double precision :: fk(0:lmax), X(0:lmax), BS(0:lmax), ergint(0:lmax)
double precision :: aki(0:10, 0:10)
data aki/1,0,0,0,0,0,0,0,0,0,0,& !aki(i, j)= (d/dx)**i (x/(1-x)**2)**j|
&0,1,0,0,0,0,0,0,0,0,0,& ! |x=0
&0,4,2,0,0,0,0,0,0,0,0,&
&0,18,24,6,0,0,0,0,0,0,0,&
&0,96,240,144,24,0,0,0,0,0,0,&
&0,600,2400,2520,960,120,0,0,0,0,0,&
&0,4320,25200,40320,25920,7200,720,0,0,0,0,&
&0,35280,282240,635040,604800,277200,60480,5040,0,0,0,&
&0,322560,3386880,10160640,13305600,8870400,3144960,564480,40320,0,0,&
&0,3265920,43545600,167650560,.287400960d9,259459200,132088320,38102400,&
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&5806080,362880,0,&
&0,36288000,598752000,.2874009600d10,.6227020800d10,.7264857600d10,&
&.4953312000d10,2032128000,493516800,65318400,3628800/
do i=0, lmax
X(i)= XX(i, fk, aki, a, alpha, b, lmax)
end do
f=0.0
do i=0, lmax
f= f+ X(i)* (4.0/u/a)**(b+1.0)* ergint(i)
BS(i)=f
end do
return
end subroutine
function XX(k, fk, aki, a, alpha, b, kmax)
implicit none
integer :: k, m, j, kmax
double precision :: aki(0:10, 0:10)
double precision :: XX, a, alpha, b, fk(0:kmax), bin, gamma, fac
XX=0.0
do m=0, k
do j=0, k-m
XX= XX+ (-1.0)**m/fac(k-m)*bin(alpha, m)* (4/a)**real(j)*&
& aki(j, k-m)* fk(j)/ gamma(real(j)+1.0+b)
end do
end do
return
end function
function gamma(xx)
implicit none
double precision :: xx, gammln, gamma
gamma= exp(gammln(xx))
return
end function
function gammln(xx)
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double precision :: gammln, xx
integer :: j
double precision :: ser, stp, tmp, x, y, cof(6)
save cof, stp
data cof, stp/76.18009172947146d0, -86.50532032941677d0,&
& 24.01409824083091d0, -1.231739572450155d0,&
& .1208650973866179d-2, -.5395239384953d-5, &
& 2.5066282746310005d0/
x=xx
y=x
tmp=x+5.5d0
tmp= (x+0.5d0)* log(tmp)- tmp
ser= 1.000000000190015d0
do j=1, 6
y=y+ 1.d0
ser= ser+ cof(j)/ y
end do
gammln= tmp+ log(stp* ser/ x)
return
end function
function fac(l)
implicit none
integer :: faci, l, j
double precision :: fac
faci=1
if (l.ne.0) then
do j=1, l
faci=faci* j
end do
end if
fac= real(faci)
return
end function
function bin(alpha, m)
implicit none
double precision :: alpha, bin
integer :: m, i
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bin= 1.0
if (m.gt.0) then
do i=1, m
bin= bin* (alpha- real(i-1))/real(i)
end do
end if
return
end function
subroutine numintegration(a, u, l, b, q, alpha, erg)
implicit none
double precision :: a, u, b, q, alpha, minerg, maxerg, dummy1, dummy2, x, dx
double precision :: referenz, erg
integer :: l, i1, imax, imin
logical :: nochmal
imax=10000
dx=1./real(imax)
x=.1d0
call kleinex(a, u, l, b, q, alpha, x, minerg)
imin=int(x/dx)
minerg=minerg/dx
maxerg=minerg
call fktwert(a, u, l, b, q, alpha, x, dummy1)
imin=imin+1
do i1=imin, imax
x=x+dx
call fktwert(a, u, l, b, q, alpha, x, dummy2)
if (dummy2>dummy1) then
maxerg=maxerg+dummy2
minerg=minerg+dummy1
dummy1=dummy2
else
maxerg=maxerg+dummy1
minerg=minerg+dummy2
dummy1=dummy2
end if
end do
minerg=minerg*dx
maxerg=maxerg*dx
erg=.5d0*(maxerg+minerg)
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return
end subroutine
subroutine fktwert(a, u, l, b, q, alpha, x, ergebnis)
implicit none
double precision :: a, u, b, q, alpha, x, ergebnis, exponent
integer :: l
if (x==0.) then
exponent=-1.e+20
else
exponent=-4.*x/a/u/(1-x)**2
end if
if (exponent>-10000.) then
ergebnis=(1+x)*x**(l+b)/(1-x)**(3+2*b+alpha)*exp(exponent)
else
ergebnis=0.
end if
return
end subroutine
subroutine kleinex(a, u, l, b, q, alpha, xmax, ergebnis)
implicit none
double precision :: a, u, b, q, alpha, xmax, ergebnis, faktor, exponent1, &
& exponent2, summand1, summand2
integer :: i1, i2, i3, i1c, l
integer, parameter :: i1max=20, i2max=20
faktor=-.4d1/a/u
ergebnis=0.d0
do i1=0, i1max
exponent2=3+2*b+alpha+2*i1
summand1=0.0d1
do i2=0, i2max
exponent1=l+b+i1+i2
summand2=(xmax**(exponent1+.1d1)/(exponent1+.1d1)+&
& xmax**(exponent1+.2d1)/(exponent1+.2d1))
if (i2>0) then
do i3=1, i2
summand2=summand2*(exponent2+i3-1)/real(i3)
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end do
end if
summand1=summand1+summand2
end do
summand1=summand1*faktor**i1
if (i1>0) then
do i3=1, i1
summand1=summand1/real(i3)
end do
end if
ergebnis=ergebnis+summand1
end do
return
end subroutine
!------------------------------------------------------------------------------
!Subroutine gibt Integer 0<=i<=9999 als Zeichenfolge in i_ascii zurueck
!------------------------------------------------------------------------------
subroutine num(i, i_ascii)
implicit none
integer :: i, j, l0, l1, l2, l3
character (len=1) :: i_ascii
j= i
l0= j
i_ascii= achar(48+ l0)
return
end subroutine
C.5 NumInt.f90
In der konvergenten Darstellung (3.8) sind die Integrale Ij(z˜(q); a, b, q) u¨nabha¨ngig
von den Koeffizienten fk der Reihen. Mit dem Programm ’NumInt.f90’ werden
diese Integrale berechnet und abgespeichert. Mit ’SLqrb3.f90’ wird auf diese Da-
ten zugegriffen und Partialsummen deshalb sehr schnell berechnet. Auf diese Wei-
se kann relativ schnell ein grobes Raster der Partialsummen fu¨r verschiedene
Parameterwerte erstellt werden und eine Vorauswahl getroffen werden. Daraus
ergeben sich Startwerte fu¨r ’Pqrbstep1.f90’.
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Die folgenden Eingaben sind erforderlich:
• A aus dem Hochordnungsverhalten (3.10),
• die untere und obere Grenze der Ordungen, dessen Partialsummen berech-
net werden sollen,
• die renormierte Viererkopplung,
• die unteren Grenzen, oberen Grenzen und Anzahl der Schritte fu¨r die Pa-
rameter b, q.
program NumInt
implicit none
double precision :: a, b, bmin, bmax, db, alpha, alphamin, alphamax, &
& dalpha, u, q, qmin, qmax, dq, r, rmin, rmax, dr, u2, INT
real :: INT2
integer :: i1, i2, i3, i4, i5, lmin, lmax, bsch, alphasch, qsch, rsch,&
& length
integer, parameter :: nummer=10
character (len=5) :: inputfile
character (len=12) :: INTout
character (len=23) :: Zout
character (len=25) :: Zsout, Zaout
character (len=4) :: i1asc, i2asc, i3asc, i5asc
inquire(iolength=length) INT
open(unit=10, file=’inputINT’, status=’old’)
read(unit=10, fmt=*) a
read(unit=10, fmt=*) lmin, lmax
read(unit=10, fmt=*) u2
read(unit=10, fmt=*) bmin, bmax, bsch
read(unit=10, fmt=*) qmin, qmax, qsch
read(unit=10, fmt=*) alphamin, alphamax, alphasch
close(unit=10)
if (bsch .ne. 0) then
db= (bmax-bmin)/real(bsch)
end if
if (qsch .ne. 0) then
dq= (qmax-qmin)/real(qsch)
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end if
if (alphasch .ne. 0) then
dalpha= (alphamax-alphamin)/real(alphasch)
end if
INTout= ’INT.’// ’test’ // ’.dat’
open(nummer, file=INTout, status=’new’)
write(nummer, *) ’#a’, a
write(nummer, *) ’#l’, lmin, lmax
write(nummer, *) ’#u’, u2
write(nummer, *) ’#b’, bmin, bmax, bsch
write(nummer, *) ’#q’, qmin, qmax, qsch
write(nummer, *) ’#alpha’, alphamin, alphamax, alphasch
close(unit=nummer)
INTout= ’INT.’// ’tes2’ // ’.dat’
open(unit=nummer+2, file=’INT.’// ’test3’ // ’.dat’, access=’direct’, &
& form=’unformatted’, status=’new’, recl=length)
i5=1
q=qmin
do i1=0, qsch
u=u2/(1-q*u2)
b=bmin
do i2=0, bsch
alpha=alphamin
do i3=0, alphasch
do i4=lmin, lmax
call qromo(0.0d0, 1.0d0, INT, a, b, alpha, u, i4)
write(nummer+2, rec=i5) INT
i5=i5+1
end do
alpha=alpha+dalpha
end do
write(*,*) ’iq=’, i1, ’ ; ib=’, i2, ’ abgeschlossen’
b=b+db
end do
write(*,*) ’q=’, q, ’ abgeschlossen’
q=q+dq
end do
close(unit=nummer+2)
print*, length
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end program
!------------------------------------------------------------------------------
!Subroutine gibt Integer 0<=i<=9999 als Zeichenfolge in i_ascii zurueck
!------------------------------------------------------------------------------
subroutine num(i, i_ascii)
implicit none
integer :: i, j, l0, l1, l2, l3
character (len=4) :: i_ascii
j= i
l3= aint(real(j)/1000)
j= j- 1000* l3
l2= aint(real(j)/100)
j= j- 100* l2
l1= aint(real(j)/10)
j= j- 10* l1
l0= j
i_ascii= achar(48+ l3) // achar(48+ l2) // achar(48+ l1) // achar(48+ l0)
return
end subroutine
function fint(x, a, b, alpha, u, k) !Vorfaktor des Integranden (4/u/a)
!wird nicht mit uebergeben
!---------------------------------
implicit none
double precision :: u, alpha, a, b, h, x, fint
integer :: k
h= -4.0/u/a*x/(1.0-x)**2
if (h.gt.-657.0) then
fint= (1.0+x)*x**(b+ real(k))/(1.0-x)**(2.0*b+ 3.0+ alpha)* exp(h)
else
fint=0.0
endif
return
end function
subroutine qromo(a, b, ss, aa, bb, alpha, u, kk)
integer :: JMAX, JMAXP, K, KM, kk
double precision :: a, b, ss, EPS, aa, bb, alpha, u
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external midpnt
parameter (EPS= 1.0e-14, JMAX= 20, JMAXP=JMAX+ 1, K=5, KM= K-1)
integer :: j
double precision :: dss, h(JMAXP), s(JMAXP)
h(1)= 1.0
do j=1, JMAX
call midpnt(a, b, s(j), j, aa, bb, alpha, u, kk)
if (j.ge.K) then
call polint(h(j-KM), s(j-KM), K, 0.0d0, ss, dss)
if (abs(dss).le.EPS*abs(ss)) return
endif
s(j+ 1)= s(j)
h(j+ 1)= h(j)/9.0
enddo
pause ’too many steps in qromo’
end subroutine
subroutine polint(xa, ya, n, x, y, dy)
integer :: n, NMAX
double precision :: dy, x, y, xa(n), ya(n)
parameter (NMAX= 10)
integer :: i, m, ns
double precision :: den, dif, dift, ho, hp, w, c(NMAX), d(NMAX)
ns= 1
dif= abs(x-xa(1))
do i=1, n
dift= abs(x-xa(i))
if (dift.lt.dif) then
ns=i
dif=dift
endif
c(i)= ya(i)
d(i)= ya(i)
end do
y=ya(ns)
ns=ns-1
do m=1, n-1
do i=1, n-m
ho= xa(i)-x
hp=xa(i+m)-x
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w=c(i+1)-d(i)
den= ho-hp
if(den.eq.0.) pause ’failure in polint’
den= w/den
d(i)= hp* den
c(i)= ho* den
end do
if (2*ns.lt.n-m)then
dy=c(ns+1)
else
dy= d(ns)
ns= ns-1
endif
y=y+ dy
enddo
return
end subroutine
subroutine midpnt(a, b, s, n, aa, bb, alpha, u, kk)
implicit none
integer :: n
double precision :: a, b, s, fint, aa, bb, alpha, u
external fint
integer :: it, j, kk
double precision :: ddel, del, sum, tnm, x
if (n.eq.1) then
s= (b-a)*fint(0.5*(a+ b), aa, bb, alpha, u, kk)
else
it= 3**(n-2)
tnm= it
del= (b-a)/(3.*tnm)
ddel= del+ del
x= a+ 0.5* del
sum= 0.0
do j=1, it
sum= sum+ fint(x, aa, bb, alpha, u, kk)
x=x+ ddel
sum= sum+ fint(x, aa, bb, alpha, u, kk)
x= x+ del
enddo
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s= (s+ (b-a)* sum/tnm)/3.0
endif
return
end subroutine
C.6 SLqrb3.f90
Mit dem Program ’SLqrb3.f90’ werden die Partialsummen der konvergenten Dar-
stellung (3.20) berechnet. Zur graphischen Darstellung kann zum Beispiel ’xm-
grace’ verwendet werden. ’SLqrb3.f90’ verwendet die mit ’NumInt.f90’ berechne-
ten Zwischenergebnisse und ist deshalb wesentlich schneller als ’SLqrb1.f90’. Auf
diese Weise kann relativ schnell ein grobes Raster der Partialsummen fu¨r ver-
schiedene Parameterwerte erstellt werden und eine Vorauswahl getroffen werden.
Daraus ergeben sich Startwerte fu¨r ’Pqrbstep1.f90’. Allerdings ist man auf die Pa-
rameterwerte eingeschra¨nkt, fu¨r die mit ’NumInt.f90’ die Integrale Ij(z˜(q); a, b, q)
aus Gleichung (3.20) berechnet wurden.
Die folgenden Eingaben sind erforderlich:
• A aus dem Hochordnungsverhalten (3.10),
• die ho¨chste, bekannte Ordnung Lmax,
• die Koeffizienten f0, · · · , fLmax der zu resummierenden Reihe,
• die renormierte Viererkopplung,
• die unteren Grenzen, oberen Grenzen und Anzahl der Schritte fu¨r die Pa-
rameter b, q, r und a und
• die untere und obere Grenze der Ordungen, dessen Partialsummen berech-
net werden sollen,
• eine mit ’NumInt.f90’ erstellte Datei und
• die dafu¨r in ’NumInt.f90’ verwendeten Grenzen und Schrittweiten.
program SLqrb3
implicit none
double precision :: a, b, bmin, bmax, db, alpha, alphamin, alphamax, &
& dalpha, u, q, qmin, qmax, dq, r, rmin, rmax, dr, u2
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double precision, allocatable :: fk(:), fk2(:), BS(:), BSerg(:,:)
integer :: i1, i2, i3, i4, i5, kmax, lmin, lmax, bsch, alphasch, qsch, rsch,&
& irec, length
double precision :: qrmin, qrmax, dqr, brmin, brmax, dbr, &
& alpharmin, alpharmax, dalphar
integer :: qrsch, brsch, alpharsch, lrmin, lrmax
integer, parameter :: nummer=9
character (len=15) :: intdatfile
character (len=31) :: SLout
character (len=23) :: Zout
character (len=25) :: Zsout, Zaout
character (len=4) :: i1asc, i2asc, i3asc, i5asc
open(unit=10, file=’inputqrb’, status=’old’)
read(unit=10, fmt=*) a
read(unit=10, fmt=*) kmax
allocate(fk(0:kmax))
allocate(fk2(0:kmax))
allocate(BS(0:kmax))
do i1=0, kmax
read(unit=10, fmt=*) fk2(i1)
end do
read(unit=10, fmt=*) u2
read(unit=10, fmt=*) bmin
read(unit=10, fmt=*) bmax
read(unit=10, fmt=*) bsch
read(unit=10, fmt=*) qmin
read(unit=10, fmt=*) qmax
read(unit=10, fmt=*) qsch
read(unit=10, fmt=*) rmin
read(unit=10, fmt=*) rmax
read (unit=10, fmt=*)rsch
read(unit=10, fmt=*) alphamin
read(unit=10, fmt=*) alphamax
read(unit=10, fmt=*) alphasch
allocate(BSerg(0:kmax,0:alphasch))
read(unit=10, fmt=*) lmin
read(unit=10, fmt=*) lmax
read(unit=10, fmt=*) intdatfile
read(unit=10, fmt=*) qrmin
read(unit=10, fmt=*) qrmax
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read(unit=10, fmt=*) qrsch
read(unit=10, fmt=*) brmin
read(unit=10, fmt=*) brmax
read(unit=10, fmt=*) brsch
read(unit=10, fmt=*) alpharmin
read(unit=10, fmt=*) alpharmax
read(unit=10, fmt=*) alpharsch
read(unit=10, fmt=*) lrmin
read(unit=10, fmt=*) lrmax
close(unit=10)
if (bsch .ne. 0) then
db= (bmax-bmin)/real(bsch)
end if
if (qsch .ne. 0) then
dq= (qmax-qmin)/real(qsch)
end if
if (rsch .ne. 0) then
dr= (rmax-rmin)/real(rsch)
end if
if (alphasch .ne. 0) then
dalpha= (alphamax-alphamin)/real(alphasch)
end if
if (qrsch .ne. 0) then
dqr= (qrmax-qrmin)/real(qrsch)
end if
if (brsch .ne. 0) then
dbr= (brmax-brmin)/real(brsch)
end if
if (alpharsch .ne. 0) then
dalphar= (alpharmax-alpharmin)/real(alpharsch)
end if
inquire(iolength=length) u2
open(unit=10, file=INTdatfile, access=’direct’, form=’unformatted’, &
& status=’old’, recl=length)
q=qmin
do i1=0, qsch
u=u2/(1-q*u2)
r=rmin
do i2=0, rsch
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call Sstrich(q, r, fk2, kmax, fk)
b=bmin
do i3=0, bsch
alpha=alphamin
do i4=0, alphasch
call Recordnumber(q, b, alpha, qrmin, dqr, qrsch, brmin, dbr,brsch, &
& alpharmin, dalphar, alpharsch, lrmin, lrmax, irec)
call BorelSum(a, b, alpha, u, lmax, fk(0:lmax), BS, irec)
BSerg(:,i4)= BS/(1+r*u2)
alpha=alpha+dalpha
end do
call num(i1, i1asc)
call num(i2, i2asc)
call num(i3, i3asc)
do i5=lmin, lmax
call num(i5, i5asc)
SLout= ’S_L.q’ // i1asc // ’.r’ // i2asc // ’.b’ &
& // i3asc // ’.L’ // i5asc // ’.dat’
open(nummer, file=SLout, status=’new’)
write(nummer, *) ’#a’, a
write(nummer, *) ’#u2’, u2
write(nummer, *) ’#kmax’, kmax
do i4=0, kmax
write(nummer, *) ’#fk2’, i4, fk2(i4)
end do
write(nummer, *) ’#b’, b
write(nummer, *) ’#q’, q
write(nummer, *) ’#r’, r
do i4=0, kmax
write(nummer, *) ’#fk’, i4, fk(i4)
end do
write(nummer, *) ’#u’, u
write(nummer, *) ’#l’, i5
alpha=alphamin
do i4=0, alphasch
write(nummer, fmt=’(e20.12, e20.12)’) alpha, BSerg(i5, i4)
alpha=alpha+dalpha
end do
close(unit=nummer)
end do
b=b+db
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end do
r=r+dr
end do
q=q+dq
end do
close(unit=10)
end program
subroutine Sstrich(q, r, fk2, kmax, fk)
implicit none
integer :: i1,j,k, kmax
double precision :: q, r, u, zsumme, test
double precision :: fk(0:kmax), fk2(0:kmax)
integer, dimension(0:10, 0:10) :: bjk
bjk=reshape &
&((/1., 0., 0., 0., 0., 0., 0., 0., 0., 0., 0.,&
& 0., 1., 0., 0., 0., 0., 0., 0., 0., 0., 0.,&
& 0., -1., 1., 0., 0., 0., 0., 0., 0., 0., 0.,&
& 0., 1., -2., 1., 0., 0., 0., 0., 0., 0., 0.,&
& 0., -1., 3., -3., 1., 0., 0., 0., 0., 0., 0.,&
& 0., 1., -4., 6., -4., 1., 0., 0., 0., 0., 0.,&
& 0., -1., 5., -10., 10., -5., 1., 0., 0., 0., 0.,&
& 0., 1., -6., 15., -20., 15., -6., 1., 0., 0., 0.,&
& 0., -1., 7., -21., 35., -35., 21., -7., 1., 0., 0.,&
& 0., 1., -8., 28., -56., 70., -56., 28., -8., 1., 0.,&
& 0., -1., 9., -36., 84., -126., 126., -84., 36., -9., 1./), &
& (/11,11/), order=(/2,1/))
fk(0)=fk2(0)
do j=1, kmax
zsumme=fk2(0)*bjk(j,0)
do k=1, j
zsumme=zsumme+(fk2(k)+r*fk2(k-1))*bjk(j,k)*q**(j-k)
end do
fk(j)=zsumme
end do
return
end subroutine
subroutine Recordnumber(q, b, alpha, qrmin, dqr, qrsch, brmin, dbr,brsch, &
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& alpharmin, dalphar, alpharsch, lrmin, lrmax, irec)
implicit none
double precision :: q, b, alpha, qrmin, dqr, brmin, dbr, alpharmin, dalphar
integer :: qrsch, brsch, alpharsch, irec, iq, ib, ialpha, lrmin, lrmax
iq=nint((q-qrmin)/dqr)
ib=nint((b-brmin)/dbr)
ialpha=nint((alpha-alpharmin)/dalphar)
irec=iq*(brsch+1)*(alpharsch+1)*(lrmax-lrmin+1)+&
& ib*(alpharsch+1)*(lrmax-lrmin+1)+ialpha*(lrmax-lrmin+1)+1
return
end subroutine
!------------------------------------------------------------------------------
!Subroutine gibt Integer 0<=i<=9999 als Zeichenfolge in i_ascii zurueck
!------------------------------------------------------------------------------
subroutine num(i, i_ascii)
implicit none
integer :: i, j, l0, l1, l2, l3
character (len=4) :: i_ascii
j= i
l3= aint(real(j)/1000)
j= j- 1000* l3
l2= aint(real(j)/100)
j= j- 100* l2
l1= aint(real(j)/10)
j= j- 10* l1
l0= j
i_ascii= achar(48+ l3) // achar(48+ l2) // achar(48+ l1) // achar(48+ l0)
return
end subroutine
subroutine BorelSum(a_, b_, alpha_, u_, lmax, fk, BS, irec)
implicit none !Unterstriche sind noetig, weil
!Variablen an die Funktion uebergeben
!werden und im common block stehen
!sollen
integer :: k, i, lmax, Schritte, irec
double precision :: a_, b_, alpha_, u_,&
& u, alpha, a, b, result, f, XX
double precision :: fk(0:lmax), X(0:lmax), BS(0:lmax)
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double precision :: aki(0:10, 0:10)
common /param/ a, b, alpha
common /funkt/ u, k
data aki/1,0,0,0,0,0,0,0,0,0,0,& !aki(i, j)= (d/dx)**i (x/(1-x)**2)**j|
&0,1,0,0,0,0,0,0,0,0,0,& ! |x=0
&0,4,2,0,0,0,0,0,0,0,0,&
&0,18,24,6,0,0,0,0,0,0,0,&
&0,96,240,144,24,0,0,0,0,0,0,&
&0,600,2400,2520,960,120,0,0,0,0,0,&
&0,4320,25200,40320,25920,7200,720,0,0,0,0,&
&0,35280,282240,635040,604800,277200,60480,5040,0,0,0,&
&0,322560,3386880,10160640,13305600,8870400,3144960,564480,40320,0,0,&
&0,3265920,43545600,167650560,.287400960d9,259459200,132088320,38102400,&
&5806080,362880,0,&
&0,36288000,598752000,.2874009600d10,.6227020800d10,.7264857600d10,&
&.4953312000d10,2032128000,493516800,65318400,3628800/
a=a_; b=b_; u=u_; alpha= alpha_
do i=0, lmax
X(i)= XX(i, fk, aki, a, alpha, b, lmax)
end do
f=0.0
do i=0, lmax
k= i
read(10, rec=irec) result
f= f+ X(i)* (4.0/u/a)**(b+1.0)* result
BS(i)=f
irec=irec+1
end do
return
end subroutine
function XX(k, fk, aki, a, alpha, b, kmax)
implicit none
integer :: k, m, j, kmax
double precision :: aki(0:10, 0:10)
double precision :: XX, a, alpha, b,&
& fk(0:kmax), bin, gamma, fac
XX=0.0
do m=0, k
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do j=0, k-m
XX= XX+ (-1.0)**m/fac(k-m)*bin(alpha, m)* (4/a)**real(j)*&
& aki(j, k-m)* fk(j)/ gamma(real(j)+1.0+b)
end do
end do
return
end function
function gamma(xx)
implicit none
double precision :: xx, gammln, gamma
gamma= exp(gammln(xx))
return
end function
function gammln(xx)
double precision :: gammln, xx
integer :: j
double precision :: ser, stp, tmp, x, y, cof(6)
save cof, stp
data cof, stp/76.18009172947146d0, -86.50532032941677d0,&
& 24.01409824083091d0, -1.231739572450155d0,&
& .1208650973866179d-2, -.5395239384953d-5, &
& 2.5066282746310005d0/
x=xx
y=x
tmp=x+5.5d0
tmp= (x+0.5d0)* log(tmp)- tmp
ser= 1.000000000190015d0
do j=1, 6
y=y+ 1.d0
ser= ser+ cof(j)/ y
end do
gammln= tmp+ log(stp* ser/ x)
return
end function
function fac(l)
implicit none
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integer :: faci, l, j
double precision :: fac
faci=1
if (l.ne.0) then
do j=1, l
faci=faci* j
end do
end if
fac= real(faci)
return
end function
function bin(alpha, m)
implicit none
double precision :: alpha, bin
integer :: m, i
bin= 1.0
if (m.gt.0) then
do i=1, m
bin= bin* (alpha- real(i-1))/real(i)
end do
end if
return
end function
C.7 Findereihe.f90
Mit dem Programm ’Findereihe.f90’ wird eine geeignete Reihe (4.11) mit be-
kanntem exakten Wert bestimmt. Es werden geeignete Werte fu¨r s, c1, c2 und c3
gefunden.
Die folgenden Eingaben sind erforderlich:
• A aus dem Hochordnungsverhalten (3.10),
• die ho¨chste, bekannte Ordnung Lmax,
• die Koeffizienten f0, · · · , fLmax der zu resummierenden Reihe,
• die renormierte Viererkopplung,
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• die unteren Grenzen, oberen Grenzen und Anzahl der Schritte fu¨r die Pa-
rameter c1, c2, c3 und s und
• die Verha¨ltnisse der Koeffizienten der Vergleichsreihe 1/γ: f5/f4 = −1.081154132, f6/f5 =
−1.260573679 und f7/f6 = −1.446905366.
program Findereihe
implicit none
double precision :: a, u2, c1min, c1max, c1, dc1, c2min, c2max, c2, dc2
double precision :: c3min, c3max, c3, dc3, smin, smax, s, ds, oSchranke
double precision :: abverhbest, abverh, int1, int2, int3, intadd
double precision :: c1best, c2best, c3best, sbest
integer :: kmax, k, c1sch, c2sch, c3sch, ssch, is, ic1, ic2, ic3
double precision, allocatable :: fk(:), fkneu(:), verhref(:)
double precision, allocatable :: fkc1(:), fkc2(:), fkc3(:)
read*, a
read*, kmax
allocate(fk(0:kmax))
allocate(fkneu(0:kmax))
allocate(verhref(kmax-2:kmax))
allocate(fkc1(0:kmax))
allocate(fkc2(0:kmax))
allocate(fkc3(0:kmax))
print*, kmax
do k=0, kmax
read*, fk(k)
end do
read*, u2
print*, u2
read*, c1min
read*, c1max
read*, c1sch
read*, c2min
read*, c2max
read*, c2sch
read*, c3min
read*, c3max
read*, c3sch
read*, smin
read*, smax
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read*, ssch
write(*, fmt=’(2F14.8, I8)’) c1min, c1max, c1sch
write(*, fmt=’(2F14.8, I8)’) c2min, c2max, c2sch
write(*, fmt=’(2F14.8, I8)’) c3min, c3max, c3sch
write(*, fmt=’(2F14.5, I8)’) smin, smax, ssch
read*, verhref(kmax-2)
read*, verhref(kmax-1)
read*, verhref(kmax)
do k=kmax-2, kmax
print*, verhref(k)
end do
read*, oSchranke
print*, oSchranke
ds=(smax-smin)/real(ssch)
dc1=(c1max-c1min)/real(c1sch)
dc2=(c2max-c2min)/real(c2sch)
dc3=(c3max-c3min)/real(c3sch)
abverhbest=10000000000.
s=smin
do is=0, ssch
print*, ’Start s=’, s
call integral1(a*u2,s,int1)
call integral2(a*u2,s,int2)
call integral3(a*u2,s,int3)
c1=c1min
do ic1=0, c1sch
c2=c2min
do ic2=0, c2sch
c3=c3min
do ic3=0, c3sch
intadd=c1*int1+c2*int2+c3*int3
if (abs(intadd) < oSchranke) then
call koeff(c1,1,s,a,kmax,fkc1)
call koeff(c2,2,s,a,kmax,fkc2)
call koeff(c3,3,s,a,kmax,fkc3)
fkneu=fk+c1*fkc1+c2*fkc2+c3*fkc3
if (abs(fkneu(7)/fkneu(6)-verhref(7)) .ge. &
& abs(fkneu(6)/fkneu(5)-verhref(6))) then
if (abs(fkneu(7)/fkneu(6)-verhref(7)).ge.&
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& (abs(fkneu(5)/fkneu(4)-verhref(5)))) then
abverh=abs(fkneu(7)/fkneu(6)-verhref(7))
else
abverh=abs(fkneu(5)/fkneu(4)-verhref(5))
end if
else
if (abs(fkneu(6)/fkneu(5)-verhref(6)).ge.&
& (abs(fkneu(5)/fkneu(4)-verhref(5)))) then
abverh=abs(fkneu(6)/fkneu(5)-verhref(6))
else
abverh=abs(fkneu(5)/fkneu(4)-verhref(5))
end if
end if
if (abverh<abverhbest) then
write(*, fmt=’(F20.8, F14.8, 4F11.6)’) &
& abverh, intadd, s, c1, c2, c3
sbest=s
c1best=c1
c2best=c2
c3best=c3
abverhbest=abverh
do k=0, kmax
write(*, fmt=’(2F11.6)’) fk(k), fkneu(k)
end do
do k=kmax-2, kmax
write(*, fmt=’(3F16.10)’) fk(k)/fk(k-1), fkneu(k)/fkneu(k-1),&
& verhref(k)
end do
do k=kmax-2, kmax
write(*, fmt=’(1F16.10)’) fkneu(k)/fkneu(k-1)-verhref(k)
end do
end if
end if
c3=c3+dc3
end do
c2=c2+dc2
end do
c1=c1+dc1
end do
s=s+ds
end do
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call koeff(c1best,1,sbest,a,kmax,fkc1)
call koeff(c2best,2,sbest,a,kmax,fkc2)
call koeff(c3best,3,sbest,a,kmax,fkc3)
fkneu=fk+c1best*fkc1+c2best*fkc2+c3best*fkc3
call integral1(a*u2,sbest,int1)
call integral2(a*u2,sbest,int2)
call integral3(a*u2,sbest,int3)
intadd=c1best*int1+c2best*int2+c3best*int3
14 format (’s ’, F10.5)
write(*, 14) sbest
11 format (’c1 ’, F11.6)
write(*, 11) c1best
12 format (’c2 ’, F11.6)
write(*, 12) c2best
13 format (’c3 ’, F11.6)
write(*, 13) c3best
print*, ’fk’
do k=0, kmax
write(*,fmt=’(e25.13)’) fk(k)
end do
do k=kmax-2, kmax
print*, fkneu(k)/fkneu(k-1), verhref(k)
end do
print*, abverhbest
print*, intadd
do k=0, kmax
write(*,fmt=’(e25.13)’) fkneu(k)
end do
open(unit=10, file=’findeadreihe.out’, status=’new’)
write(10,*) ’erstellt mit findeadreihe_05_03_15’
write(10,15) c1min, c1max, c1sch
write(10,16) c2min, c2max, c2sch
write(10,17) c3min, c3max, c3sch
write(10,18) smin, smax, ssch
15 format (’c1 ’, 2F10.5, I8)
16 format (’c2 ’, 2F10.5, I8)
17 format (’c3 ’, 2F10.5, I8)
18 format (’s ’, 2F10.5, I8)
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write(10, 14) sbest
write(10, 11) c1best
write(10, 12) c2best
write(10, 13) c3best
write(10,*) ’fk’
do k=0, kmax
write(10,fmt=’(e25.13)’) fk(k)
end do
do k=kmax-2, kmax
write(10,*) fkneu(k)/fkneu(k-1), verhref(k)
end do
write(10, 31) abverhbest
31 format (’abverhbest’, F14.8)
write(10, 32) intadd
32 format (’intadd’, F14.8)
do k=0, kmax
write(10,fmt=’(F25.13)’) fkneu(k)
end do
close(unit=10)
end program
subroutine koeff(faktor,t,s,a,kmax,fkoef)
implicit none
double precision :: faktor, s, a, gammatd2
double precision, parameter :: g1durch2=.177245385090551602d1, &
& g2durch2=.1d1, &
& g3durch2=.886226925452758013d0
integer :: t, kmax, k, ik
double precision :: fkoef(0:kmax)
if (t==1) then
gammatd2=g1durch2
else if (t==2) then
gammatd2=g2durch2
else
gammatd2=g3durch2
end if
do k=0, kmax
fkoef(k)=(-a)**k*gammatd2
do ik=1, k
fkoef(k)=fkoef(k)*(s+ik-1)*(t/2.+ik-1)/real(ik)
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end do
end do
fkoef(k)=faktor*fkoef(k)
end subroutine
subroutine integral1(au,s,int1) !t=1
implicit none
double precision :: au, s, int1, int1b, x, dx, xmin, xmax
double precision :: sum1, sum2 , sum3 ,sum4 , sum5, sum6, &
& sum7, sum8 , sum9, sum10, sum11, sum12, sum13, &
& sum14, sum15
double precision, parameter :: const1=-0.198609681415d-1, &
& const2=+.588989044e-3 ,&
& const3=+.588989044e-3 ,&
& const4=-.139351643e-4 ,&
& const5=-.418054931e-4 ,&
& const6=-.278703287e-4 ,&
& const7=+.268846838e-6 ,&
& const8=+.161308102e-5 ,&
& const9=+.295731521e-5 ,&
& const10=+.161308102e-5 ,&
& const11=-.479132978e-8 ,&
& const12=-.479132978e-7 ,&
& const13=-.167696542e-6 ,&
& const14=-.239566489e-6 ,&
& const15=-.114991914e-6 ,&
& const16=+.6119913660
integer :: i1, i2
integer, parameter :: is1=1000000, is2=3
double precision, parameter :: xmini=0.1, xmaxi=5
sum1=const1*s*au !x=0..0.1
sum2=const2*s**2*au**2
sum3=const3*s*au**2
sum4=const4*s**3*au**3
sum5=const5*s**2*au**3
sum6=const6*s*au**3
sum7=const7*s**4*au**4
sum8=const8*s**3*au**4
sum9=const9*s**2*au**4
sum10=const10*s*au**4
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sum11=const11*s**5*au**5
sum12=const12*s**4*au**5
sum13=const13*s**3*au**5
sum14=const14*s**2*au**5
sum15=const15*s*au**5
int1=sum1+sum2+sum3+sum4+sum5+sum6+sum7+sum8+sum9+sum10 &
& +sum11+sum12+sum13+sum14+sum15+const16
int1b=0 !x=0.1..
xmin=xmini
do i2=1, is2
xmax=5*xmin
dx=(xmax-xmin)/real(is1)
x=xmin-dx
do i1=0, is1
x=x+dx
int1b=int1b+exp(-x)*x**(-0.5)/(1+au*x)**s*dx
end do
xmin=xmax
end do
int1=int1+int1b
return
end subroutine
subroutine integral2(au,s,int2) !x=0.. t=2
implicit none
double precision :: au, s, int2, x, dx, xmin, xmax
integer :: i1, i2
integer, parameter :: is1=1000000, is2=5
double precision, parameter :: xmini=0, xmaxi=.1
int2=0
xmin=xmini
xmax=xmaxi
do i2=1, is2
dx=(xmax-xmin)/real(is1)
x=xmin-dx
do i1=0, is1
x=x+dx
int2=int2+exp(-x)/(1+au*x)**s*dx
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end do
xmin=xmax
xmax=5*xmin
end do
return
end subroutine
subroutine integral3(au,s,int3) !x=0.. t=3
implicit none
double precision :: au, s, int3, x, dx, xmin, xmax
integer :: i1, i2
integer, parameter :: is1=1000000, is2=5
double precision, parameter :: xmini=0, xmaxi=.1
int3=0
xmin=xmini
xmax=xmaxi
do i2=1, is2
dx=(xmax-xmin)/real(is1)
x=xmin-dx
do i1=0, is1
x=x+dx
int3=int3+exp(-x)*x**(0.5)/(1+au*x)**s*dx
end do
xmin=xmax
xmax=5*xmin
end do
return
end subroutine
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