The concept of splicing system was first introduced by Head in 1987 to model the biological process of DNA recombination mathematically. This model was made on the basis of formal language theory which is a branch of applied discrete mathematics and theoretical computer science. In fact, splicing system treats DNA molecule and the recombinant behavior by restriction enzymes and ligases in the form of words and splicing rules respectively. The notion of splicing systems was taken into account from different points of view by many mathematicians. Several modified definitions have been introduced by many researchers. In this paper, some properties of different kinds of splicing systems are presented and their relationships are investigated. Furthermore, these results are illustrated by some examples.
Introduction
In 1987, Head introduced a mathematical model for investigating the recombinant behavior of DNA molecules in the presence of restriction enzymes and ligases 1 A restriction enzyme is an enzyme that cuts double stranded or single stranded DNA at specific recognition nucleotide sequences, known as restriction sites. After cutting DNAs with restriction enzymes, some fragments with sticky ends will be produced. If there is another kind of enzyme which is called DNA ligase existing in the system 3 , the fragments with complementary ends can join together and generate new DNAs. In the splicing system model, the initial DNAs are associated with strings over the alphabet A = {a, t, c, g} and the restriction sites of enzymes are associated with some rules that determine their patterns. The language generated by the splicing system illustrates the recombinant DNAs. After this concept is introduced by Head, many other mathematicians developed it and considered it from different points of view [4] [5] [6] [7] . Some important types of splicing systems are permanent, persistent, uniform and null-context are discussed here and their relations with each other are investigated.
Basic Definitions and Notations
In this section, some main concepts and notations that will be used in this paper will be introduced.
The theoretical basis of splicing system is studied under the framework of formal language theory that is mainly the study of finite sets of strings called languages 8 .
Definiton 2.1. 8 A finite, nonempty set A of symbols is called an alphabet. Any finite sequence of symbols from alphabet is called a string.
The empty string which is a string with no symbol at all is usually denoted by 1.
If A is an alphabet, we use A * to denote the set of strings obtained by concatenating zero or more symbols from A.
Any subset of A * is called a language over A. If y is a subsegment of ucx (respectively xfq) that is the crossing of a site in ucxdv (respectively pexfq) then this same subsegment y of ucxfq is an occurrence of the crossing of a site in ucxfq.
Definition 2.5. 1 A null context splicing system is a splicing system S = (A, I, B, C) for which each cleavage pattern in B and each in C has the form (1, x, 1).
Definition 2.6. 1 A uniform splicing system is a null context splicing system S = (A, I, X, X) for which there is a positive integer P such that
A language L is a uniform splicing language if there is a uniform splicing system S for which L = L(S).
Definition 2.7.
1 With respect to a language over A, a string c in A* is a constant if, whenever ucv and pcq are in the language, ucq and pcv are also in the language.
Definition 2.8. 4 A language L is strictly locally testable if there is a positive integer k for which every factor of L of length k is a constant.
Main Results
According to Ref. 1 and Ref. 9 , some of the relationships among different kinds of splicing systems and languages are known. In this section, the relations will be generalized by considering the permanent splicing systems and its relation with other types of splicing languages. Also, some examples are provided to demonstrate the results.
Persistent, uniform and strictly locally testable languages are equivalent. This is stated in the following theorem. 2) L is a strictly locally testable language.
3) The set of constants for L contains p A for some p . 4) L is a uniform splicing language.
Based on the definition, a set of permanent splicing systems is a subset of persistent splicing systems. However, the relation between the language associated with permanent splicing system and other types splicing languages are not investigated in the above theorem.
In the following theorems the placement of permanent splicing languages in the hierarchy of splicing languages is determined. Theorem 3.2. Every null-context splicing system is permanent.
Proof. Suppose S = (A, I, B, C) Proof. By Definition 2.6, a uniform splicing system is a null-context splicing system. Thus, the proof follows from Theorem 3.2.
From Theorem 3.3, the following result can be directly concluded.
Theorem 3.4. Every uniform splicing language is permanent.
Although persistent and permanent splicing systems are not equivalent, and permanent splicing systems are proper subsets of persistent splicing languages, it will be shown in the next theorem that the languages produced by them are equivalent.
Theorem 3.5. A language is persistent if and only if it is permanent.
Proof. Since every permanent splicing system is persistent, it is obvious that a permanent splicing language is persistent. For the converse, suppose that L is a persistent splicing language. According to Theorem 3.2, L is a uniform splicing language. By Theorem 3.3, L is a permanent splicing language.
Thus, Theorem 3.1 can be generalized as the following. Therefore, persistent, permanent, uniform and strictly locally testable languages are equivalent. However, uniform, null-context, permanent and persistent splicing systems are proper subsets in the following manner:
Uniform ⊂ null-context ⊂ permanent ⊂ persistent splicing systems Although those splicing languages are equivalent, they can be produced by different and distinct splicing systems.
An example is given in the following to illustrate a language that is generated by different splicing systems.
It will be shown that L is a permanent splicing language that can be generated by three different kinds of splicing systems: 1 S that is permanent but not null-context, 2 S that is permanent and null-context and 3 S that is not permanent. 3 S cannot be permanent. However, the language generated by 3 S is permanent.
Conclusion
In this paper, some properties of different splicing systems are investigated. Although permanent splicing system is not equivalent to persistent, null-context and uniform splicing systems, the languages associated with them are equivalent. Also, it is shown that a splicing language can be generated with different types of splicing systems.
