We recently proposed a mechanism for pattern formation based on the alternation of two dynamics, neither of which exhibits patterns. Here we analyze the mechanism in detail, showing by means of numerical simulations and theoretical calculations how the nonequilibrium process of switching between dynamics, either randomly or periodically, may induce both stationary and oscillatory spatial structures. Our theoretical analysis by means of mode amplitude equations shows that all features of the model can be understood in terms of the nonlinear interactions of a small number of Fourier modes.
I. INTRODUCTION
Spatiotemporal pattern formation in nonequilibrium extended systems plays a role in a huge number of physical phenomena, and in the past few decades there has been continuous progress in the understanding of different mechanisms that lead to such patterns. The mechanisms for pattern formation that have been studied most thoroughly and invoked most frequently include dissipative structures, often involving an input of heat balanced by dissipation, or chemical oscillations in dissipative open systems ͓1͔. Other wellknown cases involve patterns formed by the temporal modulation of a parameter in systems that undergo Hopf bifurcations ͓2,3͔, and noise-induced patterns ͓4,5͔.
In recent work we introduced a new mechanism for spatial and spatiotemporal pattern formation induced by a global alternation between two dynamics, each of which by itself leads to a spatially homogeneous state ͓6,7͔. When the alternation is periodic ͓6͔ the spatial patterns are stationary in some parameter regimes and oscillatory ͑reminiscent of oscillons in granular materials ͓8͔͒ in others. Random alternation leads to stationary patterns ͓7͔.
We note that there are many nonlinear spatially distributed systems in which external forcing leads to pattern formation, pattern selection, pattern stabilization, appearance of coherent structures, and other ordering effects. The external forcing may be constant ͑dc forcing͒, random ͑temporally and/or spatially͒, or periodic ͑again, temporally and/or spatially͒. The literature on global forcing ͑i.e., spaceindependent forcing such as that considered in this paper͒ usually focuses on periodic modulation. A few representative examples include parametric pumping of electrons in a Penning trap which can lead to coherent collective phasebistable motion of the electrons' center of mass ͓9͔, breather stabilization in a sine-Gordon system ͓10͔, kink and soliton formation in lattices of coupled oscillators ͓11͔, and resonances in periodically forced oscillatory systems ͓12͔. Particularly interesting contributions in this last category have been a number of recent experimental studies in periodically forced chemical reaction-diffusion systems ͓13,14͔. Perhaps the most challenging manifestation of pattern formation due to global modulation has occurred in granular materials, where vertically vibrated granular layers exhibit spatial and temporal patterning ͓8,15͔. Our system differs from these others in one crucial respect, namely, that by itself each dynamic exhibits no interesting behavior and, in particular, no order, pattern formation, oscillatory behavior or instability of any kind. It is the alternation between uninteresting dynamics ͑generalizable to any periodic modulation͒ that is entirely responsible for the appearance of patterns in our model.
Our earlier work, based on a class of models associated with the Swift-Hohenberg equation ͓16,17͔, was mainly numerical. Herein we develop an analytic theory that captures, often quantitatively but in any case qualitatively, all the features of the pattern formation mechanism in all parameter regimes tested. The theory is based on a mode analysis of the nonlinear problem and the retention of only a few modes whose evolution reproduces the principal behavior of the system. Our detailed analysis is for a one-dimensional version of the model, for which we also present simulation results for comparison. These simulations complement our earlier two-dimensional simulations. We also outline the straightforward extension of our theory to two dimensions.
In Sec. II the general formalism, model system, and the important parameters of the problem are laid out. Section III presents the numerical simulation results for the onedimensional version of the model. The analytic theory and its predictions are presented in Sec. IV, where comparisons with the numerical results are also detailed. We conclude with a short summary and discussion in Sec. V.
II. GENERAL FORMALISM
To illustrate the proposed mechanism, we consider a simple family of models that exhibit patterns. The overdamped Langevin dynamics for a scalar field (r,t) that depends on both space r and time t reads in general ͑ r,t ͒ϭϪVЈ"͑ r,t ͒…ϩL͑ r,t ͒ϩ͑ r,t ͒.
͑1͒
The field could, for instance, represent the concentration of a chemical species at a given spatial position and time, or a scalar function of the velocity in a fluid. The temporal evolution of the field is driven by a local force that can be derived from a local potential V() by its coupling with other locations, indicated by the operator L, and by fluctuations ͑for example, thermal fluctuations͒ modeled by the random term (r,t). We assume that (r,t) is Gaussian distributed, has zero mean value, and has a correlation function given by ͗͑r,t͒͑rЈ,tЈ͒͘ϭ 2 ␦͑rϪrЈ͒␦͑tϪtЈ͒.
͑2͒
A system such as ͑1͒ must satisfy two requirements for pattern formation: it must exhibit local multistability, that is, the local potential must have at least two stable equilibrium points, and it must have a morphological instability ͓16͔, i.e., ͉k͉ϭ0 cannot be the most unstable Fourier mode. A paradigmatic example is a phenomenological model for the Rayleigh-Benard system near the convection threshold: the Swift-Hohenberg ͑SH͒ model ͓17͔. A brief review of this model should be useful to clarify the features of the mechanism we are about to present.
For the SH model the local potential and the coupling term read, respectively,
Note that the coupling operator determines an I s morphological instability according to the classification criteria of Cross and Hohenberg ͓16͔, with ͉k*͉ϭ1 as the most unstable Fourier mode. Throughout this paper we will consider the coupling L SH . As for the local potential, we can distinguish different cases according to the value of the parameters a and b. If aϭ0 and bр0, or if aϭ " 0 and bϭ0, V SH () has a single stable equilibrium point, and the system therefore does not develop ͑heterogeneous͒ patterns. For all other cases a spatial structure develops; its shape depends on dimensionality and on the symmetries satisfied by Eq. ͑1͒. If aϭ0 and bϾ0, the local potential has two stable equilibrium points and is symmetric with respect to the line ϭ0. Consider now a global switching mechanism between two local potentials V 1 () and V 2 (): ͑ r,t ͒ϭϪ⌳͑ t ͒V 1 Ј"͑r,t͒…Ϫ͓1Ϫ⌳͑t͔͒V 2 Ј"͑r,t͒… ϩL͑r,t ͒ϩ͑ r,t ͒. ͑8͒
Here ⌳(t) is a dichotomous function of time that takes on the values 0 and 1. In this way either V 1 () or V 2 () acts on the system at every site at a given time. It is easy to check that Eq. ͑8͒ can be rewritten as
where
and (t)ϭ2⌳(t)Ϫ1ϭϮ1. Let us assume that V 1,2 () and Ṽ 1,2 () are monostable potentials. It is then clear according to conditions ͑7͒ that neither of the two dynamics alone will lead to patterns. How-ever, we will show that the nonequilibrium process of alternation in time, either periodically or randomly, of two nonlinear dynamics neither of which leads to patterns, may lead to different kinds of oscillatory and stationary patterns.
Let t s denote the average time that the system spends in each dynamics. Then we expect that if t s →ϱ, that is, if switching is slow, every site will reach the equilibrium point i appropriate to the potential V i () that drives the system. Therefore the field will oscillate between homogeneous structures. However, if the switching process is sufficiently fast ͑later we will state the condition quantitatively͒, the fast variable (t) can be replaced by its average value, (t) ϳ͗(t)͘ϭ0. Therefore in that limit the system is effectively driven by the potential V ϩ (). We stress that although V 1,2 () are monostable and satisfy the condition ͑7͒ associated with no pattern formation, V ϩ () may in general satisfy either condition. In particular, if V 1,2 () are such that
pattern formation will occur due to the global temporal alternation of two dynamics, neither of which alone leads to patterns.
Next we show that nonlinearity is needed for such a pattern formation mechanism. Consider for a moment the quadratic local potentials, that is, linear local forces, V i Ј() ϭC i ϪD i , where C i and D i are constants. Since we want these local potentials to satisfy Eq. ͑11͒, we must have C i Ͼ0. Obviously V ϩ Љ ()ϭ(C 1 ϩC 2 )/2Ͼ0, which allows no pattern according to Eq. ͑12͒. We must thus conclude that pattern formation by the mechanism described herein is only possible with nonlinear forces.
Given any particular choice of V 1,2 () satisfying Eqs. ͑11͒ and ͑12͒, the formation of spatial structures can be understood in terms of the ratio r of the two characteristic times of the system: the time that the system spends in each dynamics, t s , and the relaxation time to equilibrium states, t r ,
The time t r is the smaller of t 1→2 and t 2→1 , where t i→ j is the relaxation time, under the action of V j , of the homogeneous state associated with V i . We can estimate t i→ j by focusing only on the ͉k͉ϭ0 mode and assuming that, when the potential switches from V i to V j , the mode amplitude behaves as a Brownian particle initially equilibrated in the effective local potential Ṽ i (). When the local potential is switched, this point, which up to that moment was stable, becomes unstable. The relaxation time to the new homogeneous state associated with V j is the time taken by the Brownian particle to roll down the potential hill to the new equilibrium point ͓18͔:
͑14͒
The fluctuations should not dominate the dynamics, i.e., they must be small enough not to swamp the potential barrier in V ϩ . Indeed, we might be tempted to approximate Eq. ͑14͒ by the deterministic limit,
Notice, however, that due to the absence of an inertial term in the model, Eq. ͑15͒ predicts the particle to be exponentially close to the equilibrium point j after a finite time but will only reach this point exactly in infinite time. For practical purposes, we can consider that the particle has ''reached'' the equilibrium point j when it is located at a distance of O( 2 ) from this point, so that the time t i→ j can, in fact, be estimated by Eq. ͑15͒ if the upper limit is replaced by ϩO( 2 ) ͓ ϪO( 2 )͔ if the particle moves from right to left
we arrive at the convenient estimate
Note that this last expression does not diverge as does Eq.
On the other hand, the time that the system spends in one of the two dynamics, t s , reads as follows. If the dichotomous switching is periodic, t s is clearly the semiperiod of the signal, t s ϭT/2. If the switching is random, we take ⌳(t) to be a dichotomous exponentially correlated random variable with correlation time . The correlation function of the associated random dichotomous variable (t) then is ͗͑t͒͑tЈ͒͘ϭe Ϫ͉tϪtЈ͉/ . ͑17͒
The time that the system spends in each dynamics on average is then t s ϭ2. As commented above, if rӷ1, the system will alternate between homogeneous states, and if rӶ1, a stationary pattern will be obtained. The case rϳ1 is the most striking; when the switching is periodic, a resonance phenomenon between the two characteristic times of the system may produce oscillatory patterns. These patterns only occur under periodic switching, that is, random switching even with a ratio rϳ1 does not produce sustained oscillatory patterns. Although when rӍ1 a collective oscillatorylike pattern may be found during a certain temporal window in the randomly switched system, the probability that (t) retains a given value for a time t longer than t r is appreciable ͓O(e Ϫt/t r )͔. During such an event the whole system can relax to a homogeneous state. Once a homogeneous state is reached ͑and it will, sooner or later͒, it is very difficult for the system to recreate an oscillatory pattern. Periodic switching clearly bypasses this difficulty.
III. A PARTICULAR CASE: NUMERICAL SIMULATIONS
Let us now focus on the following particular family of local potentials that satisfy the conditions ͑11͒ and ͑12͒:
where A 1,2 are positive constants. Then the potentials V Ϯ () are
There are two different cases according to the values of A 1,2 .
One is the symmetric case, A 1 ϭA 2 , for which V 1 () ϭV 2 (Ϫ). Since it then follows that V ϩ () is an even function of , the inversion symmetry ↔Ϫ is satisfied by Eq. ͑9͒ in the limit r→0. Away from this limit, the equation is invariant under the transformation combination ͕↔Ϫ,↔Ϫ͖. The other is the asymmetric case, A 1 A 2 , for which the inversion symmetry is never satisfied. We restrict our simulations to the representative cases A 1 ϭA 2 ϭ1 and A 1 ϭ1, A 2 ϭ2 ͑see Fig. 1͒ .
We first compute the relaxation time t r . Using Eq. ͑14͒ with 2 ϭ10 Ϫ2 , we obtain t r Ӎ2.2 when A 1 ϭA 2 ϭ1,
These values are in agreement with those found in numerical experiments: t r ϭ2.49Ϯ10 Ϫ2 and t r ϭ1.386Ϯ10 Ϫ3 , respectively. The approximate expression ͑16͒ yields t r Ӎ1.8 and t r Ӎ1.7, respectively.
In earlier work ͓6,7͔ we performed two-dimensional ͑2D͒ numerical simulations of Eq. ͑8͒ on 128ϫ128 lattices with the local potentials ͑18͒. There we showed that stationary patterns of appropriate symmetries are indeed observed for rӶ1 and oscillatory patterns are seen when rӍ1. Here we perform complementary one-dimensional ͑1D͒ simulations. The values of the relevant parameters are ⌬tϭ10 Ϫ3 , ⌬x ϭ0.5, L x ϭ64, and ϭ10
Ϫ2 . In order to avoid possible instabilities arising from boundary effects we implement periodic boundary conditions. As in the 2D case, we expect the typical wavelength of the pattern to be ϭ2/͉k*͉Ӎ2 and the aspect ratio to be L/ϳ10; that is, if a pattern develops, we expect to find ten wavelengths inside the lattice. These simulation results are compared to detailed theoretical results in the following section.
The initial condition is taken to be random according to a Gaussian distribution. As for the effect of the additive fluctuations in the dynamics, only if the initial condition were chosen to be uniform ͓(r,0)ϭconst for all r] would they be relevant, since in all other cases small fluctuations do not play a significant dynamical role. Clearly, a uniform initial condition does not produce patterns in the deterministic problem regardless of the value of the control parameter r.
In Figs. 2 and 3 we show the results of typical simulations for the symmetric 1D case with random switching. We present a density plot of the field as a function of space and Deterministic periodic switching leads to results similar to those of random switching when rӷ1 ͑alternation of homogeneous states͒ and rӶ1 ͑stationary patterns͒. However, when rӍ1 an oscillatory pattern develops. Figure 4 shows, again by means of a density plot of the field as a function of space and time, the oscillatory structure that arises when r ϭ1.15. Below we will explain in detail the spatiotemporal structure of this oscillatory pattern.
The 1D asymmetric cases (A 1 ϭ " A 2 ), periodically or randomly switched, differ only in minor details from the symmetric cases.
We recall ͓6͔ that for the 2D system, different symmetries determine the spatial arrangements and shapes of patterns. For the symmetric case, V ϩ () is exactly the SH potential mentioned earlier, Eq. ͑3͒, with aϭ0 and bϾ0. Therefore, drawing parallels with that model, one expects and indeed observes stationary roll-shaped patterns in the limit r→0, since Eq. ͑9͒ satisfies the inversion symmetry ͑whether the alternation between dynamics is random or periodic͒. On the other hand, if r→ϱ, alternation between homogeneous states ensues, just as in the one-dimensional case. When the switching is deterministic, the main difference is the existence of sustained oscillatory patterns when rӍ1. Since in that case the contribution of V Ϫ () can no longer be neglected, the inversion symmetry is not satisfied by Eq. ͑9͒, whether ϭ1 or ϭϪ1. Therefore, as in the SH model, a spotlike pattern emerges. However, Eq. ͑9͒ is invariant under the combined transformation ͕↔Ϫ, ↔Ϫ͖. This leads to a square arrangement of the oscillatory pattern, that is, the spotlike structure presents a /2 rotational symmetry and oscillates between the two possible square-glidetransformed lattices.
For the asymmetric case, again no spatial structure develops when rӷ1, and one obtains a simple alternation in time of homogeneous states. The case rӶ1 leads to a hexagonal stationary pattern, whether the switching is random or periodic. This is also the pattern that emerges in the 2D SH model in the absence of ↔Ϫ symmetry. When alternation is periodic, the case rӍ1 leads to a hexagonal oscillatory pattern. Here there are no symmetry requirements to force alternation between glide-transformed lattices. Instead, we obtain truly localized excitations that resemble the oscillons found in shaken granular materials and clay. Figure 5 shows several snapshots over one period for A 1 ϭ1, A 2 ϭ2, and rϭ0.95. The hexagonal oscillatory pattern is clearly seen.
IV. MODE AMPLITUDE EQUATIONS
We now present a theoretical approach to the problem in terms of mode amplitude equations. For simplicity, and because the most interesting features of the problem occur even there, we restrict most of our calculations to the onedimensional case. Moreover, since the periodic switching case captures the whole phenomenology of the pattern formation mechanism, we limit the calculations to that case.
Let us consider the following variant of our particular choice of local potentials ͑18͒:
Spatiotemporal density plot of the field for the 1D symmetric case A 1 ϭA 2 ϭ1 with fast random switching (rϭ0.045). The system is essentially driven by the potential V ϩ , and a stationary pattern develops.
FIG. 4. Simulation results
showing the 1D oscillatory patterns in the spatiotemporal evolution of the field for the symmetric case A 1 ϭA 2 ϭ1. Switching is periodic with rϭ1.15. Figure 9 shows a single spatial and temporal period of such a pattern.
where we have introduced the parameters ␣, , and ␥ in the nonlinear terms of the potential. For the moment, we will consider these parameters to be small ͓O(␣)ϭO() ϭO(␥)͔, and such that V i () and V ϩ () satisfy the required stability conditions ͑11͒ and ͑12͒ for pattern formation under alternation of dynamics. Since the limits rӷ1 and r Ӷ1 will, respectively, produce alternation between homogeneous states and stationary patterns with typical wavelength ϭ2/k*ϭ2, the most unstable modes will be kϭ0 and kϭk*ϭ1 as we move from one limit to the other, that is, we expect solutions dominantly of the form ͑x,t ͉͒ rӷ1 ϭA 0 ͑ t ͒, ͑x,t ͉͒ rӶ1 ϭA 1 ͑ t ͒e ix ϩA 1 *͑t͒e Ϫix .
͑23͒
However, the phenomenology observed in the oscillatory patterns is not well described by considering only these two modes or a linear combination of them. In order to reproduce these structures it is necessary to include the first Fourier spatial harmonic of k*, i.e., kϭ2k*, which arises from nonlinear interactions. Hence we introduce the following ansatz for the field:
Substituting Eq. ͑24͒ into Eq. ͑9͒ and neglecting all terms of order e inx with ͉n͉у3, we obtain the following evolution equations for the mode amplitudes A 0 (t), A 1 (t), and A 2 (t) ͓Ϯ corresponds to the dichotomous variable taking on the value (t)ϭϮ1]:
We assume that the A j can be expanded in the parameters ␣, , and ␥,
where ϭO(␣,,␥). The leading order for the A j then yields the equations: A 0
The term A 2 (0) relaxes to zero rapidly in the long-term temporal evolution, and hence we can neglect it. Under this assumption, the next order for A 2 reads
͑33͒
As for A 1 , Eq. ͑30͒ indicates that we must consider its next order,
͑34͒
At the same time, Eq. ͑30͒ suggests that a reasonable simplification is to neglect the temporal dependence of A 1 (1) by
Equations ͑33͒ and ͑34͒ can be solved completely by using the result ͑32͒ and requiring that A 2 should be a continuous T-periodic function. The resulting expression for A 1 (t) is
We do not include the analytic expression for A 2 (t) because it is complex and not particularly illuminating. We do note that it can written in the form
where F(t) is a continuous T-periodic function. Therefore, if A 1 (t)→0, then also A 2 (t)→0. Despite the fact that the theory is perturbative in the parameters ␣, , and ␥, and so are the expressions ͑32͒, ͑36͒, and ͑37͒, we argue that the results can be applied at least qualitatively even when ␣ϭϭ␥ϭ1, that is, to the local potentials used in the numerical simulations. We again begin by first discussing the symmetric case, A 1 ϭA 2 ϭ1, i.e., a ϩ ϭ1, a Ϫ ϭ0. In the limit rӶ1 we expect a stationary pattern, such as (x,t)ϭA 1 cos x; hence the mode amplitudes A 0 (t) and A 2 (t) must go to zero, as actually occurs in the theory. Moreover, in that limit Eq. ͑26͒ reduces to the StuartWatson equation ͓19͔, and the steady state of A 1 (t) can be exactly computed:
which is exactly the value found using the approximate equation ͑36͒. At the other extreme, in the limit rӷ1 we expect A 1 (t) and A 2 (t) to go to zero since the system alternates between homogeneous states. That is the case for Eqs. ͑36͒ and ͑37͒. Also note that Eq. ͑32͒ indicates that (x,t) indeed switches between Ϫa (ϩ) ϭϪ1 and a (ϩ) ϭ1 for all x. Oscillonlike patterns are expected in the intermediate regime, where both alternation and spatial structure are relevant. Therefore the quantity
as a function of T estimates the regime where oscillatory patterns are most likely to appear. We represent Eq. ͑39͒ in Fig. 6 . The maximum of the function is around Tϳ3. We take this value of the period to be the resonance value of the two characteristic times involved in the system, i.e., rӍ1, so that t r ϳ1.5. This value is in agreement with the one already found in numerical simulations and also in theoretical calculations. We now compare the results found in the 1D numerical simulations with the theoretical predictions. The three panels in Fig. 7 depict the theoretical and numerical values obtained for A 0 (t), A 1 (t), and A 2 (t) for the cases rӷ1, rӍ1, and rӶ1, respectively. In both theory and simulations, A 0 (t) os- cillates around zero with an amplitude that decreases and tends to zero as the period T decreases. The mode amplitude A 2 (t) fluctuates around zero in the regimes rӶ1 and rӷ1, and presents oscillations in the intermediate regime where oscillons are found. Finally, A 1 (t) shows a constant value if rӶ1 or rӷ1; however, in the intermediate oscillon regime, A 1 (t) in the numerical simulations exhibits oscillations around a constant value. We have neglected these oscillations in our theoretical approach. They are not fundamental to the spatiotemporal behavior of (x,t) as we will see below. We stress again that these comparisons between theory and simulations use perturbative theoretical expressions applied FIG. 7 . Theoretical ͑upper portion of each panel͒ and numerical ͑lower portion͒ values of the coefficients of the three modes retained in the expansion, Eq. ͑24͒, for the cases rӷ1 (Tϭ10, first panel͒, rӍ1 (Tϭ4.45, second panel͒, and rӶ1 (Tϭ10 Ϫ2 , third panel͒. In the first panel the only contribution to the dynamics comes from the kϭ0 mode, that is, homogeneous states alternating in time. In the third panel only the constant contribution of the kϭ1 mode becomes relevant, leading to a stationary pattern. The theoretical approach neglects the oscillations of the A 1 (t) mode, which are evident in the second panel.
well beyond the perturbative regime. Nevertheless, the qualitative agreement is clear and becomes quantitative in the perturbative regime.
The qualitative agreement can be further ascertained by using Eq. ͑24͒ to reconstruct the field (x,t). The results are shown in Figs. 8 -10 , where (x,t) is depicted by means of density plots for the cases rӷ1 ͑Fig. 8͒, rӍ1 ͑Fig. 9͒, and rӶ1 ͑Fig. 10͒. As said before, even when neglecting the oscillations of A 1 (t), the theory reproduces the behavior of the field as a function of the period. When rӷ1 alternation between homogeneous states is obtained, and with rӶ1 a stationary pattern appears. The agreement between theory and simulations is essentially quantitative. The intermediate regime rӍ1 yields an oscillatory pattern in qualitative agreement with the pattern obtained from the simulations.
For the asymmetric case, A 1 ϭ " A 2 , we briefly note that again theory and simulations agree qualitatively showing all the phenomenology as a function of the ratio r. The quantitative agreement, however, is not as good as in the symmetric case.
The spatial arrangement of the patterns obtained for the two-dimensional case can be inferred from our theory as follows. The structures arise form the nonlinear interactions between modes k j of magnitude ͉k j ͉ϭk*ϭ1. Therefore, let us consider ͑r,t ͒ϭ ͚
Substitution of Eq. ͑40͒ into Eq. ͑9͒ leads to the evolution equation for the modes A 1 j ͓20͔. We particularly highlight the following nonlinear mode interactions:
Three modes:
Three modes: ͑ a ϩ Ϯa Ϫ ͒A 1 j A 1m A 1m * modal interaction.
͑42b͒
The modes involved in the interactions ͑41͒ are those for which k m ϩk n ϭk j , that is, k m , k n , and k j lie apart by /3. This favors a hexagonal pattern if the symmetries of the system support this pattern. The three-mode interactions, on the other hand, favor a square pattern or a roll pattern depending on the symmetries that must be fulfilled. First consider the case rӶ1 leading to stationary patterns. Since the adiabatic elimination of the fast variable, FIG. 8 . Theoretical ͑upper panel͒ and numerical ͑lower panel͒ spatiotemporal density plot of (x,t) for the symmetric case A 1 ϭA 2 ϭ1 with slow periodic switching (Tϭ10, rӷ1). The alternation of homogeneous states is captured quantitatively by the theory. →͗͘ϭ0, is equivalent to neglect of the Ϯ terms in Eqs. ͑41͒ and ͑42͒, it follows that the contribution of the two-mode interaction plays no role in the symmetric case since a Ϫ ϭ0. The three-mode interactions must always be taken into account. In the symmetric case no particular regular arrangement arises from the three-mode interactions ͑42͒ because all the modes obey the inversion symmetry ↔Ϫ. This then leads to a roll-shaped pattern. On the other hand, in the asymmetric case a Ϫ ϭ " 0 and the inversion symmetry is no longer satisfied. The two-mode interaction ͑41͒ then becomes relevant. As a result, the pattern is hexagonal.
We now move to the case rӍ1, i.e., oscillatory patterns. For the asymmetric case, the contribution of the two-mode interactions again leads to a hexagonal pattern, but now it oscillates in time. In the symmetric case, recall that the inversion symmetry, together with a time-translational symmetry, t→tϩT/2, is observed; that is, Eq. ͑9͒ remains invariant under the combined transformation ͕↔Ϫ,↔Ϫ͖.
Therefore the field oscillates between two glide-transformed structures. We note that if ϭ1 or if ϭϪ1 the system does not present inversion symmetry, so we expect a spotlike pattern for this oscillatory structure. However, the combined symmetry transformation forbids a hexagonal pattern. As a result, only the modal interactions wherein k m and k j are separated by /2 are allowed, producing a square pattern that oscillates between the two possible glide-transformed structures.
V. DISCUSSION AND CONCLUSIONS
The global alternation of two dynamics, each of which leads to a homogeneous steady state, can produce stationary or oscillatory patterns upon alternation. The appearance of spatial or spatiotemporal patterns depends on the ratio r of the alternation time and the relaxation time of the system in the slower of the two dynamics. Random alternation leads to stationary spatial patterns, while periodic alternation may lead to stationary or oscillatory spatial patterns. The symmetry of the patterns depends on the symmetries of the potentials.
This mechanism for pattern formation was earlier illustrated through numerical simulations in a 2D system based on the Swift-Hohenberg equation ͓6,7͔. Herein we have performed numerical simulations for the corresponding 1D system and have developed an analytic three-mode theory that captures ͑in many cases even quantitatively͒ the behavior in all parameter regimes. The three modes that are included in this theory are the uniform mode (kϭ0), the most unstable mode (kϭk*ϭ1), and the first Fourier spatial harmonic of this unstable mode (kϭ2k*). The analytic results lead to periodic alternation of homogeneous states for large r, stationary patterns for small r, and in the case of periodic alternation to oscillatory patterns for intermediate r.
We have also outlined the way in which this theory can easily be extended to the 2D system, where more than three modes need to be considered. Here one has to include all modes with a wave vector of unit magnitude as well as a subset of two-mode and three-mode interactions that dominate the dynamics. The number of modes is still small and analytically tractable.
The alternation mechanism has thus been presented numerically and understood analytically for certain classes of models based on the Swift-Hohenberg equation. One can envision many other situations in which a global alternation between homogeneous or even chaotic dynamics may lead to spatiotemporal pattern formation. We stress again the most interesting aspect of this mechanism, namely, that the alternation is global. A parallel theory for an entirely different class of models of the reaction-diffusion type has been developed ͓21͔. The minimal feature that is required for any alternation mechanism to lead to pattern formation is that the most unstable mode of the system corresponds to a nonzero eigenvector k, whose magnitude determines the length scale of the pattern. In the Swift-Hohenberg-type model considered here this nonzero-wave-vector instability is due to the particular form of the coupling. In reaction-diffusion systems with ordinary diffusive coupling, one requires at least two coupled fields to obtain a nonzero-wave-vector instability ͓21͔.
