In developing our computational approach to making, we also consider the relationship between making and designing, the latter often understood as an intellectual or cognitive activity resulting in a plan for action or making. Our approach collapses many of the dualisms associated with designing and making that originate with Aristotle's concept of hylomorphism. Hylomorphism regards creation as the imposition of an idea of form (morphe) upon passive material or matter (hyle). A reincarnation of hylomorphism, perhaps better known to architects, is Alberti's distinction between designing -as a "pre-ordering of the lines and angles conceived in the mind" (Alberti, 1986 : p 2) -and building. The anthropologist Tim
Ingold and others have argued persuasively to overturn hylomorphic thinking and replace it with an outlook that foregrounds material processes of formation, as opposed to final products as materializations of preconceived ideas (Ingold, 2010: p 92) . Our computational approach promotes this outlook.
Specifically, we look at making through the lens of a unique computational theory: shape grammars.
Since their introduction over forty years ago (Stiny & Gips, 1972) , shape grammars have been identified with computational design. Within the field of computational design -beginning with its early origins in computer-aided design (CAD) up to the present day -research has focused on design and designing, as the field's name implies. Accordingly, considerable research has centered on what is taken to exist in, or issue from, the mind or the intellect, as in studies of "design thinking", "design reasoning", and "design cognition". Many of the more influential studies along these lines have been presented within the pages of this journal, and the important core ideas have been brought together very neatly in a recent book by this journal's editor-in-chief, Nigel Cross (2011) . Shape grammar studies, on the other hand, have tended to focus on designs and their dynamic, perceptual properties, with less speculation about the thought processes behind their production. Shape grammars have provided a compelling alternative and overlapping theory to the many theories and tools, cognition-oriented or otherwise, within the field of computational design. Here, we propose that shape grammars also offer a natural basis for a computational theory of making.
First, we review shape grammars and the shape algebras that support their improvisational, perception and action approach to computing. Second, we propose a definition of making that follows from the shape grammar approach and is also aligned with contemporary theories of making as they have been articulated in the social sciences, humanities, and elsewhere. Third, we show how shape grammars can be adapted, through our definition of making, to what we call making grammars. Specifically, we modify algebras for the materials -or stuff -of shapes (points, lines, planes, solids) to define algebras for the stuff of things, and we extend the idea of grammars for shapes to grammars for things. Fourth, we give some examples of making grammars and their algebras. And last, we revisit design and designing in relation to our computational theory of making.
Shape grammars
Shape grammars are rule-based systems for describing and generating designs (Knight, 1999; Stiny, 2006) . Shape grammars are distinctive for their visual approach. They generate designs by computing directly with shapes in two or three dimensions, rather than with symbols, words, numbers, or other abstract structures that represent visual shapes indirectly. Over the years, shape grammars have been developed to tackle a continuum of design tasks from analysis to synthesis. They have been applied successfully in these tasks across virtually all areas of design from urban design to architecture to landscape design to craft to painting to product design to mechanical design. For examples in each of these areas, see, respectively: Beirão (2012), Duarte (2005) , Stiny & Mitchell (1980) , Muslimin (2010) , Knight (1989 ), McCormack, Cagan & Vogel (2004 , and Agarwal, Cagan & Stiny (2000) .
The rules of a shape grammar have the general form: A ® B where A and B are shapes and the arrow ® denotes "replace with". A rule says: Look for the shape A, or a copy of it, in an existing shape S. The copy of A might be some spatial transformation of A (for example, a rotated, reflected, shifted, or scaled copy). If you can see the shape A or its copy, then subtract it from S and replace it with the shape B, or a copy of B using the same spatial transformation as for the copy of A. The result of applying the rule, that is, replacing A with B in the shape S, is the creation a new shape S¢. Rules are typically conceived or described in terms of the changes they effect when they are applied -for example, moving a shape, adding a shape, dividing a shape, erasing a shape, and so on. The formal replacement operation (® ) is a general operation which subsumes all these possibilities.
When the rules of a shape grammar are applied recursively, beginning with an initial shape, a sequence of shapes called a computation is produced. A computation has the form: S 0 Þ S 1 Þ S 2 Þ … , S n , where each S i is a shape computed from the previous shape, beginning with the initial shape S 0 . The double arrow Þ represents the application of a rule. Shape grammars can be generalized to parametric shape grammars in which shapes in rules have parameters associated with them. Figure 1 illustrates how the visual rules of a shape grammar work. Each of the two rules shown take a shape -a square or an L-shape -and move it in space along a diagonal. Registration marks fix the before and after locations of the shapes. The rules can apply using different transformations or orientations allowing for moves along a diagonal in different directions. Two example computations, each beginning with a double L-shape, reveal outstanding features of this shape grammar and shape grammars in general.
The rules are nondeterministic and, importantly, can apply to emergent shapes, shapes that emerge from the application of rules. The two computations shown are identical up through the first four steps, at which point the rules are applied to different emergent shapes. Many other computations are possible. In other words, the shape computations here, and shape computations in general, are improvisational, perceptual, and action-oriented. In each step of a computation, the user can choose on the spot what shapes to see and what to do next. Shape grammars emulate what we do easily by hand with pencil and paper. Indeed, they can be developed and implemented entirely by hand (Figure 2 ). Implementation by machine is always possible, but often not straightforward. What is natural and easy to do with our eyes and hands -through seeing and doing (Stiny, 2006 ) -can be difficult to automate. But shape grammars are not without a rigorous formal foundation. Shape computations are underpinned by an algebraic theory that is a prerequisite to a general computer implementation. Briefly, an algebra is formally a set of entities that can be changed one into another by operations and transformations, and that can be ordered in terms of one or more relations. Algebras are defined for different basic elements -points, lines, planes, and solids (Stiny, 2006) . Basic elements combine by adding them together in terms of a sum operation (+), or subtracting one from another in terms of a difference operation (-). Spatial transformations (t) move basic elements around, reflect them, and change their size. Moreover, there is a part relation (≤) to show when one basic element is contained in another one. With the part relation, the operations of sum and difference, and the spatial transformations, the way rules work in shape computations can be described in detail. A rule A ® B applies to a shape S if there is a transformation t that makes A part of S, that is to say, t(A) ≤ S. Then, the shape S¢ is defined in the formula S¢ = (S -t(A)) + t(B). All of this corresponds exactly to how rules work, as described informally earlier.
Making
Shape grammars foreground action and perception in designing. Designing with shape grammars is about doing (drawing) and seeing with basic spatial elements to make shapes. We extend this idea of designing to propose a definition of making: Making is Doing and Sensing with Stuff to make Things.
1 This definition not only follows from shape grammar theory, but is also in the spirit of work in the social sciences, humanities, and elsewhere on the dynamic, embodied, improvisational, and material aspects of making. John Dewey in his landmark writings on aesthetics described art as a "process of doing or making" with "some physical material, the body or something outside the body, with or without the use of intervening tools, and with a view to production of something visible, audible, or tangible" (Dewey 1934: p 47) . More recently, others have developed this idea, probing the various dimensions of making including materials (Ingold, 2007; Lehmann, 2015) , skilled practice (Ingold, 2010) , the body (Malafouris, 2004) , the senses (Howes, 2005) , and more.
The components of making proposed here -doing, sensing, stuff, things -are defined informally and are intended to be in keeping with our intuitive understandings of these terms.
Doing and sensing
Doing is an action -an action by a person or possibly by a machine. Doing includes actions like drawing, knotting, folding, typing, throwing, stomping, and so on. Sensing includes any one or more of our senses, in any of the various ways our senses have been defined. It includes touching, hearing, seeing, feeling, tasting, and so on. (We take some liberties here with the idea of sensing, and assume that sensing extends to perception.) Both doing and sensing can be done with "tools". Tools might be our bodies' "tools" such as our hands or our eyes. For example, we can do (knot) with our hands and we can sense (see) with our eyes. Tools might also be extensions of our bodies, for example, pencils or eyeglasses. We can do (draw) with a pencil and we can sense (see) with eyeglasses.
Doing and sensing are interrelated. Doing may involve sensing, and vice versa. The order and relations between the two, or between action and perception, have been a topic of much debate and research. Some of this work, for example Alva Noë's (2004) compelling argument for the dependence of perception on action, might inform our future work.
Stuff and things
Stuff can be physical materials like gases, liquids, or solids (metal, fiber, plastic, wood, and so on) with
properties that can be visual (color, texture, translucency, glossiness, and so on), acoustic, mechanical, geometric, and so on. A little more abstractly, stuff can be points, lines, planes, and solids. Stuff might be composed from other stuff. For example, watercolor paint is composed of pigment, binder, solvent, and other materials. In the abstract, stuff has indeterminate extent and parts. When used in making, stuff necessarily has determinate extent, but extent may or may not be appreciable or significant for the maker.
Things are finite objects made of stuff. For example, shapes are things made of line stuff; knots are things made of string stuff; paintings are things are made of watercolor stuff (Table 1) . Table 1 . Examples of things and the stuff with which they are made.
Doing and sensing with stuff to make things
When we make things with stuff, we usually engage multiple ways of doing and multiple modes of sensing. For the sake of simplicity, the examples we give in this paper focus on just one of the possible doings and just one of the possible sensings involved in the making of a thing. Following from the examples given in Table 1, Table 2 gives examples of doing and sensing with stuff to make things, showing one doing and one sensing for each example. Table 2 . Examples of doing and sensing with stuff to make things
Making grammars
Shape grammars for computing or making shapes can be adapted, through our definition of making, to making grammars for computing or making things -that is, as means for computational making. The algebras for the stuff of shapes (points, lines, planes, solids) can be modified to define algebras for the stuff of things.
Algebras for stuff
Algebras for the stuff of shapes are defined in terms of what we can draw and see with spatial stuff.
Algebras for the stuff of things generalize this idea to encompass other kinds of doings and sensings with other kinds of stuff. Algebras for stuff formalize properties of materials that are relevant to artists, designers, or makers -properties that may be very different from those of interest to scientists or technologists. For example, materials scientists study the core physical properties of materials, going back to their atomic and electronic structure. These properties are critical for understanding and classifying materials and for discovering and creating new materials, but they are not necessarily useful to artists, designers, or makers. We do not need to know all the details about the physical attributes of materials in order to work with them.
Studies of the sensory properties of materials, on the other hand, are more relevant to making but are few.
Some studies are aimed at understanding how the sensory properties -the look, feel, taste, sound, smell, etc. -of materials are related to their physical properties. The "Sensoaesthetic Materials" project (n.d.) at the Institute of Making at the University College London is an excellent example. Work of this kind is leading to a much richer understanding of materials, but is of limited value in working with materials.
Other sensory studies of materials focus on the user's or consumer's perception of the materiality of a The physical (mechanical, thermal, electrical, and so on) properties of materials which are central to materials science, as well as the sensory properties discussed in product design, are typically represented through quantitative measurements and formulae. The doing and sensing properties of stuff that are central to making can be captured through algebras. These algebras may be thought of as phenomenal or alchemical. That is, our approach to algebras for stuff treats the sensing and doing properties of stuff as experiential properties, for example, as paint is described by the painter and philosopher Nigel
Wentworth:
… a physical description of paint might well be possible and interesting, but it will not capture the paint as the painter employs it. As with tools, paint is something that only is what it is through being used. In other words paint is paint. … To identify it and try to understand it in simple physical terms is to miss its very existence for what it is. … To understand it properly as paint we must locate it within the context in which it is paint,
and that is within the practice of painting. (Wentworth, 2004: pp 34-35) Similarly, our approach to algebras for stuff treats the doing and sensing properties of stuff like substances in alchemy, for example, as described by Ingold in his reference to the art historian James
Elkins's discussion of painting:
The (Ingold, 2011: p 213) .
Grammars for things
With algebras for stuff as foundation, we adapt shape grammars for computing shapes to making grammars for computing things.
Like shape grammars, making grammars have rules of the form A ® B. A and B are things, and the arrow ® is a formal replacement operation. In terms of making, though, the arrow ® stands for some doing and/or sensing. A doing results in a physical or perceptible change in a thing. A sensing results in a change in the sensing of a thing. As mentioned earlier, doing and sensing are interrelated and one might involve the other. The replacement operation ( ® ) is a general operation which subsumes all kinds of doings and sensings, whether simultaneous or independent.
Also like the rules of a shape grammar, the rules of a making grammar can apply under different transformations. Depending on the things computed, the transformations might be the same as the spatial transformations used for shape grammars (p. x) or they might be other kinds of transformations particular to the things computed. For the sake of simplicity, we consider only spatial transformations in the examples here.
The rules of a making grammar apply in the expected way to define a computation: T 0 Þ T 1 Þ T 2 Þ … , T n . Each T i is a thing computed from the previous thing, beginning with the initial thing T 0 . The double arrow Þ represents the application of a rule. In terms of making, the double arrow represents a particular doing and/or sensing to make a thing T i into a thing T i+1 .
Making is a continuous, time-based process. A computation may be time-based, but it is not continuous.
It segments a making process into parts marked by discrete moments. Each T i is a thing in a moment -a critical moment, a rest moment, or otherwise -in a making process. It is the outcome of a chunk of the process. The times in between moments can be broken up into finer and finer parts, but some parts may not be describable and only individually enacted. The design researcher Mads Jensen has described the challenges of analyzing and representing a person's skilled movement through time: moments of rest can be identified, but equal weight must be given to the movements in-between these moments and to the continuity of the overall process (2009). Here, a computation according to the rules of a making grammar represents just one of many possible interpretations of a making process as a sequence of moments and the times in-between.
Examples of making grammars
We give three examples of making grammars to illustrate the possibilities and range of computational making, and to raise issues and questions for further work: drawing with lines (á la Stiny), knotting with string (á la Ingold), and painting with watercolors (á la Sargent). The first two examples are developed in some detail; the third is more of a proposal. Each example considers making with particular kind of stuff to make particular things using particular doings and sensings. Each example highlights the need for a specialized algebra that reflects the doing and sensing properties of some stuff. Each example also considers how the doings and sensings with particular stuff might be represented in rules and computations.
Drawing with lines (á la Stiny)
This first example demonstrates that shape grammar computations are a kind of computational making.
As we have noted, shape grammars are usually discussed in terms of designing. However, as a means for synthesis, they are a highly sensory, action-oriented kind of computational making. This example recasts the shape grammar of Figure 1 as a making grammar. It includes:
Things shapes in 2D Stuff lines in 2D, represented in an algebra for lines. Doing drawing (either drawing and erasing, or drawing with trace overlays) Sensing seeing (grasping, focusing attention) with the eyes Figure 3 shows the making grammar. There are two sets of rules: seeing rules and drawing rules. The highlighted shapes in the rules are shapes that are the focus of seeing or "grasping" with the eyes. The seeing rules apply to focus sight on -to visually grasp -a shape. They do not otherwise alter the shape.
Seeing rules are similar to identity rules (Stiny, 1996) , but here seeing rules explicitly identify what is visually grasped. The drawing rules are like the rules in Figure 1 . They each apply to move a visually grasped shape along a diagonal. The computation is a series of alternating seeing and drawing moves. The computation is sequential but is separated into two columns to distinguish doing from sensing. This example is a much-simplified representation of an actual drawing process. The rules could be extended to allow, for example, for switching visual attention between different shapes before a drawing move is implemented, or for finer drawing moves for individual lines or their segments. 
Knotting with string (á la Ingold)
Lines in a two-dimensional drawing space are now rendered as strings in a three-dimensional world. This example is inspired by the many affinities of lines with the sensory, improvisational, and emergent qualities of making with physical materials. It draws in part from the anthropologist Tim Ingold's use of line as a rich metaphor for making and skilled practice, and more generally, for understanding the world (Ingold, 2007 (Ingold, , 2013a . For Ingold, lines and weaving embody the processes of growth, becoming, and formation that are intrinsic to making. Making is "like weaving a pattern from ever unspooling threads that twist and loop around one another, growing all the while without ever reaching completion" (Ingold, 2013b) . And knotting is the means by which lines are held together in the making.
The knotting grammar we propose here also ties nicely to khipu, the knotted strings made by the Incas as a physical recordkeeping and communication language. Gary Urton, a leading researcher in the field, has proposed that khipu were an early, binary form of narrative writing (Urton, 2003) . Our knotting grammar is simple and general, and a step toward a grammar for khipu making. It generates single overhand knots and multiple overhand (long) knots along a string. An overhand knot is one of the most basic knot forms and is the starting point for a variety of more complex knots ( Figure 5 ). Overhand knots (single or multiple) can also be repeated in different locations along a string (Figure 7) .
In other words, iteration can occur at two levels: within a knot and along a string. The knotting grammar encompasses both types of iteration. It includes:
Things knotted strings in 3D, represented with an algebra outlined below. Stuff strings Doing knotting (looping, pulling, etc.) Sensing touching (grasping, focusing attention, repositioning) with the hands Note that we focus here on the sense of touch alone to simplify the example, and to highlight grasping with the hands as opposed to grasping with the eyes as in the previous example. Knotting is a highly tactile activity, but may involve other senses apart from touch, in particular, seeing. However, with a little practice, it is easy to make these knots entirely by hand and touch without the use of sight. Figure 8 shows the knotting grammar. There are two sets of rules: knotting rules and touching or grasping rules. The brackets in both sets of rules indicate the locations of left and right hand grasps, using thumb and forefinger, along a string. The knotting rules apply to change the configuration of a string by looping and pulling the string in different ways to tie knots. The touching/grasping rules apply to change a grasp location along a string (rules A and B) or to change the position of a hand (rule C) from under a string to over a string. They do not change the configuration of the string. Rule 4* is both a knotting and grasping rule: it applies to pull a string through a loop while sliding or moving a grasp along the string. The labels 0, 1, 2, 3, and 4 in the doing rules control the sequence in which these rules apply. Sensing rules can be applied at any time. All of the rules apply under the same geometric transformations as shape grammars, so that knots can be made in different orientations and directions. The grammar is a highly schematized version of an actual knotting process. The knotting rules capture natural stopping or stable points in a continuous tying process. As mentioned earlier, an algebra is a set of entities that can be changed into others or that can be related to one another. Just as the entities in the algebras for shape grammars are points, lines, planes, or solids, the entities in the algebra for string grammars should be strings, or something like them in terms of relevant properties. But intuitively, shape elements and strings are not quite the same. In particular, shape elements fuse in combination, whereas strings are independent in combination. Further, both shape elements and strings may have parts embedded in them, but shape elements can have parts embedded in them anywhere whereas the parts of strings are limited by knots and their locations. For example, two lines may combine to make a single, longer line, but two strings in combination are still two separate strings. Moreover, any line corresponds to a part of any other line, whereas a string corresponds to a part of another string only when their knots match up exactly. Such differences between shape elements and strings motivate our definition for an algebra of strings.
A little abstraction is useful for this purpose, keeping in mind the physical and tactile properties of strings.
In the algebra, it is assumed that each string is a singleton set to recognize the independence of strings in combination. A string is a sequence sks . . . ks of segments s and knots k, where for n segments, there are always n-1 knots. Knots cannot be at the ends of strings without trailing segments. Otherwise, the knots would unravel. Moreover, segments may vary in length. A segment is an internal segment if there are knots at both of its endpoints. Otherwise the segment is an end segment. If a string contains at least one knot, then it has two end segments. Knots are indexed with integers to indicate the number of ties they contain -1 is for a single knot, 2 for a double knot, and so on. The string sk 1 sk 3 sk 1 s has four segments divided by a single knot, a triple knot, and a single knot. A tying operation is defined in the algebra to add knots to segments of strings. If a double knot is tied in the third segment of the string sk 1 sk 3 sk 1 s, then the new string sk 1 sk 3 sk 2 sk 1 s is defined in the algebra. A string S is part of another string S¢ whenever the knots and the internal segments of S correspond exactly in a 1-1 relationship to knots and internal segments of S¢. Internal segments must correspond in sequence and in length. The end segments of S must also be embedded in segments of S¢, where embedding is like the part relation for lines in shapes. Knots cannot be ignored in determining whether one string is a part of another string. If a knot is tied in a string, then the original string is not a part of the result. Two strings are equal if their segments and knots all correspond -each string is part of the other. Last, there are transformations in the algebra to change the length and location of strings, while preserving knots and the number of ties in them, and the relative lengths of segments. Knots are invariant under the transformations -just as, for example, labels are in shape grammars -while the lengths of segments can change. The transformations always apply to entire strings.
Interpreting the rules in a knotting grammar in terms of this algebra is fairly straightforward. Essentially, the pieces of a string(s) in the left side of a rule must be included in a string(s) that is part of the string to which the rule applies. The use of transformations may be necessary for this purpose to obtain a string of the correct length. The result of applying a rule or a sequence of rules in the order given in the grammar is a knot corresponding to the tying operation in the algebra.
Note that the algebra can be extended to configurations of multiple strings located in either two dimensions or in three dimensions. Formally, these configurations would be sets of singleton strings. It is also worth considering how the algebra might be extended to surfaces such a paper, where folds would correspond to knots. An arrangement or array of areas and folds is one enticing possibility.
A computation of a knotted string is shown in Figure 9 . The computation is sequential, but separated into two columns to distinguish doing from sensing, as in Figure 3 . Applications of the combined knotting/grasping rule 4* are shown in the middle. Unlike the previous example in Figure 3 , this computation is not always a straightforward alternation between doing and sensing. The challenges in developing a grammar to characterize Sargent's highly skilled practice and expertiseeven in part -are many. The stuff, the doings, and the sensings are complex, variable, and interrelated.
Multiple different materials with different behaviors and properties interact with one another in different ways, in different sequences, and with different tools and techniques.
Each different material might require a different algebra, and these may need to be combined in an algebra for entities of various kinds. Interactions between different algebras (for instance, the effects of a wet wash on wax) would need to be considered. Moreover, interactions would need to include the order in which materials are used (for example, a color wash applied over wax versus wax applied over a color wash). Material properties may not follow the usual mathematical axioms for algebras such as associativity, commutativity, and so on. Indeed, there seems to be no guarantee that materials are even invariant under transformations. But these complications, and no doubt many more, add to the excitement of Sargent's methods and work. Doing rules would be equally complex as they involve actions with different outcomes depending on the tools involved, the materials used, and the materials to which they are applied. The specific action underlying an arrow ® in a doing rule A ® B might need to be characterized anew. Indeed, replacement as in shape rules may no longer be sufficient.
Another unique aspect of Sargent's painting activity, and painting in general, is time. Some materials used in painting change over time with no direct action by the maker, changing the overall results. Colors that are glossy may become matte, for example. Material changes may or may not be premeditated by the maker. Here is a description of how Sargent used the element of time in a calculated way -note the phrase in parentheses at the end:
Some of these strokes [of opaque watercolor] have an unusual speckled appearance that allows the color of the underlying paint layer to show through gaps in the pigment. He achieved this mottled effect by vigorously churning opaque watercolor with a dry brush until the paint got frothy and then dragging his brush across the paper (when the air bubbles dried, they created the gaps) (Sherry, 2013: p. 182 ).
Time can be incorporated into a grammar in a relatively straightforward way by defining a timed grammar. (See Saeedloei and Gupta (2010) for related work on timed automata.) In a timed grammar, a clock or timer is associated with the initial shape and rules. Time is defined through labels that function similarly to state labels in a shape grammar. A clock is set to time 0 for the initial shape and the start of a computation. When a computation begins, the clock starts. The clock time appears in each step of a computation. Any rule of the grammar that is dependent on time has a time label associated with its left and right sides. Not all rules need be time dependent or have time labels. A material element X in a painting (for example, air bubbles) that changes into a new material element Y (for example, gaps) after some interval i of time could be represented by a rule X ® Y, where X has a time label t associated with it and Y has a time label t+i associated with it. Time rules could be included as doing rules in a making grammar, perhaps distinguished as passive doing rules in contrast to active doing rules.
Discussion
The approach we have taken to making involves algebras, and grammars with rules defined in terms of these algebras. The idea is to capture the salient properties of stuff and things in actual making, so that manipulating stuff and things can be described as computation. This has the advantage of clarity and precision in describing stuff and things, and in describing the making process itself. It always helps to try and understand a process, no matter how natural it may seem. Moreover, our approach may suggest new avenues -unexpected computations -for making that may not be obvious simply by the use of traditional methods of making that are tried and true.
Making shapes, making knots, making watercolors, as we describe them here, are all comparable, creative activities. But where does designing come in? We propose that shapes, knots, and watercolors are not designed, but made. Indeed, we would like to reframe the notion of designing -computational or otherwise. We view designing not as an intellectual activity in which we can script in advance what we do and what can happen, but as a kind of making itself, an activity that demands perceptual, bodily engagements with materials in the world. Computation does not make designing any less a kind of making. Shape grammars have for long taken this point of view and, in so doing, stand apart from other computational design approaches. Here, we begin to show how the shape grammar perspective can be advanced in new directions for making.
Note
The uses of the terms "stuff" for material and "thing" for an object are commonplace. However, our immediate inspiration for using the two terms in conjunction comes from the subtitle "Things and Stuff" in the introduction of Edward Adelson's paper (2001) on the perception of materials.
