Abstract-Recently, Roth and Skachek proposed two methods for constructing nearly maximum-distance separable (MDS) expander codes. We show that through the simple modification of using mixed-alphabet codes derived from MDS codes as constituent codes in their code designs, one can obtain nearly MDS codes of significantly smaller alphabet size, albeit at the expense of a (very slight) reduction in code rate.
I. INTRODUCTION
In [2] , Guruswami and Indyk presented a method for constructing linear-time encodable and decodable nearly maximum-distance separable (MDS) expander codes. More specifically, their codes have rate at least R and relative minimum distance greater than 1 − R − ǫ over an alphabet of size 2 O((log 1/ǫ)/(Rǫ 4 )) where ǫ > 0 is sufficiently small and 0 < R < 1. Subsequently, [3] followed with two constructions, one yielding linear-time decodable codes, the other, linear-time encodable and decodable codes, that improved upon this result by reducing the alphabet size to only 2 O((1−ǫ)(log 1/ǫ)/ǫ 3 ) and
2
O(αR(log 1/ǫ)/ǫ 3 ) , respectively, where α R is dependent on R but may nevertheless be upper bounded by a universal constant independent of R.
This correspondence furthers the pursuit of reducing the alphabet size of nearly MDS expander codes. We will show that by using mixed-alphabet codes derived from singlealphabet MDS codes as constituent codes in the constructions by Roth and Skachek, one obtains (i) linear-time decodable nearly MDS codes of rate at least R − ǫ where R > ǫ + 1/2 and with an alphabet size reduced by a factor of about 1 − ǫ in the exponent, and (ii) linear-time encodable and decodable nearly MDS codes of rate at least R − ǫ where R = 1 − O(ǫ) and with an alphabet size reduced by a factor of about 1−O(ǫ) in the exponent. We point out that in both cases, the reduction in alphabet size does not come for free and is, in fact, at the expense of a reduction in rate. Nevertheless, we will show that a significant improvement in alphabet size may be achieved at a price of a very small reduction in rate.
II. LINEAR-TIME DECODABLE CODES

A. Preliminaries
Let G = (V ′ : V ′′ , E) be a (finite) ∆-regular, bipartite, undirected, connected graph with edge set E and vertex set V = V ′ ∪ V ′′ such that |V ′ | = |V ′′ | = n and V ′ ∩ V ′′ = {}. Each edge in E has one endpoint in V ′ and one in V ′′ so that |E| = n∆. Denote by E(v), the set of ∆ edges incident on vertex v, and assume an ordering on V which in turn induces an ordering on the edges in E(v) for each vertex v ∈ V . We associate with each edge e ∈ E, an element of GF(2), denoted y e . In this way, E may be associated with a binary vector of length n∆ given by y = (y e ) e∈E whose entries are indexed by E.
Let (y) E(u) = (y e ) e∈E(u) and denote by w((y) E(u) ) its Hamming weight. The elements of GF(2) can easily be assigned to the edges of G such that
for each u ∈ V ′ and some fixed p ∈ [0, 1). Trivially, there are many assignment schemes fulfilling this criteria. However, for a givenp satisfying 1 >p ≥ p, it is not immediately clear whether any of these schemes also satisfy
for each v ∈ V ′′ . By leveraging on the fact that G is finite, we shall nevertheless prove below that there exist good assignment schemes, i.e., schemes satisfying both (1) and (2) .
Theorem 1: For any p andp satisfying 0 ≤ p ≤p < 1, there exist good assignment schemes.
Proof: We will show that any assignment scheme which randomly assigns p∆ 1's to (y) E(u) for each u ∈ V ′ , can be adjusted to yield a good assignment scheme by swapping some 1's and 0's in (y) E(u) for some u ∈ V ′ . We begin by defining the following three types of vertices in V ′′ . Given a vertex v ∈ V ′′ , we say that v is overweight if w((y) E(v) ) >p∆, underweight if w((y) E(v) ) <p∆, and balanced otherwise. If there are no overweight vertices, we are done. We therefore focus on the case where there is at least one overweight vertex. Observe that since 1 n v∈V ′′ w((y) E(v) ) = p∆ andp ≥ p, an overweight vertex implies the existance of at least one underweight vertex.
The graph G may be converted to a directed graph
as follows. Let u ∈ V ′ and v ∈ V ′′ be two endpoints for an edge e ∈ E. If the bit associated with e is 1, then the directed edge between u and v is (v, u), otherwise, it is (u, v). In either case, the directed edge is associated with the same bit as e. In this way, we have a bijective relation between the vertices − → v (resp., edges − → e ) of − → G and the corresponding vertices v (resp., edges e) of G. Moreover, if u ∈ V ′ , all the out-edges (resp., in-edges) of − → u ∈ − → V ′ are associated with symbol 0 (resp., symbol 1) of GF (2) . On the other hand, if v ∈ V ′′ , all the out-edges (resp., in-edges) of − → v are associated with symbol 1 (resp., symbol 0). Further, if v ∈ V ′′ is overweight or underweight or balanced, we say that the corresponding vertex − → v in − → G is overweight or underweight or balanced, respectively.
We next describe a method for reducing the Hamming weight (y) E(v) of an overweight vertex v ∈ V ′′ by 1. Let u 1 , u 2 ∈ V ′ and v 1 , v 2 , v 3 ∈ V ′′ as shown in Fig. 1(a) . Now suppose there is an overweight vertex − → v 1 ∈ − → V ′′ and a directed path from this vertex to an underweight vertex − → v 3 ∈ − → V ′′ (so that w((y) E(v3 ) ) <p∆), as depicted in Fig. 1 
We then "reverse" all the edges along this directed path as shown in Fig In obtaining Fig. 1 (b), we have effectively swapped y e1 and y e2 as well as y e3 and y e4 , where e 1 , e 2 ∈ E(u 1 ) and e 3 , e 4 ∈ E(u 2 ) such that the Hamming weight of the resulting (y) E(v1) is less than what it was originally by 1. Henceforth, we shall refer to this process of reducing w((y) E(v) ) for v ∈ V ′′ by 1 through swapping 1's and 0's in (y) E(u) for some u ∈ V ′ as the weight-reduction of (y) E(v) . In general, an overweight vertex − → v ∈ − → V ′′ with w((y) E(v) ) =p∆ + b may be converted to a balanced vertex through b weight-reductions of (y) E(v) , provided in each instance, the corresponding directed graph − → G is such that − → v is linked to an underweight vertex via a directed path. It therefore remains to show that such a directed path exists.
Recall that an overweight vertex in G implies the existance of at least one underweight vertex in the same graph. Correspondingly, if there is an overweight vertex in − → G , there is at least one vertex underweight in the same graph. Now suppose some vertex − → v ∈ − → V ′′ is overweight. To find a directed path linking − → v to an underweight vertex, we first follow the outedges of − → v . Each of these edges terminates at some vertex − → u j ∈ − → V ′ . We denote this step by
If at least one of these out-edges is incident on an underweight vertex, we are done. If not, the above two steps are repeated until such a vertex is found. Hereafter, we will refer to each pair of consecutive steps,
We proceed to bound from below, the number of underweight and balanced vertices found at the end of the (i − 1)th and ith phase. This will prove the desired result.
First, assume that no underweight vertex is found in step
′′ at the end of the ith phase. We denote by S
o , the set of balanced and overweight vertices, respectively, found at the end of this phase, and let
the ith phase. (The out-edges of the vertices in
Recall that these directed edges are all associated with symbol 1 and w((y) E(u) ) = p∆, where u ∈ V ′ . Thus, we have
The last inequality follows from (3). In step
If an underweight vertex is reached, we are done. Otherwise, since these directed edges are all associated with symbol 0, we have
This lower bound may be achieved when no overweight vertices, in addition to those already contained in S
The right-hand-side may be further lower-bounded by
Hence, provided no underweight vertex is found, |S (i) | increases with i. Since − → G is finite, it follows that a directed path linking an overweight vertex to an underweight one will eventually be found after some finite number of phases, as desired.
That there may be more than one good assignment scheme is obvious.
Now
Trivially, when R = 1, the above two conditions are easily satisfied. When R < 1 however, the p∆ edges of E(u) to be associated with F 1 have to be appropriately chosen for each u ∈ V ′ so that the second of the two conditions above may be satisfied for each v ∈ V ′′ . By Theorem 1, this can always be achieved. Henceforth, we assume knowledge of a good assignment scheme given by a vector y * ∈ GF(2) n∆ . For each vertex u ∈ V ′ , the edges in E(u) to be associated with F 1 are then given by the support of (y * ) E(u) .
B. The Modified Construction
For the remainder of this paper, let F 1 = GF(q 1 ) be a proper subfield of F 2 = GF(q 2 ) and α be a rational number satisfying 0 < α < 1 and q 1 = q α 2 . For convenience, we denote by F 1 and F 2 , the respective additive groups of GF(q 1 ) and GF(q 2 ) as well.
Let C ′ and C ′′ be (∆, r∆, θ∆) and (∆, R∆, δ∆) MDS codes over F 2 , respectively. For some fixed p ≤ r and u ∈ V ′ , let Φ u be a direct product of groups involving p∆ copies of F 1 and (r − p)∆ copies of F 2 . Next, let ε u : Φ u → C for some j v ≤ R. Moreover, the information-bearing code coordinates defined over F 1 are given by the support of (y * ) E(v) where v ∈ V ′′ . Now, let x = (x e ) e∈E be a word of length |E| whose entries are indexed by E with p∆n (resp., (1 − p)∆n) of them being elements of F 1 , (resp., F 2 ). Further, let (x) E(v) be the subblock of x indexed by E(v). As in [1] , we define the code C to be the collection of such mixed-alphabet words such that for each codeword c ∈ C, (c) E(u) (resp., (c) E(v) ) is a codeword of C ′ hu (resp., C ′′ hv ) for every u ∈ V ′ (resp., v ∈ V ′′ ). Next, following [3] , let Φ = u∈V ′ Φ u and ψ : C → Φ be given by ψ(c) = ε −1 u (c) E(u) u∈V ′ where c ∈ C, and define the code (C) Φ ⊂ Φ by (C) Φ = {ψ(c) : c ∈ C}. Thus, the code C may be viewed as a concatenated code with (C) Φ as the outer code and n inner codes, i.e., the C ′ u for u ∈ V ′ , each of rate r ′ . Trivially, when p = 0, the alphabet size |Φ u | of (C) Φ is simply φ = q 
We proceed to obtain a lower bound on the rate of (C) Φ .
C. Bounds on the Parameters of (C) Φ
The length
. Consequently, if R C denotes the rate of C, then its redundancy in q 2 -ary symbols is nN C ′ u (1 − R C ). Following [1] , since C is additive (so that any linear combination of codewords is also a codeword) and its redundancy is at most the sum of the redundancies of its constituent codes, we have that
and after some substitutions and rearrangement, obtain
Recalling the concatenated code structure of C described above, it follows that the rate of (C) Φ is bounded from below by
We next turn to the relative minimum distance of (C) Φ . First, observe that the proofs of [3, Lemma 3.2 & Proposition 3.3] are independent of the underlying code alphabet. Moreover, recall that for each u ∈ V ′ and v ∈ V ′′ , the constituent codes C ′ u and C ′′ v have the same relative minimum distance as their respective "parent" codes, i.e., C ′ and C ′′ . Consequently, [3, Theorem 3.1] remains applicable in the current setting, with the proof requiring only minor changes, mainly notational. From this theorem, we have that the relative minimum distance of (C) Φ is bounded from below by
where γ G is the ratio of the second largest eigenvalue of the adjacency matrix of G to its largest, i.e., ∆.
D. Obtaining Nearly MDS Codes
Following [3, Example 3.1], let θ = ǫ for some small ǫ ∈ (0, 1] so that r > 1 − ǫ and let q 2 > ∆ ≥ 4/ǫ 3 and G be Ramanujan. Following that example, the relative minimum distance of (C) Φ is at least
and for a given choice of α,
By (5), the rate of (C) Φ is bounded from below by
Thus, (C) Φ approaches the Singleton bound as ǫ → 0. Nevertheless, due to (7), note that the above code design yields only codes of moderate to high rate. In particular, if
Finally, as noted in [4] , the codes C ′ u and C ′′ v may be decoded using the decoders for their respective "parent" codes. With that, it is clear that (C) Φ may be decoded using the linear-time decoder in [3, Fig. 1 ].
E. Comparisons to the Original Construction
It should be noted that the rate of the nearly MDS code in [3, Example 3.1] resulting from the original construction of [3, Section II], is bounded from below by
when R satisfies (7). On the other hand, our modifications to this construction yields a nearly-MDS code of rate exceeding R − ǫ. Thus, the reduction in alphabet size from φ to φ 1−(ǫ/r) (which recall, is achieved when p(1−α) = ǫ), is at the expense of a reduction in rate. In other words, what we have is not an improvement of the results of [3] but rather, a trade-off between alphabet size and rate. Nevertheless, we have that for R satisfying (7),
as ǫ → 0. Thus, the trade-off between alphabet size and rate is remarkable, for a significant reduction in alphabet size is achievable at a price of a very small reduction in rate.
III. LINEAR-TIME ENCODABLE & DECODABLE CODES
We now turn to the linear-time encodable code construction method presented in [3, Section V] . In this construction, two bipartite regular graphs G 1 and G 2 as well as four constituent codes are needed, three of which being MDS codes over
The forth code is a (n, r m n) code over F R2∆2 2 which, as stated in [3] , could be the code of [5] . We proceed to describe a simple modification involving only the graph G 1 and the [∆ 1 , R 1 ∆ 1 ] constituent code which will ultimately lead to linear-time encodable and decodable nearly MDS codes over smaller alphabets.
A. The Proposed Modification
Let the graph
Denote the set of edges incident on a vertex u in G 1 by E 1 (u). As in Section II-A, assume an ordering on the vertex set V ′ ∪ V ′′ of G 1 which in turn induces an ordering on the edges in
For some fixed p ∈ [0, R 1 ], we associate appropriate p∆ 1 edges in E 1 (v) with F 1 and the remaining edges in E 1 (v) with F 2 for each v ∈ V ′′ such that exactly p∆ 1 edges in E 1 (u) are associated with F 1 for each u ∈ V ′ . A good assignment scheme, denoted y * ∈ GF(2) n∆1 , is therefore needed. By Theorem 1, such a scheme can always be found. For each v ∈ V ′′ , the edges in E 1 (v) to be associated with F 1 are then given by the support of (y * ) E1(v) . For each v ∈ V ′′ , let Ω v be a direct product of groups involving p∆ 1 copies of F 1 and (R 1 − p)∆ 1 copies of F 2 . In addition, let ε 1,v : Ω v → C 1,v be a systematic encoding function for the subcode C 1,v of C 1 obtained by encoding the subset Ω v of information words in F R1∆1 2
. The informationbearing code coordinates of C 1,v defined over F 1 are given by the support of (y * ) E1(v) . From [4, Theorem 5] , the relative minimum distance of C 1,v is also δ 1 for each v ∈ V ′′ . Observe that if c is an n∆ 1 -tuple with p∆ 1 elements defined over F 1 and (1 − p)∆ 1 elements defined over F 2 such that (c) E1(v) ∈ C 1 for each v ∈ V ′′ , then for each u ∈ V ′ , exactly p∆ 1 (resp. (1 − p)∆ 1 ) elements of the ∆ 1 -tuple (c) E1(u) are over F 1 (resp. F 2 ). With that, the construction in [3, Section V] may be modified to obtain a linear-time encodable code C of smaller alphabet size by replacing the encoding function ε 1 in Step E1 of [3, Fig. 2 ] by the ε 1,v , while keeping Steps E2 to E4 unchanged. More specifically, given an information word from v∈V ′′ Ω v , the resulting encoder outputs the codeword x = (x u ) u∈V ′ where each x u is an element of an alphabet of size
. 
B. Obtaining Nearly MDS Codes
R+ǫ s and so a larger value of s is clearly desirable. We will show that when R = 1 − O(ǫ) or R = O(ǫ), C is nearly MDS with alphabet size less than γ 1−O(ǫ) and rate greater than R − ǫ.
We begin with the rate r C of C which may be expressed as
Since
We wish to have
from which, we obtain the bound
If the discriminant s 2 (1 + ǫ) 2 − 4sǫ 2 of the left-hand-side of (10) is less than zero, then
where the last inequality follows from (11) and the fact that
. Since a larger value of s is desirable, we focus on the latter case for which, r C > R − ǫ when
or
Therefore, for R ∈ (0, 1], we have that
In particular, when R = 1 − O(ǫ) or R = O(ǫ), we have that
Finally, we consider the minimum distance of C. Since C 1 can be decoded by the decoder of its "parent" code, the decoding algorithm in [3, Fig. 4 ] can be applied to C. Provided both G 1 and G 2 are Ramanujan, any received word with t errors and ρ erasures such that 2t + ρ ≤ (1 − R − ǫ)n can be uniquely decoded to the transmitted codeword. This implies that the relative minimum distance of C is at least 1 − R − ǫ and so C is nearly MDS.
C. Comparisons to the Original Construction
As with the linear-time decodable code construction, the reduction in alphabet size from γ to Γ is at the expense of a reduction in rate, as the rate of C and its counterpart in [3, Section V] is lower bounded by > 0.
Nevertheless, as in Section II-E, we will show that the reduction in rate our modification brings, is marginal compared to the improvement in alphabet size in the high rate case at least, i.e., when R satisfies (13). First, since sR > 0, we have that as ǫ → 0. Finally, since (γ − Γ)/γ < 1, it follows that (γ − Γ)/γ → 1 as ǫ → 0 and so once again, we see that a significant reduction in alphabet size is attainable at a price of a very small reduction in rate.
