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THE CYCLIC BAR CONSTRUCTION ON A∞ H-SPACES
VIGLEIK ANGELTVEIT
Abstrat. We set up a general framework for enrihing a subategory
of the ategory of nonommutative sets over a ategory C using produts
of the objets of a non-Σ operad P in C. By viewing the simpliial
ategory as a subategory of the ategory of nonommutative sets in
two dierent ways, we obtain two generalizations of simpliial objets.
For the operad given by the Stashe assoiahedra we obtain a model
for the 2-sided bar onstrution in the rst ase and the yli bar and
obar onstrution in the seond ase. Using either the assoiahedra
or the ylohedra in plae of the geometri simplies we an dene the
geometri realization of these objets.
1. Introdution
In [19℄ Stashe introdued the notion of an A∞ H-spae in terms of a
family of polyhedra {Kn}n≥0 whih have beome known as the Stashe as-
soiahedra. He also dened the bar onstrution BA for an A∞ H-spae
A as a quotient of
∐
Kn+2 × A
n
, and showed that this onstrution has
the same good properties as the bar onstrution on a stritly assoiative
H-spae.
Stashe's onstrution is somewhat ad ho, and while it is not hard to gen-
eralize his onstrution to dene the 2-sided bar onstrution B(M,A,N),
dening the yli bar onstrution Bcy(A;M) for an A∞ H-spae A and an
A-bimodule M requires a new ingredient.
The new ingredient is another family of polyhedra {Wn}n≥0, introdued
by Bott and Taubes in [7℄ and named ylohedra by Stashe in [20℄. Given
an A∞ H-spae A and an A-bimodule M we an then dene B
cy(A;M) as a
quotient of
∐
Wn+1×M×A
n
. We an also dene what we all the yli o-
bar onstrution Ccy(A;M) as a subspae of
∏
Hom(Wn+1×A
n,M). These
onstrutions an be thought of as the spae-level versions of Hohshild ho-
mology and ohomology.
Given an A∞ H-spae A, we an think of the bar onstrution BA as
the geometri realization of a simpliial spae. Here we put simpliial in
quotes beause the simpliial identities hold only up to homotopy (and higher
homotopies) and as a result we also need a more general notion of geometri
realization.
This researh was partially onduted during the period the author was employed by
the Clay Mathematis Institute as a Lifto Fellow.
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In this paper we make the notion of a simpliial spae up to homotopy
preise by dening a new ategory enrihed over spaes with the same objets
as the simpliial indexing ategory but more morphisms. In fat, using
two dierent desriptions of the simpliial indexing ategory we nd two
ways to do this. The rst onstrution makes the 2-sided simpliial bar
onstrution B•(M,A,N) for an A∞ H-spae A into a generalized simpliial
spae, while the seond onstrution also makes the yli bar onstrution
into a generalized simpliial spae.
While it is possible to dene the yli bar onstrution on an A∞ H-
spae in a similarly ad ho way as Stashe's original denition of BA, the
onstrutions beome muh more transparent when put into a more general
framework. Developing suh a framework is the main purpose of this paper.
We will use the onstrutions in this paper in [2℄ to alulate topologial
Hohshild homology and ohomology of ertain A∞ ring spetra. Dening
THH in terms of the assoiahedra and ylohedra helps larify how THH
depends on the A∞ struture. To retain homotopial ontrol over these gen-
eralized (o)simpliial objets, we were led to the denition of an enrihed
Reedy ategory and the appropriate generalization of the Reedy model at-
egory struture on funtors from an enrihed Reedy ategory to an enrihed
model ategory. We will return to this in [1℄.
Organization. In setion 2 we reall the denition of an operad in a sym-
metri monoidal ategory C and some objets and strutures related to oper-
ads and non-Σ operads, inluding right modules. The reader who is familiar
with operads might want to skip this setion, referring bak to it as neessary.
In setion 3 we onsider a subategory A of the ategory ∆Σ of nonom-
mutative sets, and given a non-Σ operad P in C we dene a new ategory AP
enrihed over C using the objets in P . The most produtive way of think-
ing about the ategory ∆Σ from our point of view is as having nite sets as
objets, and a morphism is a map of sets f : S → T together with a linear
ordering of eah inverse image f−1(t). This way it is lear that replaing a
point f : S → T in Hom∆Σ(S, T ) with
⊗
t∈T P (f
−1(t)) makes sense.
We are interested in two dierent embeddings of ∆
op
into ∆Σ. The rst
is given by identifying ∆
op
with a subategory of ∆ we all
01
∆ where the
objets are sets of ardinality at least 2 and the maps are order-preserving
maps whih preserve the minimal and maximal element. The seond is given
by looking at a ertain subategory of Connes' yli ategory ∆C, namely
the ategory of based ylially ordered sets and basepoint-preserving maps,
whih we will denote by
0
∆C.
Thus we get two generalizations of simpliial objets, either as a funtor
from
01
∆P to some C-ategory D, or as a funtor from
0
∆CP to D. If P
is the assoiative operad we get simpliial objets in both ases, but other-
wise these two onstrutions are dierent. If A is a P -algebra and M and
N are right and left A-modules, respetively, then we an generalize the
2
2-sided bar onstrution and make a funtor 01∆P → D. The seond gen-
eralization of the simpliial ategory gives a generalization of the yli bar
onstrution. If A is a P -algebra and M is an A-bimodule we an make a
funtor
0
∆CP → D sending a ylially ordered set S with basepoint 0 to
M ⊗ A⊗S−{0} whih generalizes the yli bar onstrution. Dually, we an
make a funtor (0∆CP )
op → D sending S to Hom(A⊗S−{0},M).
If we have funtors F : AP → D and R : A
op
P → C we an form the
oequalizer R⊗AP F . If P is the assoiative operad and R sends an n-element
set to ∆n−1 this gives geometri realization in the usual sense, and with
appropriate hoies for P and R this still gives a good model for geometri
realization.
We then devote setion 4 to studying the Stashe assoiahedra and the
ylohedra in some detail. We denote the assoiahedra operad by K and
the ylohedra by W, and observe that the ylohedra give a funtor W :
∆CopK → Top.
Finally, in setion 5 we identify the kind of struture the yli bar or
obar onstrution orepresents or represents. Given a right P -module R,
Markl [14, Denition 2.6℄ denes an R-trae on a P -algebra A in D with
target some other objet B in D. We generalize this by letting R be a
funtor
0
∆CopP → C, and a trae is now dened on a pair (A,M) onsisting
of a P -algebra A and an A-bimodule M . An R-trae is orepresented by the
yli bar onstrution while an R-otrae is represented by the yli obar
onstrution.
Aknowledgements. An earlier version of this paper formed parts of the
author's PhD thesis at the Massahusetts Institute of Tehnology under the
supervision of Haynes Miller.
2. Operads
In this setion we reall some things about operads that we will need later.
We fous mostly on non-Σ operads, whih we will simply all operads. We
will use the term Σ-operad for an operad in the usual sense, the few plaes
where we will need operads with symmetri group ations. The original
referene for operads is [16℄, see also [6℄; for a more modern introdution the
reader an see for example [17℄. See also [15℄ for a omprehensive treatment
of many topis related to operads. Our formalism is inspired by [9℄, though
we fous mostly on non-Σ operads.
One key dierene from the approah in [15℄ and [9℄ is that our operads
have a zeroth spae. We need a zeroth spae in our operads to make sense
of using an operad in C to enrih some ategory of sets over C. Indeed,
when the ategory of sets is equivalent to ∆
op
, the maps oming from om-
position with a nullary operation should be thought of as degeneray maps.
One disadvantage is that, at least with the standard model ategory stru-
ture on operads in spaes, obrant operads are very big, and the Stashe
assoiahedra operad is not obrant.
3
Sequenes and symmetri sequenes. Let C be a losed symmetri
monoidal ategory with all ountable produts and oproduts. For the
basi denitions C does not have to be losed, though it is a onvenient teh-
nial assumption, see Remark 2.2. Our main examples are the ategories of
spaes and based spaes, whih we denote by Top and Top∗. By a spae
we mean a ompatly generated weak Hausdor spae, and we will assume
that all our based spaes are well pointed, i.e., that ∗ → X is a obration.
Throughout the paper it makes sense to use the ategory of (based) simpli-
ial sets instead. We will denote the monoidal struture by ⊗ and the unit
objet by I. We will assume that ∅⊗A = ∅ for all A, where ∅ is the initial
objet. This is automati if C is pointed ([9, Proposition 1.13℄). If C is a
spei ategory, we will revert to the usual notation for that ategory.
Let D be a symmetri monoidal C-ategory [9, Denition 1.10℄, also with
all ountable produts and oproduts. This means that D is enrihed, ten-
sored and otensored over C and that the usual oherene relations between
these strutures are satised. Some onstrutions only require that D is
tensored over C, or enrihed and tensored, or enrihed and otensored. The
requirement that C and D have all ountable limits and olimits an also be
relaxed for some of our onstrutions.
We let∆ denote the ategory of nite, nonempty, totally ordered sets and
order preserving maps, and we let ∆+ be the ategory of all nite totally
ordered sets, i.e., ∆ together with the empty set. We dene a sequene in C
as a funtor
(2.1) P : iso(∆+) −→ C.
The isomorphisms are required to be order-preserving, so there are no non-
trivial automorphisms.
We want to ompare operads and simpliial objets using the ategory∆,
so a warning about the notation is in order. When onsidering a simpliial
objet X it is ustomary to denote X({0, 1, . . . , n}) ∼= X({1, 2, . . . , n+1}) by
Xn, while one usually writes P (n) for P ({0, 1, . . . , n−1}) ∼= P ({1, 2, . . . , n}).
We will use both of these onventions for funtors from nite totally ordered
sets, together with some nonstandard onventions for other ategories of sets,
and we hope this will not ause onfusion.
We dene a symmetri sequene in C as a funtor
(2.2) P : iso(F) −→ C,
where F is the ategory of nite sets. In this ase the symmetri group Σn
ats on P (n). We think of a (symmetri) sequene both as a funtor from
some ategory of nite sets and as a olletion of objets indexed by the
natural numbers. We will nd it onvenient to onsider the ategory of all
nite (totally ordered) sets when writing down oherene onditions, while
(impliitly) hoosing a skeleton ategory when taking limits and olimits.
The main advantage of working with arbitrary nite sets is that we avoid
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onstant relabeling when desribing, for example, the oherene onditions
the struture maps for an operad have to satisfy.
To ease the notation, given a sequene P and a map f : S → T in ∆+
we will write P [f ] for
⊗
t∈T P (f
−1(t)). This notation is inspired by [15,
Denition 1.53℄.
Denition 2.1. Given sequenes P and Q in C, their omposition produt,
whih we denote by P ◦Q, is given by
(2.3) (P ◦Q)(S) =
∐
[f :S→T ]
P (T )⊗Q[f ]
for a nite totally ordered set S, where the oprodut runs over all isomor-
phism lasses of totally ordered sets T and all order-preserving maps S → T .
The omposition produt on symmetri sequenes is dened similarly, us-
ing unordered sets.
Remark 2.2. This does not quite dene a monoidal produt unless the
monoidal produt in C distributes over oproduts, as the operation ◦ on
sequenes in C is not quite assoiative up to natural isomorphism. We refer
the reader to [8℄, whih explains how to get around this by dening M ◦N ◦P ,
whih maps to both (M ◦N)◦P andM ◦(N ◦P ). We will ignore this tehnial-
ity in this paper, sine the monoidal produt does distribute over oproduts
when C is losed and all the symmetri monoidal ategories we onsider are
losed.
Operads and modules. Let I be the sequene with I(1) = I and I(n) = ∅
for n 6= 1, and note that P ◦ I ∼= P ∼= I ◦ P .
Denition 2.3. An operad is a sequene S 7→ P (S) together with a unit
map I → P and an assoiative and unital map
(2.4) P ◦ P −→ P.
A right P -module is a sequene R together with an assoiative and unital
map
(2.5) R ◦ P −→ R,
and a left P -module L is a sequene together with an assoiative and unital
map
(2.6) P ◦ L −→ L.
A Σ-operad is dened similarly.
Remark 2.4. Suppose P is a sequene in C and L is a sequene in D. Then
we an dene the omposition produt P ◦ L as above, and this is again a
sequene in D. If P is an operad in C, the above denition of a left P -module
still makes sense if L is a sequene in D rather than in C.
The same holds for right P -modules.
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Thus an operad struture on P is a olletion of maps P (T )⊗P [f ]→ P (S)
for eah f : S → T in ∆+ satisfying ertain onditions.
Denition 2.5. Let s ∈ S, and let S ∪s T denote (S − {s})
∐
T ordered
in the obvious way, with s1 < t < s2 if s1 < s < s2. Let f : S ∪s T → S
be the map whih restrits to the identity on S − {s} and sends T to s. Let
◦s : P (S) ⊗ P (T ) → P (S ∪s T ) be the omposite P (S) ⊗ P (T ) → P (S) ⊗
P [f ]→ P (S ∪s T ), where the rst map is given by I → P (1) on eah of the
P (1)-fators in P [f ].
When desribing the struture maps for an operad, it is enough to give
the maps ◦s, see the disussion about pseudo-operads in [15, 1.7.1℄.
We embed the ategory D in the ategory of sequenes in D by letting
A(S) = A if S = ∅ and A(S) = ∅ otherwise. (It is also possible to let
A(S) = A for all S.)
We say that a P -algebra struture on A is a left P -module struture on
the orresponding sequene. We nd that A[f ] = A⊗T for f : S → T if
S = ∅, and A[f ] = ∅ otherwise. The maps P (T ) ⊗A[f ] → A(S) redue to
maps P (n)⊗A⊗n → A satisfying the usual onditions.
If we have a map f : P → Q of operads we immediately get a map
(2.7) f∗ : Q-alg −→ P -alg.
If we introdue a simpliial diretion, then we have a map f∗ in the other
diretion given by a simpliial bar onstrution. By that we mean that if A
is a P -algebra, then B•(Q,P,A) is a Q-algebra, where Bn(Q,P,A) = Q◦P ◦
. . .◦P ◦A with P repeated n times. If D has a notion of geometri realization
we an get an honest Q-algebra |B•(Q,P,A)| in D. With some additional
hypothesis it is possible to prove that f∗ is a homotopy left adjoint to f
∗
and that if f : P → Q is a weak equivalene of operads then |B•(Q,P,A)| is
weakly equivalent to A.
We say that an objet M in D is an A-bimodule if the sequene with A
in degree 0, M in degree 1 and the initial objet in all other degrees is a
left P -module. Giving an A-bimodule struture on M is equivalent to giving
maps
(2.8) P (n)⊗A⊗i−1 ⊗M ⊗A⊗n−i −→M
for all n ≥ 1 and 1 ≤ i ≤ n whih satisfy the usual onditions.
The notions of a left or right A-module do not t omfortably into this
framework, but we will x that in the next setion.
3. Subategories of nonommutative sets
Let ∆Σ be the ategory of nonommutative sets, as in [12, setion 6.1℄
and [18℄. The objets in ∆Σ are nite sets (the empty set is allowed) and a
morphism is a map f : S → T of nite sets together with a linear ordering
of eah f−1(t), t ∈ T . This ategory is nonommutative in the sense that
there are 2 dierent maps from a set with 2 elements to a set with 1 element,
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and as the notation suggests a map in ∆Σ an be fatored uniquely as a
permutation followed by a map in ∆ (if we pik a linear ordering of S and
T ). This is exatly the data we need so that given an assoiative algebra A
and a morphism f : S → T in ∆Σ, we get a map f∗ : A
S → AT in a natural
way.
Enrihing subategories of nonommutative sets. If we have a sub-
ategory A of ∆Σ, then eah map f : S → T in A omes with a linear
ordering of eah f−1(t). Thus, given an operad P in C, we an make sense
of P [f ] =
⊗
t∈T P (f
−1(t)) and we an dene a new ategory AP enrihed
over C as follows:
Denition 3.1. Let A be a subategory of ∆Σ and let P be an operad in
C. We dene a ategory AP enrihed over C as follows. The objets are the
same as in A, and the Hom objets are given by
(3.1) HomAP (S, T ) =
∐
f∈HomA(S,T )
P [f ].
Composition is dened in terms of the operad struture in the evident way.
For this denition to make sense, it is important that the monoidal produt
in C distributes over oproduts (see remark 2.2). The omposition is the
map
(3.2)
∐
g:T→U
P [g] ⊗
∐
f :S→T
P [f ]
∼=
−→
∐
S
f
→T
g
→U
P [g]⊗ P [f ] −→
∐
h:S→U
P [h],
where the rst map uses that ⊗ distributes over
∐
and the seond map is
given by the operad struture on P .
Example 3.2. There are several natural examples of subategories of ∆Σ
one an onsider; we list some of them here.
(1) The simpliial ategory ∆, whih we have dened to be the ategory
of all nonempty nite totally ordered sets and order-preserving maps,
or its augmentation ∆+ whih is the ategory ∆ together with the
empty set.
(2) The ategory
0
∆ of nite totally ordered sets with a minimal element
0 and order-preserving maps preserving the minimal element, or the
ategory
1
∆ of nite totally ordered sets with a maximal element 1.
(3) The doubly based ategory
01
∆ of nite totally ordered sets with both
a minimal and maximal element.
(4) Connes' yli ategory ∆C, whih onsists of nite ylially or-
dered sets and order-preserving maps together with a linear ordering
of eah inverse image of an element, or its augmentation ∆C+.
(5) The ategory
0
∆C onsisting of ylially ordered sets with a base-
point 0 and basepoint-preserving maps.
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Two generalizations of simpliial sets. We start with the following easy,
but important, lemma:
Lemma 3.3. The ategories
01
∆ and
0
∆C are isomorphi to ∆op.
Proof. (See e.g. [10, p. 621℄.) We onstrut a funtor
01
∆→∆op by sending
a set with n + 2 elements, say, {0, x1, . . . , xn, 1} to n = {0, 1, . . . , n}. The
map on Hom sets is given as in the following piture:
(3.3) 0
0
>
>>
>>
>>
x1
1
  B
BB
BB
BB
B
x2
2
~~||
||
||
||
1
    
  
  
 
0
0
__@@@@@@@@@
y1
1
??~~~~~~~~~
1
For the seond ase, given f : S → T in 0∆C, the linear ordering of f−1(0)
allows us to extend f to a map S
∐
{1} → T
∐
{1} by sending the elements
in f−1(0) whih are greater than 0 to 0 and the elements that are less than
0 to 1. The rest of the proof is the same as for the rst ase. 
Thus we get two generalizations of a simpliial objet in D, either as a
funtor
01
∆P → D or a funtor
0
∆CP → D. As we will see, the rst gen-
eralization allows us to dene the 2-sided bar onstrution while the seond
allows us to dene the yli bar onstrution.
Remark 3.4. By a funtor F : D → D′ between two ategories that are
enrihed over C, we will always mean a C-funtor, i.e., F omes with maps
HomD(X,Y ) → HomD′(F (X), F (Y )) of objets in C. For example, if C =
Top this means that we require all maps of Hom sets to be ontinuous.
If X : 01∆P → D or
0
∆CP → D we will abuse notation and denote the
image of an element whih orresponds to n = {0, 1, . . . , n} in ∆ by Xn.
If P (0) = P (1) = I, the injetive maps in 01∆ or 0∆C, whih orrespond
to surjetive maps in ∆, do not hange when we pass from
01
∆ to
01
∆P or
from
0
∆C to 0∆CP , and we will denote the map orresponding to sj in ∆
op
by sj .
This gives a new way to look at a P -algebra A, as well as right, left
and bimodules over A. A P -algebra A gives a funtor (∆+)P → D given
by S 7→ A⊗S . A right A-module M gives a funtor 0∆P → D given by
S 7→ M ⊗ A⊗S−{0}, a left A-module N gives a funtor 1∆P → D by S 7→
A⊗S−{1} ⊗ N , while a pair (M,N) of a right and a left A-module gives a
funtor
01
∆P → D by S 7→M ⊗A
⊗S−{0,1} ⊗N . An A-bimodule M gives a
funtor
0
∆CP → D by S 7→M ⊗A
⊗S−{0}
.
We will all the funtor S 7→M ⊗A⊗S−{0,1} ⊗N from 01∆P to D the P -
simpliial 2-sided bar onstrution and denote it by BP• (M,A,N) or simply
B•(M,A,N) if P is lear from the ontext. Similarly, we will all the funtor
S 7→M⊗A⊗S−{0} from 0∆CP to D the P -yli bar onstrution and denote
it by Bcy• (A;M). We will all the funtor S 7→ Hom(A
⊗S−{0},M) the yli
obar onstrution and denote it by C•cy(A;M). (Note that this terminology
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is not standard, as the usual obar onstrution takes a oalgebra as input.
We an think of the oalgebra in question as being the dual of A.) This is a
funtor from
0
∆CopP to D.
Remark 3.5. If P is the assoiative operad in abelian groups, so a P -algebra
is simply an algebra, then the homology of Bcy• (A;M) is the Hohshild ho-
mology HH∗(A;M) and the ohomology of C
•
cy(A;M) is the Hohshild o-
homology HH∗(A;M).
Notation 3.6. We will all a funtor F from AP to C or D a left AP -module
and a funtor R from AopP to C or D a right AP -module.
Thus a P -algebra A gives rise to a left AP -module S 7→ A
⊗S
for any
subategory A of ∆Σ, and sine a P -algebra is really a left P -module stru-
ture on a ertain sequene under the omposition produt (Denition 2.1),
a left AP -module is a generalization of this whih depends on A. (Though a
general left P -module does not give a left AP -module in any natural way.)
Remark 3.7. The ategory
0
∆CP should be ompared to the ategory ∆¯
op
and its enrihment Pˆ from [21℄ (or Ĉ, sine C is an operad in Thomason's
paper). Indeed, Thomason's ategory ∆¯
op
is very losely related to the ate-
gory
0
∆C of based yli sets. His ondition in Denition 1.1 that for a map
f ∈ ∆¯op, if f(i0) = 0 then either f(i1) > 0 only if i1 > i0 or only if i1 < i0
guarantees that f an be lifted to a map of ylially ordered sets. But he
only has one map from n = {0, 1, . . . , n} to 0 = {0} instead of n+ 1 maps,
so the lift is not always unique. Moreover, his enrihed ategory Pˆ is the
same as our ∆CP , exept that he only uses the spaes P (f
−1(t)) for t 6= 0.
These dierenes do not matter as long as one only studies the ase when
M = I, whih is in eet what he did.
We also note that a funtor R : (∆+)
op
P → C is preisely a right P -module.
Thus we also obtain various generalizations of right P -modules. For example,
we will think of a right (∆C+)P -module as a right P -module with some extra
struture.
Geometri realization. We start with some notation.
Denition 3.8. If we have a left AP -module F and a right AP -module R,
we dene R⊗AP F as the oequalizer
(3.4)
∐
[f :S→T ]
R(T )⊗ P [f ]⊗ F (S)⇒
∐
[S]
R(S)⊗ F (S) −→ R⊗AP F.
Similarly, if F and R are both right AP -modules we dene HomAP (R,F )
as the equalizer
(3.5)
HomAP (R,F ) −→
∐
[S]
Hom(R(S), F (S)) ⇒
∐
[f :S→T ]
Hom(R(T )⊗P [f ], F (S)).
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If P = Ass and A is either 01∆ or 0∆C, so that a left AP -module is a
simpliial objet, then ∆• ⊗AP X• = |X•|, where ∆
•(S) is either ∆|S−{0,1}|
or ∆|S−{0}|.
If we have a map f : P → Q of operads, then we get a funtor f : AP →
AQ between enrihed ategories. Thus we an pull a funtor AQ → D or
AopQ → D bak to a funtor AP → D or A
op
P → D. This gives a funtor
f∗ : DAQ → DAP . In partiular, sine AAss ∼= A, given any A∞ operad P
and a funtor A → D or Aop → D we an pull it bak to a funtor AP → D
or AopP → D.
With A = 01∆P or
0
∆CP we see that we an regard any simpliial objet
in D as a left 01∆P or
0
∆CP -module. Similarly, any osimpliial objet an
be regarded as a right
01
∆P or
0
∆CP -module.
4. The assoiahedra and ylohedra
The original denition of the assoiahedra an be found in [19℄. The y-
lohedra got their name from Stashe [20℄, but had been onsidered earlier,
rst by Bott and Taubes in [7℄. They sometimes go under the name Stash-
e assoiahedra of type B. For an introdution to the assoiahedra and
ylohedra, see [14℄.
The assoiahedra. Consider all ways to parenthesize (in a meaningful way)
n linearly ordered variables. The maximal number of pairs of parentheses
is n− 2, and the Stashe assoiahedron Kn has an (n − 2 − i)-ell for eah
way to parenthesize using i pairs of parentheses, with a fae map for eah
way to insert an additional pair. Perhaps a more preise denition of Kn is
as the one on Ln, where Ln is the union of various opies of Kr ×Kn−r+1,
as in [6, Denition 1.7℄. This denition also makes sense in the ategory of
simpliial sets. For example, K0 = K1 = K2 = ∗, K3 = I is an interval and
K4 is a pentagon. Figure 1 shows K5.
Figure 1. The assoiahedron K5.
10
Theorem 4.1. (Stashe [19℄) For n ≥ 2 the assoiahedron Kn is homeo-
morphi to Dn−2, and the sequene K = {Kn}n≥0 forms an A∞ operad in
Top.
The operad struture an be thought of as substitution of parenthesized
expressions.
The Boardman-Vogt W -onstrution, whih is usually given in terms of
ertain metri trees, provides a obrant replaement of operads in a ertain
model ategory. The assoiahedra operad K (or a ubial deomposition of
it) is the W -onstrution on the assoiative operad Ass [15, Example 2.22℄,
though we have to be areful about exatly whih ategory of operads we
work in.
The model ategory struture on operads (in Top) is given by levelwise
weak equivalenes and brations, while the obrations are what they have
to be [5, Theorem 3.2℄. This relies on speial properties of the ategory Top,
though it is possible to weaken the onditions neessary for getting a model
ategory somewhat by onsidering redued operads [5, Theorem 3.1℄. An
operad P is redued if P (0) = I. It is not lear if there is a model ategory
struture on operads in a general symmetri monoidal model ategory.
But K is not obrant in the ategory of operads in Top. For example, it
is easy to see that there an be no map from K to the little intervals operad
C1. The problem is that ∗ ∈ C1(0) does not at as a unit. If we perform the
W -onstrution on Ass in this ategory we also get an operad with a very
big rst spae. The solution in [15℄ is to onsider the ategory of operads
with P (0) = ∅. In this ategory one an show that there is a map from the
assoiahedra to the little intervals operad, and the assoiahedra operad is
indeed obrant in this ategory.
Beause we want to generalize the W -onstrution in suh a way that it
produes the ylohedra, we will sketh the details of the W -onstrution on
Ass in the topologial setting. To do this we need to disuss trees. We will
use [9, Denition 3.1℄ as our denition of a tree. In partiular, the root has
exatly one inoming edge, and by a vertex we mean an internal vertex, i.e.,
we do not inlude the root or any of the leaves in the list of verties. Beause
we are not onsidering Σ-operads, we also require that the leaves ome with
a linear ordering.
Remark 4.2. If we want to work in the ategory of operads where P (0) is
allowed to be nonempty, we need to allow trees where a vertex an have zero
inoming edges. With the restrition that P (0) = ∅, we an restrit our
attention to trees where eah vertex has at least one inoming edge. This
uts the number of trees with a xed number of leaves down dramatially.
A metri on a tree T is an assignment of a length 0 ≤ w(e) ≤ 1 of eah
internal edge e in T . Let Tn be the spae of metri trees with n leaves. Given
a tree T ∈ Tn let vert(T ) be the set of internal verties, and for v ∈ vert(T )
let In(v) be the set of inoming edges to v.
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Denition 4.3. Given an operad P in Top with P (0) = ∅, WP is the
operad dened as follows. WP (n) is a quotient of
(4.1)
∐
T∈Tn
∏
v∈vert(T )
P (In(v))
under the following identiations:
(1) If an internal edge has length 0, the tree is identied with the one
obtained by ontrating this edge and applying the orresponding op-
eration in P .
(2) If a vertex v with one inoming edge is labeled by the unit ∗ ∈ Top,
the tree is identied with the one obtained by deleting v and giving
the new edge the maximum length of the inoming and outgoing edge
of v.
The struture maps in WP are given by grafting trees, and assigning the
length 1 to any new internal edges.
For a muh more general approah to the W -onstrution, see [4℄. The
laim in [15℄ is that the W -onstrution on Ass in this setting gives K. This
is easy to verify, after noting that beause Ass(1) = ∗ we an disregard trees
where a vertex has only one inoming edge. For example, K4 is given by
Figure 2.
Figure 2. The assoiahedron K4 from the W -onstrution.
It is easy to see that K is obrant in the ategory of operads without
zeroth spae. This amounts to showing that for any trivial bration P
≃
−→
Ass of operads, whih just amounts to requiring that eah P (n) is brant
and ontratible, the dotted arrow in the diagram
(4.2) P
≃

K
==
// Ass
exists. But we an onstrut a map like this by indution. If we are given
maps Ki → P (i) for i < n, the map Kn → P (n) is determined on ∂Kn, and
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now we just have to solve the extension problem
(4.3) Sn−3 //

P (n)

Dn−2
;;
// ∗
whih we know we an solve beause eah P (n) is brant and ontratible.
Thus for any A∞ operad P , we get a map K → P of operads without
a zeroth spae. If P (0) = ∗ and P (0) ats as a unit in the sense that all
diagrams of the form
(4.4) Kn ×K0 //
◦i

P (n)× P (0)
◦i

Kn−1 // P (n− 1)
ommute, we an promote K → P to a map of operads with zeroth spaes,
and then pull a funtor F : AP → Top bak to a funtor AK → Top. Thus it
makes sense to onentrate on the A∞ operad K as long as we are willing to
restrit the lass of operads we onsider. This restrition exludes operads
like the little intervals operad, so for some purposes this restrition is bad,
for example if we want to onsider tensor produts of operads.
The operad K has an obvious ltration, where we let Kn be the operad
generated by Ki for i ≤ n. An algebra over Kn is preisely an An algebra
as in [19℄, and giving an An algebra struture on A is equivalent to giving
maps Ki ×Ai → A for 0 ≤ i ≤ n satisfying the usual onditions.
Assoiahedra as onguration spaes. We an interpret the assoiahe-
dra in terms of onguration spaes. Observe that the standard n-simplex
∆n is the onguration spae of n+2 points on the unit interval, where the
rst point is at 0 and the last at 1. Let the points be labeled by elements
of a set S ∈ 01∆ with |S| = n + 2, say, S = {0, x1, . . . , xn, 1}. By abuse
of notation, we will let xi denote both the position of the (i + 1)st point
and an element in S. We get the standard desription of ∆n by setting
ti = xi+1 − xi (t0 = x1, tn = 1 − xn). The assoiahedron Kn+2 = K(S) is
also suh a onguration spae; it is the ompatiation of the ongura-
tion spae of n + 2 distint points as above, where for eah time we have
a point repeated i times we use a opy of Ki instead of just a point. This
gives an indutive denition of the assoiahedra. This is the Axelrod-Singer
ompatiation, see [3℄ and also [11℄. Of ourse, we ould also desribe the
onguration spae of distint points on I in terms of distint points on R
modulo translation and dilatation. This is the point of view found in the
referenes, and the point of view we have to take if we want to generalize to
ongurations on higher-dimensional manifolds, see Remark 4.18.
If f : S → T is a map in 01∆, we an interpret K(T ) ⊗ K[f ] → K(S)
in terms of the above onguration spae as follows. For eah t ∈ T , the
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map replaes the point labeled by t by points labeled by the set f−1(t),
and the fator K(f−1(t)) tells us how. This works beause 0 ∈ f−1(0) and
1 ∈ f−1(1), so we never remove the points at the beginning and end of the
interval.
Next we ompare the assoiahedra to the standard n-simplexes. Denote
by si : Kn+2 → Kn+1, 0 ≤ i ≤ n − 1, the map Kn+2 ∼= Kn+2 × K0 →
Kn+1 obtained from ◦xi+1 (Denition 2.5). This is the same as removing the
(i+2)nd variable in the parenthesized expression of n+2 variables dening
Kn+2, and as we just saw it orresponds to removing the point marked xi+1
in the onguration spae. We also get maps Kn+2 → Kn+1 by removing 0
or 1, but these do not orrespond to odegeneray maps on ∆n. Similarly
we get maps dj : Kn+2 ∼= Kn+2 ×K2 → Kn+3 for 0 ≤ j ≤ n + 1 from ◦xj
(x0 = 0, xn+1 = 1), whih orrespond to replaing xj with a double point.
As is obvious from the onguration spae interpretation of Kn, there is
a surjetive map Kn+2 → ∆
n
whih is a homeomorphism on the interior.
The assoiation n 7→ Kn+2 is not quite a osimpliial spae, beause some
of the simpliial identities ommute only up to homotopy, but the following
diagrams ommute:
(4.5)
Kn+2 //
si

∆n
si

Kn+2 //
dj

∆n
dj

Kn+1 // ∆n−1 Kn+3 // ∆n+1
In partiular these two diagrams show that S 7→ ∆|S|−1 gives a funtor
01
∆
op
K → Top. We also see that the two faes of Kn+2 oming from the
inlusions K2 ×Kn+1 → Kn+2 are rushed to a point in ∆
n
.
Let A be a K-algebra, M a right A-module and N a left A-module. By
regarding K as a funtor 01∆opK → Top we an now dene the 2-sided bar
onstrution as
(4.6) B(M,A,N) = K ⊗01∆K B
K
• (M,A,N).
We elaborate on what this means. The tensor produt is dened as a o-
equalizer, whih just means a quotient in Top, so B(M,A,N) is given by
(4.7)
∐
n
Kn+2 ×M ×A
n ×N/ ∼,
where we identify (f∗x, y) with (x, f∗y). (The roles of f∗ and f
∗
are reversed
here beause
01
∆K has replaed ∆
op
, not ∆.)
Proposition 4.4. When M = N = ∗, the bar onstrution as dened above
agrees with Stashe's denition in [19℄. In partiular, if A is grouplike (pi0A
is a group) then BA = B(∗, A, ∗) is a delooping of A.
Similarly, given any funtor X : 01∆K → Top we dene |X| as K⊗01∆KX,
and given a funtor Y : 01∆opK → Top we dene Tot(Y ) as Hom01∆K(K, Y ).
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Proposition 4.5. The maps Kn+2 → ∆
n
assemble to a natural transfor-
mation of funtors from
01
∆K to Top.
Proof. This follows immediately from the two ommutative diagrams in
(4.5). 
Remark 4.6. Consider the funtor
(4.8) Hom01∆K({0, x1, . . . , xn, 1},−) :
01
∆K −→ Top.
It has 0-simplies
∐
1≤i≤n+1Ki×Kn+2−i et, up to exatly one nondegen-
erate n-simplex. But this is a desription of Kn+2, and explains why we
need to use Kn+2 instead of ∆
n
to get a good notion of geometri realization.
Proposition 4.7. Let X be a simpliial spae and regard X as a funtor
01
∆K → Top via
(4.9)
01
∆K −→
01
∆Ass
∼=
−→∆op
X
−→ Top.
Then the natural map
(4.10) K⊗01∆K X −→ ∆
• ⊗∆op X
is a homeomorphism.
Similarly, if we regard a osimpliial spae Y as a funtor 01∆opK → Top
the natural map
(4.11) Hom∆(∆
•, Y ) −→ Hom01∆K(K, Y )
is a homeomorphism.
Proof. Let S = {0, x1, . . . , xn, 1}, T = {0, y1, . . . , ym, 1} and let f : S → T
be a map in
01
∆ whih is dual to g : m→ n in ∆. Then the omponent of
f in 01∆K is K[f ], and f¯∗ = g
∗ : Xn → Xm for any f¯ ∈ Hom01∆K(S, T ) in
the omponent of f . Thus the indued map
(4.12) K[f ]×Xn −→ Xm
is onstant in the rst variable, and when we onsider the orresponding map
K(T )×K[f ]→ K(S) whih appears in the oequalizer dening K⊗01∆K X,
the image of {k} ×K[f ] in Kn+2 ×Xn is rushed to a point. Doing this for
all f gives us exatly the projetions Kn+2 → ∆
n
.
The seond part is similar. 
Remark 4.8. We would like to know that under reasonable irumstanes a
map X → Y of funtors from 01∆K to Top whih is a levelwise weak equiv-
alene gives an equivalene after geometri realization, or that the skeletal
ltration of X gives rise to a spetral sequene. We will return to this point
in [1℄, where we dene an enrihed Reedy ategory and show that
01
∆K is
an example. In this example a levelwise weak equivalene between Reedy
obrant funtors gives a weak equivalene after geometri realization, and
the skeletal ltration of a Reedy obrant funtor gives the expeted spetral
sequene.
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The ylohedra. Next we onsider the right module over K given by the
ylohedra. To dene the ylohedron Wn, we again onsider all ways to
parenthesize n variables, but now we let them be ylially ordered. In this
ase the maximal number of pairs of parentheses is n − 1. For example,
12 an be parenthesized as either (12) or (21). The same onstrution as
above, now with an n − i − 1 ell for eah way to parenthesize n variables
using i pairs of parentheses gives the spae Wn. Alternatively we an dene
Wn as the one on a union of various opies of Ws ×Kn−s+1. For example,
W0 = W1 = ∗, W2 = I and W3 is a hexagon. Figure 3 shows W4.
Figure 3. The ylohedron W4.
Theorem 4.9. For n ≥ 1 the ylohedron Wn is homeomorphi to D
n−1
,
and the ylohedra assemble to a funtor W : (∆C+)
op
K → Top.
Proof. It is well known ([20, 4℄) that Wn ∼= D
n−1
for n ≥ 1 and that W is
a right K-module, i.e., a funtor (∆+)
op
K → Top.
To show thatW is a funtor from (∆C+)
op
K to Top, we need to give a map
(4.13) W(T )⊗K[f ] −→W(S)
for eah map f : S → T in ∆C+. But a map f : S → T orresponds to
a partition of S into sets f−1(t) for t ∈ T (some of these may be empty).
Suh a partition orresponds to a way to parenthesize the elements in S, by
putting a parenthesis around f−1(t) if |f−1(t)| ≥ 2. This in turn orresponds
to a ell in W(S), and the map W(T ) ⊗ K[f ] → W(S) is the inlusion of
this ell. 
Remark 4.10. Theorem 4.9 is related to Markl's result [14, Theorem 2.12℄
that if we onsider the Σ-operad with n 7→ Σn × Kn then the symmetri
sequene n 7→ Cn\Σn ×Wn is a right module over this operad.
Next we desribe the version of the Boardman-VogtW -onstrution whih
gives us W. The idea is to hange the denition of a tree slightly, in a way
that is similar to [9, Denition 7.3℄. We require the leaves to ome with a
yli ordering rather than a linear ordering, and we allow the root to have
more than one inoming edge. A tree T omes with a partition of the leaves
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aording to whih onneted omponent of T −{r} they belong to, and part
of the data of a tree is a ompatible linear ordering of the leaves belonging
to eah of the root edges.
We also regard the root edges as internal edges, and assign a length to
eah of them. Let T Cn be the spae of suh trees with leaves labeled by the
ylially ordered set {1, 2, . . . , n}. Note that the open subset of T Cn where
the root has exatly one inoming edge is dense in T Cn, and this subspae
is the disjoint union of n opies of Tn × I. Also let ∆CP be the enrihment
of the ategory of ylially ordered sets and order-preserving surjetions.
Denition 4.11. Given an operad P in Top with P (0) = ∅ and a funtor
R : ∆C
op
P → Top, W (P ;R) is the funtor from ∆C
op
WP to Top dened as
follows. The spae W (P ;R)(n) is a quotient of
(4.14)
∐
T∈T Cn
R(In(r))×
( ∏
v∈vert(T )
P (In(v))
)
under the following identiations:
(1) If an internal edge has length 0, the tree is identied with the one
obtained by ontrating this edge and applying the orresponding op-
eration from the operad struture on P or the right ∆CP -module
struture on R.
(2) If a vertex v 6= r with one inoming edge is labeled by the unit ∗ ∈
Top, the tree is identied with the one obtained by deleting v and
giving the new edge the maximum length of the inoming and outgoing
edge of v.
The struture maps are given by grafting trees, and assigning the length 1 to
any new internal edges.
Proposition 4.12. The ylohedra an be obtained as W = W (Ass;R),
where R :∆C
op
Ass → Top sends any set to ∗.
Proof. The relativeW -onstrution gives an (n−1)-ube for eah binary tree
with only one inoming root edge. We an think of eah vertex of Wn as a
binary tree where all the internal edges have length 1. By subdividing Wn as
in Figure 5 we see that Wn an be deomposed as a union of (n− 1)-ubes,
one for eah binary tree. 
=
1 2 1 2 2 1 2 121 2 1
Figure 4. The ylohedron W2 from a relative W -onstrution.
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1 2 3 1 2 3
3 1 2
3 1 22 3 1
2 3 1
Figure 5. The ylohedron W3 from a relative W -onstrution.
The ylohedra, regarded as a funtor ∆C
op
K → Top, also has a universal
lifting property. For any R : ∆C
op
K → Top with eah R(S) ≃ ∗, we an
onstrut a natural transformation W → R by lifting one ell at a time.
Remark 4.13. We ould onsider this onstrution for other subategories
of ∆Σ. For example, if we onsider R : ∆¯Σ
op
Ass → Top given by R(S) = ∗
for all S we nd that W (Ass;R)(3) is two opies of W3 joined at the enter.
More generally, W (Ass;R)(n) is the union of (n− 1)! opies of Wn along a
odimension 2 subspae.
The funtor W has a ltration whih is ompatible with the ltration of
K. We letWn be the funtor Wn : (∆C+)
op
Kn
→ Top generated Wi for i ≤ n.
Again we an relate this to onguration spaes. We an also onsider the
n-simplex ∆n as the onguration spae of n + 1 points on S1 labeled by
elements of some S ∈ 0∆C with |S| = n+1, say, S = {0, x1, . . . , xn}, with 0
at the basepoint. Then Wn+1 is the Axelrod-Singer ompatiation of the
interior of this spae where we use a opy of Ki instead of a point every time
we have a point repeated i times.
Again we have maps
(4.15) si : Wn+1 −→Wn
for 0 ≤ i ≤ n−1, whih an be interpreted as removing the point xi+1 in the
above onguration spae, and maps dj : Wn+1 → Wn+2 for 0 ≤ j ≤ n + 1
whih an be interpreted as replaing the point xi with a double point.
Here d0 and dn+1 both replae 0 by a double point, either with {0, x1}
or {xn+1, 0}. Again we have a surjetive map Wn+1 → ∆
n
, whih gives
ommutative diagrams
(4.16)
Wn+1 //
si

∆n
si

Wn+1 //
dj

∆n
dj

Wn // ∆n−1 Wn+2 // ∆n+1
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We also get a map Wn+1 →Wn from removing the point 0, but this does
not orrespond to a odegeneray map on ∆n.
If we have a funtor X : 0∆CK → Top, we dene the geometri realization
|X| as W ⊗0∆CK X, and if we have a funtor Y :
0
∆CopK → Top we dene
the total spae Tot(Y ) as Hom0∆CK(W, Y ). In partiular, given an A∞
H-spae A and an A-bimodule M we an dene the yli bar onstrution
Bcy(A;M) and the yli obar onstrution Ccy(A;M) this way.
It is lear that the analogs of Proposition 4.5 and 4.7 hold:
Proposition 4.14. The maps Wn+1 →∆
n
assemble to a natural transfor-
mation of funtors from
0
∆CK to Top.
Proposition 4.15. Let X be a simpliial spae and regard X as a funtor
0
∆CK → Top via
(4.17)
0
∆CK −→
0
∆CAss
∼=
−→∆op
X
−→ Top.
Then the natural map
(4.18) W ⊗0∆CK X −→ ∆
• ⊗∆op X
is a homeomorphism.
Similarly, if we regard a osimpliial spae Y as a funtor 0∆CopK → Top
the natural map
(4.19) Hom∆(∆
•, Y ) −→ Hom0∆CK(W, Y )
is an homeomorphism.
Remark 4.16. As in Remark 4.6, we an onsider the funtor
(4.20) Hom0∆CK({0, x1, . . . , xn},−) :
0
∆CK −→ Top.
It has 0-simplies
∐
n+1Kn+1 et, up to exatly one nondegenerate n-
simplex. This time we get Wn+1, and this explains why we need to use
Wn+1 instead of ∆
n
(or Kn+2) to get a good notion of geometri realization.
We an also onsider funtors dened only on
0
∆CKn . If X :
0
∆CKn →
Top, the expression Wn ⊗0∆CKn X makes sense, and by abuse of notation
we will denote it by skn−1|X|, beause if X is the restrition of a funtor
from
0
∆CK then this does give the (n−1)-skeleton. Similarly we will denote
Hom0∆CKn (Wn, Y ) by Tot
n−1(Y ) for a funtor Y : 0∆CopKn → Top. In
partiular, given a pair (A,M) onsisting of an An algebra A and an A-
bimodule M we an dene skn−1B
cy(A;M) and Totn−1Ccy(A;M).
Remark 4.17. In [1℄ we will also show that
0
∆CK is an enrihed Reedy
ategory and that the same things we mentioned in Remark 4.8 hold in this
ase.
Remark 4.18. A natural generalization is to onsider the onguration
spae of points in R
m
modulo translation and dilatation, and the resulting Σ-
operad Fm we get from the Axelrod-Singer ompatiation of this spae. If
we have a parallelizable m-manifold N , the ompatied onguration spae
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of points on N is naturally a right module over Fm. If we want to onsider
a right Fm-algebra A and an (Fm, A)-module M , it is natural to onsider a
pointed manifold and based ongurations. If N is not parallelizable one has
to onsider a framed version of this, we refer to [13℄ for the details.
5. Traes and otraes
In this last setion we identify what kind of struture the yli bar or
obar onstrution orepresents or represents. This perspetive will be on-
venient in our upoming paper [2℄.
Traes on a P -algebra A. We start by realling Markl's denition of a
trae ([14, Denition 2.6℄), adapted to right modules over operads (as op-
posed to Σ-operads). As usual, let P be an operad and let A be a P -algebra.
Let EA be the endomorphism operad for A, with EA(S) = Hom(A
⊗S , A),
and let EA,B be the sequene given by EA,B(S) = Hom(A
⊗S , B). Then EA,B
is a right EA-module, and by using the map P → EA dening the P -algebra
struture on A, a right P -module. Given another right P -module R, we
an ask for a map R → EA,B of right P -modules. Markl denes an R-trae
on A (with target B) as suh a map. This is equivalent to giving maps
R(S)⊗A⊗S → B for eah nite totally ordered set S, suh that the diagram
(5.1) R(T )⊗ P [f ]⊗A⊗S //

R(T )⊗A⊗T

R(S)⊗A⊗S // B
ommutes for all maps f : S → T in ∆+. Thus an R-trae is orepresented
by R ⊗(∆+)P A
•
, where A• is the funtor S 7→ A⊗S . In other words, an
R-trae on A with target B is the same thing as a map
(5.2) R⊗(∆+)P A
• −→ B.
Traes on a pair (A,M). We will modify this onstrution so that it applies
to the situation where we have a pair (A,M) onsisting of a P -algebra A
and an A-bimodule M . Instead of a right P -module we now need a funtor
R : 0∆CopP → C. Let S ∈
0
∆C, and let EA,M,B be the funtor
0
∆CopP → C
dened by EA,M,B(S) = Hom(M ⊗ A
⊗S−{0}, B). Then we an ask for a
natural transformation R→ EA,M,B of funtors from
0
∆CopP to C.
Denition 5.1. Let A be a P -algebra, M an A-bimodule, and let R be
a funtor
0
∆CopP → C. An R-trae on (A,M) with target B is a natural
transformation R→ EA,M,B of funtors.
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Giving an R-trae is equivalent to giving maps R(S)⊗M ⊗A⊗S−{0} → B
for eah S ∈ 0∆C suh that the diagram
(5.3) R(T )⊗ P [f ]⊗M ⊗A⊗S−{0} //

R(T )⊗M ⊗A⊗T−{0}

R(S)⊗M ⊗A⊗S−{0} // B
ommutes for all f : S → T in 0∆C.
As in the lassial ase, it is easy to nd the objet orepresenting R-
traes. Indeed, it follows immediately from the denitions that giving an
R-trae on (A,M) with target B is equivalent to giving a map
(5.4) R⊗0∆CP B
cy
• (A;M) −→ B.
In partiular, we have the following:
Observation 5.2. With P = Kn, 1 ≤ n ≤ ∞, a Wn-trae is orepresented
by the partial yli bar onstrution skn−1B
cy(A;M) (whih exists even if
A is only An). In partiular, a W-trae is orepresented by B
cy(A;M).
If R(1) = I, we will all an R-trae on (A,M) whih restrits to f :
R(1)⊗M ∼= M → B an R-trae extending f .
We piture a map R(S)⊗M ⊗A⊗S−{0} → B as a tree
(5.5)
PSfrag replacements
A1A2
A3
A4
A5
A6
M
B
P (S1)
P (S2)
P (S3)
R(S)
where the leaves are ylially ordered and the leaf labeled M is the base-
point. Here Ai is the opy of A labeled by i in S = {0, 1, . . . , n}.
Given a map f : S → T in 0∆C, the ommutativity of Diagram 5.3 says
that the two ways to interpret the operation in a diagram suh as the one in
Figure 6 agree.
PSfrag replacements
A1 A2 A3A4 A5 A6 M
B
P (S1) P (S2) P (S3)
R(T )
Figure 6. A partition of S into 3 sets.
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Cotraes. We an also reverse the role ofB andM , and onsider the funtor
E˜B,A,M :
0
∆CopP → C dened by S 7→ Hom(B ⊗ A
⊗S−{0},M). In this ase,
we interpret the operation orresponding to a tree by rst rerooting the tree,
making the basepoint leaf the new root. For example, after rerooting the tree
in Figure 6, it looks like the tree in Figure 7. Note that the yli ordering
PSfrag replacements
A1 A2 A3 A4 A5 A6
M
B
P (S1)
P (S2)
P (S3)
R(T )
Figure 7. Rerooting the tree in Figure 6.
in Figure 6 has been replaed by a linear ordering of the A-fators.
Denition 5.3. An R-otrae on (A,M) with soure B is a natural trans-
formation R→ E˜B,A,M of funtors.
Giving an R-otrae is equivalent to giving maps R(S)⊗B⊗A⊗S−{0} →M
for eah S ∈ 0∆C suh that the diagram
(5.6)
R(T )⊗ P [f ]⊗B ⊗A⊗S−{0} //

R(S)⊗B ⊗A⊗S−{0}

P (f−1(0))⊗R(T )⊗B ⊗A⊗T−{0} ⊗A⊗f
−1(0)−{0}

P (f−1(0)) ⊗M ⊗A⊗f
−1(0)−{0} // M
ommutes for any f : S → T in 0∆C. Here the top left vertial map is
obtained by writing A⊗S−{0} as A⊗S−f
−1(0)−{0} ⊗ A⊗f
−1(0)−{0}
and then
using using the maps P (f−1(t)) ⊗ A⊗f
−1(t) → A for eah t 6= 0. The fat
that this diagram has an extra term orresponds to the fat that rerooting
a tree with 2 levels yields a tree with 3 levels, as in Diagram 7.
A otrae is represented by a ertain objet. This is dual to the notion of
a trae, but we have to use an extra adjuntion, so we present it as a lemma.
Lemma 5.4. R-otraes are represented by Hom0∆CP (R,C
•
cy(A;M)).
Proof. Giving an R-otrae of B into (A,M) is equivalent to giving maps
R(S) ⊗ B ⊗ A⊗S−{0} → M whih satisfy ertain oherene relations. But
giving maps R(S) ⊗ B ⊗ A⊗S−{0} → M is equivalent to giving maps B →
22
Hom(R(S)⊗ A⊗S−{0},M), and the oherene onditions translate into the
onditions for equalizing the maps dening Hom0∆CP (R, C
•
cy(A;M)). 
Again we single out the assoiahedra and ylohedra ase:
Observation 5.5. With P = Kn, 1 ≤ n ≤ ∞, a Wn-otrae is represented
by the partial yli obar onstrution Totn−1Ccy(A;M) (whih exists even
if A is only An).
If we restrit a trae map Wn ×M ×A
n−1 → B extending f :M → B to
one of the n faes of Wn of the form Kn, we get the map
(5.7) Kn ×M ×A
n−1 1×t−→ Kn ×A
i−1 ×M ×An−i −→M
f
−→ B,
where t is the yli permutation of M × An−1 whih puts the last i − 1
fators of A at the beginning and the seond map is one of the maps dening
the bimodule struture on M .
If we restrit a otrae map Wn ×B ×A
n−1 →M extending f : B →M
to one of the Kn-faes, we get the map
(5.8)
Kn×B×A
n−1 1×t˜−→ Kn×A
i−1×B×An−i
1×f×1
−→ Kn×A
i−1×M×An−i −→M,
where t˜ is the permutation of B×An−1 plaing B in the i'th position. Note
that in this ase there is no yli permutation of the fators, the yli
ordering of M×An−1 has been replaed by a linear ordering of the A-fators
in B ×An−1.
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