In this paper, we study the performance of various IDA*-style searches and investigate methods to improve their performance by predicting in each stage the threshold to be used for pruning. Without loss of generality, we consider minimization problems in this paper. We rst present three models to approximate the distribution of the number of search nodes by lower bounds: exponential, geometric, and linear, and illustrate these distributions based on some well-known combinatorial search problems. Based on these distributions, we show the performance of an ideal IDA* algorithm and identify reasons why existing IDA*-style algorithms perform well. In practice, we will be able to know from experience the type of distribution for a given problem instance, but will not be able to know the parameters of this distribution until the instance is solved. Hence, we develop RIDA*, a method that estimates dynamically the parameters of the distribution, and predicts the best threshold to be used in each stage. Finally, we compare the performance of several IDA*-style algorithms | Korf's IDA* and RBFS, RIDA*, IDA* CR and DFS* | on several application problems, and identify conditions under which each of these algorithms will perform well.
Introduction
Search is an important tool in problem solving and is applied in many areas in arti cial intelligence 1]. In general, blind-search algorithms are ine cient because they treat a search space syntactically without domain-speci c information. To improve the performance of a search algorithm, heuristic information about the nature and the structure of the problem domain must be used to limit and guide the search.
Search algorithms for solving an application problem can broadly be classied into two classes according to whether they nd optimal or suboptimal (feasible) solutions. Examples of search methods that nd optimal solutions include best-rst search, A*, IDA* and depth-rst branch-and-bound search. Examples of search methods for nding suboptimal solutions include hill-climbing methods, beam search and anytime algorithms. In this paper, we focus on algorithms for nding optimal solutions. Many application problems in nding optimal solutions in combinatorially large solution space are NP-hard and are solved by search algorithms that may require exponential time and space. The search algorithm that expands the minimum number of nodes before nding the optimal solution is the best-rst search (BFS); a familiar example is the A* algorithm 1, 2] . The drawback of BFS is that it requires an exponential amount of space; hence, it often exceeds the maximum memory capacity even for a relatively small problem. A guided depth-rst search (GDFS or depth-rst branch-and-bound search), on the other hand, requires memory space that is linear in the size of the problem. However, with a lack of a good pruning function that prunes futile searches beyond a certain level of a search tree, GDFS is prone to search far deeper than where the optimal solution lies.
The idea of iterative deepening was originally used successfully in a program called CHESS 4. 5 3] . In his seminal paper, Korf presented iterative deepening A* or IDA* 4], a search method that operates in a memory space linear in the size of the problem and that can approach asymptotically the behavior of A* (a best-rst search with an admissible heuristic function). Because of its e ciency with respect to memory space, IDA* became the rst heuristic search algorithm to nd optimal solutions for the 15-puzzle problems within reasonable time and space constraints.
Like A*, IDA* requires an admissible lower-bound function. It is a variant of depth-rst iterative deepening (DFID): a series of distinct depth-rst searches to progressively greater depths to mimic a breadth-rst search. As was originally described, IDA* initially sets its threshold to the (lower-bound) value of the root node s, searches depth-rst from s, and backtracks when it reaches a node whose value exceeds the threshold. Such a depth-rst search is called a stage or an iteration. If a solution is found in a stage, then this solution is optimal; if not, IDA* sets the threshold to the smallest value borne by any of the leaves of the stage. Then it starts the next stage | a new depth-rst search that searches from the root and discards the results of the previous stage.
Korf originally demonstrated the performance of IDA* using the 15-puzzle problem 4]. Since the lower-bound value of a child node in this problem either increases by 0 or 2, threshold values in successive stages always increase by multiples of 2. By noting that there is an exponential growth in the number of search nodes from one stage to another, it is guaranteed that the last depth-rst search, which nds the optimal solution, has an overhead that overwhelms the total overhead of all depth-rst searches in previous stages. Korf further noted that the original IDA* does not perform well on the traveling-salesman problem (TSP), and suggested improvement by using thresholds su ciently exceeding the value of the minimum leaf In general, IDA*-style algorithms can be extended to situations where the heuristic function is not admissible or non-monotonic; examples include path planning problems, chess and Prolog. In these cases, the solutions found are not guaranteed to be optimal, and the discussion is beyond the scope of this paper. In the following subsection, we discuss the various mechanisms for controlling thresholds in applying IDA*-style searches to solve minimization problems.
Mechanisms for controlling thresholds in IDA*-style algorithms
A very important component of IDA*-style algorithms is the thresholding mechanism; the design of which depends on the search objective, information available, and admissibility of the heuristic functions. There are two threshold-control strategies used in IDA*-style algorithms (assuming minimization searches).
(a) Using additional memory space to store search-related information. One class of IDA*-style algorithms use extra memory space to store active nodes and useful information in order to avoid re-expanding some search nodes. These include MREC 6], MA* 7], SMA* 2] and ITS 8]. For instance, MREC 6] uses extra memory to save active nodes near the root and to avoid expanding these nodes in future stages. The operations of MREC is illustrated in Figure 1 . Initially, m active nodes are generated and are stored in the memory. Each stage starts with these m nodes, and the next threshold is the minimum cost of all nodes whose costs exceeded the current threshold. Note that IDA* is a special case of MREC with m = 1. The problem with these algorithms is that for large problems the cost of managing the stored information is usually higher than the bene t of expanding fewer nodes.
(b) Dynamic control of thresholds. This class of algorithms control the increase in thresholds in consecutive stages of an IDA* search. Examples include the original IDA*, DFS*, IDA* CR, RBFS, The original IDA* and MREC use as the next threshold the minimum lowerbound value of all active nodes exceeding the current threshold. This strategy works well when lower-bound values are discrete and the cumulative distribution of the number of search nodes by lower-bound values is geometric. This is the case in the 15-puzzle problem. The strategy does not work well when lower-bound values are continuous or when the distribution is not geometric.
In DFS* 9], the algorithm initially behaves like IDA* but increases the threshold more liberally by doubling it from one stage to the next. When a feasible solution is found, the algorithm switches to GDFS immediately and proceeds until the optimal solution is found. Thus, in the last stage in which the optimal solution is found, there may be some overshoot if the threshold chosen is larger than the optimalsolution value. The strategy works well when the cumulative distribution is linear and allows the number of nodes searched in successive stages to grow in a geometric fashion. This is the case in the maze problem.
IDA* CR 10] is a variant of IDA* that collects some statistics in the search process to help determine the threshold in the next stage. It nds an approximate distribution of lower-bound values by dividing the possible lower-bound values into a set of discrete buckets, each recording the number of search nodes pruned in this stage whose lower bounds fall in the range of the bucket. It chooses the next threshold so that the total number of nodes in the buckets within this threshold is larger than a prede ned number b i , where b is the branching degree and i is the stage number. The strategy is hard to apply in practice because the proper choice of the ranges of buckets may be problem-instance dependent.
Recently, Korf proposed Recursive Best-First Search (RBFS) 11] and showed signi cant improvement over IDA* in certain application problems. RBFS is a recursive best-rst search that runs in linear space and always expands new nodes in a best-rst order regardless of whether the cost function is monotonic or nonmonotonic. It is similar to IDA*, but uses a local cost threshold for each recursive call instead of the global threshold in IDA*. When cost values from the root to a leaf node are non-monotonic, RBFS shows signi cant improvement over IDA*. However, the improvement is not signi cant when cost values along a path are monotonic. Further, as RBFS extends thresholds in a similar way as IDA*, it has the same problem as IDA* in determining proper thresholds when cost values of nodes are mostly unique. Table 1 summarizes the information used in these algorithms and the corresponding strategies. It also lists RIDA*, an algorithm discussed in Section 3.
Focus of this paper
We observe that previous IDA*-style algorithms use di erent information and heuristics to predict the best threshold to be used in a stage. Since the information and the heuristics used is generally problem dependent, it is possible to use other runtime information to improve performance. We propose in this paper to use the cumulative distribution of the number of search nodes by lower-bound values to help determine the proper thresholds in each stage. This prediction is possible for the following reasons. (a) Problem instances of the same application problem generally have the same cumulative distribution, but the parameters of the distribution are problem-instance dependent. Run-time prediction, therefore, entails estimating the parameters of these distributions.
(b) Some problems have cumulative distributions that are hybrid of multiple distributions. For example, an integer programming problem has a cumulative distribution that is bell-shaped: the growth is exponential before any feasible solution is found, and is very small and quickly drops to zero after a feasible solution is found. As another example, the maze problem has a cumulative distribution that is made up two piecewise linear distributions (see Section 2) . In this case, it is hard to predict the switch-over point before the search begins, but it may be easier to detect the switch-over using run-time statistics.
In this paper, we compare di erent prediction mechanisms for determining the threshold to be used in the next stage of an IDA*-style search, and investigate when and why certain algorithms perform well. Our results are summarized as follows.
Di erent problem instances of an application problem generally have the same cumulative distribution of the number of search nodes by lower-bound values but with unknown parameters of the distribution. These distributions can be modeled a priori (Section 2) and their parameters, estimated at run time (Section 4).
Based on these models, we study the behavior of an ideal IDA* algorithm and explains why existing IDA*-style algorithms perform well on some application problems (Section 2). We further show that there is a large disparity in the performance of an ideal IDA* algorithm when the rate of growth of nodes expanded in successive stages can be chosen from a range of values (Appendix A). We present RIDA*, a new algorithm that uses regression to predict the thresh-old to be used in the next stage of an IDA* algorithm so that the number of nodes searched in successive stages grows in a geometric fashion (Section 3).
Based on application problems evaluated (Section 4), we show conditions under which a speci c IDA*-style algorithm should be used (Section 5). In this context, we de ne an ideal IDA* algorithm as one that sets the threshold in each stage so that the number of nodes searched in the next stage always grows by a constant ratio. The performance of an IDA*-style algorithm evaluated in this paper is compared with that of A* for solving the same problem instance. Let n A (resp., n IDA ) be the number of nodes expanded by A* (resp., IDA*-style algorithms) for solving a given problem instance. The objective of designing a good thresholding strategy of IDA* is to minimize n IDA n A (1.1)
Note that any IDA*-style search can be evaluated using Eq. (1.1). and that the objective value of a problem instance is unknown until the instance is solved.
Performance Modeling of an Ideal IDA* Algorithm
In this section, we analyze the performance of an ideal IDA* algorithm for searches represented in state-space trees. We rst present the performance of the ideal IDA* algorithm. We then derive its performance when the distribution of search nodes by lower bounds is exponential, geometric, or linear. Finally, we identify conditions for selecting appropriate thresholds.
Performance of ideal IDA* searches
We present in this section the performance of an ideal IDA* algorithm based on a general statistical distribution of lower-bound values in a search tree. Let h(i) be the lower-bound value of node i, where h is an admissible function (h(i) h(j) if j is a successor of i). Let f(x) be the distribution of the number of nodes whose lower bounds are less than or equal to x. Further, let 1 , 2 ; :::; n+1 be a sequence of thresholds in successive stages of an ideal IDA* algorithm, where 1 is the threshold used in the rst stage, and n+1 is the last threshold. (The search always starts with the root, which is considered as stage 0.) Note that 1 is chosen heuristically when the search starts, and that f( 1 ) is the number of nodes expanded in the rst stage.
When the optimal solution v opt is found in the last stage, n < v opt n+1 . If the number of nodes expanded by A* is n A = f(v opt ) and r is the growth ratio maintained by the ideal IDA* algorithm in successive stages, then r = f( i ) f( i?1 ) =) f( n ) = r n?1 f( 1 ); for i = 2; ; n: (2.1)
Since f( n ) = r n?1 f( 1 ) < f(v opt ) f( n+1 ) = r n f( 1 ), this implies that
The number of nodes searched by the ideal IDA* algorithm is, therefore, 
4).
In the extreme case in which the optimal solution has a value that is slightly larger than the threshold used in the n'th stage (f(v opt ) = f( n ) + 1) and all nodes de ned by n+1 are expanded in the (n + 1)'st stage (f 0 ( n+1 ) = f( n+1 )), then n IDA =n A in Eq. (2.4) is approximately r 2 =(r ? 1) , and the optimal r that minimizes it is 2. (A similar result has been reported by Korf before.) Note that this is the value of r that minimizes the overhead of the ideal IDA* algorithm in the worst case. In the average case, the optimal r depends on the performance of GDFS and is di cult to characterize analytically.
For a speci c value of r, we need to choose the 's properly, which are directly related to distribution f. In the next three subsections, we model f using an exponential function, a geometric function, and a linear function.
Exponential model
In this model, the distribution pro le of a search problem is approximated by the following continuous exponential function.
f(x) = cu ax (2.5) where, c, a and u are positive real constants, and u is the branching factor.
Since r can be any real number, Eq. To achieve the given r, i is set as
This means that by increasing i by a constant log r a log u , IDA* keeps f( i ) increasing in a geometric fashion by ratio r.
Traveling salesman problems (TSP), production planning problems (PP), and integer programming problems (IP) are examples whose distribution of the number of nodes by lower bounds follows an exponential model. (A detailed description of these problems is shown in Section 4.) As an illustration, we show in Figure 2 the cumulative distribution for a 20-city Euclidean TSP. The end of the line in the top right-hand corner represents the point when the optimal solution is found. To verify that the distribution is exponential, we regressed a linear function on the log plot and found a coe cient of determination R 2 (0 R 2 1) very close to 1, which indicates a good t. In Table 2 , we show the mean and standard deviation of R 2 for 50 random instances of each of the 20-city Euclidean TSP, 18-period PP, and 30-variable IP problems. Note that R 2 for these problems have means very close to 1 and very small standard deviations.
Geometric model
In this case, the lower bounds are drawn from a discrete distribution, and the distribution function and r are de ned as follows.
f(x) = cu baxc (2.8) Here, u is not the branching factor of the search tree but rather the average ratio of the number of nodes with lower bounds at one discrete value to the number of nodes at the next discrete value. We call u in the discrete case the heuristic branching factor. Note that r is restricted to 1, u, u Eq. (2.10) indicates that we need to nd a value of s that minimizes this objective for given u, a, and c. In the following, we assume that the optimal solution is on the L'th discrete level (that is, f(v opt ) = f( 1 )u L?1 + 1), and compute the optimal s in the worst and average cases.
(a) Best s in the worst case. In the worst case, the optimal solution is not found in the n'th stage because it is pruned, and IDA* expands all nodes within threshold n+1 in the n + 1'st stage before nding the optimal solution. Here, Since u > 1, s = 1 is better than s = 2 when u 1:618; s = 2 is better than s = 3 when u 1:325; s = 3 is better than s = 4 when u 1:221; and so on. When u approaches 1, s approaches in nity. Figure 3 shows the optimal s for di erent u.
(b) Best s in the average case. The exact analysis in the average case is intractable because it depends on the pruning mechanism in GDFS and where the incumbent lies. In the following, we present a simpli ed analysis.
In the last stage in which the optimal solution is found, n+1 can be one of the following discrete levels: L, L+1; :::; L+s?1. For simplicity, assume that n+1 can have any of these levels with equal probability 1=s. (This probability is assumed to be independent of the number of nodes in each level in the search tree. A similar analysis can be carried out if we assume n+1 to have a probability that depends on the number of nodes in a level.) Next, we nd n IDA for each of these possible threshold values. Assuming that the optimal solution is on level L and that successive thresholds are separated by s levels, we identify two distinct situations where n+1 can lie: (i) n+1 = L + s ? 1, and (ii) L n+1 L + s ? 2.
In the rst case, n+1 = L + s ? 1, which implies that n = L ? 1 In the second case, L n+1 L+s?2, which implies that n < L?1. When a feasible solution is found in Level L in stage n+1, the search cannot be terminated because nodes in levels between n and L have not been searched completely. To prove that this solution is indeed optimal, it is necessary to continue the search. Assume on the average that the search expands half of the nodes between level L and threshold n+1 before nding the feasible solution, that no other feasible solution is found in stage n + 1 once the rst feasible solution has been found, and that it expands all nodes with lower bounds less than level L afterwards, The average number of nodes expanded in the last stage is To know when s = k is better than s = k + 1, we solve
Note that u L is eliminated in the analysis, and the condition derived in Eq. (2.20) is independent of the optimal-solution value L. Eq. (2.20) shows that s = 1 is better than s = 2 when u 2:206; s = 2 is better than s = 3 when u 1:618; s = 3 is better than s = 4 when u 1:416; and so on. Figure 3 shows the optimal s values for the average case. Vertex-cover (VC) and 15-puzzle problems are example applications whose distribution of number of nodes by lower bounds can be modeled by a geometric distribution. Table 3 shows the statistics of an instance of a 30-vertex VC problem with an optimal solution of 19 and an average u of 7.7. We have also collected the average value of u for 50 random instances of the 30-vertex VC problem, and have found the average u to be 9.23 and standard deviation to be 5.22. For the rst 50 15-puzzle problems studied by Korf 4] , the average u is 10.22, and standard deviation is 8.24. For these problems, s = 1 is the optimal choice. (Our analysis is approximate since in any search problem, u is not constant.) This choice coincides with Korf's original IDA* algorithm in solving the 15-puzzle problem.
Linear model
The distribution of the number of nodes by lower bounds is modeled by the following linear function:
f In this case, i needs to be increased by at least a ratio of r to allow f( i ) to be increased by a ratio of r. Since r = 2 is the optimal value in the worst case, doubling in each stage is nearly optimal. This strategy was used in DFS* which doubles the threshold in consecutive stages. As a result, DFS* performs very well for problems in this class.
The maze problem is an example whose lower-bound values follow a continuous linear distribution. Figure 4 illustrates this fact for a 40-by-40 maze problem instance generated using the X-maze program similar to that used by Vempaty, Kumar, and Korf 9] . The distribution shown can be modeled by two piecewise linear curves. This is veri ed by using the median of the smallest and the largest lower bounds as a point to divide the curve into two parts, and by tting each by a linear line. We show in Table 2 the average coe cient of determination R 2 of regression and the corresponding standard deviation of the two linear ts for 50 random instances of the maze problem. As the average R 2 is very close to 1, the t is close.
We have shown in this section suitable choices of thresholds that can minimize the overhead of an ideal IDA* algorithm with respect to an A* algorithm. We have also explained conditions under which Korf's original IDA* algorithm and Vempaty, Kumar, and Korf's DFS* search will work well.
In general, it is hard to select thresholds so that a real IDA* algorithm behaves like an ideal IDA* algorithm. A user may wish to set a desired r in a problem, but the actual r may vary from stage to stage. This variation may lead to an unpredictable overhead of the IDA* algorithm. Appendix A illustrates this phenomenon by showing large variations in overheads for an ideal IDA* algorithm when r can be chosen from a range between r min and r max .
Dynamic Determination of Thresholds in RIDA*
We have shown in the last section that there exists an optimal r that can minimize the number of nodes expanded for a problem instance. In this section, we propose RIDA*, a method that uses run-time distribution on lower bounds and applies regression to determine the best threshold to use in each stage. Our goal is to allow the overheads in successive stages to grow in a geometric fashion with a constant ratio.
RIDA* assumes that the distribution function of lower bounds (exponential, geometric, or linear) for an application problem is known. The parameters of the distribution function, however, are estimated by regressing on the (partial) distribution of lower bounds obtained at run time using a polynomial t ( rst-order or second-order) or an exponential t. The threshold to be used in the next stage is then estimated using the regressed function to achieve the desired growth ratio r.
In many search problems (such as Euclidean TSPs), feasible solutions can be found easily. The best of these solutions is kept in an incumbent, which is used in RIDA* to further reduce the search overhead. Recall that the overhead in the last stage of an IDA* algorithm dominates the overhead of all previous stages. Hence, if we have an incumbent value that is slightly larger than the predicted threshold for the next stage, then we can reduce the overall overhead by using the incumbent value as the next threshold.
The procedure used in RIDA* is as follows. At the end of a stage when the threshold for the next stage is set, the number of nodes f(v inc ) with incumbent value v inc is calculated based on the estimated distribution function f. Assume that the predicted threshold for the next stage is i+1 where f( i+1 ) = rf( i ). We set i+1 to v inc if f(v inc ) 2rf( i ). In this case, the search becomes a guided depth-rst branch-and-bound search. The reason for this is that if i+1 were used as the threshold, then the search may have one more stage, and the cumulative overhead would be larger than 2rf( i ). In case that v inc is very close to the current threshold i , this method cuts the overhead by nearly half. This procedure used here is similar to that used in the last stage of DFS* 9].
In summary, RIDA* uses the following rules to nd the threshold in each stage. Extend the threshold so that the number of nodes expanded in the next stage increases in a geometric fashion with constant ratio r. If the threshold does not include at least one unexpanded node, then the threshold is extended to a lower-bound value that includes at least one such node. If f(v inc ), the predicted number of nodes to be expanded when the threshold is set at the current incumbent value v inc , is less than twice the number of nodes based on the predicted threshold in the next stage (2f( i+1 ) = 2rf( i )), then i+1 for the next stage is set to v inc . Note that RIDA* is di erent from IDA* CR (Table 1) when setting the threshold for the next stage. RIDA* uses information on lower bounds of nodes expanded rather than lower bounds of active nodes that are pruned due to thresholding. We have found that a node pruned in the current stage does not imply that only one node will be expanded in the next stage, as multiple nodes may be expanded before hitting the next threshold. As a result, the information used by IDA* CR in setting the threshold for the next stage may under-estimate the actual overhead experienced.
Experimental Results

Generation of test problems
The performance of various IDA*-style algorithms are studied by simulations using vertex-cover (VC), Euclidean Traveling-salesman (TSP), production-planning (PP), and integer-programming (IP) problems 12]. We rst describe these test problems and their implementations before showing our experimental results.
VC entails nding a minimal set of vertices such that all edges have at least one of their vertices covered by this set. In our experiments on VCs, we generated the edges of graphs randomly with an edge-connectivity probability of 0.1. The lower bound of a graph was computed by nding the minimum number of vertices so that the total number of uncovered edges emanating from these vertices equaled the number of uncovered edges. The upper bound was evaluated by a steepest-descent hill-climbing algorithm.
TSP entails nding the shortest cyclic tour that traverses each city exactly once. In our experiments, we studied Euclidean TSPs in which cities were points on a Cartesian plane, and the distance between two cities was the Euclidean distance. We assume that cities are fully connected and the distance between each pair of cities are symmetric. In generating sample problems, we randomly assigned cities in a 100-by-100 Cartesian plane. We represented the search using a multi-way tree in which the descendant nodes of a parent node represented the set of unvisited cities from this node. (In a binary-tree representation, there are two descendant nodes that represent whether an unvisited city is traversed or not in the next city to be visited. This representation results in worse performance than that of a multi-way state-space representation.) A node in the search tree, therefore, represents a partial tour from the root to this node. We used the minimum spanning-tree algorithm to compute the lower bound of a node, and a nearest-neighbor hill-climbing algorithm to compute the upper bound. PP entails nding a minimal-cost production schedule. In PPs, all capacities, requirements, production costs, inventory costs, and start-up costs were random integers in the following ranges: demand: 0,3]; capacity: 1,4]; set-up cost: 50,100]; incremental cost: 10,20]; and inventory cost: 5,10]. The number of periods speci es the problem size and is input by the user. We evaluated the lower bound of a problem by nding the minimal-cost schedule while ignoring start-up costs, and the upper bound by a hill-climbing heuristic.
IP entails nding an integral assignment of variables in order to maximize a linear objective function while satisfying a set of linear constraints. In our test problems, we assume that upsilon, the number of variables, is the same as the number of constraints. The coe cients in the objective function were random integers in the range -20, 0]. The constraints were in the form Aỹ b , where A was an -bymatrix whose elements were random integers in the range 0,20], andb was a vector whose elements were random integers in the range 40 ; 120 ]. We computed the lower bound by solving a relaxed linear programming problem using the Simplex method. No upper-bound function is available for solving IPs.
Comparison with RBFS
Recursive Best-First Search (RBFS) 11] has shown signi cant improvement over IDA* on certain problems. Korf reported that RBFS expanded about the same number of nodes as IDA* for the fteen-puzzle problem, which shares similar characteristics as VCs. We, therefore, expect RBFS to perform similar to IDA* when applied to solve VCs.
Korf also reported that RBFS performed much better than IDA* for solving TSPs. With 10, 11 and 12 cities, RBFS generated an average of 16%, 16% and 18% of the nodes generated by IDA*, respectively. However, RBFS still generates signi cantly more nodes than GDFS. In Table 4 , we show our experimental results of using A*, GDFS, RBFS and IDA* to solve 10-city, 11-city, and 12-city Euclidean TSPs. Each entry in the table represents the average of overhead normalized with respect to that of A* for 50 runs of randomly generated TSP instances. Our results show that for the 10-city TSPs, GDFS expands 9% more nodes than A* on the average. Although RBFS expands 17% of the nodes expanded by IDA*, it still expands 12.59 times more nodes than A* does. For the 11-city and 12-city TSPs, the improvement of GDFS over RBFS is even greater.
We conclude that RBFS should be used when IDA* performs well. This is true in the 15-puzzle problems and the vertex-cover problems studied in this paper.
Comparison of RIDA*, GDFS, DFS*, IDA* and IDA* CR
In this section, we compare the performance of GDFS, DFS*, IDA*, RIDA* and IDA* CR using 50 randomly generated instances of 30-vertex VCs, 20-city TSPs, 18-period PPs and 30-variable IPs. In our experiments on RIDA*, we used A* to generate 100 initial nodes and applied regression to pick the rst threshold. The desired growth ratio r was set to 3 for both RIDA* and IDA* CR. Table 5 shows the average normalized overheads of the various algorithms with respect A*. In our experimental results, we have found that the performance of GDFS and that of DFS* is indistinguishable; hence, we present their results in one set. In the experimental results on IDA*, we indicate \large" for test problems in which IDA* takes much longer than the other algorithms and did not nish within a reasonable amount of time. Although RBFS will perform better than IDA* on these problems, we expect it to be worse than GDFS.
Our results show that all the IDA*-style algorithms and GDFS expand more nodes than A*. However, they all use a linear amount of memory whereas A* uses an exponential amount of memory. For this reason, we can only test problems of moderate sizes in our experiments, as we need to compare our results with respect to that of A*. We have also found that the normalized overheads can vary a lot across di erent problems instances. For example, GDFS has about the same average performance as RIDA* in solving TSPs, but has larger variations than RIDA*.
We cannot use statistical hypothesis testing to determine which of the algorithms has better average performance because such tests require populations with normal distributions, and the performance values are not normally distributed. To show the variance in performance, we present in Table 6 the average ranks of the various algorithms. The rank of an algorithm can be 1, 2, 3, or 4 in solving a problem instance, where 1 is the best rank.
For VCs, the lower bounds are discrete and can be modeled by a geometric distribution (Section 2). For these problems, IDA* has the smallest average overhead (as the heuristic branching degree of the problem is large). RIDA* has slightly more overhead than IDA*, which is attributed mainly to the initial overhead of expanding 100 nodes in order to do regression. IDA* CR performs worse than IDA* and RIDA* on the average, and also has large variance in its performance. As shown in Table 6 , IDA* has the best average rank, and IDA* CR has better average rank than RIDA*. In 29 out of 50 problem instances, IDA* CR has better performance than RIDA*. However, there are some instances in which IDA* CR has poor performance. On the average, GDFS expands many more nodes than the other algorithms. The large standard derivation also indicates that in some instances, GDFS has very poor performance. Overall, IDA* expands the least number of nodes and has the highest chance to be the best. For TSPs, PPs and IPs, their lower bounds are continuous and can be modeled by exponential distributions. Consequently, IDA* does not perform well for these problems. In these problems, the thresholds computed by IDA* are incremented too slowly, which cause many repeated expansion of the same node.
For TSPs, the number of nodes expanded by A* ranges from 178 to 132,107. For these problems, RIDA* gives the best average normalized overhead, and both GDFS and IDA* CR have larger variances. GDFS has the best average ranks: in 27 out of 50 instances, GDFS has the best performance, and in most of these instances, the number of nodes expanded by GDFS is just slightly larger than that by A*. However, in a few instances, GDFS performs poorly that causes GDFS to have a larger average overhead and a larger variance.
For PPs and IPs, we have observed similar results. For PPs, GDFS is the best, RIDA* is second, and IDA* CR is third. For IPs, RIDA* is the best, GDFS is second, and IDA* CR is third. To visualize the performance di erence, we depict in Figure 5 the performance distribution of GDFS, RIDA* and IDA* CR for 50 random instances of TSPs. The graphs shows that GDFS and IDA* CR performs poorly on some instances which results in large performance distributions.
In summary, our experiments shows that RIDA* has the smallest standard deviation in performance, and its average performance is very close to that of BFS. GDFS usually has large standard deviation in performance as compared to RIDA* and IDA* CR. The performance of GDFS depends largely on the quality of the guidance and pruning functions. Hence, it performs well when the guidance func- tion is accurate, and the application problem has many feasible solutions that can be used to prune unpromising nodes. Such is the case in PP; in this case, GDFS has performance very close to that of BFS.
We do not show separately the performance of DFS* in these tables. For all the problems studied, DFS*'s strategy of doubling the threshold each time makes it quickly become GDFS after a few stages. The performance of DFS* is slightly worse than that of GDFS for the problems studied.
We have also compared the empirical performance of RIDA* with respect to the theoretical bounds presented in Appendix A. Figures 6 shows the experimental results of RIDA* for 50 random instances of 20-city Euclidean TSPs and the lower and upper bounds of performance. Note that the bounds track the performance of RIDA* quite well, and that RIDA* has performance very close to the best performance. The bounds and the performance of RIDA* for other problems (VC, PP, and IP) are similar and are not repeated here.
Conclusions
In this paper, we have studied various methods for selecting thresholds in an IDA*-style algorithm. Our goal is to select thresholds so that the number of nodes searched in successive stages grows in a geometric fashion. We have modeled the distribution of lower-bound values by exponential, geometric, and linear distributions, and have derived the optimal thresholds in each case. We have also shown conditions under which Korf's original IDA* algorithm, Vempaty, Kumar, and Korf's DFS* algorithm, and Sarkar, et al.'s IDA* CR will perform the best. Finally, we have presented RIDA*, a method that uses run-time distribution on lower bounds and applies regression to determine the best threshold to use in each stage.
We have evaluated these IDA*-style algorithms using random instances of the vertex-cover, traveling-salesman, production-planning, and integer-programmingprob- lems. We have found IDA* to be optimal when lower bounds are discrete and the heuristic branching factor is large (as in vertex-cover and 15-puzzle problems). DFS* performs well when the distribution of lower bounds is linear (as in maze problems). Further, DFS* is similar to GDFS and, therefore, performs well when GDFS performs well (as in production planning problems). We have found that RIDA* performs well when the distribution of lower-bound values can be modeled a priori (as in traveling-salesman problems using a multi-way state-space-tree representation and in integer programming problems). Our experiments also show that RIDA* has the most consistent performance (smallest standard deviation) in terms of deviations from a best-rst search. On the other hand, IDA* CR uses a discrete approximation of the distribution of lower bounds; its prediction is usually imprecise and may lead to unpredictable performance. In summary, for a given problem instance, the best choice of the IDA*-style algorithm to use is as follows. Use Korf's original IDA* if the distribution of lower bounds is discrete and geometric with a large heuristic branching factor. Use DFS* if the distribution of lower bounds is linear or when GDFS performs well. Use RIDA* if the distribution of lower bounds is exponential. Otherwise, use IDA* CR.
Appendix A: Theoretical Bounds on Performance of the Ideal IDA*
In this section, we derive the upper and lower bounds on performance of the ideal IDA* algorithm. The performance bounds are derived with respect to the exponential, linear and geometric models we have presented in Section 2.
A.1. Performance bounds with respect to the exponential and linear models
In these two models, the growth ratio r de ned in Eq. (2.1) can be any real number.
In this subsection, we present the upper and lower bounds of n IDA =n A de ned in Eq. (1.1) for the ideal IDA* algorithm presented in Section 2. Our work is motivated by the observation that the number of nodes expanded by an IDA*-style algorithm may vary signi cantly when a di erent ratio of growth r is used.
The following assumptions are made in deriving the bounds.
There is a constant ratio of growth (r) in number of nodes expanded from one stage of the ideal IDA* algorithm to anther. The value r can be any real number between r min and r max . Each stage starts with only the root node (m = 1 in Figure 1 ). The next theorem shows the lower-bound normalized overhead of the ideal IDA* algorithm with respect to A*. This lower bound is derived for any choice of r between r min and r max . Proof. The proof is shown with respect to the three cases in the theorem. We will nd the particular r between r min and r max that achieves the lower bound. Case (1) . n A r max . This is straightforward because r = n A achieves the best performance, and n IDA =n A = 1.
Case (2) . r k max < n A r k+1 min for some integer k, k 1. Under this condition, IDA* always takes k + 1 stages for any r, r min r r max . In the best case, the ideal IDA* expands n A nodes in the nal stage no matter what value of r is used. Using r min in the intermediate stages will lead to the fewest total number of nodes expanded; hence, r = r min is the best. In the best case, IDA* using r i terminates in k + i stages, and the optimal solution just lies on the threshold of the last stage.
As an example, when r min = 3, r max = 10 and n A = 624, we get r 0 = 8:545, r 1 = 4:998, and r 2 = r n = 3:623 for n = 2 and k = 3. Using r 1 will result in (k + 1) = 4 stages.
Let T(r) be the overhead of IDA* using r. The proof for this case is shown in three parts. To illustrate Theorem A.1, the lower-bound normalized overheads for two combinations of r min and r max are shown in Figure 7 . We have the following observations from these results: (a) the lower-bound n IDA =n A approaches one as r max increases; (b) r min has little e ect on the lower-bound n IDA =n A ; and (c) the frequency of variations is higher for smaller r max . Note that the curves are not smooth because r opt is di erent for di erent n A .
Next, we derive the upper bound on the normalized overhead of the ideal IDA* algorithm. Proof. The proof is shown for these three cases, respectively.
Case (1) . When n A r min , the worst case happens when using r max , and the optimal solution is not found until all other nodes within the threshold are expanded. Thus, n IDA = r max .
Case (2) . r k max < n A r k+1 min for some integer k, k 1. For any real number r, r min r r max , IDA* has k + 1 stages. In the worst situation, IDA* using r max expands more nodes in all the k intermediate and the nal stages, and the number of nodes expanded is n IDA = Whenr increases, T(r) increases. T(r) reaches the maximum whenr = r max . Continuing with the example in this proof, T(r max ) = 1; 111, T(r) = T(9) = 820.
Since any one of the three values, T(r max ), T(r 0 ) or T(r n ) could be the largest, the upper bound on the overhead of IDA* in the worst case is n IDA = max(T(r max ); T(r 0 ); T(r n )) 2 To illustrate Theorem A.2, the upper-bound normalized overhead of IDA* for two combinations of r min and r max are shown in Figure 8 . We have the following observations from these results: (a) the upper bound increases either as r max increases or as r min goes to 1; (b) the frequency of variations is higher for smaller r max and when r min is not close to 1.
From Theorems A.1 and A.2, we have found the following results to be consistent with our observations. For a xed r min , a large r max results in a large disparity between the lower and upper bounds of n IDA =n A . When r min goes to 1, the upper bound of n IDA =n A goes to in nity whereas the lower bound is not much a ected. Hence, small r min 's close to 1 should be avoided.
A.2. Performance bounds with respect to the geometric model
In this model, the growth ratio r speci ed in Eq. (2.9) is restricted to a set of values f1, u, u 2 , ... , u s , ...g. In this subsection, we present the upper and lower bounds of overheads of the ideal IDA* algorithm.
When lower-bound values of search nodes are discrete, A* does not always expands the same number of nodes before nding the optimal solution. This happens because the overhead depends on the order in which nodes in the last level are expanded. Therefore, the bounds we derive here are not normalized with respect to n A as we did in the last subsection. Instead, the performance of IDA* is compared with that of BFS. BFS in this context is a search that expands no other nodes in the same level as the optimal solution, and expands all nodes with lower bounds less than the optimal solution. We denote n BFS as the number of nodes expanded by BFS.
For simplicity, we call the nodes with the same lower-bound values as nodes in the same level. We are interested in nding the number of nodes expanded rather than those generated because nodes in a level of the search tree are either all expanded or none expanded in any stage, whereas they may be partially generated in any given stage. In the geometric model, two distinct situations can happen.
(1) When a solution is found in one level below the threshold used in the second-to-last stage ( Figure  9a ), IDA* terminates immediately, and the solution found must be optimal because all nodes with lower-bounds less than it have been expanded in the second-to-last stage. In this case, very few nodes may need to be expanded in the last stage. (2) When a solution is found in a level other than the level immediately below the threshold used in the second-to-last stage, IDA* cannot terminate immediately because there may be a better solution in any intermediate levels in between. This phenomenon is illustrated in Figure 9b .
The following assumptions are made in deriving the lower and upper bounds of performance of the ideal IDA* 1. u > 1 is the constant ratio of the number of nodes with lower bounds at one discrete value to the number of nodes at the next discrete lower-bound value. 2. The threshold of one stage always increases by s levels from the previous stage.
(Note that s is in levels and not in lower-bound values.) 3. The value s can be any integer between s min and s max inclusively. of a small u. Therefore, when u is not close to one, we should avoid using large s max 's. Our conclusions drawn here for the geometric models are consistent with those drawn for the exponential and linear models studied in the last subsection.
