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Resumo
Considere uma variedade folheada M e uma equação diferencial estocástica (EDE) cujas
trajetórias sobre uma folha compacta. Neste trabalho, estudaremos o comportamento de
uma pequena perturbação transversal. Uma estimativa para a taxa de convergência nas
folhas será dada. No segundo capítulo deste trabalho, um princípio da média é aplicado
para se mostrar que a componente transversal às folhas converge para a solução de uma
EDO determinística na direção transversal. Por fim, no terceiro capítulo, o princípio
anunciado para semimartingales contínuos, será generalizado para processos de Levy que
contém uma componente de salto (na direção horizontal).
Keywords: Variedades; Princípio da Média; Componente de Salto; Semimartingalas.
Abstract
Consider an Stochastic Differential Equation (SDE) driven by continuous semimartingales
on a foliated manifold whose trajectories lay on compact leaves. We study the effective
behavior of a small transversal perturbation . An estimate of the rate of convergence is
given. In the second chapter, an average principle is shown to hold such that the component
transversal to the leaves converges to the solution of a deterministic ODE . After that, in
the third chapter, we generalize the principle established for continuous semimartingales
to Lévy diffusions containing a jump component. We give upper bounds for the rates of
convergence and illustrate these results for the random rotations on the circle.
Keywords: Manifold; Average Principle; Jump Component; Semimartingales.
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1 Introdução
Em geral, a ideia heurística original de um princípio da média se refere a um entrelaçamento
de duas dinâmicas, em que uma delas é, em algum sentido, mais lenta e é afetada de
alguma forma pela outra. Um princípio da média neste caso refere-se a possibilidade de
aproximação, em alguma topologia, da dinâmica lenta, considerando somente a medida
ou perturbação a qual é induzida pela dinâmica rápida. Estas ideias surgiram há muito
tempo, e como mencionado em V. Arnold [3, p. 287], elas estavam implicitamente contidas
nos trabalhos de Laplace, Lagrange e Gauss em “mecânicas celestes” e algumas outras
literaturas neste contexto podem ser encontradas, por exemplo em [3], Sanders, Verhulst e
Murdoch [22] etc. Atualmente, em sistemas dinâmicos estocásticos, a média tem sido uma
área ativa de pesquisas na qual também existe uma vasta literatura. Contextos históricos
interessantes sobre este tópico podem ser encontrados em Li [15, p.806], Kabanov e
Pergamenshchikov [10, Appendix], [22, Appendix A]. Entre muitos outros trabalhos que
estão de alguma forma relacinados, como Khasminski e Krylov [12], Bakhtin e Kifer [13],
Sowers [23], Namachchvaya e Sowers [16], Borodin e Freidlin [5] e [10].
Assumiremos que o leitor esteja familiarizado com a ideia de folheações, assim como
conceitos básicos de análise estocástica os quais não serão discutidos neste trabalho. O
problema específico que será estudado, concerne de uma perturbação de uma difusão em
uma variedade folheada M , tal que trajetórias aleatórias não perturbadas estão sobre as
folhas de M . As perturbações são tomadas transversalmente às folhas da folheação. Neste
contexto, o sistema lento é a componente transversal, e o sistema rápido é dado por yt

,
em que yt é a solução da EDE original perturbada por um campo de vetores K.
Gonzales e Ruffino, trazem uma generalização de uma abordagem recente feita por Li [15] de
um princípio da média para sistemas hamiltonianos estocásticos completamente integráveis.
Como na abordagem clássica, veja e.g. [3], Li explorou os benefícios das coordenadas
geométricas bem como as estruturadas no espaço de estados dado pelas coordenadas do
toro de Liouville; os benefícios incluem o anulamento do termo de correção Itô-Stratonovich
assim como o anulamento da derivada covariante dos campos de vetores hamiltonianos
nas direções tangentes às folhas. Será provado que um princício para a média também é
válido em um âmbito geométrico mais geral, já que este fenômeno envolvendo a média
ocorre independentemente de estruturas simpléticas (no entanto, possivelmente com taxas
de convergência mais lentas). Comparado com o resultado anterior de Li [15, Lemma 3.2],
no qual as estimativas contém um termo de ordem 1/
√
t, as estimativas correspondentes
de Gonzales e Ruffino no Lemma 3.2.1 são contínuas em  = t = 0. Algumas taxas de
convergências de [15, Lemma 3.1] são recordadas como casos particulares nos corolários
3.1.2 e 3.1.3. No resultado principal, será mostrado que na média, a aproximação vai para
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zero com a ordem de α + η(| ln |−βp ), em que η é a taxa de convergência do sistema não
perturbado com a medida ergódica nas folhas, β ∈ (0, 1/2) e α ∈ (0, 1). Dessa forma,
dependendo de η, a taxa de convergência pode ser mais rápida ou mais lenta que em [15].
Depois um princípio da média será aplicado também para semimartingales com saltos,
como feito por Höegele e Ruffino no artigo [20] o qual também será discutido neste trabalho
no Capítulo 3. Faremos as mesmas análises para o caso de equações estocásticas dirigidas
por processos de Lévy com saltos. Nas preliminares, falaremos de forma bem breve sobre
os Processos de Lévy, assim como a equação de Marcus, a qual será de fundamental
importância neste último Capítulo.
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2 Preliminares
Considere uma variedade diferenciável folheada M e uma equação diferencial estocás-
tica (EDE), cujas trajetórias estão sobre uma folha compacta de M . No artigo [9], os
pesquisadores Gonzales e Ruffino investigam o comportamento efetivo de uma pequena
perturbação transversal de ordem . Um princípio da média é aplicado para se mostrar que
a componente transversal às folhas converge para a solução de uma EDO determinística, de
acordo com a média do campo de vetores da perturbação em relação a medida invariante
nas folhas, quando  tende a zero. Uma estimativa para a taxa de convergência é dada.
Estes resultados generalizam o âmbito geométrico de abordagens anteriores, incluindo os
sistemas hamiltonianos estocásticos integráveis.
Suponha que M seja uma variedade Riemaniana C∞ com uma folheação n-dimensional, ou
seja, M é munida com uma distribuição regular integrável de dimensão n (para a definição
e mais propriedades de espaços folheados, por exemplos, veja o capítulo inicial de Tondeur
[26], Walcak [27], entre outros). Iremos denotar por Lx a folha da folheação que passa por
um ponto x ∈ M . Por simplicidade, iremos assumir que as folhas são compactas e que
cada folha Lx possui uma vizinhança tubular U ⊂ M em que U é difeomorfo à Lx × V ,
V ⊂ Rd é uma vizinhança aberta e limitada da origem, e d é a codimensão da folheação.
Considere uma EDE em M cujo fluxo das soluções preserva a folheação, ou seja, considere
a equação de Stratonovich
dxt = X0(xt)dt+
r∑
k=1
Xk(xt) ◦ dBkt (2.1)
em que os campos de vetores (C∞) Xk são folheados no sentido de que Xk(x) ∈ TxLx,
para k = 0, 1, . . . , r. Bt = (B1t , . . . , Brt ) é um movimento browniano canônico em Rr em
relação a um espaço de probabilidade filtrado (Ω,Ft,F ,P). Para uma condição inicial x0,
as trajetórias da solução xt neste caso, estão sobre a folha Lx0 , além disso, existe um fluxo
estocástico (local) de difeomorfismos Ft : M → M , o qual, restrito à folha inicial, é um
fluxo na folha compacta Lx0 .
Para um campo suave de vetores K em M , denote o sistema perturbado por yεt o qual
satisfaz a EDE
dyεt = X0(yεt )dt+
r∑
k=1
Xk(yεt ) ◦ dBkt + εK(yεt ) dt, (2.2)
com a mesma condição inicial yε0 = x0 do sistema não perturbado xt.
O resultado principal, Teorema 3.2.7, diz que localmente, o comportamento tranversal
yεt

pode ser aproximado na média, por uma equação diferencial ordinária (EDO) no
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espaço transversal, cujos coeficientes são dados pela média da componente transversal da
perturbação K com relação à medida invariante nas folhas. O leitor irá notar no final das
provas, que a compacidade das folhas, de fato, pode ser substituída por outras condições
limitadoras, somados com outros ajustes técnicos que não serão tratados aqui. Ainda no
Capítulo 2, os principais lemas serão apresentados. O resultado principal para semimartin-
gales contínuos, aparecerá ao final do Capítulo 2, no qual também será apresentado um
exemplo simples e ilustrativo. Em particular, sobre algumas hipóteses de simetria em um
sistema folheado mergulhado em um espaço euclidiano, o teorema principal do Capítulo 2
também será usado para concluir que os expoentes de Lyapunov na direção transversal,
precisa tender para valores não positivos quando  vai para zero, cf. proposição 3.2.8. No
Capítulo 3 falaremos sobre processos de Lévy com saltos e faremos as mesmas análises do
Capítulo 2. Ao final do Capítulo 3, apresentaremos o Teorema 4.3.6 o qual fará as mesmas
análises do teorema 3.2.7 para equações estocásticas dirigidas por processos de Lévy com
saltos na direção horizontal.
2.1 O sistema de coordenadas
O espaço tangente às folhas, isto é, a distribuição integrável TpLp será chamado por
simplicidade de espaço horizontal. Seja M uma variedade suave com folhas compactas, de
tal forma que cada folha L tenha uma vizinhança U em M a qual é difeomorfa à L× V
ϕ : U → U × (−, )d, em que d é a codimensão da folheação. Considere uma condição
inicial x0 = y0 ∈ N e um difeomorfismo ϕ fixo. Sobre algumas condições geométricas
particulares, podemos construir difeomorfismos naturalmente, por exemplo, se a folheação
é de tal forma que em cada ponto em M o subspaço normal às folhas gera uma distribuição
em M a qual é integrável, então em U , existe uma projeção ortogonal natural de N
(subspaço normal) sobre as folhas de M . Se N possui codimensão 1, sempre existem estas
coordenadas ortogonais. Fixando estas coordenadas locais em M , um ponto x ∈ U será
denotado (nesse sistema de coordenadas) como ϕ(x) = (u, v), com v ∈ N (horizontal) e
u ∈ (−, )k.
Dada uma condição inicial x0 ∈ M , seja U ⊂ M uma vizinhança limitada da folha Lx0 ,
tal que exista um difeomorfismo ϕ : U → Lx0 × V , em que V ⊂ Rd é um conjunto aberto
e conexo que contém a origem. A vizinhança U pode ser considerada pequena o bastante
para que o fecho de U esteja contido em M , isto é, U¯ ⊂ M e tal que derivada de ϕ
seja limitada. Fixado o difeomorfismo ϕ, o espaço V será chamado de espaço vertical.
A segunda coordenada (vertical) de um ponto p ∈ U será chamada de projeção vertical
pi(p) ∈ V , ou seja, ϕ(p) = (u, pi(p)) para algum u ∈ Lx0 . Portanto, para todo v ∈ V fixo, a
imagem inversa pi−1(v) é a folha compacta Lx, em que x é qualquer ponto em U tal que a
projeção vertical pi(x) = v. Para a demonstração dos teoremas principais, tanto para o
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caso contínuo e com saltos, precisaremos expressar as componentes da projeção vertical,
as quais serão denotadas por:
pi(p) =
(
pi1(p), . . . , pid(p)
)
∈ V ⊂ Rd
para qualquer p ∈ U . Pela compacidade de Lx0 , existe um número finito de coordenadas
locais folheadas ϕi : Ui → Wi × V ⊂ Rn × Rd, em que Wi e V são conjuntos abertos,
1 ≤ i ≤ k e x0 ∈ U1 tal que:
1) U = ∪ki=1Ui;
2) Temos Lx0 = ∪ki=1ϕ−1i (Wi × {0}), isto é. Cada Ui é difeomorfo ao produto de um
conjunto aberto (com a topologia induzida) na folha Lx0 e a componente vertical V ;
3) Se um par de pontos p ∈ Ui e q ∈ Uj em U pertencem a mesma folha, então suas
coordenadas transversais em V são as mesmas; isto é, pi(ϕi(p)) = pi(ϕj(p)) em que pi
é a projeção no espaço vertical V ;
4) Para i = 1, . . . , k, ϕi possui derivadas limitadas (reduzindo o aberto U se necessário).
Note que para y fixo em V , a união finita ∪kϕ−1i (Wi, y) é a folha Lϕ−1i (x,y) para todo
x ∈ Wi. Exemplos naturais desse sistema de coordenada aparecem se considerarmos a
folheação compacta dada pela imagem inversa de submersões. Cada ponto em M possui
uma componente transversal em V . Seja a folha Lx0 a qual contém o ponto de início x0
consideremos agora o sistema de coordenadas locais ϕ0 : U0 ⊂M → V ×W ⊂ Rn×Rd com
U0, U, V relativamente compactos. Assim, cada folha no aberto conexo U0 tem a imagem
horizontal: ϕ(L ∩ U0) ⊆ V × {c} para uma constante c, com ϕ(Lx0 ∩ U0) ⊆ V × {0}.
pela compacidade das folhas, existe um número finito de coordenadas locais folheadas
ϕi : Ui ⊂M → V ×W ⊂ Rn ×Rd as quais cobrem uma vizinhança de x0 em Lx0 , além
disso, estas coordenadas locais podem ser escolhidas de tal forma que a componente vertical
de cada folha seja preservada, isto é, piϕi(L∩Ui) = piϕj(L∩Uj) para todo i, j = 0, 1, . . . , r,
em que pi é a projeção na segunda componente (vertical). Fixe um difeomorfismo ϕi como
acima, o qual cobre uma vizinhança de x0. então, cada ponto em Ui pode ser representado
por (u, v) ∈ ϕi(Ui) ⊆ Rn ×Rd.
2.2 Taxa de convergência nas folhas
Considere uma função diferenciável g : M → R. Localmente identificamos g com sua
representação em relação ao nosso sistema de coordenada g˜ = g ◦ ϕ−11 : U˜1 × V → R.
A folha Lp passando por um ponto p ∈ M contém o suporte de uma medida invariante
µp (invariante pelo difeomorfismo ϕ definido na ultima seção) para o sistema horizontal
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(2.1). Assumiremos que cada medida invariante µp seja ergódica. Definimos a função
Qg : V ⊂ Rd → R tal que Qg(v) seja a média de g em relação a medida invariante da
folha que corresponde a pi−1(v). Dessa forma, se v é a componente vertical de p, ou seja,
ϕ(p) = (u, v), então:
Qg(v) =
∫
Lp
g(x) dµp(x).
Se suppg ∩ suppµp está contido no domínio da coordenada local ϕ e µ˜p denota a medida
invariante induzida em V ×W , então
Qg(w) =
∫
V
g˜(v, w) dµ˜ϕ−1(v,w)(v).
Em geral, via uma partição finita da unidade, escrevemos por simplicidade a integral em
Lw por
Qg(w) =
∫
Lw
g˜(v, w) dµ˜ϕ−1(v,w)(v),
isto significa que o lado direito da expressão acima pode ser uma soma finita de sistemas
de coordenadas locais. Pelo teorema ergódico, a função Qg será vista como a média do
tempo ao longo do sistema horizontal (não perturbado).
Para sistemas dinâmicos determinísticos, se sabe que em geral não há estimatias para a
velocidade da taxa de convergência do Teorema Ergódico, pois a velocidade pode ser tão
lenta quanto qualquer taxa de decrescimento já definida, veja por exemplo [11] e Krengel
[14]. A velocidade de convergência, em geral, depende de ambos os sistemas (horizontal e
vertical) e também das funções as quais estamos considerando a média. Em particular,
o teorema principal em [14], nos diz que dada uma transformação ergódica no intervalo
[0, 1], e uma taxa de convergência (dada em termos de uma sequência convergindo para
zero), existe uma função contínua cuja taxa de convergência do teorema ergódico é mais
lenta que a taxa de convergência dada.
Com este resultado em mente, podemos construir facilmente um exemplo de uma dinâmica
no toro, tal que para toda taxa de convergência (lenta ou rápida), existe uma função no
toro tal que a taxa de convergência do teorema ergódico seja mais lenta que a ordem já
determinada. De fato, considere a transformação determinística no intervalo [0, 1] dada
por uma rotação de um ângulo irracional γ no círculo S1 após a identificação dos pontos
extremos do intervalo (ou seja, x 7→ x + γ (mod 1)). Dada uma taxa de convergência
(lenta), o teorema de Krengel nos garante que existe uma função contínua f(x) em [0, 1]
tal que a taxa de convergência para esta função é mais lenta que a taxa dada. Em
[14, p.6] vemos que podemos tomar f contínua em S1. Represente o toro no retângulo
T 2 = [0, 1] × [0, 1] com uma identificação apropriada (relação de equivalência). Seja
0 = x0 < x1 < x2 < x3 < x4 = 1 uma partição do intervalo (horizontal) [0, 1], cujos
subintervalos serão denotados por I1, I2, I3 e I4. Considere a dinâmica em T 2 descrita em
termos de suas velocidades como: a componente horizontal sendo unitária (constante);
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a dinâmica é puramente horizontal quando x ∈ I1 ∪ I2 ∪ I3; e descreve uma rotação no
eixo y (vertical) a qual depende unicamente de x, ou seja, torcendo o toro verticalmente
quando x ∈ I4, tal que a rotação total ao longo do intervalo I4 seja dada por um ângulo
irracional γ.
Considere a função contínua f˜(x, y) no toro T 2 dada por f˜(x, y) = f(y), se x ∈ I2, |f˜(x, y)|
decresce em y para zero se x ∈ I3, f˜(x, y) se anula se x ∈ I4 e |f˜(x, y)| cresce uniformemente
em y quando x ∈ I1. Quando falamos que f˜ cresce ou decresce uniformemente em y,
queremos dizer que a função f(y) está sendo multiplicada por um fator em [0, 1] o qual
depende unicamente de x. A função f˜ se anula quando a dinâmica causa uma rotação
vertical de um ângulo γ no toro. A taxa de convergência do teorema ergódico para este
sistema determinístico contínuo em T 2 é tão lenta quanto a taxa de rotação original em
S1.
O exemplo determinístico acima nos mostra que, neste contexto (o qual não é necessária-
mente uma difusão elíptica como em [15]) não existem estimativas otimizadas da taxa de
convergência do teorema ergódico para a função média Qg. Iremos proceder com nossos
cálculos das estimativas da taxa de convergência do princípio do média, considerendo uma
certa taxa η(t) a qual dependerá do sistema não perturbado (horizontal) e da perturbação
dada pelo campo de vetores K. Lembremos que esta depedência do princípio da média a
uma certa taxa de convergência,também teve que ser usada na abordagem clássica como
em Freidlin e Wentzell [8, Chap.7 §9], em que eles trabalham com um princípio da média
usando convergências, porém em espaços de probabilidades ao invés de espaços Lp.
As funções as quais estamos interessados em calcular a média nas folhas são as componentes
da coordenada vertical do campo de vetores K da perturbação. Portanto, a função g será
uma das funções diferenciáveis com valores reais dpi1(K), . . . , dpid(K).
Para uma condição inicial fixa do sistema não perturbado x0 ∈ U , denote a taxa de
convergêcia em Lp por η(x0, t). Mais precisamente, seja η(x0, t) uma função real positiva a
qual decresce para zero assintoticamente, tal que[
E
∣∣∣∣1t
∫ t
0
g(Fr(x0)) dr −Qg(pi(x0))
∣∣∣∣p]
1
p ≤ η(x0, t), (2.3)
para todo g = dpii(K), com i = 1, . . . , d. A continuidade do gerador infinitesimal na direção
transversal e a compacidade das folhas, implica que tomando o supremo da função η(x, t),
existe uma taxa de convergência η(t) na vizinhança U tal que
η(x, t) ≤ η(t),
para toda condição inical x ∈ U . obviamente, temos que a estimativa η(t) é limitada
e tende a zero quando t tende ao infinito. Alguns exemplos em nosso contexto são : 1)
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difusões elípticas uniformes como no sistema estocástico hamiltoniano cf. [15], onde temos
η(t) = K/
√
t; 2) rotações em S1 em que temos η(t) = K/t; 3) funções constantes g,
η(t) ≡ 0.
Assumimos que Qg(v) possui algum grau de continuidade em relação a v. Esta hipótese
aparece em dois níveis no lema 3.2.5: 1)a integrabilidade de Riemann de Qg(pi(yr)) em
relação a r garante a convergência para zero; 2) a continuidade α-Hölder garante a taxa
de convergência.
2.3 Processos de Lévy
Vamos relembrar algumas propriedades dos processos de Lévy, as quais são de fundamental
importância para este trabalho. Para mais detalhes, exemplos e demonstrações, veja em
Applebaum [4] ou Sato [18].
Definição 2.3.1. Seja X = (Xt, t ≥ 0) um processo estocástico definido em um espaço
de probabilidade (Ω,F ,P). Dizemos que X possui incrementos independentes se para cada
n ∈ N e cada 0 ≤ t1 < t2 ≤ · · · < tn+1 <∞, as variáveis aleatórias (Xtj+1−Xtj , 1 ≤ j ≤ n)
são independentes. Dizemos que X possui incrementos estacionários se (Xtj+1 −Xtj =d
Xtj+1 −X0. Dizemos que X é um processo de Lévy se :
(L1) X0 = 0 (q.s)
(L2) X possui incrementos independentes e estacionários .
(L3) X é estocásticamente contínuo, ou seja, para todo a > 0 e para todo s ≥ 0,
lim
t→s P(|Xt −Xs| > a) = 0
Observações importantes
(1) Em outras palavras, dizer queX possui incrementos independentes, significa dizer que
se [s, t] e [u, v] são dois intervalos de tempo diferentes, então as variáveis aleatórias
Xt −Xs e Xv −Xu não se sobrepõem (em cada intervalo as variáveis aleatórias não
dependem das σ-algebras).
(2) Dizer que X possui incrementos estacionários, significa que Xt−Xs depende apenas
do comprimento s− t do intervalo de tempo. (veja, [4]).
(3) Para todo processo de Lévy (com momentos finitos), o n-ésimo momento µn(t) = E (Xnt )
é uma função polinômial em t, e satisfaz
µn(t+ s) =
n∑
0
(
n
k
)
µk(t)µn−k(s).
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Definição 2.3.2. Seja X uma variável aleatória com valores em Rd. Dizemos que X é
infinitamente divisível se, para todo n ∈ N, existem variáveis aleatórias y(n)1 , · · · , y(n)n tal
que
X =d y(n)1 + · · ·+ y(n)n .
Proposição 2.3.3. Se X é um processo de Lévy, então Xt é infinitamente divisível, para
cada t ≥ 0.
Os próximos teoremas são clássicos e de fundamental importância no estudo dos processos
de Lévy, especialmente o último teorema (Decomposição Lévy - Itô), o qual terá um papel
fundamental neste trabalho, pois será usado quando estivermos estudando um princípio
da média para semimartingales com saltos.
Teorema 2.3.4. (Fórmula de Lévy - Khinchine). Se X = (Xt, t ≥ 0) for um processo de
Lévy, a sua função característica é dada por
φx(u) := E
(
ei(u,Xt)
)
= exp
(
t
{
(b, u)− 12(u,Au) +
∫
Rd−{0}
[
ei(u,y) − 1− i(u, y)X
B̂
(y)
]
ν(dy)
})
,
para todo t ≥ 0, u ∈ Rd. X
B̂
(y) é a função indicadora com B̂ = B1(0). ν(dy) é a
medida de Lévy de X a qual satisfaz
∫
R−{0}
1 ∧ y2ν(dy) <∞. (b, ν, A) é chamado de tripla
característica de X, (veja, [4])
Teorema 2.3.5. (Decomposição Lévy - Itô). Seja X = (Xt, t ≥ 0) um processo de Lévy,
então existem b ∈ Rd, um movimento Browniano BA com matriz de covariança A e duas
medidas aleatórias de Poisson independentes N e N˜ em R+ ×
(
Rd − {0}
)
tais que, para
cada t ≥ 0
Xt = bt+BA(t) +
∫
|x|<1
xN˜(t, dx) +
∫
|x|≥1
xN(t, dx)
2.4 A equação de Marcus
Seja (Ω,F ,Ft,P) um espaço de probabilidade filtrado por {Ft; t ≥ 0}. Assumiremos que a
filtração é contínua à direita e F0 contém todos os conjuntos de medida P-zero de F∞ = F .
Um processo Z, o qual possui trajetórias contínuas à direita com limites laterais à esquerda
quase sempre (q.s) (conhecidos como “càdlàg”) é chamado de semimartingale, se possui
uma decomposição Z = M + A, em que M é um martingale (càdlàg) local e A é um
processo (càdlàg) adaptado cujas trajetórias são de variação finitas q.s sobre compactos.
Para mais detalhes, veja em Protter [17]. Agora seja f ∈ C1
(
Rd;Rd×k
)
. Dado um campo
de vetores d-dimensional F0-mensurável, X0, considere a equação
Xt = X0 +
∫ t
0
f(Xs) ◦ dZs, (2.4)
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a qual deve ser entendida como
Xt = X0 +
∫ t
0
f(Xs−)dZs +
1
2
∫ t
0
f ′f(Xs)d[Z,Z]cs
+
∑
0≤s≤t
{Φ(f∆Zs)−Xs− − f(Xs−)∆Zs}. (2.5)
Agora iremos explicar o significado dos 3 termos no lado direito da equação 2.5.
(1)
∫ t
0
f(Xs−)dZs é a integral de Itô de processo previsível {f(Xt−)} em relação ao
semimartingale Z.
(2)
∫ t
0
f ′f(Xs)d[Z,Z]cs =
∫ t
0
∂fj
∂xl
(Xs)f lm(Xs)d
[
Zj, Zm
]c
s
é a integral de Stieltjes em re-
lação aos processos de variação contínua e limitada
[
Zj, Zm
]c
os quais são partes
contínuas de processo de variação quadrática. (Protter [17])
(3) Finalmente, vamos explicar a notação Φ(f∆Zs, x). Assuma que todos os campos de
vetores são completos e seja g ∈ C1
(
Rd;Rd
)
e x ∈ Rd, a seguinte equação :
dy
du
(u) = g(y(u)), y(0) = x (2.6)
possui uma solução maximal única {Φ(g, x, u);u ≥ 0}. A solução de 2.6 explode
no tempo correspondente ao tempo de salto de Z. Para mais informações sobre a
convergência do somatório em 2.5, veja Kurtz, Pardox e Protter [17].
A equação 2.5 é chamada de equação de Marcus.
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3 Um princípio da média para semimartinga-
les contínuos
3.1 Perturbações transversais
O próximo lema nos dá informações sobre como as trajetórias perturbadas yt encontram
as trajetórias não perturbadas xt quando variamos  e t na equação (2.2); Este lema
será usado para provar que a dinâmica do sistema y( t) (com a escala
t

é tal que sua
média no tempo para qualquer função g em M se aproxima da média espacial de g nas
folhas, Lema 3.2.1. Um fator exponencial nas estimativas é esperado, como mostrado em
alguns exemplos lineares. Assim, denotamos as coordenadas de um ponto p ∈ U1 por
ϕ1(p) = (u, v) ∈ Rn ×Rd.
Lema 3.1.1. Seja τ  o tempo de saida do processo yt para um vizinhança U do nosso
sistema de coordenadas acima. Para toda função contínua e localmente Lipschitz f : M →
R e 2 ≤ p <∞, temos que[
E
(
sup
s≤t∧τ
|f(ys)− f(xs)|p
)] 1
p
≤ K1 ε t eK2tp .
em que K1, K2 ≥ 0 são constantes que dependem das cotas superiores das normas do
campo de vetores da pertubação K, do coeficiente de lipschitz de f e das derivadas de
X0, X1 · · · , Xr com relação ao sistema de coordenadas.
Demonstração. Inicialmente escreva xt e yt , as soluções das equações (2.1) e (2.2) res-
pectivamente, de acordo com as coordenadas dadas pelo difeomorfismo ϕ, assim, denote
(ut, vt) := ϕ(xt) e (ut, vt) := ϕ(yt). f é localmente Lipschitz, então existe C tal que
|f(yt)− f(xt)| =
∣∣∣f ◦ ϕ−1(ut, vt)− f ◦ ϕ−1(ut, vt)∣∣∣ (3.1)
≤ C |ut − ut|+ C |vt − vt| , (3.2)
na expressão acima, usamos o fato de que ϕ possui derivada limitada. A desigualdade
deste lema será obtida da (4.5), tratando as normas na soma acima separadamente.
Note que na componente da soma acima relativa ao espaço vertical, temos que vt ≡ 0
(trajetória não perturbada). O campo vetorial da pertubação K em nosso sistema de
coordenadas é dado por dϕ(K) = Kh +Kv em que Kh e Kv são as componentes de dϕ(K)
na horizontal e na vertical respectivamente, no espaço tagente TLx0 ×V . Assim, a equação
de vt é dada simplismente por
dvt = Kv(ut, vt)dt.
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Portanto,
sup
s≤t∧τ
|vs − vs| ≤ sup
s≤t∧τ
∣∣∣∣∫ t0 dvsds
∣∣∣∣
≤ sup
s≤t∧τ
∣∣∣∣∫ t0 Kv(us, vs)ds
∣∣∣∣
≤  sup
s≤t∧τ
∫ t
0
|Kv(us, vs)| ds
≤  t sup
x∈U
|Kv(x)| ≤ C1 t,
em que C1 = sup
x∈U
|K(x)|.
Para a componente da soma relativa ao espaço horizontal |ut − ut| na desiqualdade (4.5),
consideramos um mergulho i : M → RN da subvariedade compacta Lx0 em um espaço
euclidiano RN com N sendo um número inteiro suficientemente grande. Em RN temos,
em coordenadas, i(ut) = (u
,1
t , · · · , u,Nt ). Agora, temos como objetivo, encontrar uma
equação para i(ut) ∈ RN . Seja b˜k o campo de vetores, no mergulho i(Lx0) induzido pelo
campo de vetores originais Xk da equação (2.1), para k = 0, 1, . . . , r. Mais precisamente,
se dϕ(Xk) = Xhk +Xvk é a decomposição nas componentes horizontais e verticais, então
b˜k(u, v) = di(Xhk (u, v)) com u ∈ i(M) e v ∈ V . Por compacidade, estendemos cada b˜k
à um campo de vetores bk em uma vizinhança tubular de i(Lx0) ⊂ RN tal que bk seja
constante nas fibras ortogonais a i(M) nessa vizinhança tubular, para cada k = 0, 1, . . . , r.
Finalmente, nas coordenadas canônicas do RN , temos, para i = 1, . . . , N ,
du,it =
r∑
k=1
bik(ut, vt) ◦ dBkt + bi0(ut, vt)dt+ Kih(ut, vt)dt. (3.3)
Novamente, por compacidade, a imagem do mergulho i(Lx0) possui uma métrica induzida
do RN , a qual é uniformemente equivalente à métrica original em Lx0 . Assim, note que,
pela escolha de vizinhança U , o campo de vetores induzidos b0, b1, . . . br, Kh e suas derivadas
são limitados. Da equação (3.3), segue que em cada i-ésima componente, para s < τ ,
temos
u,is − uis =
r∑
k=1
∫ s
0
(bik(ur, vr)− bik(ur, vr)) ◦ dBkr+∫ s
0
(bi0(ur, vr)− bi0(ur, vr))dr + 
∫ s
0
Kih(ur, vr)dr.
Em termos da Integral de Itô (aqui usaremos a regra de mudança da Integral de Stratonovich
para a integral de Itô )∫ s
0
(bik(ur, vr)− bik(ur, vr)) ◦ dBkr =
∫ s
0
(bik(ur, vr)− bik(ur, vr))dBkr
+12
∫ s
0
[∇bik · bk(ur, vr)−∇bik · bk(ur, vr)]dr.
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Agora, aplicando o valor absoluto em ambos os termos da equação e aplicando a desigual-
dade triângular para cada i temos:∣∣∣u,vs − uis∣∣∣ ≤ n∑
k=1
∣∣∣∣∫ s0 (bik(ur, vr)− bik(ur, vr))dBkr
∣∣∣∣+
1
2
n∑
k=1
∫ s
0
∣∣∣∇bik · bk(ur, vr)−∇bik · bk(ur, vr)∣∣∣ dr
+
∫ s
0
∣∣∣bi0(ur, vr)− bi0(ur, vr)( |dr +  ∫ s0
∣∣∣Kih(ur, vr)∣∣∣ dr. (3.4)
Note que as funções bi0 e (∇bik · bk) são localmente Lipschitz pela escolha de U , dessa forma,
para uma constante comum C¯,∣∣∣u,is − uis∣∣∣ ≤
∣∣∣∣∣
n∑
k=1
∫ s
0
(bik(ur, vr)− bik(ur, vr))dBkr
∣∣∣∣∣
+12
n∑
k=1
∫ s
0
C¯ |ur − ur|+ C¯ |vr − vr| dr
+
∫ s
0
C¯ |ur − ur|+ C¯ |vr − vr| dr + 
∫ s
0
∣∣∣Kih(ur, vr)∣∣∣ dr
=
∣∣∣∣∣
n∑
k=1
∫ s
0
(bik(ur, vr)− bik(ur, vr))dBkr
∣∣∣∣∣
+12rC¯
∫ s
0
|ur − ur| dr +
1
2rC¯
∫ s
0
|vr − vr| dr
+C¯
∫ s
0
|ur − ur| dr + C¯
∫ s
0
|vr − vr| dr + 
∫ s
0
∣∣∣Kih(ur, vr)∣∣∣ dr.
Agora, tomamos C2 como sendo a maior constante entre
1
2rC¯ e C¯, e obtemos a seguinte
expressão ∣∣∣u,is − uis∣∣∣ ≤
∣∣∣∣∣
n∑
k=1
∫ s
0
(bik(ur, vr)− bik(ur, vr))dBkr
∣∣∣∣∣+
C2
∫ s
0
|vr − vr| dr + C2
∫ s
0
|ur − ur| dr + s sup
U
|Kh| . (3.5)
A primeira integral determinística, juntamente com a ultima desigualdade garantem que:∣∣∣u,is − uis∣∣∣ ≤ n∑
k=1
∣∣∣∣∫ s0 (bik(ur, vr)− bik(ur, vr))dBkr
∣∣∣∣+ C1C2s2
+C2
∫ s
0
|ur − ur| dr + C1s.
Agora usaremos a desigualdade |a+ b|p ≤ Cte(|a|p + |b|p), para p ≥ 1, com Cte = 2p, note
também que no lado direito da última desigualdade acima existem r + 3 termos, portanto∣∣∣u,is − uis∣∣∣p ≤
∣∣∣∣∣
n∑
k=1
∣∣∣∣∫ s0 (bik(ur, vr)− bik(ur, vr))dBkr
∣∣∣∣+ C1C2s2 + C2 ∫ s0 |ur − ur| dr + C1s
∣∣∣∣∣
p
≤ (r + 3)p
n∑
k=1
∣∣∣∣∫ s0 (bik(ur, vr)− bik(ur, vr))dBkr
∣∣∣∣p + (r + 3)p(C1C2s2)p
+(r + 3)pCp2
(∫ s
0
|ur − ur| dr
)p
+ (r + 3)p(C1s)p.
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Assim, tomando C3 = (r + 3)p, temos
∣∣∣u,is − uis∣∣∣p ≤ C3 n∑
k=1
∣∣∣∣∫ s0 (bik(ur, vr)− bik(ur, vr))dBkr
∣∣∣∣p + C3 (C1C2s2)p
+C3Cp2
(∫ s
0
|ur − ur| dr
)p
+ C3 (C1s)p .
Pela desigualdade de Cauchy-Schwartz, para 1
p
+ 1
q
, temos:
(∫ s
0
|ur − ur| dr
)p
≤
(∫ s
0
|1|q dr
) p
q ·
(∫ s
0
|ur − ur|p dr
) p
p
= s
p
q ·
∫ s
0
|ur − ur|p dr
= sp−1 ·
∫ s
0
|ur − ur|p dr,
e portanto,
∣∣∣u,is − uis∣∣∣p ≤ C3 n∑
k=1
∣∣∣∣∫ s0 (bik(ur, vr)− bik(ur, vr))dBkr
∣∣∣∣p + C3 (C1C2s2)p
+C3Cp2 sp−1
∫ s
0
|ur − ur|p dr + C3 (C1s)p .
Agora iremos calcular a esperança E do supremo para cada i, para isso, usaremos a
desigualdade de Dood-Meyer para martingales (e.g. Revuz and Yor [19]),
E sup
s≤t∧τ
∣∣∣u,is − uis∣∣∣p ≤ C3 E sup
s≤t∧τ
n∑
k=1
∣∣∣∣∫ s0 (bik(ur, vr)− bik(ur, vr))dBkr
∣∣∣∣p + C3 (C1C2t2)p
+C3Cp2 tp−1 E sup
s≤t∧τ
∫ s
0
|ur − ur|p dr + C3 (C1t)p
≤ C3E sup
s≤t∧τ
n∑
k=1
∣∣∣∣∫ s0 (bik(ur, vr)− bik(ur, vr))dBkr
∣∣∣∣p + C3Cp1Cp2pt2p
+C3Cp2 tp−1
∫ t
0
E
(
sup
s≤r∧τ
|ur − ur|p
)
dr + C3Cp1ptp
(3.6)
≤ C3
n∑
k=1
E sup
s≤t∧τ
∣∣∣∣∫ s0 (bik(ur, vr)− bik(ur, vr))dBkr
∣∣∣∣p + C3Cp1Cp2pt2p
+C3Cp2 tp−1
∫ t
0
E
(
sup
s≤r∧τ
|ur − ur|p
)
dr + C3Cp1ptp
≤ C4
n∑
k=1
E
[∫ t∧τ
0
(bik(ur, vr)− bik(ur, vr))2dr
]p/2
+ C3
(
C1C2t
2
)p
+C3Cp2 tp−1
∫ t
0
E
(
sup
s≤r∧τ
|ur − ur|p
)
dr + C3 (C1t)p .
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Usando novamente a propriedade de Lipchitz para cada bk nos termos entre cochetes da
desigualdade acima, obtemos:∫ t∧τ
0
(bik(ur, vr)− bik(ur, vr))2dr ≤
∫ t∧τ
0
∣∣∣bik(ur, vr)− bik(ur, vr)∣∣∣2 dr
≤
∫ t∧τ
0
∣∣∣C¯ |vr − vr|+ C¯ |ur − ur|∣∣∣2 dr
≤
∫ t∧τ
0
2C¯2
(
|vr − vr|2 + |ur − ur|2
)
dr
≤ 2C¯2
(∫ t∧τ
0
|vr − vr|2 dr +
∫ t∧τ
0
|ur − ur|2 dr
)
≤ 2C¯2
(∫ t
0
C21
2r2 dr +
∫ t∧τ
0
sup
s≤r∧τ
|ur − ur|2 dr
)
≤ C¯2C212t3 + 2C¯2
∫ t∧τ
0
sup
s≤r∧τ
|ur − ur|2 dr. (3.7)
Assim, fazendo a devida substituição, temos que para p ≥ 2:
E sup
s≤t∧τ
∣∣∣u,is − uis∣∣∣p ≤ C4 r∑
k=1
E
[
C22C
2
1
2t3 + 2C22
∫ t∧τ
0
sup
s≤r∧τ
|ur − ur|2 dr
]p/2
+C3Cp2 tp−1
∫ t
0
E
(
sup
s≤r∧τ
|ur − ur|p
)
dr
+C3
(
C1C2t
2
)p
+ C3 (C1t)p .
(3.8)
≤ C4r2
p
2
(
C2C1t
3
2
)p
+ C4r2p2Cp2
(∫ t∧τ
0
E sup
s≤r∧τ
|ur − ur|2 dr
) p
2
+C3Cp2 tp−1
∫ t
0
E
(
sup
s≤r∧τ
|ur − ur|p
)
dr
+C3
(
C1C2t
2
)p
+ C3 (C1t)p . (3.9)
Usando novamente a desigualdade de Cauchy-Schwartz, segue que
(∫ t∧τ
0
E sup
s≤r∧τ
|ur − ur|2 dr
) p
2
≤
(∫ t
0
|1|q
) p
2q ·
(∫ t∧τ
0
E sup
s≤r∧τ
|ur − ur|
2p
2 dr
) p/2
p/2
≤ t p−22 ·
∫ t∧τ
0
E sup
s≤r∧τ
|ur − ur|p dr.
Assim, substituindo em (3.8) e tomando C5 como o a maior constante entre C4r2
p
2 e
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C42r2p, podemos majorar (3.8) por
C5
(
C2C1t
3/2
)p
+ C5Cp2 t
p−2
2
∫ t∧τ
0
E sup
s≤r∧τ
|ur − ur|p dr + C3
(
C1C2t
2
)p
+C3Cp2 tp−1
∫ t
0
E
(
sup
s≤r∧τ
|ur − ur|p
)
dr + C3 (C1t)p
= C5
(
C2C1t
3/2
)p
+ C3
(
C1C2t
2
)p
+ C3 (C1t)p
+
(
C5C
p
2 t
p−2
2 + C3Cp2 tp−1
) ∫ t
0
E
(
sup
s≤r∧τ
|ur − ur|p
)
dr.
Somando as desigualdades acima em i, obtemos
E sup
s≤t∧τ
|ur − ur|p ≤ C5
(
C2C1t
3/2
)p
+ C3
(
C1C2t
2
)p
+ C3 (C1t)p
+
(
C5C
p
2 t
p−2
2 + C3Cp2 tp−1
) ∫ t
0
E
(
sup
s≤r∧τ
|ur − ur|p
)
dr.
Sejam
ς(t) = E sup
s≤t∧τ
|ur − ur|p
α(t) = C5
(
C2C1t
3/2
)p
+ C3
(
C1C2t
2
)p
+ C3 (C1t)p
β(t) = C5Cp2 t
p−2
2 + C3Cp2 tp−1.
Note que estas funções acima, satisfazem a desigualdade de Gronwall para integrais, logo:
ς(t) ≤ α exp
∫ t
0
β(t)dr,
e portanto
E
(
sup
s≤t∧τ
|ur − ur|p
)
≤ C6ptp (1 + tp) exp{C7(tp/2 + tp)}
≤ C8ptp (1 + tp) exp{C9tp}. (3.10)
Voltando à desigualdade 4.5, temos que existe uma constante C10, tal que
|f(yt)− f(xt)|p ≤ C10 |vt − vt|p + C10 |ut − ut|p .
Portanto:
E
(
sup
s≤t∧τ
|f(ys)− f(xs)|p
)
≤ C10E sup
s≤t∧τ
|vs − vs|p + C10E sup
s≤t∧τ
|us − us|p
≤ C11ptp + C12ptp(1 + tp) exp(C9tp)
≤ C13ptp(1 + tp) exp(C9 tp).
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Note ainda que 1 + tp ≤ etp para todo t ≥ 0. Assim concluímos que existem constantes K1
e K2 tal que
E
(
sup
s≤t∧τ
|f(ys)− f(xs)|p
) 1
p
≤ K1t exp(K2 tp).

Exemplos simples mostram que a ordem da exponencial na taxa de convergência do
lema 3.1.1 não pode ser melhorada. Este fato não vem da componente vertical, a qual é
determinística e facilmente limitada por  t C1; mas, em contrapartida, este fato vem da
componente horizontal. Considere o seguinte exemplo: Um processo dinâmico horizontal
unidimensional o qual é localmente linear dxt = xt ◦ dBt e uma perturbação transversal
formada por um campo de vetores K o qual possui componente constante e unitária na
direção horizontal, ou seja. dyt = yt ◦ dBt +  dt. A norma Lp da diferença
E [xt − yt ]p ≤ 
∫ t
0
E [exp{p(Bt −Bs)}] ds,
cresce exponencialmente com relação ao tempo t.
O próximo corolário inclui o caso de um sistema hamiltoniano estocástico completamente
integrável, quando a ação-ângulo é usada cf. X.-M. Li [15, Lemma 3.1]).
Corolário 3.1.2. Suponha que os campos de vetores X0, · · · , Xr dependem apenas da
componente vertical (sua derivada se anula na direção das folhas, como no caso hamilto-
niano [15]) então as estimativas acima podem ser melhoradas, e para p ≥ 1 existe uma
constante K1 tal que [
E
(
sup
s≤t∧τ
|f(ys)− f(xs)|p
)] 1
p
≤ K1ε(t+ t2).
Demonstração. Neste caso, o termo de correção da integral estocástica de Stratonovich
em termos da integral de Itô na desigualdade (3.4) se anula, isso também acontece com a
integral determinística de |ur−ur| nas desigualdades (3.5) e (3.7). Portanto, a desigualdade
(3.8) é equivalente a
E sup
s≤t∧τ
∣∣∣u,is − uis∣∣∣p ≤ C5 (C2C1t3/2)p + C3 (C1C2t2)p + C3 (C1t)p .
≤ K¯
(
pt
3p
2 + pt2p + ptp
)
≤ K¯
(
t
3p
2 + t2p + tp
)
.
(3.11)
Agora note que para p ≥ 1, temos t 3p2 ≥ tp para todo t ≥ 0, logo existe uma constante K¯1,
tal que
E sup
s≤t∧τ
∣∣∣u,is − uis∣∣∣p ≤ K¯1p ((t2)p + tp) .
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Finalmente concluimos que existe uma constante K1 tal que[
E
(
sup
s≤t∧τ
|f(ys)− f(xs)|p
)] 1
p
≤ K1(t+ t2).

O próximo corolário, inclui o caso X0 ≡ 0, cf. [15, Lemma 3.1(2)] para sistemas hamiltoni-
anos estocásticos com um sistema de coordenadas “ação-angulo”.
Corolário 3.1.3. Se além das condições do corolário 3.1.2 acima, temos também que o
campo de vetores determinísticos X0 é constante quando representado em relação a um
certo sistema de coordenadas em U (i.e. b0 tem derivadas direcionais nulas) então, para
p ≥ 1 as estimativas podem ser melhoradas ainda mais para K1ε(t+ t 32 ).
Demonstração. Além dos termos mencionados acima, os quais se anulam, a segunda
integral determinística no lado direito da desigualdade (3.4) também se anula. Portanto, a
desigualdade (3.8) equivale a
E sup
s≤t∧τ
∣∣∣u,is − uis∣∣∣p ≤ C5 (C2C1t3/2)p + C3 (C1t)p .
≤ C5Cp2Cp1pt
3p
2 + C3Cp1ptp
≤ Cp
(
t
3p
2 + tp
)
Tomamos a constante C é o máximo entre C5Cp2Cp1 e C3Cp1 . Portanto, existe K1 tal que[
E
(
sup
s≤t∧τ
|f(ys)− f(xs)|p
)] 1
p
≤ K1(t+ t 32 ).

Ainda do lema 3.1.1 temos o seguinte
Observação 3.1.4. Para 1 ≤ p < 2 e t suficientemente pequeno, existem constantes K1
e K2 tal que [
E
(
sup
s≤t∧τ
|f(ys)− f(xs)|p
)] 1
p
≤ K1εt exp (K2 tp). (3.12)
Demonstração. Poderíamos fazer a demonstação de uma forma um pouco diferente não
usando Cauchy-Schwartz após a desigualdade (3.8). De forma alternativa, de (3.8), usaría-
mos que
E sup
s≤t∧τ
|us − us|p ≤ C5
(
C2C1t
3/2
)p
+ C5Cp2 tp/2E sup
s≤t∧τ
∣∣∣u,is − uis∣∣∣p + C3 (C1C2t2)p
+C3Cp2 tp−1
∫ t
0
E
(
sup
s≤r∧τ
|ur − ur|p
)
dr + C3Cp1ptp.
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Se fixarmos 0 < δ < 1 e tomarmos t suficientemente pequeno tal que 1 − C5Cp2 tp/2 > δ
então
E sup
s≤t∧τ
|us − us|p ≤ δ−1C5
(
C2C1t
3/2
)p
+ δ−1C3
(
C1C2t
2
)p
+δ−1C3Cp2 tp−1
∫ t
0
E
(
sup
s≤r∧τ
|ur − ur|p
)
dr + δ−1C3Cp1ptp.
A partir deste ponto, poderíamos completar a demonstração como antes, usando a desi-
gualdade de Gronwall em sua forma integral.

3.2 A média das funções nas folhas
O próximo lema, estima a média do tempo da diferença entre as funções g e Qg ao longo
do sistema perturbado (vertical) yt . Neste caso, o tempo de parada τ  denota o primeiro
tempo de saída da vizinhança aberta U ⊂M a qual é difeomorfa a Lx0 × V . Assim, temos
as seguintes estimativas para a diferença das médias das funções g e Qg.
Lema 3.2.1. Seja g uma das funções dadas pela coordenada vertical do campo vetorial de
perturbação K, ou seja, g ∈ {dpi1(K), . . . dpid(K)} e Qg : V → R a função que determina
a média de g nas folhas. Para s, t ≥ 0 considere :
δ(, t) =
∫ (s+t)∧τ
s∧τ
g(yr

)−Qg(pi(yr

)) dr.
Então δ(, t) tende a zero quando t ou  tende a zero quase sempre.
Em outras palavras, se Qg é α-Hölder contínua, então para p ≥ 2, 0 < α′ < α e qualquer
β ∈ (0, 1/2) temos as seguintes estimativas:
(
E sup
s≤t
|δ(, s)|p
) 1
p
≤ t α′ h(t, ) + t η
(
t| ln | 2βp
)
,
em que η(t) é a taxa de convergência em Lp da média ergódica nas trajetórias não
perturbadas nas folhas como definimos acima e h(t, ) é contínua para t,  > 0 e converge
para zero quando (t, )→ 0.
Demonstração. A prova é na verdade uma imitação elaborada dos principais passos de [15,
Lema 3.2] adaptados para um contexto de folheação, a qual consiste em considerarmos
uma partição convêniente do intervalo (s

∧ τ , s+ t

∧ τ ) no qual podemos conseguir as
estimativas comparando, em cada intervalo, a média do precesso do sistema original (na
folha correspondente) com a média do precesso perturbado (possivelmente transversal às
folhas). Estas estimativas em cada subintervalo são obtidas usando o lema 3.1.1. Portanto,
o ponto crucial da demonstração é uma escolha cuidadosa dos incrementos da partição a
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qual consideramos. Para 0 ≤ s, t fixos, vamos considerar τ  como sendo o primeiro tempo
que yr sai de U . Para  suficientemente pequeno, consideremos os seguintes incrementos
para s, t ≥ 0 :
∆t =
 s+ t
| ln |− 2βp
 ∧ τ  −
 s
| ln |− 2βp
 ∧ τ .
Logo, a partição tn =
s

∧ τ  + n∆t, para 0 ≤ n ≤ N, é tal que
s

∧ τ  = t0 < t1 < · · · < tN ≤ s+ t

∧ τ .
com N = N() = b−1| ln |− 2βp c em que bxc denota a parte inteira de x. Primeiramente
vamos trabalhar com a integral
∫ (s+t)∧τ
s∧τ
g(yr)dr, fazendo a mudança de variável z =
r

,
logo dz = 1

dr ⇒ dr = dr, portanto temos que:
∫ (s+t)∧τ
s∧τ
g(yr)dr =
∫ ( s+t

)∧τ
s

∧τ
g(yr)dr.
Além disso, podemos escrever a integral acima como a seguinte soma:

∫ s+t

∧τ
s

∧τ
g(yr)dr = 
N−1∑
n=0
∫ tn+1
tn
g(yr)dr + 
∫ s+t

∧τ
tN
g(yr)dr.
e portanto,
δ(, t) =
∫ (s+t)∧τ
s∧τ
g(yr

)−Qg(pi(yr

)) dr
=
∫ (s+t)∧τ
s∧τ
g(yr

) dr −
∫ (s+t)∧τ
s∧τ
Qg(pi(yr

)) dr
= 
N−1∑
n=0
∫ tn+1
tn
g(yr)dr + 
∫ s+t

∧τ
tN
g(yr)dr −
∫ (s+t)∧τ
s∧τ
Qg(pi(yr

))dr,
Denote por θt o operador de mudança canônico no espaço de probabilidade. Seja Ft(·, ω)
com t ≥ 0 o fluxo do sistema original não perturbado em M . Assim, somando e subtraindo
g(Fr−tn(ytn , θtn(ω))) e
N−1∑
n=0
∆tQg(pi(ytn)), e usando a desigualdade triângular, podemos
separar a equação acima em quatro partes, ou seja:
|δ(, t)| ≤ |A1|+ |A2|+ |A3|+ |A4|, (3.13)
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em que
A1 = 
N−1∑
n=0
∫ tn+1
tn
[
g(yr)− g(Fr−tn(ytn , θtn(ω)))
]
dr,
A2 = 
N−1∑
n=0
[∫ tn+1
tn
g(Fr−tn(ytn , θtn(ω)))dr −∆tQg(pi(ytn))
]
,
A3 =
N−1∑
n=0
∆tQg(pi(ytn))−
∫ (s+t)∧τ
s∧τ
Qg(pi(yr

))dr,
A4 = 
∫ s+t

∧τ
tN
g(yr)dr.
Nos próximos Lemas, iremos mostrar que cada processo acima (A1, A2, A3 e A4) tende
para zero uniformemente em intervalos compactos. Além disso, iremos usar varias vezes o
fato de que para a > 0 e b ∈ R, a| ln |b vai para zero quando ↘ 0, podemos observar
isto usando a regra de L’hospital ([a] + 1) vezes. Portanto, por construção, exceto quando
τ  ≤ s (para este caso, o Lema é trivial) ambos ∆t e N vão para o infinito quando  tende
a zero. O incremento ∆t é uma variável aleatória limitada por t| ln | 2βp . Usando o fato de
que o tempo de saida τ  tem um limitante inferior estimado τ  ≥ C

para uma constante
positiva C independentemente de ω (veja a equação (3.3)), dessa forma vemos que, de
fato, temos ∆t = t| ln | 2βp quando  é suficientemente pequeno, independentemente de ω.
Lema 3.2.2. O processo A1 converge para zero uniformemente em intervalos compactos
quando  tende a zero. Mais precisamente, temos as seguintes estimativas da média de
convergência: Para todo γ ∈ (0, 1), existe uma função h1 tal que(
E sup
s≤t
|A1|p
) 1
p
≤ K1 t γ h1(t, )
em que h1 é contínua em t,  > 0 e converge para zero quando (t, ) 7→ (0, 0).
Demonstração. Usando a desigualdade triângular e colocando o supremo dentro da integral,
temos que
(
E sup
s≤t
|A1|p
) 1
p
=
E sup
s≤t
∣∣∣∣∣
N−1∑
n=0
∫ tn+1
tn
[
g(yr)− g(Fr−tn(ytn , θtn(ω)))
]
dr
∣∣∣∣∣
p
 1p
≤ 
N−1∑
n=0
(
E
[∫ tn+1
tn
sup
tn≤s≤r
∣∣∣g(ys)− g(Fs−tn(ytn , θtn(ω)))∣∣∣ dr
]p) 1p
.
Se 1
p
+ 1
q
= 1, pela desigualdade de Hölder, segue que a estimativa acima pode ser limitada
por

N−1∑
n=0
E
(∫ tn+1
tn
dr
) 1
q
(∫ tn+1
tn
sup
tn≤s≤r
∣∣∣g(ys)− g(Fs−tn(ytn , θtn(ω)))∣∣∣p dr
) 1
p
p
1
p
.
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Note também que
(∫ Tn+1
Tn
dr
) 1
q
≤ (∆t) 1q , portanto a última desigualdade pode ainda ser
majorada por:
≤ (∆t) 1q
N−1∑
n=0
(
E
[
(∆t)
1
p sup
tn≤s≤tn+1
∣∣∣g(ys)− g(Fs−tn(ytn , θtn(ω)))∣∣∣p
]) 1
p
≤ (∆t) 1q
N−1∑
n=0
(
E
[
∆t sup
tn≤s≤tn+1
∣∣∣g(ys)− g(Fs−tn(ytn , θtn(ω)))∣∣∣p
]) 1
p
≤ (∆t) 1q
N−1∑
n=0
(∆t)
1
p
(
E
[
sup
tn≤s≤tn+1
∣∣∣g(ys)− g(Fs−tn(ytn , θtn(ω)))∣∣∣p
]) 1
p
= ∆t
N−1∑
n=0
(
E
[
sup
tn≤s≤tn+1
∣∣∣g(ys)− g(Fs−tn(ytn , θtn(ω)))∣∣∣p
]) 1
p
.
O lema 3.1.1 (ou o seu corolário, onde o resultado vale para p ≥ 1) diz que para todo
0 ≤ n ≤ N − 1 acima, a função g assumindo valores ao longo da trajetória do sistema
perturbado, comparada com a função g assumindo valores ao longo da trajetória do sistema
não perturbado, ambos começando em ytn , satisfaz:
[
E sup
tn≤s≤tn+1
∣∣∣g(ys)− g(Fs−tn(ytn , θtn(ω))∣∣∣p
] 1
p
≤ K1 ∆t eK2(∆t)p .
Agora, usando a desigualdade acima, temos:
[
E sup
s≤t
|A1|p
] 1
p
≤ ∆t
N−1∑
n=0
K1∆teK2(∆t)
p
.
≤ ∆t NK1∆teK2(∆)p
= K1N2(∆t)2eK2(∆t)
p
.
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Usando o fato de que N tem ordem [−1| ln |− 2βp ] e que ∆t ≤ t| ln | 2βp , segue que
[
E sup
s≤t
|A1|p
] 1
p
≤ K1N 2(∆t)2eK2(∆t)p
≤ K12
[
−1| ln |− 2βp
]
t2| ln | 4βp e
K2
(
t| ln |
2β
p
)p
= K1t
| ln |− 2βp t| ln | 4βp eK2
(
t| ln |
2β
p
)p
= K1tγ
[
1−γ t| ln | 2βp eK2 tp| ln |2β
]
= K1tγ
[
t
1−γ
2 
1−γ
2 | ln | 2βp eK2 tp| ln |2β
]
= K1tγ
[
t
1−γ
2 eln 
1−γ
2 | ln | 2βp eK2 tp| ln |2β
]
para todo γ ∈ (0, 1). Tome
h1(, t) = t 
1−γ
2 | ln | 2βp exp
{(1− γ
2
)
ln +K2tp| ln |2β
}
.
Note que h1(, t) satisfaz a propriedade requerida para β ∈ (0, 1/2). 
Observação 3.2.3. Para todo par de números reais a, b > 0, temos
lim
↘0
a
| ln |−b = 0. (3.14)
Demonstração. Use a regra clássica de L’Hopital ([b] + 1) vezes em
lim
↘0
| ln |b
−a
.

Lema 3.2.4. O processo A2 na equação (3.13) tende para zero com a seguinte taxa de
convergência: [
E sup
s≤t
|A2|p
] 1
p
≤ t η
(
t| ln | 2βp
)
,
em que η(t) é a taxa de convergência em Lp da média ergódica da trajetória não perturbada
nas folhas.
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Demonstração. Substituindo A2 em
[
E sup
s≤t
|A2|p
] 1
p
temos
[
E sup
s≤t
|A2|p
] 1
p
≤ 
E ∣∣∣∣∣
N−1∑
n=0
[
∫ tn+1
tn
g(Fr−tn(ytn , θtn(ω)))dr −∆tQg(pi(ytn))]
∣∣∣∣∣
p
 1p
≤ 
N−1∑
n=0
[
E
∣∣∣∣∫ tn+1
tn
g(Fr−tn(ytn , θtn(ω)))dr −∆tQg(pi(ytn))
∣∣∣∣p]
1
p
.
Colocando ∆t em evidência na última equação, segue que :
[
E sup
s≤t
|A2|p
] 1
p
≤  ∆t
N−1∑
n=0
[
E
∣∣∣∣ 1∆t
∫ tn+1
tn
g(Fr−tn(ytn , θtn(ω)))dr −Qg(pi(ytn))
∣∣∣∣p]
1
p
.
Note que 1∆t
∫ tn+1
tn
g(Fr−tn(ytn , θtn(ω)))dr é a média no tempo e Q
g, por definição, é a
média no espaço da função g. Portanto, para todo n = 0, ..., N − 1, pelo teorema ergodico,
estes dois temos convergem uma para o outro quando ∆t vai para o infinito, com uma
taxa de η(∆t). Assim, para  suficientemente pequeno, segue que:
N−1∑
n=0
[
E
∣∣∣∣ 1∆t
∫ tn+1
tn
g(Fr−tn(ytn , θtn(ω)))dr −Qg(pi(ytn))
∣∣∣∣p]
1
p
=
N−1∑
n=0
η(∆t) = Nη(∆t).
Portanto seguem as seguintes estimativas:
[
E sup
s≤t
|A2|p
] 1
p
≤  N(∆t)η(∆t)
≤ 
[
−1| ln |− 2βp
]
t| ln | 2βp η
(
t| ln | 2βp
)
= t η
(
t| ln | 2βp
)
.

Lema 3.2.5. A3 converge para zero quando t ou  vai para 0. Além disso, se Qg é α-Hölder
contínua então a taxa de convergência satisfaz
(
E sup
s≤t
|A3|p
) 1
p
≤ C α t1+α | ln | 2βαp ,
para uma constante positiva C.
Demonstração. Considere a partição dada pela sequência (tn)0≤n≤N do intervalo (s ∧
τ , (s+ t) ∧ τ ). Por definição
|A3| =
∣∣∣∣∣
N−1∑
n=0
∆tQg(pi(ytn))− 
∫ s+t

∧τ
s

∧τ
Qg(pi(yr)) dr
∣∣∣∣∣
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Neste caso, a convergência para zero se dá pela existência da integral de Riemann. Além
disso, assumindo que Qg é α-Hölder contínua, temos que
|A3| =
∣∣∣∣∣
N−1∑
n=0
∆tQg(pi(ytn))−
∫ (s+t)∧τ
s∧τ
Qg(pi(yr

))dr
∣∣∣∣∣
|A3| =
∣∣∣∣∣
N−1∑
n=0
∆tQg(pi(ytn))−
N−1∑
n=0
∆tQg(pi(yr

))
∣∣∣∣∣
|A3| ≤
N−1∑
n=0
∆t sup
tn<r≤tn+1
|Qg(pi(ytn))−Qg(pi(yr ))|. (3.15)
Como Qg é α-Holder contínua, temos a seguinte desigualdade:
sup
tn<r≤tn+1
|Qg(pi(ytn))−Qg(pi(yr ))| ≤ C1
(
sup
tn<r≤tn+1
|pi(ytn

)− pi(yr

)|
)α
.
E portanto segue que:
|A3| ≤ ∆t
N−1∑
n=0
C1
(
sup
tn<r≤tn+1
|pi(ytn

)− pi(yr

)|
)α
.
Da fórmula de Itô, segue que
pi
(
yt

)
= pi(y0) +
∫ t

0
K(ys)ds
Como pi(y0) = 0 e fazendo a mudança de variável s =
u

, chegamos a seguinte expressão:
pi
(
yt

)
=
∫ t
0
K (ys) ds.
Portanto ∣∣∣pi (yt

)
− pi
(
ys

)∣∣∣ = ∣∣∣∣∫ t0 K (yu) du−
∫ s
0
K (yu¯) du¯
∣∣∣∣
≤
(
sup
x∈U
|K(x)|
)
|t− s|.
Esta desigualdade é válida para s, t ≥ 0, tal que o lado direito independa de  (iremos
usar este fato novamente, o qual segue também pela equação (3.3) veja mais detalhes no
inicio da demonstração do teorema 3.2.7). Portanto, continuando as estimativas para |A3|,
temos que
|A3| ≤ C2N (∆t)(1+α)
≤ C2
(
−1| ln |− 2βp
)
( t| ln | 2βp )1+α
≤ C2 α t1+α| ln |
2βα
p
para uma constante C2. 
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Lema 3.2.6. O processo A4 converge para zero com(
E sup
s≤t
|A4|p
) 1
p
≤ C t  | ln | 2βp .
Demonstração. Seja
C = sup
x∈U
|g(x)|.
Segue que
|A4| = 
∣∣∣∣∣
∫ s+t

∧τ
tN
g(yr)dr
∣∣∣∣∣
≤ 
∫ s+t

∧τ
tN
|g(yr)| dr
≤ C∆t = Ct| ln | 2βp .
Agora, voltando para a demonstração do lema 3.2.1: o resultado segue pela desigualdade
(3.13) e adicionando as estimativas dos quatro últimos lemas (3.2.2 até 3.2.6). 
3.2.1 O teorema principal
Iremos enunciar o princípio da média no próximo teorema. Para usarmos o lema 3.2.1 da
seção anterior, termos que assumir uma importante regularidade na função Qg (média),
a qual depende naturalmente de g no sistema de coordenadas da folheação e na direção
transversal das medidas invariantes nas folhas do sistema de folheação original. Iremos
assumir a seguinte condição:
Hipótese (H): Seja g uma das funções dadas pelas coordenadas verticais do campo de
vetores K (perturbado), isto é, g ∈ {dpi1(K), . . . dpid(K)}. Assumimos que a média de g
nas folhas dada por Qg : V → R é uma função de Lipschitz.
A hipótese (H) se verifica naturalmente se as medidas invariantes µp para o sistema de
folheação não perturbado, possuem algum tipo de continuidade fraca em p. Para sistemas
determinísticos, isto corresponde a uma certa regularidade no sentido de não existir
bifurcação com relação ao parâmetro vertical v ∈ V .
Seja v(t) a solução de uma EDO determinística na componente transversal V ⊂ Rn
dv
dt
= (Qdpi1(K), . . . , Qdpid(K))(v(t)) (3.16)
com a condição inicial v(0) = pi(x0) = 0. Seja T0 o tempo de que v(t) “toca” a fronteira
(limitador) de V .
Teorema 3.2.7. Assumindo a hipótese (H) acima, temos que :
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(1) Para todo 0 < t < T0, β ∈ (0, 1/2), α ∈ (0, 1) e 2 ≤ p <∞ (1 ≤ p nas condições dos
corolários 3.1.2, 3.1.3 or Remark 3.1.4), existem funções C1 = C1(t) e C2 = C2(t)
tais que [
E
(
sup
s≤t
∣∣∣∣pi (y( s )∧τ
)
− v(s)
∣∣∣∣p
)] 1
p
≤ C1 α + C2 η
(
t| ln | 2βp
)
,
em que η(t) é a taxa de convergência em Lp das médias ergóticas nas trajetórias não
perturbadas nas folhas da folheação.
(2) Para γ > 0, Seja
Tγ = inf {t > 0 | dist(v(t), ∂V ) ≤ γ}.
O tempo de saída dos dois sistemas satisfaz as estimativas
P(τ  < Tγ) ≤ γ−p
[
C1(Tγ) α + C2(Tγ) η
(
Tγ| ln |
2β
p
)]p
.
A segunda parte do teorema acima garante a robustez da média dos fenômenos na direção
transversal.
Demonstração. O gradiente de cada função real pii é ortogonal às folhas, portanto, pela
fórmula de Itô, para i = 1, 2, . . . , d, tendo em vista que pii(y0) = 0 e fazendo a mudança
de variáveis u = s temos que
pii
(
yt

∧τ
)
=
∫ t∧τ
0
dpii(K)(ys

) ds.
Agora usaremos o lema 3.2.1 para a função dpii(K) em M e a desigualdade triângular,
sempre assumindo a hipótese (H)
∣∣∣pii (yt

∧τ
)
− vi(t)
∣∣∣ = ∣∣∣∣∣
∫ t∧τ
0
dpii(K)(ys

) ds−
∫ t∧τ
0
(
dv
ds
)
ds
∣∣∣∣∣
=
∣∣∣∣∣
∫ t∧τ
0
dpii(K)(ys

) ds−
∫ t∧τ
0
(
Qdpii(K)(v(s))
)
ds
∣∣∣∣∣
≤
∫ t∧τ
0
∣∣∣Qdpii(K) (pi (ys

∧τ
))
−Qdpii(K)(v(s))
∣∣∣ ds.
Como estamos considerando a hipótese (H), segue que∣∣∣pii (yt

∧τ
)
− vi(t)
∣∣∣ ≤ Ci ∫ t
0
∣∣∣pi (ys

∧τ
)
− v(s)
∣∣∣ ds+ |δi(, t)|,
em que cada Ci é a constante de Lipschitz de Qdpii(K) e δi(, t) está definido no lema 3.2.1.
Somando cada i, temos∣∣∣pi (yt

∧τ
)
− v(t)
∣∣∣ ≤ ∫ t
0
C
∣∣∣pi (ys

∧τ
)
− v(s)
∣∣∣ ds+ n∑
i=1
|δi(, t)|,
Capítulo 3. Um princípio da média para semimartingales contínuos 38
em que C =
n∑
i=1
Ci. Assim, caimos nas hipóteses do lema de Gronwall, portanto
∣∣∣pi (yt

∧τ
)
− v(t)
∣∣∣ ≤ eCt n∑
i=1
|δi(, t)|.
Finalmente temos[
E sup
s≤t
∣∣∣pi (yt

∧τ
)
− v(t)
∣∣∣p] 1p ≤ [E sup
s≤t
∣∣∣∣∣eCt
n∑
i=1
|δi(, t)|
∣∣∣∣∣
p] 1p
=
[
e(Ct)p E sup
s≤t
∣∣∣∣∣
n∑
i=1
|δi(, t)|
∣∣∣∣∣
p] 1p
= eCt
[
E sup
s≤t
∣∣∣∣∣
n∑
i=1
|δi(, t)|
∣∣∣∣∣
p] 1p
.
Agora basta aplicarmos o lema 3.2.1 e chegaremos na seguinte expressão:[
E
(
sup
s≤t
∣∣∣∣pi (y( s )∧τ
)
− v(s)
∣∣∣∣p
)] 1
p
≤ C1 α + C2 η
(
t| ln | 2βp
)
,
em que C1(t) = eCtth(t, ) e C2(t) = teCt. Para a segunda parte, temos as seguintes
estimativas
P(τ  < Tγ) ≤ P
(
sup
s≤Tγ∧τ
∣∣∣v(s)− pi (ys

∧τ
)∣∣∣ > γ)
≤ γ−pE
(
sup
s≤Tγ∧τ
∣∣∣v(s)− pi (ys

∧τ
)∣∣∣p)
≤ γ−p
[
C1(Tγ) α + C2(Tγ) η
(
Tγ| ln |
2β
p
)]p
.

3.2.2 Primeiro exemplo:
O seguinte exemplo ilustra o uso do teorema 3.2.7 (o princípio da média). Considere
M = R3 − {(0, 0, z), z ∈ R} com a folheação horizontal circular unidimensional de
M em que a folha passando por um ponto p = (x, y, z) é dada pelo círculo Lp =
{(
√
x2 + y2 cos θ,
√
x2 + y2 sen θ, z), θ ∈ [0, 2pi]}. Considere a equação diferencial esto-
cástica (folheada) em M a qual consiste em rotações aleatórias:
dxt =

0 −1 0
1 0 0
0 0 0
xt (λ1 dt+ λ2 ◦ dBt).
para uma condição inical p0 = (x0, y0, z0), com x0 ≥ 0, considere as coordenadas locais (no
espaço folheado) na vizinhança U = R3 \ {(x, 0, z);x ≤ 0; z ∈ R} dada pelas coordenadas
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cilíndricas. Assim, usando a mesma notação que antes, ϕ = (u, v) será definida por
ϕ : U ⊂M → (−pi, pi)×R>0 ×R, em que u ∈ (−pi, pi) é angular e v = (r, z) ∈ R>0 ×R
tal que ϕ−1 : (u, v) 7→ (r cosu, r sen u, z) ∈M . Neste sistema de coordenadas, as projeções
transversais pi1 e pi2 correspondem às componentes r e z respectivamente.
Para λ1, λ2 ∈ R com |λ1|+ |λ2| > 0, as medidas invariantes µp nas folhas Lp que passando
por pontos p ∈ M são dadas por medidas de Lebesgue normalizadas em Lp, as quais
correspondem a fórmula ângulo normalizada. Note que a hipótese (H) está satisfeita. Agora
investigaremos o comportamento de uma pequena perturbação transversal de ordem :
dyt =

0 −1 0
1 0 0
0 0 0
 yt (λ1 dt+ λ2 ◦ dBt) + K(yt) dt.
com a condição inicial x0 = (1, 0, 0). Tipicamente, para todo campo de vetores (perturbado),
a média de sua componente transversal nas folhas, converge com taxas de pelo menos
1√
t
. Mais adiante veremos que se λ1 6= 0 e λ2 = 0, a menos de periodicidade, a taxa de
convergência muda para η(t) ∼ 1
t
. Aqui, consideraremos dois casos de perturbações por
campo de vetores.
Perturbação Constante
Assumimos que a perturbação é dada por um campo de vetores o qual é constante
K = (k1, k2, k3) com relação às coordenadas euclidianas em M . Neste caso, temos que a
média da convergência do tempo (nas folhas) para a média ergódica, é dada por η(t) ≡ 0.
Inicialmente, para fixarmos as ideias, assumimos que k3 = 0. Então, não só a média na
componente z se anula, isto é, Qdpi2K = 0, como também, por simetria de K com relação à
medida invariante, a média radial da componente r tembém se anula, isto é, Qdpi1K = 0.
Portanto, a componente transversal do teorema principal é a constante v(t) = (r(0), z(0))
para todo t ≥ 0.
As componentes verticais que aparecem na primeira fórmula do teorema3.2.7, neste exemplo,
equivalem apenas à diferença entre o raio inicial r(0) = 1 e r( t

∧ τ ) = pi1(yt

∧τ). Mais
precisamente, temos que [
E
(
sup
s≤t
∣∣∣∣r (s ∧ τ 
)
− 1
∣∣∣∣p
)] 1
p
tende a zero, para um t fixo, com ordem α, e com α ∈ (0, 1).
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Por comparação, de fato, o sistema perturbado possui como solução forte
yt

=

cos
(
λ1t

+ λ2B t

)
sen
(
λ1t

+ λ2B t

)
0

+

k1 sen
(
λ1t

+ λ2B t

)
+ k2 cos
(
λ1t

+ λ2B t

)
− k2
−k1 cos
(
λ1t

+ λ2B t

)
+ k2 sen
(
λ1t

+ λ2B t

)
− k1
0

podemos facilmente ter uma descrição explicita da componente r: fazendo uma normalização
e usando a simetria, podendo fixar tanto k1 como k2. Por simplicidade, fixaremos K =
(1, 0, 0), portanto, neste caso, para t ≤ τ 
r(t) = 1 + 2
[
2 + cos
(
λ1t

+ λ2B t

)]
− 
[
cos 2
(
λ1t

+ λ2B t

)
+ sen
(
λ1t

+ λ2B t

)]
r(t) = 2
[
k21 + k22 − (k21 + k22)
1
2 sen
(
λ1t+ λ2Bt

− arctan
(
k21 − k22
2k1k2
))]
Agora, usando o fato de que r(t) + 1 é limitado e que |r(t) − 1| = |r2(t) − 1|/|r(t) + 1|
finalmente temos que
|r(t)− 1| < K(t)√
para todo t ≤ τ .
Perturbações verticais
Agora, para K = (0, 0, k3) (constante e vertical), a média radial Qdpi1K se anula, mas
Qdpi2K = k3 para toda folha em M . Portanto, na média, o sistema v(t) = (r(0), k3t)
é constante na componente radial e cresce linearmente na coordenada z. O sistema
perturbado possui a solução
yt

=

cos
(
λ1t

+ λ2B t

)
sen
(
λ1t

+ λ2B t

)
k3t

portanto,
|pi2
(
yt

∧τ
)
− v(t)| ≡ 0
para todo t ≥ 0 e a convergência para zero é trivial.
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Perturbação linear
Considere a perturbação linear da forma K(x, y, z) = (x, 0, 0). Neste caso, a média
na direção da coordenada z, se anula trivialmente. Para a componente radial, temos
dpi1K = r0 cos2 u, em que u é a coordenada angular de p cuja distância até o eixo z é
r0. Portanto a média em relação a medida invariante nas folhas é dada por Qdpi1K = r/2
para folhas com raio r. O sistema transversal anunciado no teorema, neste caso, seria
v(t) = (e t2 r(0), z(0)). Portanto o resultado garante que a parte radial de yt

∧τ precisa ter
um comportamento parecido com a exponencial e t2 , ou seja
[
E
(
sup
s≤t
∣∣∣∣r ( t
)
− e t2
∣∣∣∣p
)] 1
p
tende a zero quando  tende a zero.
A solução fundamental do sistema de Stratonovich perturbado yt é dada pela exponencial
da seguinte matriz para cada t fixo
t −(λ1t+ λ2Bt) 0
λ1t+ λ2Bt 0 0
0 0 0

na qual os autovalores correspondentes as duas primeiras coordenadas (plano horizontal)
são
λ1,2 =
t±
√
2t2 − 4(λ1t+ λ2Bt)2
2 .
note que suas partes reais são dadas por t/2 com aumento de probabilidade para 1 a
medida que  tende a zero. Esta taxa exponencial coincide com a taxa acima garantida
pelo teorema 3.2.7.
Expoentes de Lyapunov
Para variedades folheadas mergulhadas no RN , a simetria do campo de vetores K (per-
turbado) em relação a geometria das folhas, e portanto também em relação a medida
invariante de Lebesgue, como mensionado no caso em que K é constante, implica que a
média transversal QdpiK se anula. Este fenômeno também ocorre em alguns outros exemplos
nos quais as folhas, além de serem difeomorfas entre elas, também são simétricas no sentido
de que a integração de um campo de vetores constante K ∈ RN em relação a medida de
lesbegue é zero. Vejamos alguns exemplos: A folheação esférica de Rn \ {0}, nested torus
(com raio menor crescendo) do toro sólido menos o círculo central S1 ×D2 \ S1 ⊂ R3 ou
mais geral (quando existe) a folheação tubular de Rn\{C}, com C compacto (este contexto
também inclui o caso hamiltoniano com a folheação de Lyouville das estruturas simpléticas
de R2n como em [15]). Nesta configuração simétrica e geométrica, se as medidas invariantes
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nas folhas são medidas de Lesbegue (tomando movimentos brownianos gradientes como
[7]) a média de Qdpi se anula, Assim, pelo teorema principal, na média, as trajetórias do
sistema perturbado ficam de alguma maneira, próximas da folha inical a medida que 
tende a zero.
O expoente de Lyapunov do sistema na direção de um vetor tangente v ∈ Tx0M nos mostra
o comportamento dos pontos perto de x0 na direção de v, para mais detalhes, definições,
propriedades, condições de existencia, teoria ergódica multiplicativa, etc veja Arnold [2].
Em particular, sobre as hipóteses geométricas de simetria acima, se existem os expoentes
de Lyapunov do sistema perturbado yt , pelo o teorema 4.3.6, na direção transversal
os expoentes de Lyapunov não podem estar muito longe de zero. Esta propriedade
de anulamento mencionada acima precisa ocorrer com uma multiplicidade dada pela
codimensão da folheação.
Proposição 3.2.8 (A continuidade dos expoentes de Lyapunov ). Assuma que o sistema
perturbado yt possui expoentes de Lyapunov q.s. Se a média da pertubação nas folhas se
anulam, isto é. QdpiK = 0, então o número de expoentes de Lyapunov (dado pela codimensão
da folheação) no espectro tende a valores não positivos a medida que  vai para zero.
Demonstração. De fato, pelo teorema 3.2.7, temos que o sistema perturbado cresce nas
coordenadas verticais com a ordem de |pi(yt)| . C1(t)α+C2(t) η
(
(t)| ln | 2βp
)
. Portanto,
qualquer comportamento exponencial, se existir, tende para valores não positivos a medida
que  tende a zero.

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4 Um princípio da média para processos de
Lévy com saltos
Agora iremos estudar a dinâmica de uma solução forte de uma EDE em relação a processos
contínuos de Lévy, os quais assumem valores em uma variedade folheada suave com folhas
compactas. Esta EDE é dita folheada no sentido de que suas trajetórias ficam na folha de
seu valor inicial para todo tempo t, q.s. Sobre algumas hipóteses ergódicas, para cada folha,
é possível determinar o comportamento de um sistema sujeito a uma pequena perturbação
de ordem  > 0, a qual age transversalmente às folhas. Iremos retomar o resultado principal
para processos de Lévy com saltos, mostraremos que, na média, a componente transversal
da EDE (perturbada) converge uniformemente para a solução de uma EDO determinística
a medida que  tende a zero. Esta EDO transversal também é gerada pela média do campo
de vetores da perturbação K em relação a medida invariante do sistema não perturbado
(horizontal) e varia de acordo com a “altura” transversal das folhas.
Neste Capítulo, iremos fazer uma generalização do princípio da média estudado para
semimartingales contínuos (visto no Capítulo anterior) para difusões de Lévy contendo
uma componente de salto. Note que é necessário que esses incrementos de saltos respeitem
a estrutura da folheação, para que isto ocorra, será feito uso da equação de Marcus 2.5.
A análise para este caso continua praticamente a mesma, se considerarmos a solução
da EDE ao longo do tempo reescalada por t

, sua componente folheada se aproxima
do comportamento ergódico, na média, para um  suficientemente pequeno. Assim, o
comportamento transversal, em sua essência, é assumido por uma EDO na componente
transversal direcionada pelo campo de vetores K, ao invés de K, o qual tem sua média
descrita em relação a média ergódica nas folhas.
4.1 Objetos de estudo e principais resultados
Como foi feito para semimartingales contínuos, o sistema de coordenadas é o mesmo. Agora
estamos interessados em Equações Diferenciais Estocásticas dirigidas por processos de
Lévy com valores em M (variedade mergulhada em um espaço euclidiano) cujas soluções
preservam a folheação ℵ de M . Como a solução da EDE satisfaz a equação de Marcus,
também conhecida como equação de Stratonovich generalizada no sentido de Kurtz, Pardox
e Protter [17]. Consideremos a EDE
dXt = F0(Xt)dt+ F (Xt) ◦ dZt, X0 = x0 (4.1)
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a qual consiste das seguintes componentes
1) Seja F ∈ C1 (M ;L(Rr;Tℵ )) , tal que a aplicação x −→ F (x) é C1 e tal que para
cada x ∈M a aplicação linear F (x) manda um vetor z ∈ Rr em f(x)z ∈ TxLx (no
respectivo espaço tangênte da folha).Logo mais, iremos assumir que F e (DF )F são
globalmente contínuas e de Lipschutz em M com uma constante de Lipschitz comum
l > 0. Escrevemos Fi(x) = F (x)ei, em que ei é a base canônica de Rr;
2) Z = (Zt)t≥0 com Zt = (Z1t , ..., Zrt ) é um processo de Lévy em Rr em relação a um
dado espaço de probabilidade filtrado (Ω, τ, (τt)t≥0,P) com uma tripla característica
(0, v, 0). Assume-se que a filtração satisfaça as condições usuais no sentido de Kurtz,
Pardox e Protter [17] . É consequência da decomposição Levy-Itô de que Z é um
processo com saltos em relação a uma medida de Lévy ν : B(Rr) −→ [0,∞] a qual
satisfaz ν(0) = 0 e permite a existência de um momento exponencial de ordem k > l
dado por
∫
Rr
(
ek‖y‖∧ ‖ y ‖2
)
ν(dy) <∞ (4.2)
3) A equação 4.1 é definida como
Xt = x0 +
∫ t
0
F0(Xs)ds+
∫ t
0
F (Xs−)dZs
+
∑
0<s≤t
(ΦF∆sZ(Xs−)−Xs− − F (Xs−)∆sZ) (4.3)
em que a função ΦFz(x) = Y (1, x;Fz) e Y (t, x;Fz) é a solução da EDO d
dσ
Y (σ) = F (Y (σ))Z,
com a condição inical Y (0) = x, Z ∈ Rr. Como já comentado, o objetivo desta seção
é estudar a média dos movimentos no qual uma EDE folheada é perturbada por um
campo de vetores suave K na direção transversal no limite quando ↘ 0
4) Se K : M −→ TM é um campo de vetores contínuo e suave globalmente Lipschitz,
denotamos por X,  > 0 a solução do sistema perturbado
dXt = F0(Xt )dt+ F (Xt) ◦ dZt + K(Xt )dt, X0 = x0. (4.4)
Teorema 4.1.1. (Teorema de existência de unicidade de soluções para EDE original e
para a EDE perturbada)
a) Sobre as condições e hipóteses dos ítens 1.-3., existe um único semimartingale X o
qual é a solução forte e global de 4.1 no sentido da equação 4.3. X tem uma versão
càdlàg e é um processo de Markov (forte).
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b) Sobre as condições e hipóteses do ítens 1.-4., existe um único semimartingale X o qual
é a solução forte e global de 4.4 no sentido da equação 4.3, em que F0 é substituido
por F0 + K. A solução X possui trajetórias Càdlàg quase sempre e é um processo
de Markov (forte).
4.2 Perturbações Transversais
A próxima proposição nos dá informações da ordem de convergência na qual as trajetórias
perturbadas encontram as trajetórias não perturbadas a medida que  tende a zero.
Lema 4.2.1. Para toda função contínua e lipschitz Ψ : M → R, existem constantes
positivas K1 e K2, tal que para todo T ≥ 0, se tem[
E
(
sup
t≤T∧τ
|Ψ(Xt (x0))−Ψ(Xt(x0))|p
)] 1
p
≤ K1  T eK2T p .
as constantes K1, K2 ≥ 0 dependem dos limitantes superiores das normas do campo de
vetores da perturbação K em U , do coeficiente de lipschitz de Ψ e das derivadas dos campos
de vetores F0, F1 · · · , Fr com relação ao sistema de coordenadas da seção 2.
Demonstração. Inicialmente escreva X e X, as soluções das equações (4.1) e (4.4) res-
pectivamente, em termo das coordenadas dadas pelo difeomorfismo ϕ, assim, denote
(ut, vt) := ϕ(Xt) e (ut, vt) := ϕ(Xt ). Assim,
|Ψ(Xt )−Ψ(Xt)| =
∣∣∣Ψ ◦ ϕ−1(ut, vt)−Ψ ◦ ϕ−1(ut, vt)∣∣∣
≤ C0 |ut − ut|+ C0 |vt − vt| , (4.5)
em que C0 := Lip(Ψ) sup
y∈U
(|ϕ−1(y)|). A prova desta proposição consiste em calcular estima-
tivas para cada norma na soma acima. Defina :
=i := (Dϕ) ◦ Fi ◦ ϕ−1
< := (Dϕ) ◦K ◦ ϕ−1
os quais, juntamente com as suas derivadas, possuem derivadas limitadas. Considerando
as componentes de <, na imagem de ϕ temos < = (<H ,<V ), em que <H ∈ TLx0 e
<V ∈ TV ' Rd. Assim, a equação 4.4 ganha a seguinte forma
dut = =0(ut, vt)dt+ =(ut, vt) ◦ dZt + <H(ut, vt)dt, ut ∈ Lx0 (4.6)
dvt = <V (ut, vt)dt, vt ∈ V. (4.7)
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Começando com as estimativas para o módulo da diferença das componentes transversais,
temos
sup
s≤T∧τ
|vs − vs| = sup
s≤T∧τ
∣∣∣∣∫ t0 dvsds
∣∣∣∣
≤ sup
s≤T∧τ
∣∣∣∣∫ t0 <v(us, vs)ds
∣∣∣∣
≤  sup
s≤T∧τ
∫ t
0
|<v(us, vs)| ds
≤  t sup
x∈U
|<v(x)| ≤ C1 t, (4.8)
em que C1 = sup
x∈U
|<(x)|.
Continuando com as estimativas para a diferença das componentes horizontais, para t < τ 
temos
dut − dut = =0(us, vs)ds+ =(us, vs) ◦ dZs + <H(us, vs)ds
− =0(us, vs)ds−=(us, vs) ◦ dZs
= (=0(us, vs)−=0(us, vs))ds+ (=(us, vs)−=(us, vs)) ◦ dZs
+ <H(us, vs)ds.
Integrando em ambos os termos da equação acima obtemos
ut − ut =
∫ t
0
(=0(us, vs)−=0(us, vs))ds+∫ t
0
(=(us, vs)−=(us, vs)) ◦ dZs + 
∫ s
0
<H(us, vs)ds.
Da equação 4.3, segue que
ut − ut =
∫ t
0
[=0(us, vs)−=0(us, vs)]ds+
∫ t
0
[=(us− , vs−)−=(us− , vs−)dZs]
+
∑
0≤s≤t
[(Φ=∆sZ(us− , v

s−)− Φ=∆sZ(us− , vs−))− (us− , vs−)− (=(us− , vs−)
−=(us− , vs−)∆sZ] + 
∫ s
0
<H(us, vs)ds.
Agora, aplicando o valor absoluto em ambos os termos da equação e aplicando a desigual-
dade triângular temos
|ut − ut| ≤
∣∣∣∣∫ t0 [=0(us, vs)−=0(us, vs)]ds
∣∣∣∣+ ∣∣∣∣∫ t0 [=(us− , vs−)−=(us− , vs−)dZs]
∣∣∣∣
+
∣∣∣∣∣∣
∑
0≤s≤t
[(Φ=∆sZ(us− , v

s−)− Φ=∆sZ(us− , vs−))− (us− , vs−)− (=(us− , vs−)
−=(us− , vs−)∆sZ]
∣∣∣∣∣∣+
∣∣∣∣ ∫ s0 <H(us, vs)ds
∣∣∣∣ .
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Para p ≥ 2 temos que existe uma constante a qual depende somente de p (na verdade esta
constante para este caso será 4p) tal que
|ut − ut|p ≤ 4p
∣∣∣∣∫ t0 [=0(us, vs)−=0(us, vs)]ds
∣∣∣∣p + 4p ∣∣∣∣∫ t0 [=(us− , vs−)−=(us− , vs−)dZs]
∣∣∣∣p
+4p
∣∣∣∣∣∣
∑
0≤s≤t
[(Φ=∆sZ(us− , v

s−)− Φ=∆sZ(us− , vs−))− (us− , vs−)− (=(us− , vs−)
−=(us− , vs−)∆sZ]
∣∣∣∣∣∣
p
+ 4p
∣∣∣∣ ∫ s0 <H(us, vs)ds
∣∣∣∣p ,
da equação 4.8 segue que
|ut − ut|p ≤ 4p
∣∣∣∣∫ t0 [=0(us, vs)−=0(us, vs)]ds
∣∣∣∣p + 4p ∣∣∣∣∫ t0 [=(us− , vs−)−=(us− , vs−)dZs]
∣∣∣∣p
+4p
∣∣∣∣∣∣
∑
0≤s≤t
[(Φ=∆sZ(us− , v

s−)− Φ=∆sZ(us− , vs−))− (us− , vs−)− (=(us− , vs−)(4.9)
−=(us− , vs−)∆sZ]
∣∣∣∣∣∣
p
+ 4pCp1ptp. (4.10)
Agora iremos estimar os termos do lado direito da desigualdade acima. No primeiro módulo
que consiste da diferença da função =0 a qual é de Lipschitz, temos que∣∣∣∣∫ t0 [=0(us, vs)−=0(us, vs)]ds
∣∣∣∣p ≤ (∫ t0 C2(|us − us|+ |vs − vs|)ds
)p
≤ Cp2
(∫ t
0
(|us − us|+ |vs − vs|)ds
)p
.
Usando a desigualdade de Caushy-Schuartz, segue que
(∫ t
0
(|us − us|+ |vs − vs|)ds
)p
≤
(∫ t
0
|1|qds
) p
q ·
(∫ t
0
(|us − us|+ |vs − vs|)pds
) p
p
≤ tp−1 ·
∫ t
0
(|us − us|+ |vs − vs|)pds
≤ tp−1 ·
∫ t
0
2p(|us − us|p + |vs − vs|p)ds
≤ tp−1 · 2p
(∫ t
0
|us − us|pds+ Cp1ptp+1
)
,
∴
∣∣∣∣∫ t0 [=0(us, vs)−=0(us, vs)]ds
∣∣∣∣p ≤ Cp2 tp−12p ∫ t0 |us − us|pds+ (2C1C2)pt2pp.
Para o próximo termo, podemos representá-lo em ralação à medida randômica de Poisson
associada com Z∫ t
0
[=(us− , vs−)−=(us− , vs−)]dZs =
∫ t
0
∫
Rr−{0}
[=(us− , vs−)−=(us− , vs−)]zN˜(ds, dz).
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Pela primeira desigualdade de Kunita para o supremo das integrais em relação a medida
randômica de Poisson (como anunciada no teorema 44.23 em [4]), obtemos
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t0
∫
Rr
[=(us− , vs−)−=(us− , vs−)]zN˜(ds, dz)
∣∣∣∣p
]
≤ C3
(∫
Rr
‖ z ‖2 ν(dz)
) p
2
E
(∫ T
0
|=(us− , vs−)−=(us− , vs−)|2ds
) p
2

+C3
∫
Rr
‖ z ‖p ν(dz) E
[(∫ T
0
|=(us, vs)−=(us, vs)|pds
)]
.
Agora iremos estimar separadamente as integrais em que estão em função de = usando a
desigualdade de Cauchy-Schwartz
(∫ T
0
|=(us, vs)−=(us, vs)|2ds
) p
2
≤
(∫ T
0
|1|q ds
) p
2q
·
(∫ T
0
|=(us, vs)−=(us, vs)|pds
) p
p
= T
p−2
2 ·
∫ T
0
|=(us, vs)−=(us, vs)|pds,
e como = é de Lipschitz,∫ T
0
|=(us, vs)−=(us, vs)|pds ≤
∫ T
0
(C2|us − us|+ C2|vs − vs|)p ds
≤
∫ T
0
Cp22p (|us − us|p + |vs − vs|p) ds
≤ (2C2)p
(∫ T
0
|us − us|pds+
∫ T
0
|vs − vs|pds
)
≤ (2C2)p
∫ T
0
|us − us|pds+ (2C2)pCp1pT p+1.
Estimando pela última desigualdade a expressão dada pela primeira desigualdade de
Kunita, obtemos
E
[
sup
t∈[0,T ]
∣∣∣∣∣
∫ T
0
∫
Rr
[=(us− , vs−)−=(us− , vs−)]zN˜(ds, dz)
∣∣∣∣∣
p]
≤ C3
(∫
Rr
‖ z ‖2 ν(dz)
) p
2
E
[
T
p−2
2
(
(2C2)p
∫ T
0
|us − us|pds+ (2C2)pCp1pT p+1
)]
+C3
∫
Rr
‖ z ‖p ν(dz) E
[
(2C2)p
∫ t
0
|us − us|pds+ (2C2)pCp1pT p+1
]
. (4.11)
Note que na próxima desigualdade, C4 e C5 são finitos devido a existência de um momento
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exponencial 4.2, assim segue que 4.11 é limitada por
≤ C3C4
(
T
p−2
2 (2C2)p
∫ T
0
E
[
sup
t∈[0,T ]
|us − us|p
]
ds+ (2C2)pCp1pT p+1
)
+C3C5
(
(2C2)p
∫ T
0
E
[
sup
t∈[0,T ]
|us − us|p
]
ds+ (2C2)pCp1pT p+1
)
= C3(2C2)pC4T
p−2
2
∫ T
0
E
[
sup
t∈[0,T ]
|us − us|p
]
ds+ C3C4(2C2C1)pT p+1
+C3(2C2)pC5
∫ T
0
E
[
sup
t∈[0,T ]
|us − us|p
]
ds+ C3(2C2C1)pC5T p+1,
colocando as integrais em evidência
= (2C2)pC3
(
C4T
p−2
2 + C5
) ∫ T
0
E
[
sup
t∈[0,T ]
|us − us|p
]
ds+ (2C1C2)pC3(C4 + C5)T p+1p
≤ (2C2)pC3(C4 + C5)
(
T
p
2−1 + 1
) ∫ T
0
E
[
sup
t∈[0,T ]
|us − us|p
]
ds
+(2C1C2)pC3(C4 + C5)
(
T
3p
2 + T p+1
)
p.
Como os campos de vetores = e (D=)= são globalmente de Lipschitz e contínuos, aplicamos
o lema 3.1 de [4], o qual garante a existência de uma constante C6 = C6(p) > 0, tal que
t :=
∣∣∣∣∣∣
∑
0≤s≤t
[(Φ=∆sZ(us− , v

s−)− Φ=∆sZ(us− , vs−))− (us− , vs−)− (=(us− , vs−)
−=(us− , vs−)∆sZ]
∣∣∣∣∣∣
p
≤
C6 ∑
0≤s≤t
|(us− − us− , vs− − vs−)|eC6‖∆sZ‖ ‖ ∆sZ ‖2
p
≤ (C6)p
 ∑
0≤s≤t
(|us− − us− |+ |vs− − vs− |) eC6‖∆sZ‖ ‖ ∆sZ ‖2
p
≤ (C6)p
 ∑
0≤s≤t
|us− − us−|eC6‖∆sZ‖ ‖ ∆sZ ‖2 +
∑
0≤s≤t
C1Te
C6‖∆sZ‖ ‖ ∆sZ ‖2
p
≤ 2p(C6)p
 ∑
0≤s≤t
|us− − us−|eC6‖∆sZ‖ ‖ ∆sZ ‖2
p +
 ∑
0≤s≤t
C1Te
C6‖∆sZ‖ ‖ ∆sZ ‖2
p .
Agora representaremos as somas acima com a medida randômica de Poisson. Para a
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primeira soma temos
∑
0≤s≤t
|us− − us− |eC6‖∆sZ‖ ‖ ∆sZ ‖2
=
∫ t
0
∫
‖y‖≤1
|us− − us−|eC6‖y‖ ‖ y ‖2 N˜(dsdy) +
∫ t
0
∫
‖y‖≤1
|us− − us− |eC6‖y‖ ‖ y ‖2 ν(dy)ds
+
∫ t
0
∫
‖y‖≥1
|us− − us− |eC6‖y‖ ‖ y ‖2 N(dsdy)
=
∫ t
0
∫
Rr
|us− − us− |eC6‖y‖ ‖ y ‖2 N˜(dsdy) +
∫ t
0
∫
Rr
|us− − us− |eC6‖y‖ ‖ y ‖2 ν(dy)ds
e
∑
0≤s≤t
eC6‖∆sZ‖ ‖ ∆sZ ‖2
=
∫ t
0
∫
‖y‖≤1
eC6‖y‖ ‖ y ‖2 N˜(dsdy) +
∫ t
0
∫
‖y‖≤1
eC6‖y‖ ‖ y ‖2 ν(dy)ds
+
∫ t
0
∫
‖y‖≥1
eC6‖y‖ ‖ y ‖2 N(dsdy)
=
∫ t
0
∫
Rr
eC6‖y‖ ‖ y ‖2 N˜(dsdy) +
∫ t
0
∫
Rr
eC6‖y‖ ‖ y ‖2 ν(dy)ds.
Portanto, segue que t pode ser majorado por
≤ (2C6)p
∫ t
0
∫
Rr
|us− − us−|eC6‖y‖ ‖ y ‖2 N˜(dsdy)
+
∫ t
0
∫
Rr
|us− − us− |eC6‖y‖ ‖ y ‖2 ν(dy)ds
p
+(2C6)p(C1T )p
(∫ t
0
∫
Rr
eC6‖y‖ ‖ y ‖2 N˜(dsdy) +
∫ t
0
∫
Rr
eC6‖y‖ ‖ y ‖2 ν(dy)ds
)p
≤ (4C6)p
 ∣∣∣∣∫ t0
∫
Rr
|us− − us−|eC6‖y‖ ‖ y ‖2 N˜(dsdy)
∣∣∣∣p
+
∣∣∣∣∫ t0
∫
Rr
|us− − us− |eC6‖y‖ ‖ y ‖2 ν(dy)ds
∣∣∣∣p

+(4C6)p(C1T )p
(∣∣∣∣∫ t0
∫
Rr
eC6‖y‖ ‖ y ‖2 N˜(dsdy)
∣∣∣∣p + ∣∣∣∣∫ t0
∫
Rr
eC6‖y‖ ‖ y ‖2 ν(dy)ds
∣∣∣∣p)
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Assim, a esperança de t pode ser majorada por
≤ (4C6)p
E [∣∣∣∣∫ t0
∫
Rr
|us− − us−|eC6‖y‖ ‖ y ‖2 N˜(dsdy)
∣∣∣∣p]
+E
∣∣∣∣∣∣
∫ t
0
∫
Rr
|us− − us−|eC6‖y‖ ‖ y ‖2 ν(dy)ds
∣∣∣∣∣∣
p
+(4C6)p(C1T )p
E [∣∣∣∣∫ t0
∫
Rr
eC6‖y‖ ‖ y ‖2 N˜(dsdy)
∣∣∣∣p]
+E
[∣∣∣∣∫ t0
∫
Rr
eC6‖y‖ ‖ y ‖2 ν(dy)ds
∣∣∣∣p]
.
Agora denote por
1 := (4C6)pE
[∣∣∣∣∫ t0
∫
Rr
|us− − us−|eC6‖y‖ ‖ y ‖2 N˜(dsdy)
∣∣∣∣p]
2 := (4C6)pE
[∣∣∣∣∫ t0
∫
Rr
|us− − us−|eC6‖y‖ ‖ y ‖2 ν(dy)ds
∣∣∣∣p]
3 := (4C1C6T )pE
[∣∣∣∣∫ t0
∫
Rr
eC6‖y‖ ‖ y ‖2 N˜(dsdy)
∣∣∣∣p]
4 := (4C1C6T )p
∣∣∣∣∫ t0
∫
Rr
eC6‖y‖ ‖ y ‖2 ν(dy)ds
∣∣∣∣p .
Será necessário encontrarmos estimativas para cada i, i = 1, · · · 4. Para 1, temos pelo
primeiro teorema de Kunita [4], que existe uma constante C7 = C7(p) para a estimativa
do p-ésimo momento para integrais em relação à medida randômica de Poisson em 1 e 4.
1 ≤ (4C6C7)p
{
E
[∫ t
0
∫
Rr
|us− − us−|peC6p‖y‖ ‖ y ‖2p ν(dy)ds
]
+ E
[(∫ t
0
∫
Rr
|us− − us− |2eC62‖y‖ ‖ y ‖4 ν(dy)ds
)p/2]
≤ (4C6C7)p
{∫
Rr
eC6p‖y‖ ‖ y ‖2p ν(dy)E
[∫ t
0
|us− − us− |pds
]
+
(∫
Rr
eC62‖y‖ ‖ y ‖4 ν(dy)
)p/2
E
[(∫ t
0
|us− − us−|2ds
)p/2]
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≤ (4C6C7)pC9
∫ T
0
E
[
sup
s∈[0,T ]
|us− − us−|p
]
ds+ (4C6C7)pC8T
p
2−1
∫ T
0
E
[
sup
s∈[0,T ]
|us− − us−|p
]
ds
≤ (4C6C7)p
(
C8T
p
2−1 + C9
) ∫ T
0
E
[
sup
s∈[0,T ]
|us− − us− |p
]
ds
≤ (4C6C7)9 (C8 + C9)
(
T
p
2−1 + 1
) ∫ T
0
E
[
sup
s∈[0,T ]
|us− − us−|p
]
ds.
Podemos estimar 2, 3 e 4 usando a desigualdade de Jensen e a desigualdade de Cauchy -
Schwarz.
2 ≤ (4C6)p
(∫
Rr
eC6‖y‖ ‖ y ‖2 ν(dy)
)p
E
[(∫ T
0
|us− − us− |ds
)p]
≤ (4C6)pCp10T p−1
∫ T
0
E
[
sup
s∈[0,T ]
|us− − us−|p
]
ds.
3 ≤ (4C1C6C7T )p
{∫ T
0
∫
Rr
epC6‖y‖ ‖ y ‖2p ν(dy) +
(∫ T
0
∫
Rr
e2C6‖y‖ ‖ y ‖4 ν(dy)
)p/2 }
≤ (4C1C6C7T )p
{
T
∫
Rr
epC6‖y‖ ‖ y ‖2p ν(dy) + T p2
(∫
Rr
e2C6‖y‖ ‖ y ‖4 ν(dy)
)p/2 }
≤ (4C1C6C7T )p
(
TC11 + T
p
2C10
)
≤ (4C1C6C7T )p(C11 + C10)p
(
T
3p
2 + T p+1
)
4 ≤ Cp7 (4C1C6T )pT pC12.
Tomando o supremo e a esperança na desigualdade 4.9 e substituindo a mojaração de cada
um de seus termos, temos que E
[
sup
t∈[0,T ]
|ut − ut|p
]
ainda pode ser majorado por
≤
[
4pCp2T p−12p + 4p(2C2)pC3(C4 + C5)
(
T
p
2−1 + 1
)
+ 4p(2C6C7)p + (C8C9)
(
T
p
2−1 + 1
)
+ 4p(2C6C10)pT p−1
] ∫ T
0
E
[
sup
t∈[0,T ]
|ut − ut|p
]
ds+ 4p(2C1C2)pT 2pp
+ 4pCp1pT p + 4p(2C1C2)pC3(C4 + C5)(T
3p
2 + T p+1)p + 4p(2C1C6C7)pC12pT 2p
+ 4p(2C1C6C7)p(C11 + C10)p
(
T
3p
2 + T p+1
)
.
Note que p+ 1 ≤ 3p2 ≤ 2p e 0 ≤
p
2 − 1 ≤ p− 1, logo existem constantes positivas C13 e
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C14, tais que
E
[
sup
t∈[0,T ]
|ut − ut|p
]
≤ C13
(
T 2p + T p+1
)
p + C14(T p−1 + 1)
∫ T
0
E
[
sup
t∈[0,T ]
|ut − ut|p
]
ds
=: a(T ) + b(T )
∫ T
0
E
[
sup
t∈[0,T ]
|ut − ut|p
]
ds.
Pela desigualdade de Gronwall, segue que
E
[
sup
t∈[0,T ]
|ut − ut|p
]
≤ a(T )(1 + b(T )T exp (b(T )T ))
≤ C13T p+1(1 + T p−1)p
[
1 + C14T
(
1 + T p−1
)
exp (C14T
(
1 + T p−1
)
)
]
≤ C13T p(1 + T )pp exp (C15T p).
Portanto (
E
[
sup
t∈[0,T ]
|ut − ut|p
]) 1
p
≤ C13T (1 + T ) exp (C15T p). (4.12)
Pela desigualdade de Minkowski e pelas estimativas 4.5, 4.8 e 4.12, segue que(
E
[
sup
s≤T∧τ
|Ψ(Xt )−Ψ(Xt)|p
]) 1
p
≤ C0
(
E
[
sup
s≤T∧τ
|ut − ut|p
]) 1
p
+ C0
(
E
[
sup
s≤T∧τ
|vt − vt|p
]) 1
p
≤ C0C13T(1 + T ) exp (C15T p) + C0C1T
≤ C0C13T exp (C16T p) + C0C1T exp (C16T p)
≤ C16T exp (C17T p)

4.3 A média das funções nas folhas
Lembremos que para x0 ∈M fixo, e  ≥ 0, τ  denota o tempo de saída de X(x0) de uma
vizinhança U ⊂M , a qual é difeomorfa à Lx0 × V .
Lema 4.3.1. Dada a função Ψ : M −→ R diferenciável e QΨ : V −→ R, sua média nas
folhas, para t ≥ 0, denotamos por
δΨ(, t) :=
∫ (s+t)∧τ
0
Ψ(Xr

(x0))−QΨ(pi(Xr

(x0))) dr.
Então δΨ(, t) tende a zero quando t ou  tende a zero. Além disso, se QΨ é α-Hölder
contínua com α ≥ 0, então para todo λ ≤ α, p ≥ 2 e qualquer β ∈ (0, 1/2) temos as
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seguintes estimativas:
(
E
[
sup
s≤t
∣∣∣δΨ(, s)∣∣∣p]) 1p ≤ t [λ h(t, ) + η (t| ln | 2βp )] ,
em que h(t, ) é uma função contínua para (t, ) e converge para zero quando (t, )→ 0.
Demonstração. (Primeira parte) Para  suficientemente pequeno, e t ≥ 0, definimos a
partição
t0 = 0 < t1 < · · · < tN ≤
t

∧ τ ,
com ∆ := t|ln|
2β
p , por tn := n∆ com N  = b−1| ln |−
2β
p c em que bxc denota a parte
inteira de x. Usando mudança de variáveis, podemos escrever a primeira soma de δΨ como
∫ t∧τ
0
Ψ(Xr

(x0))dr = 
∫ ( t

)∧τ
0
Ψ(Xr(x0))dr
= 
N−1∑
n=0
∫ tn+1
tn
Ψ(Xr(x0))dr + 
∫ t

∧τ
tN
Ψ(Xr(x0))dr.
E portanto,
δΨ(, t) =
∫ t∧τ
0
Ψ(Xr

(x0))−QΨ(pi(Xr

)(x0)) dr
=
∫ t∧τ
0
Ψ(Xr

(x0)) dr −
∫ t∧τ
0
QΨ(pi(Xr

)(x0)) dr
= 
N−1∑
n=0
∫ tn+1
tn
Ψ(Xr(x0))dr + 
∫ t

∧τ
tN
Ψ(Xr(x0))dr −
∫ t∧τ
0
QΨ(pi(Xr

)(x0)) dr.
Por conveniência, os subíndices  serão omitidos. Assim como na seção 3, denote por θ
o operador de mudança canônico no espaço de probabilidade Ω = D(R,M) de funções
càdlàg. Seja Ft(., ω) o fluxo estocástico do sistema original perturbado em M . Assim, pela
desigualdade triângular, segue que
|δΨ(, t)| ≤ |A1(, t)|+ |A2(, t)|+ |A3(, t)|+ |A4(, t)|, (4.13)
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em que
A1 = 
N−1∑
n=0
∫ tn+1
tn
[
Ψ(Xr)−Ψ(Fr−tn(Xtn , θtn(ω)))
]
dr,
A2 = 
N−1∑
n=0
[∫ tn+1
tn
Ψ(Fr−tn(Xtn , θtn(ω)))dr −∆tQΨ(pi(Xtn))
]
,
A3 =
N−1∑
n=0
∆tQΨ(pi(Xtn))−
∫ t∧τ
0
QΨ(pi(Xr

))dr,
A4 = 
∫ t

∧τ
tN
Ψ(Xr(x0))dr.
Os próximos quatro lemas estimam cada termo Ai(, t), i = 1, · · · , 4. Feito isso, a prova
desta proposição estará completa.
Lema 4.3.2. Para todo γ ∈ (0, 1), existe uma função h1 = h1(γ), tal que(
E
[
sup
s≤t
|A1(, s)|p
]) 1
p
≤ K1 t γ h1(, t),
em que h1 é contínua em t,  > 0 e converge para zero quando (t, ) 7→ (0, 0).
Demonstração. A prova deste lema, é idêntica à prova do lema 3.2.2, pois os lemas 3.1.1 e
4.2.1 possuem os mesmos limitantes, todavia, por conveniência do leitor, iremos refazer os
cálculos. Pela desigualdade triângular, segue que
(
E sup
s≤t
|A1(, t)|p
) 1
p
=
E sup
s≤t
∣∣∣∣∣
N−1∑
n=0
∫ tn+1
tn
[
Ψ(Xr)−Ψ(Fr−tn(Xtn , θtn(ω)))
]
dr
∣∣∣∣∣
p
 1p
≤ 
N−1∑
n=0
(
E sup
s≤t
[∫ tn+1
tn
sup
tn≤s≤r
∣∣∣Ψ(Xs)−Ψ(Fs−tn(Xtn , θtn(ω)))∣∣∣ dr
]p) 1p
.
Se 1
p
+ 1
q
= 1, pela desigualdade de Hölder, podemos estimar a desigualdade acima por

N−1∑
n=0
E
(∫ tn+1
tn
dr
) 1
q
(∫ tn+1
tn
sup
tn≤s≤r
∣∣∣Ψ(Xs)−Ψ(Fs−tn(Xtn , θtn(ω)))∣∣∣p dr
) 1
p
p
1
p
.
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Como
(∫ Tn+1
Tn
dr
) 1
q
≤ (∆) 1q , a ultima desigualdade pode ainda ser majorada por:
≤ (∆) 1q
N−1∑
n=0
(
E
[
(∆)
1
p sup
tn≤s≤tn+1
∣∣∣Ψ(Xs)−Ψ(Fs−tn(Xtn , θtn(ω)))∣∣∣p
]) 1
p
≤ (∆) 1q
N−1∑
n=0
(
E
[
∆ sup
tn≤s≤tn+1
∣∣∣Ψ(Xs)−Ψ(Fs−tn(Xtn , θtn(ω)))∣∣∣p
]) 1
p
≤ (∆) 1q
N−1∑
n=0
(∆)
1
p
(
E
[
sup
tn≤s≤tn+1
∣∣∣Ψ(Xs)−Ψ(Fs−tn(Xtn , θtn(ω)))∣∣∣p
]) 1
p
= ∆
N−1∑
n=0
(
E
[
sup
tn≤s≤tn+1
∣∣∣Ψ(Xs)−Ψ(Fs−tn(Xtn , θtn(ω)))∣∣∣p
]) 1
p
.
Pelo lema 4.2.1 temos que Ψ satisfaz a seguinte desigualdade[
E sup
tn≤s≤tn+1
∣∣∣Ψ(Xs)−Ψ(Fs−tn(Xtn , θtn(ω))∣∣∣p
] 1
p
≤ K1 ∆ eK2(∆)p .
Portanto [
E sup
s≤t
|A1(, t)|p
] 1
p
≤ ∆t
N−1∑
n=0
K1∆teK2(∆t)
p
.
≤ ∆t NK1∆teK2(∆)p
= K1N2(∆t)2eK2(∆t)
p
≤ K12
[
−1| ln |− 2βp
]
t2| ln | 4βp e
K2
(
t| ln |
2β
p
)p
= K1t
| ln |− 2βp t| ln | 4βp eK2
(
t| ln |
2β
p
)p
= K1tγ
[
1−γ t| ln | 2βp eK2 tp| ln |2β
]
= K1tγ
[
t
1−γ
2 
1−γ
2 | ln | 2βp eK2 tp| ln |2β
]
= K1tγ
[
t
1−γ
2 eln 
1−γ
2 | ln | 2βp eK2 tp| ln |2β
]
.
Para todo γ ∈ (0, 1). Tome
h1(, t) = t 
1−γ
2 | ln | 2βp exp
{(1− γ
2
)
ln +K2tp| ln |2β
}
.

Lema 4.3.3. Seja η(t) a taxa de convergência no tempo como definida na expressão 2.3.
Para o processo A2 na equação (4.13) temos:[
E sup
s≤t
|A2|p
] 1
p
≤ t η
(
t| ln | 2βp
)
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Demonstração. Temos que
(
E
[
sup
s≤t
|A2(, t)|p
]) 1
p
=
E
 sup
s≤t
∣∣∣∣∣
N−1∑
n=0
∫ tn+1
tn
Ψ(Fr−tn(Xtn , θtn(ω)))dr −∆QΨ(pi(Xtn))
∣∣∣∣∣
p
 1p
≤
(

N−1∑
n=0
E
[
sup
s≤t
∣∣∣∣∫ tn+1
tn
Ψ(Fr−tn(Xtn , θtn(ω)))dr −∆QΨ(pi(Xtn))
∣∣∣∣p
]) 1
p
≤ 
N−1∑
n=0
(
E
[
sup
s≤t
∣∣∣∣∫ tn+1
tn
Ψ(Fr−tn(Xtn , θtn(ω)))dr −∆QΨ(pi(Xtn))
∣∣∣∣p
]) 1
p
=  ∆
N−1∑
n=0
(
E
[
sup
s≤t
∣∣∣∣ 1∆
∫ tn+1
tn
Ψ(Fr−tn(Xtn , θtn(ω)))dr −QΨ(pi(Xtn))
∣∣∣∣p
]) 1
p
.
Para todo n = 0, · · · , N − 1, pelo teorema ergódico, os dois termos dentro do módulo
convergem um para o outro quando ∆ tende ao infinito, com uma taxa de convergência
limitada por η(∆). Portanto, para  pequeno, temos
(
E
[
sup
s≤t
|A2(, t)|p
]) 1
p
≤  N∆η(∆)
≤ 
[
−1| ln |− 2βp
]
t| ln | 2βp η
(
t| ln | 2βp
)
= t η
(
t| ln | 2βp
)
.

Lema 4.3.4. A3 converge para zero quando t ou  vai para 0. Além disso, se Qg é α-Hölder
continua então a taxa de convergência satisfaz
(
E sup
s≤t
|A3|p
) 1
p
≤ C α t1+α | ln | 2βαp ,
para uma constante positiva C.
Demonstração. Com a notação Q = QΨ, considere o inervalo [0, t] com a partição 0 <
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t1 < · · · < tN ≤ t. Logo,
|A3(, t)| =
∣∣∣∣∣
N−1∑
n=0
∆Q(pi(Xtn))−
∫ t∧τ
0
Q(pi(Xr

))dr
∣∣∣∣∣
|A3(, t)| =
∣∣∣∣∣
N−1∑
n=0
∆Q(pi(Xtn))−
N−1∑
n=0
∆Q(pi(Xs))
∣∣∣∣∣
|A3(, t)| ≤
N−1∑
n=0
∆ sup
tn<s≤tn+1
∣∣∣Q(pi(Xs))−Q(pi(Xtn))∣∣∣
|A3(, t)| ≤ C1∆N sup
tn<s≤tn+1
∣∣∣vs − vtn∣∣∣α .
Note que
sup
tn<s≤tn+1
∣∣∣vs − vtn∣∣∣ =  sup
tn<s≤tn+1
∫ tn+1
tn
|dvs| dr =  sup
tn<s≤tn+1
∫ tn+1
tn
|<v(us, vs)| ds ≤ Ch.
Portanto,
|A3(, t)| ≤ C2 ∆N(h)(1+α)
≤ α+1C2∆α+1N
≤ C2α+1
(
t|ln| 2βp
)α+1
−1|ln|− 2βp
= K2tα+1α|ln|(α+1)
2β
p
− 2β
p
= K2tα+1α|ln|
2αβ
p .

Lema 4.3.5. O processo A4 satisfaz(
E
[
sup
s≤t
|A4|p
]) 1
p
≤ K3 t  | ln |
2β
p .
Demonstração. Seja
K3 = sup
x∈U
|Ψ(x)|.
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Segue que
|A4(, t)| = 
∣∣∣∣∣
∫ t

∧τ
tN
Ψ(Xr(x0))dr
∣∣∣∣∣
≤ 
∫ t

∧τ
tN
|Ψ(Xr(x0))| dr
≤ K3∆ = K3t| ln |
2β
p .
Agora, voltando para a demonstração do lema 4.3.1: o resultado segue pela desigualdade
(4.13) e adicionando as estimativas dos quatro últimos lemas (4.3.2 até 4.3.5).

4.3.1 O teorema principal
Teorema 4.3.6. Assumindo que o sistema não perturbado 4.1 em M fatisfaz as hipótese
H, seja ω a solução da EDO determinística na componente transversal V ⊂ Rn
dω
dt
=
(
Qdpi1(K), · · · , Qdpid(K)
)
(ω(t)),
com a condição inicial ω(0) = pi(x0) = 0. Seja ainda T0 o tempo em que ω(t) alcança a
fronteira de V . Então temos que
(1) Para todo 0 < t < T0, β ∈ (0, 1/2), λ ∈ (0, 1) e p ≥ 2,
(
E
[
sup
s≤t
∣∣∣∣pi (y( s )∧τ
)
− v(s)
∣∣∣∣p
]) 1
p
≤ t
[
λh(, t) + η
(
t| ln | 2βp
)
expCt
]
,
em que h(, t) é contínuo e converge para zero, quando  ou t tendem a zero, e C é
uma constante positiva.
(2) Para γ > 0, Seja
Tγ = inf {t > 0 | dist(ω(t), ∂V ) ≤ γ}.
O tempo de saída dos dois sistemas satisfaz as estimativas
P(τ  < Tγ) ≤ γ−pT pγ
[
λh(, Tγ) + η
(
Tγ| ln |
2β
p
)
expCTγ
]p
.
A segunda parte do teorema acima garante a robustez da média dos fenômenos na direção
transversal.
Demonstração. O gradiente de cada função real pii é ortogonal às folhas, portanto, pela
fórmula de Itô para a integral canônica de Marcus, veja em [4], proposição 4.2, obtemos
para i = 1, 2, . . . , d,
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pii
(
Xt

∧τ
)
=
∫ t∧τ

0
dpii(K)(Kr)dr =
∫ t∧τ
0
dpii(K)(Xr

) ds.
Agora usaremos o lema 4.3.1 para a função dpii(K) em M e aplicaremos a desigualdade
triângular.
∣∣∣pii (Xt

∧τ
)
− ωi(t)
∣∣∣ = ∣∣∣∣∣
∫ t∧τ
0
dpii(K)
(
Xs

)
ds−
∫ t∧τ
0
Qdpii(K)(ω(t)) dr
∣∣∣∣∣
=
∣∣∣∣∣
∫ t∧τ
0
Qdpii(K)
(
pi
(
Xr

))
dr + δdpii(, t)−
∫ t∧τ
0
Qdpii(K)(ω(t)) dr
∣∣∣∣∣
≤
∫ t∧τ
0
∣∣∣Qdpii(K) (pi (Xr

))
−Qdpii(K)(ω(t))
∣∣∣ dr + ∣∣∣δdpii(, t)∣∣∣
≤ C1
∫ t∧τ
0
∣∣∣pi (Xr

)
− ω(t)
∣∣∣ dr + ∣∣∣δdpii(, t)∣∣∣ ,
somando cada i acima, obtemos
∣∣∣pi (Xt

∧τ
)
− ω(t)
∣∣∣ ≤ C2 ∫ t∧τ
0
∣∣∣pi (Xr

)
− ω(t)
∣∣∣ dr + d∑
i=1
|δdpii(, t)|,
assim, caimos nas hipóteses do lema de Gronwall, portanto:
∣∣∣pi (Xt

∧τ
)
− ω(t)
∣∣∣ ≤ eC2t d∑
i=1
∣∣∣δdpii(, t)∣∣∣ .
Por último:
[
E sup
s≤t
∣∣∣pi (Xt

∧τ
)
− ω(t)
∣∣∣p] 1p ≤
E sup
s≤t
∣∣∣∣∣eC2t
d∑
i=1
|δdpii(, t)|
∣∣∣∣∣
p
 1p
=
e(C2t)p E sup
s≤t
∣∣∣∣∣
d∑
i=1
|δdpii(, t)|
∣∣∣∣∣
p
 1p
= eC2t
E sup
s≤t
∣∣∣∣∣
d∑
i=1
|δdpii(, t)|
∣∣∣∣∣
p
 1p .
Agora, usando o lema 4.3.1 e chegaremos na seguinte expressão:
[
E
(
sup
s≤t
∣∣∣∣pi (X( s )∧τ
)
− ω(s)
∣∣∣∣p
)] 1
p
≤ eCt
[
t
(
λh(, t) + η
(
t| ln | 2βp
))]
≤ t
[
λh¯(, t) + η
(
t| ln | 2βp
)
eCt
]
.
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Assim finalizamos a primeira parte. Na segunda parte, iremos usar a desigualdade de
Chebyshev
P(τ  < Tγ) ≤ P
(
sup
s≤Tγ∧τ
∣∣∣ω(s)− pi (Xs

∧τ
)∣∣∣ > γ)
≤ γ−pE
(
sup
s≤Tγ∧τ
∣∣∣ω(s)− pi (Xs

∧τ
)∣∣∣p)
≤ γ−pT pγ
[
λh(, Tγ) + η
(
Tγ| ln |
2β
p
)
eCTγ
]p

4.3.2 Segundo exemplo:
Aqui temos um exemplo simples porém ilustrativo do fenômeno. Consideremos M =
R3 − {(0, 0, z), z ∈ R} com a flheação circular horizontal de dimensão 1, na qual a folha
que passa por um ponto q = (x, y, z) é dada pelo círculo horizontal (não degenerado) na
altura z :
Lq = {
(√
x2 + y2 cos(θ),
√
x2 + y2 sen(θ), z
)
, θ ∈ [0, 2pi)}
Seja Z = (Zt)t≥0 um processo gama em R com a tripla característica (0, v, 0), em que
ν(dy) = e
−θ|y|
|y| é sua medida de salto de Lévy com parâmetro θ. Esta medida satisfaz a
condição de integrabilidade
∫
R
(
eK|y|∧|Z|
2)
ν(dZ) <∞ requerida em 4.2. A decomposição
Lévy - Itô de Z nos dá
Zt =
∫ t
0
∫
|y|≤1
yN˜(ds, dy) +
∫
|y|>1
yN(ds, dy),
em que N é a medida radômica de Poisson com intensidade dt
⊗
νN̂ . Considere a EDE
folheada em M a qual consiste de rotações aleatórias
dXt = ΛXt ◦ dZt, X0 = q0 = (x0, y0, z0),
em que
Λ =

0 −1 0
1 0 0
0 0 0

a equação de Marcus para este caso é definida da seguinte forma: note que para z ∈ R, z 6= 0
o fluxo Φ das soluções da equação
d
dσ
y(σ) = F (y(σ))z, y(0) = q, e F (q¯) = Λq¯
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é dado por
ΦFZ(q) = y(1; q) =

x cos(Z)− y sen(Z)
x sen(Z) + y cos(Z)
z

tal que
Xt = q0 +
∫ t
0
ΛXs−zN̂(ds, dz) +
∑
0≤s≤t
(
ΦF∆sZ(Xs−)−Xs− − F (Xs−)∆sZ
)
.
A media invariante µq nas folhas Lq são dadas por medidas de Lebesgue normalizadas no
circulo Lq centradas na origem e com raio |(x, y)|. Iremos investigar o comportamento de
uma pesquena perturbação transversal de ordem .
dXt = ΛXt ◦ dZt + K (Xt ) dt,
com a condição inicial q0 = (1, 0, 0). Consideremos duas classes de perturbações dadas
pelo campo vetorial K.
Perturbação Constante
Assuma que a perturbação é dada por um campo vetorial constante K = (k1, k2, k3) ∈ Rn
em relação às coordenadas euclidianas em M . Então a medida horizontal da componente
radial QdpirK(r0, z0) = 0 e a componente vertical z é constante QdpizK = k3. Além disso,
(
E
[∣∣∣∣1t
∫ t
0
(dpirK)(Xs)ds−QdpirK(r0, z0)
∣∣∣∣p])
1
p
= 0
e (
E
[∣∣∣∣1t
∫ t
0
(dpizK)(Xs)ds−QdpizK(r0, z0)
∣∣∣∣p])
1
p
= K3 −K3 = 0,
portanto a componente transversal no teorema 4.3.6 para a condição inicial q0 = (1, 0, 0) é
dada por ω(t) = (1, k3t) para todo t ≥ 0. O teorma 4.3.6 anuncia uma taxa mínima de
convergência para zero da diferença entre cada componente transversal. Logo, a componente
radial do sistema perturbado ω1(t) = 1 e pir
(
Xt

∧τ
)
satisfazem, para p ≥ 2 e γ ∈ (0, 1)
[
E
(
sup
s≤t
∣∣∣∣pir ( t ∧ τ 
)
− 1
∣∣∣∣p
)] 1
p
≤ γt.
Para a segunda componente transversal, temos∣∣∣∣piz ( t ∧ τ 
)
− ω2(t)
∣∣∣∣ ≡ 0,
para todo t ≥ 0, e assim, a convergência do teorema 4.3.6 é trivialmente verificável.
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Perturbação Linear K(x, y, z) = (x, 0, 0)
Por simplicidade, consideremos uma perturbação linear horizontal de dimensão 1, a qual
neste caso pode ser escrita na forma K(x, y, z) = (x, 0, 0). A média na componente z se
anula trivialmente. Para a componente radial, temos que dpirK(q) = r cos2(θ), em que θ
é coordenada angular de q = (θ, r, z) cuja distância até o eixo z (coordenada radial) é r.
Portanto, a média em relação a medida invariante nas folhas é dada por
QdpirK(θ, r, z) = 12pi
∫ 2pi
0
r cos2(θ)dθ = r2 ,
para folhas Lq com raio r. Verifiquemos a convergência da hipótese 2.3 para a componente
radial e p = 2. Cálculos elementares, os quais podem ser encontrados no Apêndice no
artigo [20], nos mostram que
E
[∣∣∣∣1t
∫ t
0
dpirK(Zs, 0, 0)ds−QdpirK(q0)
∣∣∣∣2
]
= E
[∣∣∣∣1t
∫ t
0
r cos2(Zs)ds− r2
∣∣∣∣2
]
=
(
r
t
)2
2
∫ t
0
∫ σ
0
E
[
cos2(Zs) cos2(Zσ)
]
dsdσ
+r
2
t
∫ t
0
1
2 exp(−Cs)ds−
r2
4 ,
o primeiro termo da equação acima pode ser estimado por(
r
t
)2
2
∫ t
0
∫ σ
0
E
[
cos2(Zs) cos2(Zσ)
]
dsdσ ≤
(
r
s
)2 1
4
(
a+ bt+ t2
)
−→ r
2
4 ,
a medida que t↗∞. Assim:(
E
[∣∣∣∣1t
∫ t
0
dpirK(Zs, 0, 0)ds−QdpirK(q0)
∣∣∣∣2
]) 1
2
≤
(
r2
t
∫ t
0
1
2 exp(−Cs)ds
) 1
2
≤ r√
t
·
√∫ t
0
1
2 exp(−Cs)ds
≤ r√
t
· 1
C
√
2
= K√
t
,
para uma constanteK ≥ 0. Para um valor inicial q0 = (x0, y0, z0) = (r0 cos(u0), r0 sen(u0), z0),
o sistema transversal anunciado mo teorema 4.3.6 é portanto, a solução da EDO
dω(t)
dt
=
(
r0
2 , 0
)
(ω(t)),
assim ω(t) =
(
e
r0t
2 , z0
)
.portanto, o resultado principal garante que a parte radial pir
(
Xt

∧τ
)
precisa possuir um comportamento, o qual se aproxima do comportamento da exponencial
er0
t
2 , no sentido que(
E
[
sup
s≤t
∣∣∣∣pir (Xt

∧τ
)
− e r0t2
∣∣∣∣2
]) 1
2
≤ Ctλ + C√t exp(Ct)|ln|−βp ,
tende a zero quando ↘ 0.
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