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Introduzione
Pietra angolare per la Finanza Matematica e` la celebre formula di Black&
Scholes per il calcolo del prezzo di un’opzione call. Esiste una formula
analoga, nota in letteratura come formula “Black 76”, per la valutazione di
un caplet di strike K sull’intervallo [S, T ]:
CaplBlack = (T − S) · p(0, T ) · {L(0;S, T )N(d1)−KN(d2)},
dove
d1 =
1√∫ S
0 σ
2(s)ds
[
log
(
L(0;S, T )
K
)
+
1
2
∫ S
0 σ
2
i (s)ds
]
,
d2 = d1 −
√∫ S
0 σ
2(s)ds
e con p(0, T ), L(0;S, T ), σ(·) si intende, rispettivamente, il valore di uno
zero-coupon bond di scadenza T , il tasso di interesse forward semplicemen-
te composto sull’intervallo [S, T ] e la volatilita` associata a tale tasso di
interesse.
Per due decenni tale formula e` stata adoperata sul mercato, nonostante l’as-
senza di una rigorosa giustificazione matematica.
Nella tesi vengono presentati i principali modelli stocastici per il tasso di
interesse: dai modelli per il tasso a breve, sorti verso la fine degli anni
Settanta, fino ai piu` recenti sviluppi relativi al Modello LIBOR. La presen-
tazione sistematica di quest’ultimo modello costituisce il fulcro della tesi.
Il Modello LIBOR venne introdotto dagli articoli di Miltersen et al. (1997),
Brace et al. (1997) e Jamshidian (1997). Con esso la formula “Black 76”
trova una rigorosa giustificazione matematica. Fissata una famiglia crescen-
te di tempi {T0, ..., Tn}, e` possibile costruire dei processi L(t;Ti−1, Ti) tali
che
• siano lognormali rispetto alla corrispondente misura forward;
• venga rispettata la condizione di non arbitraggio
L(t;Ti−1, Ti) =
p(t, Ti−1)− p(t, Ti)
(Ti − Ti−1)p(t, Ti) .
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In un simile modello, il prezzo di un caplet e` dato dalla formula di “Black
76”. Questo risultato, per quanto importante, non basta a rendere il Model-
lo LIBOR completamente soddisfacente. L’analisi dei dati provenienti dal
mercato mostra, infatti, che strike diversi implicano volatilita` diverse nella
formula “Black 76”. In altri termini, se confrontiamo i prezzi di mercato dei
cap con i prezzi teorici derivanti dalla formula “Black 76”, si osserva che la
scelta delle volatilita` σ dei tassi forward che rendono questi due prezzi iden-
tici (dette volatilita` implicite) dipende anche dal valore dello strike K. La
curva K → σK non e` piatta, come dovrebbe risultare dal Modello LIBOR
nella sua definizione classica, bens`ı -in generale- convessa. E` la ragione per
cui, in letteratura, ha meritato il nome Smile.
Per questo, nell’ultimo decennio, sono state proposte numerose estensioni a
tale modello. I modelli piu` convincenti (oltre che matematicamente piu` sti-
molanti) sono i modelli a volalitita` stocastica. Nella tesi presento il Modello
di Wu e Zhang e il Modello di Mercurio e Morini; questi modelli si fondano
su analoghi modelli gia` noti nell’ambito dell’equity : il Modello di Heston e il
Modello SABR. Essi consentono di valutare in modo piuttosto semplice, pur
con qualche approssimazione, i derivati piu` importanti del tasso di interesse,
ossia i cap e gli swaption. Inoltre, con un’opportuna scelta dei parametri
sono in grado di cogliere adeguatamente il fenomeno dello Smile.
Nella parte conclusiva della tesi si discute di alcune questioni numeriche
legate all’applicazione concreta dei modelli per il calcolo del prezzo di un
generico derivato del tasso di interesse e delle relative greche.
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Capitolo 1
Il tasso di interesse
Nell’ambito della nostra cultura, e` naturale supporre che prestare denaro
ad un privato o ad un’istituzione abbia un costo, quantificabile attraverso
la nozione di tasso di interesse. Tale costo non puo` essere fissato a priori,
ma dipende da quanto l’individuo o l’istituzione possa garantire la restitu-
zione del credito. Maggiore e` il rischio di fallimento, maggiore e` il tasso di
interesse da pagare alla restituzione del credito. Esistono dunque numerose
tipologie diverse di tasso di interesse.
Il tasso di interesse relativo ad un buono del tesoro e`, in genere, minore
del tasso di interesse garantito da altre forme di investimento, in quanto
il rischio associato e` inferiore. Il tasso interbancario e` il tasso di interesse
“medio” che le banche presenti sul mercato offrono alle altre banche, de-
nominato -nelle trattazioni teoriche- tasso LIBOR (acronimo per London
InterBank Offered Rate). Nella pratica, esistono diversi tassi interbancari,
a seconda del mercato cui si riferiscono. Con EURIBOR si indica, ad esem-
pio, il tasso interbancario della zona dell’euro.
Il tasso interbancario e` il tasso di riferimento per la maggior parte dei
prodotti finanziari legati al tasso di interesse scambiati sul mercato.
1.1 Definizioni fondamentali
Lo strumento piu` semplice (per quanto non il piu` liquido) scambiato sul
mercato del tasso d’interesse e` lo zero-coupon bond.
Definizione 1.1.1. Uno zero-coupon bond di scadenza T e` un contratto che
garantisce a chi lo detiene il pagamento di una unita` di valuta all’istante T .
Denotiamo con p(t, T ) il valore all’istante t ≤ T di tale bond.
Assumiamo, nel seguito, che esistano zero-coupon bond per ogni scaden-
za T > 0 e che l’applicazione T 7→ p(t, T ) definita su [t,+∞[ sia derivabile.
E` possibile definire, sulla base del valore degli zero-coupon bond, il tasso di
interesse in vari modi.
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Definizione 1.1.2. Denotiamo con R(t, T ) il tasso di interesse continua-
mente composto all’istante t per il periodo [t, T ], definito da
R(t, T ) = − log p(t, T )
T − t .
Il tasso di interesse continuamente composto e` definito in modo tale che
si abbia
eR(t,T )(T−t)p(t, T ) = 1.
Definizione 1.1.3. Denotiamo con L(t, T ) il tasso di interesse semplice-
mente composto all’istante t per il periodo [t, T ], definito da
L(t, T ) =
1− p(t, T )
(T − t)p(t, T ) .
In questo caso il tasso di interesse e` lineare, ossia si ha
(1 + L(t, T )(T − t))p(t, T ) = 1.
Sono possibili altre definizioni per il tasso di interesse. Ad esempio, il tasso
Y (k)(t, T ), composto k volte l’anno, e` dato dalla relazione(
1 +
Y (k)
k
)k(T−t)
p(t, T ) = 1,
da cui
Y (k)(t, T ) =
k
p(t, T )
1
k(T−t)
− k.
La relazione
lim
k→+∞
k
p(t, T )
1
k(T−t)
− k = − log p(t, T )
T − t = R(t, T )
giustifica la definizione di tasso continuamente composto.
Definiamo ora i tassi forward, ossia -fissati gli istanti t < S < T - i tassi
di interesse all’istante t per il periodo [S, T ]. Mostriamo, tramite semplici
argomenti di non arbitraggio, che un’investimento, deciso all’istante t, di
una unita` di valuta all’istante S dovrebbe garantire p(t,S)
p(t,T ) unita` all’istante
T . Infatti, supponiamo, all’istante t, di vendere un bond di scadenza S e
acquistare p(t,S)
p(t,T ) bond di scadenza T . Queste azioni, il cui costo netto al-
l’istante t e` nullo, comportano il pagamento di una unita` all’istante S e il
ricevimento di p(t,S)
p(t,T ) unita` all’istante T .
Il tasso forward continuamente composto R(t;S, T ) e il tasso forward sem-
plicemente composto L(t;S, T ) sono dunque dati dalle relazioni
eR(t;S,T )(T−S) =
p(t, S)
p(t, T )
, 1 + L(t;S, T )(T − S) = p(t, S)
p(t, T )
.
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Definizione 1.1.4. Denotiamo con R(t;S, T ) il tasso di interesse forward
continuamente composto all’istante t per il periodo [S, T ], definito da
R(t;S, T ) = − log p(t, T )− log p(t, S)
T − S .
Denotiamo con L(t;S, T ) il tasso di interesse forward semplicemente com-
posto all’istante t per il periodo [S, T ], definito da
L(t;S, T ) =
p(t, S)− p(t, T )
(T − S)p(t, T ) .
Il tasso forward istantaneo al tempo t per il tempo T e` dato dal limite,
per S tendente a T , di R(t;S, T ).
Definizione 1.1.5. Denotiamo con f(t, T ) il tasso di interesse forward
istantaneo in t per il tempo T , definito da
f(t, T ) = −∂ log p(t, T )
∂T
.
Denotiamo con r(t) il tasso di interesse a breve all’istante t, definito da
r(t) = f(t, t).
Concludiamo questa sezione con la definizione di Bank Account, inter-
pretabile come investimento senza rischio.
Definizione 1.1.6. Definiamo Bank Account il processo stocastico B(·) che
segue le dinamiche
dB(t) = B(t)r(t)dt
B(0) = 1,
ossia B(t) = exp
{∫ t
0 r(s)ds
}
.
1.2 Bond, Cap e Swap
Esistono numerosi strumenti finanziari legati al tasso di interesse. In questa
sezione descriveremo i prodotti maggiormente scambiati sul mercato, che
dunque incidono molto sulla scelta del modello da adottare per la descrizio-
ne del tasso di interesse.
Nel seguito, supporremo fissati degli istanti 0 = T0 < T1 < · · · < Tn, in
cui avverrano gli scambi di denaro. Indichiamo con pj(t) e Lj(t), per j =
0, · · · , n, rispettivamente, lo zero-coupon bond p(t, Tj) e il tasso L(t;Tj−1, Tj).
3
Quando la scadenza fissata per un bond e` distante nel tempo, gene-
ralmente questo garantisce, in certe date, un rendimento a chi lo detiene.
Questo rendimento puo` essere fisso o variabile, ossia legato ad un indicatore
non costante nel tempo (noi supporremo, nel seguito, che tale indicatore sia
il tasso di interesse semplicemente composto).
Definizione 1.2.1. Un fixed coupon bond e` un contratto che garantisce, a
chi lo detiene, di ricevere al tempo Ti un fissato coupon ci, per i = 1, · · · , n,
e al tempo Tn un fissato valore K.
Conoscendo i prezzi degli zero-coupon bond, e` molto semplice calcolare
l’unico prezzo di non arbitraggio di un fixed coupon bond. Questo e` dato
da
K · pn(0) +
n∑
i=1
ci · pi(0).
Definizione 1.2.2. Fissato un valore K, un floating rate bond e` un con-
tratto che garantisce, a chi lo detiene, di ricevere al tempo Ti il coupon
Li(Ti−1)(Ti − Ti−1) ·K, per i = 1, · · · , n, e al tempo Tn il valore K.
Calcoliamo, con gli usuali argomenti di non arbitraggio, il valore di un
floating rate bond. Data la definizione di tasso semplicemente composto, il
coupon all’istante Ti e`
1− pi(Ti−1)
(Ti − Ti−1)pi(Ti−1) (Ti − Ti−1) ·K =
(
1
pi(Ti−1)
− 1
)
·K.
Il valore attuale di 1
pi(Ti−1)
e` pi−1(0), infatti a tale prezzo e` possibile acquista-
re uno zero-coupon bond di scadenza Ti−1 e dunque, all’istante Ti−1,
1
pi(Ti−1)
zero-coupon bond di scadenza Ti, garantendo il ricevimento di
1
pi(Ti−1)
all’i-
stante Ti.
Il valore attuale dell’i-esimo coupon e` pertanto
(pi−1(0)− pi(0)) ·K
e il valore del floating rate bond e`
pn(0) ·K +
n∑
i=1
(pi−1(0) − pi(0)) ·K = p(0, 0) ·K = K.
Il cap e` uno dei derivati del tasso di interesse maggiormente scambiati
sul mercato. Si tratta di una sorta di assicurazione contro tassi di interesse
troppo elevati. La componente base del cap e` il caplet.
Definizione 1.2.3. Un caplet di strikeK sull’intervallo [S, T ] e` un contratto
che garantisce a chi lo detiene di ricevere all’istante T la quantita`
(T − S)(L(S, T )−K)+.
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Un cap e` semplicemente una somma di caplet.
Definizione 1.2.4. Un cap di strike K sull’insieme di tempi {T1, · · · , Tn}
e` un contratto che consiste negli (n − 1) caplet di strike K sugli intervalli
[Ti−1, Ti], per i = 2, · · · n.
Supponiamo che un’impresa debba pagare in ciascun istante Ti la quan-
tita` Li(Ti−1). Contraendo un cap di strike K, si ha che il pagamento netto
all’istante Ti e`
Li(Ti−1)− (Li(Ti−1)−K)+ = Li(Ti−1) ∧K,
da cui il nome cap.
Analogamente, un floor e` un’assicurazione contro tassi di interesse troppo
bassi.
Definizione 1.2.5. Un floor di strike K sull’insieme di tempi {T1, · · · , Tn}
e` un contratto che garantisce, a chi lo detiene, di ricevere all’istante Ti, per
i = 2, · · · n, la quantita`
(Ti−1 − Ti)(K − Li(Ti−1))+.
Uno swap e` lo scambio tra forme diverse di pagamento, generalmente
tra un pagamento con tasso di interesse fisso ed un pagamento con tasso di
interesse variabile.
Definizione 1.2.6. Un Tk × (Tn − Tk) interest-rate swap di strike K e` un
contratto che prevede pagamenti agli istanti Tk+1, · · · , Tn. All’istante Ti si
riceve (Ti − Ti−1) · Li(Ti−1) e si paga (Ti − Ti−1) ·K.
Definiamo forward swap rate, all’istante t, lo strike Snk (t) che in t rende un
Tk × (Tn − Tk) interest-rate swap equo.
Il flusso di denaro netto di un Tk× (Tn−Tk) interest-rate swap di strike
K all’istante Ti e`
(Ti − Ti−1) · (Li(Ti−1)−K).
Ricordiamo che il valore, all’istante t, di (Ti − Ti−1)Li(Ti−1) e` dato da
pi−1(t)− pi(t). Il valore complessivo dello swap, all’istante t, dunque e`
n∑
i=k+1
[pi−1(t)− (1 + (Ti − Ti−1) ·K)pi(t)].
Sia αi = Ti − Ti−1, per ogni i. Lo strike che rende lo swap equo, ossia lo
strike per cui il valore attuale dello swap e` nullo, e`
Snk (t) =
pk(t)− pn(t)∑n
i=k+1 αipi(t)
. (1.1)
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Definiamo Cnk (t) la quantita` al denominatore in (1.1).
Il derivato del tasso di interesse maggiormente scambiato sul mercato,
accanto al cap, e` lo swaption. Si tratta di un’opzione su un interest-rate
swap.
Definizione 1.2.7. Una Tk × (Tn − Tk) swap option, o -piu` brevemente-
swaption, di strike K e` un contratto che da` il diritto, ma non l’obbligo, ad
effettuare all’istante Tk un Tk × (Tn − Tk) interest-rate swap di strike K.
Se indichiamo con con V nk (t;K) il valore, all’istante t, di un Tk×(Tn−Tk)
interest-rate swap di strike K, si ha che il payoff in Tk dello swaption e`
(V nk (Tk;K))
+.
Osservando che V nk (t;K) = (S
n
k (t) − K) · Cnk (t), si ha che il payoff dello
swaption puo` essere riscritto come
(Snk (Tk)−K)+ · Cnk (Tk),
ossia come un’opzione call sul forward swap rate.
1.3 Modelli per il tasso di interesse
Per costruire un modello matematico per il mercato del tasso di interesse,
occorre specificare lo strumento o la tipologia di tasso di cui si vogliono
descrivere le dinamiche.
Nei modelli classici per il tasso di interesse, si specificano ad esempio le
dinamiche stocastiche per il tasso di interesse a breve. E` possibile, in al-
ternativa, descrivere le dinamiche dei tassi di interesse forward istantanei
oppure le dinamiche dei prezzi degli zero-coupon bond, derivando il valore
dei vari prodotti finanziari da tali dinamiche.
Date le relazioni presenti tra i diversi strumenti, esistono dei legami tra le
loro dinamiche. Supponiamo dunque che si abbia
dr(t) = a(t)dt + b(t)dW (t)
df(t, T ) = α(t, T )dt + β(t, T )dW (t)
dp(t, T ) = p(t, T )(m(t, T )dt + v(t, T )dW (t)),
in cui, nelle dinamiche per f(t, T ) e p(t, T ), la seconda variabile e` un para-
metro.
Proposizione 1.3.1. Sia (Ft)t∈[0,T¯ ] la filtrazione generata dal moto brownia-
no W (·). Supponiamo che, per ogni ω, l’applicazione (t, T ) 7→ ∂v(t,T )
∂T
(ω)
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sia continua. Supponiamo inoltre che m(t, ·), v(t, ·) ∈ C1([0, T¯ ]), m(·, T ),
v(·, T ),∂m(·,T )
∂T
∈ L2([0, T¯ ]) e ∂v(·,·)
∂T
(·) ∈ L2(Ω× [0, T¯ ]× [0, T¯ ]). Si ha allora
α(t, T ) =
∂v(t, T )
∂T
v(t, T )− ∂m(t, T )
∂T
β(t, T ) = −∂v(t, T )
∂T
.
Dimostrazione. Le ipotesi consentono di scambiare l’operatore ∂
∂T
con l’in-
tegrale anche nel caso stocastico. Dalla formula di Itoˆ, si ha
d(log p(t, T )) = (m(t, T )− 1
2
v(t, T )2)dt + v(t, T )dW (t),
ossia
log p(t, T ) = log p(0, T ) +
∫ t
0
m(s, T )− 1
2
v(s, T )2ds+
∫ t
0
v(s, T )dW (s).
Derivando sotto il segno di integrale, otteniamo
∂ log p(t, T )
∂T
=
∂ log p(0, T )
∂T
+
∫ t
0
(
∂m(s, T )
∂T
− ∂v(s, T )
∂T
v(s, T )
)
ds
+
∫ t
0
∂v(s, T )
∂T
dW (s).
La tesi segue dalla definizione di f(t, T ).
Conoscere le dinamiche degli zero-coupon bond permette dunque di co-
noscere le dinamiche dei tassi forward. In maniera analoga possiamo spe-
cificare prima le dinamiche dei tassi forward e far derivare da queste le
dinamiche degli zero-coupon bond.
Proposizione 1.3.2. Supponiamo che, per ogni ω, l’applicazione (t, T ) 7→
β(t, T )(ω) sia continua e α(·, ·) ∈ L1([0, T¯ ]× [0, T¯ ]). Supponiamo inoltre che
α(t, ·), β(t, ·) ∈ C1([0, T¯ ]), α(·, T ), ∂α(·,T )
∂T
∈ L2([0, T¯ ]) e ∂β(·,·)
∂T
(·), β(·, ·)(·) ∈
L2(Ω× [0, T¯ ]× [0, T¯ ]). Si ha allora
a(t) =
∂f(t, t)
∂T
− α(t, t)
b(t) = β(t, t)
e
m(t, T ) = r(t)−
∫ T
t
α(t, s)ds +
1
2
(∫ T
t
β(t, s)ds
)2
v(t, T ) = −
∫ T
t
β(t, s)ds.
7
Dimostrazione. Scrivendo le dinamiche di f(t, T ) in forma integrale, si ot-
tiene
r(t) = f(0, t) +
∫ t
0
α(s, t)ds +
∫ t
0
β(s, t)dW (s).
Poiche´
α(s, t) = α(s, s) +
∫ t
s
∂α(s, u)
∂T
du, β(s, t) = β(s, s) +
∫ t
s
∂β(s, u)
∂T
du,
si ha
r(t) = f(0, t) +
∫ t
0
α(s, s)ds +
∫ t
0
∫ t
s
∂α(s, u)
∂T
duds
+
∫ t
0
β(s, s)dW (s) +
∫ t
0
∫ t
s
∂β(s, u)
∂T
dudW (s).
Le ipotesi sui coefficienti α(t, T ) e β(t, T ) consentono di scambiare l’ordine
di integrazione; ne seguono le espressioni per a(t) e b(t).
Dalla definizione di tasso forward si ha
log p(t, T ) = −
∫ T
t
f(t, u)du
= −
∫ T
t
f(0, u)du−
∫ T
t
∫ t
0
α(s, u)dsdu −
∫ T
t
∫ t
0
β(s, u)dW (s)du
= −
∫ T
t
f(0, u)du−
∫ t
0
∫ T
t
α(s, u)duds −
∫ t
0
∫ T
t
β(s, u)dudW (s)
= −
∫ T
0
f(0, u)du−
∫ t
0
∫ T
s
α(s, u)duds −
∫ t
0
∫ T
s
β(s, u)dudW (s)
+
∫ t
0
f(0, u)du +
∫ t
0
∫ t
s
α(s, u)duds +
∫ t
0
∫ t
s
β(s, u)dudW (s).
Poiche´∫ t
0
r(s)ds =
∫ t
0
f(0, u)du+
∫ t
0
∫ t
s
α(s, u)duds +
∫ t
0
∫ t
s
β(s, u)dudW (s),
log p(0, T ) = −
∫ T
0
f(0, u)du,
si ha
log p(t, T ) = log p(0, T ) +
∫ t
0
r(s)ds−
∫ t
0
∫ T
s
α(s, u)duds
−
∫ t
0
∫ T
s
β(s, u)dudW (s),
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ossia
d(log p(t, T )) =
(
r(t)−
∫ T
t
α(t, u)du
)
dt−
(∫ T
t
β(t, u)du
)
dW (t).
E` sufficiente, a questo punto, applicare la formula di Itoˆ per ottenere la
tesi.
Nel prossimo capitolo discuteremo alcuni dei modelli classici per il tasso
di interesse, in particolare i modelli per il tasso a breve e il modello di
Heath-Jarrow-Morton, fondamentale per lo sviluppo del Modello LIBOR.
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Capitolo 2
Modelli classici per il tasso
di interesse
Supponiamo fissato uno spazio probabilizzato (Ω,F , P ) e un moto brownia-
no (W (t))t∈[0,T¯ ]. Sia (Ft)t∈[0,T¯ ] la filtrazione naturale di tale moto brow-
niano. Supponiamo che (r(t))t∈[0,T¯ ] sia un processo adattato per cui, quasi
certamente, si abbia
∫ T¯
0 r(s)ds < +∞. Per ogni T ≤ T¯ , supponiamo che il
processo (p(t, T ))t∈[0,T ] dei prezzi degli zero-coupon bond sia adattato.
Immaginiamo che la probabilita` P sia la probabilita` “reale”, dunque non la
probabilita` attraverso cui effettuare la valutazione di derivati del tasso di
interesse. Supponiamo che esista una misura martingala, ossia
• esiste una misura di probabilita` Q, equivalente a P , tale che, per ogni
T ∈ [0, T¯ ], il processo (exp{− ∫ t0 r(s)ds}p(t, T ))t∈[0,T ] e` una martingala
sotto Q.
Proposizione 2.0.3. Sia LT¯ la derivata di Radon-Nikodym
dQ
dP
e sia (Lt)t∈[0,T¯ ]
la martingala definita da Lt = E[LT¯ |Ft]. Esiste un processo adattato (q(t))t∈[0,T¯ ]
tale che
Lt = exp
{∫ t
0
q(s)dW (s)− 1
2
∫ t
0
q(s)2ds
}
.
Dimostrazione. Per il teorema di rappresentazione, esiste un processo adat-
tato (Ht)t, con
∫ T¯
0 H
2
t dt < +∞, tale che Lt = L0 +
∫ t
0 HsdW (s). Poiche´
le misure P e Q sono equivalenti, si ha P (Lt > 0) = 1 per ogni t. Dalla
formula di Itoˆ, ricordando che L0 = 1, segue
logLt =
∫ t
0
Hs
Ls
dW (s)− 1
2
∫ t
0
H2s
L2s
ds.
Posto q(t) = Ht
Lt
, questa e` la tesi.
Usando argomenti analoghi, diamo una descrizione del processo dei prez-
zi degli zero-coupon bond.
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Proposizione 2.0.4. Per ogni T , esiste un processo adattato (σT (t))t∈[0,T ]
tale che
dp(t, T ) = p(t, T )((r(t)− q(t)σT (t))dt + σT (t)dW (t)).
Dimostrazione. Poiche´ (e−
R t
0
r(s)dsp(t, T ))t∈[0,T ] e` una martingala sotto la
misura martingala Q, si ha che (e−
R t
0 r(s)dsLtp(t, T ))t∈[0,T ] e` una martingala
sotto la misura P . Inoltre, quasi certamente, e−
R t
0 r(s)dsLtp(t, T ) > 0 e,
per gli stessi argomenti della dimostrazione precedente, esiste un processo
(Kt)t∈[0,T ] adattato, con
∫ T
0 Ksds < +∞, tale che
exp
{
−
∫ t
0
r(s)ds
}
Ltp(t, T ) = p(0, T ) exp
{∫ t
0
KsdW (s)− 1
2
∫ t
0
K2sds
}
,
ossia
p(t, T )
p(0, T )
= exp
{∫ t
0
r(s)ds+
∫ t
0
(Ks − q(s))dW (s)− 1
2
∫ t
0
(K2s − q(s)2)ds
}
.
Ne segue
d(log p(t, T )) = (r(t)− 1
2
(K2t − q(t)2))dt + (Kt − q(t))dW (t)
e, per la formula di Itoˆ,
dp(t, T ) = p(t, T )((r(t) +
1
2
((Kt − q(t))2 −K2t + q(t)2)dt + (Kt − q(t))dW (t))
= p(t, T )((r(t) + q(t)2 − q(t)Kt)dt + (Kt − q(t))dW (t)).
La tesi si ottiene ponendo σT (t) = Kt − q(t).
Per il teorema di Girsanov, si ha che il processo WQ(t) = W (t) −∫ t
0 q(s)ds e` un moto browniano sotto la misura Q. Le dinamiche di p(t, T )
sotto Q sono
dp(t, T ) = p(t, T )(r(t)dt + σT (t)dWQ(t)).
Il confronto tra le dinamiche degli zero-coupon bond secondo le misure P
e Q consente di avere un’intuizione del significato economico di tali misure.
La misura P indica la misura del “mondo reale”. Le forze del mercato agi-
scono in modo che non ci siano possibilita` di arbitraggio: la misura corretta
per valutare prodotti finanziari presuppone che il “rendimento medio” di
un bond sia pari al rendimento dell’investimento senza rischio. Questo cor-
risponde ad avere r(t) come termine di drift nelle dinamiche sotto Q degli
zero-coupon bond. La “distanza” tra le misure P e Q dipende, ad esempio,
dalla propensione al rischio degli agenti sul mercato. E` questa la ragione
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per cui il processo −q(·) e` noto, in letteratura, come “risk premium”.
Introduciamo la nozione di portafoglio ammissibile, indispensabile per giu-
stificare rigorosamente la formula per il calcolo del prezzo di un prodotto
finanziario.
Definizione 2.0.5. Fissato T ≤ T¯ , un portafoglio e` una coppia di processi
adattati (H0t ,Ht)t∈[0,T ] tali che, quasi certamente,
∫ T
0 |H0t r(t)|dt < +∞ e∫ T
0 (Htσ
T (t))2dt < +∞.
Il valore in t ≤ T di tale portafoglio e` dato da
Vt = H
0
t B(t) +Htp(t, T ),
dove B(t) = e
R t
0
r(s)ds.
Definiamo
V˜t = H
0
t +Hte
−
R t
0 r(s)dsp(t, T )
il valore scontato in t del portafoglio.
Il portafoglio si dice autofinanziato, se
dVt = H
0
t dB(t) +Htdp(t, T ).
Infine, un portafoglio si dice ammissibile, se e` autofinanziato, si ha V˜t ≥ 0
per ogni t ≤ T e supt∈[0,T ] V˜t e` di quadrato integrabile secondo Q.
Proposizione 2.0.6. Sia θ < T e supponiamo che, quasi certamente, si
abbia supt∈[0,T ] |r(t)| < +∞ e, per ogni t ∈ [0, θ], σT (t) 6= 0. Allora per ogni
variabile Fθ-misurabile φ, con φe
R θ
0 r(s)ds di quadrato integrabile secondo Q,
esiste un portafoglio ammissibile il cui valore in t ≤ θ sia
Vt = E
Q
[
exp
{
−
∫ θ
t
r(s)ds
}
φ|Ft
]
.
In particolare si ha Vθ = φ.
Dimostrazione. Consideriamo il processo (ϕt)t∈[0,θ], definito dalle speranze
condizionali ϕt = E
Q[e−
R θ
0 r(s)dsφ|Ft]. Il processo adattato (Ltϕt)t e` una
martingala secondo P ; per il teorema di rappresentazione esiste un processo
adattato (Kt)t tale che Ltϕt = ϕ0 +
∫ t
0 KsdW (s). Si ha dunque
d(Ltϕt) = KtdW (t) = Ktq(t)dt+KtdW
Q(t)
dLt = Ltq(t)dW (t) = Ltq(t)
2dt + Ltq(t)dW
Q(t).
Per la formula di Itoˆ esiste un processo (Jt)t, con
∫ θ
0 J
2
s ds < +∞, tale che
ϕt = ϕ0 +
∫ t
0 JsdW
Q(s).
Si ponga H0t = ϕt − JtσT (t) e Ht = Jte
R t
0 r(s)ds
p(t,T )σT (t)
. Questa scelta definisce un
portafoglio ammissibile di valore Vt = ϕte
R t
0 r(s)ds = EQ
[
e−
R θ
t
r(s)dsφ|Ft
]
.
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2.1 Modelli per il tasso a breve
I primi modelli stocastici per il tasso di interesse vennero elaborati verso la
fine degli anni Settanta. In tali modelli sono le dinamiche del tasso a breve
ad essere specificate.
Come osservato nelle pagine precedenti, e` possibile considerare le dinamiche
“reali” del tasso a breve e ottenere da queste le dinamiche sotto la misu-
ra martingala. Dato che sono queste ultime che consentono di effettuare
la valutazione di derivati del tasso di interesse, conviene invece specificare
direttamente il modello sotto la misura martingala e procedere alla calibra-
zione di tale modello sulla base dei dati provenienti dal mercato.
Date le dinamiche di r(·) sotto la misura martingala Q, si ha, grazie alla
Proposizione 2.0.6, che il valore in t di un prodotto di payoff φ all’istante
T > t e`
EQ
[
exp
{
−
∫ T
t
r(s)ds
}
φ|Ft
]
.
Note le dinamiche del tasso a breve, e` possibile calcolare i prezzi degli zero-
coupon bond. Assumiamo che il tasso r(t) segua, sotto Q, dinamiche della
forma
dr(t) = µ(t, r(t))dt + σ(t, r(t))dWQ(t).
Proposizione 2.1.1. Supponiamo che p(t, T ) = F (t, r(t);T ), con F (·, ·;T ) ∈
C1,2([0, T ] × R). Allora F (·, ·;T ) risolve l’equazione alle derivate parziali
∂F (t, r)
∂t
+
∂F (t, r)
∂r
µ(t, r) +
1
2
∂2F (t, r)
∂r2
σ(t, r)2 − rF (t, r) = 0.
Dimostrazione. Dalla formula di Itoˆ segue che
dp(t, T ) =
(
∂F (t, r(t))
∂t
+
∂F (t, r(t))
∂r
µ(t, r(t)) +
1
2
∂2F (t, r(t))
∂r2
σ(t, r(t))2
)
dt
+ (· · · )dWQ(t).
Sotto la misura martingala Q, il termine di drift dello zero-coupon bond
p(t, T ) e` dato da p(t, T )r(t). Eguagliando tale termine con il termine di
drift dell’equazione precedente, otteniamo la tesi.
Una classe di modelli particolarmente trattabili e` data dai modelli con
struttura a termine affine.
Definizione 2.1.2. Supponiamo che, per ogni T > 0 e per ogni t ∈ [0, T ],
si abbia p(t, T ) = F (t, r(t);T ), con
F (t, r;T ) = eA(t,T )−B(t,T )r
ed A(t, T ) e B(t, T ) funzioni deterministiche. Allora il modello si dice con
struttura a termine affine.
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In un modello con struttura a termine affine, il tasso di interesse conti-
nuamente composto R(t, T ) e` una funzione affine del tasso a breve r(t). Si
ha infatti R(t, T ) = −A(t,T )
T−t +
B(t,T )
T−t r(t).
Proposizione 2.1.3. Supponiamo che si abbia
µ(t, r) = α(t)r + β(t)
σ(t, r) =
√
γ(t)r + δ(t),
con α(·), β(·), γ(·) e δ(·) funzioni continue.
Si ha, allora, che il modello ha una struttura a termine affine, dove A(t, T )
e B(t, T ) soddisfano le equazioni
∂B(t, T )
∂t
+ α(t)B(t, T )− 1
2
γ(t)B2(t, T ) = −1
B(T, T ) = 0
e
∂A(t, T )
∂t
− β(t)B(t, T ) + 1
2
δ(t)B2(t, T ) = 0
A(T, T ) = 0.
Dimostrazione. Supponiamo che il modello abbia struttura a termine affine
e ricaviamo delle condizioni su A(t, T ) e B(t, T ). Per la Proposizione 2.1.1
si ha
∂A(t, T )
∂t
− ∂B(t, T )
∂t
r −B(t, T )µ(t, r) + 1
2
B(t, T )2σ(t, r)2 − r = 0,
ossia, date le ipotesi su µ(t, T ) e σ(t, T ),
∂A(t, T )
∂t
−∂B(t, T )
∂t
r−B(t, T )(α(t)r+β(t))+1
2
B(t, T )2(γ(t)r+δ(t))−r = 0.
Poiche´ l’equazione e` valida per ogni r, occorre che sia nullo il coefficiente di
r. Ne segue la tesi.
2.1.1 Modello di Vasicˇek
Il modello di Vasicˇek (1977) e` stato tra i primi ad essere introdotto. Secondo
tale modello, il tasso a breve segue dinamiche della forma
dr(t) = a(b− r(t))dt + σdWQ(t),
con a, b e σ costanti positive. Tale equazione e` risolubile esplicitamente:
r(t) = r(0)e−at + b(1− e−at) + σ
∫ t
0
e−a(t−s)dW (s).
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In tale modello il tasso r(t) e` una variabile gaussiana di media E[r(t)] =
r(0)e−at + b(1− e−at) e varianza V ar(r(t)) = σ22a (1− e−2at). Per t tendente
all’infinito, il tasso a breve tende in legge ad una variabile gaussiana di
media b.
Secondo il modello di Vasicˇek, il tasso r(t) puo` assumere, con probabilita`
positiva, valori negativi.
Osserviamo infine che il modello ha struttura a termine affine e le funzioni
A(t, T ) e B(t, T ) risolvono
∂B(t, T )
∂t
− aB(t, T ) = −1
∂A(t, T )
∂t
= abB(t, T )− 1
2
σ2B(t, T )2.
Ricordando le condizioni finali A(T, T ) = B(T, T ) = 0, si ha
B(t, T ) =
1
a
(1− e−a(T−t))
A(t, T ) =
1
2
σ2
∫ T
t
B(s, T )2ds− ab
∫ T
t
B(s, T )ds.
Note le funzioni A(t, T ) e B(t, T ), e` immediato valutare il prezzo degli zero-
coupon bond. La scelta dei parametri a, b e σ avviene confrontando il valore
teorico di prodotti finanziari, che dispongono di un mercato liquido, con il
corrispondente valore di mercato.
2.1.2 Modello di Cox-Ingersoll-Ross
Il modello di Cox-Ingersoll-Ross (1985), noto in letteratura come modello
CIR, prevede le seguenti dinamiche per il tasso a breve:
dr(t) = a(b− r(t))dt + σ
√
r(t)dWQ(t),
con a, b e σ costanti positive. Come mostrato in Appendice, se tali para-
metri sono scelti in modo che si abbia σ2 ≤ 2ab, quasi certamente il tasso
a breve non assume il valore 0. Questa e` la principale ragione del successo
del modello CIR.
Anche il modello CIR ha struttura a termine affine. In particolare, e`
possibile mostrare che si ha
F (t, r;T ) = A˜(T − t)e−B˜(T−t)r,
con
A˜(s) =
[
2γe
(a+γ)s
2
(γ + a)(eγs − 1) + 2γ
] 2ab
σ2
B˜(s) =
2(eγs − 1)
(γ + a)(eγs − 1) + 2γ ,
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dove
γ =
√
a2 + 2σ2.
2.1.3 Modello di Hull-White
Le dinamiche del tasso a breve r(t), sotto la misura martingala Q, secondo
Hull-White (1990) sono date da
dr(t) = (θ(t)− ar(t))dt+ σdWQ(t).
Il modello ha struttura a termine affine con
B(t, T ) =
1
a
(1− e−a(T−t))
A(t, T ) =
1
2
σ2
∫ T
t
B(s, T )2ds−
∫ T
t
θ(s)B(s, T )ds.
Sia T 7→ fM(0, T ) la curva dei tassi forward osservata sul mercato. Mo-
striamo che, se tale curva e` derivabile, fissati a e σ, esiste un’unica funzione
θ(·) tale che i tassi forward previsti dal modello di Hull-White coincidano
coi tassi fM(0, T ).
Dalla definizione di tasso forward si ha∫ T
0
f(0, s)ds = − log p(0, T ) = −A(0, T ) +B(0, T )r(0),
ossia
f(0, T ) = −∂A(0, T )
∂T
+
∂B(0, T )
∂T
r(0)
= −1
2
σ2
∫ T
0
2B(s, T )
∂B(s, T )
∂T
ds−
∫ T
0
θ(s)
∂B(s, T )
∂T
ds+
∂B(0, T )
∂T
r(0)
= − σ
2
2a2
(1− e−aT )2 −
∫ T
0
θ(s)e−a(T−s)ds+ e−aT r(0).
Osserviamo che la funzione y(T ) = e−aT r(0)−∫ T0 θ(s)e−a(T−s)ds e` soluzione
del problema di Cauchy
y′(T ) = −ay(T ) + θ(T )
y(0) = r(0).
Ponendo g(T ) = y(T )− f(0, T ) = σ22a2 (1− e−aT )2, si ha
θ(T ) = y′(T ) + ay(T ) = g′(T ) +
∂f(0, T )
∂T
+ ag(T ) + af(0, T )
=
∂f(0, T )
∂T
+ af(0, T ) +
σ2
2a
(1− e−2aT ).
Quanto presentato fornisce un metodo pratico per la calibrazione del mo-
dello ai tassi forward osservabili sul mercato.
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2.2 Modello di Heath-Jarrow-Morton
E` poco realistico che l’intero mercato dei derivati del tasso di interesse di-
penda da un unico processo. Heath, Jarrow e Morton hanno proposto, nel
1987, di specificare le dinamiche dei tassi forward f(·, T ), per ogni possibile
T .
Supponiamo dunque che si abbia
df(t, T ) = α(t, T )dt + σ(t, T )dWQ(t).
Si ha quindi un’equazione differenziale stocastica per ogni possibile valore
T . La calibrazione ai tassi forward osservati sul mercato avviene automati-
camente ponendo le opportune condizioni iniziali f(0, T ).
Specificare le dinamiche del tasso forward introduce un problema di coeren-
za. Il valore di uno zero-coupon bond, infatti, e` dato sia da
p(0, T ) = exp
{∫ T
0
f(0, s)ds
}
sia da
p(0, T ) = EQ
[
exp
{
−
∫ T
0
r(s)ds
}]
.
Occorre dare condizioni aggiuntive sulle dinamiche di f(·, T ) per risolvere
tale problema.
Proposizione 2.2.1. Supponiamo che σ(·, T ) sia lipschitziana e limitata.
Allora si ha
α(t, T ) = σ(t, T )
∫ T
t
σ(t, s)ds.
Dimostrazione. Per la proposizione 1.3.2, il termine di drift delle dinamiche
dello zero-coupon bond p(t, T ) e` dato da
p(t, T )
(
r(t)−
∫ T
t
α(t, s)ds +
1
2
(∫ T
t
σ(t, s)ds
)2)
.
E` noto che, sotto la misura martingala Q, il drift di uno zero-coupon bond
e` p(t, T )r(t). Ne segue che
1
2
(∫ T
t
σ(t, s)ds
)2
=
∫ T
t
α(t, s)ds,
ossia la tesi.
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Capitolo 3
Modello LIBOR
Nonostante l’affermarsi, nel corso degli anni ’90, dei modelli per il tasso a
breve, i trader sul mercato hanno continuato ad effettuare il pricing di cap
e swaption secondo la formula “Black 76”, di fatto inconsistente con tali
modelli.
Definizione 3.0.2. La formula “Black 76” per il caplet
Xi = αi · (Li(Ti−1)−K)+,
relativo al tasso di interesse forward Li(Ti−1), e` data da
CaplBlacki (t) = αi · pi(t) · {Li(t)N(d1)−KN(d2)},
dove
d1 =
1√∫ Ti−1
t
σ2i (s)ds
[
log
(
Li(t)
K
)
+
1
2
∫ Ti−1
t
σ2i (s)ds
]
,
d2 = d1 −
√∫ Ti−1
t
σ2i (s)ds
e con N(·) indichiamo la funzione di ripartizione di una variabile N (0, 1).
L’adozione della formula di Black e` giustificata da argomenti matema-
ticamente non rigorosi. Si suppone che i tassi forward Li(t) seguano, sotto
la misura martingala Q, dinamiche lognormali, ossia
dLi(t) = Li(t)σi(t)dW
Q(t).
Nella derivazione da queste dinamiche della formula “Black 76”, si suppone
che il tasso a breve sia deterministico, in contraddizione con il carattere
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aleatorio del tasso forward. Il prezzo del caplet, infatti, e` dato da
αiE
Q[e−
R Ti
0 r(s)ds(Li(Ti−1)−K)+] = αie−
R Ti
0 r(s)dsEQ[(Li(Ti−1)−K)+]
= αipi(0)E
Q[(Li(Ti−1)−K)+]
= CaplBlacki (0),
dove le ultime eguaglianze hanno senso solo assumendo r(·) deterministico.
Diversamente dai modelli presentati nel capitolo precedente, la formula
“Black 76” presuppone dunque che il sottostante, nel caso dei cap i tas-
si d’interesse forward, abbia una distribuzione lognormale. Solamente con
la pubblicazione degli articoli di Miltersen et al. (1997), Brace et al. (1997)
e Jamshidian (1997) e` stato elaborato un modello secondo il quale i diversi
tassi d’interesse forward avessero distribuzione lognormale, soddisfacendo al
contempo la condizione di non arbitraggio. Tale modello, noto come Model-
lo LIBOR, puo` essere ben descritto con la tecnica del Cambio di Numerario
(i dettagli riguardo a tale tecnica sono presenti in Appendice); affinche´ ogni
tasso d’interesse forward abbia distribuzione lognormale, e` infatti necessario
considerare per ciascun tasso un numerario diverso.
3.1 Descrizione del Modello LIBOR
Consideriamo la famiglia crescente di tempi {T0, ..., Tn} e definiamo αi =
Ti−Ti−1. Come e` stato illustrato nella sezione 1.1, per questioni di arbitrag-
gio, l’unica definizione ragionevole di tasso d’interesse forward all’istante t
per il periodo [Ti−1, Ti] e` data da
Li(t) =
1
αi
· pi−1(t)− pi(t)
pi(t)
.
Da questa espressione segue immediatamente la seguente osservazione, cru-
ciale nella costruzione del modello LIBOR.
Osservazione 3.1.1. Il processo Li(·) e` una martingala sotto la misura
forward QTi sull’intervallo [0, Ti−1].
Dimostrazione. Il tasso d’interesse forward e` per definizione, a meno di una
costante, differenza di due zero-coupon bond normalizzati per il numerario
pi(·) (si tratta dunque di un titolo scambiabile sul mercato). E` dunque una
martingala rispetto alla misura QTi associata al numerario pi(·).
Supponiamo che siano dati:
• un insieme di tempi {T0, ..., Tn};
• prezzi di mercato per gli zero-coupon bond con maturazione negli
istanti T0, ..., Tn;
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• un processo W n di Wiener sotto la misura QTn ;
• funzioni deterministiche σi(t) limitate, per ogni i = 1, ..., n;
• condizioni iniziali non negative per i tassi di interesse forward, L1(0), ..., Ln(0).
SiaW i il QTi-processo di Wiener ottenuto daW n tramite la trasformazione
di Girsanov QTi → QTn . Con la prossima proposizione mostriamo che e`
possibile costruire un modello in cui i tassi forward seguano le dinamiche
dLi(t) = Li(t)σi(t)dW
i(t). Un simile modello si chiama Modello LIBOR.
Proposizione 3.1.2. Supponiamo sia dato a priori quanto elencato sopra.
E` possibile allora costruire dei processi L1(t), ..., Ln(t) che costituiscano un
Modello LIBOR con tali parametri.
Dimostrazione. Presentiamo inizialmente lo schema della dimostrazione:
supponendo che un Modello LIBOR esista, mostreremo quali dinamiche
i tassi forward Li(t) dovranno necessariamente seguire sotto la comune mi-
sura QTn ; come secondo passo, proveremo che dei processi soddisfacenti un
simile sistema di equazioni differenziali stocastiche esistono (e sono univo-
camente determinati dalle condizioni iniziali Li(0)).
Illustriamo le dinamiche dei tassi forward sotto QTn , procedendo induttiva-
mente. Nell’ambito di un Modello LIBOR le dinamiche di Ln(t) sotto Q
Tn
sono banalmente date dall’equazione dLn(t) = Ln(t)σn(t)dW
n(t). Definia-
mo con ηji (t) la densita` di passaggio
dQj
dQi
su Ft. Dal Teorema A.2.2 e` noto
che ηji (t) =
pi(0)
pj(0)
· pj(t)
pi(t)
. Per esprimere le dinamiche di Ln−1(t) secondo Q
Tn ,
occorre calcolare il nucleo di Girsanov per ηn−1n (t).
Si ha
ηn−1n (t) =
pn(0)
pn−1(0)
· pn−1(t)
pn(t)
=
pn(0)
pn−1(0)
· (1 + αnLn(t)).
Dalla definizione di Modello LIBOR segue
dηn−1n (t) =
pn(0)
pn−1(0)
· αn · dLn(t) = pn(0)
pn−1(0)
· αn · Ln(t)σn(t)dW n(t)
= ηn−1n (t)
αnLn(t)
1 + αnLn(t)
σn(t)dW
n(t),
dove nell’ultimo passaggio abbiamo moltiplicato e diviso per ηn−1n (t).
Per il Teorema di Girsanov si ha
dW n(t) =
αnLn(t)
1 + αnLn(t)
σn(t)dt + dW
n−1(t),
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dunque le dinamiche di Ln−1(t) sono date dall’equazione
dLn−1(t) = Ln−1(t)σn−1(t)dW
n−1(t)
= −Ln−1(t) αnLn(t)
1 + αnLn(t)
σn(t)σn−1(t)dt + Ln−1(t)σn−1(t)dW
n(t).
Induttivamente, seguendo gli stessi passaggi (con indici generici i e i− 1 al
posto di n ed n− 1), si ottiene
dLi(t) = −Li(t)
(
n∑
k=i+1
αkLk(t)
1 + αkLk(t)
σk(t)σi(t)
)
dt + Li(t)σi(t)dW
n(t).
(3.1)
Per concludere occorre dimostrare che il sistema (3.1) ammette soluzio-
ne. L’equazione dLn(t) = Ln(t)σn(t)dW
n(t) ammette banalmente un’uni-
ca soluzione positiva in quanto moto browniano geometrico. Le equazioni
successive possono essere risolte induttivamente, essendo della forma
dLi(t) = Li(t)µi(t, Li+1(t), ..., Ln(t))dt + Li(t)σi(t)dW
n(t).
Concludiamo risolvendo un dettaglio trascurato durante la dimostrazione.
Per applicare il Teorema di Girsanov avremmo dovuto verificare che il nu-
cleo di Girsanov soddisfacesse la condizione di Novikov. Poiche´ i tassi for-
ward, soluzione del sistema di equazioni (3.1), sono positivi, il generico
nucleo di Girsanov αiLi(t)1+αiLi(t)σi(t) e` limitato e dunque soddisfa la condizione
di Novikov.
All’interno della dimostrazione precedente abbiamo anche ottenuto il
seguente risultato.
Proposizione 3.1.3. Nell’ambito del Modello LIBOR, sotto la misura QTn,
i tassi forward seguono le dinamiche
dLi(t) = −Li(t)
(∑n
k=i+1
αkLk(t)
1 + αkLk(t)
σk(t)σi(t)
)
dt+ Li(t)σi(t)dW
n(t).
3.2 Formula di Black
In questa sezione mostreremo in maniera estesa quanto annunciato nell’in-
troduzione al capitolo: la formula “Black 76” e` consistente con il Modello
LIBOR. Data l’importanza del risultato cercheremo di non tralasciare alcun
dettaglio.
Diamo inizialmente un’espressione esplicita per i tassi forward Li(t).
Ciascuno di essi soddisfa un’equazione differenziale stocastica della forma
dLi(t) = Li(t)σi(t)dW
i(t). Per analogia con il caso di equazioni differen-
ziali deterministiche supponiamo che la soluzione sia di tipo esponenziale.
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Esaminiamo dunque le dinamiche del processo log(Li(t)). Dalla formula di
Itoˆ segue:
d log(Li(t)) = (log(Li(t))
′dLi(t) +
1
2
(log(Li(t))
′′(dLi(t))
2
=
1
Li(t)
· Li(t)σi(t)dWi(t)− 1
2Li(t)2
· Li(t)2σ(t)2dt
= σi(t)dWi(t)− 1
2
σi(t)
2dt.
In forma integrale
log(Li(t)) = log(Li(0)) +
∫ t
0 σi(s)dWi(s)−
1
2
∫ t
0 σi(s)
2ds,
ossia
Li(t) = Li(0) · exp
{∫ t
0 σi(s)dWi(s)−
1
2
∫ t
0 σi(s)
2ds
}
.
Sotto la misura QTi la variabile Li(t) e` della forma Li(0) · exp{m + vX},
con
m = −1
2
∫ t
0
σi(s)
2ds,
v2 = E
[(∫ t
0
σi(s)dWi(s)
)2]
=
∫ t
0
σi(s)
2ds,
X ∼ N (0, 1).
Nota la legge, sotto QTi , della variabile Li(t), calcoliamo il valore dell’i-
esimo caplet di strike K al tempo t0, ossia
αi ·EQ
[
exp{−
∫ Ti
t0
r(s)ds} (Li(Ti−1)−K)+ |Ft0
]
= αi · pi(t0)EQTi
[
(Li(Ti−1)−K)+ |Ft0
]
.
Limitiamoci, per semplicita` di notazione, al caso t0 = 0 e omettiamo la
costante αi · pi(0). Adottando le convenzioni introdotte in precedenza (con
t = Ti−1), il valore atteso da calcolare puo` essere riscritto nella forma
Li(0)E
[
exp{m+ vX}χn
exp{m+vX}≥ K
Li(0)
o
]
−KQ
(
exp{m+ vX} ≥ K
Li(0)
)
.
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Esplicitiamo il primo termine. Ponendo y := 1
v
(
log
(
Li(0)
K
)
+m
)
, si ha
E
[
exp{m+ vX}χn
exp{m+vX}≥ K
Li(0)
o
]
=
∫ +∞
−y
ϕ(x) exp{m+ vx}dx
=
1√
2π
∫ +∞
−y
exp
{−(x− v)2
2
}
exp
{
v2
2
+m
}
dx.
Sia d1 :=
1
v
(
log
(
Li(0)
K
)
−m
)
. Con un immediato cambio di variabili e
ricordando che m = −v22 , si ottiene
E
[
exp{m+ vX}In
exp{m+vX}≥ K
Li(0)
o
]
= N(d1).
Consideriamo ora il secondo termine:
Q
(
exp{m+ vX} ≥ K
Li(0)
)
= Q (X ≥ −y) = N(y).
Ricomponendo i risultati ottenuti per il primo e per il secondo termine,
otteniamo quanto ci eravamo proposti di dimostrare.
3.3 Tasso d’interesse discretamente composto
La misura martingala e` la misura associata al numerario B(t), che segue le
dinamiche dB(t) = B(t)r(t)dt, ossia B(t) = exp{∫ t0 r(s)ds}. Il tasso r(t) e`
dunque il tasso d’interesse continuamente composto. Nell’ambito del Mo-
dello LIBOR la scelta di usare una simile misura pare innaturale: alla base
del modello vi e` l’adozione di tassi discretamente composti, l’uso allo stesso
tempo di una misura legata al tasso continuamente composto non e` dunque
consigliabile.
Partendo dall’interpretazione di B(t) come “investimento senza rischio”,
costruiamo un processo analogo Bd(t) che si adatti meglio al modello con-
siderato. In seguito descriveremo le dinamiche dei tassi forward secondo la
misura associata a tale processo.
Supponiamo siano fissati dei tempi {T0, ..., Tn}. Immaginiamo di investi-
re all’istante 0 un’unita` di moneta in T0-bond, all’istante T0 di reinve-
stire quanto ottenuto in T1-bond e cos`ı via. Si dovrebbe avere dunque
Bd(0) = 1, Bd(T0) =
1
p(0,T0)
e, in generale, Bd(Ti) =
∏i
j=0
1
p(Tj−1,Tj)
. Sia ora
β(t) = k, se t ∈ (Tk−1, Tk]. Definiamo pertanto l’attivo senza rischio Bd(·)
nel seguente modo
Bd(t) := p(t, Tβ(t)) ·
∏β(t)
j=0
1
p(Tj−1, Tj)
,
con la convenzione T−1 = 0.
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Proposizione 3.3.1. Nell’ambito del Modello LIBOR, sotto la misura QBd,
associata al numerario Bd(·), i tassi forward seguono le dinamiche
dLi(t) = Li(t)
(∑i
k=β(t)+1
αkLk(t)
1 + αkLk(t)
σk(t)σi(t)
)
dt+ Li(t)σi(t)dW
Bd(t).
Dimostrazione. Procediamo in maniera analoga a quanto fatto nella Pro-
posizione 3.1.2. Dal Teorema A.2.2 e` noto che la densita` di passaggio dalla
misura QTi alla misura QBd sulla tribu` Ft e` data da ηBdTi (t) = pi(0) ·
Bd(t)
pi(t)
.
Ricordando la definizione di Bd(t), tale densita` puo` essere espressa anche
tramite i tassi forward nel seguente modo
ηBdTi (t) = pi(0) ·
∏β(t)
k=0(1 + αkLk(Tk−1)) ·
∏i
k=β(t)+1(1 + αkLk(t)).
Occorre ora determinare il nucleo di Girsanov associato a ηBdTi (t). E` suffi-
ciente a tal proposito calcolare il suo coefficiente di diffusione. Adottiamo
la notazione DC(X(t)) per indicare il coefficiente di diffusione del processo
X(t). L’uso di tale operatore semplifichera` la dimostrazione. Determi-
niamo dunque DC(ηBdTi (t)). Data l’espressione di sopra, pare conveniente
considerare il logaritmo di ηBdTi (t). Si ha dunque
DC
(
ηBdTi (t)
)
= DC
(∑i
k=β(t)+1 log(1 + αkLk(t))
)
.
La linearita` dell’operatore DC e` ovvia. Dalla formula di Itoˆ segue imme-
diatamente
DC(logX(t)) =
1
X(t)
·DC(X(t)), DC(expX(t)) = expX(t) ·DC(X(t)).
Dunque
DC(ηBdTi (t)) = η
Bd
Ti
(t)

 i∑
k=β(t)+1
αkDC(Lk(t))
1 + αkLk(t)


= ηBdTi (t)

 i∑
k=β(t)+1
αkσk(t)Lk(t)
1 + αkLk(t)

 ,
ossia
dηBdTi (t) = η
Bd
Ti
(t)
(∑i
k=β(t)+1
αkσk(t)Lk(t)
1 + αkLk(t)
)
dW i(t).
Per il Teorema di Girsanov si ha
dW i(t) =

 i∑
k=β(t)+1
αkσk(t)Lk(t)
1 + αkLk(t)

 dt+ dWBd(t). (3.2)
Nell’ambito del Modello LIBOR, il tasso forward Li(t) segue le dinamiche
date da
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dLi(t) = σi(t)Li(t)dW
i(t).
Sostituendo (3.2) in questa espressione, si ottiene la tesi.
3.4 Calibrazione del Modello LIBOR
Sul mercato cap e floor vengono scambiati in misura decisamente maggiore
rispetto agli zero-coupon bond. Nonostante questi ultimi siano gli strumenti
finanziari piu` semplici, alla base della costruzione del Modello LIBOR vi e`
la corretta valutazione del prezzo dei cap.
Uno dei problemi piu` delicati per l’adozione nella prassi di tale modello (in
realta` per l’adozione di un qualsiasi modello finanziario) e` la sua calibra-
zione, ossia la scelta dei parametri del modello (in questo caso, le volatilita`
σi(t)). Nella scelta delle volatilita` hanno un ruolo importante diversi fattori:
le volatilita` che implicitamente sono assunte dal mercato; le convinzioni per-
sonali sull’andamento del mercato nel futuro; le volatilita` “storiche”, ossia
le volatilita` che derivano dall’analisi dei prezzi passati. Giocano un ruolo di
gran lunga predominante le volatilita` “implicite”.
Data la liquidita` del mercato dei cap, sono noti i prezzi di mercato dei cap
per varie scadenze. Le volatilita` implicite sono le volatilita` che si ottengono
invertendo la formula “Black 76”, ossia le volatilita` con le quali il prezzo per
i cap ricavato dalla formula “Black 76” coincide con il prezzo di mercato.
Nella formula “Black 76” la volatilita` e` presente tramite il valore∫ Ti−1
0 σ
2
i (s)ds.
Sono dunque diverse le possibilita` di scelta della funzione σi(t). Consideria-
mo nel seguito cap che abbiano tutti lo stesso strike. Quando si considerano
cap con strike diversi, sorgono dei problemi nella calibrazione che verranno
discussi nel prossimo capitolo.
• Si puo` decidere di considerare indipendentemente cap con scadenze
diverse. Per ciascun cap si determina la volatilita` implicita corrispon-
dente, assumendola costante.
In questo modo puo` pero` avvenire che si abbiano volatilita` diverse per
il medesimo caplet, in quanto appartenente a cap di scadenze diverse.
• Per ovviare a questo problema, conviene estrapolare i caplet dai cap ed
effettuare la calibrazione induttivamente sulla base dei singoli caplet.
Fissati i tempi {T0, ..., Tn}, supponiamo di disporre dei prezzi dei cap
con scadenza in ciascuno di questi tempi (a partire da T1). Il primo
caplet (con pagamento deciso al tempo T0 ed effettuato al tempo T1)
coincide con il cap di scadenza T1. Si considera la volatilita` implicita
costante σ1 sull’intervallo [0, T0] che determina, tramite la formula di
Black, il prezzo corretto del cap di scadenza T1. Come passo successivo
26
si considera il cap di scadenza T2, somma dei primi due caplet. Si
suppone che la volatilita` coincida con σ1 su [0, T0] e si determina il
valore costante σ2 che deve assumere su (T0, T1], affinche´ la formula di
Black dia il risultato corretto. Si procede allo stesso modo per i cap
successivi e si costruisce una funzione σ(t) definita su [0, Tn−1].
In questo modo si ottengono volatilita` costanti a tratti e i vari cap
hanno volatilita` consistenti tra loro.
• Alle volte e` desiderabile che la volatilita` sia una funzione con certe
proprieta` di regolarita`. In questi casi si suppone che le volatilita` siano
funzioni dipendenti da certi parametri, ad esempio
σi(t) = fi · ([a(Ti−1 − t) + d]e−b(Ti−1−t) + c).
Alla base della scelta della struttura delle volatilita` le considerazioni ma-
tematiche passano in secondo piano. Ben piu` importante e` l’esperienza
acquisita lavorando sul mercato.
3.5 Modello SWAP
A fondamento del Modello LIBOR vi e` la valutazione del prezzo dei caplet,
e dunque dei cap. L’importanza che questo strumento assume nel modello
considerato si deve all’enorme quantita` di cap che vengono scambiati sul
mercato. Esiste pero` un altro strumento, che riveste un ruolo di primo pia-
no nell’ambito dei derivati del tasso d’interesse: lo swaption. Questi due
strumenti, cap e swaption, occupano una fetta di gran lunga maggioritaria
del mercato dei derivati del tasso d’interesse.
Esiste una formula, analoga alle altre formule di Black, per la valutazione
del prezzo degli swaption. Risulta naturale dunque costruire, in maniera si-
mile a quanto fatto in precedenza, un modello consistente con tale formula:
il Modello SWAP.
Purtroppo i due modelli sono incompatibili: nell’ambito del Modello SWAP,
i tassi forward seguono dinamiche diverse da quelle previste dal Modello
LIBOR. Tale discrepanza non e` pero` preoccupante a livello pratico.
Riprendiamo rapidamente i concetti di swap, forward swap rate e swap-
tion, gia` presentati nella sezione 1.2.
Consideriamo dei tempi fissati {T0, ..., Tn}. Uno swap e` uno scambio tra un
tasso d’interesse variabile e un tasso d’interesse fisso. Per la precisione un
Tk × (Tn−Tk) swap di strike K e` definito da pagamenti che avvengono agli
istanti Tk+1, ..., Tn. All’istante Ti si riceve αi · Li(Ti−1) e si paga αi ·K.
Il forward swap rate Snk (t) e` il tasso fisso che rende un Tk × (Tn − Tk) swap
equo, ossia
Snk (t) =
pk(t)− pn(t)
Cnk (t)
, (3.3)
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dove Cnk (t) =
∑n
i=k+1 αipi(t).
Un Tk×(Tn−Tk) swaption di strike K e` un’opzione che da` diritto, all’istante
Tk, di avviare un Tk× (Tn−Tk) swap di strike K. Si tratta, come osservato
nella sezione 1.2, di un’opzione di payoff
Cnk (Tk) · (Snk (Tk)−K)+.
Definizione 3.5.1. La formula di Black all’istante t per un Tk × (Tn− Tk)
swaption di strike K e` data da
Cnk (t) · {Snk (t)N(d1)−KN(d2)},
dove
d1 =
1√∫ Ti−1
t
σ2k,n(s)ds
[
log
(
Snk (t)
K
)
+
1
2
∫ Ti−1
t
σ2k,n(s)ds
]
,
d2 = d1 −
√∫ Ti−1
t
σ2k,n(s)ds.
Nella costruzione del modello procediamo in maniera analoga a quanto
fatto in precedenza. Innanzitutto osserviamo che il forward swap rate Snk (t)
e` una martingala sotto la misura Qnk associata al numerario C
n
k (·). Questo
segue immediatamente dall’espressione (3.3).
Il Modello SWAP prevede che il tasso Snk (t) segua, sotto la misura Q
n
k ,
dinamiche della forma
dSnk (t) = S
n
k (t)σk,n(t)dW
n
k (t).
Il valore di un Tk × (Tn − Tk) swaption di strike K e` dato dal valore atteso
Cnk (0) ·EQ
n
k [(Snk (Tn)−K)+],
in cui si considera, con l’usuale tecnica del cambio di numerario, il valore
atteso sotto la misura Qnk . Effettuando esattamente gli stessi conti della
sezione 3.2, si ottiene che una formulazione esplicita di tale valore atteso e`
data da (3.5.1).
Combinando la tecnica del cambio di numerario e il teorema di Girsanov, e`
possibile calcolare le dinamiche dei tassi forward sotto la misura Qnk .
Proposizione 3.5.2. Supponiamo che i tassi forward Li(t) seguano dina-
miche come nel Modello LIBOR. Allora si ha, sotto la misura Qnk ,
dLi(t) = σi(t)Li(t)(µ
k,n
i (t)dt + dW
n
k (t)),
µk,ni (t) =
n∑
j=k+1
(2I{i≥i} − 1)αj
pj(t)
Ck,n(t)
max(i,j)∑
l=min(i+1,j+1)
αlσl(t)Ll(t)
1 + αlLl(t)
.
Il forward swap rate Snk (t) e` funzione dei tassi forward Li(t), infatti
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Snk (t) =
1−∏nj=k+1 11+αjLj(t)∑n
i=k+1 αi
∏i
j=k+1
1
1+αjLj(t)
.
E` possibile dunque esprimere le dinamiche di Snk (t) sotto Q
n
k tramite le
dinamiche dei tassi Li(t) presentate nella proposizione 3.5.2. Si osservi che
in generale la legge di Snk (t), calcolata a partire dai tassi forward, non e`
lognormale come e` previsto dal Modello SWAP. In altri termini, il Modello
LIBOR e` incompatibile con il Modello SWAP.
A livello pratico, e` stato mostrato tramite simulazioni numeriche che la
distanza tra le dinamiche di Snk (t) ottenute attraverso il Modello LIBOR e
quelle ottenute tramite il Modello SWAP non e` significativa. Per quanto la
formula (3.5.1) non sia esattamente in linea con il Modello LIBOR, questa
puo` essere comunque considerata una buona approssimazione del prezzo
corretto di uno swaption in tale modello.
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Capitolo 4
Il problema dello Smile
Preliminarmente alla discussione del problema dello Smile, introduciamo
una terminologia propria del gergo finanziario.
Definizione 4.0.3. Il caplet αi · (Li(Ti−1) − K)+ si dice essere “at the
money” (abbreviato ATM), se K = Li(0). Inoltre, se K < Li(0) si parla di
caplet “in the money”, mentre se K > Li(0) si parla di caplet “out of the
money”.
La medesima terminologia si applica ad un’opzione call qualsiasi. Per
definire un cap, ossia una collezione di caplet, “at the money”, occorrereb-
be considerare una mistura dei valori attuali dei tassi forward coinvolti. E`
abitudine chiamare un cap di strike K con pagamenti agli istanti T1, ..., Tn
“at the money”, quando il forward swap rate Sn1 (0) coincide con K.
Consideriamo un caplet con pagamenti decisi all’istante T0 ed effettuati
all’istante T1. Per un’ampia scelta di strike, esiste un mercato liquido per
simili caplet e dunque esistono i corrispondenti prezzi di mercato. Come e`
stato spiegato nel paragrafo 3.4, per determinare le volatilita` del modello
si confrontano il prezzo previsto dalla formula “Black 76” e il prezzo di
mercato. Il modello con la volatilita` implicita cos`ı ottenuta viene usato per
effettuare il pricing di strumenti finanziari piu` complessi che non dispongono
di un proprio prezzo di mercato.
Nell’ambito di un simile modo di procedere e` sottinteso che la volatilita`
implicita non dipenda dallo strike K. Quest’assunzione purtroppo e` falsa.
In generale, se si considerano K1 6= K2 e si calcolano le volatilita` implicite
σimp(K1), σimp(K2) ottenute dal confronto dei prezzi di mercato e dei prezzi
teorici dei caplet corrispondenti, si osserva che tali volatilita` implicite non
coincidono. In altri termini, la curva K 7→ σimp(K) non e` piatta. Si tratta
invece di una curva convessa, da cui il nome che tale curva ha assunto in
finanza: Smile.
In generale, lo Smile ha minimo in corrispondenza di K = L1(0), ossia per il
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caplet “at the money”. I caplet “in the money” e “out of the money” hanno
volatilita` implicita maggiore. Il Modello LIBOR come e` stato costruito
nel capitolo precedente non e` dunque in grado di cogliere perfettamente la
complessita` dei dati provenienti dal mercato. Sono state proposte, nel corso
degli anni, numerose estensioni a tale modello, per risolvere il problema
dello Smile.
Bruno Dupire descrisse nel 1994 un’estensione del modello di Black&Scholes
per affrontare tale problema. La soluzione di Dupire si e` rivelata, per motivi
che verranno chiariti in seguito, insoddisfacente. Per circa un decennio, ha
comunque fornito il metodo standard per risolvere il problema dello Smile;
ne daremo dunque una rapida descrizione.
4.1 Modello “a` la Dupire”
Consideriamo il caplet α1 ·(L1(S)−K)+, con pagamento all’istante T1 deciso
all’istante S ∈ [0, T0]. Supponiamo che, per ogni strike K ∈ R+, per ogni
istante S ∈ [0, T0], esistano prezzi di mercato CaplMarket(S,K) e che la
funzione (S,K) 7→ CaplMarket(S,K) sia C1,2([0, T0]× R+).
Il valore teorico del caplet e` dato da
α1 · p1(0) · EQT1 [(L1(S)−K)+] = α1 · p1(0) ·
∫ +∞
0 (x−K)+ϕS(x)dx,
dove ϕS(x) e` la densita` della variabile aleatoria L1(S) sotto la misura Q
T1 .
Occorre dunque che, per ogni K, si abbia
CaplMarket(S,K) = α1 · p1(0) ·
∫ +∞
0 (x−K)+ϕS(x)dx,
da cui
∂2CaplMarket(S,K)
∂K2
= α1 · p1(0) · ϕS(K). (4.1)
Nota la densita` della variabile L1(S), occorre esprimere delle dinamiche che
conducano a tale densita`. In generale, non e` possibile fare cio` in maniera
univoca. Sotto la misura QT1, occorre che il processo L1(t) sia una mar-
tingala e dunque che il termine di drift sia nullo. Dupire suppone che le
dinamiche del processo in considerazione siano della forma
dL1(t) = L1(t)σ1(t, L1(t))dW
1(t). (4.2)
Un modello in cui la volatilita` dipende, oltre che dal tempo, dal valore del
sottostante si dice modello a volatilita` locale.
Lemma 4.1.1. Supponiamo che L1(t) segua, sotto la misura Q
T1 , dinami-
che della forma 4.2. Sia Capl(S,K) = α1 · p1(0) · EQT1 [(L1(S) −K)+]. Si
ha allora
∂Capl
∂S
=
1
2
σ2(S,K)K2
∂2Capl
∂K2
.
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Dimostrazione. Sia ϕ(S, x) la densita` della variabile L1(S). Dall’equazione
di Kolmogoroff forward si ha
∂ϕ
∂S
=
1
2
∂2(σ2(S, x)x2ϕ)
∂x2
.
Integrando due volte rispetto ad x e usando la relazione (4.1) si ottiene la
tesi.
Data una famiglia di prezzi Capl(S,K), il lemma precedente ci fornisce
in maniera univoca la funzione di volatilita`:
σDupire(S,K) =
√√√√√√ 2 ·
∂Capl(S,K)
∂S
K2 · ∂
2Capl(S,K)
∂K2
.
Nonostante la semplicita` della soluzione, il modello proposto da Dupire si
e` rivelato inadeguato, in particolare nel caso, presentato in questa tesi, del
tasso d’interesse. Esistono prezzi di mercato per caplet con strike diversi,
ma la varieta` di strike non e` certo sufficiente per garantire un’unica defini-
zione “ragionevole” per la curva K 7→ Capl(K) su R+. Le interpolazioni
“buone” possono essere molte.
Nel modello sopra presentato vi e` necessita` di conoscere il prezzo dei caplet,
non solo al variare dello strike K, ma anche al variare dell’istante S, in cui
viene fissata l’entita` del pagamento. Spesso il mercato non fornisce prez-
zi per caplet con S diverso T0. Nell’ambito dell’equity market e` probabile
che esistano valori di mercato per call con varie scadenze. Fare una simile
assunzione per il mercato dei derivati del tasso d’interesse e` molto piu` pro-
blematico.
E` stato osservato inoltre che le dinamiche dello Smile previste dai mo-
delli a volatilita` locale sono diverse, anzi opposte, rispetto alle dinamiche
osservate sul mercato. Esaminiamo nel dettaglio tale questione, cruciale per
il superamento del modello proposto da Bruno Dupire.
Come e` stato dimostrato in [13], il legame tra la volatilita` di Dupire e i
prezzi di mercato puo` essere espresso, con ottima approssimazione, tramite
la volatilita` implicita dalla formula di Black:
σimp(K,L1(0)) ≃σDup
(
T0,
1
2
[L1(0) +K]
)
·
·
{
1 +
1
24
· σ
′′
Dup(T0,
1
2 [L1(0) +K])
σDup(T0,
1
2 [L1(0) +K])
(L1(0)−K)2
}
,
dove σimp(k, x) indica la volatilita` implicita secondo la formula di Black con
strike k e valore iniziale del tasso forward x e la derivata di σDup e` rispetto
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allo strike.
Se il tasso d’interesse forward al momento e` dato da l0 := L1(0), la calibra-
zione del modello di Dupire tramite la formula precedente comporta che si
abbia
σDup(T0, x) = σimp(2x− l0, l0){1 + · · · }.
Supponiamo che il tasso forward passi dal valore l0 al nuovo valore l1. Dalle
formule precedenti si osserva che il modello appena calibrato prevede che la
nuova volatilita` implicita sia data da
σimp(K, l1) = σimp(K + l1 − l0, l0){1 + · · · }.
Da questo semplice calcolo segue che, secondo il modello previsto da Du-
pire, quando il tasso forward cresce, lo Smile, ossia la curva delle volatilita`
implicite, trasla verso sinistra, mentre quando tale tasso decresce, la curva
trasla verso destra. Questo e` esattamente l’opposto delle dinamiche che si
osservano sul mercato. Tipicamente il tasso forward (o, piu` in generale, il
sottostante considerato) e lo Smile si muovono nella stessa direzione. D’al-
tronde e` stato gia` fatto notare che -in genere- lo Smile ammette minimo e
che tale punto di minimo e` raggiunto in corrispondenza del valore attuale
del tasso forward.
Il problema appena esposto comporta dei problemi nel calcolo delle greche
in questo modello. In particolare, non puo` essere corretto il calcolo della
∆, la sensibilita` del prezzo rispetto a variazioni del valore attuale del sotto-
stante. Infatti, questa e` data dalla derivata rispetto a L1(0) della formula
“Black 76”, ossia
∆ =
∂CaplBlack1
∂L1(0)
+
∂CaplBlack1
∂σimp
· ∂σimp
∂L1(0)
.
Per quanto osservato, il termine
∂σimp
∂L1(0)
ha, nel modello di Dupire, segno
opposto rispetto a quanto osservato nella realta`. Il calcolo della greca ∆ e`
dunque piu` accurato nel Modello LIBOR di partenza, piuttosto che nella
sua estensione prevista da Dupire.
Esiste infine un’evidenza empirica che mostra che la volatilita` si evolve in
modo stocastico. Questo fatto e le osservazioni precedenti hanno condotto
all’introduzione di modelli a volatilita` stocastica, che hanno in larga parte
sostituito i modelli a volatilita` locale.
4.2 Modelli a volatilita` stocastica
In questo paragrafo presentiamo due modelli a volatilita` stocastica, che si
sono distinti negli ultimi anni per la loro capacita` di cogliere in maniera
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adeguata lo Smile e per la loro trattabilita` analitica. Entrambi si basano su
modelli analoghi proposti in precedenza nel campo dell’equity. Il modello
di Wu e Zhang (2002) adatta le idee presenti nel celebre modello di Heston
al Modello LIBOR e, come in Heston, sfrutta la trasformata di Fourier per
ottenere i prezzi dei caplet. Il secondo modello e` stato proposto da Mercurio
e Morini (2007) e si fonda sulla formula di SABR, ormai comunemente in
uso in ambito finanziario.
4.2.1 Modello di Wu e Zhang
Nel modello di Wu e Zhang i tassi forward seguono, sotto la misura martin-
gala Q, dinamiche della forma
dLi(t) = Li(t)
√
V (t)σi(t) · [−
√
V (t)γi(t)dt + dZ
Q(t)]
dV (t) = k(θ − V (t))dt + ǫ
√
V (t)dWQ(t),
dove k, θ ed ǫ sono costanti positive, ZQ(t) un vettore di moti browniani
indipendenti e σi(t), γi(t) vettori. I moti browniani hanno correlazione data
da (
σi(t)
|σi(t)|dZ
Q(t)
)
· dWQ(t) = ρi(t)dt
e le funzioni γi(t) soddisfano la condizione
γi−1(t)− γi(t) = αiLi(t)
1 + αiLi(t)
σi(t). (4.3)
Possiamo ora ricavare le dinamiche del tasso forward Li(t) sotto la misu-
ra QTi .
Proposizione 4.2.1. Sotto la misura QTi, si hanno le seguenti dinamiche:
dLi(t) = Li(t)
√
V (t)σi(t)dZ
i(t)
dV (t) = [kθ − (k + ǫξi(t))V (t)]dt + ǫ
√
V (t)dW i(t),
dove
ξi(t) =
i∑
k=1
αkLk(t)
1 + αkLk(t)
|σk(t)|ρk(t).
Dimostrazione. Osserviamo che le dinamiche di pj(t) sotto la misura Q sono
della forma
dpj(t) = pj(t)(r(t)dt + γj(t)
√
V (t)dZQ(t)).
Da tali dinamiche, tramite la formula di Itoˆ e la relazione (4.3), si otten-
gono infatti le dinamiche dei tassi forward secondo Wu e Zhang. Poiche´ il
processo B(t) associato alla misura martingala segue le dinamiche dB(t) =
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B(t)r(t)dt, si ha per la formula di Itoˆ che il processo η
Tj
B (t) :=
pj(t)
pj(0)·B(t)
segue le dinamiche
dη
Tj
B (t) = η
Tj
B (t)
√
V (t)γj(t)dZ
Q(t).
Si ha immediatamente che il vettore di moti browniani ottenuto da ZQ
tramite la trasformazione di Girsanov Q→ QTi e` dato da
dZi(t) = dZQ(t)−
√
V (t)γi(t)dt.
Il moto browniano derivante da WQ(t) e` dato da
dW i(t) = dWQ(t)− dWQ(t) ·
(
dη
Tj
B (t)
η
Tj
B (t)
)
= dWQ(t)− dWQ(t) ·
√
V (t)γi(t)dZ
Q(t)
= dWQ(t) +
√
V (t)
i∑
k=1
αkLk(t)
1 + αkLk(t)
|σk(t)|
(
dWQ(t) · σk(t)|σk(t)|dZ
Q(t)
)
= dWQ(t) +
√
V (t)
i∑
k=1
αkLk(t)
1 + αkLk(t)
|σk(t)|ρk(t)dt
= dWQ(t) +
√
V (t)ξi(t)dt,
dove nella terza eguaglianza abbiamo usato di nuovo la relazione (4.3). Com-
binando i risultati appena ottenuti con le note espressioni per le dinamiche
sotto Q, si ottiene la tesi.
La presenza nel termine ξi(t) dei tassi forward L1(t), · · · , Li(t) rende le
equazioni della proposizione precedente poco trattabili. Si propone dunque
di congelare i coefficienti e procedere con la seguente approssimazione
ξi(t) ≃
i∑
k=1
αkLk(0)
1 + αkLk(0)
|σk(t)|ρk(t).
Definendo ξ˜i(t) := 1+
ǫ
k
ξi(t), l’equazione per V (t) puo` essere riscritta come
dV (t) = k[θ − ξ˜i(t)V (t)]dt + ǫ
√
V (t)dW i(t).
Affinche´ il modello sia utilizzabile in pratica, deve fornire espressioni anali-
tiche (o, almeno, rapidamente risolubili in modo numerico) per il prezzo di
caplet e swaption. E` necessario infatti poter calibrare in fretta il modello ai
dati provenienti dal mercato. Affrontiamo dunque il problema della valuta-
zione dei caplet.
Cerchiamo dunque un’espressione esplicita per il valore atteso
EQ
Ti
[
1
Li(0)
(Li(Ti−1)−K)+
]
,
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ossia
EQ
Ti [exp{X(Ti−1)}χ{Li(Ti−1)>K}]−
K
Li(0)
EQ
Ti [χ{Li(Ti−1)>K}],
dove X(t) := log( Li(t)
Li(0)
).
Lemma 4.2.2. Definiamo φ(X(t), V (t), t; z) := E[ezX(Ti−1)|Ft] e φ˜(z) :=
φ(X(0), V (0), 0; z), con z ∈ C. Si ha allora
EQ
Ti [χ{Li(Ti−1)>K}] =
φ˜(0)
2
+
1
π
∫ +∞
0
Im{e−iu log( KLi(0) )φ˜(iu)}
u
du,
EQ
Ti [eX(Ti−1)χ{Li(Ti−1)>K}] =
φ˜(1)
2
+
1
π
∫ +∞
0
Im{e−iu log( KLi(0) )φ˜(1 + iu)}
u
du.
Dimostrazione. Definiamo la funzione Fa(y) := E
QTi [eaX(Ti−1)χ{X(Ti−1)>y}].
Dimostriamo dunque
Fa(y) =
φ˜(a)
2
+
1
π
∫ +∞
0
Im{e−iuyφ˜(a+ iu)}
u
du.
Valutando tale espressione in y = log
(
K
Li(0)
)
e a = 0, a = 1, si ottiene la
tesi.
Consideriamo l’integrale di Stieltjes associato alla funzione Fa(z). Si ha∫
R
f(z)dFa(z) = −EQTi [eaX(Ti−1)f(X(Ti−1))].
Riscriviamo il termine Im{e−iuyφ˜(a+ iu)} come
EQ
Ti [eaX(Ti−1)Im{e−iu(y−X(Ti−1))}] =
=
1
2i
EQ
Ti [eaX(Ti−1)
(
e−iu(y−X(Ti−1)) − eiu(y−X(Ti−1))
)
]
=
1
2i
∫
R
eiu(y−z) − e−iu(y−z)dFa(z).
Ne segue∫ τ
0
Im{e−iuyφ˜(a+ iu)}
u
du =
∫ τ
0
∫
R
eiu(y−z) − e−iu(y−z)
2iu
dFa(z)du
=
∫
R
∫ τ
0
eiu(y−z) − e−iu(y−z)
2iu
dudFa(z),
dove lo scambio di integrali e` possibile in quanto
lim
y→−∞
Fa(y) = φ˜(a) < +∞.
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Notiamo ora∫ τ
0
eiu(y−z) − e−iu(y−z)
2iu
du = 2 · sgn(y − z)
∫ τ
0
sin(u|y − z|)
2u
du.
Ricordando che, per una qualsiasi costante positiva c, si ha
lim
τ→+∞
∫ τ
0
sin(cu)
u
du =
π
2
e usando quanto ottenuto finora, si ricava
1
π
∫ +∞
0
Im{e−iuyφ˜(a+ iu)}
u
du =
∫
R
sgn(y − z)
2
dFa(z)
=
1
2
(2Fa(y)− Fa(−∞)− Fa(+∞))
= Fa(y)− φ˜(a)
2
,
ossia quanto volevamo provare.
Grazie al lemma precedente, a patto di conoscere la funzione φ˜(z), pos-
siamo determinare il valore di un caplet nel modello di Wu e Zhang. Dal-
l’equazione di Kolmogoroff backward, e` noto che la funzione φ(x, V, t; z)
soddisfa la relazione
∂φ
∂t
+ k[θ − ξ˜i(t)V ] ∂φ
∂V
− 1
2
|σi(t)|2V
(
∂φ
∂x
− ∂
2φ
∂x2
)
+
1
2
ǫ2V
∂2φ
∂V 2
+ ǫρi(t)V |σi(t)| ∂
2φ
∂V ∂x
= 0,
con condizione terminale
φ(x, V, Ti−1; z) = e
zx.
Tale equazione puo` essere risolta numericamente. Nel ragionevole caso in cui
i coefficienti siano costanti a tratti, e` possibile fornire una soluzione esplicita.
Supponiamo dunque che i coefficienti siano costanti negli intervalli definiti
da 0 = τ0 < τ1 < · · · < τn = Ti−1.
Consideriamo una soluzione della forma
φ(x, V, t; z) = φ¯(x, V, τ ; z) := eA(τ,z)+B(τ,z)V +zx,
dove τ = Ti−1−t. Sostituendo questa espressione nell’equazione da risolvere,
otteniamo le seguenti equazioni per A e B:
dA
dτ
= kθB,
dB
dτ
=
1
2
ǫ2B2 + (ρiǫ|σi|z − kξ˜i)B + 1
2
|σi|2(z2 − z),
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con condizioni iniziali
A(0, z) = 0, B(0, z) = 0.
Queste equazioni possono essere risolte in modo ricorsivo.
Proposizione 4.2.3. Per coefficienti costanti a tratti e ǫ 6= 0, le equazioni
per A e B ammettono su τj ≤ τ < τj+1 un’unica soluzione della forma

A(τ, z) = A(τj, z) +
kθ
ǫ2
{
(aj + dj)(τ − τj)− 2 log
[
1− gjedj(τ−τi)
1− gj
]}
,
B(τ, z) = B(τj, z) +
(aj + dj − ǫ2B(τj, z))(1 − edj(τ−τj))
ǫ2(1− gjedj(τ−τj))
,
(4.4)
dove
aj = kξ˜i,j−ρi,jǫ|σi,j |z, dj =
√
a2j − |σi,j|2ǫ2(z2 − z), gj =
aj + dj − ǫ2B(τj, z)
aj − dj − ǫ2B(τj, z)
e ξ˜i,j, ρi,j e σi,j sono i valori costanti che le funzioni ξ˜i, ρi e σi assumono
sull’intervallo (Ti−1 − τj+1, Ti−1 − τj).
Quest’ultima proposizione risolve completamente il problema del pricing
per i caplet nel modello di Wu e Zhang. Il caso degli swaption e` del tutto
analogo, pertanto ne discuteremo solo brevemente.
Ricordiamo che un Tk×(Tn−Tk) swaption di strike K e`, usando le solite
notazioni, un’opzione di payoff
Cnk (Tk) · (Snk (Tk)−K)+.
Con le solite tecniche di cambio di numerario e congelamento dei coefficienti,
Wu e Zhang mostrano che Snk (t) e V (t) seguono, sotto la misuraQ
n
k associata
al numerario Cnk (·), le dinamiche approssimate
dSnk (t) = S
n
k (t)
√
V (t)
n∑
j=k+1
wj(0)σj(t)dZ
n
k (t)
dV (t) = k[θ − ξ˜nk (t)V (t)]dt + ǫ
√
V (t)dW nk (t),
dove
wj(0) =
∂Snk (0)
∂Lj(0)
Lj(0)
Snk (0)
ξ˜nk (t) = 1 +
ǫ
k
n∑
j=k+1
αjpj(0)ξj(t)
Cnk (0)
.
Tali dinamiche sono analoghe a quelle trovate, per il tasso forward Li(t) e
per V (t), nella proposizione 4.2.1. Il calcolo del prezzo dello swaption, ossia
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Cnk (0)S
n
k (0)
(
EQ
n
k [e
log
„
Snk (Tk)
Sn
k
(0)
«
χ{Snk (Tk)>K}]−
K
Snk (0)
EQ
n
k [χ{Snk (Tk)>K}]
)
,
segue dunque le stesse modalita` presentate per il caso del caplet.
Concludiamo la sezione dedicata al modello di Wu e Zhang, illustran-
do un metodo alternativo per il pricing dei caplet. Adottiamo in questo
contesto le medesime notazioni del Lemma 4.2.2. Calcoliamo il valore atteso
EQTi
[(
Li(Ti−1)
Li(0)
− K
Li(0)
)+]
.
Sia k = log( K
Li(0)
) e ϕ(s) la funzione di densita` di X(Ti−1) = log(
Li(Ti−1)
Li(0)
).
Riscriviamo il valore atteso da calcolare come
G(k) :=
∫ +∞
k
(es − ek)ϕ(s)ds.
Vorremmo determinare la trasformata di Fourier di G(k). Questa funzione
pero` non appartiene a L2(R), in quanto ha limite 1 a −∞. Aggiriamo tale
problema, considerando la funzione ausiliaria
g(k) := eakG(k),
per qualche costante a > 0. La trasformata di Fourier di g(k) e` data da
ψ(u) =
∫
R
eiukg(k)dk =
∫
R
eiuk
∫ +∞
k
eak(es − ek)ϕ(s)dsdk
=
∫
R
ϕ(s)
∫ s
−∞
(es+ak − e(1+a)k)eiukdkds
=
∫
R
ϕ(s)
[
e(1+a+iu)s
a+ iu
− e
(1+a+iu)s
1 + a+ iu
]
ds
=
1
(a+ iu)(1 + a+ iu)
∫
R
ϕ(s)e(1+a+iu)sds
=
φ˜(1 + a+ iu)
(a+ iu)(1 + a+ iu)
.
Il prezzo del caplet si ottiene considerando la trasformata di Fourier inversa
di ψ(u), ossia
G(k) = e−akg(k) =
e−ak
π
∫ +∞
0
e−iukψ(u)du.
Questo metodo consente di sfruttare le potenzialita` numeriche della Fast
Fourier Transform e risulta molto rapido nella pratica.
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4.2.2 Modello “a` la SABR” di Mercurio e Morini
In un articolo del 2002, Hagan, Kumar, Lesniewski eWoodward introdussero
il modello SABR, acronimo per stocastico, α, β e ρ (tre parametri del mo-
dello). In tale modello si suppone che il sottostante S(t) segua dinamiche
della forma
dS(t) = V (t)S(t)βdZ(t)
dV (t) = vV (t)dW (t),
con dZ · dW = ρdt. Il successo di tale modello e` dovuto alla seguente
proposizione, per la cui laboriosa dimostrazione rimandiamo a [12].
Proposizione 4.2.4. Consideriamo una call su S di strike K con paga-
mento all’istante all’istante T . Il suo valore, dato da
D(T )E[(S(T ) −K)+],
dove D(T ) e` il fattore di attualizzazione, puo` essere espresso tramite l’usuale
formula di Black&Scholes
D(T ){S(0)N(d1)−KN(d2)},
dove
d1,2 =
log
(
S(0)
K
)
± 12σ2SABRT
σSABR
√
T
.
La volatilita` σSABR e` data dalla formula
σSABR =
α
(sK)
(1−β)
2
{
1 + (1−β)
2
24 log
2( s
K
) + (1−β)
4
1920 log
4( s
K
) + · · ·
} · ( z
x(z)
)
·
{
1 +
[
(1− β)2
24
α2
(sK)1−β
+
1
4
ρβvα
(sK)
(1−β)
2
+
2− 3ρ2
24
v2
]
T + · · ·
}
,
dove
s = S(0), α = V (0), z = v
α
(sK)
(1−β)
2 log( s
K
)
e
x(z) = log
{√
1− 2ρz + z2 + z − ρ
1− ρ
}
.
Nel caso di una call “at the money”, ossia con K = s, la volatilita` σSABR
e` data dalla formula
σSABR =
α
s1−β
·
{
1 +
[
(1− β)2
24
α2
s2−2β
+
1
4
ρβvα
s1−β
+
2− 3ρ2
24
v2
]
T + · · ·
}
,
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I puntini all’interno della formula di SABR indicano che si tratta di
un’approssimazione. L’errore e` insignificante a fini pratici.
Mercurio e Morini hanno costruito un’estensione a volatilita` stocastica del
Modello LIBOR, in cui potesse essere sfruttata la proposizione precedente.
In tale modello, i tassi forward soddisfano, sotto la misura QBd , dinamiche
della forma
dLi(t) = L
β
i (t)V
2(t)

 i∑
k=β(t)+1
αkL
β
k(t)
1 + αkLk(t)
σkσi

 dt+ Lβi (t)σiV (t)dZBdi (t)
dV (t) = vV (t)dWBd(t),
con dZBdi ·dWBd = ρdt. Seguendo quanto fatto nella proposizione 3.3.1, ot-
teniamo le dinamiche dei tassi Li(t) sotto le corrispondenti misure forward:
dLi(t) = L
β
i (t)σiV (t)dZ
i(t)
dV (t) = −vV 2(t)ρµi(t)dt + vV (t)dW i(t),
dove µi(t) =
∑i
k=β(t)+1
αkL
β
k(t)
1 + αkLk(t)
σk.
La formula di SABR non e` applicabile, in quanto la volatilita` V (t) non
segue dinamiche lognormali. Mercurio e Morini propongono pertanto una
serie di approssimazioni, che conducono a dinamiche per V (t) della forma
desiderata. Innanzitutto, in maniera analoga a quanto fatto in precedenza,
consideriamo
µi(t) ≃ µ0i (t) =
i∑
k=β(t)+1
αkL
β
k(0)
1 + αkLk(0)
σk.
La presenza dei tassi forward nell’equazione per V (t) rende infatti il modello
intrattabile. Riscriviamo l’equazione per V (t) come
dV (t) = c(t)V 2(t)dt + vV (t)dW i(t),
dove c(t) = −vρµ0i (t).
Sia V˜ (t) la soluzione dell’equazione
dV˜ (t) = vV˜ (t)dW i(t), V˜ (0) = 1.
Dalla formula di Itoˆ si ha
d
(
V˜ (t)
V (t)
)
= −c(t)V˜ (t)dt,
da cui
V (t) = V˜ (t)
[
1
V (0)
−
∫ t
0
c(u)V˜ (u)du
]−1
.
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Le dinamiche di V (t), a meno della correzione
[
1
V (0) −
∫ t
0 c(u)V˜ (u)du
]−1
,
sono lognormali. Affinche´ siano effettivamente lognormali, occorre appros-
simare tale correzione stocastica con una correzione deterministica. Osser-
viamo che il termine
∫ t
0 c(u)V˜ (u)du ha varianza trascurabile rispetto al suo
valore atteso. Per integrazione per parti, si ha∫ t
0
c(u)V˜ (u)du =
∫ t
0
c(u)duV˜ (t)−
∫ t
0
∫ u
0
c(s)dsdV˜ (u)
=
∫ t
0
c(u)du +
∫ t
0
(∫ t
0
c(s)ds −
∫ u
0
c(s)ds
)
dV˜ (u)
=
∫ t
0
c(u)du +
∫ t
0
(∫ t
u
c(s)ds
)
vV˜ (u)dW i(u).
La varianza e` data dal momento secondo di
I(t) =
∫ t
0
(∫ t
u
c(s)ds
)
vV˜ (u)dW i(u),
ossia, per l’isometria di Itoˆ,
v2
∫ t
0
(∫ t
u
c(s)ds
)2
E[V˜ (u)2]du = v2
∫ t
0
(∫ t
u
c(s)ds
)2
ev
2udu
≤ v2c2
∫ t
0
(t− u)2 ev2udu,
dove c = max |c(s)|. Scrivendo esplicitamente quest’ultimo integrale, si ha
che la varianza cercata e` maggiorata da
c2
[
2
v4
ev
2t −
(
t2 +
2t
v2
+
2
v4
)]
= c2

 2
v4
+∞∑
j=0
(v2t)j
j!
−
(
t2 +
2t
v2
+
2
v4
)
= 2c2
+∞∑
j=3
v2j−4tj
j!
.
Per valori piccoli di t, la varianza di
∫ t
0 c(u)V˜ (u)du e` infinitesima di ordine
superiore a 2, dunque e` ragionevole approssimare tale termine con il suo
valore atteso
∫ t
0 c(u)du, ossia supporre
V (t) ≃ V˜ (t)
1
V (0) −
∫ t
0 c(u)du
.
Questa seconda approssimazione porta, per V (t), a dinamiche lognormali
della forma
dV (t) =
c(t)
1
V (0) −
∫ t
0 c(u)du
V (t)dt+ vV (t)dW i(t).
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Queste non sono pero` ancora adatte per ricondursi al modello di SABR.
Tale modello prevede drift nullo per la volatilita`. Procediamo dunque ad
effettuare una terza approssimazione.
Definendo M(t) := c(t)1
V (0)
−
R t
0
c(u)du
, si ha
V (T ) = exp
{∫ T
0
M(s)ds
}
exp
{
−1
2
v2T + vW (T )
}
.
Lo stesso valore per V (T ) si ottiene con dinamiche della forma
dV (t) = vV (t)dW i(t), V (0) = exp
{∫ T
0
M(s)ds
}
.
Un’opzione con scadenza T in genere dipende dall’intero processo (V (t))t∈[0,T ]
e non solamente dal suo valore finale. Mercurio e Morini propongono
pertanto di considerare
V¯0 :=
E[
∫ T
0 V (t)dt]
T
=
∫ T
0 exp{
∫ t
0 M(s)ds}dt
T
,
come valore iniziale per le dinamiche approssimate di V (t). In conclusione,
le dinamiche previste da Mercurio e Morini per V (t), per effettuare il pricing
di caplet di scadenza T , sono date da
dV (t) = vV (t)dW i(t), V (0) = V¯0.
A questo punto il modello puo` essere calibrato tramite la formula di SABR,
ossia i parametri β, ρ, v e σi possono essere determinati in modo tale che il
modello rappresenti in maniera adeguata i dati provenienti dal mercato.
Un procedimento analogo puo` essere condotto per calibrare il modello ai
prezzi di mercato degli swaption. Attraverso le usuali tecniche di cambio di
numerario e congelamento dei coefficienti, si giunge alle seguenti dinamiche
per il forward swap rate:
dSnk (t) = σk,nV (t)(S
n
k (t))
βdZnk (t),
con
σk,n =
√√√√ n∑
j=k+1
n∑
l=k+1
γj(0)σjγl(0)σl, γj(t) =
∂Snk (t)
∂Lj(0)
Lβj (t)
(Snk (t))
β
.
Il processo V (t) segue, sotto Qnk , le dinamiche
dV (t) = −vV 2(t)ρµk,n(t)dt + vV (t)dW nk (t),
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dove
µk,n(t) =
n∑
j=k+1
αjpj(t)
Cnk (t)
µj(t).
Le stesse approssimazioni effettuate per il pricing dei caplet possono avere
luogo anche in questo caso. Il modello di Mercurio e Morini puo` essere
dunque adattato ai prezzi di mercato sia dei caplet sia degli swaption.
4.3 Risultati numerici
In questa sezione mostriamo come, con una opportuna scelta dei parame-
tri, i modelli a volatilita` stocastica riescano a cogliere in modo adeguato il
fenomeno dello Smile.
La calibrazione di questi modelli e` stata effettuata a partire dai prezzi di
mercato degli Euro-caplet del 19 febbraio 2002, riportati in [19]. Conside-
riamo caplet che si riferiscono al tasso EURIBOR semestrale con scadenza
un anno, ossia caplet sul periodo dal 19 febbraio 2003 al 19 agosto 2003. I
prezzi dei caplet, al variare dello strike, sono espressi attraverso le rispettive
volatilita` implicite. Consideriamo, per le nostre simulazioni, il valore dei
caplet per strike intorno allo strike “at the money” K ≃ 3, 7%. Le volati-
lita` implicite corrispondenti a tali caplet, che presentiamo nella Tabella 4.1,
sono ottenute da quelle riportate in [19] tramite interpolazione lineare. I
medesimi dati sono presentati in forma grafica nella Figura 4.1.
Il caso considerato e` particolarmente semplice, in quanto e` sufficiente mo-
dellizzare le dinamiche di un unico tasso forward. Per il Modello di Wu e
Zhang, abbiamo posto k = 0, 599, θ = 0, 9, ǫ = 1, 62, ρ = −23%, V (0) = 0 e
σ(t) = −0, 089−0, 49 · e0,118·(t−1) . Con tali parametri, il modello conduce ai
prezzi e alle volatilita` implicite presentati nella Tabella 4.2. Osserviamo che
la condizione ǫ2 ≤ 2kθ, per la positivita` del tasso forward, non e` soddisfatta
per la nostra scelta dei parametri. La Figura 4.2 permette di apprezzare
la corrispondenza dello Smile previsto dal Modello di Wu e Zhang a quello
riscontrato sul mercato.
Poiche´ il caso trattato in questa sezione coinvolge un unico tasso forward, ri-
sultano per noi superflue le approssimazioni di Mercurio e Morini, introdotte
per garantire coerenza tra le dinamiche dei diversi tassi forward. Ponendo
ρ = 0, le dinamiche previste da Mercurio e Morini rientrano immediata-
mente nel caso SABR: e` dunque possibile fare uso della Proposizione 4.2.4
per il calcolo delle volatilita` implicite. Nella Tabella 4.3 sono presentate le
volatilita` ottenute con i parametri v = 0, 7, β = 0, 28, ρ = 0, V (0) = 0, 5 e
σ = 1. Nella Figura 4.3 confrontiamo lo Smile reale con lo Smile previsto
dal modello: anche in questo caso il modello risulta soddisfacente.
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Strike 2,7 % 3,2 % 3,7 % 4,2 % 4,7 %
Prezzi 1,04331 0,617505 0,29502 0,127798 0,0533178
Volatilita` implicita 25,76 % 22,20 % 20,02 % 20,18 % 20,76 %
Tabella 4.1: I prezzi e le volatilita` implicite per i caplet del 19 febbraio 2002.
Strike 2,7 % 3,2 % 3,7 % 4,2 % 4,7 %
Prezzi 1,04019 0,619702 0,29513 0,123525 0,0533016
Volatilita` implicita 25,2251 % 22,399 % 20,0275 % 19,8463 % 20,7581 %
Tabella 4.2: I prezzi e le volatilita` implicite per i caplet secondo il Modello
di Wu e Zhang.
Strike 2,7 % 3,2 % 3,7 % 4,2 % 4,7 %
Prezzi 1,04358 0,617556 0,299195 0,126538 0,054049
Volatilita` implicita 25,806 % 22,2046 % 20,3043 % 20,0818 % 20,8456 %
Tabella 4.3: I prezzi e le volatilita` implicite per i caplet secondo il Modello
di Mercurio e Morini.
Figura 4.1: Le volatilita` implicite per i caplet del 19 febbraio 2002.
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Figura 4.2: Confronto tra lo Smile riscontrato sul mercato e lo Smile previsto
dal Modello di Wu e Zhang.
Figura 4.3: Confronto tra lo Smile riscontrato sul mercato e lo Smile previsto
dal Modello di Mercurio e Morini.
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Capitolo 5
Il calcolo del prezzo e delle
greche
Nel capitolo precedente sono stati presentati dei modelli, capaci di coglie-
re in modo adeguato le dinamiche relative al tasso d’interesse presenti sul
mercato. Attraverso tali modelli si effettua la valutazione del prezzo di
determinate opzioni e del rischio ad esse legato. Nel presente capitolo ci
occuperemo esclusivamente di opzioni europee.
Sia L(·) un processo n-dimensionale, che segua le dinamiche
dL(t) = a(t, L(t))dt + b(t, L(t))dW (t).
Definizione 5.0.1. Un’opzione europea sul sottostante L con maturazione
all’istante S e tempo di esercizio T , con S < T , e` un contratto con payoff,
all’istante T , della forma φ(L(S)), con φ : Rn → R.
Sono scambiate sul mercato anche opzioni piu` complesse. Diffuse sono le
opzioni americane, che possono essere esercitate dal contraente in qualsiasi
istante precedente la scadenza dell’opzione.
Dalla Proposizione 2.0.6 si ha che il prezzo dell’opzione φ(L(S)), con
tempo di esercizio T , e` dato da
P := EQ
[
φ(L(S)) exp{− ∫ T0 r(s)ds}],
dove Q e` la misura martingala. Per il Teorema del Cambio di Numerario,
tale prezzo coincide con il valore atteso
Num(0) ·EQ˜
[
φ(L(S))
Num(T )
]
,
dove Q˜ e` la misura associata al numerario Num(·).
Oltre al prezzo di un’opzione, e` importante conoscere il rischio connesso
ad oscillazioni di valore del sottostante o ad imprecisioni nel modello. Queste
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informazioni sono espresse dalle derivate parziali del prezzo rispetto a L(0)
e ai vari parametri del modello.
Definizione 5.0.2. Le derivate parziali del prezzo P di un’opzione rispetto
a L(0) e ai vari parametri del modello sono dette greche. In particolare,
si definisce Delta la derivata parziale del prezzo P rispetto al dato iniziale
L(0), Gamma la derivata seconda del prezzo rispetto al dato iniziale e Vega
la derivata parziale del prezzo rispetto alla volatilita`.
Il calcolo del prezzo di un’opzione e delle greche ad essa relative avviene,
nella pratica, attraverso delle approssimazioni. Raramente e` infatti possibile
calcolare esplicitamente la soluzione delle equazioni differenziali che defini-
scono le dinamiche del sottostante. Anche il calcolo del valore atteso che
definisce il prezzo dell’opzione e delle derivate parziali di tale prezzo viene
effettuato attraverso approssimazioni numeriche.
La prima approssimazione avviene dunque sulle dinamiche del sottostante.
Si considerano delle dinamiche approssimate
dL∗(t) = a∗(t, L∗(t))dt + b∗(t, L∗(t))dW (t),
dove i coefficienti sono, in genere, scelti in modo da essere processi semplici.
In questo caso, gli integrali (deterministici e stocastici) si riducono a delle
somme.
Il calcolo del valore atteso che definisce il prezzo EQ [φ(L(S))], in cui per
semplicita` abbiamo tralasciato il numerario, avviene attraverso un’appros-
simazione MonteCarlo, ossia sfruttando le Leggi dei Grandi Numeri. Si
effettuano n simulazioni del processo approssimato L∗(·) e si pone
EQ [φ(L(S))] ≃ 1
n
∑n
i=1 φ(L
∗(S, ωi)).
Il calcolo delle greche risulta un problema piu` delicato. A seconda delle
proprieta` della funzione φ puo` essere opportuno scaricare la derivata su tale
funzione oppure sulla densita` di L∗(S). Tali questioni verranno esaminate
nel dettaglio nella sezione 5.2.
Approfondiamo, nella prossima sezione, il problema dell’approssimazione di
equazioni differenziali stocastiche.
5.1 Sviluppo di Taylor stocastico
Consideriamo fissata, in questa sezione, un’equazione differenziale stocastica
su [0.T ] della forma
dL(t) = a(t, L(t))dt + b(t, L(t))dW (t)
L(0) = l0,
(5.1)
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i cui coefficienti soddisfino, in questo caso, le classiche condizioni per l’esi-
stenza e l’unicita` della soluzione, ossia
|a(t, x) − a(t, y)|+ |b(t, x)− b(t, y)| ≤ K1|x− y|
|a(t, x)|2 + |b(t, x)|2 ≤ K2(1 + |x|2),
con K1 e K2 costanti positive.
Fissiamo inoltre una partizione {0 = t0 < t1 < · · · < tn = T} dell’intervallo
[0, T ] e definiamo la funzione β(·) come β(t) = k, se t ∈ (tk−1, tk].
Presentiamo alcuni schemi numerici per approssimare il processo L(·) ap-
pena definito. Il piu` elementare tra questi e` lo schema di Eulero.
Definizione 5.1.1. Si definisce schema di Eulero il processo approssimato
definito da
Le(tj+1) = L
e(tj) + a(tj, L
e(tj))(tj+1 − tj) + b(tj, Le(tj))(W (tj+1)−W (tj))
Le(t) = Le(tβ(t)−1), se t /∈ {0 = t0, t1, · · · , tn = T}
Le(0) = l0.
Vi e` un risultato per i processi di Itoˆ, analogo al classico sviluppo di Tay-
lor, che giustifica l’adozione dello schema di Eulero e di altre approssimazioni
numeriche per equazioni differenziali stocastiche.
Proposizione 5.1.2. Sia L(·) il processo stocastico definito da (5.1). Si ha
allora
L(t) = L(t0) + a(t0, L(t0))
∫ t
t0
ds + b(t0, L(t0))
∫ t
t0
dW (s)
+M1b(t0, L(t0))
∫ t
t0
∫ s
t0
dW (z)dW (s) +R,
dove
R =
∫ t
t0
∫ s
t0
M0a(z, L(z))dzds +
∫ t
t0
∫ s
t0
M1a(z, L(z))dW (z)ds
+
∫ t
t0
∫ s
t0
M0b(z, L(z))dzdW (s) +
∫ t
t0
∫ s
t0
∫ z
t0
M0M1b(u,L(u))dudW (z)dW (s)
+
∫ t
t0
∫ s
t0
∫ z
t0
M1M1b(u,L(u))dW (u)dW (z)dW (s)
e
M0g(·) = ∂g(·)
∂t
+ a(·)∂g(·)
∂L
+
1
2
b2(·)∂
2g(·)
∂L2
,
M1g(·) = b(·)∂g(·)
∂L
.
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Dimostrazione. Sia φ una funzione reale regolare su R2. Per la formula di
Itoˆ, si ha
dφ(t, L(t)) =
∂φ(t, L(t))
∂t
dt +
∂φ(t, L(t))
∂L
dL(t) +
1
2
∂2φ(X(t))
∂L2
(dL(t))2
=M0φ(t, L(t))dt +M1φ(t, L(t))dW (t).
Applichiamo quanto fatto alle funzioni a(·) e b(·) e sostituiamo il risultato
nell’equazione per L(·). Si ottiene dunque
L(t) = L(t0) + a(t0, L(t0))
∫ t
t0
ds + b(t0, L(t0))
∫ t
t0
dW (s)
+
∫ t
t0
∫ s
t0
M0a(z, L(z))dzds +
∫ t
t0
∫ s
t0
M1a(z, L(z))dW (z)ds
+
∫ t
t0
∫ s
t0
M0b(z, L(z))dzdW (s) +
∫ t
t0
∫ s
t0
M1b(z, L(z))dW (z)dW (s).
(5.2)
Su questo sviluppo si fonda lo schema di Eulero. La tesi si ottiene appli-
cando la formula di Itoˆ alla funzione M1b e sostituendo tale espressione
nell’equazione appena ricavata per L(·).
Applicando ancora la formula di Itoˆ, e` possibile raffinare ulteriormente
lo sviluppo. Dal seguente facile lemma segue lo schema di Milstein.
Lemma 5.1.3. Si ha∫ t
t0
∫ s
t0
dW (z)dW (s) =
1
2
(
(W (t)−W (t0))2 − (t− t0)
)
(5.3)
Dimostrazione. Dalla formula di Itoˆ, si ha d(W (t))2 = dt + 2W (t)dW (t).
Ne segue∫ t
t0
∫ s
t0
dW (z)dW (s) =
∫ t
t0
W (s)dW (s)−
∫ t
t0
W (t0)dW (s)
=
1
2
((W (t)2 −W (t0)2)− (t− t0))−W (t)W (t0) +W (t0)2
=
1
2
((W (t)−W (t0))2 − (t− t0)).
Combinando questo risultato con lo sviluppo di Taylor, otteniamo lo
schema di Milstein.
Definizione 5.1.4. Si definisce schema di Milstein il processo approssimato
definito da
Lm(tj+1) = L
m(tj) + a(tj , L
m(tj))(tj+1 − tj) + b(tj , Lm(tj))(W (tj+1)−W (tj))
+
1
2
b(tj , L
m(tj))
∂b(tj , L
m(tj))
∂Lm
((W (tj+1)−W (tj))2 − (tj+1 − tj))
Lm(t) = Lm(tβ(t)−1), se t /∈ {0 = t0, t1, · · · , tn = T}
Lm(0) = l0.
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Studiamo l’ordine di convergenza degli schemi di Eulero e di Milstein.
Teorema 5.1.5. Sia Le lo schema di Eulero associato al processo L. Sia
δ = max(tj+1 − tj). Supponiamo che le funzioni M0a, M1a, M0b e M1b
soddisfino le medesime condizioni di lipschitzianita` e crescita delle funzioni
a e b. Esiste allora una costante C per cui
E[|L(T )− Le(T )|] ≤ C · √δ.
Dimostrazione. Consideriamo lo sviluppo di L(·) della forma (5.2). Si ha
dunque
L(t) = L(0) +
2∑
i=1

β(t)−2∑
j=0
Ii[fi(tj , L(tj))]tj ,tj+1 + Ii[fi(β(t)− 1, L(β(t) − 1))]β(t)−1,t


+
6∑
i=3

β(t)−2∑
j=0
Ii[fi(·, L(·))]tj ,tj+1 + Ii[fi(·, L(·))]β(t)−1,t

 ,
dove
f1 = a, f2 = b, f3 =M0a, f4 =M1a, f5 =M0b, f6 =M1b,
I1[f(·)]u,v =
∫ v
u
f(s)ds, I2[f(·)]u,v =
∫ v
u
f(s)dW (s),
I3[f(·)]u,v =
∫ v
u
∫ s
u
f(z)dzds, I4[f(·)]u,v =
∫ v
u
∫ s
u
f(z)dW (z)ds,
I5[f ·)]u,v =
∫ v
u
∫ s
u
f(z)dzdW (s), I6[f(·)]u,v =
∫ v
u
∫ s
u
f(z)dW (z)dW (s).
Diamo una stima di Z(t) = E[sup0≤s≤t |L(s)− Le(s)|2]. Si ha
Z(t) ≤ 2
(
2∑
i=1
Rit +
6∑
i=3
Rii
)
, (5.4)
con
R1t := E[ sup
0≤s≤t
|
∫ s
0
a(β(u) − 1, L(β(u) − 1))− a(β(u) − 1, Le(β(u) − 1))du|2]
≤ t
∫ t
0
E[|a(β(u) − 1, L(β(u) − 1))− a(β(u) − 1, Le(β(u) − 1))|2]du
≤ K21 t
∫ t
0
E[|L(β(u) − 1)− Le(β(u)− 1)|2]du ≤ C1
∫ t
0
Z(u)du,
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dove abbiamo fatto uso della diseguaglianza di Ho¨lder e della condizione di
lipschitzianita` su a;
R2t := E[ sup
0≤s≤t
|
∫ s
0
b(β(u) − 1, L(β(u) − 1))− b(β(u) − 1, Le(β(u) − 1))dW (u)|2]
≤ 4E[|
∫ t
0
b(β(u) − 1, L(β(u) − 1))− b(β(u) − 1, Le(β(u) − 1))dW (u)|2]
= 4E
∫ t
0
E[|b(β(u) − 1, L(β(u) − 1)) − b(β(u) − 1, Le(β(u)− 1))|2]du
≤ 4K21
∫ t
0
E[|L(β(u) − 1)− Le(β(u) − 1)|2]du ≤ C2
∫ t
0
Z(u)du,
dove abbiamo fatto uso della diseguaglianza di Doob, dell’isometria di Itoˆ e
della condizione di lipschitzianita` su a;
R3t := E[ sup
0≤s≤t
|
∫ s
0
∫ u
β(u)−1
M0a(v, L(v))dvdu|2 ]
≤ t
∫ t
0
E[|
∫ u
β(u)−1
M0a(v, L(v))dv|2]du
≤ δt
∫ t
0
∫ u
β(u)−1
E[|M0a(v, L(v))|2]dvdu
≤ δK2t
∫ t
0
∫ u
β(u)−1
1 + E[|L(v)|2]dvdu
≤ δ2C3(1 + l20),
dove, oltre all’usuale diseguaglianza di Ho¨lder, abbiamo fatto uso delle stime
su M0a e sulle note stime sulla crescita della soluzione di un’equazione
differenziale stocastica (si veda [16]);
R4t := E[ sup
0≤s≤t
|
∫ s
0
∫ u
β(u)−1
M1a(v, L(v))dW (v)du|2 ] ≤ δ2C4
R5t := E[ sup
0≤s≤t
|
∫ s
0
∫ u
β(u)−1
M0b(v, L(v))dvdW (u)|2 ] ≤ δ2C5
R6t := E[ sup
0≤s≤t
|
∫ s
0
∫ u
β(u)−1
M1b(v, L(v))dW (v)dW (u)|2 ] ≤ δC6,
dove le stime sono state ottenute come in precedenza.
Si ha dunque
Z(t) ≤ C7δ + C8
∫ t
0
Z(u)du, (5.5)
da cui, per il lemma di Gronwall,
Z(T ) ≤ δC9 = δC7(1 + C8
∫ T
0
eC8(T−s)ds). (5.6)
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Ne segue la tesi.
Lo schema di Milstein consente di ottenere un ordine di convergenza
migliore. La dimostrazione del seguente teorema e` analoga a quella per lo
schema di Eulero.
Teorema 5.1.6. Sia Lm lo schema di Milstein associato al processo L.
Sia δ = max(tj+1 − tj). Supponiamo che le funzioni M0a, M1a, M0b,
M1b, M0M1b e M1M1b soddisfino le medesime condizioni di lipschitzianita`
e crescita delle funzioni a e b. Esiste allora una costante C per cui
E[|L(T )− Lm(T )|] ≤ C · δ.
Entrambi gli schemi numerici possono essere estesi al caso multidimen-
sionale, mantenendo lo stesso ordine di convergenza. Per lo schema di Mil-
stein esistono pero` delle complicazioni: dati due moti browniani distinti
W1(·) e W2(·), non esiste un’espressione semplice per l’integrale stocastico∫ t
t0
∫ s
t0
dW1(u)dW2(s). Esistono metodi per risolvere tale problema, ma pos-
sono risultare computazionalmente costosi.
Concludiamo la sezione presentando un ultimo schema numerico, noto in
letteratura come predictor-corrector, che talvolta puo` risultare piu` accurato
del classico schema di Eulero.
Definizione 5.1.7. Si definisce schema predictor-corrector il processo ap-
prossimato definito da
Lp(tj+1) = L
p(tj) +
1
2
(a(tj+1, L¯
p(tj+1) + a(tj , L
p(tj)))(tj+1 − tj)
+ b(tj, L
p(tj))(W (tj+1)−W (tj))
L¯p(tj+1) = L
p(tj) + a(tj , L
p(tj))(tj+1 − tj) + b(tj , Lp(tj))(W (tj+1)−W (tj))
Lp(t) = Lp(tβ(t)−1), se t /∈ {0 = t0, t1, · · · , tn = T}
Lp(0) = l0.
5.1.1 Simulazioni MonteCarlo
Scelto lo schema numerico per approssimare il sistema di equazioni differen-
ziali stocastiche, e` possibile procedere alla simulazione MonteCarlo. Illu-
striamo in breve il metodo per il calcolo del valore atteso E[φ(L∗(S))].
Supponiamo che il processo L∗(·) segua le dinamiche discretizzate
L∗(tj+1) = a(L
∗(tj))(tj+1 − tj) + b(L∗(tj))(W (tj+1)−W (tj)) j = 0, ...,m − 1
L∗(0) = l0,
dove {0 = t0 < · · · < tm = S} definisce una partizione di [0, S]. Sia n
il numero di simulazioni che si decide di effettuare. Per ogni simulazione
55
L∗(·, ωi), si pone L∗(0, ωi) = l0. In modo iterato, viene simulato il va-
lore X di una variabile aleatoria di legge N(0, 1) e posto L∗(tj+1, ωi) =
a(L∗(tj), ωi)(tj+1 − tj) + b(L∗(tj), ωi)√tj+1 − tj · X. Una volta ottenuti i
valori L∗(S, ω1), · · · , L∗(S, ωN ), si pone
E [φ(L∗(S))] ≃ 1
n
∑n
i=1 φ(L
∗(S, ωi)).
5.2 Il calcolo delle greche
Calcolare quanto il prezzo e` sensibile a variazioni dei parametri e` di fon-
damentale importanza. Il metodo classico, per ottenere una stima per la
derivata parziale del prezzo P (θ) rispetto ad un certo parametro θ, consi-
ste nel simulare le dinamiche del sottostante con il parametro perturbato
θ + ǫ e calcolare la variazione P (θ+ǫ)−P (θ)
ǫ
. Un simile approccio puo` essere
computazionalmente sconveniente, in quanto occorre simulare nuovamente
le dinamiche del sottostante, e risulta spesso impreciso. Sono stati elaborati
metodi alternativi per il calcolo delle greche per varie tipologie di prodotti.
In questa sezione studieremo, nell’ambito del Modello LIBOR classico, due
metodi generali per il calcolo delle greche.
Consideriamo le dinamiche dei tassi forward sotto la misura QBd , ossia per
i = 1, · · ·N
dLi(t) = Li(t)µi(t)dt + Li(t)σi(t)dW
Bd(t)
µi(t) =
i∑
k=β(t)+1
αkLk(t)
1 + αkLk(t)
σk(t)σi(t),
con t ∈ [0, Ti−1].
5.2.1 La stima pathwise
La stima della derivata avviene lungo ogni traiettoria, ossia si effettua la
derivata all’interno del valore atteso. Supponiamo di voler calcolare la delta
rispetto al k-esimo tasso forward Lk (la derivata rispetto a Lk(0)) per l’op-
zione φ(L1(s1), · · · , LN (sN )), con sj = ij ·∆t, ij ∈ N. Qualora la funzione
φ soddisfi opportune ipotesi di regolarita`, si ha
∂
∂Lk(0)
E[φ(L1(s1), · · · , LN (sN ))] = E

 N∑
j=1
∂φ(L1(s1), · · · , LN (sN ))
∂Lj(sj)
· ∂Lj(sj)
∂Lk(0)

 .
(5.7)
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Supponiamo, ad esempio, di approssimare le dinamiche dei tassi forward
come
L∗i (tj+1) = L
∗
i (tj) exp{[µ∗i (tj)−
1
2
σ2i (tj)](tj+1 − tj) + σi(tj)(WBd(tj+1)−WBd(tj))}
L∗i (0) = Li(0)
µ∗i (tj) =
i∑
k=β(tj)+1
αkL
∗
k(tj)
1 + αkL
∗
k(tj)
σk(tj)σi(tj),
dove tj = j∆t. Questa approssimazione corrisponde allo schema di Eulero
effettuato sul processo logLi(·), supponendo il termine di drift µi(·) di Li(·)
costante su ciascun intervallo della partizione di [0, T ].
Differenziando le dinamiche di L∗i (·) rispetto a Lk(0), si ottiene il processo
∆∗i,k di dinamiche
∆∗i,k(tj+1) = ∆
∗
i,k(tj)
L∗i (tj+1)
L∗i (tj)
+ L∗i (tj+1)
N∑
l=1
∂µ∗i (tj)
∂L∗l (tj)
∆∗l,k(tj)(tj+1 − tj)
∆∗i,k = χ{i=k}.
La prossima proposizione dimostra formalmente la validita` del metodo in-
trodotto.
Proposizione 5.2.1. Sia φ : RN → R una funzione lipschitziana. Allora
si ha
∂
∂Lk(0)
E[φ(L∗1(s1), · · · , L∗N (sN ))] = E

 N∑
j=1
∂φ(L∗1(s1), · · · , L∗N (sN ))
∂L∗j (sj)
·∆∗j,k(sj)

 ,
(5.8)
dove sj = ij ·∆t.
Dimostrazione. Grazie all’ipotesi di lipschitzianita`, si ha che φ e` derivabi-
le quasi ovunque. Sia Lǫi(·) il processo avente le medesime dinamiche di
L∗(·), ma condizione iniziale Lǫi(0) = L∗i (0) + ǫ. Per provare che e` possibile
scambiare derivata e integrale, mostriamo preliminarmente che
1
ǫ
|Lǫi(j∆t)− L∗i (j∆t)| ≤ Xi,j , (5.9)
con Xi,j variabile aleatoria integrabile (anzi, lognormale). Mostriamo tale
stima per induzione su j. Per j = 0, la stima e` ovvia. Poiche´ µ∗i (·) e`
limitato, µ∗iL
∗
i globalmente lipschitziano come funzione di L
∗
i (·) e exp{·}
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lipschitziano sui compatti, si ha
1
ǫ
|Lǫi((j + 1)∆t)− L∗i ((j + 1)∆t)|
=
1
ǫ
exp{−1
2
σ2i (j∆t)∆t+ σi(j∆t)
√
∆tZj+1}|Lǫi(j∆t) exp{µǫi(j∆t)}
− L∗i (j∆t) exp{µ∗i (j∆t)}|
≤ ξ
ǫ
(| exp{µǫi(j∆t)}(Lǫi(j∆t)− L∗i (j∆t))|
+ |L∗i (j∆t)(exp{µǫi(j∆t)} − exp{µ∗i (j∆t)}|)
≤ C1ξXi,j + ξ
ǫ
C2|L∗i (j∆t)(µǫi(j∆t)− µ∗i (j∆t))|
≤ C1ξXi,j + ξ
ǫ
C2(|(L∗i (j∆t)− Lǫi(j∆t))µǫi(j∆t)|
+ |Lǫi(j∆t)µǫi(j∆t) − L∗i (j∆t)µ∗i (j∆t)|)
≤ C1ξXi,j + C3ξXi,j + C4ξXi,j = (C1 + C3 + C4)ξXi,j ,
dove Zj+1 = W
Bd((j + 1)∆t) − WBd(j∆t) e ξ = exp{−1
2
σ2i (j∆t)∆t +
σi(j∆t)
√
∆tZj+1}. E` sufficiente a questo punto definire Xi,j+1 = (C1 +
C3 + C4)ξXi,j.
Dalla lipschitzianita` di φ, si ha
|φ(Lǫ1(s1), · · · , LǫN (sN ))−φ(L∗1(s1), · · · , L∗N (sN ))| ≤ K
N∑
j=1
|Lǫj(sj)−L∗j (sj)|
(5.10)
e dunque, grazie a (5.9) e al Teorema di Lebesgue, e` possibile scambiare
derivata e integrale, ossia
∂
∂Lk(0)
E[φ(L∗1(s1), · · · , L∗N (sN ))] = E
[
∂φ(L∗1(s1), · · · , L∗N (sN ))
∂Lk(0)
]
. (5.11)
La tesi segue immediatamente dalla definizione di ∆∗·,k(·).
5.2.2 La stima LRM
Il metodo appena presentato risulta inapplicabile, qualora la funzione φ
presenti delle discontinuita`. Supponiamo che la variabile aleatoria N -di-
mensionale X = (L1(s1), · · · , LN (sN )) abbia densita` d(x). Si ha allora
E[φ(X)] =
∫
RN
φ(x)d(x)dx. (5.12)
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La delta rispetto al k-esimo tasso forward e` data da
∂
∂Lk(0)
E[φ(X)] =
∫
RN
φ(x)
∂d(x)
∂Lk(0)
dx
=
∫
RN
φ(x)
∂d(x)
∂Lk(0)
d(x)
· d(x)dx
= E

φ(X) · ∂d(X)∂Lk(0)
d(X)

 .
Questo metodo per il calcolo della derivata parziale, detto likelihood ratio
method, abbreviato LRM, non richiede alcuna forma di regolarita` per la
funzione φ.
Consideriamo le medesime dinamiche discrete per il tasso forward come nel
caso del metodo pathwise, ma con un’ulteriore approssimazione relativa al
termine di drift
logL∗i (tj) = logL
∗
i (0) +
j−1∑
l=0
{[µ0i (tl)−
1
2
σ2i (tl)](tl+1 − tl)
+ σi(tl)(W
Bd(tl+1)−WBd(tl))}
µ0i (tj) =
i∑
k=β(tj)+1
αkL
∗
k(0)
1 + αkL
∗
k(0)
σk(tj)σi(tj).
Tale approssimazione consente di conoscere le leggi dei tassi forward, che
risultano lognormali.
Sia Y una variabile aleatoria di legge N (m(θ), σ2) con densita` ϕθ(x). Da
un semplice conto segue
∂ϕθ(x)
∂θ
ϕθ(x)
=
x−m(θ)
σ
· dm(θ)
dθ
. (5.13)
Questa osservazione permette di calcolare la derivata parziale del prez-
zo dell’opzione rispetto Lk(0). E` sufficiente, infatti, considerare un’op-
portuna funzione ψ(·) per cui si abbia ψ(logL∗1(s1), · · · , logL∗N (sN )) =
φ(L∗1(s1), · · · , L∗N (sN )). Poniamo
Yj = logL
∗
j(tij )
mj = logL
∗
j(0) +
ij−1∑
l=0
[µ0j (tl)−
1
2
σ2j (tl)](tl+1 − tl)
m˙j =
χ{j=k}
L∗k(0)
+
ij−1∑
l=0
∂µ0j(tl)
∂Lk(0)
(tl+1 − tl)
Σ = (al,m)l,m∈{1,···N},
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con al,m =
√∑min(il,im)
p=0 σl(tp)σm(tp)(tp+1 − tp). Supponendo la matrice Σ
invertibile, si ha
∂
∂Lk(0)
E[φ(L∗1(s1), · · · , L∗N (sN ))] = E
[
φ(L∗1(s1), · · · , L∗N (sN )) · (Y −m)TΣ−1m˙
]
,
(5.14)
dove con Y , m e m˙ indichiamo i vettori di componenti Yj , mj e m˙j .
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Appendice A
A.1 Fondamenti di Calcolo Stocastico
Presentiamo, senza dimostrazione, i principali strumenti di Calcolo Stoca-
stico usati in questa tesi.
Definizione A.1.1. Sia W (t) = (W 1(t), · · · ,W d(t)) un moto browniano
d-dimensionale. Il processo (X(t))t∈[0,T ] si dice di Itoˆ se
X(t) = X(0) +
∫ t
0
K(s)ds +
d∑
i=1
∫ t
0
H i(s)dW i(s),
dove K(t) e (H i(t))i sono adattati e si ha, quasi certamente,
∫ T
0 |K(s)|ds <
+∞ e ∫ T0 (H i(s))2ds < +∞.
Proposizione A.1.2 (Formula di Itoˆ). Siano X(t) = (Xi(t))1≤i≤n n pro-
cessi di Itoˆ
Xi(t) = Xi(0) +
∫ t
0
Ki(s)ds+
d∑
j=1
∫ t
0
H i,j(s)dW j(s)
e sia f ∈ C1,2(R,Rn), allora si ha
df(t,X(t)) =
∂f
∂t
(t,X(t))dt +
n∑
i=1
∂f
∂xi
(t,X(t))dXi(t)
+
1
2
n∑
i,j=1
∂2f
∂xi∂xj
(t,X(t))(dXi(t))(dXj(t)),
dove
dXi(t) = Ki(t)dt +
d∑
j=1
H i,j(t)dW j(t)
(dXi(t))(dXj(t)) =
d∑
m=1
H i,m(t)Hj,m(t)dt.
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Definizione A.1.3. Sia W (t) = (W 1(t), · · · ,W d(t)) un moto brownia-
no d-dimensionale, µ una funzione di (R+,Rn) in Rn, σ una funzione di
(R+,Rn) in Rn×d e Z una variabile aleatoria F0-misurabile a valori in Rn.
Un’equazione della forma
X(t) = Z +
∫ t
0
µ(s,X(s))ds +
∫ t
0
σ(s,X(s))dW (s) (A.1)
si dice equazione differenziale stocastica.
Proposizione A.1.4. Supponiamo che si abbia
|µ(t, x)− µ(t, y)|+ |σ(t, x) − σ(t, y)| ≤ K|x− y|;
|µ(t, x)| + |σ(t, x)| ≤ K(1 + |x|);
Z ∈ L2(Ω).
Allora l’equazione (A.1) ammette una ed una sola soluzione.
Proposizione A.1.5 (Equazioni di Kolmogoroff). Sia (X(t))s≤t il processo
soluzione dell’equazione
dX(t) = µ(t,X(t))dt + σ(t,X(t))dW (t),
X(s) = y
e sia p(s, y, t, ·) la densita` di probabilita` della variabile aleatoria X(t). Allora
si ha
∂p
∂s
+
n∑
i=1
µi
∂p
∂yi
+
1
2
n∑
i,j=1
Ci,j
∂2p
∂yi∂yj
= 0,
p(s, y, t, x)→ δy, se t→ s
e
∂p
∂t
+
n∑
i=1
∂
∂xi
[µip]− 1
2
n∑
i,j=1
∂2
∂xi∂xj
[Ci,jp] = 0,
p(s, y, t, x)→ δx, se s→ t,
dove C = σ · σT .
A.2 Teoremi per il cambio di misura
Teorema A.2.1 (Teorema di Girsanov). Sia (Ω,F , P ) uno spazio pro-
babilizzato. Sia (Ft)t la filtrazione naturale associata al moto browniano
(W (t))t. Sia (H(t))t un processo progressivamente misurabile per cui, qua-
si certamente, si abbia
∫ T
0 H(s)
2ds < +∞. Supponiamo inoltre che per il
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processo L(t), definito dalle dinamiche dL(t) = L(t)H(t)dW (t), L(0) = 1,
si abbia EP [L(T )] = 1.
Allora, secondo la probabilita` Q avente L(T ) come densita` rispetto a P , il
processo W ∗(t) =W (t)− ∫ t0 H(s)ds e` un moto browniano.
Dimostrazione. Grazie alle proprieta` delle funzioni caratteristiche, e` suffi-
ciente mostrare che, per ogni u e per ogni s < t, vale
EQ[eu(W
∗(t)−W ∗(s))|Fs] = e
u2
2
(t−s),
ossia che si ha
EQ[euW
∗(t)−u
2
2
t|Fs] = eW ∗(s)
u2
2
s.
In altri termini, poiche´ (L(t))t e` una martingala, la tesi equivale a dimostra-
re che il processo (Z(t))t e` una P -martingala, dove Z(t) = L(t)e
uW ∗(t)−u
2
2
t.
Dalla formula di Itoˆ segue immediatamente che dZ(t) = Z(t)(u+H(t))dW (t)
e dunque che Z(t) e` una martingala locale. Poiche´ L(t) e` una martingala,
anche Z(t) lo e`.
Teorema A.2.2 (Cambio di Numerario). Sia Q la misura martingala su
FT associata al numerario e
R t
0 r(s)ds. Supponiamo che S(t) sia un processo
adattato positivo tale che S(t)
e
R t
0 r(s)ds
sia una Q-martingala. Allora la misura
Q˜, definita dalla densita` dQ˜
dQ
(t) = 1
S(0) · S(T )
e
RT
0 r(s)ds
, e` una misura martingala
per il numerario S(t).
Dimostrazione. Sia π(t) il valore di un portafoglio ammissibile. Occorre
mostrare che π(t)
S(t) e` una Q˜-martingala. Per ipotesi si ha che
π(t)
e
R t
0 r(s)ds
e` una
Q-martingala. Facendo uso della formula di Bayes, si ottiene
EQ˜
[
π(t)
S(t)
|Fs
]
=
EQ[ϕ(t)π(t)
S(t) |Fs]
ϕ(s)
=
EQ[ 1
S(0)
S(t)
e
R t
0 r(u)du
π(t)
S(t) |Fs]
ϕ(s)
=
1
S(0)E
Q[ π(t)
e
R t
0 r(u)du
|Fs]
ϕ(s)
=
1
S(0)
π(s)
e
R s
0 r(u)du
ϕ(s)
=
π(s)
S(s)
,
ossia la tesi.
A.3 Teorema di Fubini stocastico
Teorema A.3.1. Sia (Ω,F , P ) uno spazio probabilizzato. Sia (Ft)t la fil-
trazione naturale associata al moto browniano (W (t))t. Supponiamo che il
processo (H(t, s))0≤t,s≤T sia tale che
• per ogni ω, l’applicazione (t, s) 7→ H(t, s)(ω) sia continua;
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• per ogni s, il processo (H(t, s))0≤t≤T sia adattato;
• si abbia ∫ T0 E[∫ T0 H2(t, s)dt]ds < +∞.
Allora si ha∫ T
0
(∫ T
0
H(t, s)dW (t)
)
ds =
∫ T
0
(∫ T
0
H(t, s)ds
)
dW (t).
Dimostrazione. Dalla diseguaglianza di Ho¨lder e dall’isometria di Itoˆ segue
∫ T
0
E
[
|
∫ T
0
H(t, s)dW (t)|
]
ds ≤
∫ T
0
(
E
[∫ T
0
H2(t, s)dW (t)
]) 1
2
ds
=
∫ T
0
(
E
[∫ T
0
H2(t, s)dt
]) 1
2
ds
≤
√
T
∫ T
0
E
[∫ T
0
H2(t, s)dt
]
ds < +∞.
L’integrale
∫ T
0
(∫ T
0 H(t, s)dW (t)
)
ds e` quasi certamente finito.
Data una partizione {t0, t1, · · · , tn} dell’intervallo [0, T ], si ha
∫ T
0
(
n−1∑
i=0
H(ti, s)(W (ti+1)−W (ti))
)
ds =
n−1∑
i=0
(∫ T
0
H(ti, s)ds
)
(W (ti+1)−W (ti)).
La tesi si ottiene passando al limite in entrambi i membri dell’eguaglianza.
A.4 Unicita` e positivita` della soluzione di EDS
Nel modello di Wu e Zhang la volatilita` compare sotto radice. E` dunque
necessario verificare che assuma quasi certamente solo valori positivi.
Proposizione A.4.1. Supponiamo che si abbia ǫ2 ≤ 2kθ. Allora quasi
certamente il processo V (t) non assume il valore 0.
Dimostrazione. Sia V (0) = v0 > 0. Per a, b ∈ R, definiamo i tempi di
arresto τa := inf{t ≥ 0 : V (t) = a} e τa,b := τa ∧ τb. Sia inoltre s la funzione
su ]0,+∞[ definita da
s(x) =
∫ x
1
e
2ky
ǫ2 y−
2kθ
ǫ2 dy.
Un calcolo immediato mostra che si ha
ǫ2
2
xs′′(x) + k(θ − x)s′(x) = 0.
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Per l’ipotesi ǫ2 ≤ 2kθ, si ha che l’esponente di y nella definizione di s, ossia
−2kθ
ǫ2
, e` minore o eguale a −1, e dunque limx→0 s(x) = −∞.
Siano δ e M tali che 0 < δ < v0 < M . Dalla formula di Itoˆ e dalla relazione
precedente segue che
s(V (t ∧ τδ,M)) = s(x) +
∫ t∧τδ,M
0
s′(V (s))dV (s) +
1
2
∫ t∧τδ,M
0
s′′(V (s))(dV (s))2
= s(x) +
∫ t∧τδ,M
0
(
ǫ2
2
V (s)s′′(V (s)) + k(θ − V (s))s′(V (s)))ds
+
∫ t∧τδ,M
0
s′(V (s))ǫ
√
V (s)dW (s)
= s(x) +
∫ t∧τδ,M
0
s′(V (s))ǫ
√
V (s)dW (s).
Da cui, data la limitatezza dal basso di s e s′ su [δ,M ], si ha
+∞ > E[(s(V (t ∧ τδ,M ))− s(x))2] = E[
∫ t∧τδ,M
0
(s′(V (s))ǫ
√
V (s))2ds]
≥ KE[t ∧ τδ,M ],
con K costante. Dunque, data l’arbitrarieta` di t, si ha E[τδ,M ] < +∞ e
quindi, quasi certamente, τδ,M < +∞. Pertanto si ha
s(x) = E[s(V (t ∧ τδ,M))] = E[s(V (t ∧ τδ))χ{τδ<τM}] + E[s(V (t ∧ τM))χ{τM<τδ}]
= s(δ)Q(τδ < τM) + s(M)Q(τM < τδ).
Poiche´ al tendere di δ a 0, s(δ) tende a −∞, necessariamente si ha Q(τ0 <
τM) = 0 e dunque, per l’arbitrarieta` di M , Q(τ0 < +∞) = 0. In altri
termini, la probabilita` che il processo V (·) passi per il punto 0 in tempo
finito e` nulla.
I teoremi classici consentono di affermare l’unicita` della soluzione di un’e-
quazione differenziale stocastica a coefficienti uniformemente lipschitziani.
La presenza della radice non permette pero` di applicare tali strumenti al
modello di Wu e Zhang. Enunciamo e dimostriamo un altro risultato di
unicita`.
Proposizione A.4.2. Consideriamo l’equazione differenziale stocastica
dS(t) = a(S(t))dt + b(S(t))dW (t), (A.2)
in cui a(·) sia una funzione lipschitziana di costante K1 e b(·) sia una
funzione 12-ho¨lderiana di costante K2. La soluzione di tale equazione e`
unica.
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Dimostrazione. Definiamo su [0,+∞[ la funzione ρ(x) = K2
√
x. Poiche´
1
ρ2
non e` integrabile in un intorno di 0, esiste una successione decrescente
(ǫn)n ⊂]0, 1[, tendente a 0, tale che∫ 1
ǫ1
1
ρ2
(x)dx = 1,
∫ ǫk−1
ǫk
1
ρ2
(x)dx = k,
per ogni k. Per ogni n, esiste una funzione continua ψn a supporto in
]ǫn, ǫn−1[ tale che
0 ≤ ψn(x) ≤ 2
ρ(x)n
,
∫ ǫn−1
ǫn
ψn(x)dx = 1.
Si definisca dunque
ϕn(x) =
∫ |x|
0
dy
∫ y
0
ψn(z)dz
su R. Si ha ϕn ∈ C2(R), |ϕ′n(x)| ≤ 1 e limn→+∞ ϕn(x) = |x|.
Siano S1(·) ed S2(·) soluzioni dell’equazione differenziale stocastica (A.2).
Si ha
S1(t)− S2(t) =
∫ t
0
(a(S1(s))− a(S2(s)))ds+
∫ t
0
(b(S1(s))− b(S2(s)))dW (s)
e, per la formula di Itoˆ,
ϕn(S1(t)− S2(t)) =
∫ t
0
ϕ′n(S1(s)− S2(s))(a(S1(s))− a(S2(s)))ds
+
1
2
∫ t
0
ϕ′′n(S1(s)− S2(s))(b(S1(s))− b(S2(s)))2ds
+
∫ t
0
ϕn(S1(s)− S2(s))(b(S1(s))− b(S2(s)))dW (s).
Passando ai valori attesi,
E[ϕn(S1(t)− S2(t))] = E
[∫ t
0
ϕ′n(S1(s)− S2(s))(a(S1(s))− a(S2(s)))ds
]
+
1
2
E
[∫ t
0
ϕ′′n(S1(s)− S2(s))(b(S1(s))− b(S2(s)))2ds
]
= I1 + I2.
Grazie alle proprieta` di ψ(·) e ϕ(·), si ha
|I1| ≤ E
[∫ t
0
|a(S1(s))− a(S2(s))|ds
]
≤ K
∫ t
0
E[|S1(s)− S2(s)|]ds
|I2| ≤ 1
2
E
[∫ t
0
2
n
ρ−2(|S1(s)− S2(s)|)ρ2(|S1(s)− S2(s)|)ds
]
≤ t
n
.
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Passando al limite per n→ +∞, si ottiene
E[|S1(t)− S2(t)|] ≤ K
∫ t
0
E[|S1(s)− S2(s)|]ds.
Per il lemma di Gronwall E[|S1(t) − S2(t)|] = 0, dunque quasi certamente
S1(t) = S2(t).
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