In this paper, we enlist some known and establish some new oscillation criteria for the second order nonlinear differential equations of the form
INTRODUCTION
In the study of the oscillatory behavior of the Emden-Fowler equation n(r)+q(t) Ix(t)l'sgnx(t)=O, r. > 0,
where q E C[ [to, CD), R], many criteria exist which involve the behavior of the integral of q. For related studies which provide background material and motivation for the present paper, we refer the reader to the works of Butler [l] , Coles [2, 31, the present authors [4-l 11, Hartman [12] , Kamenev [13-151, Kwong and Zettl [16] , Onose [17] , Philos [18-201, Willett [21, 22] , Wintner [23] , Wong [2428] , Yan [29] , and Yeh [30] , to mention some. In the linear case, i.e., when d = 1, three of the more important oscillation criteria for Eq. (*) are I 5 q(s) ds = 00 (Wintner [23] ), (C,) 10 lim L J' J.' 1 + m t 10 10 q(u) du ds = cc (Wintner [23] ), (C,) (i) liminf,,,J:,q(s)ds= -m> -co (ii) lim supt-cu i ' j;, jyo q(u) du ds = co (Hartman [ 121) .
(C,)
Recently, Butler [l] proved that Wintner criterion (C,) is suflicient for the oscillation of Eq. (*) when 2 > 1. In the sublinear case, i.e., 0 < 1% < 1, Kamenev [13] relaxed condition (C,) to (C,) (ii). In [22] , Willett showed that condition (C,) (ii) is not sufficient for the oscillation of Eq. (*) when 1 b 1. However, if (C,) holds, then Eq. (*) with ,J > 1 is oscillatory (see Wong [24] ). Earlier, Coles [2, 31, Kamenev [13, 141, and Willett [21] extended these criteria to the linear case by considering weighted averages of the integral of q of the form where 4 is positive and locally integrable, but not integrable on [to, co), and proved that the condition lim A(t, to, 4, q) = co t-cc (Cd) is sufficient for the oscillation of Eq. (*) when 2 > 1. Kamenev's result in [14] is stronger and more general than that stated and was obtained for the equation Further extensions and improvements to the above mentioned criteria which involve the average behavior of the integral of the alternating coefficient for more general equations of type (*) are established by many authors, we choose to refer to those in [lL30] and references cited therein.
The purpose of this paper is to enlist some more recent oscillation criteria and establish some new results for second order nonlinear damped differential equations of the form (a(t) $(x(t)) i(t)Y + p(t) i(f) + q(r) .0x(r), = 0,
which extend and improve those mentioned above. In Section 2, we establish some general criteria which guarantee that Eq. (1) is oscillatory.
The obtained results can be applied to several cases where the criteria (C, ))( C,) and their extensions are not applicable. In Section 3, we present some new oscillation theorems for Eq. (1) with $(x) = 1 and ,f'(.u) = 1.~1' sgn x, i. > 0. Theorem 8 (below) answers an open question posed by Kamenev [ 143,  while the other theorems of this section improve and unify some of the known results in [6, 8-10, 15, 18, 19, 24301 . In section 4 we discuss some sufficient conditions so that every solution .Y of the forced equation
satisfies lim inf, _ Jc Ix(t)/ = 0. Some specific comparisons to known results will be made in the text of the paper. Examples are inserted in the text to illustrate the relevance of the theorems. Due to the existence of a vast literature on this topic the list of references is not claimed to be complete.
GENERAL OSCILLATION CRITERIA
Consider the second order differential equation
where a, p, q: [to, cc) -+ R = ( -so, GO), $, f': R -+ R are continuous, and a(t)>0 for tat,,.
We assume that
O<c,<ll/(x)<c, for all x (2) and xf(x) > 0 and f'(x)>k>O
Without further mention we assume throughout that every solution x(t) of Eq. (1) under consideration here is continuable to the right and is nontrivial; i.e., x(t) is defined on some ray [TX, cc ) for some T, 2 to and Sup{ Ix(t)/ : t > T} > 0 for every T > TX Z 0.
The oscillatory character is considered in the usual sense, i.e., a solution of Eq. (1) is said to be oscillatory if it has arbitrarily large zeros; otherwise, it is said to be nonoscillatory. Equation (1) is called oscillatory if all its solutions are oscillatory.
Recently, the present authors [S] established an oscillation criterion for the oscillation of Eq. (1) with $(x) = 1, which generalizes the result of Coles [2] , and it goes as follows: THEOREM *. Let condition (3) hold and suppose that there exist function p E C'[ [to, co), (0, co)] and a positive and locally integrable function 4 on [to, co) such that a(t)P(t)-p(t)P(t)=Y(t)BO for tat,, and then Eq. (1) with Ii/(x) = 1, is oscillatory.
Theorems l-3 of this section extend and improve Theorem * to Eq. (1). It will be convenient to make use of the following notations in the remainder of this paper.
Let @(t, to) denote the class of all positive and locally integrable but not integrable functions which contains all bounded functions for t B t,.
For any positive integer n let 4; E @(t, to) (i = 1. 2, . . . . n) and p~C'[[r~~, 'x)), (0, CD)] be such that Also, we let ,i=a(r)P(r)-$p(t)p(l). Proof Let x(t) be a nonoscillatory solution of Eq. (1). Without loss of generality, we assume that x(t) # 0 for all t 2 to. Furthermore, we suppose that x(t) > 0 for t 3 t,, since the substitution u = -x transforms Eq. (1) into an equation of the same form subject to the assumptions of the theorem. Now, we define
Then for every t 2 to, we obtain
Using conditions (2) and (3) we have
Thus, for t 2 to
Hence, for all t 3 to, we get
We multiply (10) by u'Jt) and integrate from t, to t. Then we multiply the results by wl(t) and integrate from t, to t. After n -I such steps, we multiply the obtained result by \v, r(r) and integrate from to to f again. 
. (14) and (15) .for t 3 t,, then Eq. ( 1) is oscillatory.
Proof: Let x(t) be a nonoscillatory solution of Eq. (1). Without loss of generality, we assume that x(t) # 0 for t 3 t, and next suppose that x(t) > 0 for t > t,,. Furthermore, we consider the function W defined as in the proof of Theorem 1 and then for t > t, we obtain (8) .
Now, using conditions (14) and (15) in (8) Hence for all t > to, we get Now, we can complete the proof by the procedure of the proof of Theorem 1.
Remark. We note that condition (2) of Theorem 1 can be relaxed to (14) and condition (15) of Theorem 2 can be replaced with (3) only if we are concerned with the oscillatory behavior of all bounded solutions of Eq. (1). However, in general it seems not to be true. This is illustrated by the following example. Here, c = 1 and the upper bound of the function Ic/ does not exist. Accordingly, Theorem 1 fails to apply to Eqs. (E, ) and (E2). Now, if x(t) is bounded for t > t,, this implies that cl exists. Thus, all the conditions of Theorem 1 are satisfied with p(t) = t, #i(t) = l/t (i = 1, 2, . . . . n), and e(u) = 22, 0 < 1< 1, u > 0, and hence all bounded solutions of Eqs. (E, ) and (E,) are oscillatory. Similarly, condition (15) of Theorem 2 is not satisfied for Eq. (E,) since the constant k* does not exist and when x(t) is bounded for t 3 to, the condition (3) replaces (15). Now, we can apply Theorem 2 to Eq. (E, ), using the same functions p, tii (i = 1, 2, . . . . n), and 8 given above and we again conclude that all bounded solutions of Eq. (E2) are oscillatory.
We note that Eq. (E,) has an unbounded nonoscillatory solution .x(t) = In t while Eq. (E2) has the bounded oscillatory solution x(t) = sin t.
For the special case, where $(x) = 1, i.e., for the differential equation
we present the following oscillation result. 2. Some interesting corollaries can be obtained from our results if we let 0(x)=x', 0 6 a < 1, and 4, E @(t, to) (i= 1, 2, . . . . n). These corollaries would include and improve the results of Coles [2, 31, Kamenev [ 141, Willett [21] , and Wintner [23] . The details are left to the reader.
3. In Theorems 1 and 2, we note that the sign of the damping coefficient p is chosen according to the conditions imposed on the functions ,f and Ic/. We also see that any change in the size of the damping term affects the oscillatory behavior of the equations considered. This is illustrated by the following examples. EXAMPLE 2. Consider the differential equation
Here we choose p(t) = t and 4i( t) = l/t. Equation (&) admits a nonoscillatory solution x(t) = In t. Only condition (7) of Theorem 2 is violated.
has a nonoscillatory solution x(t) = t. All the conditions of Theorem 1 are satisfied for p(t) = t and dl(t) = l/t except condition (4 2-sin;sinln t) (2-sinx(t))i(t))'+fx(t)=O, t > 0, (Ed has the oscillatory solution x(t) = sin In t, and the differential equation
has the oscillatory solution x(t) = sin In t. It is easy to check that the above equations are oscillatory by Theorem 1 for p(t) = 1 and q51(t) = 1. and the function f can be any one of the following:
IxI'sgnx, xER for n>O and cx>O; (iii) f(x)=xlog2(p+ Ix]); XER for p> 1; (iv) f(x)=xe"l"l; XER for A>O; (v) f(x)=sinhx, XER.
We takep(t)=tand~,(t)=l/t=w0(t)forr>t,=zj2. Next, we present some oscillation results for Eq. (l), by using integral average condition of the type (C,). The obtained criteria extend and unify some of the results of the present authors [6, lo] , Kamenev [ 151, Yan [29] , and Yeh [30] . Proof: Let x(t) be a nonoscillatory solution of Eq. (l), say x(t) > 0 for t > to. As in the proof of Theorem 1, we obtain (9) for t 3 to. Thus, for
," a',;;;;;, W(T) dT, s and consequently
Divide the above inequality by R"(t) and take the upper limit as t -+ x.
Using (17), we obtain a contradiction. This completes the proof of the theorem.
The following two corollaries are immediate from Theorem 3.
COROLLARY 2. If condition (17) of Theorem 3 is replaced by,
where the functions r, R, p, and g and the constant a are defined as in Theorem 3, then the conclusion of Theorem 3 holds. The proof follows that of Theorem 3 by letting L' = c1 = I. The details are omitted.
In the case when the damping coefficient "p(t)" is nonpositive for t 3 t(,. we give the following theorem. THEOREM (14) and (15) 
Let p(t) <O for t b to and conditions

CR(t) -R(s)l" P(S) q(s) -(ds, c)CNt) -R(s)1 CR(t)-R(s)lzm2 ds= J--MS) 4s) p(s))'. 4k*a(s) p(s)
. I 4
ti>here R(t) = j:,, r(u) du. Then Eq. (1 ) is oscillator!).
Proof: Let x(t) be a nonoscillatory solution of Eq. (1). Assume x(t) > 0 for t > to. Proceeding as in the proof of Theorem 1, we get (8) . Now, using (14) , (15), and the fact that p(t) ~0 for t 2 t,, we have r(tv c) ti(t, < -p(t) q(t) + ___ k* a(f) P(l)
for t>&
The rest of the proof is similar to that of Theorem 3 and hence is omitted.
The following examples are illustrative: EXAMPLE 6. Consider the second order differential equation
where the function f is defined as in Example 5. 2. In Theorems 3 and 4 no assumption is made on s" r(s) ds. Therefore, the conclusion holds in both cases where (I) or (II) below is satisfied: Cl Cw-wJ)l"+' -4s) 4s) Pb)12 z 4s) Pb) 1 ds= ~ Next, we discuss the oscillatory property of strongly superlinear differential equations of the form of (1). Note that the differential equation (1) Let conditions (2), (3), and ( 19) hold and suppose that the ,functions p, 0, and dk (k = 1, 2, . . . . n) as defined in Theorem 1 are such that the conditions (5) and (6) 
[f condition (7) holds with
then Eq. (1) is oscillatory.
Proof. Let x(t) be a nonoscillatory solution of Eq. ( 1). Assume that x(t) > 0 for t 2 to. Next, consider the function W as defined in the proof of Theorem 1, and then for all t > t, we obtain (8). Using conditions (2) and (3) in (8) The rest of the proof is similar to that of Theorem 1 and hence is omitted.
The following result is concerned with the oscillatory behavior of Eq. (1) when the damping coefficient p(t) is nonpositive for t 2 t,. THEOREM 6. Let p(t) < 0 for t > to, conditions (14) and (15) (5) and (6) hold. [f condition (7) holds bvith g = q, then Eq. ( 1 I is oscillatory.
Proof: Let x(t) be a nonoscillatory solution of Eq. ( 1 ), say -u(r) > 0 for t b t,. As in the proof of Theorem 1, we get (8), i.e.. pi/(t)= -p(t)q(t)+a(t)P(t)~~~t~j;r;'r'-
or By the Bonnet theorem, for t 2 t,, there exist 5,) tz E (It,, t] such that and j,; (-14.7) P(S)) ds= (-At,) Ato)) j,;$$+ =(-P(to)P(t,)) j.iy;).&=M,> since conditions (14) and (22) 
(EM).
On the other hand, Theorems 1 and 2 ensure the oscillation of Eqs. (Eg) and (E,) in Example 4, while Theorems 5 and 6 fail to apply to these equations.
The following oscillation criterion is of the type of Theorems 3 and 4 and can be applied to strongly superlinear equations of the form of (1). THEOREM 7. Let conditions (2), (3), and (19) hold and assume that there exist afunction p~C'((t~, co), (0, a)] an d a constant c( E (1, 00) such that condition (20) holds. If
1 where g(t) = q(t) -(1/4k)( l/c -l/cl)(p2(t)/a(t)), then Eq. (1) is oscillatory.
Proox Let x(t) be a nonoscillatory solution of Eq. (1). Assume x(t) > 0 for t 2 to. As in the proof of Theorem 5, we obtain (21). Thus, The rest of the proof is similar to that of Theorem 3 and hence is omitted.
FURTHER RESULTS
The oscillation results presented in the previous section require the restriction (3) or (15) on f and thus the results are not applicable to equations of type (1) when f'(x) = Ixli sgn x, 0 <E. # 1.
In [ 141, Kamenev posed a question, whether condition (3) can be relaxed to f'(x) 2 0 for x # 0 or whether it can be omitted. Therefore, the purpose of this section is to consider such a problem concerning the differential equation
where the functions a, p, and q are defined as in Eq. (1).
As in the previous section we let p E C ' [ [ t,, cc), (0, cc )] and qQEcD(t,tO) (k=1,2 )...) n) and define wk (k=O,l,..., n-l), elk (k=2, . . . . n), y, and A as in Section 1 and let
Now, we give the following oscillation criterion. 
then Eq. (26) is oscillatory for all A> 1.
Proof: Let x(t) be a nonoscillatory solution of Eq. (26), say x(t) > 0 for t b to. Furthermore, we put a(t) a(t) W(t) = p(t) T' Then it follows from Eq. (26) 
and consequently a(t) P(t) +&~~'p(s)q(s)ds+~~y(s, l)#fs x (t) 10 10 -
where 6 = (A + 1)/2 and C = a( &,)(a( t,,)/x'( to)).
By the Bonnet theorem, for t 3 to there exists a 5 E [r,, r] so that Thus, for t 3 to we get
where L=C+M. Next, we consider the following three cases for the behavior of .i. 
The rest of the proof is similar to that of Theorem 1 and hence is omitted. Once again, we can complete the proof by the procedure of the proof of Theorem 1.
Case 3. i < 0 on [T, GO) for some t 2 t,. If (34) holds, then we can arrive at a contradiction by the procedure of Case 1. So, we suppose that s Oc 4s) P(S) ( > 4s) 2Em 10 xs(s) .
Using (28) 
By the assumption, we can choose a T, > T such that
and then for any t 3 T, we get -a(t) P(w(w"(N( -W(t)lx(t))) i(t) -(m+L)+i.J:a(s)p(s)((i(s))2/x"+'(s))ds~ -i.ro.
Integrate the above inequality from T, to t to obtain which together with (37) yields from which it follows that i(t)< -(x(T,)+-<O a(t) P(f) for t>,t,, or contradicting the assumption that x(t) > 0. This completes the proof.
The following result is concerned with the oscillatory behavior of Eq. (26) for all jb > 0. Proof: Let x(t) be a nonoscillatory solution of Eq. (26), say x(t) > 0 for f > t,. From the definition of the function p, it follows that y( t, 1) = 0 for t 3 t,. Now, if W is defined as in the proof of Theorem 8, then we get (33 ). The rest of the proof is similar to that of Theorem 8 and hence is omitted.
Remarks. 1. It is easy to check that condition (28) Since p(t) = 0, we have p(t) = 1. All conditions of Corollary 4 are satisfied with 0(x) = 1 and $r(t) = l/t and hence Eq. (Erg) is oscillatory for all 3, > 0. We note that Wong's result in [28] is not applicable to Eq. (E,,) since a(t) $1. 2. Once again condition (28) can be replaced by (28) 'and the conclusion of Theorem 9 remains valid. We also note that Theorem 9 and Corollary 5 are applicable to Eqs. (El,) and (E18), respectively. The details are left to the reader.
The following theorem is related to the criteria obtained by Philos [lS, 193 and Wong [24] . THEOREM 
where h(t) = l/a(t) p(t), then Eq. (26) is oscillatory for all A> 1.
Proof: Let x(t) be a nonoscillatory solution of Eq. (26) . Assume that x(t) > 0 for t 2 t,. Proceeding as in the proof of Theorem 8 we obtain (33) and according to the sign of R we consider the following three cases: Case 1. 1 is oscillatory. As in the proof of Theorem 8, we choose a t, z t, so that (35) holds for t > t,. From (33), we obtain
for t3 t,. h3 x"(t)
Divide both sides of the above inequality by a(t) p(t) and integrate from t, to t we get
Using (29) and (35) Remarks. 1. Theorem 10 improves and unifies some of the known oscillation results of Philos [18, 191 and Wong [24] .
2. We note that condition (28) can be replaced by (28) ' and the conclusion of Theorem 10 still holds. Also, Theorem 10 and Corollary 7 can be applied to some cases in which Theorem 1 in [ 18, 191 is not applicable. To illustrate such cases, we consider Eqs. (Er,) and (I?,,). It is easy to check that Theorem 10 and Corollary 7 are applicable to Eqs. (E,,) and (E,8). respectively, while Theorem 1 in [ 18, 191 fails to apply to these equations.
ASYMPTOTIC BEHAVIOR OF FORCED EQUATIONS
We give some results concerning the asymptotic behavior of the solutions of forced differential equations of the form (a(t) ti(x(t)) i(t)I-+ P(l) i(t) +4(t) f(x(t)) = 4th (42) where a, p, q, Ic/, fare defined as in Eq. (1) and e E C[ [ t,, co), R]. PROPOSITION 1. If, in addition to the hypotheses of Theorem 1, u'e assume that s cc P(S) l4s)l ds < 00, Obviously, x is nonoscillatory. Without loss of generality, we assume that x(t) # 0 for all t > to and next we suppose that x(t) > 0 for t 3 to. Furthermore, we consider the function W defined in the proof of Theorem 1 and obtain e(t) wt, = -P(t) 4(t) + p(t) -f(x(t)) + ?4t, 4@(t))) w(t) a(t) p(t) 1 f'(x(t)) w'(t) a(t) p(t) $(x(t)) .
Thus, for t 3 t, k lqt,< -p(t) s(t)--a(t) p(t)
where c* = inf x( t) > 0 and
We integrate (44) from t, to t to obtain where N= W(to) + (l/f(c*)) I:,, p(s) le(s)l ds. is discussed in [7, 9, 13, 17 , 201 and hence we exclude the discussion here.
3. The results of this paper are extendable to differential equations with deviating arguments of the form (4f) b+(t)) 4f)Y + P(f) i(t) + s(t) fc&!(~)l) = 0.
This will form the subject of a separate study. (45) 
