Barycentric coordinates provide a convenient way to represent a point inside a triangle as a convex combination of the triangle's vertices and to linearly interpolate data given at these vertices. Due to their favourable properties, they are commonly applied in geometric modelling, finite element methods, computer graphics, and many other fields. In some of these applications, it is desirable to extend the concept of barycentric coordinates from triangles to polygons, and several variants of such generalized barycentric coordinates have been proposed in recent years. In this paper we focus on exponential three-point coordinates, a particular one-parameter family for convex polygons, which contains Wachspress, mean value, and discrete harmonic coordinates as special cases. We analyse the behaviour of these coordinates and show that the whole family is C 0 at the vertices of the polygon and C 1 for a wide parameter range.
Introduction
Let P be a strictly convex polygon with n ≥ 3 vertices v 1 , . . . , v n ∈ 2 in anticlockwise order. We denote the interior of P by the open set Ω ⊂ 2 and its closure byΩ, so thatΩ is the convex hull of the vertices. 
2) Barycentric property:
3) Lagrange property: λ i (v j ) = δ i , j , i = 1, . . . , n , j = 1, . . . , n ,
where δ i , j is the Kronecker delta.
If n = 3, so that P is a triangle, then it was already known to Möbius [5] that the corresponding barycentric coordinates are uniquely defined by
where A(x , y , z ) denotes the signed area of the triangle [x , y , z ] with vertices x , y , z ∈ 2 . Note that throughout this article we consider vertex indices cyclically over 1, . . . , n , so that v n +1 = v 1 and v 0 = v n , for example.
If n ≥ 4, then such a unique definition does not exist, but Floater et al. [3] provide a simple recipe for constructing generalized barycentric coordinates. For any given set of functions c 1 , . . . , c n : Ω → , let 
are then well-defined and satisfy conditions (1a) and (1b) for any v ∈ Ω, as long as the denominator W (v ) does not vanish. Moreover, if the w i in (2) are non-negative on Ω, then the λ i extend continuously toΩ and satisfy condition (1c). However, the non-negativity of the w i is only a sufficient condition and the recipe above usually leads to proper generalized barycentric coordinates even if it is not satisfied. Floater et al. [3] further study the family of exponential three-point coordinates, which is defined by setting c i (v ) = r i (v ) p in (2) for some p ∈ and r i (v ) = v − v i (see Figure 1 ). The name of this family refers to the exponent p and the fact that w i (v ) in (2) depends on the three vertices v i −1 , v i , v i +1 of P for this choice of c i (v ) . They realize that Wachspress coordinates [7] , mean value coordinates [2] , and discrete harmonic coordinates [1, 6] are special members of this family for p = 0, p = 1, and p = 2, respectively, and that p = 0 and p = 1 are the only choices of p for which the w i in (2) are positive. According to the sufficient condition mentioned above, this implies that Wachspress and mean value coordinates are generalized barycentric coordinates in the sense of Definition 1, but what about other values of p ?
The plots in Figures 2 and 3 suggest that exponential three-point coordinates are well-defined overΩ for other values of p , too, and in this paper we prove that they are proper generalized barycentric coordinates for any p ∈ . To this end, let us first observe that the denominator W (v ) in (4) does not vanish for any v ∈ Ω. Proposition 1. Exponential three-point coordinates are well-defined over Ω for any p ∈ . 
Proof. Omitting the argument v and noticing that
, as shown in Figure 1 , we can write W as
which is clearly positive for v ∈ Ω. Therefore, the λ i in (3) do not have any singularities in Ω.
Next, let us analyse the behaviour of the functions λ i as v approaches any of the open edges
. . , n of P . In this case, the area A i converges to zero, so that w i and w i +1 diverge to infinity. We can fix this problem by introducing the products
of all areas A j and those with one or two terms missing, respectively, and considering the functions
Since A is well-defined and does not vanish over Ω, it is clear that the functions
coincide with the λ i on Ω, but they have the advantage of being well-defined over the open edges of P .
Proposition 2. Exponential three-point coordinates extend continuously to Ω ∪ E 1 ∪ · · · ∪ E n and are linear along E 1 , . . . , E n for any p ∈ .
Proof. Let us write v ∈ E j as v = (1 − t )v j + t v j +1 for some t ∈ (0, 1) and note that A j (v ) = 0 and
Therefore, by (6) and omitting the argument v ,
and similarlyw
and conclude that theλ i are well-defined over E j . Moreover,
A similar trick can be used to show that the λ i also extend continuously to the vertices v j of P and satisfy the Lagrange property (1c), but it requires a more refined and careful analysis (Section 2). We further investigate the behaviour of the derivatives of exponential three-point coordinates at the vertices and show that they are at least C 1 for any p < 1 (Section 3).
Continuity at the vertices
The functionsλ i in (8) are not well-defined at the vertices of P , except for p = 0, but the linear behaviour along the edges E j in (9) implies thatλ i (v ) converges to δ i , j as v approaches v j along the boundary of P . It turns out that this behaviour also holds for v approaching v j arbitrarily inside P (Section 2.1), so that a continuous extension of exponential three-point coordinates toΩ is obtained by enforcing the Lagrange property (1c). For p ≤ 1, the coordinates can further be extended to some region around P , but they have unremovable singularities arbitrarily close to the vertices for p > 1 (Section 2.2).
Convergence from inside
Let us first consider the case p < 0 and analyse the behaviour of the functionsλ i as v approaches some vertex v j of P . In this case, the distance r j converges to zero, so that r p j and at leastw j diverge to infinity. Similar to above, we can fix this problem by introducing the products
and considering the functionŝ
Since R is well-defined and does not vanish over Ω ∪ E 1 ∪ · · · ∪ E n , it is clear that the functionŝ
coincide with theλ i on Ω ∪ E 1 ∪ · · · ∪ E n , but they have the advantage of being well-defined at the vertices of P . 
The reasoning in the proof of Lemma 1 does not carry over to the case p > 0, because R and R i for i = j diverge to infinity as v approaches v j . However, for 0 < p < 1, this divergence is counterbalanced by the zero-convergence of the areas A j −1 and A j , so that theŵ i converge to finite values at v = v j . Figure 4 ), we can bound the first quotient as
for any v ∈ Ω. Since the upper bound is zero at v = v 1 , we conclude
and similarly
It follows that all terms of theŵ i in (10) with a diverging factor R i , i = 1, converge to zero, because they contain one of these two quotients. Among the other three terms with factor R 1 , which is finite at v = v 1 , the terms in w 2 andŵ n are zero, because A 1 and A n vanish, so that only the second term inŵ 1 is non-zero. Consequently,
The proof of Lemma 2 does not extend to the case p > 1, because the upper bound in (11) diverges. Going back to the functionsλ i in (8), we see that they are not well-defined at the vertices of P , because all thew i and thus alsoW are zero at v = v j . However, for p > 1, this problem can be fixed by considering the functions
Lemma 3. Exponential three-point coordinates extend continuously toΩ for p > 1.
Proof. As in the proof of Lemma 2, we consider only the case where v approaches v 1 . Like in (11), we can bound the quotients A 1 /r 1 and A n /r 1 for any v ∈ Ω as
where e n = v n − v 1 is the length of E n (see Figure 4 ). Since these bounds are constants, they also hold in the limit. For i = 1, we then observe that all terms ofw i in (6) contain either A 1 or A n plus one other factor (A 1 , A n , B 2 , B n , or r p 1 ) that vanishes at v 1 , so that lim v →v 1w i (v )/r 1 (v ) = 0. It remains to show that vanishes at v = v 1 and A n ,1 does not, the proof is complete. Note that the limit c A n −1 ofw 1 /r 1 may not be the same for two different sequences of v , which both converge to v 1 , but this does not affect the proof, because the ratio (w 1 /r 1 )/(W /r 1 ) always converges to 1.
We are now ready to summarize our observations. Proof. It follows from Proposition 1 and Proposition 5 in [3] that exponential three-point coordinates are continuous and satisfy conditions (1a) and (1b) over Ω for any p ∈ . Proposition 2 and Lemmas 1, 2, and 3 further show that they can be extended continuously toΩ for p ∈ {0, 1} and that this extension satisfies condition (1c) and is piecewise linear along the boundary of P . For p = 0 and p = 1, the same boundary behaviour follows from Corollary 2 in [3] , and it implies that conditions (1a) and (1b) hold for any point on the boundary of P and thus for any v ∈Ω.
Convergence from outside
Let us now enlarge the domain fromΩ to the open set Ω ε by adding all points v ∈ 2 , which are ε-close to Ω (see Figure 5) , and analyse the continuity of exponential three-point coordinates over Ω ε .
To this end, let h j (v ) be the (shortest) distance between a point v and the line through v j and v j +1 , and let
be the minimum and maximum distance between the vertices and the supporting lines of P . We further denote the minima and maxima of distances between vertices of P , of edge lengths, and of areas C i by respectively and finally introduce the positive constants
which we use for defining upper bounds on ε that guaranteeW to be positive over Ω ε \Ω for p < 1.
Proof. Since n ≥ 3, p < 0, and c ≤ c , we conclude from (16) that
Without loss of generality, we now focus on the situation around v 1 and consider the three regions (see Figure 6 )
because all other cases follow by symmetry. Let us start with the case v ∈ S 1 and establish some bounds for r i (v ) and A i (v ). Since v is closer to v 1 than to v 2 , we can use the triangle inequality and (17) to get
because p < 0. Moreover, since v and v i for i ≥ 3 lie on opposite sides of the line through v 1 and v 2 , we have
We next derive some bounds for h i (v ), which then turn into bounds for
We first note that h 1 (v ) < ε, hence
In general, we can get an upper bound for all h i (v ) by triangle inequality,
For i = 2, a lower bound can be obtained by recalling that v is closer to v 1 than to v 2 , so that
For i ≥ 3, the minimum distance from any point on the edge [v 1 , v 2 ] to the line through v i and v i +1 is either
Overall, we conclude that
The idea now is to use (5) to rewriteW in (7) as
with
and to show that the first term in (23) dominates the last term. To this end, we observe that
where we obtain the second inequality by recalling that p < 0, and so
Using (19) and (21), we then conclude
which impliesW > 0, and similar arguments lead to
for the case v ∈ S 3 . If v ∈ S 2 , then we rewriteW as
which is positive because of (24) and (25), which are also valid in this case.
Proof. As in the proof of Lemma 4, it follows from (26) that ε < c /4, and we proceed by considering the first of the three regions in (18). For any v ∈ S 1 , the bounds in (21) and (22) still hold, and we further observe that
and therefore r Moreover, by triangle inequality we get the upper bound
for any i . With these bounds at hand we conclude that
Using (27), we then get
which impliesW > 0, exactly as in the proof of Lemma 4, and also the other cases v ∈ S 3 and v ∈ S 2 follow analogously.
The reasoning in Lemma 5 does not extend to the case p = 1, because the upper bound in (26) converges to 0 as p approaches 1. This suggests thatW vanishes at the vertices of P for p ≥ 1, and Figure 7 confirms that the zero level curve {v ∈ 2 :W (v ) = 0} passes through the vertices of P for p ≥ 1. For p = 1, this is not a problem, and Hormann and Floater [4] prove that the corresponding mean value coordinates are continuous over 2 . But the following two examples show that exponential three-point coordinates for p > 1 can have non-removable singularities in 2 \Ω arbitrarily close to the vertices of P , and so they are, in general, not continuous over Ω ε for any ε > 0. Note that the polygons in both examples were chosen to keep 
.
there exists some δ > 0 such thatw 3 is positive over T δ . Therefore,w 3 is negative over T δ , because A 1 is negative and A 4 is positive over this region.
Despite the existence of these non-removable singularities, it seems hard to find an example of a sequence
In particular, our numerical experiments suggest that λ i always converges to the correct value at v j , if v j is approached along any line through v j . This is not the case for p ≥ 2, though. 2 )/15 for y > 0, hence
which shows that λ 1 is not continuous over Ω ε for any ε > 0. For p > 2, we get
for y > 0, and using L'Hôpital's rule, we obtain
Similar reasoning shows that lim
which again demonstrates that λ 1 is not continuous over Ω ε for any ε > 0. We should point out that the direction of the ray R does not by chance happen to be tangent to the zero level curve {v ∈ 2 :W (v ) = 0} at v 1 in this example. In fact, our numerical experiments suggest that λ i converges to the correct value at v j along any other line through v j .
Let us conclude this section by summarizing our observations. Figures 2 and 3) is also the reason why the values of the maximal ε are smaller in this example, but the overall shape of the plot is similar, with the maximal value of ε ≈ 0.077 occurring at p ≈ −0.22. Note how the position of the maximum changes as the exterior angle of the bottom left vertex becomes the dominating smallest exterior angle.
Differentiability at the vertices
Since exponential three-point coordinates are continuous over Ω ε , and in particular in an ε-neighbourhood of the vertices v j for p ≤ 1, it seems natural to further study the differentiability at v j . Wachspress coordinates (p = 0) are rational functions and therefore infinitely differentiable over Ω ε and in particular at v j . Mean value coordinates (p = 1) instead have been shown [4] to be C ∞ for any v ∈ 2 , except at the vertices v j , where they are only C 0 . However, it turns out that the case p = 1 is very special (Section 3.1) and that three-point coordinates are at least C 1 at v j for any p < 1. To carry out this analysis, let us remember the notion of the directional derivative
and that a necessary condition for the differentiability ofλ i at v j is the existence of a gradient ∇λ i (v j ), which satisfies
Because of the linear behaviour of exponential three-point coordinates along the edges P , as shown in Proposition 2, it is clear that the directional derivative along the adjacent edges E j −1 and E j , that is, in the directions
respectively. Some simple algebra then shows that the only choice of ∇λ i (v j ) that satisfies (29) for u = u
and this choice is indeed the limit of ∇λ i (v ) as v approaches v j .
Proof. Without loss of generality, we only consider the case j = 1, so that A 1 , A n , B 2 , B n , and r 1 converge to zero as v approaches v 1 , while B 1 converges to −C 1 and all other A i , B i , and r i converge to positive real numbers. We recall from the proof of Lemma 2 that the quotients A 1 /r p 1 and A n /r p 1 converge to zero and note that similar arguments can be used to show that
We also remember from the proof of Lemma 3 that the quotients A 1 /r 1 and A n /r 1 are bounded for any v ∈ Ω ε and likewise for the quotients B 2 /r 1 and B n /r 1 , so that
We now apply the product rule to the right hand side of (10) to get
and further expand this sum using
where
is the unit vector pointing from v l into the direction of v . A careful analysis then reveals that most of the terms converge to zero for i = 1, because they contain at least one factor (A 1 , A n , B 2 , or B n ) that vanishes at v 1 or one of the quotients in (12), (13), (32), or (33) that converges to zero, while all other factors either converge to finite values or (in the case of s 1 ) are bounded as v approaches v 1 . The only terms that do not converge to zero emerge from R 1 ∇A 1 in the case i = 2 and from R 1 ∇A n in the case i = n , and overall we get
The remaining gradient ∇ŵ 1 diverges at v 1 , but it turns out that multiplying it with any of theŵ i , i = 2, . . . , n , which converge to zero as v approaches v 1 , as shown in the proofs of Lemmas 1 and 2, is sufficient to counterbalance the divergence. Indeed, it follows, using the same arguments as above, that
By the chain rule, (34), (35), and the fact thatŴ converges to R 1 (v 1 )C 1 A n ,1 (v 1 ), we finally get
For i = 1, we note thatλ 1 = 1 − n i =2λ i and therefore
where the last step follows from the fact that A n + A 1 = B 1 + C 1 . can be paired with one of the linear functions A j −1 , A j , B j −1 , or B j +1 , which vanish at v j . Since these pairs are C k +1 , then so isλ i . Moreover, if p = −2k for some k ∈ , thenλ i is a rational function, just as in the case of Wachspress coordinates (p = 0), and likewise C ∞ over Ω ε . However, the result is still quite remarkable for 0 < p < 1, because both the numeratorŵ i and the denominatorŴ are only C 0 at the vertices v j in this case. Figure 10 shows a close-up to an exponential three-point coordinate function in the region ±10 −5 around the corresponding vertex. For p ≤ 1/2, the coordinate is visually identical to a linear function. As p increases, the slope of the function decreases inside and increases outside the polygon, but it remains C 1 , as long as p < 1. For p = 1, the shape of the function is completely different, with a local, non-differentiable maximum at the vertex.
The proof of Lemma 6, and hence also Theorem 3, does not extend to the case p ≥ 1, because the quotients in (33) diverge, and the following example shows that exponential three-point coordinates for p ≥ 1 are, in general, not C 1 at the vertices of the polygon. As before, the polygon in the example was chosen to keep the formulas simple, but we observed the same phenomena for all other polygons that we tested. 
Directional derivatives of mean value coordinates
It is clear that the directional derivatives of a
form a sinusoidal function with period 2π, because
where φ is the angle between ∇f (v ) and u . The plots in Figure 11 confirm that this is exactly how exponential three-point coordinates for p < 1 behave at the vertices. Instead, for mean value coordinates (p = 1), which are not C 1 at the vertices, the plots suggest that the one-sided directional derivatives also form a sinusoidal function with period 2π, but with non-zero vertical shift in this case.
To prove this interesting observation, we recall the definition of the one-sided directional derivative
of λ i at v j in direction u ∈ 2 and define the normals Figure 11: One-sided directional derivatives of λ 1 at v 1 , v 2 , and v 3 for p < 1 (dashed) and p = 1 (solid), parameterized by the signed angle to the normal n 1 , n 2 , and n 3 , respectively. The grey area corresponds to the interval of the angle inside the polygon. Proof. As shown in [3] , mean value coordinates can also be defined by replacing the w i in (2) with
where α i is the signed angle between v i − v and v i +1 − v (see Figure 12 ). The advantage of this formula is that it can be used to evaluate the resulting coordinates λ i everywhere, except at the boundary of the polygon, because the denominator W is non-zero for all v ∈ 2 \ ∂ Ω [4] . Without loss of generality, we focus on the case j = 1 and consider the situation as v approaches v 1 along the ray defined by some unit vector u ∈ S 1 (see Figure 12) . For the moment, we tacitly assume that u is not pointing along the adjacent edges E 1 and E n , so that w i (v 1 + h u ) is well-defined for sufficiently small h > 0. Denoting the signed angle between n 1 and u by θ , it is clear that α 1 and α n converge to sin(θ + σ n −1 /2) − sin(δ + σ n −1 /2) .
