A multiobjective programming algorithm may find multiple nondominated solutions. If these solutions are scattered more uniformly over the Pareto frontier in the objective space, they are more different choices and hence their quality is better. In this paper, we propose a quality measure called U-measure to measure the uniformity of a given set of nondominated solutions over the Pareto frontier. This frontier is a nonlinear hyper-surface. We measure the uniformity over this hyper-surface in three main steps: (1) determine the domains of the Pareto frontier over which uniformity is measured, (2) determine the nearest neighbours of each solution in the objective space, and (3) compute the discrepancy among the distances between nearest neighbours. The U-measure is equal to this discrepancy where a smaller discrepancy indicates a better uniformity. We can apply the U-measure to complement the other quality measures so that we can evaluate and compare multiobjective programming algorithms from different perspectives. 
I. Introduction
Many decision problems can be formulated as the following multiobjective programming problem [1] [2] [3] [4] [5] :
where , , , are M objective functions, is a variable vector in N-dimensional space, and is the feasible solution space. Very often, the objective functions cannot be optimized simultaneously, and the decision maker has to accept a compromise solution.
Pareto-optimality is a well-known approach to finding the best compromise solutions [1] [2] [3] [4] [5] . For any two points and in , if the following conditions hold, then is at least as good as with respect to all the M objectives (the first condition), and is strictly better than with respect to at least one objective (the second condition). Therefore, is strictly better than and we say that dominates . If no other solution is strictly better than , then is called a nondominated solution. A multiobjective programming problem may have multiple nondominated solutions, and these solutions can be regarded as the best compromise solutions. In the objective space, the nondominated solutions constitute a Pareto frontier (e.g., see Fig. 1 ).
Many algorithms have been proposed for finding nondominated solutions (e.g., see [1] ).
Different algorithms may give different sets of nondominated solutions to the same problem.
To evaluate the quality of these algorithms, several quality measures have been used or proposed in the literature:
1. Number of function evaluations or CPU time required (e.g., see [2, 5, 6] ): It measures the time complexity of a multiobjective programming algorithm.
2. Number of solutions found (e.g., see [2, 5, 6] ): It measures the number of solutions that can be found by a multiobjective programming algorithm.
for some j ∈ { 1 , 2 , … , M } (2)
3. C-measure [7] : C-measure was proposed to compare the relative quality of two sets of solutions (say, and ). It measures the percentage of solutions in such that these solutions are at least as good as (i.e., not dominated by) that in .
4. D-measure [8] : D-measure was proposed to complement the C-measure. It measures whether the solutions in are closer to optimal than that in .
It is often desirable to find more nondominated solutions in order to give more choices to the decision maker. However, if two solutions are close to each other in the objective space, they represent nearly the same choice. For example, if and represent cost and failure probability respectively, then the solutions , and are nearly the same choice. In a recent study [5] , we advocated to determine the nondominated solutions scattered uniformly over the Pareto frontier, so that the decision maker can have a variety of choices. In the above example, it is better to have the solutions , and because they represent more different choices.
In this paper, we propose an objective quality measure called U-measure for multiobjective programming. It measures the uniformity of a given set of nondominated solutions over the Pareto frontier in the objective space. We can apply the U-measure to complement the other quality measures such as the C-measure [7] and the D-measure [8] , so that we can evaluate and compare multiobjective programming algorithms from different perspectives.
II. U-Measure
Let be a given set of S nondominated solutions in the objective space where . The corresponding solutions in the solution space are , , and . To measure the uniformity of , , and in the objective space, three main steps are involved and they are described in the following three subsections respectively.
A. Determine Domains
A Pareto frontier may be very large and it may extend to infinity along each axis in the objective space. To design a meaningful measure of uniformity, we consider a portion of the Pareto frontier and measure the uniformity of the given solutions over this portion. Fig. 2 shows an example. We determine this portion in the following.
The Pareto frontier is a nonlinear hyper-surface in the M-dimensional objective space. To characterize a portion of this hyper-surface, we define the domain along the axis to be where and are the smallest and largest values of in this portion respectively. The domains , , , define a portion of the Pareto frontier. Fig. 3 shows an example for .
To determine the domains, we consider three scenarios:
1. In some applications, the decision maker will only consider certain compromise solutions, and the domains can be determined from this information. For example, suppose and represent cost and failure probability respectively, the cost is at least 5000, and the decision maker does not consider the solutions with cost larger than 10000 or failure probability larger than 0.1. In this case, the domains are and .
2. We want to compare the relative uniformity of multiple sets of nondominated solutions.
All of these solutions occupy a certain portion of the Pareto frontier, and this portion defines the domains. The domain along the first axis can be determined as follows. Among all the given solutions, select the one with the smallest and is equal to this smallest value of , and select the one with the largest and is equal to this largest value of .
The domains along the other axes can be determined in a similar manner. For example, if we are given two sets of nondominated solutions and , then the domains are and we determine the smallest known value along the axis and is equal to this value.
The largest known value along the first axis is , and is equal to this value. In general, the largest known value along the axis is and is equal to this value.
The domains specify a portion of the Pareto frontier. On this portion, we identify the extreme endpoint along each axis and treat it as a reference solution (e.g., see Fig. 3 ). In total, there are M reference solutions. We measure the uniformity of the given solutions and these reference solutions with respect to each other. In this manner, we can measure the uniformity of the given solutions over the specified portion of the Pareto frontier. For convenience, we denote the reference solutions in the objective space by , , , , and denote their corresponding points in the solution space by , , , . The reference solutions can be determined from the domains, and they are , , , .
B. Determine Nearest Neighbours
In the objective space, there are S given solutions and M reference solutions, and each of them may have many neighbouring solutions along various directions. The distance between every pair of nearest neighbours provides information about the uniformity. In this subsection,
we study how to determine the nearest neighbours of each solution. This problem involves three
issues: (1) how to measure distance between any two solutions in the objective space, (2) how to select directions along which nearest neighbours are determined, and (3) how to determine the nearest neighbours efficiently. We address these issues in the following. • among the solutions at its right hand side, select the closest one as the nearest neighbour (i.e., determine such that and is the smallest);
• among the solutions at its left hand side, select the closest one as the nearest neighbour (i.e., determine such that and is the smallest).
In total, we determine 2M nearest neighbours for each solution. Since a solution may be the nearest neighbour of another solution along one or more axes, each solution has at most nearest neighbours.
Determine Nearest Neighbours Efficiently
The number of given solutions S may be large because a multiobjective programming algorithm may find many nondominated solutions (e.g., S is several tens in [2] , several hundreds in [5] and several thousands in [9] ). Therefore, it is desirable to determine the nearest neighbours of each solution efficiently so that the U-measure can be computed efficiently. We distinguish two cases: (1) there are two objective functions and (2) there are M objective functions for .
Consider the first case with only two objective functions. The objective space is two-dimensional. In effect, each reference solution has one nearest neighbour, and each given solution has two nearest neighbours (e.g., see Fig. 4 ). To determine the nearest neighbours of each solution, we sort , , , in the order of increasing . After sorting, we let the order be . Then has the nearest neighbour ; has the nearest neighbours and for ; and has the nearest neighbour .
We compute the distance between every pair of nearest neighbours. Since , we only compute for all . We denote these distances by , , , .
Consider the second case with M objective functions where . The objective space is M-dimensional. To determine the nearest neighbours, the simplest way is to compute the distance for all and , and then identify the smallest ones by comparison. However, this involves computing distances, and each computation of a distance involves M square operations, one square-root operation, M subtractions and additions (see equation (4)). When S and M are large (e.g., S is as large as 4000 in [9] ), it will take a long computation time. To speed up computation, we apply the triangle-inequality elimination rule [10] to avoid computing the distances for many solution
pairs. The principle of this rule is as follows:
• Initially, we compute the distance between and every other solution. This involves only distances, namely , , , .
• We determine the nearest neighbours of . In particular, we compare the above distances to identify the nearest neighbours of at its right and left hand sides along each of the M axes.
• We determine the nearest neighbours of ( ) without computing all the distances , , , . In particular, we determine the nearest neighbour at the right hand side along the axis as follows. First, we select any solution (say ) at the right hand side of as the initial nearest neighbour and compute the distance between them. Then we check whether any other solution at the right hand side (say )
is more faraway from than , making use of the available distances , ,
. If or equivalently then is more faraway from than (e.g., see Fig. 5 ). In this case, we need not compute but we can decide that is not the nearest neighbour. Otherwise, we compute . If , then is nearer to and so is updated to be the new nearest neighbour and the value of is kept for subsequent processing.
We apply the above principle to compute the nearest neighbours of each solution. The details are given as follows:
Procedure NEAREST_NEIGHBOUR
Initialization
Compute , , , .
Determine Nearest Neighbours of
Determine the nearest neighbours of along the axis (for all ) as follows:
Determine the nearest neighbour at the right hand side, such that and is the smallest.
• Determine the nearest neighbour at the left hand side, such that and is the smallest.
Determine the nearest neighbours of (for all ) along the axis (for all ) as follows:
• Determine the nearest neighbour at the right hand side as follows:
Select any at the right hand side of as the initial nearest neighbour.
Compute the distance .
Do the following for all . If and equation (6) does not hold, then set if .
is the nearest neighbour.
• Determine the nearest neighbour at the left hand side as follows:
Select any at the left hand side of as the initial nearest neighbour.
For each pair of nearest neighbours (say, and where ), we record the distance between them for subsequent analysis. For convenience, we denote these distances by , , , where D is the number of pairs of nearest neighbours.
C. Compute Discrepancy Among Distances Between Nearest Neighbours
When the given solutions are more uniformly scattered over the domains,
• they are more equally spaced from their nearest counterparts and
• M of them are closer to the M respective reference solutions. Fig. 4 shows an example. We let be the set corresponds to the distance between two nearest given solutions}, and be the set corresponds to the distance between a reference solution and its nearest given solution}. The above two conditions can be expressed as:
• The distances in are closer to each other.
• The distances in are closer to zero.
For convenience of computation, we adjust the distances in as follows: compute the average of the distances in and then increment every distance in by this average. After adjustment, we denote the resulting distances by , , , . Then the above two conditions can be expressed as one simple condition: , , , are closer to each other. As a result, the discrepancy among , , , can reveal the uniformity of the given solutions, where a smaller discrepancy indicates a better uniformity.
We measure the discrepancy among , , , as follows. Ideally, , , , are equal to each other and so the ideal distance is equal to . We define the discrepancy between and the ideal one to be
The above discrepancy can be interpreted as the percentage deviation of from the ideal one if it is multiplied by 100%. We define the U-measure to be the average discrepancy for all the distances:
where a smaller U indicates a better uniformity.
III. Numerical Examples
Example 1
There are two objective functions and two sets of solutions in the objective space are given:
We compute the U-measure for each set in three main steps:
1. First, we determine the domains. Among all the solutions in and , the smallest and largest values of are 1000 and 10000 respectively. Therefore, the domain along the first axis in the objective space is . Similarly, the domain along the second axis can be found to be . Based on these domains, the reference solutions are found to be and .
2. Second, we determine the nearest neighbours. For , we sort the solutions in and the two reference solutions in the order of increasing . Then we identify the nearest neighbours of each solution and compute the distance between every pair of nearest neighbours. We do a similar computation for .
3. Third, we compute the discrepancy or the U-measure. Consider . After adjusting the distance between each reference solution and its nearest neighbour, the ideal distance between any two nearest neighbours is . Based on equation (8), the average discrepancy between the actual distances and the ideal one is found to be 0.0251, and so the U-measure for is . Similarly, the U-measure for can be found to be .
Since , the solutions in are more uniformly scattered in the objective space. ( 6200 , 0.48 ) , ( 6900 , 0.37 ) , ( 8200 , 0.26 ) , ( 9200 , 0.15 ) , ( 9800 , 0.01 )}
[ 0.01 , 1.00]
( 10000 , 0.01 ) ( 1000 , 1.00 )
It is difficult to visualize the above solutions in the five-dimensional objective space. Nevertheless, we can apply the U-measure to compare the uniformity of and as follows:
1. We find the domains to be = = = = = , and then find the reference solutions to be , , ,
2. We execute NEAREST_NEIGHBOUR on the solutions in and the five reference solutions.
We do a similar computation for the solutions in and the five reference solutions.
3. For , the ideal distance between any two nearest neighbours is 0.2420 and the U-measure is . For , the ideal distance is 0.2722 and the U-measure is .
Since , the solutions in are more uniformly scattered in the objective space. ( 0.0000 , 0.0000 , 1.0000 , 0.0000 , 0.0000 ) , ( 0.0000 , 0.0000 , 0.0000 , 1.0000 , 0.0000 ) , ( 0.0000 , 0.0000 , 0.0000 , 0.0000 , 1.0000
IV. Conclusions
In multiobjective programming, it is desirable to provide a variety of choices to the decision maker so that he/she can select the most suitable choice based on his/her preference. In this paper, we proposed a new quality measure called U-measure for multiobjective programming.
For any given set of nondominated solutions, the U-measure indicates whether these solutions represent a variety of choices. We can apply the U-measure to complement the other quality measures such as the C-measure and D-measure, so that we can evaluate and compare multiobjective programming algorithms from different perspectives.
(a) Nondominated solutions in the solution space.
(b) Nondominated solutions in the objective space. In two-dimensional objective space, each reference solution has one nearest neighbour and each given solution has two nearest neighbours. Ideally, the given solutions are equally spaced from their nearest counterparts while two given solutions are close to the two respective reference solutions. 
