Inverse design of materials with desired properties is currently laborious and heavily relies on intuition of researchers through a trial-and-error process. The massive combinational spaces due to the constituent elements and their structural configurations are too overwhelming to be all searched even by high-throughput computations. Herein, we demonstrated a novel regressional generative adversarial network (RGAN) for inverse design of representative two-dimensional materials, graphene and boron-nitride (BN) hybrids. A significant novelty of the proposed RGAN is that it combines the supervised and regressional convolutional neural network (CNN) with the traditional unsupervised GAN, thus overcoming the common technical barrier in the traditional GANs, which cannot generate data associated with given continuous quantitative labels. The proposed RGAN enables to autonomously generate graphene/BN hybrids with any given bandgaps. Moreover, the generated structures exhibit high fidelity, yielding bandgaps within ~ 10% MAE F of the desired bandgaps as cross-validated by density functional theory (DFT) calculations. Further analysis by principle component analysis (PCA) and modified locally linear embedding (MLLE) methods on the latent features encoded by the regressor reveals that the generator has successfully generated structures that followed the statistical distribution of the real structures. It implies the possibility of the RGAN in recognizing physical rules hidden in the high-dimensional data. This new inverse design methodology would speed up the discovery and development of other 2D materials and beyond.
Introduction
One of the core objectives in material research is to correlate material structures with corresponding properties for a goal of designing novel materials with desired performance.
However, the searching spaces due to combination of the constituent elements and their structural configurations in the materials are massive, leading to an overwhelming number of potential candidates. 1 Although high-throughput computations, 2 especially those based on the density functional theory (DFT), have enabled the calculation of the structures and properties for various types of materials, [3] [4] [5] [6] the design principle is still limited by the search strategy that is based on the intuitions of the material scientists to explore the chemical space in a fixed library.
In addition, the computational cost exponentially increases with the size of the systems. As a majority of the functional materials, possess the properties that cannot be simply determined by a few atoms, to accurately predict their properties by the physics-informed models a vast number of atoms and their possible spatial configurations should be considered in the calculations, which would make the calculations either impossible or not cost effective.
Therefore, development of surrogate models, such as machine learning models, has emerged in the era of the big material data for mining the established databases, 7 previous literature 8 and experiments, 9 and new high-throughput experiments. 10 They can be combined with the highthroughput computations for empowering the in silico design of materials with a much faster speed. 1 These techniques are expected to suitably tackle complex material challenges arising from the massive combinational chemical spaces or the involved nonlinear processes, thereby widely applied to develop functional materials such as inorganics, 11, 12 organic molecules, 13 synthetic polymers, 14 and natural products. 15 Feeding the deep neural networks with the computational data is particularly promising for handling and accelerating material 3 discovery. 16, 17 For instance, we recently developed deep convolutional neural network (CNNs) that could accurately predict the bandgaps of configurationally hybridized graphene and boron nitride (BN) with arbitrary BN dopant topographies. 18 The significance of the work was that it solved a challenge of predicting the bandgaps of the hybridized structures with a vast number of possibilities. Because the bandgaps can be continuously evolved based on the topographical configurations of C, B, N atoms in the structures, while the number of possibilities far exceeds what can be exhaustively computed due to the extremely high computational cost of the DFT.
Nevertheless, this work as well as most of other reported works are based on traditional forward design principles, in which the target structures are hypothesized, evaluated against the target properties, and then iteratively refined based upon the results of repeated evaluations.
Because this iterative process is trying to search for the optimum structures among the high multivariate and multidimensional parameters, it is hard to reason that the finalized results meet such a goal. In contrast, an inverse design process starts from explicit calculation of the target performance metrics, thus realization of the target structures is much more efficient with higher fidelity. 19 Recently developed generative models, such as variational autoencoders (VAEs) and generative adversarial networks (GANs), have shown great potentials in automating this process. 20 For instance, a VAE was developed to generate molecules. 21 A critical novelty of this work is to connect the multilayer perceptron to the latent continuous vectors that represent the molecules for predicting the chemical properties. Although this reported VAE allows for search of new molecules with certain properties, the network still lacks a mechanism that could autonomously generate structures with predefined or given properties.
GANs possess some characteristics that may have superior advantages to the VAEs in that they allow for interpolation using the vectors through input matrices provided to the generator.
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For instance, the GAN was introduced for the inverse design of metasurfaces with desired optical properties. 22 The discriminator and generator were trained simultaneously for the generator to output the similar structures as the ones shown in the specific training classes with the given optical spectra. The inverse design upon the desired spectra was attempted, but a large deviation between the desired spectra and obtained ones was observed. A very recent study by Gupta and Zou used Wasserstein GAN (WGAN) to generate DNA sequences with certain antimicrobial properties or helix structures. 23 A function analyzer (deep recurrent neural network) was adopted to score the antimicrobial properties of the genes streamed from the generator. To score the helix structure properties, a black-box PSIPRED analyzer was used. Those genes with higher scores rated by the analyzer were fed back to train the discriminator. Then the GAN was updated for the next training epoch. The architecture was called a feedback GAN. Having the same limitation as shown in inverse design of metasurfaces, 22 the network cannot generate structures with the input continuous labels. Because the genes are classified into antimicrobial (yes or no) or helix (yes or no). The task of the generator is to obtain new structures similar to those in the training classes.
These material design trials involving GAN are still in the region of generating materials within similar and specific classes.
Despite these seminal works, the GAN enabled inverse design of materials with explicitly given properties (represented by continuous labels) in an autonomous manner has been largely underexplored. The biggest challenge of achieving this goal is that the GAN should meet both requirements: 1) it generates novel structures that should be distinguishable from the structures used in the training datasets; 2) it should be able to accurately perform this task based on the input continuous labels, which will require the network to have both conditional and regressional functions. However, the ordinary GAN architectures including conditional GANs Although some regressional GANs achieved initial success, 27 the discriminator is not applied to tell the authenticity of data, and thus requiring extra ad-hoc parameter tuning. Full autonomy of generating the data with high fidelity has yet been achieved.
Given all the limitations addressed in the previously developed GAN structures, we propose a novel GAN architecture that can perform both conditional and regressional tasks so that it can generate material structures with given properties. It is named as regressional GAN (RGAN).
The key novelty of this RGAN architecture is that it includes an extra regressional convolutional neural network (named as the regressor) that outputs predicted bandgaps as well as a vector of latent features from a generated or sampled real material structure (Fig. 1) . Instead of directly using the generated structure-bandgap pair as the input datasets for training the discriminator, the two sets of the latent features from the generated structure and sampled real material structure are concatenated with their corresponding bandgaps for forming two groups of vectors as the input datasets for training the discriminator. This novel strategy enables better utilization of the automatic authentication from the discriminator. Thus, not only the original functions of GAN are preserved, but also the generated structures can be associated with the required properties, leading to successful training of the RGAN for the inverse design of materials.
To demonstrate its capability in inverse structural design of materials, we present a case study using two-dimensional graphene alloyed with the BN pairs in arbitrary topographies. Our past study shows that these 2D material structures have continuous quantitative bandgaps which are not only determined by the concentration of BN but also by the BN topographies. 18 The trained RGAN can well reflect this structure-property relationship by generating multiple yet properties achieved by the demonstrated RGAN would push a step forward in realizing the selfdriven laboratory. 28 Moreover, it infers that the artificial intelligence might enable to catch the physical rules hidden in the data in the high-dimensional space, which is beyond the human's capability. Thus, it would help the scientists to discover new physical and chemical rules to advance material research.
Design and Training of Regressional GAN
Background. The original architecture of GAN proposed by Goodfellow et al. 29 consists of two competing networks, the generator and the discriminator. The generator is able to synthesize data from a given random noise (Z). The data is then examined by the discriminator to see if it is synthesized (fake) or sampled from the training dataset (real). After the network is trained, a balance between the generator and discriminator is reached and the generated fake data is so real that the discriminator cannot distinguish whether the incoming data is generated from the generator or sampled from the training dataset. The original GAN is unsupervised. To enable ondemand data generation, the labeled information was added as the input condition to the networks. In the conditional GAN (CGAN) for image data generation, 24 the labels are concatenated to the input random noise fed into the generator or concatenated to different color channels (R, G, or B) of images fed to the discriminator. Although CGAN generates data upon the labels, the function is limited to image generation. Moreover, it only suits the labels that are discrete and represented by a qualitative metric. The auxiliary classifier GAN (ACGAN) 26 doesn't append the labels directly to the data fed to the discriminator. Instead, the discriminator is trained to output the authenticity of the fed data as well as predicted labels corresponding to the fed data. Then the predicted labels can be adopted as a part of the objective function for training the ACGAN. However, the ACGAN is still only optimal for problems that can be represented by the discrete and qualitative labels.
Methods like binning, discretizing continuous labels based on its magnitude, or grouping the labels were previously adopted in our practices to generate material structures upon given bandgaps when we tested the ACGAN, but they only resulted in the inaccurate labels. The reason could be that binning labels to the same category without knowing if the materials are sharing similar characteristics would violate the physical laws. A very recent semi-supervised reg-GAN was developed for generating images from the quantitative continuous labels.
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However, the reg-GAN distinguishes the fake images from the real images by predicting the label first, then compares difference between the predicted label and desired label with a preset ad-hoc range of the number for indicating the real ones. This proposed strategy not only requires presetting the range, thereby limiting broader applications, but also deprives the automatic authentication function afforded by the discriminator. In summary, the general GAN architectures are notorious for its difficulty of training, and faces many problems like model divergence, mode collapse and overfitting of the generator. Thus, they barely meet the requirements for the inverse design of the materials. Architectures of Regressor, Generator, and Discriminator. To inversely design material structures, a regressional, semi-supervised GAN (RGAN) which can accurately associate the continuous labels (e.g. bandgaps of materials) with the generated material structures was proposed in this work (Fig. 1) . In the RGAN, the generator is a 9-layer CNN (Fig. S1 ). Batch normalization 30 and leaky rectified linear unit (RELU) activation 31 were applied after each deconvolution step to increase the network stability and accelerate the training process. The generator synthesized graphene/BN structures from Gaussian noise (Z, a 128 × 1 vector) and appended desired bandgaps (Y). The architecture of the regressor as shown in Fig. S2 was modified from Google Inception V2. 32 It was trained by real material structures. After training, the regressor achieved a high prediction accuracy of > 98% when validated by the test datasets by following the procedure shown in our past work. 18 The generated structures and sampled real structures were then fed into the regressor for achieving two goals. The first is to accurately predict the bandgaps corresponding to given structures. The second is to output the latent 9 features for both generated and real structures. The latent features were then concatenated to their corresponding bandgaps for forming two groups of vectors as the input datasets for training the discriminator. The discriminator is a simple network containing two fully connected layer intermediated by a dropout layer 33 to prevent overfitting (Fig. S3) . It has two main functions. The first one is to maintain the function of automatic authentication, and the second one is to determine if a generated structure corresponds to a desired bandgap. The detailed description on these architectures as well as creation of training datasets is illustrated in Supplementary Note 1.
Loss Functions of Regressor, Generator, and Discriminator. The loss function of the regressor is defined as the L 2 loss between the bandgap of a real structures and the predicted bandgap output from the regressor.
The L 2 loss function is defined as
The loss function for the generator includes two terms. The first one is the same as the least square GAN 34 (LSGAN). The second one is a regularization term from the regressor. The combined loss function is shown in the following.
In the first term of the Eq. 3, E is the expectation function. π is the latent feature generated from the last layer of the regressor upon given material structures, either from X or from the generator, G(z, Y). X, Y, respectively, is the structures and bandgaps of the real structures used for training. z is the random noise vector. D is the discrimination function. When feeding the regressor with the generated structures, the L 2 loss which indicates the difference between the predicted bandgaps and desired bandgaps was calculated, and then used as the regularization term in the loss function of the generator. The regularization term is reweighted using a weighting parameter λ and added to the loss function of the generator as shown in Eq. 3. λ was chosen as 25 in this work.
The loss function of discriminator is the same to the one used for LSGAN as shown in the following equation.
The subscript of indicates that the structure was sampled from the real graphene/BN structures used for training, while the subscript of indicates that the graphene/BN structure was synthesized by the generator.
Results and Discussion
We trained the RGAN with the datasets established by the DFT calculations as described in our previous work. 18 Representative The performance of the RGAN in generating 5 × 5 graphene/BN structures was also examined. Fig. 2e-g and Fig. S6 show examples of the generated structures whose bandgaps validated by the DFT calculations are also quite close to the desired bandgaps. Fig. 2h shows the diversity of the generated structures and the accuracy of their DFT bandgaps compared to the given desired bandgaps. The generation of these new structures with a reasonable accuracy indicates that the trained RGAN has successfully captured the distribution in the real structures used for training. We also successfully circumvented the barriers such as the mode collapse that often occurs during the GAN training, which can be attributed to the tactic of using the latent features as the input for training the discriminator. The performance of the RGAN was further analyzed by evaluating the bandgaps of the generated structures with given desired bandgaps (Fig. 3) . Fig. 3a shows that the bandgaps of the generated structures have good linear relationship with the desired bandgaps. The correlation 13 factor, R 2 , is 0.82. We also studied the relative error between the bandgaps (E GB ) of the generated structures to the desired bandgaps (E DB ), which is calculated as |E DB -E GB |/E DB . Fig. 3b shows that 55% of the generated structures have bandgaps within a 10% relative error. The number increases to > 80% if within a 20% relative error. The fractional mean absolute error (MAE F ) (Supplementary Note 2) between the generated bandgaps and the desired bandgaps is as low as 9.67% for the 4 × 4 systems. For the 5 × 5 systems, Fig. 3c shows that R 2 reaches 0.87, which is as good as the supervised prediction task by the CNNs. 18 Fig. 3d shows that ~ 50% of the generated structures whose bandgaps fall within a relative error of 10% of the desired bandgaps, while < 20% of the structures have a relative error of 20% or more. The MAE F of the 5 × 5 systems is 11.6%. Although it is a little higher than that of the 4 × 4 systems, the performance of RGAN is still well maintained as the size of the systems increases. As the increased system size is generally accompanied by the performance degradation, 18 these results suggest the potentials of the RGAN in exploring much larger material spaces with an even smaller sampling ratio, for example, a 0.24% sampling ratio for the 5 × 5 systems. The successful generation of the graphene/BN structures with desired bandgaps by the proposed RGAN motivates us to hypothesize that the latent features encoded by the regressor assists to associate the generated structures with given continuous quantitative bandgaps. To test this hypothesis, a key idea is to validate whether the latent features of the structures synthesized from the generator has successfully followed the statistical distribution of the real structures used for training. Thus, we performed dimension reduction analysis on both of them through the principal component analysis (PCA) 35 and modified locally linear embedding (MLLE) 36 (Supplementary Note 3). Fig. 4a shows the mapping of first and second components of PCA (PCA X and PCA Y ) of the latent features from 1000 4 × 4 real structures and 1000 4 × 4 generated structures. They are highly overlapped, suggesting that the RGAN has successfully learned the distribution of the latent features from the real structures when synthesizing new structures. Fig.   4b shows that the PCA X has a good linear relationship to the bandgaps (labels). We hypothesize that PCA x is the term that is strongly correlated with the BN concentration. Such a relationship
indicates that the generator may catch the physical law that the bandgap increases with the increase of the BN concentration, which agrees well with the results suggested from the real structures used for training (Fig. 4c) . The curve of the bandgap vs. PCA Y shows that the generated structures can be grouped to two regions according to the bandgaps (Fig. 4d ). The structures with high bandgaps (> ~1.0 eV) are in one region, while the ones with low bandgaps (< ~1.0 eV) are in the other.
In addition to the PCA, we also performed the MLLE analysis. The two sets of data points from the real and generated structures form an almost perfectly overlapped parabolic curve (Fig.   4e ). It suggests that the MLLE can well capture the main pattern of the relationship between structural configurations and bandgaps. The mapped bandgaps of the generated structures vs. the first and second components of the MLLE results are shown in (Fig. S7a-b) . They illustrate that these data points have similar trend as the ones shown in the PCA. It also shows that the bandgaps monotonically increase as the MLLE x increases. Further analysis on the structural evolution along the path shown in the MLLE curve suggests that the location and concentration
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of BN pairs gradually change as the bandgap values increases (Fig. 4f) . Their neighboring structures share similar BN topographies with limited discrepancy. Training Datasets for RGAN. We performed the ab initio DFT calculations by the QUANTUM ESPRESSO package. 2 The ultra-soft projector-augmented wave (PAW) pseudopotential 3 was used to characterize the valence electrons-ions interaction and the PerdewBurke-Ernzenhof (PBE) schema 4 was used to describe the exchange-correlation energy. The density functional plane wave was cut off at energy of 400 eV. The Brillouin zone was meshed by 8 × 8 × 1 in the k-point space using the Monkhorst-Pack scheme. 5 To perform high throughput calculation, 4 × 4 and 5 × 5 matrices for representing the graphene/BN structures were randomly generated. The elements in the matrices were randomly selected between "-1"
and "1", where "-1" stands for the carbon-carbon (C-C) pairs and "1" stands for the boronnitrogen (BN) pairs. After the matrices were generated, the DFT calculations afford the bandgaps of these structures. The datasets containing the structures and corresponding bandgaps were 
Supplementary Note 2. Evaluation Metrics
The discrepancy between the DFT calculated bandgaps of the generated structures and the desired bandgaps were evaluated by standard statistical metrics including the explained variance 4 (R 2 ), mean absolute error (MAE), and root mean squared error (RMSE), metrics are provided as follows.
where X is the desired bandgap and Y is the DFT calculated bandgap of the generated structure.
X is the mean value of X, and analogously for Y . N is the total number of the structures. MAE and RMSE can be further normalized as follows after being calculated. 
Embedding (MLLE)
The principal component analysis (PCA) performs an orthogonal linear transformation on data to pursuit the greatest variance on its principle components. It is commonly used in many machine learning studies for dimension reduction, variable interpretation, and data visualization. [6] [7] [8] It was worth pointing out that PCA efficacy would be degraded if the internal data patterns are too nonlinear or/and strongly correlated. 9 Locally linear embedding (LLE) 5 preserves the neighboring relationship of the data points. LLE uses the locally linear fit method to rebuild nonlinear structure, which is different from the PCA. The LLE offers more power in revealing hidden features of the high-dimensional data. 10 For a given data vector X, the LLE defines the cost of reconstruction as:
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