We present a framework for a class of sequential decision-making problems in the context of general interdiction problems, where a leader and a follower repeatedly interact. At each period, the leader allocates resources to disrupt the performance of the follower (e.g., as in defender-attacker or network interdiction problems), who in turn minimizes some cost function over a set of activities that depends on the leader's decision. While the follower has complete knowledge of his problem, the leader has only partial information, and needs to learn about the cost parameters, available resources, and the follower's activities from the feedback generated by the follower's actions. We measure policy performance in terms of its time-stability, defined as the number of periods it takes for the leader to match the actions of an oracle with complete information. In particular, we propose a class of greedy and robust policies and show that these policies are weakly optimal, eventually match the oracle's actions, and provide a real-time certificate of optimality. We also study a lower bound on any policy performance based on the notion of a semi-oracle. Our numerical experiments demonstrate that the proposed policies consistently outperform a reasonable benchmark, and perform fairly close to the semi-oracle.
Introduction
Bilevel optimization deals with problems where a subset of the lower-level decisions are constrained to be a solution of another mathematical program that depends on the remaining upper-level decisions. This general structure makes bilevel programs useful for modeling hierarchical decisionmaking problems between multiple, typically, two actors, commonly referred to as the leader (an upper-level decision-maker) and the follower (a lower-level decision-maker), see Colson et al. (2007) . In this perspective, the leader solves an optimization problem that depends on the optimal solution to the follower's problem, and this latter problem is, in turn, parameterized by the leader's decisions. Bilevel programs are used in several application areas such as law enforcement (Morton et al. 2007) , defense (Brown et al. 2006) , economics (Sherali et al. 1983) , transportation (Lucotte Given the limitations of current online models, in this paper we develop a general framework for SIPI. We represent the leader's and follower's decisions in terms of resources and activities, respectively. Initially, the leader does not know all the follower's activities and constraints, and as such, she might not know all of her resources or constraints. The leader learns about an unknown follower's activity as soon as she observes him performing it, and at the same time learns about all the lower-level constraints that restrict this activity, all the leader's resources that interfere with that activity, and all upper-level constraints associated with the newly learned resources.
From a technical point of view, we first make the assumption that for every activity, resource, and constraint she knows, the leader also knows the corresponding entries in the upper and lower-level constraint matrices and the right-hand side vectors in a typical bilevel programming formulation of the full-information problem. However, we suppose that the leader does not know with certainty the components of the follower's cost vector for the activities she knows; she only knows that they belong to a certain (polyhedral) uncertainty set. Furthermore, in Section 4 we analyze a more general uncertainty model, where the uncertainty extends beyond the follower's cost vector.
Besides learning new activities, resources, and constraints, the leader can also observe additional information of the follower's problem from his response. In this sense, we introduce the notions of Standard feedback, and its specializations, Value-Perfect and Response-Perfect feedbacks.
In Standard feedback, the leader observes the total cost the follower incurs at each time period; in Value-Perfect feedback she also observes the cost coefficient associated with each activity used by the follower at that time, while in Response-Perfect feedback she also observes the value of the decision vector for the activities performed by the follower.
We measure the performance of the leader's decision-making policy in terms of its time-stability. This is defined as the first time period by which the cost the follower incurs coincides with the best possible cost an oracle leader with complete knowledge of the problem attains from there on.
Time-stability is closely related to the notion of regret used in online optimization; in particular any upper bound on the time-stability of a policy implies an upper bound in the regret of that policy.
In this paper we analyze a set of greedy and robust policies, which we denote by Λ. The policies are greedy because at any time they exploit the leader's information of the follower's problem so as to maximize the follower's costs at the current time period, and they are robust because they assume that the follower's cost vector realizes its worst case for the follower. For these reasons, implementing the policies in Λ involves solving at each time a max-min bilevel problem with lowerlevel robustness constraints. Hence their computation requires both bilevel and robust optimization techniques: we develop a method that first replaces the lower-level robust optimization problem by its equivalent linear program counterpart (Ben-Tal et al. 2009) , and then reformulates the resulting linear bilevel program as a one-level mixed integer program (Audet et al. 1997) .
We demonstrate that the time-stability of policies in Λ under Value-Perfect and ResponsePerfect feedback is upper bounded by the number of follower's activities. We show that these policies are optimal in the sense that they attain the best possible worst-case time-stability across all possible problem instances. Furthermore, they provide a certificate of optimality in real time.
We also develop a method to provide a lower bound for the time-stability of any policy based on the concept of a semi-oracle. The semi-oracle has full information of the problem beforehand, but can only use the leader's resources whose existence has been revealed by the follower's actions. As such, the semi-oracle combines the knowledge of the standard oracle with the practical limitations of the leader and thus, provides an informative lower bound on the performance of any policy. Our numerical results show that the policies in Λ consistently outperform a reasonable benchmark, and perform reasonably close to the semi-oracle.
The present work is connected to the shortest-path interdiction model with incomplete information discussed in Borrero et al. (2016) . Particularly, the aforementioned model can be viewed as an SIPI where the bilevel problem is a shortest-path interdiction problem, the feedback is Value-Perfect, the uncertainty set is a hypercube, and there is incomplete information only about the follower's cost vector. In this sense, our work generalizes the results of Borrero et al. (2016) to account for general interdiction models with Value-Perfect feedback, polyhedral uncertainty sets, and uncertainty in the follower's cost vector. Moreover, we extend many of these results to SIPI problems where feedback is Response-Perfect or Standard and where there is uncertainty in the follower's constraint matrix. In addition, in this work we measure the performance of policies in terms of worst-case time-stability rather than in terms of efficiency (see Borrero et al. (2016) ); the former is a more transparent and informative measure of performance, see Section 2.1.
The remainder of the paper is organized as follows. In Section 2 we provide a mathematical formulation of the problem. Section 3 discusses greedy and robust policies, while Section 4 extends most of the results of greedy and robust policies for the case of uncertainty in the lower-level constraint matrix. Section 5 discusses the semi-oracle benchmark and Section 6 presents numerical experiments. The proofs of the main results are provided in the manuscript; supporting material and the remaining proofs are given in the online supplement.
Basic Model: Cost Uncertainty
Before describing the main model of this section, we first consider the single-stage model with full information. Here, the leader can use any resource i ∈ I, |I| < ∞, and for each i ∈ I she chooses a value x i ≥ 0 such that x := (x i : i ∈ I) ∈ X, where X denotes the set of feasible resource levels. We let C L denote the set of constraints faced by the leader and assume that X is given by
The follower, on the other hand, reacts after the leader chooses x. He can pick different levels among his activities in a finite set A: we let y a denote the level by which activity a is performed, and define y := (y a : a ∈ A). By performing activity a at level y a the follower incurs a cost of c a · y a , and hence he desires to select y so as to minimize his total costs. His choices for y are limited, however, as y should satisfy all the constraints in a set C F and should also be feasible given the leader's decision x. Therefore, the follower selects vector y(x), where for any x ∈ X y(x) ∈ arg min{c y :
For any
is the follower's set of feasible actions given the leader's decision x.
of discrete variables of the follower's problem.
The objective of the leader in the full-information bilevel model is to choose the x ∈ X that maximizes the cost the follower faces. Therefore, she solves the following bilevel problem
y ∈ arg min c y :
In contrast with this usual single-stage interdiction problem with complete information, we assume that the leader and the follower interact sequentially, once per period in T = {0, 1, . . . , T }, that at all times the follower has the information needed to compute y(x), but that this is not the case for the leader. We assume that at time t = 0 the leader does not fully know the set of activities A, and hence potentially neither C F , nor the value of all the data defining region Y (x).
In addition, as some leader's resources might be only available if some of the follower's activities are known, she might have only partial information regarding I, C L and the set X.
Specifically, at the beginning of each time t ∈ T the leader is aware of a subset of the follower's activities A t ⊆ A, a subset of the leader's resources
, and C t F depend on the set of activities, resources, and constraints the leader initially knows, denoted by A 0 , I 0 , C 0 L , and C 0 F , and on all the activities, resources, and constraints she has learned from the feedback generated by follower's responses until time t − 1, see Figure 1 . Furthermore, the leader's knowledge of the follower's lower-level problem data is limited, and in this direction we make the following assumptions:
2. The follower solves the lower-level optimization problem given that the leader implements x t :
where L i is the i-th column of L. Denote by y t the solution of this program that the follower implements.
3. The response of the follower generates feedback F t ; see Section 2.2 for its definition. The leader observes the information in F t and uses it to update her knowledge to
, and c t+1 ).
Figure 1
Interaction between the leader and the follower at period t ∈ T . The matrices and vectors are defined as
Assumption A2 states that the leader has a polyhedral uncertainty set for c t . Polyhedral sets capture many important classes of uncertainty for the data in c t such as lower and upper bounds, linear relationships between the entries, 1-norms, infinity norms, among others, see Ben-Tal et al. (2009) . Assumption A3 reflects the fact that the leader aims to optimally use her assets subject to budgetary constraints. (Note that this assumption holds for broad classes of standard interdiction problems arising in network interdiction, AD and DA models.) This follows due to our convention that the upper-level vectors in X are non-negative. Thus, by using resource i ∈ I at level x i , the leader consumes H di x i units of asset d, d ∈ C L , and the total amount of such asset available to her at any given time is given by h d . Finally, assumption A4 is technical and is made to ensure that the follower's problem is not trivially infeasible.
Ideally, the leader would implement an optimal upper-level solution of the full-information problem (2) at any given time. However, given the lack of information, she might not be able to do so. For this reason, we assume that the objective of the leader is to select the value of x t , for all t ∈ T , in order to minimize the number of periods until she can implement an optimal upper-level solution of the full-information problem (2) from there on. More precisely, her objective is to find a weakly optimal decision-making policy with respect to time-stability. The formal definition of these concepts is given in Section 2.1 below. Before that, we illustrate the assumptions above and the flexibility of the framework by means of an example. (An additional example of SIPI in the context of network interdiction with incomplete information can be found in Borrero et al. (2016) .) Example 1. We consider a simple class of the attacker-defender linear models, which can be viewed as an adversarial knapsack problem (DeNegre 2011 , Caprara et al. 2013 . The defender has n > 0 assets; operating asset a during a time period costs him b a and produces a profit of p a . He has an operational budget of B per period, and has to decide a level y a ∈ [0, 1] at which the operation of asset a is performed for all a = 1, . . . , n. Hence, at each period the follower would ideally solve the following knapsack problem absent the actions of the leader
where p := (p a : a = 1, . . . , n) and b := (b a : a = 1, . . . , n).
The attacker, on the other hand, can temporarily disable some of the defender's assets. Disabling asset a during any given period costs her r a , and the attacker has a budget of R per period.
Moreover, if an asset is disabled then the follower cannot operate it. In this setting, A = I = {1, . . . , n}, C F consist of n + 1 constraints, and hence F = (b ; I), where I is a n × n identity matrix. Here, the lower-level right-hand side vector is given by f = (B; 1) (1 is a vector of ones of size n) and the cost vector satisfies c = −p. On the other hand, C L is a singleton that contains the leader budgetary constraint, so H = r , with r = (r a : a ∈ I), and h = (R). Observe that matrix L in this setting is given by L = (0 ; I) where 0 is a vector of zeros.
At time t = 0, we make the assumption that the attacker does not know all the assets operated by the defender, nor the corresponding profits. For those assets A 0 ⊆ A she knows, she has interval estimates a ≤ c a ≤ m a for the profits, which implies that
Thus, G 0 = [I; −I] and g 0 = (m; ), with m = (m a : a ∈ A 0 ) and = ( a : a ∈ A 0 ).
Optimality Criteria
We measure the performance of a leader's decision-making policy in terms of its time-stability, where the time-stability of a policy is the first time period by which the actions prescribed by the policy coincide with the actions of an oracle decision-maker from there on. Recall that the oracle has all the information about the problem and thus, implements an optimal full-information decision, which yields a cost of z * to the follower, at all time periods t ∈ T .
To formally introduce time-stability and the concept of optimality we use, we first define what we consider a problem's instance for the leader. The initial information of the problem is the collection D 0 , where
Note that given some initial information D 0 , there might be several different bilevel problems of the form (2) that agree with the information contained in D 0 . In view of this, we define G(D 0 ) to be the collection that contains all possible bilevel problems given that the leader knows D 0 :
0 has valid upper and lower bounds for all c a , a ∈ A 0 .
In condition C2, the set I(a) contains all the interdiction resources that interfere with activity a ∈ A. Likewise, C L (i) and C F (a) are, respectively, the sets of upper-and lower-level constraints that restrict resource i ∈ I and activity a ∈ A; see Definition 1 in Section 2.2 below for further details on these notions in the context of feedback. Therefore, C2 means that at time t = 0 the leader knows all interdiction resources and constraints associated with the follower's activities in A 0 .
Using collection G(D 0 ), we define an instance of the problem as a pair
We denote by G the set of all possible instances.
A decision-making policy π is a sequence of set functions π = (π 1 , . . . , π T ), such that 
, where we recall that F t is the feedback the leader gets from the follower's response at time t, see Figure 1 . The set of all policies is denoted by Π. When discussing a particular policy π, we include a superscript π on x t and in all other quantities depending on it, and denote them by x t,π , y t,π , z t,π , I t,π , A t,π , U t,π and F t,π .
Let an instance (D 0 , D) be given. We define the time-stability of a policy on (D 0 , D), denoted by
, as the first time in T such that z * is equal to z t,π from there on, i.e.,
The leader would like to find an "optimal" time-stability policy, i.e., a policy that has a lower time-stability than any other policy across all instances. To this end, let us say that policy π is absolutely better than policy π if and only if τ
and that π * is absolutely optimal if it is absolutely better than any other policy. Unfortunately, absolute optimality is a very strong notion, and, in general, absolute optimal policies do not exist, see, e.g., Remark 1 in Borrero et al. (2016) for the sequential shortest-path interdiction problem with incomplete information, which can be viewed as a particular case in our general setting.
Henceforth, we study an alternative optimality notion referred to as weak optimality. Let the size of an instance (D 0 , D) as the vector (|A|, |A 0 |), and define G s as the collection of instances of size
We say that π is weakly better than π when for any instance size s, the worst-case time-stability of π across all possible instances of size s is at most the worst-case time-stability of π across all possible instances of size s.
Observe that any direct information on U 0 in the definition of s is not included. This follows as, from the worst-case analysis perspective, any reasonable notion of size of U 0 is likely to be a function of n 0 . Given the above considerations, we say that policy π is weakly better than π if
where S := {(n, n 0 ) ∈ Z 2 + : n ≥ n 0 }. We say that π * is weakly optimal if it is weakly better than any other policy, that is, if
Therefore, we define the objective of the leader as to find a weakly-optimal policy π * , i.e., to find a solution to the optimization problem (4). It should be clear that the notion of weak optimality is an adaptation of the notion of min/max optimal policies used in the online optimization literature, specifically, in the multi-armed bandit settings, see Audibert and Bubeck (2009 (2006) . We use time-stability instead of regret because of its practical implications: if the leader knows that time-stability is attained, then an optimal full-information solution has been found.
Moreover, she can be assured that there will be no loss of performance after that time period.
Feedback
Recall that the feedback F := (F t , t ∈ T ) is the information that the leader collects from the follower's response at each time period. Depending on the particular application, the feedback might include data from the follower's problem as well as from his response y t , some information regarding the follower's activities and constraints that were unknown to the leader, as well as the leader's resources that were previously unavailable. We formalize these notions as follows:
Definition 1. Let time t ∈ T be given and consider the bilevel problem (2).
• We say that the follower performs activity a ∈ A (leader uses resource i ∈ I) at time t if and
a ∈ A (leader's resource i ∈ I) if and only if F da = 0 (H di = 0), and we denote by C F (a) (C L (i)) the set of constraints that restrict a ∈ A (i ∈ I).
• We say that a leader resource i ∈ I interferes with follower activity a ∈ A if and only if there exists a lower-level constraint d ∈ C F , such that d ∈ C F (a) and L di = 0. We denote by I(a) the set of all leader's activities that interfere with a ∈ A.
The first of the above definitions reflects the intuitive fact that if the follower's variable y a takes the value 0 then it does not change the value of the follower's objective function nor the value of his constraints; hence this can be interpreted as if activity a ∈ A is not performed. The second definition is a consequence of the fact that if F da = 0 for a given a ∈ A, then y a can take arbitrarily large values without compromising the satisfiability of constraint d; the remaining definitions are also inspired by the same observations. Example 1 (continued). In the AD knapsack example, the follower performs activity a ∈ A if he operates asset a. The leader uses resource a ∈ A if she disables asset a (hence, I = A). For any a ∈ A, C F (a) consists of the defender's budget constraint and on the constraint y a ≤ 1. On the other hand, for any a ∈ I it is clear that C L (a) = C L . Moreover, observe that in this setting, for any asset a ∈ A, we have that I(a) = {a}. Definition 2. We say that feedback F is standard if and only if for any t ∈ T S1: The leader observes the total cost z t incurred by the follower.
S2:
The leader observes the activities performed by the follower, that is, she can determine that the follower performed activity a ∈ A at time t as long as y t a > 0. If y t a > 0 and a ∈ A t , the leader learns about the existence of a ∈ A, and of all the leader resources that can restrict a ∈ A. Therefore,
{a},
I(a).
S3:
For every new follower's activity a ∈ A learned by the leader, she learns all the lower-level constraints in C F (a), and all the upper-level constraints C L (i), for all i ∈ I(a). Henceforth,
S4: For any newly learned activity a ∈ A: the leader learns the value of
F the leader learns the value of f d , and for any i ∈ I(a) the leader learns the value of
Hereafter, we make the assumption that the feedback is always standard. Importantly, note that S2 − S4 imply that at any given time t ∈ T the leader knows all the resources and constraints associated with all the follower's activities she knows at time t. In other words, a condition analogous to C2 in Section 2.1 for t = 0 holds at all periods t ∈ T . These considerations imply that at any given time t ∈ T the matrices F , L and H can be partitioned in submatrices as follows:
and it is clear that, in the notation of the above structure, the leader is only aware of F 1 , L 1 and H 1 at the beginning of time t ∈ T . In particular, note that
Assumption S1 on the standard feedback is typical in the online optimization literature (CesaBianchi and Lugosi 2006) and can be seen as a minimum requirement to perform any optimization analysis. The role of the other assumptions, namely, S2-S4 is to determine what information the leader gains when a new activity is learned; specifically, these assumptions ensure that at any time t the leader has the structural information of a version of problem (2). That is: (i ) the leader always observes all the constraints associated with the resources/activities she knows, and hence, if she ignores the existence of a constraint (lower or upper level) then she must ignore the existence of all the resources/activities associated with it; (ii ) the leader is always aware of all the resources in I that can restrict the follower's activities she knows, and hence, if the leader ignores a resource, then it must be that said resource cannot interfere with the follower's activities that she already knows.
It is important to note that our assumptions on standard feedback do not rule out the possibility that there might exist resources that the leader knows at time t that might restrict the follower's activities she does not know at time t. In this sense, some of the leader's feasible vectors at time t might 'involuntarily' restrict the follower's activities.
Example 1 (continued). In the AD knapsack example, by assuming standard feedback, at each time t the leader observes the profit the follower receives from operating his assets. If the follower uses an asset unknown to the leader, then the leader learns about the existence of this asset, its cost b a and the operating level upper bound. In addition, she discovers that she can disable the asset and that it costs her r a to do so.
Observe that the assumptions on standard feedback impose no conditions on the values that are observed from the follower's response nor on the follower's cost vector. In this sense, stronger assumptions can be made in order to guarantee that the leader learns the follower's data in c or his response y t with more accuracy. In this paper we consider the following two cases:
Definition 3. Let F be standard. We say F is: (i ) Value-Perfect if and only if at any time t ∈ T the leader learns the value of c a for all a ∈ A such that y t a > 0; or (ii) Response-Perfect if and only if at any time t ∈ T the leader learns the value of y t a for all a ∈ A such that y t a > 0.
Standard feedback, as well as its Value-Perfect feedback version, can be viewed as adaptations of similar notions in the online optimization literature. For example, suppose that A = A 0 (hence, the leader knows all the follower's activities at time t = 0). In this case, standard feedback only requires the leader to observe the value of z t at each t ∈ T , and thus it parallels to the notion of bandit feedback that appears in online convex and combinatorial optimization (see, e.g., Bubeck
and Cesa-Bianchi (2012) and the references therein). Similarly, Value-Perfect feedback parallels the notion of semi-bandit feedback in online combinatorial optimization (Audibert et al. 2013 ).
Example 1 (continued). In the AD knapsack setting, under Value-Perfect feedback, at each period the leader observes the follower's profit from the assets operated during the period. Under
Response-Perfect feedback, she observes the corresponding values of y's.
Greedy and Robust Policies
In this section we introduce a set of leader's policies Λ that are greedy and robust. These policies are greedy in the sense that at each t ∈ T they aim to maximize the immediate cost that the follower faces at time t, and robust in the sense that they exploit the cost information in U t in a worst-case scenario approach. Under the Value-Perfect and Response-Perfect conditions on the feedback F, we show that these policies' time-stability are upper-bounded by |A|, and moreover, that they are weakly optimal. Also, we show that these policies also have additional features, such as that they can identify the value of time-stability in real time, yielding a certificate of optimality. Note that the proposed policies can be viewed, in a sense, as natural generalizations of known results for the shortest-path network interdiction problem, see Borrero et al. (2016) . Throughout this section we omit any dependence on the instance (D 0 , D) unless necessary to avoid confusion.
General Results for Standard Feedback
In order to define the set of greedy and robust policies, Λ, some additional concepts have to be introduced. For any t ∈ T , and given any
We define policies in Λ as those policies that greedily optimize in a robust fashion from time t = 0 until time ξ λ . From ξ λ onwards, policies in Λ repeat the same solution used at time ξ λ . Formally:
Definition 4. We say that λ ∈ Λ ⊆ Π if and only if
and
The greedy and robust policies Λ generalize the greedy and pessimistic policies given for the shortest-path interdiction problem in Borrero et al. (2016) . In contrast to the policies of this earlier work, here Λ requires solving a general max-min bilevel linear problem, where the lower-level problem involves a robust optimization problem over a polyhedral uncertainty set. Despite this more general setting, it can be shown that the policies in Λ are computable by standard mixed integer programming (MIP) solvers as robust bilevel problem (6) can be reduced to a single-level MIP, see Appendix A.3 for further details.
The following result lists the main properties of the policies in Λ under the assumption of standard feedback. It establishes a simple relationship between the cost of the optimal oracle solution (z * ), the cost the follower faces at t (z t,λ ), and the cost the leader expects the follower to incur (z t, * R ). In addition, it reveals the importance that time period ξ λ has for time-stability.
We note that this result generalizes Lemma 4 of Borrero et al. (2016) , which is given for the shortest-path interdiction setting, to general interdiction problems.
Theorem 1. Let t ∈ T be given and let λ ∈ Λ be arbitrary. Then,
Proof. Observe that for any t ∈ T and x ∈ X t , z
For the leftmost inequality, the result follows from the definition of both z * and z t,λ (see Equations (2) and Equation (4)). Indeed, observe that z * = max{z(x) : x ∈ X}, that z t,λ = z(x t,λ ), and thatx t,λ ∈ X because the feedback is standard and Assumption A3 holds. For the rightmost inequality, let x * be an element of X that attains z
Recall the definition of the partition of matrices given by (5). Therefore, because x * ∈ X and A3 holds, one has thatx ∈ X t . Now, suppose that Y t R (x) is non-empty (if it is empty then it must be the case that z t, * R = +∞ and the result holds) and let (y 0 ,ŷ) be such that (y 0 ,ŷ) ∈ arg min{(d
. By the definition of z t, * R we have that (c t ) ŷ ≤ z t, * R . On the other hand, defineȳ asȳ a :=ŷ a if a ∈ A t , andȳ a := 0 if a ∈ A \ A t . Because F is standard, Assumption A4 holds, and y ∈ Y t (x), it follows thatȳ ∈ Y (x * ); therefore, z * ≤ c ȳ. As c ȳ = (c t ) ŷ, and both (c t ) ŷ ≤ z t, * R and z * ≤ c ȳ hold, then we have the desired result.
Step 2. Next, we show that τ λ ≤ ξ λ . For notational convenience, let ξ = ξ λ in the remainder of the proof. We claim thatx ξ,λ ∈ arg max{z(x) : x ∈ X}. Indeed, the fact that the feedback is standard (recall equation (5)) implies thatx ξ,λ ∈ X. Because by definition of ξ we have that z ξ,λ = z ξ, * R , step 1 implies that z(x ξ,λ ) = z * (recall that we have z t,λ = z(x t,λ )), and therefore the claim follows.
Now, by definition of λ, for all s ≥ t it must be the case that x s,λ = x ξ,λ . We claim that this implies that z s,λ = z * for all s ≥ t, and hence that τ λ ≤ ξ λ . In order to arrive at a contradiction, assume that z s,λ < z * for s > ξ λ . As x s,λ = x ξ,λ , one has that y s,λ ∈ Y (x ξ,λ ), and by the definition of y ξ,λ it would follow that z ξ,λ ≤ z s,λ < z * , which contradicts the fact that z ξ,λ = z * .
Theorem 1 has important practical implications. Note that the leader is always aware of the value of z t, * R , and (by standard feedback) always observes the value of z t,λ . Therefore, she can determine whether a given period t is equal to ξ λ . Let t ∈ T be given such that t − 1 < ξ λ , then at time t exactly one of the following scenarios may occur:
(i ) The follower faces the cost the leader expected (z t,λ = z t, * R ). In this case, t = ξ λ , and Theorem 1 implies that the solution implemented by the leader at time t is an optimal solution of the fullinformation problem.
(ii ) The follower faces a cost less than that the leader expects (z t,λ < z t, * R ). In this case, nothing can be said regarding the optimality of the solution that the leader implements at time t by only assuming standard feedback. However, if the stronger notions of either Value-Perfect or ResponsePerfect feedback are assumed, then the leader must learn new information of the follower's problem, as we show in the following sections.
Particularly, observation (i ) implies that policies in Λ provide certificates of optimality in realtime. That is, as soon as t = ξ λ , the leader is sure that the best possible solution has been found.
Given the importance of ξ λ for greedy and robust policies, next we derive a sufficient condition in terms of the uncertainty set U t that establishes whether a given time t ∈ T corresponds to ξ λ .
Proposition 1. Let t ∈ T be given, suppose that U t = {c t }, and assume that y
Then ξ λ ≤ t, and, in particular, τ λ ≤ t.
Proof. As y t,λ ∈ Y (x t,λ ) and y t a = 0 for all a ∈ A t , it follows that a∈A t F da y
On the other hand, as U t is a single-
Therefore, from the first set of inequalities of Theorem 1 and as
On the other hand, from the definition of y t,λ , we have that z t,λ = (c t ) (y t,λ ) a∈A t . We can conclude that z t,λ = z t, * R , and hence ξ λ ≤ t, as desired. The later part of the proposition is a consequence of the above result and the second set of inequalities of Theorem 1.
In other words, whenever there is no uncertainty in U t , if the leader decides by using a policy in Λ, and the follower does not reveal any new activity, then the leader can be sure that the best solution has been found. Importantly, there is a connection between the fact that U t is a singleton with the polyhedral dimension of U t , dim(U t ), which is defined as the maximum number of affine independent points within U t (see Wolsey and Nemhauser (2014) ). Indeed, dim(U t ) = 0 if and only if U t = {c t }.
In the following sections we use the condition that dim(U t ) = 0 along with Proposition 1 to establish upper bounds on ξ λ (and hence, on τ λ ) under Value-Perfect and Response-Perfect feedbacks.
Policies in Λ Under Value-Perfect Feedback
Recall that feedback F is Value-Perfect if the leader observes the value of c a for all activities a ∈ A such that y t a > 0. Under this feedback the leader should update the uncertainty set U t to U t+1 as
The next lemma establishes that if the cost the follower incurs is different from the one expected by the leader, then the leader must learn the real cost of a follower's activity. The proof follows directly from the definitions, its details can be found in the online supplement.
A direct consequence of the above result is that, in conjunction with Proposition 1, it provides an upper bound for the time-stability for any policy in Λ. We observe that this result generalizes Lemma 5 of Borrero et al. (2016) to general interdiction problems:
Proof. Let t ∈ T be given such that z t,λ < z
Proposition 1 implies that ξ λ ≤ t. Therefore, ξ λ ≤ |A \ A 0 | and the result follows.
The previous results shed light into the importance of greedy and robust policies for solving the exploitation vs. exploration dilemma. Simply speaking, it states that as long as the leader is being robust with respect to uncertainty, then 'robust' exploitation (i.e., deciding greedily) always implies exploration (i.e., discovering new information). We emphasize that the key property behind the result is robustness: if the leader were to use another approach to deal with uncertainty, then she might not discover any new information; see Remark 7 in Borrero et al. (2016) for an example in the context of shortest path interdiction.
Our next result, whose proof can be found in the online supplement, shows that the upper bound in Theorem 2 is tight across all instances and, more importantly, across all policies. In other words, we establish that policies in Λ are weakly optimal.
Proposition 2. Consider λ ∈ Λ and suppose that F is Value-Perfect. Then, for any s = (n,
Moreover, λ is weakly optimal.
Policies in Λ Under Response-Perfect Feedback
Next, we establish convergence and weak optimality under Response-Perfect feedback. Recall that under this feedback the leader always observe the value of y t a for all a ∈ A such that y t a > 0. In this setting, the leader should update the uncertainty set U t to U t+1 by including the linear equality
Observe that if A t+1 = A t , i.e., if the leader does not learn any new activity at time t, then U t+1 has the same number of variables as U t , and moreover, equation (9) implies that U t+1 ⊆ U t .
In Response-Perfect feedback, as in the Value-Perfect setting, by using a policy in Λ the follower must be forced to reveal new information whenever z t,λ < z t, * R . Specifically, if y t a = 0 for all a ∈ A t , then it must be the case that dim(U t+1 ) < dim(U t ). This inequality follows because in this case dim(U t ) cannot increase (since U t+1 ⊆ U t ), and, more importantly, from the fact that the linear equality a∈A t+1 y t,λ aĉ a = z t,λ is linearly independent from all the linear equalities in U t . These observations are formalized in the following result, which can be considered analogous to Lemma 1:
Lemma 2. Let λ ∈ Λ and suppose feedback F is Response-Perfect. If z t,λ < z t, * R and y
Now, if the leader learns new activities at t, then U t+1 has |A t+1 \ A t | more variables than U t .
The addition of the corresponding new variables potentially increases the dimension of U t+1 with respect to U t by |A t+1 \ A t |. However, it is readily seen that the linear equality a∈A t+1 y t,λ aĉ a = z t,λ is trivially linearly independent of previous inequalities in U t , and as such if the leader learns new activities at t it can be concluded that dim(
along with Lemma 2, immediately provides the following upper bound (whose proof we omit):
The above results, as in the case of Value-Perfect feedback, have the same implications regarding the exploitation vs. exploration dilemma. That is, exploitation always implies exploration as long as the leader decides robustly. In addition, for Response-Perfect feedback weak optimality also holds.
The proof of this fact applies the same arguments as in Proposition 2. Thus, its proof is omitted.
Proposition 3. Let λ ∈ Λ be given and suppose that F is Response-Perfect. Then, for any s ∈ S
Model for Matrix Uncertainty
In this section we consider a more general model referred to as the matrix model for the uncertainty of the leader regarding the data of the follower's problem. We assume that she knows with certainty the value of c t at the beginning of time t, but that she does not know with certainty the values of matrix F t . We emphasize the generality of this model: if in a given problem c t is uncertain as well, then it can be included in 
Assumptions and Feedback in the Matrix Model
In this model we assume that the leader knows c t with certainty, but only knows that F t belongs to an uncertainty set U t . For any d ∈ C t F let us denote by n t d the number of the follower's activities in
We replace assumption A2 from Section 2 with the following:
The leader does not know with certainty all entries of F but she knows that F t ∈ U t , with
where we make the convention that We also modify the definition of standard feedback; specifically we replace S4 by S4E: Note that the definition of Value-Perfect feedback in the previous sections is a particular case of the above. On the other hand, we do not make additional assumptions on Response-Perfect feedback.
Finally, we modify the definition of an instance. The initial information in this setting consists of the vector
conditions C1,C2 and C3E-C5E below hold} C3E: U 0 has valid upper and lower bounds for all 
Extended Greedy and Robust Policies
In what follows we generalize the greedy and robust policies in Λ to the matrix model which we denote by Λ E . Policies in Λ E are greedy because they maximize the follower's costs at the next time period, and they are robust because they consider all possible realizations ofF t over U t . As shown below, these policies share most properties of the policies in Λ under the different modes of feedback.
For any t ∈ T , and given any x ∈ X t define the "robust" region
The robustness of Y t E (x) follows from the fact that any element of this set must be feasible for any possible realization of the uncertain data in U t . Define
Additionally, for any policy π define ξ
Definition 6. We say that λ ∈ Λ E ⊆ Π if and only if x t,λ ∈ arg max{z t E (x) : x ∈ X t } for all t ≤ ξ λ , and
As before, ξ λ E is the first time period when the follower uses a solution with the cost expected by the leader. Finally, from ξ λ E onwards, policies in Λ E repeat the same solution used at time ξ λ E .
Policies in Λ E under Standard and Value-Perfect Feedback
The following proposition states that the standard feedback results that hold for Λ in Section 3.1, (i.e., Theorem 1 and Proposition 1) also hold for Λ E .
Proposition 4. Let λ ∈ Λ E be given and assume that F is standard. Then, (i ) For any given
; and (iii ) Given t ∈ T , if dim(U t ) = 0 and y t a = 0 for all a ∈ A t , then ξ λ E ≤ t, and, in particular, τ λ ≤ t.
In addition, given the extended definition of Value-Perfect feedback, Lemma 1 and Theorem 2 can be generalized in a straightforward fashion for the policies in Λ E . Indeed, define A t E as the set of the follower's activities for which the leader knows (with certainty) the values of the columns of A associated with them, that is,
Proposition 5. Suppose λ ∈ Λ E and that feedback F is Value-Perfect. Then,
Policies in Λ E under Response-Perfect Feedback
In this section we establish convergence under Response-Perfect feedback for policies in Λ E . In contrast with the Value-Perfect case, the extended results are more involved. We begin with the following observation.
Lemma 3. Let λ ∈ Λ E , and suppose that z t,λ < z t, * E and that y t a = 0 for all a ∈ A t . Then there exist a F t ∈ U t and a lower-level constraint d ∈ C t F such that
The above result implies that the leader can remove matrix F t from the uncertainty set at time t, as equation (10) means that F t = F t . For any given t ∈ T and λ ∈ Λ E , let us define D t,λ as the set of constraints for which equation (10) holds at time t, that is
Suppose that z t,λ < z t, * E and y t a = 0 for all a ∈ A t . Under the assumption of Response-Perfect feedback, one direct way to remove those elements of U t that satisfy equation (10) is to define U t+1 as
where we note that U t+1 ⊂ U t by Lemma 3. On the other hand, if y t a > 0 for some a ∈ A t , then, in general, the existence of a F t such that (10) holds cannot be guaranteed, and hence the update in equation (11) can be vacuous (i.e., U t+1 = U t ).
From the above discussion it is clear that whenever the leader does not learn a new follower activity, then her uncertainty set reduces its size. However, the update defined by (11) does not necessarily reduce the dimension of U t , and hence an upper bound similar to that of Theorem 3 cannot be proved in this setting by using the polyhedral dimension arguments. However, if we make additional assumptions about the lower-level problem or about the leader's ability to observe the said problem, a finite upper bound can be established. These assumptions guarantee that the uncertainty update reduces the dimension of the uncertainty polyhedron at least by one.
Proposition 6. Let λ ∈ Λ E and suppose that F is Response-Perfect.
(i ) If all constraints of the lower-level problem are equalities, then
(ii ) If for any period t ∈ T such that y t a = 0 for all a ∈ A t the leader observes the slack associated with at least one of the constraints in
Observe that all of the upper-bound results for policies in Λ (or Λ E ) proved so far rely on the fact that whenever the leader does not learn a new activity, then the dimension of U t+1 can be made strictly less than the dimension of U t . For the matrix model and under Response-Perfect feedback, if no additional assumptions are made, then this reduction in dimension cannot be guaranteed. In this general setting, however, we can prove that every time U t is updated, the difference in 'size' between U t+1 and U t is sufficiently large, see Borrero (2017).
Semi-Oracle Lower Bounds
In online optimization, the performance of a policy is compared against that of an oracle, who represents an ideal decision-maker who has all information of the problem beforehand, see Cesa-Bianchi and Lugosi (2006) . Such an oracle faces no uncertainty and is able to make the best possible decision.
In our problem setting, the oracle solves problem (2) at every period, and thus always attains a timestability of zero. Unfortunately, such a lower bound is rather trivial and of not particular interest.
Consider instead a weaker oracle that, albeit knowing all the information of the problem in advance, has restrictions in the way she can use this information. Specifically, at any period such a weaker oracle can only use resources that she initially knows at time t = 0, or that have been revealed to her by the follower in previous periods. Hence, this semi-oracle, see Borrero et al. (2016) , represents a decision-maker that combines both the practical limitations of the leader, with all the knowledge of the traditional oracle. Specifically, the semi-oracle solves:
where constraint (12d) prevents the semi-oracle from using activities which she does not know by time t. Observe that absent this constraint, the formulation corresponds to what the oracle (with full information) would solve. Constraints (12b) and (12c), on the other hand, imply that the semioracle has all the information of the problem. As a consequence, the leader cannot be expected to formulate nor optimally solve (at least, consistently) the problem given by (12) in practice.
There are two main advantages of using the notion of the semi-oracle, rather than the oracle, as a benchmark. First, it yields a more informative lower bound on the performance of any policy:
the time-stability attained by the semi-oracle is not always zero; moreover, by using it we can evaluate the effect that the initial information has on the performance of any policy. Second, for any given instance, there is always a policy that attains the time-stability of the semi-oracle policy. Specifically, for any policy, any interaction between the leader and the follower can be mapped into a feasible solution of (12), and more importantly, given a fixed instance, there must exist a policy that yields the same values of x t and y t as an optimal solution of (12).
It is important to note, however, that the semi-oracle decision process does not constitute a feasible policy: given a same history H t (D 0 , D), the semi-oracle might determine two different values for x t for different instances, see an example for the sequential shortest path interdiction in Borrero et al. (2016) . This, because problem (12) is a function of the instance (D 0 , D), rather than a function of the history (as it is the case with any admissible policies; recall their definition in Section 2.1).
It can be readily seen that the semi-oracle optimization problem (12) is N P -hard. Small and moderately sized instances of the problem, however, can be tackled by state-of-the-art MIP solvers. Indeed, a single-level MIP reformulation of (12) can be obtained by using reformulation techniques of bilevel optimization, and can be found in the online supplement along with an algorithm to speed-up the solution time of the MIP.
Numerical Illustration
In this section we demonstrate the numerical performance of the policies in Λ. For this, we use a simple extension of the AD Knapsack problem of Example 1 where the follower has two budgetary constraints. We consider both Value-Perfect and Response-Perfect feedbacks, two different models for the initial uncertainty set along with the uncertainty either in the profits, or in the budgetary constraints, or in both the profits and the constraints. In order to provide a broader picture of the performance of the policies in Λ, we compare them against reasonable benchmark policies in the context of SIPI, and with respect to the semi-oracle lower-bounding procedure of the previous section. Our results show that the policies in Λ outperform the benchmark, and compare rather favorably with respect to the semi-oracle lower bound.
The decisions generated by the policies in Λ are computed by solving a one-level MIP reformulation of the bilevel problem (6), see Section A.3 of the Appendix for further details. Generally speaking, the transformation of optimization problem (6) into an MIP involves application of methods from bilevel optimization (to transform the hierarchical problem into a single-level problem) and robust optimization (to adequately optimize over the uncertainty set U t ) areas. We note that, in general, problem (6) is N P -hard, as bilevel linear optimization is its special case.
Additional results regarding the performance of the policies in Λ can be found in Borrero et al. (2016) . There, the numerical experiments are shown for when the interdiction problem is a shortest path interdiction problem, the feedback is Value-Perfect, and there is interval uncertainty for the cost coefficients. We note that the results obtained for such configuration largely conform with the findings we obtain in this section.
Test Instances. We consider an extension of the AD knapsack problem from Example 1, where the defender has n = 15 assets (thus |A| = |I|=15). The upper-level information is given by r = 1 and R = 3, thus the Attacker can disable at most three assets at any given time. In this extension the follower faces two budgetary constraints
U (a, b) denoting a number drawn from a uniform discrete distribution between a and b. We consider two models of initial uncertainty sets, namely, hypercube and simplex :
• In the hypercube model the defender's profits satisfy p a ∈ [ 
, a ∈ A, where for each k = 1, 2 and each a ∈ A the values of
a , and u (k) a are drawn at random (and ordered) from a random variable W , W = W 1 + W 2 , where W 1 and W 2 follow a U (1, 10) and a U (1, 20) distribution, respectively.
• For the simplex model we assume that (besides non-negativity constraints) G 0 and g 0 represent three inequalities, one for the profits, and one for each of the budgetary constraints:
The coefficients G 1j , j = 1, . . . , n, are drawn at random from a U (1, 5) distribution. Similarly for the budgets, G ij , i = 2, 3, j = 1, . . . , n, are drawn at random from a U (1, 10) distribution. The righthand sides satisfy that g i = 5n j , j = 1, . . . , n, k = 1, 2, are generated following the same logic.
Given the polyhedron P 0 obtained by either of the above methods, we generate U 0 by adding to P 0 the constraints that specify the data that the leader knows with certainty. For instance, if the budgets are known with certainty, we add the constraintsb
If there is uncertainty for the profits and both constraints, then U 0 = P 0 .
For each of the uncertainty models, we generated at random N = 30 instances, and assume the leader uses both Value-Perfect and Response-Perfect feedbacks. We consider three sets of initial information A 0 : in the first, the leader knows five activities of the follower; in the second, she knows ten activities; and in the last, she knows all activities. Finally, we set T = 20 periods.
Benchmark Policies. In addition to policies in Λ, we consider the following benchmarks:
• The analytical center policy π b : At each time t ∈ T the policy computes x t,π b by solving the deterministic bilevel problem
where ( p t , b t,(1) , b t,(2) ) is the analytical center of the polytope U t , see Bertsimas and Tsitsiklis (1997) .
• The random policy π r : At each time t ∈ T the policy computes x t,πr by solving problem
is a randomly generated extreme point of U t that is obtained by solving the linear program
In this problem, at each time t ∈ T each entry of vector t is drawn at random from a Bernoulli distribution with parameter 1/2, i.e., each entry is zero or one with equal probability.
• The "stopped" random policy π s : At each time t ∈ T the policy computes x t,πs in the same manner as policy π r . However, whenever the follower's costs are as expected by the leader (i.e., z t,πs is the same as the value of (13) with (2) )), then the policy keeps using the same solution thereafter.
• We also consider the lower bound provided by the semi-oracle approach discussed in Section 5. While it is not an admissible policy, with a slight abuse of notation we denote it by π * hereafter.
Results and Discussion. In Tables 1-4 we show the mean time-stability and mean absolute deviation (MAD) of the time-stability across the N = 30 replications for each configuration. We make the convention that whenever a policy does not find the optimal full-information solution, then the time-stability is set to τ π = 21 (i.e., τ π = T + 1). We observe that the proposed policies λ ∈ Λ consistently outperform the benchmark by a large margin except for the semi-oracle lower bound π * , which is to be expected. For virtually all con-figurations, policies π r and π s yield very poor time-stability results, while π b is somewhat better.
Moreover, these policies, in contrast with λ, are not able to find an optimal solution for most cases within the time horizon. These results reflect one of the key advantages of the greedy and robust nature of the policies in Λ, namely, the fact that the leader is guaranteed to eventually find an optimal solution to the full information problem. In addition, it is remarkable that the time-stability of the policies in λ is considerable better than their theoretical worst-case of |A|.
Furthermore, we observe that the performance of the proposed policies is better for the case of Value-Perfect feedback when compared to Response-Perfect feedback, under both uncertainty models, and is particularly pronounced in the simplex model with Response-Perfect feedback. This is to be expected: under Value-Perfect feedback more linearly independent equations are added on average to U t at each time period. It is also noticeable that the amount of initial information does not seem to have any significant impact on policy performance under both feedback types and uncertainty models. However, we note that in other bilevel settings the amount of initial information does have a very important effect (see, e.g., discussion in Borrero et al. (2016) for an example in the context of the shortest path interdiction).
An important feature of the policies in Λ is their extremely low variability, not much larger than the semi-oracle's. In contrast, the benchmark policies are orders of magnitude more variable.
Importantly, while these policies have low MAD values some cases, this is due to the fact that for most instances their time-stability is infinity (recall our earlier remark that policies that do not find an optimal solution within the first 20 periods of an instance are assigned the value τ π = T = 21).
We observe that our numerical experiments do not yield a clear conclusion regarding what type of uncertainty is more challenging for the leader. That is, note that for policy λ the results are fairly similar whether there is uncertainty only in the constraints or uncertainty only in the profits. In fact, for some configurations the time-stability is better for profit uncertainty while in other is better for constraint uncertainty. Note that the performance when there is uncertainty in both constraints is slightly worse than the case where only one constraint is uncertain. Interestingly, this is not always true, see, e.g., the simplex model for both Value-Perfect and Response-Perfect feedback.
For most configurations the worst performance is observed when there is uncertainty across both profits and budget constraints. 
Conclusions
This paper presents a framework for addressing a class of max-min bilevel problems where at each period a leader allocates resources so as to degrade the performance of a follower. The follower, in turn, aims at minimizing the cost of performing his activities given the leader's actions. In order to solve the problem, we propose a class of policies Λ that are both greedy and robust. Under reasonable assumptions on the information that the leader collects from the follower's response, our theoretical results show that in this class of problems exploitation always implies exploration as long as the leader is using policies in Λ. Moreover, the greediness and robustness of policies in Λ are sufficient to guarantee weak optimality and we also show that these policies provide the leader with a real-time certificate of optimality.
The implementation of the proposed policies requires solving a linear MIP in each period: these problems can be solved by available commercial solvers. We also present a lower bound on the best possible achievable performance based on the actions of a semi-oracle, which can also be computed via an MIP. Our theoretical results are supported by a series of numerical experiments that show that the proposed policies consistently outperform other benchmark policies.
Several questions remain open at this point with regard to sequential bilevel problems with incomplete information. One of the most relevant is to study up to what point the results in this work can be extended to general bilevel programs. The key challenge for this broader class of problems is that, as it can be readily checked, Theorem 1 and Lemmas 1 and 2 do not hold for greedy and robust policies. This implies that these policies (i ) no longer provide a certificate of optimality; (ii ) do not imply that an optimal solution has been found whenever the expected cost of the leader is the same as that of the follower; and (iii ) do not imply that the leader learns new information whenever the expectation and the value observed are different.
In addition, the study of models with more general assumptions on uncertainty, where, for instance, the leader is not certain about her upper-level data, provide an attractive avenue of future research. For instance, the question of determining whether finite time-stability upper bounds can be proved for the matrix model under Response-Perfect feedback with no extra assumptions remains open, as well as to determine alternative feedback settings where finite bounds, and weak optimality, can be also be attained.
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On the other hand, because y t a = 0 for all a ∈ A t , one has that z t,λ = (c t ) (y t,λ a ) a∈A t , and hence, by Theorem 1 along with (A-1), we have that z t,λ = z t, * R , yielding the desired contradiction.
Proof of Proposition 2. First, observe that equation (8) is an immediate consequence of Theorem 2. In order to prove weak optimality, we show that for any given policy π and any s = (n,
Let A = {1, 2 . . . , n 0 , n 0 + 1, . . . , n}, A 0 = {1, . . . , n 0 } and I = A, I 0 = A 0 . Let X (and hence H and h) be given by
j∈I 0
and let X 0 (and hence, H 0 and h 0 ) be given by
On the other hand, for any x ∈ X define Y (x) as
That is, F = [1 ; I] and L = [0 ; I], where I is an identity matrix of size n, and f is a column vector of ones. Define F 0 , L 0 and f 0 as the corresponding submatrices of F , L and f associated with j = 1, . . . , n 0 . Finally, consider c to be such that c n 0 +q < c n 0 +q+1 , for q = 1, . . . n − n 0 − 1, and for the cost coefficients of the first n 0 activities we assume that the leader knows that they belong to U 0 , where
. . , n 0 }, where we assume that c n < < u < 0.
In order to adequately define the instance, a particularĉ 0 in U 0 has to be fixed. However, independent of which specificĉ 0 is chosen (which will depend on the policy, see below), the above defined data constitutes an instance, i.e., D π ∈ G((D 0 ) π ), and its size is given by (n, n 0 ). Particularly, note that from the leader perspective, the problem consist of blocking those n − 1 activities that are most profitable to the follower, constrained to the fact the she always need to block exactly n 0 − 1 out of the n 0 activities she knows at time t = 0. In addition, from the assumptions on c, the follower's profit from any of the n − n 0 activities that the leader does not initially know is better than the profit generated by any activity that the leader initially knows.
From the definition of (D 0 , D) it is clear that if x * is an optimal oracle decision, then x * j = 1 for j = n 0 + 1, . . . , n, which implies that the leader must learn all those activities before implementing a solution where z t,π = z * . Hence, if t 0 denotes the first time after which the leader learns all activities from A \ A 0 , it is clear from the structure of the instance that t 0 ≥ n − n 0 . In addition, note that until t 0 the follower has only used activities in A \ A 0 , so by Value-Perfect feedback, he has not revealed to the leader any of the real costs of the activities in A 0 .
In order to prove weak optimality we show that for any given policy π there is a cost vector c 0 ∈ U 0 such that it takes the leader at least another n 0 time periods to consistently implement x * (this would imply that τ π ((D 0 , D) π ) ≥ n, yielding the desired result). First, assume that π does not repeat any solution from time t 0 , until time t n = t 0 + n 0 − 1. For any t = t 0 , . . . , t n , let j π,t be the (unique) follower activity in A 0 that x t,π does not block at time t, and choose the values of c 1 , . . . , c n 0 such that < c j π,t 0 +1 < c j π,t 0 +2 < . . . < c j π,tn < c j π,t 0 < u, and note that these values are admitted by U 0 . Observe that fixing the costs of the actions in A 0 in this way, we have that x * satisfies x * j = 1, for j = j π,t 0 and x * j π,t 0 = 0, and that z * = c j π,t 0 . On the other hand, for t = t 0 + 1, . . . , t n ,
(we note the first inequality above is, in general, not an equality, as it is not necessary for x t,π to block all the activities j with j > n 0 ).
and hence, as
≥ n, and the result follows. Now, suppose that π repeats a solution once between t 0 and t n , thus there exist t 0 ≤ u < v ≤ t n such that x u,π = x v,π . In this case j π,u = j π,v , and there exist 1 ≤ b ≤ n 0 such that b = j t,π for all t = 0, . . . , n. Let c 0 satisfy < c j π,t < c j π,t+1 for t = t 0 , . . . , v − 2, c j π,t < c j π,t+1 for t = v +1, . . . , t n , and assume that c j π,tn < c b < u. Observe that c 0 belongs to U 0 , and hence (D 0 , D) π is a valid instance, and moreover, x * is given by x * j = 1 for all j = b, x * b = 0, with z * = c b . In addition, it is seen that for t = t 0 , . . . , t n it follows that z t,π ≤ c j π,t < z * , and hence
that if π repeats a solution between t 0 and t n , the same argument as above yields the result.
where vector v d is divided in subvectors as
], and each subvector v 
Let D 0 and D ∈ G(D 0 ) be given, and suppose that T is sufficiently large. For any π, define
is the set of time periods when at least a new activity is learned by the leader (who is using policy π). Suppose that S π (D 0 , D) = {s 1 , s 2 , . . . , s p }, where w.l.o.g. we suppose that s k < s k+1 for all k ≤ p − 1 (observe p depends on π, we drop it for the notation for simplicity). In addition, for any k = 1, . . . , p, define
, N k is the set of activities the leader learns by the end of time period s k .
Lemma 4. Let λ ∈ Λ, suppose that feedback F is Response-Perfect and that the leader observes the values of all the slack variables of the follower problem at any time t ∈ T . If ξ λ > s p then,
Proof. Let k < p be given. Observe that at the end of period s k the leader learns all the activities in N k , and as such introduces a new variableF da into U s k +1 for all d ∈ C F (a) and a ∈ N k . Hence, U The above analysis implies that, with respect to dim(
because of the newly introduced linearly independent equality constraints. In other words,
On the other hand, let t < ξ λ such that t ∈ S λ ; i.e., y t a = 0 for all a ∈ A t . Note that because ξ λ > t one has that c y t,λ < z t R (by part (i ) of Proposition 4). We claim that (recall from the proof of Lemma 2 the definition of G t,= and g
Indeed, because the assumptions of Lemma 3 hold, let F t such that
and, by the same arguments of Lemma 2, the vector (v d ; k d ) must be linearly independent from all the rows of (G t , g t ). Therefore, the desired claim follows and we can conclude that dim(U t+1 ) ≤ dim(U t ) − 1, as desired.
Lemma 5. Let λ ∈ Λ be given, suppose that the feedback F is Response-Perfect and that the leader observes the values of all the slack variables of the follower's problem at any time t ∈ T . Then,
, and
Proof. By the definition of s 1 , at periods t = 0, 1, 2, . . . , s 1 − 1 we have that the leader does not learn any activity and hence, by Lemma 4, dim(U t ) − dim(U t−1 ) ≤ −1 for t = 1, . . . , s 1 . This implies that dim(U s 1 ) ≤ dim(U 0 ) − s 1 and the result follows. Suppose that k = 1, . . . , p − 1 is given. By definition of s k+1 , from t = s k + 1, . . . , s k+1 − 1 the leader does not learn any activity and Lemma 4 again implies that dim(
Now, the above equation along with equation (
which yields the desired result.
Using the above Lemma 5 we have the following important result.
Lemma 6. Let λ ∈ Λ be given, suppose that the feedback F is Response-Perfect and that the leader observes the values of all the slack variables of the follower problem at any time t ∈ T . Then,
Proof. By repeated application of Lemma 5 it is verified that
Because by definition no new action is learned after
This implies that at most by time s p +t, wheret := a∈N p |C F (a)| − a∈N p C F (a) + 1, it must be the case that dim(U sp+t ) = 0. Henceforth, part (iii ) of Proposition 4 implies that ξ λ ≤ s p +t, and hence equation (A-9) and the selection of t yield the desired result.
Proof of Proposition 6. Suppose first that (i ) holds, i.e., that all the constraints are equality constraints, thus the leader always knows that their slack is zero. Hence, a direct application of Lemma 6 implies that
The desired result follows by noting that
On the other hand, consider (ii ), i.e., that the leader observes the slack of one of the constraints in D t,λ at every period t ∈ T such that y t a = 0 for all a ∈ A t . In this case, following the same arguments as in Lemma 4, equation (A-6) can be simplified to:
The result follows from Lemma 6, after mimicking the proofs of the previous results, as in this case equation (A-8) becomes
A.2. Semi-Oracle Algorithm
In this section we show a one-level MIP reformulation of the semi-oracle optimization problem (12) and provide an algorithm that can speed-up its solution. The MIP reformulation is given by (A-1): min u,v,w,y,x,θ t∈T w f − F ysolution is used at time t, see constraint (A-1h). Here, M w = (z * − )/z * and is a valid lower bound on the value of c y for any feasible y. Finally, constraint (A-1g) implies that a resource cannot be used if it has not been revealed by the follower or if it is not in I 0 . In this constraint, A(i) is the set of follower activities that i interferes with, i.e., A(i) = {a ∈ A : i ∈ I(a)}, and M x i = u i / i , where u i is an upper bound on the value of the i-th entry of any x ∈ X, and i is a strictly positive lower bound on the value that any y a , a ∈ A(i), can take whenever y a > 0. In general, the computation of these lower bounds can be highly involved, but for specific applications they can be computed rather efficiently from the problem's data, see Section 6 for an example.
Although the MIP problem (A-1) can be solved directly for moderately sized instances, it might require lengthy computational times due to the large number of variables and constraints, particularly if T is large. It turns out, however, that this problem can be made somewhat less "dependent" on the time horizon T by computing a time-stability upper bound, which is constructed by forcing the follower to reveal an 'optimal' set of resources I * as soon as possible. Once this upper bound T 0 is computed, MIP (A-1) is solved by truncating the time to T 0 , which, as it will be seen, can be bounded by the cardinality of I * . Then, the optimal solution of the original MIP is obtained by extending the truncated solution until time T .
Before proceeding, we introduce some additional notation. Let x * be an optimal solution of the full-information problem, and let I * := {i ∈ I : x J ⊆ I * define x * ,J as x * ,J i := x * i if i ∈ J and zero otherwise, thus x * ,J is the restriction of x * to the resources in J. In addition, for any y define (with a slight abuse of notation) I(y) := a : ya>0
I(a)
i.e., I(y) is the set of resources that interfere with the activities that y performs.
The computation of the upper bound T 0 is based on the two following observations: (i ) as soon as the semi-oracle enforces the follower to reveal all the resources in I * , then she can implement the optimal solution x * ; (ii ) if for a given J ⊂ I * the semi-oracle implements x * ,J , then the response of the follower must reveal a new resource in I * \ J, or else the response yields the optimal value z * . While the proof of (i ) is straightforward, the proof of (ii ) is a consequence of the following:
Lemma 7. Let J ⊆ I * and y J ∈ arg min{c y : y ∈ Y (x * ,J )}. If I(y J ) ∩ I * ⊆ J, then z * ≤ c y J .
Proof. We proceed to prove that y J ∈ Y (x * ). Note that if this holds, then z * ≤ c y J by the definition of z * . Indeed, let d ∈ C F and note that a∈A
where in the last equation K 1 = (I * \ J) ∩ I(y J ) and K 2 = (I * \ J) \ I(y J ). Our objective is to prove that the expression in (A-2) is at most f d for all d ∈ C F ; from this the desired result follows.
First, suppose that d ∈ C F satisfies that a∈A F da y J a = 0; then (A-2) is at most f d by Assumption A4. Hence, suppose that d ∈ C F satisfies that a∈A F da y J a = 0. Note that K 1 = I * ∩ (I \ J) ∩ I(y J ) = (I \ J) ∩ (I(y J ) ∩ I * ) = ∅, because by hypothesis I(y J ) ∩ I * ⊆ J; therefore, i∈K 1 L di x * i = 0. On the other hand, suppose that i ∈ K 2 . Then i ∈ I(y J ) and, since a∈A F da y J a = 0, it must be the case that L di = 0. As this holds for any i ∈ K 2 , we have that i∈K 2 L di x * i = 0. From the above observations, it follows that if a∈A F da y J a = 0 then
where the inequality in the above expression is a consequence of the assumption that y J ∈ Y (x * ,J ).
Thus, (A-2) is at most f d for any d ∈ C F and hence y J ∈ Y (x * ), as desired.
Supported by the observations above, Algorithm 1 outputs an initial feasible solution. It starts by computing x * and z * . At any time t it implements the solution x * ,J t , with J t = I * ∩ I t . If the follower's solution at t yields a value less than z * , then, per observation (ii ), the semi-oracle can use a new resource in I * at the next time period; otherwise, the solution implemented at t is optimal.
The value of T 0 is set to be the first time that z * is equal to the follower's cost. We note that T 0 is upper-bounded by |I * | since in at most |I * | periods the semi-oracle discovers all the resources in I * , and once these resources are available, the solution of the semi-oracle is optimal, per observation (i ). The above considerations are formalized in Lemma 8.
Algorithm 1 Proof. First, if the algorithm outputs T 0 = ∞, the results holds trivially. Hence, suppose T 0 < ∞.
In this case, it is readily checked that T 0 is an upper bound as the solution {(x * ,J t , y t ) : t ∈ T } output by Algorithm 1 is feasible in (A-1) and yields an objective value of T 0 .
On the other hand, suppose that |I * \ I 0 | ≤ T and let s ∈ T \ {0} be given such that z * > z r for all r ≤ s. Because J s ⊆ I * , y s ∈ arg min{c y : y ∈ Y (x * ,J s )}, and z s = c y s , Lemma 7 implies that there exist i ∈ I(y s ) ∩ I * such that i ∈ J s . Henceforth, |J s+1 \ J s | ≥ 1.
In order to arrive at a contradiction, suppose that T 0 > |I * \ I 0 |. This implies that if we let t = |I * \ I 0 |, then z * > z s for all s ≤ t, and,
where the inequality follows as |J s \ J s−1 | ≥ 1 for all s ≤ t. By construction, we have that J t ⊆ I * for any t, thus inequality (A-3) implies that J t = I * , and hence, by observation (i ) that z t = z * ;
which yields the desired contradiction.
By using Algorithm 1, an optimal solution of (A-1) can be readily computed via Algorithm 2.
The correctness of Algorithm 2 follows from noting that T 0 is an upper bound for the time-stability.
Hence, we have the following result, which we state without proof.
