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Abstract 
Algorithms for the constrained bottleneck matroid base problem and the constrained 
bottleneck independent set problem are presented. The algorithms have improved complexities 
upon the best known general algorithm. Sufficient conditions are obtained when the proposed 
algorithms have linear complexity and are therefore the best possible ones. Several specific 
classes of matroidal problems are considered, including problems on partition, graphic and 
uniform matroids, special variants of the assignment and scheduling problems. The proposed 
approach is based on shrinking iteratively the dimensions of auxiliary problems. It is demon- 
strated that the approach cannot be extended beyond the class of matroidal problems, and the 
assumption of matroidal structure is not only sufficient but also necessary for the applicability 
of the approach. 
Keywords: Bottleneck; Matroids; Complexity 
1. Introduction 
Let E be a finite set with m elements and F be a nonempty collection of subsets of 
E such that (E, F) is a matroid, i.e. the following matroidal axioms hold: 
(Al) If S E F and S’ c S, then S’ E F. 
(A2) If S,,& E F and l&j = IS11 + 1, then there is e E S2\S1 such that S1u{e} E F. 
Elements of F are referred to as independent sets, and maximal independent sets are 
called buses of the matroid (E, F). It is known that all bases have the same cardinality 
r, called the rank of the matroid (E, F). For any subset S of E let r(S) be the rank of set 
S in the matroid (E, F), i.e. the maximal cardinality of independent subsets of S. Set 
S c E is a circuit of the matroid (E, F), if Se F and any proper subset of S belongs to F. 
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Let a weight w(e) and a cost c(e) be associated with every element e of E; all weights 
and costs are assumed to be positive real numbers. To facilitate the presentation, 
weights of different elements are assumed to be different. This is not a restrictive 
assumption, since ties can be broken lexicographically. 
For any S c E let 
C(S) = c c(e), 
eos 
W(S) = max w(e). 
ees 
C(S) and W(S) are called, respectively, the total cost and the maximum weight 
of s. 
Let a be a constant. The following problems are the focus of the paper. 
Problem 1-E (The constrained bottleneck matroid base problem). Find a base S 
of the matroid (E,F) so as to minimize W(S) subject to the constraint 
C(S) > CI. (1) 
Problem 2-E (The constrained bottleneck independent set problem). Find an indepen- 
dent set S of the matroid (E,F) so as to minimize W(S) subject to the con- 
straint (1). 
Notice that Problem 1-E with a constraint of the type C(S) < CI can be reduced to 
Problem 1-E with constraint (1) simply by introducing new costs c’(e) = max{c(e*) 1 
I? E E} + 1 - c(e) and a new constant a’ = r(max{c(e) 1 e E E} + 1) - a. 
ForanyE’cE,letF(E’)={SEFIS c E’}. (E’,F(E’)) is also a matroid for any 
E’ c E. For any S c E, let span,(S) be the span of set S in the matroid (E,F), i.e. the 
maximal set T c E such that S c T and r(S) = r(T). 
The following problem is closely related with Problems 1-E and 2-E. 
Problem 3-E’. Given a set E’ c E, find S E F(E) so as to maximize C(S). 
For any E’ c E, notations “Problem 1-E”’ and “Problem 2-E” denote Problems 
1-E and 2-E, respectively with the matroid (E’, F(E’)) instead of the matroid (E, F). 
In [2] Berman et al. developed a general scheme for constrained bottleneck 
problems (without assuming matroidal structure). In [Z] the solution of the original 
problem (Problem 1-E or 2-E) is obtained by solving a sequence of O(log m) auxiliary 
problems 3-E, and therefore the complexity of the method is O(flogm), wherefis the 
complexity of Problem 3-E. In Section 3 a modified algorithm for Problem 1-E is 
presented. Specifically, by exploiting the matroidal structure of the problem and the 
auxiliary results obtained in Section 2, it is possible to shrink the sizes of the auxiliary 
problems from iteration to iteration. It is shown that for a wide class of problems the 
modified algorithm has a better worst-case complexity than the general one, and 
under some conditions it is the best possible one (from the viewpoint of asymptotic 
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worst-case complexity). The proposed approach generalizes the algorithm for the 
constrained bottleneck spanning tree problem presented in [8]. In Section 4 several 
specific classes of matroidal problems are considered, including problems on parti- 
tion, uniform and graphic matroids, special variants of assignment and scheduling 
problems. In Section 5 an algorithm for Problem 2-E is presented, which has the same 
complexity as the algorithm for Problem 1-E. In Section 6 we show that the developed 
approach cannot be extended beyond the class of constrained matroidal bottleneck 
problems, and the assumption of matroidal structure is essential for the applicability 
of the approach. 
Camerini and Vercellis [4] studied a closely related problem: instead of the 
bottleneck (minimax) objective function they used the minisum one. This problem is 
NP-hard. In [4], a polynomial approximation algorithm based on Lagrangean 
relaxation was proposed, and it was demonstrated that under mild assumptions the 
relative error of the approximation tends to zero in terms of stochastic onvergence, as 
the problem size grows large. 
We use the standard asymptotic notation; for example, r = O(m) means that 
lim,, o. r/m < const, and r = o(m) means that lim,,, r/m = 0. 
2. Relations between Problems l-E, 2-E and 3-E’ 
Let S”(E’) be an optimal solution to Problem 3-E’. Notice that IS”(E’)( = r(E’), $(E’) 
is a base of the matroid (E’,F(E’)), and Problem 3-E’ is a usual unconstrained 
maxisum matroid base problem. 
Let II’:_, and Wz., be the optimal objective values for Problems 1-E and 2-E, 
respectively (when the corresponding problem is infeasible, its optimal objective value 
is assumed to be equal to + co). For any constant W let 
Let 
Ew = {e E E 1 w(e) < W}. 
B be the set of bases of the matroid (E,F), 
W = ;t yz {w(e)>, W = max{w(e) 1e E S”(E)} 
(notice that r may depend on the choice of g(E)). 
Obviously W T_s E [ W, IT’], if Problem 1-E is feasible. 
Theorem 1. For any real number W: 
(i) ZfC(!?(Ew)) > rx, then W,*., d W and any optimal solution to Problem 2-Ew is an 
optimal solution to Problem 2-Ew, for all W’ > W. 
(ii) 1. C&E,)) < u, then W& > W and any optimal solution to Problem 2- 
(E\(Ew\S”(Ew))) is also an optimal solution to Problem 2-E; if Problem 2- 
(E\(E,\g(Ew))) is not feasible, then Problem 2-E is not feasible either. 
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Corollary 1. For any W E [ W, W] : 
(i) If C(!?(E,)) 2 a, then WY., ,< W and any optimal solution to Problem 1-Ew is an 
optimal solution to Problem 1-E. 
(ii) Zf C(,?(Ew)) c a, then W:., > W and any optimal solution to Problem l- 
(E\(E~\%v))) is also an optimal solution to Problem 1-E; if Problem l- 
(E\(E,\~(Eiv))) is not feasible, then Problem 1-E is not feasible either. 
Proof of Theorem 1. The proof of (i) is straightforward. Let us prove (ii). Suppose 
C(f(E,)) < a. To exclude the trivial case we assume Ew # 8. Also, if Problem 2-E is 
infeasible, then Theorem 1 is automatically correct; therefore we assume that Problem 
2-E is feasible. 
The inequality W,*., > W is obvious. Now, let s^ be any optimal solution to 
Problem 2-E. If gn(E,\S”(E,)) = 8, then we are done. Suppose now that there is 
e* E s^n(Ew\$(Ew)). First notice that, since all costs are positive, 
r(3(Ew)) = IS”(Ew)( = r(Ew). Therefore spane(g(Ew)) = spans(E’w). Second, since 
C(g(E,)) < a, we have W(g) > W. Consider the set r = E\spanE(S^\{$)). Let d^ be 
the unique circuit in $(Ew)u{e^) (set S”(EB)u{t!) cannot be independent since 
e* E Ew c span,(E,) = spanE($(Ew)) and e^$g(E,)). Since t? E r, e^ E 2, d&F and a\{$} 
is an independent set, we have spane(d\{e^})nr # 8. Therefore a\{;} $spanE(!?\{e*}), 
and there is an element ed E J\{e*} such that ed E r. Notice that c(ed) > c(6); otherwise 
we would be able to increase the total cost of the set $(E,) by replacing ed by 
e* without destroying independence of the set. Now consider the set 
s^’ = (g\{e^))u{ed). 5’ is independent, since g\(t) is independent and ed E r; 
C($‘) > C(g), since c(ed) 2 c(g)); w(&!?‘) = w(g), since w(ed) < w < w(s) = 
W($\{e*}). Therefore, s^’ is an optimal solution to Problem 2-E and the cardinality of 
set s’n(Ew\L?(E,)) is less than the cardinality of set sn(Ew\$(Ew)). Now we can 
consider s^’ instead of s^ and repeat the process, until we have an optimal solution to 
Problem 2-E which contains no elements from E,\S”(E,). Now the statement (ii) of 
Theorem 1 becomes obvious. The theorem is proved. 0 
Corollary 1 is a generalization for matroids of the result obtained in [8] for 
spanning trees of a network. The corollary follows from Theorem 1. 
Theorem 1 and Corollary 1 demonstrate that by solving Problem 3-Ew it is 
possible not only to obtain bounds on the optimal objective value, but also to reduce 
the sizes of Problems 1-E and 2-E. 
3. An algorithm for solving the constrained bottleneck matroid base problem and its 
complexity 
Now we describe an algorithm to solve Problem 1-E. We assume [El > r, since in 
the case IEl = r, E is obviously the optimal solution if C(E) 2 a, and the problem is 
infeasible if C(E) < a. 
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Algorithm 1. 
BEGIN 
1. Solve the problem: 
minimize 
i 
C w(e) 1 S E B 
ees i 
This is an unconstrained minisum matroid base problem, and its complexity is the 
same as that of Problem 3-E (the minisum matroid base problem can be reduced to 
the maxisum matroid base problem by a simple transformation of weights). Let S’ be 
the obtained optimal solution; then W(F) = W = minbsB max& {w(e)}, as noticed 
by Camerini [3]. 
2. /* finding FV and checking feasibility */ 
Solve Problem 3-E; let S(E) be the obtained optimal solution. If C($(E)) < c(, 
STOP: Problem 1-E is infeasible. Otherwise set W+ = FV = W(S”(E)). 
3. Solve Problem 3-E,. Let S”(E,) be the obtained optimal solution. If 
C(s(E,)) 3 a then STOP: $(E,) is an bptimal solution to Problem 1-E. Otherwise 
set W_-= W. 
/* during the action of the algorithm, W_ is a strict lower bound and W ’ is an upper 
bound for WT., */ 
4. E’ +- (E\E,) uS”(E,). 
5. /* main iteration begins */ 
L c {w(e): e E E’ and W_ < w(e) < W ‘}; 
/* L is the set which contains WT_E; notice that JLJ d m - r */ 
W t median of L. 
/* if IL1 is even, then there exist two medians, and we choose the one with the smaller 
value */ 
6. Solve Problem 3-E’&, where E’& = {eEE’j w(e) < W). Let $(E’,) be the ob- 
tained optimal solution. 
If C(s(Eb)) > a, goto 8. 
7. E’ + (E’\Ek)ug(E&); 
w-4-w; 
Goto 5. 
8. E’ c Eb; 
If IL1 = 1 or (L( = 2, STOP: S(E&) is 
/* the termination criterion is valid due 
Otherwise: 
W’cW; 
Go to 5; 
END. 
the optimal solution to Problem 1-E 
to the choice of W at Step 5 */. 
The correctness of the algorithm follows from Corollary 1. After each iteration (LJ is 
reduced by one half (to avoid trivial details we can assume 1 LI to be a power of 2) and 
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1 E’I < )Ll + r; therefore, the algorithm terminates after at most log@ - r) + 1 iter- 
ations (m = IEI). 
Complexity ofAlgorithm 1. During the action of Algorithm 1 O(logm) instances of 
the unconstrained maxisum matroid base problem (Problem 3-E’) are solved. The 
complexity of Problem 3-E depends on which specific class of matroids is considered. 
Suppose first that the worst-case complexity of an algorithm used to solve Problem 
3-E is O(f(m)), where f(m) depends only on m. We assume f(m) to be a polynomial 
function of m, since optimization problems on matroids can be solved efficiently, for 
example, by the greedy algorithm [6,7,9]. Also we assume m < O(f(m)). Steps l-4 
require O(f(m)) time. Since after each main iteration (~51 is reduced by one half and 
JE’J < ILJ + r, the total computational effort is 
T,O,.I=O(f(m)+f(r+~)+f(r+~)+ **. +f(r)). 
Using the assumptions about the functionf(m) (f(m) is polynomial, m < O(f(m))) 
and some straightforward arguments from mathematical analysis (see the Appendix), 
we obtain that 
T total = O(f(r)logm) + O(f(m)). 
We have proved the following 
Tbeorem 2. T,,,,, = O(f(m) + f(r) log m). 
Corollary 2. Zf r = o(m), then Ttotal = o(f(m) log m), i.e. Algorithm 1 is faster than the 
general algorithm by Berman et aZ. [2] which has complexity O(f(m)logm). 
Corollary 3. Zfrlogr < O(m), then T,,,,, = O(f(m)), i.e. the complexity of Algorithm 
1 is approximately the same us the complexity of the used algorithm for solving 
Problem 3-E, and it improves upon the complexity of the general algorithm from [2] by 
the factor log m. Notice that the condition r log r < O(m) is equivalent to the condition 
r < O(m/logm) (since the inequalities are in the asymptotic sense). 
Corollary 4. Zf Problem 3-E can be sotved by an algorithm with complexity O(m), then 
for the case rlogr < O(m) Algorithm 1 has complexity O(m) and is therefore the best 
possible one (asymptotically). 
Now, let the complexity of the algorithm used for solving Problem 3-E be 
0( f (m, K)), where K is a vector of some other parameters of the structure of the 
matroid (E, F). For example, for graphic matroids K may be the number of vertices. 
For many matroidal algorithms complexity depends also on the rank of the matroid. 
Let f (m, K)IK be the function f (m,K) with fixed K. Then results analogous to 
Theorem 2 still can be obtained, using the function f (m, K)[s instead of f(m). 
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4. Examples 
Example 1. Let E be a set with m elements and let El, . . . , Ek be a partition of E, 
IEil = di, C:= 1 di = m. Let positive integers ti < di, i E { 1, . . . , k) be given, and 
F={E’ cE: (E’nEil dti, i~{l,..., k}}. The system (E, F) is called a partition 
matroid [6]. Let each element e E E have a positive cost c(e) and a positive weight w(e). 
Consider Problems l-E, 3-E and Algorithm 1 for this specific class of matroids. 
Problem 3-E can be solved as follows: for each i E (1, . . . , k} find ti elements of Ei with 
maximal costs - this can be done in time O(di) (without ordering these elements) [ 11. 
Let ST, i E { 1, . . . , k} be the obtained sets, 1 S: ( = ti. Then the set S* = lJf= 1 SF is an 
optimal solution to Problem 3-E. The complexity of the described algorithm is O(m) 
and therefore cannot be improved. 
The rank of the matroid (E, F) is equal to r = cf= 1 ti. Therefore, according to 
Theorem 2 and Corollaries 2-4, if r log r < O(m) then Algorithm 1 solves Problem 1-E 
with complexity O(m) and is therefore the best possible one in this case. If r = o(m), 
then Algorithm 1 has a better worst-case complexity than the general algorithm 
from [2]. 
Example 2. Let E = { 1, . . . , m}, and positive weights wj, j = 1, . . . , m and positive costs 
Cj,j = l,..., m are given. Consider the following bottleneck knapsack problem with 
a cardinality constraint (BKPCC): 
minimizemax{wj: Xj = 1) 
subject to j$l cjxj > ~1; 
Xj E (0, I}, j E ET 
where r is a positive integer, r < m. The BKPCC is the integer programming formula- 
tion of Problem 1-E on the matroid (E, F), where F is the set of subsets of E with 
cardinality not greater than r. Therefore, Algorithm 1 can be applied. The matroid 
(E, F) in this example is known as a uniform matroid [6,9]. Problem 3-E can be 
solved in O(m) time [l] (finding r elements of E with maximal costs without ordering). 
According to Theorem 2 and Corollaries 2-4, if r log r < O(m) then the complexity of 
Algorithm 1 is O(m) and is therefore the best possible one in this case. If r d o(m), 
then Algorithm 1 has a better worst-case complexity than the general algorithm 
from [Z]. 
Example 3. Let E be the set of edges ((El = m) of a connected network G with r nodes 
and F = {S c E: there is no cycle consisting of edges from S}. Then (E, F) is a graphic 
matroid and Problem 1-E is the constrained bottleneck spanning tree problem. 
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Algorithm 1 in this case is the (slightly modified) algorithm considered in [8]. As 
shown in [8], if 
m 2 I log r(log log* r), 
where 
log*(r) = min(i: log”’ r < l}, 
log(‘)x = loglog(i-l)x with log(‘)x = x, 
then Algorithm 1 can be implemented in O(m) time and is therefore the best possible 
one in this case. Here all the minimum spanning tree subproblems are solved using the 
algorithm of Gabow et al. [S]. 
The following two examples are from the Operations Management area. 
Example 4. Consider the following variant of the assignment problem. Suppose that 
there are r workers and q different jobs. Let cij be the value of job i if it is performed by 
worker j and Wij be the time required for worker j to perform job i. The problem is to 
assign jobs to workers so that: 
(a) all the workers are busy; 
(b) the total value of the performed jobs is at least a (a is a fixed constant); 
(c) each worker performs only one job. 
The objective is to minimize the maximal busy time of the workers. It is assumed 
that the same job can be assigned to different workers, and in this case the job counts 
twice (with different values, depending on workers) when the total value of the per- 
formed jobs is calculated. Notice that we do not require that each job must be assigned, 
and the considered problem is quite different from classical assignment problems. 
Let E be the set of pairs (i,j), i E (1, . . . . q}, jE (1, . . . . r> and F be the set of 
assignments (each assignment can be represented by a subset of E) such that each 
worker performs not more than one job. Then (E, F) is a special case of the partition 
matroid considered in Example 1 with k = I, tj = 1, dj = q, j E { 1, . . . , r} and partition 
E 1 ,..., E,definedbyEj={(i,j)IiE{l,..., q}),jE{l,..., r).Thereforetheformulated 
assignment problem is a special case of Problem l-E, and the results of the previous 
discussion are applicable. Applying Theorem 2 and the results obtained for Example 
1, we obtain that Algorithm 1 solves the problem in time O(qr) if logr < O(q), and 
therefore is the best possible one in this case. 
Notice that constrained bottleneck versions of classical assignment problems [7] 
cannot be considered in the framework of our discussion, since they do not have the 
necessary structure. 
Example 5. Suppose there are m jobs and one machine. All jobs require the same 
processing time, e.g. one hour. Each job j has its deadline dj, value cj and harm Wj. If 
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a number of jobs is processed by the machine, the damage inflicted to the machine is 
equal to the maximum of the harms of the processed jobs. A job is considered as 
processed only if its completion time meets its deadline. The machine cannot process 
more than one job simultaneously. The problem is to find a schedule so as to minimize 
the damage inflicted to the machine, subject to the following constraints: 
(a) the maximum possible number of jobs is processed; 
(b) the total value of the processed jobs is at least c(, where D! is a fixed constant. 
To solve the problem, it is sufficient to find an optimal set of jobs to be processed, 
since then the sequence of performing the chosen jobs can be in the order of deadlines 
(earliest deadline first). Let E be the set of jobs and F be the set of subsets of E such 
that for any S E F all jobs from S can be performed meeting the deadlines. As pointed 
out in [6], (E, F) is a special case of the transversal matroid. Therefore, the formulated 
problem is a special case of Problem l-E, and Algorithm 1 can be applied. The 
corresponding Problem 3-E can be solved by the greedy strategy as described in [6] in 
O(max{rlog r, m}) time, where r is the maximal number of jobs that can be processed 
meeting the deadlines; r can easily be obtained in O(m) time (r is also the rank of the 
matroid (E, F)). Using Theorem 2, we obtain that if r log r < O(m), then Algorithm 
1 solves the problem formulated above in time O(m) and is therefore the best 
possible one. 
5. An algorithm for solving the constrained bottleneck independent set problem 
Consider Problem 2-E. The difficulty of Problem 2-E in comparison with Problem 
1-E is that even if the rank r of the matroid (E,F) is known, we cannot know in 
advance the cardinality of an optimal solution. 
The notation of Section 1 is retained. Remember that W = minLEBmaxeEb {w(e)}. 
Lemma 1. W,*., < WF_E. If Problem 1-E is infeasible, then Problem 2-E is also in- 
feasible. 
Proof. Trivial. 0 
Lemma 2. Zf C(g(E,)) < a, where 3(E,) is an optimal solution to Problem 3-E,, then 
W,*., = Wr_E and an-optimal solution to Problem 1-E (ifany) is an optimal solution to 
Problem 2-E. 
Proof. Let s^ be an optimal solution to Problem 2-E. Since C(S”(E,)) < a, then 
W(s) > W. It is sufficient to show that in this case the optimal objective values of 
Problems 1-E and 2-E are equal. 
The cardinality of the set S(E,) is equal to r = r(E), since r(E,) = r(E). If IS( = r, 
then we are done, since according to Lemma 1 the optimal objective value of Problem 
2-E is not greater than that of Problem 1-E. Let ls^l < r; to prove the lemma, it is 
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sufficient to show that s^ can be transformed into a base of the matroid (E,F) by 
adding some elements with weights not greater than W(s). Since g(E,) is a base of 
(E,F) and W&E,)) < W < W(g), we can find such elements in $(E&). This com- 
pletes the proof. 0 
Let us describe the algorithm to solve Problem 2-E. 
Algorithm 2. 
BEGIN 
1. Solve the problem 
minimize 1 w(e) 1 S E B . 
eos 
Let S’ be the obtained optimal solution. Then 
W(Y) = IJ’ = minbeBmax,,t, {w(e)} (see Step 1 of Algorithm 1). 
Solve Problem 3-E,. Let S(E,) be the obtained optimal solution. 
If C($(E,)) < a, then apply Algorithm 1 (according to Lemmas 1, 2 in this case 
either Problems 1-E and 2-E are both infeasible, or an optimal solution to Problem 
1-E is an optimal solution to Problem 2-E. Therefore, in this case Problem 2-E can be 
solved by Algorithm 1). 
If C(i?(E,)) 2 a, then W& d W. Set W+ = W, W_ = 0 and goto 2. 
2. E’tEw+. 
3. /* main iteration begins */ 
Le{w(e):eEE’and W_<w(e)< W+}; 
W c median of L. 
/* if (Lj is even, there exist two medians, and we choose the one with the smaller 
value */ 
4. Solve Problem 3-EW, where EL = (e E E’J w(e) < W}. Let S”(E:) be the obtained 
optimal solution. If C(g(E$)) > a, goto 6. 
5. E’ t (E’\E:)uf(E$); 
w_ t w; 
Goto 3. 
6. E’ + EL; 
If IL( = 1 or IL1 = 2, STOP: S(Ek) is an optimal solution to Problem 2-E. Other- 
wise 
W’tW; 
Goto 3 
END 
Correctness of the algorithm follows from Theorem 1 and Lemmas 1, 2. Algo- 
rithm 2 terminates after O(logm) iterations. 
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Complexity of Algorithm 2. We should analyze only the case where at Step 
1 C(g(E,)) 2 a, since otherwise Algorithm 1 is used. Let O(f(m)) be the complexity of 
the algorithm used for Problem 3-E (as in Section 3,f(m) is assumed to be a poly- 
nomial function and m < O(f(m))) and T,,,,, be the total computational effort of 
Algorithm 2. We apply the same type of arguments as in the analysis of the complexity 
of Algorithm 1; the only minor modification takes into account the fact that the 
cardinality of $(E’,) may change from iteration to iteration within the interval [0, r]. 
Let r* be the cardinality of the obtained optimal solution (r* < r). Obviously if at 
some iteration C(S”(EL)) < a, then I$(E’,)I d r* (since (E,F) is a matroid). Therefore, 
at each iteration 1 E’I < IL1 + r*. Since after each main iteration (L( is reduced by one 
half and IE’J < (LI + r*, the total computational effort Ttotal is not greater than 
O(f(m) +f(r* + m/2) +f(r* + m/4) + ... +f(r*)) d O(f(r*)logm +f(m + r*)) 
= O(f(r)logm +f(m)) (see the Appendix). 
The following result is obtained. 
Theorem 3. The worst-case complexity of Algorithm 2 is 
T - W(m) +f(r)logm). total 
In other words, the worst-case complexity of Algorithm 2 is approximately the 
same as the worst-case complexity of Algorithm 1, and statements analogous to 
Corollaries 2-4 hold also for Algorithm 2. 
For example, if the matroid (E, F) is one of the matroids considered in Examples 1, 
2, 5 and rlogr d O(m), then Algorithm 2 has complexity O(m) and is therefore the 
best possible one. The same holds for the matroid in Example 4, if log r < O(q). The 
problem considered in Example 4 is a special case of Problem 2-E, if we drop the 
constraint hat all the workers must be busy. The problem formulated in Example 5 is 
a special case of Problem 2-E, if we drop the requirement hat the maximal possible 
number of jobs must be processed. The BKPCC considered in the Example 2 becomes 
a special case of Problem 2-E, if we replace the constraint Cj”= 1Xj = r by the 
constraint Cy= l Xj < r. 
6. Bounds of the applicability of the approach 
Problems 1-E and 2-E can be formulated without the assumption that (E,F) is 
a matroid; instead of independent sets we can talk about elements of F, and instead of 
bases we can talk about maximal (with respect o inclusion) elements of F. There arises 
the natural question: what are the bounds of applicability of the approach used in 
Algorithms 1 and 2? May be, these algorithms can also be used for some problems 
without the matroidal structure? The approach is based on Theorem 1 and Corol- 
lary 1. Below we show that the restriction that the system (E,F) is a matroid is 
essential. 
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Theorem 4. If (E, F) is not a matroid, then there are weights w(e) and costs c(e) and 
a constant o! such that Theorem 1 is wrong. 
Proof. Maximal (with respect o inclusion) sets S E F will be referred to as a-bases (to 
differentiate them from matroidal bases). Analogously, elements of F will be called 
a-independent sets. B is the set of a-bases. To prove the theorem, it is sufficient (for any 
system (E, F) which is not a matroid) to find some weights w(e) and costs c(e), e E E, 
and constants CI, W such that Problem 2-(E\(E,\$(E,))) is infeasible, but Problem 
2-E is feasible. 
Suppose (E, F) is not a matroid. Then F contains at least one nonempty subset of E. 
Using the “base axioms” from [9], it can easily be obtained that there are two 
possibilities: 
(i) F is closed with respect to inclusion, and there are two a-bases bi, b2 and an 
element XE bl\bz such that (b,u{y))\{x)$F for any yg b,\b,; 
(ii) F is not closed with respect to inclusion, i.e. there are Si, Sz c E such that 
S1 cSz,SzEFandS1$F 
(indeed, if F is closed with respect o inclusion and for any two a-bases bI , b2 and for 
any x E bI\bz there is an y E b2\bl such that (b, u{ y])\{x> E F, then F is a matroid, 
according to the base axioms [9]). 
Suppose we have the case (i). Then obviously (b, \b,l 2 2. Set 
c(e) = 1000m2 for all e E bl\bl\{x}; 
c(e) = 100m2 for all e E b, nb2; 
c(e) = 50m for all e E b,\b,; 
c(x) = 40m; 
c(e) = 1 for all e E E\{b, ub2); 
w(e) = 20 for all e E bl\bZ\{x); 
w(e) = 10 for all e E E\(b,\b,\{x}); 
w = 15; 
CI = 1000m2((bI\b21 - 1) + 40m + 100m21b2nbI( 
(in the beginning we assumed that all weights are different, but here we drop this 
assumption for the sake of compactness of the example. Obviously this does not 
matter much; equal weights can be made slightly different or the lexicographical 
approach can be used to break ties). 
It is easy to see that Problem 2-E has the only feasible solution - set bI, since 
x cannot be replaced by any one of the elements from b2\bl without violating 
a-independency. An optimal solution for Problem 3-Ew is f(E,) = b2. Since x$b2, 
x E bI, x E Ew and bI is the only feasible solution for Problem 2-E, we obtain that 
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Problem 2-(E\(E,\S”(E,))) is infeasible, which completes the proof of Theorem 4 for 
the case (i). 
Suppose now we have the case (ii). We can assume that S2 is an a-base (otherwise we 
can take any a-base containing S2 instead of S,). Set 
c(e) = 10m for all e E Sz; 
c(e) = 1 for all e E E\S2; 
w(e) = 10 for all e E Si; 
w(e) = 20 for all e E E\S1; 
w = 15; 
a = lOmlSz(. 
Then Problem 2-E has the only feasible solution equal to Sz. There is at least one 
element of S, that is not contained in the optimal solution S”(E,) to Problem 3-Ew,, 
since Ew = S1 and S1$F. Therefore Problem 2-(E\(E,\L?(E,)) is infeasible; this 
completes the proof for the case (ii). Theorem 4 is proved. 0 
The situation with Corollary 1 is a little more complicated. The reason is that 
Corollary 1 depends not on the structure of F but on the structure of the set B of 
a-bases. For example, F can not be closed with respect to inclusion but Corollary 
1 may still hold for any possible weights, costs and a constant cc Nevertheless, the 
following result shows that for the correctness of Corollary 1 (and therefore for the 
applicability of Algorithm 1) B must have the structure of a set of bases of some 
matroid on E. 
Let F’ be the closure of F with respect o inclusion, i.e. F’ = (S c E 1 there is S’ E F 
such that S c S’}. 
Theorem 5. Zf (E, F’) is not a matroid, then there are weights w(e) and costs c(e) and 
a constant CI such that Corollary 1 is wrong. 
Proof. It can be conducted using the same arguments as in the proof of Theorem 4 for 
the case (i). 
Therefore, the applicability of the developed approach is strongly restricted to 
problems where (E, F) (or (E, F’)) is a matroid. 0 
Appendix 
With reference to Algorithm 1, the following analysis is useful for estimating the 
total computational effort. 
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We have to prove that 
o(f(m)+f(r+y)+f(r+y)+ *.. fW) 
= w-(r)logm) + w”(m))* 
It was assumed that f(m) is a polynomial (positive) function of m (m 3 1) such that 
m < O(f(m)); thus, there exist positive constants C1, C2, k (k 2 1) such that 
Clmk <f(m) < Czmk for any m 2 1. Therefore, 
O(f(m)+f(r+~)+f(r+~)+ .-. +/(r)) 
=O(mk+(r+y)*.(,.y)*+ ... +rk) 
(since (a + b)k < 2k(ak + bk) for any positive a and b and k is fixed) 
=O(mk+rk+(y)*.rk+E)*. . . . +rk) 
=O(rklog(m-r)+(m-r)k[2-k+2-2k+2-3k+ ..=I) 
= O(rklog(m - r) + (m - r)k) = O(rklogm + mk) = O(f(r)logm +f(m)). 
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