Abstract. We deal with the initial and boundary value problem for the degenerate parabolic equation u = A,3(u) in the cylinder fI x (0,T), where I C R" is bounded, 3(0) = '(0) 0, and ,O' ^! 0 (e.g., /3(U) uI lzI m_l (m > 1)). We study the appearance of the free boundary, and prove under certain hypothesis on 3 that the free boundary has a finite speed of propagation, and is Holder continuous. Further, we estimate the Lebesgue measure of the set where u > 0 is small and obtain the non-degeneracy property I10 < /3 '(u(x,t) 
Introduction
Consider the initial and boundary value problem u t =Ls 13( u ) in The aim of this paper is to prove the non-degeneracy property (0.3) in the case of general 3. In Section 1 we state the assumptions on the data and the main result. In Section 2 we study the free boundary. We prove that under the hypotheses on 3 given in Section 1 the free boundary has a finite speed of propagation and is HOlder continuous.
The proof depends in a crucial way on the .smoothing property u 1 > -u. In Section 3
we prove the non-degeneracy property. There we will use suitable comparison functions.
Assumptions on the data and the main result
Let öO, SI, S O and c be positive constants and set 11(t) = suppu( . ,t) and 11(0) = suppuo. We need the following assumptions:
(Hi) u 0 E L (11) and 0 < u 0 (x) < M (x E 11). (H3) 11(0) cc 11, 11(0) is a connected domain, and 511(0) E C2.
(H4) 0 1 (uo(x) ) > c(dist(x,511(0))) 26 for x E 11(0) with 0 <6 < 2.
(H5) 3'(-(x, t)) > c(dist(x, 511(t))) 2 (t Cz (0, 6)) if dist(x, 511(t))
Furthermore, we suppose the following assumptions on 8:
(Al) 0 E C3(0, IIuoII). 
In general, it is not to be expected that all solutions of problem (0.1) will be regular. But if uo E L°°(l) and T < +, then the existence of a unique weak solution u is known and it holds (see [151)
and
Further, uo 2 0 implies u(x,t) 20 for all (x, t) E Q x [0,T].
The main object of the present paper is to prove a non-degeneracy property for wich we define the two sets 
The free boundary
Assumption (H3) implies that the support of u has a free boundary for some t > 0. We define the free boundaries
Lemma 2.8 below implies 11(t 0 ) C 11(t 1 ) for to t 1 . Then it follows as in. [ 7 ] that if a vertical line segment a = { ( xo,t) : t 0 < t < t} satisfies a C F, then {(xo,t) : 0 < t < t 1 ) c r, and if F contains no vertical line segment, then I' is strictly increasing in every point. Further, hypothesis (114) entails that there is no waiting time, that means 11(0) fl 511(t) = 0 for all t > 0. Hence the free boundary is strictly increasing for all t > 0 where r(t)n 511 = 0. This result is due to [13] , if /3(s) = s I s I"' (m > 1) and 11 = R1. The proof to equation (0.1) is similiar (one needs suitable comparison functions; see, for example, Section 3). Let us note that the conclusion fails, if we allow 6 = 0 in hypothesis (114).
The set 11(t) is open, thus let 11(t) denote its closure. In this section we generalize the ideas of [7, 111 in order to prove the two following theorems. This theorem discribes the finite speed of propagation. In particular, let t > 6o, z E r(t0 ), ' The free boundary I' is strictly increasing. Thus for any x E 11 \ 11(0) there exists a unique point t such that x E r(t) if and only if t = t. Hence the free boundary is given by a function t = G(x) (x E 11 \ 11(0)) continuous in n \ 11(0).
Further, the proof of Theorem 2.1 yields the following property of G.
Theorem 2.2. G is Hlder continuous on n \ 11(0) (with Holder exponent -y) and uniformly HOlder continuous in any compact
where the constant c is independent of xi, X2 and ii, t2.
An essential property of u is the smoothing property (2.3).
A proof which uses semigroup theory can be found in 18). Let us prove (2.3) using a comparison argument (see also [1, 5) , if /3(s) = slsl m_i with m> 1). Hence we need the following comparison theorem [4] . Proof. We will show (flu )) j ^: -/3(u) (2.4) for t E (0, TI. Then the convexity of 3 entails
and it follows L(-k/3(u)) 0 where k = 1 with c given in assumption (A3). Assume uo to be smooth (otherwise one uses approximations (see, e.g., [15] ). Then it holds Proof of Lemma 2.6. First we note that dist(xo,31(t)) < dist(xo,5) entails the inclusion B(xo,R) C ft Define the function v = 13'(u). Some easy calculations show that v is a weak solution of the equation
Hence the comparison theorem yields w t j31 (u)u t ^: -k /3(u) I
By some direct calculations it follows that = '(u) is a weak solution of the equation
where = 3l(f3_1) (and a(a 1 '(i3)) = a/3'(u)). We distinguish two cases: Case a 1. The assumptions yield 13(ü(z,0)) = 0 for all x e B(i) and (1) 8 (1) and from (2.3) it follows that
where co =. Hence we get z(i3(u) + I x V) ^ 0, thus /3(ü) + x 2 is subhar-6 0 monic. We obtain for x E B()
fl(u(e,1))d+-. 2n From (2.7) it follows that f3(ü(x,i)) < (2'c+ ) for all x e B(). Using (2.4), we get
where e = -. We obtain /3(ü(x,1)) > e_dt(1_t)fl(fl(x,i)), thus for all x E B() and t E (0,1) (a(a((z)))
if A is sufficently small. Let m0 =where k0 is given in assumption (A4). Using (2.6), we get 12) for from assumption (A5) it follows that 
( ü ) = /3 1 ( 0 1 (afi(u))) 2 afl'(fl'(fi(u))) = a/3'(u).

The comparison theorem and (2.10) -(2.12) yield i(x, t) z(x, t) for all (x, t) E B() x
[
4(zo,R-) R2 a then there exists a constant A > 0 independent of a, R, x 0 and to such that (u(xo,to + Aa)) > 0.
In particular A is small, if ji is large.
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Proof. We consider ü as above. The assumptions entail
B(i) /3(ü(x,O))dx = a (u(xo + Rx,to)) dx 2 . B(1)
Using (2.9), we get ((Ü))j 2 E i 8(U) where e 1 ë . Consider Next we compare 0 with the solution x of the problem
It follows that o'(t) 2 -ei(t), thus
x'(t) = (B(t)) m (t E (A0 , A])
(Ao) = iI'(Ao).
We get &(t) 2 ( t ) for all t E [A0 , A]. The function x fulfills the equation (in -1)((t)) m ' = (C -Bmt)_l
where the constant C satisfies the equation
It follows that X(t) -+oo if t -r, thus (t) -+oo if A 2 -. This is a contradiction. Hence /3(ü(0, A)) > 0 holds if
In particular this is true for small A if p is sufficently large I
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The proofs of Theorem 2.1 and Theorem 2.2 follow now as in [7] . 
The non-degeneracy property
In this section we will prove Theorem 1.1. We consider the set 1 0 (t) {x E Q(t): 0 < v(x,t) < and define
Let r co and x E clo(r). We distinguish the following three cases:
iii) x near r*(t) for some t E (0,r) (the last case arises if there is a close in, that means a hole in the support disappears).
We define for r 5o the following three sets:
First we study the measure IM1(7-)I. 
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Let i(xo,to) denote the inner normal to ÔB(x,,R) in Xo and j z7I = 1. We define the function
where A>1, a>0, in0 = XE B := B(x 3 ,R)flQ and t E [t 0 ,t 0 + ).
Let t 1 E (to, to +) and I t 1 -to I sufficently small, further let a < c 1 where c 1 is given in (2.1). This yields i)gj^!gg+ (mo-1)hiVg2inBx(t0,ii] ii) g(x,to) v(x,to) 0 for all x E B.
Let us now suppose that Next we consider the function
For fixed x E Q \ 5) there is a point i such that x E ô1(t) and x l(t) for all t < t. Let s > 0 and 
Further, in any direction normal to 7 7, the function f is decreasing and suppf(x,t') C supp f(x,t") for t' <t". Now put the point t 1 such that it holds z E 5K where K = suppf(x,t 1 ) and 
In particular it holds
Proof. Set h0
-y)h i with 0 < -y < 1, and a 1 = ace with 0 < a < 1. The definition of S yields a3 := (m,-l)h• We require the following:
Then (i) yields z E 9suppf(x,i 1 ), (ii) and (iii) entail (3.6) and (3.8) (note that in suppf(x,t) it holds ft = (rn 1 -1) Inequalities (3.12) and (3.8) entail
(ii) v(x,to) 2 f(x,to) for all x E suppf(x,T)
In general this is not to be expected: if (3.15) is satisfied for a = 1, then the velocity of the free boundary has not only a lower bound (see (2.1)) but also an upper bound. For example this is impossible if there are holes in the support of u, even if r is smooth.
