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Abstract
Kim defined a very general combinatorial abstraction of the diameter of polytopes called sub-
set partition graphs to study howcertain combinatorial properties of such graphsmay be achieved
in lower bound constructions. Using Lovász’ Local Lemma, we give a general randomized con-
struction for subset partition graphs satisfying strong adjacency and end-point count properties.
This can be used as a building block to conceptually simplify the constructions given in [Kim11].
We also use ourmethod to construct abstract spindles, an analogy to the spindles used by San-
tos [San10] to disprove the Hirsch conjecture, of exponential length which satisfy the adjacency
and end-point count properties.
1 Introduction
One of the great mysteries of convex geometry is the question whether the diameter of the vertex-
edge graph of polyhedra is always bounded by a polynomial in the dimension and the number of
facets. A positive answer to this question is necessary for the existence of a polynomial-time pivot
rule for the Simplex method. Yet the best known upper bound is n1+logd , where n is the number of
facets and d is the dimension [KK92]. In the other direction, the best known constructions provide
a diameter of (1+ε)n for some fixed ε > 0 in sufficiently high but constant dimension [San10], so a
considerable gap in our knowledge remains. For a recent survey of the field, see [KS10].
There is a long history of research considering purely combinatorial abstractions of the graphs
of polytopes. Important representatives of this approach can be found in [AD74, Kal92]. This has
ultimately lead to a combinatorial abstraction in which the best known general upper bounds can be
proved, but which also admits constructions of at least an almost quadratic diameter [EHRR10].
Kim [Kim11] suggests a more systematic study of the various combinatorial properties of graphs
of polytopes. The goals of this endeavor are to identify properties that would help establish a polyno-
mial upper bound on the diameter, and to investigate combinatorial constructions with high diam-
eter, possibly as an inspiration for more geometric constructions. To this end, he gives the following
definition:
Definition 1. Let S be a set of symbols and n = |S|. Let A ⊆
(S
d
)
, where 1 É d É n is called the di-
mension. Let G = (V ,E ) be a connected undirected graph where the vertices V ∈ V form a partition
of A . In particular, every V ∈ V is a non-empty subset of A . Then we call G a d-dimensional subset
partition graph of A on the symbol set S.
The symbols correspond to the facets of a polyhedron and d to its affine dimension, so that the
sets A ∈A correspond to non-degenerate vertices, which can be identified by the d facets in which
they are contained. Note that we can restrict ourselves to simple polyhedra, i.e. polyhedra without
degenerate vertices, by a perturbation argument, see [San10] for a modern treatment.
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By itself, the definition of subset partition graphs provides very little structure. However, it can
easily be augmented with additional properties. In the search for such properties, we are guided by
what is known to hold for the graphs of polyhedra. Mostly following [Kim11], we say thatG satisfies
• adjacency, if A,A′ ∈ A and |A∩ A′| = d − 1 implies that A and A′ are in the same or adjacent
vertices ofG ;
• strong adjacency, if, in addition to adjacency, for every pair of adjacent vertices V ,V ′ ∈ V one
has A ∈V and A′ ∈V ′ such that |A∩ A′| = d −1;
• end-point count, if for all F ∈
( S
d−1
)
one has #{A ∈A : A ⊃ F }É 2; and
• the one-subset or singleton property, if |V | = 1 for all V ∈ V .
Furthermore,we define the restrictionofG with respect to a subset F ⊂ S as the subset partition graph
G|F = (V |F ,E |F ), where
V |F = {V |F : V ∈ V and V |F not empty}, where
V |F = {A \F : A ∈V and A ⊇ F } for all V ∈ V ,
and the adjacency structure E |F is the obvious induced graph. Then we say thatG satisfies
• dimension reduction, ifG|F is connected (or empty) for every F ∈
( S
Éd
)
.
Kim points out that this provides a framework in which previous abstractions can be understood by
requiring that some subset of these properties is satisfied. For example, the connected layer families
of [EHRR10] are subset partition graphs where the graph structure is a path, and dimension reduc-
tion is satisfied. For the graph of every simple polyhedron, there is a natural corresponding subset
partition graph that satisfies all these properties.
Motivated by Santos’ counter-example to the Hirsch conjecture [San10], he also defines what we
may call abstract spindles or abstract Dantzig figures. Suppose n = 2d and we distinguish two apices
A1,A2 ∈ A such that A1∪ A2 = S, then we may call G an abstract spindle. Its length is the distance
between the vertices V1,V2 ∈ V that contain A1 and A2, respectively.
The contribution of this paper is two-fold. First, we describe a randomized construction, using
Lovász’ Local Lemma, that turns any SPG that satisfies the singleton property into an SPG that addi-
tionally satisfies strong adjacency and end-point count. This transformation is at the cost of multi-
plying the dimension and number of symbols by a factor that depends on themaximumdegree of the
underlying graph. It can be used as a building block for constructions. In particular, it can be used
to conceptually simplify constructions of [Kim11], as long as one does not care about constants. We
then construct spindles of exponential length satisfying both strong adjacency and end-point count
properties. Previously, only a polynomial length construction was given in [Kim11].
2 Obtaining the strong adjacency and end-point count properties
LetG = (V ,E ) be a d-dimensional subset partition graph on the symbol set S that satisfies the single-
ton property. Our goal is to use this graph as a template for the construction of an rd-dimensional
SPGG ′ = (V ′,E ′) on the symbol set S ′ = S× [r ] such that:
1. As an undirected graph,G ′ is isomorphic to a subdivision ofG .
2. G ′ satisfies the singleton property.
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3. LetV ∈ V ,V = {A}, and letV ′ ∈ V ′ the corresponding vertex under thementioned isomorphism.
Then V ′ = {A× [r ]}.
4. G ′ satisfies the strong adjacency and end-point count properties.
The multiplier r is a parameter that we would like to choose as small as possible. We will give a
randomized construction that shows how r can be bounded in terms of the maximum degree ∆ of
G . Our construction has two steps. In the first step, we replace every set A ∈ A by A× [r ] to satisfy
the adjacency and end-point count properties. Clearly, we must choose r Ê 2 for this to work. In the
second step, we subdivide edges ofG to “interpolate” between the sets in the end-point vertices and
thus establish strong adjacency. Locally, the construction will look like the following example:
{a,b} {c ,d }
{a1,b1,
a2,b2}
{c1,d1,
c2,d2}
{a1,b1,
a2,b2}
{c1,b1,
a2,b2}
{c1,d1,
a2,b2}
{c1,d1,
c2,b2}
{c1,d1,
c2,d2}
The following alternative illustration of the same situation, inspired by [Kim11], represents the sets of
A as subsets of squares of a fixed-size grid. The symbols of S are represented as a row of squares. In
the first step of the construction, this row is replicated r times (here, r = 2).
In the example, we interpolated between the endpoints one row at a time, so that for every intermedi-
ate vertex, at most one row differs from the corresponding row at both endpoints. This property will
be useful for our construction as well.
So here is the second step of our construction. For every edge between a pair of vertices V = {A},
V ′ = {A′}, we choose a permutation pi of the r rows uniformly at random. We subdivide the edge VV ′
into a path of length r · (d − |A∩ A′|). We consider this path as composed of r segments of length
d − |A∩ A′| each. On every edge of the j -th segment, we take an element of A \ A′ from the pi( j )-th
row and replace it with an element of A′ \A from the same row. The order in which elements within a
single row are replaced is arbitrary; what matters is that rows are adjusted one at a time, and that the
order of the rows is chosen uniformly at random, independently for each edge.
Since we feel that it would not help understanding, we do not provide a complete formalization
of this construction. We trust that the reader may develop one herself if she deems it necessary. We
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only mention explicitly that the pi( j )-th row is the set S × {pi( j )}⊂ S ′. For a set B ⊆ S ′ = S × [r ] we use
the notation
B |pi( j ) := {x ∈ S : (x,pi( j )) ∈B }
for the pi( j )-th row of B .
It is easy to see that the resulting subset partition graph G ′ satisfies the first three properties de-
manded at the beginning of this section. Furthermore, for every pair of adjacent vertices V = {A},
V ′ = {A′} one has |A∩ A′| = rd −1 by construction, and so the second part of the definition of strong
adjacency is also satisfied. It remains to show that G ′ satisfies adjacency and the end-point count
property with positive probability.
Lemma2. If r Ê ⌈16e∆⌉, the following holdswith positive probability: Let A,A′ ∈A ′ such that |A∩A′| =
rd −1. Then A and A′ are contained in adjacent vertices of G ′.
This Lemma, once proved, clearly establishes adjacency. It also implies the end-point count prop-
erty, because G ′ satisfies the singleton property and contains no triangles (every edge of G is subdi-
vided into a path of length at least r ). The remainder of this section is devoted to a proof of Lemma 2
using Lovász’ Local Lemma. We begin with a restatement of an earlier observation:
Lemma 3. Let A ∈A ′ and let e ∈ E be an edge of G on whose subdivision A lies (e is only guaranteed to
be unique if A does not correspond to a vertex of G). Let V ,V ′ ∈ V be the end-points of e. Then all but at
most one row of A are equal to either V or V ′.
Lemma 4 (Localization Lemma). Suppose r Ê 4. Let A1,A2 ∈ A
′ such that |A1 ∩ A2| = rd − 1 and
let e1,e2 ∈ E be edges of G on whose subdivision A1 and A2 lie, respectively. Then e1 and e2 share an
end-point.
Proof. Our goal is to show that there is one row inwhich A1 and A2 coincide, andwhich also coincides
with both an end-point of e1 and an end-point of e2. Then these end-points must in fact be the same
vertex, that is, e1 and e2 share an end-point.
There is one rowwhichmust be ruled out because A1 and A2 differ in exactly one row. In addition,
up to one row must be ruled out since, by Lemma 3, A1 might not coincide with either end-point of
e1 in one of the rows. Similarly, one additional row might have to be ruled out due to A2. In total, up
to three rows must be eliminated from consideration. Since r Ê 4, there remains at least one row in
which A1 and A2 coincide, and which also coincides with one end-point of both edges e1 and e2. This
completes the proof.
The Localization Lemma suggests the following definition. Let V ∈ V and let e1,e2 ∈ E edges
incident to V . Let furthermore V ′ ∈ V ′ be the vertex in G ′ corresponding to V . Then the bad event
Be1e2 is the event that there exist verticesW1 = {B1},W2 = {B2} ∈ V
′ \ {V ′} on the subdivisions of e1 and
e2, respectively, with |B1∩B2| = rd −1. If none of these bad events occur, then by the Localization
Lemma, the constructedG ′ has all desired properties.
Lemma 5. Pr[Be1e2 ]É
4
r .
Proof. Letpi1 andpi2 be the permutations of rows chosen for e1 and e2, respectively, from the perspec-
tive of V ′. That is, when walking along the subdivision path of e j in G
′ from V ′ towards the opposite
end-point, which we call V j , then the first segment exchanges the symbols of the pi j (1)-th row. We
will show that if pi1(1), pi1(2), pi2(1) and pi2(2) are all distinct, then the bad event Be1e2 does not occur.
By the union bound, the probability of Be1e2 is therefore at most 4/r .
So suppose pi1(1), pi1(2), pi2(1) and pi2(2) are all distinct, and letW1 = {B1} ∈ V
′ andW2 = {B2} ∈ V
′
be two intermediate vertices on the subdivisions of e1 and e2 respectively, see Figure 1. LetW1 lie on
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W2
Figure 1: Illustration of the proof of Lemma 5; the situation inG is on the left, and the situation inG ′
is on the right.
the i -th segment of the subdivision path of e1, that is, the pi1(i )-th row of B1 is the only one that may
differ from both A ∈V and A1 ∈V1. Similarly, letW2 lie on the j -th segment of the subdivision path of
e2. We claim that B1 and B2 differ in at least two rows.
If both i , j É 2, then only the pi1(1)-th and pi1(2)-th row of B1 may differ from A, and therefore
B1|pi2(1) = A. On the other hand, the pi2(1)-th row of B2 is different from A by at least one element, and
therefore B2|pi2(1) 6= A. Conversely, we have B1|pi1(1) 6= A and B2|pi2(1) = A. So B1 and B2 differ in at least
two rows.
If both i , j Ê 3, then pi1(i ) is different from at least one of pi2(1),pi2(2). Suppose that pi1(i ) 6= pi2(1).
Then B1|pi2(1) ∈ {A,A1}, whereas B2|pi2(1) = A2. The other case is analogous, so that B1 and B2 differ in
at least one of the pi2(1)-th and pi2(2)-th row. Similarly, they differ in at least one of the pi1(1)-th and
the pi1(2)-th row, and so they differ in at least two rows..
If i Ê 3 and j É 2, then B1|pi1(1) =B1|pi1(2) = A1, while B2|pi1(1) =B2|pi1(2) = A, so that B1 and B2 again
differ in at least two rows. The last case is symmetric.
Since B1 and B2 differ in at least two rows in every case, we have |B1∩B2| É rd−2. This applies to
all pairs of vertices on the subdivision paths of e1 and e2 simultaneously, so the bad event Be1e2 does
not occur if pi1(1), pi1(2), pi2(1) and pi2(2) are all distinct.
We will now use Lovász’ Local Lemma to prove that with positive probability, none of the bad
events happen. Recall [AS00]:
Theorem 6 (Lovász’ Local Lemma). Let B = {Bi : i ∈ I } be a finite set of events in a probability space
such that Pr[Bi ] É p for all i ∈ I . Furthermore, suppose that for every i ∈ I there exists a neighbor-
hood Ni ⊂B, |Ni | É k, such that Bi is independent from the set B \ (Ni ∪ {Bi }). If (k +1)pe < 1, then
Pr[none of the Bi occur]> 0.
In our case, we candefine theneighborhoodof an eventBe1e2 to be the set of all other bad events of
the form Be1 f and Be2 f . Their number is bounded from above by 2·(2∆−3)= 4∆−6. So by combining
Lovász’ Local Lemma and Lemma 5, it is sufficient to have
(4∆−5) ·
4
r
·e < 1
So it is sufficient to set r = ⌈16e∆⌉. This finishes the proof of Lemma 2, and we can summarize the
result of this section as follows:
Theorem 7. Let G = (V ,E ) be a d-dimensional subset partition graph on the symbol set S that sat-
isfies the singleton property. Let r Ê ⌈16e∆⌉, where ∆ is the maximum degree of G. There exists an
rd-dimensional SPGG ′ = (V ′,E ′) on the symbol set S ′ = S× [r ] such that:
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1. As an undirected graph, G ′ is isomorphic to a subdivision of G.
2. Let V ∈ V , V = {A}, and let V ′ ∈ V ′ the corresponding vertex under the mentioned isomorphism.
Then V ′ = {A× [r ]}.
3. G ′ satisfies strong adjacency, end-point count, and the singleton property.
3 A spindle construction
Let d Ê 1 and n = 2d . Using S = [d ]× {1,2} as symbol set, one easily constructs an abstract spindle of
exponential length. Simply arrange all d-subsets of S into an arbitrary order, except that A1 = S × {1}
should come first, and A2 = S × {2} should come last. We then construct a path G whose vertices
contain the d-subsets of S in that order. ThenG is a subset partition graphwith the singleton property,
andmoreover it is a spindle with apices A1 and A2 with length exponential in d . By Theorem 7, there
exists a 32ed-dimensional spindle G ′ on 64ed symbols of at least the same length (in fact, its length
will be greater by at least a factor of 32e). Moreover, G ′ satisfies the strong adjacency and end-point
count properties.
4 Discussion
There is some room for improving the constants in the bound on r in Theorem 7, but we did not
explore this for sake of clarity. The special case when the underlying graph is a path can be dealt with
more easily and with a better parameter r , but we feel that further development of Theorem 7 should
go hand in hand with an investigation of which graph structures are of interest in the study of subset
partition graphs.
We consider the construction given in this paper to be new evidence that the adjacency and end-
point count properties are rather weak by themselves. However, there remains the important ques-
tion of how they interact with the dimension reduction property. Note that the construction of Theo-
rem 7 preserves dimension reduction only when the underlying structure ofG is a path. IfG contains
cycles, then dimension reduction is not preserved in general, and fixing this problemwould be a great
step forward.
Right now, there is a gap between the best known constructions. For SPGs that satisfy dimension
reduction, Eisenbrand et al. [EHRR10] give a construction with almost quadratic diameter. However,
their construction is far from satisfying the strong adjacency or end-point constructions. On the other
hand, the best known construction for SPGs that satisfy both dimension reduction and strong adja-
cency is via Santos’ [San10] construction of polytopeswith high (but still linear) diameter. Closing this
gap, perhaps by an improvement of the method used in this paper, is an important open problem.
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