Abstract. We determine the three fundamental invariants in the entries of a 3 × 3 × 3 array over C as explicit polynomials in the 27 variables x ijk for 1 ≤ i, j, k ≤ 3. By the work of Vinberg on θ-groups, it is known that these homogeneous polynomials have degrees 6, 9 and 12; they freely generate the algebra of invariants for the Lie group SL 3 (C) × SL 3 (C) × SL 3 (C) acting irreducibly on its natural representation C 3 ⊗ C 3 ⊗ C 3 . These generators have respectively 1152, 9216 and 209061 terms; we find compact expressions in terms of the orbits of the finite group (S 3 × S 3 × S 3 ) ⋊ S 3 acting on monomials of weight zero for the action of the Lie algebra sl 3 (C) ⊕ sl 3 (C) ⊕ sl 3 (C).
Introduction
We consider 3 × 3 × 3 arrays X = (x ijk ) where x ijk ∈ C for 1 ≤ i, j, k ≤ 3. We are concerned with homogeneous polynomials in the entries x ijk of these arrays which are invariant under the action of the Lie group SL 3 (C) × SL 3 (C) × SL 3 (C) acting by simultaneous changes of basis along the three directions.
Following Bremner et al. [2, 3] , we use a computational approach, based on the representation theory of the special linear Lie algebra sl 3 (C), to express these invariant polynomials as elements in the nullspace of a large integer matrix, and then to determine explicitly the generators of the algebra of invariants. Apart from their intrinsic interest, these generators can in principle be used to determine an explicit form for the hyperdeterminant of a 3 × 3 × 3 array in the sense of Gelfand et al. [8] ; see the open problem at the end of this paper.
Vinberg [16] generalized the notion of Weyl group from Lie groups to θ-groups; a θ-group is the group of fixed points of an automorphism of finite order of a complex semisimple Lie group. He showed that the corresponding Weyl groups are generated by complex reflections, and obtained the corollary that the algebra of invariants is a polynomial algebra: it is freely generated by a finite set of fundamental invariants. In particular, he embedded the Lie algebra sl 333 (C) = sl 3 (C)⊕sl 3 (C)⊕sl 3 (C) into an exceptional Lie algebra of type E 6 , and deduced that the algebra of invariants for the natural representation of sl 333 (C) is freely generated by homogeneous polynomials in degrees 6, 9 and 12. A general computational framework for studying θ-groups has been developed recently by de Graaf [5] .
An expression for the fundamental invariant of degree 9 in terms of 3 × 3 slices was obtained by Strassen [15, Lemma 4.5] . A geometric interpretation of Strassen's result has been given by Ottaviani [14, §3] ; see also Domokos and Drensky [6] .
Nurmiev [13] obtained an implicit description of all three invariants in terms of convolutions of volume forms. An approach to these polynomials using classical invariant theory has been given by Briand et al. [4] . For an application to quantum information theory, see Duff and Ferrara [7] . For recent related work on 2 × 2 × 2 × 2 arrays, see Huggins et al. [9] .
In this paper we obtain explicit expressions for the fundamental invariants in degrees 6, 9, 12 for the action of SL 3 (C) × SL 3 (C) × SL 3 (C) on 3 × 3 × 3 arrays. These invariants have respectively 1152, 9216 and 209061 terms. We express these homogeneous polynomials in terms of the orbits of the finite symmetry group (S 3 × S 3 × S 3 ) ⋊ S 3 acting on monomials of weight zero for the action of sl 333 (C). We use this action to efficiently represent polynomials as orbit sums; the invariants, especially in degree 12, involve far too many monomials to be written down completely. Using this method, it becomes possible to represent the fundamental invariants in a paper (and not just on a hard disk). Files containing the invariants are available as ancillary files attached to the arXiv version of this paper.
Preliminaries

2.1.
Homogeneous polynomials on 3 × 3 × 3 arrays. Let e 1 , e 2 , e 3 be the standard basis vectors of C 3 . We consider the tensor product C 333 = C 3 ⊗ C 3 ⊗ C 3 . Every element of C 333 is a finite sum of elements of the form u ⊗ v ⊗ w where u, v, w ∈ C 3 . A basis for C 333 consists of the 27 simple tensors e ijk = e i ⊗ e j ⊗ e k for 1 ≤ i, j, k ≤ 3. We therefore identify the array X = (x ijk ) with the element
x ijk e ijk , x ijk ∈ C.
We introduce variables x ijk for 1 ≤ i, j, k ≤ 3 corresponding to the entries of X; this notation is ambiguous but should not be confusing. Strictly speaking, x ijk is a coordinate function on C 333 and is therefore a dual basis vector e * i ⊗ e * j ⊗ e * k , but this distinction will not be important for us. We consider the polynomial algebra P = C[ x ijk | 1 ≤ i, j, k ≤ 3 ]. A basis of P consists of the monomials (1) M (E) = where E = (e ijk ) is an exponent array of non-negative integers. The homogeneous subspace P N of degree N has a basis consisting of monomials for which
e ijk = N.
A linear operator on C 3 is represented by a 3 × 3 matrix A = (a ij ) where a ij ∈ C. The action of a triple of invertible operators (A, B, C) on x ijk is given by
This action extends to polynomials as follows:
We call f an invariant if (A, B, C) · f = f when det(A) = det(B) = det(C) = 1.
2.2.
Representations of Lie algebras. The n × n complex matrices of determinant 1 form the special linear group SL n (C). Finite-dimensional representations of SL n (C) can be studied in terms of the Lie algebra sl n (C), which consists of all n × n complex matrices of trace 0. The standard basis of sl n (C) consists of • the matrix units U i,j for i = j with (i, j) entry 1 and other entries 0, • the diagonal matrices H i = U i,i − U i+1,i+1 for i = 1, 2, . . . , n−1.
The simple root vectors are the matrix units T i = U i,i+1 for i = 1, 2, . . . , n−1. The natural representation of sl n (C) is its irreducible action on C n . We have
We are concerned exclusively with the Lie algebra sl 3 (C); in this case
The brackets of H i and T j are
We consider the action of sl 333 (C) = sl 3 (C) ⊕ sl 3 (C) ⊕ sl 3 (C) on its irreducible representation C 333 . For ℓ = 1, 2, 3 we write a superscript (ℓ) to indicate the basis elements of the ℓ-th summand. These elements act on x ijk as follows (m = 1, 2):
The action of a Lie algebra L on a tensor product V ⊗ W of L-modules is given by
If we identify the N -th symmetric power S N V of the p-dimensional L-module V with the space of homogeneous polynomials of degree N on a basis v 1 , . . . , v p of V , then the action of L on S N V is given by
Lemma 2.1. For m = 1, 2 we have
The eigenvalues of x m will be denoted
(e i1k −e i2k ),
(e ij2 −e ij3 ).
The weight of
333 is the tuple (ω 11 , ω 12 , ω 21 , ω 22 , ω 31 , ω 32 ). A monomial has weight zero if ω ℓm = 0 for ℓ = 1, 2, 3 and m = 1, 2. For given degree and given weight, the weight space W (N | ω 11 , ω 12 , ω 21 , ω 22 , ω 31 , ω 32 ) is the subspace of P N spanned by the corresponding monomials. 
We write Ω ℓm for the nonzero weights and form the direct sum: Theorem 2.4. The algebra of invariants for sl 333 (C) acting on C 333 is freely generated by three fundamental invariants in degrees 6, 9 and 12. Thus for N = 6, 9, 12 the nullspace of Λ N has dimension 1, 1, 2 respectively. Proof. Vinberg [16] ; see especially item 2 in the table on page 491.
2.3. Combinatorics of monomials. Let E = (e ijk ) be a 3 × 3 × 3 exponent array with non-negative integer entries corresponding to the monomial (1). The third index distinguishes the frontal slices, where a slice is a 3 × 3 matrix obtained by fixing one subscript; there are three parallel slices in each direction. We call E an equal parallel slice array if parallel slices have the same sum. Proof. This follows immediately from Lemma 2.1.
To generate the exponent arrays for weight zero monomials of degree N , we use nested loops and the condition that the horizontal parallel slices have sum N/3. (See Table 1 .) To generate the higher weight monomials, we first use Lemma 2.2 to generate the monomials for weights Ω 1m (m = 1, 2). We then use symmetry to obtain the monomials for weights Ω ℓm (ℓ = 2, 3, m = 1, 2): if E is an exponent array of weight Ω 1m then E ′ defined by e ′ ijk = e jik is an exponent array of weight Ω 2m , and similarly for monomials of weight Ω 3m . (See Table 2 .) Definition 2.7. The symmetry group acting on the weight zero monomials in degree N is the semidirect product G = (S 3 × S 3 × S 3 ) ⋊ S 3 . Each factor in S 3 × S 3 × S 3 permutes the parallel slices in the corresponding direction; the last S 3 permutes the directions. More precisely, (α, β, γ) and δ act on E = (e ijk ) by:
The orbit of a weight zero monomial
The symmetric and alternating orbit sums are defined by
where ǫ(g) is the product of the signs of the components of g = (α, β, γ, δ) ∈ G. For some monomials, the alternating orbit sum will be zero.
See Table 3 for procedures to generate the orbit of a weight zero monomial; smallorbit permutes the slices, and largeorbit permutes the directions.
· for f 10 from 0 to N/3 do for f 11 from 0 to N/3 − f 10 do . . . for f 17 from 0 to N/3 − (f 10 + · · · + f 16 ) do:
i,k e i1k = i,k e i2k = i,k e i3k and i,j e ij1 = i,j e ij2 = i,j e ij3 then append [f 1 , . . . , f 27 ] to weightzeromonomials • return weightzeromonomials Table 1 . Pseudocode to generate weight zero monomials of degree N Lemma 3.1. In degree 6, there are 1152 monomials of weight zero, and 792 monomials of each higher weight Ω ℓm for ℓ = 1, 2, 3 and m = 1, 2.
Proof. We generate the monomials using an implementation in Maple 15 of the algorithms in Tables 1 and 2 with N = 6. Lemma 3.2. The nullspace of the matrix representing Λ 6 has dimension 1 modulo p = 101. Using symmetric representatives, the canonical basis vector of the nullspace has coefficients {−10, −4, −2, 1, 2, 4, 8}. If we interpret these as integers then the corresponding polynomial is an invariant for the action of sl 333 (C).
Proof. We use the LinearAlgebra[Modular] package in Maple 15 to create a matrix B with an upper block of size 1152 × 1152 and a lower block of size 792 × 1152.
• smallgrouporbit(f )
· set e ← unflatten(f ) · set orbit ← { } · for p ∈ S 3 do for q ∈ S 3 do for r ∈ S 3 do: Table 3 . Pseudocode to generate the orbits of a weight zero monomial
set B 1152+r,c ← (B 1152+r,c + e m+1,j,k ) modulo 101 • compute the row canonical form of B Table 4 . Pseudocode to fill the matrix (N = 6, ℓ = 1) For ℓ = 1, 2, 3 and m = 1, 2 we apply Lemma 2.2 to store the matrix representing T (ℓ) m in the lower block; we then compute the row canonical form. See Table 4 for ℓ = 1; monomialindex does a binary search for a higher weight monomial in the lexicographically ordered list of all monomials of that weight. At termination, B has rank 1151. From the row canonical form, we extract a basis vector for the nullspace. We then perform another computation using integer arithmetic to verify that the corresponding polynomial is indeed an invariant over C. Table 5 . The fundamental invariant in degree 6
Lemma 3.3. The coefficients of the canonical basis vector for the nullspace of Λ 6 are constant on orbits for the action of (S 3 ×S 3 ×S 3 )⋊S 3 on weight zero monomials. For each orbit, the coefficient, the matrix form of the minimal representative, and the orbit size, are displayed in Table 5 .
Proof. We implemented the algorithms of Tables 3 and 4 in Maple 15. Proof. This is a restatement of the results in Table 5 .
Degree 9
Lemma 4.1. In degree 9, there are 22620 monomials of weight zero, and 17802 monomials of each higher weight Ω ℓm for ℓ = 1, 2, 3 and m = 1, 2.
Proof. Similar to the proof of Lemma 3.1.
Lemma 4.2. The nullspace of the matrix representing Λ 9 has dimension 1 modulo p = 101. Using symmetric representatives, the canonical basis vector of the nullspace has coefficients {−1, 0, 1}; the nonzero coefficients each occur 4608 times Table 6 . The fundamental invariant in degree 9
and 0 occurs 13404 times. If we interpret these as integers then the corresponding polynomial is an invariant for the action of sl 333 (C).
Proof. Similar to the proof of Lemma 3.2.
Lemma 4.3. The canonical basis vector for the nullspace of Λ 9 is a linear combination of alternating orbit sums for the action of (S 3 × S 3 × S 3 ) ⋊ S 3 on weight zero monomials. For each orbit, the coefficient, the matrix form of the minimal representative, and the orbit size, are displayed in Table 6 .
Proof. Similar to the proof of Lemma 3.3. (There are another 30 orbits for the action of the symmetry group but they all occur with coefficient 0.) . Proof. This is a restatement of the results in Table 6 .
Degree 12
We find explicit forms of two linearly independent invariants in degree 12, and verify that the simpler invariant can be taken as the generator in degree 12.
Lemma 5.1. In degree 12, there are 302274 monomials of weight zero, and 254961 monomials of each higher weight Ω ℓm for ℓ = 1, 2, 3 and m = 1, 2.
Even using modular arithmetic, it is impossible to process efficiently a matrix with 302274 columns and 302274 + 254961 = 557235 rows. Therefore we look for invariants that are linear combinations of the symmetric orbit sums.
Lemma 5.2. In degree 12, there are 359 orbits for the action of (S 3 × S 3 × S 3 ) ⋊ S 3 on weight zero monomials. For each orbit, the flattened minimal representative and the orbit size are given in Tables 7-11. We consider a matrix with 359 columns, one for each symmetric orbit sum. 
m on the j-th symmetric orbit sum, and separate the resulting terms corresponding to the different blocks.
We create an integer matrix M with an upper block of size 359 × 359 and a lower block of size 639×359, initialized to zero. For ℓ = 1, 2, 3, m = 1, 2, j = 1, 2, . . . , 359, k = 1, 2, . . . , 399 we consider the terms in block k obtained by applying T (ℓ) m to the j-th symmetric orbit sum. We store the integer coefficients of these higher weight monomials in the lower block, and compute the Hermite normal form (HNF).
We obtain the same behavior as in Lemma 5.3: after the first iteration the rank is 357, and does not increase for the remaining iterations. At termination, we have an integer matrix of size 357 × 359, also called M , whose integer nullspace consists of the coefficient vectors of the invariant polynomials of degree 12.
To find a lattice basis for this integer nullspace, we compute the HNF of the transpose M t , obtaining integer matrices U (invertible) and H, of sizes 359 × 359 and 359 × 357 respectively, for which U M t = H. The last two rows of U form a lattice basis for the integer nullspace of M . We apply the algorithm of GaussLagrange to these last two rows to find a short basis of the integer nullspace. (For an introduction to lattice basis reduction, see Bremner [1] .) Since the lattice is 2-dimensional, the output consists of a shortest nonzero vector and a shortest vector which is not a multiple of the first vector. The components of these reduced basis vectors I 12 and I ′ 12 are given in Tables 7-11 . Finally, we perform an independent check using integer arithmetic that I 12 and I Proof. We compute the expression for I This can be performed very efficiently in Maple 15 using the algorithms of Monagan and Pearce [11, 12] which are based on the work of Johnson [10] .
We can now state our main result, and an open problem.
Theorem 5.7. The three fundamental invariants for 3 × 3 × 3 arrays are:
• the polynomial I 6 of Table 5 , which is a linear combination of the 8 symmetric orbits in degree 6, and has altogether 1152 terms;
• the polynomial I 9 of Table 6 , which is the sum of 14 alternating orbits in degree 9, and has altogether 9216 terms; • the polynomial I 12 of Tables 7-11 , which is a linear combination of 235 symmetric orbits in degree 12, and has altogether 209061 terms.
Open Problem. Corollary 3.9 of Gelfand et al. [8] implies that the hyperdeterminant of a 3 × 3 × 3 array has degree 36, and hence has the form a I , for some a, b, c, d, e, f, g ∈ C. Determine these coefficients. Table 7 . The basis invariants in degree 12: part 1 Table 9 . The basis invariants in degree 12: part 3 Table 11 . The basis invariants in degree 12: part 5
