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Abstract
It is known that fuzzy systems are universal approximators, i.e., any input-output system can be approximated, within any given accuracy, by a system described by fuzzy rules. Fuzzy rules work well in many
practical applications. However, in some applications,
the existing fuzzy rule approximation techniques are not
sucient:
First, in many practical problems (e.g., in many
control applications), derivatives of the approximated
function are very important, and so, we want not
only the approximating function to be close to the approximated one, but we also want their derivatives to
be close however, standard fuzzy approximation techniques do not guarantee the accuracy of approximating
a derivative.
Second, to get the desired approximation accuracy,
we sometimes need unrealistically many rules.
In this talk, we show how both problems can be
solved.

1. First Problem: In Many Practical Situations, It Is Desirable to Have a
Smooth Extrapolation
1.1. Extrapolation is important

In many practical problems, we know the values of
a function f (x) at several points x(1)  : : : x(k), and we
are interested in knowing the values of the function
f (x) for all x, i.e., we want to extrapolate the function
f (x). For example:
In measurement, we measure the values of some distributed characteristic at places where the sensors are
located, and we want to reconstruct the values of this
characteristic at all points.
In control, we may have recorded the control values
f (x(1) ) ::: f (x(k)) used by an experienced operator for
dierent inputs x(1)  : : : x(k), and we want to design
an automated controller f (x) that would apply exactly
these control values for these inputs.
In image processing, we observe the intensity at several points, and we would like to reconstruct the entire
image (i.e., the intensity at other points) based on these
known values. This is necessary, e.g., if we want to rotate an image, because the image is normally stored by
its values on a rectangular grid, and when we rotate,

the pixels from the grid no longer coincide with the
grid values, so we need to extrapolate.
There are many successful extrapolation techniques:
we can use numerical methods like spline (piecewise polynomial) extrapolation
we can train a neural network on the patterns
(x(1) f (x(1) )) : : : (x(k) f (x(k))), and then use,
for an arbitrary input x, the result f (x) of the
network's training as the desired output
we can use fuzzy extrapolation techniques, namely,
we can form a rule-base with the rules \if x is
close to x(i), then f (x) should be close to f (x(i) )"
(1  i  k), and apply the general fuzzy modeling methodology to transform these rules into the
precise control strategy (see, e.g., 5]).
1.2. In many practical problems, we want to preserve smoothness

The above extrapolation techniques provide a good
approximation to the actual (unknown) values of the
desired function f (x) in the sense that for every input
x, the extrapolated value fe(x) is usually close to the
value of the function f (x). In many practical applications, however, it is not enough that the values of
the desired functions be approximated precisely it is
also desirable that the values of its derivatives be reproduced accurately. For example:
In nondestructive testing of structural integrity, we
send an ultrasonic signal to the tested system, and measure the resulting vibration at dierent points. Our
goal is to detect the points where the cracks or other
possible faults are. It is known that faults correspond
to large values of stress, and stress can be evaluated as
a curvature (second derivative-related characteristic)
of the observed vibration amplitude. So, for applications to nondestructive testing, we need to be able to
approximation second derivatives correctly.
In control applications, we often want control to be
smooth (e.g., in control related to transportation of human beings or delicate goods in docking a spaceship
to a space station, etc). Therefore, when we start with
the recorded experience of an expert controller (who
knows how to control it smoothly), and we extrapolate the control from the operator-given values f (x(k) ),
we not only want the resulting automatic controller to
reproduce the values of the resulting control function
f (x) accurately, we also want this controller to accurately reproduce the derivatives of the expert's control
function.
In image processing, it is also often very important
to reproduce smoothness accurately.

For example, one of the important image processing problems is nding text in a pixel-by-pixel image.
This problem is extremely important for security, when
to detect potential threats, it is desirable to look up
millions of webpages to see if any of them contain potentially dangerous words and phrases. It is easy to
use web search tools to detect these words as text,
but new methods are needed to detect these words in
web-placed images. A natural way to detect a text
in an image is to use the fact that a text is a discontinuous (or at least non-smooth) part of the image.
Since an image can contain a text which is neither horizontal nor vertical, a reasonable way to text nding
includes a rotation of the text. Therefore, when we
make a rotation-related extrapolation, we would like to
keep non-smooth parts non-smooth, and smooth parts
smooth (to preserve the ability to detect the given image).
In analyzing satellite photos, there is also a need for
rotations: images of nearby areas are often obtained
from slightly dierent angles, so we must rotate them
before we can combine (\mosaic") then into a single
large-area picture. Many useful geophysical features
like faults (or geographical features like roads) represent non-smoothnesses in an image therefore, it is important that the related rotation preserve smoothness.
1.3. Existing techniques do not always preserve
smoothness: a problem

Not all existing extrapolation techniques preserve
smoothness.
For example, the simplest spline extrapolation {
piece-wise linear extrapolation of a function { preserves
its values, and describes the rst derivatives of this
function more or less accurately. However, the resulting rst derivative is piece-wise constant therefore, the
second derivative of the approximating function consists of 0's separated by innite values at x(i). As a
result, this extrapolation is useless for nondestructive
testing, where we need second derivatives.
Standard fuzzy extrapolation is based on a very localized membership function describing \close" as a
result, we get the same problem with second derivatives.
Since some extrapolation techniques do approximate
derivatives well (e.g., some neural networks), one possible solution may be to abandon the existing techniques and use only those which preserve derivatives.
However, we may not want to simply abandon these
techniques, because they have many advantage e.g.,
fuzzy rules have two major advantages:

rst, fuzzy rules (in contrast to, say, PDE's or neural networks) are intuitively clear
second, fuzzy rule representation is naturally parallelizable, which is important if we want to save
computation time.
It is due to these advantages that fuzzy rules work well
in many practical applications. So, instead of simply
abandoning these techniques, we would like to modify
the existing techniques so that they will approximate
derivatives as well. In this paper, we describe the necessary modications.

2. How to Make Approximation Smooth:
Practical Technique
We will describe this technique by presenting cases
of increasing complexity until we get the most general
situation.
2.1. Case 1: function of one variable, first-order
derivative desired

In this simple case, we know the values fi = f (x(i) )
of an unknown function f (x) at points x(1)  : : : x(k)
without losing generality, we can assume that x(1) <
x(2) < : : : < x(k). Our goal is to provide an extrapolation f (x) which would approximate both the values
of the function f (x) and of its derivative f (x). We
know the desired values fi of the function f (x) we
can also use standard numerical dierentiation formulas to estimate the values of its derivatives, e.g., as
f (x(i) )  di = (fi+1 ; fi 1 )=(x(i+1) ; x(i 1)). (This
two-sided symmetric derivative is preferable because
its error is much smaller than for a more standard onesided asymmetric expression (fi+1 ; fi )=(x(i+1) ; x(i) )
in border points, we have no other choice but to use a
one-sided formula.)
In other words, the problem is to nd a function f (x)
which satises k conditions f (x(i) )  fi and k conditions f (x(i) )  di . A natural way to solve this problem is to rst satisfy half of these conditions, and then
modify the solution to satisfy the other half. We have
already mentioned that if we start by applying one of
the known extrapolation techniques to satisfy the conditions f (x(i) )  fi , then we may get completely wrong
values of the derivatives. So, the only remaining possibility is to rst extrapolate the derivatives. Thus, on
the rst stage of the proposed algorithm, we compute
the values di, and use the chosen technique to nd a
function de(x) for which de(x(i) ) = di.
This function de(x) is an approximation to the derivative f (x) therefore, we can reconstruct the desired
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function f (x) as I (x) + C , where I (x) = 0x de(y) dy,
and the integration constant C can be determined,
e.g., by applying the Least Squares Method to k coni) ) = I (x(i) ) + C  fi : in other words,
ditions f (x(P
C = (1=k)  i (fi ; I (x(i) )): So, the second stage of the
algorithm consists of computing the integral I (x) (by
numerical integration), nding the value C from the
above formula, and then computing fe(x) = I (x) + C .
Since numerical dierentiation only gives approximate values of the derivatives di  f (x(i)), as a result
of this two-stage algorithm, we get a function fe(x) for
which fe(x(i))  fi . In many practical applications, the
values fi come from measurements and are, therefore,
themselves imprecise so, it is quite sucient to have
fe(x(i) )  fi .
In some cases, however, the measurements which
lead to fi are very precise, so we would like to get
the exact equality f (x(i) ) = fi (or at least to decrease
the approximation error jf (x(i) ) ; fi j). In such cases,
since we already know that f (x)  fe(x), we represent the desired function f (x) as fe(x) + 1(x), with
1(x(i) ) = f (x(i) ) ; fe(x(i) ) = fi ; fe(x(i) ), and repeat
the above two-stage procedure for this new function
1(x). As a result, we get an approximation e 1(x) 
1(x), with je 1(x(i) ) ; 1 (x(i))j  j1(x(i))j, and
therefore, a better approximation fe1(x) = fe(x)+ e 1(x)
for f (x). If we are still not satised with the error
level of this approximation, we can form a new difference 2(x) = f (x) ; fe1 (x), and repeat the same
error-decreasing procedure, etc., until the approximation error is small enough.
0

;

2.2. Case 2: function of one variable, higher-order
derivatives desired

We already know how to approximate a function
f (x) of one variable x together with its rst derivative f (x). We can use the same idea to approximate
a function together with any number of derivatives.
Indeed, let us show, e.g., how to approximate a function f (x) and its two derivatives f (x) and f (x). By
using numerical dierentiation, we get the values dk
of the rst derivative f (x). To these values, we apply the above two-stage algorithm and get an approximation de(x) for the function f (x) and for its rst
derivative (f ) (x) = f (x). From this approximation, we can reconstruct
f (x) as fe(x) = I (x) + C ,
R
x
e
where I (x) = 0 d(y) dy + C , and a constant C can
be determined similarly to Case 1. The resulting algorithm approximates a function together with the values of its rst two derivatives. (Similarly to Case 1,
if we are not satised with the approximation error,
0
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we can repeat the same procedure for the dierence
1(x) = f (x) ; fe(x), and take fe1 (x) = fe(x) + e 1(x)
as the next approximation to f (x).)
A similar recursive procedure helps to approximate
a function together with any given number of derivatives. Indeed, suppose that we already have a procedure Ps which approximates a function f (x) together
with its s derivatives f (x) f (x) : : :, and we want to
approximate a function together with its s + 1 derivatives. By using numerical dierentiation, we get the
values di of the rst derivative f (x) of the desired function. To these values, we apply the algorithm Ps and
get an approximation de(x) for the function f (x) and
for its s rst derivatives. From this approximation,
we can Rreconstruct f (x) as fe(x) = I (x) + C , where
I (x) = 0x de(y) dy + C , where a constant C can be determined similarly to Case 1. The resulting algorithm
approximates a function together with its rst derivative, and with the rst s derivatives of this derivative,
i.e., it reconstructs a function together with its s + 1
derivatives.
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2.3. General case: function of several variables

In the following text, we follow a convenient notation
(widely used in physics) of denoting a partial derivative
of a function f with respect to a variable xi by fi , and,
correspondingly, a partial derivative with respect to xi
and xj by fij . A general derivative has the form f ,
where D = i1 : : :is is a sequence of indices (i.e., the
form fi1 :::is ).
If
we
want
to
reconstruct
a
function f (x1  x2 : : : xn) of several variables together
with its rst derivative f1 , then we can apply the same
two-stage procedure as for a function of one variable,
with the only complication that after computing the
numerical values di of the rst derivative and extrapolating these values into a function d(x1 x2 : : :), we
have fe(x1  x2 : R: :x) = I (x1  x2 : : :) + C (x2 : : :), where
I (x1  x2 : : :) = 0 1 d(y x2 : : :) dy, and the integration
constant C (x2 : : :) may depend on the variables x2 : : :
We know that for given inputs x(i) = (x(1i)  : : : x(ni)),
we must have C (x(2i) : : : x(ni))  fi ; I (x(i) ) therefore,
to nd the function C (x2 : : :), we need a third stage,
on which we apply the same original extrapolation procedure to these values to get the function C (x1 : : :).
If we want to reconstruct a function f (x1  : : : xn)
together with several derivatives (e.g., with its two rst
derivatives f1 and f2 ), then we rst reconstruct the
lowest derivative from which both f1 and f2 can be
obtained by integration (in the above example, f12 ),
and then nd f by several consequent integrations.
D

2.4. Practical application

As a case study, we applied the new methods to the
problem of non-destructive evaluation of structural integrity of Space Shuttle's vertical stabilizer. To prove
the applicability of our method, we applied this techniques to measurement results for pieces with known
fault locations. Our method detected all the faults
in >70% of the cases, much larger proportion than
with any previously known techniques (for details, see
1, 6, 7, 8]).
2.5. Theoretical Justification

It is known that fuzzy systems are universal approximators, i.e., any input-output system can be approximated, within any given accuracy, by a system
described by fuzzy rules (see, e.g., a survey 5], pp.
135{195, and references therein). To guarantee that a
smooth approximation is always possible, let us prove
that, even if we understand accuracy as closeness of
both the approximation and its derivatives, fuzzy systems are still universal approximators.
In this result, we follow 9] and consider fuzzy systems in which \and" is represented by an algebraic
product, aggregation is represented by sum, membership functions for the input are Gaussian, and outputs
are crisp. For such systems, the input-output function
is given by a formula

g(x1  : : : xn) = N (x1  : : : xn)=D(x1  : : : xn) (1a)
where
N (x1 : : : xn) =

m
X
w 

(1b)

X

(1c)

i=1
m

D(x1  : : : xn) =

i=1

i1(x1 )  : : :  in(xn )

i

i1(x1 )  : : :  in (xn)

wi are real numbers, and ij (x) are Gaussian functions.
Let s be an integer, let " > 0 be a real numbers.
We say that a function g(x1 : : : xn) approximates a
function f (x1  : : : xn) and its derivatives of order  s
with accuracy " if for all xi 2 ; ],
jf (x1  : : : xn) ; g(x1  : : : xn)j  "
and for every derivative D of order  s,
jf (x1 : : : xn) ; g (x1  : : : xn)j  ":
D

D

Theorem. Let s and n be integers, let  > 0 and

" > 0 be real numbers, and let f (x1  : : : xn) be an stimes di erentiable function on ; ]n. Then, there
exists a function g(x1 : : : xn) of type (1a){(1c) which
approximates f (x1  : : : xn) and its derivatives of order
 s with accuracy ".
The proof of this result is given in 4].

3. Second Problem: It Is Often Desirable
to Have Fewer Fuzzy Rules
Most current applications of fuzzy control deal with
reasonably simple systems, where a small number of
control rules is sucient straightforward application
of the same methodology to more complicated systems
leads, sometimes, to unrealistically many rules. This
problem (and methods of handling it) has been described, e.g., in 2, 3].
We will show how, for a reasonable class of fuzzy
controllers, we can decrease the number of rules. Let's
consider a system with inputs x1  x2 and control rules
\if A1i(x1 ) and A2j (x2) then u = uij ", where A`j are
fuzzy properties, and uij are given values. We assume
that for ` = 1 2, the corresponding properties
A`i form
P
a fuzzy partition, i.e., for every x` , i A`i(x` ) = 1. If
we use a  b as a t-norm, addition for combining rules,
and center-of-gravity
P defuzzication, the resulting control is u(x1  x2) = ij uij  A1i (x1)  A2j (x2 ):
The fewer non-zero coecients uij , the fewer rules
we need. So, to decrease the number of rules, we representPthe corresponding bilinear
P form
F = ij uij  yi  zj as F = Pp=1 up  Yp  Zp , where
Yp are linear combinations
of yi , Zp are
linear combiP
P
(1)
nations of zj (Yp = i cpi  yi , Zp = j c(2)
pj  zj ), and
the number P is the smallest possible. Then, we can
describe the fuzzy controller as
u(x1  x2) = Pp up  A1p(x1 )  A2p (x2),
0

P

0

0

0

where A`p (x` ) = i c(pi`)  A`i (x` ) are the corresponding linear combinations. Thus, P rules are sucient.
If the matrix uij is symmetric, then the desired representation of the bilinear form corresponds to eigenvalues up and eigenvectors Yp = Zp in general, the desired
representation is known as a Singular Value Decomposition (SVD). A similar reduction can be achieved if
we have three or more inputs xi . Practical examples
(see, e.g., 10]) show that this reduction can indeed be
drastic.
Comment. It is worth mentioning that by formally applying the SVD techniques, we sometimes end up with
negative (or > 1) values of membership functions A`p .
0

0

0
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