In unsupervised domain adaptation, existing methods utilizing the boundary decision have achieved remarkable performance, but they lack analysis of the relationship between decision boundary and features. In our work, we propose a new principle that adaptive classifiers and transferable features can be obtained in the target domain by learning smooth representations. We analyze the relationship between decision boundary and ambiguous target features in terms of smoothness. Thereafter, local smooth discrepancy is defined to measure the smoothness of a sample and detect sensitive samples which are easily misclassified. To strengthen the smoothness, sensitive samples are corrected in feature space by optimizing local smooth discrepancy. Moreover, the generalization error upper bound is derived theoretically. Finally, We evaluate our method in several standard benchmark datasets. Empirical evidence shows that the proposed method is comparable or superior to the state-of-the-art methods and local smooth discrepancy is a valid metric to evaluate the performance of a domain adaptation method.
Introduction
The performance of various computer vision problems has been significantly improved with the development of deep convolutional neural networks (CNN) [11] . However, a precondition of this improvement is that numerous labeled samples are needed and test samples are drawn from the same distribution with training ones. Once there exists a dataset shift between the training and test samples, the performance of a CNN model decreases dramatically [4, 1] . In order to tackle this problem, unsupervised domain adaptation (UDA) transfers knowledge from a labeled source domain to an unlabeled target domain.
A bunch of classical UDA methods is to match moments of features in the source and target domains. They regard moments of a distribution as the main characteristics [28, 26, 15] . By matching moments, they hope to match distributions of different domains. Other kinds of remarkable UDA methods are based on adversarial training strategy. [5] first introduces a domain classifier to make distributions of distinct domains matching. [14, 2] also propose methods which are effective based on such a principle. However, these methods ignore the effect of a decision boundary. Alignment of distributions does not ensure that target samples are well-classified. The relationship between the decision boundary and target samples is also important. [24, 16, 17] regard the output of softmax function as complementary information to train a UDA model. These methods still focus on matching distributions of different domains, but the influence of decision boundary is considered. Moreover, MCD [24] explains that misclassification in the target domain is caused by ambiguous target features near the decision boundary and proposes a siamese-like network to overcome this phenomenon. These methods achieve excellent performance and their philosophies are illustrated clearly. However, the reason why a decision boundary robust in the source domain becomes invalid in the target domain is not well explained.
In this work, we give a new point of view to explain why a decision boundary is ill in the target domain. In our opinion, the smoothness of target samples is the key to model performance. Therefore, we define a non-negative function named local smooth discrepancy to measure the smoothness of a sample. Finally, a optimization schedule based on local smooth discrepancy is proposed to tackle the UDA problem.
In particular, we observe the phenomenon that performance drop in the target domain is similar to the overfitting problem. It is common for deep learning models because of extreme nonlinearity. In UDA problem, a dataset shift between different domains intensifies the overfitting. A popular belief based on widely observed facts is that the law of designing a model with good generalization ability is described by smoothness [18] . Based on this principle, we explain how a dataset shift and smoothness affect the performance in the target domain. Further, we define a formula named local smooth discrepancy to measure the smoothness of a target sample. Two specific computing method are introduced. Utilizing local smooth discrepancy, we propose a detailed training strategy to tackle the UDA problem. The model contains a feature generator and classifier. The classifier tries to classify source samples correctly and detect sensitive target samples which are easily misclassified. The principle used to detect sensitive samples is that they are not smooth with respect to the classifier. The feature generator is trained to strengthen the smoothness of these sensitive samples. In other words, we seek samples that are not smooth and modify them to be smooth. Note that we add no auxiliary network which is common in MCD [24] and adversarial training methods [5, 16] .
Realted Work
A theoretical work proposed in [1] confirms that a discrepancy between the source and target distributions causes a model invalid in the target domain. Because the distribution of a domain is difficult to illustrate, intuitive thought is to match moments of distributions instead. [15] matches expectations of features. [26] takes covariance of features into consideration. Moreover, [28] utilizes high-order moments to align distributions of different domains. These methods perform well in numerous settings.
As DANN [5] proposed, methods based on adversarial training become popular gradually. These methods introduce a domain classifier to predict which domain a sample is drawn from. At the same time, a feature generator is trained to fool the domain classifier so that features from different domains are matched. [27] follows this philosophy and implements adversarial training in feature space. Several methods implement adversarial training in pixel level [20, 2, 14] . These methods try to generate target images from labeled source images. In this way, a classification model is able to be trained with labeled target images. Specifically, PixelDA [2] follows the training strategy of generative adversarial networks (GANs) and obtains excellent performance on digits datasets. [20, 14] introduce training strategy similar to cycle GAN to improve their performance.
However, an essential factor, the decision boundary, is ignored in these methods. They only take the marginal distributions into consideration while neglect the information contained in prediction. In order to solve this problem, JAN [17] modifies DAN [15] to match joint distributions. CADA [16] subtly changes the training strategy of DANN [5] and achieves remarkable results. ATDA [23] adds two auxiliary classifiers to assist in generating valid pseudo labels for target samples. It constructs decision boundaries for target domain in two different views. Moreover, MCD [24] gives us a concise explanation of why matching marginal distributions still causes misclassification. It also proposes a siamese-like network and adversarial training strategy to solve the UDA problem. MCD [24] is comparable or superior to the existing methods on several benchmark domain adaptation datasets.
Preliminary
In this section, we give a brief description of UDA and define several notions. In the context of vanilla UDA, source images and corresponding labels {X s , Y s } are drawn from the underlying joint source distribution P s (X s , Y s ). Meanwhile, there is a set of unlabeled target images {X t } drawn from a marginal target distribution P t (X s ). The goal of a UDA task is to train a model with {X s , Y s } and {X t } to predict target labels {Y t } of {X t }. In practical settings, we only access to finite samples where a source domain {x In our setting, the trained model f is composed of a feature generator G and classifier C. G takes inputs x s or x t and the generated features z s or z t are feeded into C to classify them into different classes. Because of a dataset shift between the source and target domain, f which achieves a low source risk R S = E xs,ys∼Ps [C(G(x s )) = y s ] can easily result in an unsatisfied target risk
Thus, the goal of UDA methods is narrow down to reduce R t . Previous UDA methods, such as moments alignment ones [26, 15] or adversarial training ones [5, 27] , aim to completely match the feature distributions between different domains. Although they all have achieved excellent performance on various tasks, the decision boundary which implies the determinacy of predictions is ignored. MCD [24] has taken it into consideration and discussed it in their specific network architecture which is similar to a siamese network. In this work, we consider a more general setting that a classification network f is only composed of a feature generator G and classifier C. As shown in Figure 1 , a f well-trained in the source domain is able to classify source samples correctly. For a robust model, there is a large margin between the decision boundary and samples. However, a dataset shift across different domains results in a probability that a set of target samples would cross the boundary decided by source domain. These samples are misclassified. Therefore, we regard samples near the decision boundary as sensitive ones which easily lead errors to f . It is similar to the overfitting problem which is common in deep learning models. The extreme nonlinearity of deep neural networks leads to a phenomenon that performance drop happens when facing out-of-distribution samples. In UDA problem, the dataset shift further exacerbates this situation. A large number of target samples are regarded as out-of-distribution samples for f . In order to obtain a f work well in the target domain, G needs to project x t into feature space far away from the decision boundary.
An intuitive solution to form a large margin between target samples and the source decision boundary is to detect samples close to the boundary and force G project them far away from the boundary. As shown in Figure 1 , we could observe a phenomenon that samples near the decision boundary are less smooth than those far away from the boundary. In detail, the smoothness in our setting means that a sample and the samples around it should belong to the same category. Therefore, if a sample is in close proximity to the decision boundary, samples in the neighborhood are inevitable to cross the boundary so that the smoothness is broken down. On the contrary, samples away from the boundary are robust to keep the smoothness. This observation indeed inspires us to design a specific algorithm for UDA problem. We tend to define a concrete formula to measure the smoothness of a sample. Sensitive samples are able to be detected with it, and then G is trained to project them far away from the boundary. In other words, they become smooth. We give a visual illustration of this procedure in Figure 1 . As you can see, not only the dataset shift between source and target domain is reduced, but also source and target samples achieve a large margin with the decision boundary. The ideal smooth representations of both domains are learned in our method. An interesting point is that promoting smoothness of a model is a typical principle to alleviate the overfitting problem. However, a regularization term is the common way for overfitting problem while we design a novel optimization schedule to tackle the UDA problem.
Local Smooth Discrepancy
According to the definition of smoothness in our setting, we define a concrete formula named local smooth discrepancy (LSD) to measure it:
where θ denotes all the parameters of a model. r denotes a noise added to the output of G, and denotes the maximum norm of r. D(·, ·) is a discrepancy function that measures the divergence between two outputs of C. In LSD(x, θ), a feature vector g = G(x) adds r to detect another feature vector g in g's neighborhood. controls the range of sampling in g's neighborhood. As for the choice of D(·, ·), we employ cross-entropy loss function in all experiments.
Although LSD is well-defined, there is still an essential point we should pay more attention. Specifically, r is limited only by its norm in (1) and its direction is ignored. In fact, the goal of adding r includes detecting sensitive samples. If a g is close to the decision boundary and all g belong to the same category with g, it means that the direction of r could not detect sensitive samples. In this condition, sensitive samples are not modified to be away from the boundary and a robust margin between target samples and the decision boundary is unable to be formed. In order to solve this problem, we propose two plans to produce r, an isotropic one and an anisotropic one.
Isotropic Plan In the isotropic plan, we draw r from a Gaussian distribution and normalize it to satisfy r ≤ . Because r is isotropic, there must be a considerable number of g are closer to the decision boundary than the corresponding g. Thus, for the g nearby the boundary, several g broken down the smoothness are detected. The formula of LSD is modified into:
Anisotropic Plan Anisotropic plan only looks for r which drag g closer to the decision boundary and ignores r in other directions. To reach this goal, we take the insight from adversarial attack [7] . Adversarial attack applies a certain hardly perceptible perturbation, which is found by maximizing the model's prediction error, to an image to cause the model misclassify [7] . This philosophy fits well with our goal which tries to seek some noise to make the consequential feature vectors belong to different classes. However, these perturbations are found in image level and true labels are needed. In UDA problem, true labels for the target domain is unreachable. Moreover, in our setting, perturbations are added in feature space. Therefore, we make several modifications in traditional adversarial attack methods. In detail, traditional adversarial attack methods approximate adversarial perturbation by:
Instead, we approximate it by:
where onehot denotes transforming the softmax output of C to a one-hot vector. (4) computes gradients of g in the feature space instead of image space and replaces y with onehot(C(g)). These modifications result in a new LSD for anisotropic noise:
Optimization for Local Smooth Discrepancy
After defining the local smooth discrepancy, we design a optimization schedule to follow our motivation. We seek sensitive samples that violate the smoothness rule, and train G to project them into smooth locations.
First, we train G and C in the source domain to obtain the decision boundary which is crucial to the following steps.
where 1[] is an indicator function, and K denotes that there are K classes in a task. Then, we produce sensitive samples based on the decision boundary. Note that supervised learning in (6) is able to form robust margin between source samples and the decision boundary so that we focus on target samples in this step. In our work, sensitive samples g t are generated in the feature space of G:
where g t = G(x t ), and r is a general notation for the adding noise. In practice, we set r = r ran for an isotropic plan or r = r adv for an anisotropic plan. Finally, we train G to minimize local smooth discrepancy for target samples. Only parameters of G are updated in this step. G is trained to project g t to the same category with g:
where θ G denotes parameters of G, and D(·, ·) denotes cross-entropy loss function. (6) (7) and (8) are repeated in the optimization schedule as shown in Figure 1 .
Generalization Error Bound
In this section, we analyze theoretically the reason why the proposed method works well in the target domain. Ben-David proposed the theory that bounds the expected error in the target domain R T (h) [1] . There are three terms compose R T (h), expected error in the source domain R S (h), H∆H distance that measures the discrepancy between source and target domains, and a combined error of the ideal joint hypothesis λ.
Theorem 1 [1]
Let H be the hypothesis class. Suppose that H is symmetric(i.e., h ∈ H implies − h ∈ H). Given two domains S and T , for any h ∈ H, we have:
where R T (h) and R S (h) are the errors of hypothesis h in the corresponding domain.
1[·] denotes a indicator function.
According to [1] , R S (h) is extremely small with supervised learning and λ is also negligible if a UDA problem is solvable. Thus, we concentrate on minimizing d H∆H (S, T ). Regarding d H∆H (S, T ), because of reachable true labels of the source domain, h and h are able to classify source samples correctly and E x∼S 1[h(x) = h (x)] is assumed to be low. Thus, to approximate d H∆H (S, T ), we need to approximate sup
Actually, MCD [24] train two different classifier to be inconsistent in the target domain to reach the
However, in our method, we try to approximate it without an auxiliary classifier h . Assume that there exists an ideal h * = arg min h λ so that R T (h * ) is extremely low. If there is a set of sensitive samples x ∈ T which is also drawn from P t (X t ) and can easily lead wrong results from h, d H∆H (S, T ) is well-approximated by E x ∈T 1[h * (x ) = h(x )]. According to [18] , both the proposed isotropic and anisotropic plans are able to produce x that follow P t (X t ) and leads inconsistent results from h. Therefore, we regard generated sensitive samples as T in our method. In practice, since h * (x ), x ∈ T is unavailable, we replace it with h(x), x ∈ T . Note that x is generated from corresponding x and their labels are the same, so this replacement is reasonable. Finally, this term is approximated by:
In fact, (10) is a discrete way to measure the smoothness of target samples. In order to optimize a model with SGD, we propose local smooth discrepancy LSD(x, θ) = D(C(G(x) + r), C(G(x)))
to replace E x∈T,x ∈T 1[h(x) = h(x )] as the objective function. In addition, although the manner that we use pseudo labels of h(x) to replace unreachable h * (x ) is unlikely to guarantee the real d H∆H (S, T ) to be obtained, the iterative optimization and increasing accuracy of h during training ensure our method works well.
Experiments
In order to verify the effectiveness of the proposed method (SRDA), we conduct several classification experiments on standard benchmark datasets. First, we test SRDA on several digits classification datasets which are the most common datasets for UDA. Then, we test it on a more complex and massive dataset, VisDA [22] , to show the advanced performance of SRDA. Finally, we analyze the effectiveness of local smooth discrepancy in two settings. In all experiments, we implement models with Pytorch, and employ the optimization schedule we propose.
Digits Classification
We evaluate four types of adaptation scenarios by utilizing the digits datasets, MNIST [12] , USPS [10] , Synthetic Traffic Signs (SYNSIG) [19] , Street View House Numbers (SVHN) [21] and German Traffic Signs Recognition Benchmark (GTSRB) [25] . Specifically, MNIST, USPS and SVHN consist of 10 classes, whereas SYNSIG and GTSRB are traffic sign datasets which consist of 43 classes. In this experiment, we set four transfer tasks: SVHN→MNIST, SYNSIG→GTSRB, MNIST→USPS and USPS→MNIST. In detail, the dataset shift in SVHN→MNIST is caused by a different property of an image that SVHN contains RGB images while MNIST contains grayscale images. The shift between USPS and MNIST is relatively small because both of them are handwritten digit datasets and contain grayscale images. Images in SYNSIG and GTSRB have distinct properties because those in SYNSIG are synthesized and the rest is collected from the real world. For a fair comparison, we follow the protocols provided in MCD [24] and ADDA [27] . In this experiment, in order to verify the robustness of SRDA, we implement both isotropic and anisotropic plans. For the isotropic plan, we sample noise from a standard Gaussian distribution. In all four tasks, hyper-parameter is set to 0.5 and the learning rate is 1e −3 . For the anisotropic plan, sensitive samples are generated in two different ways. We choose two classical adversarial attack algorithm, namely FGSM [7] and VAT [18] , to produce noise adding to a feature vector. Note that FGSM [7] needs true labels to execute a backpropagation to compute gradients, so that we use pseudo labels to replace them. Except for MNIST→USPS, is set to 0.5 in the other three tasks. In MNIST→USPS, is set to 0.3. We set batch size to 128 in all tasks for both plans and all models are trained for 150 epochs. Learning rate is set to 1e −4 for FGSM plan while 1e −3 for VAT plan.
Results of the digits classification experiment are shown in Table 1 . We compare our three SRDA models, namely SRDA (FGSM), SRDA (VAT) and SRDA (RAN), with other state-of-the-art UDA algorithms such as DAN [15] , DANN [5] , DSN [3] , ADDA [27] , CoGAN [14] , ATDA [23] , ASSC [8] , DRCN [6] and MCD [24] . Among all four tasks, SRDA ranks first in two of them. Especially in USPS→MNIST which is the most difficult task, our three models are the top three. Only MCD is comparable to them and other methods are inferior to ours with a large margin. In SVHN→MNIST, SRDA (RAN) ranks first and other two models are the top five. In the other two tasks, our models do not obtain the best results. We conclude that it is caused by the relative satisfying results when no adaptation is implemented. Once a model without adaptation allocates target samples away from the decision boundary, SRDA is hard to detect enough sensitive samples to optimize G. Thus, SRDA is unable to improve the baseline a lot in this setting. The fact that improvement in SYNSIG→GTSRB which is the easiest setting is the smallest verifies our conclusion. We further assess SRDA on a more complex object classification dataset. VisDA [22] in this experiment constructs an adaptation from synthetic-object to real-object images. It contains more than 280K images belonging to 12 categories. These images are divided into training, validation and test sets. There are 152,397 training images synthesized by rendering 3D models with different angles and lighting conditions. The validation images are collected from MSCOCO [13] and amount to 55,388 in total. In this experiment, we regard the training set as a source domain and the validation set as a target domain. Similarly, in order to ensure fairness, we utilize the same backbone network, ResNet101 [9] , with MCD [24] . The setting of generator and classifier networks is also the same. In addition, we also employ the entropy minimization trick which is used in MCD [24] .
VisDA Classification
In this experiment, we also implement both isotropic and anisotropic plans. For the anisotropic plan, FGSM [7] and VAT [18] algorithms are implemented. All models are trained for 15 epochs and batch size is set to 32. Learning rate is set to 1e −4 . Similarly, we compare SRDA (FGSM), SRDA (VAT) and SRDA (RAN) with several typical methods, such as DAN [15] , DANN [5] , and MCD [24] which is the state-of-the-art method.
Results of the VisDA classification experiment are shown in Table 2 . SRDA and MCD [24] achieve much better accuracy than other methods. Moreover, SRDA (RAN) ranks first among all the models and SRDA (FGSM) obtains comparable accuracy with MCD [24] . In detail, SRDA (RAN) achieves the best results in class plane and person, SRDA (VAT) achieves the best result in class motor cycle and SRDA (FGSM) gets the best result in class knife. An interesting phenomenon is that three models of SRDA perform diversely among these categories. For example, in class knife, SRDA (FGSM) performs much better than the others and SRDA (VAT) ranks first in class motor cycle. Overall, SRDA (RAN) performs best. This reflects the importance of detecting sensitive samples. A well-defined plan which could seek more sensitive samples and a metric which could illustrate the smoothness of samples precisely are hopeful to further promote the proposed method. 
Discuss of Local Smooth Discrepancy
In order to verify that LSD we defined indeed reflects the smoothness of a sample and the performance of a model, we show the relationship between LSD and accuracy in Figure 2 . Three models, SRDA (RAN), SRDA (FGSM) and SRDA (VAT), are assessed on VisDA. We follow the settings in VisDA classification experiment. Note that because we get the accuracy every epoch and LSD is recorded every step, we show the accuracy after a quadratic interpolation.
As shown in Figure 2 (a), 2(b), and 2(c), the accuracy of all three models gradually increases as LSD decreases. This indicates that the proposed local smooth discrepancy is a reasonable metric to evaluate the performance of a UDA model. As is shown in Table 2 , SRDA (RAN) performs best on VisDA, SRDA (FGSM) ranks second and SRDA (VAT) is the worst model among them. In fact, the order of performance on VisDA also corresponds to LSD. SRDA (VAT) shows the highest loss, SRDA (RAN) obtains the lowest loss and SRDA (FGSM) ranks in the middle. The result verifies that smoothness is a key factor that affects the performance of a UDA model. Our explanation of performance drop in the target domain based on smoothness is also confirmed.
Moreover, to prove that LSD is a general metric to assess the performance of a UDA model, we further test it on MCD with different accuracy. In this experiment, we follow the settings described in MCD [24] and train models on VisDA. Overall, we train 12 MCD models with different accuracy by tuning hyper-parameters. As LSD is not the objective function of MCD, we introduce the original FGSM algorithm to generate adversarial samples on image level. Traditional white adversarial attack algorithms generate samples with their own networks. This paradigm introduces a new variable that adversarial samples are not the same for different MCD models. Thus, we generate adversarial samples with SRDA (RAN) in this experiment to ensure fairness for each MCD model. is also set to 0.5. With these adversarial images, LSD is calculated with their corresponding images in the target domain. To ensure the validity of the results, both classifiers in MCD are tested.
As is shown in Figure 2( 
Conclusion
In this paper, we propose a novel method for UDA problem. We introduce the definition of smoothness in UDA problem and explain the reason for performance drop in the target domain in terms of smoothness. According to the definition, we propose a formula named local smooth discrepancy to measure the smoothness of samples which can both detect sensitive samples and be an optimized objective function. Based on these, we give a concise training strategy to train a UDA model and a theoretical analysis is given. We extensively evaluate our method on several benchmark datasets. In almost all experiments, our method is comparable or superior to the state-of-the-art methods.
