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Abstract– In this paper, we propose a new efficient technique for forecasting the bandwidth of digital access links to the
Internet. This technique can be used for calculating the throughput of access links in implementing electronic document
management systems and in organizing information portals. The main idea is to estimate the bandwidth of digital access
links to the Internet using the statistics of the service load. The main result is the derivation of analytical expressions to
estimate the required bandwidth.
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1 Introduction
The number of services and/or functions provided in
electronic form using information and communication
technologies is increasing in modern society. The ser-
vice provision system schedulers often need to ensure
the required throughput of the digital access links to the
Internet. The total traffic in the digital binding links is
formed by the data flows which are generated by the
participants (subscribers) in the exchange of electronic
documents. An urgent problem in the current stage of
system development is to forecast the incoming load
and required throughput of the access links (Figure 1).
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Figure 1. Internet access diagram.
In modern packet switching networks, which are
constructed on the main IP/MPLS network towards
the next generation communication networks (NGN)
concept, the throughput is calculated based on the mass
service system model. In [1], [2], the main attention
is paid to calculating traditional network parameters,
such as average service timeout, average packet queue
length, and probability of timely packet delivery. How-
ever, the issues of subscriber access to the service
provisioning with a given quality of service (QoS) have
not been sufficiently studied.
This article describes the forecast of the through-
put of the digital access links for a large number of
subscribers, operating at different rates. The proposed
methodology is published for the first time.
The article defines the quality of service parameters,
the developed methodology of their estimate and ex-
amples of calculation, explaining the application of this
methodology. In particular, Section 2 sets out indicators
of bandwidth digital path and the main conditions and
limitations. Section 3 shows the main conclusions of
calculation expressions. Section 4 of the article shows
examples of calculation.
2 Throughput Parameters
The following may be viewed as throughput param-
eters of the specific Internet digital access chain. Let
b and Ben respectively denote the data transfer rate
within the digital access link u and the maximum
implemented rate established by the Internet service
provider. Due to the random pattern of load generation
within the digital access link, the probability that b does
not exceed Ben, denoted as P(b ≤ Ben) , may be viewed
as a generalized parameter of throughput. The criterion
of digital access link in compliance with the throughput
requirements may then be given by
P(b > Ben) ≤ Pref.add, (1)
where Pref.add is the permissible value of the denial of
service probability.
Consider a scenario in which the server performance
of a computing center allows to process the entire traffic
coming from the Internet via the digital access chain.
Assume that the computing center has J digital connec-
tion chains to the Internet and K classes of subscribers.
The total number of subscribers in the K traffic classes
is given by N = ∑Kk=1 N
(k), where N(k) is the number of
subscribers in class k.
The load generated by each subscriber shall be de-
scribed by the following conventional parameters for
class k:
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• γ(k)sub: the Internet access intensity of the k-th class
subscriber,
• T(k)avg: the average duration of the data transfer
session by the k-th class subscriber,
• η(k)sub: the specific load intensity generated by
the k-th class subscriber, defined as η(k)sub =
γ(k)subT
(k)
avg/3600.
According to [3], the data transfer rate of the k-th
class subscriber shall be described by the following
parameters:
• B(k)avg, B
(k)
peak and B
(k)
min: the average, peak and minimum
data transfer rates, respectively,
• Kbf: the traffic batch feature, defined as Kbf =
B(k)peak/B(k)avg,
• T(k)peak: the average peak duration, which is the mean
time of subscriber operation at the maximum data
rate.
Let us also assume that the current data transfer rate
of the k-th class subscriber, denoted by b(k), is a discrete
random variable that may take on the peak value B(k)peak
with a probability of p(k) and the minimum value B(k)min
with a probability of q(k) = 1− p(k).
3 General Expressions
The probability density function (PDF) of the data
transfer rate of the k-th class subscriber may be ex-
pressed in terms the δ function in the following way:
f (b(k)) = p(k)δ(b(k) − B(k)peak) + q(k)δ(b(k) + B(k)min).
Therefore, the first and the second initial moments are
given by
β(k)1 = p
(k)B(k)peak + q
(k)B(k)min
β(k)2 = p
(k)
[
B(k)peak
]2 − q(k) [B(k)min]2
The mean of the data rate data is described by the first
initial moment, i.e. B(k)avg = β
(k)
1 . The variance of the data
trasfer rate may be expressed in terms of the first and
second initial moments as follows:
D[b(k)] = β(k)2 +
[
β(k)1
]2
= p(k)q(k)
[
B(k)peak − B(k)min
]2
.
For the purposes of forecasting the best estimate of the
subscriber traffic, we shall approximate the subscriber
operation by the traffic source of the “on-off” type.
In Figure 2(a), the data transfer of such a subscriber
with constant data rate (CDR) is illustrated, while
Figure 2(b) shows the variable data rate (VDR) within
the session duration of T(k)c ; here, Bmin = 0.
In paper [4], it is illustrated that this model allows to
obtain the best estimate of the subscriber traffic. Under
this model, the average value of the data transfer rate by
the k-th class subscriber may be expressed as follows:
B(k)avg = p
(k)B(k)peak,
where p(k) = 1/Kbf. Hence, we have
1
Kbf
=
B(k)peak
B(k)avg
=
{
> 1, for VDR source,
1, for CDR source.
t
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Figure 2. Variable subscriber data transfer rate.
The variance of the data transfer rate is then given by
D[b(k)] =
{
p(k)q(k)
[
B(k)peak
]2
, for VDR source,
0, for CDR source.
Let us assume that the number of the virtual connec-
tions from all the N(k) subscribers of the k-th class to the
Web-server of the computing center via the j-th access
chain (n(k)vc ) follows the Poisson distribution with mean
of N(k)vc.j = γ(k)vc T(k)avg and variance of D[n(k)vc ] = N
(k)
vc.j. Here,
the stream intensity of the virtual connection from the
k-th class subscribers to the Web-server, γ(k)vc , shall be
given by γ(k)vc = N
(k)
subγ
(k)
sub.
The statistics of the data stream within the j-th access
chain may be evaluated as the statistics of the sum of
the subscriber data rates [5]. The mean and the variance
of the random data stream rate within the j-th access
chain b(k)j from the k-th class subscribers can be found
using the following expressions, respectively:
B(k)avg,j = N
(k)
avg,jB
(k)
avg
= N(k)avg,jp
(k)B(k)peak.
D[b(k)j ] =
[
B(k)avg
]2
D[N(k)vc.j] + N
(k)
vc.jD[b
(k)]
= N(k)vc.jp
(k)
[
B(k)peak
]2
.
Due to the large amount of subscribers within each k-
th class, the distribution of the data rate within the j-
th access chain may be approximated by the normal
distribution even in the case where the subscriber data
rates follow arbitrary distribution laws. The general
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restriction imposed on the subscriber data rates consists
in the fact that these should be more or less equal.
This is most practically relevant to the single class
subscribers, transferring formalized documents such as
declarations. In this case the PDF of data transfer rate
within the j-th access chain from all the k-th class
subscribers shall be given by
f (b(k)j ) =
1
σ[b(k)j ]
√
2pi
exp
−
[
b(k)j − B(k)avg,j
]2
2σ[b(k)j ]
2
 ,
where
σ[b(k)j ] =
√
D[b(k)j ]
=
√
N(k)vc.jp(k)
[
B(k)peak
]2
is the standard deviation of the data rate within the j-th
access chain from the k-th class subscribers.
It is well-known with the normal distribution law is
that any linear combination of normal random variables
is also normally distributed. Given that all the k-th class
subscribers operate independently, the PDF of the data
transfer rate bj within the j-th binding chain for data
receiving from the subscribers of all the K classes shall
be expressed as
f (bj) =
1
σ[bj]
√
2pi
exp
[
−
[
bj − Bavg,j
]2
2σ[bj]2
]
,
where
Bavg,j =
K
∑
k=1
N(k)vc.jp
(k)B(k)peak, (2)
σ[bj] =
√√√√ K∑
k=1
N(k)vc.jp(k)
[
B(k)peak
]2
. (3)
The probability of the event that the data transfer rate
within the j-th binding digital chain does not exceed
the maximum implemented is then given by
P(bj ≤ Ben,j) = 1
σ[bj]
√
2pi
∫ Ben,j
−∝
exp
[
−
[
bj − Bavg,j
]2
2σ[bj]2
]
dbj
By replacing (bj − Bavg,j)/σ[bj] with λ, the above prob-
ability expression is reduced to
P(bj ≤ Ben,j) = 1√
2pi
∫ Ben,j−Bavg,j
σ[bj ]
−∝
exp
(
λ2
2
)
dλ
= F(u), (4)
where
u = (Ben,j − Bavg,j)/σ[bj] (5)
and F(u) is the normal cummulative distribution func-
tion (CDF) of u. F(u) function is tabulated or may
be approximated to within 10−5 using the following
expression [6]:
P(bj ≤ Ben,j) = 1√
2pi
(
a1x+ a2x2 + a3x3
)
e−
u2
2 , (6)
Table I
Denial of Service Probability Values
Pref.add u
10−2 −2.326
10−3 −3.090
10−4 −3.719
10−5 −4.265
10−6 −4.753
10−7 −5.199
10−8 −5.612
10−9 −5.998
10−10 −6.631
where x = 1/(1 + cu) with c = 0, 33267, and the
constants a1, a2 and a3 are 0.4361836, −0.1201676 and
0.9372980, respectively.
At known values of the data transfer rate expectation
Bavg,j, expressed in Equation (2), and its standard devi-
ation σ[bj], expressed in (3), and the permissible value
of the top margin of the denial of service probability
Padd, the required data rate of the j-th binding digital
chain Ben,j can be forecasted by
Ben,j = Bavg,j + uσ[bj], (7)
where, for different referenced denial of service prob-
ability values, Pref.add, the random variable u shall be
given in Table I.
If the entire capacity of the j-th binding digital ac-
cess chain is used for servicing the subscribers of a
single class k (with its associated parameters p(k) and
B(k)peak), such as for receiving the declarations from the
subscribers, then the maximum number of the virtual
connections, which may be simultaneously serviced at
the j-th access chain with the required QoS, can be
obtained by
N(k)vc.jmax =
Ben,j
p(k)B(k)peak
− u
2
2p(k)
[√
1+ 4
Ben,j
u2B(k)peak
− 1
]
. (8)
If the entire capacity of the j-th chain is used for
transferring data by the subscribers of classes 1 and 2
(with parameters p(1), B(1)peak and p(2), B
(2)
peak), then the
number of the virtual connections at a given top margin
of the denial of service probability for class 1 and class
2 can be given by Equations (9) and (10) at the top of
the next page.
Generally, the entire capacity of the j-th binding
digital access chain is used for transferring data by the
subscribers of all K classes. Then, by mathematical in-
duction technique, the estimated number of the virtual
connections for class i is given by Equation (11), for
i = 1, . . . ,K.
4 Sample Calculations
4.1 Example 1
We want to calculate the number of the virtual con-
nections of the subscribers to the Web-server of the
computing center, given the following conditions:
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N(1)vc.j =
Ben,j− N(2)vc.j p(2)B(2)peak
p(1)B(1)peak
− u
2
2p(1)

√√√√√1+ 4Ben,j− N(2)vc.j p(2)B(2)peak
(
1− B(2)peak/B(1)peak
)
u2B(1)peak
− 1
 (9)
N(2)vc.j =
Ben,j− N(1)vc.j p(1)B(1)peak
p(2)B(2)peak
− u
2
2p(2)

√√√√√1+ 4Ben,j− N(1)vc.j p(1)B(1)peak
(
1− B(1)peak/B(2)peak
)
u2B(2)peak
− 1
 (10)
N(i)vc.j =
Ben,j− ∑
∀ k 6=i
N(k)vc.jp
(k)B(k)peak
p(i)B(i)peak
− u
2
2p(i)

√√√√√√1+ 4Ben,j− ∑∀ k 6=iN
(k)
vc.jp
(k)B(k)peak
(
1− B(k)peak/B(i)peak
)
u2B(i)peak
− 1
 . (11)
Figure 3. Maximum permissible number of virtual connections from
the subscribers to the computing center at data transfer rates of 500
and 155 Mb/s, for three different values of p (0.9, 0.8 and 0.5).
• The data transfer rate at the j-th digital access
chain, Ben,j, are evaluated at three different values
155, 300 and 500 Mb/s;
• The denial of service probability via the digital ac-
cess chain, P(bj > Ben,j), shall not exceed 10−3. The
argument of the CDF of the normal distribution is
u = 3.08, relevant to this probability;
• The subscriber operation parameters in three
classes are as follows: B(1)peak = 64 Kb/s, B
(2)
peak =
512 Kb/s, B(3)peak = 2 Mb/s, p(1) = 0.9, p(2) = 0.8,
p(3) = 0.5;
• The digital access chain is used for receiving the
data from the single-class subscribers only.
Using expression (8) at access rate of 155 Mb/s,
we obtain the maximum possible number of virtual
connections to the Web-server of the computing center
of the subscribers of the single-class 1, 2 and 3 as:
N(1)vc.jmax = 2590, N
(2)
vc.jmax = 325, and N
(3)
vc.jmax = 109,
respectively.
Figure 3 illustrates the dependency of the maximum
permissible number of virtual connections from the
subscribers to the computing center at three probability
values of p (0.9, 0.8 and 0.5) subscriber operation at
peak rate B(k)peak and with two data transfer rates (Ben,j =
500 and 155 Mb/s) within the digital access chain.
Figure 4. Dependency of the maximum number of permissible
virtual connections from the subscribers to the computing center at
p = 0.9.
It can be seen that the number of virtual connections
increases with the decrease of the subscriber access
rate and with the growth of data transfer within the
access chain of the computing center. Especially a sharp
growth is seen at the subscriber access rates below
1.5 Mb/s.
The effect of the permissible denial of service prob-
ability with respect to the maximum possible number
of virtual connections is shown in Figure 4. The curves
are calculated for the probability of p = 0.9 and the
peak data rate. The figure shows an insignificant effect
of the denial of service probability Padd on the number
of virtual connections. Thus, an increase of the denial
of service probability from 10−3 to 10−1 only causes the
number of virtual connections to increase by no more
than 10.
Using expression (11), we now calculate the numbers
of virtual connections to the computing center from the
subscribers of two classes, N(1)vc.j and N
(2)
vc.j. Given that the
denial of service probability is below 10−3, Figure 5
plots N(1)vc.j and N
(2)
vc.j, for data transfer rates of 155, 300
and 500 Mb/s. The curves indicate that, with N(1)vc.j =
1000, N(2)vc.j shall not exceed 196, 529 or 1000 if the data
transfer rate is 155, 300 Mb/s or 500 Mb/s, respectively.
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Figure 5. Numbers of virtual connections to the computing center
from the subscribers of two classes at denial of service probability
below 10−3: N(1)vc.j for class 1 with B
(1)
peak = 64 Kb/s, p
(1) = 0.9, and N(2)vc.j
for class 2 with B(2)peak = 512 Kb/s, p
(2) = 0.8.
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Figure 6. Number of virtual connections with the computing center
of the subscribers of the first, second and third classes.
Number of virtual connections with the computing
center of the first and third class subscribers.
The character of dependency of the number of virtual
connections from the access chain data rate of the com-
puting center shall be similar to illustrated in Figure 4.
Thus, at N(1)vcj = 1000 the number of the virtual
connections with the computing center of the third
class subscribers shall not exceed N(3)vcj = 63 at data
rate within the access chain at 155 Mb/s and shall not
exceed 184 virtual connections at 300 Mb/s and shall
not exceed 361 at 500 Mb/s.
If the digital access chain with data rate at 155 Mb/s
is used for the receiving of the data from the subscribers
of the three classes and the number of connections from
the two classes amounts to N(1)vcj = 1000 and N
(2)
vcj = 100,
then under expression (11) permissible number of the
virtual connections of the third class subscribers shall
not exceed N(3)vcj = 30, and at rates 300 and 500 Mb/s
this shall not exceed 148 and 324 virtual connections
respectively.
The results of the calculations for the three classes
of subscribers and digital access chain data rate at 155
Mb/s are given in figure 6 as the surface, limiting the
maximum number of virtual connections under above
conditions.
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Figure 7. Dependency of the maximum permissible number of the
virtual connections with the computing center of the subscribers of
all the classes at their joint operation.
Figure 7 shows the maximum permissible number
of virtual connections of the subscribers of the three
classes N(1)vcj.max = 2590, N
(2)
vcj.max = 325, N
(3)
vcj.max = 109,
which corresponds the relevant points A, B and C in
the plot.
Point E corresponds the number of virtual connec-
tions N(1)vcj.max = 1000, N
(2)
vcj.max = 196 at joint operation
of the subscribers of the first and second classes, and
point F corresponds N(1)vcj.max = 1000, N
(3)
vcj.max = 63 at
joint operation of the subscribers of the first and third
classes.
Point D at the surface of the 3D-diagram shows
the number of the virtual connections of subscribers
N(1)vcj.max = 1000, N
(1)
vcj.max = 100, N
(1)
vcj.max = 30 of each
class at their joint operation.
Therefore, by the number of the virtual connections
of the each class subscribers to the computing center
we may evaluate the sufficiency of the digital binding
chain throughput at compliance of the established re-
quirements to the denial of service probability in the
maximum load time.
4.2 Example 2
Define the probability of denial to receive the declara-
tion due to the limited throughput of the digital binding
chain of the computing center at the conditions below:
• The digital binding chain provides the data trans-
fer rate at Ben = 100 Mb/s;
• The operation of the applicants of the three classes
is described by the following parameters: N(1)vc =
300, p(1) = 0, 9, B(1)peak = 512 Kb/s; N
(2)
vc = 46, p(2) =
0, 8, B(2)peak = 1 Mb/s; N
(3)
vc = 78, p(3) = 0, 5, B
(3)
p = 2
Mb/s.
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• The digital binding chain is used to receive decla-
rations only.
Based on (2) we define the expectation value of the
data rate within the binding digital chain Bavg =
∑3k=1 n
(k)
vc p(k)B
(k)
peak = 80, 64 Mb/s.
Based on (3) we define the data rate standard devia-
tion σ[b] =
√
∑3k=1 n
(k)
vc p(k)[B(k)peak]2 = 7, 89.
Based on (5) we calculate the argument of the normal
distribution function u = (Ben − Bavg)/σ[b] = 2, 45.
With consideration of (6) the declaration receiving
denial probability amounts to P(b > Ben) = 1− P(b ≤
Ben) = 7, 2.10−3.
4.3 Example 3
Define the required data rate of the digital Internet
access chain of the computing center to receive the
electronic declaration based on the following initial
data:
• The denial of service probability in receiving the
declaration due to the limited throughput of the
digital binding chain of the computing center shall
not exceed 10−3 (argument of the normal distribu-
tion function u = −3, 08);
• The operation of the three classes of applicants is
described by the following parameters: N(1)vc = 500,
p(1) = 0, 9, B(1)peak = 64 Kb/s; N
(2)
vc = 120, p(2) = 0, 8,
B(2)peak = 512 Kb/s; N
(3)
vc = 50, p(3) = 0, 5, B
(3)
p = 2
Mb/s.
• The digital binding chain is used to receive decla-
rations only.
Based on (2) we define the expectation value of the
data rate within the binding digital chain Bavg =
∑3k=1 N
(k)
vc p(k)B
(k)
peak = 126, 1 Mb/s.
Based on (3) we define the data rate standard devia-
tion σ[b] =
√
∑3k=1 N
(k)
vc p(k)[B(k)peak]2 = 11, 21. The required
data rate of the digital access chain shall be at least
Ben = Bavg − uσ[b] = 91, 4 Mb/s.
5 Conclusion
Using some relatively general assumptions on the sub-
scriber data transfer rates, this paper proposes a tech-
nique to estimate the client denial of service during the
maximum load times due to the limited data transfer
rates within the Internet access digital chain; also the
necessary throughput can be evaluated in order to
satisfy given requirements.
Given any denial of service probability during the
maximum load time, this technique can also be used to
estimate the amount of the required data transfer rates
within the Internet access digital chain of the computer
center and the number of the maximum possible virtual
connections of the subscribers.
Finally, based on the proposed technique, we can
estimate the throughput of the access chains in im-
plementing electronic document management systems
and in organizing information portals. This would be
very useful to set up an electronic organization for
governmental services.
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