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Investigation of Smoothness-Increasing 
Accuracy-Conserving Filters for 
Improving Streamline Integration 
through Discontinuous Fields
Michael Steffen, Sean Curtis, Robert M. Kirby, Member, IEEE, and Jennifer K. Ryan
Abstract—Streamline integration of fields produced by computational fluid mechanics simulations is a commonly used tool for the 
investigation and analysis of fluid flow phenomena. Integration is often accomplished through the application of ordinary differential 
equation (ODE) integrators—integrators whose error characteristics are predicated on the smoothness of the field through which the 
streamline is being integrated, which is not available at the interelement level of finite volume and finite element data. Adaptive error 
control techniques are often used to ameliorate the challenge posed by interelement discontinuities. As the root of the difficulties is the 
discontinuous nature of the data, we present a complementary approach of applying smoothness-increasing accuracy-conserving 
filters to the data prior to streamline integration. We investigate whether such an approach applied to uniform quadrilateral 
discontinuous Qalerkin (high-order finite volume) data can be used to augment current adaptive error control approaches. We discuss 
and demonstrate through a numerical example the computational trade-offs exhibited when one applies such a strategy.
Index Terms—Streamline integration, finite element, finite volume, filtering techniques, adaptive error control.
----------------------------------------- ♦  -----------------------------------------
1 In tr o d u c tio n
Giv e n  a vector field, the streamlines of that field are lines that are everywhere tangent to the underlying field. 
A quick search of both the visualization and the application 
domain literature demonstrates that streamlines are a 
popular visualization tool. The bias toward using stream­
lines is in part explained by studies that show streamlines 
to be effective visual representations for elucidating the 
salient features of the vector fields [1], Furthermore, 
streamlines as a visual representation are appealing because 
they are applicable for both two-dimensional (2D) and 
three-dimensional (3D) fields [2],
Streamline integration is often accomplished through the 
application of ordinary differential equation (ODE) integra­
tors such as predictor-corrector or Runge-Kutta schemes. 
The foundation for the development of these schemes is the 
use of the Taylor series for building numerical approxima­
tions of the solution of the ODE of interest. The Taylor series 
can be further used to elucidate the error characteristics of 
the derived scheme. All schemes employed for streamline 
integration that are built using such an approach exhibit
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error characteristics that are predicated on the smoothness of 
the field through which the streamline is being integrated.
Low-order and high-order finite volume and finite 
element fields are among the most common types of fluid 
flow simulation data sets available. Streamlining is com­
monly applied to these data sets. The property of these 
fields that challenges classic streamline integration using 
Taylor-series-based approximations is that finite volume 
fields are piecewise discontinuous and finite element fields 
are only C° continuous. Hence, one of the limiting factors of 
streamline accuracy and integration efficiency is the lack of 
smoothness at the interelement level of finite volume and 
finite element data.
Adaptive error control techniques are often used to 
ameliorate the challenge posed by interelement discontinu­
ities. To paraphrase a classic work on the subject of solving 
ODEs with discontinuities [3], one must 1) detect, 2) deter­
mine the order, size, and location of, and 3) judiciously 
"pass over" discontinuities for effective error control. Such 
an approach has been effectively employed within the 
visualization community for overcoming the challenges 
posed by discontinuous data at the cost of an increased 
number of evaluations of the field data. The number of 
evaluations of the field increases drastically with every 
discontinuity that is encountered [3]. Thus, if one requires a 
particular error tolerance and employs such methods for 
error control when integrating a streamline through a finite 
volume or finite element data set, a large amount of the 
computational work involved is due to handling interele­
ment discontinuities and not the intraelement integration.
As the root of the difficulties is the discontinuous nature 
of the data, one could speculate that if one were to filter the 
data in such a way that it was no longer discontinuous,
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streamline integration could then be made more efficient. 
The caveat that arises when one is interested in simulation 
and visualization error control is how does one select a filter 
that does not destroy the formal accuracy of the simulation 
data through which the streamlines are to be integrated. 
Recent mathematical advances [4], [5] have shown that such 
filters can be constructed for high-order finite element and 
discontinuous Galerkin (DG) (high-order finite volume) 
data on uniform quadrilateral and hexahedral meshes. 
These filters are such that they have the provable quality 
that they increase the level of smoothness of the field 
without destroying the accuracy in the case that the 
"true solution" that the simulation is approximating is 
smooth. In fact, in many cases, these filters can increase the 
accuracy of the solution. It is the thesis of this work that 
application of such filters to discontinuous data prior to 
streamline integration can drastically improve the compu­
tational efficiency of the integration process.
1.1 Objectives
In this paper, we present a demonstration of a complemen­
tary approach to classic error control— application of 
smoothness-increasing accuracy-conserving (SIAC) filters 
to discontinuous data prior to streamline integration. The 
objective of this work is to understand the computational 
trade-offs between the application of error control on 
discontinuous data and the filtering of the data prior to 
integration.
Although the filtering approach investigated here has 
been extended to nonuniform quadrilateral and hexahedral 
meshes [6] and has one-sided variations [7], we will limit 
our focus to an investigation of whether such an approach 
applied to uniform quadrilateral DG (high-order finite 
volume) data can be used to augment current adaptive error 
control approaches. We will employ the uniform symmetric 
filtering technique that is based upon convolution with a 
kernel constructed as a linear combination of B-splines [5]. 
We will present the mathematical foundations of the 
construction of these filters, a discussion of how the filtering 
process can be accomplished on finite volume and finite 
element data, and results that demonstrate the benefits of 
applying these filters prior to streamline integration. We 
will then discuss and demonstrate through a numerical 
example the computational trade-offs exhibited when one 
applies such a strategy.
1.2 Outline
The paper is organized as follows: In Section 2, an overview 
of some of the previous work accomplished in streamline 
visualization and in filtering for visualization, as well as the 
local SIAC filter that we will be using, is presented. In 
Section 3, we review the two numerical sources of error that 
arise in streamline integration—projection (or solution) 
error and time-stepping error. In addition, we will present 
how adaptive error control attempts to handle time- 
stepping errors introduced when integrating discontinuous 
fields. In Section 4, we present the mathematical details of 
the SIAC filters, and in Section 5, we provide a discussion of 
implementation details needed to understand the applica­
tion of the filters. In Section 6, we provide a demonstration 
of the efficacy of the filters as a preprocessing to streamline
integration, and in Section 7, we provide a summary of our 
findings and a discussion of future work.
2 P r e v io u s  W o r k
In this section, we review two orthogonal but relevant areas 
of background research: vector field visualization algo­
rithms and filtering. Both areas are rich subjects in the 
visualization and image processing literature; as such, we 
only provide a cursory review so that the context for the 
current work can be established.
2.1 Previous Work in Vector Field Visualization
Vector fields are ubiquitous in scientific computing (and 
other) applications. They are used to represent a wide range 
of diverse phenomena, from electromagnetic fields to fluid 
flow. One of the greatest challenges in working with such 
data is presenting it in a manner that allows a human to 
quickly understand the fundamental characteristics of the 
field efficiently.
Over the years, multiple strategies have been developed 
in the hope of answering the question of how best to 
visualize vector fields. There are iconic methods [8], image- 
based methods such as spot-noise diffusion [9], line-integral 
convolution [10], reaction-diffusion [11], [12], and stream­
lines [13]. Each method has its own set of advantages and 
disadvantages. Iconic (or glyph) methods are some of the 
most common, but glyphs' consumption of image real 
estate can make them ineffective for representing fields that 
exhibit large and diverse scales. Image-based methods 
provide a means of capturing detailed behavior with fine 
granularity but are computationally expensive and do not 
easily facilitate communicating vector magnitude. Also, 
extending image-based methods into 3D can make the 
visualization less tractable for the human eye. Reaction- 
diffusion and image-based methods are also computation­
ally expensive. Streamlines, which are space curves that are 
everywhere tangent to the vector field, offer a good all- 
around solution. Well-placed streamlines can capture the 
intricacies of fields that exhibit a wide scale of details (such 
as turbulent flows). They can easily be decorated with 
visual indications of vector direction and magnitude. 
However, placing streamlines is not a trivial task, and 
calculating streamlines is a constant battle between compu­
tational efficiency and streamline accuracy. Placing (or 
seeding) the streamlines by hand yields the best results, but 
it requires a priori knowledge that is seldom available or 
easily attainable. The simplest automatic placement algo­
rithms such as grid-aligned seeds yield unsatisfying results. 
There has been a great deal of research in placement 
strategies [14], [15], [16], [17], [18]. These strategies have 
continuously improved computational efficiency, as well as 
yielding appealing results— long continuous streamlines, 
nicely distributed through the field. Another concern with 
streamline integration is maximizing accuracy while mini­
mizing error and computational effort. Both Runge-Kutta 
and extrapolation methods are commonly mentioned in the 
literature— with the choice of which integration technique 
to use being based on a multitude of mathematical and 
computational factors such as the error per unit of 
computational cost, availability (and strength) of error
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estimators, etc. The lack of smoothness at element or grid 
boundaries can cause large errors during integration, 
leading some to utilize adaptive error control techniques 
such as Runge-Kutta with error estimation and adaptive 
step-size control [19], [20], [21]. The work presented in this 
paper benefits from all the previous streamline placement 
work, as our focus is on understanding and respecting the 
assumptions upon which the time integrators commonly 
used in streamline routines are built.
2.2 Previous Work in Filtering for Visualization
Filtering in most visualization applications has as its goal 
the reconstruction of a continuous function from a given 
(discrete) data set. For example, assume that /*. is the given 
set of evenly sampled points of some function f(x ) .  A filter 
might take this set of points and introduce some type of 
continuity assumption to create the reconstructed solution 
/"(:x). Filtering for visualization based upon discrete data is 
often constructed by considering the convolution of the 
"true" solution, of which /*. is a sampling, against some 
type of spline, often a cubic B-spline [22], [23], [24], [25], 
[26], [27]. Much of the literature concentrates on the specific 
use in image processing, though there has also been work in 
graphic visualization [10], [28], as well as computer 
animation [29]. The challenge in spline filtering is choosing 
the convolution kernel such that it meets smoothness 
requirements and aids in data reconstruction without 
damage to the initial discrete data set.
There are many filtering techniques that rely on the use 
of splines in filtering. A good overview of the evaluation of 
filtering techniques is presented in [30]. In [31], Moller et al. 
further discuss imposing a smoothness requirement for 
interpolation and derivative filtering. In [22], the methods 
of nearest neighbor interpolation and cubic splines are 
compared. Hou and Andrews [23] specifically discuss the 
use of cubic B-splines for interpolation with applications to 
image processing. The interpolation consists of using a 
linear combination of five B-splines with the coefficients 
determined by the input data. This is a similar approach to 
the one discussed throughout this paper. Another method 
of filtering for visualization via convolution is presented 
in [31]. This method chooses an even number of filter 
weights for the convolution kernel to design a filter based 
on smoothness requirements. The authors also discuss 
classifying filters [31] and extend the analysis to the spatial 
domain. We can relate our filter to those evaluated by 
Mitchell and Netravali [25], where they design a reconstruc­
tion filter for images based on piecewise cubic filters, with 
the B-spline filter falling into this class. In [25], it is noted 
that a 2D separable filter is desirable, as is the case with the 
B-spline filter that we implement. Further discussion on 
spline filters can be found in [29], [32], and [33]. In [29], 
a cubic interpolation filter with a controllable tension 
parameter is discussed. This tension parameter can be 
adjusted in order to construct a filter that is monotonic and 
hence avoids overshoots. We neglect a discussion of 
monotonicity presently and leave it for future work.
The method that we implement uses B-splines but 
chooses the degree of B-spline to use based on smoothness 
requirements expected from the given sampled solution 
and uses this to aid in improved streamline integration.
The mathematics behind choosing the appropriate convolu­
tion kernel is also presented. That is, if we expect for 
the given information to have k  derivatives, then we use a 
linear combination of A-th order B-splines. To be precise, 
we use 2A-+ 1 B-splines to construct the convolution filter. 
The coefficients of the linear combination of B-splines are 
well known and have shown to be unique [34], [35]. This 
linear combination of B-splines makes up our convolution 
kernel, which we convolve against our discrete data 
projected onto our chosen basis (such as the Legendre 
polynomial basis). This filtering technique has already 
demonstrated its effectiveness in postprocessing numerical 
simulations. In previous investigations, it not only filtered 
out oscillations contained in the error of the resulting 
simulation but also increased the accuracy of the approx­
imation [5], [7], [36]. This technique has also been proven to 
be effective for derivative calculations [5].
The mathematical history behind the accuracy-increasing 
filter that we have implemented for improved streamline 
integration was originally proven to increase the order of 
accuracy for finite element approximation through post­
processing [4], with specific extensions to the DG method 
[5], [7], [36]. The solution spaces described by the 
DG method contain both finite volume and finite element 
schemes (as DG fields are piecewise polynomial (discontin­
uous) fields and thus contain as a subset piecewise 
polynomial C° fields), and hence, the aforementioned 
works provide us the theoretical foundations for a filtering 
method with which the order of accuracy could be 
im proved up to 2k + 1 if piecew ise polynom ials of 
degree k  are used in the DG approximation.
The mathematical structure of the postprocessor pre­
sented was initially designed by Bramble and Schatz [4] and 
Mock and Lax [37]. Further discussion of this technique will 
take place in Sections 4 and 5. Discussion of the application 
of this technique to the DG method can be found in [5], [7], 
and [36]. Most of this work will focus on symmetric 
filtering; however, in [37], the authors mention that the 
ideas can be imposed using a one-sided technique for 
postprocessing near boundaries or in the neighborhood of a 
discontinuity. The one-sided postprocessor implemented by 
Ryan and Shu [7] uses an idea similar to that of Cai et al., 
where a one-sided technique for the spectral Fourier 
approximation was explored [38].
There exists a close connection between this work and the 
work sometimes referenced as "macroelements." Although 
our w ork sp ecifically  deals with qu adrilaterals and 
hexahedra, our future work is to move to fully unstructured 
(triangle/tetrahedral) meshes. In light of this, we will 
comment on why we think that there is sufficient previous 
w ork in m acroelem ents to ju stify  our future work. 
M acroelem ents, otherw ise known as com posite finite 
element methods, specifically the Hsieh-Clough-Tocher 
triangle split, are such that considering a set of triangles K , 
we subdivide each triangle into three subtriangles. We then 
have two requirements (from [39] and [40]):
PK = {p  fc CL(K )  : p\K, e  IP '(A ). 1 < i < 3},
= {p {a i) ,d a){a i),d 2p{ai),d,Jp(bi), 1 < i < 3}.
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Bramble and Schatz [4] proposed an extension to 
triangles using the following taken from the work of 
Bramble and Zlamal [41]; in particular, they devised a 
way to build interpolating polynomials over a triangle that 
respect the mathematical properties needed by the post­
processor. These ideas are similar to the works in [42], [43], 
and [44], For the proposed extension of this postprocessor 
to triangular meshes, convolving a linear combination of 
these basis functions for macroelements with the (low- 
order) approximation is used as a smoothing mechanism. 
This allows us to extract higher order information from a 
lower order solution.
3 S o u r c e s  o f  E rr o r  a n d  E r r o r  C o n tr o l
In this section, we seek to remind the reader of the two main 
sources of approximation error in streamline computations: 
1) solution error, which is the error that arises due to the 
numerical approximations that occur within a computa­
tional fluid mechanics simulation accomplished on a finite 
volume or finite element space, and 2) time-stepping (that 
is, ODE integration) error. W e then discuss how adaptive 
error control attempts to handle the second of these errors.
3.1 Solution Error
The solution error is the difference (in an appropriately 
chosen norm) between the true solution and the approx­
imate solution given by the finite volume or finite element 
solver. Consider what is involved, for instance, in finite 
elem ent analysis. Given a domain ft and a partial 
differential equation (PDE) that operates on a solution u 
that lives over ft, the standard finite element method 
attempts to construct a geometric approximation ft =  T (ft) 
consisting of a tessellation of polygonal shapes (for 
example, triangles and quadrilaterals for 2D surfaces) of 
the domain ft and to build an approximating function 
space V consisting of piecewise linear functions based upon 
the tessellation [45]. Building on these two things, the 
goal of a finite element analysis is to find an approximation 
u s  V that satisfies the PDE operator in the Galerkin sense. 
The solution approximation error is thus a function of the 
richness of the approximation space (normally expressed in 
terms of element shape, element size, polynomial order 
per elem ent, etc.) and the m eans of satisfying the 
differential or integral operator of interest (for example, 
Galerkin method). In the case of standard Galerkin (linear) 
finite elements, the approximation error goes as 0 (h 2), 
where h is a measure of the element size. Hence, if one 
were to decrease the element size by a factor of two, one 
would expect the error to decrease by a factor of four [45]. 
The use of high-order basis functions can admit 0 ( h k) 
convergence [46] (where h is a measure of element size, 
and k denotes the polynomial order used per element).
Even if analytic time-stepping algorithms were to exist, 
these approximation errors would still cause deviation 
between the "true" streamline of a field and a streamline 
produced on the numerical approximation of the answer. 
The filters we seek to employ are filters that do not increase 
this error (that is, are accuracy conserving)— in fact, the 
filters we will examine can under certain circumstances 
improve the approximation error.
683
3.2 Time-Stepping Error
In addition to the solution approximation error as previously 
mentioned, we also must contend with the time-stepping 
error introduced by the ODE integration scheme that we 
choose to employ. To remind the reader of the types of 
conditions upon which most time integration techniques are 
based and provide one of the primary motivations of this 
work, we present an example given in the classic time- 
stepping reference [47], Consider the following second-order 
Runge-Kutta scheme as applied to a first-order homoge­
neous differential equation [47, p. 133]:
ki =  f( t ,h yn)< (1)
+  ^ ' 2/» +  ^ - (2)
11 !h I hk2. (3)
where h denotes the time step, yn denotes the initial condition, 
and ij\ denotes the approximation to the solution given at 
time level tn +  h. To determine the order of accuracy of 
this scheme, we substitute (1) and (2) into (3) and accomplish 
the Taylor series to yield the following expression:
y(ti) +  h) -  iji =  —  ^/(( +  2/,a/ +  f mf -
+ Hftfu + /j/))(*»'2/o) + ----
where it is assumed that all the partial derivatives in the 
above expression exist. This leads us to the application of 
Theorem 3.1 [47, p. 157] applied to this particular scheme, 
which states that this scheme is of order k =  2 if all the 
partial derivatives of f { t ,y ) up to order k exist (and are 
continuous) and that the local truncation error is bounded 
by the following expression:
\\y(tn +  h ) - y L\\<Chk-n ,
where C  is a constant independent of the time step. The 
key assumption for this convergence estimate and all 
convergence estimates for both multistep (for example, 
Adams-Bashforth and Adams-Moulton) and multistage 
(for example, Runge-Kutta) schemes is the smoothness of 
the right-hand-side function in terms of the derivatives of 
the function. Hence, the regularity of the function (in the 
derivative sense) is the key feature necessary for high-order 
convergence to be realized.
Streamline advection through a finite element or finite 
volume data set can be written as the solution of the 
ODE system:
‘I  A h  =  F(x(t)), 
x(t =  0) =.?(),
where F(x) denotes the (finite volume or finite element) 
vector-valued function of interest, and xt) denotes the point 
at which the streamline is initiated. Note that although the 
streamline path x(t) may be smooth (in the mathematical 
sense), this does not imply that the function F(x(t)) is 
smooth. Possible limitations in the regularity of F  directly
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impact the set of appropriate choices of ODE time-stepping 
algorithms that can be successfully applied [47],
3.3 Adaptive Error Control
One suite of techniques often employed in the numerical 
solution of ODEs is time stepping with adaptive error control 
(for example predictor-correctorand RK-4/5). As pointed out 
in [32], such techniques can be effectively utilized in 
visualization applications that require time stepping. It is 
important, however, to note two observations that can be 
made when considering the use of error control algorithms of 
this form. First, almost all error control algorithms presented 
in the ODE literature are based upon the Taylor series 
analysis of the error and hence tacitly depend upon the 
underlying smoothness of the field being integrated [47], 
Thus, error control algorithms can be impacted by the 
smoothness of the solution in the same way as previously 
discussed. The second observation is that the error indicators 
used, such as the one commonly employed in RK-4/5 [48] and 
ones used in predictor-corrector methods, will often require 
many failed steps to "find" and integrate over the disconti­
nuity with a time step small enough to reduce the local error 
estimate below the prescribed error tolerance [3], This is 
because no matter the order of the method, there will be a 
fundamental error contribution that arises due to integrating 
over discontinuities. If a function / has a discontinuity in the 
pth derivative of the function (that is, f p) is discontinuous), 
the error when integrating past this discontinuity is on the 
order of C'[[/(,’*]](A/:),''rl, with p > 0, C  being a constant, and 
[[•]] being the size of the jump. Thus, streamline integration 
over a finite volume field having discontinuities at the 
element interfaces (that is, p =  0 on element boundaries) is 
formally limited to first-order accuracy at the interfaces. 
Adaptive error control attempts to find, through an error 
estimation and time-step refinement strategy, a time step 
sufficiently small that it balances the error introduced by the 
jump term.
These two observations represent the main computa­
tional limitation of adaptive error control [3]. The purpose 
of this work is to examine whether the cost of using 
SIAC filters as a preprocessing stage can decrease the 
number of refinement steps needed for adaptive error 
control and thus increase the general efficiency of stream­
line integration through discontinuous fields.
4 T h e o r e tic a l  D is c u s s io n  o f  
S m o o t h n e s s - In c r e a s in g  
A c c u r a c y -C o n s e r v in g  F ilte r s
In this section, we present a mathematical discussion of the 
filters we employ in this work. Unlike the mathematics 
literature in which they were originally presented, we do not 
require that the filtering be accuracy increasing. It is only a 
necessary condition for our work that the filters be 
smoothness-increasing and accuracy-conserving. In this 
section, in which we review the mathematics of the filter, 
we will explain these filters in light of the original motivation 
for their creation (in the mathematics literature)— increasing 
the accuracy of DG fields.
As noted in Section 2, the accuracy-conserving filter that 
we implement (provably) reduces the error in the I 2 norm 
and increases the smoothness of the approximation. The
T2 norm is the continuous analogy of the commonly used 
discrete root-mean-square (weighted euclidean) norm [49]. 
Unless otherwise noted, our discussion of accuracy is in 
reference to the minimization of errors in the T2 norm. We 
have made this choice as it is the norm used in the 
theoretical works referenced herein and is a commonly 
used norm in the finite volume and finite element literature. 
The work presented here is applicable to general quad­
rilateral and hexagonal meshes [6]. However, in this paper, 
we focus on uniform quadrilateral meshes as the presenta­
tion of the concepts behind the postprocessor can be 
numerically simplified if a locally directionally uniform 
mesh is assumed, yielding translation invariance and 
subsequently localizing the postprocessor. This assumption 
will be used in our discussion and will be the focus of the 
implementation section (Section 5).
The postprocessor itself is a convolution of the numerical 
solution with a linear combination of B-splines and is 
applied after the final numerical solution has been obtained 
and before the streamlines are calculated. It is well known 
within the image-processing community that convolving 
data with B-splines increases the smoothness of the data 
and, if we are given the approximation itself, the order of 
accuracy the numerical approximation [22], [23], [30]. 
Furthermore, we can increase the effectiveness of filtering 
by using a linear combination of B-splines. Exactly how this 
is done is based on the properties of the convolution kernel. 
Indeed, since we are introducing continuity at element 
interfaces through the placement of the B-splines, smooth­
ness is increased, which in turn aids in improving the order 
of accuracy depending on the number of B-splines used in 
the kernel and the weight of those B-splines. This work 
differs from previous work in visualization that utilizes 
B-spline filtering in that we are using a linear combination of 
B-splines and in that we present a discussion of formulating 
the kernel for general finite element or finite volume 
approximation data to increase smoothness and accuracy. 
As long as the grid size is sufficiently large to contain the 
footprint of the filter, SIAC properties will hold. Given the 
asymptotic results presented in [4] and [5], there will be 
some minimum number of elements N above which 
accuracy enhancement will also occur.
To form the appropriate kernel to increase smoothness, 
we place certain assumptions on the properties of the 
convolution kernel. These assumptions are based upon the 
fact that finite element and finite volume approximations 
are known to have errors that are oscillatory; we would like 
to filter this error in such a way that we increase 
smoothness and improve the order of accuracy. The first 
assumption that allows for this is a kernel with compact 
support that ensures a local filter operator that can be 
implemented efficiently. This is one of the reasons why we 
have selected a linear combination of B-splines. Second, the 
weights of the linear combination of B-splines are chosen so 
that they reproduce polynomials of degree 2k by convolu­
tion, which ensures that the order of accuracy of the 
approximation is not destroyed. Last, the linear combina­
tion of B-splines also ensures that the derivatives of the 
convolution kernel can be expressed as a difference of 
quotients. This property will be useful in future work when 
alternatives to the current derivative filtering [5] will be 
explored for this postprocessor. The main option for 
high-order filtering follows from the work of Thomee [34] 
and is similar to that of Moller et al. [31].
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Fn order to further the understanding of the postpro­
cessor, we examine the one-dimensional (ID ) postprocessed 
solution. This solution can be written as
f i - r l  K'2ik+''i’k+' M y ) d y t (4)
where f { 2lk+l'>'k+l is a linear combination of B-splines, j), is 
the numerical solution consisting of piecewise polynomials, 
and h is the uniform mesh size. We readily admit that the 
notation we have used for the kernel appears awkward. Ft 
has been chosen to be identical to the notation used in the 
theoretical works upon which this work is based (for 
example, [36]) to assist those interested in connecting this 
application work with its theoretical foundations. As this is 
the common notation used in that area of mathematics, we 
hope to motivate it so that people will appreciate the 
original notation. The rationale behind the notation K “'h is 
that a denotes the order of accuracy that we can expect from 
postprocessing and b denotes the order of accuracy of the 
numerical method (before postprocessing).
The symmetric form of the postprocessing kernel can be 
written as
K m + \ ),a-+i ^  = c':(A'+1 w'+1 i/>(A'+11 (y -  7), (5)
7= -k
where B-splines of order (k +  1) is obtained by convolving 
the characteristic function over the interval [— wi th 
itself k  times. That is
V’(l) =  1^11 [-1/0 1/0], i 'ik+r’ =  i 'ik) * *u|ui/oj/o]. (6)
The coefficients, c?,(A'+l),A'+l, in (5) are scalar constants 
obtained from the need to at least maintain the accuracy 
of the approximation. That can be achieved by
K m+-i ),A-+1 p  =  lh for p = u  ^  ,r2(. . .  (
as shown in [36] and [50]. We note that this makes the sum 




Once we have obtained the coefficients and the B-splines, 
the form of the postprocessed solution is then
/ > * )  1 1  [ Y ,  ^ k+llk+l ■ v<k+l* ~  T1)  f>‘(v)dy-
(8)
Although the integration in (8) is shown to be over the 
entire real line, due to the compact nature of the convolu­
tion kernel, it will actually just include the surrounding 
elements. A more specific discussion of this detail will take 
place in the next section.
As an example, consider forming the convolution kernel 
for a quadratic approximation, k =  2. Fn this case, the 
convolution kernel that we apply is given by
6..1)^ .r  ^ -|- 2) +  c(’:‘|Y’(‘’)(x +  1) +  Cy' ( x )
+  c^-iplS)(x -  1) +  c^ip^’ix -  2).
The B-splines are obtained by convolving the characteristic 
function over the interval [—1/ 2, 1/ 2] with itself k  times. Fn 
this case, we have
{g (4x2 +  12.r +  9), — x < — ■!;, 5(6 — 8.r‘ ), — I < x < i ,
± ( 4 r  -1 2 .r  +  9), ^ < . r < 2 .
( 10)
The coefficients, c‘ (A'+l)’A'+l, are found from convolving the 
kernel with polynomials of degree up to 2 k ( K * p  =  p). 
The existence and uniqueness of the coefficients is 
discussed in [36]. Fn this case, p =  1, x, x2, x\ x*. This gives 





C-2 37_ 1920 .
Notice the symmetry of the B-splines, as well as the 
coefficients multiplying them. Now that we have deter­
mined the exact form of the kernel, we can examine the 
kernel itself. The ID  function is pictured in the top of Fig. 1. 
Notice that the emphasis of the information is on the 
current element being postprocessed, and the neighboring 
cells contribute minimally to the filtering process.
Fig. 1 plots not only the ID  convolution kernel used in the 
quadratic approximation but also the projection of the 
postprocessing mesh (that is, the support of the kernel, where 
mesh lines correspond to the knot lines of the B-splines used 
in the kernel construction) onto the approximation mesh in 
two dimensions. That is, the top mesh shows the mesh used in 
the quadratic approximation, fi,(x ,y), obtained by the finite 
element or finite volume approximation with the mesh 
containing the support of the B-splines used in the convolu­
tion kernel, K lb''^(x,y) (given above), superimposed (shaded 
area). The bottom mesh is the supermesh that we use in order 
to obtain the filtered solution, f*(x'\y*). Fntegration is 
implemented over this supermesh as an accumulation of 
the integral over each supermesh element. Fn the lower image 
in Fig. l ,w e  picture one element of the supermesh used in the 
postprocessing with the Gauss points used in the integration. 
Note that Gauss integration on each supermesh element 
admits exact integration (to machine precision) since both the 
kernel and approximation are polynomials over the sub­
domain of integration.
We note that our results are obtained by using the 
symmetric kernel discussed above. Near the boundary of a 
computational domain, a discontinuity of the vector field, 
or an interface of meshes with different cell sizes, this 
symmetric kernel should not be applied. As in finite 
difference methods, the accuracy-conserving filtering tech­
nique can easily be extended by using one-sided stencils [7], 
The one-sided version of this postprocessor is performed by 
simply moving the support of the kernel to one side of the 
current element being postprocessed. The purely one-sided 
postprocessor has a form similar to the centered one, with 
different bounds on the summation and new coefficients
Authorized licensed use limited to: The University of Utah. Downloaded on July 29, 2009 at 15:34 from IEEE Xplore. Restrictions apply.
686 IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 14, NO. 3, MAY/JUNE 2008
s
finite element or finite volume scheme
(Fig- 1) ■
Form the postprocessing kernel using a 
linear combination of B-splines, scaled 
by the mesh size. This will form the 
postprocessing mesh (Fig. 1, shaded area) . 
The intersection of these two meshes forms 
more subelements (Fig. 1, bottom).
- Obtain the B-spline from * <5o * <5o-
- Obtain the appropriate coefficients 
from K  * p = p for p = 1, x, x2, x3, x4.
Given the kernel for this quadratic 
function, use RK-4 (or your favorite 
ODE solver) to integrate the streamline, 
where the right-hand-side function is 
given by
Fig. 1. The convolution kernel for a 2D quadratic approximation when 
element I id =  [xi -  }jf \  x [yj - y ]  is postprocessed. The
B-spline mesh is shown (shaded area), as well as the approximation 
mesh (in white). The bottom figure represents one quadrilateral element 
and the points at which the postprocessor is evaluated.
1
hxhy J IR; 7a.=-3 11°y * 
3
.6,3 ,/,(3) (  £l__iL _ lx
[7]. Similarly, a partially left one-sided postprocessor 
is obtained by changing the bounds of the summation. In 
each case, the use of 2k +  1 B-splines remains consistent. 
The right one-sided postprocessed solution is a mirror 
image of the left.
The 2D symmetric kernel is a product of the ID kernels 
with the form
K 2(k+1 k^+1(x* ,y * )=  c f +1)’fc+V fc+1)(x* - 7*)
( 11)
• cl k+1)’k+1^ k+1)(y* - 7 y ) ,
ly = ~k
[5]. The kernel is suitably scaled by the mesh size in both the 
x- and ^-directions. The same coefficients, c^k+1^ k+1, as well 
as B-splines, are used for both directions. This easily 
extends to three dimensions as well (the kernel will be a 
tensor product of three B-splines).
4.1 Putting It Together
Putting this filtering process together with the streamline 
algorithm for a 2D quadratic approximation, we would 
execute the following algorithm:
• Obtain the approximation over a given 
quadrilateral or hexagonal mesh using a
E  0 (3)
7s/=-3
2^ -  y
hy
~l y  )fh(zi,z2)dz1dz2.
(12 )
In Fig. 2, the time integration of a streamline as it crosses 
element boundaries is shown. By using this postprocessor 
as part of the time integration step, we have the ability to 
impose a type of interelement continuity at the evaluation 
points of the integration (denoted by the circles) by using 
the solution information in the neighborhood of the point 
(denoted by the shaded regions— that is, by using the 
information in the footprint of the kernel) to regain 
convergence.
5 Im p le m e n ta tio n  o f  S m o o t h n e s s - In c r ea sin g  
A c c u r a c y -C o n s e r v in g  F ilter s
When computing more than one streamline in a given field, it 
is often more efficient to postprocess the entire field ahead of 
time. This allows us to simplify the implementation of the 
postprocessing kernel given in (5) by exploiting the symmetry 
of the postprocessor and the B-spline coefficients [5], [7], [36]. 
There is an additional advantage in the local behavior of the 
postprocessor, specifically that the kernel needs information 
only from its nearest neighbors and can be implemented by 
doing small matrix-vector multiplications [5]. The matrix- 
vector format in the modal basis in one dimension is found 
from evaluating
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rl = —  7/ ar|d <^>f! are the basis functions of the projected 
function on cell I, =  (x, — § , x ( +| ). The modes on element 
/,: are given by j f ], 1 =  0, • • •, k. We further note that the 
compact support of the 2k +  1 B-splines reduces the area of 
the integral, which leads to a total support of 2k' + 1  
elements, where kJ =  p£±l].
Furthermore, to provide ease of computation, we can 
choose to compute the postprocessed solution at specific 
points within an element. This allows us to calculate the 
postprocessing matrix coefficients ahead of time and store 
the values for future calculations. It also simplifies the 
application in two and three dimensions, which are just 
tensor products of the ID  postprocessor.
Consider a 2D application that uses four Gauss points 
per element (two in each direction, denoted ii =  1, 2). 
The matrix-vector representation to postprocess element
Ijj  =  [j’i — k f , x; —hf}\  [y:j — \ , yj — %] would be
r ( z l,(x),z„(y))= E  E  E E C j + « .  (u)
m x =~~kJ m v= kJ l x = 0  ly = 0  v '
C(m.r, k, zn(x)) ■ C(m,n k, zn(y)).
Notice that C(m.n l n k, ;„.(•£■)) and C (m v, /,,, k, z„.(y)) contain 
the same matrix values. The only new information plugged 
into calculating the postprocessed solution is the data 
provided on element I ,j  and surrounding elements. That is, 
the value of the data f , j .
We rely on a 2D quadratic approximation over the 
element I ,j  for further explanation. In this case, the 
approximation is given by
M*,v)  = f m + f :ur,4 )M  + f ' w 4 )(y) 
+  +  / (2'°V!2V )  (i5)  
+  / (0-2V f ( y ) ,
where the basis of the approximation is denoted with
0 ,Or)/ djiy)- In many DG simulations, this basis is chosen 
to be the Legendre basis, although mathematically it 
is not required to be. Let us denote by , the vector
/Aj-’11 ^   ^  ^/Ij-’11 ^  / ; -  We then proceed as 
follows:
• Obtain the five coefficients and the quad­
ratic B-splines outlined in Section 4.
• For u =  1,2, evaluate the integral
687
C (j, 1 2, x,i) = 4  E  / V’131 dy,
1 2 ^
at the Gauss points, xn. Denote this 
matrix C.
• For each element in our 2D mesh, the post­
processed solution at the Gauss points 
would be the matrix-vector multiplication:
3 3
/"(•£■«, Vu) =  E  E  f>+"L-.:i+">A>-C!r (16)
mx= — 3 m.y=—3
We note that it is only necessary to compute the 
postprocessing matrix, C, once, even though we apply it in 
each direction and on every element. This is the advantage 
of the directionally uniform mesh assumption. As is shown 
in [6], the postprocessing takes O(N) operations to filter 
the entire field, where N  is the total number of elements. 
Each field presented in this paper was postprocessed in 
less than 5 seconds. Once the postprocessing is accom­
plished, the only cost difference between the original and 
the postprocessed field is the cost of the field evaluation. 
From our analysis, the cost function for evaluation of the 
field goes as C\Pd +  C jP , where P  is the polynomial degree 
of the field, d is the dimension of the field, and C\ and C-> are 
constants independent of the degree. The first term relates 
to the cost of the linear combination; the second term relates 
to the cost of evaluating the polynomials. It is worth noting 
that the postprocessed field has twice the number of 
modes per dimension as the unprocessed field, and thus, 
the cost of each postprocessed field evaluation is asympto­
tically 2d times the cost of an unprocessed field evaluation.
6  R e s u lt s
To demonstrate the efficacy of the proposed filtering 
methodology when used in conjunction with classic 
streamlining techniques, we provide the following tests on 
a set of 2D vector fields. We provide these illustrative 
results on 2D quadrilateral examples because it is easy to 
see the ramifications of the filtering (as exact solutions are 
available by construction and hence allow us to do 
convergence tests); everything we have discussed and will 
demonstrate holds true for 3D hexahedral examples also.
The three vector field examples («, v)1 =  F(x, y) pre­
sented in this paper can be replicated using the set of 
equations given below; they were obtained from [51]. The 
domain of interest in all three cases is [—1, 1] x [—1, 1], and 
the range is a subspace of IR2. Each field is then projected 
(using an L2 Galerkin projection) onto an evenly spaced 
quadrilateral high-order finite volume mesh— a procedure 
that mathematically mimics the results of a DG simulation. 
For details as to the mathematical properties and numerical 
issues of such projections, we refer the reader to [49].
Once projected to a (high-order) finite volume field, we 
can then apply the postprocessor in an attempt to regain 
smoothness at element interfaces and to increase accuracy 
(in the sense of the minimization of the L2 norm of the 
difference between the true and the approximate solution). 
For simplification reasons, the comparisons in this paper
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TABLE 1
The L2 and L°° Errors for the U and V Components of Field 1
U component
L 2 error L ° ° error
N B e f o r e A f t e r B e f o r e A f t e r
P 1
20 1.2642E-02 4.8779E-04 1.3028E-01 2.0830E-03
40 4.429 IE-03 3.8597E-05 4.8341E-02 1.7929E-04
80 1.3054E-03 2.7114E-06 1.7165E-02 1.3033E-05
P2
20 2.2576E-04 6.8329E-06 1.8986E-03 1.3061E-05
40 5.0880E-05 1.4086E-07 5.4698E-04 2.6435E-07
80 8.4056E-06 2.4689E-09 9.9905E-05 4.6007E-09
V component
L 2 error L °° error
N B e f o r e A f t e r B e f o r e A f t e r
P i
20 1.8593E-02 8.2343E-04 3.5945E-01 3.5262E-03
40 6.8577E-03 6.4599E-05 1.2345E-01 2.9945E-04
80 2.0597E-03 4.4989E-06 4.2493E-02 2.1573E-05
p2
20 2.5455E-04 1.1907E-05 4.0543E-03 2.1461E-05
40 6.5659E-05 2.0750E-07 1.1096E-03 3.9563E-07
80 1.1284E-05 3.4297E-09 1.9817E-04 6.6518E-09
Results are shown for before and after postprocessing.
were limited to those regions of [—1,1]2 for which the 
symmetric postprocessing kernel remains within the do­
main. In general, the entire domain can (and should) be 
postprocessed using a combination of the symmetric and 
one-sided kernels as described in [7].
In Tables 1, 2, and 3, we present errors measured in the 
L2 norm and a discrete approximation of the L°° norm 
(sampled on a 1,000 x 1,000 uniform sampling of the 
domain) for both the projected and postprocessed solutions. 
The errors are calculated by comparing the projected and 
postprocessed solutions against the analytic fields. This
TABLE 2
The L2 and L°° Errors for the U and V Components of Field 2
U component
L 2 error L ° ° error
N B e f o r e A f t e r B e f o r e A f t e r
P i
20 2.758 IE-03 7.8928E-05 2.4325E-02 1.4777E-04
40 9.2500E-04 5.5474E-06 7.9316E-03 1.0683E-05
80 2.6559E-04 3.6589E-07 2.5096E-03 7.1213E-07
P 2
20 4.6335E-05 1.7024E-16 2.8118E-04 2.6645E-15
40 9.2945E-06 4.4493E-16 6.2435E-05 8.4377E-15
80 1.425 IE-06 9.8346E-16 9.9100E-06 2.0428E-14
V component
L 2 error L °° error
N B e f o r e A f t e r B e f o r e A f t e r
P 1
20 3.2476E-03 8.4842E-05 3.9655E-02 1.7589E-04
40 1.0626E-03 5.8785E-06 1.2347E-02 1.2440E-05
80 3.0191E-04 3.8556E-07 3.8142E-03 8.2192E-07
P
20 4.8614E-05 3.9956E-16 4.2340E-04 9.3259E-15
40 9.6142E-06 8.1733E-16 8.6459E-05 1.6875E-14
80 1.4665E-06 1.9159E-15 1.3251E-05 3.9080E-14
Results are shown for before and after postprocessing.
TABLE 3
The L2 and L°° Errors for the U and V Components of Field 3
U component
L 2 error L °° error
N 1 B e f o r e A f t e r B e f o r e A f t e r
P 1
20 5.8599E-03 2.0096E-04 5.8993E-02 6.5475E-04
40 2.0326E-03 1.4980E-05 2.1084E-02 5.1405E-05
80 5.9359E-04 1.0187E-06 6.2881E-03 3.567 IE-06
P
20 9.3092E-05 4.8121E-06 1.0252E-03 4.8288E-06
40 1.9834E-05 7.5189E-08 2.1987E-04 7.545 IE-08
80 3.1548E-06 1.1748E-09 3.4352E-05 1.1789E-09
V component
L 2 error L ° ° error
N B e f o r e A f t e r B e f o r e A f t e r
P.i
20 7.3409E-03 7.3190E-05 8.9810E-02 2.5865E-04
40 2.6545E-03 5.0130E-06 3.4032E-02 1.8700E-05
80 7.8884E-04 3.2750E-07 1.1066E-02 1.2361E-06
P
20 1.1326E-04 4.5073E-16 1.5893E-03 7.9936E-15
40 2.6867E-05 1.4891E-15 3.6759E-04 2.3981E-14
80 4.4509E-06 2.7195E-15 5.8067E-05 4.7962E-14
Results are shown for before and after postprocessing.
error calculation is performed for various numbers of 
uniform element partitions (N  in each dimension) and 
polynomial orders (JPk). Both u and v components are 
provided individually.
The three analytic fields used as examples are all of 
the form:
z = x  + ly, 
u = R e (r), 
v =
Example Field 1
r = ( z - (0.74 +  0.35i))(z -  (0.68 -  0.59i))
(z -  (-0 .1 1  -  0.72i))(z -  ( -0 .5 8  +  OMi))
(z -  (0.51 -  0.27*))(z -  (-0 .1 2  +  0.84*))2.
Example Field 2
r  =  ( z -  (0.74 + 0.35*))(z + ( -0 .1 8  -  0.19*))
(z -  ( -0 .1 1  -  0.72i)){z  -  ( -0 .5 8  +  0.64*))
( z -  (0.51 -  0.27*)).
Example Field 3
r  =  - ( z  -  (0.74 +  0.35*))(.z -  (0.11 -  0.11*))2 
(z -  (-0 .1 1  + 0.72z))(z -  ( -0 .5 8  + 0.64*))
( z -  (0.51 - 0 . 2 7 * * ) ) .
As predicted by the theory, we see a decrease in the 
L2 error for all applications of the postprocessor. In addition, 
we observe that when the postprocessing order matches 
the original polynomial order of the analytical solution, we 
regain the solution to machine precision (as predicted by the 
theory). We note that this represents the "ideal" case— when 
the filter is able to regain the exact solution. We also observe 
a benefit in the L°° norm— something not explicitly given
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TABLE 4
Error Comparison in Critical Point Location
Field 1
N = 20 N = 40
Critical Point Before After Before After
(0.74, 0.35) 0.008387 0.000995 0.003549 0.000052
(0.68, -0.59) 0.00268 0.000384 0.000802 0.000027
(-0.11, -0.72) 1.977954 0.006531 0.003356 0.000428
(-0.58, -0.64) 0.001955 0.000894 0.001471 0.000065
(0.51, 0.27) 0.002401 0.000938 0.001026 0.000062
Field 2
N = 20 N = 40
Critical Point Before After Before After
(0.74, 0.35) 0.008305 0.000392 0.003321 0.000021
(0.18, -0.19) 0.000198 0.000093 0.000270 0.000006
(-0.11, -0.72) 0.001504 0.000197 0.000589 0.000014
(0.58, 0.64) 0.001049 0.000134 0.000772 0.000009
(0.51, 0.27) 0.002616 0.000481 0.000970 0.000032
Results are shown for before and after postprocessing.
by the theory but something upon which many of the 
theoretical papers have commented is likely and has been 
observed empirically [4], [5].
One of the nice consequences of the reduction in the 
L°° error of the fields is that the computation of field 
"features" such as critical points are not hampered. As an 
example, we computed a sampling of critical point locations 
for two of the previously mentioned fields. Critical points 
were computed using a Newton-Raphson algorithm with a 
finite differencing of the field values for creating the 
Jacobian matrix [48]. As the exact position of the critical 
points are known, we can compare in the standard  
euclidean norm the distance between the exact and computed 
critical point location. In Table 4, we present the results of a 
collection of computed critical point locations based upon the 
projected and the postprocessed field. Note that in general, 
the postprocessed field does no worse than the original field.
In Fig. 3, we present three vector field visualizations 
produced by projecting the functions above over a 
40 x 40 uniform mesh on the interval [—1,1] x [—1,1]. The 
field approximations are linear in both the x- and 
^-directions. The "true-solution" streamlines (denoted as 
black lines in all three images) are calculated by performing 
RK -4/5 on the analytical function. The blue streamlines 
represent the streamlines calculated from the L2-projection 
of the field. The red streamlines represent the streamlines 
calculated from the postprocessed projection of the field. 
All streamlines were calculated using RK -4/5 with an error 
tolerance of 10-6 .
Note that in the cases presented, the streamline based 
upon the postprocessed data more closely follows the 
true solution. In these cases, we also observe that in regions 
where bifurcations occur, the postprocessed solution follows 
the true solution instead of diverging away like the non­
postprocessed solution. This behavior can be attributed to 
the projection accuracy obtained due to the use of the 
postprocessor.
To ameliorate the accuracy and smoothness issues induced 
by jumps at element interfaces in the L2-projected field, the 
Runge-Kutta-Fehlberg adaptive-error-controlled R K -4/5  
time-stepping method [52] was used with an error tolerance 
of 10-6 and no m in/m ax step sizes. This tolerance was chosen 
as a representative of what would be selected if one wanted 
streamlines that were accurate to single-precision machine 
zero. The smoothness of the analytical function and the
Fig. 3. Three streamline integration examples based upon vector fields 
generated using the methodology presented in [51]. Black streamlines 
denote “exact” solutions, blue streamlines were created based upon 
integration on an L 2-projected field, and red streamlines were created 
based upon integration on a filtered field. In cases where the black 
streamline is not visible, it is because the red streamline lines obfuscates 
it. The streamline seed points are denoted by circles. Specific details 
concerning the projected fields are given in the text.
postprocessed field would allow for efficient integration 
using a standard RK-4 method; however, for comparison, 
integration on all fields was performed using the same 
adaptive R K -4/5 method with the same tolerances. Table 5 
shows the number of accepted R K -4/5 steps and total number 
of RK -4/5 steps (accepted plus rejected) required to compute 
the streamlines in Fig. 3. In Table 6, we provide a timing 
comparison based upon our nonoptimized Matlab imple­
mentation of the streamline algorithms running on an Intel 
Pentium 4 3.2-GHz machine. Note that the ratio of filtered to 
nonfiltered time per integration step is much less than the 
ratio of the total number of integration steps required. That is, 
even though the cost per integration step is greater on the 
postprocessed field, the reduction in the total number of 
integration steps required more than compensates for this 
difference.
For most streamlines, the total number of RK -4/5 steps1 
required for the postprocessed field is comparable to the 
number of steps required for the analytical function. For this 
error tolerance, the total number of steps required for the 
L 2-projected field is asymptotically four times greater than
1. Here, "step" does not refer to a time step—the advancement of 
time—but rather the execution of all the stages of the RK algorithm and 
error estimation.
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TABLE 5
Number of RK-4/5 Steps Required to Calculate Different 
Streamlines on the Three Different Fields with the 
Error Tolerance Set to 1CT6
Streamline
No. of Accepted Steps 
Exact L 2 Post
Total No. of Steps 
Exact L 2 Post
Field 1
1 36 177 33 43 523 42
2 159 132 47 211 358 54
3 52 722 65 64 2476 93
Field 2
1 26 118 25 34 398 35
2 86 65 41 106 135 45
3 27 89 27 46 263 49
Field 3
1 34 65 32 54 206 58
2 31 137 31 42 499 44
3 29 50 28 43 129 46
the number required for the postprocessed field (recall from 
Section 5 that the postprocessed solution is asymptotically 
four times more expensive to evaluate; hence, a computa­
tional win is attained when the postprocessed solution takes 
less than four times the number of steps. In Table 6, we see 
that we are not in the asymptotic worst case as the cost of 
evaluating the postprocessed solution is only twice that of 
the unfiltered field). This discrepancy is again due to the 
RK -4/5 method drastically reducing the time step and 
rejecting many steps to find discontinuities in the underlying 
field. When tighter error tolerances are used or when coarser 
discretizations are examined (which cause larger jumps in 
the solution at element boundaries), the discrepancy 
between the number of RK -4/5 steps required grows, and 
likewise, with looser error tolerances or refined meshes, the 
discrepancy decreases. To compare with another integration 
method, Table 7 shows the results for the same tests with the 
R K -3/4 method used by Stalling and Hege [19]. The 
difference between the total number of steps required for 
the L2-projected field and the postprocessed field is much 
greater with RK -3/4 than with RK-4/5.
To further illustrate how discontinuities at element 
boundaries affects the performance of RK-4 /5 , Fig. 4 shows 
the cumulative number of RK -4/5 steps required for a 
portion of one streamline.
TABLE 6
Number of Steps, Time per Integration Step (in Seconds), 
and Ratio of Filtered to Nonfiltered Time per Step Required 
to Calculate Different Streamlines on the Three Different 





Steps Time/Step (sec) Ratio
Field 1
1 523 0.00374 42 0.00693 1.853
2 358 0.00400 54 0.00705 1.763
3 2476 0.00372 93 0.00708 1.903
Field 2
1 398 0.00370 35 0.00719 1.943
2 135 0.00370 45 0.00710 1.919
3 263 0.00365 49 0.00707 1.937
Field 3
1 206 0.00364 58 0.00718 1.973
2 499 0.00365 44 0.00709 1.942
3 129 0.00364 46 0.00708 1.945
TABLE 7
Number of RK-3/4 Steps Required to Calculate Different 
Streamlines on the Three Different Fields with the 
Error Tolerance Set to 1CT6
Streamline
No. of Accepted Steps 
Exact L 2 Post
Total No. of Steps 
Exact L 2 Post
Field 1
1 230 1897 229 237 3310 239
2 267 1562 264 277 2657 276
3 424 2070 560 429 3156 575
Field 2
1 123 1609 125 125 2869 133
2 208 1190 198 216 2046 206
3 290 1208 288 291 2389 293
Field 3
1 253 1675 249 255 3385 256
2 288 1075 289 288 1862 293
3 242 1337 243 242 2685 248
This study shows that there exist regimes based on 
things such as the tolerance of the desired streamline and 
the size of the jump discontinuities in which postprocessing 
the solution prior to streamline integration provides a 
computational benefit. The improved smoothness greatly 
reduces the need for adaptive time-stepping schemes to 
adapt the time step to account for discontinuities, reduces 
the number of rejected steps, and allows for much larger 
step sizes for the same error tolerance.
7  S u m m a r y  a n d  F u tu r e  W o r k
Adaptive error control through error prediction and time-step 
refinement is a powerful concept that allows one to maintain a 
consistent error tolerance. When adaptive error control is 
used for streamline integration through discontinuous fields, 
the computational cost of the procedure is primarily 
determined by the number and size of the discontinuities. 
Hence, when one is integrating streamlines through a high- 
order finite element or finite volume data set, most of the 
adaptation occurs at the element boundaries. There has been a 
recent interest in the mathematical community in the 
development of postprocessing filters that increase the 
smoothness of the computational solution without destroying 
the formal accuracy of the field; we have referred to these 
filters as SIAC filters. In this paper, we have presented a 
demonstration of a complementary approach to classic error 
control— application of SIAC filters to discontinuous data 
prior to streamline integration. These filters are specifically 
designed to be consistent with the discretization method from 
which the data of interest was generated and hence can be 
subjected to the verification process [53]. The objective of this 
work was to understand the computational trade-offs 
between the application of error control on discontinuous 
data and the filtering of the data prior to integration.
If one neglects the cost of the filtering step as being a fixed 
"preprocessing" step to streamline integration (such as if one 
expects to integrate many streamlines through the same 
field), then the trade-off that arises can be expressed  
succinctly as follows: does one take many adaptive integra­
tion steps (due to the presence of discontinuities) through the 
original field, or does one take fewer adaptive steps through a 
more expensive field to evaluate (that is, the postprocessed 
field)? Through our empirical investigation, we find that 
when the error tolerance required for streamline integration
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Fig. 4. The center graph shows Streamline 2 on the L-, projected Field 1 integrated using RK-4/5. The left graph shows the streamline between I =  0 
and I =  0.3 and the cumulative number of RK-4/5 steps (including rejects) required for integration. Vertical lines on this graph represent multiple 
rejected steps occurring when the streamline crosses element boundaries. The right graph shows the cumulative number of RK-4/5 steps required 
for integration to / =  2.0.
is low or when the jump discontinuities in the field are very 
high, the strategy advocated in this paper provides a 
computational win over merely using adaptive error control 
on the original field (that is, the total computational work can 
be greatly reduced). We do not advocate that the filtering as 
presented here replace adaptive error control but rather that it 
augments currentstreamline strategies by providinga means 
of increasing the smoothness of finite element/volume fields 
without accuracy loss. In doing so, it allows the visualization 
scientist to balance the trade-offs presented here for mini­
mizing the computational cost of streamline integration 
through discontinuous fields.
As future work, we seek to extend the filtering 
techniques presented herein to general discretizations (for 
example, triangles and tetrahedra), as well as to gradients of 
fields. We also will seek to understand the relationship 
between postprocessing vector fields as a collection of 
single fields versus developing postprocessing techniques 
that preserve vector properties (such as divergence-free or 
curl-free conditions). If this were solved, these postproces­
sing techniques could possibly be of great value as a 
preprocessing stage prior to other visualization techniques 
such as feature extraction or isosurface visualization.
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