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INTRODUCTION
An engineer using CFD for design must answer two questions: are the flow predictions obtained with CFD accurate enough for design purposes? and what are the consequences of changing the parameters controlling the system (boundary conditions, shape parameters, etc.)? This paper 566 F. ILINCA, D. PELLETIER AND J. BORGGAARD presents a general continuous sensitivity equation method (SEM) for time-dependent incompressible laminar flows as a means of answering the latter question. The former issue is best dealt with by a comprehensive verification studies including systematic time-step and grid refinement [1] and validation by a comparison to experimental measurements.
A sensitivity is the derivative of a dependent variable with respect to a model parameter. For the flow around an airfoil, *u/* is the sensitivity of the velocity with respect to the airfoil angle of attack. It expresses how the velocity field responds to perturbations of around its nominal value. Sensitivity information can also be used for fast evaluation of nearby flows without resorting to a full blown flow re-analysis. This is done via the Taylor series expansions in parameter space, and is especially useful to answer what if questions for complex flows. Finally, sensitivity information can serve to cascade input data uncertainty through a CFD code to yield uncertainty estimates of the flow response. In both cases, cost-effectiveness is achieved because sensitivities are obtained at a fraction of the cost of computing the flow.
There are several means of computing flow sensitivities: finite differences of flow solutions, the complex step method [2] , automatic differentiation [3] ,a n dS E M s [4] [5] [6] . The first option is costly because the problem must be solved for two or more values of each parameter of interest. Furthermore, technical problems arise because non-matching meshes are obtained for different values of a shape parameter. The complex-step method is code invasive: it requires a complete rewrite of the software in complex variables. While this can be automated, it has a significant impact on performance. Automatic differentiation is equivalent to differentiating the discrete equations to generate a system of equations for the discrete sensitivities. It is powerful because it automatically generates the code for calculating sensitivities. In many cases, implementation requires human intervention to ensure efficiency of the resulting sensitivity code. Approaches to calculating sensitivities also differ depending on the order of the operations of approximation and differentiation. In the discrete sensitivity equation approach, the total derivative of the flow approximation with respect to the parameter is calculated [7] , whereas in the continuous SEM one differentiates the continuum equations to yield differential equations for the continuous sensitivities [4] . See Hien and Kleiber [8] for a discussion of the two approaches. We have adopted the latter approach.
Sensitivity analysis is a more advanced field in solid mechanics than in fluid dynamics. Indeed, textbooks have been written on sensitivity analysis of structures [7, 8] . To our knowledge, there is only one book on sensitivity analysis of flow problems [5] . It is rather recent and more specialized than structural mechanics books. Gunzburger [9] discusses sensitivity analysis in the context of flow control and optimization.
Automatic differentiation for first-order flow sensitivities is discussed by Sherman et al. [10] and Putko et al. [3] . Continuous SEMs may be found in Godfrey et al. [11, 12] , Borggaard and Burns [4] , Limache [13] and Turgeon [14] for aerodynamics problems. Application to heat conduction is reported by Blackwell et al. [15] . Sensitivities for incompressible flows with heat transfer may be found in several references [6, [16] [17] [18] . Sensitivity analysis for turbulence models is detailed in the works by Godfrey and Cliff [12] and Turgeon et al. [19, 20] . Solution of the sensitivity equations for the transient incompressible flow of non-Newtonian fluids is presented by Ilinca and Hétu [21] . A wide variety of flow regimes were treated by the authors [6, 17, 18, 20, 22, 23] .T h i s body of work has shown that sensitivities provide an enriched base of information on which to develop an understanding of complex flow problems. The work presented here is an extension to second-order sensitivities of the methodology developed previously for time-dependent flows [24] .
The paper is organized as follows. First, we present the equations describing time-dependent laminar flow along with their boundary and initial conditions. The first-and second-order sensitivity 567 equations and their boundary/initial conditions are then described in detail. The methodology and its finite element solver are verified on a problem possessing a closed form solution. The approach is then applied to the flow around a circular cylinder. Several uses of sensitivities are demonstrated. Emphasis is put on the St-Re relationship and the computed sensitivity of the Strouhal number. The paper ends with conclusions.
FLOW EQUATIONS

Navier-Stokes equations
The flow regime of interest is modelled by the momentum and continuity equations:
where is the density, u is the velocity, p is the pressure, is the viscosity, t represents time, c(u) = (∇u +∇u T )/2 is the shear rate tensor and f is a body force. The above system is closed with a proper set of initial conditions
and the Dirichlet and Neumann boundary conditions
where U D is the value of the velocity imposed along the boundary D , I is the identity tensor and F N is the imposed boundary value of the surface traction force t.
SENSITIVITY EQUATIONS
General formulation of first-order sensitivity equations
The continuous sensitivity equations (CSEs) are derived formally by implicit differentiation of the flow equations (1) and (2) with respect to parameter a. We treat the flow variable u and p as functions of space, time and of the parameter a. This dependence is denoted as u(x, t; a) and p(x, t; a). The velocity and pressure sensitivities are defined as the partial derivatives s a u = *u/*a and s a p = * p/*a, whereas the derivatives of the fluid properties and other flow parameters are denoted by a ( ′ ) and the subscript a (as example ′ a = * /*a for the sensitivity of the viscosity). 
Differentiation of Equations (1) and (2) yields
∇·s a u = 0 (7)
General formulation of second-order sensitivity equations
The same approach is applied to obtain second-order sensitivity equations. Here, we consider two independent parameters a and b. Thus, u can be written as u(x, t; a, b). Second-order flow sensitivities are defined as the partial derivatives s ab u = * 2 u/*a*b and s ab p = * 2 p/*a*b, and denoting the second-order derivatives of the fluid properties and other flow parameters by a ( ′′ ) and the subscript ab, differentiation of Equations (1) and (2) yields ′′ ab
∇·s ab u = 0
Similar equations are derived for the second-order sensitivities s aa u = * 2 u/*a 2 and s bb u = * 2 u/*b 2 .
Initial and boundary conditions
Initial conditions for the sensitivity equations are obtained by implicit differentiation of Equation (3)
Boundary conditions are obtained in a similar manner and can be written as
for the first-order sensitivities. Similar expressions are derived for the sensitivity with respect to the parameter b. Further differentiation of Equations (12) and (13) provides the boundary conditions for the second-order sensitivities s aa u , s ab u ,a n ds bb u . For example, we obtain
IMPLEMENTATION
There are many choices possible for solving the flow and sensitivity equations. In theory one can solve the CSE by any numerical method. In practice, it is convenient and cost effective to use the same finite element method for the flow and the CSE. Indeed, note that the CSE amount to a Newton linearization of the Navier-Stokes equations. Thus, if one uses Newton's method for solving the finite element equations for the flow, the flow sensitivity equations will have the same finite element matrix. Only the right-hand side will differ. This results in substantial savings since the matrix of the first-and second-order sensitivities need not be recomputed. In practice, the solution for the sensitivity with respect to one parameter is obtained at approximately 10% of the cost of solving the flow equations.
In the cases considered previously by Mahieu et al. [25] , quadratic elements were used to solve flows at Reynolds numbers low enough to justify using the Galerkin finite element method for both the flow and sensitivity equations. No stabilization was required. However, our long-term goal is sensitivity analysis of a large spectrum of 3D flow problems. For simplicity, robustness and costeffectiveness of the simulations we use equal-order interpolation for velocity and pressure (P1-P1 tetrahedral elements) that need stabilization terms to avoid velocity-pressure decoupling [26] [27] [28] . Stabilization can also avoid spurious oscillations in the case of convection-dominated flows. In this work, the flow equations and the CSE are solved on 3D meshes by a streamline-upwind Petrov Galerkin (SUPG) finite element method [29] . Time is discretized by an implicit Euler scheme.
The SUPG variational formulation of the momentum-continuity equations is [28] [29] [30] 
where v and q denote the velocity and pressure test functions, respectively, and K denotes the volume of element K . The integrals over the entire domain identify the Galerkin contribution, while the stabilization terms are integrated only on the element interiors (i.e. terms in the summations). The stabilization parameters u and are defined as [29, 31] 
Here t is the time step, h K is the size of the element K and m k is a coefficient set to 1/3 for linear elements (see References [28, 30] ). A similar finite element method is applied to the solution of the sensitivity equations. For simplicity, we present here the sensitivities equations in the case of constant properties flows:
• First-order sensitivities:
• Second-order sensitivities: The integrals over the entire domain represent the Galerkin contribution, whereas the integrals over the element interiors represent the SUPG stabilization terms for the sensitivity equations. The solution algorithm works therefore as follows: At each time step
• iterates over the non-linear Navier-Stokes equations (16) and (17) until convergence. A few steps of successive substitution (Picard's method) are performed at the beginning of the first time step and Newton's linearization is used afterward; • use Newton's linearization matrix of the last iteration on the flow problem and solve the linear system for the first-order sensitivities equations (20) and (21). This step requires the evaluation of one right-hand side and a linear equation solve for each parameter; • use the same approach for the second-order sensitivities. Again, this requires one right-hand side evaluation and one matrix solve per second-order sensitivity.
Element matrices are constructed using a numerical Jacobian technique and assembled in a compressed sparse row format. Flow and sensitivity global systems are solved by BiCG stabilized iterative methods.
NUMERICAL RESULTS
In this section, the numerical approach is first verified using the method of manufactured solutions (MMS) [1] . It is then applied to the uniform flow around a circular cylinder. In the verification case, a direct differentiation of the manufactured solution provides closed-form expressions for the sensitivities. A grid and time step refinement study is performed to assess the grid convergence and accuracy of the flow and sensitivity solutions.
Verification
We use the following expressions for the velocity components taken from the Stommel ocean flow model [32] u(x, y) =
with
and
The same problem was used by Hristova et al. [24] to verify the 2D solution of the flow and first-order sensitivity equations. The original Stommel solution is for a steady-state flow. By taking 
we generate a time-dependent velocity field suitable for verification of the unsteady solvers. Finally, we choose the pressure to be
so that a zero normal traction (F N y = 0 in Equation (5)) may be imposed on the top and bottom boundaries of the computational domain as shown in Figure 1 . These expressions are substituted in the Navier-Stokes equations to define the body force f ensuring that the momentum equations (1) are satisfied [24] .
The meaning and values of the various parameters are given in Table I . For simplicity, the length scale is taken as L * = b = 2 × 10 6 m while the timescale is T * = 1/ L * .
The computational domain and boundary conditions are shown in Figure 1 . A grid and time step convergence study is carried out for the flow and for its first-and second-order sensitivities with respect to the following two parameters: the Coriolis coefficient and the friction coefficient R. Analytical expressions for the sensitivities are obtained by direct differentiation of Equations (24)- (29) . The required source terms f ′ and f ′′ in the sensitivity equations are obtained by the differentiation of f in Equation (1). The grid refinement study reported here is performed for = 0. Similar results were obtained with = 0. The mesh and time steps for the grid sequence are reported in Table II . The space-time interpolation scheme is accurate to O( t, x),s oi fw e choose to refine the time step by 2 and the mesh size by 2, the error is expected to decrease by a factor of 2 from one mesh to the next. Figure 2 (a) and (b) shows the results for the velocity, the pressure and their sensitivities with respect to and R. The continuous unmarked line has the slope of 2 and serves as a reference to asses the convergence rate. The error for the flow and its sensitivities decreases with each mesh refinement, except for the second-order sensitivity of the pressure with respect to between meshes 1 and 2. The initial mesh (mesh 1 in Table II) is very coarse and the solution for the sensitivity is unable to capture the sharp changes in the solution at the left and right boundaries. After the first refinement, the solution recovers those boundary layers but it overestimates the solution gradient. The net result is that the error of the secondorder pressure sensitivity increases with refinement. Further refinement leads to improvements in the solution of the second-order sensitivity and the error decreases from one mesh to the next. In the present case ( = 0), the exact solution for the sensitivities with respect to R is obtained by multiplying the flow solution by −1/R for the first-order sensitivities and by 1/R 2 for the second-order sensitivities. The curves for the relative error would therefore be superimposed as shown in Figure 2 (a) and (b). The results indicate that optimum grid convergence is obtained for the solution sensitivities. The convergence rate for the pressure and its sensitivities is slightly greater than 2 on the finner meshes. This may be caused by the pressure stabilization of the P1-P1 element. Note that stabilization terms contain parameters that depend on the element mesh size and that the required amount of stabilization decreases with mesh refinement.
5.2.
Uniform flow around a circular cylinder 5.2.1. Problem statement. The computational domain and boundary conditions for this problem are shown in Figure 3(a) . Because the problem is 2D only a slab was meshed with 3D tetrahedral elements. The mesh is shown in Figure 3 (b) and was designed to provide adequate refinement in the boundary layer where gradients are higher and in the wake of the cylinder where the solution is expected to exhibit larger time variations. A steady velocity profile was imposed at the inflow. The first computations were carried out for a Reynolds number Re = U 0 d/ equal to 100, for which a vortex street forms in the wake of the cylinder. Because the computational domain and mesh are symmetrical, the vortex street is determined by truncation errors and non-linear iterative convergence parameters which are difficult to characterize and use as model parameters. To provide a rigorous controlled framework to investigate the vortex street sensitivities, we use a perturbation of the uniform velocity profile as a trigger mechanism for vortex formation. The inflow velocity is given by
where U 0 = 1 is the value of the free-stream velocity, U p is a small velocity perturbation set to 10 −3 and g(y) is an anti-symmetric function taking values between −1 and 1. Here we have used the form:
with = 10. This approach ensures that small changes in parameter values will induce small changes in the behaviour of the flow. The initial conditions are obtained from a steady-state solution of the flow and sensitivity equations. Following the work of Sohankar, the time step is set to t = 0.025 [33] . This leads to about 240 time steps per period of vortex shedding. Sensitivities are computed with respect to the inlet velocity U 0 . The only non-zero boundary condition for the sensitivities are those at the inlet.
Flow response.
The initial solution of the transient problem is symmetrical (see the vorticity contours in Figure 4 ). Figure 5 shows the time variation of the flow (velocity and pressure) at a point located on the symmetry axis one diameter downstream of the cylinder. The signal is shown for time t = 0-160. Notice that during the first part of the simulation the transverse velocity v is zero, confirming that the flow is symmetric with respect to the x-axis. The axial velocity u and the pressure p are also constant until approximately t = 60, after which time perturbations are observed and the solution is no longer symmetrical. The amplitude of these perturbations increases in time and leads to the formation of the well-known Karman vortex street. This is to be expected as the wake of a circular cylinder at Re = 100 is an unstable flow. Because the critical Reynolds number for this flow is Re cr = 51 [33] , in principle a vortex street should develop for constant inflow boundary conditions. Vorticity contours are shown in Figure 6 for t = 94-100 clearly illustrating the Karman vortex street in the wake of the cylinder.
Flow sensitivity responses.
The first-and second-order sensitivities represent the slope and curvature of the dependent variables in parameter space. Their time signals at (x = 2, y = 0) for U 0 as parameter are shown in Figure 7 . The following observations can be made:
• The period of the sensitivity signals is the same as the period of the flow.
• Sensitivity perturbations from the steady-state solution occur around t = 60 as was the case for the flow variables. • Time signal of the flow variables exhibits constant amplitude periodic behaviour, whereas the sensitivities show an unbounded increase in the signal amplitude. • The amplitude of the sensitivities is much higher than the amplitude of the flow variables.
For example at t = 100 the v-velocity amplitude has almost reached its maximum value, whereas the amplitude of the first-order sensitivity is about 10 2 times larger and that of the second-order sensitivity is 10 4 times larger and they keep increasing with time.
Additional verification of the computed sensitivities can be done by estimating the flow gradients with respect to U 0 by finite differences (FDs). For this, the inlet velocity U 0 is changed by a small amount U 0 and the solution is recomputed. The reference finite difference flow sensitivities are determined from
in which U 0 is taken very small compared to U 0 . The authors have shown in previous work [34] that the first-and second-order sensitivities compare very well with gradients computed by FDs for a pulsed flow around a square cylinder. Note however that the error of the gradient estimated using FDs depends on the magnitude of higher-order derivatives. The O( U 2 0 ) terms in (32) and (33) contain the third-order derivative of the solution in the case of the firstorder sensitivity and the fourth-order derivative of the solution for the second-order sensitivity. For the present problem, the high-order derivatives have magnitudes which increase very rapidly with time as shown in the next sub-section. The magnitude of the third-order derivative increase with the third power of time and the fourth-order derivative with the fourth power of time. This makes FD derivatives inaccurate at latter times especially for the second-order derivative. One way to increase the accuracy of FD gradients may be to decrease the perturbation U 0 . The improvement is however very limited as a decrease of U 0 magnifies the errors introduced by the finite accuracy of the finite element solution (the solutions were converged down to a relative error of 10 −8 ). To illustrate this point, Figure 8 compares the continuous sensitivities of the vertical velocity v with FD estimations using U 0 = 0.01U 0 and U 0 = 0.001U 0 , respectively. As can be seen, the FD estimates are different for different values of the perturbation U 0 . This indicates that the FD estimate is not reliable enough and cannot be used as a standard to evaluate the accuracy of the continuous sensitivities. For the first-order sensitivity, the CSE solution compares very well with the FD gradient obtained for U 0 = 0.001U 0 .F o rt h e second-order sensitivity, the agreement is better when comparing with the FD gradient using U 0 = 0.01U 0 . 
We compare the quadratic Taylor approximation of u, v and p to a full flow analysis at the perturbed values of the parameter. The observation made in the previous section that the amplitude of the sensitivities increases continuously with time is of particular importance since it indicates that, as time advances, the second-order terms will increase in importance to eventually become dominant in Equation (34) . To better understand this behaviour of the sensitivity solution, consider the v-velocity in the fully established periodic region (t>120) as given by a sinusoidal function with amplitude v m and frequency f both depending on the inlet velocity:
The sensitivities of v with respect to U 0 are obtained by differentiating (35) as follows: Note that the amplitude of the second term on the right-hand side of Equation (36) increases linearly with time. The second-order sensitivity has contributions that increase linearly and quadratically with time. It is clear that as time increases those terms will become dominant and determine how the sensitivities amplitude will vary with time. Equations (36) and (37) also indicate that the amplitude of the sensitivity signals is proportional to that of the flow variable. This explains why the sensitivities of the v-velocity have higher amplitudes than those of the u-velocity and of the pressure (see Figure 7) . For illustration purposes, we consider a perturbation of 1% of the inflow velocity. The magnitude of the various terms in the Taylor expansion is illustrated in Figure 9 for the v-velocity at (x = 2, y = 0). The figure shows the time evolution of the amplitude of the velocity v and of the first-and second-order terms, (*v/*a) a and (* 2 v/*a 2 )( a 2 /2). For this value of the increment U 0 , the amplitude of the first-order term is comparable to the amplitude of v up to t = 90. At later times, the amplitude of the first-order term is higher than the amplitude of the solution itself. The second-order term becomes sizable compared to the first-order term at a time around t = 70. This indicates that second-order derivatives are very important to obtain accurate estimates of nearby solutions for t>70. The magnitude of the first-and second-order terms become comparable to that of v itself around t = 100. It is expected that higher-order terms (3 and higher) will also become important at later times (t>100). In conclusion, the Taylor series extrapolation for U 0 = 0.01U 0 can only be performed until t = 100. The time interval over which the Taylor series extrapolation produces reliable predictions increases with decreasing values of the perturbation.
Results obtained using first-and second-order Taylor series are shown in Figure 10 for the point (x = 2, y = 0) and a time interval between t = 60 and 100. At early times, the two Taylor series approximations of the flow response are in good agreement with the CFD re-analysis at the perturbed value of the parameter (U 0 + U 0 ). As expected given the size of higher-order terms, the agreement deteriorates with time especially at t>80. The agreement is better for the vertical velocity v which exhibits larger amplitude than u and p. In all cases the second-order Taylor series provides better agreement with the re-analysis than the first-order one. Observe also that the second-order reconstruction is in better phase with the true solution than the first-order reconstruction. Figure 11 presents the spatial distributions of the v-velocity extrapolations obtained by the Taylor series for U 0 = 0.01U 0 compared to those obtained by a full flow reanalysis. Comparisons are shown for a station located at x = 4, and time ranging from t = 75-80. The baseline solution at the unperturbed value of the parameter is also shown, so that the effect of increasing the order of the Taylor series can be assessed. Results indicate that the accuracy of the extrapolation is much improved when second-order terms are used. In all cases second-order Taylor series extrapolations are almost superimposed over the recomputed solution, whereas first-order Taylor extrapolations exhibit higher errors. Observe also that some particular characteristics of the solution, such as the knee in the velocity profile at y = 1andt = 78 ( Figure 11(d) ) are well captured by the second-order Taylor series, but are entirely missed by first-order approximation. 
Sensitivity of the Strouhal number.
The frequency of the vortex shedding was analysed by computing the Strouhal number:
where f is the frequency of the vortex shedding and D is the diameter of the cylinder. The Strouhal number is known to depend upon the Reynolds number of the flow and a correlation of experimental data for the Strouhal-Reynolds relationship was proposed by Williamson [35] . Here, the solution given by the present numerical approach is compared to the correlation by Williamson.
The sensitivity of the Strouhal number with respect to the Reynolds number was computed as follows:
with the Strouhal number obtained from the following two Taylor expansions:
Sensitivities of the flow with respect to the Reynolds number are obtained from the sensitivity of the flow with respect to the free-stream velocity U 0 as
The computed values of the Strouhal number and of its first-and second-order derivatives with respect to the Reynolds number are given in Table III for Re = 80, 100 and 125.
Results are shown in Figure 12 . Two sets of numerical solutions are plotted. The first one, identified as Mesh 1, corresponds to the solution obtained on a domain of the size shown in Figure 3 (a). Behr et al. [36] reported that St depends on the location of the upper and lower boundaries. Therefore, a second series of computations was carried out on a domain twice as high Table III . Results for the uniform flow around a circular cylinder (Mesh 2). as that of Figure 3 (a) (Mesh 2). The solution exhibits little dependence to further changes in the location of the boundary [36] . As can be seen, the numerical solution overestimates the experimental correlation, but the difference decreases when larger domains are used, mostly due to a better approximation of the infinite domain. Note also that the gap between the simulated St and the experimental correlation remains constant with changes in the Reynolds number. This indicates that the simulation reproduces the changes in St due to changes in Re. The sensitivity of the Strouhal number with respect to Re was also computed by using Equations (39) and (40). The sensitivity is in fact the slope of the St-Re curve and is shown in Figure 12 with thicker lines around the solution computed at Re numbers of 80, 100 and 125. As can be seen, the SEM produces results that correctly describe the trend in the St-Re relationship. The slope of St computed from the sensitivities agrees very well with that of the computed and experimental St-Re relationships.
Comparison between the values of *St/*Re given by the experimental correlation and the sensitivity analysis are shown in Figure 13 for Mesh 2. The second-order derivative * 2 St/*Re 2 computed from the solution sensitivities is the slope of the *St/*Re vs Re curve (thicker lines in Figure 13 ). Here again we see that the agreement is good with the experimental observation. Note that the second-order derivative * 2 St/*Re 2 can only be obtained by solving for the second-order sensitivities of the flow.
CONCLUSION
A general sensitivity equation formulation was developed for computing first-and second-order sensitivities of time-dependent incompressible laminar flows. The method was verified on a problem with a closed-form solution to confirm the rate of convergence of the flow and sensitivity solvers. The method was then applied to the flow around a circular cylinder. The flow starts with a symmetrical solution and then goes through a transition phase leading to the usual Karman vortex street characterized by alternate vortex shedding. The Taylor series expansions in parameter space using sensitivities were shown to be a powerful tool for fast evaluation of nearby flows. Results indicate that accuracy improves when second-order sensitivities are included in the Taylor series expansions.
Flow sensitivities were used to determine the sensitivity of the Strouhal number with respect to the Reynolds number. The slope of the St-Re relationship *St/*Re and curvature * 2 St/*Re 2 computed using sensitivity information agree well with both the computed and experimental observations of the dependence of St on Re.
