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Abstract—In recent years, deep learning models have placed
more emphasis on the interpretability and robustness of models.
The attention mechanism is an important technique that con-
tributes to these elements and is widely used, especially in the
natural language processing (NLP) field. Adversarial training
(AT) is a powerful regularization technique for enhancing the
robustness of neural networks and has been successful in many
applications. The application of AT to the attention mechanism
is expected to be highly effective, but there is little research
on this. In this paper, we propose a new general training
technique for NLP tasks, using AT for attention (Attention
AT) and more interpretable adversarial training for attention
(Attention iAT). Our proposals improved both the prediction
performance and interpretability of the model by applying AT to
the attention mechanisms. In particular, Attention iAT enhances
those advantages by introducing adversarial perturbation, which
differentiates the attention of sentences where it is unclear which
words are important. We performed various NLP tasks on ten
open datasets and compared the performance of our techniques
to a recent model using attention mechanisms. Our experiments
revealed that AT for attention mechanisms, especially Attention
iAT, demonstrated (1) the best prediction performance in nine
out of ten tasks and (2) more interpretable attention (i.e., the
resulting attention correlated more strongly with gradient-based
word importance) for all tasks. Additionally, our techniques are
(3) much less dependent on perturbation size in AT.
Index Terms—Attention Mechanisms, Adversarial Training,
Interpretability, Binary Classification, Question Answering, Nat-
ural Language Inference.
I. INTRODUCTION
THE attention mechanism [1] is widely applied in the nat-ural language processing (NLP) field through deep neural
networks (DNNs). This mechanism significantly improves the
performance of various tasks, such as classification-based
tasks [2]–[5], as well as machine translation [6] and summa-
rization [7]. However, it has been shown that DNN models
tend to be locally unstable and even tiny perturbations to not
only the original inputs [8] but also attention mechanisms
can mislead the models [9]. Such malicious perturbations
are referred to as adversarial perturbation, and they can be
calculated at a realistic cost in DNNs.
Adversarial training (AT) [10] is a technique that increases
robustness by adding adversarial perturbations to the input and
forcing the model to overcome its difficulties. Previous stud-
ies [10], [11] in the image recognition field have theoretically
explained the regularization effect of AT and shown that it
improves the robustness of the model for unseen images.
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After training with adversarial perturbation for attention:
Attention heatmap of a recent NLP model:
Fig. 1: An example of an attention heatmap for a recent NLP
model using attention mechanism and a model with attention
mechanisms trained with adversarial training from the Stan-
ford Sentiment Treebank (SST) [18]. Adversarial training for
attention mechanisms helps the model learn a cleaner attention.
AT is also widely used in the NLP field as a powerful
regularization technique [12]–[15]. In the pioneering work
of Miyato et al. [12], they proposed a simple yet effective
technique to improve text classification performance by ap-
plying AT to a word embedding space. Later, interpretable
AT (iAT) was proposed to increase the interpretability of
the model by restricting the direction of the perturbations to
existing words in the word embedding space [14]. On the
other hand, the attention weight of each word is considered an
indicator of the importance of each word [16], and therefore, in
terms of interpretability, it is considered a higher-order feature
than word embedding itself. Therefore, an AT for attention
mechanisms that adds an adversarial perturbation to deceive
the attention mechanisms is expected to be more effective
than an AT for word embedding. However, to the best of our
knowledge, no such technique has been reported so far.
In this paper, we propose a new general training technique
for attention mechanisms based on AT, called adversarial
training for attention (Attention AT) and more interpretable
adversarial training for attention (Attention iAT). Because our
proposed AT technique for attention mechanisms is model-
independent and a general technique, it can be applied to
various models (e.g, recurrent neural network (RNN) models,
convolutional neural network (CNN) models), and various
similarity functions for attention mechanism (e.g., additive
function [1], scaled dot-product [17] function).
To demonstrate the effects of our proposal, we evaluated our
technique compared to several other state-of-the-art AT-based
techniques [12], [14] with ten common datasets for different
NLP tasks. These datasets included binary classification (BC),
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2question answering (QA), and natural language inference
(NLI). We also compared and evaluated how the attention
weights obtained through our AT technique agreed with the
word importance calculated by the gradients [19]. Evaluating
the proposed technique, we obtained the following findings
concerning AT for attention mechanisms in NLP:
• AT for attention mechanisms improves the prediction
performance of various NLP tasks.
• AT for attention mechanisms helps the model learn
cleaner attention (as shown in Fig. 1) and demonstrates a
stronger correlation with the word importance calculated
from the model gradients.
• Our proposed training techniques are much less indepen-
dent concerning perturbation size in AT.
The code required to reproduce the experiments is available
on GitHub.1
II. RELATED WORK
A. Attention Mechanisms
Attention mechanisms were first introduced by [1] for the
task of machine translation. Nowadays, these mechanisms
contributes to the improvement of prediction performance of
various tasks in the NLP field, such as sentence-level clas-
sification [2], sentiment analysis [3], question answering [4],
and natural language inference [5]. There are wide variety
of attention mechanisms; for instance, additive [1] and scaled
dot-product [17] functions are commonly used as similarity
functions.
Attention weights are often claimed to offer insights into
the inner workings of DNNs [16]. However, it has been
reported that learned attention weights are often uncorrelated
with the word importance calculated through the gradient-
based method [19], and perturbations interfere with interpre-
tation [9]. In this paper, we demonstrate that AT for attention
mechanisms can mitigate these issues.
B. Adversarial Training
Adversarial training (AT) [8], [10], [20] is a powerful
regularization technique that has been primarily explored in
the field of image recognition to improve the robustness of
models for input perturbations. In the NLP field, AT has been
applied to various tasks by extending the concept of adversarial
perturbations, e.g., text classification [12], [14], part-of-speech
tagging [15], relation extraction [13], and machine reading
comprehension [3].
The research of [12] proposed a novel technique that
applied AT to the word embedding space. The adversarial
perturbations are generated according to the gradients of back-
propagation. These perturbations are expected to regularize
the model. Since then, more interpretable adversarial training
(iAT) has been proposed, and it is known to achieve almost
the same prediction performance as the techniques that do not
expect interpretability [14]. This technique aims to increase
the model’s interpretability by determining the perturbation’s
direction so that it is closer to other word embeddings in the
1https://github.com/shunk031/attention-meets-perturbation
vocabulary. Both reports demonstrated improved task perfor-
mance via AT. However, the specific effect of AT on attention
mechanisms has yet to be investigated. In this paper, we aim to
address this issue by providing detailed analyses of the effects
of AT for attention mechanisms using various NLP tasks.
AT is considered to be related to other regularization tech-
niques (e.g., dropout [21], batch normalization [22]). Specifi-
cally, dropout can be considered a kind of noise addition. Word
dropout [23] and character dropout [24], known as wildcard
training, are variants for NLP tasks. These techniques can
be considered random noise for the target task. In contrast,
AT has been demonstrated as effective because it creates a
particularly vulnerable perturbations that the model is trained
to overcome [10].
III. COMMON MODEL ARCHITECTURE
In this section, we introduce the common model architecture
to which the proposed training technique is applied. As men-
tioned before, the proposed technique is model architecture-
independent, so we selected the base model architecture for
fair evaluation compared to other cutting-edge techniques.
Recently, Jain et al. [9] performed extensive experiments
across a variety of public NLP tasks to investigate the effect
of attention mechanisms based on their bi-directional RNN
(BiRNN) model. Because their model has demonstrated excel-
lent performance and many discussions have included them,
we adopted this RNN-based model as our common model
architecture and set their performance as our performance
baseline.
Based on the model of Jain et al. [9], we investigated the
following three common NLP tasks: binary classification (BC),
question answering (QA), and natural language inference
(NLI). A BC task is a single sequence task that takes one input
text, while QA and NLI tasks are pair sequence tasks that take
two input sequences. Then, we defined two base models for
those tasks, as shown in Fig. 2.
A. Model with Attention Mechanisms for Single Sequence Task
For a single sequence task, such as the BC task, the
input is a word sequence of one-hot encoding XS =
(x1,x2, · · · ,xTS ) ∈ RTS×|V |, where TS and |V | are the
number of words in the sentence and vocabulary size. Here,
we introduce the following short notation for the sequence
(x1,x2, · · · ,xTS ) as (xt)TSt=1. Let wt ∈ Rd be a d-
dimensional word embedding that corresponds to xt. We
represent each word with the word embeddings to obtain
(wt)
TS
t=1 ∈ RTS×d. Next, we use a BiRNN-based encoder Enc
to obtain m-dimensional hidden states ht:
ht = Enc(wt,ht−1), (1)
where h0 is the initial hidden state and is regarded as a
zero vector. Next, we use the additive formulation of attention
mechanisms proposed by [1] to compute the attention score
for the t-th word a˜t, defined as:
a˜t = c
>tanh(Wht + b), (2)
3+
BiRNN BiRNN BiRNN
Word	embedding
Perturbation
+ +
(a) Single sequence model
+
BiRNN BiRNN BiRNN
Word	embedding
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+ +
BiRNN BiRNN BiRNN
(b) Pair sequence model
Fig. 2: Illustration of the base models to apply our proposed training technique: (a) a single sequence model for the binary
classification (BC) task and (b) a pair sequence model for question answering (QA) and natural language inference (NLI) tasks.
In (a), the input of the model is word embeddings, {w1, · · · ,wTS} associated with the input sentence XS . In (b), the inputs
are word embeddings {w(p)1 , · · · ,w(p)TP } and {w
(q)
1 , · · · ,w(q)TQ} from two input sequences, XP and XQ, respectively. These
inputs are encoded into hidden states through a bi-directional RNN (BiRNN) model. In conventional models, perturbation r
is added to the hidden state of the words h. In our adversarial training for attention mechanisms, we compute and add the
worst-case perturbation r to attention a to improve both prediction performance and the interpretability of the model.
where W ∈ Rd′×m and b, c ∈ Rd′ are the parameters of
the model. Then, from the attention scores a˜ = (a˜t)TSt=1, the
attention weights a = (at)TSt=1 for all words are computed as:
a = softmax(a˜). (3)
The weighted instance representation ha is calculated as:
ha =
TS∑
t=1
atht (4)
Finally, ha is fed to a dense layer Dec, and the output
activation function is then used to obtain the predictions:
y = σ(Dec(ha)) ∈ R|Y|, (5)
where σ is a sigmoid function, and |Y| is the label set size.
B. Model with Attention Mechanisms for Pair Sequence Task
For a pair sequence task, such as the QA and the NLI
tasks, the input is XP = (x
(p)
t )
TP
t=1 ∈ RTP×|V | and XQ =
(x
(q)
t )
TQ
t=1 ∈ RTQ×|V |. Here, TP and TQ are the number of
words in each sentences. XP and XQ represent the paragraph
and question in the QA and the hypothesis and premise in the
NLI. We use two separate BiRNNs to obtain the hidden states
h
(p)
t ∈ Rm and h(q)t ∈ Rm:
h
(p)
t = EncP (w
(p)
t ,h
(p)
t−1); h
(q)
t = EncQ(w
(q)
t ,h
(q)
t−1), (6)
where h(p)0 and h
(q)
0 are the initial hidden states and are
regarded as zero vectors. Next, we computed the attention
weight a˜t of each word of XP as:
a˜t = c
>tanh(W1h
(p)
t +W2h
(q)
TQ
+ b), (7)
where W1 ∈ R′d×m and W2 ∈ Rd′×m denotes the projection
matrices, and b, c ∈ Rd′ is a parameter vector. Similar to Eq. 3,
the attention weight at can be calculated from a˜t. Finally, the
presentation is obtained from a sum of words in XP .
ha =
TP∑
t=1
ath
(p)
t (8)
is fed to a Dec, and then a softmax function is used as σ to
obtain the prediction (in the same manner as in Eq. 5).
C. Training Model with Attention Mechanisms
Let Xa˜ be an input sequence with the attention score a˜,
where a˜ is a concatenated attention score for all t. We model
the conditional probability of the class y as p(y|Xa˜;θ), where
θ represents all of the model parameters. For training the
model, we minimize the following negative log likelihood as
a loss function with respect to the model parameters:
L(θ;Xa˜, y) = − log p(y|Xa˜;θ). (9)
IV. ADVERSARIAL TRAINING
FOR ATTENTION MECHANISMS
The present work proposes a new general training tech-
nique for attention mechanisms based on AT, called Attention
AT and Attention iAT. Our proposal aims to achieve better
regularization effects and to provide better interpretation of
attention in context. The proposed technique applies AT to the
attention in word embeddings, which is expected to be more
interpretable, with reference to AT for word embeddings [12]
and a technique more focused on interpretability [14].
4A. Attention AT: Adversarial Training for Attention
Attention AT features adversarial perturbations in the atten-
tion mechanisms rather than in the word embeddings [12],
[14]. The adversarial perturbation on attention mechanisms
is defined as the worst-case perturbation on attention mech-
anisms of a small bounded norm  that maximizes the loss
function L of the current model:
rAT = argmax
r:||r||2≤
L(Xa˜+r, y; θˆ), (10)
where Xa˜+r is the input sequence with an attention score
a˜, its perturbation r, y is the target output, and θˆ represents
the current model parameters. We employ the fast gradient
method [12], [25], i.e., first-order approximation to obtain
an approximate worst-case perturbation of norm , through
a single gradient computation as follows:
rAT = 
g
||g||2 ,where g = ∇a˜L(Xa˜, y; θˆ). (11)
Here,  is a hyper-parameter to be determined using the
validation dataset. We find such rAT against the current model
parameterized by θˆ at each training step, and construct an
adversarial perturbation for attention score a˜:
a˜adv = a˜+ rAT. (12)
B. Attention iAT:
Interpretable Adversarial Training for Attention
The main contribution of this paper is a general technique
for applying adversarial training to the attention mechanism.
In this section, we propose Attention iAT for further improving
the prediction performance and interpretability of NLP tasks.
Rather than simply applying AT to attention mechanisms (as
described in Section IV-A), Attention iAT effectively utilizes
differences in the attention to each word in a sentence for the
training. As a result, it provides cleaner attention in context
and improves the interpretability of attention. These effects
significantly improve the performance of various NLP tasks.
Our Attention iAT is analogous to interpretable adversar-
ial training for word embeddings (Word iAT) [14], which
increases the interpretability of AT for word embeddings in
formulas. However, its implications are very different. This
difference and its effect will be discussed in Section VII-C.
Suppose a˜t denotes the attention score corresponding to the
t-th position in the sentence. We define the difference vector
dt as the difference between the attention to the t-th word a˜t
in a sentence and the attention to any k-th word a˜k as:
dt = (dt,k)
T
k=1 = (a˜t − a˜k)Tk=1. (13)
Here, T = TS in single sequence task, and T = TP in a pair
sequence task. Note that the difference of the attention score
to itself is 0: dt,t = 0. By normalizing the norm of the vector,
we define a normalized distance vector of the attention for the
t-th word:
d˜t =
dt
||dt||2 . (14)
We define the perturbation r(αt) for attention to the t-th word
with the trainable parameters αt = (αt,k)Tt=1 ∈ RT and the
normalized distance vector of the attention d˜t, as follows:
r(αt) = α
>
t · d˜t. (15)
By combining the αt for all t, we can calculate the perturba-
tion r(α) for the sentence:
r(α) = {r(αt)}Tt=1. (16)
Then, similar to Xa˜+r in Eq. 10, we introduce Xa˜+r(α)
and seek the worst-case weights of the direction vectors that
maximize the loss functions as follows:
riAT = argmax
α:||α||≤
L(Xa˜+r(α), y; θˆ). (17)
Contrary to our Attention iAT, in Word iAT, the difference
dt,k in Eq. 13 is defined as the distance between the t-th
word in a sentence and the k-th word in the vocabulary in
the word embedding space. Based on this distance, Word iAT
determines the direction of perturbation for t-th word as a
linear sum of the word directional vectors in the vocabulary.
In contrast, because our Attention iAT is a technique for
attention mechanisms, it does not compute the distance to
word embeddings in the vocabulary. Instead, our Attention
iAT computes the difference in attention to other words in
the sentence and determines the direction of the perturbation.
The adversarial perturbation of Attention iAT, defined in this
way, works to increase the difference in attention to each
word. Thus, it improves the interpretability of attention and
contributes to the performance of the model’s prediction. The
details are shared in Section VII-C.
For computational efficiency, we calculate the interpretable
adversarial perturbation by applying the same approximation
method as in Eq. 11:
riAT = 
g
||g||2 ,where g = ∇αL(Xa˜+r(α), y; θˆ). (18)
Similar to Eq. 12, we construct a perturbated example for
attention score a˜:
a˜iadv = a˜+ riAT. (19)
C. Training a Model with Adversarial Training
At each training step, we generate adversarial perturbation
in the current model. To this end, we define the loss function
for adversarial training as follows:
L˜ = L(Xa˜, y;θ) + λL(Xa˜ADV , y;θ), (20)
where L(θ;Xa˜, Y ) and L(θ;Xa˜ADV , Y ) represents the loss
from the unmodified example and the loss from its adversarial
examples, respectively, and λ is the coefficient that controls
the balance between two loss functions. Note that Xa˜ADV can
be Xa˜adv for Attention AT or Xa˜iadv for Attention iAT.
V. EXPERIMENTS
In this section, we describe the evaluation tasks and datasets,
the details of the models, and the evaluation criteria.
5TABLE I: Dataset statistics. We used the three most well-known NLP tasks for evaluation: binary classification (BC), question
answering (QA), and natural language inference (NLI). We split the dataset into training, validation, and test sets. We performed
preprocessing as shown at https://github.com/successar/AttentionExplanation in the same manner as [9].
Jain et al. [9] only splits the dataset into a training set and a test set, so we will not get the same result.
Task Dataset # class # train # valid # test # vocab Avg. # words
Binary
Classification (BC)
SST [18] 2 6,920 872 1,821 13,723 18
IMDB [26] 2 17,186 4,294 4,353 12,485 171
20News [27] 2 1,145 278 357 5,986 110
AGNews [28] 2 51,000 9,000 3,800 13,713 35
Question
Answering (QA)
CNN [29] 584 380,298 3,924 3,198 70,192 773
bAbI
Task 1 6 8,500 1,500 1,000 22 39
Task 2 [30] 6 8,500 1,500 1,000 36 98
Task 3 6 8,500 1,500 1,000 37 313
Natural Language
Inference (NLI)
SNLI [31] 3 549,367 9,842 9,824 20,979 22
Multi NLI [32] 3 314,161 78,541 19,647 53,112 34
A. Tasks and Datasets
We evaluated our proposed techniques using the open
benchmark tasks (i.e., four BCs, four QAs and two NLIs)
used in [9]. In this experiment, we added MultiNLI [32] as
an additional NLI task for more detailed analysis (see the
details in Appendix A). Table I presents the statistics for all
datasets. We split the dataset into a training, validation, and a
test sets.2 We performed preprocessing, including tokenization
with spaCy3, mapping out vocabulary words to a special
<unk> token, and mapping all words with numeric characters
to qqq in the same manner as [9].
B. Model Settings
We compared the two proposed training techniques (At-
tention AT and Attention iAT) to four conventional training
techniques. They were implemented using the same model
architecture as described in Section III. In our implementation,
we used bi-directional long short-term memory (LSTM) [33]
as the BiRNN-based encoder, including Enc, EncP , and
EncQ. A total of six training techniques were evaluated in
our experiments, as follows:
• Vanilla [9]: a model with attention mechanisms trained
without the use of AT.
• Word AT [12]: word embeddings trained with AT.
• Word iAT [14]: word embeddings trained with iAT.
• Attention RP: attention to the word embeddings is
trained with random perturbation (RP).
• Attention AT (Ours): attention to the word embeddings
is trained with AT.
• Attention iAT (Ours): attention to the word embeddings
is trained with iAT.
We implemented all the above training techniques using the
AllenNLP library with Interpret [34], [35]. Through our ex-
periments, we set the hyper-parameter λ = 1 related to AT
or iAT in Eq. 20. To ensure a fair comparison of the training
techniques, we followed the configurations (e.g., initialization
2Jain et al. [9] only splits the dataset into training set and test set, so we
will not get the same results.
3spaCy Industrial-strength Natural Language Processing in Python
https://spacy.io/
of word embedding, hidden size of the encoder, optimizer set-
tings) used in the literature [9] (see the details in Appendix B).
Note that while [9] used a test set to adjust the model’s
hyper-parameters, we used a validation set. In the adversarial
training, the Allentune library [36] was used to adjust the
hyper-parameter , and we reported the test scores for the
model with the highest validation score.
C. Evaluation
We first compared the prediction performance of each
model for each task. As an evaluation metric of prediction
performance, we used the F1 score, accuracy, and micro-F1
score for the BC, QA, and NLI respectively, as in [9].
Next, we compared how the attention weights obtained
through our AT-based technique agreed with the importance
of words calculated by the gradients [19]. To evaluate the
agreements, we compared the Pearson’s correlations between
the attention weights and the word importance of gradient-
based method. In [9], the Kendall tau, which represents rank
correlation, was used to evaluate the relationship between
attention and the word importance obtained by the gradients.
Recently, however, it has been pointed out that rank correla-
tions often misrepresent the relationship between the two due
to the noise in the order of the low rankings [37], we concurred
with this, so we used Pearson’s correlations.
Finally, we compared the effects of the perturbation size 
of AT on the validation performance of the BC, QA, and NLI
tasks with a fixed λ = 1. We randomly chose the value of the
 in the 0-30 range and ran the training 100 times. Note that
the configurations in [12], [14] were  = 5 for Word AT and
 = 15 for Word iAT.
VI. RESULTS
In this section, we share the results of the experiments.
Table II presents the prediction performance and the Pearson’s
correlations between the attention weight for the words and
word importance calculated from the model gradient. The most
significant results are shown in bold.
6TABLE II: Comparison of prediction performance and the Pearson’s correlation coefficients (Corr.) between the attention
weight and the word importance of the gradient-based method. We used the same test metrics as in [9]: binary classification
(BC), question answering (QA), and natural language inference (NLI) are with F1 score (F1), accuracy (Acc.), and micro-F1
(Micro-F1), respectively. The Attention AT/iAT performed better than Word AT/iAT and Attention RP.
(a) Binary classification (BC)
Model SST IMDB 20News AGNews
F1 [%] Corr. F1 [%] Corr. F1 [%] Corr. F1 [%] Corr.
Vanilla [9] 79.27 0.652 88.77 0.788 95.05 0.891 95.27 0.822
Word AT [12] 79.61 0.647 89.65 0.838 95.11 0.892 95.59 0.813
Word iAT [14] 79.57 0.643 89.64 0.839 95.14 0.893 95.62 0.809
Attention RP 81.90 0.531 89.79 0.628 96.09 0.883 96.08 0.792
Attention AT (Ours) 81.72 0.852 90.00 0.819 96.69 0.868 96.12 0.835
Attention iAT (Ours) 82.20 0.876 90.21 0.861 96.58 0.897 96.19 0.891
(b) Question answering (QA)
Model
CNN bAbI
Acc. [%] Corr. Task 1 Task 2 Task 3
Acc. [%] Corr. Acc. [%] Corr. Acc. [%] Corr.
Vanilla [9] 64.95 0.765 99.90 0.714 45.10 0.459 52.00 0.387
Word AT [12] 65.67 0.779 100.00 0.797 79.50 0.657 55.10 0.439
Word iAT [14] 65.66 0.776 99.90 0.798 79.80 0.658 54.90 0.437
Attention RP 65.78 0.614 100.00 0.592 80.60 0.584 55.35 0.373
Attention AT (Ours) 65.93 0.771 100.00 0.807 82.30 0.632 56.00 0.514
Attention iAT (Ours) 66.17 0.784 100.00 0.821 85.40 0.710 57.10 0.589
(c) Natural language inference (NLI)
Model
SNLI Multi NLI
Micro-F1 [%] Corr. Micro-F1 [%] Corr.
Avg. Matched Mismatched
Vanilla [9] 78.64 0.764 60.26 59.80 60.71 0.541
Word AT [12] 79.03 0.812 60.72 60.58 60.86 0.601
Word iAT [14] 79.12 0.815 60.73 60.59 60.87 0.603
Attention RP 79.23 0.569 60.97 61.02 60.91 0.547
Attention AT (Ours) 79.19 0.792 61.17 61.20 61.13 0.626
Attention iAT (Ours) 79.32 0.818 61.34 61.75 60.93 0.668
A. Comparison of Prediction Performance
In terms of prediction performance, our training techniques,
Attention AT/iAT, demonstrated a clear advantage over the
model without AT (as shown in Vanilla [9]) as well as other
AT-based techniques (Word AT [12] and Word iAT [14]).
In fact, our proposal achieved the best results in almost all
benchmarks. For 20News and AGNews in the BC and bAbI
task 1 in QA, the conventional techniques, including the
Vanilla model, were sufficiently accurate (the score was more
than 95%), so the performance improvement of the proposed
techniques tasks was limited to some extent. Meanwhile, our
Attention AT/iAT showed solid performance improvements in
other difficult tasks.
B. Comparison of Correlation between Attention Weights
and Gradients on Word Importance
In terms of model interpretability, the attention to the
words obtained by the Attention AT/iAT techniques notably
correlated with the importance of the word as determined
by the gradients. Attention iAT demonstrated the highest
correlation among the techniques in all benchmarks. Fig. 3
visualizes the attention weight for each word and gradient-
based word importance in the SST test dataset.4 Attention AT
yielded clearer attention compared to the Vanilla model or
Attention iAT. Specifically, Attention AT tended to strongly
focus attention on a few words. Regarding the correlation
of word importance based on attention weights and gradient-
based word importance, Attention iAT demonstrated higher
similarities than other models.
C. Effects of Perturbation Size
Fig. 4 shows the effect of the perturbation size  on the
validation performance of SST (BC), CNN (QA), and Multi
NLI (NLI) with a fixed λ = 1. We observed that the conven-
tional Word AT/iAT techniques deteriorated their performances
4The visualization results of all sentences are available on GitHub.
7(a) Vanilla
(b) (Ours) Attention AT
(c) (Ours) Attention iAT
Fig. 3: Visualization of attention weight for each word and word importance calculated by gradients on the SST test dataset.
Best viewed in color. Attention AT model gives more clear attention. In terms of word importance, Attention iAT has more
similar attention-based and gradient-based results than the other methods.
according to the increase in the perturbation size; meanwhile,
the proposed Attention AT/iAT techniques maintained almost
the same prediction performance. We observed similar trends
in other datasets as described in Section V-A.
VII. DISCUSSION
A. Comparison of Adversarial Training
for Attention Mechanisms and Word Embedding
Attention AT/iAT techniques are based on our hypothesis
that attention is more important in finding significant words in
document processing than the word embeddings themselves.
So, we sought to achieve both prediction performance and
model interpretability by introducing AT to the attention
mechanisms. Table II confirms that the application of AT
to the attention mechanisms (Attention AT/iAT) was more
effective than word embedding (Word AT/iAT) and supports
the correctness of our hypothesis. In particular, the Attention
iAT technique was not only more accurate in its model
than Word AT/iAT techniques but also demonstrated a higher
correlation with the importance of the words predicted based
on gradient.
As shown in Fig. 3, Attention AT tended to display more
attention to the sentence than the Vanilla model. The results
showed that training with adversarial perturbations to the
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Fig. 4: The effect of perturbation size  on validation performance. We observed that the model with Attention AT/iAT
maintained almost constant prediction performance even when the perturbation size increased. Compared to Word AT/iAT, we
observed that the proposed techniques, Attention AT/iAT, were more robust with a large .
attention mechanism allowed for cleaner attention without
changing word meanings or grammatical functions. Shown
in From Fig. 4, we confirmed that the proposed Attention
AT/iAT techniques were more robust regarding the variation
of the perturbation size  than the conventional Word AT/iAT.
Although it is difficult to directly compare perturbations to
attention and word embedding because of the difference in
the range of the perturbation size to the part, the model that
added perturbations to attention behaved robustly even when
the perturbations were relatively large.
B. Comparison of Random Perturbations
and Adversarial Perturbations
Attention RP demonstrated better prediction performance
than Word AT and Word iAT. The results revealed that
augmentation for the attention mechanism is very effective,
even with plain random noise. In contrast, the correlations
between the attention weight for the word and the gradient-
based word importance were significantly reduced, as shown
in Table II. We consider that this may be due to the fact that
there are enough degrees of freedom in the model to make
a prediction without the use of attention mechanism features.
As a result, the interpretability of which word contributes to
prediction is weakened. We assume that it corresponds to the
phenomenon shown in the previous research [9], [38], in which
the attention mechanism did not affect the performance.
C. Comparison of Attention AT, Attention iAT, and Word iAT
In our evaluation experiments, Attention iAT showed pre-
ferred performance over Attention AT in both prediction
performance and correlation with gradient-based word impor-
tance. Attention iAT exploits the difference in the attention
weight of each word in a sentence to determine adversarial
perturbations. Because the norm of the difference in attention
weight (as shown in Eq. 14) is normalized to one, adversarial
perturbations in attention mechanisms will make these dif-
ferences clear, especially in the case of the sentences with
small difference in the attention to each word. That is, even in
situations where there is little difference in attention between
each element of dt = (dt,1, dt,2, · · · , dt,T ), the difference is
amplified by Eq. 14. Therefore, even for the same perturbation
size ||α|| < , more effective perturbations r(α) weighted by
d˜t were successfully obtained for each word. On the other
hand, in the case of sentences where there was originally a
difference in the clear attention to each word, the regular-
ization of dt in Eq. 14 had practically no effect because it
did not change their ratio nearly as much. Thus, we posit
that the Attention iAT technique enhances the effectiveness of
AT applied to attention mechanisms by generating effective
perturbations for each word.
Our Attention iAT was inspired by Word iAT. Word iAT
generates perturbations in the direction that maximizes the
loss function while restricting the direction of the perturbation
to become a linear combination of the direction of word
embedding in the vocabulary. Word iAT indirectly improves
the interpretability of the model by indicating which words
in the vocabulary to which the perturbation is similar. How-
ever, we are confident that our Attention iAT is a “direct”
improvement to the interpretability of the model, because it
can show more clearly to which words to pay attention. Thus,
our technique is highly effective in that it leads to a more
substantive improvement in interpretability.
D. Limitations
We compared our proposed AT techniques to the model
used in [9]. Therefore, we did not consider tasks such as
machine translation and summarization in our experiments.
Additionally, for the same reason in as [38], we did not
consider the variants of attention mechanisms, such as bi-
attentive architecture [5], multi-headed architecture [17], and
self-attention architecture [39], because these variants could
have different interpretability properties. Our proposed tech-
nique can make attention more robust by exploiting AT for
attention mechanisms. Therefore, it can be expected to work
effectively for tasks that have not been evaluated and for var-
ious attention mechanisms, including the Transformer-based
models [17] and the BERT-based models [40].
As an extension of AT, virtual adversarial training (VAT),
which is semi-supervised training technique, has been pro-
posed in [12], [41]. Based on VAT, the proposed technique can
be expected to improve accuracy by using unlabeled datasets.
9VIII. CONCLUSION
We proposed robust and interpretable attention training
techniques that exploit adversarial training (AT). In our ex-
periments with various NLP tasks, we confirmed that AT
for attention mechanisms achieves substantially better per-
formance than techniques using AT for word embedding in
terms of the prediction performance and interpretability of the
model. Specifically, the Attention iAT technique introduced
adversarial perturbations that emphasized differences in the
importance of words in a sentence and combined high ac-
curacy with interpretable attention, which was more strongly
correlated with the gradient-based method of word importance.
Our technique could be applied to various models and NLP
tasks. This paper provides strong support and motivation for
utilizing AT with attention mechanisms in NLP tasks.
APPENDIX A
TASKS AND DATASET
A. Binary classification.
The Stanford Sentiment Treebank (SST) [18] was used
to ascertain positive or negative sentiment from a sentence.
IMDB Large Movie Reviews (IMDB) [26] is used to identify
positive or negative sentiment from movie reviews. 20 News-
groups (20News) [27] was used to ascertain the topic of news
articles as either baseball (set as a negative label) or hockey
(set as a positive label). The AG News (AGNews) [28] was
used to identify the topic of news articles as either world (set
as a negative label) or business (set as a positive label).
B. Question answering.
CNN news article corpus (CNN) [29] was used to iden-
tify answer entities from a paragraph. The bAbI dataset
(bAbI) [30] contains 20 different question-answer tasks, and
we consider the following three tasks: (task 1) basic factoid
question answered with a single supporting fact, (task 2)
factoid question answered with two supporting facts, and (task
3) factoid question answered with three supporting facts. The
model was trained for each task.
C. Natural language inference.
The Stanford Natural Language Inference (SNLI) [31] is
used to identify whether a hypothesis sentence entails, con-
tradicts, or is neutral concerning a given premise sentence.
Multi-Genre NLI (MultiNLI) [32] uses the same format as
SNLI and is comparable in size, but it includes a more diverse
range of text as well as an auxiliary test set for cross-genre
transfer evaluation.
APPENDIX B
IMPLEMENTATION DETAIL
For all datasets, we either used pretrained GloVe [42] or
fastText [43] word embedding with 300 dimensions except the
bAbI. For the bAbI dataset, we trained 50 dimensional word
embeddings from scratch during training. We used a one-layer
LSTM as the encoder with a hidden size of 64 for bAbI and
256 for the other datasets. All models were regularized using
L2 regularization (10−5) applied to all parameters. We used
sigmoid activation functions for the BC tasks and a softmax
for all other outputs. We trained the model using the maximum
likelihood loss utilizing Adam [44] optimizer with a learning
rate of 0.001.
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