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Introduction.
In this thesis, we study and solve the problem of the renormalization of
a perturbative quantum field theory of interacting scalar fields on curved
space times following the causal approach.
Quantum field theory is one of the greatest and most successfull achieve-
ments of modern physics, since its numerical predictions are probed by ex-
periments with incredible accuracy. Furthermore, QFT can be applied to
many fields ranging from condensed matter theory, solid state physics to
particle physics. One of the greatest challenges for modern mathematical
physics is to unify quantum field theory and Einstein’s general relativity.
This program seems today out of reach, however we can address the more
recent question to first try to define and construct quantum field theory
on curved Lorentzian space times. This problem was solved in the ground-
breaking work of Brunetti and Fredenhagen [57] in 2000.
Their work was motivated by the observation that both the conventional
axiomatic approach to quantum field theory following Wightman’s axioms
or the usual textbook approach in momentum space failed to be generalized
to curved space-times for several obvious reasons:
- there is no Fourier transform on curved space time
- the space time is no longer Lorentz invariant.
Indeed, the starting point of the work [57] was to follow one of the very
first approach to QFT due to Stueckelberg, which is based on the concept
of causality.
The ideas of Stueckelberg were first understood and developed by Bo-
goliubov ([6]) and then by Epstein-Glaser ([16], [17]) (on flat space time). In
these approaches, one works directly in spacetime and the renormalization is
formulated as a problem of extension of distributions. Somehow, this point
of view based on the S-matrix formulation of QFT was almost completely
forgotten by people working on QFT at the exception of few people as e.g.
Stora, Kay, Wald who made important contributions to the topic ([55],[71]).
However, in 1996, a student of Wightman, M. Radzikowsky revived the sub-
ject. In his thesis, he used microlocal analysis for the first time in this
context and introduced the concept of microlocal spectrum condition, a con-
dition on the wave front set of the distributional two-point function which
represents the quantum states, which characterizes the quantum states of
vii
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positive energy (named Hadamard states) on curved space times. In 2000,
in a breakthrough paper, Brunetti and Fredenhagen were able to generalize
the Epstein-Glaser theory on curved space times by relying on the funda-
mental contribution of Radzikowski. These results were further extended by
Fredenhagen, Brunetti, Hollands, Wald, Rejzner, etc. to Yang-Mills fields
and the gravitation.
Let us first explain what do we mean by “a quantum field theory”.
The input data of a quantum field theory. Our data are a smooth
globally hyperbolic oriented and time oriented manifold (M, g) and an alge-
bra bundle H (called bundle of local fields) over M . Smooth sections of H
represent polynomials of the scalar fields with coefficients in C∞(M). H has
in fact the structure of a Hopf algebra bundle, i.e. a vector bundle the fibers
of which are Hopf algebras. The natural causality structure on M induces
a natural partial order relation for elements of M : x 6 y if y lives in the
causal future of x. The metric g gives a natural d’Alembertian operator 
and we choose some distribution ∆+ ∈ D′(M2) in such a way that:
• the distribution ∆+ is a bisolution of ,
• the wave front set and the singularity of ∆+ satisfy some specific con-
straints (actually, WF (∆+) satisfies the microlocal spectrum condi-
tion).
From the input data to modules living on configuration spaces
and the ? product. For each finite subset I of the integers, we define
the configuration space M I as the set of maps from I to M figuring a
cluster of points in M labelled by indices of I. From the algebra bundle
H, we construct a natural infinite collection of C∞(M I)-modules (HI)I
(each HI containing products of fields at points labelled by I) and define
a collection of subspaces (V I)I of distributions on M
I indexed by finite
subsets I of N (each V I contains the Feynman amplitudes). The collections
(M I)I , (HI)I , (V I)I enjoy the following simple property: for each inclusion
of finite sets of integers I ⊂ J we have a corresponding projection MJ 7→
M I and inclusions HI ↪→ HJ , V I ↪→ V J . We can define a product ?
(“operator product of fields”), which to a pair of elements A,B in a subset of(
HI ⊗C∞(MI) V I
)
×
(
HJ ⊗C∞(MJ ) V J
)
where I, J are disjoint finite subsets
of N, assigns an element in HI∪J ⊗C∞(MI∪J ) V I∪J . The product ? is defined
by some combinatorial formula (which translates the “Wick theorem” and
is equivalent to a Feynman diagrammatic expansion) which involves powers
of ∆+. The partial order on M induces a partial order 6 between elements
A,B in HI ×HJ for all I, J .
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The definition of a quantum field theory. A quantum field theory is
a collection TI of morphisms of C
∞(M I)-modules:
TI : HI ⊗C∞(MI) V I 7→ HI ⊗C∞(MI) V I ,
which satisfies the following axioms
1. ∀|I| 6 1, TI is the identity map,
2. the Wick expansion property which generalizes the Wick theorem,
3. the causality equation which reads ∀A,B s.t. B 
 A
T (AB) = T (A) ? T (B). (1)
The maps TI can be interpreted as the time ordering operation of Dyson.
The main problem is to find a solution of the equation (1). This solution
turns out to be non unique, actually all solutions of this equation are related
by the renormalization group of Bogoliubov ([6],[10]).
Renormalization as the problem of making sense of the above def-
inition. We denote by dn the thin diagonal in M
n corresponding to n
points collapsing over one point. From the previous axioms, we prove that
Tn|Mn\dn is a linear combination of products of TI , I  {1, · · · , n} with co-
efficients in C∞(Mn \ dn). So we encounter two problems:
1) Since the elements TI are H-valued distributions, we must justify that
these products of distributions make sense in Mn \ dn.
2) Even if the product makes sense Tn is still not defined over M
n, thus we
must extend Tn on M
n.
Contents of the Thesis. In Chapter 1, we address the second of the
previous questions of defining Tn on M
n, which amounts to extend a distri-
bution t defined on M \ I where M is a smooth manifold and I is a closed
embedded submanifold. We give a geometric definition of scaling transver-
sally to the submanifold I and of a weak homogeneity which are completely
intrinsic (i.e. they do not depend on the choice of local charts). Our defini-
tion of weak homogeneity follows [49] and [81] and slightly differs from the
definition of [57] which uses the Steinman scaling degree. We prove that if
a distribution t is in D′(M \ I) and is weakly homogeneous of degree s then
it has an extension t ∈ D′(M) which is weakly homogeneous of degree s′
for all s′ < s. The extension sometimes requires a renormalization which is
a subtraction of distributions supported on I i.e. local counterterms. The
main difference with the work [57] is that we only have one definition of
weak homogeneity and we use a continuous partition of unity. This chapter
does not rely on microlocal analysis.
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In Chapter 2, in order to solve the first problem of defining Tn, we
must explain why the product of the TI ’s in the formula which gives Tn
makes sense and this is possible under some specific conditions on the wave
front sets of the coefficients of the TI ’s. So we are led to study the wave
front sets of the extended distributions defined in Chapter 1. We find a
geometric condition on WF (t) named soft landing condition which ensures
that the wave front of the extension is controlled. However this geometric
condition is not sufficient and we explain this by a counterexample. We also
give a geometric definition of local counterterms associated to a distribution
t, which generalizes the counterterms of QFT textbooks in the context of
curved space times. We show that the soft landing condition is equivalent
to the fact that the local counterterms of t are smooth functions multiplied
by distributions localized on the diagonal, i.e. they have a specific structure
of finitely generated module over the ring C∞(I). The new features of this
Chapter are the soft landing condition which does not exist in the literature
(only implicit in [57]), the definition of local counterterms associated to t and
our theorem which proves that under certain conditions local counterterms
are conormal distributions. Finally, our counterexample explains why in
[57], the authors impose certain microlocal conditions on the unextended
distribution t in order to control the wave front set of the extension.
In chapter 3, we prove that if we add one supplementary boundedness
condition on t i.e. if t is weakly homogeneous in some topological space of
distributions with prescribed wave front set, then the wave front WF (t) of
the extension is contained in the smallest possible set which is the union of
the closure of the wave front of the unextended distribution WF (t) with the
conormal C of I. Chapter 3 differs from [57] by the fact that we estimate
WF (t) also in the case of renormalization with counterterms and our proof
is much more detailed.
In chapter 4, we manage to prove that the conditions of Chapter 3 can
be made completely geometric and coordinate invariant. We also prove the
boundednes of the product and the pull-back operations on distributions
in suitable microlocal topologies. Then we conclude Chapter 4 with the
following theorem: if t is microlocally weakly homogeneous of degree s ∈
R then a “microlocal extension” t exists with minimal wave front set in
WF (t) ∪ C and t is microlocally weakly homogeneous of degree s′ for all
s′ < s. Chapter 4 improves the results of Ho¨rmander on products and pull-
back of distributions since we prove that these operators are bounded maps
for the suitable microlocal topologies. This seems to be a new result since
in the literature only the sequential continuity of products and pull-back are
proved.
In Chapter 5, we construct the two point function ∆+ which is a distribu-
tional solution of the wave equation on M . We prove that WF (∆+) satisfies
the microlocal spectrum condition of Radzikowski and finally we establish
that ∆+ is “microlocally weakly homogeneous” of degree −2. Chapter 5 con-
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tains a complete mathematical justification of the Wick rotation for which
an explicit reference is missing although the idea of its proof is sketched in
[51]. We also explicitly compute the wave front set of the holomorphic fam-
ily Qs(·+ i0θ) which cannot be found in [41], (we only found a computation
of the analytic wave front set –in the sense of Sato-Kawai-Kashiwara– of
Qs(· + i0θ) in [37] p. 90 example 2.4.3). Finally, our proof that the wave
front set of ∆+ (constructed as a perturbative series a` la Hadamard) satis-
fies the microlocal spectrum condition seems to be missing in the literature.
The construction appearing in [13] is not sufficient to prove that ∆+ is
microlocally weakly homogeneous of degree −2.
Chapter 6 is the final piece of this building. Inspired by the work of
Borcherds, we quickly give our definition of a quantum field theory using the
convenient language of Hopf algebras then we state the problem of defining
a quantum field theory as equivalent to the problem of solving the equation
(1) in T recursively in n on all configuration spaces Mn. We prove this
recursively using all tools developed in the previous chapters, a careful par-
tition of the configuration space generalizing ideas of R. Stora to the case
of curved space times and an idea of polarization of wave front sets which
translates microlocally the idea of positivity of energy.
Chapter 7 solves a conjecture of Bennequin and gives a nice geometric
interpretation of the wave front set of any Feynman amplitude:
• it is parametrized by a Morse family,
• it is a union of smooth Lagrangian submanifolds of the cotangent space
of configuration space.
In Chapter 8, which can be read independently of the rest except Chap-
ter 1, using the language of currents, we treat the problem of preservation of
symmetries by the extension procedure. Indeed, renormalization can break
the symmetries of the unrenormalized objects and the fact that renormal-
ization does not commute with the action of vector fields from some Lie
algebra of symmetries is called anomaly and is measured by the appearance
of local counterterms, which are far reaching generalizations of the notion
of residues coming from algebraic geometry, (but generalized here to the
current theoretic setting).
Finally, in chapter 9 we revisit the extension problem from the point of
view of meromorphic regularization. We prove that under certain conditions
on distributions, they can be meromorphically regularized then the exten-
sion consists in a subtraction of poles which are also local counterterms. To
conclude this last Chapter, we introduce a lenght scale ` in the meromor-
phic renormalization and we prove that scaling in ` only gives polynomial
divergences in log `.
xii CONTENTS
Chapter 1
The extension of
distributions.
1.1 Introduction.
In the Stueckelberg ([72]) approach to quantum field theory, renormalization
was formulated as a problem of division of distributions. For Epstein–Glaser
([16], [17]) , Stora ([55],[71]), and implicitly in Bogoliubov ([6]), it was for-
mulated as a problem of extension of distributions, the latter approach is
more general since the ambiguity of the extension is described by the renor-
malization group. This procedure was implemented on arbitrary manifolds
(hence for curved Lorentzian spacetimes) by Brunetti and Fredenhagen in
their groundbreaking paper of 2000 [57]. However, in the mathematical lit-
erature, the problem of extension of distributions goes back at least to the
work of Hadamard and Riesz on hyperbolic equations ([61],[34]). It became
a central argument for the proof of a conjecture of Laurent Schwartz ([64]
p. 126,[43]): the problem was to find a fundamental solution E for a linear
PDE with constant coefficients in Rn, which means solving the equation
PE = δ in the distributional sense. By Fourier transform, this is equiva-
lent to the problem of extending P̂−1 which is a honest smooth function on
Rn \ {P̂ = 0} as a distribution on Rn, in such a way that P̂ P̂−1 = 1 which
makes the division a particular case of an extension. This problem set by
Schwartz was solved positively by Lojasiewicz and Ho¨rmander ([41],[68]).
Recently, the more general extension problem was revisited in mathematics
by Yves Meyer in his wonderful book [81]. In [81], Yves Meyer also explored
some deep relations between the extension problem and Harmonic analy-
sis (Littlewood–Paley and Wavelet decomposition). The extension problem
was solved in [81] on (Rn \ {0}). For the need of quantum field theory, we
will extend his method to manifolds. In order to renormalize, one should
find some way of measuring the wildness of the singularities of distributions.
Indeed, we need to impose some growth condition on distributions because
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distributions cannot be extended in general! We estimate the wildness of the
singularity by first defining an adequate notion of scaling with respect to a
closed embedded submanifold I of a given manifold M , as done by Brunetti–
Fredenhagen [57]. On Rn+d viewed as the cartesian product Rn × Rd, the
scaling is clearly defined by homotheties in the variables corresponding to
the second factor Rd. We adapt the definition of Meyer [81] in these vari-
ables and define the space of weakly homogeneous distributions of degree s
which we call Es.
We are able to represent all elements of Es which are defined on M \ I
through a decomposition formula by a family
(
uλ
)
λ∈(0,1] satisfying some
specific hypothesis. The distributions
(
uλ
)
λ∈(0,1] are the building blocks of
the Es and are the key for the renormalization. We establish the following
correspondence(
uλ
)
λ∈(0,1]
7−→
∫ 1
0
dλ
λ
λs(uλ)λ−1 + nice terms, (1.1)
t ∈ Es 7−→
(
uλ
)
λ∈(0,1]
where uλ = λ−stλψ, (1.2)
the nice terms are distributions supported on the complement of I.
However this scaling is only defined in local charts and a scaling around a
submanifold I in a manifoldM depends on the choice of an Euler vector field.
Thus we propose a geometrical definition of a class of Euler vector fields:
to any closed embedded submanifold I ⊂ M , we associate the ideal I of
smooth functions vanishing on I. A vector field ρ is called Euler vector field
if
∀f ∈ I, ρf − f ∈ I2. (1.3)
This definition is clearly intrinsic. We prove that all scalings are equivalent
hence all spaces of weakly homogeneous distributions are equivalent and
that our definitions are in fact independent of the choice of Euler vector
fields. Actually, we prove that all Euler vector fields are locally conjugate
by a local diffeomorphism which fixes the submanifold I. So it is enough
to study both Es and the extension problem in a local chart. Meyer and
Brunetti–Fredenhagen make use of a dyadic decomposition. We use in-
stead a continuous partition of unity which is a continuous analog of
the Littlewood–Paley decomposition. The continuous partition of unity has
many advantages over the discrete approaches: 1) it provides a direct con-
nection with the theory of Mellin transform, which allows to easily define
meromorphic regularizations; 2) it gives elegant formulas especially for the
poles and residues appearing in the meromorphic regularization (see Chapter
7); 3) it is well suited to the study of anomalies (see Chapter 6).
Relationship with other work. In Brunetti–Fredenhagen [57], the scal-
ing around manifolds was also defined but they used two different definitions
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of scalings, then they showed that these actually coincide, whereas we only
give one definition which is geometric. In mathematics, we also found some
interesting work by Kashiwara–Kawai, where the concept of weak homo-
geneity was also defined ([49] Definition (1.1) p. 22).
1.2 Extension and renormalization.
1.2.1 Notation, definitions.
We work in Rn+d with coordinates (x, h), I = Rn×{0} is the linear subspace
{h = 0}. For any open set U ⊂ Rn+d, we denote by D(U) the space of test
functions supported on U and for all compact K ⊂ U , we denote by DK(U)
the subset of all test functions in D(U) supported on K. We also use the
seminorms:
∀ϕ ∈ D(Rn+d), pik(ϕ) := sup
|α|6k
‖∂αϕ‖L∞(Rn+d),
∀ϕ ∈ C∞(Rn+d), ∀K ⊂ Rd, pik,K(ϕ) := sup
|α|6k
sup
x∈K
|∂αϕ(x)|.
We denote by D′(U) the space of distributions defined on U . The duality
pairing between a distribution t and a test function ϕ is denoted by 〈t, ϕ〉.
For a function, we define ϕλ(x, h) = ϕ(x, λh). For the vector field ρ = h
j ∂
∂hj
,
the following formula
ϕλ = e
(log λ)ρ?ϕ,
shows the relation between ρ and the scaling. Once we have defined the
scaling for test functions, for any distribution f , we define the scaled distri-
bution fλ:
∀ϕ ∈ D(Rn+d), 〈fλ, ϕ〉 = λ−d 〈f, ϕλ−1〉 .
If f were a function, this definition would coincides with the naive scaling
fλ(x, h) = f(x, λh).
We give a definition of weakly homogeneous distributions in flat space
following [81]. We call a subset U ⊂ Rn+d ρ-convex if (x, h) ∈ U =⇒ ∀λ ∈
(0, 1], (x, λh) ∈ U . We insist on the fact that since we pick λ > 0, a ρ-convex
domain may have empty intersection with I.
Definition 1.2.1 Let U be an arbitrary ρ-convex open subset of Rn+d. Es(U)
is defined as the space of distributions t such that t ∈ D′(U) and
∀ϕ ∈ D(U),∃C(ϕ), sup
λ∈(0,1]
|λ−s 〈tλ, ϕ〉 | 6 C(ϕ).
In the quantum field theory litterature, the wildness of distributions is mea-
sured by the Steinman scaling degree. We prefer the definition of Meyer,
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Figure 1.1: The function χ of Littlewood–Paley theory.
which exploits the properties of bounded sets in the space of distributions
(this is related to bornological properties of D′(U)).
We denote by dλλ the multiplicative measure on [0, 1]. We shall now give a
definition of a class of maps λ 7→ uλ with value in the space of distributions.
Definition 1.2.2 For all 1 6 p 6 ∞, we define Lpdλ
λ
([0, 1],D′(U)) as the
space of families (uλ)λ∈(0,1] of distributions such that
∀ϕ ∈ D(U), λ 7→
〈
uλ, ϕ
〉
∈ Lpdλ
λ
([0, 1],C). (1.4)
The Ho¨rmander trick. We recall here the basic idea of Littlewood–Paley
analysis ([81] p. 14). Pick a function χ which depends only on h such that
χ = 1 when |h| 6 2 and χ = 0 for |h| > 3. The Littlewood–Paley function
ψ(·) = χ(·)− χ(2·) is supported on the annulus 1 6 |h| 6 3. Then the idea
is to rewrite the plateau function χ using the trick of the telescopic series
χ = χ(·)− χ(2·) + · · ·+ χ(2j ·)− χ(2j+1·) + · · ·
and deduce a dyadic partition of unity
1 = (1− χ) +
∞∑
j=0
ψ(2j .)
Our goal in this paragraph is to derive a continuous analog of the dyadic
partition of unity. Let χ ∈ C∞(Rn+d) such that χ = 1 in a neighborhood N1
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of I and χ vanishes outside a neighborhood N2 of N1. This implies χ satisfies
the following constraint: for all compact set K ⊂ Rn, ∃(a, b) ∈ R2 such
that b > a > 0 and χ|(K×Rd)∩{|h|6a} = 1, χ|(K×Rd)∩{|h|>b} = 0. We find a
convenient formula (inspired by [42] equation (8.5.1) p. 200 and [81] Formula
(5.6) p. 28) for χ as an integral over a scale space indexed by λ ∈ (0, 1]. First
notice that χ(x, hλ) →λ→0 0 in L1loc. We repeat the Littlewood Paley trick
in the continuous setting:
χ(x, h) = χ(x, h)− 0 =
∫ 1
0
dλ
λ
λ
d
dλ
[
χ(x, λ−1h)
]
=
∫ 1
0
dλ
λ
(−ρχ) (x, λ−1h)
Set
ψ = −ρχ. (1.5)
Notice an important property of ψ: on each compact set K ⊂ Rn, ∃(a, b) ∈
R2 such that ψ|(K×Rd) is supported on the annulus (K×Rd)∩{a 6 |h| 6 b}.
We obtain the formula
1 = (1− χ) +
∫ 1
0
dλ
λ
ψλ−1 , (1.6)
which for the moment only has a heuristic meaning. The next proposi-
tion gives a precise meaning to the heuristic formula and gives a candidate
formula for the extension problem.
Proposition 1.2.1 Let χ ∈ C∞(Rn+d) such that χ = 1 in a neighborhood
N1 of I and χ vanishes outside a neighborhood N2 of N1 and let ψ = −ρχ.
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Figure 1.2: The function χ, the function ψ and the scaled ψλ−1 .
Figure 1.3: Partition of unity.
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Then for all ϕ ∈ D(Rn+d) such that ϕ = 0 in a neighborhood of I = {h = 0},
we find
〈t, ϕ〉 =
∫ 1
0
dλ
λ
〈tψλ−1 , ϕ〉+ 〈t, (1− χ)ϕ〉 . (1.7)
The formula t =
∫ 1
0
dλ
λ 〈tψλ−1 , ϕ〉 + 〈t, (1− χ)ϕ〉 was inspired by Formula
(5.8), (5.9) in [81] p. 28.
Proof — Let δ > 0 such that ϕ = 0 when |h| 6 δ. We can find 0 <
a < b such that [|h| > b =⇒ χ = 0] and [|h| > b =⇒ −ρχ = ψ = 0]. Hence
supp ψ(x, hλ) ⊂ {|h| 6 λb} which implies ∀λ 6 δb , ϕ(x, h)ψ(x, hλ) = 0. We
have the relation ϕ = ϕ(1 − χ) + ϕχ = ∫ 1δ
b
dλ
λ ψλ−1ϕ + ϕ(1 − χ) where the
integral is well defined, we thus deduce ∀ε ∈ [0, δb ]
ϕχ =
∫ 1
ε
dλ
λ
ψλ−1ϕ︸ ︷︷ ︸
=0 for λ∈[ε, δ
b
]
=
∫ 1
δ
b
dλ
λ
ψλ−1ϕ
where the product makes perfect sense as a product of smooth functions,
hence
〈tχ, ϕ〉 = 〈t, χϕ〉 =
〈
t,
∫ 1
ε
dλ
λ
ψλ−1ϕ
〉
=
∫ 1
ε
dλ
λ
〈
tψ(
h
λ
), ϕ
〉
=
∫ 1
δ
b
dλ
λ
〈
tψ(
h
λ
), ϕ
〉
=
∫ 1
0
dλ
λ
〈
tψ(
h
λ
), ϕ
〉
where we can safely interchange the integral and the duality bracket. 
Another interpretation of the Ho¨rmander formula. The Ho¨rmander
formula gives a convenient way to write χ− χε−1 .
χ− χε−1 =
∫ 1
ε
dλ
λ
ψλ−1
then noticing that when ε > 0, for all λ ∈ [ε, 1], ψλ−1 is supported on the
complement of a neighborhood of I, this implies that for all test functions
ϕ ∈ D(Rn+d), for all ε > 0, we have the nice identity:∫ 1
ε
dλ
λ
〈tψλ−1 , ϕ〉 = 〈t (χ− χε−1) , ϕ〉 .
Now if the function 〈tψλ−1 , ϕ〉 is integrable on [0, 1] w.r.t. the measure dλλ ,
the existence of the integral
∫ 1
0
dλ
λ 〈tψλ−1 , ϕ〉 will imply that the limit
lim
ε→0
〈t (χ− χε−1) , ϕ〉 (1.8)
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Figure 1.4: χ− χε−1 .
exists. In the next sections, we prove that when the distribution t is in Es
for s + d > 0, the integral formula
∫ 1
ε
dλ
λ 〈tψλ−1 , ϕ〉 converges when ε → 0.
Thus the limit (1.8) exists. However, when t ∈ Es when s + d < 0, we
must modify the formula
∫ 1
ε
dλ
λ 〈tψλ−1 , ϕ〉, which is divergent when ε →
0, by subtracting a local counterterm 〈cε, ϕ〉 where (cε)ε is a family of
distribution supported on I such that the limit
lim
ε→0
(〈t (χ− χε−1) , ϕ〉 − 〈cε, ϕ〉) , (1.9)
makes sense. Notice that the renormalization does not affect the original
distribution t on M \ I since cε is supported on I.
1.2.2 From bounded families to weakly homogeneous distri-
butions.
We construct an algorithm which starts from an arbitrary family of bounded
distributions (uλ)λ∈(0,1] supported on some annular domain, and builds a
weakly homogeneous distribution of degree s. Actually, any distribution
which is weakly homogeneous of degree s can be reconstructed from our
algorithm as we will see in the next section. This is the key remark which
allows us to solve the problem of extension of distributions. In this part, we
make essential use of the Banach Steinhaus theorem on the dual of a Fre´chet
space recalled in appendix. We use the notation tλ(x, h) = t(x, λh) and U
is a ρ-convex open subset in Rn+d.
Definition 1.2.3 A family of distributions (uλ)λ∈(0,1] is called uniformly
supported on an annulus domain of U if for all compact set K ⊂ Rn, there
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exists 0 < a < b such that ∀λ, uλ|(K×Rd)∩U is supported in a fixed annulus
{(x, h)|x ∈ K, a 6 |h| 6 b} ∩ U .
The structure theorem gives us an algorithm to construct distributions in
Es(U) given any family of distributions (u
λ)λ∈(0,1] bounded in D′(U \I) and
uniformly supported on an annulus domain of U .
Lemma 1.2.1 Let (uλ)λ∈(0,1] be a bounded family in D′(U \I) which is uni-
formly supported on an annulus domain of U . Then the family
(
λ−duλλ−1
)
λ∈(0,1]
is bounded in D′(U).
Proof — If the family (uλ)λ∈(0,1] is uniformly supported on an annulus
domain of U , then for all compact set K ⊂ Rn, there exists 0 < a < b
such that ∀λ, uλ|(K×Rd)∩U is supported in a fixed annulus A = {a 6 |h| 6
b} ∩ ((K × Rd) ∩ U). If uλ|(K×Rd)∩U is a bounded family of distributions
supported on the fixed annulus A = {a 6 |h| 6 b} ∩ (K × Rd) ∩ U︸ ︷︷ ︸
compact in Rn+d
, then
the family uλ satisfies the following estimate by Banach Steinhaus:
∀K ′ ⊂ Rn+dcompact,∃(k,C),∀ϕ ∈ DK′ (U) , sup
λ∈(0,1]
|
〈
uλ, ϕ
〉
| 6 Cpik(ϕ),
and we notice that the estimate is still valid for test functions in C∞((K ×
Rd) ∩ U) (by compactness of A):
∃(k,C), ∀ϕ ∈ C∞((K × Rd) ∩ U), sup
λ∈(0,1]
|
〈
uλ, ϕ
〉
| 6 CpikA(ϕ), (1.10)
because uλ is compactly supported in the h variables and ϕ is compactly
supported in the x variables. For any test function ϕ ∈ D(U):
λ−d|
〈
uλλ−1 , ϕ
〉
| = λ−dλd|
〈
uλ, ϕ(., λ.)
〉
| 6 CpikA(ϕλ)
thus
λ−d|
〈
uλλ−1 , ϕ
〉
| 6 Cpik(ϕ) (1.11)
because of the estimate (1.10) on the family (uλ)λ. This proves that the
family
(
λ−duλλ−1
)
λ∈(0,1] is bounded in D′(U \ I). 
Corollary 1.2.1 Let (uλ)λ∈(0,1] be a bounded family in D′(U \ I) which is
uniformly supported on an annulus domain of U . If s + d > 0, then the
integral ∫ 1
0
dλ
λ
λsuλλ−1 (1.12)
converges in D′(U).
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Proof — When s+d > 0, λ 7→ λsuλλ−1 = λs+d︸︷︷︸
integrable
λ−duλλ−1︸ ︷︷ ︸
bounded
∈ L1dλ
λ
([0, 1],D′(U\
I)) and the integral t =
∫ 1
0
dλ
λ λ
s+dλ−duλλ−1 converges in L
1
dλ
λ
([0, 1],D′(U \I))!
By the estimate (1.11) on the bounded family λ−duλλ−1 , we also have the
estimate:
| 〈t, ϕ〉 | = |
∫ 1
0
dλ
λ
λs
〈
uλλ−1 , ϕ
〉
|
6
∫ 1
0
dλ
λ
λs+d|λ−d
〈
uλλ−1 , ϕ
〉
|︸ ︷︷ ︸
6Cpik(ϕ) by 1.11
6 Cpik(ϕ)
∫ 1
0
dλ
λ
λs+d =
C
s+ d
pik(ϕ).

Proposition 1.2.2 Under the assumptions of Corollary (1.2.1),
∫ 1
0
dλ
λ λ
suλλ−1 ∈
Es(U).
Proof — Recall that we proved that the integral t =
∫ 1
0
dλ
λ λ
suλλ−1 converges
in D′(U) and we would like to prove that t ∈ Es(U). We try to bound the
quantity µ−stµ:
∀0 < µ 6 1, µ−s 〈tµ, ϕ〉 = µ−s−d
〈
t, ϕµ−1
〉
=
∫ 1
0
dλ
λ
µ−s−dλs
〈
uλλ−1 , ϕµ−1
〉
=
∫ 1
0
dλ
λ
(
λ
µ
)s+d 〈
uλ, ϕλ
µ
〉
=
∫ 1
µ
0
dλ
λ
λs+d
〈
uλµ, ϕλ
〉
.
We use the fact that there exists R > 0 such that ϕ ∈ D(U) is supported
inside the domain {|h| 6 R}. Then ϕλ = ϕ(., λ.) is supported in {|h| 6
λ−1R}. We denote by pi1 the projection pi1 := (x, h) ∈ Rn+d 7→ (x, 0) ∈ Rn×
{0} and we make the notation abuse pi1(x, h) = (x). Then K = pi1(supp ϕ)
is compact in Rn thus, by assumption on the family u, uλµ|(K×Rd)∩U is
supported in {a 6 |h| 6 b} for some 0 < a < b and 〈uλµ, ϕλ〉 must vanish
when λ−1R 6 a⇔ λ > Ra . Finally:
µ−s 〈tµ, ϕ〉 =
∫ R
a
0
dλ
λ
λs+d
〈
uλµ, ϕλ
〉
.
Since ϕλ ∈ C∞((K × Rd) ∩ U), by estimate (1.10), we have |
〈
uλµ, ϕλ
〉 | 6
Cpik,A(ϕ) 6 Cpik(ϕ) and
|µ−s 〈tµ, ϕ〉 | 6
(
R
a
)s+d C
s+ d
pik (ϕ) .

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Proposition 1.2.3 Let (uλ)λ∈(0,1] be a bounded family in D′(U \ I) which
is uniformly supported on an annulus domain of U . If −m − 1 < s + d 6
−m,m ∈ N, then the integral ∫ 10 dλλ λsuλλ−1 needs a renormalization. There is
a family (τλ)λ∈(0,1] of distributions supported on I such that the renormalized
integral ∫ 1
0
dλ
λ
λs
(
uλλ−1 − τλ
)
(1.13)
converges in D′(U).
Proof — If −m−1 < s+d 6 −m, then we repeat the previous proof except
we have to subtract to ϕ its Taylor polynomial Pm of order m in h. We call
Im the Taylor remainder. Then ϕ− Pm = Im. In coordinates, we get
ϕ(x, h)−
∑
|i|6m
hi
i!
∂iϕ
∂hi
(x, 0)
︸ ︷︷ ︸
Pm
= Im(x, h) =
∑
|i|=m+1
hiHi(x, h)
where (Hi)i are smooth functions. Rλ(x, h) = R(x, λh) = λ
m+1
∑
|i|=m+1 h
iHi(x, λh).
We define a distribution supported on I, which we call “counterterm”:
〈
τλ, ϕ
〉
=
〈
uλλ−1 ,
∑
|i|6m
hi
i!
∂iϕ
∂hi
(·, 0)
〉
(1.14)
where we abusively denoted the expression ∂
iϕ
∂hi
◦ pi1 by ∂iϕ∂hi (·, 0) . We take
into account the counterterm
λs
〈
uλλ−1 − τλ, ϕ
〉
= λs
〈
uλλ−1 , ϕ(x, h)−
∑
|i|6m
hi
i!
∂iϕ
∂hi
(·, 0)
〉
= λs
〈
uλλ−1 ,
∑
|i|=m+1
hiHi(x, h)
〉
= λs+d
〈
uλ, λ(m+1)
∑
|i|=m+1
hiHi(x, λh)
〉
= λ(d+s+m+1)
〈
uλ,
∑
|i|=m+1
hiHi(x, λh)
〉
Hence∫ 1
0
dλ
λ
λs
〈
uλλ−1 − τλ, ϕ
〉
=
∫ 1
0
dλ
λ
λ(d+s+m+1)︸ ︷︷ ︸
integrable
〈
uλ,
∑
|i|=m+1
hiHi(x, λh)
〉
︸ ︷︷ ︸
bounded
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since ∀λ ∈ (0, 1], hiHi(x, λh) ∈ C∞((K × Rd) ∩ U), we can use estimate
(1.10)∣∣∣∣∫ 1
0
dλ
λ
λs
〈
uλλ−1 − τλ, ϕ
〉∣∣∣∣ 6 Cd+ s+m+ 1 supλ∈(0,1]pik,A( ∑|i|=m+1hiHi(x, λh)︸ ︷︷ ︸
derivatives of ϕ order m+1
)
∫ 1
0
dλ
λ
|λs
〈
uλλ−1 − τλ, ϕ
〉
| 6 C˜
d+ s+m+ 1
pik+m+1 (ϕ)
where the constant C˜ does not depend on ϕ and can be estimated by the
integral remainder formula. 
Proposition 1.2.4 Under the assumptions of proposition (1.2.3), if s is
not an integer then
∫ 1
0
dλ
λ λ
s
(
uλλ−1 − τλ
) ∈ Es(U).
Proposition 1.2.5 Under the assumptions of proposition (1.2.3), if s + d
is a non positive integer then
∫ 1
0
dλ
λ λ
s
(
uλλ−1 − τλ
) ∈ Es′(U),∀s′ < s, and
t =
∫ 1
0
dλ
λ λ
s
(
uλλ−1 − τλ
)
satisfies the estimate
∀ϕ ∈ D(U),∃C, |µ−s 〈tµ, ϕ〉 | 6 C (1 + | logµ|) . (1.15)
Proof — To check the homogeneity of the renormalized integral is a little
tricky since we have to take the scaling of counterterms into account. When
we scale the smooth function then we should scale simultaneously the Taylor
polynomial and the remainder
ϕλ = Pλ +Rλ
We want to know to which scale space Es′ the distribution t belongs:
µ−s
′ 〈tµ, ϕ〉 = µs−s′µ−s−d
〈
t, ϕµ−1
〉
= µs−s
′
∫ 1
0
dλ
λ
λs
〈
uλλ−1 − τλ, µ−d−sϕµ−1
〉
= µs−s
′
∫ 1
0
dλ
λ
(
λ
µ
)s
µ−d
〈
uλλ−1 , ϕ(x,
h
µ
)−
∑
|i|6m
hi
µii!
∂iϕ
∂hi
(x, 0)
〉
= µs−s
′
∫ 1
0
dλ
λ
(
λ
µ
)s+d〈
uλ, ϕ(x,
λ
µ
h)−
∑
|i|6m
hi
µii!
∂iϕ
∂hi
(x, 0)
〉
.
ϕλ
µ
is supported on |h| 6 µRλ thus when Rµλ 6 a ⇔ Rµa 6 λ, the support
of ϕλ
µ
does not meet the support of uλ because uλ is supported on a > |h|,
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whereas
∑
|i|6m
(λh)i
i!
∂iϕ
∂hi
(x, 0) is supported everywhere because it is a Taylor
polynomial. Consequently, we must split the integral in two parts
µ−s 〈tµ, ϕ〉 = I1 + I2
I1 =
∫ Rµ
a
0
dλ
λ
(
λ
µ
)s+d 〈
uλ, Im,λ
µ
〉
=
∫ Rµ
a
0
dλ
λ
(
λ
µ
)(d+s+m+1)〈
uλ,
∑
|i|=m+1
hiHi(x,
λ
µ
h)
〉
I2 =
∫ 1
Rµ
a
dλ
λ
(
λ
µ
)s+d 〈
uλ, Im,λ
µ
〉
=
∫ 1
Rµ
a
dλ
λ
(
λ
µ
)s+d〈
uλ, ϕ(x,
λ
µ
h)−
∑
|i|6m
(λh)i
µii!
∂iϕ
∂hi
(x, 0)
〉
no contribution of ϕλ
µ
since Rµ
a
6λ
and we apply a variable change for I1:
I1 =
∫ R
a
0
dλ
λ
λ(d+s+m+1)
〈
uλµ,
∑
|i|=m+1
hiHi(x, λh)
〉
again by estimate (1.10)
6
(
R
a
)−(d+s+m+1) C
s+ d+m+ 1
sup
λ∈(0,1]
pik,A
 ∑
|i|=m+1
hiHi(x, λh)

and each H i is a term in the Taylor remainder Im of ϕ,
I1 6 C1pik+m+1(ϕ).
Notice that in the second term only the counterterm contributes
I2 =
∫ 1
Rµ
a
dλ
λ
(
λ
µ
)s+d〈
uλ,−
∑
|i|6m
(λh)i
µii!
∂iϕ
∂hi
(x, 0)
〉
=
∫ 1
Rµ
a
dλ
λ
〈
uλ,−
∑
|i|6m
(
λ
µ
)s+d+i hi
i!
∂iϕ
∂hi
(x, 0)
〉
.
Then notice that by assumption s + d 6 −m and |i| ranges from 0 to m
which implies s+ d+ |i| 6 0. When s+ d+ |i| < 0:∫ 1
Rµ
a
dλ
λ
∣∣∣∣∣
〈
uλ,
(
λ
µ
)s+d+i hi
i!
∂iϕ
∂hi
(x, 0)
〉∣∣∣∣∣ 6 C2
∣∣∣∣∣
(
1
µ
)s+d+i
−
(
R
a
)s+d+i∣∣∣∣∣︸ ︷︷ ︸
no blow up when µ→0
pik(ϕ).
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If s+d < −m then s+d+ |i| is always strictly negative and there is no blow
up when µ→ 0, thus t ∈ Es. If s+ d+m = 0 and for |i| = m:∫ 1
Rµ
a
dλ
λ
∣∣∣∣∣
〈
uλ,
(
λ
µ
)s+d+i hi
i!
∂iϕ
∂hi
(x, 0)
〉∣∣∣∣∣ | 6 C2| log(Rµa )|pik(ϕ)
and the only term which blows up when µ → 0 is the logarithmic term.
If s + d = −m then t ∈ Es′ for all s′ < s and |µ−s 〈tµ, ϕ〉 | has at most
logarithmic blow up:
∃(C1, C2) |µ−s′ 〈tµ, ϕ〉 | 6 µs−s′
(
C1pik+m+1(ϕ) + C2| log(Rµ
a
)|pik(ϕ)
)
︸ ︷︷ ︸
bounded when s′<s
.

1.3 Extension of distributions.
Conversely, if we start from any distribution t in Es (U \ I), then we can
associate to it a bounded family
(
uλ
)
λ∈(0,1]. Then application of the pre-
vious results on the family (uλ)λ allows to construct a distribution tχ in
Es(U). But the resulting distribution given by formulas (1.12) (1.13) coin-
cides exactly with the extension formula
∫ 1
0
dλ
λ tψλ−1 on U \I. Hence tχ is an
extension of tχ. Moreover, if we started from a distribution t ∈ Es(U) then
the reconstruction theorem provides us with a distribution which is equal
to tχ up to a distribution supported on I, except for the case s + d > 0
where the extension is unique if we do not want to increase the degree of
divergence.
Proposition 1.3.1 Let t ∈ Es (U \ I) and let ψ = −ρχ where χ ∈ C∞(Rn+d),
χ = 1 in a neighborhood N1 of I and χ = 0 outside N2 a neighborhood of
N1, then
uλ = λ−stλψ (1.16)
is a bounded family in D′(U \I) which is uniformly supported on an annulus
domain of U .
Proof — Consider the function ψ = −ρχ used in our construction of the
partition of unity of Ho¨rmander. By construction, it is supported on an
annulus domain of U . By definition, t ∈ Es(U \I) implies λ−stλ is a bounded
family of distributions in D′(U \ I), hence uλ = λ−stλψ is a bounded family
of distributions uniformly supported in supp ψ. 
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Once we notice∫ 1
0
dλ
λ
λsuλλ−1 =
∫ 1
0
dλ
λ
λs
(
λ−stλψ
)
λ−1 =
∫ 1
0
dλ
λ
tψλ−1 ,
the formula of the construction algorithm exactly coincides with the exten-
sion formula of Ho¨rmander. Then we can deduce all the results listed below
from simple applications of results derived for the family uλ:
Theorem 1.3.1 Let t ∈ Es (U \ I), if s+ d > 0 then
∀ϕ ∈ D(U), t(ϕ) = lim
ε→0
〈t(1− χε−1), ϕ〉 (1.17)
exists and defines an extension t ∈ D′(U) and t is in Es(U).
The proof relies on the first identification∫ 1
0
dλ
λ
λsuλλ−1 =
∫ 1
0
dλ
λ
tψ(
h
λ
) = lim
ε→0
∫ 1
ε
dλ
λ
tψλ−1 = lim
ε→0
〈t (χ− χε−1) , ϕ〉 ,
where ψ = −ρχ. Then by definition of t:
t =
∫ 1
0
dλ
λ
tψ(
h
λ
) + 〈t(1− χ), ϕ〉
= lim
ε→0
〈t (χ− χε−1) , ϕ〉+ 〈t(1− χ), ϕ〉 = lim
ε→0
〈t(1− χε−1), ϕ〉 .
In the case s + d > 0, the last formula limε→0 〈t(1− χε−1), ϕ〉 also appears
in the very nice recent work [14] (but with different hypothesis and interpre-
tation) and in fact goes back to Meyer [81] Definition 1.7 p. 15 and formula
(3.16) p. 15.
Theorem 1.3.2 Let t ∈ Es (U \ I), if −m− 1 < s+ d 6 −m 6 0 then
t = lim
ε→0
(〈t (χ− χε−1) , ϕ〉 − 〈cε, ϕ〉) + 〈t(1− χ), ϕ〉 (1.18)
exists and defines an extension t ∈ D′(U) where the local counterterms
cε is defined by
〈cε, ϕ〉 =
〈
t (χ− χε−1) ,
∑
|i|6m
hi
i!
ϕi(x, 0)
〉
. (1.19)
If s is not an integer then the extension t is in Es(U), otherwise t ∈
Es′(U),∀s′ < s.
The last case is treated by [14] and [57] in a slightly different way, they
introduce a projection P from the space of C∞ functions to the m-th power
Im of the ideal of smooth functions (of course by definition the restriction
of this projection to Im is the identity), and to construct this projection one
has to subtract local counterterms as Meyer does.
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A converse result.
Before we move on, let us prove a general converse theorem, namely that
given any distribution t ∈ D′ (U), we can find s0 ∈ R such that for all s 6 s0,
t ∈ Es(U) (we believe such sort of theorems were first proved by Lojasiewicz
and Alberto Calderon, [78]), this means morally that any distribution has
“finite scaling degree” along an arbitrary vector subspace. We also have the
property that ∀s1 6 s2, t ∈ Es2 =⇒ t ∈ Es1 . This means that the spaces
Es are filtered. We work in Rn+d where I = Rn × {0} and ρ = hj ∂∂hj :
Theorem 1.3.3 Let U be a ρ-convex open set and t ∈ D′(U). If t is of
order k, then t ∈ Es(U) for all s 6 d + k, where d is the codimension of
I ⊂ Rn+d. In particular any compactly supported distribution is in Es(Rn+d)
for some s.
Proof — First notice if a function ϕ ∈ D(U), then the family of scaled func-
tions (ϕλ−1)λ∈(0,1] has support contained in a compact setK = {(x, λh)|(x, h) ∈
supp ϕ, λ ∈ (0, 1]}. We recall that for any distribution t, there exists k,CK
such that
∀ϕ ∈ DK(U), | 〈t, ϕ〉 | 6 CKpiK,k(ϕ).
| 〈tλ, ϕ〉 | = |λ−d 〈t, ϕλ−1〉 | 6 CKλ−dpiK,k(ϕλ−1) 6 CKλ−d−kpiK,k(ϕ).
So we find that λd+k 〈tλ, ϕ〉 is bounded which yields the conclusion. 
1.3.1 Removable singularity theorems.
Finally, we would like to conclude this section by a simple removable singu-
larity theorem in the spirit of Riemann, (compare with Harvey-Polking [60]
theorems (5.2) and (6.1)). In a renormalization procedure there is always
an ambiguity which is the ambiguity of the extension of the distribution.
Indeed, two extensions always differ by a distribution supported on I. The
removable singularity theorem states that if s+d > 0 and if we demand that
t ∈ Es(U \ I) should extend to t ∈ Es(U), then the extension is unique.
Otherwise, if −m − 1 < s + d 6 −m, then we bound the transversal or-
der of the ambiguity. We fix the coordinate system (xi, hj) in Rn+d and
I = {h = 0}. The collection of coordinate functions (hj)16j6d defines a
canonical collection of transverse vector fields (∂hj )j . We denote by δI the
unique distribution such that ∀ϕ ∈ D(Rn+d),
〈δI , ϕ〉 =
∫
Rn
ϕ(x, 0)dnx.
If t ∈ D′(Rn+d) with supp t ⊂ I, then there exist unique distributions (once
the system of transverse vector fields ∂hj is fixed) tα ∈ D′ (Rn), where each
compact intersects supp tα for a finite number of multiindices α, such that
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t(x, h) =
∑
α tα(x)∂
α
h δI(h) (see [64] theorem (36) and (37) p. 101–102 or [41]
theorem (2.3.5)) where the ∂αh are derivatives in the transverse directions.
Theorem 1.3.4 Let t ∈ Es(U \ I) and t ∈ Es′(U \ I) its extension given by
Theorem (1.3.1) and Theorem (1.3.2) s′ = s when −s − d /∈ N or ∀s′ < s
otherwise. Then t˜ is an extension in Es′(U) if and only if
t˜(x, h) = t(x, h) +
∑
α6m
tα(x)∂
α
h δI(h),
where m is the integer part of −s − d. In particular when s + d > 0 the
extension is unique.
Remark: when −s − d is a nonnegative integer, the counterterm is in Es
whereas the extension is in Es′ ,∀s′ < s.
Proof — We scale an elementary distribution ∂αh δI :
〈(∂αh δI)λ, ϕ〉 = λ−d 〈∂αh δI , ϕλ−1〉 = (−1)|α|λ−d−|α| 〈∂αh δI , ϕ〉
hence λ−s(∂αδI)λ = λ−d−|α|−s∂αh δI is bounded iff d + s + |α| 6 0 =⇒
d + s 6 −|α|. When s + d > 0, ∀α, ∂αh δI /∈ Es hence any two extensions in
Es(U) cannot differ by a local counterterm of the form
∑
α tα∂
α
h δI . When
−m−1 < d+s 6 −m then λ−s(∂αh δI)λ is bounded iff s+d+|α| 6 0⇔ −m 6
−|α| ⇔ |α| 6 m. We deduce that ∂αh δI ∈ Es for all α 6 m which means that
the scaling degree bounds the order |α| of the derivatives in the transverse
directions. Assume there are two extensions in Es, their difference is of the
form u =
∑
α uα∂
α
h δI by the structure theorem (36) p. 101 in [64] and is also
in Es which means their difference equals u =
∑
|α|6m uα∂
α
h δI . 
1.4 Euler vector fields.
We want to solve the extension problem for distributions on manifolds, in
order to do so we must give a geometric definition of scaling transversally
to a submanifold I closely embedded in a given manifold M . We will de-
fine a class of Euler vector fields which scale transversally to a given fixed
submanifold I ⊂ M . Let M be a smooth manifold and I ⊂ M an em-
bedded submanifold without boundary. For the moment, all discussions are
purely local. A classical result in differential geometry associates to each
submanifold I ⊂M the sheaf of ideal I of functions vanishing on I.
Definition 1.4.1 Let U be an open subset of M and I a submanifold of M ,
then we define the ideal I(U) as the collection of functions f ∈ C∞(U) such
that f |I∩U = 0. We also define the ideal I2(U) which consists of functions
f ∈ C∞(U) such that f = f1f2 where (f1, f2) ∈ I(U)× I(U).
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Definition 1.4.2 A vector field ρ is locally defined on an open set U is
called Euler if
∀f ∈ I(U), ρf − f ∈ I2(U). (1.20)
Example 1.4.1 hi∂hi is Euler by application of Hadamard lemma, if f in
I then f = hiHi where the Hi are smooth functions, which implies ρf =
f + hihj∂hjHi =⇒ ρf − f = hihj∂hjHi.
In this definition, ρ is defined by testing against arbitrary restrictions of
smooth functions f |U vanishing on I. Let G be the pseudogroup of local
diffeomorphisms of M (i.e. an element Φ in G is defined over an open set
U ⊂M and maps it diffeomorphically to an open set Φ(U) ⊂M) such that
∀p ∈ I ∩ U,∀Φ ∈ G,Φ(p) ∈ I.
Proposition 1.4.1 Let ρ be Euler, then ∀Φ ∈ G, Φ∗ρ is Euler.
Proof — For this part, see [40] p. 92 for the definition and properties of the
pushforward of a vector field: if Y = Φ∗X then LY f = LX(f ◦ Φ) ◦ Φ−1.
We may write the last expression in terms of pull-back
LΦ∗Xf = LX(f ◦ Φ) ◦ Φ−1 = Φ−1∗ (LX (Φ∗f)) . (1.21)
Then we apply the identity to X = ρ, Y = Φ∗ρ, setting LΦ∗ρf = Φ∗ρf and
Lρf = ρf for shortness:
((Φ∗ρ) f) = Φ−1∗ (ρ (Φ∗f)) .
Now since Φ ∈ G, ρ is Euler and f an arbitrary function in I.
∀Φ ∈ G, ∀f ∈ I, (Φ∗ρ) f−f = Φ−1∗ (ρ (Φ∗f))−Φ−1∗ (Φ∗f) = Φ−1∗ (ρ (Φ∗f)− (Φ∗f)) .
Since Φ(I) ⊂ I, we have actually Φ∗f ∈ I hence (ρ (Φ∗f)− (Φ∗f)) ∈ I2
and we deduce that Φ−1∗ (ρ (Φ∗f)− (Φ∗f)) ∈ Φ−1∗I2. We will prove that
Φ∗I(U) = I(Φ(U)).
f ∈ I ⇔ f |I = 0⇔ f |Φ(I) = 0 since Φ(I) ⊂ I ⇔ (f ◦Φ)|I = 0 thus Φ∗f ∈ I.
Hence ρ (Φ∗f)− (Φ∗f) ∈ I2 by definition of ρ, finally we use the fact
Φ∗
(I2) = {(fg)◦Φ; (f, g) ∈ I2} = {(f◦Φ)(g◦Φ); (f, g) ∈ I2} = (Φ∗I)2 = I2
since Φ∗I = I to deduce:
Φ−1∗ (ρ (Φ∗f)− (Φ∗f)) ∈ I2
which completes the proof. 
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Euler vector fields form a sheaf (check the definitions p. 289 in [40]) with
the following nice additional properties:
• Given I, the set of global Euler vector fields defined on some open
neighborhood of I is nonempty.
• For any local Euler vector field ρ|U , for any open set V ⊂ U there is
a Euler vector field ρ′ defined on a global neighborhood of I such
that ρ′|V = ρ|V .
Proof — These two properties result from the fact that one can glue together
Euler vector fields by a partition of unity subordinated to some cover of some
neighborhood N of I. By paracompactness of M , we can pick an arbitrary
locally finite open cover ∪i∈IVi of I by open sets Vi, such that for each i,
there is a local chart (x, h) : Vi 7→ Rn+d where the image of I by the local
chart is the subspace {hj = 0}. We can define a Euler vector field ρ|Vi , it
suffices to pullback the vector field ρ = hj∂hj in each local chart for Vi and
by the example 1.4.1 this is a Euler vector field. The vector fields ρi = ρ|Vi
do not necessarily coincide on the overlaps Vi∩Vj . For any partition of unity
(αi)i subordinated to this subcover, αi > 0,
∑
i αi = 1, consider the vector
field ρ defined by the formula
ρ =
∑
αiρi (1.22)
then ∀f ∈ I(U), ρf − f = ∑αiρif −∑αif = ∑αi (ρif − f) ∈ I2(U). 
We can find the general form for all possible Euler vector fields ρ in arbitrary
coordinate system (x, h) where I = {h = 0}.
Lemma 1.4.1 ρ|U is Euler if and only if for all p ∈ I∩U , in any arbitrary
local chart (x, h) centered at p where I = {h = 0}, ρ has the standard form
ρ = hj
∂
∂hj
+ hiAji (x, h)
∂
∂xj
+ hihjBkij(x, h)
∂
∂hk
(1.23)
where A,B are smooth functions of (x, h).
Proof — We use the sum over repeated index convention. Let us start with
an arbitrary f ∈ I(U). Set ρ = Bi(x, h)∂hi + Li(x, h)∂xi and we use
f ∈ I =⇒ f = hj ∂f
∂hj
(0, 0) + xihj
∂2f
∂xi∂hj
(0, 0) +O(|h|2)
First compute ρf up to order two in h:
ρf = Bj(x, h)∂hjf + L
i(x, h)∂xif
= Bj(x, h)
∂f
∂hj
(0, 0)+Bj(x, h)xi
∂2f
∂hj∂xi
(0, 0)+hjLi(x, h)
∂2f
∂hj∂xi
(0, 0)+O(|h|2)
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then the condition ρf − f ∈ I2 reads ∀f ∈ I,
Bj(x, h)
∂f
∂hj
(0, 0) +
(
Bj(x, h)xi + hjLi(x, h)
) ∂2f
∂hj∂xi
(0, 0)
= hj
∂f
∂hj
(0, 0) + xihj
∂2f
∂xi∂hj
(0, 0) +O(|h|2)
Now we set f(x, h) = hj which is an element of I, and substitute it in the
previous equation, by uniqueness of the Taylor expansion
Bj(x, h) = hj +O(|h|2)
but this implies
hj
∂f
∂hj
(0, 0) + hjxi
∂2f
∂hj∂xi
(0, 0) + hjLi(x, h)
∂2f
∂hj∂xi
(0, 0)
= hj
∂f
∂hj
(0, 0) + xihj
∂2f
∂xi∂hj
(0, 0) +O(|h|2)
=⇒ hjLi(x, h) ∂
2f
∂hj∂xi
(0, 0) = O(|h|2) =⇒ Li ∈ I
finally ρ = Bi(x, h)∂hi + L
i(x, h)∂xi where B
j(x, h) = hj + I2 and Li ∈ I
which gives the final generic form. 
Fix N an open neighborhood of I with smooth boundary ∂N , the bound-
ary ∂N forms a tube around I. If the Euler ρ restricted to ∂N points
outward, this means that the Euler ρ can be exponentiated to generate a
one-parameter group of local diffeomorphism: t 7→ e−tρ : N 7→ N , N is
thus ρ-convex. I is the fixed point set of this dynamical system. The one
parameter family acts on any section of a natural bundle functorially de-
fined over M , hence on smooth compactly supported sections of the tensor
bundles over M particularly on Ωdc(M).
Example 1.4.2 Choose a local chart (x, h) : U 7→ Rn+d where I is given by
{h = 0}, the scaling (elog λρ∗f) satisfies the differential identity
λ
d
dλ
(
elog λρ∗f
)
= ρ
(
elog λρ∗f
)
. (1.24)
In the case of the canonical Euler ρ = hj ∂
∂hj
, we also have identity:
λ
d
dλ
f(x, λh) =
(
hj
df
dhj
)
(x, λh) = (ρf) (x, λh),
from which we deduce that
(
elog λρ∗f
)
(x, h) = f(x, λh) which is true because
both the l.h.s. and r.h.s. satisfy the differential equation (λ ddλ −ρ)f = 0 and
coincide at λ = 1.
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We generalize the definition of weakly homogeneous distributions to the case
of manifolds but this definition is ρ dependent:
Definition 1.4.3 Let U be ρ-convex open set. The set Eρs (U) is defined as
the set of distributions t ∈ D′(U) such that
∀ϕ ∈ D(U),∃C(ϕ), sup
λ∈(0,1]
| 〈λ−stλ, ϕ〉 | 6 C(ϕ).
1.4.1 Invariances
We gave a global definition of the space Eρs but this definition depends on
the Euler ρ. Recall that G is the group of local diffeomorphisms preserving
I. On the one hand, we saw that the class of Euler vector fields is invariant
by the action of G on the other hand it is not obvious that for any two Euler
vector fields ρ1, ρ2, there is an element Φ ∈ G such that Φ∗ρ1 = ρ2.
Denote by S(λ) = elog λρ the scaling operator defined by the Euler
ρ. S(λ) is a multiplicative group homomorphism, it satisfies the identity
S(λ1)S(λ2) = S(λ1λ2).
Proposition 1.4.2 Let p in I, let U be an open set containing p and let
ρ1, ρ2 be two Euler vector fields defined on U and Sa(λ) = e
log λρa , a = 1, 2
the corresponding scalings. Then there exists a neighborhood V ⊂ U of p
and a one-parameter family of diffeomorphisms Φ ∈ C∞([0, 1]× V, V ) such
that, if for all λ ∈ [0, 1], Φ(λ) = Φ(λ, .) : V 7→ V , then Φ(λ) satisfies the
equation:
S2(λ) = S1(λ) ◦ Φ(λ).
Proof — We use a local chart (x, h) : U 7→ Rn+d centered at p, where
I = {h = 0}. We set ρ = hj∂hj and S(λ) = elog λρ and we try to solve the
two problems S(λ)∗t = Φa(λ)∗ (Sa(λ)∗t) for a = 1 or 2. We must have the
following equation
Φa(λ)
∗ = S(λ)∗S−1a (λ)
∗ =⇒ Φa(λ) = S−1a (λ) ◦ S(λ).
If so, the map Φa(λ) satisfies the differential equation
λ
∂
∂λ
Φa(λ)
∗ = λ
∂
∂λ
S(λ)∗S−1a (λ)
∗
= ρS(λ)∗S−1a (λ)
∗ + S(λ)∗(−ρa)S−1a (λ)∗
= ρS(λ)∗S−1a (λ)
∗ + S(λ)∗(−ρa)S−1(λ)∗S(λ)∗S−1a (λ)∗
=
(
ρ−AdS−1(λ)ρa
)
Φa(λ)
∗
=⇒ λ ∂
∂λ
Φa(λ) =
(
ρ− S−1(λ)?ρa
)
(Φa(λ)) with Φa(1) = Id
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where we used the Lie algebraic formula (1.21): ((Φ∗ρ) f) = Φ−1∗ (ρ (Φ∗f)) =
(AdΦρ) f . Let f be a smooth function and X a vector field. We use formula
(1.21) to compute the pushforward of fX by a diffeomorphism Φ:
LΦ∗(fX)ϕ = (Φ
−1∗f)LΦ∗Xϕ. (1.25)
We use the general form (1.23) for a Euler vector field:
ρa = h
j ∂
∂hj
+ hiAji (x, h)
∂
∂xj
+ hihjBkij(x, h)
∂
∂hk
hence we apply formula 1.25:
S−1(λ)∗ρa = S−1(λ)∗
(
hj
∂
∂hj
)
+S−1(λ)∗
(
hiAji
∂
∂xj
)
+S−1(λ)∗
(
hihjBkij
∂
∂hk
)
= (S(λ)∗hj)S−1(λ)∗
∂
∂hj
+S(λ)∗(hiAji )S
−1(λ)∗
∂
∂xj
+S(λ)∗(hihjBkij)S
−1(λ)∗
∂
∂hk
= λhjλ−1∂hj + λh
iAji (x, λh)
∂
∂xj
+ λ2hihjBkij(x, λh)λ
−1 ∂
∂hk
= hj∂hj + λh
iAji (x, λh)
∂
∂xj
+ λhihjBkij(x, λh)
∂
∂hk
=⇒ ρ− S−1∗ (λ)ρa = −λ
(
hiAji (x, λh)
∂
∂xj
+ hihjBkij(x, λh)
∂
∂hk
)
.
If we define the vector field X(λ) = −
(
hiAji (x, λh)
∂
∂xj
+ hihjBkij(x, λh)
∂
∂hk
)
then
∂Φa
∂λ
(λ) = X (λ,Φa(λ)) with Φa(1) = Id. (1.26)
Φa(λ) satisfies a non autonomous ODE, the vector field
X(λ) = −
(
hiAji (x, λh)
∂
∂xj
+ hihjBkij(x, λh)
∂
∂hk
)
depends smoothly on (λ, x, h). We have to prove that by choosing a suitable
neighborhood of p ∈ I, there is always a solution of (1.26) on the interval
[0, 1] in the sense that there is no blow up at λ = 0. For any compact K ⊂
{|h| 6 ε1}, we have the estimates ∀(x, h) ∈ K,∀λ ∈ [0, 1], |hihjBij(x, λh)| 6
b|h|2 and |hiAi(x, λh)| 6 a|h|. Hence as long as |h| 6 ε1, we have |dhdλ | 6
b|h|2 6 bε1|h|. Then for any Cauchy data (x(1), h(1)) ∈ K such that |h(1)| 6
ε2, we compute the maximal interval I = (λ0, 1] such that for all λ ∈ [λ0, 1]
we have |h(λ)| 6 ε1. An application of Gronwall lemma ([73] Theorem 1.17
p. 14) to the differential inequality |dhdλ | 6 bε1|h| yields ∀λ ∈ I, |h(λ)| 6
e(1−λ)ε1b|h(1)|. Hence, if we choose λ in such a way that e(1−λ)ε1bε2 6 ε1
1.4. EULER VECTOR FIELDS. 23
then |h(λ)| 6 e(1−λ)ε1b|h(1)| 6 e(1−λ)ε1bε2 6 ε1 thus λ ∈ I by definition.
Hence, we conclude that if we choose ε2 6 ε1eε1b then
[0, 1] = {λ|e(1−λ)ε1b ε1
eε1b
6 ε1} ⊂ {λ|e(1−λ)ε1bε2 6 ε1} ⊂ I
and by classical ODE theory the equation (1.26) always has a smooth solu-
tion λ 7→ Φa(λ) on the interval [0, 1], the open set V on which this existence
result holds is the restriction of the chart U ∩ {|h| 6 ε2}. Now, to conclude
properly in the case both ρ1, ρ2 are not equal to ρ = h
j ∂
∂hj
then we apply
the previous result
S(λ) = S1(λ) ◦ Φ1(λ) = S2(λ) ◦ Φ2(λ) =⇒ S2(λ) = S1(λ) ◦ Φ1(λ) ◦ Φ−12 (λ)
hence S2(λ)
∗t =
(
Φ1(λ) ◦ Φ−12 (λ)
)∗
S1(λ)
∗t 
We keep the notations and assumptions of the above proposition and proof,
we give an elementary proof of the conjugation without the use of Sternberg
Chen theorem:
Corollary 1.4.1 Let ρa, a = (1, 2) be two Euler vector fields and Sa(λ) =
elog λρa , a = (1, 2) the two corresponding scalings. In the chart (x, h), I =
{h = 0} around p, let ρ = hj∂hj be the canonical Euler vector field and
S(λ) = elog λρ the corresponding scaling and Φa(λ) be the family of diffeo-
morphisms Φa(λ) = S
−1
a (λ) ◦ S(λ) which has a smooth limit Ψa = Φa(0)
when λ→ 0. Then Ψa ∈ G locally conjugates the hyperbolic dynamics:
∀µ,Ψa ◦ S(µ) ◦Ψ−1a = Sa(µ) (1.27)
Φa(µ) = Ψa ◦ S(µ−1) ◦Ψ−1a ◦ S(µ) (1.28)
ρa = Ψa?ρ. (1.29)
Hence in any coordinate chart, in a neighborhood of any point (x, 0) ∈ I,
all Euler are locally conjugate by an element of G to the standard Euler
ρ = hj∂hj . Proof — The map λ 7→ S(λ) is a group homomorphism from
(R∗,×) 7→ (G, ◦):
Φa(λ) ◦ S(µ) =
(
S−1a (λ) ◦ S(λ)
) ◦ S(µ) = S−1a (λ) ◦ S(λµ)
= Sa(µ)◦S−1a (µ)◦S−1a (λ)◦S(λµ) = Sa(µ)◦S−1a (λµ)◦S(λµ) = Sa(µ)◦Φa(λµ)
finally ∀(λ, µ), we find Φa(λ) ◦ S(µ) = Sa(µ) ◦ Φa(λµ) =⇒ Φa(0) ◦ S(µ) =
Sa(µ) ◦Φa(0) at the limit when λ→ 0 where the limit makes sense because
Φa is smooth in λ at 0. To obtain the pushforward equation ρa = Ψa?ρ, just
differentiate the last identity w.r.t. µ. 
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Beware that the conjugation theorem is only true in a neighborhood Vp
of some given point p ∈ I. ρ1, ρ2 are not necessarily conjugate globally in
a neighborhood of I. There might be topological obstructions for a global
conjuguation. The local diffeomorphism Ψ = Φa(0) makes the following
diagram
V
S(λ)→ V
Ψ ↓ ↓ Ψ
V →
Sa(λ)
V
commute. We keep the notational conventions of the above corollary:
Lemma 1.4.2 Let p in I and U be an open set containing p, let ρ1, ρ2 be
two Euler vector fields defined on U then there exists an open neighborhood
V of p on which ∀s, Eρ1s (V ) = Eρ2s (V ).
Proof — Set Φ(λ) = S−11 (λ)◦S2(λ), Φ depends smoothly in λ by Proposition
1.4.2 and V =
⋂
λ∈[0,1] Φ
−1(λ)(U).
∀ϕ ∈ D(V ), λ−s 〈S2(λ)∗t, ϕ〉 = λ−s 〈Φ∗(λ) (S1(λ)∗t) , ϕ〉
= λ−s
〈
S1(λ)
∗t,
(
Φ(λ)−1∗ϕ
) | det(DΦ(λ)−1)|︸ ︷︷ ︸
bounded in D(U)
〉
which is bounded by the hypothesis t ∈ Eρ1s which means by definition that
λ−sS1(λ)∗t is bounded in D′(U). 
We illustrate the previous method in the following example:
Example 1.4.3 We work in R2, n = d = 1 with coordinates (x, h), let
ρ1 = h∂h, ρ2 = h∂h + h∂x. Let t(x, h) = f(x)g(h) where f is an arbitrary
distribution and g is homogeneous of degree s:
λ−sg(λh) = g(h).
Then t is homogeneous of degree s with respect to ρ1 thus t ∈ Eρ1s . We will
study the scaling behaviour when we scale with ρ2, S2(λ)(x, h) = e
log λρ2(x, h) =
(x+ (λ− 1)h, λh):∫
R2
S2(λ)
∗ (f(x)g(h))ϕ(x, h)dxdh =
∫
R2
f (x+ (λ− 1)h) g(λh)ϕ(x, h)dxdh
Use Proposition (1.4.2) and first determine Φ(λ) in such a way that the
equation ∀λ, S2(λ) = S1(λ)◦Φ(λ) is satisfied. We find Φ(λ)(x, h) = S−11 (λ)◦
S2(λ) = S
−1
1 (λ)(x+ (λ− 1)h, λh) = (x+ (λ− 1)h, h). Applying the previous
result to our example reduces to a simple change of variables in the integral:∫
R2
S2(λ)
∗ (f(x)g(h))ϕ(x, h)dxdh =
∫
R2
f(x)g(λh)ϕ(x+ (1− λ)h, h)dxdh
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= λs
∫
R2
f(x)g(h) ϕ(x+ (1− λ)h, h)︸ ︷︷ ︸
bounded family of test functions
dxdh.
Then the result is straightforward and we can conclude t ∈ Eρ2s .
Local invariance
Definition 1.4.4 A distribution t is said to be locally Eρs at p if there exists
an open ρ-convex set U ⊂ M such that U is a neighborhood of p and such
that t ∈ Eρs (U).
Corollary (1.4.1) and lemma (1.4.2) imply the following local statement:
Theorem 1.4.1 Let p ∈ I, if t is locally Eρs at p for some Euler vetor field
ρ, then it is so for any other Euler vector field.
A comment on the statement of the theorem, first the definition of ρ-
convexity allows U to have empty intersection with I, because the definition
of ρ-convexity is ∀p ∈ U,∀λ ∈ (0, 1], S(λ)[p] ∈ U , the fact that λ > 0 allows
the case of empty intersection with I. The previous theorem allows to give a
definition of the space of distributions Es(U) that are weakly homogeneous
of degree s which makes no mention of the choice of Euler vector field:
Definition 1.4.5 A distribution t is weakly homogeneous of degree s at p
if t is locally Eρs at p for some ρ. Es(U) is the space of all distributions
t ∈ D′(U) such that ∀p ∈ (I ∩ U), t is weakly homogeneous of degree s at p.
If we look at the definition 1.4.5, and we take into account that the space
of distributions on open sets of M forms a sheaf, we deduce the following
gluing property: if there is a collection Ui and a collection ti ∈ D′(Ui) such
that ∀i, ti ∈ Es(Ui) and ti = tj on every intersection Ui ∩ Uj , then for
U = ∪iUi there is a unique t ∈ D′(U) which lives in Es(U) and coincides
with ti on Ui for all i. From this gluing property, and since the property
of being weakly homogeneous of degree s at p is open, we can deduce that
it is sufficient to check the property on a cover (Ui)i of U by local charts
(x, h)i : Ui ⊂ N 7→ Ωi ⊂ Rn+d where t|Ui is in Eρis (Ui) for the canonical
Euler ρi given by the chart.
Theorem 1.4.2 Let U be an open neighborhood of I ⊂M , if t ∈ Es(U \ I)
then there exists an extension t in Es′(U) where s
′ = s if −s − d /∈ N and
s′ < s otherwise.
Apply Theorem 1.4.1, restrict to local charts (x, h)i : (Ui \ I) 7→ (Ωi \ I)
where t|Ui\I = ti ◦ (x, h)i where ti ∈ Es(Ωi \ I), then extend each ti on Ωi,
ti ∈ Es(Ωi), pullback the extension denoted by t|Ui ∈ Es(Ui) on Ui, then
glue together all t|Ui (they coincide on (Ui ∩ Uj) \ I but might not coincide
on I but this does not matter !) by a partition of unity (ϕi)i subordinated
to the cover (Ui)i. The extension reads t =
∑
i ϕit|Ui .
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The extension depends only on ρ, χ. Instead of using the Taylor ex-
pansion in local coordinates, we can use the identity∑
|α|=n
hα
α!
∂αh f(x, 0) =
1
n!
((
d
dt
)n
elog tρ∗f
)
|t=0(x, h)
We can define the counterterms and the renormalized distribution by the
equations:〈
τλ, ϕ
〉
= lim
t→0
〈
te− log λρ∗ (−ρχ) ,
m∑
0
1
n!
(
d
dt
)n
elog tρ∗ϕ
〉
(1.30)
〈
t, ϕ
〉
=
〈
te− log λρ∗ (−ρχ) , Im (ϕ)
〉
+ 〈t(1− χ), ϕ〉 (1.31)
Im(ϕ) =
∫ 1
0
dλ
λ
1
m!
∫ 1
0
ds(1− s)m
(
∂
∂s
)m+1
elog sρ?ϕ (1.32)
where we made an effort to convince the reader that the formulas only
depend on ρ and χ.
1.5 Appendix.
The Banach–Steinhaus theorem. We will frequently use the Banach–
Steinhaus theorem in more general spaces than Banach spaces. We recall
here basic results about Fre´chet spaces using Gelfand–Shilov [20] as our
main reference. Let E be a locally convex topological vector space where
the topology is given by a countable family of norms, ie E is a Fre´chet
space in modern terminology and “countably normed space” in Gelfand–
Shilov terminology. Hence it is a complete metric space (the topology
induced by the metric is exactly the same as the topology induced by the
family of norms) (section 3.4 in [20]). Following [20], we assume the family
of norms defining the topology are ordered ‖.‖p 6 ‖.‖p+1, where we denote
by Ep the completion of E with respect to the norm ‖.‖p which makes
Ep a Banach space. Then we have the sequence of continuous inclusions
E = ... ⊂ Ep+1 ⊂ Ep ⊂ ... and E =
⋂
pEp.
A complete metric space satisfies the Baire property: any countable
union of closed sets with empty interior has empty interior. A consequence
of the Baire property is that if a set U ⊂ E is closed, convex, centrally
symmetric (U = −U) and absorbant, then it must contain a neighborhood
of the origin for the Fre´chet topology of E. In 4.1 of [20], starting from the
definition of the continuity of a linear map ` on E, the authors deduced the
existence of p and the corresponding seminorm ‖.‖p such that ∀x ∈ E, `(x) 6
C‖x‖p. Following the interpretation of 4.3 in [20], if we denote by Ep the
completion of E relative to the norm ‖.‖p then ` defines by Hahn–Banach
a non unique element of E′p, the topological dual of Ep. Then the main
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theorem of 5.3 in [20] characterizes strongly bounded sets in the topological
dual E′ of E. A set B ⊂ E′ is strongly bounded iff there is p such that
B ⊂ E′p and elements of B are bounded in the norm of E′p.
∃C,∀f ∈ B, sup
‖ϕ‖p61
| 〈f, ϕ〉 | 6 C.
The weak topology in E′ is generated by the collection of open sets
{f ; | 〈f, ϕ〉 | < ε}
By definition, if A is a weakly bounded set, then:
∀ϕ, sup
f∈A
| 〈f, ϕ〉 | <∞.
In 5.5 it is proved that weakly bounded sets of E′ are in fact strongly
bounded in E′. Let A be a weakly bounded set in E′. Then the set
B = {ϕ;∀f ∈ A, | 〈f, ϕ〉 | < 1} is closed, convex, centrally symmetric
(U = −U) and absorbant therefore it must contain a neighborhood of the
origin by lemma of section 3.4.
{‖ϕ‖p 6 C} ⊂ B
for a certain seminorm ‖.‖p by definition of a neighborhood of the origin in a
Fre´chet space. By definition elements of A are bounded on this neighborhood
of the origin
∀f ∈ A,ϕ ∈ B, | 〈f, ϕ〉 | < 1
=⇒ ∀f ∈ A, ‖ϕ‖p 6 C, | 〈f, ϕ〉 | < 1
=⇒ ∀f ∈ A, | 〈f, ϕ〉 | 6 C−1‖ϕ‖p.
Now we will apply these abstract results in the case of bounded families
of distributions:
Theorem 1.5.1 Let U ⊂ Rd be an open subset. If A is a weakly bounded
family of distributions in D′(U) :
∀ϕ ∈ D(U), sup
t∈A
〈t, ϕ〉 <∞
then for all compact subset K ⊂ U :
∃p, ∃CK ,∀t ∈ A,∀ϕ ∈ DK(U), | 〈t, ϕ〉 | 6 CKpip(ϕ).
Proof — Set ‖ϕ‖p = pip(ϕ), it is well known this is a norm. The family
A is weakly bounded in the dual D′(K) of the Fre´chet space D(K) =⋂
k C
k
0 (K) ie the intersection of all spaces of C
k functions supported in K.
It is thus strongly bounded in the dual space D′(K) and translating the
strong boundedness into estimates yields the result. 
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Theorem 1.5.2 Let K be a fixed compact subset of Rd. If A is a family of
distributions in D′K (U) supported on K ⊂ U and
∀ϕ ∈ C∞ (U) , sup
t∈A
〈t, ϕ〉 <∞,
then ∀K2 which is a compact neighborhood of K, ∃p,∃C,
∀t ∈ A,∀ϕ ∈ C∞(U), | 〈t, ϕ〉 | 6 Cpip,K2(ϕ).
Proof — In the second case, first we find a compact set K2 such that K2
is a neighborhood of K. We set the Fre´chet E =
⋂
k C
k
0 (K2) which is the
intersection of all Ck functions supported in K2. These functions should
not necessarily vanish on the complement of K. Then we pick any plateau
function χ such that χ|K = 1 and χ = 0 on the complement of K2. t ∈ A
is supported on K thus ∀t ∈ A,∀ϕ ∈ C∞(U), | 〈t, ϕ〉 | = | 〈t, χϕ〉 | then we
reduce to the previous theorem: ∀t ∈ A,∀ϕ ∈ C∞(U), | 〈t, ϕ〉 | = | 〈t, χϕ〉 | 6
CK2 sup|α|6p |∂αχϕ|L∞ 6 C sup|α|6p |∂αϕ|L∞(K2). 
Corollary 1.5.1 Let U be an arbitrary open domain, t ∈ Es(U) iff t ∈
D′(U) is a distribution on U
∀ϕ ∈ D(U), ∃C(ϕ), sup
λ∈[0,1]
|λ−stλ, ϕ| 6 C(ϕ)
⇔ ∀K ⊂ U,∃(p, CK), ∀ϕ ∈ DK(U), sup
λ∈[0,1]
|λ−stλ, ϕ| 6 CKpip(ϕ).
Chapter 2
A prelude to the microlocal
extension.
2.0.1 Introduction.
First, let us recall the problem which was solved in Chapter 1. We started
from a smooth manifold M and a closed embedded submanifold I ⊂M . We
defined a general setting in which we could scale transversally to I using the
flow generated by a class of vector fields called Euler vector fields. Then for
each distribution t ∈ D′(M \ I) which was weakly homogeneous of degree s
in some precise sense (we called Es(M \ I) the space of such distributions):
- the notion of weak homogeneity was made independent of the choice of
Euler ρ,
- we proved that t has an extension t ∈ Es′(M) for some s′. We also un-
derstood that the problem of extension is essentially a local problem and
that everything can be reduced to the extension problem in Rn+d with co-
ordinates (x, h), I = Rn × {0} = {h = 0} and where the scaling is defined
by ρ = hj ∂
∂hj
. All the “geometry” is somehow contained in the possibility
of choosing another Euler vector field. In fact, the pseudogroup G of lo-
cal diffeomorphisms of Rn+d preserving I acts on the space of Euler vector
fields.
However this gives no a priori information on the wave front set of the
extension t. But in QFT, we need conditions on WF (t) in order to define
products of distributions. By the pull-back theorem of Ho¨rmander ([41] thm
8.2.4), there is no reason for WF (tλ) to be equal to WF (t). Hence in order
to control the wave front set of t, the first step is to build some cone Γ
which bounds the wave front set of all scaled distributions tλ and a natural
candidate for Γ is Γ =
⋃
λ∈(0,1]WF (tλ). We denote by (x, h; k, ξ) the coor-
dinates in T ?Rn+d, (x; k) ∈ T ?Rn, (h; ξ) ∈ T ?Rd. We use the notation T •M
for the cotangent bundle T ?M with the zero section removed. Denote by
Cρ the set {(x, h; k, 0)|k 6= 0} ⊂ T •Rn+d. We call C = {(x, 0; 0, ξ)|ξ 6= 0}
29
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the intersection of the conormal bundle of I with T •Rn+d. In the first part
of this Chapter, we will explain the geometric interpretation of the set Cρ
and how it depends on the choice of Euler ρ. Cρ plays an important role
for the determination of the analytical structure of local counterterms: if
WF (t) does not meet Cρ = {(x, h; k, 0)|k 6= 0}, then the local countert-
erms constructed from t (1.30) are distributions with wave front set in the
conormal (we meet them again in Chapter 6 under the form of anomaly
counterterms). Whereas the condition WF (t) ∩ Cρ = ∅ depends on the
choice of ρ, the stronger condition WF (t)|I ⊂ C does not depend on ρ and
implies that for any choice of Euler ρ, WF (t)∩Cρ = ∅ in some neighborhood
of I.
The problem of the closure of Γ over I. So we are led to study un-
der which conditions on WF (t) the cone Γ defined by Γ =
⋃
λ∈(0,1]WF (tλ)
satisfies the constraint Γ|I ⊂ C, where Γ is the closure of Γ ⊂ T • (M \ I) in
T •M . Then we find a necessary and sufficient condition on WF (t) which we
call soft landing condition for Γ|I to lie in C. The fact that WF (t) sat-
isfies the soft landing condition guarantees that whatever generalized Euler
vector field ρ we choose, the counterterms are conormal distributions sup-
ported on I. Furthermore, it is a condition which allows to control the wave
front set of the extension as we will see in Chapter 3.
The soft landing condition is not sufficient in order to control the
wave front set. Assume that t ∈ Es(M \ I) and WF (t) satisfies the
soft landing condition. Under these assumptions, we address the question:
in which sense limε
∫ 1
ε
dλ
λ tψ(
h
λ) converges to t ? More precisely for what
topology on D′(M) do we have convergence ? We already know from The-
orems 1.3.1 and 1.3.2 in Chapter 1 that the integral converges in the weak
topology of D′ but this is not sufficient since it does not imply the conver-
gence in stronger topologies which control wave front sets as the following
examples show: indeed in (2.4.1), we construct a distribution t such that
t(1−χε−1) →
ε→0
t in D′, whereas ∀ε ∈ (0, 1], t(1−χε−1) is smooth in M \I, the
wave front of t can contain any ray p ∈ T •M |I in the cotangent cone over I.
Our example shows that generically, we cannot control the wave front set of
limε→0 t(1−χε−1) even if the limit exists in D′ and each t(1−χε−1) ∈ D′Γ has
wave front set in a given cone Γ. Thus our assumptions that t ∈ Es(M \ I)
and WF (t) satisfies the soft landing condition are not sufficient to control
the wave front set of the extension t. We will later prove in Chapter
3, that the supplementary condition that λ−stλ be bounded in D′Γ(M \ I)
(see Definition 2.0.2) is sufficient to have the estimate WF (t) ⊂WF (t)∪C.
Notation and preliminary definitions. In this paragraph, we recall
results on distribution spaces that we will use in the proof of our main
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Figure 2.1: The conormal bundle to I.
theorem which controls the wave front set of the extension. Furthermore
the seminorms that we define here allow to write proper estimates. For any
cone Γ ⊂ T •Rd, we let D′Γ be the set of distributions with wave front set in
Γ. We define the set of seminorms ‖.‖N,V,χ on D′Γ.
Definition 2.0.1 For all χ ∈ D(Rd), for all closed cone V ⊂ (Rd \ {0})
such that (supp χ× V ) ∩ Γ = ∅, ‖t‖N,V,χ = supξ∈V |(1 + |ξ|)N t̂χ(ξ)|.
We recall the definition of the topology D′Γ (see [2] p. 14 and [76] Chapter 6
p. 333),
Definition 2.0.2 The topology of D′Γ is the weakest topology that makes all
seminorms ‖.‖N,V,χ continuous and which is stronger than the weak topol-
ogy of D′(Rd). Or it can be formulated as the topology which makes all
seminorms ‖.‖N,V,χ and the seminorms of the weak topology:
∀ϕ ∈ D
(
Rd
)
, | 〈t, ϕ〉 | = Pϕ (t) (2.1)
continuous.
We say that B is bounded inD′Γ if B is bounded inD′ and if for all seminorms
‖.‖N,V,χ defining the topology of D′Γ,
sup
t∈B
‖t‖N,V,χ <∞.
2.1 Geometry in cotangent space.
We will denote by C = (TI)⊥∩T •M the intersection of the conormal bundle
(TI)⊥ with the cotangent cone T •M . For any subset Γ of T •M and for any
subset U of M we denote by Γ|U the set Γ∩T •U where T •U is the restriction
of the cotangent cone over U .
Associating a fiber bundle to a generalized Euler ρ. We work with
Euler vector fields ρ defined on a neighborhood V of I then V fibers over I
in such a way that the leaves of these fibrations are the set of all flow lines
ending at a given of point of I, these leaves are invariant by the flow of ρ.
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Figure 2.2: The foliation, endpoints of flow lines and leaves.
Definition 2.1.1 Define the map piρ : p ∈ V 7→ limt→∞ e−tρ(p) ∈ I.
Proposition 2.1.1 Let ρ be a generalized Euler vector field defined on a
neighborhood V of I, then V fibers over I, piρ : V 7→ I.
Proof — It is sufficient to check that the fibration is trivial over an open
neighborhood of any p ∈ I ([40] Definition 6.1 p. 257 ). We proved that for
any p ∈ I, there is a local chart (x, h) of M around p where I = {h = 0} and
the vector field ρ writes hj∂hj . In this chart, the fibration takes the trivial
form
(x, h) ∈ Rn+d 7→ (x) ∈ Rn.

Definition 2.1.2 We define a subset Cρ as the union of the conormals of
the leaves of the fibration piρ : V 7→ I. Cρ is a coisotropic set of T ?M .
C,Cρ in local coordinates. In the sequel, we always work in local charts
(x, h) ∈ Rn+d where I = {h = 0}. We denote by (x, h; k, ξ) the coordinates
in cotangent space T ?Rn+d, where k (resp ξ) is dual to x (resp h). The
scaling is defined by the Euler vector field ρ = hj∂hj . There is no loss
of generality in reducing to this case because we proved that locally we can
always reduce to this canonical situation (cf Chapter 1). In local coordinates
C = {(x, 0; 0, ξ)|ξ 6= 0} and Cρ = {(x, h; k, 0)|k 6= 0}.
Lemma 2.1.1 Let t ∈ D′(M \ I). If WF (t)|I ⊂ C then for any Euler ρ,
there exists a neighborhood V of I for which WF (t)|V ∩ Cρ = ∅.
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Figure 2.3: The representation of Cρ as a union of conormal bundles of the
leaves of the foliation.
Proof — Since the property we want to prove is open, it is sufficient to
establish it on some open neighborhood of any p ∈ I. So consider a local
chart (x, h) : Ω 7→ Rn+d where p = (0, 0), I = {h = 0}, ρ = hj∂hj and
Ω is a compact set. By a simple contradiction argument, if for all |h| 6 ε,
WF (t)|Ω∩{0<|h|6ε}∩Cρ 6= ∅, we can find a sequence (xn, hn; kn|kn| , 0) in WF (t)
such that (xn, hn) ∈ Ω, hn → 0, then extracting a convergent subsequence
yields a contradiction with the assumption WF (t)|I ⊂ C. 
Lifted flows on cotangent space. It will be crucial in the proof of
Theorem 3.2.1 to control the wave front of the extension to understand
the dynamics of the lift of the Euler flow on cotangent space. When we
scale a distribution t by the one-parameter family Φλ = e
log λρ?, we need to
compute the wave front of Φ∗λt. This is described by the pull-back theorem
of Ho¨rmander (see [41] Theorem 8.2.4) as the image of WF (t) by the flow
T ∗Φ−1λ .
Two interpretations of the lifted flow in cotangent space. We give
here two points of view on this lifting. In the first one, the sections of the
cotangent bundle are viewed as sections of the bundle of one forms Ω1(M).
The second interpretation is more in the spirit of symplectic geometry and
will be useful for the microlocal interpretation of the flow (see Chapter 5).
1. ρ defines a flow on M and, as any diffeomorphism, this flow can be
lifted to the cotangent space T ∗M . Actually any diffeomorphism Φ :
M 7→M lifts by the formula
T ?Φ : (x, η) 7→ (Φ(x), η ◦ dΦ−1|Φ(x)) (2.2)
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which in coordinates representation (x, h) 7→ (x, λh) in Rn+d reads:
(x, h; k, ξ) ∈ T ?Rn+d 7→ (x, λh; k, λ−1ξ) ∈ T ?Rn+d.
2. The symbol of the differential operator ρ is σ(ρ) = −ihjξj . We com-
pute its symplectic gradient σ(ρ) ∈ C∞(T ?M) for the symplectic form
i(dk ∧ dx+ dξ ∧ dh)
hj∂hj − ξj∂ξj ,
and we take the flow of this vector field (for more on the symbol map
see [21] p. 198) .
Experts in microlocal analysis use this lifted flow in the “Change-of-variables
formula” for pseudodifferential operators, see the formula at the bottom of
p. 222 in [21] and Formula 61.20 p. 334 in [21].
2.2 Geometric and metric topological properties
of Γ.
We work in Rn+d with coordinates (x, h), I = Rn×{0} is the linear subspace
{h = 0}, the scaling is given by the vector field ρ = hj ∂
∂hj
and we use
the notation fλ(x, h) = f(x, λh). We restrict to a compact set K which
is ρ-convex. The goal of the first part is to find conditions on Γ so that
∀λ ∈ (0, 1],WF (tλ) ⊂ Γ. We first use the pull-back theorem of Ho¨rmander
to describe WF (tλ).
The pull back theorem of Ho¨rmander. Recall the definition of Φ∗Γ
for Φ : X 7→ Y a smooth diffeomorphism beetween two smooth manifolds
(X,Y ) and Γ ∈ T •Y ,
Φ∗Γ = {(x; ξ ◦ dΦx)|(Φ(x); ξ) ∈ Γ}.
In the case Φ is a diffeomorphism, Φ is invertible and we have the simpler
formula:
Φ∗Γ = {Φ−1(y); ξ ◦DΦΦ−1(y)| (y; ξ) ∈ Γ}.
For Φ(λ) : (x, h) 7→ (x, λh), we thus have
Φ(λ)∗Γ = {(x, λ−1h, k, λξ)|(x, h; k, ξ) ∈ Γ}
and also Φ(λ)∗Γ|K = {(x, h; k, ξ)|(x, λh, k, λ−1ξ) ∈ Γ, (x, h) ∈ K} = Φ(λ)∗Γ∩(
K × (Rn+d)?) . If t ∈ D′Γ then Φ?t ∈ D′Φ?Γ by application of the pull-back
theorem of Ho¨rmander (8.2.4 in [41] or [21] theorem 63.1) where Ho¨rmander
uses the notation tdΦxξ for ξ ◦ dΦx.
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Figure 2.4: ΓM as the union of all flowlines intersecting WF (t).
The fundamental equation. We wish actually to compute
⋃
λ∈(0,1]WF (tλ).
Let U be any ρ-convex subset of M . We construct a geometric upper bound
ΓM (WF (t)) such that
⋃
λ∈(0,1]WF (tλ)|U ⊂ ΓM (WF (t)), where ΓM (WF (t))
has a transparent geometrical meaning.
Definition 2.2.1 Let ρ be a Euler vector field and U a ρ-convex subset of
M . Let WF (t) be given, then the set ΓM (WF (t))|U is defined as the union
of all curves of the flow λ 7→ T ?(elog λρ) which intersect WF (t) and the
projection on the base space of which lie in U . Let T be the maximal time
of existence of the flow elog λρ
ΓM (WF (t))|U = {T ?elog λρ(p)|p ∈WF (t), λ ∈ (0, T )} ∩ T •U. (2.3)
ΓM (WF (t))|U is also defined as the smallest subset of T ?UM which contains
WF (t) ∩ T ?UM and which is stable by T ?elog λρ for λ ∈ (0, 1]. It is entirely
determined by ρ and WF (t).
Proposition 2.2.1 For all λ ∈ (0, 1], WF (tλ)|U ⊂ ΓM (WF (t))|U .
This is immediate from the definition of ΓM (WF (t)) and the pullback theo-
rem. In the sequel, we use a local chart to identify a neighborhood of p ∈ I
with the
(
hj ∂
∂hj
)
-convex set U = {0 < |h| 6 ε, x ∈ K} for some ε and
where K is a compact set of Rn. We want to describe geometrically the set
ΓM (WF (t)). The intuitive idea is that it is enough to know ΓM (WF (t))
on a vertical slice {|h| = ε} just by following the integral curves of the flow
intersecting ΓM (WF (t))||h|=ε. We solve a Cauchy problem for the set ΓM ,
in the sense that we fix some geometric Cauchy data ΓM ||h|=ε on the bound-
ary {|h| = ε} of the domain then we use the geometric characterization of
ΓM |U given by equation (2.3). It is a geometric version of the method of
characteristics in PDE.
36 CHAPTER 2. A PRELUDE TO THE MICROLOCAL EXTENSION.
Figure 2.5: The WF(t), the foliation of ΓM by flowlines and the restriction
over |h| = ε.
Proposition 2.2.2 Let U = {(x, h)|0 < |h| 6 ε, x ∈ K} ⊂ Rn+d where K
is a compact subset of Rn and for some ε > 0. Let ΓM (WF (t))|U be de-
fined by Definition (2.2.1). Then ΓM (WF (t))|U∩{|h|=ε} entirely determines
ΓM (WF (t))|U by the equation:
ΓM (WF (t))|U = {T ?Φλ(p)|p ∈ ΓM (WF (t))|U∩{|h|=ε}, 0 < λ 6 1}. (2.4)
Proof — By definition, ΓM (WF (t))|U is fibered by curves ΓM (WF (t))|U =
{Φλ(p)|p ∈ ΓM (WF (t))|U , λ ∈ (0, 1]} ∩ T •{0 < |h| 6 ε}. Each of these
curves must intersect the boundary |h| = ε in T •U hence ΓM (WF (t))|U is
the set of all curves (T ?Φλ(p))0<λ61 for p ∈ ΓM (WF (t))|U∩{|h|=ε}. 
For a given cone WF (t) and ΓM (WF (t)) defined by the equation (2.3), we
believe it is natural to demand that ΓM |I is contained in the conormal C
because this ensures that ΓM (WF (t)) never meets Cρ for arbitrary choices of
generalized Euler vector fields ρ. This condition is crucial for QFT because
it ensures that counterterms are conormal distributions supported on I, we
will discuss this in Theorem (2.3.1). We introduce a local condition on
WF (t) named local soft landing condition at p which ensures that for
some neighborhood Vp of p, ΓM (WF (t))|I∩Vp ⊂ C:
Definition 2.2.2 WF (t) satisfies the soft landing condition at p if there
exists ρ and a local chart (x, h) ∈ C∞(U,Rn+d), I = {h = 0} at p ∈ U for
which ρ = hj ∂
∂hj
and such that
∃ε > 0,∃δ > 0,WF (t)|U∩{|h|6ε} ⊂ {|k| 6 δ|h||ξ|}. (2.5)
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Figure 2.6: The soft landing condition forces the elements of WF to converge
to the conormal of I.
Notice that the scale invariance of estimate |k| 6 δ|h||ξ| implies the sta-
bility of the soft landing condition by scaling with ρ = hj ∂
∂hj
. The above
definition depends on the choice of ρ, however since by 1.4.1, two Eulers
ρ1, ρ2 are always locally conjugated by an element Ψ of the pseudogroup G,
Ψ transforms the Euler by pushforward, Ψ?ρ1 = ρ2, and the local chart by
pullback. To prove that the local soft landing condition does not depend on
the choice of Euler vector field, it suffices to prove Γ satisfies the local soft
landing condition at p implies Ψ(Γ) satisfies the soft landing condition at
Ψ(p) for all Ψ ∈ G.
The soft landing condition is stable by action of G.
We prove in Propositions 2.2.3 that the soft landing condition is locally
stable by the action of the pseudogroup G of local diffeomorphisms fixing I.
The geometric reformulation of the soft landing condition. We
are led to reformulate the local soft landing condition in a more geometric
flavor which, once established, makes the claim of stability rather trivial.
We denote by U?Rn+d the unit cosphere bundle. Let pi1 : (x, h; k, ξ) ∈
U?Rn+d 7→ (x, h) ∈ Rn+d and pi2 : (x, h; k, ξ) ∈ U?Rn+d 7→ (k, ξ) ∈ Un+d−1.
We introduce the following distance on the cosphere bundle dU?Rn+d (p, q) =
dRn+d(pi1(p), pi1(q)) + dUn+d−1(pi2(p), pi2(q)). Let us consider UΓ the trace of
Γ on U?Rn+d and also UC the trace of the conormal bundle of I in U?Rn+d.
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Definition 2.2.3 The set Γ satisfies the local soft landing condition on U
if and only if for any element p ∈ UΓ such that pi1(p) ∈ U , the distance of p
with the conormal trace UC is controlled by the distance beetween pi1(p) and
I:
∀K ⊂ U,∃δ, ∀p ∈ ΓS , pi1(p) ∈ K, dS?Rn+d(p, CS) 6 δdRn+d(pi1(p), I).
We will quickly explain the equivalence of this definition with the definition
(2.2.2),
|k| 6 δ|h||ξ| ⇔ |k||ξ| 6 δ|h|
⇔ | tan θ((k, ξ); (0, ξ))| 6 δ|h| =⇒ |θ((k, ξ); (0, ξ))| 6 δ′|h|
=⇒ dSn+d−1(pi2(p), pi2(C)) 6 δ′dRn+d(pi1(p), I)
=⇒ dS?Rn+d (p, CS) = dSn+d−1(pi2(p), pi2(C)) + dRn+d(pi1(p), I)
6 (1 + δ′)dRn+d(pi1(p), I).
Conversely,
dS?Rn+d(p, CS) 6 δdRn+d(pi1(p), I)
=⇒ dSn+d−1(pi2(p), pi2(C)) 6 δdRn+d(pi1(p), I)
=⇒ |θ((k, ξ); (0, ξ))| 6 δ|h|
=⇒ | tan θ((k, ξ); (0, ξ))| 6 δ′|h| =⇒ |k||ξ| 6 δ
′|h|.
The invariance by G. The geometrical reformulation in terms of distance
combined with Proposition 4.3.1 makes obvious the following claim:
Proposition 2.2.3 Let Ψ : U 7→ U be a local diffeomorphism in G, σ =
T ?Ψ be the corresponding lift on T ?U and Γ be a closed conic set in T •M .
Then if Γ satisfies the local soft landing condition at pi1 ◦ σ(p) ∈ U , then
σ ◦ Γ satisfies the local soft landing condition at pi1 ◦ σ(p).
By 1.4.1, this implies:
Proposition 2.2.4 If WF (t) satisfies the soft landing condition locally at
p for some ρ and some associated chart, then for any local chart (x, h) ∈
C∞(U,Rn+d), I = {h = 0} and associated Euler ρ = hj ∂
∂hj
, WF (t) satisfies
the soft landing condition locally at p.
Definition 2.2.4 WF (t) satisfies the soft landing condition if for all p ∈ I,
it satisfies the soft landing condition locally at p.
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Consequences of the soft landing condition.
Lemma 2.2.1 Let t ∈ D′(M \ I). If WF (t) satisfies the soft landing con-
dition, then WF (t)|I ⊂ C. In particular, this implies for all Euler ρ, there
exists a neighborhood V of I such that WF (t) ∩ Cρ = ∅.
Proof — By definition of the soft landing condition, it suffices to work
locally at each p ∈ I. For each p, there exists some open set U s.t. ∃δ >
0,WF (t)|U∩{|h|6ε} ⊂ {|k| 6 δ|h||ξ|} which implies WF (t)|U∩{h=0} ⊂ {k =
0} =⇒ WF (t)|I∩U ⊂ C. Actually WF (t)|I∩U ⊂ C =⇒ WF (t)|U∩{|h|6ε}∩
Cρ = ∅ for ε small enough by Lemma 2.1.1. For each p, we were able
to find an open set Up and εp > 0 such that WF (t)|Up∩{|h|6εp} ∩ Cρ =
∅ then ∪p∈IUp ∩ {|h| 6 εp} forms an open cover of I and extracting a
subcover V = ∪n∈NUpn ∩ {|h| 6 εpn} gives a neighborhood V of I such that
WF (t) ∩ Cρ = ∅. 
Theorem 2.2.1 Let t ∈ D′(M \ I). WF (t) satisfies the soft landing condi-
tion if and only if
ΓM (WF (t))|I ⊂ C = (TI)⊥, (2.6)
where ΓM (WF (t)) is defined by Equation (2.3).
Proof — It suffices to work locally at each p ∈ I. The sense ⇒ is sim-
ple. The set {|k| 6 δ|h||ξ|} is clearly invariant by the flow (x, h; k, ξ) →
(x, λh; k, λ−1ξ). If p ∈ WF (t) then by hypothesis p ∈ {|k| 6 δ|h||ξ|}, hence
the whole curve λ 7→ Φλ(p) lies in {|k| 6 δ|h||ξ|} thus by definition ΓM =
{Φλ(p)|p ∈ WF (t), λ ∈ (0,∞),Φλ(p) ∈ T • (0 < |h| 6 ε)} ⊂ {|k| 6 δ|h||ξ|}.
Since {|k| 6 δ|h||ξ|} is closed then ΓM ⊂ {|k| 6 δ|h||ξ|} and on I = {h = 0}
we must have k = 0 thus ΓM |I ⊂ C. Hence ΓM |I ⊂ C. To establish the con-
verse sense ⇐, we use the proposition (2.2.2). If ΓM (WF (t))|I ⊂ C then by
Lemma 2.1.1, ΓM (WF (t))||h|=ε∩{(x, h; k, 0)|k 6= 0} = ∅ for ε small enough.
This implies that ∃δ > 0 s.t. Γ||h|=ε ⊂ {|k| 6 δε|ξ|}. Indeed let us proceed
by contradiction. Assume the contrary, then for any n ∈ N∗, there exist
(xn, hn; knξn) ∈ Γ||h|=ε s.t. kn > n|ξn| and w.l.g. |kn| = 1. By compactness,
we can extract a subsequence which converges to (x, h; k, 0). This hypoth-
esis translates in an estimate ΓM ||h|=ε ⊂ {|k| 6 δε|ξ|} for a certain δ > 0.
Now the idea is to scale this estimate in order to have a general estimate for
all h.
p ∈ ΓM ||h|=ε =⇒ p = (x, h; k, ξ) ∈ {|k| 6 δε|ξ|} ⊂ {|k| 6 δ|h||ξ|}
by the estimate ΓM ||h|=ε ⊂ {|k| 6 δε|ξ|} and because |h| = ε,
=⇒ ∀λ ∈ (0, 1],Φλ(p) = (x, λh; k, λ−1ξ) ∈ {|k| 6 δλ|h|λ−1|ξ|} = {|k| 6 δ|h||ξ|}
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Hence by proposition (2.2.2) we find
ΓM |0<|h|6ε = {Φλ(p)|p ∈ ΓM ||h|=ε, 0 < λ 6 1} ⊂ {|k| 6 δ|h||ξ|} (2.7)
ΓM |0<|h|6ε = {Φλ(p)|p ∈ ΓM ||h|=ε, λ ∈ [0, 1]} ⊂ {|k| 6 δ|h||ξ|} (2.8)
and we proved the claim because WF (t)|0<|h|6ε ⊂ ΓM |0<|h|6ε. 
A counterexample which shows the optimality of the soft landing
condition.
We give a counterexample which proves WF (t)|I ⊂ C does not imply
ΓM (WF (t))|I ⊂ C ie the soft landing condition (2.2.2) is in fact opti-
mal. We work in R2 with coordinates (x, h). The Euler vector field writes
ρ = h∂h. If WF (t) = {(x, h;λ1, λh− 12 )|λ ∈ R+} then it is immediate that
WF (t)|I ⊂ C = {(x, 0; 0, ξ)}. However WF (t) does not satisfy the soft land-
ing condition since we find that the sequence of points (x, 1
n2
; 1, n) belongs
to WF (t). By definition of Γ =
⋃
λ∈(0,1]WF (tλ), we find that
Γ = {(x, λ−1h, k, λξ)|(x, h, k, ξ) ∈WF (t), λ ∈ (0, 1]}
thus setting λn =
1
n , we find that the sequence (x, n
1
n2
; 1, nn) = (x,
1
n ; 1, 1)
belongs to Γ thus limn→∞(x, 1n ; 1, 1) = (x, 0; 1, 1) ∈ Γ|I which does not live
in the conormal.
2.3 The counterterms are conormal distributions.
We fix the coordinate system (xi, hj) in Rn+d and I = {h = 0}. We first
recall a deep theorem of Schwartz (see [64] Theorems 36 p. 101) about the
structure of distributions supported on I ⊂ Rn+d. We denote by δI the
unique distribution such that ∀ϕ ∈ D(Rn+d),
〈δI , ϕ〉 =
∫
Rn
ϕ(x, 0)dnx.
The collection of coordinate functions (hj)16j6d defines a canonical collec-
tion of transverse vector fields (∂hj )j . If t ∈ D′(Rn+d) with supp t ⊂ I,
then there exist a unique family of distributions (once the system of trans-
verse vector fields ∂hj is fixed) tα ∈ D′ (Rn), with {supp tα} locally finite,
such that t(x, h) =
∑
α tα(x)∂
α
h δI(h) (see [64] Theorem 36 p. 101-102 or [41]
theorem 2.3.5)) where the ∂αh are derivatives in the transverse directions.
2.3. THE COUNTERTERMS ARE CONORMAL DISTRIBUTIONS. 41
What happens in the case of manifolds ? From the point of view of
L. Schwartz, the only thing to keep in mind is that a distribution supported
on a submanifold I is always well defined locally and the representation of
this distribution is unique once we fix a system of coordinate functions (hj)j
which are transverse to I ([64] Theorem 37 p. 102). For any distribution
tα ∈ D′(I), if we denote by i : I ↪→ M the canonical embedding of I in M
then i?tα is the push-forward of tα in M :
∀ϕ ∈ D(M), 〈i?tα, ϕ〉 = 〈tα, ϕ ◦ i〉 .
The next lemma completes Theorem 1.3.4 proved in Chapter 1. Here the
idea is that we add a constraint on the local counterterm t, namely that
WF (t) is contained in the conormal of I. Then we prove that the coefficients
tα appearing in the Schwartz representation are in fact smooth functions.
Lemma 2.3.1 Let t ∈ D′(M) such that t is supported on I, then
1) t has a unique decomposition as locally finite linear combinations of
transversal derivatives of push-forward to M of distributions tα in D′(I):
t =
∑
α ∂
α
h (i?tα),
and 2) WF (t) is contained in the conormal of I if and only if ∀α, tα is
smooth.
Proof — In local coordinates, let
t(x, h) =
∑
α
∂αh (tα(x)δI(h)) =
∑
α
tα(x)∂
α
h δI(h).
Assume tα is not smooth then WF (tα) would be non empty. Then WF (tα)
contains an element (x0; k0). Pick χ ∈ D(Rn) such that χ(x0) 6= 0 then
F(tαχ∂αh δI)(k, ξ) = t̂αχ(k)(−iξ)α,
hence we find a codirection (λk0, λξ), k0 6= 0 in which the product t̂αχ∂̂αh δI is
not rapidly decreasing, hence there is a point (x, 0) such that (x, 0; k0, ξ0) ∈
WF (t) (by lemma 8.2.1 in [41]) which is in contradiction with the fact that
WF (t) ⊂ C = {(x, 0, 0, ξ)|ξ 6= 0}. The reader can use Theorem 8.1.5 in [41]
for the converse. 
Combining with Theorem 1.3.4, we obtain:
Corollary 2.3.1 Let t ∈ D′(Rn+d) and supp t ⊂ I. If WF (t) ⊂ C and
t ∈ Es(Rn+d),−m − 1 < s + d 6 −m, then t(x, h) =
∑
α tα(x)∂
α
h δI(h),
where ∀α, tα ∈ C∞ (Rn) and |α| 6 m.
Corollary 2.3.2 Let M be a smooth manifold and I a closed embedded
submanifold. For −m−1 < s+d 6 −m, the space of distributions t ∈ Es(M)
such that supp t ∈ I and WF (t) is contained in the conormal of I is a finitely
generated module of rank m+d!m!d! over the ring C
∞(I).
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Proof — In each local chart (x, h) where I = {h = 0}, t = ∑α tα(x)∂αh δI(h)
where the lenght |α| is bounded by m by the above corollary and ∀α, tα ∈
C∞ (I). This improves on the result given by the structure theorem of
Laurent Schwartz since we now know that the tα are smooth. 
Recall pi is the fibration which in local coordinates where ρ = hj ∂
∂hj
writes
pi : (x, h) 7→ x and i is the embedding of I in M . Recall the formula 1.30 for
the counterterms which are used to renormalize the Ho¨rmander extension
formula:
〈τλ, ϕ〉 =
〈
tψ(
h
λ
),
∑
|α|6m
hα
α!
piρ?i? (∂αhϕ)
〉
. (2.9)
We give here a general definition of local counterterms of t that covers the
counterterms of Chapter 1, the anomaly counterterms of Chapter 6 and the
poles of the meromorphic regularization of Chapter 7:
Definition 2.3.1 Let us fix a system (hj)16j6d of coordinate functions trans-
verse to I. The vector space of local counterterms of t ∈ D′(M \I) is defined
as the vector space generated by all distribution τ supported on I which can
be represented by the formula:
∀ϕ ∈ D(M), 〈τ, ϕ〉 = 〈tψ, piρ?i? (∂αhϕ)〉 , (2.10)
where ψ vanishes in a neighborhood of I and pi : supp ψ 7→ I is a proper
mapping.
The next theorem we will prove is very simple yet extremely important
conceptually for QFT in curved space times. In classical QFT textbooks, one
should subtract polynomials of momenta to renormalize divergent integrals.
By inverse Fourier transform these counterterms become sums of derivatives
of delta functions supported on vector subspaces of configuration space. In
curved space times, there is no concept of polynomials of momenta but the
notion of conormal distribution supported on a submanifold still makes sense
and replaces the concept of polynomials of momenta. We start by a simple
lemma:
Lemma 2.3.2 Let t ∈ D′(M \ I) and τ be a distribution defined by the
formula
∀ϕ ∈ D(M), 〈τ, ϕ〉 = 〈tψ, (∂αhϕ) ◦ i ◦ pi〉 , (2.11)
where ψ vanishes in a neighborhood of I and pi : supp ψ 7→ I is a proper
mapping. If WF (tψ)∩Cρ = ∅ then WF (τ) is contained in the conormal C.
Proof — We can prove our claim in local charts and reduce to the flat case
Rn+d. τ can be reformulated as a product of the pushforward of tψ by the
fibration pi : (x, h) ∈ Rn+d 7→ x ∈ Rn with a derivative of delta distribution.
The idea of the proof is to use the Fubini theorem where integration is
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performed in a specific order. To clearly understand the strategy, let us
write 〈tψ, ∂αϕ(x, 0)〉 in integral form∫
Rn+d
dnxddht(x, h)ψ(x, h)∂αϕ(x, 0)
=
∫
Rn
dnx
(∫
Rd
ddht(x, h)ψ(x, h)
)
∂αϕ(x, 0)
=
∫
Rn
dnx
(∫
pi−1(x)
ddht(x, h)ψ(x, h)
)
︸ ︷︷ ︸
integrated along fibers
∂αϕ(x, 0).
This formula suggests the coefficient tα(x) in the Schwartz representation
formula is just equal to the integral
(∫
pi−1(x) d
dht(x, h)ψ(x, h)
)
. Then the
distribution x 7→ tα(x) =
∫
pi−1(x) d
dht(x, h)ψ(h) is the pushforward pi∗ (tψ)
where we integrated tψ along the fibers of the fibration pi. The wave
front set of pi∗ (tψ) can be computed by proposition (1.3.4) page 20 of [24].
WF (pi∗ (tψ)) = {(x; k)|∃h, (x, h; k, 0) ∈ WF (tψ)}, since WF (tψ) ∩ Cρ =
∅ then WF (pi∗ (tψ)) is empty hence pi∗ (tψ) ∈ C∞(I). Finally, if we set
tα = pi∗ (tψ) then the counterterm τ writes τ(x, h) = tα(x)∂αh δI(h) where
tα ∈ C∞(I) and is a conormal distribution in the terminology of Ho¨rmander
(see [41] 8.1.5). 
Combining Lemmas 2.3.2, 2.3.1, 2.1.1 and fixing a system of coordinates
functions (hj)j transversal to I yields the theorem:
Theorem 2.3.1 Let t ∈ D′(M \ I). If WF (t)|I ⊂ C, then there exists a
neighborhood V of I such that for all τ defined by the formula
∀ϕ ∈ D(M), 〈τ, ϕ〉 = 〈tψ, piρ?i? (∂αhϕ)〉 , (2.12)
where ψ vanishes in a neighborhood of I and pi : supp ψ 7→ I is a proper
mapping and supp ψ ⊂ V, WF (τ) ⊂ C. In particular, τ is represented in a
unique way by τ =
∑
α ∂
α
h (i?τα) where ∀α, τα ∈ C∞(I).
2.4 Counterexample.
We work in T ?Rn+d with coordinates (x, h; k, ξ) and I = {h = 0}. In
this section, we prove that for any p ∈ T •Rn+d|I , we can construct t ∈
C∞(Rn+d \ {h = 0}) ∩ L∞(Rn+d) in such a way that p ∈ WF (t). t is a
bounded function hence defines a unique element t ∈ D′(Rn+d).
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Lemma 2.4.1 For all p = (x0, 0; k, ξ) ∈ T •Rn+d|I , there exists t ∈ C∞(Rn+d\
{h = 0}) ∩ L∞(Rn+d) such that p ∈ WF (t). In particular, when p =
(0, 0; , 0) then we can choose
t(x, h) =
∫
Rn+d
dξdkei(x.k+h.ξ)a(k, ξ) (1 + |k|+ |ξ|)−n−d−1 ,
where a(k, ξ) = e
− |k|2+|ξ|2−(k.)2
(k.) (1 − α(k, ξ)) when k. > 0 and 0 otherwise,
where α = 1 in a neighborhood of 0.
The contruction of t was inspired by [42] Example 8.2.4 p. 188 and the
lecture notes of Louis Boutet de Monvel [15] (8.7) p. 80.
Proof — Without loss of generality, we can reduce to the specific case where
ε = (1, 0, . . . , 0) and ξ = 0 by coordinate change. Notice t ∈ L∞(Rn+d),
|t| 6
∫
Rn+d
dξdk (1 + |k|+ |ξ|)−n−d−1
and
t̂(k, ξ) = e
−
∑n
i=2 k
2
i+|ξ|2
k21 (1 + |k|+ |ξ|)−n−d−1 (1− α)
does not decrease faster than any polynomial inverse when k2 = · · · = kn =
ξ1 = · · · = ξd = 0, k1 > 0 which implies by Proposition 8.1.3 p. 254 in [41]
that WF (t) is nonempty. t̂ is a smooth symbol on T •Rn+d ([58] p. 98–99)
which does not depend on (x, h) and the Fourier phase (x.k+h.ξ) has critical
points only at x = h = 0 thus by Theorem 9.47 p. 102–103 in [58], we find
that the singular support of t reduces to (0, 0) thus WF (t) ⊂ T •(0,0)Rn+d and
t ∈ C∞(Rn+d \ {h = 0})∩L∞(Rn+d). But WF (t) should be non empty and
the projection on the second factor (x, h; k, ξ) ∈ T •Rn+d 7→ (k, ξ) ∈ Rn+d
should be contained in {k2 = · · · = kn = ξ1 = · · · = ξd = 0, k1 > 0} so
WF (t) = (0, 0;λε, 0), λ > 0. 
The distribution t is bounded hence weakly homogeneous of degree 0,
thus the extension limε→0
∫ 1
ε
dλ
λ tψλ−1 = limε→0 t(1−χε−1) exists in D′(Rn+d)
by Theorem 1.3.1, is unique in E0(Rn+d) by Theorem 1.3.4 and just corre-
sponds to the extension of t in D′ by integration against test functions.
However, ∀ε, ∫ 1ε dλλ tψλ−1 = t(1− χε−1) ∈ C∞(Rn+d):
Theorem 2.4.1 For all p = (x0, 0; k, ξ) ∈ T •Rn+d|I , there exists a smooth
function t ∈ E0(Rn+d \ I) (thus WF (t) = ∅) which has a unique extension
t in E0(Rn+d) such that p ∈WF (t).
2.5 Appendix.
The module structure of distributions supported on I. The concept
of delta distribution δI of a submanifold I is not intrinsically defined but a
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certain sheaf associated to I is canonically defined: let U be an open set of
M and (hj)j=1,··· ,d ∈ I(U)d a collection of sections of the sheaf I of functions
vanishing on I ∩ U such that the differentials dhj , j = 1, · · · , d are linearly
independent ((hj)16j6d are transversal coordinates of a local chart). The
map h : U 7→ Rd allows to pullback δRd0 ∈ D′(Rd) on U , and we denote this
pullback h?δR
d
0 by δ{h=0}. If we chose another system of defining functions
h′ for I, then δ{h′=0} = | dhdh′ |
∈C∞(I)
δ{h=0}, where | dhdh′ | = det( dh
j
dh′i )ij . Thus the
left module C∞(I)δ{h=0} defined over U has intrinsic meaning (analoguous
to the space of sections of a vector bundle). Patching by a partition of unity
gives a sheaf of modules of rank 1 over C∞(I). Acting on the sections of
this sheaf by differential operators of order k defines a module of rank d+k!d!k!
over C∞(I).
46 CHAPTER 2. A PRELUDE TO THE MICROLOCAL EXTENSION.
Chapter 3
The microlocal extension.
Introduction. Let M be a smooth manifold and I ⊂ M be a closed em-
bedded submanifold of M . In Chapter 2, we gave a necessary and suf-
ficient condition on WF (t), t ∈ D′(M \ I) that ensured that the union
Γ =
⋃
λ∈(0,1]WF (tλ) of the wave front sets of all scaled distribution tλ
has the property Γ|I ⊂ C where C is the conormal of I. We saw this condi-
tion named soft landing condition (Definitions 2.2.2 and 2.2.3) was not
sufficient to control the wave front set of the extension t. Our goal in this
chapter is to add a boundedness condition which ensures the control of the
wave front set of the extension. Our plan starts with a geometric investiga-
tion of the dynamical properties of the scaling flow elog λρ in cotangent space
and show certain asymptotic behaviour of this flow.
3.1 Dynamics in cotangent space.
In this section, we use the terminology and notation of section 1 of Chapter
2. We investigate the asymptotic behaviour of the lifted flow T ?Φλ.
Decomposition in stable and unstable sets. We interpret C,Cρ as
stable and unstable sets for the lifted flow T ?etρ in cotangent space. We
work locally, let p ∈ I and Vp a neighborhood of p in M , we fix a chart
(x, h) : Vp 7→ Rn+d in which ρ = hj ∂∂hj .
Proposition 3.1.1 The flow T ∗etρ lifted to the cotangent cone T •Vp has
the following property:
lim
t→+∞T
∗etρ(p) ∈ (Cρ ∩ T •Vp) (3.1)
lim
t→−∞T
∗etρ(p) ∈ (C ∩ T •Vp) (3.2)
in an open dense subset T •Vp.
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Proof — In coordinates (x, h) in which I = {h = 0} and the flow has
simple form (x, h) 7→ (x, eth), the action lifts to (x, h; k, ξ) ∈ T ?Rn+d 7→
(x, eth; k, e−tξ) ∈ T ?Rn+d. We study the limit t→ −∞, two cases arise:
• generically ξ 6= 0, then (x, eth; k, e−tξ) ∼ (x, eth; etk, ξ) (because it
is a cotangent cone) converges to (x, 0; 0, ξ), it is immediate to deduce
{(x, 0; 0, ξ)|ξ 6= 0} = (TI)⊥ = C is the stable set of the flow. Notice
the conormal bundle is an intrinsic geometric object and does not
depend on the choice of vector field ρ.
• Otherwise ξ = 0, (x, λh; k, 0) → (x, 0; k, 0), the limit must lie in
{(x, 0; k, 0)|k 6= 0} ⊂ Cρ which we will later see belongs to the un-
stable set.
Conversely if t→∞:
• generically k 6= 0, then (x, eth; k, e−tξ) converges to (x, 0; k, 0), it is
immediate to deduce {(x, h; k, 0)|k 6= 0} = Cρ is the unstable cone.
The flow limt→∞ Tetρ sends all conic sets in the complement of C to
the coisotropic set Cρ. 
Beware that the wave front set WF (Φ∗u) is the image of WF (u) by the
map T ?Φ−1. If Φ = elog λρ then the interesting flow for the pull back will
be T ?e− log λρ when λ → 0. This is why the properties established in the
proposition 3.1.1 are crucial in the proof of the main theorem. Especially,
we will use the fact that the flow Te− log λρ, when λ → 0 sends all conic
sets in the complement of C to the coisotropic set Cρ.
3.1.1 Definitions.
In this subsection, we recall results on distribution spaces that we will use
in our proof of the main theorem which controls the wave front set of the
extension. Furthermore the seminorms that we define here allow to write
proper estimates. We denote by θ the weight function ξ 7→ (1 + |ξ|). For
any cone Γ ⊂ T ?Rd, let D′Γ be the set of distributions with wave front set
in Γ. We define the set of seminorms ‖.‖N,V,χ on D′Γ.
Definition 3.1.1 For all χ ∈ D(Rd), for all closed cone V ⊂ Rd \ {0} such
that (supp χ× V ) ∩ Γ = ∅, ‖t‖N,V,χ = supξ∈V |(1 + |ξ|)N t̂χ(ξ)|.
We recall the definition of the topology D′Γ (see [2] p. 14),
Definition 3.1.2 The topology of D′Γ is the weakest topology that makes all
seminorms ‖.‖N,V,χ continuous and which is stronger than the weak topology
of D′(Rd). Or it can be formulated as the topology defined by all seminorms
‖.‖N,V,χ and the seminorms of the weak topology:
∀ϕ ∈ D
(
Rd
)
, | 〈t, ϕ〉 | = Pϕ (t) . (3.3)
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We say that B is bounded in D′Γ, if B is bounded in D′ and if for all
seminorms ‖.‖N,V,χ defining the topology of D′Γ,
sup
t∈B
‖t‖N,V,χ <∞.
We also use the seminorms:
∀ϕ ∈ D(Rd), pim(ϕ) = sup
|α|6m
‖∂αϕ‖L∞(Rd),
∀ϕ ∈ E(Rd),∀K ⊂ Rd, pim,K(ϕ) = sup
|α|6m
‖∂αϕ‖L∞(K).
3.2 Main theorem.
In this section, we prove the main theorem of this chapter which gives a
sufficient condition to control the wave front set of the extension t. The
condition is as follows: Let t ∈ Es(M \ I) and assume WF (t) satisfies the
soft landing condition, and assume that λ−stλ is bounded in D′Γ where
Γ =
⋃
λ∈(0,1]WF (tλ). Then our theorem claims that WF (t) ⊂ WF (t) ∪ C
for the extension t.
Theorem 3.2.1 Let s ∈ R such that s+d > 0, V be a ρ-convex neighborhood
of I and t ∈ D′(V\I). Assume that WF (t) satisfies the soft landing condition
and that λ−stλ is bounded in D′Γ(V \ I) where Γ =
⋃
λ∈(0,1]WF (tλ) ⊂
T • (M \ I). Then the wave front set of the extension t of t given by Theorem
1.3.1 is such that WF (t) ⊂WF (t) ∪ C.
We saw in Chapter 2 that the hypothesis that WF (t) satisfies the soft land-
ing condition is equivalent to the requirement that Γ|I ⊂ C in particular,
this implies that Γ ∩ Cρ = ∅ in a sufficiently small neighborhood of I and
WF (t)|I ⊂ Γ|I ⊂ C. Hence we have the relation WF (t) ⊂ WF (t) ∪ C =
WF (t) ∪ C.
3.2.1 Proof of the main theorem.
For the proof, it suffices to work in flat space Rn+d with coordinates (x, h) ∈
Rn × Rd where I = {h = 0} and ρ = hj ∂
∂hj
, since the hypothesis of the
theorem and the result are local and open properties.
Proof — We denote by Ξ the setWF (t)∪C. The weight function (1+|k|+|ξ|)
is denoted by θ. In order to establish the inclusion WF (t) ⊂ Ξ, it suffices to
prove that for all p = (x0, h0; k0, ξ0) /∈ Ξ, there exists χ s.t. χ(x0, h0) 6= 0,
V a closed conic neighborhood of (k0, ξ0) such that ‖t‖N,V,χ < +∞ for all
N . Let p = (x0, h0; k0, ξ0) /∈ Ξ, then:
Either h0 6= 0, and we choose χ in such a way that χ = 0 on I thus
tχ = tχ and we are done since ‖t‖N,V,χ = ‖t‖N,V,χ < +∞.
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Either h0 = 0 thus k0 6= 0 since p /∈ C. Since |k0| > 0, there exists δ′ > 0
s.t.
|k0| > 2δ′|ξ0|.
We set V = {(k, ξ)||k| > δ′|ξ|}. By the soft landing condition,
∃ε1 > 0, ∃δ > 0, WF (t)||h|6ε1 ⊂ {|k| 6 δ|h||ξ|},
and Γ||h|6ε1 ⊂ {|k| 6 δ|h||ξ|}.
If we choose ε > 0 in such a way that δε < δ′ and ε < ε1, then for any
function χ s.t. supp χ ⊂ {|h| 6 ε}, by the previous steps, we obtain that
(supp χ× V ) ∩ Γ = ∅. From now on, χ and V are given.
1. Recall ψ = −ρχ′ is the Littlewood–Paley function on Rn+d, and
supp ψ = {a 6 |h| 6 1}, 0 < a < 1 does not meet I = {h = 0}.
ψ is defined on Rn+d but is not compactly supported in the x variable.
We start from the definition of scaling given in Meyer ([81]) Definition
2.1 p. 45 Definition 2.2 p. 46:
〈tλψ, g〉 = λ−d 〈tψλ−1 , gλ−1〉 .
We pick the test functions g defined by:
g(x, h) = e−i(kx+ξh)χ(x, h),
then application of the identity which defines the scaling gives:
̂tψλ−1χ = λdt̂λχλψ(k, λξ)
The trick is to notice that ψχλ has a compact support which does not
meet I = {h = 0}, because supp ψ ⊂ {a 6 |h| 6 b} and χ(x, λh) is
compactly supported in x uniformly in λ. Thus we can find a compact
subset K ⊂ Rn+d such that ∀λ, supp χλψ ⊂ K and K ∩ I = ∅ hence
the above Fourier transforms are well defined. Set the family of cones
Vλ = {(k, λξ)|(x, ξ) ∈ V }. By definition of the seminorms ‖.‖N,V,χ, we
get
‖tψλ−1‖N,V,χ = sup
(k,ξ)∈V
(1 + |k|+ |ξ|)N |̂tψλ−1χ|
= sup
(k,ξ)∈V
(1 + |k|+ |ξ|)Nλd|t̂λχλψ|(k, λξ),
we isolate the interesting term
(1+|k|+|ξ|)Nλd|t̂λχλψ|(k, λξ) = (1 + |k|+ |ξ|)
N
(1 + |k|+ λ|ξ|)N (1+|k|+λ|ξ|)
Nλd|t̂λχλψ|(k, λξ).
We also have
sup
(k,ξ)∈V
(1 + |k|+ λ|ξ|)Nλd|t̂λχλψ|(k, λξ) 6 ‖λdtλψ‖N,Vλ,χλ ,
by definition of Vλ = {(k, λξ)|(k, ξ) ∈ V }.
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2. Hence, we are reduced to prove that the quantity (1+|k|+|ξ|)
N
(1+|k|+λ|ξ|)N remains
bounded for (k, ξ) ∈ V . If so, we are able to apply estimates in Step
2 to bound ‖tψλ−1‖N,V,χ in function of ‖λdtλψ‖N,Vλ,χλ . The difficulty
comes from the values of λ close to λ = 0. But we find the following
condition
sup
λ∈(0,1],(k,ξ)∈V
(1 + |k|+ |ξ|)N
(1 + |k|+ λ|ξ|)N < (1 + δ
′−1)N , (3.4)
this follows from:
(k, ξ) ∈ V =⇒ δ′|ξ| 6 |k|
=⇒ 1 6 1 + |k|+ |ξ|
1 + |k|+ λ|ξ| 6
1 + (1 + δ′−1)|k|
1 + |k| 6 (1 + δ
′−1),
and implies the estimate
‖tψλ−1‖N,V,χ 6 λdC‖tλψ‖N,Vλ,χλ ,
where C = (1 + δ′−1)N . By rescaling, we also have
∀ε > 0, ‖tψλ−1‖N,V,χ 6
(
λ
ε
)d
C‖tλ
ε
ψε−1‖N,Vλ
ε
,χλ
ε
. (3.5)
3. We return to V ⊂ {|k| > δ′|ξ|} thus
supp χ× V ⊂ {|k| > δ′|h||ξ|}
since supp χ ⊂ {|h| 6 ε} and ε can always be chosen 6 1. For all
λ 6 ε, we have the sequence of inclusions:
supp (χλ
ε
ψε−1)× Vλ
ε
⊂ supp χψε−1 × V ⊂ {|k| > δ′|h||ξ|},
from which we deduce an improvement of the rescaled estimate (3.5):
∀λ 6 ε, ‖tλ
ε
ψε−1‖N,Vλ
ε
,χλ
ε
6 ‖tλ
ε
ψε−1χλ
ε
‖N,V,ϕ′
for some function ϕ′ ∈ D(Rn+d) s.t. ϕ′ = 1 on supp χψε−1 , ϕ′ = 0
in a neighborhood of I and (supp ϕ′ × V ) ∩ Γ = ∅ (such ϕ′ always
exists by choosing ε small enough in the first step of the proof and
by choosing supp ϕ′ slightly larger than supp χψε−1). We have gained
the fact that the term ‖tλ
ε
ψε−1χλ
ε
‖N,V,ϕ′ on the r.h.s. is expressed in
terms of a seminorm ‖.‖N,V,ϕ′ where the cone V does not depend on
λ. We still have to get rid of the dependance of the function ψε−1χλ
ε
in λ. We use our estimates for the product of a smooth function and
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a distribution (see Estimate 3.9), for any arbitrary cone W which is
a neighborhood of V :
‖tλ
ε
ψε−1χλ
ε
‖N,V,ϕ′
6 Cpi2N
(
ψε−1χλ
ε
)(
‖tλ
ε
‖N,W,ϕ′ + ‖θ−mtλ
ε
ϕ′‖L∞
)
,
(3.6)
where ‖.‖N,W,ϕ′ is a seminorm of D′Γ. By using the hypothesis of the
theorem that λ−stλ is bounded in D′Γ, we deduce that
sup
λ∈(0,ε]
(
λ
ε
)−s
‖tλ
ε
‖N,W,ϕ′ < +∞.
The above inequality combined with the estimate (3.6), the estimate
3.5 and Theorem 4.1.2 applied to the bounded family (λ−stλ)λ∈(0,1]
gives us:
∀λ 6 ε,∃C ′, ‖tψλ−1‖N,V,χ 6 C ′
(
λ
ε
)s+d
.
4. This suggests we should decompose the integral
∫ 1
0
dλ
λ tψλ−1 in two
parts:
‖t‖N,V,χ = ‖
∫ 1
0
dλ
λ
tψλ−1‖N,V,χ
6 ‖
∫ ε
0
dλ
λ
tψλ−1‖N,V,χ + ‖
∫ 1
ε
dλ
λ
tψλ−1‖N,V,χ
6
∫ ε
0
dλ
λ
‖tψλ−1‖N,V,χ + ‖t(χ− χε−1)‖N,V,χ︸ ︷︷ ︸
<+∞
,
because t(χ − χε−1) is supported away from {h = 0}. This reduces
the study to
∫ ε
0
dλ
λ ‖tψλ−1‖N,V,χ which is bounded by C ′
∫ ε
0
dλ
λ
(
λ
ε
)s+d
<
+∞.
We try to give an explicit bound which “summarizes” all our previous ar-
guments: ∫ ε
0
dλ
λ ‖tψλ−1‖N,V,χ
6 Cεs+d
2s+d(s+d)
sup
λ∈(0,ε]
(
λ
ε
)−s
pi2N (ψε−1χλ
ε
)
(
‖tλ
ε
‖N,W,ϕ′ + ‖θ−mt̂λ
ε
ϕ′‖L∞
)
.
(3.7)

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What do we need to reproduce the estimate (3.7) for families? We
keep the same notation as in the proof and statement of theorem (3.2.1). The
previous proof works for a fixed distribution t. We would like to reconsider
the proof of the main theorem for a family (tµ)µ of distributions bounded in
D′Γ. The validity of the previous theorem relied on the final estimate (3.7):∫ ε
0
dλ
λ ‖tψλ−1‖N,V,χ
6 Cεs+d
2s+d(s+d)
sup
λ∈(0,ε]
(
λ
ε
)−s
pi2N (ψε−1χλ
ε
)
(
‖tλ
ε
‖N,W,ϕ′ + ‖θ−mt̂λ
ε
ϕ′‖L∞
)
.
(3.8)
where the constants of the inequality are independent of t. Hence the
proof and the final estimate still works for the family of distributions µ−stµ
since the family λ−s(µ−stµ)λ = (λµ)−stλµ is bounded in D′Γ(V \I) uniformly
in (λ, µ). Thus we have the proposition:
Proposition 3.2.1 If t satisfies the assumptions of theorem (3.2.1), then
the family (µ−stµ)µ∈(0,1] is bounded in D′Γ∪C(V).
3.2.2 The renormalized version of the main theorem.
What do we need to extend the proof of the main theorem to the
case with counterterms ? In the course of the proof of 3.2.1, we used
that λ−stλ is bounded in D′Γ. When −m − 1 < s + d 6 m, we need to
introduce counterterms in the Ho¨rmander formula. We outline the proof of
the renormalized case following the main steps of the proof of Theorem 3.2.1.
We will sometimes denote by F [f ], the Fourier transform f̂ of a Schwartz
distribution f and we denote by ek,ξ the Fourier character ek,ξ : (x, h) 7→
ei(kx+ξh).
• The first step is identical, for p = (x0, 0; k0, ξ0) /∈ WF (t) ∪ C, k0 6= 0
we find a neighborhood supp χ×V of p such that supp χ×V ∩Γ = ∅
where V ⊂ {|k| > δ′|ξ|} and supp χ ⊂ {|h| 6 ε} for some ε, δ′ > 0.
• For the computational step, we must use the Taylor formula with in-
tegral remainder to take into account the subtraction of counterterms:
F [(tψλ−1 − τλ)χ] (k, ξ) =
〈
tψλ−1 ,
1− ∑
|α|6m
hα
α!
(−∂)αδh=0

︸ ︷︷ ︸
subtraction of local counterterm
ek,ξχ
〉
=
〈
tψλ−1 ,
1
m!
∫ 1
0
du(1− u)m
(
∂
∂u
)m+1
ek,uξχu︸ ︷︷ ︸
Taylor remainder
〉
=
1
m!
∫ 1
0
du(1− u)m
(
∂
∂u
)m+1
̂tψλ−1χu(k, uξ)
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= λd
1
m!
∫ 1
0
du(1− u)m
(
∂
∂u
)m+1
̂tλψχλu(k, uλξ)
= λd+m+1
1
m!
∫ λ
0
du
λ
(1− u
λ
)m
(
∂
∂u
)m+1
t̂λψχu(k, uξ).
by variable change. We also introduce a rescaled version of the previ-
ous identity with a variable parameter ε > 0 in such a way that the
cut-off function ψε−1 on the r.h.s. restrict the expression under the
Fourier symbol to the domain |h| 6 ε:
∀ε > 0,F [(tψλ−1 − τλ)χ] (k, ξ)
=
(
λ
ε
)d+m 1
m!
∫ λ
ε
0
du(1− εu
λ
)m
(
∂
∂u
)m+1
F
(
tλ
ε
ψε−1χu
)
(k, uξ).
Since ψε−1 ⊂ {|h| 6 ε}, we have the estimate
∂m+1u F
(
tλ
ε
ψε−1χu
)
(k, uξ) 6 (1+ε|ξ|)m+1 sup
06j6m+1
∣∣∣F(tλ
ε
ψε−1∂
j
uχu)(k, uξ)
∣∣∣ ,
by Leibniz rule.
|(1 + |k|+ |ξ|)N
(
∂
∂u
)m+1
F
(
tλ
ε
ψε−1χu
)
(k, uξ)|
6 (1 + |k|+ |ξ|)N+m+1 sup
06j6m+1
∣∣∣F(tλ
ε
ψε−1∂
j
uχu)(k, uξ)
∣∣∣
6 (1 + |k|+ |ξ|)
N+m+1
(1 + |k|+ u|ξ|)N+m+1 (1+|k|+u|ξ|)
N+m+1 sup
06j6m+1
∣∣∣F(tλ
ε
ψε−1∂
j
uχu)(k, uξ)
∣∣∣ .
• Following the proof of Theorem 3.2.1, we find that the hypothesis (3.4)
V ⊂ {δ′|ξ| 6 |k|} implies the estimate
sup
(k,ξ)∈V
(1 + |k|+ |ξ|)N+m+1
(1 + |k|+ u|ξ|)N+m+1 6 (1 + δ
′−1)N+m+1
from which we deduce:
∀(k, ξ) ∈ V,∃C, |(1 + |k|+ |ξ|)N
(
∂
∂u
)m+1
F
(
tλ
ε
ψε−1χu
)
(k, uξ)|
6 C(1 + |k|+ u|ξ|)N+m+1 sup
06j6m+1
∣∣∣F(tλ
ε
ψε−1∂
j
uχu)(k, uξ)
∣∣∣ .
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• Thus ∀u 6 λε :
‖θN
(
∂
∂u
)m+1
F
(
tλ
ε
ψε−1χu
)
(k, uξ)‖L∞(V )
6 C sup
06j6m+1
‖tλ
ε
ψε−1‖N+m+1,Vu,∂juχu
where Vu = {(k, uξ)|(k, ξ) ∈ V }. If we denote by χ(j)u = ∂juχu, by the
same argument as in the proof of Theorem 3.2.1, for all u 6 λε , λ 6 ε,
we have the inclusion supp
(
ψε−1χ
(j)
u
)
× Vu ⊂ supp
(
ψε−1χ
(j)
λ
ε
)
× Vλ
ε
where supp
(
ψε−1χ
(j)
λ
ε
)
× V ∩ Γ = ∅, which implies the estimate
‖tλ
ε
ψε−1‖N+m+1,Vu,χ(j)u 6 ‖tλε ψε−1χ
(j)
u ‖N+m+1,V,ϕ′
where ϕ′ is any function in D(Rn+d) such that ϕ′ = 1 on supp (ψε−1χ)
and supp ϕ′ × V ∩ Γ = ∅. Finally, we find that
‖ (tψλ−1 − τλ) ‖N,V,χ
6 C
(
λ
ε
)d+m 1
m!
∫ λ
ε
0
du(1−εu
λ
)m sup
u∈(0,1],06j6m+1
‖tλ
ε
ψε−1χ
(j)
u ‖N+m+1,V,ϕ′
6 C
(
λ
ε
)d+m+1 1
m+ 1!
sup
u∈(0,1],06j6m+1
‖tλ
ε
ψε−1χ
(j)
u ‖N+m+1,V,ϕ′
where we use the simple identity 1m+1 =
∫ 1
0 du(1− u)m. Then we use
the estimates (3.9) for the product of the bounded family of smooth
functions ψε−1χ
(j)
u and the family of distributions tλ
ε
and the assump-
tion that λ−stλ is bounded in D′Γ to establish the estimate
sup
u61
‖tλ
ε
ψε−1χ
(j)
u ‖N+m+1,V,ϕ′ 6 C ′
(
λ
ε
)s
for all 0 6 j 6 m + 1. Then we can conclude in the same way as in
the proof of Theorem 3.2.1:
‖
∫ 1
0
dλ
λ
(tψλ−1 − τλ) ‖N,V,χ
6 ‖t(χ− χε−1)︸ ︷︷ ︸
∈D′
WF (t)
‖N,V,χ + ‖
∫ 1
ε
τλ︸ ︷︷ ︸
∈D′C
‖N,V,χ +
∫ ε
0
dλ
λ
(
λ
ε
)s+d+m+1
integrable
C
m+ 1!
C ′,
where the last term is finite.
Theorem 3.2.2 Theorem 3.2.1 holds under the weaker assumption s ∈ R.
Moreover if −s− d ∈ N then λ−s′tλ is bounded in D′Γ∪C(V) for all s′ < s, if
−s− d /∈ N then λ−stλ is bounded in D′Γ∪C(V).
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3.3 Appendix
3.3.1 Estimates for the product of a distribution and a smooth
function.
Theorem 3.3.1 Let m ∈ N and Γ ⊂ T •(Rd). Let V be a closed cone in Rd\
0 and χ ∈ D(Rd). Then for every N and every closed conical neighborhood
W of V such that (supp χ×W )∩Γ = ∅, there exists a constant C such that
for all ϕ ∈ D(Rd) and for all t ∈ D′Γ(Rd) such that ‖θ−mt̂χ‖L∞ < +∞:
‖tϕ‖N,V,χ 6 Cpi2N,K(ϕ)(‖t‖N,W,χ + ‖θ−mt̂χ‖L∞). (3.9)
Proof — We denote by θ the weight function ξ 7→ (1 + |ξ|) and eξ := x 7→
e−ix.ξ the Fourier character. If the cone V is given, we can always define a
thickening W of the cone V such that W is a closed conic neighborhood of
V :
W = {η ∈ Rd \ {0}|∃ξ ∈ V, | ξ|ξ| −
η
|η| | 6 δ},
intuitively this means that small angular perturbations of covectors in V will
lie in the neighborhood W . If (supp χ× V ) ∩ Γ = ∅ then δ can be chosen
arbitrarily small in such a way that (supp χ×W ) ∩ Γ = ∅. We compute
the Fourier transform of the product:
|t̂ϕχ(ξ)| = | 〈tϕ, eξχ〉 | = |t̂χ ? ϕ̂|(ξ)
6
∫
Rd
|ϕ̂(ξ − η)t̂χ(η)|dη.
We reduce to the estimate ∫
Rd
|ϕ̂(ξ − η)t̂χ(η)|dη
6
∫
| ξ|ξ|− η|η| |6δ
|ϕ̂(ξ − η)t̂χ(η)|dη︸ ︷︷ ︸
I1(ξ)
+
∫
| ξ|ξ|− η|η| |>δ
|ϕ̂(ξ − η)t̂χ(η)|dη︸ ︷︷ ︸
I2(ξ)
,
we will estimate separately the two terms I1(ξ), I2(ξ). Start with I1(ξ), if
ξ ∈ V then | ξ|ξ| − η|η| | 6 δ =⇒ η ∈ W and by definition of the seminorms,
we have the estimate
∀N, |t̂χ(η)| 6 ‖t‖N,W,χ(1 + |η|)−N
then we use a trick due to Eskin, since ϕ ∈ D(Rd), we also have |ϕ̂(ξ −
η)| 6 ‖θ2N ϕ̂‖L∞(1 + |ξ − η|)−2N 6 Cpi2N (ϕ)(1 + |ξ − η|)−2N where C =
dNVol (supp ϕ) depends on N and on the volume of supp ϕ. Hence∫
| ξ|ξ|− η|η| |6δ
|ϕ̂(ξ − η)t̂χ(η)|dη
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6 Cpi2N (ϕ)‖t‖N,W,χ(1 + |ξ|)−N
∫
Rd
(1 + |ξ|)N
(1 + |η|)N (1 + |ξ − η|)2N dη
6 Cpi2N (ϕ)‖t‖N,W,χ(1 + |ξ|)−NC1
where C1 = sup|ξ|
∫
Rd
(1+|ξ|)N
(1+|η|)N (1+|ξ−η|)2N dη is finite when N > d + 1. To
estimate the second term I2(ξ), we use the inequality | ξ|ξ| − η|η| | > δ which
implies the angle beetween covectors is bounded below by an angle α =
2 arcsin δ2 > 0. By definition
η
|η| is in R
d \ (W ∪ {0}), and ξ|ξ| ∈ V ⊂ W
hence the angle between ξ|ξ| ,
η
|η| must be larger than α = 2 arcsin
δ
2 . Then
the trick is to deduce lower bounds from the identity a2 + b2 − 2ab cos c =
(a− b cos c)2 + b2 sin2 c = (b− a cos c)2 + a2 sin2 c, thus
∀(ξ, η) ∈ (V ×W c) , |(sinα)η| 6 |ξ − η|, |(sinα)ξ| 6 |ξ − η|.
We start again from the estimate on the Fourier tranform of ϕ, ∀N :
|ϕ̂(ξ−η)| 6 Cpi2N (ϕ)(1+|ξ−η|)−2N 6 Cpi2N (ϕ)(1+|(sinα)η|)−N (1+|(sinα)ξ|)−N
6 Cpi2N (ϕ)| sinα|−2N (1 + |η|)−N (1 + |ξ|)−N∫
| ξ|ξ|− η|η| |>δ
|ϕ̂(ξ − η)t̂χ(η)|dη
6 Cpi2N (ϕ)| sinα|−2N (1 + |ξ|)−N
∫
Rd
(1 + |η|)−N |t̂χ(η)|dη
6 Cpi2N (ϕ)| sinα|−2N (1 + |ξ|)−N
∫
Rd
(1 + |η|)−N‖θ−mt̂χ‖L∞(1 + |η|)mdη
where m is the order of the distribution, finally
I2(ξ) 6 C2pi2N (ϕ)(1 + |ξ|)−N‖θ−mt̂χ‖L∞
where C2 = C| sinα|−2N
∫
Rd(1 + |η|)−N (1 + |η|)mdη is finite when N >
m+ d+ 1. Gathering the two estimates, we have∫
Rd
|ϕ̂(ξ − η)t̂χ(η)|dη
6 Cpi2N (ϕ)(1 + |ξ|)−N
(
C1‖t‖N,W,χ + C2‖θ−mt̂χ‖L∞
)
but recall the estimate on the right hand side is relevant provided δ > 0
which implies α > 0, δ depends on the choice of the cone W , the estimate
is true for any cone W such that dist (W c ∩ Sd−1, V ∩ Sd−1) > δ. We have
a final estimate
‖tϕ‖N,V,χ 6 Cpi2N (ϕ)(‖t‖N,W,χ + ‖θ−mt̂χ‖L∞)
where C is a constant which depends onN,V,W and the volume of supp ϕ. 
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Chapter 4
Stability of the microlocal
extension.
Introduction. In Chapter 3, we saw that there is a subspace of distri-
butions of D′(M \ I) for which we could control the wave front set of the
extension t ∈ D′(M). In fact, we proved that if WF (t) satisfies the soft
landing condition and λ−stλ is bounded in D′Γ, then WF (t) ⊂ WF (t)
⋃
C.
Our assumptions obviously depend on the choice of some Euler vector field ρ.
Actually, our objective in this technical part is to investigate the dependence
of these conditions on the choice of ρ, their stability when we pull-back by
diffeomorphisms and when we multiply distributions both satisfying these
hypotheses. This is absolutely necessary in order to prove by recursion that
all vacuum expectation values 〈0|T (a1(x1)...an(xn))|0〉 are well defined in
the distributional sense.
4.1 Notation, definitions.
We denote by θ the weight function ξ 7→ (1 + |ξ|). We recall a theorem
of Laurent Schwartz (see [64] p. 86 Theorem (22)) which gives a concrete
representation of bounded families of distributions.
Theorem 4.1.1 For a subset B ⊂ D′(Rd) to be bounded it is neccessary and
sufficient that for any domain Ω with compact closure, there is a multi-index
α such that ∀t ∈ B, ∃ft ∈ C0(Ω) where t|Ω = ∂αft and supt∈B ‖ft‖L∞(Ω) <
∞.
We give an equivalent formulation of the theorem of Laurent Schwartz in
terms of Fourier transforms:
Theorem 4.1.2 Let B ⊂ D′(Rd).
∀χ ∈ D(Rd),∃m ∈ N, sup
t∈B
‖θ−mt̂χ‖L∞ < +∞
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⇔ B weakly bounded in D′(Rd)⇔ B strongly bounded in D′(Rd).
We refer the reader to the appendix of this chapter for a proof of the above
theorem. For any cone Γ ⊂ T ?Rd, let D′Γ be the set of distributions with
wave front set in Γ. We define the set of seminorms ‖.‖N,V,χ on D′Γ.
Definition 4.1.1 For all χ ∈ D(Rd), for all closed cone V ⊂ (Rd \ {0})
such that (supp χ× V ) ∩ Γ = ∅, ‖t‖N,V,χ = supξ∈V |(1 + |ξ|)N t̂χ(ξ)|.
We recall the definition of the topology D′Γ (see [2] p14),
Definition 4.1.2 The topology of D′Γ is the weakest topology that makes all
seminorms ‖.‖N,V,χ continuous and which is stronger than the weak topol-
ogy of D′(Rd). Or it can be formulated as the topology which makes all
seminorms ‖.‖N,V,χ and the seminorms of the weak topology:
∀ϕ ∈ D
(
Rd
)
, | 〈t, ϕ〉 | = Pϕ (t) (4.1)
continuous.
We say that B is bounded in D′Γ, if B is bounded in D′ and if for all
seminorms ‖.‖N,V,χ defining the topology of D′Γ,
sup
t∈B
‖t‖N,V,χ <∞.
We also use the seminorms:
∀ϕ ∈ D(Rd), pim(ϕ) = sup
|α|6m
‖∂αϕ‖L∞(Rd),
∀ϕ ∈ E(Rd),∀K ⊂ Rd, pim,K(ϕ) = sup
|α|6m
‖∂αϕ‖L∞(K).
Warning! In this chapter, we will prove that if Γ1,Γ2 are two closed conic
sets in T •Rd such that Γ1 ∩−Γ2 = ∅, if we set Γ = Γ1 ∪Γ2 ∪ (Γ1 + Γ2), then
the product (t1, t2) ∈ D′Γ1 × D′Γ2 7→ t1t2 ∈ D′Γ is jointly and separately
sequentially continuous and bounded for the topology of D′Γ1 ×D′Γ2 . In
fact, Professor Alesker informed us that he found a counterexample which
proves that the product is not topologically bilinear continuous. This
comes from the fact that the space D′Γ is not bornological (see [12]), for
instance a bounded linear map from D′Γ to C may not be continuous.
We also prove that the pull-back by a smooth diffeomorphism t ∈ D′Γ 7→
t ◦ Φ ∈ D′Φ?Γ is sequentially continuous and bounded from D′Γ to D′Φ?Γ.
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4.2 The product of distributions.
4.2.1 Approximation and coverings.
In order to prove various theorems on the product of distributions and to
discuss the action of Fourier integral operators on distributions, we should
be able to approximate any conic set of T •Rd by some union of simple
cartesian products of the form K × V ⊂ T •Rd where K is a compact set
in space and V is a closed cone in Rd•. We denote by Rd pi1← T ?Rd pi2→ Rd∗
the two projections on the base space Rd and the momentum space Rd∗
respectively.
Lemma 4.2.1 Let Γ1,Γ2 be two non intersecting closed conic sets in
T •Rd. Then there is a family of closed cones (Vj1, Vj2)j∈J and a cover
(Uj)j∈J of Rd such that
Γk ⊂
⋃
j∈J
Uj × Vjk
and ∀j ∈ J, Vj1 ∩ Vj2 = ∅.
Proof — For all x ∈ Rd, let Ux(ε) be an open ball of radius ε around
x and Γk|x = Γk ∩ T •xRd. Let Vkx(ε) = pi2
(
Γk|Ux(ε)
)
be a closed cone
which contains Γk|x. We first establish that since Γ1|x ∩ Γ2|x = ∅ and
∩
ε>0
pi2
(
Γk|Ux(ε)
)
= Γk|x we may assume that we can choose ε small enough
in such a way that V1x ∩ V2x = ∅: assume that there exists a decreasing
sequence εn → 0 such that
∀n, V1x(εn) ∩ V2x(εn) = ∅,
then let ηn ∈ V1x(εn)∩V2x(εn) for all n where we may assume that |ηn| = 1.
Using the definition of Vkx(εn), there is a sequence xkn s.t. (xkn; ηn) ∈
Γk|Ux(εn). (xkn; ηn) lives in the compact set Ux(ε0)×Sd−1 and we can there-
fore extract a convergent subsequence which converges to (xk; ηk) ∈ Γk
since Γk is closed. Furthermore η1 = η2 = η and xkn ∈ Ux(εn) implies
limn→∞ xkn = x thus (x; η) ∈ Γ1 ∩ Γ2, contradiction ! For all x, we thus
have Γk|Ux ⊂ Ux × Vkx. Since (Ux)x∈Rd forms an open cover of Rd, we can
extract a locally finite subcover (Uj)j∈J and Γk ⊂
⋃
j∈J Uj × Vjk. 
Lemma 4.2.2 Let Γ be a closed conic set in T •Rd. For every partition of
unity (ϕ2j )j∈J of Rd and family of functions (αj)j∈J in C∞(Rd \0), homoge-
neous of degree 0, 0 6 αj 6 1 such that Γ
⋂(⋃
j∈J supp ϕj × supp (1− αj)
)
=
∅, we have
∀t ∈ D′Γ, t =
∑
j∈J
ϕjF−1
(
αj t̂ϕj
)
︸ ︷︷ ︸
singular part
+ ϕjF−1
(
(1− αj)t̂ϕj
)
︸ ︷︷ ︸
smooth part
.
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Proof — Let D′Γ denote the set of all distributions with wave front set in Γ.
We use the highly non trivial lemma 8.2.1 of [41]: Let t ∈ D′Γ, for any ϕ ∈
D(Rd), for any V such that (supp ϕ× V )∩Γ = ∅, we have ∀N, ‖t‖N,V,ϕ <∞.
Set the family of functions Vj = supp (1 − αj) then (supp ϕj × supp (1 −
αj)) ∩ Γ = ∅ hence (1 − αj)t̂ϕj has fast decrease at infinity and its inverse
Fourier transform is a smooth function which yields the result. 
4.2.2 The product is bounded.
A relevant example of products of distributions first appeared in the work
of Alberto Calderon in 1965. A nice exposition of this work can be found
in the article [47] by Yves Meyer. Actually, Meyer defines Γ-holomorphic
distributions as Schwartz distributions in S′
(
Rd
)
the Fourier transform of
which is supported on a cone Γ ⊂ Rd where Γ ⊂ Rd \ 0 is defined by the
inequality 0 < |ξ| 6 δξd where δ > 1. Notice that ξd must be positive
and that 0 /∈ Γ + Γ. Then Meyer defines the functional spaces Lpα which
are analogs of the classical Sobolev spaces Wα,p for positive α, and proves
that for any pair (t1, t2) ∈ Lpα × Lqβ the product t1t2 makes sense, t1t2
is Γ-holomorphic and belongs to the functional space Lrα+β where r
−1 =
p−1 + q−1. Most importantly, Meyer proves there is a bilinear continuous
mapping PΓ which satisfies a Ho¨lder like estimate and coincides with the
product when t1, t2 are Γ-holomorphic.
In the same spirit, we will prove bilinear estimates for the product of dis-
tributions. The bilinear estimates are formulated in terms of the seminorms
‖.‖N,V,χ defining the topology of D′Γ and the seminorms:
‖θ−mt̂χ‖L∞ . (4.2)
which control boundedness in D′ (but they do not define the weak topology
of D′). We closely follow the exposition of [21] thm (14.3).
Lemma 4.2.3 Let Γ1,Γ2 be two conic sets in T
•Rd. If Γ1 ∩ −Γ2 = ∅,
then there exists a partition of unity (ϕ2j )j∈J and a family of closed cones
(Wj1,Wj2)j∈J in Rd \ 0 such that ∀j ∈ J,Wj1 ∩ −Wj2 = ∅ and Γk ⊂(⋃
j∈J supp(ϕj)×Wjk
)
, (k = 1, 2).
Proof — We use our approximation lemma for Γ1 and −Γ2. The approxi-
mation lemma gives us a pair of covers
Γk ⊂
⋃
j∈J
Uj ×Wjk, k ∈ {1, 2},
then pick a partition of unity (ϕ2j )j∈J subordinated to the cover
⋃
j∈J Uj
and we are done. 
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Lemma 4.2.4 Let Γ1,Γ2 be two cones in T
•Rd and let m1,m2 be given
non negative integers. Assume Γ1 ∩−Γ2 = ∅ then for all χ ∈ D(Rd), for all
N2 > N1 +d+1 there exists C such that for all (t1, t2) ∈ D′Γ1(Rd)×D′Γ2(Rd)
satisfying ‖θ−m1 t̂1χϕj‖L∞ < +∞ and ‖θ−m2 t̂2χϕj‖L∞ < +∞, we have the
bilinear estimate:
‖θ−(m1+m2+d)t̂1t2χ2(ξ)‖L∞
6 C
∑
j∈J
(
‖θ−m1 t̂1χϕj‖L∞ + ‖t1χ‖N1,Vj1,ϕj
)(
‖θ−m2 t̂2χϕj‖L∞ + ‖t2χ‖N2,Vj2,ϕj
)
for some seminorms ‖.‖Nk,Vjk,ϕj of D′Γk , k = 1, 2.
Before we prove the lemma, let us explain the crucial consequence of this
lemma for the product of distributions. Let Bk, k ∈ {1, 2} be bounded
subsets of D′Γk(Rd), k ∈ {1, 2}. Then for each fixed χ, there exists a pair
m1,m2 such that the r.h.s. of the bilinear estimate is bounded for all t1, t2
describing B1 × B2 by theorem (4.4.2). Thus for each fixed χ2 ∈ D(Rd),
there exists an integer m1 +m2 + d such that ‖θ−(m1+m2+d)t̂1t2χ2(ξ)‖L∞ is
bounded for all t1, t2 describing B1×B2. Then this implies again by (4.4.2)
that t1t2 is bounded in D′(Rd). So the consequence of this lemma can be
summarized as follows
Corollary 4.2.1 Let Γ1,Γ2 be two cones in T
•Rd. Assume Γ1 ∩ −Γ2 = ∅.
Then the product (t1, t2) ∈ D′Γ1(Rd) × D′Γ2(Rd) 7→ t1t2 ∈ D′(Rd) is well
defined and bounded.
Now let us return to the proof of lemma (6.4.1).
Proof — By Lemma 4.2.3 Γk ⊂
⋃
j∈J supp ϕj ×Wjk, k ∈ {1, 2} for a parti-
tion of unity (ϕ2j )j∈J and for a family of closed cones (Wj1,Wj2)j∈J in Rd \0
such that ∀j ∈ J,Wj1 ∩ −Wj2 = ∅. In a similar way to the construction of
the approximation lemma, we have
t1t2χ
2 =
∑
j∈J
(χϕjt1)(χϕjt2) =
∑
j∈J
tj1tj2.
where we set tjk = (χϕjtk). Set αjk, k ∈ {1, 2} a smooth function on
Rd \ {0}, αjk = 1 on Wjk, homogeneous of degree 0 such that supp (αj1) ∩
−supp (αj2) = ∅. We decompose the convolution product I(ξ) =
∫
Rd dηtj1(ξ−
η)tj2(η) into four parts:
I1 =
∫
Rd
dηαj1t̂j1(ξ − η)αj2t̂j2(η) (4.3)
I2 =
∫
Rd
dη(1− αj1)t̂j1(ξ − η)αj2t̂j2(η) (4.4)
I3 =
∫
Rd
dηαj1t̂j1(ξ − η)(1− αj2)t̂j2(η) (4.5)
I4 =
∫
Rd
dη(1− αj1)t̂j1(ξ − η)(1− αj2)t̂j2(η) (4.6)
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We would like to estimate I(ξ) for arbitrary ξ. Let us first discuss the
more singular term I1. The key point is that its integrand vanishes outside
the domain |η| 6 |ξ|sin δ for some δ. Indeed, we observe that supp αj1 ∩
−supp αj2 = ∅ means that for any (ζ1, ζ2) ∈ supp αj1× supp αj2, the angle
θ between ζ1 and ζ2 is less than pi − δ for a given δ > 0.
Hence if ζ1 = ξ− η ∈ supp αj1 and ζ2 = η ∈ supp αj2 the angle between
ζ1 and ζ2 is bounded from below:
|ζ1 + ζ2|2 = 〈ζ1 + ζ2, ζ1 + ζ2〉 = |ζ1|2 + |ζ2|2 + 2 cos θ|ζ1||ζ2|
= (|ζ1|+ cos θ|ζ2|)2 + sin2 θ|ζ2|2 > sin2 θ|ζ2|2 > sin2 δ|ζ2|2,
hence | sin δ||η| 6 |ξ| and | sin δ||ξ − η| 6 |ξ| by symmetry between ζ1, ζ2.
Thus
|I1| 6
∫
|ξ|>| sin δ||η|
dη‖θ−m1 t̂j1‖L∞‖θ−m2 t̂j2‖L∞(1 + |ξ − η|)m1(1 + |η|)m2
if |ξ| is fixed we integrate a rational function over a ball
|I1| 6 | sin δ|−m1−m2‖θ−m1 t̂j1‖L∞‖θ−m2 t̂j2‖L∞(1 + |ξ|)m1+m2
∫ |ξ|
| sin δ|
0
rd−1dr
6 C1‖θ−m1 t̂j1‖L∞‖θ−m2 t̂j2‖L∞(1 + |ξ|)m1+m2+d
where C1 =
2pi
d
2
Γ( d
2
)
|(sin δ)−d−m1−m2 | does not depend on t1, t2. We have esti-
mated the more singular term, set supp (1 − αjk) = Vjk, we choose αjk in
such a way that Vjk = W
c
jk. The estimation of others terms is simple and
relies on the key inequalities (1+|η|)(1+|ξ|)(1+|ξ−η|) 6 1 and
(1+|ξ−η|)
(1+|ξ|)(1+|η|) 6 1. We
gather all results:
I1 6
2pi
d
2
Γ(n2 )
‖θ−m1 t̂j1‖L∞‖θ−m2 t̂j2‖L∞(1 + |ξ|)m1+m2+d
I2 6 ‖t1χ‖m2+d+1,Vj1,ϕj‖θ−m2 t̂j2‖L∞
∫
Rd
dη(1 + |ξ − η|)−(m2+d+1)(1 + |η|)m2
6 ‖t1χ‖m2+d+1,Vj1,ϕj‖θ−m2 t̂j2‖L∞(1+|ξ|)m2
∫
Rd
dη
(1 + |η|)m2
(1 + |ξ|)m2(1 + |ξ − η|)(m2+d+1)
I3 6 ‖θ−m1 t̂j1‖L∞‖t2χ‖m1+d+1,Vj2,ϕj
∫
Rd
dη(1 + |ξ − η|)m1(1 + |η|)−(m1+d+1)
6 ‖θ−m1 t̂j1‖L∞‖t2χ‖m1+d+1,Vj2,ϕj (1+|ξ|)m1
∫
Rd
dη
(1 + |ξ − η|)m1
(1 + |ξ|)m1(1 + |η|)m1+d+1
I4 6 ‖t1χ‖N1,Vj1,ϕj‖t2χ‖N2,Vj2,ϕj (1+|ξ|)−N1
∫
Rd
dη
(1 + |ξ|)N1
(1 + |ξ − η|)N1(1 + |η|)N2 .
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We write the estimates in a more compact form where we replaced the
integrals by constants (Ci)16i64:
I1 6 C1‖θ−m1 t̂j1‖L∞‖θ−m2 t̂j2‖L∞(1 + |ξ|)m1+m2+d (4.7)
I2 6 C2‖t1χ‖m2+d+1,Vj1,ϕj‖θ−m2 t̂j2‖L∞(1 + |ξ|)m2 (4.8)
I3 6 C3‖θ−m1 t̂j1‖L∞‖t2χ‖m1+d+1,Vj2,ϕj (1 + |ξ|)m1 (4.9)
I4 6 C4‖t1χ‖N1,Vj1,ϕj‖t2χ‖N2,Vj2,ϕj (1 + |ξ|)−N1 (4.10)
then we summarize the whole estimate, if N2 > N1 + d+ 1:
(1 + |ξ|)−m1−m2−d|I|
6 C
(
‖θ−m1 t̂j1‖L∞ + ‖t1χ‖N1,Vj1,ϕj
)(
‖θ−m2 t̂j2‖L∞ + ‖t2χ‖N2,Vj2,ϕj
)
.

Lemma 4.2.5 Let Γ1,Γ2 be two cones in T
•Rd and m1,m2 some non neg-
ative integers. Assume Γ1 ∩ −Γ2 = ∅. Set Γ = Γ1 ∪ Γ2 ∪ Γ1 + Γ2. Then for
all seminorm ‖.‖N,V,χ2 of D′Γ where N > supk=1,2mk + d + 1, there exists
C such that for all (t1, t2) ∈ D′Γ1(Rd)×D′Γ2(Rd) satisfying ‖θ−m1 t̂1χ‖L∞ <
∞, ‖θ−m2 t̂2χ‖L∞ <∞, we have the bilinear estimate:
‖t1t2‖N,V,χ2 6 C
∑
j∈J
‖t2χ‖2N,Vj2,ϕj‖θ−m1 t̂1ϕjχ‖L∞
+‖t1χ‖2N,Vj1,ϕj‖θ−m2 t̂2ϕjχ‖L∞ + ‖t1‖2N,Vj1,ϕj‖t2‖N,Vj2,ϕj
for some seminorms ‖.‖N,Vjk,ϕj of D′Γk , k = 1, 2.
Proof — Let V be a closed cone of Rd such that supp χ × V does not
meet Γ1 ∪ Γ2 ∪ Γ1 + Γ2. Now, it is always possible to use the cover given
by the approximation lemma fine enough so that for all j ∈ J , V will
not meet Wj1 ∪ Wj2 ∪ (Wj1 + Wj2). We would like to estimate I(ξ) for
ξ /∈ Wj1 ∪Wj2 ∪ (Wj1 + Wj2). But αj2(η)αj1(ξ − η) 6= 0 =⇒ (η, ξ − η) ∈
Wj2 ×Wj1 =⇒ ξ = (ξ − η) + η ∈ Wj1 + Wj2. Thus if ξ /∈ Wj1 + Wj2
then αj2(η)αj1(ξ − η) = 0 for all η, hence I1(ξ) = 0 when ξ ∈ V . We set
supp (1− αjk) = Vjk which is a cone in which tjk decreases faster than any
inverse of polynomial function. By definition:
|(1− αjk)t̂jk|(ξ) 6 ‖tkχ‖N,Vjk,ϕj (1 + |ξ|)−N
also for αjk t̂jk where tjk = (tkχ)ϕj , we have:
|αjk t̂jk|(ξ) 6 ‖(1 + |ξ|)−mk t̂jk‖L∞(1 + |ξ|)mk
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where mk is the order of the compactly supported distribution tkχ. We can
estimate I4 in a simple way:
|I4|(ξ) 6 ‖t1χ‖2N,Vj1,ϕj‖t2χ‖N,Vj2,ϕj (1+|ξ|)−N
∫
Rd
dη
(1 + |ξ|)N
(1 + |ξ − η|)2N (1 + |η|)N
|I4|(ξ) 6 CN‖t1χ‖2N,Vj1,ϕj‖t2χ‖N,Vj2,ϕj (1 + |ξ|)−N ,
where CN =
∫
Rd dη
(1+|ξ|)N
(1+|ξ−η|)2N (1+|η|)N 6
∫
Rd dη (1 + |η|)−N .
To estimate I2, let us first notice that if αjk were smooth at 0 then we
could identify the “good function” (1−αj1)t̂j1(η) with the Fourier transform
of a Schwartz function and ”the bad function” αj2t̂j2(η) with the Fourier
transform of a distribution. Denoting by θ(ξ, η) the angle between ξ and η,
we cut I2 into two parts:
I2(ξ) =
∫
θ(ξ,η)6δ
(1−αj1)t̂j1(ξ−η)αj2t̂j2(η)+
∫
θ(ξ,η)>δ
(1−αj1)t̂j1(ξ−η)αj2t̂j2(η)
We set the cone W ′kj = {ξ|dist ( ξ|ξ| ,Wkj) 6 δ} for some δ > 0 in such a way
that the following sequence of inclusions holds:
Wkj ⊂ supp αjk ⊂W ′kj .
The restrictions ξ ∈ V, η ∈ supp αj2 impose the angle θ(ξ, η) between them
satisfies the bound θ > dist(V ∩ Sd−1, supp αj2 ∩ Sd−1) > 0, hence if δ <
dist(V ∩ Sd−1,Wj2 ∩ Sd−1) then
∀ξ ∈ V, I2(ξ) =
∫
θ(ξ,η)>δ
(1− αj1)t̂j1(ξ − η)αj2t̂j2(η),
but the estimate θ(ξ, η) > δ exactly means that the angle between ξ, η is
bounded from below hence we use the bounds
|ξ − η| > sin δ|ξ|, |ξ − η| > sin δ|η|
which implies
(1+|ξ−η|)−2N 6 (1+sin δ|ξ|)−N (1+sin δ|η|)−N 6 (sin δ)−2N (1+|ξ|)−N (1+|η|)−N
which implies the following bounds for I2:
∀ξ ∈ V, |I2|(ξ)
6
∫
θ(ξ,η)>δ
dη‖t1χ‖2N,Vj1,ϕj (1 + |ξ − η|)−2N‖θ−m2 t̂j2‖L∞(1 + |η|)m2
6 ‖t1χ‖2N,Vj1,ϕj‖θ−m2 t̂j2‖L∞(1+|ξ|)−N | sin δ|−2N
∫
Rd
dη(1+|η|)−N (1+|η|)m2 .
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Provided that dist(V ∩ Sd−1,Wj2 ∩ Sd−1) > δ > 0 and N > m2 + d + 1,
the integral on the right hand side absolutely converges. Setting C2 =
| sin δ|−2N ∫Rd dη(1 + |η|)−N (1 + |η|)m2 yields the estimate
∀ξ ∈ V, |I2|(ξ) 6 C2‖t1χ‖2N,Vj1,ϕj‖θ−m2 t̂j2‖L∞(1 + |ξ|)−N .
Now for I3(ξ), after the variable change∫
Rd
dη|αj1tj1(ξ − η)(1− αj2)tj2(η)| =
∫
Rd
dη|αj1tj1(η)(1− αj2)tj2(ξ − η)|,
we repeat the exact same proof as above with the roles of the indices 1, 2
exchanged.
∀ξ ∈ V, |I3|(ξ) 6 C3‖t2χ‖2N,Vj2,ϕj‖θ−m1 t̂j1‖L∞(1 + |ξ|)−N
where C3 = | sin δ|−2N
∫
Rd dη(1 + |η|)−N (1 + |η|)m1 . Gathering the three
terms, we obtain:
∀ξ ∈ V, |I|(ξ) 6 C(‖t2χ‖2N,Vj2,ϕj‖θ−m1 t̂j1‖L∞
+‖t1χ‖2N,Vj1,ϕj‖θ−m2 t̂j2‖L∞ + ‖t1χ‖2N,Vj1,ϕj‖t2χ‖N,Vj2,ϕj )(1 + |ξ|)−N .

Let us explain the boundedness properties of the product. Let Bk, k ∈ {1, 2}
be bounded subsets of D′Γk(Rd), k ∈ {1, 2}. Then for each V satisfying
the hypothesis of the lemma for each χ, there exists a pair (m1,m2) such
that the r.h.s. of the bilinear estimate is bounded for all t1, t2 describing
B1 × B2 by theorem (4.4.2). Thus the seminorm ‖t1t2‖N,V,χ2 is bounded
for all t1, t2 ∈ B1 × B2. The joint and partial sequential continuity of the
product simply follows from the above arguments. As a corollary of the
previous lemmas, we deduce the following important
Theorem 4.2.1 Let Γ1,Γ2 be two cones in T
•Rd. Assume Γ1 ∩ −Γ2 = ∅.
Set Γ = (Γ1 ∪ Γ2 ∪ (Γ1 + Γ2)), where x, ξ ∈ Γ1 + Γ2 means that ξ = ξ1 + ξ2
for some (x, ξ1) ∈ Γ1, (x, ξ2) ∈ Γ2. Then the product
(t1, t2) ∈ D′Γ1 ×D′Γ2 7→ t1t2 ∈ D′Γ
is well defined and bounded.
4.2.3 The soft landing condition is stable by sum.
We have studied the boundedness properties of the product. The main
theorem of Chapter 3 singled out an essential property of the wave front
set of distributions which was the soft landing condition. Our goal in
this subsection will be to check that this condition on wave front sets is
stable by products. If WF (ti)∈{1,2} satisfies the soft landing condition and
WF (t1) ∩ (−WF (t2)) = ∅ on M \ I, then what happens to WF (t1t2) ?
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Proposition 4.2.1 Let Γ1,Γ2 be two closed conic sets which both satisfy
the soft landing condition and Γ1,Γ2 are such that Γ1 ∩ (−Γ2) = ∅. Then
the cone Γ1 ∪ Γ2 ∪ Γ1 + Γ2 satisfies the soft landing condition.
Proof — We just have to prove that Γ1 + Γ2 satisfies the soft landing condi-
tion because taken individually, Γi,∈ {1, 2} already satisfy the soft landing
condition. We denote (xi, hi; kk, ξi) a point in Γi,∈ {1, 2}. We also denote
ηi = (ki, ξi). In the course of the proof, we use the norm |η| = |k|+ |ξ| and
the result does not depend on the choice of this norm since all norms are
equivalent.
1. We start from the hypothesis that Γi,∈ {1, 2} both satisfy the soft
landing condition
∀i ∈ {1, 2},∃εi > 0,∃δi > 0,Γi|K∩|h|6ε ⊂ {|k| 6 δ|h||ξ|}
but this implies that for the points of the form (x, h; η1) + (x, h; η2) =
(x, h; η1 + η2) ∈ (Γ1 + Γ2)|(x,h), we have the inequality
|k1 + k2| 6 sup
∈{1,2}
δi|h| (|ξ1|+ |ξ2|) ,
from now on, we set sup∈{1,2} δi = δ.
2. In order to estimate the sum (|ξ1|+ |ξ2|), we will use the fact that
Γ1 ∩ −Γ2 = ∅. This can be translated in the estimate
∀(x, h; ηi) ∈ Γi|K ,∃δ′ > 0, δ′ (|η1|+ |η2|) 6 |η1 + η2|
=⇒ δ′ (|k1|+ |k2|+ |ξ1|+ |ξ2|) 6 |k1 + k2|+ |ξ1 + ξ2|
=⇒ |ξ1|+ |ξ2| 6 1− δ
′
δ′
|k1 + k2|+ 1
δ′
|ξ1 + ξ2|,
where we can always assume we chose δ′ < 1.
3. Combining the two previous estimates, we obtain
|k1|+ |k2| 6 δ|h| (|ξ1|+ |ξ2|) 6 δ|h|
(
1− δ′
δ′
|k1 + k2|+ 1
δ′
|ξ1 + ξ2|
)
.
Now we choose ε′ small enough in such a way that ∀|h| 6 ε′ 0 <
δε′ 1−δ
′
δ′ < 1. Then this implies the final estimate
∀|h| 6 ε′, |k1 + k2| 6 δ|h|
δ′
(1− δε′ 1− δ
′
δ′
)−1|ξ1 + ξ2|
which means Γ1 + Γ2 satisfies the soft landing condition. 
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4.3 The pull-back by diffeomorphisms.
Our goal in this part consists in studying the lift to T ?M of diffeomorphisms
of M fixing I since the symplectomorphisms of T ?M will determine the
action on wave front sets. In this section, we will work in a local chart of M
in Rn+d with coordinates (x, h) where I is given by the equation {h = 0}.
4.3.1 The symplectic geometry of the vector fields tangent
to I and of the diffeomorphisms leaving I invariant.
We will work at the infinitesimal level within the class g of vector fields
tangent to I defined by Ho¨rmander ([41] vol 3 Lemma (18.2.5)). First recall
their definition in coordinates (x, h) where I = {h = 0}: the vector fields X
tangent to I are of the form
hjaij(x, h)∂hi + b
i(x, h)∂xi
and they form an infinite dimensional Lie algebra denoted by g which is
a Lie subalgebra of V ect(M). Actually, these vector fields form a module
over the ring C∞(M) finitely generated by the vector fields hi∂hj , ∂xi . This
module was defined by Melrose and is associated to a vector bundle called
the Tangent Lie algebroid of I. This module is naturally filtered by the
vanishing order of the vector field on I.
Definition 4.3.1 Let I be the ideal of functions vanishing on I. For k ∈
N, let Fk be the submodule of vector fields tangent to I defined as follows,
X ∈ Fk if XI ⊂ Ik+1.
This definition of the filtration is completely coordinate invariant. We also
immediately have Fk+1 ⊂ Fk. Note that F0 = g.
Cotangent lift of vector fields.
We recall the following fact, any vector field X ∈ V ect(M) lifts functorially
to a Hamiltonian vector field X? ∈ V ect(T ?M) (for more on Hamiltonian
vector fields, see [1] 3.5 page 14) by the following procedure
X = Xi
∂
∂zi
∈ V ect(M) σ7→ σ(X) = Xiξi ∈ C∞(T ?M)
7→ X? = {σ(X), .} = Xi ∂
∂zi
− ξi∂X
i
∂zi
∂
∂ξi
,
where {., .} is the Poisson bracket of T ?M . Notice the projection on M of
X? is X and X? is linear in the cotangent fibers. This means the action
of vector fields is lifted to an action by Hamiltonian symplectomorphisms
of T ?M . The map X ∈ g 7→ σ(X) ∈ C∞(T ?M) from the Lie algebra g to
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the Poisson ideal I(TI)⊥ ⊂ C∞(T ?M) can be interpreted as a “universal”
moment map in Poisson geometry since to each element X of the Lie
algebra g which acts symplectically as a vector field X? ∈ V ect(T ?M), we
associate a function which is the Hamiltonian of X? (as explained to us by
Mathieu Stie´non).
Lemma 4.3.1 Let X be a vector field in g. Then X? is tangent to the
conormal (TI)⊥ of I and the symplectomorphism eX? leaves the conormal
globally invariant. In particular, if X ∈ F2, then X? vanishes on the
conormal (TI)⊥ of I and (TI)⊥ is contained in the set of fixed points of the
symplectomorphism eX
?
.
Proof — Any vector in g admits the decomposition hjaij(x, h)∂hi+b
i(x, h)∂xi .
Thus the symbol map σ(X) ∈ C∞(T ?M) equals hjaij(x, h)ξi + bi(x, h)ki.
This function vanishes on the conormal bundle (TI)⊥ which is a Lagrangian
submanifold. Now we are reduced to the following problem: given a function
f in a symplectic manifold which vanishes along a Lagrangian submanifold
C, what can be said about the symplectic gradient ∇ωf along C ? Since
f |L = 0, for all v ∈ TL, df(v) = 0. But ∀v ∈ TL, 0 = df(v) = ω(∇ωf, v)
which means that ∇ωf is in the orthogonal of TL for the symplectic form ω.
Since L is a Lagrangian submanifold of T ?M , this orthogonal is equal to
TL, finally ∇ωf ∈ TL. If X ∈ F1, then σ(X) = hjhialji(x, h)ξl+hibli(x, h)kl
by the Hadamard lemma. The symplectic gradient X? is given by the for-
mula
X? =
∂σ(X)
∂ki
∂xi −
∂σ(X)
∂xi
∂ki +
∂σ(X)
∂ξi
∂hi −
∂σ(X)
∂hi
∂ξi ,
thus X? = 0 when k = 0, h = 0 which means X? = 0 on the conormal (TI)⊥
of I. 
Proposition 4.3.1 Let ρ1, ρ2 be two Euler vector fields and Φ(λ) = e
− log λρ1◦
elog λρ2. Then the cotangent lift T ?Φ(λ) restricted to (TI)⊥ is the identity
map:
T ?Φ(λ)|(TI)⊥ = Id|(TI)⊥ .
In particular, the diffeomorphism Ψ = Φ(0) (Corollary 1.4.1) which conju-
gates ρ1 with ρ2 satisfies the same property.
Proof — Let us set
Φ(λ) = e− log λρ1 ◦ elog λρ2 (4.11)
which is a family of diffeomorphisms which depends smoothly in λ ∈ [0, 1]
according to 1.4.2, then Φ(0) is the diffeomorphism which locally conjugates
ρ1 and ρ2 (Corollary 1.4.1). The proof is similar to the proof of proposition
1.4.2, Φ(λ) satisfies the differential equation:
λ
dΦ(λ)
dλ
= e− log λρ1 (ρ2 − ρ1) elog λρ1Φ(λ) where Φ(1) = Id (4.12)
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we reformulated this differential equation as
dΦ(λ)
dλ
= X(λ)Φ(λ),Φ(1) = Id (4.13)
where the vector field X(λ) = 1λe
− log λρ1 (ρ2 − ρ1) elog λρ1 depends smoothly
in λ ∈ [0, 1]. The cotangent lift T ?Φλ satisfies the differential equation
dT ?Φ(λ)
dλ
= X?(λ)T ?Φ(λ), T ?Φ(1) = Id (4.14)
Notice that ∀λ ∈ [0, 1], X(λ) ∈ F1 which implies that for all λ the lifted
Hamiltonian vector field X?(λ) will vanish on (TI)⊥ by the lemma (4.3.1).
Since T ?Φ(1) = Id obviously fixes the conormal, this immediately implies
that ∀λ, T ?Φ(λ)|(TI)⊥ = Id|(TI)⊥ . 
4.3.2 The pull-back is bounded.
The problem we solve. We start from a distribution t ∈ D′(M \ I) such
that WF (t) satisfies the soft landing condition. We assumed that there
exists a generalized Euler ρ1 and a small neighborhood V of I such that
λ−se− log λρ1∗t is bounded in D′Γ(V \ I) where Γ =
⋃
λ∈(0,1]WF (e
log λρ1?t).
Under these conditions, by the main theorem of Chapter 3, we know that
the extension t is well defined, WF (t) ⊂ WF (t) ∪ C and for every s′ < s,
λ−s′elog λρ1t is bounded in D′
Γ∪C(V). We proved (Proposition 1.4.2 Chapter
1) that when we change the Euler vector field from ρ1 to ρ2, we have:
λ−selog λρ2∗t = Φ(λ)?
(
λ−selog λρ1∗t
)
︸ ︷︷ ︸
bounded in D′Γ1
.
The above equation motivates us to study a more general question, is the
image of a bounded set in D′Γ by a diffeomorphism Φ still a bounded family
in D′Φ?Γ?
4.3.3 The action of Fourier integral operators.
Fourier integral operators are abbreviated FIO. In this section, we will work
exclusively in Rd since our problem is local. To solve our problem, we will
have to revisit a deep theorem of Ho¨rmander (see [41] theorem 8.2.4) which
describes the wave front set of distributions under pull back. However, we
will reprove a variant of this theorem which is tailored for applications in
QFT. First, we prove the theorem for a specific subclass of FIO (as dis-
cussed in [21]) which contains the space of diffeomorphisms and we also give
explicit bounds for the seminorms of D′Γ. We deliberately choose to discuss
everything in the language of canonical relations and symplectomorphisms
since these are at the core of the geometric ideas involved in the proof.
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A quick reminder about the formalism of FIO.
We recall the definition of a specific class of FIO following [21]. And we will
frequently use several notions that can be found in [21].
The definition of Eskin’s FIO. We adapt the definition of [21] to our
context, we consider operators of the form:
U : D(Rd)×D′(Rd) 7→ D′(Rd)
(ϕ, t) 7→ Uϕt = 1
(2pi)d
∫
Rd
dηeiS(x,η)a(x, η)t̂ϕ(η) (4.15)
where S is smooth, homogeneous of degree 1 in η and det ∂
2S
∂x∂η 6= 0, we
do not assume a = 0 if |η| < 1 since for diffeomorphisms a = 1, and this
does only change the FIO modulo smoothing operator (see [21] p. 330). The
Schwartz kernel of Uϕ is the Fourier distribution which by a slight abuse of
notation reads:
Uϕ(x, y) =
1
(2pi)d
∫
Rd
dηeiS(x,η)−iy.ηa(x, η)ϕ(y).
See [21] p. 341.
Lemma 4.3.2 Let Φ be a diffeomorphism of Rd and ϕ ∈ D(Rd). Then there
exists an operator Uϕ as in 4.15 such that ∀t ∈ D′(Rd), Uϕ(t) = Φ?(tϕ).
We will later choose ϕ as an element of an ad hoc partition of unity defined
by the approximation lemmas (4.2.1,4.2.2). Proof — Our proof follows the
strategy outlined in [24] proposition (1.3.3). The idea is to write down tϕ
as the inverse Fourier transform of t̂ϕ.
tϕ = F−1
(
t̂ϕ
)
=
1
(2pi)d
∫
Rd
dηeix.η t̂ϕ(η)
Now, we pull-back tϕ by the diffeomorphism Φ :
Φ∗ (tϕ) (x) = Φ∗F−1
(
t̂ϕ
)
(x) =
1
(2pi)d
∫
Rd
dηeiΦ(x).η t̂ϕ(η)
Now setting S(x; η) = Φ(x).η, we recognize the phase function S appearing
in (4.15). 
In the following, given a generating function S, we denote by σ the
canonical transformation defined by:
σ : (y; η) 7→ (x; ξ), ξ = ∂S
∂x
(x, η), y =
∂S
∂η
(x, η), (4.16)
see Equation (61.2) p. 330 in [21].
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Theorem 4.3.1 Let (tµ)µ be bounded in D′Γ(Ω),Ω ⊂ Rd. Let U be a proper
operator as defined in (4.15) with amplitude a = 1 and generating function
S and σ the corresponding canonical relation. Then (Utµ)µ is bounded in
D′σ◦Γ(Ω).
We will decompose the proof of the theorem in many different lemmas. Our
strategy goes as follows, we have some bounds on t̂ϕ where ϕ ∈ D(Rd)
because we know that t ∈ D′Γ by the hypothesis of the theorem and we
want to deduce from these bounds some estimates on the Fourier transform
F (χU (tϕ)). We first prove a lemma which gives an estimate of WF (U (tϕ)).
Lemma 4.3.3 Let U be a proper operator as defined in (4.15) with am-
plitude a = 1 and generating function S, σ the corresponding canonical
transformation and ϕ ∈ D(Rd). Then for all t ∈ D′Γ, WF (Uϕt) ⊂ σ ◦ Γ.
Proof — We denote by (y; η) and (x; ξ) the coordinates in T ?Rd. Let t be a
distribution and U a FIO of the form (4.15) with phase function S(x; η) −
〈y, η〉. Then Theorem 63.1 in Eskin (see [21] p. 340) expresses WF (Uϕt)
in terms of the image σ ◦WF (tϕ) of WF (tϕ) by the canonical relation σ
generated by S. To apply the theorem of Eskin, we use the fact that tϕ
compactly supported
=⇒ ‖θ−mt̂ϕ‖L∞ < +∞ =⇒ θ−m−
d+1
2 t̂ϕ ∈ L2(Rd)⇔ t̂ϕ ∈ H−m− d+12 .
Uϕt(x) =
1
(2pi)d
∫
R2d
dydηei[S(x;η)−y.η]tϕ(y) (4.17)
σ : (y; η) 7→ (x; ξ), ξ = ∂S
∂x
(x, η), y =
∂S
∂η
(x, η). (4.18)
The canonical transformation is the same as equation 61.2 p. 330 in [21]. For
convenience, we will write in local coordinates σ(y, η) = (x(y, η), ξ(y, η)). In
the particular case of a diffeomorphism x 7→ Φ(x),
∂S
∂η
(x, η) = Φ(x),
∂S
∂x
(x, η) = η ◦ dΦ
and the corresponding family of canonical relations is
σ : (y, η) 7→ (Φ−1(y), η ◦ dΦ). (4.19)

Motivated by this result, we will test Φ∗(tϕ) on seminorms ‖.‖N,V,χ, for a
cone V and test function χ such that supp χ× V does not meet σ ◦ Γ.
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Lemma 4.3.4 Let U be given by 4.15, σ the corresponding canonical rela-
tion, m a nonnegative integer, α ∈ C∞(Rd \ 0), homogeneous of degree 0,
ϕ ∈ D(Rd), χ ∈ D(Rd) and V ⊂ (Rd\0) a closed cone. If (supp χ× V )⋂σ◦
(supp ϕ× supp α) = ∅ and (supp ϕ× supp (1− α))⋂Γ = ∅ then for all N ,
there exists CN s.t. for all t ∈ D′Γ satisfying ‖θ−mt̂ϕj‖L∞ < +∞:
‖U (tϕ) ‖N,V,χ 6 CN (1 + |ξ|)−N
(
‖θ−mt̂ϕ‖L∞ + ‖t‖N+d+1,W,ϕ
)
(4.20)
where W = supp(1− α).
Proof — Our method of proof is based on the method of stationary phase
and a geometric interpretation. In the course of our proof, we will explain
why constants appearing in all our estimates do not depend on t but only
on U and Γ. This is the only way to obtain an estimate which is valid for
families (tµ)µ bounded in D′Γ. In order to bound ‖U(tϕ)‖N,V,χ, we must first
compute the Fourier transform of χU(tϕ):
F (χU(tϕ)) (ξ) = 1
(2pi)d
∫
R2d
dxdηχ(x)ei[S(x;η)−x.ξ]t̂ϕ(η) (4.21)
We then extract the oscillatory integral on which we will apply the method
of stationary phase:
I(ξ, η) =
∫
Rd
dxei[S(x;η)−x.ξ]χ(x) =
∫
Rd
dxeiψ(x,ξ,η)χ(x),
where the phase ψ(x, ξ, η) = [S(x; η)− x.ξ]. We reformulate the expression
giving F (χU (tϕ)) (ξ) in terms of the oscillatory integral I(ξ, η):
F (χU (tϕ)) (ξ) =
∫
Rd
dηI(ξ, η)t̂ϕ(η).
Then the idea is to split the integral in two parts, in one part the oscillatory
integral I(ξ, η) behaves nicely and decreases fastly at infinity, ie ∀N, (1 +
|ξ| + |η|)NI(ξ, η) is bounded. In the second part, the oscillatory integral is
bounded but this domain corresponds to the codirections in which t̂ϕ has
fast decrease at infinity. The method of stationary phase states (see [70]
p. 330,341) that the integral I is rapidly decreasing in the codirections (ξ, η)
for which ψ is noncritical, i.e. dxψ(x; ξ, η) 6= 0. We compute the critical
set of the phase
dxψ(x; ξ, η) = dxS(x, η)− ξ.
Hence the critical set dxψ = 0 is given by the equations
{(η, ξ)|dxS(x, η)− ξ = 0, x ∈ supp χ}, (4.22)
we thus naively set
∀ξ, Σ(ξ) := {(y, η)|∃x ∈ supp χ, dxS(x, η)− ξ = 0, y = ∂S
∂η
(x, η)}. (4.23)
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Motivated by the geometric relation between the generating function S and
the canonical relation σ (by Equation (4.16)), we interpret Σ(ξ) in terms of
the canonical transformation σ:
Σ(ξ) = {(y, η)|∃x ∈ supp χ, σ(y, η) = (x, ξ)} (4.24)
or Σ(ξ) = σ−1 ◦ (supp χ× {ξ}) . (4.25)
Hence Σ(ξ) is the inverse image of supp χ × {ξ} by the canonical relation
σ. Let us recall that pi2 projects T
•Rd on the second factor Rd?. We define
R(ξ) = pi2 (Σ(ξ)) = {η|∃x ∈ supp χ, dxS(x, η)− ξ = 0}
which has the following analytic interpretation, for fixed ξ, R(ξ) contains
the critical set (“bad η’s”) of I(ξ, η). We admit temporarily that
σ ◦ (supp ϕ× supp α)
⋂
(supp χ× V ) = ∅
implies supp α does not meet
⋃
ξ∈V R(ξ) (we will prove this claim in Lemma
(4.3.5)). We are led to define a neighborhood Rε(ξ) of R(ξ) for which ∀ξ ∈
V,Rε(ξ) ∩ supp α = ∅:
Rε(ξ) = {η|∃x ∈ supp χ, |dxS(x, η)− ξ| 6 ε}.
Denote by Rcε(ξ) the complement of Rε(ξ).
Rcε(ξ) = {η|∀(x, ξ) ∈ supp χ× V, |dxS(x; η)− ξ| > ε}
Rcε(ξ) = {η|∀(x, ξ) ∈ supp χ× V, |dxψ(ξ, η)| > ε}.
We use the following result in Duistermaat, ∀N, ∃CN s.t.
∀(ξ, η) ∈ V ×Rcε(ξ), |I(ξ, η)| 6 CN (1 + |η|+ |ξ|)−N . (4.26)
The proof of this result is based on the fact that we are away from the critical
set R(ξ) and from application of the stationary phase ([24] Proposition 2.1.1
p. 11). The constant CN depends only on N , χ, S, ε.
Recall we made the assumption there is a function α ∈ C∞(Rn \ 0),
homogeneous of degree 0 such that ∀ξ ∈ V,Rε(ξ) does not meet supp α, and
supp ϕ × supp (1 − α) does not meet Γ. We cut the Fourier transform in
two pieces:
I(ξ) = F (χU (tµϕj)) (ξ) = I1 + I2
where
I1(ξ) =
∫
Rε(ξ)
dηI(ξ, η)t̂ϕ(η) (4.27)
I2(ξ) =
∫
Rcε(ξ)
dηI(ξ, η)t̂ϕ(η). (4.28)
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Observe I1(ξ) =
∫
Rε(ξ)
dηI(ξ, η)αt̂ϕ(η)+
∫
Rε(ξ)
dηI(ξ, η)(1−α)t̂ϕ(η) = ∫Rε(ξ) dηI(ξ, η)(1−
α)t̂ϕ(η) since we assumed ∀ξ ∈ V, supp α ∩ Rε(ξ) = ∅. By Paley–Wiener
theorem, we know that ∃m, ‖θ−mt̂ϕ‖L∞ < ∞. We use this inequality and
stationary phase estimate (4.26)
|I2|(ξ) = |
∫
Rcε(ξ)
dηI(ξ, η)t̂ϕ(η)| 6 CN+m+d+1
∫
Rcε(ξ)
dη(1+|η|+|ξ|)−N−m−d−1|t̂ϕ(η)|
6 CN+m+d+1
∫
Rcε(ξ)
dη(1 + |η|+ |ξ|)−N−m−d−1(1 + |η|)m‖θ−mt̂ϕ‖L∞
6 CN+m+d+1(1 + |ξ|)−N‖θ−mt̂ϕ‖L∞
∫
Rd
dη(1 + |η|)−d−1
hence I2(ξ) 6 C ′N+m+d+1(1 + |ξ|)−N‖θ−mt̂ϕj‖L∞ where C ′N+m+d+1 is a
constant which depends only on N , χ, S, ε. Now to estimate I1, set
W := supp (1− α):
I1(ξ) =
∫
Rε(ξ)
dηI(ξ, η)(1− α)t̂ϕ(η)
by a change of variable in (4.27) so that η does appear on the right hand
side,
|I1(ξ)| 6
∫
Rd
dx|χ(x)|
∫
Rε(ξ)
dη|(1− α)t̂ϕ(η)|
because |I(ξ, η)| 6 ∫Rd dx|χ(x)|,
|I1(ξ)| 6
∫
Rd
dx|χ(x)|
∫
Rε(ξ)
dη‖t‖N,W,ϕ (1 + |η|)−N .
Recall the definition of Rε(ξ) = {η|∃x ∈ supp χ, |dxS(x, η) − ξ| 6 ε}. The
defining inequality |dxS(x, η)− ξ| 6 ε implies that on Rε(ξ):
|dxS(x; η)− ξ| 6 ε =⇒ |ξ| − ε 6 |dxS(x; η)| 6 |ξ|+ ε.
This estimate is relevant if |ξ| > ε. Then we use the fact that η 7→ dxS(x, η)
does not meet the zero section when η 6= 0 and depends smoothly on x ∈
supp χ (in the case of a diffeomorphism, we find dxS(x, η) = η ◦ dΦ(x)), so
there is a constant c > 0 such that
∀(x, η) ∈ supp χ× Rd, c−1|η| 6 |dxS(x, η)| 6 c|η|. (4.29)
Combining with the previous estimate gives ∀ξ ∈ V,∀η ∈ Rε(ξ), |ξ|−ε 6 c|η|
which can be translated as the inclusion of sets
Rε(ξ) ⊂ {c−1 (|ξ| − ε) 6 |η|} = Rd \B
(
0,
|ξ| − ε
c
)
(4.30)
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I1(ξ) 6
∫
Rd
dx|χ(x)|
∫
c−1(|ξ|−ε)6|η|
dη‖t‖N+d+1,W,ϕ (1 + |η|)−N−d−1
=
2pid/2
Γ(d/2)
(∫
Rd
dx|χ(x)|
)
‖t‖N+d+1,W,ϕ
∫ ∞
c−1(|ξ|−ε)
(1 + r)−N−d−1 rd−1dr
6 2pi
d/2
Γ(d/2)
(∫
Rd
dx|χ(x)|
)
‖t‖N+d+1,W,ϕ
∫ ∞
c−1(|ξ|−ε)
r−N−2dr
=
2pid/2
Γ(d/2)
(∫
Rd
dx|χ(x)|
)
‖t‖N+d+1,W,ϕ
(
c−1 (|ξ| − ε))−N−1
N + 1
6 CN+1‖t‖N+d+1,W,ϕ(1 + |ξ|)−N−1.
where CN+1 does not depend on t but only on Γ. 
In the previous lemma, we made two assumptions that we are going to prove,
we recall some useful definitions:
∀ξ ∈ V,Σ(ξ) = σ−1 ◦ (supp χ× {ξ}) , R(ξ) = pi2(Σ(ξ))
and Rε(ξ) is a family of neighborhoods of R(ξ) which tends to R(ξ) as ε→ 0.
Lemma 4.3.5 For any closed conic set V and χ ∈ D(Rd) such that (supp χ× V )∩
(σ ◦ Γ) = ∅, there exists a pseudodifferential partition of unity (αj , ϕj)j such
that
∀ξ ∈ V,Rε(ξ) ∩ supp αj = ∅ (4.31)
Γ ⊂
⋃
j∈J
supp ϕj × supp αj . (4.32)
Proof — χ and V are given in such a way that
(supp χ× V ) ∩ (σ ◦ Γ) = ∅ ⇔
σ diffeo
σ−1 (supp χ× V ) ∩ Γ = ∅.
We then use Lemma 4.2.1, 4.2.2 to cover Γ by
(⋃
j supp ϕj × supp αj
)
where αj ∈ C∞(Rd \ {0}) is homogeneous of degree 0 and we choose the
cover fine enough in such a way that
(
σ−1 ◦ (supp χ× V )) ∩
⋃
j
supp ϕj × supp αj
 = ∅.
But this implies
∀j,
⋃
ξ∈V
σ−1 (supp χ× {ξ})
 ∩ (supp ϕj × supp αj) = ∅
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⇔
⋃
ξ∈V
Σ(ξ)
∩(supp ϕj × supp αj) = ∅ =⇒
⋃
ξ∈V
R(ξ)
∩supp αj = ∅,
the last line follows by projecting with pi2. Finally by choosing ε small
enough, we can always assume ∀ξ ∈ V,Rε(ξ) ∩ supp αj = ∅: assume the
converse holds, i.e. ∀n, ∃ξn ∈ V , ∃xn ∈ supp χ, ∃ηn ∈ R 1
n
(ξn) ∩ supp αj
w.l.g. assume |ηn| = 1 then by definition of R 1
n
(ξn), we find that
|ξn − ∂S
∂x
(xn, ηn)| < 1
n
and estimate (4.29) =⇒ |dxS(xn, ηn)| 6 c|ηn| = c =⇒ |ξn| < c + 1n .
This means the sequence (xn, ξn, ηn) lives in a compact set, thus we can
extract a subsequence which converges to (x, ξ, η) ∈ supp χ × V × supp αj
and η ∈ R(ξ) ∩ supp αj , contradiction ! 
Then we give the final lemma which concludes the proof of theorem (4.3.1).
Lemma 4.3.6 Let U be an operator given in (4.15) with symbol a = 1 and
σ the corresponding canonical transformation. For any closed conic set V
and χ ∈ D(Rd) such that (supp χ× V ) ∩ (σ ◦ Γ) = ∅, there exists a finite
family of seminorms (‖.‖N,Wj ,ϕj )j∈J ′ for D′Γ such that ∀N, ∃CN ,∀t ∈ D′Γ
s.t. ∀j ∈ J ′, ‖θ−mt̂ϕj‖L∞ < +∞:
‖Ut‖N,V,χ 6
∑
j∈J ′
CN
(
‖θ−mt̂ϕj‖L∞ + ‖t‖N+2d+1,Wj ,ϕj
)
.
Proof — There is still a problem due to the noncompactness of the sup-
port of t, there is no reason the sum
∑
j∈J tϕj ((ϕj)j∈J is a partition of
unity of Rd given by Lemma 4.3.5) should be finite thus we do not neces-
sarily have one fixed m for which ∀j ∈ J, ‖θ−mt̂ϕj‖L∞ < +∞. However,
χUt =
∑
j∈J ′ χUtϕj where J
′ is any subset of J such that
∑
j∈J ′ ϕj = 1
on the compact set pi1
(
σ−1 (supp χ× V )), thus J ′ can be chosen finite.
Now we use the pseudodifferential partition of unity indexed by J ′ to patch
everything together:
∀ξ ∈ V, |F (χUt) |(ξ) 6
∑
j∈J ′
|
∫
R2d
dxdηei[S(x;η)−x.ξ]χ(x)t̂ϕj(η)|
6
∑
j∈J ′
CN (1 + |ξ|)−N
(
‖θ−mt̂ϕj‖L∞ + ‖t‖N+2d+1,Wj ,ϕj
)
by estimate (4.20) where Wj = supp (1 − αj). And this final estimate
generalizes directly to families of distributions (tµ)µ:
‖Utµ‖N,V,χ 6
∑
j∈J ′
CN
(
‖θ−mt̂µϕj‖L∞ + ‖tµ‖N+2d+1,Wj ,ϕj
)
.
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
For tµ in a bounded family of distributions, there is a finite integer m (which
depends on the finite partition of unity ϕj) such that the r.h.s. of the above
inequality is bounded thus all seminorms ‖.‖N,V,χ for D′σ◦Γ are bounded. Fi-
nally, it remains to check that the pull-back by a diffeomorphism of a weakly
bounded family of distributions is weakly bounded, the proof is a simple ap-
plication of the variable change formula for distributions ([21] formula (3.7)
p. 10).
Consequences for the scaling with different Eulers.
Definition 4.3.2 t is microlocally weakly homogeneous of degree s at p ∈ I
for ρ if WF (t) satisfies the local soft landing condition at p, there exists a
ρ-convex open set Vp such that (λ
−selog λρ∗t)λ∈(0,1] is bounded in D′Γ(Vp \ I)
for some Γ ⊂ T •Vp which satisfies the soft landing condition.
In particular, if (λ−selog λρ∗t)λ∈(0,1] is bounded inD′Γ(Vp\I) for Γ =
⋃
λ∈(0,1]WF (tλ)
then t is microlocally weakly homogeneous of degree s since WF (t) satisfies
the soft landing condition implies Γ =
⋃
λ∈(0,1]WF (tλ) also does.
Theorem 4.3.2 Let t ∈ D′(M \I). If t is microlocally weakly homogeneous
of degree s at p ∈ I for some ρ then it is so for any ρ.
Proof — Let ρ1, ρ2 be two Euler vector fields and t is microlocally weakly
homogeneous of degree s at p ∈ I for ρ1. We use Proposition 1.4.2 which
states that locally there exists a smooth family of diffeomorphisms Φ(λ) :
Vp 7→ Vp such that ∀λ ∈ [0, 1],Φ(λ)(p) = p and Φ(λ) relates the two scalings:
elog λρ2∗ = Φ(λ)∗elog λρ1∗.
Then Φ(λ)? is a Fourier integral operator which depends smoothly on a
parameter λ ∈ [0, 1]. λ−selog λρ1∗t is bounded in D′Γ1(V \ I), then we apply
Theorem (4.3.1) to deduce that the family
Φ(λ)∗
(
λ−selog λρ1∗t
)
λ
=
(
λ−selog λρ2∗t
)
λ
is in fact bounded in D′Γ2(Vp), with Γ2 given by the equation
Γ2 =
⋃
λ∈[0,1]
σλ ◦ Γ1
where σλ = T
?Φ−1(λ). 
The previous theorem allows us to define a space of distributions Es(U)
that are microlocally weakly homogeneous of degree s, the definition being
independent of the choice of Euler vector field ρ:
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Definition 4.3.3 t is microlocally weakly homogeneous of degree s at p if t
is microlocally weakly homogeneous of degree s at p for some ρ. Eµs (U) is the
space of all distributions t ∈ D′(U) such that ∀p ∈ (I ∩ U), t is microlocally
weakly homogeneous of degree s at p.
We now state a general theorem which summarizes all our investigations in
the first four chapters of this thesis and is a microlocal analog of Theorem
1.4.2,
Theorem 4.3.3 Let U be an open neighborhood of I ⊂M , if t ∈ Eµs (U \ I)
then there exists an extension t in Eµs′(U) ∩ D′WF (t)∪C (U) where s′ = s if
−s− d /∈ N and s′ < s otherwise.
4.4 Appendix.
We recall a deep theorem of Laurent Schwartz (see [64] p. 86 theorem (22))
which gives a concrete representation of bounded families of distributions.
Theorem 4.4.1 For a subset B ⊂ D′(Rd) to be bounded it is neccessary and
sufficient that for any domain Ω with compact closure, there is an multiindex
α such that ∀t ∈ B, ∃ft ∈ C0(Ω) where t|Ω = ∂αft and supt∈B ‖ft‖L∞(Ω) <
∞.
We give an equivalent formulation of the theorem of Laurent Schwartz in
terms of Fourier transforms:
Theorem 4.4.2 Let B ⊂ D′(Rd).
∀χ ∈ D(Rd), ∃m ∈ N, sup
t∈B
‖(1 + |ξ|)−mt̂χ‖L∞ < +∞
⇔ B weakly bounded in D′(Rd)⇔ B strongly bounded in D′(Rd).
Proof — We will not recall here the proof that B is weakly bounded is
equivalent to B is strongly bounded (by Banach Steinhaus see the appendix
of Chapter 1). Assume ∀χ ∈ D′(Rd), ∃m ∈ N, supt∈B ‖(1 + |ξ|)−mt̂χ‖L∞ <
+∞. We fix an arbitrary test function ϕ. There is a function χ ∈ D(Rd)
such that χ = 1 on the support of ϕ. Then
| 〈t, ϕ〉 | = | 〈tχ, ϕ〉 | = | 〈t̂χ, ϕ̂〉 |
= |
∫
Rd
ddξ(1 + |ξ|)−d−1(1 + |ξ|)−mt̂χ(ξ)(1 + |ξ|)m+d+1ϕ̂(ξ)|
6
∫
Rd
ddξ(1 + |ξ|)−d−1︸ ︷︷ ︸
integrable
|(1 + |ξ|)−mt̂χ(ξ)||(1 + |ξ|)m+d+1ϕ̂(ξ)|
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6 C‖(1 + |ξ|)−mt̂χ‖L∞pim+d+1(ϕ),
finally
sup
t∈B
| 〈t, ϕ〉 | 6 Cpim+d+1(ϕ) sup
t∈B
‖(1 + |ξ|)−mt̂χ‖L∞ < +∞.
Conversely, we can always assume B to be strongly bounded, then for all
χ ∈ DK(Rd), the family (χeξ)ξ∈Rd where eξ(x) = e−ix.ξ has fixed compact
support K. Then there exists m and a universal constant C such that
∀t ∈ B, ∀ϕ ∈ D(K), | 〈t, ϕ〉 | 6 Cpim(ϕ)
thus
∀t ∈ B, |t̂χ|(ξ) = | 〈t, χeξ〉 | 6 Cpim(χeξ),
now notice that pim(χeξ) is polynomial in ξ of degree m thus supξ |(1 +
|ξ|)−mpim(χeξ) is bounded. But then (1+|ξ|)−m|t̂χ(ξ)| 6 C|(1 + |ξ|)−mpim(χeξ)|︸ ︷︷ ︸
bounded in ξ
and thus supt∈B ‖θ−mt̂χ‖L∞ < +∞. 
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Chapter 5
The two point function
〈0|φ(x)φ(y)|0〉.
Introduction. Hadamard states are nowadays widely accepted as possible
physical states of the free quantum field theory on a curved space-time. The
Hadamard condition plays an essential role in the perturbative construction
of interacting quantum field theory [57]. Since the work of Radzikowski [56],
the “Hadamard condition” (renamed microlocal spectrum condition) is for-
mulated as a requirement on the wave front set of the associated two-point
function ∆+ which is necessarily a bisolution of the wave equation in the
globally hyperbolic space-time. The construction of solutions of the wave
equation in a globally hyperbolic space-time by the parametrix method, fol-
lowing Hadamard [34] and Riesz [61], is by now classical in the mathematical
literature. For space-times of the form R ×M where M is a compact Rie-
mannian manifold, it is well known that ∆+ =
eit
√−∆√−∆ where e
it
√−∆ is a
Fourier integral operator constructed in [27] theorem (1.1) p. 43 with the
wave front set satisfying the Hadamard condition (see also [75] the´ore`me 1
p. 2). However, to our knowledge, only the recent work of C. Ge´rard and
M. Wrochna [13] treats the non static space-times case (although [36] con-
structed Hadamard states on space-times with compact Cauchy surfaces).
Furthermore, for the purpose of renormalizing interacting quantum field the-
ory, we need to establish that ∆+ has finite “microlocal scaling degree”
(following the terminology of [57]), which is a stronger assumption than
establishing that WF (∆+) satisfies the Hadamard condition.
The goal of this chapter is to prove that Γ = WF (∆+) satisfies the
microlocal spectrum condition and that ∆+ is microlocally weakly homo-
geneous of degree −2 in the sense of Chapter 4 (means in the notation of
Chapter 4 that ∆+ ∈ Eµ−2). Although our goal is not to construct ∆+ on
flat space, as preliminary, we spend some time to present various different
mathematical interpretations of the Wightman function ∆+ in the flat case
and give many formulas that are scattered in the mathematical literature.
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We provide proofs (or give precise references whenever we do not give all the
details) of so called “well known facts”, as for instance the Wick rotation,
which cannot be easily found in the mathematical literature. In fact, our
work done in the flat case will be useful when we pass to the curved case.
Our plan and some historical comments. The first section deals with
the Wightman function ∆+ in Rn+1. We start with the expression of the
Wightman function given by Reed and Simon [58]: ∆+ is the inverse Fourier
transform F−1 (µ) of a Lorentz invariant measure µ supported by the pos-
itive mass hyperboloid in momentum space. This beautiful interpretation
also appears in the book of Laurent Schwartz [63]. This gives a first proof
that ∆+ is a tempered distribution. The formalism of functional calculus
immediately allows us to relate F−1 (µ) with the function eit
√−∆√−∆ of the
Laplace operator −∆, eit
√−∆√−∆ is a solution in the space of operators of the
wave equation. From the inverse Fourier transform formula, ∆+ is inter-
preted as an oscillatory integral ([58]), hence by a theorem of Ho¨rmander,
this gives us a first possible way to compute the WF of ∆+.
Then we give a second approach to the Wightman function: we notice
the striking similarity of e
it
√−∆√−∆ with the Poisson kernel
e−τ
√−∆√−∆ , and the fact
that they should be the same formula if we could treat the time variable t as
a complex variable. To carry out this program, we first compute the inverse
Fourier transform w.r.t. to the variables ξ of the Poisson kernel e
−τ |ξ|
|ξ| , we
obtain the function C
τ2+
∑n
i=1(x
i)2
which can be viewed as the Schwartz kernel
of the operator e−t
√−∆√−∆−1. This computation relies on the beautiful
subordination identity connecting the Poisson operator and the Heat ker-
nel. Then we show how to make sense of the analytic continuation in time
of the Poisson kernel C
τ2+
∑n
i=1 x
2
i
, called the wave Poisson kernel and which
corresponds to the operator ei(t+iτ)
√−∆√−∆−1. This allows to recover ∆+
when the complexified time (τ − it) becomes purely imaginary, justifying
the famous Wick rotation and giving a third proof that ∆+ is a distribu-
tion. In fact, to generalize this idea to static space-times of the form R×M
where M is a noncompact Riemannian manifolds, we can use the machinery
of functional calculus defined in the monograph [51] (see also [50]), from the
relation
f(
√−∆g) = 1
(2pi)
1
2
∫ +∞
−∞
f̂(t)eit
√−∆g ,
one can easily define the analytic continuation in time of the Poisson kernel
e−τ
√−∆g√−∆−1g , hence define the Wick rotation of e−τ
√−∆g√−∆−1g where
∆g denotes the Laplace–Beltrami operator on the noncompact Riemannian
manifold, this will be the object of future investigations. Finally, we arrive
at the formula which expresses the kernel of the Wightman function as a
5.1. THE FLAT CASE. 85
distribution defined as the boundary value of a holomorphic function
C
Q(.+ i0θ)
= lim
ε→0+
C
(x0 ± iε)2 −∑ni=1(xi)2 ,
where Q(x) = (x0)2 − ∑ni=1(xi)2 and θ = (1, 0, 0, 0). Applying general
theorems of Ho¨rmander, this gives a fourth proof of the fact that ∆+ is
a distribution and a second way to estimate the wave front set of ∆+.
Along the way, we prove that log
(
(x0 + i0)2 −∑n1 (xi)2) and the family(
(x0 + i0)2 −∑ni=1(xi)2)s are distributions with wave front set satisfying
the microlocal condition condition.
Going to the curved case. There are two conceptual difficulties when
we pass to the curved case, the first is to intrinsically define objects on M2
which generalize the singularity Q−1(· + i0θ) of ∆+ and the powers of Q
in general. The starting point is to pull back distributions and functions
defined on Rn+1 by a map F : V ⊂ M2 7→ Rn+1 constructed by inverting
the exponential geodesic map. This well-known technique was already used
in [34] and [61] and is expounded in many recent works ([11], [77]), however
none of these works present a computation of the wave front set of the pulled
back singular term F ?Q−1(·+ i0θ). Here we prove that the wave front set of
the singular term F ?Q−1(·+ i0θ) satisfies the Hadamard condition as stated
in [56].
The second step consists in pulling back certain distributions in D′(M)
on Rn+1 in order to set and solve the system of transport equations. For
all p ∈ M , we define a map Ep : Rn+1 7→ M which allows to pull-back
functions, differential operators and the metric on Rn+1 (Rn+1 is identified
with the exponential chart centered at p).
Once these two difficulties are solved, and all proper geometric objects
are defined, it is simple to follow the classical construction of Hadamard [34]
to obtain a parametrix with suitable wave front set.
5.1 The flat case.
Fix the Lorentz invariant quadratic formQ(x0, x1, . . . , xn) = (x0)2−∑n1 (xi)2
in Rn+1. In the book of Laurent Schwartz [63], the study of particles is
related to the problem of finding Lorentz invariant tempered distributions of
positive type on Rn+1. By Fourier transform and application of the Bochner
theorem (p. 60,66 in [63]), it is equivalent to the problem of finding positive
Lorentz invariant measures µ ∈ (C0(Rn+1))′ in momentum space. Then µ
is called a scalar particle. If the particle is elementary, it is required that
µ is extremal which means that µ =
∑
αiµi holds iff µi are proportional to
µ. This notion of extremal measure is the analogue in functional analysis of
the notion of irreducible representations of a group in representation theory.
86 CHAPTER 5. THE TWO POINT FUNCTION 〈0|φ(X)φ(Y )|0〉.
We also require that µ has positive energy i.e. µ is supported on {x0 > 0}.
Before we discuss Lorentz invariant measures, we would like to give a simple
formula which is a reinterpretation of the usual Lebesgue integration in Rn+1
in terms of slicing by the orbits of the Lorentz group:∫
Rn+1
f ∧nµ=0 dxµ =
∫ ∞
−∞
dm
∫
Q=m
f
∧nµ=0dxµ
dQ
(5.1)
as a consequence of the coarea formula of Gelfand Leray ([30], [84]). Notice
that we can produce natural Lorentz invariant measures by modifying this
integral, instead of integrating over the Lebesgue measure dm over the real
line, we integrate against an arbitrary measure ρ(m):
Proposition 5.1.1 Any Lorentz invariant measure of positive energy µ can
be represented by the formula
µ(f) =
∫ ∞
−∞
ρ(m)
∫
Q=m
f
∧nν=0dxν
dQ
+ cf(0) (5.2)
where the measure ρ is in fact the push-forward of µ:
ρ = Q∗(µ).
In particular, by Bochner theorem, any tempered positive distribution µ in-
variant by O(n, 1)↑+ can be represented by
µ(f) =
∫ ∞
−∞
ρ(m)
∫
Q=m
f̂
∧nν=0dxν
dQ
+ c
∫
Rn+1
dn+1xf(x). (5.3)
Proof — The proof is given in full detail in [58] Theorem 9.33 p. 75 and
also the classification of all Lorentz invariant distributions was given by
Me´the´e. 
From now on, we assume µ has positive energy. Inspired by the previous
proposition, we claim
Proposition 5.1.2 Any extremal measure of positive energy µ in Rn+1
which is invariant by the group O(n, 1)↑+ of time and orientation preserving
Lorentz transformations is supported on one orbit of O(n, 1)↑+.
Proof — It was proved in a very general setting in [63] p. 72. The orbits of
O(n, 1)↑+ in the positive energy region {x0 > 0} are connected components
of constant mass hyperboloids for m > 0, the half null cone (x0)2 − |x|2 =
0, x0 > 0 and the fixed point {0} of the group action:⋃
m>0
{(x0)2 − |x|2 = m2, x0 > 0}
positive mass hyperboloids
⋃
{(x0)2 − |x|2 = 0, x0 > 0}
halfcone
⋃
{0}
origin
.
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Let µ be an O(n, 1)↑+ invariant measure on Rn+1. Let Q be the canonical
O(n, 1) invariant quadratic form. Then the push-forward Q∗µ is a well
defined measure on R+ (since µ has positive energy) because Q is smooth
and the support of Q∗µ contains the masses of the particles. Assume the
support of µ contains two points which are in disjoint orbits of O(n, 1)↑+,
then the push-forward Q∗µ is supported at two different points m1,m2.
Then pick a smooth function 0 6 χ 6 1 such that χ(m1) = 1 and χ(m2) = 0
and consider the pair of push pull measures
Q∗ (χQ∗µ) , Q∗ ((1− χ)Q∗µ) .
These are measures with different supports, hence linearly independent, and
µ = H(x0)Q∗ (χQ∗µ) +H(x0)Q∗ ((1− χ)Q∗µ)
which contradicts the extremality of µ. 
Now, let µ be an extremal measure of positive energy. We already saw the
support of µ is one orbit of O(n, 1)↑+, a hyperboloid of mass m > 0. Here we
give an interpretation of the O(n, 1)↑+ invariant measure µ supported by the
mass shell m of positive energy (which is unique by theorem 9.37 in [58])
in terms of the Gelfand–Leray distributions (see [30]). We introduce the
following notations:
ξ = (ξµ)06µ6n = (ξ
0, ξi16i6n) = (ξ
0,
−→
ξ ).
Proposition 5.1.3 Let Ω = dξ0 ∧ dn−→ξ be the canonical measure in Rn+1
and Q = (ξ0)2 −∑ni=1(ξi)2. Then we can construct an O(n, 1)↑+ invariant
measure µ supported by the component of positive energy of Q = m given by
the formulas:
µ(f) =
〈
δm,
(∫
Q=m
f
Ω
dQ
)〉
=
∫
Rn
dn
−→
ξ
2
√
m2 + |−→ξ |2
f((m2 + |−→ξ |2) 12 ,−→ξ ).
(5.4)
Proof — Let us remark that the Lebesgue measure in momentum space
Ω = dξ0 ∧ dn−→ξ is O(n, 1) invariant because the determinant of any element
in O(n, 1) equals 1. Let us compute the δ function δ{(ξ0)2−|−→ξ |2=m,ξ0>0}(Ω)
as defined in Gelfand–Shilov [30] :
δ{(ξ0)2−|−→ξ |2=m,ξ0>0}(dξ
0 ∧ dn−→ξ ) =
∫
{ξ0=
√
m2+|−→ξ |2}
dξ0 ∧ dn−→ξ
d((ξ0)2 − (m2 + |−→ξ |2))
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The Gelfand-Leray form dξ
0∧dn−→ξ
d((ξ0)2−(m2+|−→ξ |2)) is the ratio of two Lorentz invari-
ant forms. More explicitely, we compute this ratio in the parametrization−→
ξ ∈ Rn 7→ ((m2 + |−→ξ |2) 12 ,−→ξ ) ∈ Rn+1 of the mass hyperboloid:
dξ0 ∧ dn−→ξ
d((ξ0)2 − (m2 + |−→ξ |2))
|
ξ0=
√
m2+|−→ξ |2
=
dξ0 ∧ dn−→ξ
2(ξ0dξ0 −
〈−→
ξ , d
−→
ξ
〉
)
|
ξ0=
√
m2+|−→ξ |2
=
dn
−→
ξ
2ξ0
|
ξ0=
√
m2+|−→ξ |2
because d
n−→ξ
2ξ0
∧ 2(ξ0dξ0 −
〈−→
ξ , d
−→
ξ
〉
) = dξ0 ∧ dn−→ξ
=
dn
−→
ξ
2
√
m2 + |−→ξ |2
,
we thus connect with the formula found in [58] p. 70,74. 
Once we have this measure µ in momentum space, we would like to re-
cover the distribution it defines by computing the inverse Fourier transform
F−1(µ) in Rn+1.
Proposition 5.1.4 Assume ∆+ = F−1 (µ) where µ is an extremal measure
of mass m, O(n, 1)↑+ invariant and of positive energy, then ∆+ is given by
the formula
∆+(x;m) =
1
2(2pi)n+1
∫
Rn
e−ix0(m2+|
−→
ξ |2) 12 +i−→x .−→ξ
(m2 + |−→ξ |2) 12
dn
−→
ξ . (5.5)
Proof — To prove the claim, we use the Gelfand–Leray notation and the
beautiful identity eiτfω = eiτtdt
∫
t=f
ω
df ([84] page 124 lemma (5.12)), which
allows to rewrite the Reed Simon formula:
δ{(ξ0)2−|−→ξ |2=m,ξ0>0}(e
i(x0ξ0+−→x .−→ξ )Ω)
=
∫
ei(x
0ξ0+−→x .−→ξ )dξ0
∫
ξ0=
√
m2+|−→ξ |2
dξ0 ∧ dn−→ξ
d(ξ02 − (m2 + |−→ξ |2))
=
∫
Rn
ei(x
0
√
m2+|−→ξ |2+−→x .−→ξ ) dn
−→
ξ
2
√
m2 + |−→ξ |2
,
we recognize the inverse Fourier transform of a distribution supported by
the positive sheet of the hyperboloid. 
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If we provisionnally call t the variable x0 then the above proposition allows
to interpret ∆+ as the Schwartz kernel of the operator
eit
√
−∆+m2√−∆+m2 where ∆ is
the Laplace operator acting on Rn. Also notice that the evolution operator
t 7→ U(t) = eit
√
−∆+m2√−∆+m2 satisfies the square root Klein–Gordon equation:
∂t − i
√−∆ +m2U = 0, thus ∆+(x;m) is a solution of the Klein Gordon
equation and for any u ∈ Hs(Rn), u+ = ∆+(t;m)∗u is a solution of the Klein
Gordon equation which has positive energy i.e. its Fourier transform is
supported in the positive hyperboloid.
5.1.1 The Poisson kernel, the Wick rotation and the subor-
dination identity.
To define ∆+ as the inverse Fourier transform of the measure µ is not very
satisfactory since it does not give an explicit formula for ∆+ in space vari-
ables. We will prove that ∆+ = C((x
0 + i0)2−|x|2)−1 where we explain how
to make sense of the term on the right hand side as a tempered distribution
by the process of Wick rotation.
Lemma 5.1.1 The family of Schwartz distributions
1
(2pi)n
∫
Rn
eix.ξ−y|ξ|
|ξ| d
nξ =
e−y
√−∆
√−∆ δ(x) =
pi
n+1
2
Γ(n−12 )
1
(y2 + |x|2)n−12
(5.6)
is holomorphic in y ∈ {y|Re(y) > 0} and continuous in y ∈ {y|Re(y) > 0}
with values in S′(Rn).
Similar computations of Poisson integrals are presented in [69] p. 60, 130,
[21] and [51] (3.5).
Proof — Our proof follows [51] (3.5). Everything relies on the following
identity (see the identity β in [69] p. 61)
e−Ay
A
=
1
pi1/2
∫ ∞
0
e
−y2
4t e−A
2tt−
1
2dt (5.7)
which is derived from the subordination identity (5.22) in [51]
e−Ay =
y
2pi1/2
∫ ∞
0
e
−y2
4t e−A
2tt−
3
2dt (5.8)
by integrating w.r.t. y and by noticing that when y = 0 our formula (5.7)
coincides with the Hadamard–Fock–Schwinger formula:∫ ∞
0
t−
1
2 e−tA
2
dt =
∫ ∞
0
t
1
2 e−tA
2 dt
t
= A−1
∫ ∞
0
t
1
2 e−t
dt
t
= A−1Γ(
1
2
) = A−1pi
1
2
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since Γ(12) = pi
1
2 . Next we need functional calculus in our proof since we
want to apply the subordination identity with A =
√−∆. We then get an
identity for functions of the operator
√−∆. We apply these operators to
the delta function supported at 0:
e−
√−∆y
√−∆ δ0 =
(
1
pi1/2
∫ ∞
0
e
−y2
4t et∆t−
1
2dt
)
δ0,
we recognize on the left hand side a distributional solution of the Poisson
operator ∂2y + ∆x and on the right hand side, we recognize the Heat kernel
et∆δ0 =
1
(4pit)
n
2
e−
|x|2
4t . Substituting in the previous formula,
e−
√−∆y
√−∆ δ0 =
1
pi1/2
∫ ∞
0
e
−y2
4t
1
(4pit)
n
2
e−
|x|2
4t t−
1
2dt =
1
(4pi)
n
2 pi
1
2
∫ ∞
0
dte−
y2+|x|2
4t
1
t
n+1
2
set t = 14s and we get
1
(4pi)
n
2 pi
1
2
∫ ∞
0
ds
4s2
e−(y
2+|x|2)s(4s)
n+1
2 =
1
2pi
n+1
2
∫ ∞
0
dse−(y
2+|x|2)ss
n−3
2
finally by a variable change in the formula of the Gamma function
e−
√−∆y
√−∆ δ0 =
Γ(n−12 )
2pi
n+1
2
1
(y2 + |x|2)n−12

We give an interpretation of ((t± i0)2− |x|2)−n−12 as an oscillatory inte-
gral.
Theorem 5.1.1 The limit limε→0((t±iε)2−|x|2)−n−12 makes sense in S′(Rn)
and satisfies the identity:
((t± i0)2 − |x|2)−n−12 = (−1)
n−1
2 pi
n+1
2
Γ(n−12 )(4pi)
n−1
2
∫
Rn
dnξ
1
|ξ|e
±it|ξ|eix.ξ (5.9)
Proof — The key argument of the proof is to justify the analytic continuation
of the Poisson kernel, this is called Wick rotation in physics textbooks. No-
tice that e
−y√−∆√−∆ δ0 is the Schwartz kernel of a well defined operator
e−
√−∆y√−∆ .
Through the partial Fourier transform w.r.t. the variable x, the operator
e−y
√−∆√−∆ corresponds to the multiplication by
e−y|ξ|
|ξ| . Consider now the func-
tion 1|ξ|e
−y|ξ|, when n > 2 this function is analytic in {y,Re(y) > 0} with
value Schwartz distribution in ξ because
∀y ∈ {Re(y) > 0}, | 1|ξ|e
−y|ξ|| 6 1|ξ| ∈ L
1
loc(Rn).
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Notice that the above estimate is still true when Re(y)→ 0+ hence 1|ξ|e−y|ξ|
is a well defined Schwartz distribution in ξ for Re(y) > 0 (it is continuous in
y with value tempered distribution). Finally, we can continue this operator
in the y variable in the domain Re(y) > 0 , set y = τ + it and let τ tends to
zero in R+. Set e−
√−∆(τ±it)√−∆ δ0 =
Γ(n−1
2
)
2pi
n+1
2
1
((τ±it)2+|x|2)n−12
then at the limit we
find
1
(2pi)n
∫
Rn
eix.ξ−(τ±it)|ξ|
|ξ| d
nξ =
Γ(n−1
2
)
2pi
n+1
2
1
(−(t∓iτ)2+|x|2)n−12
↓τ→0+ ↓τ→0+
1
(2pi)n
∫
Rn
eix.ξ∓it|ξ|
|ξ| d
nξ =
Γ(n−1
2
)
2pi
n+1
2
1
(|x|2−(t∓i0)2)n−12

5.1.2 Oscillatory integral.
For QFT, we are interested in the formula (5.9) for n = 3.
((t± i0)2 − |x|2)−1 = Cn
∫
Rn
dn
−→
ξ
1
|−→ξ |
e±it|
−→
ξ |e−i
−→x .−→ξ , Cn =
(−1)n−12 pi n+12
Γ(n−12 )(4pi)
n−1
2
.
(5.10)
It provides a definition of ((t± i0)2 − |−→ξ |2)−1 as an oscillatory integral or
Lagrangian distribution in Rn+1,
Cn
∫
Rn
dn
−→
ξ eiφ±(t,
−→x ;−→ξ ) 1
|−→ξ |
(5.11)
with phase function φ±(t,−→x ;−→ξ ) =
∑n
i=1−xiξi ± t
√∑n
1 (ξi)
2 = −−→x .−→ξ ±
t|−→ξ |. The idea is to use the interpretation of ((t ± i0)2 − |x|2)−1 as an
oscillatory integral to compute WF ((t± i0)2 − |x|2)−1.
Proposition 5.1.5 We claim
WF
(
Cn
∫
Rn
dnξei(−x.ξ±t|ξ|)
1
|ξ|
)
= {(0, 0;±|ξ|,−−→ξ )}∪{(|x|, xi;±λ,−λxi|x| )|λ > 0, |x| 6= 0}.
Proof — This computation can be found in [58] example 7 p. 101. The
function φ = t|−→ξ | − x.−→ξ . satisfies the axioms of a phase function because
it is homogeneous of degree 1 in ξ, smooth outside
−→
ξ = 0 and dx,tφ never
vanishes as soon as |−→ξ | 6= 0 which implies that it defines a phase function
in the sense of Ho¨rmander. We first compute the critical set of φ denoted
by Σφ and defined by the equation {dξφ = 0}:
dξ(t|−→ξ | − x.−→ξ ) = t
n∑
µ=1
ξµ
|ξ|dξµ − x
µdξµ = 0⇔ t = |x|, xµ = ξµ|ξ| |x|.
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We will later see in Chapter 6 that this defines a Morse family(
(Rn \ {0})× Rn+1 7→ Rn+1, φ)
and the wave front set is parametrized by the Lagrange immersion λφΣφ in
T ?Rn+1 of the critical set defined by the Morse family:
λφΣφ = {(t, x; ∂tφ, ∂xφ)|∂ξφ = 0}
= {(x = 0, t = 0; |ξ|,−ξ)} ∪ {(t, x; |ξ|,−ξ)|t = |x|, xµ = ξµ|ξ| |x|, ξ 6= 0}
= {(0, 0; |ξ|,−ξ)} ∪ {(|x|, xµ;λ,−λx
µ
|x| )|λ > 0, |x| 6= 0}.
To conclude, we see that the sign in front of t in the phase φ±(t, x; ξ) =
±t|ξ|−x.ξ will decide of the positivity or negativity of the energy ofWF (∆+). 
5.2 The holomorphic family
(
(x0 + i0)2 −∑ni=1(xi)2)s.
We give a detailed derivation of the main steps needed for the computation
of the wave front set of the family
(
(x0 + i0)2 −∑ni=1(xi)2)s , s ∈ C and
log
(
(x0 + i0)2 −∑ni=1(xi)2) using the general theory of boundary values
of holomorphic functions along convex sets developped by Ho¨rmander [41].
The result is given in [41] p. 322 without any detail, also a similar treatment
in the literature can be found in [65]. We carefully follow the exposition
of [41] (8.7) but we specialize to the simpler case of the quadratic form
Q = (x0)2 −∑ni=1(xi)2 which makes the explanations much clearer and
allows us to give direct arguments.
Let C+ denote the set {y|Q(y) > 0, y0 > 0}, C+ is an open cone called
the future cone. We denote by q the unique symmetric bilinear map associ-
ated to the quadratic form Q.
Microhyperbolicity. Given θ = (1, 0, 0, 0). We recall that Q is said to be
microhyperbolic (see definition 8.7.1 in [41]) w.r.t. θ in an open set Ω ⊂ Rn
if ∀x ∈ Rn, ∃t(x) > 0, such that ∀t, 0 < t < t(x), Q(x+ itθ) 6= 0.
Proposition 5.2.1 The quadratic form Q(x) = (x0)2 −∑ni=1(xi)2 is mi-
crohyperbolic with respect to any vector θ ∈ C+.
Proof — We are supposed first to fix a vector θ ∈ C+, and we must check
Q is microhyperbolic with respect to θ. In fact, we prove a stronger result:
∀x,∀ε > 0, Q(x+ iεθ) 6= 0. If Q(x+ iεθ) = Q(x)− ε2Q(θ) + 2iεq(x, θ) = 0
then the imaginary part ImQ(x + iεθ) = 0 must vanish hence q(x, θ) = 0.
Hence we would have Q(x) 6 0 since θ ∈ C+ and finally Q(x + iεθ) =
Q(x)− ε2Q(θ) < 0. Contradiction ! 
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The domain TC = Rn+1 + iC+ is called a tube cone. We want to define the
limits in the sense of distributions limy→0,y∈C+ Qs(x+iy) of the holomorphic
function Qs.
The Vladimirov approach.
In the Vladimirov approach which is similar to Ho¨rmander’s, we have to
prove Qs is slowly increasing in the algebra O(TC) of functions holomorphic
in the tube cone TC ( see [65]). In fact, in our case, we would have to prove
an estimate of the form
∀z = x+ iy, |Qs(z)| 6
(
1 + d(y, ∂C+)−2Re(s)
)
. (5.12)
where d(y, ∂C+) is defined as the distance beetween y ∈ C+ and the bound-
ary ∂C+ of the future cone. Then we know (see Theorem 4 p. 204 in
[65]) that the Fourier Laplace transform F is an algebra isomorphism from(O(TC),×) to the algebra (S ′(C◦), ?) of tempered distribution supported in
the dual cone C◦ ⊂ C4 endowed with the convolution product. However,
both the Ho¨rmander and Vladimirov approaches rely on an estimate which
roughly says the holomorphic function Qs(z) has moderate growth when the
imaginary part y of z tends to zero in the Tube cone TC .
Stratification of the space of zeros. For a fixed point x0 ∈ Rn+1, we
study the Jets of the map x 7→ Q(x) at the point x0. The Minkowski space
Rn+1 is partitioned by the lowest order of homogeneity of the Taylor
expansion of Q. Lojasiewicz describes this construction as the stratifica-
tion of the space Rn+1 by the orders of the zeros of Q. We study the
Taylor expansion of Q at x0 by looking at the map y 7→ Q(x0 + y). We find
three distinct situations:
• Q(x0) 6= 0 thus Q(x0 + y) = q(x0, x0) + O(|y|), the term of lowest
homogeneity is q(x0, x0) and is homogeneous of degree 0 in y
• Q(x0) = 0, x0 6= 0 thus Q(x0 + y) = 2q(x0, y) + O(|y|2), the term of
lowest homogeneity is 2q(x0, y) and is homogeneous of degree 1 in y
• x0 = 0 thusQ(0+y) = q(y, y)+O(|y|3), the term of lowest homogeneity
is q(y, y) and is quadratic hence homogeneous of degree 2 in y.
Following Ho¨rmander, we denote by Qx0(y) the term of lowest homogene-
ity in y. The term of lowest homogeneity allows to construct a geometric
structure over Rn+1 called the tuboid.
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Construction of the tuboid. To every x0 ∈ Rn+1, we associate the cone
Γx0 ([41] Lemma 8.7.3 ) defined as the connected component of
{y|Qx0(y) 6= 0} (5.13)
which contains the vector θ = (1, 0, 0, 0).
Lemma 5.2.1 Let Q = (x0)2 −∑ni=1(xi)2 and θ = (1, 0, 0, 0). For every
x0 ∈ Rn+1, let Γx0 be the cone defined as above.
• If Q(x0) 6= 0 then Γx0 = {y|Qx0(y) 6= 0} = Rn+1 since the term of
lowest homogeneity Q(x0) does not depend on y.
• If Q(x0) = 0, x0 6= 0 then {y|Qx0(y) 6= 0} = {y|q(x0, y) 6= 0} =
{y|q(x0, y) > 0}
⋃{y|q(x0, y) < 0} contains two connected compo-
nents the upper and lower half spaces associated to Q(x0, .), Γx0 =
{y|q(x0, θ)q(x0, y) > 0}.
• If x0 = 0 then Γx0 = {y|q(y, y) > 0, y0 > 0}, it is the space of all
future oriented timelike vectors.
The domain Λ = {x0 + iΓx0 |x0 ∈ Rn+1} ⊂ C4 is called a tuboid in the
terminology of Vladimirov.
Choice of the branch of the log function. In order to define the com-
plex powers Qs(x + iy) = es logQ(x+iy) and logQ(x + iy), we must specify
the branch of the log function that we use. We choose the branch of the log
in the domain 0 < argQ(z) < 2pi, for Q = (x0)2 −∑ni=1(xi)2. For this de-
termination of the log (see [35] Proposition 4.1), by the proof of Proposition
5.2.1, we see that Q(x+ iεθ) avoids the positive reals .
Proposition 5.2.2 limε→0 logQ(.+ iεθ) converges to a smooth function in
the nonconnected open set Q 6= 0.
Proof — We are going to prove that lim logQ(.+ iεθ) ∈ C∞({Q 6= 0}). We
notice that the set {Q(x0) 6= 0} contains three open connected domains,
and we classify the convergence of logQ(.+ iεθ) on each of these connected
domains:
Q(x0) < 0 =⇒ ∀x ∈ Ux0 , logQ(x+ iεθ)→ log |Q(x)|+ ipi(5.14)
Q(x0) > 0, x
0
0 > 0, =⇒ ∀x ∈ Ux0 , logQ(x+ iεθ)→ log |Q(x)|(5.15)
Q(x0) > 0, x
0
0 < 0, =⇒ ∀x ∈ Ux0 , logQ(x+ iεθ)→ log |Q(x)|+ 2ipi.(5.16)
Thus for every x0 such that Q(x0) 6= 0, there is a small neighborhood of x0
in which the family of analytic functions logQ(.+ iεθ) converges uniformly
to a smooth function. 
We only have to study the case Q(x0) = 0.
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The moderate growth estimate along TC .
Ho¨rmander proved an important estimate in [41] lemma 8.7.4 which is a
specific case of the celebrated Lojasiewicz inequality. We have to slightly
modify his result, actually we prove the estimate of lemma 8.7.4, plus the
property that Q(x + iy) never meets the positive half line R+ for x, y in
appropriate domains. Let θ = (1, 0, 0, 0). For every x0 ∈ Rn+1 such that
Q(x0) = 0, let Γx0 be the cone defined as the connected component of
{y|Qx0(y) 6= 0} (5.17)
which contains the vector θ.
Proposition 5.2.3 For any closed conic subset Vx0 ⊂ Γx0, there exists
δ, δ′ > 0 and Ux0 is a neighborhood of x0 such that for all (x, y) ∈ Ux0 ×
Vx0 , |y| 6 δ the following estimate is satisfied:
∃m ∈ Z, δ′|y|m 6 |Q(x+ iy)| (5.18)
and Q(x+ iy) does not meet R+.
Proof — We fix x0. We also prove that we can choose Ux0 in such a way
that Ux0 ×Vx0 tends to {x0}×Γx0 for any net of cones Vx0 which converges
to Γx0 . We study the two usual cases:
if Q(x0) = 0, x0 6= 0, any closed cone Vx0 contained in
Γx0 = {y|q(x0, θ)q(x0, y) > 0}
should be contained in
{y|q(x0, θ)q(x0, y) > 2δ|y|}
for some δ > 0 small enough (when δ → 0 we recover Γx0). Let us consider
the continuous map f := x 7→ infy∈Vx0 ,|y|=1 q(x0, θ)q(x, y). By definition
of Vx0 , f(x0) > 2δ therefore the set f−1[δ,+∞) contains a neighborhood
of x0. We set Ux0 = f
−1[δ,+∞) = {x|∀y ∈ Vx0 , q(x0, θ)q(x, y) > δ|y|},
then Ux0 is a neighborhood of x0. It is immediate by definition of Ux0 that
for all (x, y) ∈ Ux0 × Vx0 , we have |q(x, y)| > δ|q(x0, θ)|−1|y| which is the
moderate growth estimate and we also find that Im Q(x + iy) = 2q(x, y)
never vanishes. Thus Q(x+ iy) avoids R+.
If x0 = 0 then Γ0 = {y|q(y, y) > 0, y0 > 0} is the space of all future
oriented timelike vectors. If we set y = tθ, θ = (1, 0, 0, 0), we find that
∀x, |Q(x+ iy)| > |Q(y)| (5.19)
in fact the unique critical point of the map (x, t) 7→ Q(x + itθ) is the
point x = 0. But then this inequality is invariant by the group O↑+(n, 1) of
96 CHAPTER 5. THE TWO POINT FUNCTION 〈0|φ(X)φ(Y )|0〉.
time and orientation preserving Lorentz transformations. Thus the previous
estimate is true for any y ∈ Γ0 and reads:
∀x,∀y ∈ Γ0, |Q(x+ iy)| > |Q(y)|. (5.20)
To properly conclude, we use the fact that y is contained in a closed subcone
V0 of the interior future cone q(y, y) > 0, thus there is a constant δ < 1 such
that
(x, y) ∈ K =⇒
n∑
i=1
(yi)2 6 δ(y0)2
this implies the estimates
n∑
µ=0
(yµ)2 = (y0)2 +
n∑
i=1
(yi)2 6 (1 + δ)(y0)2 =⇒ (y0)2 >
∑n
µ=0(y
µ)2
1 + δ
and also the estimate ∀(x, y) ∈ U0 × V0, where U0 = |x| 6 δ:
q(y, y) = (y0)2 −
n∑
i=1
(yi)2 > (y0)2 − δ(y0)2 =⇒ q(y, y) > (1− δ)(y0)2
finally, combining the two previous estimates gives
(1− δ)∑nµ=0(yµ)2
1 + δ
6 q(y, y),
which yields the inequalities, ∀(x, y) ∈ U0 × V0:
(1− δ)∑nµ=0(yµ)2
1 + δ
6 q(y, y) 6 |Q(x+ iy)|, (5.21)
setting δ′ = 1−δ1+δ proves the claim. 
Corollary 5.2.1 Thus for all y ∈ Γx, logQ(x+ iy) and Qs(x+ iy) are well
defined analytic functions of the variable z = x + iy for the branch of the
log: 0 < argQ(z) < 2pi.
The tube cone TC is O(n, 1)↑+ invariant thus our arguments would be still
valid for any vector θ in the orbit of (1, 0, 0, 0) by O(n, 1)↑+. Thus all results
of proposition 5.2.3 are independent of the choice of θ in the open cone
Q(θ) > 0, θ0 > 0. The key inequality (5.21) also appears in a less precise
form in the proof of Proposition 4.1 p. 352 in [35].
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Partial results by the Vladimirov approach. In the course of the
proof of proposition (5.2.3), we rediscovered the Lorentz invariant inequality
∀z = x + iy ∈ TC , |Q(z)| > |Q(y)|. We notice that ∀y ∈ C,Q(y) = 2∆2(y)
where ∆(y) =
(
(y0)2−|y|2
2
) 1
2
is the Euclidean distance beetween y and the
boundary of C. Immediately, we deduce that for Re(s) 6 0:
| (Q(z))s | 6 (2∆2(y))Re(s) 6M(s)(1 + ∆2Re(s)(y)),
this means Qs is in the algebra H(C) of slowly increasing functions in O(TC)
(where O(TC) is the algebra of holomorphic functions in TC). Applica-
tion of theorems of Vladimirov proves the existence of a boundary value
lim
y→0,z=x+iy∈TC
Qs(z) in the space of tempered distributions when y → 0 in
C. The limit is understood as a tempered distribution and also the Fourier
transform of Qs is a tempered distribution in S ′(C◦) which is the alge-
bra for the convolution product of Schwartz distributions supported on the
dual cone C◦ of C. In the terminology of Yves Meyer, the boundary value
Qs(.+ i0θ) is C◦ holomorphic.
Existence of the boundary value as a distribution. The previous
estimates allow us to prove a moderate growth property which is the re-
quirement to apply Theorems 3.1.15 and 8.4.8 in [41] giving existence of
Boundary values and control of the wave front set:
Proposition 5.2.4 For any closed conic subset Vx0 ⊂ Γx0, there exists a
sufficiently small neighborhood Ux0 of x0 such that for all x + iy ∈ Ux0 +
iVx0 , |y| 6 δ,
| log(Q(x+ iy))| 6 C|y| (5.22)
|Qs(x+ iy)| 6 C|y|2Re(s) (5.23)
Thus the hypothesis of theorem 3.1.15 of [41] are satisfied for log(Q(z)), Qs(z).
Proof — Since ∀(x, y) ∈ Ux0 × Vx0 , 0 < |y| 6 δ, we have Q(x + iy) /∈ R+,
then we must have logQ(x+ iy) = log |Q(x+ iy)|+ iarg (Q(x+ iy)) where
0 < arg(Q) < 2pi which implies | logQ(x+ iy)| < log |Q(x+ iy)|+2pi. Recall
that we have estimates of the form
∀(x, y) ∈ Ux0 × Vx0 , 0 < |y| 6 δ, δ|y|m 6 |Q(x+ iy)|
We can assume without loss of generality that 0 < C|y|m < 1 and |Q(x +
iy)| 6 1. Then we have
∀(x, y) ∈ Ux0×Vx0 , 0 < |y| 6 δ, δ|y|m 6 |Q(x+iy)| =⇒ |Qs(x+iy)| 6 (δ|y|m)Re(s)
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for Re(s) 6 0. And also ∀(x, y) ∈ Ux0 × Vx0 , 0 < |y| 6 δ, δ|y|m 6 |Q(x+ iy)|
=⇒ log δ|y|m 6 log |Q(x+ iy)| =⇒ | log |Q(x+ iy)|| 6 | log (δ|y|m) |.
Thus we find
| logQ(x+ iy)| 6 2pi + | log δ|+m| log(|y|)|.

Corollary 5.2.2 Application of Theorem 3.1.15 in [41] implies Qs(.+ i0y)
and logQ(.+i0y) for y ∈ Γ are both well defined on Rn+1 as boundary values
of holomorphic functions.
The proof that Qs(.+ i0y) defines a tempered distribution is only sketched
in [35] Proposition 4.1 and it is proved in [37] in example 2.4.3 p. 90 that
these are hyperfunctions in the sense of Sato but this is not enough to prove
these are genuine distributions. Notice that the existence and definition of
the boundary values Qs(. + i0y) and logQ(. + i0y) does not depend on
the choice of y provided y lives in the open cone C+, but since this cone
is O(n, 1)↑+ invariant, the distributions Qs(. + i0y) and logQ(. + i0y) are
O(n, 1)↑+ invariant.
The wave front set of the boundary value.
Theorem 5.2.1 The wave front set of Qs(. + i0θ) and logQ(. + i0θ) is
contained in the set:
{(x; τdQ)|τx0 > 0, Q(x) = 0}
⋃
{(0; ξ)|Q(ξ, ξ) > 0, ξ0 > 0}. (5.24)
Proof — We want to apply Theorem 8.7.5 in [41] in order to obtain the result
explained in [41] on p. 322. More precisely, we want to apply Theorem 8.4.8
of [41] which gives the wave front set of boundary values of holomorphic
functions. Application of Theorem 8.4.8 of [41] claims that for each point
x0 such that Q(x0) = 0,
WF (logQ(Ux0 + i0Vx0)) ⊂ Ux0 × V ◦x0
where V ◦x0 = {η|∀y ∈ Vx0 , η(y) > 0} is the dual cone of Vx0 . But since
this upper bound is true for any closed subcone Vx0 ⊂ Γx0 and corre-
sponding neighborhood Ux0 containing x0, by picking an increasing fam-
ily Vδ,x0 = {y|q(x0, y) > 2δ|y|} and the corresponding decreasing family of
neighborhoods Ux0,δ = {x|∀y ∈ Vδ,x0 , |q(x, y)| > δ|y|, |x − x0| 6 δ}, when
δ → 0, we find that the wave front set of the boundary value over each point
x0 should be contained in the dual cone Γ
◦
x0 = {η|∀y ∈ Γx0 , η(y) > 0} of
5.2. THE HOLOMORPHIC FAMILY
(
(X0 + I0)2 −∑NI=1(XI)2)S . 99
Γx0 . Our job consists in determining this dual cone Γ
◦
x0 for all x0 such that
Q(x0) = 0 ie in the singular support of Q
s(.+ i0θ). As usual there are two
cases: Q(x0) = 0, x0 6= 0 and x0 = 0.
For Q(x0) = 0, x0 6= 0, consider the cone
{y|q(x0, y) 6= 0} (5.25)
this cone contains two connected components separated by the hyperplane
H = {y|q(x0, y) = 0}, we should set Γx0 equal to the connected component
which contains θ,
Γx0 = {y|q(x0, y)q(x0, θ) > 0}.
However, since q(x0, θ) = x
0
0 and dQx0(y) = q(x0, y), it is much more con-
venient to reformulate Γx0 as the half space
Γx0 = {y|η(y) > 0}, η = x00dQx0 (5.26)
for the linear form y 7→ η = x00dQx0(y). By definition, this half space is
the convex enveloppe of the linear form η thus the dual cone Γ◦x0 of the
half space Γx0 consists in the positive scalar multiples of the linear form η
generating this half space, finally Γ◦x0 = {τdQx0 |τx00 > 0}.
When x0 = 0, consider the cone
{y|q(y, y) 6= 0} (5.27)
this cone contains three connected components depending on the sign of Q
and y0, we should set Γ0 equals to the connected component which contains
θ:
Γ0 = {y|q(y, y) > 0, y0 > 0}. (5.28)
By a straightforward calculation
Γ◦0 = {η|∀y ∈ Γ0, η(y) > 0} = {η|Q(η) > 0, η0 > 0},
which is the future cone in dual space. Finally,
WF logQ(.+ i0θ) ⊂
 ⋃
x0 6=0,Q(x0)=0
Γ◦x0
⋃Γ◦0
and we have the same upper bound for WFQs(.+ i0θ). 
The proof of this theorem cannot be found in physics textbooks and is
not even sketched in [41] (where it is only stated as an example of direct
application of Theorem 8.7.5 in [41]). A nice consequence of theorems proved
in this section is that it makes sense of complex powers of the Wightman
function ∆+. Our work differs from the work of Marcel Riesz because the
Riesz family s does not have the right wave front set, for all s s 6= ∆s+,
actually −1 is a fundamental solution of the wave equation whereas the
Wightman function ∆+ is an actual solution of the wave equation.
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5.3 Pull-backs and the exponential map.
The moving frame. Let (M, g) be a pseudo-Riemannian manifold and
TM its tangent bundle. We denote by (p; v) an element of TM , where
p ∈M and v ∈ TpM . Let N be a neighborhood of the zero section 0 in TM
for which the map (p; v) ∈ N 7→ (p, expp(v)) ∈M2 is a local diffeomorphism
onto its image (expp : TpM 7→ M is the exponential geodesic map). Thus
the subset V = expN ⊂ M2 is a neighborhood of d2 and the inverse map
(p1, p2) ∈ V 7→ (p1; exp−1p1 (p2)) ∈ N is a well defined diffeomorphism. Let
Ω be an open subset of M and (e0, ..., en) be an orthonormal moving
frame on Ω (∀p ∈ Ω, gp(eµ(p), eν(p)) = ηµν), and (αµ)µ the corresponding
orthonormal moving coframe.
The pull-back. We denote by µ the canonical basis of Rn+1, then the
data of the orthonormal moving coframe (αµ)µ allows to define the submer-
sion
F := (p1, p2) ∈ V 7→ Fµ(p1, p2)µ = αµp1︸︷︷︸
∈T ?p1M
(exp−1p1 (p2))︸ ︷︷ ︸
∈Tp1M
µ ∈ Rn+1. (5.29)
For any distribution f in D′(Rn+1), the composition
(p1, p2) ∈ V 7→ f ◦ F (p1, p2) = f ◦
(
αµp1(exp
−1
p1 (p2))µ
)
defines the pull-back of f on V ⊂ M2. If f is O(n, 1)↑+ invariant, then the
pull-back defined as above does not depend on the choice of orthonor-
mal moving frame (eµ)µ and is thus intrinsic (since all orthonormal mov-
ing frames are related by gauge transformations in C∞(M,O(n, 1)↑+)). We
apply this construction to the family Qs(h + i0θ) ∈ D′ (Rn+1) constructed
in Corollary (5.2.2) as boundary value of holomorphic functions, and we
obtain the distribution (p1, p2) ∈ V 7→ Qs ◦
(
αµp1(exp
−1
p1 (p2))µ
)
. This allows
to canonically pull-back O(n, 1)↑+ invariant distributions to distributions
defined on a neighborhood of d2.
Example 5.3.1 The quadratic function Q(h) = hµηµνh
ν is O(n, 1)↑+ in-
variant in Rn+1. The pull back of Q by F on V gives
Q ◦ F (p1, p2) = αµp1(exp−1p1 (p2))ηµνανp1(exp−1p1 (p2))
which is the “square of the pseudodistance” between the two points (p1, p2)
called Synge’s world function in the physics literature. Following [34], we
will denote this function by Γ(p1, p2).
5.3.1 The wave front set of the pull-back.
We compute the wave front set of Qs ◦ F .
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The expression of WF (Qs(. + i0θ)) in terms of ηµν. Notice that
WFQs(.+ i0θ) can be written in the form:
WFQs(.+i0θ) = {(hµ;ληµνhν)|Q(h) = 0, h0λ > 0}∪{(0; k)|Q(k) > 0, k0 > 0},
(5.30)
where the condition h0λ > 0 plays an important role in ensuring that the
momentum ληµνh
ν has positive energy.
The pull-back theorem of Ho¨rmander in our case. Denote by t
the distribution Qs(. + i0θ). An application of the pull-back theorem ([41]
Theorem 8.2.4) in our situation gives
WF (F ?t) ⊂ {(p1, p2; k ◦ dp1F, k ◦ dp2F )|(F (p1, p2), k) ∈WF (t)} (5.31)
We denote by (p1, p2; η1, η2) an element of T
?V ⊂ T ?M2 and (hµ; kµ) the
coordinates in T ?Rn+1. The pull-back with indices reads:
(p1, p2; k ◦ dp1F, k ◦ dp2F ) = (p1, p2; kµdp1Fµ, kµdp2Fµ).
Step 1, we first compute WF (F ?t) outside the set d2 = {p1 = p2}.
The condition (F (p1, p2), k) ∈WF (t) in (5.31), reads by (5.30) (Fµ(p1, p2); kµ) =
(Fµ(p1, p2);ληµνF
ν(p1, p2)). We obtain
(p1, p2;λk ◦ dp1F, λk ◦ dp2F ) = (p1, p2;λFµηµν2dp1F ν2 , λFµηµν2dp2F ν2)
and also Fµ(p1, p2)ηµνF
ν(p1, p2) = 0. Now set Γ(p1, p2) = F
µ(p1, p2)ηµνF
ν(p1, p2).
The key observation is that dp1Γ = 2F
µηµνdp1F
ν and dp2Γ = 2F
µηµνdp2F
ν ,
hence:
WF (F ?t) ⊂ {(p1, p2;λdp1Γ, λdp2Γ)|Γ(p1, p2) = 0, λF 0(p1, p2) > 0, λ ∈ R}
∪{(p1, p2; k ◦ dp1F, k ◦ dp2F )|p1 = p2, Q(k) > 0, k0 > 0}.
The geometric interpretation of the last formula.
Definition 5.3.1 A distribution t ∈ D′ (M2) satisfies the Hadamard con-
dition, if and only if WF (t) ⊂ {(p1, p2;−η1, η2)|(x1; η1) ∼ (x2; η2), η02 > 0}.
Our convention for the Hadamard condition is the opposite of the convention
of Theorem 3.9 p. 33 in [36]. The Hadamard condition is a condition on the
wave front set of a distributional bisolution of the wave equation which
ensures it represents a quasi free state of the free quantum field theory in
curved space time ([36]).
The function Γ is the pseudo Riemannian analogue of the square geodesic
distance and will be discussed in paragraph (5.4.3). We first interpret the
term
{(p1, p2;λdp1Γ, λdp2Γ)|Γ(p1, p2) = 0, λF 0(p1, p2) > 0}
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appearing in the last formula as the subset of all elements in T ?V of the
conormal bundle of the conoid {Γ = 0} such that (η2)0 has constant sign:
this is exactly the Hadamard condition. If we use the metric to lift
the indices, dp1Γ (eµ(p1)) η
µνeν(p1) and dp2Γ (eµ(p2)) η
µνeν(p2) are the Eu-
ler vector fields ∇1Γ,∇2Γ defined by Hadamard. We will later prove in
proposition (5.4.3) that the vectors ∇1Γ,−∇2Γ are parallel along the null
geodesic connecting p1 and p2, proving (dp1Γ,−dp2Γ) are in fact coparallel
along this null geodesic.
Step 2, “Diagonal”. For any function F on M2, we uniquely decompose
the total differential in two parts as follows
dF = dp1F + dp2F, where dp1F |{0}×Tp2M = 0, dp2F |Tp1M×{0} = 0.
Let i be the inclusion map i := p ∈ M 7→ (p, p) ∈ d2 ⊂ M then ∀p ∈
M,F ◦ i(p) = 0 =⇒ dpF ◦ i = 0⇔ dp1F ◦ di+ dp2F ◦ di = 0. Since
dp2F
µ(p, p) = dp2α
µ
p1
(
exp−1p1 (p2)
) |p1=p2=p = αµp1 (dp2 exp−1p1 (p2)) |p1=p2=p = αµ(p),
because dp2 exp
−1
p1 (p2)|p1=p2=p = IdTpM 7→TpM = eµ(p)αµ(p). Thus dp1Fµ(p, p) =
−αµ(p) and
{(p1, p2; k ◦ dp1F, k ◦ dp2F )|p1 = p2, Q(k) > 0, k0 > 0}
= {(p, p;−kµαµ(p), kµαµ(p))|p ∈M,Q(k) > 0, k0 > 0}.
Then summarizing step 1 and step 2, let us denote by Λ ⊂ T • (M2 \ d2) the
conormal bundle of the set {Γ = 0} with the zero section removed:
Theorem 5.3.1 The wave front set of the distributions Qs(·+ i0θ) ◦F and
logQ(·+ i0θ) ◦ F is contained in(
Λ
⋃
{(p, p;−η, η)|gp(η, η) > 0}
)⋂
{(p1, p2; η1, η2)|η02 > 0}, (5.32)
where Λ ⊂ T • (M2 \ d2) is the conormal of {Γ = 0} with the zero section
removed.
Remarks:
a)If we denote by Λ the closure of the conormal Λ ⊂ T • (M2 \ d2) in T •M2,
then (Λ
⋃{(p, p;−η, η)|gp(η, η) > 0}) = Λ + Λ.
b) {(p, p;−η, η)|gp(η, η) > 0} is contained in the conormal (Td2)⊥ of d2.
Corollary 5.3.1 The families Qs(.+ i0θ) ◦F and logQ(.+ i0θ) ◦F satisfy
the Hadamard condition.
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Discussion of the sign convention for the energy. We want to dis-
cuss some sign conventions. Recall that if (h; k) ∈ WF (Q(. + i0θ)s) (resp
WF (Q(.−i0θ)s)) then k has positive (resp negative) energy. Denote (p1, p2; η1, η2)
an element of the wave front set of F ?Qs(· ± i0θ). If we want η to be a cov-
ector of positive energy (resp negative energy), then we must consider the
distribution F ?Qs(.+ i0θ) (resp F ?Qs(.− i0θ)).
Notice that in the physics literature, the boundary value is determined
using a Cauchy hypersurface determined by a function T : M 7→ R:(
Γ(p1, p2) + iε(T (p1)− T (p2)) + ε2
)s
.
The proof that it defines a well defined distribution is never given and the
wave front set of this boundary value was never computed. Furthermore,
the formula is not obviously covariant since it relies on the existence of a
foliation of space-times by Cauchy hypersurfaces.
5.3.2 The pull back of the phase function.
In order to connect with the interpretation of the wave front set in terms of
Lagrangian manifold, we imitate what we did for ((x0±i0)2−∑ni=1(xi)2)−1,
we pull-back the oscillatory integral representation on V ⊂ M2 by the
smooth map F .
Theorem 5.3.2 The distribution F ∗ (Q(.+ i0θ))−1 is the Lagrangian dis-
tribution given by the formula
Cn
∫
Rn
dnξei(φ±◦F )(p1,p2;ξ)
1
|ξ| ,
this Lagrangian distribution with phase function φ± ◦F has a wave front set
which satisfies the Hadamard condition.
Proof — Let us only sketch the proof. First we use Proposition (5.1.5) to
determine the wave front set of the oscillatory integral Cn
∫
Rn d
nξeiφ±(h;ξ) 1|ξ| .
It is the same wave front set as for ((h0± i0)2−∑n1 (hi)2)−1, then we apply
the pull-back theorem of Ho¨rmander in order to define the wave front set on
the curved space and it exactly follows the same proof as for the pull back
theorem (5.3.1). 
5.4 The construction of the parametrix.
Our parametrix construction is based on the work of Hadamard [34] (see
also [25]). The construction is done in the neighborhood V of d2. Recall by
5.29 that F (p1, p2) = e
µ
p1
(
exp−1p1 (p2)
)
µ.
104 CHAPTER 5. THE TWO POINT FUNCTION 〈0|φ(X)φ(Y )|0〉.
The Hadamard expansion. We construct the parametrix locally in V
by successive approximations. Inspired by the flat case, we look for an
expansion of the form
∆+ = U(p1, p2)
(
Q−1 ◦ F ) (p1, p2)
+
∞∑
k=0
Vk(p1, p2)Γ
k(p1, p2) (logQ ◦ F ) (p1, p2)
where Γ(p1, p2) = Q ◦ F is the square of the pseudodistance and each term
of the asymptotic expansion has an intrinsic meaning.
5.4.1 The meaning of the asymptotic expansions.
Our goal is to construct U, Vk in C
∞(V). First, we would like to make an
important remark. The series
∑
k VkΓ
k does not usually converge. However,
we can still make sense of the asymptotic expansion
∑
k VkΓ
k as the asymp-
totic expansion of the composite function V (., .; Γ) in C∞(V × R) where
only the germs of map r 7→ V (., .; r) at r = 0 are defined (V is not uniquely
defined).
The Borel lemma.
Proposition 5.4.1 For any sequence of smooth functions (Vk)k in (C
∞(V))N,
there exists a smooth function r 7→ V (., .; r) in C∞(V ×R) such that the co-
efficients of the Taylor series in the variable r of V is equal to the sequence
Vk:
Vk(p1, p2) =
1
k!
∂kV
∂rk
(p1, p2; 0). (5.33)
Proof — The proof is an application of the idea of the proof of the Borel
lemma which states that any sequence (ak)k can be realized as the Taylor
series of a smooth function at 0. The proof we give is due to Malgrange
[44]. Let Ω ⊂ V be an open subset with compact closure, then supΩ |Vk| =
ak <∞. Let χ(r) be a cut-off function near r = 0, χ = 1 in a neighborhood
of zero and vanishes when r > 1. We fix any sequence bk, s.t. bk > 0
growing sufficiently fast such that ∀k, supr∈R+,α6k−1 |∂αr akχ(rbk)rk| 6 12k .
Then
∑
Vkχ(
r
bk
)rk is a smooth function whose Taylor coefficients are the
Vk. The series
∑
Vkχ(
r
bk
)rk is bounded and defines a smooth function only
on the set Ω. Let (ϕj)j∈J be a collection of compactly supported functions
in M2 such that
∑
j=J ϕj = 1 in a neighborhood of d2 and vanishes outside
V. For each j ∈ J , since supp ϕj is compact the previous construction gives
us a sequence (bkj )kj . This gives us a final series U =
∑
j∈J,k∈N ϕjVkχ(
r
bkj
)rk
which is a smooth function supported in V such that
V (., .; Γ) =
∑
j∈J,k∈N
ϕjVkχ(
Γ
bkj
)Γk ∼
∑
k∈N
VkΓ
k.
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
This remark cannot be found in any physics textbook. It is given in [18]
Lemma 4.3.2. Finally, if we know the sequence of coefficients Vk, we find
a function V such that V (p1, p2; r) =
∑
Vk(p1, p2)r
k, thus V (p1, p2; Γ) is a
well defined smooth function.
5.4.2 The invariance properties of the Beltrami operator g
and of gradient vector fields.
Let (M, g) be a pseudo Riemannian manifold and let us define the Dirichlet
energy E (u; g) by the equation:
E (u; g) =
∫
M
1
2
〈∇u,∇u〉g dvolg. (5.34)
We will follow the exposition of He´lein (see [28]) and define the Beltrami
operator g for a general metric g by the first variation of the Dirichlet
energy:
δE (u, g) (ϕ) =
∫
M
〈∇u,∇ϕ〉g dvolg = −
∫
M
(gu)ϕdvolg, (5.35)
(see [28] Equation (1.5) p. 3).
The operator g. Let Φ be a diffeomorphism of M , and
Φ : (M,Φ?g) 7→ (M, g)
the associated isometry, then the Dirichlet energy satisfies the invariance
equation by the action of diffeomorphisms: ∀Φ ∈ Diff(M), E (u; g) =
E (u ◦ Φ; Φ∗g) (see [28] p. 18-19 for the proof). Thus the Beltrami oper-
ator g obeys the equation
∀Φ ∈ Diff(M), (gu) ◦ Φ = Φ?g (u ◦ Φ) (5.36)
The gradient operator ∇g. We want to prove that gradient vector fields
w.r.t. the metric g also behave in a natural way. Let f ∈ C∞(M) then
∀Φ ∈ Diff(M),∀f ∈ C∞(M),∇Φ?g (f ◦ Φ) = Φ? (∇gf) (5.37)
〈∇gf,∇gf〉g =
〈
∇Φ?g (f ◦ Φ) ,∇Φ?g (f ◦ Φ)
〉
Φ?g
(5.38)
The first equation is equivalent to the equation Φ?
(∇Φ?g (f ◦ Φ)) = ∇gf
([40] p. 92–93). We use the coordinate convention:
Φ : xα ∈ (M,Φ?g) 7→ φγ(x) ∈ (M, g)
106 CHAPTER 5. THE TWO POINT FUNCTION 〈0|φ(X)φ(Y )|0〉.
We start from the definition:
∇Φ?g (f ◦ Φ) =
(
gγδ
∂xα
∂φγ
∂xβ
∂φδ
)
◦ Φ∂ (f ◦ Φ)
∂xα
∂
∂xβ
=
(
gγδ
∂xα
∂φγ
∂xβ
∂φδ
∂f
∂φµ
)
◦ Φ∂φ
µ
∂xα
∂
∂xβ
=
(
gγδ
∂xβ
∂φδ
∂f
∂φγ
)
◦ Φ ∂
∂xβ
then we push-forward this vector field
Φ?
(
∇Φ?g (f ◦ Φ)
)
=
(
gγδ
∂xβ
∂φδ
∂f
∂φγ
◦ Φ
)
◦ Φ−1∂φ
µ
∂xβ
∂
∂φµ
= gγδ
∂f
∂φγ
∂
∂φδ
= ∇gf
The proof of the second identity can be simply deduced from the first one
and one can also look at [28] p. 19 for a similar proof. In the sequel, we
write ∇ instead of ∇g where it will be obvious we take the gradient w.r.t.
the intrinsic metric g which does not depend on the chart chosen. Recall
that we denote by eµ the orthonormal moving frame on M . We define two
gradient operators ∇1,∇2 on M2 as follows:
∀f ∈ C∞(M2),∇1f(p1, p2) = dp1f (eµ(p1)) ηµνeν(p1) (5.39)
∀f ∈ C∞(M2),∇2f(p1, p2) = dp2f (eµ(p2)) ηµνeν(p2). (5.40)
The exponential map and lifting on tangent spaces. Let us justify
microlocally the philosophy of the Hadamard construction which consists in
treating Q−1 ◦ F and logQ ◦ F as distributions of p2 where p1 is viewed as
a parameter: let f ∈ D′(V) be any distribution in V ⊂M2. We fix p1 ∈M ,
then we can make sense of the restriction of f , f(p1, .) := p2 ∈M 7→ f(p1, p2)
as a distribution on {p1} ×M if
Conormal ({p1} ×M)
⋂
WF (f) = ∅.
Let pi1 be the projection pi1 := (p1, p2) ∈M2 7→ p1 ∈M , if we have
∀p1 ∈M,Conormal ({p1} ×M)
⋂
WF (f) = ∅,
then for any test density ω ∈ Dn+1(M), the map pi1? (fω) defined by:pi1? (ωf) = p1 7→
∫
M
ω(p2)f(p1, p2)︸ ︷︷ ︸
partial integration

is smooth since WF (pi1?f) = ∅ by Proposition 1.3.4 in [24]. These condi-
tions are satisfied in our case since the wave front set of Q−1◦F and logQ◦F
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are transverse to the conormal of ({p1} ×M) by Theorem 5.31. We pull
back f(p1, .) on Rn+1 by the map Ep1 defined as follows:
Ep1 : (h
µ)µ ∈ Rn+1 7→ Ep1(h) = expp1(hµeµ(p1))) ∈M.
The orthonormal frame (eµ(p1))µ fixes the isomorphism beetween Tp1M and
Rn+1.
5.4.3 The function Γ and the vectors ρ1, ρ2.
In the Hadamard construction, everything is expanded in powers of the
function Γ which is the “square of the pseudo Riemannian distance”. Γ is
a solution of the nonlinear equation (5.41). In the physics literature, the
function Γ is called Synge world’s function but the definition and the key
equation (5.41) satisfied by Γ can already by found in Hadamard (see the
equation (32) in [34] and the Lame´ Beltrami differential parameters for Γ).
The function Γ.
We already defined the function Γ(p1, p2) = α
µ
p1(exp
−1
p1 (p2))ηµνα
ν
p1(exp
−1
p1 (p2))
in example (5.3.1). In the following proposition, we explain which differen-
tial equation this function satisfies.
Proposition 5.4.2 Let us define the function
Γ(p1, p2) =
〈
exp−1p1 (p2), exp
−1
p1 (p2)
〉
gp1
in V ⊂M2. Then Γ satisfies the equation
∀p1, 〈∇2Γ,∇2Γ〉g(p2) (p2) = 4Γ (5.41)
Proof — Denote by E?p1g the metric in the geodesic exponential chart cen-
tered at p1. We give a purely pseudo Riemannian geometry proof of the
claim. Since Γ(p1, p2) =
〈
exp−1p1 (p2), exp
−1
p1 (p2)
〉
gp1
, we know that
∀p1 ∈M,∀h ∈ Rn+1, E?p1Γ(p1, ·)(h) = hµηµνhν .
Then by equation (5.37), writing
(
E?p1g
)µν
(h) =
(
E?p1g
)µν
for shortness:
∀p1 ∈M, 〈∇Γ(p1, .),∇Γ(p1, .)〉g =
〈
∇E
?
p1
g
2
(
E?p1Γ
)
,∇E
?
p1
g
2
(
E?p1Γ
)〉
E?p1g
=
(
E?p1g
)µν
∂hµ(h
µ1ηµ1ν1h
ν1)∂hν (h
µ2ηµ2ν2h
ν2)
=
(
E?p1g
)µν
2δµ1µ ηµ1µ2h
µ22δν1ν ην1ν2h
ν2
= 4(E?p1g)
µν(h)(E?p1g)µµ2h
µ2(E?p1g)νν2h
ν2
= 4(E?p1g)µ2ν2h
µ2hν2 = 4ηµ2ν2h
µ2hν2 ,
by repeated application of the Gauss lemma: (E?p1g)µνh
ν = ηµνh
ν . 
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The Euler fields defined by Hadamard. Once we have defined the
geometric function Γ, we can define a pair of scaling vector fields:
Definition 5.4.1 Let (p1, p2) ∈ V ⊂M2, we define the pair of vector fields
ρ2 =
1
2
∇1Γ = dp2Γ(eµ(p2))ηµνeν(p2) (5.42)
ρ1 =
1
2
∇2Γ = dp1Γ(eµ(p1))ηµνeν(p1). (5.43)
ρ1, ρ2 are Euler vector fields in the sense of Chapter 1 for the diagonal d2 ⊂ V.
The situation is reminiscent of Morse theory. If we freeze the variable p1,
the vector field ρ1 =
1
2∇2Γ is the gradient (w.r.t. p2 and metric g) of the
Morse function p2 7→ Γ(p1, p2) which has a critical point at p1 = p2. The
Hadamard equation (5.41) takes the simple form
ρ2Γ(p1, p2) = ρ1Γ(p1, p2) = 2Γ(p1, p2) (5.44)
thus Γ is homogeneous of degree 2 with respect to the geometric scaling
defined by these Euler vector fields.
Useful relations beetween Γ, ρ2 and Q
s ◦ F . Around p1, the manifold
M is locally parametrized by the map Ep1 : h ∈ Rn+1 7→ expp1(hµeµ(p1)).
ρ2 = ∇2Γ is an Euler vector field in M and we want to study its pull-back
E?p1ρ2 by Ep1 .
Proposition 5.4.3 We have the identity ∀p1 ∈M,E?p1ρ2 = 2hj∂hj and this
identity is independent of the choice of orthonormal moving frame.
Proof — Denote by E?p1g the metric in the geodesic exponential chart cen-
tered at p1. By naturality (5.37), we have setting
(
E?p1g
)µν
(h) =
(
E?p1g
)µν
E?p1ρ2 = E
?
p1 (∇2Γ) = ∇
(
E?p1Γ
)
= (E?p1g)
µν∂hµ
(
ηklh
khl
)
∂hν = (E
?
p1g)
µν
(
ηklδ
k
µh
l + ηklh
kδlµ
)
∂hν
= 2(E?p1g)
µνηµlh
l∂hν = 2(E
?
p1g)
µν(E?p1g)µlh
l∂hν = 2h
ν∂hν
by application of the Gauss lemma. 
This proposition allows us to interpret 12∇2Γ as the vector γ˙(1) where s 7→
γ(s) is the unique geodesic with boundary condition γ(0) = p1, γ(1) = p2: in
exponential chart, this geodesic is given by the simple equation t 7→ γ(t) =
thj and for all t the vector γ˙(t) = hj ∂
∂hj
is parallel along this geodesic. By
symmetry of the whole construction, we can interchange the roles of p1 and
p2 and we deduce that ρ1 ∈ Tp1M,−ρ2 ∈ Tp2M are parallel vectors along
γ (see the same remark in [83] p. 18). A similar proof can be found in [25]
Lemma 8.4.
We denote by Γs the distribution F ∗ ((Q(.+ i0θ))s) and observe that
∀n ∈ N, Γn = F ?Qn.
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Proposition 5.4.4 The relation
∀s ∈ R, ∀n ∈ N,ΓnΓs = Γn+s (5.45)
holds in the distributional sense.
Proof — Recall E?p1Γ
s(h) = (Q(h+ i0θ))s. For ε > 0,
Qn(h)Qs(h+ iεθ)
= Qn+s(h+ iεθ) + ((Qn(h)− (Q(h+ iεθ))n)Qs(h+ iεθ))
where ((Qn(h)−Qn(h+ iεθ))Qs(h+ iεθ)) is an error term which converges
weakly to zero when ε → 0. Thus we should have Qn(h) (Q(h+ i0θ))s =
(Q(h+ i0θ))s+n in the distributional sense. 
5.4.4 The main theorem.
We first prove a lemma which implies that WF (∆+) satisfies the soft landing
condition.
Lemma 5.4.1 Let Ξ be the wave front set of F ∗ ((Q(·+ i0θ))s) then Ξ sat-
isfies the soft landing condition.
Proof — First note that, by Theorem 5.3.1, Ξ ∩ T ?d2M2 is contained in
(Td2)
⊥ and T •M2 \ d2 ⊂ Λ hence it suffices to prove that the conormal Λ
of the conoid {Γ = 0} satisfies the soft landing condition. Let p : x ∈ Ω 7→
p(x) ∈ M be a local parametrization of M , using the local diffeomorphism
(x, h) ∈ Ω × Rn+1 7→
(
p(x), expp(x)(h
µeµ(p(x)))
)
∈ V (recall that (eµ)µ is
the orthonormal moving frame), we can parametrize the neighborhood V of
d2 with some neighborhood of Ω × {0} in Ω × Rn+1. In coordinates (x, h),
the conoid is parametrized by the simple equation ηµνh
µhν = 0, thus it is
immediate that its conormal {(x, h; 0, ξ)|ηµνhµhν = 0, ξµ = ληµνhν , λ ∈ R}
satisfies the soft landing condition. 
From the previous Lemma, we deduce the main theorem of this chapter.
The motivation for this theorem is that it proves that the two point func-
tion satisfies the hypothesis of Theorem 3.2.1 of Chapter 3 which allows us
to initialize the inductive proof of Chapter 6 of renormalizability of all n-
point functions. We denote by Γ−1, log Γ the distributions F ∗Q−1(·+ i0θ),
F ∗ logQ(·+ i0θ). Recall for any open set U , Eµs (U) defined in 4.3.3 was the
space of distributions microlocally weakly homogeneous of degree s.
Theorem 5.4.1 For any pair U, V of smooth functions in C∞(V), the dis-
tribution
UΓ−1 + V log Γ
is in Eµ−2(V).
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Proof — Let ρ be one of the Euler vector fields defined in (5.4.1). For any
pair U, V of smooth functions in C∞(V), by Theorem 4.3.2, it suffices to
prove that the family
λ2elog λρ∗
(
UΓ−1 + V log Γ
)
λ
is bounded in D′Ξ. First Γ−1 is homogeneous of degree −2 w.r.t. scal-
ing: λ2elog λρ2∗Γ−1 = λ2λ−2Γ−1 = Γ−1 and λelog λρ2∗ log Γ = λ log λ−2Γ =
−2λ log λ+ λ log Γ. Then from these equations, we deduce that the families(
λ2elog λρ2∗Γ−1
)
λ∈(0,1] and
(
λ2elog λρ2∗ log Γ
)
λ∈(0,1] are bounded in D′Ξ. Fi-
nally, we use that U, V being smooth, the families (Uλ)λ, (Vλ)λ are bounded
in the C∞ topology in the sense that on any compact set K, the sup norms of
the derivatives of arbitrary orders of (Uλ)λ, (Vλ)λ are bounded. We can con-
clude using the estimate 3.9 of Theorem 3.3.1 to deduce (λ2UλΓ
−1
λ )λ = (UλΓ)
and (λ2Vλ log Γλ)λ = (λ
2Vλ log Γ + 2λ
2Vλ log λ) are bounded in D′Ξ. 
Corollary 5.4.1 Consequently, if ∆+ −
(
UΓ−1 + V log Γ
) ∈ C∞(V) for
some U, V in C∞(V) then ∆+ ∈ Eµ−2(V).
Then we can construct the Hadamard Riesz coefficients from which we can
deduce suitable U, V (see the above discussion on the Borel lemma), however
this construction is really classical and one can look at [83] and [19] Chapter
5.2 for the construction of these coefficients.
Chapter 6
The recursive construction of
the renormalization.
6.0.5 Introduction.
This chapter deals with the construction of a perturbative quantum field
theory using the algebraic formalism developed in ([10],[8]) and proves their
renormalisability using all the analytical tools developped in the previous
chapters. In the first part, we describe the Hopf algebraic formalism for
QFT relying heavily on a paper by Christian Brouder [10] and a paper by
R. Borcherds [8]. The end goal of this first part is the construction of the
operator product of quantum fields denoted by ?. Then in the second part,
we introduce the important concept of causality which allows to axiomati-
cally define the time ordered product denoted by T : T solves the causality
equations and T satisfies the Wick expansion property which is a Hopf al-
gebraic formulation of the Wick theorem. Once we have a T -product, we
can define quantities such as tn = 〈0|Tφn1(x1) . . . φnk(xk)|0〉 where tn is a
distribution defined on configuration space Mn. We prove that if T satis-
fies our predefined axioms, then the collection of distributions (tI)I indexed
by finite subsets I of N satisfies an equation which intuitively says that on
the whole configuration space minus the thin diagonal Mn \ dn, the distri-
bution tn ∈ D′(Mn \ dn) can be expressed in terms of distributions (tI)I
for I  {1, . . . , n}. However, this expression involves products of distribu-
tions, thus we prove a recursion theorem which states that these products
of distributions are well defined and tn ∈ D′(Mn \ dn) can be extended in
D′(Mn). This allows us to recursively construct all the distributions tn for
all configuration spaces (Mn)n∈N.
6.1 Hopf algebra, T product and ? product.
In this part, we use the formalism of [10].
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6.1.1 The polynomial algebra of fields.
The Hopf algebra bundle over M .
Let M be a smooth manifold which represents space time. We will denote
by H = R[φ] the polynomial algebra in the indeterminate φ and we use
the notation H for the trivial bundle H = M × R[φ]. The space of sections
Γ (M,H)
of this vector bundle will be denoted by the letter H. φ is a formal inde-
terminate and we denote by φn the section of H which is the constant
section equal to φn. Any section of H (ie any element of H) will be a finite
combination
∑
n<+∞ anφ
n where an ∈ C∞(M). The space of section H is
a Hopf module over the algebra C∞(M). Actually, most of the theory
of Hopf algebras is still valid on rings and does not require fields. In order
to match with the physical convention, φn(x) := (x, φn) denotes the section
φn = (x 7→ φn(x)) evaluated at the point x ∈ M . 1 is the unit section of
this module H.
The module H has an algebra and coalgebra structure, the product and
coproduct of H are induced from the product and coproduct of H, for in-
stance the product φ
1
φ
2
of two sections is just the product computed fiber
by fiber in H, and the coproduct ∆ in H is just the fiberwise coproduct.
The product. The rule for the product is simple
φkφl = φk+l
which means that the sections φk and φl multiply pointwise
φk(x)φl(x) = φk+l(x)
The coproduct. The coproduct on the primitive element φ is given by:
∆φ = 1⊗C∞(M) φ+ φ⊗C∞(M) 1
and it can be extended to powers of the field φn by the binomial formula:
∆φn =
n∑
k=0
(
n
k
)
φk ⊗C∞(M) φn−k
Some comments and the Sweedler notation. A special case of coas-
sociativity will be:∑
a(11)⊗a(12)⊗a(2) =
∑
a(1)⊗a(21)⊗a(22) =
∑
a(1)⊗a(2)⊗a(3), (6.1)
in tensor notation this reads (∆⊗ Id) ∆ = (Id⊗∆) ∆ which justifies Sweedler’s
notation: ∆k−1a =
∑
a(1) ⊗ ...⊗ a(k).
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The counit The counit is the Hopf algebra analog of the vacuum expec-
tation value in QFT:
ε((x, φn)) = 〈0|φn(x)|0〉 = δn0 .
Definition 6.1.1 The counit is a linear map ε : H 7→ C∞(M) which satis-
fies the following properties:
• ε is an algebra morphism: ε(ab) = ε(a)ε(b)
• ε(φn(x)) = δn01. ∑
ε(a1)a2 =
∑
a1ε(a2) = a. (6.2)
We make the identification φ0 = 1.
Example 6.1.1 We want to give an example of the defining equation∑
a1ε(a2) = a
for a = φn:
∑n
k=0
(
n
k
)
φn−k ε(φk)︸ ︷︷ ︸
=0 if k 6=0
= φnε(1) = φn.
6.1.2 Comparison of our formalism and the classical formal-
ism from physics textbooks.
In QFT textbooks, the fields φ are thought of as operator valued distribu-
tions. In our formalism, the field φ is merely an indeterminate. In QFT
textbooks, the noncommutative operator product is defined first and the
operator product of two fields φ(x) and φ(y) is written φ(x)φ(y). Then us-
ing the representation of φ in terms of annihilation and creation operators,
physicists define the normal ordered product denoted by : φ(x)φ(y) : which
corresponds to the commutative product of the Hopf module H. Whereas
in our formalism, we start from the commutative product and then use a
procedure called twisting to define the operator product ?.
Standard QFT Our approach Borcherds
Commutative product : φ(x)φ(y) : φ(x)φ(y) φ(x)φ(y)
“Operator product” φ(x)φ(y) φ(x) ? φ(y)
VEV 〈0| |0〉 ε
Correlation functions 〈0|T . . . |0〉 t = ε ◦ T Feynman measure ω
Laplace coupling (.|.) Bicharacter ∆
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6.1.3 Hopf algebra bundle over Mn.
A further step in the construction is to pass from the manifold M to the
configuration space Mn of n points. In order to define products of quantum
fields over n points, it is natural to construct an algebraic setting on config-
uration space Mn. We start again from the fiber H = R[φ] and consider the
n-fold tensor product H⊗n = R[φ]⊗· · ·⊗R[φ]. Then H⊗n can be generated
as a polynomial algebra by the n elements:
φ⊗ 1⊗ · · · ⊗ 1 = φ1
1⊗ φ⊗ 1⊗ · · · = φ2
. . .
thus we deduce that H⊗n ' R[φ1, ..., φn]. Then we denote by H⊗n the
bundle Mn ×R[φ1, ..., φn] living over configuration space Mn. As we did in
the previous part, we must consider a module over C∞(Mn) which contains
products of fields of the form
φk1 ⊗ · · · ⊗ φkn ,
hence we will consider the C∞(Mn)-module of sections Γ (Mn, H⊗n). This
module over the ring C∞(Mn) will be denoted Hn. Similarly, for any finite
subset I of the integers, let M I be the set of maps from I to M , we define
H⊗I = M I × R[φi]i∈I = M I × R[φi]i∈I .
Then HI is defined as the C∞(M I)-module of sections Γ(M I , H⊗I). To
consider Hn over the ring C∞(Mn) is not sufficient since in QFT textbooks,
the operator product of fields denoted by ? generates distributions as we can
see in the following example:
Example 6.1.2 φ(x) ? φ(y) = ∆+(x, y) + φ(x)φ(y).
We will have to extend the ring C∞(Mn) of smooth functions living on
configuration space Mn to a ring which contains distributions. In order to
include sections of H with distributional coefficients, we use a tensor product
technique. This idea already appeared in the previous work of Borcherds [7],
in which he constructs a vertex algebra with value in some sort of ring with
singular coefficients. If we have an algebra A of polynomials over a ring R
and V a R-module, it is always possible to define the tensor product A⊗RV
over the ring R. Here we apply this construction: let V be a left C∞(Mn)-
module of distributions, then the tensor productHn⊗C∞(Mn)V makes sense.
Warning: even if Hn is an algebra, it is no longer true that Hn ⊗C∞(Mn) V
is still an algebra since we cannot always multiply distributions.
6.1. HOPF ALGEBRA, T PRODUCT AND ? PRODUCT. 115
The Rota Feynman convention. Following Rota and Feynman, we
write φ
1
φ
2
instead of φ(x) ⊗ φ(y). We drop the tensor product symbol
⊗, and the elements of Hn are C∞(Mn)-linear combinations of products of
powers of fields φi1
1
. . . φin
n
. Hence elements on the j-th factor of the tensor
product is written φ
ij
j . Sometimes, to make our proofs look even simpler,
we write a1...an instead of φ
i1
1
. . . φin
n
.
Extending the product and coproduct. To extend the product and co-
product to Hn, we just compute products and coproducts ”point by point”.
Definition 6.1.2 We give the formula of the product for the generators of
Hn (
φn1
1
. . . φnk
k
)(
φl1
1
. . . φlk
k
)
=
(
φn1+l1
1
. . . φnk+lk
k
)
and the formula of the coproduct:
∆
(
φn1
1
. . . φnk
k
)
=
∆φn1
1
. . .∆φnk
k
Although the definition is given in terms of sections φni
i
, we will some-
times follow the physics folklore and write φni(xi).
Fundamental example If we compute explicitly the coproduct for the
generators, we obtain the formula:
∆
(
φn1
1
. . . φnk
k
)
=
∑( n1
i1
)
. . .
(
nk
ik
)
φn1−i1
1
. . . φnk−ik
k
⊗ φi1
1
. . . φik
k
(6.3)
The counit and the vacuum expectation values. The counit is de-
fined on Hn by extending the counit
ε : H → C∞(Mn)
to Hn by coalgebra morphism:
ε(uv) = ε(u)ε(v).
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Example 6.1.3
ε(1) = 1
ε(φ
1
φ2
2
13) = ε(φ1)ε(φ
2
2
)ε(13) = 0× 0× 1 = 0
ε(111213) = 1× 1× 1 = 1
It is the Hopf algebraic version of the vacuum expectation value and is
an essential ingredient if one wants to define “correlation fonctions” from
product of fields.
6.1.4 Deformation of the polynomial algebra of fields.
The non commutative product of QFT.
Explanation on the notation of physicists. In this part, we will make
the same notational abuse as physicists. Instead of writing products of sec-
tion as φ
1
φ
2
or the star product of sections as φ
1
?φ
2
, we prefer to adopt the
conventional physicist notation φ(x1)φ(x2) for the commutative product and
φ(x1) ? φ(x2) for the star product. The meaning of the formulas is changed,
since in the physicist’s notation, we multiply sections then evaluate them at
points (x1, x2) of the configuration space M
2 whereas in the mathematical
notation, we just multiply two sections φ
1
and φ
2
.
Examples of Wick theorems coming from physics.
We give the general QFT formula for the star product in the notations of
physicists
φn11 (x1) ? · · · ? φnkk (xk)
=
∑( n1
i1
)
. . .
(
nk
ik
)〈
0|
(
φn1−i11 (x1) ? · · · ? φnk−ikk (xk)
)
|0
〉
︸ ︷︷ ︸
Distribution on Mn
φi11 (x1) . . . φ
ik
k (xk).
In Physics, the product of fields inside the 〈0| . . . |0〉 is computed using
Wick’s theorem. Wick’s theorem for time ordered product just means:
T (φ1...φn) =: all possible contractions : when we contract two fields, it just
means we choose some pairs of fields in all possible ways and replace them
by a propagator which is a distributional two point function ∆+. We will
represent a Wick contraction of two fields with the symbol
︷ ︸︸ ︷
φ(x1)φ(x2) and
by definition
︷ ︸︸ ︷
φ(x1)φ(x2) = ∆+(x1, x2). We then give some simple examples
of ? products in order to illustrate the mechanism at work.
Example 6.1.4
φ(x1) ? φ(x2) = φ(x1)φ(x2) +
︷ ︸︸ ︷
φ(x1)φ(x2)
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= φ(x1)φ(x2) + ∆+(x1, x2)
φ(x1) ? φ(x2) ? φ(x3) = φ(x1)φ(x2)φ(x3) +
(︷ ︸︸ ︷
φ(x1)φ(x2)φ(x3) + cyclic
)
= φ(x1)φ(x2)φ(x3) + (∆+(x1, x2)φ(x3) + cyclic)
φ2(x1)?φ
2(x2) = φ
2(x1)φ
2(x2)+4
︷ ︸︸ ︷
φ(x1)φ(x2)φ(x1)φ(x2)+2
︷ ︸︸ ︷
φ(x1)φ(x2)
︷ ︸︸ ︷
φ(x1)φ(x2)
= φ2(x1)φ
2(x2) + 4∆+(x1, x2)φ(x1)φ(x2) + 2∆
2
+(x1, x2)
Functorial pull-back operation.
Let I be a finite subset of N. Then we denote by M I the configuration space
of points labelled by I. In order to define the ? product of fields, we need to
define some operations which allows us to pull-back some products of fields
living in configuration space M I , I ⊂ {1, ..., n}, to the larger configuration
space Mn.
Example 6.1.5 Consider φ(x1) ? φ(x2) ∈ H2, we will illustrate the embed-
ding of the element φ(x1) ? φ(x2) in H4.
p∗{1234}7→{12} (φ(x1) ? φ(x2)) = (φ(x1) ? φ(x2)) 1(x3)1(x4)
If J is another finite subset of N such that I ⊂ J , then there is a canonical
projection pJ 7→I : MJ 7→M I which induces by pull-back a morphism
p∗J 7→I : C
∞(M I) 7→ C∞(MJ)
f(xi)i∈I 7→ p∗J 7→If(xj)j∈J = 1(xj)j∈J\I ⊗C∞(MJ ) f(xi)i∈I ,
p∗ is an algebra morphism. To each configuration space M I , we first define
the bundle HI = M I × R[φi]i∈I , and taking the sections of this bundle, we
obtain the C∞(M I) module HI = Γ (M I , HI). If I ⊂ J , the idea is that the
morphism p?J 7→I extends to Hopf modules by the pull-back operation p
∗
J 7→I
lifts functorially to a map HI 7→ HJ given by the formula:
p∗J 7→I : HI 7→ HJ⊗
i∈I ai 7→ p∗J 7→I
(⊗
i∈I ai
)
=
⊗
j∈J\I 1j ⊗C∞(MJ )
⊗
i∈I ai
where 1j is the unit section of the bundle H over the j-th factor manifold
M .
This pull-back operation allows us to characterize collections (TI)I , where
each TI is a C
∞(M I)-module morphism: TI : HI 7→ HI⊗C∞(MI)V I , which
satisfy some good compatibility relations with the collection of inclusions
p∗J 7→I : HI ↪→ HJ , which means that
∀AI ∈ HI , TJ (p?J 7→IAI) = p?J 7→ITI (AI) .
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This can also be formulated as the commutativity of the diagram:
p∗J 7→I : HI → HJ
TI ↓ TJ ↓
HI → HJ ,
for all I ⊂ J .
Example 6.1.6 T3(φ
i1(x1)⊗φi2(x2)⊗1(x3)) = T2(φi1(x1)⊗φi2(x2))⊗1(x3).
Domain of definition of the ? product. For each I ⊂ N, we need
to twist HI with a left C∞(M I) module V I ⊂ D′(M I) of distributional
coefficients and we consider instead HI ⊗C∞(MI) V I . For any finite subsets
I, J of N, such that I ∩ J = ∅, our star product will be well defined as a
bilinear map
? : HI ×HJ 7→ HI∪J ⊗C∞(MI∪J ) V I∪J
where V I , V J , V I∪J are respectively the left C∞(M I), C∞(MJ), C∞(M I∪J)-
module which contains the distributional coefficients. The star product is
supposed to satisfy the following rule
∀(u, v) ∈ V I × V J ,∀(P,Q) ∈ HI ×HJ ,
(uP ) ? (vQ) = (p∗J∪I 7→Iu) (p
∗
J∪I 7→Jv) (P ? Q)
6.1.5 The construction of ?.
We will describe a general procedure called twisting, which allows to con-
struct non commutative associative products from the usual commutative
product of fields and an object called Laplace coupling (.|.). The Laplace
coupling is the Hopf algebraic machine which produces ”the contractions of
pairs of fields” that we need in order to reproduce the Wick theorem. In the
sequel, we will use capital letters to denote strings of operators
Example 6.1.7 A = a1 . . . an where A ∈ Hn and each ai ∈ H{i} .
And for A = a1 . . . an, B = b1 . . . bn, the commutative product AB means
the commutative product over each point AB = (a1b1) . . . (anbn).
The Laplace coupling. For our Hopf algebras, the contraction operation
of the Wick theorem in QFT is realised by the Laplace coupling:
Definition 6.1.3 Let I, J be finite disjoint subsets of N. The Laplace
coupling is defined as a bilinear map (.|.) : HI ⊗HJ 7→ V I∪J which satisfies
the relations
(φ(x1)|φ(x2)) = ∆+(x1, x2) (6.4)
(AB|C) =
∑(
A|C(1)
) (
B|C(2)
)
(6.5)
(1|A) = (A|1) = ε(A) (6.6)
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more generally we have the coassociative version
(
A1...An|B) = ∑Πnk=1 (Ak|B(k)).
We notice that the Laplace coupling of two fields φ(x1), φ(x2) is exactly the
Wick contraction beetween these two fields: (φ(x1)|φ(x2)) =
︷ ︸︸ ︷
φ(x1)φ(x2) =
∆+(x1, x2).
Example 6.1.8
(φ(x1)|φ(x2)) = ∆+(x1, x2).(
φ2(x1)|φ2(x2)
)
= 2∆2+(x1, x2)(
φ2(x1)|φ(x2)φ(x3)
)
= 2∆+(x1, x2)∆+(x1, x3).
Proposition 6.1.1 Let (.|.) be a Laplace coupling as in the definition (6.1.3).
Then (.|.) is entirely determined by the two point function (φ(x1)|φ(x2)) =
∆+(x1, x2). Furthermore, we have the relation:
(
φk(x1)|φl(x2)
)
= δklk!∆
k
+(x1, x2).
Proof — See [10]. 
The function ∆+(x1, x2) appearing in the definition of the Laplace coupling
should be a propagator for the Wave operator. In QFT, it is the Wightman
propagator ∆+ defined in chapter 5.
Definition 6.1.4 The star product ? is defined as follows. Let I, J be any
finite disjoint subsets of N, for all (A,B) ∈ HI ×HJ :
A ? B =
∑(
A(1)|B(1)
)
A(2)B(2) (6.7)
where (.|.) denotes the Laplace coupling and A(2)B(2) denotes the usual com-
mutative product of fields.
Example 6.1.9
φ3(x1)?φ
3(x2) = 6∆
3
+(x1, x2)+6∆
2
+(x1, x2)φ(x1)φ(x2)+3∆+(x1, x2)φ(x1, x2)+φ
3(x1)φ
3(x2).
φ2(x1) ? (φ(x2)φ(x3))
= φ2(x1)φ(x2)φ(x3)+2φ(x1)φ(x2)∆+(x1, x3)+2φ(x1)φ(x3)∆+(x1, x2)+2∆+(x1, x2)∆+(x1, x3)
From the last example, we notice the important fact that the star product
A?B is not automatically well defined because the computation of the star
product involves products of distributions and we have yet to prove that
these products are well defined.
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The counit ε.
As we already said, the counit plays the role of the vacuum expectation
value in QFT. We first recall the most important result about the counit ε,
it is the coassociativity equation:
A =
∑
ε(A(1))A(2)
Example 6.1.10∑
ε(φ2
(1)
)φ2
(2)
= ε(φ2)1 + 2φε(φ) + φ2ε(1) = 0 + 0 + φ21 = φ2
We give an example of the same quantity expressed in the language of Hopf
algebras and the conventional QFT language so that the reader can compare:
Example 6.1.11
ε(φ2
1
? φ2
2
) = ε
(
(1|1)φ2
1
φ2
2
+ 4
(
φ
1
|φ
2
)
φ
1
φ
2
+
(
φ2
1
|φ2
2
))
= ε(φ2
1
φ2
2
+ 4∆φ
1
φ
2
+ 2∆2+) = 0 + 0 + 2∆
2
+〈
0|φ2(x1)φ2(x2)|0
〉
= 2∆2+(x1, x2)
6.1.6 The associativity of ?.
For the moment, the ? product we constructed is just bilinear. We have to
prove it is associative. First, let us prove some lemmas.
Lemma 6.1.1 The ? product satisfies the identities:
∆(a ? b) =
∑(
a(1) ? b(1)
)⊗ a(2)b(2) (6.8)
(a ? b|c) = (a|b ? c) (6.9)
ε (a ? b) = (a|b) (6.10)
Note that ∆ is the coproduct of the commutative product and not the
coproduct of ?. Proof —
∆(a ? b) =
∑(
a(1)|b(1)
)
∆(a(2)b(2)) =
∑(
a(1)|b(1)
)
a(2)b(2) ⊗ a(3)b(3)
=
∑(
a(11)|b(11)
)
a(12)b(12) ⊗ a(2)b(2) =
∑(
a(1) ? b(1)
)⊗ a(2)b(2).
(a ? b|c) =
∑(
a(1)|b(1)
) (
a(2)b(2)|c
)
=
∑(
a(1)|b(1)
) (
a(2)|c(1)
) (
b(2)|c(2)
)
=
∑(
a(1)|b(2)
) (
a(2)|c(2)
) (
b(1)|c(1)
)
because by cocommutativity of the field coproduct, we can permute b(1), b(2)
and c(1), c(2).
ε(a ? b) =
∑
ε(
(
a(1)|b(1)
)
a(2)b(2)) =
∑(
a(1)ε(a(2))|b(1)ε(b(2))
)
=
∑
(a|b) 
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More generally, we have a distributed version of (6.8):
Proposition 6.1.2 ? satisfies the identity:
∆(a1 ? · · · ? an) =
∑
(a1(1) ? · · · ? an(1))⊗ a1(2)...an(2) (6.11)
Theorem 6.1.1 The product ? is associative provided that the products of
distributions coming from the Laplace couplings make sense.
Proof —
(a ? b) ? c =
∑(
(a ? b)(1)|c(1)
)
(a ? b)(2)c(2) =
∑(
a(1) ? b(1)|c(1)
)
a(2)b(2)c(2)
by (6.8)
=
∑(
a(1)|b(1) ? c1
)
a(2)b(2)c(2)
by (6.9)
=
∑(
a(1)|(b ? c)(1)
)
a(2)(b ? c)(2)
by (6.8)
= a ? (b ? c)

Corollary 6.1.1 a1 ? ... ? an is well defined provided that the products of
distributions coming from the Laplace couplings make sense.
6.1.7 Wick’s property.
We give a general QFT formula for the star product in the notations of
physicists
φn11 (x1) ? · · · ? φnkk (xk)
=
∑( n1
i1
)
. . .
(
nk
ik
)〈
0|φn1−i1(x1) ? · · · ? φnk−ik(xk)|0
〉︸ ︷︷ ︸
Distribution on Mn
φi1(x1) . . . φ
ik(xk).
And we write the Hopf counterpart of this formula
a1 ? · · · ? an =
∑
ε(a1(1) ? · · · ? an(1))︸ ︷︷ ︸
distributions
a1(2) . . . an(2).
We introduce a crucial definition which is the Hopf algebra counterpart
of the Wick theorem of QFT. We call this property Wick’s expansion. For
any finite subsets I, J of N, such that I ∩ J = ∅, let ? be any bilinear map
? : HI ×HJ 7→ HI∪J ⊗C∞(MI∪J ) V I∪J .
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Definition 6.1.5 A bilinear map ? as above satisfies the Wick expansion
property if for I ∩ J = ∅,
∀A =
(∏
i∈I
ai
)
∈ HI ⊗C∞(MI) V I ,∀B =
∏
j∈J
bj
 ∈ HJ ⊗C∞(MJ ) V J ,
A ? B =
∑
ε
(
A(1) ? B(1)
)
A(2)B(2). (6.12)
This property encodes in the Hopf algebraic language all the algebro com-
binatorial properties of the Wick theorem. We prove that our star product
defined from the Laplace coupling does indeed satisfy the Wick property.
Theorem 6.1.2 Let ? be defined by
A ? B =
∑(
A(1)|B(1)
)
A(2)B(2) (6.13)
where (.|.) denotes the Laplace coupling, then ? satisfies Wick’s expansion:
∀A =
∏
i∈I
(ai) ∈ HI ⊗C∞(MI) V I ,∀B =
∏
j∈J
(bj) ∈ HJ ⊗C∞(MJ ) V J
A ? B =
∑
ε(A(1) ? B(1))A(2)B(2)
Proof — By the identity (6.8), notice that ε(A(1)?B(1)) =
(
A(1)|B(1)
)
which
proves the claim. 
The meaning of this theorem is that any associative product ? constructed
by the twisting procedure from the Laplace coupling (.|.) should satisfy the
Wick expansion property.
6.1.8 Recovering Feynman graphs.
Proposition 6.1.3 For any (p1, ..., pn), ε (φ
p1(x1) ? ... ? φ
pn(xn)) =
p1!...pn!
∑
∑n
j=1 mij=pi
Π16i<j6n
∆
mij
+ (xi, xj)
mij !
, (6.14)
where (mij)ij runs over the set of all symmetric matrices with integer entries
with vanishing diagonal and such that for all i, the sum of the coefficients
on the i-th row is equal to pi.
Note that (mij)ij should be interpreted as the adjacency matrix of a Feyn-
man graph. Proof — The sum is indexed by symmetric matrices with integer
coefficicients vanishing diagonals. We will prove the theorem by recursion.
We start by checking the formula at degree 2.
ε (φp1(x1) ? φ
p2(x2)) = (φ
p1(x1)|φp2(x2)) = p1!δp1p2∆p1+ (x1, x2)
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= p1!p2!
∑
p12=p1=p2
∆p12+ (x1, x2)
p12!
.
Assume we know that ε(φ
p1 (x1)?...?φ
pk (xk))
p1!...pk!
=
∑∑k
j=1mij=pi
Π16i<j6k
∆
mij
+ (xi,xj)
mij !
is true for any k 6 n. Set A =
(
a1 ? ... ? an
)
and B = an+1. We use the
identity ε(A?B) = (A|B) = ∑ ε(A(1)) (A(2)|B). We use the explicit formula
for the coproduct of quantum fields
∆φpj (xj) =
∑
06ij6pj
(
pj
ij
)
φij (xj)⊗ φpj−ij (xj)
and
∆nφpn+1(xn+1) =
∑
i1+...+in=pn+1
(
pn+1
i1 ... in
)
φi1(xn+1)⊗· · ·⊗φin(xn+1)
to deduce
ε(A(1)) =
(
p1
i1
)
. . .
(
pn
in
)
ε
(
φp1−i1(x1) ? · · · ? φpn−in(xn)
)
(
A(2)|B
)
=
(
A(2)|φpn+1(xn+1)
)
=
(
pn+1
i1 . . . in
)
∆i1+(x1, xn+1)
i1!
. . .
∆in+ (xn, xn+1)
in!
= pn+1!∆
i1
+(x1, xn+1) . . .∆
in
+ (xn, xn+1).
Each term ε(A(1))
(
A(2)|B
)
has the form:
p1!...pn+1!
ε
(
φp1−i1(x1) ? · · · ? φpn−in(xn)
)
(p1 − i1)! . . . (pn − in)!
∆i1+(x1, xn+1)
i1!
. . .
∆in+ (xn, xn+1)
in!
,
which ends our proof because the product (p1 − i1)! . . . (pn − in)! in the
denominator kill the unwanted factors. The space of n+1×n+1 symmetric
matrices with fixed last row with coefficients i1, ..., ik and such that the sum
of terms on the k-th line is equal to pk is in bijection with the space of n×n
symmetric matrices with sum of k − th line equals pk − ik. 
A word of caution and an introduction to the next section. From
now on, the star product is fixed and is defined as above from the “twisting
procedure” with the Laplace coupling defined by the Wightman propagator
∆+. However, we have not yet defined rigorously the product ? for elements
(A,B) ∈
(
HI ⊗C∞(MI) V I
)
×
(
HJ ⊗C∞(MJ ) V J
)
with distributional coefficients. We will construct a time ordered product
T from ? and we will prove that T (AB) is well defined in the distributional
sense. This is illustrated by one of our previous example:
124CHAPTER 6. THE RECURSIVE CONSTRUCTIONOF THE RENORMALIZATION.
Example 6.1.12
φ2(x1)?(φ(x2)φ(x3)) = φ
2(x1)φ(x2)φ(x3)+2φ(x1)∆(x1, x2)φ(x3)+2φ(x1)∆(x1, x3)φ(x2)
+2∆(x1, x2)∆(x1, x3)︸ ︷︷ ︸
product of distributions
In the next section, we are going to use ? to define the time ordered product
T which only satisfies the Wick expansion property T (A) =
∑
t(A(1))A(2)
and the causality equation.
6.2 The causality equation.
The geometrical lemma The geometrical lemma (due to Popineau and
Stora [55]) essentially states that we can partition the configuration space
minus the thin diagonal Mn \dn, with open sets having nice properties from
the point of view of causality.
Lemma 6.2.1 Let (M,>) be a causal Lorentzian manifold endowed with the
canonical poset structure (i.e. a set equipped with a partial order) induced
by the Lorentzian metric and the chronological causality on M : x 6 y if y
lies in the future cone of x. Define the relation 
 by: x 
 y if and only if
x 6 y does not hold Let [n] = {1, . . . , n} and I a proper subset of [n]. If Ic
is the complement of I in [n] (i.e. I unionsq Ic = [n]), we define the subset MI,Ic
of Mn by
MI,Ic = {(x1, . . . , xn) ∈Mn|∀(i, j) ∈ I × Ic, xi 
 xj}.
Then, ⋃
I
MI,Ic = M
n\dn, (6.15)
where dn = {x1 = · · · = xn} is the thin diagonal of Mn and I runs over the
proper subsets of [n].
Proof — It is clear that, for all proper subsets I of [n], we have MI,Ic ⊂
Mn\dn, because if (x1, . . . , xn) ∈ dn, then xi ≥ xj for all i and j in [n]. It
remains to show that any X = (x1, . . . , xn) ∈Mn\dn belongs to some MI,Ic .
In fact we shall determine all the MI,Ic to which a given X belongs. For all
X = (x1, · · · , xn) ∈Mn, we define λ(X) as the finite subset {a1, · · · , ar} ⊂
M s.t. a ∈ λ(X) iff ∃i ∈ [n], xi = a. To each X ∈ Mn, we associate
a directed graph known as the Hasse diagram of X as follows. To each
distinct a ∈ λ(X), we associate a vertex and we draw a directed line from
vertex a to vertex b if a 6 b, a 6= b and no other c ∈ λ(X), distinct from
a and b, is such that a 6 c 6 b. All indices i ∈ [n] such that xi = a
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Figure 6.1: A configuration of three points in C{12} ⊂ M3 and the corre-
sponding Hasse diagram.
decorate the same vertex. The Hasse diagram of X has a single vertex if
and only if X ∈ dn. Take X ∈ Mn\dn, its Hasse diagram has at least two
vertices. If we pick up any vertex of the Hasse diagram, then any point xj
greater than a point xi of this vertex is such that xj ≥ xi. Thus, j ∈ I
if i ∈ I and, to build a MI,Ic , we can select a non-zero number of vertices
of the diagram and add all the vertices that are greater than the selected
ones. The points corresponding to all these vertices determine a subset I of
[n]. If I 6= [n], then X ∈ MI,Ic and it is always possible to find such a I
by picking up a single maximal vertex in one connected component of the
Hasse diagram. Conversely, any MI,Ic is made of the points that are greater
than their minima. To see this, consider a point xi ∈MI,Ic such that i ∈ I.
Then, the set Si = {xj ∈ X|xi ≥ xj} is not empty because xi belongs to it.
Then, xi is larger than a minimum of Si, which is also a minimum of the
Hasse diagram of X. 
6.2.1 Definition of the time-ordering operator
In quantum field theory, the poset is the Lorentzian manifold M and the
fields are, for example, φn(x). For any finite subset I of N, we defined the
configuration space M I as the set of maps from I to M and we introduced
some vector space of distributions V I which contains the singularities of
the Feynman amplitudes, then we introduced a module HI ⊗C∞(MI) V I
associated to I. For all A ∈ HI , we will denote by tI(A) the element
ε (TI(A)) and t : HI 7→ V I .
Axioms for the time ordering operator. We are going to define the
time-ordering operator as a collection (TI)I of C
∞(M I)-module morphisms,
for all finite subset I of N, TI : HI → HI ⊗C∞(MI) V I with the following
properties:
126CHAPTER 6. THE RECURSIVE CONSTRUCTIONOF THE RENORMALIZATION.
1. If |I| 6 1, the restriction of T to HI is the identity map,
2. T satisfies the Wick expansion property:
T (A) =
∑
ε ◦ T (A(1))A(2) (6.16)
3. The causality equation. Let A = a1(x1) . . . an(xn) ∈ Hn. If there is a
proper subset I ⊂ {1, . . . , n} such that xi 
 xj for i ∈ I and j /∈ I,
denote AI =
∏
i∈I ai(xi) and AIc =
∏
j∈Ic aj(xj) then
T (A) = T (AI) ? T (AIc). (6.17)
Remark: The equation T (A) =
∑
t(A(1))A(2) implies T is a comodule
morphism, we denote by β the coaction defined as follows:
∀(f,A) ∈ V I ×HI , β(f ⊗A) =
∑
(fA1 ⊗A2) =
∑
(A1 ⊗ fA2) .
βT (A) =
∑
t(A(1))A(21) ⊗A(22) =
∑
t(A(1))A(2) ⊗A(3)
=
∑
t(A(11))A(12) ⊗A(2) =
∑
T (A(1))A(2) = (T ⊗ Id)βA.
In fact, C Brouder communicated to us a proof of T (A) =
∑
t(A(1))A(2) ⇔
T is a comodule morphism.
What are we trying to construct ? We have a given star product which
is the operator product of quantum fields. The idea is to construct all time
ordered products satisfying the previous set of axioms, the most important
being causality and the Wick expansion property. The T product is not
unique, actually there are infinitely many T -products and there is an infinite
dimensional group which acts freely and transitively on the space of all T -
products (see equation (4.1) p. 17 in [10]). This group is the Bogoliubov
renormalization group which was studied in Hopf algebraic terms by C.
Brouder in [10] p. 17-20. in [8] The problem of construction of a QFT in our
sense is reduced to the problem of constructing a T -product satisfying the
axioms and to make sense analytically of this T -product. We will prove
the existence of at least one T -product and we will show that it is analytically
well defined. A crucial ingredient in the existence proof is to establish a
recursion equation which expresses the T product Tn ∈ Hom(Hn,Hn) in
terms of the elements TI ∈ Hom(HI ,HI) for I  {1, . . . , n}. We will later
see that the problem of defining the T -product reduces to a problem of
making sense of products of distributions and a problem of extension
of distributions. Our approach is related to the one of [8] but we use
causality in a more explicit way following Epstein–Glaser. However, the
strategy we will adopt make essential use of ideas of Raymond Stora which
appeared in unpublished form ([55]).
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6.2.2 The Causality theorem.
We give the main structure theorem for the amplitudes coming from per-
turbative QFT. This theorem relates Tn and all (TI)I for I  {1, . . . , n} on
the configuration space minus the thin diagonal Mn \ dn.
Theorem 6.2.1 Let T be a collection (TI)I of C
∞(M I)-module morphisms
TI : HI → HI ⊗C∞(MI) V I which satisfy the collection of axioms (6.2.1).
Then for all I  {1, ..., n}, t = ε ◦ T satisfies the equation:
t(A) =
∑
t(AI(1))t(AIc(1))
(
AI(2)|AIc(2)
)
(6.18)
on MI,Ic. We call this equation the Hopf algebraic equation of causality.
Proof — By definition t = ε ◦ T ,
t(A) = ε(T (A)) = ε(T (AI(xi)i∈IAIc(xi)i∈Ic))
= ε(T (AI) ? T (AIc))
because of the causality equation (6.17)
t(A) = (T (AI)|T (AIc)) =
∑(
t(AI(1))AI(2)|t(AIc(1))AIc(2)
)
because by Wick expansion property (6.16) T (AI) =
∑
t(AI(1))AI(2) and
T (AIc) = t(AIc(1))AIc(2),
t(A) =
∑
t(AI(1))t(AIc(1))
(
AI(2)|AIc(2)
)
.

We notice some important facts: first, in Borcherds, the equation
t(A) =
∑
t(AI(1))t(AIc(1))
(
AI(2)|AIc(2)
)
(6.19)
is called the Gaussian condition for the Feynman measure t (Borcherds calls
it ω), secondly beware that the above product is not a priori well defined
since it is a product of distributions. Secondly, this theorem says that the
T -product satisfying the axioms 6.2.1 is not even well defined on dn. It is
only well defined on each MI,Ic thus on M
n \ dn because of Stora’s geomet-
rical Lemma (6.2.1). To explain the meaning of the causality equation, we
shall quote Borcherds where we changed his notation to adapt to our case
(and also inserted some comments): “We explain what is going on in this
definition. We would like to define the value of the Feynman measure t to be
a sum over Feynman diagrams, formed by joining up pairs of fields in all pos-
sible ways by lines, and then assigning a propagator to each line and taking
the product of all propagators of a diagram. This does not work because of
128CHAPTER 6. THE RECURSIVE CONSTRUCTIONOF THE RENORMALIZATION.
ultraviolet divergences: products of propagators need not be defined when
points coincide. If these products were defined then they would satisfy the
Gaussian condition 6.19, which then says roughly that if the set of vertices
{1, . . . , n} are divided into two disjoint subsets I and Ic, then a Feynman
diagram can be divided into a subdiagram with vertices I, a subdiagram
with vertices Ic, and some lines between I and Ic. The value t(AIAIc) of
the Feynman diagram would then be the product of its value tI(AI(1)) on
I, the product
(
AI(2)|AIc(2)
)
of all the propagators of lines joining I and
Ic, and its value tIc(AIc(1)) on I
c. The Gaussian condition 6.19 need not
make sense if some point of I is equal to some point of Ic because if these
points are joined by a line then the corresponding propagator may have a
bad singularity [however this never happens in the domain MI,Ic defined in
the geometrical lemma], but does make sense whenever all points of I are
not 6 to all points of Ic [this is exactly the definition of the domain MI,Ic ].
The definition above says that a Feynman measure should at least satisfy
the Gaussian condition in this case, when the product is well defined.” The
explanations of Borcherds show that the geometrical lemma gives a very
convenient way of covering Mn \ dn by the sets MI,Ic .
6.2.3 Consistency condition
The collection (MI,Ic)I forms an open cover of M
n \dn, thus there are open
domains in which a given MI,Ic will overlap with a given CJ and we must
prove the causality equations give the same result on overlapping domains,
which justify an eventual gluing by partitions of unity. We must check a
sheaf consistency condition: if I1 and I2 are proper subsets of {1, . . . , n} such
that C = CI1 ∩ CI2 is not empty, then TI1 |C = TI2 |C . Let u = v1w1 be the
factorization of u corresponding to I1 and u = v2w2 the one corresponding
to I2. We define on C
a12 =
∏
k∈I1∩I2
ak(xk),
ac2 =
∏
k∈Ic1∩I2
ak(xk),
a1c =
∏
k∈I1∩Ic2
ak(xk),
acc =
∏
k∈Ic1∩Ic2
ak(xk).
Therefore, v1 = a12a1c, v2 = a12ac2, w1 = ac2acc and w2 = a1cacc. We have
TI1 |C(u) = T (v1) · T (w1) = T (a12a1c) · T (ac2acc).
By definition of CI2 we have a1c  a12 and acc  ac2, so that
TI1 |C(u) = T (v1) · T (w1) = T (a12) · T (a1c) · T (ac2) · T (acc).
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The indices k of ac2 are in I
c
1 and those of a1c are in I1, thus ac2  a1c. On
the other hand, the indices k of ac2 are in I2 and those of a1c are in I
c
2, thus
a1c  ac2. In other words ac2 ∼ a1c so that T (a1c) and T (ac2) commute.
Therefore,
TI1 |C(u) = T (a12) · T (a1c) · T (ac2) · T (acc) = T (a12) · T (ac2) · T (a1c) · T (acc)
= T (a12ac2) · T (a1cacc) = T (v2) · T (w2) = TI2 |C(u).
So we have defined distributions TI(u) on each MI,Ic in a consistent way. We
must now show that these TI(u) extend to a distribution T onM
n\Dn. If the
test function f has its support in MI,Ic , we can define T (u(f)) = TI(u(f)).
However, for a test function with a support not included in a single MI,Ic ,
we need to patch different TI . To do this we shall use a smooth partition of
unity subordinate to MI,Ic .
6.3 The geometrical lemma for curved space time.
In this part, we need to improve the geometrical lemma due to Stora. Why
is the geometrical lemma not enough ? We first notice that the functions
χI from the partition of unity (χI)I subordinate to the open cover (MI,Ic)I
of Mn \ dn given by the geometrical lemma (6.2.1) are smooth in Mn \ dn
but are not smooth in Mn. However, we will see (see formulas 6.25,6.24)
that we are supposed to multiply χI with some product of distributions
tItIc
∏
∆
mij
+ on M
n \ dn, extend it on Mn and control the wave front set of
the extension χItItIc
∏
∆
mij
+ . Hence, in order to control the wave front set
of the extension, we must show that χI is weakly microlocally bounded for
some s. Otherwise if χI was badly behaving near dn, we would not be able
to control the wave front set of the extension tn! Actually, we explicitely
prove that for each point (x, . . . , x) ∈ dn, there is a neighborhood Un of
(x, . . . , x) in Mn where we can construct χI ∈ C∞(Un) homogeneous of
degree 0 with respect to some specific Euler vector field ρ. χI is thus scale
invariant which implies ∀λ ∈ (0, 1], χI,λ = χI which means that the family
(χIλ)λ is bounded in C
∞(Un \ dn) hence in D′∅(Un \ dn). We need these
refined properties on (χI)I since we will have to control the wave front set
of products of distributions with these functions χI .
Lemma 6.3.1 Let (MI,Ic)I be the open cover of M
n \ dn given by the ge-
ometrical lemma 6.2.1. Then there exists a refinement (M˜I,Ic)I of this
cover and a subordinate partition of unity (χI)I where for each I, χI ∈
C∞(Mn \dn)
⋂
L1loc(M
n) and for any Euler vector field ρ, eρ log λ∗ (χI)λ∈(0,1]
is a bounded family in D′∅(Mn \ dn).
Note that for every I, χI is in E0(M
n).
Proof — For x0 ∈ M , we localize in a neighborhood of (x0, ..., x0) ∈ dn.
Using a local chart, we identify some neighborhood of x0 with U ⊂ Rd, on
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U the metric reads g. We pick coordinates (xµ)µ on U in such a way that
gµν(0)dx
µdxν = ηµνdx
µdxν (η is of signature +,−,−,−).
We are going to construct another poset structure on U2. For every
x ∈ U , we denote by Cx = {y > x} ∩ U the set of elements of U in the
causal future of x. We consider the closed subset {xi 6 xj}∩U2 ⊂ U2. This
set fibers on U :
{xi 6 xj} ∩ U2 =
 ⋃
xi∈U
{xi} × Cxi
 ⊂ U × U
Then in this local chart U ⊂ Rd, set the quadratic form Q = ηµνdxµdxν +
c2(dx0)2 where the aperture of the future cone of Q depends on the param-
eter c. The metric g depends smoothly on x and thus satisfies the estimate
|gµν(x) − ηµν | 6 C|x| on U . For any strictly positive c > 0, we have the
following estimate at x0:
ξ0 > 0 and gµν(0)ξ
µξν = ηµνξ
µξν > 0 =⇒ ηµνξµξν + c2(ξ0)2 > 0
hence since gµν is continuous we can find U small enough and c large enough
in such a way that
ξ0 > 0, sup
x∈U
gµν(x)ξ
µξν > 0 =⇒ ηµνξµξν + c2(ξ0)2 > 0. (6.20)
Set C˜ the future solid cone defined by the constant metric Qc = ηµνdx
µdxν+
c(dx0)2, C˜ is given by the equations:
x0 > 0 (6.21)
Qc(x) > 0. (6.22)
Intuitively, if c→∞, the future cone C˜ for the constant metric Q has solid
angle which tends to 2pi. Hence for c sufficiently large, equation (6.20) means
that the future cone C˜ contains all future conoids Cx for all x ∈ U . Then:
{xi 6 xj} ⊂
⋃
xi∈U
{xi} × C˜ ⊂ U × U.
C˜ defines a new partial order relation >˜, hence a new poset structure on
U defined as follows:
xj>˜xi if x0j − x0i > 0 and Q(xj − xi) > 0, (6.23)
where both the cones C˜ and the corresponding partial order relation are
invariant (in the configuration space Rnd) under the action of the group
R∗ nRd:
(λ, a) ∈ R∗ nRd : x ∈ Rd 7→ λx+ a ∈ Rd.
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Figure 6.2: C123 for the partial order 6 and for 6˜
Define for this new order relation new open sets M˜I,Ic = {∀(i, j) ∈ I ×
Ic, xi
˜xj}. Notice that if xi 6 xj for the old order relation, then xi6˜xj
for the new order relation. Consequently, the sets MI,Ic defined for the
order relation 6 are larger than the sets M˜I,Ic defined for 6˜. Applying the
geometrical lemma, we find:
Un \ dn ⊂
⋃
I⊂{1,...,n}
M˜I,Ic .
The group R∗nRd acts on the configuration space Rdn, for (λ, a) ∈ R∗nRd,
we define the transformation:
(x1, ..., xn) ∈ Rdn 7→ (λx1 + a, ..., λxn + a) ∈ Rdn.
We describe our construction in terms of fibrations of Rnd \ dn.
Rnd \ dn −→ Rd(n−1) \ (0, . . . , 0) −→ S(n−1)d−1
(x1, . . . , xn) 7−→ (h2 = x2 − x1, . . . , hn = xn − x1) 7−→ ( h2∑n
i=2 h
2
i
, . . . , hn∑n
i=2 h
2
i
)
The first quotient is by the group of translation. The image of dn by the first
projection is the origin (0, . . . , 0) ∈ Rd(n−1). The second quotient is by the
group of dilations. We denote by pi the projection pi : (x1, . . . , xn)Rnd \dn 7→
( h2∑n
i=2 h
2
i
, . . . , hn∑n
i=2 h
2
i
) ∈ S(n−1)d−1. The open cover (M˜I,Ic)I are inverse im-
ages of some open cover (m˜I,Ic)I of the sphere S(n−1)d−1. Let (ϕI)I be a
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partition of unity subordinate to the open cover (m˜I)I of S(n−1)d−1. Then
we pull-back the functions (ϕI)I on Rnd \ dn and set ∀I, χI = pi∗ϕI :
χI(x1, · · · , xn) = ϕI( x2 − x1√∑n
2 (xj − x1)2
, · · · , xn − x1√∑n
2 (xj − x1)2
).
The collection of functions (χI)I are both scale and translation invariant
by the Euler vector field ρ =
∑n
j=2(xj − x1)
(
∂xj − ∂x1
)
. In the relative
coordinate system (x1, h21 = x2 − x1, ..., hn1 = xn − x1), we notice that the
collection (χI)I only depends on the (hi1)i>2. χI is smooth in Rnd \dn hence
χI ∈ D′∅(Un \ dn). If we scale linearly, we notice (χI)λ(h) = χI(λh) = χI(h)
thus the family (χI)λ is bounded in D′∅(Un\dn). However, we know that the
boundedness of this family in D′∅(Un \ dn) and the degree of homogeneity
does not depend on the choice of Euler vector field.
Let (Ua)a∈A be a locally finite cover of M then the collection of open sets
(Ua)
n
a forms an open cover of a neighborhood of dn. Let ϕa be a partition
of unity subordinate to the cover (Ua)
n
a . Then we can patch together the
various functions χI,a constructed from the cover by the formula
χ˜I =
∑
a
χI,aϕ
2
a∑
J
∑
a χJ,aϕ
2
a
where the sum in the denominator is locally finite. 
Remark. The fact that χI ∈ C∞(Un \ dn) does not immediately imply
that the family (χI)λ,λ∈[0,1] is bounded in D′∅(Un \ dn). For example, con-
sider the function sin( 1x) ∈ C∞(R \ {0}). For any interval [a, b] ⊂ R \ {0},
we can construct a sequence λn which tends to 0 such that
d
dx sin(
1
λnx
) =
1
λnx2
cos( 1λnx)→∞ hence the family sin( 1λx)λ is not bounded in C1[a, b] thus
it is not bounded in D′∅(R \ {0}).
6.4 The recursion.
Notation, definitions. We denote by x ' y if x and y in M are con-
nected by a lightlike geodesic and (x; ξ) ∼ (y; η) if these two elements of the
cotangent are connected by a null bicharacteristic curve i.e. a Hamiltonian
curve for the Hamiltonian gµνξ
µξν ∈ C∞(T ?M).
We denote by x > y if x is in the future cone of y and x 6= y.
Recall the configuration space M I is the set of maps from I to M then the
small diagonal dI is just the subset of constant maps from I to M .
We denote by MI,Ic , IunionsqIc = [n] the set of all elements (x1, . . . , xn) ∈Mn s.t.
∀(i, j) ∈ I × Ic xi 
 xj . By the geometrical lemma the collection (MI,Ic)I
forms an open cover of Mn \ dn and we denote by (χI)I the subordinate
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partition of unity.
E+g is the set of all elements in cotangent space having positive energy,
the concept of positivity of energy being defined relative to the choice of
Lorentzian metric g.
Definition 6.4.1 E+g = {(x, ξ)|gx(ξ, ξ) > 0, ξ0 > 0} ⊂ T •M .
It is a closed conic convex set of T •M and has the property that E+g ∩
−E+g = ∅. We will denote by E+g,x the component of E+g living in the fiber
T •xM over x.
Causality equation and wave front sets. The fact that for all n, tn ∈
Hom(Hn,D′ (Mn)) satisfies the causality equation imposes some constraints
on the wave front set of tn. In M
n with coordinates (xi)i∈{1,...,n}, (χI)I is
the partition of unity subordinate to the cover (MI,Ic)I of M
n \ dn given by
the improved geometrical lemma. For all n, tn(A) ∈ D′ (Mn \ dn) satisfies
the equation:
tn(A) =
∑
MI,Ic
∑
χItI(AI(1))tIc(AIc(1))
(
AI(2)|AIc(2)
)
, (6.24)
where (φ(xi)|φ(xj)) = ∆+(xi, xj). For the sake of simplicity, each of the
term tI(AI(1))tIc(AIc(1))
(
AI(2)|AIc(2)
)
in the above sum writes:
tI
 ∏
ij∈I×Ic
∆
mij
+ (xi, xj)
 tIc . (6.25)
since each Laplace coupling ((AI)(2)|(AIc)(2)) = (
∏
i∈I φ
ki(xi)|
∏
j∈Ic φ
kj (xj))
is a product of Wightman propagators:
(∏
ij∈I×Ic ∆
mij
+ (xi, xj)
)
, tI = tI(AI(1))
and tIc = tIc(AIc(1)). We now face the problem of defining tn recursively
by using the equation (6.25), the difficulty is to make sense of the r.h.s. of
(6.25) on Mn \ dn which is a problem of multiplication of distributions and
the second difficulty is to extend the distribution tn ∈ D′(Mn \ dn) (while
retaining nice analytical properties) which is only defined on Mn \ dn to a
distribution defined on Mn. We prove that renormalisability is local in M ,
for all p ∈ M there exists an open neighborhood Ω of p on which all tn are
well defined as elements of D′(Ωn \ dn) and can be extended as elements of
D′(Ωn). In the sequel, using a local chart around p, we will identify Ω with
an open set U ⊂ Rd. In U , the metric reads g. The main theorem we prove
is the following
Theorem 6.4.1 The set of equations (6.24) can be solved recursively in n,
where for each n, if all tI , I  [n] are given then the product of distribution
makes sense on Mn \ dn and defines a unique element tn ∈ D′(Mn \ dn)
which has some extension in D′(Mn).
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We first treat the problem of multiplication of distributions outside dn, to
do this, we develop a machinery which allows us to describe wave front sets
of Feynman amplitudes.
6.4.1 Polarized conic sets.
The idea of polarization is inspired by the exposition of Yves Meyer of
Alberto Calderon’s result on the product of Γ-holomorphic distributions
([47] p. 604 definition 1). In Rn with coordinates (x1, . . . , xn), the Γ-
holomorphic distributions studied by Meyer are tempered distributions hav-
ing their Fourier transform supported on a closed convex cone Γ in the
Fourier domain which is contained in the upper half plane ξn > 0. The
beautiful remark of Meyer is that Γ-holomorphic distributions can always
be multiplied (the product extends to Γ-holomorphic distributions) and form
an algebra for the extended product (because of the convexity of Γ the convo-
lution product in the Fourier domain preserves is still supported on Γ)! For
QFT, we are let to introduce the concept of polarization to describe sub-
sets of the cotangent of configuration spaces T •Mn for all n: this generalizes
the concept of positivity of energy for the cotangent space of configuration
space.
In order to generalize this condition to the wave front set of n-point
functions, we define the right concept of positivity of energy which is adapted
to conic sets in T •Mn:
Definition 6.4.2 We define a reduced polarized part (resp reduced strictly
polarized part) as a conical subset Ξ ⊂ T ∗M such that, if pi : T ∗M −→M
is the natural projection, then pi(Ξ) is a finite subset A = {a1, · · · , ar} ⊂M
and, if a ∈ A is maximal (in the sense there is no element a˜ in A s.t. a˜ > a),
then Ξ ∩ T ∗aM ⊂ (−E+g ∪ {0}) (resp Ξ ∩ T ∗aM ⊂ (−E+g )) where E+g is the
subset of elements of T ?M of positive energy.
We define the trace operation as a map which associates to each element
p = (x1, . . . , xn; ξ1, . . . , ξn) ∈ (T ∗M)k some finite part Tr(p) ⊂ T ?M .
Definition 6.4.3 For all elements p = ((x1, ξ1), · · · , (xk, ξk)) ∈ T ∗Mk, we
define the trace Tr(p) ⊂ T ∗M defined by the set of elements (a, η) ∈ T ?M
such that ∃i ∈ [1, k] with the property that xi = a, ξi 6= 0 and η =
∑
i;xi=a
ξi.
Then finally, we can define polarized subsets Γ ⊂ T ∗Mk:
Definition 6.4.4 A conical subset Γ ⊂ T ∗Mk is polarized (resp strictly
polarized) if for all p ∈ Γ, its trace Tr(p) is a reduced polarized part (resp
reduced strictly polarized part) of T ∗M .
The union of two polarized (resp strictly polarized) subsets is polarized (resp
strictly polarized) and if a conical subset is contained in a polarized subset
it is also polarized.
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Figure 6.3: A polarized set, the trace Tr and the projection pi ◦ Tr.
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Figure 6.4: wave front set of ∆m+ .
The role of polarization is to control the wave front set of the distribu-
tions of the form
〈
0|Tφi1(x1) . . . φin(xn)|0
〉
.
The wave front set of ∆+. In Theorem 5.3.1, we proved that for all
m ∈ N, WF (∆m+ )|U2\d2 ⊂ {Conormal Γ = 0} ∩
(−E+g × E+g ) where E+g
is the set of elements of positive energy in T •M . Thus if (x1, x2; ξ1, ξ2) ∈
WF (∆m+ (x1, x2))|U2\d2 , two cases arise:
• if x1 
 x2 then we actually have x2 6 x1 where x1 ∈ M is maximal
in {x1, x2} and ξ1 ∈ −E+g,x1 thus WF (∆m+ (x1, x2))|x1
x2 is strictly
polarized,
• if x2 
 x1 then we actually have x1 6 x2 where x2 ∈M is maximal in
{x1, x2} and ξ2 ∈ E+g,x1 thus WF (∆m+ (x1, x2))|x2
x1 is not polarized.
Corollary 6.4.1 For all (i, j) ∈ I × Ic, I unionsq Ic = [n], WF (∆m+ (xi, xj))|MI,Ic
is strictly polarized.
We have to check that the conormals of the diagonals dI are polarized since
they are the wave front sets of counterterms from the extension procedure.
Proposition 6.4.1 The conormal of the diagonal dI ⊂M I is polarized.
Proof — Let (xi; ξi)i∈I be in the conormal of dI , let a ∈M s.t. a = xi,∀i ∈ I,
and η =
∑
ξi = 0 is in −E+g,a ∪ {0}. Thus the trace Tr(xi; ξi)i∈I = (a; 0) of
the element (xi; ξi)i∈I in the conormal of dI is a reduced polarized part of
T ?M . 
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Proposition 6.4.2 For all m ∈ N, if t2(φm(x1)φm(x2)) satisfies the causal-
ity equation (6.24) on U2 \ d2 and WF (t2(φm(x1)φm(x2))) |d2 is contained
in the conormal of d2, then the wave front set of t2(φ
m(x1)φ
m(x2))U2 is
polarized.
Notice that it is enough to prove the proposition for t2(φ(x1)φ(x2)) since
t2(φ
m(x1)φ
m(x2)) = m!t2(φ(x1)φ(x2))
m on U2\d2 thusWF (t2(φm(x1)φm(x2))) ⊂
WF (t2(φ(x1)φ(x2))) +WF (t2(φ(x1)φ(x2))) on U
2 \ d2.
Proof — Notice that if x1 
 x2 then Tφ(x1)φ(x2) = φ(x1) ? φ(x2) by the
definition of causality i.e. T (AB) = TA?TB if A 
 B. Thus the field φ(x1)
associated with the element x1, where x1 is not in the causal past of x2,
stands on the left of the product φ(x1) ? φ(x2). Causality reads from right
to left when we write products of fields i.e. T (AB) = TA ? TB if A 
 B.
t2(φ(x1)φ(x2)) = ε (T2φ(x1)φ(x2)) = ε (φ(x1) ? φ(x2))
= ∆+(x1, x2) if x1 
 x2
= ∆+(x2, x1) if x2 
 x1,
which implies WF (t2) |U2\d2 is polarized. Using Proposition 6.4.1 and the
fact that WF (t2)|d2 is contained in the conormal of d2, it is immediate to
deduce WF (t2) is polarized. 
Now we will prove the key theorem which allows to multiply two distri-
butions under some conditions of polarization on their wave front sets and
deduces specific properties of the wave front set of the product:
Theorem 6.4.2 Let u, v be two distributions in D′(Ω), for some subset
Ω ⊂ Mn, s.t. WF (u) ∩ T •Ω is polarized and WF (v) ∩ T •Ω is strictly
polarized. Then the product uv makes sense in D′(Ω) and WF (uv) ∩ T ?Ω
is polarized. Moreover, if WF (u) is also strictly polarized then WF (uv) is
strictly polarized.
Proof — Step 1: we prove WF (u) + WF (v) ∩ T ?Ω does not meet the
zero section. For any element p = (x1, . . . , xn; ξ1, . . . , ξn) ∈ T ?Mn we
denote by −p the element (x1, . . . , xn;−ξ1, . . . ,−ξn) ∈ T ?Mn. Let p1 =
(x1, . . . , xn; ξ1, . . . , ξn) ∈WF (u) and p2 = (x1, . . . , xn; η1, . . . , ηn) ∈WF (v),
necessarily we must have (ξ1, . . . , ξn) 6= 0, (η1, . . . , ηn) 6= 0. We will show by
a contradiction argument that the sum p1+p2 = (x1, . . . , xn; ξ1+η1, . . . , ξn+
ηn) does not meet the zero section. Assume that ξ1 +η1 = 0, . . . , ξn+ηn = 0
i.e. p1 = −p2 then we would have ξi = −ηi 6= 0 for some i ∈ {1, . . . , n} since
(ξ1, . . . , ξn) 6= 0, (η1, . . . , ηn) 6= 0. We assume w.l.o.g. that η1 6= 0, thus
Tr(p2) is non empty ! Let B = pi(Tr(p1)), C = pi(Tr(p2)), we first notice
B = C since p2 = −p1 =⇒ Tr(p1) = −Tr(p2) =⇒ pi◦Tr(p1) = pi◦Tr(p2).
Thus if a is maximal in B, a is also maximal in C and we have
0 =
∑
xi=a
ξi + ηi =
∑
xi=a
ξi +
∑
xi=a
ηi ∈
(
E−g,a ∪ {0}+ E−g,a
)
= E−g,a,
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where we denote E−g,a = −E+g,a for notational clarity, (since p1 is polarized
and p2 is strictly polarized) contradiction !
Step 2, we prove that the set
(WF (u) +WF (v)) ∩ T ?Ω
is strictly polarized. Recall B = pi ◦ Tr(p1), C = pi ◦ Tr(p2) and we denote
by A = pi ◦ Tr(p1 + p2) hence in particular A ⊂ B ∪ C. We denote by
maxA (resp maxB,maxC) the set of maximal elements in A (resp B,C).
The key argument is to prove that maxA = maxB ∩ maxC. Because
if maxA = maxB ∩ maxC holds then for any a ∈ maxA, ∑xi=a ξi +
ηi =
∑
xi=a
ξi +
∑
xi=a
ηi ∈ −E+g,a since a ∈ maxB ∩ maxC and Tr(p1)
is a reduced polarized part and Tr(p2) is reduced strictly polarized. Thus
maxA = maxB ∩maxC implies that p1 + p2 is strictly polarized.
We first establish the inclusion (maxB ∩maxC) ⊂ maxA. Let a ∈ maxB∩
maxC, then
∑
xi=a
ξi ∈ E−g,a∪{0} and
∑
xi=a
ηi ∈ E−g,a. Thus
∑
xi=a
ξi+ηi ∈
E−g,a =⇒
∑
xi=a
ξi + ηi 6= 0 so there must exist some i for which xi = a and
ξi + ηi 6= 0. Hence a ∈ A. Since A ⊂ B ∪C, a ∈ maxB ∩maxC, we deduce
that a ∈ maxA (if there were a˜ in A greater than a then a˜ ∈ B or a˜ ∈ C
and a would not be maximal in B and C).
We show the converse inclusion maxA ⊂ (maxB ∩maxC) by contrapo-
sition. Assume a /∈ maxB, then there exists xj1 ∈ maxB s.t. xj1 > a and
ξj1 6= 0. There are two cases
• either xj1 ∈ maxC as well, then
∑
xj1=xi
ξi + ηi ∈ −E+g,xj1 =⇒∑
xj1=xi
ξi+ηi 6= 0 and there is some i for which xi = xj1 and ξi+ηi 6= 0
thus xj1 ∈ A and xj1 > a hence a /∈ maxA.
• or xj1 /∈ maxC then there exists xj2 ∈ maxC s.t. xj2 > xj1 and
ηj2 6= 0. Since xj1 ∈ maxB, we must have ξj2 = 0 so that xj2 /∈ B.
But we also have ξj2 + ηj2 = ηj2 6= 0 so that xj2 ∈ A. Thus xj2 ∈ A is
greater than a hence a /∈ maxA.
We thus proved
a /∈ maxB =⇒ a /∈ maxA
and by symmetry of the above arguments in B and C, we also have
a /∈ maxC =⇒ a /∈ maxA.
We established that (maxB)c ⊂ (maxA)c and (maxC)c ⊂ (maxA)c, thus
(maxB)c ∪ (maxC)c ⊂ (maxA)c therefore maxA ⊂ maxB ∩maxC, from
which we deduce the equality maxA = maxB ∩maxC which implies that
WF (u) +WF (v) is strictly polarized and WF (uv) is polarized. 
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Lemma 6.4.1 For all I unionsq Ic = [n], (ki)i∈I , (kj)j∈Ic s.t.
∑
i∈I ki =
∑
j∈Ic kj
the Laplace coupling ∏
i∈I
φki(xi)|
∏
j∈Ic
φkj (xj)

is well defined in the sense of distributions of D′ (MI,Ic) and its wave front
set is strictly polarized.
Proof — First the coupling
(∏
i∈I φ
ki(xi)|
∏
j∈Ic φ
kj (xj)
)
is a finite sum of
terms of the form
∏
(i,j)∈I×Ic
∆
mij
+ (xi, xj),mij ∈ N. However
WF (
∏
(i,j)∈I×Ic
∆
mij
+ (xi, xj)|MI,Ic )
is strictly polarized by application of lemma 6.4.2 since WF (∆
mij
+ |MI,Ic ) is
strictly polarized. 
Lemma 6.4.2 Let tI , tIc be in D′(M I),D′(M Ic) respectively s.t. WF (tI)
and WF (tIc) are polarized then WF (tItIc)|MI,Ic is polarized.
Proof — For all (xi, xj ; ξ
I
i , ξ
Ic
j )(i,j)∈I×Ic ∈WF (tItIc)|MI,Ic , Tr(xi, xj ; ξIi , ξI
c
j ) =
Tr(xi; ξ
I
i ) ∪ Tr(xj ; ξI
c
j ) because for all (x1, . . . , xn) ∈ MI,Ic for all (i, j) ∈
I × Ic, xi 6= xj . Then using the fact that Tr(xi; ξIi ) and Tr(xj ; ξI
c
j ) are
polarized, for all a maximal in pi ◦ Tr(xi, xj ; ξIi , ξI
c
j ):
either a is maximal in Tr(xi; ξ
I
i ) in which case η =
∑
xi=a
ξIi ∈ −E+g,a ∪
{0} since Tr(xi; ξIi ) is polarized,
either a is maximal in Tr(xj ; ξ
Ic
j ) and we deduce the same kind of result
η =
∑
xj=a
ξI
c
j ∈ −E+g,a ∪ {0}
since Tr(xj ; ξ
Ic
j ) is polarized. 
Theorem 6.4.3 Let tI , tIc be distributions in D′ΓI ,D′ΓIc where ΓI ,ΓIc are
polarized in M I and M I
c
and mij be a collection of integers. Then the
product
tItIc
∏
(ij)∈I×Ic
∆
mij
+ (xi, xj)
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Figure 6.5: The Wavefront of Laplace couplings is strictly polarized.
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is well defined as a distribution of D′Γn(MI,Ic) for
Γn =
∑
I
Γ0I + Γ0Ic +∑
ij
Γ0ij
⋂T •MI,Ic
and Γn is polarized. Furthermore, tn defined by the relation (6.24) is well
defined in D′(Un \ dn) and its wave front set is polarized in Mn \ dn.
Proof — WF (tItIc) is polarized in MI,Ic by Lemma 6.4.2, each Laplace
coupling is strictly polarized in MI,Ic by Lemma 6.4.1 hence by Theorem
6.4.2 the product
tItIc
∏
(ij)∈I×Ic
∆
mij
+ (xi, xj)
exists and its wave front set is polarized over MI,Ic . We sum and multiply
each term
∑
tI(AI1)tIc(AIc1)(AI2|AIc2) by the functions χI of the partition
of unity from the geometrical lemma which does not affect the wave front
set since they are smooth on Mn \ dn, thus the wave front set of tn defined
by (6.24) is the finite union of polarized conical subsets thus polarized. 
6.4.2 Localization and enlarging the polarization.
In the previous part, we were able to justify the products of distributions on
Mn\dn in equation 6.24 but have not yet extended the distribution tn onMn.
The goal of this part is to prove that we can construct some polarized cone
ΓI , slightly larger than WF (tI), which is scale invariant for some family
of linear Euler vector fields and satisfies the soft landing condition. The
drawback of working with the cone E+g ⊂ T •U is that the cones E+gx ⊂ T •xU
depend on the point x. We will construct a larger closed convex conic E+q
for a constant metric q which contains E+g and which has fibers E
+
qx that do
not depend on x ∈ U .
We identify an open set Ω ⊂ M with U ⊂ Rd, in U the metric reads g.
Then we soften the poset relation in a similar way to the step 2 and 3 in the
proof of the improved geometrical lemma (6.3.1). We use a constant metric
Q to define a new partial order denoted by 6˜. Recall E+g ⊂ T ?M is the
subset of elements in cotangent space of positive energy. We prove a lemma
which says we can localize in a domain U ⊂ Rd in which we can control the
wave front set of the family (∆+)λ,
∀λ ∈ (0, 1],WF (∆+λ) ⊂
(−E+q )× (E+q )
by a scale and translation invariant set E+q living in cotangent space T
•U .
Lemma 6.4.3 For any x0 ∈ U , we can always make U smaller around x0
so as to be able to construct a closed conic convex set E+q ⊂ T •U s.t.
E+g ⊂ E+q , E+q does not depend on x ∈ U and such that E+q ∩ −E+q = ∅.
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Figure 6.6: Picture of the new poset structure together with the new polar-
ization.
Proof — We enlarge the cone of positive energy E+g ⊂ T •U . Recall we
defined E+g as E
+
g = {(x; ξ)|gx(ξ, ξ) > 0, ξ0 > 0} ⊂ T •M . But the drawback
of this definition lies in the fact that the fibers E+gx of the set E
+
g depend
on the base point x since g is variable. We localize the construction in a
sufficiently small open ball U in Rd and pick a constant metric q on this ball
U in such a way that
∀x ∈ U, gx(ξ, ξ) > 0, ξ0 > 0 =⇒ q(ξ, ξ) > 0. (6.26)
Such a metric is easy to construct, following the arguments of the proof
of the improved geometrical lemma, we assume gµνx0 = η
µν and by setting
q = ηµν +λ2δ00, we can always choose λ large enough so that the inequality
(6.26) is satisfied for all x ∈ U .
Definition 6.4.5 We set E+q = {(x, ξ)|q(ξ, ξ) > 0, ξ0 > 0, x ∈ U}.
It is immediate by construction that our new closed, conic, convex set
E+q ⊂ T •M contains the old set E+g . It is also obvious by construction
that E+q is both scale and translation invariant in U , since the metric q is
constant in Rd. 
We have a new definition of polarization by applying Definition (6.4.2)
for the new conic set E+q and the partial order 6˜ ( 6˜ affects the choices
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of maximal points). Hence the metric Q controls the order relation 6˜ and
exploits the finite propagation speed of light, whereas the metric q controls
the cone of positive energy.
Scaling in configuration spaces. On U I , we denote the coordinates by
(xi)i∈I , then we define the collection ρxi , i ∈ I of |I| linear Euler fields ρxi =∑
j 6=i,j∈I(xj − xi) ∂∂xj . ρxi scales relative to the element xi in configuration
space U I .
Example 6.4.1 In Un, the vector field
∑
j 6=1(xj − x1)∂xj is Euler since(∑
j 6=1(xj − x1)∂xj (xi − x1)
)
− (xi − x1) = (xi − x1) − (xi − x1) = 0 and
this implies that
∑
j 6=1(xj − x1)∂xjf − f ∈ I2 for all f ∈ I the ideal of
functions vanishing on dn. If we scale by fλ(x1, . . . , xn) = f(x1, λ(x2 −
x1) + x1, . . . , λ(xn− x1) + x1) then this corresponds to the Euler vector field∑n−1
j=1 hj
∂
∂hj
. The cotangent lift of this vector field equals∑
j 6=1
(xj − x1)∂xj − ξj(∂ξj − ∂ξ1).
The vector field
∑n
j=2 ξj(∂ξj − ∂ξ1) corresponds to the system of ODE’s
∀j > 2, dξ
j
dt
= ξj ,
dξ1
dt
=
n∑
j=2
ξj ,
thus integrating the vector field
∑
j 6=1(xj−x1)∂xj−ξj(∂ξj−∂ξ1) in cotangent
space yields the flow :
(x1, λ(x2 − x1) + x1, . . . ; ξ1 + (1− λ−1)
n∑
j=2
ξj , λ
−1ξ2, . . . , λ−1ξn).
Finally, we compute the coordinate transformation in cotangent space which
passes from regular coordinates in cotangent space T ?Un to the system of
coordinates (x, h; k, ξ) used in Chapters 1,2,3,4:
(x1, . . . , xn; ξ1, . . . , ξn) 7→ (x, h1, . . . , hn−1; k, η1, . . . , ηn−1) (6.27)
x1 = x, hj = xj+1 − x1 (6.28)
k =
n∑
i=1
ξi, ηj = ξj+1. (6.29)
The soft landing condition on configuration space. We saw in Chap-
ter 2 and 3 that the soft landing condition was an essential condition on the
wave front set of a distribution which allows to control the wave front set
of extensions of distributions. Before we state the soft landing condition
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in T ?Un, we first give the equation of the conormal of dn ⊂ Un in coordi-
nates (x1, . . . , xn; ξ1, . . . , ξn). The collection dh1 = dx2 − dx1, . . . , dhn−1 =
dxn− dx1 of 1-forms spans a basis of orthogonal forms to the tangent space
of dn, thus a 1-form ξ1dx1 + · · ·+ ξndxn belongs to the conormal if it writes∑n
i=2 aidhi for some (ai)i which implies ξ1 = −
∑n
i=2 ξi, thus the equation
of the conormal in Un is x1 = x2 = · · · = xn, ξ1 + · · · + ξn = 0. If we write
the equation of the soft landing condition in T •Un for the coordinates, we
obtain
|
n∑
i=1
ξi| 6 δ
(
n∑
i=2
|x1 − xi|
)(
n∑
i=2
|ξi|
)
(6.30)
since k =
∑n
i=1 ξi and ∀i > 2, ηi = ξi+1 by 6.27, the inequality 6.30
is clearly invariant by the flow λ 7→ (x1, λ(x2 − x1) + x1, . . . ; ξ1 + (1 −
λ−1)
∑n
j=2 ξj , λ
−1ξ2, . . . , λ−1ξn).
In configuration space T ?U I with coordinates (xi; ξi)i∈I , the soft landing
condition takes the following form: a conic set Γ ⊂ T •U I satisfies the soft
landing condition w.r.t. to dI if for all compact set K ⊂ U I , there exists
ε > 0 and δ > 0, such that
Γ|K∩{∑i∈I,i 6=j |xj−xi|6ε} ⊂ {|
∑
i∈I
ξi| 6 δ
 ∑
i∈I,i 6=j
|xj − xi|
 ∑
i∈I;i 6=j
|ξi|
}.
(6.31)
6.4.3 We have
(
WF
(
elog λρxi∗∆+
)⋂
T •U2
) ⊂ (−E+q )× E+q .
The next lemma aims to use our cone E+q ⊂ T •U to control the wave front
set of the family
(
elog λρxi?∆+
)
λ∈(0,1] , i = (1, 2).
Lemma 6.4.4 We can choose q and U in such a way that
∀λ ∈ (0, 1],
(
WF
(
elog λρxi∗∆+
)⋂
T •U2
)
⊂ (−E+q )× E+q .
Proof — By construction of E+q ,
(
WF (∆+)
⋂
T •U2
) ⊂ (−E+q ) × E+q . If
(x1; ξ1), (x2; ξ2) ∈ −E+q ×E+q then ∀λ ∈ (0, 1], (x1; ξ1 + (1−λ)ξ2), (λ−1(x2−
x1) +x1;λξ2) ∈ −E+q ×E+q by invariance and convexity of E+q which imme-
diately yields the result. 
6.4.4 The scaling properties of translation invariant conic
sets.
The next lemma we prove also has a geometric flavor.
Lemma 6.4.5 Let ΓI ⊂ T •M I be a translation invariant conic set.
Then ΓI is stable under e
log λρi for some i ∈ I is equivalent to ΓI is sta-
ble by elog λρi for all i ∈ I.
6.4. THE RECURSION. 145
Figure 6.7: Action on configuration space
(
Rd
)4
of the map Φ(λ) =
e− log λρx4 ◦ elog λρx1 for λ = 12 as a translation.
Proof — Following the approach of Chapter 1, we try to find a flow Φ(λ)
relating the two linear scalings by ρxi and ρxj . This flow is given by the
formula Φ(λ) = e− log λρxi ◦ elog λρxj and the lifted flow T ?Φ(λ) on cotangent
space is given by the formula T ?Φ(λ) = T ?e− log λρxi ◦ T ?elog λρxj . In our
specific case, for each λ, Φ(λ) is a flow by linear translation. The map Φ(λ)
results from the composition of two scalings relative to two elements (xi, xj)
with ratio (λ, λ−1) respectively. It can be computed explicitely
Φλ : x 7→ λ(x− xi) + xi
7→ λ−1 ((λ(x− xi) + xi)− (λ(xj − xi) + xi)) + (λ(xj − xi) + xi)
= (x− xj) + (λ(xj − xi) + xi) = x+ (λ− 1)(xj − xi)︸ ︷︷ ︸
translation vector
,
which proves Φ(λ) = e− log λρxi ◦ elog λρxj is a translation of vector (λ −
1)(xj − xi). We also have T ?Φ(λ) : (x; ξ) 7→ (x + (λ − 1)(xj − xi); ξ). This
computation proves the following fundamental fact: if a translation invariant
set ΓI is stable by the cotangent lift of scaling relative to one given a ∈ Rd
then ΓI is invariant by the cotangent lift of linear scalings relative to any
element a ∈ Rd which implies the claimed result. 
This lemma motivates the following definition: a translation invariant conic
set ΓI ⊂ T •M I is said to be scale invariant if it is stable by scaling w.r.t.
the vector field ρxi for some i ∈ I.
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6.4.5 Thickening sets.
Lemma 6.4.6 If ΓI satisfies the soft landing condition and is (strictly)
polarized, then there exists a translation and scale invariant Γ˜I such that
ΓI ⊂ Γ˜I , Γ˜I is still (strictly) polarized and satisfies the soft landing condi-
tion.
We call good, any conic set that is translation invariant, scale invariant,
polarized and satisfies the soft landing condition.
Proof — Notice that the formulation of the soft landing condition on con-
figuration space by the equation
|
∑
i∈I
ξi| 6 δ
 ∑
i∈I,i 6=j
|xj − xi|
 ∑
i∈I,i 6=j
|ξi|
 , (6.32)
is clearly translation and scale invariant. But E+q and 6˜ are also translation
and scale invariant thus the concept of polarization is translation and scale
invariant. So if a set ΓI ⊂ T •U I is polarized and satisfies the soft landing
condition, then the union Γ˜I of all orbits of the group of translations and
dilations which intersect ΓI satisfies the same properties and contains ΓI . 
6.4.6 The µlocal properties of the two point function.
Let us consider the configuration space U2 with coordinates (x1, x2). Let Ξ
be the wave front set of ∆+. In Chapter 5, we proved that
Ξ ⊂
(
Λ
⋃
{(x, x;−η, η)|gx(η, η) > 0}
)⋂
{(x1, x2; η1, η2)|(η2)0 > 0}
where Λ is the conormal bundle of the conoid Γ = 0 (Theorem 5.3.1) and
we proved that ∆+ is microlocally weakly homogeneous of degree −2, ∆+ ∈
Eµ−2(U
2) (Theorem 5.4.1). Here, we initialize the recursion for t2(φ
m(x1)φ
m(x2)) =
ε ◦ T (φm(x1)φm(x2)), and prove that λ2mt2,λ is bounded in D′Γ2(U2 \ d2)
where Γ2 is a good cone (recall good means polarized, satisfies the soft land-
ing condition, translation and scaling invariant). We denote by (χI)I the
partition of unity subordinate to the cover
(
M˜I,Ic
)
I
given by the improved
geometrical lemma.
Theorem 6.4.4 Let t2(φ
m(x1)φ
m(x2)) = χ1∆
m
+ (x1, x2) + χ2∆
m
+ (x2, x1).
Then t2 ∈ Eµ−2m(U2 \ d2) and there exists a good cone Γ2 ⊂ T •U2 such
that for each ρxi , i = (1, 2), the family
(
λ−2melog λρxi∗t2
)
λ∈(0,1] is bounded in
D′Γ2(U2 \ d2).
Proof — On the one hand WF (∆m+ ) satisfies the soft landing condition by
Lemma 5.4.1 which implies WF (t2)|U2 also does. On the other hand, we
already proved in proposition (6.4.2) that WF (t2) is polarized then applying
Lemma 6.4.6, we find that the enveloppe Γ2 of WF (t2) is a good cone. 
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6.4.7 Pull-back of good cones.
Since we always pull-back distributions living on configuration spaces U I to
higher configuration spaces Un, we want the pull-back operation to preserve
all the nice properties of the wave front set. Let p[n]7→I be the canonical
projection p[n] 7→I : Un 7→ U I .
Lemma 6.4.7 If ΓI ⊂ T •U I is a good cone then p∗[n] 7→IΓI ⊂ T •Un is also
a good cone.
Proof — By definition p∗[n] 7→IΓI is polarized in T
•Un since the trace Tr(xi; ξi)i∈I ⊂
T •U of an element (xi; ξi)i∈I ∈ ΓI and of its pulled back element
((xi; ξi), (xj ; 0))i∈I,j∈Ic ∈ p∗[n]7→IΓI
are the same. p∗[n] 7→IΓI is also translation, scale invariant by invariance
of ΓI and the projection p[n] 7→I . The only subtle point is to prove that
p∗[n] 7→IΓI still satisfies the soft landing condition. Start from the assumption
that ΓI satisfies the soft landing condition, then for all compact K ⊂ U I ,
∃ε > 0,∃δ > 0:
Γ|K∩{∑i∈I,i 6=j |xj−xi|6ε} ⊂ {|
∑
i∈I
ξi| 6 δ
 ∑
i∈I,i 6=j
|xj − xi|
 ∑
i∈I,j 6=i
|ξi|
}
then notice
(xi; ξi)i∈[n] ∈ p∗[n] 7→IΓI =⇒ (xi; ξi)i∈I ∈ ΓI
=⇒ |
n∑
i=1
ξi| = |
∑
i∈I
ξi| 6 δ
 ∑
i∈I,i 6=j
|xj − xi|
 ∑
i∈I,i 6=j
|ξi|

6 δ
 ∑
i∈[n],i 6=j
|xj − xi|
 ∑
i∈[n],i 6=j
|ξi|

which implies p∗[n] 7→IΓI ⊂ {|
∑n
i=1 ξi| 6 δ
(∑
i∈[n],i 6=j |xj − xi|
)(∑
i∈[n],i 6=j |ξi|
)
}
which is exactly the soft landing condition. 
In the sequel, we denote by ΓI the set p
∗
[n] 7→IΓI making a slight notational
abuse.
The soft landing condition is stable by summation: We proved in
Proposition 4.2.1 that for Γ1,Γ2 two closed conic sets which both satisfy the
soft landing condition and s.t. Γ1∩−Γ2 = ∅, the cone Γ1∪Γ2∪(Γ1 + Γ2)
satisfies the soft landing condition.
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For all subsets I ⊂ {1, . . . , n}, let ΛI ⊂ T •M I be the set of all elements in
T •U I polarized by E+q . Since the cone E+q , the partial order relation 6˜ and
the trace operation are translation and dilation invariant, by Definition 6.4.2,
the subset ΛI is also translation and dilation invariant. For any manifold
M , for any closed cone Γ ⊂ T •M in the cotangent cone T •M , we denote by
Γ0 = Γ ∪ 0 ⊂ T ?M where 0 is the zero section of T ?M .
6.4.8 The wave front set of the product tn is contained in a
good cone Γn.
Theorem 6.4.5 We assume the hypothesis of theorem (6.4.3) is valid and
keep the same notations. If furthermore we assume all elements ΓI , I  
{1, . . . , n} are good conic sets then Γn is a good conic set.
Proof — It is immediate since translation and scale invariance, the polar-
ization property and the soft landing conditions are stable by sums. 
6.4.9 We define the extension tn and control WF (tn).
We saw in Chapter 4 that the product of distributions satisfying the Ho¨rmander
condition was bounded: let Γ1,Γ2 be two cones, assume Γ1 ∩ −Γ2 = ∅. Set
Γ = Γ1 ∪ Γ2 ∪ (Γ1 + Γ2), then the product
(t1, t2) ∈ D′Γ1 ×D′Γ2 7→ t1t2 ∈ D′Γ
is well defined and bounded (Theorem 4.2.1). We also concluded Chapter
4 with a general extension theorem (4.3.3): if t ∈ Eµs (Un \ dn) then an
extension t exists in Eµs′(U
n) for all s′ < s. Now we prove a theorem that
gives conditions for which the extension tn exists, has finite scaling degree
and has good wave front set.
Theorem 6.4.6 Assume that the assumptions of Theorems (6.4.3) and (6.4.5)
are satisfied and that the family λ−sIelog λρxi∗tI is bounded in D′ΓI for some sI
where ΓI is good. Then tn has a well defined extension tn in D′WF (tn)∪(Tdn)⊥(Un)
and there is a good conic set Γn such that for any l ∈ {1, . . . , n}, the family(
λ−s′elog λρxl∗tn
)
λ
, is bounded in D′
Γn∪(Tdn)⊥(U
n) for all s′ < sI + sIc +∑
(i,j)∈I×Ic 2mij.
Proof — For any l ∈ {1, . . . , n}, the family
λ−sIelog λρxl∗tI
is bounded in D′ΓI where ΓI is a good cone. Let us set
Γn =
⋃
I
(
Γ0I + Γ
0
Ic + Γ
0
ij
) |M˜I,Ic . (6.33)
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Then the last step of the proof is a mere repetition of the proof of The-
orems (6.4.3) and (6.4.5), but instead of considering a ”static” product
tItIc
∏
(i,j)∈I×Ic ∆
mij
+ (xi, xj)χI on a given M˜I,Ic , we will instead scale the
whole product w.r.t. to some linear Euler vector field ρxl :(
λ−sIelog λρxl∗tI
)
︸ ︷︷ ︸
bounded in D′ΓI (U
n\dn)
(
λ−sIcelog λρxl∗tIc
)
︸ ︷︷ ︸
in D′ΓIc (U
n\dn)
∏
(i,j)∈I×Ic
(
λ−2mijelog λρxl∗∆mij+ (xi, xj)
)
︸ ︷︷ ︸
in D′Γij (U
n\dn)
χI︸︷︷︸
in D′∅(Un\dn)
.
Then we use the boundedness of the product (Theorem 4.2.1) to repeat
the arguments of the proof of Theorem 6.4.3 for bounded families of dis-
tributions. Notice that it is very convenient for us that the functions χI
constructed in the improved geometric lemma are smooth scale invariant
functions since they are going to be bounded in D′∅(Un \ dn). The product
λ−sI−sIc−2
∑
(ij)∈I×Ic mijelog λρxl∗
tItIc ∏
(i,j)∈I×Ic
∆
mij
+ (xi, xj)

λ∈(0,1]
is well defined and bounded in D′Γn(Un \ dn) (by Theorem 4.2.1) where
Γn =
⋃
I
(
Γ0I + Γ
0
Ic + Γ
0
ij
) \ {0}|M˜I,Ic
is good by Theorem 6.4.5. Then the distribution
tn =
tItIc ∏
(i,j)∈I×Ic
∆
mij
+ (xi, xj)

is in Eµsn(U
n \ dn) (since Γn satisfies the soft landing condition and the
family of distributions (λ−sntλ)λ∈(0,1] is bounded in D′Γn) for sn = sI +sIc +
2
∑
(ij)∈I×Icmij . We can conclude by the extension theorem (4.3.3), which
provides an extension tn in E
µ
s′(U
n) for all s′ < sI + sIc + 2
∑
(ij)∈I×Icmij
with the constraint WF (tn) ⊂WF (tn)
⋃
(Tdn)
⊥ on the wave front set of the
extension. The wave front set WF (tn) is polarized and so is the conormal
(Tdn)
⊥ hence the union WF (tn)
⋃
(Tdn)
⊥ is also polarized. And the family(
λ−s′tn
)
λ∈(0,1]
should be bounded in D′
Γn
⋃
(Tdn)⊥
(Un) where Γn
⋃
(Tdn)
⊥
is a good conic set. 
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The last theorem allows to conclude the recursion since we were able to
initialize the recursion at the step n = 2: WF (t2) is contained in a good
cone Γ2 and λ
2meρ log λ∗t2(φmφm) is always bounded in D′Γ2(U2 \ d2), how-
ever beware that t2(φ
mφm) is in Es′(U
2) for all s′ < 2m, hence repeated
applications of theorem (6.4.6) allows to define all extensions tn ∈ D′(Un)
for all n.
Chapter 7
A conjecture by Bennequin.
7.1 Parametrizing the wave front set of the ex-
tended distributions.
In this short chapter, we solve a conjecture of Daniel Bennequin stating that
the wave front set of the extensions tn are singular Lagrangian manifolds.
Lagrangians often appears in quantum mechanics as the geometrical ob-
ject living in cotangent space which represents the semiclassical limit of
quantum states ([62] p. 16, 35, 60-63 and [39] p. 103). Our theorem might
help us to give a similar geometric interpretation of the wave front set of
n-point functions in quantum field theory: each element of the Lagrangian
could represents the “trajectory of a process” in cotangent space. For in-
stance:
1. an element of the wave front set of t2(φ(x)φ(y)) represents a null
geodesic lifted to the cotangent space,
2. an element of the wave front set of t3(φ(x1)φ(x2)φ
3(y)φ(x3)) represents
the interaction of three null geodesics intersecting at one point.
The proof also clarifies the fact that the wave front set of these extensions
can be parametrized by objects (generalizing the graph of a gradient) called
Morse families which were introduced by Weinstein and Ho¨rmander.
7.2 Morse families and Lagrangians.
Let us start by recalling some simple definitions. We introduce the concept
(due to Weinstein see [62] Definition 4.17) of a Morse family (with some
modifications of our own):
Definition 7.2.1 A Morse family is a triple S = (pi : B 7→M,S) satisfying
the following conditions:
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• a) (pi : B 7→M) is such that any connected component of B is of the
form
(
Rk \ {0}) × Ω for some k and some set Ω ⊂ M , this endows
B with the structure of a smooth cone and the restriction of pi to this
connected component is the canonical projection,
• b) S ∈ C∞(B) is homogeneous of degree 1 w.r.t. vertical scaling,
• c) dS 6= 0.
Daniel Bennequin pointed out to us that this definition is actually very
general since B is not necessarily connected thus we could have several con-
nected components of B living over some given point in M , like branches of
a cover. The second nice point of the definition of Alan Weinstein is that
the map pi is not necessarily surjective. Denote by x the coordinates in M
and by (x; θ) the coordinates in B where θ is the vertical variable. Denote
by ΣS = {∂S∂θ = 0} ⊂ B the critical set of S. The smooth projection pi
defines a set pi(ΣS) which is the projection of the critical set.
Definition 7.2.2 We denote by T pi(ΣS) the tangent cone of pi(ΣS) which
is defined as follows, for x ∈ pi(ΣS),
Txpi(ΣS) = {dpi|(x,θ)(X)|∃γ ∈ C1([0, 1],ΣS) s.t. γ(0) = (x, θ), γ˙(0) = X},
then T pi(ΣS) =
⋃
x∈pi(ΣS) Txpi(ΣS).
Example 7.2.1 For S = (R>0 × (U2 \ d2) 7→ (U2 \ d2), θΓ(x, y)), the set
ΣS is equal to
({Γ = 0} ∩ (U2 \ d2))×R>0 where {Γ = 0} is the null conoid
in U2 \ d2 i.e. the subset of pairs of points connected by a null geodesic.
Thus pi (ΣS) = {Γ = 0}|U2\d2 is an open submanifold and T pi(ΣS) is just
the tangent space to the submanifold pi (ΣS) = {Γ = 0} ∩ U2 \ d2.
It is possible to define a notion of tangent cone for very general sets but we
will not need such theory here.
Definition 7.2.3 We denote by Npi(ΣS) the normal to pi(ΣS) which is de-
fined as the subset {(x, ξ) ∈ T ?M |x ∈ pi(ΣS), ξ (Txpi(ΣS)) > 0} ⊂ T ?M .
Throughout this section, for any cone C in a vector space E, we denote
by C◦ the cone in dual space E? defined as {ξ|ξ(C) > 0} (it is sometimes
called the polar of C). This definition can be extended to cones in tangent
space and we denote by T pi(ΣS)◦ the subset
⋃
x∈pi(ΣS)
(Txpi(ΣS))◦ living in
T •M . Geometrically, Npi(ΣS) is the dual cone T pi(ΣS)◦ of the tangent cone
T pi(ΣS). If pi is a smooth embedding, Npi is just the conormal bundle of
pi(Σ).
Definition 7.2.4 We denote by λS the map λS : (x; θ) ∈ B 7→ (x; dxS)(x, θ) ∈
T ?M .
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In nice situations, λS (ΣS) is a smooth Lagrange immersion and coincides
with Npi(ΣS). However in our general situation, we always have the following
upperbound:
Proposition 7.2.1 λS (ΣS) ⊂ Npi(ΣS).
Proof — Any vector field in X ∈ V ect(B) decomposes uniquely as a sum
X = Xh + Xv = f
µ∂xµ + f
i∂θi where Xh is the horizontal part and
Xv the vertical part since B is a trivial cone. Thus it suffices to prove
that if d (∂θiS) (X)|ΣS = 0 then dS(Xh)|ΣS = 0 because dS(Xh)x,θ =
dxS(dpix,θ(X)). The key observations are:
• a) ∂S
∂θi
= 0 =⇒ θi ∂S
∂θi
= S = 0, since S is homogeneous of degree 1 in
θ, thus ΣS ⊂ {S = 0} and d (∂θiS) (X)|ΣS = 0 =⇒ dS(X)|ΣS = 0,
• b) for all vertical vector field Xv, dS(Xv)|ΣS = 0.
From these observations, we deduce that:
d
(
∂S
∂θi
)
(X)|ΣS = 0 =⇒ dS(X)|ΣS = 0 =⇒ dS(X)|ΣS
= dS(Xh)|ΣS + dS(Xv)|ΣS︸ ︷︷ ︸ = 0
=0
=⇒ dS(Xh)|ΣS = 0.

We want to prove that λS (ΣS) is isotropic in the sense that the tangent cone
of λS (ΣS) is symplectic orthogonal to itself. We denote by Tp (λS (ΣS)) the
subset defined as
{dλS |(x,θ)(X)|∃γ ∈ C1([0, 1],ΣS) s.t. γ(0) = (x, θ), γ˙(0) = X},
and T (λS (ΣS)) =
⋃
p∈λS(ΣS) Tp (λS (ΣS)). Let ω be the natural symplectic
form in T ?M :
Proposition 7.2.2 ω|λS(ΣS) = 0.
Proof — We actually prove that λ?Sω|ΣS = 0 which implies ω|λS(ΣS) = 0.
Let us denote by α = ξidx
i ∈ Ω1(T ?M) the Liouville 1-form which is the
primitive of ω i.e. dα = ω. We decompose uniquely the differential d acting
on Ω•(B) as a sum d = dx + dθ. The key observation is that dθS|ΣS = 0.
λ?Sω|ΣS = λ?Sdα|ΣS = d (λ?Sα) |ΣS = d
(
λ?Sξidx
i
) |ΣS
= d
(
∂S
∂xi
dxi
)
|ΣS = d(dxS)|ΣS = d(dxS + dθS)|ΣS
since dθS|ΣS = 0
= d2S|ΣS = 0.

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This means that λS (ΣS) is isotropic. At each point x ∈ pi(ΣS) where
λS (ΣS) |x = NpiS(ΣS),x we will say that λS (ΣS) is Lagrangian at x because
it is isotropic of maximal dimension. If it is Lagrangian at every x ∈
pi(ΣS) (or on an open dense subset of pi(ΣS)) then we call it Lagrangian,
in nice situations this coincides with the usual notion of Lagrange immersion
(see [41] vol 3 p. 291,292 and [62]). We will later consider Morse families
S with the supplementary requirements that ΣS ⊂ B is a finite union of
smooth submanifolds and λS (ΣS) is Lagrangian.
We work out a fundamental example of Morse family which generates
the conormal bundle of a submanifold.
Example 7.2.2 Let I ⊂M be a submanifold. We shall work in local chart
where the manifold is given by a system of d equations f1 = · · · = fd = 0.
Then the Morse triple ((Rd \ {0}) ×M 7→ M,∑di=1 θifi) parametrizes the
conormal bundle (TI)⊥. Indeed, ΣS = {fi = 0}× (Rd \{0}) = I× (Rd \{0})
and λS (ΣS) = {θidfi|ΣS , θ ∈ Rd \ {0}}. The key observation is that any
element in the conormal of I should decompose in the basis of 1-forms (dfi)i
thus λS (ΣS) parametrizes the conormal of I.
An analytic interpretation of λS (ΣS). We interpret λS (ΣS) in terms
of the wave front set of an oscillatory integral t. We can understand it as a
parametrization of WF (t) by the Morse family S.
Proposition 7.2.3 Let S = (pi : M × Rk 7→ M,S) be a Morse family over
the manifold M and (x; θ) where θ ∈ Rk a system of coordinates in M ×Rk,
for any asymptotic symbol a ([58] vol 2 p. 99):
WF
(∫
Rk
dθa(·; θ)eiS(·,θ)
)
⊂ λSΣS .
Proof — In local coordinates (x, θ) for B, it is just a consequence of Theorem
9.47, p. 102 in [58]. 
Functorial behaviour of Morse families. In microlocal geometry, we
need the following fundamental operations on distributions
• the pull-back t 7→ f?t by a smooth map f : M → N which is not
always well defined for distributions
• the exterior tensor product (t1, t2) 7→ t1  t2 which is always well
defined
• for our purpose, it will be important to add the product of distributions
when it is well defined.
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Assume that the wave front sets of given distributions t are parametrized by
Morse families, we already know how the wave front sets transform under
these functorial operations on distributions, the question is whether we can
find a new Morse family to parametrize the wave front set of the distribu-
tion obtained by one of the previous operations. The functorial behaviour
of Lagrangians under geometric transformations is already studied in [76]
Chapter 4, however it is not described in terms of generating functions and
our point of view is more explicit and more oriented towards applications.
Formal operations on Morse families.
First introduce operations on cones as follows. Let B 7→ M be a smooth
cone, for any smooth map f : N 7→ M , f?B 7→ f?M is a smooth cone
(Appendix 2 of [76]) with fibers defined as follows f?B|x = B|f(x). We also
introduce a suitable generalization of the fiber product for cones, recall the
fiber product of pi1 : B1 7→ M and pi2 : B2 7→ M denoted by B1 ×M B2 is
defined by {(p1, p2) ∈ B1 ×B2|pi1(p1) = pi2(p2)}.
Definition 7.2.5 Let B1, B2 be two smooth cones over a given base mani-
fold M . Then we define the product B1×MB2 as the cone
((B1 ∪ 01)×M (B2 ∪ 02))\(01 ×M 02) = (B1×M02)∪(01×MB2)∪(B1 ×M B2) .
The key point of this product is that we add the zero section so that our
trivial cones become trivial vector bundles we compute the fiber product
and remove the zero section at the end.
The QFT case. In our recursion, we only need to pull-back by smooth
projections. For instance, by the canonical projection maps Mn 7→ M I for
I ⊂ [n]. In this case, if we still denote by f the submersion f : N 7→M , the
Morse family can be chosen extremely simple
Definition 7.2.6 Let S = (pi : B 7→ M,S) be a Morse family over the
manifold M , for any smooth projection f : N 7→ M , we define the pulled
back Morse family as the triple
f?S = (f?pi : f?B 7→ f?M,f?S). (7.1)
It is obvious that df?S 6= 0 since dS 6= 0 and df is surjective. When f is a
smooth map, we prove that the pull-back by f of λSΣS is parametrized by
the Morse family f?S:
Proposition 7.2.4 Let f := N 7→ M be a smooth projection and S = (pi :
B 7→M,S) a Morse family over the manifold M . Then:
f?λSΣS = λf?SΣf?S . (7.2)
156 CHAPTER 7. A CONJECTURE BY BENNEQUIN.
Proof — We denote by (y; η) the coordinates in T ?N and (x; ξ) the coordi-
nates in T ?M . We have
f∗ (λSΣS) = {(y; η ◦ df)|(f(y); η) ∈ λSΣS}
by the definition of pull-back in [41] and [76]
= {(y; dxS(f(y);θ) ◦ df)| dθS(f(y); θ) = 0}
= {(y; d (S ◦ f)(y;θ) | dθ (S ◦ f) (y; θ) = 0}
= λf∗SΣf∗S
by definition of λf∗SΣf∗S . 
Proposition 7.2.5 Under the assumptions of proposition (7.2.4), if λS (ΣS)
is Lagrangian then λf?SΣf?S is Lagrangian.
Proof —
λf?SΣf?S = f?λSΣS by the above proposition
= f?Npi(ΣS) because λSΣS Lagrangian
= Npi(ΣS) ◦ df by definition of the pull-back
= T pi(Σf?S)◦ ◦ df by definition of Npi(ΣS)
= T pif?S(Σf?S)◦ since T piS(ΣS) = DfT pif?S(Σf?S)
= Npi(Σf?S) by definition of Npi(Σf?S).
Finally, λf?SΣf?S = Npi(Σf?S) means, by definition, that λf?SΣf?S is La-
grangian. 
Proposition 7.2.6 Under the assumptions of proposition (7.2.4), if ΣS is
a smooth submanifold (resp finite union of smooth submanifolds) in B then
Σf?S is also a smooth submanifold (resp finite union of smooth submanifolds)
in f?B.
Proof — This is immediate since dy;θ(dθ(S ◦ f)) has the same rank as
dx,θS. 
Let Si = (pii : Bi 7→ M,Si), i = (1, 2) be a pair of Morse families over
the manifold M , then we define the “sum of the Morse families” S1 + S2 as
the triple
S1 + S2 = (pi1×Mpi2 : B1×MB2 7→M,S1 + S2). (7.3)
We put quotation marks “” to stress the fact that this operation still defines
a triple (cone, base manifold, function) but this triple is not necessarily a
Morse family since we do not know if d(S1 + S2) 6= 0, we will see that a
necessary and sufficient condition for S1 + S2 to be a Morse family is that
λS1ΣS1 ∩ −λS2ΣS2 = ∅ which is the Ho¨rmander condition.
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Remark on sums of Morse families. Notice by definition that if the
cone Bi, i = (1, 2) corresponding to the Morse family Si has ni connected
components, then B1×MB2 has (n1 + 1)(n2 + 1)− 1 connected components.
An immediate recursion yields that the cone corresponding to the sum S1 +
· · ·+ Sk has ((n1 + 1) . . . (nk + 1))− 1 connected components.
Transversality lemmas.
We recall the classical notion of transversality in differential geometry in our
context (see [40] Definition 2.48 p. 80). Let Σi, i = (1, 2) be a pair of smooth
manifolds and pii : Σi 7→ M, i = (1, 2) be a pair of smooth maps. In such
case for every x ∈ pii(Σi), the tangent cones Txpii(Σi), i = (1, 2) are vector
subspaces of TxM (a vector subspace has less structure than a cone).
Definition 7.2.7 pi1 and pi2 are called transverse if for all x ∈ pi1(Σ1) ∩
pi2(Σ2), Txpi1(Σ1) + Txpi2(Σ2) = TxM .
Lemma 7.2.1 Let Σi, i = (1, 2) be a pair of smooth submanifolds in Bi
and pii : Bi 7→ M, i = (1, 2) be a pair of smooth maps. If pi1 and pi2 are
transverse then Σ1 ×M Σ2 is a smooth submanifold in B1 ×M B2.
Lemma 7.2.1 obviously generalizes to the case Σi is a finite union of sub-
manifolds, in which case Σ1 ×M Σ2 is a finite union of submanifolds.
Proof — Denote by ∆ the diagonal in M ×M . Then B1 ×M B2 can be
identified with the inverse image (pi1 × pi2)−1(∆) = B1 ×∆ B2 ⊂ B1 × B2
which is always a submanifold of B1 × B2 and the fiber product Σ1 ×M Σ2
is just the intersection (Σ1×Σ2)
⋂
(B1×∆B2) in B1×B2. So we view both
Σ1 × Σ2 and B1 ×∆ B2 as submanifolds sitting inside B1 × B2, a sufficient
condition for (Σ1×Σ2)
⋂
(B1×∆B2) to be a submanifold of B1×∆B2 is that
the intersection is transverse (it is a classical result of transversality theory
that the transversal intersection of two submanifolds is a submanifold of the
two initial submanifolds, it is a particular case of Theorem 2.47 in [40] for an
embedding also see Theorem 3.3 p. 22 in [29]). It is immediate to check that
at every point (p1, p2) of the intersection (Σ1×Σ2)
⋂
(B1×∆B2), Tp1,p2(Σ1×
Σ2) +Tp1,p2(B1×∆B2) = Tp1,p2(B1×B2) since D(pi1×pi2)(Σ1×Σ2) = Tx∆
by transversality of pi1(Σ1), pi2(Σ2) and Tp1,p2(B1 ×∆ B2) spans the vertical
tangent space of the bundle B1 ×B2. 
For each smooth map pi : ΣS 7→ M , we recall the definition of the
normal to pi(Σ): Npi(Σ) ⊂ TM as the subset
⋃
x∈pi(Σ) Txpi(Σ)◦ in T ?M which
is the dual cone in cotangent space of the tangent cone T pi(Σ). We set
N•pi(Σ) = Npi(Σ) ∩ T •M .
Lemma 7.2.2 Assume Σi, i = (1, 2) are smooth manifolds and pii : Σi 7→M
are smooth maps, then pi1, pi2 are transverse if and only if N
•
pi1∩−N•pi2 = ∅.
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Figure 7.1: Transverse intersection of curves and their conormals.
Lemma 7.2.2 obviously generalizes to the case Σi is a finite union of sub-
manifolds, in which case every submanifold in Σ1 shall be transverse to any
submanifold of Σ2.
Proof — To prove the lemma, we just work infinitesimally. We fix a pair
(p1, p2) ∈ Σ1 × Σ2 such that pi1(p1) = pi2(p2) = x. pi1 and pi2 are transverse
at x ∈M implies by definition that Txpi1(Σ1) + Txpi2(Σ2) = TxM . Then by
a classical result in the duality theory of cones,
{0} = TxM◦ = Txpi1(Σ1) + Txpi2(Σ2)◦
= Txpi1(Σ1)◦ ∩ Txpi2(Σ2)◦ = Npi1 ∩ −Npi2 .

We illustrate the last lemma in the figure (7.1) for the case of two curves
intersecting transversally in the plane and we represent the corresponding
spaces Npii . The meaning of this lemma is that the condition N
•
pi1∩−N•pi2 = ∅
of Ho¨rmander generalizes the classical differential geometric transversality
when Σi are not necessarily smooth submanifolds in Bi.
Proposition 7.2.7 Let Si = (pii : Bi 7→ M,Si), i = (1, 2) be a pair of
Morse families over the manifold M . If λS1 (ΣS1)
⋂
(−λS2 (ΣS2)) = ∅, then
(λS1 (ΣS1) + λS2 (ΣS2))∪λS1 (ΣS1)∪λS2 (ΣS2) is parametrized by the Morse
family S1 + S2 = (pi1×Mpi2 : B1×MB2 7→M,S1 + S2).
Proof — It is sufficient to find the Morse family parametrizing λS1 (ΣS1) +
λS2 (ΣS2). We will make some local computation in coordinates where we
assume w.l.o.g. that Bi is equal to the cartesian product M × Θi with
coordinates (x, θi) where Θi is a vector space with the origin removed. Let
us consider the Morse family (pi1 ×M pi2 : B1 ×M B2 7→ M,S1 + S2), where
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we use the local coordinates (x; θ1, θ2) for B1 ×M B2. Then the critical
set of this Morse family is by definition {dθ1,θ2(S1 + S2) = 0} = {dθ1S1 =
0} ∩ {dθ2S2 = 0} = ΣS1 ×M ΣS2 ⊂ B1 ×M B2, and the image of this subset
by λS1+S2 is given by
λS1+S2 (ΣS1 ×M ΣS2) = {(x; dx (S1 + S2)) (x; θ)|dθ1S1 = 0, dθ2S2 = 0}
= {(x; dxS1 + dxS2) |(x; θ1, θ2) ∈ ΣS1 ×M ΣS2} = λS1ΣS1 + λS2 (ΣS2) ,
which proves (pi1 ×M pi2 : B1 ×M B2 7→M,S1 + S2) parametrizes λS1ΣS1 +
λS2 (ΣS2), thus if we add all other components, λS1ΣS1 +λS2 (ΣS2)∪λS1ΣS1∪
λS2 (ΣS2) is parametrized by the family S1 + S2 = (pi1×Mpi2 : B1×MB2 7→
M,S1 + S2).
It remains to prove that d(S1+S2) 6= 0 inB1×MB2. If both dθ1S1(x; θ1) =
0 and dθ2S2(x; θ2) = 0 then necessarily dx(S1 + S2)(x; θ1, θ2) 6= 0 since
λS1 (ΣS1)
⋂−λS2 (ΣS2) = ∅. 
For the moment our results and statements are for general Morse families
and we did not assume λS (ΣS) was Lagrangian (recall Lagrangian means
λS (ΣS) = Npi(ΣS) for us) nor that the critical set ΣS was a finite union of
submanifolds.
Proposition 7.2.8 Under the assumptions of Proposition 7.2.7, if (λSi (ΣSi))i=(1,2)
are Lagrangians then λS1+S2 (ΣS1+S2) is Lagrangian.
Proof — One can check from the definitions that T ((pi1×Mpi2)(Σ1×MΣ2)) =
T (pi1Σ1) ∩ T (pi2Σ2). Hence by linear algebra,
N(pi1×Mpi2)(Σ1×MΣ2) = T ((pi1 ×M pi2)(Σ1 ×M Σ2))◦ = (T (pi1Σ1) ∩ T (pi2Σ2))◦
= (T (pi1Σ1))◦ + (T (pi2Σ2))◦ = Npi1(Σ1) +Npi2(Σ2) = λS1 (ΣS1) + λS2 (ΣS2),
finally N(pi1×Mpi2)(Σ1×MΣ2) = λS1 (ΣS1) + λS2 (ΣS2) means that
N(pi1×Mpi2)(Σ1×MΣ2)
= N(pi1×Mpi2)(Σ1×MΣ2) ∪N(pi1×Mpi2)(Σ1×M02) ∪N(pi1×Mpi2)(01×MΣ2)
= λS1 (ΣS1) + λS2 (ΣS2) ∪ λS1 (ΣS1) ∪ λS2 (ΣS2)
= λS1 (ΣS1) + λS2 (ΣS2) ∪ λS1 (ΣS1) ∪ λS2 (ΣS2)
= λS1+S2 (ΣS1+S2) ,
which by definition means λS1+S2 (ΣS1+S2) is Lagrangian. 
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Proposition 7.2.9 If under the assumptions of Proposition (7.2.8), each
ΣSi is a finite union of smooth submanifolds in Bi then ΣS1 ×M ΣS2 is a
finite union of smooth submanifolds of B1 ×M B2.
Proof — It suffices to recognize that the assumption λS1 (ΣS1)
⋂−λS2 (ΣS2) =
∅ is equivalent to N•pi1(ΣS1 ) ∩ −N
•
pi2(ΣS2 )
= ∅ (by our definition of being La-
grangian) which implies the transversality of the two maps pi1 : ΣS1 7→ M ,
pi2 : ΣS2 7→ M by lemma (7.2.2), which means by application of lemma
(7.2.1) that the fiber product ΣS1 ×M ΣS2 is a finite union of smooth sub-
manifolds of B1 ×M B2. 
To summarize all the results we proved if t1 and t2 are distributions
whith wave front set WF (ti) parametrized by the Morse family Si and
(λSi (ΣSi))i=(1,2) satisfy the Ho¨rmander condition λS1 (ΣS1)∩−λS2 (ΣS2) = ∅
then the distributional product t1t2 makes sense and has wave front set
contained in the set λS1+S2 (ΣS1+S2) parametrized by the Morse family
S1 +S2. Furthermore, we proved that if (λSiΣSi)i=(1,2) are Lagrangians and
(ΣSi)i=(1,2) are finite union of smooth submanifolds then the same properties
hold for the Morse family S1 + S2. If f : N 7→ M is a smooth submersion
and t ∈ D′(M) whith wave front set WF (t) parametrized by the Morse fam-
ily S then the pull-back f?t makes sense and has wave front set contained
in the set λf?SΣf?S parametrized by the Morse family f?S. Furthermore,
we proved that if λSΣS is Lagrangian and ΣS is a finite union of smooth
submanifolds then the same properties hold for the Morse family f?S.
Theorem 7.2.1 Let tn be the distributions defined by the recursion theorem.
Then WF (tn) is parametrized by a Morse family and is a union of smooth
Lagrangian manifolds.
Proof — We use the notation and formalism of the section 3 in Chapter
5. To inject this condition in our recursion theorem, it will be sufficient
to check that WF (∆+)|Ci , i ∈ {1, 2} or equivalently WFt2(φ(x)φ(y))|U2\d2
and all conormal bundles (TdI)
⊥ are parametrized by Morse families. For
t2(φ(x)φ(y)), by Theorem 5.3.1 of Chapter 5 and causality,
WF (t2(φ(x)φ(y))) = WF (∆+(x, y))|x>y ∪WF (∆+(y, x))|y>x
= conormal {Γ = 0} ∩ {(x, y; ξ, η)|(x0 − y0)η0 > 0}.
Thus we can write the Morse family in a local chart U2 \ d2:
S = (R>0 × (U2 \ d2) 7→ (U2 \ d2), θΓ(x, y))
and the fact that it parametrizes WF (t2) results from the fact that:
{(x, y; θdxΓ, θdyΓ|Γ(x, y) = 0, θ > 0} = conormal {Γ = 0}∩{(x, y; ξ, η)|(x0−y0)η0 > 0}.
7.2. MORSE FAMILIES AND LAGRANGIANS. 161
Furthermore the critical set
ΣS = {(x, y) ∈ U2 \ d2|Γ(x, y) = 0}
is a smooth submanifold and λS (ΣS) ⊂ T •(U2 \ d2) is Lagrangian.
Also for the conormal of the diagonals, it was already treated in our exam-
ples, they can always be generated by Morse families. Then we inject these
hypotheses in the recursion and we easily get the result. 
Example 7.2.3 In order to illustrate the mechanism at work, we choose to
study the example of the wave front set of the product
δx1=0δx2=0δx3=0(x
1, x2, x3)
of three delta functions δxi=0, i = (1, 2, 3) in R3. Each δxi=0 is supported on
the hyperplane xi = 0. One should have in mind the boundary of a cube in
a small neighborhood of one vertex ! Each δxi=0 has wave front set equal
to the conormal bundle of the corresponding face xi = 0 of a cube, which is
parametrized by the Morse family
Si =
(
(θi;x) ∈ (R \ {0})× R3 7→ x ∈ R3, Si(x, θi) = xiθi
)
.
We represented in the figure some vectors ∇xSi standing for the momentum
component of the conormal of the face xi = 0. When two faces Fi, Fj are
adjacent to an edge Fi ∩Fj, the convex sum of the wave front sets supported
over the edge is the conormal of the edge (represented in the figure as a
tube) which is parametrized by the Morse family(
(θi, θj ;x) ∈ (R \ {0})2 × R3 7→ x ∈ R3, (Si + Sj) (x, θi, θj) = xiθi + xjθj
)
.
Finally the origin is a vertex adjacent to all faces and the wave front set
over (0, 0, 0) is parametrised by(
(θ1, θ2, θ3;x) ∈ (R \ {0})3 × R3 7→ x ∈ R3, (S1 + S2 + S3) = x1θ1 + x2θ2 + x3θ3
)
,
and represents the conormal at the origin (represented in the figure as the
sphere). In total, the Wavefronset has seven smooth components indexed by
the strata of the cube boundary: (3 faces, 3 edges, 1 vertex). The reader can
check that the wave front set of δx1=0δx2=0δx3=0(x1, x2, x3) is parametrized by
the Morse family S1 +S2 +S3 (all seven cases are covered since by definition
the sum of Morse families “contains zero sections”) which is equal to
{pi : (R3 \ {0, 0, 0})× R3 7→ R3, S(x; θ) = x1θ1 + x2θ2 + x3θ3}.
The morality of this example is that the conormal of a union of manifolds
is not the union of the conormals! One should take into account the
informations contained in the “strata” and our formalism does it for the
most elementary example.
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Figure 7.2: The wave front set of δx1=0δx2=0δx3=0 as a union of 7 Lagrange
immersions.
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7.3 A conjectural formula.
We conjecture a formula which should give an upper bound of the wave front
set of any Feynman amplitude corresponding to a Feynman diagram Γ.
Let Γ be a graph with n vertices which are indexed by [n]. Let E(Γ)
denote the set of edges of Γ, to each element e ∈ E(Γ) corresponds a unique
injective map e : {1, 2} 7→ [n] s.t. the edge e connects the vertices e(1) and
e(2). To Γ, we associate the Morse family(
pi :
(
RE(γ)>0 ×
(
Rd
)n(n−1)
2 × Un
)
\ (0 ∪ {dS = 0}) 7→ Un, S
)
(7.4)
pi : (τe)e, (θij)ij , (x1, · · · , xn) 7→ (x1, · · · , xn) (7.5)
S =
∑
e∈E(Γ)
τeΓ(xe(1), xe(2)) +
∑
16i<j6n
θij .(xi − xj). (7.6)
We conjecture that this Morse family parametrizes the wave front set of the
Feynman amplitude corresponding to Γ.
We also conjecture that the wave front set of all n-point functions tn are
contained in the set parametrized by the Morse family:(
pi :
(
R
n(n−1)
2
>0 ×
(
Rd
)n(n−1)
2 × Un
)
\ (0 ∪ {dS = 0}) 7→ Un, S
)
(7.7)
pi : (τij), (θij)ij , (x1, · · · , xn) 7→ (x1, · · · , xn) (7.8)
S =
∑
16i<j6n
τijΓ(xi, xj) + θij .(xi − xj). (7.9)
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Chapter 8
Anomalies and residues.
8.1 Introduction.
The plan of the chapter. First, we will generalize the notion of weak
homogeneity of Yves Meyer [81] to the setting of currents, then show how the
results of Chapter 1 naturally transfer to this new setting. However, we need
to discuss the notion of Taylor expansion for test forms to give a suitable
meaning to the notions of Taylor polynomial and Taylor remainder of a test
form. We spend some time to discuss the notion of currents supported on
a submanifold I and their representation in the current theoretic setting.
Following physics terminology, we will call local counterterms the currents
supported on I: actually in the causal approach to QFT, all ambiguities of
the renormalization schemes can be described by local counterterms, more
precisely the difference between two renormalizations is a current supported
on I.
One natural example of ambiguity originates from the work of Yves
Meyer [81]. We call R the composite operation of restriction of a distribution
defined on M to M \I followed by any extension operation. We explain why
this operation differs from the identity because of the non-uniqueness of the
extension procedure. We describe explicitely the ambiguity of this operation
R by giving an explicit formula for T −RT and we show that this difference
is a local counterterm. We give an interpretation of this ambiguity in
terms of the notion of “generalized moment” for currents.
Then we will describe the dependance of the regularization operator R
defined in Chapter 1, that might be called the Hadamard regularization
operator, on the choice of bump function χ (which is equal to 1 in a neigh-
borhood of I) and the choice of Euler vector field ρ. Without surprise, we
will prove that a change in the function χ or the vector field ρ will result
in a change of R by a local counterterm, these are explicit ambiguities.
In QFT, a fundamental question is to ask if the symmetries or the exact-
ness of currents can be preserved by the renormalization scheme. However
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since all continuous symmetries of QFT can be encoded by Lie algebras of
vector fields it is natural to wonder if the Lie derivatives commute with the
renormalization R. The symmetry is not always preserved and the quantity
which measures this defect will be called residue of T . In the following,
Res is defined by generalizing Griffiths–Harris’s definition ([53] p. 368) by
the chain homotopy equation
dRT −RdT = Res[T ] (8.1)
and is a local counterterm. However Res is a special type of counterterm
since Res is always closed in D′(M) and is exact when T is closed. We show
that the regularization techniques of Meyer allows us to extend the notion
of residues in the sense of Griffiths–Harris (see the section 3 in [53]) and our
resulting definition has nothing to do with complex analysis. The residue
in [53] is only well defined for functions T ∈ Lqloc (Rn) ([53] p. 369) smooth
outside a given singular set S, whereas our notion of residue works for dis-
tributions in Es which are weakly homogeneous of degree s for arbitrary
s. Somehow, our regularity hypothesis on the current T which guarantees
the existence of residues is minimal because any current defined globally
on M will live in some scale space Es for some s. The residue theory pro-
vides a very flexible and general framework to study anomalies. We repeat
the construction of geometric residues for infinite dimensional Lie algebras
of symmetries, for X a vector field which commutes with ρ, we study the
residue equation
LXRT −RLXT = ResX [T ]
and we interpret ResX [T ] as an obstruction to the fact that quantization (in
our sense quantization consists in an operation of extension of distributions)
preserves classical symmetries. More precisely, if we assume that we have an
infinite dimensional Lie algebra of vector fields g, and that ∀X ∈ g, LXT =
0 (g is the Lie algebra of classical symmetries) then X 7→ ResX [T ] is a
coboundary for the infinite dimensional Lie algebra of vector fields. It can
be thought in terms of a quantum version of the Noether theorem.
Physics terminology Our interpretation
renormalization scheme Extension operator R : D′(M \ I) 7→ D′(M)
local counterterm currents supported on I
ambiguity R1T −R2T
Symmetry Lie algebra of vector fields g
anomaly residue LXR−RLX
Relationship to other work. During the preparation of our work ap-
peared a very interesting preprint of Todorov, Nikolov and Stora [52] whose
approach is close to the spirit of the present work. The difference is that
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the authors of [52] work on flat space time and deal with associate homoge-
neous distributions in the terminology of [30]. They found the same notion
of residues as poles of the meromorphic regularization and as anomaly of
the scaling equations. However their anomaly residue is not as general as
ours since it only applies to associate homogeneous distributions whereas
ours applies to all weakly homogeneous distributions and our formula-
tion has a more homological flavour with the Schwartz, De Rham theory of
currents. Our definition of anomaly is broader since it applies for all vec-
tor fields of symmetries and we make more explicit the connection with the
concept of periods. This work complements nicely the work of Dorothea
Bahns and Michal Wrochna [14] which gives very explicit anomaly formulas
in Minkowski space-time. We also learned recently that the problem of ex-
tension of currents was also studied in Complex analytic geometry ([67, 74]).
8.2 Currents and renormalisation.
8.2.1 Notation and definitions.
Let us denote by D′k(M) the topological dual of the space Dk(M) of com-
pactly supported test forms of degree k. Elements of D′k(M) are called
currents. If α ∈ Ωn−k(M) is a smooth form of degree n − k, then inte-
gration on M gives a linear map ω ∈ Dk(M) 7→ 〈α, ω〉 = ∫M α ∧ ω which
allows to interpret α as an element of D′k. Thus we have the continuous
injection Ωn−k(M) ↪→ D′k(M) and the symbol 〈α, ω〉 extends integration
on M to arbitrary α ∈ D′k(M). Finally, an important structure theorem
states that the topological dual space of the space of smooth compactly
supported sections of a vector bundle E are just distributional sections of
the dual bundle E′, in our specific case D′k(M) = D′(M)⊗C∞(M) Ωn−k(M)
(for more on distributional sections see [11, 23]). In the book of Laurent
Schwartz [64], it is explained why currents can be treated as exterior forms,
for instance the usual operations of contraction with a vector field (interior
product), exterior differentiation, exterior product with a smooth form and
Lie derivatives are well defined for currents. For U ⊂M , we will denote by
Hk (D′(U)) the subspace of currents of D′k(U) which are closed in U , and
we denote by Bk (D′(U)) the space of exact currents in U . We can define a
differential d on the graded C∞(U)-module H? (D′(U)) which extends the
exterior derivative of smooth forms to currents, thus (H? (D′(U)) , d) is a
chain complex:
H?+1
(D′(U)) d7→ H? (D′(U)) .
From t to vector valued currents. Let ω ∈ Dk(M) be a test form, then
the scaling of ω is defined by pull-back ωλ = e
log λρ?ω. Therefore, we define
scaling of currents by the following formula, for all current T ∈ D′k(M) and
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test forms ω ∈ Dk(M):
Tλ(ω) = T (ωλ−1).
Definition 8.2.1 Let U be a ρ-convex subset of M . A current T ∈ D′k(U)
is in Es(D′k(U)) iff for all test forms ω ∈ Dk(U)
sup
λ∈(0,1]
|λ−sTλ(ω)| <∞.
fortunately, this definition coincides with the definition of [81] because in the
work of Meyer: λ−d
∫
Rd Tϕλ−1d
dx =
∫
Rd T
(
ϕddx
)
λ−1 =
∫
Rd Tλϕd
dx, Meyer
views distributions as dual of test forms ω = ϕddx and the theory of Chapter
1 applies verbatim to this case.
The Taylor formula for test forms. It is important to understand the
formalism of Taylor expansion for currents because we need to subtract
Taylor polynomials in order to define certain renormalized extensions of
distributions. Let ω be a smooth test form in Dk(M), then for a given
ρ using the normal form theorem of chapter 1, we find that there exists
a local coordinate chart around each point of I in which ρ = hj∂hj and
ω =
∑
|I|+|J |=k ωIJ(x, h)dx
I ∧ dhJ where I, J are multi-indices. We imme-
diately see that ωIJ have various homogeneities w.r.t. ρ depending on the
length |J |. Thus, it is wiser to view ω as a function of (x, h; dx, dh) smooth in
(x, h) and polynomial in the Grassmann variables (dx, dh) which are treated
on an equal footing as the variables (x, h), a function ω is said to be homo-
geneous of degree n if ω(x, λh, dx, λdh) = λnω(x, h, dx, dh). Consider the
decomposition:
ω =
∑
06n6m
ωn + Im(ω) = Pm(ω) + Im(ω)
in the sense of the Taylor expansion of Chapter 1:
ωn =
1
n!
((
d
dt
)n
elog tρ∗ω
)
|t=0
where ωn is homogeneous of degree n. We also have the formula for the
Taylor remainder:
Im(ω) =
1
m!
∫ 1
0
dt(1− t)m
(
d
dt
)m+1 (
elog tρ∗ω
)
Example 8.2.1 In this formalism dh is homogeneous of degree 1,
((
d
dt
)
elog tρ∗dh
) |t=0 =
d
dt tdh|t=0 = dh.
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Conceptual meaning of the Taylor expansion. We give an equivalent
formula for ωn due to F He´lein:
ωn = lim
t→0
1
tnn!
(ρ) ... (ρ− n+ 1) elog tρ∗ω = lim
t→0
t−n
(
n
ρ
)
elog tρ∗ω (8.2)
which allows to give the following conceptual remark:
lim
t→0
1
tnn!
(ρ) ... (ρ− n+ 1) elog tρ∗ω(p) = lim
t→0
t−n
(
n
ρ
)
elog tρ∗ω(p)
depends linearly on the n-jet of ω at the point eρ log tp. But it also depends
polynomially on the (n − 1)-jet of the smooth Euler vector field ρ at the
point eρ log tp. Finally, ωn depends linearly on the n-jet of ω, and depends
polynomially on the (n − 1)-jet of ρ at the point limt→0 eρ log tp ∈ I. Since
the n-jet of ω at the point limt→0 eρ log tp ∈ I is independent of ρ, we deduce
that the Taylor polynomial Pm(ω) =
∑
n6m ωn depends linearly on the m-
jet of ω along I, but it depends polynomially in the (m− 1)-jets of ρ along
I. As noticed by He´lein, in an arbitrary local chart, Pm(ω) is in general
not a polynomial hence the term Taylor polynomial is somewhat abusive,
however in the coordinates in which ρ takes the normal form ρ = hj∂hj ,
Pm(ω) is a genuine polynomial in the variables h
j , dhj . Let us discuss the
expression of the Taylor polynomial P in coordinates. Let ω be a test k-form
which reads ω =
∑
|I|+|J |=k ωIJdx
I ∧ dhJ , then
Pm(ω) =
∑
|I|+|J |=k,|γ|+|J |6m
hγ
γ!
∂γhωIJ(x, 0)dx
I ∧ dhJ .
8.2.2 From Taylor polynomials to local counterterms via the
notion of moments of a compactly supported distribu-
tion T .
The representation theorem. Before we discuss the results of Chapter
1 in the current theoretic setting, we would like to discuss the issue of local
counterterms. But even before we discuss the problem of local countert-
erms, we must recall the representation theorem for currents supported on
I (see [45]). For any distribution tαJ ∈ D′(I), if we denote by i : I ↪→ M
the canonical embedding of I in M then i?tαJ is the push-forward of tαJ in
M :
∀ϕ ∈ D(M), 〈i?tαJ , ϕ〉 = 〈tαJ , ϕ ◦ i〉 .
Let I ⊂M be a closed embedded submanifold of M .
Theorem 8.2.1 Let us consider a current t ∈ D∗ (M) supported on I. Then
for any local system of coordinates (hj)j transversal to I, t has a unique
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decomposition as locally finite linear combinations of transversal derivatives
of push-forward to M of currents tαJ in D′∗(I):
t =
∑
α,J
∂αh (i?tαJ) ∧ dhJ . (8.3)
Proof — We first use the decomposition of a current t ∈ D′k(M) as a sum
tI,Jdx
I ∧ dhJ where tI,J ∈ D′0(M) are 0-currents (see [48] 2.3 p. 123 and
[59] Chapter 3 p. 36). Then the 0-currents tI,J are in fact distributions
supported on I, then we apply the structure theorem 37 p. 102 [64] which
describes distributions supported on a submanifold, which gives the desired
result (also see 2.3.1). 
Let us explain the ideas of the concept of moments, first we fix a coor-
dinate system which gives a basis dxi, dhj . Then we define the moments
cαI ∈ D′∗ (I) of T ∈ D′∗(M) by the push-forward formula, if the projection
pi : (x, h) 7→ x is proper on supp T :
∀ω ∈ D(I), 〈cαI(T ), ω〉 =
∫
I
∫
h
(
T ∧ h
α
α!
(
∂
∂hI
ydhd
)
∧ ω(x)
)
. (8.4)
These moments are indexed by the multi-indices (α, I) and satisfy the iden-
tity
〈T, Pm(ω)〉 =
∑
|α|+d−|I|6m
〈
cα,I ∧ dhI∂αh δI , ω
〉
(8.5)
In the case n = 0, and I = {0} is the origin of Rd and T (h) is an integrable
function in L1(Rd), this definition coincides with the moment of the function
T ∈ L1(Rd) (see [26] Proposition 6.3 p. 52). Now, we notice that when
t ∈ D′∗(M) is supported on I, the moments cα,J(t) of t exactly coincide with
the coefficients tα,J in the representation (8.2.1). The concepts of moments
are crucial when we wish to represent currents supported on I or residues.
8.2.3 The results of Chapter 1.
Now that we have the suitable language to describe local counterterms, we
can recall the results of Chapter 1 in this new current theoretic setting:
Proposition 8.2.1 Let T ∈ Es (D′k(M \ I)) and p = sup(0, k−n). If s+p >
0 then for all ω ∈ Dk(M) and χ is some smooth function which is equal to
1 in a neighborhood of I:
lim
ε→0
〈
T
(
χ− e− log ερ∗χ
)
, ω
〉
(8.6)
exists.
If s+ p 6 0 and let m ∈ N s.t. −m− 1 < s 6 −m, then for all ω ∈ Dk(M):
lim
ε→0
〈
T
(
χ− e− log ερ∗χ
)
, Im(ω)
〉
(8.7)
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exists where Im(ω) is the generalized Taylor remainder
Im(ω) =
1
m!
∫ 1
0
dt(1− t)m
(
d
dt
)m+1 (
elog tρ∗ω
)
(8.8)
Proof — We decompose the test forms ω in local coordinates (x, h, dx, dh)
then we reduce the proof exactly to the same proofs as in Chapter 1.
There are differences involved because we are dealing with forms. In nor-
mal coordinates (x, h) for ρ If ω is a k form, in the decomposition ω =∑
|I|+|J |=k ωIJdx
IdhJ the length |J | of the multi-index J is at least equal to
k − n because there are n coordinate functions (xi)i=1···n. Thus ω is in fact
weakly homogeneous of degree k−n which explains the criteria s+k−n > 0.
Now the second case is simple since Im(ω) is weakly homogeneous of degree
m+ 1. 
We would like to introduce a new notation for the operation of regular-
ization, we call it Rε, and we define it as follows:
Definition 8.2.2 We define the continuous linear operator Rε on Es (D′k(M \ I))
as follows. Let p = sup(0, k − n).
• If s+ p > 0 then for all ω ∈ Dk(M):
〈RεT, ω〉 =
〈
T
(
1− e− log ερ∗χ
)
, ω
〉
, (8.9)
and limε→0RεT = RT exists in D′k(M) and defines an extension RT
of T .
• If s + p 6 0 and let m ∈ N s.t. −m − 1 < s 6 −m, then for all
ω ∈ Dk(M):
〈RεT, ω〉 =
〈
T
(
χ− e− log ερ∗χ
)
, Im(ω)
〉
+ 〈T (1− χ) , ω〉 , (8.10)
and limε→0RεT = RT exists in D′k(M) and defines an extension RT
of T .
8.3 Renormalization, local counterterms and residues.
8.3.1 The ambiguities of the operator Rε and the moments
of a distribution T .
Actually, first notice that any current T in D′∗(M) is also an element of
D′∗(M \ I) by the pull-back i∗T by the restriction map i : M \ I ↪→ M .
Thus we ask ourselves a very natural question, does the restriction followed
by the extension operation allows to reconstruct the element T , in other
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words do we have limε→0Rεi∗T = T ? The answer is no ! A distribution
supported on I is automatically killed by Rε,∀ε > 0 thus if T is supported
on I limε→0Rεi∗T = 0. This idea is strongly related to the discussion in
[81] Chapter 1, let t be a tempered distribution, does the Littlewood–Paley
series
∑∞
j=−N ∆j(t) converges weakly to t when N → +∞ ? The answer is
no! There is convergence modulo floating polynomials in Fourier space (see
[81] Proposition 1.5 p. 15). The floating polynomials in Fourier space are in
fact corrections that we have to subtract from the Littlewood–Paley series
in order to make it convergent and these polynomials should be related to
vanishing moments conditions (see Meyer chapter 2 p. 45). We introduce a
linear operator A which describes the ambiguities of the restriction-extension
operation on the distribution T .
Definition 8.3.1 Let T ∈ D′k(M), then we define the ambiguity as
AT = lim
ε→0
(T −RεT ) .
The operator A depends on χ.
The ambiguity is a non trivial operator because of the example discussed
previously. As usual, we motivate our theorem with the simplest fundamen-
tal example
Example 8.3.1 δ ∈ D′(R) is a well defined distribution. But ∀ε > 0, Rεδ =
0 because 0 never meets the support of the cut-off hence
Aδ = lim
ε→0
(δ −Rεδ) = δ
We state a simple theorem which expresses the ambiguity A in terms of the
moments of Tχ.
Theorem 8.3.1 Let T ∈ Es (D′k(M)) where −(m + 1) < s 6 −m,m ∈ N,
then the ambiguity AT is given by the following formula:
∀ω ∈ Dk(M), AT (ω) = 〈Tχ, Pm(ω)〉 , (8.11)
where Pm(ω) =
∑
k6m ωk.
Proof — Yves Meyer defines the ambiguity by the Bernstein theorem. We
will give a more direct in space proof which does not use the Fourier trans-
form. The first idea is the concept of moments of a current Tχ ∈ D′k (M).
First write the duality coupling in simple form:
〈T, ω〉 = 〈T (1− χ), ω〉+〈Tχ, ω〉 = 〈T (1− χ), ω〉+〈Tχ, Pm(ω)〉+〈Tχ, Im(ω)〉
where P is the Taylor polynomial
∑
k6m ωk. We remind the definition of
RεT
〈RεT, ω〉 = 〈T (1− χ) , ω〉+
〈
T
(
χ− e− log ερ∗χ
)
, Im(ω)
〉
.
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Then we immediately find:
〈T, ω〉 − 〈RεT, ω〉 = 〈Tχ, Pm(ω)〉+
〈
Te− log ερ∗χ, Im(ω)
〉
now notice that〈
Te− log ερ∗χ, Im(ω)
〉
=
〈(
elog ερ∗T
)
χ, elog ερ∗Im(ω)
〉
= 〈Tεχ, (Im(ω))ε〉
where
∃C > 0, | 〈Tεχ, (Im(ω))ε〉 | 6 Cεs+m+1 → 0
since χ(Im(ω))ε is a bounded family of test forms, thus
AT (ω) = 〈Tχ, Pm(ω)〉
where ω = Pm(ω) + Im(ω) and the final result follows from the definition of
the notion of moment of the distribution Tχ. 
The dependence of R on the choice of χ, ρ.
We would also like to describe the dependance of the operator R on the
choice of χ and ρ. As usual, the result will be expressed in terms of local
counterterms.
Changing χ. Let χ1, χ2 be two functions such that χi = 1, i = 1, 2 in
a neighborhood of I and ρχi is uniformly supported in an annulus domain
of M . Let Riε, i = 1, 2 be the corresponding regularization operators on
Es (D′k(M \ I)) defined as follows: for p = sup(k−n, 0), if s+p 6 0 let m ∈ N
s.t. −m− 1 < s 6 m, then the regularization operator Ri corresponding to
each χi, i = (1, 2) is given by the formula〈
RiεT, ω
〉
=
〈
T
(
χi − e− log ερ∗χi
)
, Im (ω)
〉
+ 〈T (1− χi) , ω〉 , (8.12)
and limε→0RiεT = RiT exists in D′k(M) and defines an extension RiT of T
if otherwise s+ p > 0 then RiT = limε→0 T (1− χiε−1).
Theorem 8.3.2 Let T ∈ Es (D′k(M \ I)). If s + p > 0 then R1T = R2T
(i.e. R does not depend on the choice of χ). If s+ p 6 0 then〈(
R1 −R2)T, ω〉 = 〈T (χ2 − χ1) , Pm(ω)〉 , (8.13)
where m ∈ N is s.t. −m− 1 < s 6 −m.
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Proof — By definition, we have:〈
RiεT, ω
〉
= 〈T (χi − χiε−1), Im(ω)〉+ 〈T (1− χi) , ω〉
The only thing we have to do is to compute the difference
(
R1ε −R2ε
)
T .
First notice that
〈T (1− χ1) , ω〉 = 〈T (1− χ2) , ω〉+ 〈T (χ2 − χ1) , ω〉
= 〈T (1− χ2) , ω〉+ 〈T (χ2 − χ1) , Pm(ω)〉+ 〈T (χ2 − χ1) , Im(ω)〉
thus 〈
R1εT, ω
〉
= 〈T (1− χ1) , ω〉+ 〈T (χ1 − χ1ε−1), Im(ω)〉
= 〈T (1− χ2) , ω〉+〈T (χ2 − χ1) , Pm(ω)〉+〈T (χ2 − χ1) , Im(ω)〉+〈T (χ1 − χ1ε−1), Im(ω)〉
= 〈T (1− χ2) , ω〉+ 〈T (χ2 − χ1) , Pm(ω)〉+ 〈T (χ2 − χ1ε−1), Im(ω)〉
then computing the difference〈(
R1ε −R2ε
)
T, ω
〉
=
〈
R1εT, ω
〉− 〈R2εT, ω〉
= 〈T (1− χ2) , ω〉+ 〈T (χ2 − χ1) , Pm(ω)〉+ 〈T (χ2 − χ1ε−1), Im(ω)〉
− 〈T (χ2 − χ2ε−1), Im(ω)〉 − 〈T (1− χ2) , ω〉
= 〈T (χ2 − χ1) , Pm(ω)〉+ 〈T (χ2 − χ1)ε−1 , Im(ω)〉
As in the proof of theorem (8.3.1), we can take the limit ε→ 0 and we find
that the term 〈T (χ2 − χ1)ε−1 , Im(ω)〉 will vanish when ε→ 0. 
Changing ρ. We say that χ is compatible with ρ iff for each p ∈ I,
there is a neighborhood Vp of p and a local chart (x, h) : Vp 7→ Rn+d on
this neighborhood on which ρ = hj ∂
∂hj
, χ = 0 when |h| > b and χ = 1
when |h| 6 a for some pair 0 < a < b. Let ρ1, ρ2 be two Euler vector
fields and χ which is compatible with ρ1 and ρ2. Let R
i
ε, i = 1, 2 be the
corresponding regularization operators on Es (D′k(M \ I)) defined as follows:
for p = sup(k − n, 0). If s + p 6 0, let m s.t. −m − 1 < s 6 m, the
regularization operator Ri corresponding to each ρi, i = (1, 2) is given by
the formula〈
RiεT, ω
〉
=
〈
T
(
χ− e− log ερi∗χ
)
, Iim
〉
+ 〈T (1− χ) , ω〉 (8.14)
where ω = Pim(ω) + Iim(ω), i = 1, 2, Pim(ω) is the “Taylor polynomial of
order m” of ω for the Euler vector field ρi and limε→0RiεT = RiT exists in
D′k(M) and defines an extension RiT of T . Otherwise, if s + p > 0 then
RiT = limε→0 T (1− e− log ερi?χ).
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Theorem 8.3.3 Let T ∈ Es (D′k(M \ I)) and p = sup(0, k−n). If s+p > 0
then R1T = R2T . If s+ p 6 0 let m ∈ N s.t. −(m+ 1) < s 6 −m, then for
any Euler vector field ρ such that χ is compatible with ρ,
〈(
R1 −R2)T, ω〉 = lim
ε→0
〈
T
(
χ− e− log ερ?χ
)
, P2m(ω)− P1m(ω)
〉
. (8.15)
Notice that in the conclusion of this theorem the vector field ρ is chosen
independently of ρ1, ρ2.
Proof — Before we prove our claim, we would like to give some important
remarks.
• First, no matter what Euler vector field ρi we choose, the Taylor re-
mainder Iim(ω) always vanishes at order m on the submanifold I. The
key point is that if a smooth form $ vanishes at order m at I, then the
limit limε→0
〈
T
(
χ− e− log ερ?χ) , $〉 does not depend on the choice of
Euler vector field ρ provided χ is ρ admissible. Hence by choosing
some Euler vector field ρ for which χ is ρ admissible, we still have
∀i, lim
ε→0
〈
T (χ− e− log ερiχ), Iim(ω)
〉
= lim
ε→0
〈
T (χ− e− log ερχ), Iim(ω)
〉
= lim
ε→0
〈T (χ− χε−1), Iim(ω)〉 where χε−1 = e− log ερχ.
• Secondly, if we denote by Pim(ω), i = 1, 2 (resp Iim(ω), i = 1, 2)
the “Taylor polynomials” (resp “Taylor remainders”) associated with
ρi, i = 1, 2, then from ω = P1m(ω)+ I1m(ω) = P2m(ω)+ I2m(ω) we de-
duce that I1m(ω)−I2m(ω) = P2m(ω)−P1m(ω), hence P2m(ω)−P1m(ω)
depends only on some finite jet of ω, ρ1, ρ2 and vanishes at order m at
I (it is in general not a polynomial in arbitrary local charts).
We can now compute
(
R1 −R2)T :〈(
R1 −R2)T, ω〉 = lim
ε→0
〈T (χ− χε−1), I1m(ω)− I2m(ω)〉 .
Using I1m(ω)− I2m(ω) = P2m(ω)− P1m(ω), we finally get:〈(
R1 −R2)T, ω〉 = lim
ε→0
〈T (χ− χε−1), P2m(ω)− P1m(ω)〉
where the above limit makes sense since P2m(ω)−P1m(ω) vanishes at order
m on the submanifold I. 
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8.3.2 The geometric residues.
The residues and the coboundary d of currents.
We want to describe the ambiguities of the restriction-extension operation
on closed currents T ∈ H∗ (D′∗(M \ I), d) defined on M \ I and on exact
currents dT ∈ B∗ (D′∗(M \ I), d) defined on M \ I. In other words one could
ask is how does our extension procedure behaves when applied to closed
currents ? The notion of residue (following [53] and Eells–Allendoerfer [3])
that we define below answers this question, Res[T ] is defined as the solution
of the chain homotopy equation:
Res[T ] = dRT −RdT. (8.16)
Recall Es (D′k(M \ I)) is the space of k-currents in D′k(M \ I) which are
weakly homogeneous of degree s and we work on M \I where dimM = n+d
and dim I = n.
Theorem 8.3.4 Let T ∈ Es (D′k(M \ I)), and p = sup(0, k − n − 1). If
s+ p > 0 then Res[T ] = 0.
Proof — The key remark is that dT ∈ Es
(D′k−1(M \ I)) since d is scale
invariant. The residue equals d(RT ) − R(dT ) by definition. If s + p > 0
then by definition of R (8.2.2):
〈d(RT )−R(dT ), ω〉 = lim
ε→0
〈d((1− χε−1)T )− (1− χε−1)(dT ), ω〉
since there are no counterterms to subtract
= − lim
ε→0
〈dχε−1 , T ∧ ω〉 = 0.
Since | 〈dχε−1 , T ∧ ω〉 | 6 Cεs+p for some C > 0 by the hypothesis of homo-
geneity on T and the degree of T . 
Let us give the fundamental example of residue from Griffiths–Harris see
[53] p. 367 and Laurent Schwartz [64] p. 345-347.
Example 8.3.2 Let H be the Heaviside function on R. H is a smooth closed
0-form on R \ {0}. The local integrability around 0 guarantees it extends in
a unique way as a current denoted RH ∈ D′1 (R). By integration by parts
and by the fact that dH|R\{0} = 0 since H is closed, it is immediate that
dRH −RdH︸︷︷︸
=0
= dRH = δ0(x)dx
So the current δ0(x)dx ∈ D′0(R) is the residue of the Heaviside function H
which is closed on R \ {0}.
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In the above example, the residue measures the jump at 0. However in the
case of renormalization theory, our residues must generalize the “classical”
notion of residue to take into account more singular distributions (see [53]
p.369,371).
Theorem 8.3.5 Let T ∈ Es (D′k(M \ I)), and p = sup(0, k − n − 1). If
s + p 6 0 let for m ∈ N s.t. −m − 1 < s 6 −m, then Res is a current
supported on I given by the formula
∀ω ∈ Dk−1(M),Res[T ](ω) = (−1)n−k−1 〈T, dχ ∧ Pm(ω)〉 . (8.17)
Proof — Let T be a current in D′k and ω ∈ Dk−1(M) a k− 1 test form. We
want to compute the difference 〈d (RεT ) , ω〉 − 〈(RεdT ) , ω〉. There are two
cases for this theorem.
Either both T and dT need a renormalization. We first treat this case.
By definition of the coboundary d of a current ([64], [48]), we find that
〈d (RεT ) , ω〉 − 〈(RεdT ) , ω〉 = (−1)n−k−1 〈RεT, dω〉 − 〈RεdT, ω〉 .
On the one hand, we have:
〈RεT, dω〉 = 〈T, (1− χ)dω〉+
〈
T
(
χ− e− log ερ∗χ
)
, Im(dω)
〉
= 〈T, (1− χ)dω〉+
〈
T
(
χ− e− log ερ∗χ
)
, dIm(ω)
〉
since 1m!
∫ 1
ε dt(1−t)m
(
d
dt
)m+1 (
elog tρ∗dω
)
= d 1m!
∫ 1
ε dt(1−t)m
(
d
dt
)m+1 (
elog tρ∗ω
)
because d commutes with the pull-back operator elog tρ∗. We hence notice the
important fact that if we view Im and Pm as projections inHom (D?(M),D?(M)),
then they commute with d. On the other hand:
〈RεdT, ω〉 = 〈dT, (1− χ)ω〉+
〈
dT,
(
χ− e− log ερ∗χ
)
Im(ω)
〉
,
then following the definition of the coboundary d of a current, we differen-
tiate the test form:
〈T, d ((1− χ)ω)〉+
〈
T, d
((
χ− e− log ερ∗χ
)
Im(ω)
)〉
= 〈T, (1− χ) dω〉−〈T, (dχ) ∧ ω〉
+ 〈T, (dχ) ∧ Im(ω)〉 − 〈T, (dχ)ε−1 ∧ Im(ω)〉+
〈
T,
(
χ− e− log ερ∗χ
)
dIm(ω)
)
.
Thus
(−1)n−k−1 〈RεdT, ω〉 = 〈T, (1− χ) dω〉 − 〈T, (dχ) ∧ Pm(ω)〉
− 〈T, (dχ)ε−1 ∧ Im(ω)〉+
〈
T,
(
χ− e− log ερ∗χ
)
dIm(ω)
)
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where ω = Pm(ω) + Im(ω) by the Taylor formula. Then we find:
〈dRεT, ω〉−〈RεdT, ω〉 = (−1)n−k−1 (〈T, (dχ) ∧ Pm(ω)〉+ 〈T, (dχ)ε−1 ∧ Im(ω)〉) .
Now notice that
〈T, (dχ)ε−1 ∧ Im(ω)〉 =
〈
T,
(
e− log ερ∗dχ
)
∧ Im(ω)
〉
=
〈
elog ερ∗T, (dχ) ∧ elog ερ∗Im(ω)
〉
= 〈Tε, (dχ) ∧ Im(ω)ε〉
and the above term satisfies the following estimate:
∃C > 0, | 〈Tε, dχ ∧ Im(ω)ε〉 | 6 Cεs+m+1 →
ε→0
0
since −m − 1 < s, T is weakly homogeneous of degree s and the family of
test forms dχ ∧ Im(ω)ε, ε ∈ [0, 1] is bounded. Thus
lim
ε→0
〈(d ◦Rε −Rε ◦ d)T, ω〉 = (−1)n−k−1 〈T, (dχ) ∧ Pm(ω)〉 .
Finally, we find
Res[T ](ω) = (−1)n−k−1 〈T, dχ ∧ Pm(ω)〉 .
Either T is s.t. s + sup(0, k − n) > 0 thus RT does not need a renor-
malization and s + sup(k − n − 1, 0) 6 0 which implies that the definition
of the extension RdT needs a renormalization and that k − n− 1 > 0, thus
p = k − n − 1. Actually since −p − 1 < s 6 −p, we must subtract a coun-
terterm Pp(ω) to the k − 1 form ω to define the extension: RdT . The key
fact is to notice that dω is polynomial in dh of degree at least p + 1 thus
dω = Ip(dω) = dω − Pp(dω) and
〈RεT, dω〉 = 〈(1− χ)T, dω〉+ 〈(χ− χε−1)T, Ip(ω)〉
and we are reduced to the first case. 
We give the most fundamental example illustrative of our approach
Example 8.3.3 We set T = 1|x| and we will show how to compute the
residue for this simple example. RT is defined by the formula 〈RT,ϕdx〉 =∫∞
−∞
1
|x|χ(x)(ϕ(x)−ϕ(0))dx+
∫∞
−∞
1
|x|(1−χ(x))ϕ(x)dx. The residue is given
by the simple formula
Res[
1
|x| ] = −
(∫ ∞
−∞
1
|x|(∂xχ)(x)dx
)
δ0.
We give a second example which illustrates the limit case where RT does
not need a renormalization but RdT does.
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Example 8.3.4 Let us work in Rd and n = 0. Let T be a d − 1 form in
Rd \ {0} which is homogeneous of degree 0, i.e. T ∈ E0(D′1(Rd \ {0})), then
p = sup(0, 1 − 0) = 1 and s + 1 = 0 + 1 > 0 thus RT does not need a
renormalization. dT is a d form which is still homogeneous of degree 0 but
dT ∈ E0(D′0(Rd\{0})) thus s+0 = 0+0 6 0 and dT needs a renormalization
with subtraction of the form ω0.
〈RdT, ω〉 = lim
ε→0
〈dT, (1− χε−1)ω〉 − 〈dT, (χ− χε−1)ω0〉
but notice that 〈dT, (χ− χε−1)ω0〉 = 0 by scale invariance of ω0 and dT thus
in this example the counterterm vanishes. Finally, the residue satisfies
the simple equation:
lim
ε→0
〈d (T (1− χε−1)) , ω〉 − 〈dT, (1− χε−1)ω〉 = 〈T, ω0dχ〉 .
For T a closed current in Es(D′k(M \ I)), we associated a current Res[T ] ∈
D′∗(M) supported on I. If T is closed, what can be said about Res[T ]?
Proposition 8.3.1 Let V be some neighborhood of I, pi : V \ I 7→ I a
submersion and T ∈ Es(D′k(V \ I)). If T ∈ Hk (D∗ (V \ I) , d) is a cycle in
the complex of currents and pi is proper on the support of T then Res[T ] ∈
B∗ (D′(M)).
Proof — We first notice that if T is closed then
dRT −R dT︸︷︷︸
=0
= d (RT ) = Res[T ]
implies Res[T ] ∈ B∗ (D∗k(M), d) is an exact current. 
Can we relate Res[T ] ∈ D′?(M) with a current in D′∗(I) in the spirit of
the representation theorem (8.2.1)? The answer is yes but the naive idea
to “restrict” Res[T ] to the submanifold I does not make sense! We need
another idea which is explained in the following example.
Example 8.3.5 Let δ(h)ddh be the current supported by the point 0. In
this case, I = {0} ⊂ Rd. Then the corresponding current of D′(I) is just
the function 1, and it can be recovered by integrating over the “fiber” Rd,
1 =
∫
Rd δ(h)d
dh.
Let N(I ⊂M) be the normal bundle of I in M . We can identify the closed
smooth forms in H?(V, d), which are supported in some neighborhood V
of I which is homotopy retract to I, with the closed smooth forms in
H?v (N(I ⊂M), d) which have compact vertical support (see [9] for more on
these forms). The proof is a straightforward application of the tubular neigh-
borhood theorem which gives a diffeomorphism between a neighborhood of
the zero section of N(I ⊂M) and V and the fact that this diffeomorphism
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induces an isomorphism in cohomology H?v (N(I ⊂ M), d) ' H?(V, d). We
denote by i the embedding i : I ↪→ M . For any submersion pi : V \ I 7→ I
and any current T ∈ D′?(V ) s.t. pi is proper on its support, the push-forward
pi?T is defined by the formula
∀ω ∈ D(I), 〈pi?T, ω〉I = 〈T, pi?ω〉M .
Theorem 8.3.6 Let V be some neighborhood of I, pi : V \ I 7→ I a sub-
mersion and T ∈ Es(D′k(V \ I)). If T ∈ Hk (D∗ (V \ I) , d) is a cycle in
the complex of currents and pi is proper on the support of T then the push-
forward
pi? (Res[T ]) ∈ B?(D′(I), d).
In particular, the current Res[T ] ∈ D′(M) is represented by the push-forward
of pi? (Res[T ]): Res[T ] = i? (pi? (Res[T ])).
Remark that in this theorem, the map T 7→ pi? (Res[T ]) is the inverse of the
Leray coboundary δ (see [54] p. 59–61).
Proof — Proposition 8.3.1 gave us the exactness of Res[T ]. Thus by pull
back on the normal bundle, Res[T ] ∈ B?(D′?(N(I ⊂ M))) is exact and
supported on the zero section of the normal bundle N(I ⊂ M). Then
we pushforward Res[T ] along the fibers of pi : N(I ⊂ M) 7→ I. Re-
call that pushforward pi? commutes with the coboundary operator d, hence
pi? (Res[T ]) = pi?d (RT ) = dpi? (RT ) by 8.3.1 which yields the result. 
This means that the residue map induces a map on the level of cohomol-
ogy.
The residues and symmetries.
The previous theorem gave us a formula which measured the defect of com-
mutativity of the operator R with the coboundary operator d. Now we study
the loss of commutativity of R with the operator of Lie derivation LX for
any vector field X such that [X, ρ] = 0 and X is tangent to I in the sense of
Ho¨rmander (Lemma 18.2.5 in [41] volume 3). We first notice that the vector
space g forms an infinite dimensional Lie algebra. However, despite the
infinite dimensionality of this Lie algebra g, it has the following structure:
Proposition 8.3.2 Let A ⊂ C∞(M) be the subalgebra of the algebra of
smooth functions which are killed by ρ. Let us fix a local chart where I =
{h = 0} ⊂ Rn+d in which the Euler vector field has the form ρ = hj∂hj .
Then g is a finitely generated left A-module with generators hi∂hj , ∂xi.
Any vector field X in g is tangent to I thus it decomposes as ajih
i∂hj +
bi∂xi where a
j
i , b
i are smooth functions by Lemma 18.2.5 in [41]. Now if X
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commutes with ρ, an elementary computation forces the functions aji , b
i to
be ρ-invariant.
All our symmetries will be Lie subalgebras of g. As usual, we discuss here
the most important example for QFT which comes from our understanding
of an article of Hollands and Wald [66]. We study the neighborhood of
the thin diagonal dn of a configuration space M
n where (M, g) is a pseu-
doriemannian manifold of dimension p + 1 and the signature of g is (1, p).
By the tubular neighborhood theorem, it is always possible to identify this
neighborhood with a neighborhood of the zero section of the normal bun-
dle N(dn ⊂ Mn). Another trick consists in using the exponential map (see
Chapter 5 section 3) to identify the normal bundle with the metric vector
bundle TM ×M · · · ×M M︸ ︷︷ ︸
(n−1) times
of rank (n − 1)(p + 1), the fiber of this bundle
over x is TxM × · · · × TxM︸ ︷︷ ︸
n−1
which has a canonical metric γx of signature
n− 1, (n− 1)p. Then the Lie algebra of infinitesimal gauge transformations
of this vector bundle is the suitable Lie algebra of symmetries.
Example 8.3.6 Let pi : (P, γ) 7→ I be a metric vector bundle of rank d with
metric γ on the fibers (in the Hollands Wald discussion P is the normal
bundle N(dn ⊂Mn) and d = (n−1)(p+1)). We construct a trivialisation of
P by the moving frame technique. Let U ⊂ I be an open set. Let (e0, ..., en)
be an orthonormal moving frame (∀x ∈ U, γx(eµ, eν) = ηµν) and let
(x, h) : pi−1 (U)→ U × Rd
(p, v) 7→ (x(p), h(p, v))
such that v =
∑d
0 h
µ(p, v)eµ(p), for p ∈ U and v ∈ pi−1p (U). We use the
coordinate system (x, h) on P . All orthonormal moving frames are related
by gauge transformations which are maps in C∞(I,O(η)) where O(η) is the
orthogonal group of the quadratic form η. The gauge group C∞(I,O(η)) is a
subgroup of the group of diffeomorphism of the total space M preserving the
zero section 0 (the zero section 0 being isomorphic to I). The Euler vector
field ρ = hj ∂
∂hj
which scales linearly in the fibers w.r.t. the zero section 0 is
canonically given and the gauge Lie algebra consists of vector fields of the
form aµν︸︷︷︸(x)
antisymmetric
(hµ∂νh), where ∀ν, ∂νh = γµν∂hµ, hence (hµ∂νh) −
(
hν∂µh
)
is
an infinitesimal generator of the Lie algebra o(η) which commutes with ρ
and vanishes at 0.
Before we state and prove the residue theorem for vector fields with
symmetries, let us pick again our simplest fundamental example (again due
to Laurent Schwartz) to illustrate the anomaly phenomenon:
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Example 8.3.7 The Heaviside current T = H(x)dx is smooth in R \ {0}
and satisfies the symmetry equation L∂xT = 0 on R\{0}, i.e. it is translation
invariant outside the singularity. Again, let R be the extension operator,
recall the extension RT is unique for this example and again by integration
by parts, we obtain the residue equation:
L∂x (RT )−R (L∂xT ) = L∂x (RT ) = δ0dx.
Recall Es (D′k(M \ I)) is the space of k-currents in D′k(M \ I) which are
weakly homogeneous of degree s. For any vector field X ∈ g, we denote by
LX the operator of Lie derivation. We define the residue of T w.r.t. the
vector field X ∈ g as the current defined by the equation:
ResX [T ] = LX (RT )−R (LXT ) . (8.18)
Theorem 8.3.7 Let T ∈ Es (D′k(M \ I)), p = sup(0, k − n) and X ∈ g. If
p + s 6 0, let m ∈ N s.t. −m − 1 < s 6 −m, then we have the residue
equation:
ResX [T ](ω) = (−1)n−k−1 〈iX (T ∧ Pm(ω)) , dχ〉 , (8.19)
where iX denotes contraction of the current (T ∧ Pm(ω)) with the vector
field X. Note that ResX [T ](ω) is a local counterterm in the sense it is a
current supported on I.
The proof is exactly the same as in Theorem 8.3.5, just replace the boundary
operator d by LX and we obtain ResX [T ] = (−1) 〈T (LXχ) , Pm(ω)〉. Then
we use exterior differential calculus to convert this expression
〈T (LXχ) , Pm(ω)〉 = 〈TiXdχ, Pm(ω)〉
= 〈T ∧ Pm(ω), iXdχ〉 = (−1)n−k−1 〈iX (T ∧ Pm(ω)) , dχ〉 .
8.3.3 Stability of geometric residues.
Now the natural questions we should ask ourselves are: what are the condi-
tions for which the residue vanishes ? Is the residue independent of χ ? In
general, we would like to know what are the stability properties of residues.
In the case of symmetries, what should replace the closed or exact currents
in the De Rham complex of currents ?
There is a cohomological analogue of the De Rham complex in the case
of symmetries generated by infinite dimensional Lie algebras of vector fields
on M denoted by g. This is the theory of continuous cohomology of infinite
dimensional Lie algebras developped by I M Gelfand and D Fuchs. Fortu-
nately for us, we only need basic definitions of this theory following [5]. For
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any left g-module M, we define the complex ([5] Chapter 1, “The standard
chain complex of a Lie algebra”, p. 137,138)
Ck(g,M) = Hom
(
k∧
g,M
)
with the differential δ : Ck(g,M)→ Ck+1(g,M) which for k = 0 reads
δΘ(X) = LXΘ,
Θ ∈ C0(M) ' M and LX denotes the left action of X on the module M.
(C•(g,M), δ) is called the standard cochain complex of the Lie algebra g with
coefficient in the moduleM. Now, the choice of topological moduleM dic-
tated by our problem is the space of currents D′∗(M) with the natural weak
topology defined on it and the left action of g on D′∗(M) is the action by Lie
derivatives. Then without surprise, the formula for δ is the classical Car-
tan formula in differential geometry. The Lie algebra of smooth vector fields
on M has a natural C∞ topology, this topology induces on g a C∞ topology:
the space of smooth vector fields is endowed with the topology of C∞ conver-
gence of the components and some finite number of derivatives over compact
sets. Then we require our cochains T ∈ C?(g,M) = Hom (∧? g,M) to be
continuous for the C∞ topology of g and the weak topology of M.
Theorem 8.3.8 Let T ∈ Es (D′k(M \ I)) and ω ∈ Dk(M). If ∃X ∈ g
such that LX (T ∧ Pm(ω)) = 0, then for all smooth closed forms [C] ∈
H1 ((Ω∗ (M \ I) , d)) such that [C] = [−dχ], we have the identity
ResX [T ](ω) = (−1)n−k 〈iX (T ∧ Pm(ω)) , [C]〉 (8.20)
and ResX [T ](ω) is a period.
Proof — If T is a current in D′k(M \ I) and ω ∈ Dk(M) is a test k-form,
then the Taylor polynomial Pm(ω) ∈ Ωk(M) is also a smooth k-form but is
no longer compactly supported. Thus the exterior product T ∧Pm(ω) is well
defined as a current in D′0(M\I) ([64] p. 341). Currents in D′0(M\I) are sim-
ilar to forms of maximal degree and are always closed, thus T ∧Pm(ω) is
closed on supp dχ ⊂ (M \ I). But from the Lie Cartan formula for currents
([64]), 0 = LX (T ∧ Pm(ω)) = (iXd + diX) (T ∧ Pm(ω)) = diX (T ∧ Pm(ω))
because T ∧Pm(ω) is closed. We find that diX (T ∧ Pm(ω)) = 0 which means
iX (T ∧ Pm(ω)) is a closed curent and ResX [T ](ω) is the period of the closed
form dχ relative to the cycle iX (T ∧ Pm(ω)) in the sense of Hodge and De
Rham (see [59] p. 135 and [48] p. 585). 
Corollary 8.3.1 Under the assumptions of Theorem 8.3.8, ResX [T ](ω) does
not depend on the choice of χ.
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Proof — ResX [T ](ω) does not depend on the choice of χ because if χ1, χ2
are two smooth functions such that χi = 1 in a neighborhood of I, then
χ1−χ2 = 0 in a neighborhood of I, thus [dχ1]− [dχ2] = [d(χ1−χ2)] = 0. 
Theorem 8.3.9 Let T ∈ Es (D′k(M \ I)) and ω ∈ Dk(M). If ∃X ∈ g such
that LX (T ∧ Pm(ω)) = 0, then ResX [T ] is local in the sense it is a current
supported on I and it depends only on the restriction on I of finite jets
of the vector field X.
Proof — To prove the locality in the vector field X, the key point is to notice
that ∀ε > 0, [dχ] = [dχε−1 ] in H1(M \ I) since dχ − dχε−1 = d(χ − χε−1)
where (χ− χε−1) ∈ C∞(M \ I) vanishes in a neighborhood of I thus
∀ε > 0,ResX [T ](ω) = (−1)n−k 〈iX (T ∧ Pm(ω)) , [−dχε−1 ]〉 .
Since T ∧Pm(ω) is a distribution in D′0(M \I) we can assume it is a distribu-
tion of order mi on each open ball Ui of a given cover (Ui)i of M . Let (ϕi)i
be a partition of unity subordinated to the cover (Ui)i. Then we decompose
the duality coupling:
〈T ∧ Pm(ω), LXχ〉 =
∑
i
〈T ∧ Pm(ω), ϕiLXχ〉
On each ball Ui, the distribution T ∧ Pm(ω) can be represented as a con-
tinuous linear form `i acting on the mi-jet of ϕiLXχ (this is the structure
theorem of Laurent Schwartz for distributions [64])
〈T ∧ Pm(ω), LXχ〉 =
∑
i
`i (j
mi(ϕiLXχ))
Hence we deduce from this result that ResX [T ] depends locally on finite jets
of X. We can conclude by taking the limit
〈T ∧ Pm(ω), LXχ〉 = lim
ε→0
〈T ∧ Pm(ω), LXχε−1〉
= lim
ε→0
∑
i
`i (j
mi(ϕiLXχε−1))
which localizes the dependence on the jets of X restricted on I. 
We know that ResX [T ] is a local coboundary supported on I, but we
don’t know if ResX [T ] is the coboundary of a cochain supported on I. We
prove a theorem which gives a cohomological formulation of the existence
of a g-invariant extension of the current T in terms of the residue of the
extension R.
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Theorem 8.3.10 Let T ∈ Es (D′0(M \ I)) and T is g invariant i.e. ∀X ∈
g, LXT = 0. Then there exists an extension T of T which is g-invariant if
and only if X 7→ ResX [T ] is the 1-coboundary of a current supported on
I.
Proof — We just follow the definitions. We view the map X 7→ RT as an
element in C0(g,M) because it does not depend on g. Then Θ = δRT is the
coboundary of RT . Let T be a g invariant extension of T . Then c = T −RT
is a current supported by I.
∀X ∈ g, LXc = LX
(
T −RT ) = −LXRT
because LXT = 0. But this means that we were able to write Θ as minus
the coboundary of the cochain c supported on I. Conversely, if Θ is the
coboundary of a local cochain c supported on I, then setting T = RT − c
gives a g-invariant extension of T . 
Anomalies in QFT and relation with the work of Costello. The
author wants to stress that the suitable language to speak about anomalies
in QFT is to write them as cocycles for the Lie algebra g of symmetries with
value in a certain module M which depends on the formalism in which we
work. Usually, the Lie algebra g is infinite dimensional.
In recent works of Kevin Costello, anomalies appear under the form of
a character χ and constitute a central extension of the Lie algebra g of
symmetries, this is the content of the “Noether theorem” for factorization
algebras discovered by Costello Gwilliam. They also require that this cocycle
be local ie the cocycle χ is bilinear in g with value in the module M and is
represented by integration against a Schwartz kernel.
χ(X1, X2) =
∫
M2
〈χ(x1, x2), X1(x1)⊗X2(x2)〉
where χ(x1, x2) is supported on the diagonal d2 ⊂M2. In our work, we
exhibit a purely analytic way to produce such local cocycles as residues.
The residue ResX [T ] is local in the sense it is a current supported on I
and it depends only on the restriction on the submanifold I of finite jets
of the vector field X.
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Chapter 9
The meromorphic
regularization.
9.1 Introduction.
The plan of the chapter. In this part, we would like to revisit the theory
of meromorphic regularization using the techniques of chapter 1. We will
show the advantages of the continuous partition of unity over the dyadic
methods because it allows us to define an extension of distributions, that
we call Riesz extension, using meromorphic techniques as in the “dimen-
sional regularization” used in physics textbooks. The first step is to define
some suitable space of distributions on which we can apply the meromor-
phic regularization procedure. It was suggested to the author by L Boutet
de Monvel that such spaces are the spaces of distributions having asymptotic
expansions with moderate growth in the transversal directions to I.
Given the canonical Euler vector field ρ, we define a simple notion of
constant coefficient Fuchsian differential equation and first order Fuchsian
system P , the solutions t of the constant coefficient Fuchsian systems are
vectors with distributional entries. For instance a Fuchsian operator P in
the vector case is of the form P = ρ−Ω where Ω is a constant square matrix.
These Fuchs operators are adaptation of the concept of Fuchsian systems
appearing in complex analysis. We first motivate the reason why we have
to introduce asymptotic expansions in the space of distributions and the
relationship with Fuchsian systems.
QFT example of ∆+ and motivations.
In curved space times, the Hadamard states ∆+(x, y) viewed as a two point
distribution in D′ (M2) is not an exact solution of any constant coefficient
Fuchsian equation that would come to our mind. Actually, we would like to
study ∆+ and its powers ∆
k
+.
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For the Euler vector field ρ = 12∇xΓ we have the following asymptotic
expansion of ∆+:
∆+ =
∞∑
n=0
UnΓ
−1 + Vn log Γ +Wn (9.1)
where Un, Vn,Wn are homogeneous of degree n wrt ρ.
Proposition 9.1.1 Let ∆+ be the Hadamard parametrix and ρ =
1
2∇xΓ,
then ∆+ satisfies the equation:
(ρ+ 2)(ρ+ 1)ρ2∆+ ∈ E0. (9.2)
Proof — Notice that if Un is homogeneous of degree n since Γ
−1 is homo-
geneous of degree −2 then we must have (ρ − n + 2)UnΓ−1 = 0 and also
ρVn log Γ = nVn log Γ+2Vn which implies (ρ−n)2Vn log Γ = 2(ρ−n)Vn = 0.
We deduce the system of equations:
(ρ+ 2)U0Γ
−1 = 0 (9.3)
(ρ+ 1)U1Γ
−1 = 0 (9.4)
ρU2Γ
−1 = 0 (9.5)
ρ2V0 log Γ = 0. (9.6)
Thus if we act on
∑∞
n=0 UnΓ
−1 + Vn log Γ +Wn by the differential operator
(ρ + 2)(ρ + 1)ρ2, the above system of equations shows that we will kill all
singular terms in the sum
∑∞
n=0 UnΓ
−1 + Vn log Γ +Wn. 
From this typical quantum field theoretic example, we understand that
it is not possible to find constant coefficients Fuchsian operators that kills
exactly the Feynman amplitudes. However, we can kill them with constant
coefficients Fuchsian operators modulo an error term which lives in nicer
space and go on successively. We define the space FΩ of Fuchsian symbols
which consists of distributions t having asymptotic expansions of the form
t =
∑∞
0 tk i.e. ∃s ∈ R, ∀N, t−
∑N
0 tk ∈ Es+N , where we used the property
that the scale spaces Es are filtered, s
′ > s =⇒ Es′ ⊂ Es. Intuitively, we
would say that these are spaces of distributions which are killed by constant
coefficients Fuchsian operators modulo an error term which can be made
“arbitrarily nice”, the price to pay for a nice error term is that we must use
constant coefficients Fuchsian operators of arbitrary order.
The meromorphic regularization and the Mellin transform. We
modify the extension formula of Ho¨rmander
∫ 1
0 dλλ
−1tψλ−1 + (1 − χ)t and
define a regularization of the extension tµ =
∫ 1
0 dλλ
µ−1tψλ−1 depending on
a parameter µ. We relate the new regularization formula to the Mellin
transform. The idea actually goes back to Gelfand who considered Mellin
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transform of functions averaged on hypersurfaces (see [30] (4.5) Chapter
3 p. 326 and [4] (7.2.1) p. 218). When t ∈ Es(U \ I), we prove that tµ
has an extension in Es+µ and is holomorphic in µ for Re(µ) large enough,
intuitively, when Re(µ) is large enough the integral
∫ 1
0 dλλ
µ−1tψλ−1 has
better chances to converge. Moreover, we can already prove that if there is
any meromorphic extension µ 7→ tµ, then the tail of the Laurent series
must be local counterterms. Now if we know that t ∈ FΩ, which is a
much stronger assumption than t ∈ Es, we then establish a nice identity
satisfied by the regularized extension
∀N, 〈Tµ, ϕ〉 =
∑
j6N
(µ+ j + Ω)−1 〈(Tϕ)j , ψ〉+ 〈(IN (Tϕ))µ , ψ〉 , (9.7)
where IN (Tϕ) =
1
N !
∫ 1
0 ds(1 − s)N
(
∂
∂s
)N+1
s−Ω (Tϕ)s is the remainder of
the expansion (Tϕ)s =
∑
j6N s
j+Ω(T ∧ ω)j + IN (Tϕ)s, and we prove that
the regularization µ 7→ tµ can be extended meromorphically in µ with poles
located in Spec (Ω) + N. We write explicit formulas for the poles of tµ.
The Riesz extension. To go back to the interesting case, we have to
take the limit of tµ when µ = 0. However, if µ = 0 is a pole of finite order
of tµ, then we must remove the tail of the Laurent series which are local
counterterms, i.e. distributions supported on I. Then we will prove that
the operation of meromorphic regularization then removing the poles at µ =
0 and finally taking the limit µ→ 0 defines an extension operation which
is called the Riesz extension and is a specific case of all the extensions defined
in Chapter 1. Then we will show that the Fuchsian symbols renormalized
by the Riesz extension are still Fuchsian symbols. Finally, we will explain
how to introduce a length scale ` in the Riesz extension and how the one
parameter renormalization group emerges in this picture and involves only
polynomials of log `.
Relationship to other works. In this Chapter, we give general defi-
nitions of Fuchsian symbols which are adapted to QFT in curved space
times as we illustrated in our example. To our knowledge, these definitions
were first given by Kashiwara–Kawai [49]. They also appear in the work of
Richard Melrose [46]. We undertake the task of meromorphic regularizing
Fuchsian symbols which are asymptotic expansions of a more general nature
than associate homogeneous distributions.
9.2 Fuchsian symbols.
In QFT, scalings of distributions is not necessarily homogeneous, there are
log terms. Distributions encountered in QFT are not solutions of equations
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of the form (ρ−d)t = 0 but they might be solutions of equations of the form
(ρ−d)nt = 0. We work in flat space Rn+d with coordinates (x, h) ∈ Rn×Rd
and where I = {h = 0}. The scaling is defined by the Euler vector field
ρ = hj∂hj .
9.2.1 Constant coefficients Fuchsian operators.
Given the canonical Euler vector field ρ, we give a simple definition of a
constant coefficient Fuchsian differential operator of order n:
Definition 9.2.1 A constant coefficient Fuchsian operator of degree
n is an operator of the form b(ρ) where b ∈ C[X] is a polynomial of degree
n with real roots.
In QFT, these roots will often be integers.
Example 9.2.1 Consider the one variable case where ρ = h ddh . The mono-
mial hd is solution of the equation (ρ−d)hd = 0, hence b(X) = (X−d). On
the other hand log h is solution of the equation ρ2 log h = 0 hence b(X) = X2.
Lastly, hd log h is solution of the equation (ρ− d)2hd log h = 0.
Next define first order constant coefficient Fuchsian operators of rank n:
Definition 9.2.2 A Fuchsian system of rank n is a differential operator of
the form P = ρ − Ω where Ω = (ωij)16ij6n ∈ Mn(C) is a constant n × n
matrix with real eigenvalues.
Example 9.2.2 The column
(
log h
1
)
is solution of the system
ρ
(
log h
1
)
=
(
0 1
0 0
)(
log h
1
)
Let U be an arbitrary open domain which is ρ-convex. For b a n-th order
operator (resp P = ρ−Ω a system), we give a fairly general definition of some
new subspaces Fb(U) (resp FΩ(U)) which are associated to the differential
operators b (resp P ) and which are different from the space Es(U) defined
by Yves Meyer. However their definition uses the spaces Es(U) defined by
Meyer. We define the space Fb(U) of Fuchsian symbols associated to a
Fuchsian operator b:
Definition 9.2.3 Let b(ρ) be a constant coefficients Fuchsian differential
operator of order n. Then the space Fb(U) of Fuchsian symbols is defined
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as the space distributions t s.t. there exists some neighborhood V of I ∩ U
and a sequence (tk)k of distributions such that
∀N, t =
N∑
k=0
tk +RN (9.8)
∀k, b(ρ− k)tk|V = 0 (9.9)
where ∀N,RN ∈ Es+N+1(U), s = inf Spec(b).
Example 9.2.3 Let us consider the series
∑∞
k=0 akh
d+k, then each term
akh
d+k is killed by the operator (ρ− d− k).
Definition 9.2.4 Let Ω = (ωij)16ij6n ∈ Mn(C) be a n × n matrix and
P = ρ − Ω be a Fuchsian operator of first order and rank n. Then the
space of Fuchsian symbols FΩ(U) is the space of vector valued distributions
t = (ti)16i6n such that there exists some neighborhood V of I ∩ U and a
sequence (tk)k of distributions such that
∀N, t =
N∑
k=0
tk +RN (9.10)
∀k, (ρ− (Ω + k)) tk|V = 0 (9.11)
where ∀N,RN ∈ Es+N+1(U), s = inf Spec(Ω).
Some remarks on scalings. Assume t ∈ FΩ. Notice that for all test
functions ϕ, the function λ 7→ λ−Ω 〈tλ, ϕ〉 is smooth in (0, 1] since 〈tλ, ϕ〉 =
λ−d 〈t, ϕλ−1〉 and has a unique asymptotic expansion at λ = 0,
λ−Ω 〈tλ, ϕ〉 ∼
∞∑
k=0
λk 〈tk, ϕ〉 .
But this does not mean that λ 7→ λ−Ω 〈tλ, ϕ〉 is smooth at λ = 0 as the
following counterexample illustrates:
Example 9.2.4 The function f(λ) = e
−1
λ2 sin(e
1
λ2 ) has asymptotic expan-
sion e
−1
λ2 sin(e
1
λ2 ) ∼ 0 and is smooth in (0, 1], however it is not smooth in
[0, 1] since the first derivative of this function does not converge to zero when
λ→ 0.
However, we have a condition which implies the smoothness on [0, 1]:
Lemma 9.2.1 Let λ 7→ f(λ) be a function which is smooth on (0, 1] and
which has an asymptotic expansion at λ = 0. Then if ∀n, f (n) has asymp-
totic expansion at 0 which is obtained by formally differentiating n times the
expansion of f then f extends smoothly at λ = 0.
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The proof can be found in [22] lemme 1 p. 120.
We want to remind the reader there is a standard way to go from Fuch-
sian differential operators of order n to 1st order Fuchsian systems of rank
n, this is called the companion system (see [80] 19B p. 332, 19E p. 342 for
this classical construction).
Asymptotic expansions. We explain the connection with asymptotic
expansions of distributions.
Definition 9.2.5 The distribution t admits an asymptotic expansion if t ∈
Es(U) and if there exists a strictly increasing sequence of real numbers (si)i
such that s ≤ s0
∃(ti)i, ti ∈ Esi(U) (9.12)
∀N,
(
t−
N∑
i=1
ti
)
∈ EsN+1(U) (9.13)
In concrete applications, the sequence (si)i is equal to A+N where A is
a finite set of real numbers. So we see that our space of Fuchsian symbols is
just a subspace of the space of distributions having asymptotic expansions.
However, these spaces are less general than the spaces Es defined by Yves
Meyer as we shall illustrate in the following example
Example 9.2.5 sin( 1x) is weakly homogeneous of degree 0 on R, thus it lives
in E0(R). However, it admits no asymptotic expansion !
We want to insist on the fact that our spaces FΩ are defined in the smooth
category and does not require any analyticity hypothesis.
9.2.2 Fuchsian symbols currents.
For a given Fuchsian operator P = ρ − Ω of first order and rank n, FΩ(U)
is the space of vector valued currents T such that there exists a sequence
(Tk)k of distributions such that in a certain neighborhood V of I ∩ U
∀N,T =
N∑
k=0
Tk +RN (9.14)
∀k, (ρ− (Ω + k))Tk = 0 (9.15)
where ∀N,RN ∈ Es+N+1(U), s = inf Spec(Ω). Recall also that we are able
to decompose test forms ω as a sum
ω =
m∑
n=0
ωn + Im(ω)
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where the ωn are homogeneous of degree n.
Notice that for any compactly supported test form ω, the exterior prod-
uct T ∧ ω is a Fuchsian symbol and Tk ∧ ωn satisfies the following exact
equation:
ρ (Tkωn) = (n+ k + Ω)Tkωn. (9.16)
On the relationship with the standard notion of Fuchsian differ-
ential equations. The theory of Fuchsian differential equation has an old
story which goes back to great names such as Poincare´, Riemann and Fuchs.
More recently, there was a resurgence of activities around these equations in
the context of PDE’s with famous works in analysis by Malgrange, Kashi-
wara, Leray, Pham. Some very nice surveys and textbooks now exist on the
subjects, and our work is particularly inspired by ([54, 84, 4, 80, 79]) which
give very nice expositions of this topic. Distributions solution to Fuchsian
differential operators have several names. They were called ‘associate ho-
mogeneous distributions” by [30].
These distributions are also called “hyperfunctions of the Nilsson Class”
by Pham [54], for instance a similar proof of Proposition (3.2) p. 18 in [52]
can be found in [54] p. 153,154.
9.2.3 The solution of a variable coefficients Fuchsian equa-
tion is a Fuchsian symbol.
The idea is that we want to deal with perturbations of the Euler equation
(ρ − Ω)t = 0 where Ω is a constant matrix. Let I ⊂ C∞(M) denote the
ideal of smooth functions vanishing on I. Let Ω˜ be a perturbation of Ω:
Ω˜ − Ω ∈ Mn (I), note that this implies Ω˜|I is constant and equals Ω. We
are then able to prove that solutions of the Fuchsian operator with variable
coefficients P = ρ−Ω are Fuchsian symbols. The space of Fuchsian symbols
is thus the natural space of solutions of perturbed Euler equation.
Let us work in a local chart in Rn+d with coordinates (x, h) where I =
{h = 0} and ρ = hj ∂
∂hj
. Let P = ρ− Ω˜ where Ω˜ ∈ Ω +Mn (I) and ρ−Ω is
a first order Fuchsian system of rank n with constant coefficients.
For any complex number λ and matrix Ω, we define λΩ by the equation
λΩ = exp(log λΩ)
for the branch 0 6 arg log < 2pi of the logarithm.
Example 9.2.6 Before we state and prove the theorem, let us give an exam-
ple in the holomorphic case on C. Assume t(z) is holomorphic in C\{0} and
solves the equation z ddz t−(Ω−zh(z))t = 0 where h is holomorphic in a neigh-
borhood of {0}. Then f(z) = zΩt(z) solves the equation z ddzf − zh(z)f =
0 =⇒ ddzf − h(z)f = 0. But this means that f(z) = e
∫ z
z0
h(t)dt
f(z0) is
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holomorphic in a neighborhood of zero. Hence by the principle of analytic
continuation, we can extend the function f holomorphically at 0 ! Finally,
t(z) =
∑∞
k=0
1
k!f
(k)(0)zk+Ω has the asymptotic expansion of Fuchsian sym-
bols.
However, in contrast with the previous example our theorem does not
assume any hypothesis of analyticity since our perturbed operator ρ−Ω
is an operator with smooth coefficients.
Theorem 9.2.1 Let Ω˜ ∈ Mn(C∞(M)) s.t. there exists Ω ∈ Mn(C) with
real roots satisfying Ω˜ − Ω|I = 0. If t ∈ D′(U \ I) is a solution of the
equation (ρ − Ω˜)t = 0 then t is a Fuchsian symbol in the space FΩ(U \ I)
and t =
∑∞
0 tk where (tk)λ = λ
Ω+ktk.
Proof — The idea consists in proving that λ−Ωtλ is smooth in λ, then the
Taylor expansion about λ = 0 of λ−Ωtλ will give us the expansion as Fuchsian
symbol. We restrict to a set K ′ = {(x, h)||h| 6 R} which is stable by scaling.
We can pick a function χ which vanishes outside a compact neighborhood K
of K ′, χ|K′ = 1, then the distribution tχ equals t on K ′ and is an element of
the dual space (Cm(K))′ of the Banach space Cm(K) where m is the order
of the distribution t (see Eskin theorem 6.4 page 22). The topological dual
(Cm(K))′ of the Banach space Cm(K) is also a Banach space for the operator
norm. We want to prove that ‖λ−Ωtλχ‖(Cm(K))′ is bounded for the Banach
space norm ‖.‖(Cm(K))′ of (Cm(K))′ and we also want to prove that the map
λ 7→ λ−Ωtλχ is a smooth map for λ ∈ [0, 1] with value in the Banach space
(Cm(K))′. We must precise the regularity of λ−Ωtλχ in λ ∈ (0, 1]. From
the identity 〈tλχ, ϕ〉 = 〈t, χλ−1ϕλ−1〉 we can easily prove the C0 regularity
on λ ∈ (0, 1] with value distribution of order m. Then the derivative in λ
is given by the formula ∂λ
(
λ−Ωtλχ
)
= λ−1−Ω ((ρ− Ω)tλ)χ where (ρtλ)χ is
of order m+ 1. This implies λ ∈ (0, 1] 7→ λ−Ωtλχ ∈ C1
(
(0, 1], (Cm+1(K))′
)
then by recursion λ ∈ (0, 1] 7→ λ−Ωtλχ ∈ Ck
(
(0, 1], (Cm+k(K))′
)
where t is
a distribution of order m. We see that at each time we increase the order
of regularity in λ of one unit, we lose regularity of λ−Ωtλχ as a compactly
supported distribution. For the moment, we know λ−Ωtλ is smooth in λ ∈
(0, 1] with value distribution but the difficulty is to prove that there is no
blow up at λ = 0 and that it has a C∞ extension for λ ∈ [0, 1]. The idea is
to exploit the fact it satisfies a differential equation and use a version of the
Gronwall lemma for Banach space valued ODE. fλ = λ
−Ωtλχ is a solution
of the linear ODE
d
dλ
fλ =
(
Ω˜− Ω
)
λ
λ
fλ, f1 = tχ (9.17)
where
(Ω˜−Ω)
λ
λ =
elog λρ?(Ω˜−Ω)
λ is smooth in (λ, x, h) ∈ [0, 1] × Rn+d since
Ω˜−Ω ∈Mn(I). We want to prove that there is no blow up at λ = 0 which
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would give a unique extension of λ−Ωtλχ to λ ∈ [0, 1] by ODE uniqueness.
We notice that there exists a constant C such that
∀λ ∈ [0, 1], ‖
(
Ω˜− Ω
)
λ
λ
λ−Ωtλχ‖(Cm(K))′ 6 C‖λ−Ωtλχ‖(Cm(K))′
since Ω˜−Ω ∈Mn(I) which means
(
Ω˜− Ω
)
λ
= O(λ) and
(Ω˜−Ω)
λ
λ is bounded
in λ in the space of smooth functions for usual C∞ topology. Actually, we
only need the simple estimate ∀λ ∈ [0, 1], supλ∈[0,1] ‖(
Ω˜−Ω)
λ
λ ‖Cm(K) < ∞,
thus
fτ = f1 +
∫ τ
1
dλ
(
Ω˜− Ω
)
λ
λ
fλ
and
‖fτ‖(Cm(K))′ 6 ‖f1‖(Cm(K))′ + ‖
∫ τ
1
dλ
(
Ω˜− Ω
)
λ
λ
fλ‖(Cm(K))′
by the triangle inequality
‖fτ‖(Cm(K))′ 6 ‖f1‖(Cm(K))′ +
∫ 1
τ
dλ‖
(
Ω˜− Ω
)
λ
λ
fλ‖(Cm(K))′
by Minkowski inequality
‖fτ‖(Cm(K))′ 6 ‖f1‖(Cm(K))′ + C
∫ 1
τ
dλ‖fλ‖(Cm(K))′
and we can conclude by an application of the Gronwall lemma. We deduce
that ∀λ ∈ [0, 1], ‖fλ‖(Cm(K))′ 6 eC(1−λ)‖f1‖(Cm(K))′ . Hence fλ exists on [0, 1]
(for more on Gronwall see [73] Theorem 1.17 p. 14) otherwise there would
be blow up at λ = 0 but the Gronwall lemma prevents fλ from blowing up
at λ = 0. Since the ODE (9.17) has smooth coefficients the value of its
solution is smooth in λ. To conclude, we Taylor expand λ−Ωtλχ in λ
λ−Ωtλχ =
∞∑
k=0
λk
k!
uk
hence using χ|K = 1:
tλ|K =
∞∑
k=0
λk+Ω
k!
uk|K .
Hence we deduce the conclusion with tk|K = ukk! . 
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9.2.4 Stability of the concept of approximate Fuchsians.
First, the space FΩ is stable by left product with elements in C
∞(M), the
proof is simple by Taylor expanding the smooth function. Let G be the
space of diffeomorphisms of M fixing I. Before we end this section, let us
prove a theorem which shows that the space FΩ(U) of Fuchsian symbols is
stable by action of G. This result will imply that FΩ(U) does not depend
on the choice of Euler ρ. Before proving the theorem we give some useful
lemmas:
Lemma 9.2.2 Let Φ(λ) = S(λ)−1 ◦ Φ ◦ S(λ) where S(λ) = elog λρ and
Φ = eX for some vector field X which vanishes on I. Then Φ(λ) is smooth
in λ ∈ [0, 1] and Φ(0) is a diffeomorphism fixing I which commutes with ρ
and Φ,Φ(0) have the same 1-jet on I.
Proof — Let Φ(λ) = S(λ)−1 ◦ Φ ◦ S(λ). We assume Φ = eX ∈ G where
X ∈ g is a vector field vanishing on I thus Φ(λ) = S(λ)−1 ◦ Φ ◦ S(λ) =
S(λ)−1◦eX ◦S(λ) = eS(λ)−1◦X◦S(λ) = eX(λ) where X(λ) = S(λ)−1◦X ◦S(λ).
limλ→0X(λ) = X(0) exists since X = hia
j
i (x, h)∂hj + h
ibji (x, h)∂xj hence
X(λ) = hiaji (x, λh)∂hj + λh
ibji (x, λh)∂xj and X(0) = h
iaji (x, 0)∂hj . We
recall the following important fact, X(0) is in fact scale invariant i.e. it
commutes with ρ. thus Φ(0) = eX(0) commutes with ρ. Moreover an easy
computation:
(X −X(0))hiHi(x, h)
=
(
hi(aji (x, h)− aji (x, 0))∂hj + hibji (x, h)∂xj
)
hiHi(x, h)
and the fact that aji (x, h)− aji (x, 0) ∈ I prove that (X −X(0))hiHi(x, h) =
O(|h|2). Thus (X−X(0))I ⊂ I2 which implies (eX − eX(0))? I = (Φ− Φ(0))? I ⊂
I2. This is enough to prove that Φ and Φ(0) have same 1-jet along I. 
Lemma 9.2.3 Under the hypothesis of the above lemma, the pull-back op-
erator Φ(λ)? admits a Taylor expansion of the following form:
Φ(λ)? =
N∑
k=0
λk
k!
DkΦ∗0 + IN (Φ, λ)?
where Dk is a differential operator which depends polynomially on finite jets
of X and ρ at I.
Proof — We start from the identity λ ddλX(λ) = λ
d
dλAdS(λ)X = − [ρ,X(λ)].
This implies
∂iλX(λ) =
1
λi
λi∂iλX(λ) =
1
λii!
λ
d
dλ
. . .
(
λ
d
dλ
− i+ 1
)
X(λ)
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=
1
λii!
(−adρ) . . . (−adρ − i+ 1)X(λ)
=⇒ ∂iλX(0) = lim
λ→0
1
λii!
(−adρ) . . . (−adρ − i+ 1)X(λ).
Hence the derivatives ∂iλX(0) only depend polynomially on finite jets of X
and ρ at (x, 0). Then we Taylor expand the map Φ(λ) at λ = 0:
Φ(λ) =
∑
k6N
λk
k!
(
∂kλe
X(λ)?
)
λ=0
+ IN (Φ, λ)
?
by definition of the exponential map and successive differentiation, the terms(
∂kλe
X(λ)?
)
λ=0
are all of the form DkΦ∗0 where each Dk is a differential oper-
ator in C
〈
∂iλX(0)
〉
i
, for instance:
D1 = ∂λX(0),D2 = ∂2λX(0) + (∂λX)2(0).

A consequence of the above lemma is that for all distribution t, for all N,λ,
the pull-back IN (Φ, λ)
?t exists and we can bound its wave front set:
WF (IN (Φ, λ)
?t) ⊂ Φ(0)?WF (t) ∪ Φ(λ)?WF (t).
Theorem 9.2.2 Let t ∈ F ρΩ for a choice of ρ, t has the asymptotic expansion
t =
∑
l tl, and Φ = e
X ∈ G for X vanishing on I. Then we have Φ?t ∈ F ρΩ
and Φ?t =
∑∞
n=0 t˜n where t˜n depends only on tl, l 6 n and polynomially on
finite jets of ρ,X at I.
Proof — Since Φ(λ) depends smoothly in λ and λ−Ωtλ admits an asymptotic
expansion at λ = 0, the pulled back family Φ(λ)∗(λ−Ωtλ) = λ−Ω (Φ∗t)λ
admits an asymptotic expansion at λ = 0. In order to conclude, we expand
λ−Ωtλ =
∑∞
l=0 λ
−Ω+ltl and Φ(λ) =
∑∞
k=0
λk
k! DkΦ
∗
0 and we obtain the general
expansion
Φ(λ)∗
(
λ−Ωtλ
)
=
∞∑
n=0
λ−Ω+n
∑
k+l=n
1
k!
DkΦ∗0tl.

We keep the notation and hypothesis of the above theorem
Corollary 9.2.1 Let Γ be a cone in T •(M \ I). If ∀k, WF (tk) ⊂ Γ then
∀n,WF (t˜n) ⊂ Φ?0Γ.
We deduce from the previous theorem an important corollary which is that
the class of Fuchsian symbols FΩ is independent of the choice of Euler
vector field.
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Corollary 9.2.2 Let t ∈ F ρΩ for a choice of ρ, then for any other generalized
Euler ρ˜, we have t ∈ F ρ˜Ω.
Proof — By the result of chapter 1, for any other vector ρ˜, we have Φ−1∗ρ˜ =
ρ for a diffeomorphism Φ fixing I.
0 = ρt− Ωt = Φ−1∗ρ˜Φ∗t− Φ−1∗ΩΦ∗t =⇒ ρ˜Φ∗t− ΩΦ∗t = 0
this means Φ∗t is killed by the Fuchsian operator ρ˜− Ω thus Φ∗t ∈ F ρ˜Ω. 
9.3 Meromorphic regularization as a Mellin trans-
form.
In this section, for pedagogical reasons, we work in local charts in order to
make as explicit as possible the relationship with the Mellin transform. More
precisely, we work in a given fixed compact subset K = K1×K2 ⊂ Rn+d, the
compact set is geodesically convex for ρ = hj∂hj . All test functions are sup-
ported in K. Let χ ∈ C∞0 (Rn+d), χ > 0 and χ|K∩{|h|6a} = 1, χ|K∩{|h|>b} = 0
where b > a > 0.
〈T, ω〉 =
∫ 1
0
dλ
λ
〈Tψλ−1 , ω〉+ 〈T (1− χ), ω〉 (9.18)
The meromorphic regularization formula. We modify the extension
formula of Ho¨rmander by introducing a weight λµ in the integral over the
scale λ:
〈Tµ, ω〉 =
∫ 1
0
dλ
λ
λµ 〈Tψλ−1 , ω〉 , (9.19)
this defines a regularization of the extension depending on a parameter µ.
We would like to call the attention of the reader on the fact that if the test
form ω was not supported on I, we would have a well defined extension at
the limit µ→ 0.
The philosophy of meromorphic regularization. The goal is to prove
that Tµ can be extended to a family of current in D′k(U) depending holo-
morphically in µ for Re(µ) large enough. Then under the hypothesis that T
is a Fuchsian symbol, Tµ should extend meromorphically in µ with poles
at µ = 0 which are currents supported on I (ie local counterterms). Then
the meromorphic regularization will be given by the formula
lim
µ→0
(Tµ + T (1− χ)− poles at µ = 0 with value current supported on I)
(9.20)
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Definition 9.3.1 A family (Tµ)µ of currents in D′k(U) is said to be holo-
morphic (resp meromorphic) in µ iff for all test forms ω ∈ Dk(U), µ 7→
〈Tµ, ω〉 ∈ C is holomorphic (resp meromorphic).
If µ 7→ Tµ is holomorphic in a domain Br(µ0) \ {µ0}, for all test functions
ϕ, the map µ 7→ 〈Tµ, ϕ〉 has an expansion in Laurent series in µ around µ0,
〈Tµ, ϕ〉 = ∑k=+∞k=−∞(µ−µ0)k 〈Tµ0(k), ϕ〉 where each coefficient of the Laurent
series is a distribution tested against ϕ (there is a similar discussion in [30]
Chapter 1 appendix 2).
Proof — By the Cauchy formula and by the holomorphicity of 〈Tµ, ϕ〉, for
all test function ϕ, we must have
∀k ∈ Z,
〈
Tµ0(k), ϕ
〉
=
1
2ipi
∫
∂Br(µ0)
dµ
(µ− µ0)k+1 〈T
µ, ϕ〉 .
Thus we define Tµ0(k) = 12ipi
∫
∂Br(µ0)
dµ
(µ−µ0)k+1T
µ which is a linear map on
D(U). To prove the continuity, we just use the Banach Steinhaus theorem,
for all compact K ⊂ U , there exists C > 0 and a seminorm pim s.t. for all
ϕ ∈ DK(U)
∀µ ∈ ∂Br(µ0), | 〈Tµ, ϕ〉 | 6 Cpim(ϕ),
thus
∀ϕ ∈ DK(U), |
〈
Tµ0(k), ϕ
〉
| 6 Cr−kpim(ϕ),
which proves the continuity of Tµ0(k) for all k. 
Thus we can write the Laurent series expansion of µ 7→ Tµ around µ0 as
a series in powers of (µ− µ0) with distributional coefficients:
Tµ =
k=+∞∑
k=−∞
(µ− µ0)kTµ0(k).
Definition 9.3.2 We say that µ 7→ Tµ is meromorphic with poles of order
N at µ0 when µ 7→ Tµ is holomorphic in a domain Br(µ0) \ {µ0} and
Tµ =
∑k=+∞
k=−N (µ− µ0)kTµ0(k).
Using this definition, it makes sense to speak about the support of the poles,
it just means the support of the distributions Tµ0(k) for k < 0.
The holomorphicity theorem.
Recall that Tµ is defined by the formula 〈Tµ, ω〉 = ∫ 10 dλλ λµ 〈Tψλ−1 , ω〉.
Lemma 9.3.1 If T ∈ Es (D′k (U \ I)), then Tµ has a well defined extension
in D′k(U) for Re(µ) + s+ k − n > 0 and Tµ ∈ Es+Re(µ)(D′k(U)).
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Proof — We keep the notation of the proof of theorem (1.2) and we recall
the main facts. In the proof of theorem (1.2), we proved that if (cλ)λ is
a bounded family of distributions supported on a fixed annulus a 6 |h| 6
b, then λ−dcλ(., λ.) is a bounded family of distributions. Hence from the
boundedness of the family (cλ = λ
−stλψ)λ, we deduced the boundedness of
the family (λ−dcλ(., λ.) = λ−s−dtψλ−1)λ. By reasoning as in the proof of
theorem (1.2) in Chapter 1, the function λ 7→ f(λ) = λ−s−(k−n) 〈Tψλ−1 , ω〉
is a bounded function supported on the interval [0, 1]. Thus we find
〈Tµ, ω〉 =
∫ 1
0
dλ
λ
λµ 〈Tψλ−1 , ω〉
=
∫ 1
0
dλ
λ
λµ+s+k−nλ−s−(k−n) 〈Tψλ−1 , ω〉 =
∫ +∞
0
dλ
λ
λµ+s+k−nf(λ)
The last integral converges when Re(µ) + s + k − n > 0 because f is
bounded on [0, 1]. This already tells us that the family of currents (Tµ)µ
is well defined in D′k(U) when Re(µ) + s + k − n > 0. To prove that
Tµ ∈ Es+Re(µ), we use the theorem (2.1) proved in Chapter 1 for the bounded
family of currents (cλ = λ
−sTλψ)λ supported on a fixed annulus. 
We establish a neat result namely that the function λ 7→ 〈Tψλ−1 , ω〉 is in
fact always smooth in λ ∈ (0, 1]. But of course that does not mean it should
be L1loc at λ = 0.
Lemma 9.3.2 λ 7→ λµ 〈Tψλ−1 , ω〉 is smooth in 0 < λ 6 1.
Proof — There is a compact set K = supp ω such that if x /∈ K, ψλ−1ω(x) =
0, ∀λ ∈ (0, 1]. Also λ 7→ ψλ−1ω is smooth in λ. Then the result follows from
application of Theorem 2.1.3 in [41]. 
Theorem 9.3.1 We keep the notation and hypothesis of lemma (9.3.1),
then ∀ω ∈ Dk(U) (resp ω ∈ Dk(U \I)), the map µ 7→ 〈Tµ, ω〉 is holomorphic
in the half-plane Re(µ) + s+ k − n > 0 (resp holomorphic in C).
Proof — We relate the regularization formulas to the Mellin transform. By
definition, the Mellin transform of a distribution f ∈ D′(R+) is given by
the formula (see “The Mellin Transformation and Other Useful Analytic
Techniques” by Don Zagier in [82] p. 305 and [33])
f˜(µ) =
∫ ∞
0
dλ
λ
λµf(λ). (9.21)
Actually, in the notation of Zagier, we study the half-Mellin transform:
f˜61(µ) =
∫ 1
0
dλ
λ
λµf(λ) (9.22)
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The regularization formula (9.19) is the Mellin transform of the function
λ 7→ 〈Tψλ−1 , ω〉χ[0,1], where χ is the characteristic function of the interval
[0, 1]. The function λ 7→ f(λ) = λ−s−(k−n) 〈Tψλ−1 , ω〉χ[0,1] is a function
in C∞(0, 1] ∩ L∞[0, 1] ( however, it is not smooth at 0), 〈Tµ, ω〉 is thus
reinterpreted as the Mellin transform Γf (µ + s + k − n) of f ∈ C∞(0, 1] ∩
L∞[0, 1] =⇒ f ∈ L1[0, 1]. Then we use the classical holomorphic properties
of the Mellin transform as explained in [51] appendix A p. 308,309. To
understand the holomorphicity properties of the Mellin transform, we relate
the Mellin transform with the Fourier Laplace transform in the complex
plane by the variable change et = λ (see [51] appendix A formula A.18
p. 308) ∫ 1
0
dλ
λ
λsf(λ) =
∫ 0
−∞
dtetsf(et) =
∫ ∞
−∞
dte−tsf(e−t)H(t)
where H is the Heaviside function and where t 7→ f(e−t)H(t) is bounded.
For any ε > 0, t 7→ e−tεH(t)f(e−t) is in Lp(R), ∀p ∈ [1,∞], especially in
L2(R) hence
s 7→
∫ ∞
−∞
dte−t(s+ε)f(e−t)H(t)
is holomorphic in s for Re(s) > 0 by the properties of the holomorphic
Fourier transform. As this is true for any ε > 0, the Mellin transform is
holomorphic on Re(s) > 0. 
Let us keep the notations of the previous theorem and consider the family
µ 7→ Tµ holomorphic for Re(µ) + s + k − n > 0. We prove a lemma which
states that if there is a meromorphic extension of the holomorphic family
µ 7→ Tµ, then this meromorphic extension must have poles supported on I
(ie locality of counterterms).
Lemma 9.3.3 If µ 7→ Tµ is a meromorphic extension of the holomorphic
family µ 7→ Tµ, then the poles of Tµ are distributions in D′(U) supported
on U ∩ I i.e. they are local counterterms.
Proof — ∀ω ∈ Dk(U), µ 7→ 〈Tµ, ω〉 is holomorphic in the half-plane
Re(µ) + s + k − n > 0. Let us notice that if ω ∈ Dk(U \ I), the func-
tion λ 7→ λµ 〈Tψλ−1 , ω〉 is smooth in λ and vanishes in a neighborhood of
λ = 0, hence the formula (9.19) makes sense for all µ ∈ C and is holomorphic
in µ. If Tµ had a meromorphic expansion, then we write the Laurent series
expansion of µ 7→ Tµ around some value µ0 ∈ C:
Tµ =
k=+∞∑
k=−N
(µ− µ0)kTµ0(k)
but for all ω supported on U \ I, 〈Tµ, ω〉 is holomorphic at µ0 thus all the
poles (
〈
Tµ0(k), ω
〉
)k<0 must vanish ! ∀ω ∈ Dk(U \ I),∀k < 0,
〈
Tµ0(k), ω
〉
= 0
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which means ∀k < 0, supp Tµ0(k) does not meet U \ I which yields the
conclusion. 
9.3.1 The meromorphic extension.
We set the stage for our next theorem which states that if T is a Fuchsian
symbol, then the holomorphic regularization formula of Ho¨rmander µ 7→ Tµ
has a meromorphic extension in the complex parameter µ. Let T ∈
D′k(U \ I) and if T ∈ FΩ(U \ I) then we have by definition T =
∑N
0 Tk +RN
where the error term RN ∈ Es+N+1 where s = inf Spec(Ω). Notice that for
any compactly supported test form ω, the current T ∧ ω is also a Fuchsian
symbol, and we have the expansion ∀N, (T ∧ ω) = ∑j6N (T∧ω)j+IN (T∧ω)
where (T ∧ ω)js = sj+Ω(T ∧ ω)j and the remainder IN (T ∧ ω) ∈ Es+N+1.
Following the notations of Chapter 1, we denote by ψ the function (−ρχ).
Theorem 9.3.2 If T ∈ FΩ(U \ I) then µ 7→ Tµ has an extension as
a distribution in D′(U) and depends meromorphically in µ with poles in
−Spec(Ω)− N.
∀p,∃N, 〈Tµ, ω〉 =
∑
j6N
(µ+ j + Ω)−1 〈(T ∧ ω)j , ψ〉+
〈
IµN (T ∧ ω), ψ
〉
(9.23)
where the identity is meromorphic in the domain {Re(µ) + p > 0}.
Proof — Before we start proving anything, let us make a small comment
on the principle used here. The key idea is analytic continuation, when
two holomorphic functions f1, f2 defined on respective domains U1, U2 coin-
cide on an open set, then there is a unique function f (unique in the sense
that any analytic continuation of fi, i = 1, 2 must coincide with f on their
common domain of definition) defined on U1
⋃
U2 which extends f1, f2. Re-
call that the exterior product (T ∧ ω) is a Fuchsian symbol since T ∈ FΩ is
Fuchsian and ω is a smooth test form. Thus λ−Ω(T ∧ω)λ has an asymptotic
expansion in λ. We expand (T ∧ ω) in order to extract the relevant first
terms and the remainder of the asymptotic expansion.
T ∧ ω =
N∑
k=0
(T ∧ ω)k︸ ︷︷ ︸
killed by ρ−k−Ω
+ IN (T ∧ ω)︸ ︷︷ ︸
∈EN+Ω+1
we replace this decomposition in the integral formula
∫ 1
0
dλ
λ λ
µ 〈Tψλ−1 , ω〉.
The computation gives:
∀N,
∫ 1
0
dλ
λ
λµ 〈Tψλ−1 , ω〉 =
∫ 1
0
dλ
λ
λµ 〈(T ∧ ω), ψλ−1〉
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=
∫ 1
0
dλ
λ
λµ 〈(T ∧ ω)λ, ψ〉 =
∫ 1
0
dλ
λ
λµ
∑
j6N
〈(T ∧ ω)jλ, ψ〉+ 〈(IN (T ∧ ω))λ, ψ〉

=
∑
j6N
∫ 1
0
dλ
λ
λµ+Ω+j 〈(T ∧ ω)j , ψ〉+
∫ 1
0
dλ
λ
λµ 〈(IN (T ∧ ω))λ, ψ〉 .
Then for Re(µ) large enough, the first N + 1 integrals converge and can be
computed
=
∑
j6N
(µ+ Ω + j)−1︸ ︷︷ ︸
poles when det(µ+Ω+j)=0
〈(T ∧ ω)j , ψ〉+
∫ 1
0
dλ
λ
λµ 〈(IN (T ∧ ω))λ, ψ〉︸ ︷︷ ︸
O(λN+1+Ω+Re(µ))
where the remainder is integrable and holomorphic in µ in the half plane
Re(µ) + N + 1 + Ω > 0 by theorem (9.3.1). Finally for all N , 〈Tµ, ω〉
has meromorphic continuation on Re(µ) + N + 1 + Ω > 0 hence it has
meromorphic continuation everywhere on C. 
By a matrix conjuguation, we can always reduce Ω to its Jordan normal
form Ω = G−1(D + N)G where D is diagonal and N is a nilpotent ma-
trix which commutes with D. We set (−di, ni)i∈I the eigenvalues of Ω with
their respective multiplicities, hence D is a diagonal matrix with eigenval-
ues (−di)i. Note that if 0 ∈ −Spec(Ω) − N, then µ = 0 is a pole of the
meromorphic extension: 0 = di − j where j ∈ N and di is an eigenvalue of
Ω with multiplicity ni.
Proposition 9.3.1 Let Ω ∈Mn(C) and T ∈ FΩ(U \I). If Spec (Ω)∩−N =
∅ then Tµ is holomorphic at µ = 0. If Spec (Ω) ∩ −N 6= ∅ then Tµ has a
pole at µ = 0 of order at most n.
Proof — We assume that di − j = 0 for some eigenvalue di ∈ Spec(Ω) and
some integer j. Up to conjuguation and projection, the proof reduces to
an elementary computation in a generalized eigenspace Ei of dimension ni
associated to the eigenvalue −di s.t. di − j = 0. Indeed, Ω|Ei = −di + Ni
where Ni is a nilpotent matrix of fixed order ni. (µ + Ω + j)
−1|Ei = (µ +
Ni)
−1 = µ−1
(∑ni−1
k=0 (−1)kµ−kNki
)
= µ−1 + · · · + µ−ni(−1)ni−1Nni−1i , so
the worst singularity is a pole of order at most ni in µ. 
Proposition 9.3.2 The extension Tµ defined in the previous theorem sat-
isfies the property Tµ ∈ FΩ+µ.
Proof — To prove that Tµ ∈ FΩ+µ, it is enough to prove that if T is a
solution of (ρ−Ω)T = 0, then the meromorphic extension Tµ is solution of
the equation (ρ − Ω − µ)Tµ = 0 on the domain χ = 1. We try to scale
Tµ and we compute τ−Ω−µTµ(., τ.) where T ∈ D′k(U \ I) is exact Fuchsian
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Tλ = λ
ΩT . First, it is not true that Tµ will scale exactly like Tµτ = τΩ+µTµ
everywhere in U \ I. However, in any ρ-stable domain U for ρ = hj∂hj in
which χ|U = 1, we will be able to find that ∀τ ∈ (0, 1], Tµτ |U = τΩ+µTµ|U .
This can be understood in terms of section Tµ|U of the sheaf of currents
over the open set U . A typical example of such nice domains would be
K×{|h| 6 a} ⊂ Rn×Rd in the local chart Rn+d where the plateau function
χ satisfies the support condition:
χK×{|h|6a} = 1, χK×{|h|>b} = 0 (9.24)
for 0 < a < b. We pick a test form ω ∈ D′(U).
∀0 < τ 6 1, τ−Ω−µ 〈Tµτ , ω〉 = τ−Ω−µ 〈Tµ, ωτ−1〉 =
∫ 1
0
dλ
λ
λµτ−Ω−µ 〈Tψλ−1 , ωτ−1〉
=
∫ 1
0
dλ
λ
(
λ
τ
)µ
τ−Ω 〈Tλψ, ωλτ−1〉 =
∫ 1
0
dλ
λ
(
λ
τ
)µ
〈Tλτ−1ψ, ωλτ−1〉
because T is exact Fuchsian. Then by a change of variable, we obtain
τ−Ω−µ 〈Tµτ , ω〉 =
∫ 1
τ
0
dλ
λ
λµ 〈Tψλ−1 , ω〉
We notice that the condition on the support of χ implies ψ = −ρχ is sup-
ported in {a 6 |h| 6 b}∩U . Since ψ is supported in {a 6 |h| 6 b}∩U , ψλ−1
is supported in {λa 6 |h| 6 λb} ∩ U . However, we also recall that ω is sup-
ported inside the domain {|h| 6 a}. Tψλ−1 is supported in {λa 6 |h| 6 λb}
hence 〈Tψλ−1 , ω〉 vanishes when λ > 1. Finally:
τ−Ω−µ 〈Tµτ , ω〉 =
∫ 1
τ
0
dλ
λ
λµ 〈Tψλ−1 , ω〉 =
∫ 1
0
dλ
λ
λµ 〈Tψλ−1 , ω〉 = 〈Tµ, ω〉
Notice that for Re(µ) large enough, all our integrals make sense when τ > 0
because the integrand viewed as a function of λ is in L1([0, 1]). Then by the
principle of analytic continuation
ρTµ − (Ω + µ)Tµ = 0 on U
for Re(µ) large enough thus the same equation is satisfied by any meromor-
phic continuation of Tµ and the r.h.s. of the equation 9.23 satifies the Fuchs
equation ρTµ − (Ω + µ)Tµ = 0. 
9.4 The Riesz regularization.
Preliminary discussion.
Up to now, the meromorphic regularization operation seems not very in-
teresting since it does not define an extension of the original current T ∈
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FΩ(U \ I) from which we started. In order to recover a genuine extension,
we must somehow make µ tend to 0 in the meromorphic regularization of
Ho¨rmander. In order to do this, we will have to subtract poles but fortu-
nately these poles are local counterterms hence the subtraction operation
does not affect the extension outside the submanifold I. The procedure we
are going to describe will be called Riesz regularization. Let us consider a
given T ∈ FΩ(U \ I). If −m− 1 < s 6 −m, the extension procedure defined
in Chapter 1 which could be called the Hadamard finite part procedure is
given by〈
THadamard, ω
〉
= lim
ε→0
〈T (χ− χε−1), Im(ω)〉+ 〈T (1− χ), ω〉 (9.25)
whereas in the Riesz regularization, we first extend meromorphically in µ,
then we subtract the poles at µ = 0, and finally take the limit µ→ 0.
Fundamental example.
Example 9.4.1 To illustrate this section, we give our favorite example: we
are going to Riesz regularize the function 1hn following the classical approach
of [30]. First, we regularize by the formula∫ 1
0
dλ
λ
λµ
〈
1
hn
ψλ−1 , ϕ
〉
+
〈
1
hn
(1− χ), ϕ
〉
where µ ∈ C. We shall concentrate only on the term ∫ 10 dλλ λµ 〈 1hnψλ−1 , ϕ〉:∫ 1
0
dλ
λ
λµ
〈
1
hn
ψλ−1 , ϕ
〉
=
∫ 1
0
dλ
λ
λµ−n+1
〈
1
hn
ψ,ϕλ
〉
=
∫ 1
0
dλ
λ
N∑
k=0
λµ−n+1+k
k!
〈
1
hn
ψ, hk∂khϕ(0)
〉
+
∫ 1
0
dλ
λ
λµ−n+1
〈
1
hn
ψ, IN,λ
〉
Then for Re(µ) small enough, we can integrate the first N terms:∫ 1
0
dλ
λ
λµ
〈
1
hn
ψλ−1 , ϕ
〉
+
〈
1
hn
(1− χ), ϕ
〉
=
N∑
k=0
1
(µ− n+ 1 + k)k!
〈
1
hn
ψ, hk∂khϕ(0)
〉
+ nice terms .
At µ = 0, when k = n − 1, we have a pole 1µ(n−1)!
〈
1
hψ, ∂
n−1
h ϕ(0)
〉
of the
Laurent series, and subtracting it allows us to define the regularization:
lim
µ→0
∫ 1
0
dλ
λ
λµ
〈
1
hn
ψλ−1 , ϕ
〉
− 1
µ(n− 1)!
〈
1
h
ψ, ∂n−1h ϕ(0)
〉
+
〈
1
hn
(1− χ), ϕ
〉
.
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We recall that if Tµ is meromorphic at µ = 0 then the pole has order at
most n and Tµ is holomorphic in Br(0) \ {0} for r small enough (since the
poles of Tµ are located in −Spec(Ω) − N), then Tµ = ∑+∞k=−n µkT k where
∀k ∈ Z, T k = 12ipi
∫
∂Br(0)
dµ
µk+1
Tµ.
Definition 9.4.1 Let T ∈ D′k(U \ I) and T ∈ FΩ(U \ I). Then Tµ is
meromorphic in µ by Theorem 9.3.2 and the Riesz regularization is defined
as
〈RRieszT, ω〉 = lim
µ→0
(
〈Tµ, ω〉 −
−1∑
k=−n
µk
〈
T k, ω
〉)
+ 〈T (1− χ), ω〉 . (9.26)
It is not completely obvious from its definition that RRiesz defines an exten-
sion operator.
Proposition 9.4.1 For all T ∈ D′k(U \ I) ∩ FΩ(U \ I), RRieszT is an ex-
tension of T .
Proof — Let ω be a test form supported in U \ I. Then by lemma 9.3.3, all
poles of 〈Tµ, ω〉 vanish hence 〈Tµ, ω〉 is holomorphic in µ and
〈RRieszT, ω〉 = lim
µ→0
(
〈Tµ, ω〉 −
−1∑
k=−n
µk
〈
T k, ω
〉)
+ 〈T (1− χ), ω〉
= lim
µ→0
(〈Tµ, ω〉) + 〈T (1− χ), ω〉 = 〈Tχ, ω〉+ 〈T (1− χ), ω〉 = 〈T, ω〉 ,
since limµ→0
∫ 1
0
dλ
λ λ
µ 〈Tψλ−1 , ω〉 =
∫ 1
0
dλ
λ 〈Tψλ−1 , ω〉 = 〈Tχ, ω〉. 
The anomalous scaling. Our next theorem is fundamental for quantum
field theory since it implies that if T is a Fuchsian symbol then its extension
RRieszT is also a Fuchsian symbol.
Theorem 9.4.1 Let Ω ∈ Mn(C) where Spec(Ω) ∈ R. For all T ∈ D′k(U \
I) ∩ FΩ(U \ I), if (ρ − Ω)T = 0 then RRieszT satisfies the equation (ρ −
Ω)RRieszT = 0 when Spec(Ω) ∩ −N = ∅ and (ρ − Ω)n+1RRieszT = 0 when
Spec(Ω) ∩ −N 6= ∅.
Proof — By the proof of 9.3.2, we know that (ρ− Ω)T = 0 implies
(ρ− µ− Ω)Tµ = 0 (9.27)
on some neighborhood V of I provided V is stable by scaling and χ|U = 1.
Then the trick consists in replacing Tµ by its Laurent series expansion in
equation 9.27.
(ρ− Ω− µ)Tµ = (ρ− Ω− µ)
(
+∞∑
k=−n
µkT k
)
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= (ρ− Ω− µ)
( −1∑
k=−n
µkT k + T 0 +O(µ)
)
= 0. (9.28)
Notice that the constant term in the Laurent series expansion T 0 = RRieszT−
T (1 − χ) therefore on V , we have T 0 = RRieszT since 1 − χ|V = 0. By
uniqueness of the Laurent series expansion, we expand the equation
(9.28) in powers of µ:
(ρ− Ω)T−nµ−n +
0∑
k=−n+1
µk
(
(ρ− Ω)T k − T k−1
)
+O(µ) = 0
and we require that all coefficients of the Laurent series expansion should
vanish. Hence we find a system of equations:
(ρ− Ω)T−n = 0 (9.29)
∀k,−n+ 1 6 k 6 0,
(
(ρ− Ω)T k − T k−1
)
= 0. (9.30)
Then for T 0 = RRieszT on V , we have (ρ − Ω)T 0 = (ρ − Ω)RRieszT =
T−1. Also note that on the complement of V , (ρ − Ω)RRieszT = 0 since
RRieszT = T because RRieszT is an extension of T . Thus we have globally
(ρ− Ω)RRieszT = T−1. Now the key fact is that if Spec(Ω) ∩ −N = ∅ then
T−1 = 0 since Tµ has no poles at µ = 0. Finally, if Spec(Ω) ∩ −N 6= ∅ then
by an easy recursion:
(ρ−Ω)n+1RRieszT = (ρ−Ω)nT−1 = (ρ−Ω)n−1T−2 = · · · = (ρ−Ω)T−n = 0,
which is the final equation we wanted to find. 
Example 9.4.2 We pick again our example of T = 1hn , its Riesz extension
satisfies the differential equations
(ρ+ n)RRieszT =
〈
1
h
, ψ
〉
1
(n− 1)!∂
n−1
h δ0
and
(ρ+ n)2RRieszT = 0.
The residue equation. A small comment before we state anything. The
role of the poles seems to disappear since we subtract them in order to define
the Riesz regularization, however they come back with a revenge when we
compute the residue or anomaly of the Riesz regularization. Following the
philosophy of Chapter 8, we define the residues of RRiesz for the vector
field ρ by the simple equation: Resρ[T ] = ρ(RRieszT )−RRiesz(ρT ).
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Theorem 9.4.2 Let T ∈ FΩ(U \ I) and T−1 is the coefficient of µ−1 in
the Laurent series expansion of the meromorphic function Tµ around µ = 0.
Then RRiesz satisfies the residue equation
Resρ[T ] = T
−1. (9.31)
In particular the residue vanishes when Spec(Ω) ∩ −N = ∅.
Comment: the residue Res[T ] is the holomorphic residue of Tµ at µ = 0.
Proof — By Proposition (9.3.1), the residue vanishes if −Spec(Ω) ∩ N =
∅ because Tµk admits no pole at µ = 0 thus RRieszTk satisfies the same
equation as Tk, thus (ρ − Ω − k)RRieszTk = 0 = ρRRieszTk − RRieszρTk.
If k ∈ −Spec(Ω) ∩ N, then by equation 9.29, ρRRieszTk − RRieszρTk =
(ρ− Ω− k)RRieszTk = T−1k which yields the result. 
9.5 The log and the 1-parameter RG.
Let us fix ρ and a current T ∈ D′k(U \ I) ∩ FΩ(U \ I). Once we fix the
function χ and the Euler vector field ρ, we can renormalize following the
Riesz extension since T ∈ FΩ(U \I), this is called choosing a renormalization
scheme. But in contrary to the flat case, if we change the Euler field ρ and
the function χ, we change the renormalization scheme, and the extensions
will differ by a local counterterm which is a distribution supported on
I. We thus have some infinite dimensional space of choices. But if χ, ρ
and the extension RRiesz is choosed, then we still have a one dimensional
degree of freedom left when we scale the cut-off function χ by the flow
χ 7→ eρ log `∗χ, ` ∈ R+? which changes the length scale of our renormalization.
The idea of scaling the function χ by the one parameter group elog `ρ was
inspired by the reading of unpublished lecture notes of John Cardy [31] and
[32] Chapter 5 section (5.2). The mechanism we are going to explain allows
to relate the Bogoliubov, Epstein-Glaser technique with the 1-parameter
renormalization group of Bogoliubov Shirkov.
Example 9.5.1 Let us give some important comment on the physical mean-
ing of the variable ` in the case where the manifold is a configuration space
M2 and I = d2 is the diagonal of M
2. When ` → ∞, the function χ`
will have a support shrinking to the diagonal d2. This means that we
must think of `−1 in terms of characteristic length beetween pair of points
(x, y) ∈ M2 (think of them in terms of particles in the hard ball model, see
[32] p. 88). Then according to this interpretation ` → ∞ should be called
UV flow whereas ` → 0 is the IR flow. We describe the simple example of
the amplitude
〈
φ2(x)φ2(y)
〉
in the flat Euclidean case:
Cardy poor man’s renorm Our approach Costello Heat kernel∫
M2\{|x−y|>`}∆
2(x, y)g(x)g(y)d4xd4y
〈
R`∆2, g ⊗ g〉 12 ∫∞` dtt t2 〈Kt, g ⊗ g〉
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In Costello’s approach ([38] (4.2) p. 43), Kt is the Heat kernel and the UV
regularized two point function in the massless case is given by the formula∫∞
` dtKt .
Let T be a given current T ∈ D′k(U \ I). For each function χ such that
χ = 1 in a neighborhood of I and vanishes outside a tubular neighborhood
of I, we denote by R`Riesz the corresponding Riesz regularization operator
constructed with χ`:〈
R`RieszT, ω
〉
= lim
µ→0
(
1−
−1∑
k=−n
∫
∂B(0,r)
dµ
2ipiµk+1
)∫ 1
0
dλ
λ
λµTψ`λ−1+T (1−χ`).
We shall state the renormalization group flow theorem for the Riesz regu-
larization. The residue Res appears when we scale the bump function χ.
Theorem 9.5.1 Let T ∈ FΩ(U \I) and ∀` ∈ R>0, the residue Resρ[T ](`) =
ρR`RieszT − R`RieszρT . Then both R`Riesz,Resρ[T ](`) satisfy the differential
equations
`
d
d`
R`RieszT = Resρ[T ](`) (9.32)(
`
d
d`
)n
Resρ[T ](`) = 0. (9.33)
Thus R`RieszT scales like a polynomial of log ` of degree n:
R`RieszT = R
1
RieszT +
n∑
k=1
(log `)k
k!
(
`
d
d`
)k
Resρ[T ](1) (9.34)
where the divergent part is a polynomial of degree n in log ` with coefficients
local counterterms.
Proof — From the decomposition T =
∑∞
0 Tj where ∀j, (ρ− Ω− j)Tj = 0,
by linearity of the Riesz extension and by the fact that Resρ[Tj ] vanishes
for j large enough, we can reduce the proof to an element T ∈ FΩ(U \ I)
killed by ρ− Ω.
`
d
d`
(
Tµ,` + T (1− χ`)
)
= `
d
d`
Tµ,`
= `
d
d`
∫ 1
0
dλ
λ
λµTψ`λ−1 =
∫ 1
0
dλ
λ
λµT (ρψ)λ−1`
=
∫ 1
0
dλ
λ
λµρ(Tψ)λ−1` −
∫ 1
0
dλ
λ
λµ(ρT )ψλ−1`
= ρTµ` − ΩTµ,` = (Ω + µ)Tµ,` − ΩTµ` = µTµ`.
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We obtain the simple equation ` dd`T
µ,` = µTµ,`. Expanding the l.h.s and the
r.h.s. of this equation in Laurent series and identifying the different terms
in the Laurent series expansion,
+∞∑
k=−n
`
d
d`
T k,`µk =
+∞∑
k=−n
T k,`µk+1
we deduce a system of linear equations:
∀k > −n+ 1, ` d
d`
T k,` = T k−1,` and `
d
d`
T−n,` = 0. (9.35)
But since ` dd`T
0,` = ` dd`R
`
RieszT and from the fact that
(
` dd`
)n+1
T 0,` =(
` dd`
)n
T−1,` =
(
` dd`
)n
Resρ[T ](`) = · · · = ` dd`T−n,` = 0, we must have(
` dd`
)n+1
R`RieszT = 0 which implies R
`
RieszT scales like a polynomial of
log ` of degree n. 
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