Abstract Research on multimedia learning has shown that learning is hampered when a multimedia message includes extraneous information that is not relevant for the task, because processing the extraneous information uses up scarce attention and working memory resources. However, eye-tracking research suggests that task experience might be a boundary condition for this negative effect of extraneous information on learning, because people seem to learn to ignore task-irrelevant information over time. We therefore hypothesised that extraneous information might no longer hamper learning when it is present over a series of tasks, giving learners the chance to adapt their study strategy. This hypothesis was tested in three experiments. In experiments 1a/1b, participants learned the definitions of new words (from an artificial language) that denoted actions, with matching pictures (same action), mismatching pictures (another action), or without pictures. Mismatching pictures hampered learning compared with matching pictures. Experiment 2 showed that task experience may indeed be a boundary condition to this negative effect on learning: the initial negative effect was no longer present when learners gained experience with the task. This suggests that learners adapted their study strategy, ignoring the mismatching pictures. That hypothesis was tested in experiment 3, using eye tracking. Results showed that attention to the pictures waned with task experience, and that this decrease was stronger for mismatching than for matching pictures. Our findings demonstrate the importance of investigating multimedia effects over time and in relation to study strategies.
Keywords Multimedia learning . Coherence effect . Cognitive load . Eye tracking . Study strategies Multimedia learning, which can be defined as learning with a combination of words (written or spoken) and pictures (static or dynamic), has been widely investigated in research inspired by the Cognitive Theory of Multimedia Learning (CTML; Mayer, 2014) and Cognitive Load Theory (CLT; Sweller et al., 2011) . This has led to the establishment of several principles for designing effective multimedia instructions. The present study is concerned with the coherence principle, which states that presenting extraneous information that is not relevant for the learning task should be avoided, because it hinders rather than helps learning (Mayer & Fiorella, 2014) . Because eye-tracking research has shown that with increasing task experience, people learn to ignore irrelevant information during task performance, we hypothesised that task experience might be a boundary condition for the negative effect of extraneous information on learning. That is, the negative effect that the presentation of extraneous information initially has on learning might no longer occur when this information is present (in the same location) over a series of tasks, because learners might adapt their study strategy (i.e. learn to ignore the extraneous information). This hypothesis was tested in a series of three experiments, which will be introduced after discussing the relevant literature in more detail.
Cognitive Load in Multimedia Learning
Decades of multimedia research have shown that learning often improves when study tasks or materials combine pictorial and verbal representations of the content (i.e. the multimedia effect; Butcher, 2014) . However, it soon became apparent that there are circumstances under which this hampers rather than aids learning (e.g. Chandler & Sweller, 1991; Harp & Mayer, 1998) . These circumstances are related to the limitations of working memory, which can be defined as 'a limited capacity [brain] system allowing the temporary storage and manipulation of information necessary for such complex tasks as comprehension, learning and reasoning' (Baddeley, 2000, p. 418; text in square brackets added). Working memory is limited in both duration and capacity (e.g. Baddeley, 2000; Barouillet & Camos, 2007; Cowan, 1995; Miller, 1956) . For instance, on average, our memory span is 'seven plus or minus two' chunks, where a chunk is one piece of information (Miller, 1956) . Barouillet and Camos (2007) propose that the limited working memory resources have to be shared by rapidly switching attention between maintenance of 'old' information (prior knowledge from long-term memory or previously processed information during task performance), and processing of new, incoming information. Consequently, the higher the number of old information elements that have to be maintained active, and the faster new elements need to be processed, the higher the working memory load.
Learning (i.e. schema construction/elaboration in long-term memory; Sweller, 1994) requires that old information is maintained active in working memory and successfully integrated with the new information presented in the learning materials. When these processes are disrupted, learning is hampered. Moreover, learning may be hindered when scarce working memory resources are devoted to processing extraneous information that is not necessary for the learning task. Such extraneous processing may not be detrimental for learning when capacity limits are not exceeded, for instance with simple materials (that contain few interacting information elements), or when there is sufficient time available to compensate for the extraneous processing. However, it will start to hamper learning when materials are complex (with many interacting information elements) or when time is constrained (Barouillet & Camos, 2007; Sweller et al., 2011) . Consequently, it is important to avoid the presentation of extraneous information that does not contribute to learning as much as possible.
Avoiding the Presentation of Extraneous Information in Multimedia Learning
That the presentation of extraneous information can have a negative effect on learning has been established in many experiments. However, there are two different types of extraneous information presentation effects. The first, which is generally called the redundancy effect (Kalyuga & Sweller, 2014; Mayer & Fiorella, 2014; Sweller et al., 2011) , concerns the negative effect of the presentation of identical extraneous information to learners in two modalities compared with a single modality. For example, it has been shown that when the text accompanying pictures or animations is presented simultaneously in both spoken and written form, this hampers learning compared with spoken text only (e.g. Craig et al., 2002; Mayer et al., 2001 ; but see Mayer & Johnson, 2008; Yue et al., 2013) .
The second, which is called the coherence effect in CTML (Mayer & Fiorella, 2014; Mayer & Moreno, 2003) , concerns the negative effect on learning of the presentation of extraneous information that is not relevant or necessary for learning, but is added to enrich or elaborate learning materials, compared with when this is left out. For instance, learning is hampered when interesting and entertaining information that is related to the topic but irrelevant for the learning task at hand is added to enrich materials (i.e. seductive details, e.g. 'fun' facts, pictures, videos or sounds; Harp & Mayer, 1998; Mayer et al., 2001; Moreno & Mayer, 2000) ; when learning materials are unnecessarily elaborate, presenting textual explanations with self-explanatory diagrams (Bobis et al., 1993; Chandler & Sweller, 1991) or presenting details and examples whereas a concise and coherent summary would suffice (e.g. Mayer et al., 1996; Reder & Anderson, 1982) ; or when information on related systems is presented when learning about a specific system (Mayer et al., 2007) .
The negative effects of extraneous information presentation on learning presumably arise because learners attend to, process and attempt to integrate the extraneous information with the essential information, which unnecessarily depletes valuable working memory resources. Moreover, in some cases of the coherence effect, the content of the additional information that is presented may actively interfere with learning the essential information. For instance, Mayer et al. (2007) showed that adding explanations about calliper brakes and air brakes interfered with learning the working mechanisms of hydraulic brakes. Participants who learned about the calliper and air brakes made more intrusion errors (i.e. including information about calliper and air brakes in their answers) than participants who only learned about hydraulic brakes. The present study addresses the coherence effect, by investigating the effects of extraneous pictorial information on word learning in a 'second' (artificial) language.
Multimedia and Coherence Effects in Word Learning
As mentioned above, the multimedia effect refers to the finding that learning often improves when study tasks or materials combine pictorial and verbal representations of the content (Butcher, 2014) . In this case, additional information is also presented, but it is not extraneous to (i.e. does not hamper) learning and may even facilitate learning.
With regard to word learning, some studies have shown that adding pictures of the word to be learned (and example sentences in which the word is used), does not hamper and -in accordance with the multimedia effect-can even foster word learning (for a review, see Sadoski, 2005) . For example, Smith et al. (1987) taught undergraduate students novel words in their first language (English) in one of three conditions: definition only, definition and a sentence using the word and definition, a sentence and a picture. Results on the immediate retention test favoured the condition with pictures, although the differences were not significant. On a delayed retention test, the condition with pictures performed significantly better than the definitions only condition (but not than the definitions plus sentences condition), demonstrating a multimedia effect (i.e. pictures facilitating word learning; Butcher, 2014) .
Whether a multimedia (i.e. facilitative) effect of pictures on word learning is found, however, may depend on how easily the words can be mentally simulated or visualized. For instance, in a second language vocabulary learning study, Farley et al. (2014) taught Spanish vocabulary to English-speaking university students and found that abstract words (i.e. words without a physical referent) were learned better with pictures, while there was no such effect for concrete words (i.e. words with a physical referent). Concrete words may be easy to mentally visualize and learn because of the physical referent (e.g. Altarriba & Bauer, 2004) , in which case pictures do not have much added value for learning. Shen (2010) found a comparable effect in learning Chinese as a foreign language: Pictures improved word learning, but only for abstract words. For non-abstract words, even though presenting pictures did not help, it did not hinder learning either.
While additional presentation of pictures of the words to be learned, might not hamper and could even foster learning, presentation of pictures that do not match the words might interfere with learning. For instance, a recent study on effects of animations on action word learning (e.g. to chisel, to hoe) in the first language (Hald et al., 2015) , included a mismatched animation condition, to control for effects of movements shown in the animations. Results showed that word learning was significantly hampered in the animation condition in which the actions depicted in the animation mismatched the word to be learned compared with when it matched the word to be learned.
Another study investigated the effects of pictures on action word learning in a 'second' artificial language, which matched or mismatched the learners' handedness (De Nooijer et al., 2013) . Participants first saw the artificial language word (e.g. 'luko') on the screen, and heard a verbal definition of the word (e.g. 'luko' means 'to dispense from a container'). Hearing actions described tends to automatically result in a body-specific (Casasanto, 2009 ) mental simulation/visualization of the action (e.g. Hauk et al., 2004; Pulvermüller et al., 2005; Tettamanti et al., 2005) . Then, they heard this definition a second time, but now a picture was shown along with the artificial language word. This picture always showed the defined action, but either matched (i.e. right handed for right handers) or mismatched (i.e. left handed for right handers) participants' mental simulation. The mismatching pictures hampered righthanders' learning (this was a small but consistent effect across multiple experiments), 1 presumably because attending to and processing the picture that mismatched with their mental simulation of the action, interfered with learning the verbal definition.
In sum, additional presentation of pictures that match the word to be learned might not hamper, and may even help word learning. In contrast, pictures (whether static or dynamic) that mismatch with (the mental visualization of) the word to be learned have been shown to hinder learning. It is assumed that mismatching pictures hamper word learning because they capture learners' attention, and lead them to engage in extraneous -and conflictinginformation processing. However, it is unclear whether extraneous information would continue to hamper learning when it is present (in the same location) over a series of tasks. This would give learners the chance to adapt their study strategy and ignore the extraneous information. Indeed, eye-tracking research suggests that with increasing task experience, people learn to focus their attention more on task-relevant information and to ignore task-irrelevant information.
Learning to Ignore Task-Irrelevant Information
Several studies have shown that with increasing task experience, people learn to focus on taskrelevant and ignore task-irrelevant information. For instance, expertise research showed that chess experts had different viewing patterns compared with intermediate chess players, which included making fewer fixations and fixating more on relevant pieces (Charness et al., 2001 ). Likewise, Van Gog et al. (2005) demonstrated that participants with more expertise in an electrical circuit-troubleshooting task had shorter mean fixation duration and fixated more on task-relevant components of the electrical circuit in the first phase of troubleshooting, compared with participants with less expertise. Furthermore, Jarodzka et al. (2010) showed that, in a visually complex dynamic task, experts attended more to the relevant parts of a stimulus compared with novices. While these studies suggest that people are able to ignore irrelevant information with increasing expertise, they did not show a causal relationship between task experience and viewing behaviour, as they compared existing groups of experts and novices or intermediates.
Such evidence also exists, however, and comes from studies that investigated how viewing behaviour changed as expertise developed. These studies confirm that, even after relatively little practice, participants start to ignore task-irrelevant information and focus more on taskrelevant information. For example, Haider and Frensch (1999) used an alphabetic string verification task and showed that participants implicitly learned to ignore the task-irrelevant information when they became more experienced with the task. Furthermore, Canham and Hegarty (2010; see also Hegarty et al., 2010) used a task in which participants had to learn to make inferences from weather maps, and showed that participants fixated more on task relevant information after a short training (10-15 min) than before a training about relevant meteorological principles.
Taken together, these findings strongly suggest that people may learn to ignore irrelevant information during task performance, as a result of increasing experience with a task. However, these studies did not investigate effects on learning. When learners are able to start ignoring extraneous information with increasing experience during learning, then it would no longer capture attention and working memory resources, and therefore, the negative effect of extraneous information should decrease or no longer occur with increasing task experience. In other words, these findings suggest that task experience might be a boundary condition to the negative effect of extraneous information on learning. This is not only theoretically relevant to establish, as it provides more insight into the underlying cognitive mechanisms of multimedia effects and the role that study strategies play over time, but it is also relevant for instructional designers, because some multimedia principles are hard to implement generally (e.g. what may be essential information for someone with low prior knowledge, may be extraneous for a more advanced learner). The present study addressed this hypothesis in a series of three experiments, using a word-learning task.
The Present Study
Experiments 1a and 1b were conducted to first establish whether mismatching pictures would negatively affect word learning compared with no pictures and matching pictures. We used a similar experimental design as De Nooijer et al. (2013) , but with right-handed pictures and right-handed participants only. Participants learned words from an artificial language called Vimmi (Macedonia & Knösche, 2011 ) that we coupled with action verb definitions. We used an artificial language to exclude any influences of prior knowledge of the words to be learned and associations on idiomatic level between two languages. Participants saw the artificial language word on the screen and heard the verbal definition of the word (e.g. 'ifra' means 'to polish or scrape with sandpaper'), after which they heard this definition a second time, either without a picture (control condition), with a matching picture (showing the action) or a mismatching picture (showing another action). Note that matching pictures, even though they showed the action that was being defined, are not entirely redundant to the definition and may in fact provide useful additional information. For instance, in case of known actions, these pictures may automatically prompt participants to think of the English verb that was not part of the definition (e.g. in the case of ifra, the picture might clarify that they are hearing the definition of 'to sand'), and in case of unknown actions, the pictures might help understand the meaning of the word.
We expected that the mismatching pictures would capture attention and interfere with processing the verbal definition the second time it was presented, which would hamper learning compared with the no-pictures condition (i.e. a coherence effect) and the matching picture condition (as we expected this condition to do as well or better than the no-picture condition, see below). Learning could be hampered by mismatching pictures via two (not mutually exclusive) routes: (1) less attention could be devoted to processing the materials relevant for learning and (2) processing the content of the mismatching action pictures could actively interfere with learning the correct action word definition. With respect to the matching pictures, we expected based on the studies described in the introduction that these would either improve learning the meaning of new words (Farley et al., 2014; Shen, 2010; Smith et al., 1987) , providing evidence of a multimedia effect, or not affect word learning. If they do not significantly contribute to word learning, one could argue that matching pictures also constitute extraneous information, in the sense that they are redundant and could be left out at no expense to learning. As such one could argue that this null finding would also be a kind of coherence effect, though not in the strict definition (Mayer & Fiorella, 2014) , as excluding the pictures would not have a positive effect on learning compared with including them.
To foreshadow, experiment 2 addressed the main question of whether the negative effect of mismatching pictures on word learning would decrease or no longer occur with increasing task experience, which would suggest that learners adapted their study strategy. Experiment 3 subsequently investigated study strategies directly, by means of eye tracking (to measure attention allocation), to determine whether participants indeed learned to ignore the mismatching pictures over time, with task experience.
Experiments 1a and 1b
As described above, experiments 1a and 1b were conducted to establish whether mismatching pictures would negatively affect word learning compared with no pictures and matching pictures. Experiment 1b was a direct replication of experiment 1a to test the reliability of our results.
Method
Participants and Design Participants (experiment 1a: n = 85, experiment 1b: n = 144) were recruited via Amazon's Mechanical Turk (Paolacci et al., 2010) and were paid 0.75 dollar for their participation.
2 A priori-defined criteria for post hoc exclusion were the following: being a non-native English speaker (n = 2 and n = 1, respectively), being left handed (i.e. the pictures were right handed and even though left handers seem less hampered by right-handed pictures than right handers are by left-handed pictures according to findings by De Nooijer et al., 2013, we wanted to rule out any potential handedness effects; n = 9 and n = 21, respectively), participating in the experiment twice or having participated in a similar earlier experiment (n = 2 and n = 3, respectively) and being in a noisy environment (i.e. self-reported noise of seven or higher on a scale of one to nine; n = 4 and n = 7, respectively). Thus, for experiment 1a, our final sample comprised 68 participants (M age = 39.13 years, SD = 14.12 years, range 20-74; 47 females) and for experiment 1b, our final sample comprised 112 participants (M age = 34.58 years, SD = 12.66 years, range 19-89; 78 females). Both experiments employed a within-subjects design, so participants learned words under all three conditions. Materials Participants learned 18 Vimmi words presented in Qualtrics software (Qualtrics, Provo, UT). Each word was randomly coupled to the definition of an action verb (e.g. ifra means to polish or scrape with sandpaper). In every condition, the participants saw the Vimmi word and heard the definition (spoken by a female voice; M length = 3.44 s, SD = 1.01 s) of the word they had to learn twice, each presentation lasted 11 s and the program automatically progressed. In the two picture conditions, a matching picture (showing the action) or a mismatching picture (showing another action) accompanied the word (see Fig. 1 ) the second time participants heard the definition. Participants' knowledge of the definition was tested with a cued recall test, in which they were presented with the written Vimmi word and had to type in the definition as literally as possible.
Procedure Participants learned the words in three blocks of six, and after each block, the cued recall test for those words was administered. During the cued recall test, no time constraint was imposed. To avoid confusion, the six words in the control (no-picture) condition were presented in one block (either the first or the last) because participants might think a technical error occurred when no picture would be present at random words during the experiment. The other two blocks consisted of three words with matching and three words with mismatching pictures. Order within block was randomized, so participants did not know beforehand if the next picture would be matching or mismatching the definition, and, thus, could not anticipate on the usefulness of the picture. Furthermore, the artificial words were rotated across definitions to control for possible item effects, resulting in the use of eight lists. In total, the experiment lasted about 20 min and was administered without breaks.
Scoring In all experiments, participants were awarded 1 point if the complete definition was given on the cued recall test. When a part of the definition was missing, they received 0.5 point. If they did not provide a definition, or if it was completely wrong, 0 points were awarded. So, every participant could score a maximum of 6 points on each test. We adopted the scoring scheme of De Nooijer et al. (2013) who used the same materials (they found an interrater reliability of κ = .82), but established interrater reliability again for the present study, by having part of the data (10.6 %) scored by a second independent rater. Both raters saw only the definitions and words during scoring, so they were blind to the experimental condition under which each word was learned. Because interrater reliability was sufficient (κ = .76; 'substantial agreement' according to Landis & Koch, 1977) , the scores from the first rater (first author) were used in this and all subsequent experiments.
Results
Throughout all experiments, we maintained an alpha level of .05, and when the sphericity assumption was violated, we reported the Greenhouse-Geisser correction. Effect size measures used were partial eta-squared and Cohen's d. Both can be interpreted in terms of small (η p 2 ∼.01, d ∼0.2), medium (η p 2 ∼.06, d ∼0.5), and large (η p 2 ∼.14, d ∼0.8) effect sizes (Cohen, 1988) . In addition, effect sizes can also be interpreted with respect to median effects sizes found for these effects (in other studies with different materials). For example, Mayer and Fiorella (2014) In experiments 1a and 1b, data were analysed with a repeated-measure ANOVA with condition (matched, mismatched, control) as a within-subjects variable and the scores on the cued recall test as dependent variable. Table 1 shows the means and standard deviations for the cued recall tests of experiments 1a and 1b for the different conditions. In experiment 1a, there was a main effect of condition (F(1.83, 122.26) = 3.37, p = .042, η p 2 = .05). Bonferroni-corrected post hoc tests showed that the mismatched condition performed worse than the matched condition (p = .028, d = 0.32). There were no significant differences between the control and matched condition (p > .999, d < 0.01) nor between the control and mismatched condition (p = .125, d = 0.25).
Experiment 1b replicated the results of experiment 1a, again showing a main effect of condition (F(1.82, 202.19) = 4.15, p = .017, η p 2 = .04) with Bonferroni-corrected post hoc tests, indicating that the mismatched condition performed worse than the matched condition on the recall test (p = .002, d = 0.32), and that there were no significant differences between the control and matched condition (p = .769, d = 0.11) nor between the control and mismatched condition (p = .371, d = 0.15).
Discussion
The results of experiments 1a and 1b provided evidence that adding mismatching pictures to word learning decreased recall performance compared with matching pictures, but there was no significant negative effect compared with no pictures (i.e. no coherence effect). Processing the matching pictures did not significantly improve word learning compared with the nopicture control condition (i.e. there was no multimedia effect) but did not hurt learning either (which could be regarded as a kind of coherence effect, though not in the strictest definition, as exclusion did not lead to better learning than inclusion of the matching pictures). This may be due to the rather concrete object-manipulation verbs we used in our experiment, as previous research has suggested that pictures benefit learning abstract words more than learning concrete words (Altarriba & Bauer, 2004; Farley et al., 2014; Shen, 2010) .
The fact that we did not find a coherence effect, indicating that including mismatching pictures would lead to poorer learning outcomes than excluding mismatching pictures (control condition) limits our conclusions somewhat. However, we did find a negative effect of mismatching compared with matching pictures on word learning. This effect of mismatching vs. matching pictures was small, and although it is smaller than the median effect size from other studies on the coherence effect, using different materials (d = 0.86 as reported by Mayer & Fiorella, 2014) , it was comparable with the effects found by De Nooijer et al. (2013) who used the same materials but with mismatches in terms of handedness. Furthermore, the effect sizes were consistent across experiments 1a and 1b. As this difference between mismatching and matching picture conditions is still interesting for our purpose of investigating whether task experience affects processing of mismatching pictures and thereby, learning outcomes, we conducted experiment 2 to address this question concerning the effects of task experience. We did not find significant differences compared with the control condition for either picture condition in experiment 1a/1b. Performance was somewhat lower in experiment 1b than in experiment 1a, but the pattern of results was the same. We opted to again include a no-picture control condition in experiment 2, because we could not exclude the possibility that differences between the picture conditions and the control condition might arise over time.
Experiment 2
In experiment 2, we used the same materials as in experiments 1a and 1b, but now in a between-subject design. Participants learned the words in three blocks of five, with matching, mismatching or no pictures. We hypothesised that the negative effect of mismatching compared with matching pictures would occur initially (after the first block) but would decrease or no longer occur with increasing task experience (blocks 2 and 3). That is, when participants would learn that the mismatching pictures are unnecessary for learning and adapt their study strategy accordingly, ignoring these pictures in the later blocks, their recall performance would increase in blocks 2 and 3. For the matched and control conditions, we had no reason to expect that recall performance would change with increasing task experience. We also explored how participants experienced the task. 3 To get an indication of potential differences in processing demands between conditions and over time, participants were asked to rate how much mental effort they invested in learning the words (which is an indicator of how much cognitive load participants experienced: Paas et al., 2003) .
Method
Participants and Design All participants (n = 232) were recruited via Amazon's Mechanical Turk and were paid 0.75 dollar for their participation (see footnote 2). They were randomly assigned to one of the three conditions. The same exclusion criteria as in the former experiments were used: being a non-native English speaker (n = 4), being left handed (n = 36), participating in the experiment twice or having participated in a similar earlier experiment (n = 14) and being in a noisy environment (n = 6). Finally, there were participants in the mismatched condition who did not follow the instructions, 4 who were also excluded (n = 5). Thus, our final sample comprised 166 participants (M age = 36.50 years, SD = 12.53 years, range 18-69; 105 females), distributed across the control (n = 62), matched (n = 55) and mismatched (n = 49) conditions.
Materials and Procedure
The materials and procedure were similar to experiments 1a and 1b, except that: (1) participants learned 15 word definitions in three blocks of five words under the same condition, (2) after each block of five words and prior to the cued recall test of that block, participants were instructed to indicate how much effort they invested in learning the words, on a 9-point rating scale ranging from 1, very, very low effort, to 9, very, very high effort (Paas, 1992) and (3) at the end of the experiment, enjoyment and instruction preference was measured (not reported , see footnote 3). The order of the blocks was alternated between participants using a Latin-square design, resulting in three lists per condition. The experiment lasted around 20 min and was administered without breaks.
Results
Unless otherwise specified, all data were analysed with a mixed ANOVA with condition (matched, mismatched, control) as a between-subject factor and word block (first, second, third) as a within-subject factor. Table 2 shows the scores on the cued recall test. The analysis showed no main effect of condition (F(2, 163) = 1.44, p = .239, η p 2 = .02), but there was a main effect of word block (F(1.85, 300.90) = 10.34, p < .001, η p 2 = .06), indicating that the scores on the cued recall test improved over the course of the experiment. Importantly, this main effect was qualified by an interaction effect (F(3.69, 300.90) = 2.46, p = .050, η p 2 = .03). To follow-up on the interaction effect, we first analysed differences in test performance between conditions per block, using one-tailed independent-sample t tests with a Bonferronicorrected p value (i.e. multiplying the p value by 3, the number of tests that were performed). In line with our hypothesis, performance was significantly lower in the mismatched condition than in the matched condition in block 1 (t(102) = 2.18, p = .047, d = 0.43), but only numerically, not significantly lower than in the control condition (t(109) = 0.91, p = .545, d = 0.17; cf. experiment 1). Finally, there was no difference in performance between the matched and the control condition in block 1 (t(115) = 1.42, p = .239, d = 0.26; cf. experiment 1). In blocks 2 and 3, there were no significant differences between the conditions. Mismatched vs. Secondly, we probed the interaction effect by analysing the change in test performance over blocks within each condition. Repeated-measures ANOVAs per condition, with word block (first, second, third) as a within-subject factor, showed no effect of word block in the matched condition (F(2, 108) = 0.08, p = .926, η p 2 < .01), a main effect of word block in the mismatched condition (F(2, 96) = 4.75, p = .011, η p 2 = .09) and a main effect of word block in the control condition (F(2, 122) = 9.86, p < .001, η p 2 = .14). Repeated contrasts showed that, in line with our expectations, participants' performance in the mismatched condition improved from blocks 1 to 2 (F(1, 48) = 7.63, p = .008, η p 2 = .14) and remained stable from blocks 2 to 3 (F(1, 48) = 0.04, p = .848, η p 2 < .01). Similarly, though rather surprisingly, participants' performance in the control condition also improved from blocks 1 to 2 (F(1, 61) = 18.34, p < .001, η p 2 = .23) but not from blocks 2 to 3 (F(1, 61) = 0.53, p = .469, η p 2 = .01). Table 2 shows the descriptive statistics of the mental effort ratings. Despite a trend in the means suggesting that participants in the matched condition invested less mental effort in the task, the analysis revealed no significant main effect of condition (F(2, 163) = 2.68, p = .072, η p 2 = .03). 5 There was a main effect of word block (F(1.90, 309.30) = 3.59, p = .029, η p 2 = .02), but no interaction effect (F(3.80, 309.30) = 0.32, p = .859, η p 2 < 0.01). To follow-up on the main effect of word block, repeated contrasts were conducted, which showed that invested mental effort increased from blocks 1 to 2 (F(1, 163) = 7.60, p = .006, η p 2 = .05) and remained stable from blocks 2 to 3 (F(1, 163) = 1.08, p = .299, η p 2 = .01).
Test Performance

Mental Effort
Discussion
Consistent with our results from experiment 1a/1b, the cued recall performance in the first block was lower in the mismatched condition than in the matched condition. Moreover, and in line with our hypothesis, this negative effect of mismatching pictures compared with matching pictures disappeared when participants gained more task experience. The finding that performance in the mismatched condition improved from blocks 1 to 2 (and remained constant from blocks 2 to 3) suggests that participants adapted their study strategy and learned to ignore the mismatching pictures. Although this should be interpreted with caution, as the effect of condition did not reach statistical significance, an explorative analysis (see footnote 5) suggested that mental effort invested in the mismatched condition was higher than in the matched condition. Furthermore, participants in all conditions started to invest somewhat more effort in block 2 compared with block 1, which then remained at the same level in block 3. Perhaps, the initial cued recall task in the first word block might have been more difficult than expected, leading participants to adjust their effort investment in the following blocks (cf. Brehm & Self, 1989; Kahneman, 1973) . However, this increased effort investment only resulted into better test performance in the mismatched and control conditions, not in the matched condition (perhaps because the first block baseline score was already relatively high in this condition).
Experiment 3
The most important finding from experiment 2 was that task experience indeed seems to be a boundary condition for the negative effect of mismatching compared with matching pictures on learning. We assume that this finding arose because participants adapted their study strategy and started to ignore the mismatching pictures in blocks 2 and 3. Experiment 3 was set up as a direct test of this assumption. Using eye-tracking methodology, we measured participants' attention allocation to the pictures in the matched and mismatched conditions over time. We hypothesised that with increasing task experience, participants in the mismatched condition would allocate less attention to the pictures. We had no specific hypothesis about attention distribution in the matched condition. Because of the smaller sample size in experiment 3 (which was sufficiently large to address our hypotheses regarding attention allocation) and the small effect size in experiments 1 and 2, we expected to replicate the trends in performance scores from experiment 2 (i.e. mismatched < matched in block 1; increase from blocks 1 to 2 in the mismatched condition), but we did not necessarily expect these to be significant.
Method
Participants and Design Participants were 96 Dutch undergraduate university students (M age = 20.35 years, SD = 2.12 years; 80 female) who participated for course credit. All participants were native Dutch speakers with normal or corrected-to-normal vision. Participants were randomly assigned to either the matched or mismatched condition. Within each condition, the picture location was counterbalanced, for half of the participants, the picture was presented above the word, and for the other half, the picture was presented underneath the word, to rule out the possibility that the hypothesised effects would be due to a particular location.
Thirteen participants (nine in the matched and four in the mismatched condition) turned out to be left handed and were therefore excluded from the analyses. The data of the remaining 83 participants (39 in the matched and 44 in the mismatched condition) was scored and analysed.
Apparatus and Materials
The words and pictures were the same as those used in experiment 2, but the definitions were now presented in Dutch. The Vimmi words and pictures were presented in SMI Experiment Center (version 3.3; SensoMotoric Instruments) on a monitor with a resolution of 1680 × 1050 pixels (see Fig. 2 ). Pictures were 500 × 400 pixels; the centre Fig. 2 Example materials. Vimmi word 'Ifra' (to sand) accompanied by the matching picture underneath (left) or above (right) the word of the pictures was either at 656 or at 393 pixels (above or underneath the word, respectively) on the vertical axis and at 825 pixels on the horizontal axis. Participants' eye movements were recorded using an SMI RED 250 eye tracker (SensoMotoric Instruments) that recorded binocularly at 250 Hz using iView software (version 2.8; SensoMotoric Instruments) and subsequently analysed using BeGaze software (version 3.3; SensoMotoric Instruments).
Procedure The procedure was similar to that of experiment 2; participants learned the words in three blocks of five words and had to fill out the mental effort scale and complete a cued recall test after each block. At the start of the experiment, participants were seated in front of the monitor with their head positioned in a chin and forehead rest. The distance to the monitor was approximately 70 cm. After a short introduction, the eye tracker was calibrated using a 5-point calibration plus 4-point validation procedure, and participants were instructed to move as little as possible. After studying the first block of words, participants were allowed to move freely as they had to complete the recall test. After completion of the test, participants were calibrated again, after which the second block started. This procedure was repeated for block 3. The order of the blocks was alternated between participants using a Latin-square design, resulting in three lists per condition. The experiment lasted around 20 min and was administered without breaks.
Scoring and Data Analysis Due to a programming error, five participants in the mismatched condition were presented with one word in the final block twice, while five participants in the matched condition were not presented with this word at all. Two of these ten participants were excluded for being left handed, for the others, this was handled as follows. In the mismatched condition, the eye-tracking data for the second presentation of the word were discarded, and the recall score for the word was replaced with the average score in this condition to eliminate any advantages from the double presentation. In the matched condition, the eye-tracking data in block 3 were based on four words instead of five (as these participants were only presented with four words in block 3), and the recall score for the fifth word (which was missing) was replaced with the average score in the matched condition (see footnote 6).
For the eye-tracking analyses, we first checked the accuracy of calibration. We had to exclude six participants (all from the matched condition) because of inaccurate calibration (i.e. deviation from the four validation points exceeded 1°in one or more word blocks), leaving 77 participants. We then checked the tracking ratio (i.e. the percentage of time for which the eye tracker actually measured the eye movements) for each trial, and trials were excluded when this ratio was more than two standard deviations below the mean. As a result, the data of two other participants in the matched condition were excluded from further analyses as most of their trials (i.e. 13 and 14 out of the 15 trials) had a poor tracking ratio, leaving 75 participants for the eye-tracking analyses (33 in the matched and 42 in the mismatched condition). Eighteen individual trials (six in the matched and twelve in the mismatched condition), divided over 11 participants, were excluded, due to low tracking ratios in these respective trials. Taken together (i.e. including the participants whose trials were entirely excluded), 48 of 1155 trials (4.15 %) were excluded due to too low tracking ratios (see footnote 6). For the remaining 75 participants, mean calibration accuracy for blocks 1, 2 and 3 was 0.40°(SD = 0.12°), 0.40°( SD = 0.13°) and 0.40°(SD = 0.10°), respectively. Average tracking ratio based on the remaining 1107 trials was 88.82 % (SD = 10.75 %).
For the eye-tracking analyses, we defined fixations using a 40°/s velocity threshold and a minimal duration of 100 ms (cf. Holmqvist et al. 2011) . We created two areas of interest (AoIs), one for the word (437 × 184 pixels) and one for the picture (536 × 442 pixels). The part of the screen not covered by either word or picture AoI was labelled as 'white space'. We calculated the percentage of fixation time on the word and picture AoIs by dividing the total fixation duration (i.e. the sum of fixation duration on the word AoI, picture AoI and white space) by the fixation duration on the word or picture AoI, respectively. Finally, to explore whether the time spent looking at the mismatching pictures was indeed associated with lower test performance, we computed the correlation between the test performance and fixation duration on the picture AoI for each condition, per block.
Results
Unless otherwise specified, all data were analysed with a repeated-measure ANOVA with condition (matched or mismatched) as a between-subject factor and word block (first, second, third) as a within-subject factor. Table 3 shows the scores on the cued recall test per condition per block. Numerically, the mismatched condition performed worse than the matched condition, but there was no statistically significant main effect of condition (F(1, 81) = 3.30, p = .073, η p 2 = .04). There was a main effect of word block (F(2, 162) = 13.06, p < .001, η p 2 = .14). Repeated contrasts showed that for all participants, recall performance improved from blocks 1 to 2 (F(1, 81) = 9.67, p = .003, η p 2 = .11) but not from blocks 2 to 3 (F(1, 81) = 3.62, p = .061, η p 2 = .04) (see footnote 6). However, we did not find an interaction effect (F(2, 162) = 0.23, p = .847, η p 2 < .01), probably because -in contrast to experiment 2-performance of participants in the matched condition also improved with task experience (see Table 3 ). Table 3 shows the descriptive statistics of the mental effort scores in experiment 3. The analysis revealed no significant main effect of condition (F(1, 81) = 0.02, p = .894, η p 2 < .01). There was a main effect of word block (F(1.63, 131.76) = 7.39, p = .002, η p 2 = .08) but no interaction effect (F(1.63, 131.76) = 2.20, p = .113, η p 2 = .03). To follow-up on the main effect of word block, repeated contrasts were conducted, which showed that, as in experiment 2, invested mental effort increased from blocks 1 to 2 (F(1, 81) = 12.52, p = .001, η p 2 = .13) and remained stable from blocks 2 to 3 (F(1, 81) = 0.08, p = .780, η p 2 < .01). Eye Movement Data As stated earlier, participants were presented with each definition twice, first without and then with a picture present. We analysed the eye movement data for the second part of the trials, in which a picture was present. As we only postulated hypotheses about the picture AoI, we did not analyse the data on the word AoI, but for completeness, we do provide the descriptive statistics in Table 4 . The analysis of the percentage of fixation time on the picture revealed a main effect of condition (F(1, 73) = 41.80, p < .001, η p 2 = .36), showing that participants in the mismatched condition fixated less on the pictures than participants in the matched condition. Furthermore, we found a main effect of word block (F(1.83, 133.72) = 32.22, p < .001, η p 2 = .31), indicating that participants allocated less attention to the picture AoI over the course of the experiment. The interaction effect did not reach statistical significance (F(1.83, 133.72) = 2.93, p = .062, η p 2 = .04). However, the pattern of the mean fixation times across conditions seems to suggest that the decrease in fixation time on the picture AoI was larger in the mismatched condition.
Test Performance
Mental Effort
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The descriptive statistics for the word AoI suggest that the attention that was no longer allocated to the picture was now dedicated to the word.
Exploratory Analysis: Correlation Between Picture Fixation and Test Performance To explore whether more attention to the mismatching pictures was indeed associated with lower recall performance, we computed the correlation between picture fixation time and test performance for each condition, per block. In the matched condition, we found no significant correlations between picture fixation time and test performance in any of the blocks: block 1, r(31) = −.104 (p = .566); block 2, r(31) = .031 (p = .866); and block 3, r(31) = −.174 (p = .333). In the mismatched condition, there was a negative correlation between picture fixation time and test performance, which became stronger with increasing task experience: block 1, r(40) = −.120 (p = .448); block 2, r(40) = −.310 (p = .046); and block 3, r(40) = −.523 (p < .001). 6 Exclusion of the eight participants who were affected by the programming error would have a minor impact on our results. Performance scores: The difference between blocks 2 and 3 is now significant (F(1, 73) = 6.26, p = .015, η p 2 = .08); eye movement data: the interaction between condition and word block is now significant (F(2, 130) = 4.10, p = .019, η p 2 = .06). The exclusion of the 48 trials for which the tracking ratio was to low also had a minor impact on our results for the eye movement data: without the exclusion, the condition × word block interaction was significant (F(1.82, 136.27) = 3.23, p = .042, η p 2 = 0.04).
Exploratory Analysis: Picture Fixation During/After the Definition Was Spoken The pattern of results in the main analysis, indicating that fixation time on the picture AoI decreased over time, and seemed to decrease more strongly in the mismatched condition, is in line with our hypothesis that participants allocate less attention to the mismatching pictures with increasing task experience. However, due to our experimental setup (i.e. all trials lasted 11 s, while the audio was shorter, M length = 4.81 s, SD = 0.88 s.), it is unclear to what extent the picture is being ignored during encoding of the verbal definition. Therefore, an exploratory analysis was performed, analysing the fixation data during the time the audio was playing, and after the audio had stopped (see Appendix Table 6 for audio length per Vimmi word definition). Because audio duration differed among words (with some definitions being longer than others), we could not compare absolute fixation times during or after the audio. Instead, we calculated the relative fixation duration by dividing the fixation duration on each AoI by the audio length (for during the audio) or non-audio length (for after the audio ended). Because we assumed that the pictures would hinder the encoding of the spoken definitions, attention allocation during the audio was of most interest. We performed a 3 (word block: first, second, third) × 2 (audio: during or after) × 2 (condition: matched or mismatched) ANOVA on picture fixation duration. The analysis revealed a main effect of condition (F(1, 73) = 39.45, p < .001, η p 2 = .36), showing that participants in the mismatched condition looked less at the picture AoI than participants in the matched condition (see Table 5 ). Furthermore, we found a main effect of word block (F(2, 146) = 40.50, p < .001, η p 2 = .36), indicating that the relative fixation duration on the picture AoI decreased with increasing task experience. This main effect was qualified by an interaction effect between word block and condition (F(2, 146) = 3.87, p = .023, η p 2 = .05), showing that the decrease in relative fixation duration was strongest in the mismatched condition. The main effect of audio was also significant (F(1, 73) = 374.06, p < .001, η p 2 = .84), indicating that after the audio ended, relative fixation duration on the picture AoI decreased. The audio × condition and word block × audio interaction effects were not significant, respectively (F(1, 73) = 0.85, p = .360, η p 2 = .01 and F(2, 146) = 2.29, p = .105, η p 2 = .03). However, the word block × audio × condition interaction effect was significant (F(2, 146) = 3.73, p = .026, η p 2 = .05). This suggests that the relative picture fixation difference between the matched and mismatched condition decreased more strongly over time during the audio than after the audio. Table 5 Mean (and SD) relative fixation duration on the picture and word AoI as a function of word block and condition, split out for during audio and after audio 
Discussion
The eye movement data of experiment 3 are in line with our hypothesis that with increasing task experience, participants in the mismatched condition allocated less attention to the pictures. Interestingly, they seemed to pay less attention to the pictures overall (i.e. from the start) than participants in the matched condition. Furthermore, participants in the matched condition also looked less at the pictures with increasing task experience. However, this decrease was stronger in the mismatched condition (although the interaction in the main analysis did not reach statistical significance, see footnote 6). Moreover, only in the mismatched condition did we find an increasingly negative correlation between fixation time on the picture AoI and test performance: In blocks 2 and 3, less looking at the mismatching pictures was associated with higher test performance. Thus, it seems that students are indeed capable of adapting their study strategy and start to ignore extraneous information that is not relevant for -and may even interfere with-the learning task. Similar to experiment 2, invested mental effort increased from blocks 1 to 2 and remained stable from blocks 2 to 3. Again, this is likely a result of participants' experience with the first recall test. In contrast to experiment 2, however, the increased effort investment seems to have translated into better test performance in blocks 2 and 3 in both conditions. Whereas we had expected this for participants in the mismatched condition, we did not expect recall performance of participants in the matched condition to improve based on experiment 2. It seems that participants in experiment 3 scored somewhat lower on the cued recall test after block 1 than participants in experiment 2 (Tables 2 and 3) , leaving more room for improvement in the matched condition in experiment 3. We cannot rule out that awareness of being eye tracked had something to do with this lower performance in the first block, although very few studies have addressed effects of eye tracking on viewing behaviour (see Nasiopoulos et al., 2015; Risko & Kingstone, 2011) , and we do not know of studies addressing effects on learning or performance, so this remains speculative. It should also be kept in mind that this might just be chance variation due to the smaller sample size in experiment 3.
The exploratory analysis on viewing behaviour during and after the spoken definition suggests that attending to the mismatching pictures negatively affects word learning in the first block by disrupting the encoding of the verbal definition. That is, overall, more attention was paid to the pictures while listening to the verbal definition than after, but the difference in attention to the pictures decreased more strongly over time in the mismatched than matched condition while hearing the verbal definition than after the audio had ended. In other words, the increase in recall performance in the mismatched condition over time seems to result mainly from being able to ignore the pictures while listening to the verbal definition.
General Discussion
According to the coherence principle in multimedia learning, presenting extraneous information that is not relevant for the learning task should be avoided, because it hinders learning (Mayer & Fiorella, 2014) . However, based on eye-tracking research (e.g. Haider & Frensch, 1999) , we hypothesised that task experience might be a boundary condition for the negative effect of extraneous information on learning. With increasing task experience, learners might adapt their study strategy and ignore extraneous information, which would reduce or lift the negative effects on learning. We assessed this hypothesis in a series of three experiments. Although we did not find evidence for a coherence effect, we did establish that being presented with pictures that mismatched the action words to be learned, had a negative effect on learning outcomes compared with being presented with pictures that matched the action to be learned (experiment 1). We then confirmed that task experience nullified this negative effect (experiment 2), and finally, established that participants indeed adapted their study strategy, allocating less attention to the pictures over time, especially to the mismatching pictures (experiment 3).
Theoretical Relevance
Although we did not find a multimedia effect of matching pictures, or a coherence effect of mismatching pictures, in the sense that neither picture condition differed significantly from the control condition, we did find a negative effect of mismatching compared with matching pictures on word learning. This difference was interesting for our purpose of investigating whether task experience affects processing of mismatching pictures and thereby, learning outcomes. Our findings -as summarized at the beginning of the 'General Discussion'-are relevant for theories of (multimedia) learning and instructional design.
First, they confirm directly (using eye tracking) the mechanism through which the presentation of extraneous information that is irrelevant for and conflicts with the task at hand initially hinders learning. That is, our findings show that such information initially captures attention (i.e. is being processed). This presumably hinders learning by drawing on valuable working memory resources that can no longer be used for processes relevant for learning (Kalyuga & Sweller, 2014 , Sweller et al., 2011 and/or by actively conflicting with the to be learned information (cf. Mayer et al., 2007) . The additional exploratory analyses of the eye-tracking data provide some more insight into the potential mechanisms through which this occurs. First, the reduction in attention to the extraneous information (i.e. mismatching pictures) was associated with an increase in test performance (i.e. negative correlation that became stronger over time). Second, participants seemed to suppress attention to the extraneous information over time particularly while the verbal definition was spoken (i.e. during encoding). Since the reduction in attention was associated with improved performance, this suggests that the extraneous information particularly interferes with encoding. Such direct tests of assumptions about the (attentional) mechanisms underlying multimedia principles are important, because they can support existing ideas about how and why effects on learning occur, or may generate new insights and explanations for these principles . Thus far, eye-tracking research on the coherence principle is scarce and focussed mostly on effects of presenting 'seductive details' (e.g. Lehman et al., 2007; Rey, 2014; Sanchez & Wiley, 2006) . Seductive details are additional but irrelevant pieces of information (pictures, text) that are usually added in an attempt to increase learners' interest or motivation, but have the (unintended) side effect that they often hamper learning. Our findings are in line with those from the eye-tracking studies on seductive details. These studies showed that seductive details hampered test performance by attracting attention, reducing the time learners spent on the relevant learning materials (Lehman et al., 2007) . Furthermore, this effect was stronger for participants with lower attention control (Rey, 2014) or working memory capacity (Sanchez & Wiley, 2006) . Second, our findings not only reinforce but also extend prior multimedia research by showing that initial negative effects of extraneous information on learning disappear because people learn to adapt their study strategy. Furthermore, this finding also extends prior eyetracking research. It had been shown that people learn to ignore task-irrelevant information during task performance as a result of task experience (Haider & Frensch, 1999) or increased prior knowledge Hegarty et al., 2010 ). Our findings demonstrate that people can also learn to ignore irrelevant information during learning, and that this is associated with better learning outcomes. Thus, our findings suggest that task experience may be a boundary condition for the negative effect of extraneous information on learning, because participants stop allocating attention to this information.
Third, the finding that learners seem able to adapt their study strategy to cope with the extraneous information (at least when this information always appears in the same location), without explicit instruction to do so, demonstrates the importance of studying multimedia learning principles over time, taking into account potential changes in study strategy. This focus on spontaneous adaptations of study strategies in multimedia learning is scarce, but fits well with a relatively new line of research in which participants are successfully instructed to self-manage their cognitive load during multimedia learning by changing their study strategy (e.g. Agostinho et al., 2013; Gordon et al., 2016; Roodenrys et al., 2012) , and with research on training multimedia learning strategies (e.g. Bodemer et al., 2004; Mason et al., 2016; Stalbovs et al., 2015) . These studies on strategy training, combined with those of the present study, show the importance of studying multimedia learning principles over time, as participants might be able to overcome suboptimal instructional design, with or without explicit instruction to do so.
Although these findings on effects of task experience may bring to mind an 'expertise reversal effect' (Kalyuga, 2014) , they are rather different. The expertise reversal effect states that learning materials that are essential and non-redundant for novices become redundant when learners gain or have more prior knowledge, at which point they will no longer aid, and might even hinder learning. Thus, an expertise reversal effect would imply that information becomes extraneous and starts to hamper learning as task experience increases, whereas in our study the extraneous information stops hampering learning as task experience increases. Moreover, in contrast to the expertise reversal effect, participants in our study did not gain experience with (or knowledge of) the task content (i.e. the word definitions) over time, but with the task presentation.
Limitations and Future Research
A limitation of the present study lies in the materials used. In experiments 1a and 1b, we failed to establish a coherence effect, as there was no negative effect of mismatching pictures compared with a no-picture control condition. We did, however, find a small but significant and consistent negative effect on learning of mismatching compared with matching pictures, which was suitable for addressing our main hypothesis that such a negative effect might diminish with task experience. Furthermore, the learning materials used in the present study were specifically designed to test our hypothesis and as such have rather low ecological validity. Yet, pictures that are irrelevant for the learning task, and might even conflict with it, are ubiquitous in textbooks and e-learning materials, and our study provides a first indication that students can learn to ignore this extraneous information, and that when they do, it no longer hampers their learning.
Future research should investigate the process by which this occurs in more detail. For instance, it is possible that it was relatively easy to suppress attention to the pictures in the present study, because they always appeared in the same location. An interesting question, therefore, is whether participants have truly learned that the content mismatched the definitions. In this case, they would continue to ignore the pictures even when the location would suddenly change (which would indicate a relatively conscious process of attention inhibition).
Another potential limitation of our materials is that our mismatching pictures were not only irrelevant for learning the action word definition, but might also have actively interfered with learning, by depicting another action. Therefore, it would be interesting for future research to further disentangle effects of various types of extraneous information. For instance, one could use decorative pictures that are superficially related to the action but do not conflict with the tobe-learned definition (e.g. a picture of a toolbox with a wrench, hammer and sanding paper inside when learning that ifra means to polish or scrape with sandpaper). An interesting question is whether it would be more difficult for participants to learn to ignore such pictures, as the lack of conflict might make it less obvious that the pictures can/should be ignored.
Moreover, it would be interesting to examine whether our findings would generalize to more ecologically valid and more complex materials that test meaningful learning instead of rote memory (as the present materials required). This would also allow for determining whether our findings would also extend to other types of coherence effects, such as the presentation of unnecessary elaborations or details when learning from illustrated texts. When the learning materials and the type of learning that is required become more complex, it may become less obvious what information is and is not relevant for learning, which may make it harder for learners to adapt their study strategy. Relatedly, the way in which extraneous information is presented may also affect how easily students can learn to ignore it. For instance, it may be harder for learners to start to ignore irrelevant text when it is integrated in pictures (cf. Bobis et al., 1993; Chandler & Sweller, 1991) or to ignore incoherent additional explanations about mechanical systems that interfere with learning the relevant materials (Mayer et al., 2007) than it is to ignore a picture (that always appears in the same location) in its entirety. At the same time, it is arguably even more important to be able to ignore extraneous information in complex materials such as illustrated texts, as such materials already pose a high demand on limited working memory resources.
Finally, it would also be relevant to address the role of individual differences in attention control or working memory (cf. Rey, 2014; Sanchez & Wiley, 2006) in future research. Such individual differences, might affect whether people learn to ignore task-irrelevant information or the rate with which they learn to do so.
Practical Relevance
Despite these limitations, our findings may prove to be relevant for educational practice. Although our findings require replication with more complex learning materials and more complex types of learning, our study provides a first indication that students can learn to ignore extraneous information, and that when they do, it no longer hampers their learning. Moreover, although learning was 'merely' defined in terms of rote memory in the present study, this also has its place in educational practice. When learning a new language, for example, it is important to first acquire a sufficient vocabulary before learning grammar. As Wilkins (1972, pp. 111-112) put it: '... while without grammar very little can be conveyed, without vocabulary nothing can be conveyed'.
Knowing that learners might be able to adapt their study strategies and ignore extraneous information with task experience, is relevant for instructional designers. That is, it is very hard for instructional designers to take into account all multimedia principles at once, because individual learner characteristics may interact with some of the principles. For example, the split attention principle states that information from two mutually referring sources (e.g. text and picture) should be integrated rather than presented separately (Ayres & Sweller, 2014) . However, whereas the integrated text may be crucial for novices' understanding, it can become redundant, and start to hamper learning for more advanced learners (Kalyuga & Sweller, 2014) . Therefore, it is important to investigate whether and to what extent students themselves are able to adapt their study strategy spontaneously or after training, and we took a first step in that direction.
Conclusion
Concluding, this study suggests that task experience may be a boundary condition for the negative effect of extraneous information on learning, because experience allows learners to change their study strategies to cope with (i.e. ignore) information that interferes with their learning. Future research should establish whether this boundary condition generalizes to more complex learning and other types of extraneous information. If so, this is relevant knowledge for multimedia learning theories as well as for instructional designers. 
