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Introduccio´n
El matema´tico Marshall Harvey Stone (abril 8 de 1903, ciudad de Nueva York - enero 9
de 1989, Madra´s, India), trascendio´ en la historia con sus contribuciones al ana´lisis funcional,
el ana´lisis real, la topolog´ıa y el estudio de las a´lgebras booleanas. En esta u´ltima a´rea se
destaca su descubrimiento y demostracio´n del Teorema de representacio´n de Stone (1936),
este se refiere a que toda a´lgebra booleana es isomorfa a un conjunto de subconjuntos de
algu´n conjunto. Tras su publicacio´n, este resultado cobro´ importancia en diversas a´reas de la
matema´tica como la lo´gica, el a´lgebra, la topolog´ıa y la teor´ıa de categor´ıas, adema´s de ser
la base de la investigacio´n del nuevo campo de estudio llamado hoy en d´ıa dualidad de Stone.
El teorema de representacio´n de Stone para a´lgebras booleanas se puede generalizar pa-
ra ret´ıculos distributivos de la siguiente forma: todo ret´ıculo distributivo es isomorfo a un
conjunto de subconjuntos de algu´n conjunto. Este resultado tambie´n es llamado teorema de
representacio´n de Stone porque fue demostrado por el mismo Marshall Stone.
Los teoremas de Stone que han sido enunciados anteriormente constituyen una repre-
sentacio´n de ret´ıculos distributivos y de a´lgebras booleanas en el conjunto potencia P(X).
Siguiendo con los conjuntos ordenados, tambie´n se demuestra que todo conjunto ordenado
es isomorfo a un conjunto de subconjuntos de algu´n conjunto. Estas tres representaciones
conforman de manera general la representacio´n conjuntista de las estructuras ordenadas.
En las representaciones conjuntistas, en realidad los subconjuntos que representan la
estructura ordenada son componentes importantes de ciertos espacios topolo´gicos: abier-
tos ba´sicos, abiertos cerrados o incluso abiertos compactos. El ana´lisis de estos conceptos
topolo´gicos determina una representacio´n de las estructuras de orden en las estructuras to-
polo´gicas. En el caso de un conjunto ordenado la representacio´n genera una topolog´ıa sobre
el mismo conjunto, en el caso de los ret´ıculos distributivos y las a´lgebras boolenas la repre-
sentacio´n genera ciertos espacios topolo´gicos llamados espacios de pre-Stone y espacios de
Stone. All´ı ma´s que una representacio´n se tiene una correspondencia entre las estructuras
de los ret´ıculos distributivos con la de los espacios de pre-Stone y de las a´lgebras booleanas
con la de los espacios de Stone. Estas tres representaciones conforman de manera general la
representacio´n topolo´gica de las estructuras ordenadas.
Por fin, se observa que las diferentes representaciones de las estructuras ordenadas cons-
tituyen funtores entre distintas categor´ıas. As´ı se tiene un funtor de la categor´ıa Ord de
los conjuntos ordenados en la categor´ıa Top de los espacios topolo´gicos, un funtor contrava-
riante de la categor´ıa Red de los ret´ıculos distributivos en la categor´ıa pSt de los espacios
de pre-Stone y un funtor contravariante de la categor´ıa Boo de las a´lgebras booleanas en
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la categor´ıa Sto de los espacios de Stone. Puesto que para ret´ıculos distributivos y a´lgebras
booleanas se tiene una correspondencia biyectiva ma´s que una simple representacio´n, resultan
de igual manera funtores contravariantes de la categor´ıa pSt en Red y de la categor´ıa Sto en
Boo. Los funtores compuestos resultantes conllevan a isomorfismos naturales de las distintas
categor´ıas, y as´ı se determina la equivalencia entre ellas. Esto constituye la representacio´n
de las estructuras ordenadas en el contexto de la teor´ıa de categor´ıas.
El desarrollo del trabajo presente sigue los tres pasos indicados arriba. En el cap´ıtulo 1
se estudia la representacio´n conjuntista para las estructuras de conjuntos ordenados, semi-
rret´ıculos, ret´ıculos distributivos y a´lgebras booleanas, en ese orden. En el cap´ıtulo 2 primero
se revisan algunas nociones topolo´gicas requeridas y luego se detallan los espacios topolo´gicos
asociados a conjuntos ordenados, ret´ıculos distributivos y a´lgebras booleanas. Por fin, en el
cap´ıtulo 3 se presentan las nociones ba´sicas de la teor´ıa de categor´ıas y se explica co´mo las
representaciones estudiadas determinan equivalencias entre determinadas categor´ıas.
El material estudiado en esta investigacio´n se encuentra disperso en la bibliograf´ıa y con
este escrito no se pretende ninguna novedad teo´rica. Sin embargo, como se observara´, estos
temas no esta´n desarrollados de manera homoge´nea sino que se encuentran diferencias sutiles
pero profundas entre los diferentes autores, adema´s todo el material consultado se encuentra
en ingle´s. De esta manera el aporte del documento presente consiste en la exposicio´n ordenada
del tema, desde los conjuntos hasta las categor´ıas; en la explicacio´n precisa de los detalles
te´cnicos involucrados; y, para terminar, en que constituye una de las primeras referencias a
este tema disponible en espan˜ol.
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Cap´ıtulo 1
Representacio´n conjuntista
En la teor´ıa de a´lgebras booleanas es bien conocido el hecho de que cualquiera de tales
estructuras se puede considerar como la suba´lgebra del ret´ıculo de subconjuntos de algu´n
conjunto. En este cap´ıtulo se estudia con todo detalle ese resultado pero adema´s se elaboran
representaciones similares para ret´ıculos distributivos, para semirret´ıculos y, en general, para
cualquier conjunto ordenado.
1.1. Preliminares
A fin de precisar la nomenclatura y la notacio´n, la primera seccio´n de cada cap´ıtulo
esta´ destinada a consignar las definiciones y los resultados ba´sicos. Aunque la mayor´ıa de
estos hechos se demuestran con detalle, en algunos casos se omiten las pruebas o se remite
el lector a la bibliograf´ıa pertinente.
Conjuntos ordenados
El contexto ma´s general de este trabajo es el de los conjuntos ordenados.
Definicio´n 1.1. Se dice que un conjunto P es un conjunto parcialmente ordenado (poset)
si existe sobre P un orden parcial, es decir, si en P esta´ definida una relacio´n binaria ≤ que
satisface:
i) Reflexiva: Para cada a ∈ P , a ≤ a.
ii) Antisime´trica: Para cada a, b ∈ P , a ≤ b y b ≤ a implica a = b.
iii) Transitiva: Para cada a, b, c ∈ P , a ≤ b y b ≤ c implica a ≤ c.
Ejemplo 1.1. Dado el conjunto de tres elementos {x, y, z} se considera la familia de todos
sus subconjuntos, ordenados por la inclusio´n.
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∅{x} {z}
{x, z}
{x, y, z}
{y}
{x, y} {y, z}
b
b b
b
b
b
b b
Este gra´fico, muy comu´n en el tema, se conoce como el diagrama de Hasse del conjunto
parcialmente ordenado.
Ejemplo 1.2. El conjunto P(X) de un conjunto X es un conjunto parcialmente ordenado
por la inclusio´n.
Ejemplo 1.3. En un espacio vectorial V , el conjunto de todos los subespacios ordenado por
la inclusio´n forma un conjunto parcialmente ordenado.
Ejemplo 1.4. Dado un conjunto X y un conjunto parcialmente ordenado P , el espacio
funcional que contiene todas las funciones f : X −→ P es un conjunto parcialmente ordenado,
donde para f y g elementos del espacio funcional se define f ≤ g si para todo x ∈ X se tiene
f(x) ≤ g(x).
Nota 1.1. Dado un conjunto ordenado (P,≤) para cada elemento p ∈ P se tomara´ p ↓ =
{a ∈ P
∣∣ a ≤ p} como la “cola a izquierda” en p; de igual forma es p ↑ = {a ∈ P ∣∣ p ≤ a}.
Definicio´n 1.2. Sean (P,≤) y (Q,≪) conjuntos ordenados. Una funcio´n f : P −→ Q
respeta el orden si x ≤ y implica f(x)≪ f(y).
Semirret´ıculos inferiores
Definicio´n 1.3. Un conjunto parcialmente ordenado (S,≤) se llama semirret´ıculo inferior
si cada par de elementos a, b ∈ S tiene ma´xima cota inferior ( inf), denotada a ∧ b.
a ∧ b
a b
b
b b
Ejemplo 1.5. El conjunto P(X) de partes de un conjunto X ordenado por inclusio´n es un
semirret´ıculo inferior donde para A,B ∈ P(X) se tiene el inf como A ∩B.
Ejemplo 1.6. El conjunto Z+ de los enteros positivos con la divisibilidad es un semirret´ıculo
inferior donde para a, b ∈ Z+ se tiene el inf como MCD(a, b).
Ejemplo 1.7. Todo conjunto ordenado total (o lineal) es un semirret´ıculo inferior, donde
para a, b elementos del conjunto se tiene el inf como min{a, b}.
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Afirmacio´n 1.1. Un semirret´ıculo inferior se puede definir como una estructura algebraica
(S,∧) que cumple los siguientes axiomas:
i) a ∧ (b ∧ c) = (a ∧ b) ∧ c.
ii) a ∧ b = b ∧ a.
iii) a ∧ a = a.
Para la demostracio´n, ve´ase [5] o [8].
Definicio´n 1.4. Un homomorfismo de semirret´ıculos inferiores es una funcio´n f : S −→ T
tal que f(a ∧ b) = f(a) ∧ f(b).
Afirmacio´n 1.2. Un homomorfismo de semirret´ıculos inferiores respeta el orden.
Demostracio´n. Si a ≤ b entonces a∧b = a de donde f(a) = f(a∧b) = f(a)∧f(b) ≤ f(b).
Nota 1.2. El rec´ıproco no vale, por ejemplo se tiene la adherencia de la topolog´ıa usual entre
los subconjuntos de R.
Semirret´ıculos superiores
Definicio´n 1.5. Un conjunto ordenado (S,≤) se llama semirret´ıculo superior si cada par de
elementos a, b ∈ S tiene mı´nima cota superior ( sup), denotada a ∨ b.
a b
a ∨ b
b b
b
Ejemplo 1.8. El conjunto P(X) de partes de un conjunto X es un semirret´ıculo superior
donde para A,B ∈ P(X) se tiene el sup como A ∪B.
Ejemplo 1.9. El conjunto Z+ con la divisibilidad es un semirret´ıculo superior donde para
a, b ∈ Z+ se tiene el sup como mcm(a, b).
Ejemplo 1.10. Todo conjunto ordenado total es un semirret´ıculo superior, donde para a, b
elementos del conjunto se tiene el sup como max{a, b}.
Afirmacio´n 1.3. Un semirret´ıculo superior se puede definir como una estructura algebraica
(S,∨) que cumple los siguientes axiomas:
i) a ∨ (b ∨ c) = (a ∨ b) ∨ c.
ii) a ∨ b = b ∨ a.
iii) a ∨ a = a.
Definicio´n 1.6. Un homomorfismo de semirret´ıculos superiores es una funcio´n f : S −→ T
tal que f(a ∨ b) = f(a) ∨ f(b).
Afirmacio´n 1.4. Un homomorfismo de semirret´ıculos superiores respeta el orden.
Nota 1.3. El rec´ıproco no vale, por ejemplo se tiene el interior de la topolog´ıa usual entre
los subconjuntos de R.
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Ret´ıculos
Siguiendo a [8], en la nocio´n de ret´ıculo se incluye la existencia de ma´ximo y mı´nimo.
Definicio´n 1.7. Un conjunto parcialmente ordenado (R,≤) se llama un ret´ıculo si cada par
de elementos a, b ∈ R tiene inf (denotado a∧b) y sup (a∨b), adema´s se requiere que R posea
elemento mı´nimo (denotado 0) y elemento ma´ximo (1).
a b
a ∨ b
a ∧ b
b b
b
b
Es decir, un ret´ıculo es a la vez un semirret´ıculo superior e inferior, que adema´s tiene
ma´ximo y mı´nimo.
Ejemplo 1.11. El conjunto R = {0, a, b, c, d, 1} ordenado como sigue es un ret´ıculo.
0
1
a b
c d
b
b b
b
b b
Ejemplo 1.12. El siguiente ret´ıculo se puede obtener como los divisores positivos de 6.
0
a b
1
b
b b
b
Ejemplo 1.13. El conjunto P(X) de partes de un conjunto X , ordenado por la inclusio´n,
es un ret´ıculo donde para A,B ∈ P(X) se tiene el inf como A ∩ B y el sup como A ∪B.
Ejemplo 1.14. Los ideales de un anillo A, ordenado por la inclusio´n, forman un ret´ıculo
donde para I, J ideales se tiene el inf como I ∩ J y el sup como I + J .
Ejemplo 1.15. Las topolog´ıas de un conjunto X , ordenadas por la inclusio´n, forman un
ret´ıculo donde para τ , µ topolog´ıas se tiene el inf como τ ∩ µ y el sup como la topolog´ıa
generada por τ ∪ µ.
12
Nota 1.4. El ret´ıculo ma´s sencillo es el constituido por dos elementos {0, 1} y se denota 2.
Las operaciones ∧, ∨ se pueden expresar mediante tablas que resultan muy familiares en la
lo´gica proposicional:
x y x ∧ y x ∨ y
1 1 1 1
1 0 0 1
0 1 0 1
0 0 0 0
En el ret´ıculo 2 se cumplen las siguientes dos equivalencias que no valen en general:
x ∧ y = 0 si y solo si x = 0 o y = 0.
x ∨ y = 1 si y solo si x = 1 o y = 1.
Afirmacio´n 1.5. Un ret´ıculo se puede definir como una estructura algebraica (R,∧,∨, 0, 1)
donde (R,∧) es un semirret´ıculo inferior, (R,∨) es un semirret´ıculo superior y adema´s cum-
ple los siguientes axiomas:
i) a ∧ (a ∨ b) = a = a ∨ (a ∧ b).
ii) a ∧ 1 = a = a ∨ 0.
De nuevo, la demostracio´n se puede encontrar en [5] o [8].
Definicio´n 1.8. Un homomorfismo de ret´ıculos es una funcio´n f : R −→ P tal que f(a∧b) =
f(a) ∧ f(b), f(a ∨ b) = f(a) ∨ f(b), f(0) = 0 y f(1) = 1.
Afirmacio´n 1.6. Un homomorfismo de ret´ıculos respeta el orden.
Nota 1.5. El rec´ıproco no vale, como ejemplo se tiene el caso mostrado en la nota 1.3.
Ret´ıculos distributivos
Definicio´n 1.9. Un ret´ıculo R es distributivo si satisface las leyes distributivas a∧ (b∨ c) =
(a ∧ b) ∨ (a ∧ c) y a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c) para cada a, b, c ∈ R.
Ejemplo 1.16. El siguiente ret´ıculo R es distributivo, con R = {0, a, b, c, 1}.
0
a b
c
1
b
b b
b
b
Ejemplo 1.17. El conjunto P(X) de partes de un conjunto X ordenado por inclusio´n es un
ret´ıculo distributivo.
Ejemplo 1.18. El conjunto Z+ con la divisibilidad es un ret´ıculo distributivo.
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A´lgebras booleanas
Definicio´n 1.10. Un a´lgebra booleana es un ret´ıculo distributivo B en el cual cada elemento
a posee un complemento, esto es un elemento c tal que
a ∧ c = 0, a ∨ c = 1.
Afirmacio´n 1.7. En un a´lgebra booleana, el complemento de cada elemento es u´nico.
Hay una prueba en [5]. Como consecuencia, el u´nico complemento del elemento a ∈ B se
denota a ′. Esto da lugar a una operacio´n ′ : B −→ B sujeta a los axiomas:
a ∧ a ′ = 0, a ∨ a ′ = 1.
Ejemplo 1.19. El ret´ıculo 2 de la nota 1.4 es un a´lgebra booleana.
Ejemplo 1.20. El conjunto P(X) de partes de un conjunto X , ordenado por la inclusio´n,
es un a´lgebra booleana. El complemento algebraico de un subconjunto A ⊆ X es su comple-
mento conjuntista A ′ = Ac = X rA.
Ejemplo 1.21. Dado n ∈ Z+ con n libre de cuadrados, el conjunto de todos los divisores
positivos de n con el inf como el ma´ximo comu´n divisor y el sup como el mı´nimo comu´n
mu´ltiplo es un a´lgebra booleana.
Definicio´n 1.11. Un homomorfismo de a´lgebras booleanas es una funcio´n f : B −→ D tal
que f(a ∧ b) = f(a) ∧ f(b), f(a ∨ b) = f(a) ∨ f(b), f(0) = 0, f(1) = 1 y f(a ′) = (f(a)) ′.
Afirmacio´n 1.8. Un homomorfismo de a´lgebras booleanas respeta el orden.
1.2. Representacio´n de conjuntos ordenados
Cualquier conjunto ordenado se puede considerar como un subconjunto del conjunto orde-
nado de las partes de algu´n conjunto. De la nota 1.1 se recuerda que, para un orden arbitrario,
se define
x ↓ =
{
a
∣∣ a ≤ x} .
Afirmacio´n 1.9. En un conjunto parcialmente ordenado (P,≤) se tiene x ≤ y si y solo si
x ↓ ⊆ y ↓, para cada x, y ∈ P .
Demostracio´n. Sean x, y ∈ P .
En una direccio´n:
Si x ≤ y, tomemos a ∈ x ↓, si y solo si a ≤ x, luego a ≤ y, si y solo si a ∈ y ↓. As´ı x ↓ ⊆ y ↓.
En la otra direccio´n:
Como x ∈ x ↓ porque x ≤ x, la inclusio´n x ↓ ⊆ y ↓ implica x ∈ y ↓, es decir, x ≤ y.
Corolario 1.1. Para x, y ∈ P se tiene x = y si y solo si x ↓ = y ↓.
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Demostracio´n. Pues x = y si y solo si x ≤ y y y ≤ x, si y solo si x ↓ ⊆ y ↓ y y ↓ ⊆ x ↓, si y
solo si x ↓ = y ↓.
Teorema 1.1. Para cualquier conjunto ordenado P existe una funcio´n inyectiva de (P,≤)
en (P(P ),⊆) que respeta el orden.
Demostracio´n. Se define F : P −→ P(P ) como F (x) = x ↓ para cada x ∈ P .
Sean x, y ∈ P tales que F (x) = F (y), si y solo si x ↓ = y ↓, si y solo si x = y por el corolario
1.1, luego F es inyectiva. Por la afirmacio´n 1.9 se cumple que F respeta el orden.
Corolario 1.2. Cualquier conjunto ordenado es isomorfo a un conjunto de subconjuntos de
algu´n conjunto.
Demostracio´n. Tomaremos F : P −→ P(P ) donde F (x) = x ↓. Como F es inyectiva, su
restriccio´n entre P y su imagen es biyectiva y adema´s respeta el orden. Esta imagen es
{F (x)
∣∣ x ∈ P} = {x ↓ ∣∣ x ∈ P}.
De esta forma cualquier conjunto ordenado se representa en un conjunto de subconjuntos.
1.3. Representacio´n de semirret´ıculos
La forma de ver los conjuntos ordenados como conjuntos de subconjuntos se extiende
sin dificultad a los semirret´ıculos inferiores, y adema´s resulta en un homomorfismo de estas
estructuras.
Afirmacio´n 1.10. En un semirret´ıculo inferior (S,∧) se cumple (x∧ y) ↓ = x ↓ ∩ y ↓, para
cada x, y ∈ S.
Demostracio´n. Para a ∈ S se tiene a ∈ (x ∧ y) ↓ si y solo si a ≤ x ∧ y, si y solo si a ≤ x y
a ≤ y, si y solo si a ∈ x ↓ y a ∈ y ↓, si y solo si a ∈ x ↓ ∩ y ↓.
Teorema 1.2. Para cualquier semirret´ıculo inferior S existe un homomorfismo inyectivo de
(S,∧) en (P(S),∩).
Demostracio´n. Se define F : S −→ P(S) como F (x) = x ↓ para cada x ∈ S.
Sean x, y ∈ S tales que F (x) = F (y), si y solo si x ↓ = y ↓, si y solo si x = y como en el
corolario 1.1, luego F es inyectiva. Tambie´n se cumple que es un homomorfismo ya que por
la afirmacio´n 1.10 se tiene F (x ∧ y) = (x ∧ y) ↓ = x ↓ ∩ y ↓ = F (x) ∩ F (y).
Corolario 1.3. Cualquier semirret´ıculo inferior es isomorfo a un conjunto de subconjuntos
de algu´n conjunto.
Demostracio´n. Tomaremos F : S −→ P(S) donde F (x) = x ↓. Como F es inyectiva, su
restriccio´n entre S y su imagen es biyectiva y adema´s es un homomorfismo, luego se trata de
un isomorfismo. La imagen es {F (x)
∣∣ x ∈ S} = {x ↓ ∣∣ x ∈ S}.
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A continuacio´n se presentan los resultados duales en los semirret´ıculos superiores. Por eso
se omiten las demostraciones.
Afirmacio´n 1.11. En un semirret´ıculo superior (S,∨) se cumple (x∨y) ↑ = x ↑ ∩ y ↑, para
cada x, y ∈ S.
En este caso, se define G : S −→ P(S) como G(x) = (x ↑)c para cada x ∈ S, y entonces
G(x ∨ y) = ((x ∨ y) ↑)c = (x ↑ ∩ y ↑)c = (x ↑)c ∪ (y ↑)c = G(x) ∪G(y).
Teorema 1.3. Para cualquier semirret´ıculo superior S existe un homomorfismo inyectivo de
(S,∨) en (P(S),∪).
Corolario 1.4. Cualquier semirret´ıculo superior es isomorfo a un conjunto de subconjuntos
de algu´n conjunto.
De esta manera, cualquier semirret´ıculo (inferior o superior) se representa en un conjunto
de subconjuntos.
Observacio´n 1.1. En un ret´ıculo R, en general no se cumple (x∨y) ↓ = x ↓ ∪ y ↓ para cada
x, y ∈ R. Por lo tanto, esta representacio´n conjuntista no se puede extender con facilidad.
Ejemplo 1.22. Se considera el ret´ıculo R = {0, a, b, c, d, e, f, 1} ordenado como sigue. Este
ret´ıculo se puede obtener como los divisores positivos de 30.
0
a b
f
1
c
d e
b
b b
b
b
b
b b
En un caso particular:
d ↓ = {0, a, c, d}
e ↓ = {0, b, c, e}
d ↓ ∪ e ↓ = {0, a, b, c, d, e}
(d ∨ e) ↓ = 1 ↓ = {0, a, b, c, d, e, f, 1}
Por tanto, (d ∨ e) ↓ 6= d ↓ ∪ e ↓.
1.4. Representacio´n de ret´ıculos distributivos
Como se observo´ en el u´ltimo ejemplo de la seccio´n anterior, la representacio´n de conjuntos
ordenados y semirret´ıculos como conjuntos de subconjuntos no se puede extender de manera
automa´tica a los ret´ıculos. Para lograr este objetivo es preciso sustituir los conjuntos x ↓ por
una adecuada generalizacio´n algebraica, conocida como ideal.
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1.4.1. Ideales
Definicio´n 1.12. Sea (S,∨, 0) un semirret´ıculo superior con mı´nimo. Un subconjunto I ⊆ S
es un ideal si:
i) 0 ∈ I.
ii) Si a, b ∈ I entonces a ∨ b ∈ I.
iii) Si a ∈ I entonces para cada b ∈ S con b ≤ a se tiene b ∈ I.
Ejemplo 1.23. Dado un elemento cualquiera s ∈ S, el subconjunto
s ↓ =
{
a ∈ S
∣∣ a ≤ s}
es un ideal. En efecto:
i) 0 ≤ s luego 0 ∈ s ↓.
ii) Si a, b ∈ s ↓ entonces a ≤ s y b ≤ s, luego a ∨ b ≤ s y as´ı a ∨ b ∈ s ↓.
iii) Si a ∈ s ↓ se tiene a ≤ s. Para cada b ∈ S con b ≤ a tambie´n se tiene b ≤ s, luego
b ∈ s ↓.
Se nota que siempre s ∈ s ↓. Este ideal se llama el ideal principal generado por s. En
particular, {0} = 0 ↓ es un ideal principal.
Ejemplo 1.24. Otro ideal “trivial” es el semirret´ıculo completo S.
Ejemplo 1.25. En el semirret´ıculo [0,+∞) de los reales no negativos, un intervalo de la
forma [0, s) es un ideal. Esto se verifica de la misma manera que el ejemplo anterior, pero se
nota que [0, s) 6= s ↓ porque s ∈ s ↓ pero s /∈ [0, s).
Ejemplo 1.26. En el semirret´ıculo P(X), sea F el subconjunto de los subconjuntos finitos
de X . F es un ideal:
i) ∅ ∈ F pues es finito.
ii) Si S, T ∈ F entonces S, T son finitos y su unio´n S ∪ T es finita. Luego S ∪ T ∈ F .
iii) Si S ∈ F entonces S es finito. Para cada T con T ⊆ S tambie´n T es finito, esto es,
T ∈ F .
Si X es finito, F = P(X) y entonces F = X ↓ es principal. Pero si X es infinito, no existe
un subconjunto finito ma´ximo luego F no tiene la forma S ↓ y no es principal.
Afirmacio´n 1.12. Un ideal tambie´n se puede definir como un subconjunto I ⊆ S tal que:
i’) 0 ∈ I.
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ii’) a ∨ b ∈ I si y solo si a ∈ I y b ∈ I.
Demostracio´n. Se probara´ la equivalencia de la definicio´n 1.12 y la afirmacio´n 1.12.
En una direccio´n:
Ahora (i ′) es evidente pues es la misma condicio´n (i). Respecto a (ii ′), si a ∨ b ∈ I, como
a ≤ a∨ b por (iii) se tiene a ∈ I y de la misma manera b ≤ a∨ b implica b ∈ I. As´ı que a ∈ I
y b ∈ I. Al reve´s, si a ∈ I y b ∈ I entonces por (ii) se obtiene a ∨ b ∈ I.
En el otro sentido:
De nuevo, (i) es evidente pues es (i ′). La condicio´n (ii) es va´lida porque es una de las dos
implicaciones de (ii ′). Por fin, respecto a (iii), si a ∈ I y b ≤ a entonces a ∨ b = a ∈ I luego
por (ii ′) se obtiene b ∈ I.
Afirmacio´n 1.13. Todo ideal finito es principal.
Demostracio´n. Sea I un ideal finito, entonces I = {a1, a2, . . . , an} y sea s = a1∨a2∨· · ·∨an.
Por la condicio´n (ii) se observa que s ∈ I.
Si a ∈ s ↓ entonces a ≤ s y por (iii) se sigue que a ∈ I. De esta manera s ↓ ⊆ I.
Si b ∈ I entonces b = ai para algu´n i y entonces b ≤ a1 ∨ a2 ∨ · · · ∨ an = s. Como b ≤ s,
es b ∈ s ↓ y as´ı I ⊆ s ↓.
De esta manera, I = s ↓ es un ideal principal.
Afirmacio´n 1.14. La interseccio´n de cualquier familia de ideales es un ideal.
Demostracio´n. Sea {Ij}j∈J una familia de ideales de un semirret´ıculo S.
i) Para cada j ∈ J 0 ∈ Ij, luego 0 ∈
⋂
j∈J
Ij .
ii) Dados a, b ∈
⋂
j∈J
Ij, para cada ı´ndice j ∈ J se tiene a, b ∈ Ij luego a ∨ b ∈ Ij por ser
ideal. Como j es arbitrario, a ∨ b ∈
⋂
j∈J
Ij.
iii) Dados a ∈
⋂
j∈J
Ij y x ≤ a, para cada ı´ndice j ∈ J se tiene a ∈ Ij luego x ∈ Ij por ser
ideal. En consecuencia x ∈
⋂
j∈J
Ij .
En general, la unio´n de ideales no es ideal.
Ejemplo 1.27. En el siguiente ret´ıculo se consideran los ideales I = a ↓ = {0, a} y J = b ↓
= {0, b}.
0
a b
c
1
b
b b
b
b
18
Claramente I ∪ J = {0, a, b} no es ideal pues a, b ∈ I ∪ J pero a ∨ b = c /∈ I ∪ J .
En este caso, s´ı se puede considerar el mı´nimo ideal que contiene a I y a J , que es {0, a, b, c}.
En general:
Definicio´n 1.13. Sea X ⊆ S cualquier subconjunto de un semirret´ıculo S. El ideal generado
por X es la interseccio´n de todos los ideales que contienen a X.
Afirmacio´n 1.15. Sea X ⊆ S cualquier subconjunto de un semirret´ıculo S. El ideal generado
por X es el siguiente conjunto.{
a ∈ S
∣∣ a ≤ x1 ∨ x2 ∨ · · · ∨ xn con xi ∈ X}
Es decir, a partir de X se construye el conjunto de todos los sup finitos de elementos de
X y luego se toman todos los elementos menores o iguales que estos sup. Se conviene que si
X = ∅, solo se toma el conjunto {0}.
Demostracio´n. Sea G el conjunto mencionado. Si X = ∅, entonces G = {0} es un ideal. En
caso contrario, sea x ∈ X entonces 0 ≤ x y as´ı 0 ∈ G. Si a, b ∈ G entonces a ≤ x1 ∨ · · · ∨ xn
y b ≤ xn+1 ∨ · · · ∨ xm para ciertos xi ∈ X . Luego a ∨ b ≤ x1 ∨ · · · ∨ xn ∨ xn+1 ∨ · · · ∨ xm y
as´ı a∨ b ∈ G. Finalmente, si a ∈ G entonces a ≤ x1 ∨ · · · ∨ xn con xi ∈ X y si b ≤ a entonces
tambie´n b ≤ x1 ∨ · · · ∨ xn y b ∈ G. Luego, de nuevo, G es un ideal.
Dado x ∈ X es x ≤ x ∨ x luego x ∈ G y el ideal G contiene a X .
Por fin, si I es un ideal que contiene a X , entonces para cada x1, x2, . . . , xn ∈ X se tiene
x1 ∨ x2 ∨ · · · ∨ xn ∈ I y si a ≤ x1 ∨ · · · ∨ xn tambie´n a ∈ I porque es ideal. En consecuencia
G ⊆ I, y as´ı G es la interseccio´n de todos los ideales que contienen a X .
Aunque en general la unio´n de ideales no es ideal, la unio´n de una “cadena” s´ı lo es.
Afirmacio´n 1.16. Sea {Ij}j∈J una familia de ideales totalmente ordenado por la inclusio´n,
esto es, si j 6= k entonces Ij ⊆ Ik o Ik ⊆ Ij. En estas condiciones, la unio´n
⋃
j∈J
Ij es un ideal.
Demostracio´n.
i) Para cada j ∈ J se tiene 0 ∈ Ij luego 0 ∈
⋃
j∈J
Ij.
ii) Sean a, b ∈
⋃
j∈J
Ij , entonces existen ı´ndices j, k ∈ J tales que a ∈ Ij, b ∈ Ik. Por hipo´tesis
se tiene Ij ⊆ Ik o Ik ⊆ Ij. En el primer caso resulta a, b ∈ Ik luego a∨ b ∈ Ik porque es
un ideal y entonces a ∨ b ∈
⋃
j∈J
Ij; en el segundo caso es a, b ∈ Ij luego a ∨ b ∈ Ij y de
nuevo a ∨ b ∈
⋃
j∈J
Ij.
iii) Sean a ∈
⋃
j∈J
Ij y x ≤ a. Entonces existe j ∈ J tal que a ∈ Ij de donde x ∈ Ij porque
Ij es ideal y x ≤ a. Luego x ∈
⋃
j∈J
Ij.
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Afirmacio´n 1.17. Si f : S −→ T es un homomorfismo de semirret´ıculos superiores con
mı´nimo, entonces el nu´cleo
N(f) =
{
a ∈ S
∣∣ f(a) = 0}
es un ideal de S.
Demostracio´n. Para probar que el nu´cleo N(f) es un ideal se verifica que se cumple la
definicio´n 1.12.
i) 0 ∈ N(f) pues f(0) = 0.
ii) Si a, b ∈ N(f) entonces f(a) = 0 y f(b) = 0, y en estas condiciones
f(a ∨ b) = f(a) ∨ f(b) = 0 ∨ 0 = 0,
luego a ∨ b ∈ N(f).
iii) Si a ∈ N(f) y b ≤ a entonces como f respeta el orden se sigue f(b) ≤ f(a). Pero
f(a) = 0 luego tambie´n f(b) = 0 y as´ı b ∈ N(f).
Sea I un ideal de un semirret´ıculo superior S. En S se define la relacio´n ≡
I
como sigue:
a ≡
I
b
si existen i, j ∈ I con a ∨ i = b ∨ j.
Afirmacio´n 1.18. ≡
I
es una relacio´n de equivalencia en S.
Demostracio´n.
Como a ∨ 0 = a ∨ 0 y 0 ∈ I, se tiene a ≡
I
a.
Si a ≡
I
b, sean i, j ∈ I tales que a ∨ i = b ∨ j. Entonces tambie´n b ∨ j = a ∨ i, es decir,
b ≡
I
a.
Si a ≡
I
b y b ≡
I
c, sean i, j, k, l ∈ I tales que a ∨ i = b ∨ j y b ∨ k = c ∨ l. Entonces
a∨ i∨ k = b∨ j ∨ k y b∨ j ∨ k = c∨ j ∨ l, de donde a∨ (i∨ k) = c∨ (j ∨ l). Como I es
un ideal, i ∨ k ∈ I y j ∨ l ∈ I. As´ı a ≡
I
c.
Afirmacio´n 1.19.
i) Si a ≡
I
b entonces a ∨ c ≡
I
b ∨ c para cualquier c.
ii) Si a ≡
I
b y c ≡
I
d entonces a ∨ c ≡
I
b ∨ d.
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Demostracio´n.
i) Si a ≡
I
b, sean i, j ∈ I tales que a ∨ i = b ∨ j. Entonces a ∨ c ∨ i = b ∨ c ∨ j luego
a ∨ c ≡
I
b ∨ c.
ii) Como a ≡
I
b, por (i) se tiene que a ∨ c ≡
I
b ∨ c; como c ≡
I
d, de nuevo por (i) se tiene
b ∨ c ≡
I
b ∨ d. Por transitividad, resulta a ∨ c ≡
I
b ∨ d.
Afirmacio´n 1.20. El conjunto cociente S/≡
I
es un semirret´ıculo superior con mı´nimo. El
mı´nimo es igual al ideal I.
Demostracio´n. Por la afirmacio´n anterior, en el conjunto cociente esta´ bien definida la ope-
racio´n
a ∨ b = a ∨ b.
Esta operacio´n satisface las mismas igualdades que la operacio´n en S, luego el conjunto
cociente es un semirret´ıculo.
El mı´nimo de S/≡
I
es la clase de 0, que coincide con I. Pues si x ∈ 0, se tiene que x ≡
I
0 y
existen i, j ∈ I tales que x ∨ i = 0 ∨ j, es decir, x ∨ i = j. Pero x ≤ x ∨ i luego x ≤ j con
j ∈ I y entonces x ∈ I. Al reve´s, si x ∈ I entonces x ∨ x = 0 ∨ x con x ∈ I luego x ≡
I
0 y
x ∈ 0.
Teorema 1.4. Dado cualquier ideal I en un semirret´ıculo superior S con mı´nimo, existe un
homomorfismo sobreyectivo de semirret´ıculos f : S −→ T cuyo nu´cleo es I.
Demostracio´n. Basta tomar T = S/≡
I
y f la funcio´n que asigna a cada elemento su clase,
f(s) = s. Este es un homomorfismo sobreyectivo y adema´s a ∈ N(f) si y solo si f(a) = 0, si
y solo si a = I, si y solo si a ∈ I, luego N(f) = I.
Si S es un ret´ıculo, el cociente en general no lo es. Pero esto s´ı se tiene cuando el ret´ıculo
original es distributivo.
Afirmacio´n 1.21. Si R es un ret´ıculo distributivo, I es un ideal de R (en el sentido de la
definicio´n 1.12) y la relacio´n de equivalencia ≡
I
se define como antes, entonces:
i) Si a ≡
I
b entonces a ∧ c ≡
I
b ∧ c para cualquier c.
ii) Si a ≡
I
b y si c ≡
I
d entonces a ∧ c ≡
I
b ∧ d.
Demostracio´n.
i) Si a ≡
I
b, sean i, j ∈ I tales que a∨ i = b∨ j. Entonces (a∨ i) ∧ c = (b∨ j) ∧ c, y en un
ret´ıculo distributivo esto equivale a (a∧ c)∨ (i∧ c) = (b∧ c)∨ (j ∧ c). Se nota que como
i∧ c ≤ i con i ∈ I, tambie´n i∧ c ∈ I; de la misma manera j∧ c ∈ I. Luego a∧ c ≡
I
b∧ c.
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ii) Como a ≡
I
b, por (i) se tiene que a ∧ c ≡
I
b ∧ c; como c ≡
I
d, de nuevo por (i) se tiene
b ∧ c ≡
I
b ∧ d. Por transitividad resulta a ∧ c ≡
I
b ∧ d.
Afirmacio´n 1.22. El conjunto cociente R/≡
I
es un ret´ıculo distributivo. El mı´nimo es igual
al ideal I.
Demostracio´n. Por las afirmaciones anteriores, en el conjunto cociente esta´n bien definidas
las operaciones
a ∨ b = a ∨ b, a ∧ b = a ∧ b.
Estas operaciones satisfacen las mismas igualdades que las operaciones en R, luego es un
ret´ıculo distributivo.
De nuevo, el mı´nimo de R/≡
I
es la clase de 0, que es igual al ideal I.
Teorema 1.5. Dado cualquier ideal I en un ret´ıculo distributivo R, existe un homomorfismo
sobreyectivo de ret´ıculos distributivos f : R −→ U cuyo nu´cleo es I.
Demostracio´n. Basta tomar U = R/≡
I
y f la funcio´n que asigna a cada elemento su clase,
f(r) = r.
Nota 1.6. El teorema anterior no es va´lido para ret´ıculos arbitrarios. Por ejemplo, en el
ret´ıculo siguiente sea I = {0, a} = a ↓ un ideal principal.
0
a b c
1
b
b
b b
b
Sea f un homomorfismo de ret´ıculos de este en cualquier ret´ıculo y supo´ngase que f(a) = 0.
Entonces
f(1) = f(a ∨ b) = f(a) ∨ f(b) = 0 ∨ f(b) = f(b)
f(1) = f(a ∨ c) = f(a) ∨ f(c) = 0 ∨ f(c) = f(c)
de donde f(b) = f(c), y entonces tambie´n
f(b) = f(b) ∧ f(b) = f(b) ∧ f(c) = f(b ∧ c) = f(0) = 0.
Es decir, si a ∈ N(f) entonces tambie´n b ∈ N(f) y, en consecuencia, el ideal I = {0, a} no
es igual al nu´cleo N(f).
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Nota 1.7. En la estructura de anillo, la imagen de un homomorfismo esta´ determinado de
manera completa por su nu´cleo, ya que para un homomorfismo f : A −→ B se tiene
A/N(f) ∼= Im(f).
En las estructuras de semirret´ıculo, ret´ıculo y ret´ıculo distributivo esto no es as´ı. Por ejemplo,
sea R el ret´ıculo distributivo {0, a, 1} con 0 < a < 1 y se consideran las dos funciones
f, g : R −→ R definidas as´ı:
f(0) = 0, f(a) = 1, f(1) = 1,
g(0) = 0, g(a) = a, g(1) = 1.
Se verifica que ambos son homomorfismos y se observa con claridad que N(f) = N(g) = {0}.
Pero Im(f) = {0, 1} mientras Im(g) = R.
1.4.2. Filtros
En esta seccio´n se estudia la nocio´n dual de ideal, por ello se omiten todas las pruebas.
Definicio´n 1.14. Sea (S,∧, 1) un semirret´ıculo inferior con ma´ximo. Un subconjunto F ⊆ S
es un filtro si
i) 1 ∈ F .
ii) Si a, b ∈ F entonces a ∧ b ∈ F .
iii) Si a ∈ F entonces para cada b ∈ S con a ≤ b se tiene b ∈ F .
Ejemplo 1.28. Dado un elemento cualquiera s ∈ S, el subconjunto
s ↑ =
{
a ∈ S
∣∣ s ≤ a}
es un filtro, llamado filtro principal generado por s. En particular, {1} = 1 ↑ es un filtro
principal.
Ejemplo 1.29. Otro filtro trivial es el semirret´ıculo completo S.
Ejemplo 1.30. En el semirret´ıculo (−∞, 0] de los reales no positivos, un intervalo de la
forma (s, 0] es un filtro no princial.
Ejemplo 1.31. En el semirret´ıculo P(X), sea C el subconjunto de los subconjuntos cofinitos
de X , esto es, aquellos cuyo complemento es finito. C es un filtro y, como en el caso de los
ideales, se tiene: si X es finito, C = P(X) y entonces C = ∅ ↑ es principal; si X es infinito,
no existe un subconjunto cofinito mı´nimo luego C no tiene la forma S ↑ y no es principal.
Afirmacio´n 1.23. Un filtro tambie´n se puede definir como un subconjunto F ⊆ S tal que:
i’) 1 ∈ F .
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ii’) a ∧ b ∈ F si y solo si a ∈ F y b ∈ F .
Afirmacio´n 1.24. Todo filtro finito es principal.
Afirmacio´n 1.25. La interseccio´n de cualquier familia de filtros es un filtro.
Definicio´n 1.15. Sea X ⊆ S cualquier subconjunto de un semirret´ıculo S. El filtro generado
por X es la interseccio´n de todos los filtros que contienen a X.
Afirmacio´n 1.26. Sea X ⊆ S cualquier subconjunto de un semirret´ıculo S. El filtro generado
por X es el siguiente conjunto.{
b ∈ S
∣∣ b ≥ x1 ∧ x2 ∧ · · · ∧ xn con xi ∈ X}
Afirmacio´n 1.27. Sea {Fj}j∈J una familia de filtros totalmente ordenada por la inclusio´n,
esto es, si j 6= k entonces Fj ⊆ Fk o Fk ⊆ Fj. En estas condiciones, la unio´n
⋃
j∈J
Fj es un
filtro.
Afirmacio´n 1.28. Si f : S −→ T es un homomorfismo de semirret´ıculos inferiores con
ma´ximo, entonces {
a ∈ S
∣∣ f(a) = 1}
es un filtro de S.
Si F es un filtro en un semirret´ıculo inferior S, la relacio´n ≡
F
definida como
a ≡
F
b si existen i, j ∈ F con a ∧ i = b ∧ j
es un relacio´n de equivalencia compatible con la operacio´n ∧.
Afirmacio´n 1.29. El conjunto cociente S/≡
F
es un semirret´ıculo inferior con ma´ximo. El
ma´ximo es igual al filtro F .
Teorema 1.6. Dado cualquier filtro F en un semirret´ıculo inferior S con ma´ximo, existe un
homomorfismo sobreyectivo de semirret´ıculos f : S −→ U tal que F =
{
a ∈ S
∣∣ f(a) = 1}.
1.4.3. Ideales primos
Para poder considerar de manera simulta´nea los ideales y los filtros, se requiere que el
conjunto ordenado sea a la vez un semirret´ıculo superior con mı´nimo y un semirret´ıculo
inferior con ma´ximo. Es decir, se necesita un ret´ıculo (con ma´ximo y mı´nimo).
En este contexto se tiene la afirmacio´n que sigue.
Afirmacio´n 1.30. Sea R un ret´ıculo.
i) Si I es un ideal, entonces I = R si y solo si 1 ∈ I.
ii) Si F es un filtro, entonces F = R si y solo si 0 ∈ F .
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Demostracio´n.
i) Si I = R, por supuesto 1 ∈ I. Al reve´s, si 1 ∈ I entonces para cada a ∈ R de a ≤ 1 se
sigue a ∈ I.
ii) La prueba para filtros es sime´trica.
Afirmacio´n 1.31. Para cada a ∈ R:
i) a ↓ =
{
a ∧ r
∣∣ r ∈ R}
ii) a ↑ =
{
a ∨ r
∣∣ r ∈ R}
Demostracio´n. Si x ∈ a ↓ entonces x ≤ a y en consecuencia x = a ∧ x. Al reve´s, para
cualquier r ∈ R se tiene a ∧ r ≤ a luego a ∧ r ∈ a ↓.
La otra prueba es sime´trica.
Afirmacio´n 1.32. Sean I, J ideales de un ret´ıculo distributivo R. El conjunto
I ∨ J =
{
a ∨ b
∣∣ a ∈ I, b ∈ J}
es un ideal de R. Adema´s es el ideal generado por la unio´n I ∪ J .
Demostracio´n. Veamos las condiciones de ideal.
i) Como 0 ∈ I, 0 ∈ J se tiene 0 ∨ 0 = 0 ∈ I ∨ J .
ii) Dados a ∨ b, c ∨ d ∈ I ∨ J , se tiene (a ∨ b) ∨ (c ∨ d) = (a ∨ c) ∨ (b ∨ d) con a ∨ c ∈ I,
b ∨ d ∈ J ya que son ideales.
iii) Dados a∨ b ∈ I ∨ J y x ≤ a∨ b, esta relacio´n es equivalente a x = x∧ (a∨ b). Como el
ret´ıculo es distributivo, resulta x = x∧ (a∨ b) = (x∧ a) ∨ (x∧ b) con x∧ a ∈ I porque
x ∧ a ≤ a, a ∈ I y x ∧ b ∈ J porque x ∧ b ≤ b, b ∈ J .
Adema´s I ∪ J ⊆ I ∨ J . Pues si a ∈ I se tiene a = a ∨ 0 con a ∈ I, 0 ∈ J luego a ∈ I ∨ J ; de
igual manera si b ∈ J resulta b = 0 ∨ b ∈ I ∨ J .
Por fin, si L es un ideal tal que I ∪ J ⊆ L entonces para elementos arbitrarios a ∈ I, b ∈ J
se tiene a, b ∈ L luego a ∨ b ∈ L porque L es un ideal. De esta forma I ∨ J ⊆ L.
De manera que I ∨ J es la interseccio´n de todos los ideales que contienen a I y a J .
Afirmacio´n 1.33. Sean F , G filtros de un ret´ıculo distributivo R. El conjunto
F ∧G =
{
a ∧ b
∣∣ a ∈ F, b ∈ G}
es un filtro de R. Adema´s es el filtro generado por la unio´n F ∪G.
En general, en un ret´ıculo el complemento de un ideal no es un filtro ni viceversa.
Afirmacio´n 1.34. Sea I un ideal de un ret´ıculo R. Las siguientes condiciones son equiva-
lentes:
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i) El complemento de I es un filtro.
ii) 1 /∈ I y para cada a, b ∈ R : a ∧ b ∈ I implica a ∈ I o b ∈ I.
iii) I es el nu´cleo de un homomorfismo de ret´ıculos f : R −→ 2.
Demostracio´n.
i) implica ii). Si Ic es filtro, entonces por definicio´n 1 ∈ Ic es decir, 1 /∈ I. Por otro lado, si
a∧ b ∈ I entonces a∧ b /∈ Ic que es un filtro. De nuevo por la definicio´n de filtro esto implica
a /∈ Ic o b /∈ Ic, es decir, a ∈ I o b ∈ I.
ii) implica iii). Se define la funcio´n f : R −→ 2 como sigue.
f(a) =
{
0 si a ∈ I,
1 si a /∈ I.
Este es un homomorfismo de ret´ıculos:
f(0) = 0 porque 0 ∈ I al ser I ideal.
f(1) = 1 porque, por (ii), 1 /∈ I.
f(a ∧ b) = 0 si y solo si a ∧ b ∈ I, si y solo si a ∈ I o b ∈ I, si y solo si f(a) = 0 o
f(b) = 0, lo cual por la nota 1.4 se tiene si y solo si f(a)∧ f(b) = 0. Puesto que 2 tiene
solo dos elementos, la equivalencia f(a ∧ b) = 0 si y solo si f(a) ∧ f(b) = 0 significa la
igualdad f(a ∧ b) = f(a) ∧ f(b).
f(a ∨ b) = 1 si y solo si a ∨ b /∈ I, lo cual por la afirmacio´n 1.12 se tiene si y solo si
a /∈ I o b /∈ I (puesto que I es ideal), si y solo si f(a) = 1 o f(b) = 1 si y solo si
f(a) ∨ f(b) = 1. De esta manera f(a ∨ b) = f(a) ∨ f(b).
Adema´s f(a) = 0 si y solo si a ∈ I, luego I es el nu´cleo del homomorfismo f .
iii) implica i). Puesto que 2 tiene solo dos elementos, si I es el nu´cleo de f entonces
Ic =
{
a ∈ R
∣∣ f(a) 6= 0} = {a ∈ R ∣∣ f(a) = 1} .
Por la afirmacio´n 1.28, esto significa que Ic es un filtro.
Nota 1.8. Se observa que para cualquier ideal I se cumple: si a ∈ I o b ∈ I entonces a∧b ∈ I.
En efecto como a∧ b ≤ a, por la definicio´n a ∈ I implica a∧ b ∈ I; de igual manera a∧ b ≤ b
luego b ∈ I implica a ∧ b ∈ I. De esta manera, la condicio´n (ii) de este resultado se puede
expresar as´ı: 1 /∈ I, y, a ∧ b ∈ I si y solo si a ∈ I o b ∈ I.
Definicio´n 1.16. Un ideal primo es un ideal I que cumple las condiciones equivalentes de
la afirmacio´n 1.34. En particular, un ideal I es primo si y solo si
i) 1 /∈ I (es decir, I 6= R).
ii) Si a ∧ b ∈ I entonces a ∈ I o b ∈ I.
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Ejemplo 1.32. Se considera el siguiente ret´ıculo distributivo, que puede obtenerse como los
divisores positivos de 12.
0
a b
c
d
1
b
b b
b
b
b
Los ideales son todos principales, y adema´s:
0 ↓ = {0} no es primo: a ∧ b ∈ 0 ↓ y a /∈ 0 ↓ , b /∈ 0 ↓ .
a ↓ = {0, a} s´ı es primo: su complemento es el filtro b ↑ .
b ↓ = {0, b} no es primo: a ∧ d ∈ b ↓ y a /∈ b ↓ , d /∈ b ↓ .
c ↓ = {0, a, b, c} s´ı es primo: su complemento es el filtro d ↑ .
d ↓ = {0, b, d} s´ı es primo: su complemento es el filtro a ↑ .
1 ↓ = {0, a, b, c, d, 1} no es primo: 1 ∈ 1 ↓ .
Definicio´n 1.17. Un filtro primo es un filtro F tal que
i) 0 /∈ F (es decir, F 6= R).
ii) Si a ∨ b ∈ F entonces a ∈ F o b ∈ F .
Afirmacio´n 1.35. Sean I un ideal y F un filtro de un ret´ıculo R, con I ∩F = ∅. Existe un
ideal M maximal entre los ideales que contienen a I y son disyuntos de F .
Demostracio´n. Se considera la familia I de todos los ideales L tales que I ⊆ L y L∩F = ∅.
I 6= ∅ pues I ∈ I. Si {Ij}j∈J es una familia de integrantes de I totalmente ordenada por
la inclusio´n, entonces
⋃
j∈J
Ij ∈ I. En efecto, por la afirmacio´n 1.16 es un ideal de R. Adema´s,
I ⊆ Ij para cada j ∈ J luego I ⊆
⋃
j∈J
Ij. Finalmente
(⋃
j∈J
Ij
)
∩ F = ∅ pues si existiera
a ∈
(⋃
j∈J
Ij
)
∩ F entonces a ∈ Ij ∩ F para algu´n j, pero esto es absurdo pues Ij ∈ I luego
Ij ∩ F = ∅.
Por el lema de Zorn, la familia I tiene algu´n maximal M que es el ideal buscado.
En el caso distributivo, el ideal maximal tiene una importante propiedad adicional.
Afirmacio´n 1.36. Sea F un filtro de un ret´ıculo distributivo R. Si P es un ideal maximal
entre los ideales disyuntos de F entonces P es primo.
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Demostracio´n. En particular F ∩ P = ∅ y como 1 ∈ F porque es filtro, 1 /∈ P . Sean a, b
tales que a ∧ b ∈ P . Se consideran los ideales Ia, Ib definidos como sigue.
Ia = P ∨ a ↓ = {x ∨ y
∣∣ x ∈ P, y ∈ a ↓ }
= {x ∨ (a ∧ z)
∣∣ x ∈ P, z ∈ R },
Ib = P ∨ b ↓ = {u ∨ (b ∧ w)
∣∣ u ∈ P,w ∈ R }.
Supo´ngase que Ia ∩ F 6= ∅, Ib ∩ F 6= ∅. Entonces existen x, u ∈ P y z, w ∈ R tales que
x∨ (a∧ z) ∈ F , u∨ (b∧w) ∈ F . Siendo F un filtro, (x∨ (a∧ z)) ∧ (u∨ (b∧w)) ∈ F . Ahora
(x ∨ (a ∧ z)) ∧ (u ∨ (b ∧ w)) = (x ∧ u) ∨ (x ∧ b ∧ w) ∨ (a ∧ z ∧ u) ∨ (a ∧ b ∧ z ∧ w)
y se nota que todos estos cuatro te´rminos pertenecen a P pues x ∈ P , u ∈ P y a ∧ b ∈ P .
Siendo este un ideal, el sup de los cuatro elementos tambie´n pertenece a P y de esta manera
(x ∨ (a ∧ z)) ∧ (u ∨ (b ∧ w)) ∈ P . Pero entonces F ∩ P 6= ∅, lo cual es absurdo.
En consecuencia Ia ∩ F = ∅ o Ib ∩ F = ∅. En el primer caso, Ia = P ∨ a ↓ es un ideal
disyunto de F que contiene a P . Puesto que P es maximal, Ia = P de donde a ∈ P ya que
a ∈ a ↓ ⊆ P ∨ a ↓ = Ia. En el segundo caso se concluye b ∈ P . Luego P es primo.
Teorema 1.7. Sea F un filtro de un ret´ıculo distributivo R. Cualquier ideal I disyunto de
F esta´ contenido en un ideal primo P disyunto de F .
Demostracio´n. Inmediata por las afirmaciones anteriores.
Definicio´n 1.18. Un ideal maximal es un ideal maximal entre los ideales propios.
Puesto que un ideal es propio si y solo si no contiene a 1, si y solo si es disyunto del filtro
{1}, un ideal maximal es maximal entre los disyuntos del filtro {1} y se tiene el siguiente
resultado.
Corolario 1.5. En un ret´ıculo distributivo, todo ideal maximal es primo. Adema´s, todo ideal
propio esta´ contenido en algu´n ideal primo.
Demostracio´n. Basta tomar F = {1} en el teorema 1.7.
En los resultados anteriores es necesario exigir que el ret´ıculo sea distributivo.
Ejemplo 1.33. Se considera el ret´ıculo que sigue:
0
a b c
1
b
b
b b
b
El conjunto I = {0, a} = a ↓ es un ideal maximal pues al an˜adir cualquier otro elemento (b,
c o 1) se genera el ret´ıculo completo.
Pero este ideal no es primo: b ∧ c = 0 ∈ I mientras b /∈ I, c /∈ I. Ma´s au´n, no esta´ contenido
en ningu´n ideal primo.
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1.4.4. Teorema de representacio´n
Con la teor´ıa de ideales, en especial de ideales primos, es posible formular un teorema que
permite ver cualquier ret´ıculo distributivo como un conjunto de subconjuntos. Esto generaliza
entonces, en cierta forma, los resultados de la seccio´n 1.3.
Afirmacio´n 1.37. Sea A un ret´ıculo distributivo y sean a, b ∈ A. Si a  b entonces existe
un homomorfismo de ret´ıculos f : A −→ 2 tal que f(a) = 1 y f(b) = 0.
Demostracio´n. Se toma el ideal I = b ↓ y el filtro F = a ↑ . Es claro que I ∩ F = ∅ pues si
c ∈ I ∩ F se tiene: como c ∈ I, es c ≤ b; y como c ∈ F , es c ≥ a. Luego a ≤ b, contrario a la
hipo´tesis. En consecuencia, por la afirmacio´n 1.35 existe un ideal maximal M tal que I ⊆M
y M ∩ F = ∅. Por la afirmacio´n 1.36 este ideal M es primo, luego por la afirmacio´n 1.34
existe un homomorfismo f : A −→ 2 cuyo nu´cleo es M . Ahora como a ∈ F y M ∩F = ∅, se
tiene que a /∈ M luego f(a) = 1; como b ∈ I e I ⊆M , se tiene b ∈M luego f(b) = 0.
Dado un ret´ıculo distributivo A, sea X el conjunto de todos los homomorfismos de A en
2, esto es,
X =
{
f : A −→ 2
∣∣ f es homomorfismo } .
Dado un elemento a ∈ A, sea F (a) el conjunto de aquellos homomorfismos f de A en 2 tales
que f(a) = 1, esto es
F (a) =
{
f : A −→ 2
∣∣ f(a) = 1} .
Claramente F (a) ⊆ X , luego F define una funcio´n del ret´ıculo A en el ret´ıculo de partes
P(X).
F : A −→ P(X)
a 7−→ F (a) ⊆ X
Nota 1.9. Se observa que X se puede sustituir por el conjunto de ideales primos de A. En
efecto, por la afirmacio´n 1.34 cada ideal primo es el nu´cleo de un homomorfismo en 2 y vice-
versa. Como 2 solo tiene dos elementos, el nu´cleo determina completamente el homomorfismo.
De esta manera
X ∼=
{
I ⊆ A
∣∣ I es ideal primo } ,
y en tales condiciones
F (a) ∼=
{
I ideal primo
∣∣ a /∈ I} .
Ejemplo 1.34. En el ret´ıculo de los divisores de 12 considerado en el ejemplo 1.32, el conjunto
de los ideales primos es X = {a ↓, c ↓, d ↓} luego los conjuntos F (a) son los siguientes.
F (0) = ∅ F (a) = {d ↓}
F (b) = {a ↓} F (c) = {a ↓, d ↓}
F (d) = {a ↓, c ↓} F (1) = X
Si estos seis conjuntos se ordenan por inclusio´n se obtiene el siguiente diagrama, que se
presenta al lado del ret´ıculo original para efecto de comparacio´n.
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0a b
c
d
1
b
b b
b
b
b
F (0)
F (a) F (b)
F (c) F (d)
F (1)
b
b b
b
b
b
Es evidente que estos ret´ıculos son isomorfos, adema´s se nota que el ret´ıculo de ima´genes es
un conjunto de subconjuntos de X .
En lo que sigue se demuestra en general el feno´meno observado en el ejemplo 1.34, vol-
viendo a los conjuntos de homomorfismos.
Afirmacio´n 1.38. Para cada a, b ∈ A se tiene: a ≤ b si y solo si F (a) ⊆ F (b).
Demostracio´n.
En una direccio´n: Si a ≤ b sea f ∈ F (a), esto es, f : A −→ 2 es un homomorfismo tal que
f(a) = 1. Puesto que f es homomorfismo, en particular respeta el orden de donde f(a) ≤ f(b).
Pero f(a) = 1 es el ma´ximo, luego tambie´n f(b) = 1 y as´ı f ∈ F (b).
En el otro sentido: Si a  b, por la afirmacio´n 1.37 existe un homomorfismo f : A −→ 2 tal
que f(a) = 1 y f(b) = 0, esto es, f ∈ F (a) y f /∈ F (b). En consecuencia F (a) * F (b).
Con esto, F respeta el orden. Pero el resultado va ma´s alla´, pues en realidad este es un
homomorfismo de ret´ıculos que representa el ret´ıculo A en P(X).
Teorema 1.8. Para cualquier ret´ıculo distributivo A, la funcio´n F : A −→ P(X) es un
homomorfismo inyectivo de ret´ıculos.
Demostracio´n. Sean a, b ∈ A arbitrarios.
F (a∧ b) = F (a) ∩ F (b). En efecto, f ∈ F (a∧ b) si y solo si f(a∧ b) = 1 y, siendo f un
homomorfismo, esto equivale a f(a)∧ f(b) = 1. Como 1 es el ma´ximo, esta igualdad se
tiene si y solo si f(a) = 1 y f(b) = 1, esto es, si y solo si f ∈ F (a) y f ∈ F (b), si y solo
si f ∈ F (a) ∩ F (b).
F (a ∨ b) = F (a) ∪ F (b). Pues f ∈ F (a ∨ b) si y solo si f(a ∨ b) = 1 y, si y solo si
f(a) ∨ f(b) = 1. Los elementos f(a), f(b) pertenecen al ret´ıculo 2 y all´ı se cumple
x∨ y = 1 si y solo si x = 1 o y = 1 (ve´ase la nota 1.4). As´ı que f(a)∨ f(b) = 1 si y solo
si f(a) = 1 o f(b) = 1, si y solo si f ∈ F (a) o f ∈ F (b), si y solo si f ∈ F (a) ∪ F (b).
F (0) = ∅. En efecto, f ∈ F (0) si y solo si f(0) = 1 pero al ser f homomorfismo siempre
se tiene f(0) = 0, luego esta condicio´n nunca se cumple.
F (1) = X . Ya que para cualquier homomorfismo f : A −→ 2 se tiene f(1) = 1, as´ı que
f ∈ F (1).
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Por fin, el homomorfismo F es inyectivo. Pues si F (a) = F (b), se tiene F (a) ⊆ F (b) y
F (b) ⊆ F (a). Por la afirmacio´n 1.38 esto implica a ≤ b y b ≤ a, es decir, a = b.
Corolario 1.6. Cualquier ret´ıculo distributivo es isomorfo a un conjunto de subconjuntos de
algu´n conjunto.
Demostracio´n. F : A −→ P(X) es inyectivo luego A es isomorfo a la imagen de F .
1.5. Representacio´n de a´lgebras booleanas
Toda a´lgebra booleana es, en particular, un ret´ıculo distributivo luego toda la teor´ıa de la
seccio´n anterior se aplica aqu´ı. Pero algunos detalles se pueden simplificar y ciertos resultados
se mejoran.
1.5.1. Ideales y filtros
Afirmacio´n 1.39. Si I es un ideal de un a´lgebra booleana, entonces a ≡
I
b si y solo si
a ∧ b ′ ∈ I y a ′ ∧ b ∈ I, a ′, b ′ ∈ I.
Demostracio´n.
En un sentido: Sean i, j ∈ I tales que a ∨ i = b ∨ j. Entonces (a ∨ i) ∧ b ′ = (b ∨ j) ∧ b ′
para a ′, b ′ ∈ I. Por un lado, (a ∨ i) ∧ b ′ = (a ∧ b ′) ∨ (i ∧ b ′) y por otra parte (b ∨ j) ∧ b ′ =
(b ∧ b ′) ∨ (j ∧ b ′) = 0 ∨ (j ∧ b ′) = j ∧ b ′. Ahora j ∧ b ′ ≤ j luego j ∧ b ′ ∈ I porque j ∈ I que
es un ideal. Por la igualdad se sigue (a ∧ b ′) ∨ (i ∧ b ′) ∈ I de donde en particular a ∧ b ′ ∈ I.
De manera sime´trica se concluye a ′ ∧ b ∈ I.
En el otro sentido se nota que:
a ∨ (a ′ ∧ b) = (a ∨ a ′) ∧ (a ∨ b) = 1 ∧ (a ∨ b) = a ∨ b,
b ∨ (a ∧ b ′) = (b ∨ a) ∧ (b ∨ b ′) = (b ∨ a) ∧ 1 = b ∨ a.
Como b ∨ a = a ∨ b, siempre a ∨ (a ′ ∧ b) = b ∨ (a ∧ b ′). Por hipo´tesis a ′ ∧ b, a ∧ b ′ ∈ I luego
a ≡
I
b.
Corolario 1.7. Si a ≡
I
b entonces a ′ ≡
I
b ′
Demostracio´n. Si a ≡
I
b entonces por la afirmacio´n 1.39 a∧b ′ ∈ I, a ′∧b ∈ I. Estas igualdades
se pueden expresar como: a ′ ∧ b ′′ ∈ I, a ′′ ∧ b ′ ∈ I, pero esto es equivalente a a ′ ≡
I
b ′ segu´n
la misma afirmacio´n.
En consecuencia, en el conjunto cociente esta´ bien definida la operacio´n:
a ′ = a ′.
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Afirmacio´n 1.40. El conjunto cociente B/≡
I
es un a´lgebra booleana. El mı´nimo es igual al
ideal I y el ma´ximo esta´ constituido por los complementos (en el a´lgebra) de los elementos
de I.
Es decir, el ma´ximo es I ′ =
{
a ′
∣∣ a ∈ I }.
Demostracio´n. Por la teor´ıa anterior, B/≡
I
es un ret´ıculo distributivo. Adema´s:
a ∧ a ′ = a ∧ a ′ = a ∧ a ′ = 0,
a ∨ a ′ = a ∨ a ′ = a ∨ a ′ = 1.
Dado que 0 = mı´nimo y 1 = ma´ximo, igual que en los semirret´ıculos se tiene que 0 = I. Por
otro lado, x ∈ 1 si y solo si x ≡
I
1, si y solo si x∧ 1 ′ ∈ I y x ′ ∧ 1 ∈ I. Pero x∧ 1 ′ = x∧ 0 = 0
y siempre 0 ∈ I, mientras x ′ ∧ 1 = x ′. Luego x ∈ 1 si y solo si x ′ ∈ I.
La relacio´n anterior se puede desglosar en a´lgebras booleanas de la siguiente manera. Si
I es un ideal de un a´lgebra booleana B entonces en B se define la relacio´n ≪
I
como sigue:
a≪
I
b si a ∧ b ′ ∈ I.
Afirmacio´n 1.41. ≪
I
es una relacio´n de preorden en B.
Demostracio´n.
Para cada a ∈ B se tiene a ∧ a ′ = 0 ∈ I luego a≪
I
a.
Si a≪
I
b y b≪
I
c, se tiene a ∧ b ′ ∈ I y b ∧ c ′ ∈ I de donde:
a ∧ c ′ = (a ∧ c ′) ∧ 1
= (a ∧ c ′) ∧ (b ′ ∨ b)
= (a ∧ c ′ ∧ b ′) ∨ (a ∧ c ′ ∧ b)
= (a ∧ b ′ ∧ c ′) ∨ (a ∧ b ∧ c ′)
Se tiene a ∧ b ′ ∧ c ′ ≤ a ∧ b ′ con a ∧ b ′ ∈ I, luego a ∧ b ′ ∧ c ′ ∈ I; por otro lado
a ∧ b ∧ c ′ ≤ b ∧ c ′ con b ∧ c ′ ∈ I, luego a ∧ b ∧ c ′ ∈ I. Siendo I un ideal, esto implica
(a ∧ b ′ ∧ c ′) ∨ (a ∧ b ∧ c ′) ∈ I, es decir, a ∧ c ′ ∈ I y as´ı a≪
I
c.
De esta manera, en las a´lgebras booleanas se tiene:
a ≡
I
b si y solo si a≪
I
b y b≪
I
a.
Luego ≡
I
es la relacio´n de equivalencia asociada a la relacio´n de preorden ≪
I
, y la transiti-
vidad de esta u´ltima implica (por otro camino) la transitividad de ≡
I
.
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Afirmacio´n 1.42.
i) a≪
I
0 si y solo si a ∈ I.
ii) 0≪
I
b para cualquier b ∈ I.
Demostracio´n.
i) a≪
I
0 si y solo si a∧ 0 ′ ∈ I. Pero a∧ 0 ′ = a∧ 1 = a, luego a∧ 0 ′ ∈ I si y solo si a ∈ I.
ii) Siempre 0 ∧ b ′ = 0 ∈ I luego 0≪
I
b.
Afirmacio´n 1.43. La relacio´n ≪
I
es de orden si y solo si I = {0}. Adema´s, en ese caso
coincide con el orden del a´lgebra booleana B.
Demostracio´n. Si a ∈ I entonces por la afirmacio´n 1.42 se tiene a≪
I
0 y 0≪
I
a. Si la relacio´n
es antisime´trica se sigue a = 0, y de esta manera I = {0}.
Si I = {0}, dados a, b ∈ B tales que a≪
I
b y b≪
I
a se tiene a ∧ b ′ ∈ I y a ′ ∧ b ∈ I, es decir,
a ∧ b ′ = 0 y a ′ ∧ b = 0. Una propiedad conocida de las a´lgebras booleanas establece que
x ∧ y ′ = 0 si y solo si x ≤ y. En este caso a ≤ b y b ≤ a, esto es, a = b y la relacio´n es
antisime´trica.
Adema´s, en este caso, a≪
I
b si y solo si a∧ b ′ = 0, si y solo si a ≤ b, luego ≪
I
coincide con la
relacio´n de orden en B.
Afirmacio´n 1.44. Si F es un filtro de un a´lgebra booleana, entonces a ≡
F
b si y solo si
a ∨ b ′ ∈ F y a ′ ∨ b ∈ F .
Corolario 1.8. Si a ≡
F
b entonces a ′ ≡
F
b ′.
Afirmacio´n 1.45. El conjunto cociente B/≡
F
es un a´lgebra booleana. El ma´ximo es igual al
filtro F y el mı´nimo esta´ constituido por los complementos (en el a´lgebra) de los elementos
de F .
Es decir, el mı´nimo es F ′ =
{
a ′
∣∣ a ∈ F }.
Teorema 1.9. Sea I un ideal de un a´lgebra booleana B. Las siguientes condiciones son
equivalentes:
i) El complemento de I es un filtro.
ii) 1 /∈ I y para cada a, b ∈ B: a ∧ b ∈ I implica a ∈ I o b ∈ I.
iii) I es el nu´cleo de un homomorfismo de a´lgebras booleanas f : B −→ 2.
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iv) Para cada a ∈ B se tiene a ∈ I o a ′ ∈ I, pero no ambas.
v) I es un ideal maximal.
Demostracio´n.
i) implica ii). Como en la prueba de la afirmacio´n 1.34.
ii) implica iv). Se nota que a ∧ a ′ = 0 ∈ I luego a ∈ I o a ′ ∈ I. Si a ∈ I y a ′ ∈ I entonces
a ∨ a ′ ∈ I, es decir, 1 ∈ I lo cual contradice (ii). Luego no pertenecen ambos al ideal.
iv) implica v). Sea J un ideal que contiene a I y supo´ngase que existe x ∈ J r I. Por la
hipo´tesis (iv), de x /∈ I se sigue x ′ ∈ I y por lo tanto x ′ ∈ J . Como tambie´n x ∈ J , resulta
x ∨ x ′ ∈ J , es decir, 1 ∈ J y as´ı J = B. Luego I es maximal pues el u´nico ideal que lo
contiene propiamente es B.
v) implica ii). Por el corolario 1.5.
ii) implica iii). La funcio´n definida en la demostracio´n de la afirmacio´n 1.34 es
f(a) =
{
0 si a ∈ I,
1 si a /∈ I.
All´ı se probo´ que f es un homomorfismo de ret´ıculos. Adema´s es un homomorfismo de a´lgebras
booleanas, ya que f(a ′) = (f(a))′. En efecto, f(a ′) = 0 si y solo si a ′ ∈ I, lo cual por (iv)
(que ya se probo´ equivalente a (ii) ) equivale a a /∈ I, si y solo si f(a) = 1, si y solo si
(f(a))′ = 0. De esta manera f(a ′) = 0 si y solo si (f(a))′ = 0, y en este caso esto implica
f(a ′) = (f(a))′ porque 2 tiene solo dos elementos.
iii) implica i). Como en la prueba de la afirmacio´n 1.34.
Corolario 1.9. En un a´lgebra booleana, todo ideal primo es maximal.
Este hecho no se cumple en ret´ıculos distributivos.
Ejemplo 1.35. Todo conjunto ordenado total con ma´ximo 1 y mı´nimo 0 es, en particular,
un ret´ıculo distributivo. En este caso, todo ideal propio I es primo: en efecto 1 /∈ I ya que es
propio, y si a∧ b ∈ I entonces como a∧ b = min{a, b} ∈ {a, b} se tiene a∧ b = a o a∧ b = b,
de donde a ∈ I o b ∈ I. Pero el u´nico ideal maximal es M = [0, 1) = {x
∣∣ x 6= 1}. En efecto,
este es un ideal y su u´nico superconjunto es todo el conjunto ordenado, luego es maximal. Si
N es un ideal y existe un elemento y 6= 1 con y /∈ N , entonces [0, y] es un ideal propio que
contiene estrictamente a N , luego N no es maximal.
1.5.2. Teorema de representacio´n
El resultado siguiente se conoce como Teorema de Stone, ya que fue probado por el
matema´tico norteamericano Marshall Stone en 1936 [10].
Teorema 1.10. Para cualquier a´lgebra booleana B la funcio´n F : B −→ P(X) definida en
la seccio´n 1.4 es un homomorfismo inyectivo de a´lgebras booleanas.
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Demostracio´n. Puesto que B es un ret´ıculo distributivo, todo lo probado en la seccio´n 1.4
sigue siendo va´lido aqu´ı. Lo u´nico que falta probar es que la funcio´n F respeta el complemento.
F (a ′) = (F (a))c. En efecto, sea f : B −→ 2 un homomorfismo de a´lgebras booleanas.
Ahora f ∈ F (a ′) si y solo si f(a ′) = 1, si y solo si (f(a))′ = 1, si y solo si f(a) = 0.
Como f(a) pertenece al ret´ıculo 2 que tiene solo dos elementos, se tiene f(a) = 0 si y
solo si f(a) 6= 1. Ahora f(a) 6= 1 si y solo si f /∈ F (a), si y solo si f ∈ (F (a))c.
Corolario 1.10. Cualquier a´lgebra booleana es isomorfa a un conjunto de subconjuntos de
algu´n conjunto.
Demostracio´n. El homomorfismo F : B −→ P(X) es inyectivo luego B es isomorfo a la
imagen de F .
En el caso de las a´lgebras booleanas, el conjunto X tambie´n puede verse como el conjunto
de todos los ideales maximales de B.
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Cap´ıtulo 2
Representacio´n topolo´gica
Cada una de las representaciones de un conjunto ordenado como subconjunto de partes
de cierto conjunto, estudiadas en el cap´ıtulo anterior, en realidad genera una topolog´ıa sobre
el conjunto en cuestio´n. En el caso de los ret´ıculos distributivos y las a´lgebras booleanas,
esto conduce a una correspondencia de tales estructuras con cierta clase especial de espacios
topolo´gicos.
2.1. Preliminares
En lo que sigue se asumen conocidas las nociones ba´sicas de la topolog´ıa conjuntista
tales como espacios topolo´gicos, abiertos y cerrados, funciones continuas y espacios T0, T1,
Hausdorff y compactos. Pero es necesario enunciar varios otros conceptos menos estudiados
y que se entrelazan en la definicio´n de lo que se llamara´ un espacio topolo´gico de Stone.
2.1.1. Espacios sobrios
Definicio´n 2.1. Un cerrado C es reducible si existen subconjuntos propios cerrados A ⊆ C,
B ⊆ C tales que C = A ∪ B. Un cerrado es irreducible si no es reducible.
Afirmacio´n 2.1. En todo espacio topolo´gico, la clausura de un solo punto es un cerrado
irreducible.
Demostracio´n. Supo´ngase que {x} = A∪B con A, B cerrados. Como x ∈ {x}, se tiene x ∈ A
o x ∈ B. Si x ∈ A, como A es cerrado resulta {x} ⊆ A de donde A = {x}. De manera que
no existe descomposicio´n de {x} mediante cerrados propios.
Definicio´n 2.2. [8] Un espacio topolo´gico es sobrio si todo cerrado irreducible es la clausura
de un solo punto.
Afirmacio´n 2.2. Todo espacio Hausdorff es sobrio.
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Demostracio´n. Sea C un cerrado en un espacio Hausdorff X y sean x, y ∈ C distintos.
Entonces existen abiertos disyuntos U , V con x ∈ U , y ∈ V . Ciertamente C = (C − U) ∪
(C −V ) donde C −U , C −V son cerrados. Adema´s x ∈ C pero x /∈ C −U luego C −U 6= C
y de la misma manera C − V 6= C. Es decir, C es reducible.
Por lo tanto, en un espacio Hausdorff los u´nicos cerrados irreducibles son los conjuntos
unitarios, que son la clausura de su u´nico elemento.
Afirmacio´n 2.3. Todo espacio sobrio es T0.
Demostracio´n. En un espacio sobrio, el cerrado irreducible {x} es la clausura solo de x, luego
para x 6= y se tiene {x} 6= {y}. Esta implicacio´n caracteriza los espacios T0.
Afirmacio´n 2.4. Un conjunto infinito X con la topolog´ıa de cofinitos es T1 pero no es sobrio.
Demostracio´n. Si x 6= y, los conjuntos {y}c, {x}c son abiertos que contienen a x, y respecti-
vamente pero no al otro elemento.
Los cerrados de este espacio son los conjuntos finitos junto con el espacio total. El espacio
completo es un cerrado irreducible, pues la unio´n de cerrados propios es finita. Pero no es la
clausura de punto alguno.
Corolario 2.1. No todo espacio T1 es sobrio, y no todo espacio T0 es sobrio.
Afirmacio´n 2.5. La recta real con un punto adicional p, tomando como abiertos los usuales
de la recta y los cofinitos que contienen a p, constituye un espacio sobrio y T1 que no es
Hausdorff.
Demostracio´n. X = R ∪ {p} es un espacio topolo´gico donde los abiertos esta´n conformados
por la unio´n de intervalos abiertos y los subconjuntos que contienen a p tal que su comple-
mento es finito.
* T1: Sean x, y ∈ X distintos. Si x, y ∈ R, sea ε la distancia entre x e y, luego (x− ε2 , x+
ε
2
),
(y− ε
2
, y+ ε
2
) son abiertos que contienen a x e y pero no contienen a y y x, respectivamente.
En otro caso, si x = p e y ∈ R, consideremos el conjunto finito {y}, como p /∈ {y} entonces
X − {y} es abierto y dado que R es abierto con p /∈ R, se concluye que X es T1.
* No Hausdorff: Supongamos que X es Hausdorff, luego para p, y ∈ X donde y ∈ R existen
abiertos disyuntos A, B con p ∈ A, y ∈ B. Dado que p ∈ A se tiene que Ac es finito y como
p /∈ B se tiene que B es unio´n de intervalos abiertos en R, luego B es infinito. Pero B ⊆ Ac
puesto que A ∩B = ∅, lo cual es una contradiccio´n.
* Sobrio: Puesto que el espacio es T1, los puntos son cerrados y X es sobrio si los u´nicos
cerrados irreducibles son los unitarios. Sea entonces C un cerrado con ma´s de un punto.
Si p /∈ C, el complemento Cc es un abierto que contiene a p luego su complemento
(Cc)c = C es un subconjunto finito de R. Si x es cualquier elemento de C entonces {x},
C − {x} es una descomposicio´n de C en cerrados no triviales.
Si p ∈ C de nuevo se consideran dos casos.
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• Si C = {p, x} entonces {p}, {x} es una descomposicio´n de C en cerrados no
triviales.
• Si existen elementos x, y ∈ C ∩R distintos entre s´ı (y distintos de p), se nota que
C∩R es un cerrado en la topolog´ıa usual de R. Luego, por la afirmacio´n 2.2 existe
una descomposicio´n de C ∩ R, esto es, hay cerrados de la topolog´ıa usual A0, B0
con x ∈ A0, y ∈ B0, C ∩ R = A0 ∪B0.
Ahora se definen A = A0 ∪ {p}, B = B0 ∪ {p}. Es claro que x ∈ A, y ∈ B,
C = A∪B. Pero adema´s A y B son cerrados en X , por ejemplo Ac = R−A0 que
es un abierto de la topolog´ıa usual, luego tambie´n es abierto de X .
Corolario 2.2. No todo espacio sobrio es Hausdorff, y no todo espacio sobrio T1 es Hausdorff.
2.1.2. Propiedades de abiertos cerrados
Los resultados de esta seccio´n sera´n usados en el tema de la seccio´n siguiente (2.1.5).
Definicio´n 2.3. Un espacio topolo´gico X es cero-dimensional si los subconjuntos abiertos
cerrados de X forman una base para la topolog´ıa.
Una versio´n equivalente de la definicio´n 2.3 es: un espacio topolo´gico X es cero-dimensio-
nal si para cada x ∈ X y cada cerrado A con x /∈ A, existe un abierto cerrado C con x ∈ C
y C ∩A = ∅.
Definicio´n 2.4. Un espacio topolo´gico X es totalmente disconexo si los u´nicos subconjuntos
conexos son los unitarios.
Definicio´n 2.5. Un espacio topolo´gico X es totalmente separado si para puntos distintos x,
y en X existe un abierto cerrado que contiene a x pero no a y.
Afirmacio´n 2.6. Un espacio totalmente disconexo es T1.
Demostracio´n. Para cada punto x la adherencia {x} es conexo porque {x} lo es. En un espacio
totalmente disconexo, {x} es un conjunto unitario. De {x} ⊆ {x} se sigue {x} = {x}, los
conjuntos unitarios son cerrados y el espacio es T1.
Lema 2.1. Un espacio totalmente separado es Hausdorff.
Demostracio´n. Dados x, y distintos existe un abierto cerrado A con x ∈ A, y /∈ A. Luego
B = Ac tambie´n es abierto cerrado, y ∈ B y adema´s A ∩ B = ∅.
Lema 2.2. Un espacio totalmente separado es totalmente disconexo.
Demostracio´n. Sea C un subconjunto conexo y supo´ngase que contiene dos elementos distin-
tos x, y ∈ C, x 6= y. Como en la prueba anterior, existen abiertos cerrados A,B con x ∈ A,
y ∈ B, A∩B = ∅, A∪B = X . Luego C ∩A, C ∩B son abiertos disyuntos de C cuya unio´n
es C, lo cual contradice la conexidad de C. De manera que C es unitario o vac´ıo.
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Afirmacio´n 2.7. Un espacio cero-dimensional es regular.
Demostracio´n. Sea A un cerrado y sea x /∈ A. Entonces Ac es un abierto con x ∈ Ac, y
en consecuencia existe un abierto cerrado B con x ∈ B, B ⊆ Ac. Ahora B,Bc son abiertos
disyuntos con x ∈ B, A ⊆ Bc.
Lema 2.3. Un espacio T0 y cero-dimensional es totalmente separado.
Demostracio´n. Dados x, y distintos, por ser el espacio T0 existe un abierto A con x ∈ A, y /∈
A. Al ser cero-dimensional existe un abierto cerrado B con x ∈ B, B ⊆ A. En consecuencia
y /∈ B y el espacio es totalmente separado.
Lema 2.4. Un espacio compacto totalmente separado es cero-dimensional.
Demostracio´n. Sea U un abierto y x ∈ U . Para cada y ∈ U c, como y 6= x existe un abierto
cerrado Vy con x ∈ Vy, y /∈ Vy. Ahora, {V
c
y }y∈Uc es un cubrimiento abierto de U
c. Este
conjunto U c es un cerrado, luego como el espacio es compacto U c tambie´n es compacto y
existen finitos y1, y2, . . . , yn tales que U
c ⊆ V cy1 ∪ V
c
y2
∪ . . .∪ V cyn . Por lo tanto U ⊇ Vy1 ∩ Vy2 ∩
. . .∩ Vyn . El conjunto V = Vy1 ∩ Vy2 ∩ . . .∩ Vyn es un abierto cerrado con x ∈ V , V ⊆ U .
Definicio´n 2.6. En un espacio topolo´gico X, para cada x ∈ X se define C(x) como el
conjunto de puntos que no se pueden separar de x por algu´n abierto cerrado.
Es decir, y /∈ C(x) si y solo si y se puede separar de x por algu´n abierto cerrado, si y solo
si existe un abierto cerrado A tal que y ∈ A, x /∈ A. Se nota que Ac es un abierto cerrado
(disyunto de A) que satisface y /∈ Ac, x ∈ Ac.
Afirmacio´n 2.8.
i) x ∈ C(x).
ii) Si B es un abierto cerrado entonces: B ∩ C(x) = ∅ si y solo si x /∈ B.
iii) X − C(x) =
⋃{
A abierto cerrado
∣∣ x /∈ A}.
iv) C(x) es cerrado.
Demostracio´n.
i) Evidente pues x no se puede separar de x.
ii) Si B ∩ C(x) = ∅, como x ∈ C(x) entonces x /∈ B. En el otro sentido, si B es abierto
cerrado y x /∈ B, para cada b ∈ B existen abiertos cerrados que los separan de x luego
b /∈ C(x). As´ı, B ∩ C(x) = ∅.
iii) Si y /∈ C(x), por la nota despue´s de la definicio´n existe un abierto cerrado A con y ∈ A,
x /∈ A luego y ∈
⋃
{A abierto cerrado
∣∣ x /∈ A}. Al reve´s, si B es un abierto cerrado con
x /∈ B, por (ii) se tiene B∩C(x) = ∅, es decir, B ⊆ X−C(x). Luego ∪{B} ⊆ X−C(x).
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iv) La unio´n de abiertos es abierta, luego por (iii) X − C(x) es abierto.
Lema 2.5. Un espacio compacto, normal y totalmente disconexo es totalmente separado.
Demostracio´n. Sea X un espacio normal, compacto y totalmente disconexo. Para cada x ∈ X
se demostrara´ que el conjunto C(x) definido antes es unitario, lo cual significa que el espacio
es totalmente separado.
Supo´ngase, por el contrario, que C(x) contiene ma´s de un punto. Como el espacio X es
totalmente disconexo, el conjunto C(x) es disconexo: sea C(x) = F1 ∪ F2 con F1 ∩ F2 = ∅ y
Fi no vac´ıos y cerrados en C(x) (1 ≤ i ≤ 2). Como C(x) es cerrado en X , los Fi son cerrados
en X .
Puesto queX es un espacio normal y F1, F2 son cerrados disyuntos, existen abiertos disyuntos
U1, U2 tales que Fi ⊆ Ui (1 ≤ i ≤ 2). Sea U = U1.
Ahora se considera la frontera Fr U = U ∩ U c. Puesto que U es abierto, U c es cerrado
y as´ı U c = U c de manera que Fr U = U ∩ U c. Se nota que Fr(U) ∩ C(x) = ∅. Pues si
y ∈ C(x) = F1 ∪ F2 entonces y ∈ F1 o y ∈ F2. Si y ∈ F1, como F1 ⊆ U entonces y /∈ U
c luego
y /∈ Fr U porque Fr U ⊆ U c; si y ∈ F2, como F2 ⊆ U2 con U2 abierto y U ∩U2 = ∅ entonces
y /∈ U luego y /∈ Fr U porque Fr U ⊆ U .
Para cada z ∈ Fr U , como z /∈ C(x) existe un abierto cerrado Vz tal que z ∈ Vz, x /∈ Vz.
Claramente Fr U ⊆
⋃
z∈Fr U
Vz y como Fr U es cerrado y el espacio X es compacto, Fr U
es compacto y existen finitos z1, · · · , zn ∈ Fr U tales que Fr U ⊆ Vz1 ∪ Vz2 ∪ · · · ∪ Vzn . Sea
V = Vz1 ∪ Vz2 ∪ · · · ∪ Vzn , en estas condiciones V es un abierto cerrado y x /∈ V pues x /∈ Vz
para cada z. Esto significa V ∩ C(x) = ∅.
Ahora se demuestra que U − V = U − V . En efecto, U ∩ U c = Fr U ⊆ V luego V c ⊆
(U ∩ U c)c = (U ∩ U c)c = U
c
∪ U cc = U
c
∪ U . Ahora U − V = U ∩ V c ⊆ U ∩ (U
c
∪ U) =
(U ∩ U
c
) ∪ (U ∩ U) = ∅ ∪ (U ∩ U) = U ∩ U ⊆ U , luego U − V ⊆ U − V . Y siempre se tiene
U − V ⊆ U − V porque U ⊆ U .
Sea W = U − V = U − V . Como U es abierto y V cerrado, W = U − V es abierto; como U
es cerrado y V abierto, W = U − V es cerrado. Es decir, W es abierto cerrado.
Dado que V ∩ C(x) = ∅, C(x) ⊆ V c y as´ı W ∩ C(x) = (U − V ) ∩ C(x) = U ∩ V c ∩ C(x) =
U ∩ C(x) = F1 pues as´ı se escogio´ U . Como F1 6= ∅, se tiene W ∩ C(x) 6= ∅ y siendo W
abierto cerrado esto implica x ∈ W . Pero, por otro lado, U ∩ F2 = ∅ luego F2 ⊆ U c y dado
que W ⊆ U , es F2 ⊆W
c de manera que W c ∩C(x) =W c ∩ (F1 ∪F2) = W
c ∩F2 = F2. Como
F2 6= ∅, se tiene W c ∩ C(x) 6= ∅ y siendo W c abierto cerrado esto implica x ∈ W c. Lo cual
es una contradicio´n.
Con todo esto se demuestra que C(x) solo contiene un punto, a saber, x luego el espacio es
totalmente separado.
Afirmacio´n 2.9. Un espacio Hausdorff compacto es regular.
Demostracio´n. Dado un cerrado C y un punto x /∈ C, para cada a ∈ C como a 6= x y el
espacio es Hausdorff, existen Ua, Va abiertos disyuntos con a ∈ Ua, x ∈ Va.
Es claro que C ⊆
⋃
a∈C
Ua. Como C es un cerrado en un espacio compacto, tambie´n es compacto
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y existen finitos a1, a2, · · · , an ∈ C tales que
C ⊆ Ua1 ∪ Ua2 ∪ · · · ∪ Uan = U.
Sea V = Va1 ∩ Va2 ∩ · · · ∩ Van , entonces U , V son abiertos disyuntos con C ⊆ U , x ∈ V .
2.1.3. Espacios Lindelo¨f
La nocio´n de espacio Lindelo¨f es una versio´n de´bil de la compacidad.
Definicio´n 2.7. Un espacio topolo´gico X es Lindelo¨f si todo cubrimiento abierto tiene un
subcubrimiento enumerable.
Corolario 2.3. Un espacio compacto es Lindelo¨f.
Demostracio´n. Evidente porque todo conjunto finito (de ı´ndices) es enumerable.
Afirmacio´n 2.10. Un espacio Lindelo¨f regular es normal.
Demostracio´n. Sean A, B cerrados disyuntos.
Dado a ∈ A, se tiene a /∈ B con B cerrado luego por ser un espacio regular existen abiertos
Ua, Ua
′ con a ∈ Ua, B ⊆ Ua
′. Es claro que A ⊆
⋃
a∈A
Ua y al ser el espacio Lindelo¨f, existen
enumerables abiertos
U1 = Ua1 , U2 = Ua2 , U3 = Ua3 , · · ·
tales que A ⊆ U1 ∪ U2 ∪ U3 ∪ · · ·
De manera sime´trica, para b ∈ B existen abiertos Vb, Vb
′ con b ∈ Vb, A ⊆ Vb
′. Es claro que
B ⊆
⋃
b∈B
Vb luego existen enumerables abiertos
V1 = Vb1 , V2 = Vb2, V3 = Vb3 , · · ·
tales que B ⊆ V1 ∪ V2 ∪ V3 ∪ · · ·
Ahora se construyen las sucesiones de abiertos S1, S2, · · · y T1, T2, · · · como sigue.
S1 = U1
T1 = V1 − S1
S2 = U2 − T1
T2 = V2 − S1 ∪ S2
S3 = U3 − T1 ∪ T2
T3 = V3 − S1 ∪ S2 ∪ S3
En general,
Sn = Un − T1 ∪ T2 ∪ · · · ∪ Tn−1 (n ≥ 2)
Tn = Vn − S1 ∪ S2 ∪ · · · ∪ Sn (n ≥ 1).
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Puesto que Ui, Vi son abiertos, es claro que Sn, Tn son abiertos para cada n.
Si a ∈ A entonces a /∈ T1 ∪ T2 ∪ · · · ∪ Tk para cada k. En efecto, Ti ⊆ Vi luego
T1 ∪ T2 ∪ · · · ∪ Tk ⊆ V1 ∪ V2 ∪ · · · ∪ Vk
⊆ (V1
′)c ∪ (V2
′)c ∪ · · · ∪ (Vk
′)c
= (V1
′ ∩ V2
′ ∩ · · · ∩ Vk
′)c
porque Vj ∩ Vj
′ = ∅ luego Vj ⊆ (Vj
′)c.
Como los Vj
′ son abiertos, este u´ltimo conjunto es cerrado y en consecuencia
T1 ∪ T2 ∪ · · · ∪ Tk ⊆ (V1
′ ∩ V2
′ ∩ · · · ∩ Vk
′)c.
Puesto que A ⊆ Vj
′ para cada j, se tiene a ∈ V1
′ ∩ V2
′ ∩ · · · ∩ Vk
′ y as´ı a /∈ T1 ∪ T2 ∪ · · · ∪ Tk.
Ahora, como A ⊆ U1 ∪ U2 ∪ U3 ∪ · · · existe n tal que a ∈ Un y ya se probo´ que a /∈
T1 ∪ T2 ∪ · · · ∪ Tn−1. Luego a ∈ Un − T1 ∪ T2 ∪ · · · ∪ Tn−1 = Sn y as´ı A ⊆
∞⋃
n=1
Sn.
De manera sime´trica B ⊆
∞⋃
n=1
Tn.
Finalmente
(
∞⋃
n=1
Sn
)⋂( ∞⋃
n=1
Tn
)
= ∅. En efecto, sea x ∈
(
∞⋃
n=1
Sn
)⋂( ∞⋃
n=1
Tn
)
y sean p, q
tales que x ∈ Sp, x ∈ Tq.
Si p ≤ q, como x ∈ Sp entonces x ∈ S1 ∪ · · · ∪ Sp ∪ · · · ∪ Sq luego x ∈ S1 ∪ S2 ∪ · · · ∪ Sq pero
x ∈ Tq = Vq − S1 ∪ S2 ∪ · · · ∪ Sq, lo cual es una contradiccio´n.
Y si p > q, como x ∈ Tq es x ∈ T1 ∪ · · · ∪ Tq ∪ · · · ∪ Tp−1 luego x ∈ T1 ∪ · · · ∪ Tq ∪ · · · ∪ Tp−1
pero x ∈ Sp = Up − T1 ∪ · · · ∪ Tq ∪ · · · ∪ Tp−1, lo cual es absurdo.
En ambos casos se llega a una contradiccio´n, luego la interseccio´n es vac´ıa.
De esta manera S =
∞⋃
n=1
Sn, T =
∞⋃
n=1
Tn son abiertos disyuntos con A ⊆ S, B ⊆ T .
Lema 2.6. Un espacio Hausdorff compacto es normal.
Demostracio´n. Puesto que es Hausdorff y compacto, el espacio es regular; como es compacto,
es Lindelo¨f. Y al ser Lindelo¨f y regular, resulta normal.
2.1.4. Espacios coherentes
Definicio´n 2.8. [8] Un espacio es coherente si es sobrio y adema´s la familia de los abiertos
compactos es cerrada para intersecciones finitas y constituye una base de la topolog´ıa.
Nota 2.1. Aqu´ı se considerara´ que todo espacio coherente es compacto. Pues aunque no
esta´ explicitamente en la definicio´n 2.8, es claro que la interseccio´n de la familia vac´ıa es el
espacio completo.
Lema 2.7. Un espacio Hausdorff compacto es cero-dimensional si y solo si es coherente.
Demostracio´n. En un espacio Hausdorff compacto, un subconjunto es compacto si y solo si
es cerrado. Luego la interseccio´n finita de abiertos compactos es abierto compacto porque eso
sucede con los abiertos cerrados. As´ı, el espacio es cero-dimensional si y solo si los abiertos
compactos constituyen una base, y todo espacio Hausdorff es sobrio.
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2.1.5. Espacios de Stone
Teorema 2.1. Sea X un espacio topolo´gico. Las siguientes condiciones son equivalentes:
i) X es compacto, Hausdorff y totalmente disconexo.
ii) X es compacto, normal y totalmente disconexo.
iii) X es compacto y totalmente separado.
iv) X es compacto, T0 y cero-dimensional.
v) X es Hausdorff y coherente.
Demostracio´n.
i) implica ii). Por el lema 2.6, como X es Hausdorff compacto tambie´n es normal (no se
requiere que sea totalmente disconexo).
ii) implica iii). Este es el contenido del lema 2.5.
iii) implica i). Como X es totalmente separado, por el lema 2.1 X es Hausdorff y por el lema
2.2 es totalmente disconexo (no se requiere la compacidad).
iii) implica iv). Como X es totalmente separado, de nuevo por el lema 2.1 X es Hausdorff y,
por lo tanto, T0 (no se requiere la compacidad). Como X es compacto y totalmente separado,
por el lema 2.4 es cero-dimensional.
iv) implica iii). Como X es T0 y cero-dimensional, por el lema 2.3 es totalmente separado
(de nuevo, no se requiere la compacidad).
iv) implica v). Ya se probo´ que iv) es equivalente a i) luego, en particular, X es Hausdorff y,
por lo tanto, es sobrio.
En un espacio Hausdorff compacto un subconjunto es compacto si y solo si es cerrado [12,
teorema 17.5]. Luego en X los abiertos compactos son precisamente los abiertos cerrados.
Los abiertos cerrados son cerrados para intersecciones finitas y como X es cero-dimensional
los abiertos cerrados constituyen una base. De esta manera, X es coherente.
v) implica iv). Como X es coherente, en particular es compacto; como es Hausdorff, es T0.
Por fin, siendo X un espacio Hausdorff compacto, por el mismo argumento anterior el hecho
de que los abiertos compactos constituyen una base implica que los abiertos cerrados son una
base, es decir, X es cero-dimensional.
Definicio´n 2.9. [8, pa´gina 70] Un espacio de Stone es un espacio topolo´gico que satisface
las condiciones equivalentes del teorema 2.1.
Ejemplo 2.1. Todo espacio finito discreto es un espacio de Stone. Porque todo espacio
finito es compacto, y todo espacio discreto es Hausdorff y totalmente disconexo. Al reve´s,
todo espacio de Stone finito es discreto. En efecto, un espacio de Stone es T1 luego los
conjuntos unitarios son cerrados. Al ser finito, todo subconjunto es unio´n finita de cerrados
(los unitarios que contiene) y, por lo tanto, es cerrado. En consecuencia el espacio es discreto.
En resumen, un espacio finito es un espacio de Stone si y solo si es discreto.
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Ejemplo 2.2. El conjunto de Cantor es un espacio de Stone.
El conjunto de Cantor se puede obtener de la siguiente manera. Sea C0 = [0, 1] el intervalo
unidad en R con la topolog´ıa usual. El conjunto C1 =
[
0, 1
3
]
∪
[
2
3
, 1
]
se obtiene del anterior
eliminando el intervalo abierto
(
1
3
, 2
3
)
que corresponde al tercio central. Luego, el conjunto
C2 =
[
0, 1
9
]
∪
[
2
9
, 1
3
]
∪
[
2
3
, 7
9
]
∪
[
8
9
, 1
]
se obtiene del anterior eliminando los dos tercios centrales(
1
9
, 2
9
)
y
(
7
9
, 8
9
)
.
De esta manera se construye una sucesio´n de conjuntos cerrados, cada uno contenido en el
anterior:
C0 ⊇ C1 ⊇ C2 ⊇ · · · ⊇ Cn ⊇ · · ·
El conjunto de Cantor es C =
∞⋂
n=0
Cn.
C0
C1
C2
C3
b
b
b
C ···· ···· ···· ···· ···· ···· ···· ···· ···· ···· ···· ···· ···· ···· ···· ····
Como espacio topolo´gico, el conjunto de Cantor C es compacto porque es un subconjunto
cerrado y acotado de los reales: en efecto, es cerrado porque es interseccio´n de cerrados y es
acotado porque C ⊆ [0, 1]. Al ser un subespacio de R con la topolog´ıa usual, C es Hausdorff.
Adema´s las componentes conexas de C son los puntos, es decir, C es totalmente disconexo.
En efecto, los segmentos que conforman el cerrado Cn tienen todos longitud
1
3n
y l´ım
n→∞
1
3n
= 0,
luego C no contiene intervalos. As´ı, dos puntos distintos de C siempre se pueden separar por
puntos que no pertenecen a C.
El hecho siguiente se volvera´ significativo en la pro´xima seccio´n.
Afirmacio´n 2.11. En un espacio Hausdorff compacto, sean {Ai}i∈I una familia de compactos
y {Bj}j∈J una familia de abiertos tales que⋂
i∈I
Ai ⊆
⋃
j∈J
Bj.
Entonces existen finitos ı´ndices i1, i2, . . . , ik ∈ I, j1, j2, . . . , jl ∈ J tales que
Ai1 ∩ Ai2 ∩ · · · ∩Aik ⊆ Bj1 ∪ Bj2 ∪ · · · ∪ Bjl.
Demostracio´n. Por hipo´tesis se tiene
( ⋃
j∈J
Bj
)c
⊆
(⋂
i∈I
Ai
)c
=
⋃
i∈I
Ai
c. Como los Bj son abiertos,⋃
j∈J
Bj es abierto luego
( ⋃
j∈J
Bj
)c
es cerrado, y como el espacio es compacto este subconjunto
cerrado es compacto. Por otro lado, como los Ai son compactos y el espacio es Hausdorff, estos
subconjuntos son cerrados y sus complementos Ai
c son abiertos. De esta manera, {Ai
c}i∈I es
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un cubrimiento abierto del compacto
( ⋃
j∈J
Bj
)c
y por lo tanto existen finitos ı´ndices i1, i2, . . . , ik
tales que (⋃
j∈J
Bj
)c
⊆ Ai1
c ∪ Ai2
c ∪ · · · ∪ Aik
c.
Ahora Ai1
c∪· · ·∪Aik
c = (Ai1∩· · ·∩Aik)
c luego la inclusio´n anterior equivale a Ai1∩· · ·∩Aik ⊆⋃
j∈J
Bj. Ya se observo´ que los Ai son cerrados luego la interseccio´n finita Ai1 ∩ · · · ∩Aik es un
cerrado y, como el espacio es compacto, este subconjunto es compacto. De nuevo, la familia
{Bj}j∈J es un cubrimiento abierto del compacto Ai1 ∩ · · · ∩Aik y por lo tanto existen finitos
ı´ndices j1, j2, . . . , jl tales que
Ai1 ∩ Ai2 ∩ · · · ∩Aik ⊆ Bj1 ∪ Bj2 ∪ · · · ∪ Bjl.
2.1.6. Espacios de pre-Stone
Esta definicio´n se inspira en lo que en el texto [2] tambie´n se denomina espacio de Stone
pero que, como se mostrara´, es una nocio´n diferente a la anterior.
Definicio´n 2.10. [2, pa´gina 75] Un espacio de pre-Stone es un espacio topolo´gico X que
cumple:
i) X es un espacio T0.
ii) La familia de los abiertos compactos es cerrada para intersecciones finitas.
iii) Los abiertos compactos constituyen una base para la topolog´ıa de X.
iv) Si {Ai}i∈I y {Bj}j∈J son familias de abiertos compactos no vac´ıos tales que⋂
i∈I
Ai ⊆
⋃
j∈J
Bj,
entonces existen finitos ı´ndices i1, . . . , ik ∈ I, j1, . . . , jl ∈ J tales que
Ai1 ∩ Ai2 ∩ · · · ∩Aik ⊆ Bj1 ∪ Bj2 ∪ · · · ∪ Bjl.
Nota 2.2. Al igual que en la definicio´n de espacio coherente (definicio´n 2.8) se considerara´ que
todo espacio de pre-Stone es compacto porque la interseccio´n de la familia vac´ıa es todo el
espacio. Por la misma razo´n, en el numeral (iv) el caso I = ∅ corresponde a la compacidad
del espacio mientras el caso J = ∅ corresponde a una propiedad dual (a saber: toda familia
de abiertos compactos no vac´ıos con la propiedad de intersecciones finitas tiene tambie´n
interseccio´n no vac´ıa), ya que la unio´n de la familia vac´ıa es el conjunto vac´ıo.
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Ejemplo 2.3. Un espacio topolo´gico finito es un espacio de pre-Stone si y solo si es T0. En
efecto, en un espacio finito todos los abiertos son compactos luego las condiciones siguientes
siempre se cumplen:
ii) Si A, B son abiertos compactos, A ∩ B es abierto finito y, por lo tanto, compacto. El
espacio completo es compacto por ser finito.
iii) Los abiertos compactos son precisamente los abiertos, que constituyen una base.
iv) Si
⋂
i∈I
Ai ⊆
⋃
j∈J
Bj , como hay solo finitos abiertos estas familias son ambas finitas y
as´ı Ai1 ∩ Ai2 ∩ · · · ∩Aik ⊆ Bj1 ∪ Bj2 ∪ · · · ∪ Bjl.
Afirmacio´n 2.12. Todo espacio de Stone es un espacio de pre-Stone.
Demostracio´n.
i) Como un espacio de Stone es Hausdorff, en particular es T0.
ii) Porque todo espacio de Stone es coherente.
iii) Por la misma razo´n anterior.
iv) Si {Ai}i∈I 6=∅, {Bj}j∈J son familias de abiertos compactos no vac´ıos con
⋂
i∈I
Ai ⊆
⋃
j∈J
Bj,
en particular se cumplen las condiciones de la afirmacio´n 2.11. Como todo espacio de
Stone es Hausdorff compacto, por la afirmacio´n mencionada existen finitos subconjuntos
tales que Ai1 ∩ Ai2 ∩ · · · ∩Aik ⊆ Bj1 ∪ Bj2 ∪ · · · ∪ Bjl.
El rec´ıproco de este resultado no es cierto.
Ejemplo 2.4. Todo espacio finito que es T0 pero no Hausdorff, es un espacio de pre-Stone
que no es de Stone (ejemplo 2.1 y ejemplo 2.2). Como ejemplo particular se puede considerar
el espacio de Sierpinski, X = {a, b} con topolog´ıa
{
∅, {a}, {a, b}
}
.
Afirmacio´n 2.13. Un espacio de pre-Stone es un espacio de Stone si y solo si es Hausdorff.
Demostracio´n. Sea X un espacio de pre-Stone. Si X es un espacio de Stone, entonces es
Hausdorff por definicio´n. En la otra direccio´n, siX es Hausdorff entonces es sobrio (afirmacio´n
2.2) y las condiciones (ii) y (iii) de la definicio´n de pre-Stone garantizan que X es un espacio
coherente. Al ser Hausdorff coherente, es un espacio de Stone.
2.2. Topolog´ıa para conjuntos ordenados
En la seccio´n 1.2 se obtuvo una representacio´n de cualquier conjunto ordenado P en el
conjunto ordenado P(P ) de sus subconjuntos. En realidad el recorrido de esta representacio´n,
que como conjunto ordenado es isomorfo a P , es la base de una topolog´ıa sobre el mismo
conjunto P .
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Afirmacio´n 2.14. Sea P un conjunto ordenado. La familia{
x ↓
∣∣ x ∈ P}
es la base de abiertos de una topolog´ıa T0 sobre P .
Demostracio´n. En primer lugar, es claro que
⋃
x∈P
x ↓ = P . Pues x ↓ ⊆ P luego
⋃
x∈P
x ↓ ⊆ P ;
en el otro sentido, si y ∈ P como y ∈ y ↓ se tiene y ∈
⋃
x∈P
x ↓.
En segundo lugar, sea z ∈ x ↓ ∩ y ↓ entonces z ≤ x y z ≤ y. Si a ∈ z ↓, de a ≤ z se sigue
a ≤ x y a ≤ y, es decir, a ∈ x ↓ ∩ y ↓. As´ı z ∈ z ↓ ⊆ x ↓ ∩ y ↓.
Por fin, si x 6= y entonces x  y o bien y  x. En el primer caso, y ↓ es un abierto con
y ∈ y ↓, x /∈ y ↓; en el otro caso x ∈ x ↓ mientras y /∈ x ↓. As´ı que esta topolog´ıa es T0.
Corolario 2.4. Todo conjunto ordenado es isomorfo a la base de abiertos de alguna topolog´ıa,
que es T0 y adema´s se define sobre el mismo conjunto.
Nota 2.3. En general, la topolog´ıa generada incluye ma´s abiertos que los de la base porque,
por ejemplo, en muchos casos x ↓ ∪ y ↓ 6= z ↓ para cada z pero x ↓ ∪ y ↓ s´ı es abierto.
Ejemplo 2.5. En un conjunto ordenado total la topolog´ıa generada se conoce con el nombre
de colas a izquierda. En el caso particular de los nu´meros reales, x ↓ = (−∞, x] y la topolog´ıa
generada tambie´n incluye los intervalos de la forma (−∞, a) porque (−∞, a) =
⋃
x<a
(−∞, x].
En el caso de un semirret´ıculo inferior S, el resultado de la afirmacio´n 2.14 es el mismo.
Solo la prueba es ma´s sencilla, pues se tiene:
S = 1 ↓ es uno de los abiertos ba´sicos.
x ↓ ∩ y ↓ = (x ∧ y) ↓ (afirmacio´n 1.10).
Ejemplo 2.6. En el semirret´ıculo S de la nota 1.6 se tiene:
0
a b c
1
b
b
b b
b
Ahora 0 ↓ = {0}, a ↓ = {0, a}, b ↓ = {0, b}, c ↓ = {0, c}, 1 ↓ = S. La topolog´ıa generada es{
∅, {0}, {0, a}, {0, b}, {0, c}, {0, a, b}, {0, a, c}, {0, b, c}, S
}
que es la topolog´ıa de los superconjuntos del subconjunto {0}.
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2.3. Topolog´ıa para ret´ıculos distributivos
Para la representacio´n de los ret´ıculos distributivos, en la seccio´n 1.4.4 se sustituyeron las
“colas” x ↓ por ciertos conjuntos de homomorfismos en el ret´ıculo 2. Estos conjuntos tambie´n
determinan una topolog´ıa, pero para mayor claridad en su definicio´n aqu´ı se sustituyen los
homomorfismos por sus nu´cleos, que son los ideales primos del ret´ıculo.
Sea A un ret´ıculo distributivo, entonces P denota el conjunto de todos sus ideales primos.
P =
{
I ⊆ A
∣∣ I es ideal primo } .
Dado a ∈ A, Pa ⊆ P es el conjunto de los ideales primos que no contienen al elemento a.
Pa =
{
I ideal primo
∣∣ a /∈ I} .
Nota 2.4. Teniendo en cuenta la nota 1.9, el conjunto P corresponde al conjunto X de los
homomorfismos A −→ 2 y cada conjunto Pa corresponde al conjunto F (a) definido all´ı. En
consecuencia, las propiedades algebraicas probadas se traducen de la siguiente manera.
Si a ≤ b entonces Pa ⊆ Pb.
Pa∧b = Pa ∩ Pb.
Pa∨b = Pa ∪ Pb.
P0 = ∅.
P1 = P.
Afirmacio´n 2.15. Sea A un ret´ıculo distributivo. La familia
{
Pa
∣∣ a ∈ A} es la base de
abiertos de una topolog´ıa T0 sobre el conjunto P de los ideales primos.
Demostracio´n. En efecto,
⋃
a∈A
Pa = P porque, de hecho, P1 = P. Por otro lado, dados Pa, Pb
se tiene Pa ∩ Pb = Pa∧b luego para cada I ∈ Pa ∩ Pb existe Pa∧b con I ∈ Pa∧b ⊆ Pa ∩ Pb.
Dados ideales primos distintos P 6= Q, existe algu´n elemento a ∈ Q con a /∈ P , o al reve´s.
Entonces P ∈ Pa, Q /∈ Pa siendo Pa un abierto. As´ı que esta topolog´ıa sobre P es T0.
Ejemplo 2.7. En el ret´ıculo estudiado en los ejemplos 1.32 y 1.34, con esta notacio´n se tiene
P =
{
a ↓, c ↓, d ↓
}
y adema´s
P0 = ∅ Pa = {d ↓}
Pb = {a ↓} Pc = {a ↓, d ↓}
Pd = {a ↓, c ↓} P1 = P.
Luego, definiendo x = d ↓, y = a ↓, z = c ↓ el espacio topolo´gico que resulta en este caso se
puede representar as´ı: X = {x, y, z}, τ =
{
∅, {x}, {y}, {x, y}, {y, z}, X
}
.
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Se nota que este es un espacio T0 que no es Hausdorff.
Afirmacio´n 2.16. Los abiertos compactos del espacio P son precisamente los Pa.
Demostracio´n. Primero se prueba que cada abierto ba´sico Pa es compacto. Puesto que la
compacidad se puede caracterizar mediante cubrimientos con abiertos ba´sicos, conside´rese
que Pa ⊆
⋃
y∈Y
Py para algu´n subconjunto Y . En el ret´ıculo distributivo A, sea I el ideal
generado por Y y supo´ngase que a /∈ I. Entonces I es disyunto del filtro F = a ↑ porque si
b ∈ I ∩ a ↑ entonces de a ≤ b y b ∈ I se sigue a ∈ I, lo cual es absurdo. En consecuencia por
el teorema 1.7 existe un ideal primo P con I ⊆ P y F ∩P = ∅. La segunda condicio´n implica
que a /∈ P , luego P ∈ Pa; la primera condicio´n implica que Y ⊆ P , luego P /∈ Py para cada
y ∈ Y , es decir, P /∈
⋃
y∈Y
Py. Pero esto contradice la hipo´tesis Pa ⊆
⋃
y∈Y
Py, as´ı que a ∈ I.
Por la caracterizacio´n del ideal generado dada en la afirmacio´n 1.15 existen finitos elementos
y1, y2, . . . , ym ∈ Y tales que a ≤ y1∨ y2 ∨ · · · ∨ ym. En consecuencia Pa ⊆ Py1∨y2∨···∨ym y como
Py1∨y2∨···∨ym = Py1 ∪Py2 ∪ · · ·∪Pym resulta Pa ⊆ Py1 ∪Py2 ∪ · · ·∪Pym . Luego Pa es un abierto
compacto.
Ahora sea U un abierto compacto del espacio P. Para cada J ∈ U existe un abierto ba´sico
PaJ ∈ P tal que J ∈ PaJ , PaJ ⊆ U . Ahora se nota que U =
⋃
J∈U
PaJ y como los PaJ son abiertos,
este es un cubrimiento abierto de U . Siendo compacto, se tiene U = Pa1 ∪Pa2 ∪· · ·∪Pan para
ciertos finitos ai. Ahora Pa1 ∪ Pa2 ∪ · · · ∪ Pan = Pa1∨a2∨···∨an = Pa con a = a1 ∨ a2 ∨ · · · ∨ an.
As´ı U = Pa para cierto elemento a.
Teorema 2.2. P es un espacio de pre-Stone.
Demostracio´n.
i) En la prueba de la afirmacio´n 2.15 se demostro´ que el espacio P es T0.
ii) Si U , V son abiertos compactos entonces U = Pa, V = Pb para ciertos a, b de donde
U ∩ V = Pa ∩ Pb = Pa∧b que es abierto compacto. Adema´s el conjunto de todos los
ideales primos es P = P1 que es abierto compacto.
iii) Los abiertos compactos son los conjuntos Pa, que se escogieron precisamente como base
de la topolog´ıa.
iv) Sean {Px}x∈X , {Py}y∈Y familias de abiertos compactos no vac´ıos tales que⋂
x∈X
Px ⊆
⋃
y∈Y
Py.
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En el ret´ıculo distributivo A, sea I el ideal generado por Y y sea F el filtro generado
por X .
Si I ∩ F = ∅, por el teorema 1.7 existe un ideal primo P tal que I ⊆ P y P ∩ F = ∅.
La condicio´n P ∩ F = ∅ implica que para cada x ∈ X se tiene x /∈ P ya que X ⊆ F ,
as´ı que P ∈ Px y en consecuencia P ∈
⋂
x∈X
Px. Por otro lado la condicio´n I ⊆ P implica
que para cada y ∈ Y se tiene y ∈ P ya que Y ⊆ I, as´ı que P /∈ Py y en consecuencia
P /∈
⋃
y∈Y
Py. Pero estas dos conclusiones (P ∈
⋂
Px, P /∈
⋃
Py) contradice la hipo´tesis⋂
Px ⊆
⋃
Py.
Por lo tanto I ∩ F 6= ∅, sea c ∈ I ∩ F . Como c ∈ I, por la afirmacio´n 1.15 existen
y1, y2, . . . , yn ∈ Y tales que c ≤ y1 ∨ y2 ∨ · · · ∨ yn; como c ∈ F , por la afirmacio´n
1.26 existen x1, x2, . . . , xm ∈ X tales que c ≥ x1 ∧ x2 ∧ · · · ∧ xm. En consecuencia
x1 ∧ x2 ∧ · · · ∧ xm ≤ y1 ∨ y2 ∨ · · · ∨ yn de donde Px1∧x2∧···∧xm ⊆ Py1∨y2∨···∨yn , es decir,
Px1 ∩ · · · ∩ Pxm ⊆ Py1 ∪ · · · ∪ Pyn.
De esta manera, a cada ret´ıculo distributivo se asocia un espacio de pre-Stone. Ahora se
emprende el camino de regreso.
Afirmacio´n 2.17. Dado cualquier espacio de pre-Stone, los abiertos compactos constituyen
un ret´ıculo distributivo.
Demostracio´n. Sea X un espacio de pre-Stone, entonces los abiertos compactos de X cons-
tituyen un subret´ıculo del ret´ıculo P(X). En efecto:
∅, X son abiertos compactos.
Si A, B son abiertos compactos entonces A∪B es abierto compacto pues en cualquier
espacio la unio´n de finitos subconjuntos compactos es compacta.
Si A, B son abiertos compactos entonces A ∩ B es abierto compacto por la condicio´n
(ii) de la definicio´n 2.10.
Y todo subret´ıculo de un ret´ıculo distributivo como P(X) tambie´n es distributivo.
Dado un espacio de pre-Stone X , sea C el ret´ıculo distributivo de sus abiertos compactos
(afirmacio´n 2.17). Para cada elemento x ∈ X se define un conjunto h(x) ⊆ C como sigue.
h(x) =
{
A abierto compacto
∣∣ x /∈ A}
Afirmacio´n 2.18. Para cada x ∈ X, el conjunto h(x) es un ideal primo del ret´ıculo distri-
butivo C.
Demostracio´n. Como x /∈ ∅ y ∅ es un abierto compacto, ∅ ∈ h(x). Dados A,B ∈ h(x),
puesto que en cualquier espacio la unio´n finita de subconjuntos compactos es compacta, se
tiene que A ∪ B es un abierto compacto. Adema´s de x /∈ A, x /∈ B se sigue x /∈ A ∪ B y
as´ı A ∪ B ∈ h(x). Por fin, si A ∈ h(x) y B es un abierto compacto tal que B ⊆ A, como
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x /∈ A tambie´n x /∈ B luego B ∈ h(x). De esta manera, h(x) es un ideal.
Como x ∈ X se tiene X /∈ h(x). Por otro lado, sean A, B abiertos compactos tales que
A ∩ B ∈ h(x). Entonces x /∈ A ∩ B de donde x /∈ A o x /∈ B, es decir, A ∈ h(x) o B ∈ h(x).
Y as´ı h(x) es un ideal primo.
De esta manera la funcio´n h se puede considerar de X en el espacio topolo´gico L de los
ideales primos del ret´ıculo distributivo C.
Afirmacio´n 2.19. La funcio´n h es inyectiva.
Demostracio´n. Sean x, y ∈ X puntos distintos. Por la condicio´n (i) de la definicio´n 2.10, X
es un espacio T0 y existe un abierto U con x /∈ U , y ∈ U (o al reve´s). Por la condicio´n (iii)
de la definicio´n de espacio de pre-Stone, los abiertos compactos constituyen una base para la
topolog´ıa y existe un abierto compacto A con y ∈ A, A ⊆ U . Como x /∈ U tambie´n x /∈ A y
as´ı A ∈ h(x), A /∈ h(y) de manera que h(x) 6= h(y). Si existe un abierto V que contiene a x
pero no a y, se procede de manera sime´trica.
Afirmacio´n 2.20. La funcio´n h es sobreyectiva.
Demostracio´n. Sea L un ideal primo de C y supo´ngase que se tiene la siguiente inclusio´n.⋂{
A abierto compacto
∣∣ A /∈ L} ⊆⋃{B abierto compacto no vac´ıo ∣∣ B ∈ L} .
Como L es ideal, ∅ ∈ L luego todos los A de la primera familia son no vac´ıos; respecto a los
B, por eleccio´n son no vac´ıos.
Por la condicio´n (iv) de la definicio´n 2.10 existen finitos ı´ndices 1, 2, . . . , k y 1, 2, . . . , l tales
que
A1 ∩ A2 ∩ · · · ∩Ak ⊆ B1 ∪ B2 ∪ · · · ∪Bl.
Como Bi ∈ L para cada i y L es un ideal, B1 ∪ · · · ∪Bl ∈ L y por lo tanto A1 ∩ · · · ∩Ak ∈ L.
Ma´s au´n, siendo un ideal primo, esto implica Aj ∈ L para algu´n j (definicio´n 1.16). Pero esto
contradice la eleccio´n de los abiertos compactos A.
Como la inclusio´n supuesta al principio no es cierta, existe algu´n elemento x ∈ X tal que
x ∈
⋂{
A abierto compacto
∣∣ A /∈ L} y x /∈ ⋃{B abierto compacto no vac´ıo ∣∣ B ∈ L}. De
esta manera:
Si A es abierto compacto y A /∈ L entonces x ∈ A;
Si B es abierto compacto y B ∈ L entonces x /∈ B.
En consecuencia, para cualquier abierto compacto D de X se tiene:
x /∈ D si y solo si D ∈ L.
Es decir, D ∈ h(x) si y solo si D ∈ L. De manera que L = h(x) y la funcio´n h es sobre.
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Afirmacio´n 2.21. Sea A un abierto compacto del espacio de pre-Stone X, y LA el co-
rrespondiente abierto ba´sico en el espacio L de los ideales primos del ret´ıculo C. En estas
condiciones
h−1(LA) = A y, de manera equivalente, h(A) = LA.
Demostracio´n. Para un punto y ∈ X se tiene y ∈ h−1(LA) si y solo si h(y) ∈ LA, si y solo
si A /∈ h(y), si y solo si y ∈ A. As´ı que h−1(LA) = A. Como la funcio´n h es biyectiva, esto
equivale a LA = h(A).
Teorema 2.3. La funcio´n h es un homeomorfismo de X en L.
Demostracio´n. Para la continuidad de h se observa que para cada abierto ba´sico LA se tiene
h−1(LA) = A, que es abierto en X . Para la continuidad de h
−1 se nota que por la condicio´n
(iii) de la definicio´n 2.10 los abiertos compactos constituyen una base, y para cada abierto
ba´sico A se tiene (h−1)−1(A) = h(A) = LA, que es abierto en L.
Teorema 2.4. Existe una correspondencia biyectiva entre los ret´ıculos distributivos y los
espacios topolo´gicos de pre-Stone.
Demostracio´n. Primero, sea A un ret´ıculo distributivo, P el conjunto de los ideales primos
de A con la topolog´ıa inducida por los Pa. El ret´ıculo de abiertos compactos de P es, por la
afirmacio´n 2.16, el conjunto {Pa
∣∣ a ∈ A}. En el teorema 1.8 se probo´ que A y {Pa ∣∣ a ∈ A}
(que all´ı se expreso´ como F (A) = {F (a)
∣∣ a ∈ A}) son ret´ıculos isomorfos.
Luego, sea X un espacio de pre-Stone, C el ret´ıculo distributivo de sus abiertos compactos y
sea L el conjunto de los ideales primos del ret´ıculo C con la topolog´ıa inducida por los LA.
En el teorema 2.3 se probo´ que X y L son espacios topolo´gicos homeomorfos.
Ejemplo 2.8. Este resultado se puede ilustrar con el espacio topolo´gico obtenido en el
ejemplo 2.7, el conjunto X = {x, y, z} con la topolog´ıa τ =
{
∅, {x}, {y}, {x, y}, {y, z}, X
}
.
Puesto que el espacio es finito, todos los abiertos son compactos y C es el mismo conjunto τ
ordenado por la inclusio´n.
Como en el ejemplo 1.32, el conjunto de ideales primos de este ret´ıculo distributivo C es
L =
{
{x} ↓, {x, y} ↓, {y, z} ↓
}
. Ahora se tiene
hx = h(x) =
{
∅, {y}, {y, z}
}
= {y, z} ↓
hy = h(y) =
{
∅, {x}
}
= {x} ↓
hz = h(z) =
{
∅, {x}, {y}, {x, y}
}
= {x, y} ↓
de manera que L = {hx, hy, hz} y adema´s
L∅ = ∅ L{x} = {hx}
L{y} = {hy} L{x,y} = {hx, hy}
L{y,z} = {hy, hz} LX = L
El diagrama siguiente muestra los ret´ıculos correspondientes.
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∅{x} {y}
{x, y} {y, z}
X
b
b b
b
b
b
L∅
L{x} L{y}
L{x,y} L{y,z}
LX
b
b b
b
b
b
Los conjuntos LA constituyen la base de una topolog´ıa sobre L, topolog´ıa que en este caso es
τL =
{
∅, {hx}, {hy}, {hx, hy}, {hy, hz},L
}
.
y permite representar el espacio topolo´gico como sigue.
hyhx hz
Comparando con el diagrama del ejemplo 2.7 es claro el homeomorfismo h : X −→ L : t 7→ ht.
2.4. Topolog´ıa para a´lgebras booleanas
En esta seccio´n se especializan los resultados anteriores al caso de las a´lgebras booleanas.
Sin embargo, una parte de esta correspondencia hace parte de un hecho mucho ma´s general.
Teorema 2.5. En cualquier espacio topolo´gico, los abiertos cerrados constituyen un a´lgebra
booleana.
Demostracio´n. Sea X cualquier espacio topolo´gico. ∅ y X son abiertos cerrados. Si A, B
son abiertos cerrados entonces A ∩B y A ∪B son abiertos cerrados. Si A es abierto cerrado
entonces su complemento Ac es cerrado abierto, es decir, abierto cerrado.
De esta manera la familia de abiertos cerrados es una suba´lgebra booleana de P(X), pues es
cerrada para todas las operaciones.
Ejemplo 2.9.
En cualquier conjunto X con la topolog´ıa discreta todos los subconjuntos son abiertos
y tambie´n cerrados luego el a´lgebra de abiertos cerrados es P(X).
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En cualquier conjunto X con la topolog´ıa grosera los u´nicos abiertos son ∅ y X , que
tambie´n son cerrados. Luego en este caso el a´lgebra de abiertos cerrados es {∅, X}.
En R con la topolog´ıa usual todo abierto es unio´n de intervalos abiertos disyuntos [12,
ejemplo 2.7, pa´gina 18], luego si A es un abierto no vac´ıo diferente de R, su comple-
mento Ac es unio´n de intervalos cerrados o esta´ constituido por puntos separados por
intervalos. Tal conjunto no es abierto en la topolog´ıa usual. Luego en este espacio los
u´nicos abiertos cerrados son ∅ y R.
Los nu´meros reales R con la topolog´ıa generada por los intervalos semiabiertos de la
forma [a, b) se denomina “recta de Sorgenfrey”. En este espacio cada abierto ba´sico
[a, b) es abierto cerrado pues su complemento [a, b)c = (−∞, a) ∪ [b,∞) es abierto.
Luego en este caso el a´lgebra booleana de abiertos cerrados es infinita.
Afirmacio´n 2.22. Si X es un espacio de Stone entonces el ret´ıculo distributivo de sus
abiertos compactos es un a´lgebra booleana.
Demostracio´n. Como el espacio X es Hausdorff compacto, los subconjuntos compactos son
cerrados y los cerrados son compactos. En consecuencia, los abiertos compactos de X son los
u´nicos abiertos cerrados de X . Y as´ı, el ret´ıculo de los abiertos compactos es el ret´ıculo de
los abiertos cerrados, que por el teorema 2.5 es un a´lgebra booleana.
Afirmacio´n 2.23. Si B es un a´lgebra booleana entonces el espacio topolo´gico de sus ideales
primos es un espacio de Stone.
Demostracio´n. Sean P , Q ideales primos distintos, sin pe´rdida de generalidad sea a tal que
a /∈ P , a ∈ Q. Por el teorema 1.9 se tiene a′ /∈ Q. Ahora P ∈ Pa, Q ∈ Pa′ y adema´s
Pa ∩ Pa′ = Pa∧a′ = P0 = ∅ (nota 2.4). Como Pa, Pa′ son abiertos, existen vecindades
disyuntas de P y Q en el espacio de ideales primos.
Como el espacio es Hausdorff, por la afirmacio´n 2.13 es un espacio de Stone.
Teorema 2.6. Existe una correspondencia biyectiva entre las a´lgebras booleanas y los espacios
topolo´gicos de Stone.
Demostracio´n. Si B es un a´lgebra booleana, en particular es un ret´ıculo distributivo. Por el
teorema 2.4 a B le corresponde un u´nico espacio de pre-Stone y por la afirmacio´n 2.23 en
realidad es un espacio de Stone.
Al reve´s, si X es un espacio de Stone entonces en particular es un espacio de pre-Stone. Por
el teorema 2.4 a X le corresponde un u´nico ret´ıculo distributivo y por la afirmacio´n 2.22 en
realidad es un a´lgebra booleana.
Luego la correspondencia biyectiva del teorema 2.4 se restringe a una correspondencia biyec-
tiva entre las a´lgebras booleanas y los espacios de Stone.
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Cap´ıtulo 3
Representacio´n catego´rica
Las correspondencias estudiadas en este trabajo se pueden expresar en el lenguaje de la
teor´ıa de categor´ıas, dando lugar a funtores y transformaciones naturales que son las nociones
fundamentales de esta teor´ıa.
3.1. Preliminares
Una categor´ıa es un universo de flechas o morfismos que se pueden componer. Esta nocio´n
se define de manera te´cnica como sigue.
Definicio´n 3.1. Una categor´ıa C consiste en:
1. Una clase de objetos, denotados A,B,C, . . .
2. Una clase de morfismos, denotados f, g, h, . . . Cada morfismo va de cierto objeto a
otro, lo cual se denota f : A −→ B o bien A
f
−→ B.
3. Una operacio´n parcial entre los morfismos llamada composicio´n que a cada par de
morfismos A
f
−→ B, B
g
−→ C asigna el morfismo A
gf
−→ C.
B
A
C
f
g
gf
Esta composicio´n cumple dos axiomas:
a) Asociativa: h(gf) = (hg)f para morfismos adecuados.
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BA
C
D
f
g
gf
h(gf) = (hg)f
h
hg
b) Elemento neutro: Para cada objeto A existe un morfismo ide´ntico iA : A −→ A tal que
fiA = f y tambie´n iAg = g para morfismos adecuados.
A
A
B
C
iA
f
f
g
g
La “igualdad” de objetos en una categor´ıa se expresa mediante la composicio´n y el mor-
fismo ide´ntico, como sigue.
Definicio´n 3.2. Un isomorfismo es un morfismo f : A −→ B para el cual existe un morfismo
g : B −→ A tal que gf = iA y fg = iB.
Ejemplo 3.1.
La categor´ıa de los conjuntos, denotada Con. Los objetos son todos los conjuntos, los
morfismos todas las funciones entre ellos, la composicio´n es la composicio´n usual de
funciones y los isomorfismos son las funciones biyectivas.
La categor´ıa de los grupos, denotada Grp. Los objetos son todos los grupos, los morfis-
mos todos los homomorfismos de grupos, la composicio´n es la usual y los isomorfismos
son los isomorfismos de grupos.
La categor´ıa de los anillos conmutativos, denotada Ani. Los objetos son todos los
anillos conmutativos con unidad, los morfismos todos los homomorfismos de anillos que
respetan la unidad, la composicio´n es la usual y los isomorfismos son los isomorfismos
de anillos.
La categor´ıa de los espacios vectoriales sobre R, denotada VecR. Los objetos son todos
los espacios vectoriales reales, los morfismos todas las transformaciones lineales y la
composicio´n es la usual.
La categor´ıa de los espacios topolo´gicos, denotada Top. Los objetos son todos los espa-
cios topolo´gicos, los morfismos todas las funciones continuas, la composicio´n es la usual
y los isomorfismos son los homeomorfismos.
56
La categor´ıa de los conjuntos ordenados, denotada Ord. Los objetos son todos los
conjuntos ordenados, los morfismos son todas las funciones que respetan el orden y la
composicio´n es la usual.
La categor´ıa de los semirret´ıculos inferiores, denotada Sri. Los objetos son todos los
semirret´ıculos inferiores, los morfismos son los homomorfismos de semirret´ıculos (defi-
nicio´n 1.4) y la composicio´n es la usual.
La categor´ıa de los ret´ıculos, denotada Ret. Los objetos son todos los ret´ıculos, los
morfismos son los homomorfismos de ret´ıculos (definicio´n 1.8), la composicio´n es la
usual y los isomorfismos son los homomorfismos biyectivos.
La categor´ıa de los ret´ıculos distributivos, denotada Red. Los objetos son todos los
ret´ıculos distributivos, los morfismos son los homomorfismos de ret´ıculos y la composi-
cio´n es la usual.
La categor´ıa de los a´lgebras booleanas, denotada Boo. Los objetos son todas las a´lgebras
booleanas, los morfismos son los homomorfismos de a´lgebras booleanas (definicio´n 1.11)
y la composicio´n es la usual.
Un conjunto ordenado (X,≤) es una categor´ıa. Los objetos son los elementos de X ;
existe un u´nico morfismo a −→ b si y solo si a ≤ b; la composicio´n se tiene porque la
relacio´n es transitiva.
En esta teor´ıa tambie´n se tiene la nocio´n de “suba´lgebra”.
Definicio´n 3.3. Sea C una categor´ıa. Una categor´ıa S es una subcategor´ıa de C si cada
objeto y cada morfismo de S lo es de C y adema´s los morfismos ide´nticos de los objetos de
S y la composicio´n entre los morfismos de S son los mismos de la categor´ıa C .
Ejemplo 3.2.
La categor´ıa VecR de los espacios vectoriales reales es una subcategor´ıa de la categor´ıa
Grp de los grupos.
Por la afirmacio´n 1.2 la categor´ıa Sri de los semirret´ıculos inferiores es una subcategor´ıa
de la categor´ıa Ord de los conjuntos ordenados.
La categor´ıa Boo de las a´lgebras booleanas es una subcategor´ıa de la categor´ıa Red
de los ret´ıculos distributivos.
Los “homomorfismos” entre categor´ıas se denominan funtores.
Definicio´n 3.4. Sean C y D categor´ıas. Un funtor es una funcio´n F : C −→ D que a cada
objeto A de C asigna un objeto F (A) de D y a cada morfismo A
f
−→ B de C asigna un
morfismo F (A)
F (f)
−→ F (B) de D. Adema´s se requiere que F (gf) = F (g)F (f) para morfismos
adecuados y que F (iA) = iF (A).
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BA
C
f
g
gf
F (B)
F (A)
F (C)
F (f)
F (g)
F (gf)
Ejemplo 3.3.
El funtor de partes P∗ : Con −→ Con. Para cada conjunto X , P∗(X) = P(X) es
el conjunto de todos los subconjuntos de X ; para cada funcio´n f : X −→ Y , P∗(f) :
P∗(X) −→ P∗(Y ) es la funcio´n imagen directa, P∗(f)(S) = f(S) para cada subconjunto
S ⊆ X .
El funtor olvido O : VecR −→ Con. Para cada espacio vectorial V = (V,+, ·, 0),
O(V ) = V es el conjunto sin estructura; para cada transformacio´n lineal T : V −→ W ,
O(T ) = T es la funcio´n T entre los conjuntos. En realidad este funtor olvido en Con
se puede definir desde cualquiera de las categor´ıas de “conjuntos con estructura” con-
sideradas antes.
En cualquier categor´ıa C el funtor ide´ntico IC : C −→ C esta´ definido como IC (A) = A,
IC (f) = f .
Estos funtores a veces se denominan “covariantes” en contraste con los siguientes.
Definicio´n 3.5. Sean C y D categor´ıas. Un funtor contravariante es una funcio´n F : C −→
D que a cada objeto A de C asigna un objeto F (A) de D y a cada morfismo A
f
−→ B de C
asigna un morfismo F (B)
F (f)
−→ F (A) de D. Adema´s se requiere que F (gf) = F (f)F (g) para
morfismos adecuados y que F (iA) = iF (A).
B
A
C
f
g
gf
F (B)
F (A)
F (C)
F (f)
F (g)
F (gf)
As´ı que un funtor contravariante invierte la composicio´n.
Ejemplo 3.4. El funtor contravariante de partes P ∗ : Con −→ Con. Para cada conjunto X ,
P ∗(X) = P(X) es el conjunto de todos los subconjuntos deX ; para cada funcio´n f : X −→ Y ,
P ∗(f) : P ∗(Y ) −→ P ∗(X) es la funcio´n imagen rec´ıproca, P ∗(f)(T ) = f−1(T ) donde para
cada subconjunto T ⊆ Y es f−1(T ) = {x ∈ X
∣∣ f(x) ∈ T}.
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La comparacio´n entre distintos funtores se logra mediante las transformaciones naturales.
Definicio´n 3.6. Sean C y D categor´ıas y sean F,G : C −→ D funtores “paralelos” entre
ellos. Una transformacio´n natural de F en G, denotada τ : F −→ G consiste en un morfismo
τA : F (A) −→ G(A) en D para cada objeto A de C , de tal manera que para cada morfismo
f : A −→ B en C el siguiente diagrama conmuta, esto es, τBF (f) = G(f)τA.
F (B)
F (A)
G(B)
G(A)
F (f)
τB
τA
G(f)
B
A
f
Ejemplo 3.5. El determinante es una transformacio´n natural. Fijado un entero positivo n,
sea F : Ani −→ Grp el funtor que a cada anillo conmutativo A asigna el grupo lineal F (A) =
Gln(A) de todas las matrices invertibles n× n con la multiplicacio´n y sea G : Ani −→ Grp
el funtor que a cada anillo conmutativo A asigna el grupo multiplicativo G(A) = A∗ de sus
elementos invertibles. Para cualquier anillo conmutativo A sea detA : GLn(A) −→ A
∗ la
funcio´n determinante, este es un homomorfismo de grupos y adema´s cumple las condiciones
para una transformacio´n natural det : F −→ G.
Definicio´n 3.7. Sean C y D categor´ıas y sean F,G : C −→ D funtores “paralelos” entre
ellos. Un isomorfismo natural es una transformacio´n natural τ : F −→ G tal que para cada
objeto A de C el morfismo τA es un isomorfismo.
Con estas nociones se puede precisar cierta idea de “igualdad” entre categor´ıas.
Definicio´n 3.8. Sean C y D categor´ıas. Una equivalencia de categor´ıas es un par de funtores
F : C −→ D, G : D −→ C para los cuales existen isomorfismos naturales
ε : IC −→ GF, η : ID −→ FG.
Si los funtores F , G son ambos covariantes, las categor´ıas C y D son equivalentes; si son
ambos contravariantes, las categor´ıas C y D son dualmente equivalentes.
3.2. Funtores para conjuntos ordenados
Las primeras representaciones de conjuntos ordenados estudiadas en este trabajo pueden
verse con facilidad como funtores.
Definicio´n 3.9. Si P es un conjunto ordenado entonces F (P ) denota el espacio topolo´gico
en el mismo conjunto P con la topolog´ıa generada por los conjuntos x ↓ (afirmacio´n 2.14).
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Afirmacio´n 3.1. Sean (P,≤), (Q,≤) conjuntos ordenados y f : P −→ Q una funcio´n.
La funcio´n f : (P,≤) −→ (Q,≤) respeta el orden si y solo si es una funcio´n continua
f : F (P ) −→ F (Q).
Demostracio´n. Sea q ↓ un abierto ba´sico del espacio F (Q), se debe probar que su imagen
rec´ıproca f−1(q ↓) es un abierto del espacio F (P ). Dado b ∈ f−1(q ↓), para el abierto ba´sico
b ↓ se tiene b ∈ b ↓ ⊆ f−1(q ↓). En efecto, si a ∈ b ↓, esto es a ≤ b, como f respeta el
orden se sigue f(a) ≤ f(b). Ya que b ∈ f−1(q ↓) se tiene f(b) ∈ q ↓, es decir, f(b) ≤ q. En
consecuencia f(a) ≤ q y tambie´n a ∈ f−1(q ↓). De esta manera f−1(q ↓) es abierto y f es
continua.
Sean x, y ∈ P tales que x ≤ y, se debe probar que f(x) ≤ f(y). Ahora f(y) ∈ f(y) ↓ luego
y ∈ f−1
(
f(y) ↓
)
. Puesto que f(y) ↓ es abierto y f es continua, f−1
(
f(y) ↓
)
es un abierto
de F (P ) y existe algu´n abierto ba´sico z ↓ con y ∈ z ↓ ⊆ f−1
(
f(y) ↓
)
. Ahora y ∈ z ↓
significa y ≤ z luego la hipo´tesis x ≤ y implica x ≤ z, es decir, x ∈ z ↓. A continuacio´n,
de z ↓ ⊆ f−1
(
f(y) ↓
)
se concluye x ∈ f−1
(
f(y) ↓
)
, es decir, f(x) ∈ f(y) ↓, es decir,
f(x) ≤ f(y).
Afirmacio´n 3.2. F define un funtor F : Ord −→ Top.
Demostracio´n. A cada conjunto ordenado P se asigna el espacio topolo´gico F (P ) y a cada
funcio´n que respeta el orden f : P −→ Q entre conjuntos ordenados se asigna la misma
funcio´n F (f) : F (P ) −→ F (Q) que es continua por la afirmacio´n 3.1, luego es un morfismo
de la categor´ıa Top.
Si f : P −→ Q, g : Q −→ R son morfismos de Ord, esto es, funciones entre conjuntos
ordenados que respetan el orden, entonces F (gf) = F (g)F (f) porque, en realidad, F (f) es
la misma funcio´n f .
Por fin, para cada conjunto ordenado P la funcio´n ide´ntica ip : P −→ P satisface F (ip) =
iF (P ) porque F (ip) es la misma funcio´n ide´ntica en P .
As´ı que la construccio´n realizada en el cap´ıtulo 2 en verdad corresponde a un funtor en
la categor´ıa de los espacios topolo´gicos.
Todo semirret´ıculo inferior (S,∧) es, en particular, un conjunto ordenado luego igual que
antes se le asocia el espacio topolo´gico F (S).
Afirmacio´n 3.3. Sean (S,∧), (T,∧) semirret´ıculos inferiores y f : S −→ T una funcio´n. Si
la funcio´n f : (S,∧) −→ (T,∧) es un homomorfismo de semirret´ıculos inferiores entonces es
una funcio´n continua f : F (S) −→ F (T ).
Demostracio´n. Siendo un homomorfismo de semirret´ıculos, f respeta el orden (afirmacio´n
1.2) luego por la afirmacio´n 3.1 es una funcio´n continua.
Nota 3.1. El rec´ıproco no vale en este caso, ve´ase la nota 1.2.
Afirmacio´n 3.4. F define un funtor F : Sri −→ Top.
Demostracio´n. Esta es la restriccio´n a la subcategor´ıa Sri del funtor F : Ord −→ Top.
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La representacio´n de los ret´ıculos distributivos tambie´n corresponde a un funtor.
Definicio´n 3.10. Si A es un ret´ıculo distributivo entonces T (A) denota el espacio topolo´gico
en el conjunto P de los ideales primos de A con la topolog´ıa generada por los Pa (afirmacio´n
2.15).
Afirmacio´n 3.5. Sean A, B ret´ıculos distributivos y f : A −→ B un homomorfismo de
ret´ıculos.
i) Si I es un ideal de B entonces f−1(I) es un ideal de A.
ii) Si P es un ideal primo de B entonces f−1(P ) es un ideal primo de A.
iii) Si P es un ideal primo de B y a ∈ A entonces f−1(P ) ∈ Pa si y solo si P ∈ Pf(a).
Demostracio´n.
i) Como f(0) = 0 ∈ I se tiene 0 ∈ f−1(I). Dados a, b ∈ f−1(I) entonces f(a), f(b) ∈ I y
como I es un ideal f(a) ∨ f(b) ∈ I. Pero f(a) ∨ f(b) = f(a ∨ b) luego f(a ∨ b) ∈ I y
as´ı a∨ b ∈ f−1(I). Por fin, si a ∈ f−1(I) y c ≤ a en A entonces f(a) ∈ I y f(c) ≤ f(a).
Siendo I un ideal esto implica f(c) ∈ I, es decir, c ∈ f−1(I).
ii) Si 1 ∈ f−1(P ) entonces f(1) ∈ P pero f(1) = 1 luego 1 ∈ P , lo cual es absurdo.
As´ı que 1 /∈ f−1(P ). Dados a, b ∈ A tales que a∧ b ∈ f−1(P ) se tiene f(a∧ b) ∈ P pero
f(a ∧ b) = f(a) ∧ f(b) luego f(a) ∧ f(b) ∈ P . Siendo P un ideal primo esto implica
f(a) ∈ P o f(b) ∈ P , es decir, a ∈ f−1(P ) o b ∈ f−1(P ).
iii) f−1(P ) ∈ Pa si y solo si a /∈ f
−1(P ), si y solo si f(a) /∈ P , si y solo si P ∈ Pf(a).
Definicio´n 3.11. Si f : A −→ B es un homomorfismo de ret´ıculos distributivos entonces
T (f) : T (B) −→ T (A) denota la funcio´n imagen rec´ıproca, esto es, T (f)(P ) = f−1(P ) para
cada ideal primo P de B.
Nota 3.2. Por (ii) de la afirmacio´n 3.5 esta funcio´n esta´ bien definida porque f−1(P ) es un
ideal primo de A, es decir, f−1(P ) ∈ T (A).
Afirmacio´n 3.6. Si f : A −→ B es un homomorfismo de ret´ıculos distributivos entonces
T (f) : T (B) −→ T (A) es una funcio´n continua.
Demostracio´n. Basta observar que la imagen rec´ıproca de un abierto ba´sico es abierta. Dado
un abierto ba´sico Pa en T (A), para un ideal primo P de B se tiene P ∈ (T (f))
−1(Pa) si y
solo si T (f)(P ) ∈ Pa, si y solo si f
−1(P ) ∈ Pa. Por (iii) de la afirmacio´n 3.5 esto se tiene si
y solo si P ∈ Pf(a). Es decir, (T (f))
−1(Pa) = Pf(a) que es abierto (ba´sico) en T (B).
Afirmacio´n 3.7. T define un funtor contravariante T : Red −→ Top.
Demostracio´n. Si A
f
−→ B
g
−→ C son homomorfismos de ret´ıculos distributivos, para cada
ideal primo Q de C se tiene T (gf)(Q) = (gf)−1(Q) = f−1(g−1(Q)) = T (f)T (g)(Q), luego
T (gf) = T (f)T (g). Por otro lado, para cada ideal primo P de B se tiene T (iB)(P ) = i
−1
B (P ) =
P = iT (B)(P ), luego T (iB) = iT (B).
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Tambie´n se puede considerar un funtor muy natural en el sentido “contrario”, de los
espacios topolo´gicos a las a´lgebras booleanas.
Definicio´n 3.12. Si X es un espacio topolo´gico entonces K(X) denota el a´lgebra booleana
de los abiertos cerrados de X (teorema 2.5).
Afirmacio´n 3.8. Sean X, Y espacios topolo´gicos y f : X −→ Y una funcio´n continua. Si
A es un abierto cerrado de Y entonces f−1(A) es un abierto cerrado de X.
Demostracio´n. f−1(A) es abierto por definicio´n de continuidad. Como A es cerrado, Ac es
abierto y f−1(Ac) es abierto, pero f−1(Ac) =
[
f−1(A)
]c
luego f−1(A) es cerrado.
Definicio´n 3.13. Si f : X −→ Y es una funcio´n continua de espacios topolo´gicos entonces
K(f) : K(Y ) −→ K(X) denota la funcio´n imagen rec´ıproca, esto es, K(f)(A) = f−1(A)
para cada abierto cerrado A de Y .
Afirmacio´n 3.9. Si f : X −→ Y es una funcio´n continua de espacios topolo´gicos entonces
K(f) : K(Y ) −→ K(X) es un homomorfismo de a´lgebras booleanas.
Demostracio´n. En efecto, K(f)(∅) = f−1(∅) = ∅ y K(f)(Y ) = f−1(Y ) = X . Por otro lado
K(f)(A ∪ B) = f−1(A ∪ B) = f−1(A) ∪ f−1(B) = K(f)(A) ∪ K(f)(B) y K(f)(A ∩ B) =
f−1(A ∩ B) = f−1(A) ∩ f−1(B) = K(f)(A) ∩ K(f)(B). Adema´s K(f)(Ac) = f−1(Ac) =[
f−1(A)
]c
=
[
K(f)(A)
]c
.
Afirmacio´n 3.10. K define un funtor contravariante K : Top −→ Boo.
Demostracio´n. Esta prueba es igual que la de la afirmacio´n 3.7.
3.3. Equivalencia para ret´ıculos distributivos
Los funtores considerados en la seccio´n anterior se pueden restringir de manera adecuada
para que las correspondencias biyectivas obtenidas en el cap´ıtulo 2 se extiendan a equivalen-
cias duales entre ciertas categor´ıas.
Para los espacios de pre-Stone se debe considerar una clase especial de funciones.
Definicio´n 3.14. Sean X, Y espacios topolo´gicos. Una funcio´n f : X −→ Y es fuertemen-
te continua si para cada abierto compacto B de Y la imagen rec´ıproca f−1(B) es abierto
compacto de X.
Afirmacio´n 3.11.
i) Todo homeomorfismo es una funcio´n fuertemente continua.
ii) La compuesta de funciones fuertemente continuas es fuertemente continua.
iii) Si los abiertos compactos del espacio Y constituyen una base para la topolog´ıa entonces
toda funcio´n fuertemente continua f : X −→ Y es continua.
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La condicio´n (iii) la satisfacen, por ejemplo, los espacios coherentes y los espacios de
pre-Stone.
Demostracio´n.
i) Sea f : X −→ Y un homeomorfismo y sea B un abierto compacto de Y . Como B es
abierto y f continua, f−1(B) es abierto en X ; como B es compacto y la funcio´n inversa
f−1 es continua, f−1(B) es compacto en X .
ii) Esto se demuestra igual que la composicio´n de la continuidad.
iii) Si A es cualquier abierto de Y se tiene A =
⋃
i∈I Bi para alguna familia {Bi} de abiertos
compactos. En consecuencia f−1(A) = f−1
(⋃
i∈I Bi
)
=
⋃
i∈I f
−1(Bi) con cada f
−1(Bi)
abierto compacto. En particular
⋃
i∈I f
−1(Bi) es abierto luego f es continua.
Con estos elementos se puede definir una categor´ıa nueva.
Definicio´n 3.15. La categor´ıa de los espacios de pre-Stone, denotada pSt, tiene como objetos
todos los espacios topolo´gicos de pre-Stone y como morfismos entre ellos todas las funciones
fuertemente continuas, siendo la composicio´n la usual entre funciones.
Por (i) y (ii) de la afirmacio´n 3.11, en efecto se trata de una categor´ıa. Por (iii) adema´s se
trata de una subcategor´ıa de la categor´ıa Top de los espacios topolo´gicos: todos los objetos
de pSt lo son de Top, lo mismo sucede con los morfismos y la composicio´n entre estos u´ltimos
es la misma. Ma´s au´n, los isomorfismos de pSt tambie´n son los homeomorfismos.
Afirmacio´n 3.12. Si f : A −→ B es un homomorfismo de ret´ıculos distributivos entonces
la funcio´n T (f) : T (B) −→ T (A) (definicio´n 3.11) es fuertemente continua.
Demostracio´n. Por la afirmacio´n 2.16 un abierto compacto de T (A) tiene la forma Pa para
algu´n a ∈ A. En la prueba de la afirmacio´n 3.6 se concluyo´ que (T (f))−1(Pa) = Pf(a), y de
nuevo por la afirmacio´n 2.16 este conjunto Pf(a) es un abierto compacto de T (B). Es decir,
T (f) es fuertemente continua.
Dado que para cada ret´ıculo distributivo A el espacio T (A) es un espacio de pre-Stone
(teorema 2.2), esta afirmacio´n 3.12 significa que en realidad el funtor T tiene su imagen en
la subcategor´ıa pSt, es decir, por restriccio´n se tiene el funtor
T : Red −→ pSt.
Ahora se busca construir un funtor en el sentido contrario.
Definicio´n 3.16. Si X es un espacio de pre-Stone entonces R(X) denota el ret´ıculo distri-
butivo C de los abiertos compactos de X (afirmacio´n 2.17).
Definicio´n 3.17. Si f : X −→ Y es una funcio´n fuertemente continua entre espacios de
pre-Stone entonces R(f) : R(Y ) −→ R(X) denota la funcio´n imagen rec´ıproca, esto es,
R(f)(B) = f−1(B) para cada abierto compacto B de Y .
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Afirmacio´n 3.13. Si f : X −→ Y es una funcio´n fuertemente continua entre espacios de
pre-Stone entonces R(f) : R(Y ) −→ R(X) es un homomorfismo de ret´ıculos distributivos.
Demostracio´n. En efecto, R(f)(∅) = f−1(∅) = ∅ y R(f)(Y ) = f−1(Y ) = X . Por otro lado
R(f)(A ∪ B) = f−1(A ∪ B) = f−1(A) ∪ f−1(B) = R(f)(A) ∪ R(f)(B) y R(f)(A ∩ B) =
f−1(A ∩B) = f−1(A) ∩ f−1(B) = R(f)(A) ∩ R(f)(B).
Afirmacio´n 3.14. R define un funtor contravariante R : pSt −→ Red.
Demostracio´n. Esta prueba es igual que la de la afirmacio´n 3.7.
En resumen, ahora se tienen los dos funtores contravariantes
R : pSt −→ Red, T : Red −→ pSt
que dan lugar a los dos funtores compuestos (ya no contravariantes)
RT : Red −→ Red, TR : pSt −→ pSt.
Si A es un ret´ıculo distributivo, RT (A) es el ret´ıculo distributivo de los abiertos compactos
del espacio topolo´gico T (A). Por la afirmacio´n 2.16, estos son precisamente los conjuntos
Pa = {I ideal primo de A
∣∣ a /∈ I} con a ∈ A.
Definicio´n 3.18. Si A es un ret´ıculo distributivo entonces piA : A −→ RT (A) es el homo-
morfismo de ret´ıculos definido como
piA(a) = Pa =
{
I ideal primo
∣∣ a /∈ I}
para cada a ∈ A.
Afirmacio´n 3.15. Para cada ret´ıculo distributivo A, piA : A −→ RT (A) es un isomorfismo
de ret´ıculos distributivos.
Demostracio´n. En el teorema 1.8 se probo´ que piA es un homomorfismo inyectivo de A en
P(X). Pero su recorrido es precisamente RT (A), luego tambie´n es sobreyectivo.
Afirmacio´n 3.16. La correspondencia anterior define un isomorfismo natural pi : I −→ RT
(aqu´ı I es el funtor ide´ntico en la categor´ıa Red).
Demostracio´n. Sea f : A −→ B un homomorfismo de ret´ıculos distributivos. De la afir-
macio´n 3.5 se concluye que el morfismo RT (f) : RT (A) −→ RT (B) esta´ dado para cada
Pa con a ∈ A como RT (f)(Pa) = Pf(a). Es decir, RT (f)piA(a) = RT (f)(Pa) = Pf(a) =
piB(f(a)) = piBI(f)(a) y as´ı RT (f)piA = piBI(f), es decir, pi es una transformacio´n natural.
Por la afirmacio´n 3.15 cada piA es un isomorfismo luego pi es un isomorfismo natural.
Definicio´n 3.19. Si X es un espacio de pre-Stone entonces hX : X −→ TR(X) es la funcio´n
definida como
hX(x) =
{
A abierto compacto
∣∣ x /∈ A}
para cada x ∈ X.
64
Afirmacio´n 3.17. Cada funcio´n hX es una funcio´n fuertemente continua.
Demostracio´n. Segu´n el teorema 2.3, hX es un homeomorfismo luego por la afirmacio´n 3.11
es fuertemente continua.
Afirmacio´n 3.18. La correspondencia anterior define un isomorfismo natural h : I −→ TR
(aqu´ı I es el funtor ide´ntico en la categor´ıa pSt).
Demostracio´n. Sea f : X −→ Y una funcio´n fuertemente continua entre espacios de pre-
Stone y sea x ∈ X . Para el ideal primo hX(x) de TR(X), dado un abierto compacto B
de Y se tiene: B ∈ TR(f)(hX(x)) si y solo si f
−1(B) ∈ hX(x), si y solo si f
−1(B) ∈
{A abierto compacto
∣∣ x /∈ A}, si y solo si x /∈ f−1(B), si y solo si f(x) /∈ B. En consecuencia
TR(f)(hX(x)) =
{
B abierto compacto
∣∣ f(x) /∈ B}
= hY (f(x))
de donde hY I(f) = hY f = TR(f)hX , con lo cual h es una transformacio´n natural. Por el
teorema 2.3 cada hX es un homeomorfismo luego h es un isomorfismo natural.
Teorema 3.1. Las categor´ıas Red y pSt son dualmente equivalentes.
Demostracio´n. Para los funtores contravariantes R : pSt −→ Red y T : Red −→ pSt
existen isomorfismos naturales pi : I −→ RT y h : I −→ TR.
3.4. Equivalencia para a´lgebras booleanas
Segu´n el ejemplo 3.2, la categor´ıa Boo es una subcategor´ıa de Red. Por otro lado, por
la afirmacio´n 2.12 todo espacio topolo´gico de Stone es un espacio de pre-Stone.
Afirmacio´n 3.19. Sean X, Y espacios topolo´gicos de Stone. Una funcio´n f : X −→ Y es
continua si y solo si es fuertemente continua.
Demostracio´n. Supo´ngase que f es continua y sea B un abierto compacto de Y . Como se
observo´ en la prueba de la afirmacio´n 2.22, en un espacio de Stone los abiertos compactos son
precisamente los abiertos cerrados, luego B es abierto cerrado. Por la afirmacio´n 3.8 f−1(B)
es abierto cerrado, es decir, abierto compacto. De esta manera, f es fuertemente continua.
En el otro sentido, por la afirmacio´n 3.11 toda funcio´n fuertemente continua entre espacios
de (pre-)Stone es continua.
Definicio´n 3.20. La categor´ıa de los espacios de Stone, denotada Sto, tiene como objetos
todos los espacios topolo´gicos de Stone y como morfismos entre ellos todas las funciones
continuas, siendo la composicio´n la usual entre funciones.
Por la afirmacio´n 3.19 esta categor´ıa Sto es una subcategor´ıa de la categor´ıa pSt de los
espacios de pre-Stone.
Ahora el funtor T : Red −→ Top se puede restringir a la categor´ıa Boo, y como la imagen
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por este funtor de cada a´lgebra booleana es un espacio de Stone (afirmacio´n 2.23) se obtiene
el funtor T : Boo −→ Sto.
Por el otro lado, en la prueba de la afirmacio´n 2.22 se observa que en un espacio de Stone el
ret´ıculo de los abiertos compactos coincide con el de los abiertos cerrados. Esto significa que
en la subcategor´ıa Sto los funtores R y K coinciden, y de esta manera se obtiene el funtor
K : Sto −→ Boo.
El par de funtores contravariantes
K : Sto −→ Boo, T : Boo −→ Sto
por composicio´n da lugar al par de funtores
KT : Boo −→ Boo, TK : Sto −→ Sto.
Segu´n la afirmacio´n 3.15, para cada a´lgebra booleana la funcio´n piB : B −→ KT (B) es
un isomorfismo de ret´ıculos distributivos; y por el teorema 1.10 en realidad se trata de un
isomorfismo de a´lgebras booleanas. De esta manera el isomorfismo natural se restringe a la
categor´ıa Boo.
Por otro lado, segu´n el teorema 2.3, para cada espacio de Stone la funcio´n hX : X −→ TK(X)
es un homeomorfismo, as´ı que este isomorfismo natural se restringe a la categor´ıa Sto.
Teorema 3.2. Las categor´ıas Boo y Sto son dualmente equivalentes.
Demostracio´n. De nuevo, para los funtores K : Sto −→ Boo y T : Boo −→ Sto existen
isomorfismos naturales pi : I −→ KT y h : I −→ TK.
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Conclusiones
En el largo camino recorrido en este trabajo se pudieron establecer de manera completa los
dos ce´lebres teoremas de Stone: la representacio´n de las a´lgebras booleanas y la representacio´n
de los ret´ıculos distributivos, entendidos aqu´ı siempre con ma´ximo y mı´nimo. En cada caso
se logro´ decantar el enunciado preciso del resultado y desarrollar su demostracio´n detallada.
Adema´s todo esto se realizo´ en tres niveles sucesivos: los conjuntos, los espacios topolo´gicos
y las categor´ıas.
A partir de este estudio hay varias l´ıneas posibles de profundizacio´n e investigacio´n fu-
tura. Por un lado, esta´n por considerar los casos de ret´ıculos distributivos sin ma´ximo o sin
mı´nimo. Otro tema de gran intere´s es establecer la conexio´n de estas representaciones con el
espectro primo de los ideales conmutativos. Por fin, esta´ abierto el problema de las posibles
generalizaciones de la dualidad de Stone, bien sea a la llamada dualidad de Priestley o a
contextos catego´ricos abstractos.
Al considerar en retrospectiva este documento se confirman de manera plena las palabras
profe´ticas de Marshall Stone [10] en la introduccio´n de su ce´lebre art´ıculo de 1936:
“Por lo tanto, es natural suponer que un estudio de las a´lgebras booleanas por los
me´todos del a´lgebra moderna resultara´ fe´rtil en resultados importantes y u´tiles”.
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