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In a semiconductor spin qubit with sizable spin-orbit coupling, coherent spin rotations can be
driven by a resonant gate-voltage modulation. Recently, we have exploited this opportunity in
the experimental demonstration of a hole spin qubit in a silicon device. Here we investigate the
underlying physical mechanisms by measuring the full angular dependence of the Rabi frequency as
well as the gate-voltage dependence and anisotropy of the hole g factors. We show that a g-matrix
formalism can simultaneously capture and discriminate the contributions of two mechanisms so far
independently discussed in the literature: one associated with the modulation of the g factors, and
measurable by Zeeman energy spectroscopy, the other not. Our approach has a general validity and
can be applied to the analysis of other types of spin-orbit qubits.
The spin-orbit (SO) interaction is a relativistic effect
coupling the motional and spin degrees of freedom of a
particle. In semiconductors, a sufficiently strong SO cou-
pling can allow for electric-dipole spin resonance (EDSR)
[1, 2], defined as the coherent rotation on an electron spin
driven by a radio-frequency electric field. This opportu-
nity can be exploited for the control of semiconductor
spin qubits, where quantum information is encoded in
the spin state of a confined electron (or hole). As op-
posed to magnetically driven spin resonance [3–5], EDSR
can result in faster manipulation [6, 7] and higher qubit
fidelity [8].
Two distinct mechanisms for EDSR ultimately related
to SO coupling have been identified so far. The first
one, known as g-tensor magnetic resonance (g-TMR),
was originally observed in a GaAs/AlGaAs heterostruc-
ture [9]. This mechanism requires anisotropic and spa-
tially varying electron [9–12] (or hole [13, 14]) g fac-
tors. In essence, an alternating electric field modulates
the confinement potential and the shape of the electron
wave function, which translates into time-dependent g
factors and, therefore, into a non-collinear modulation of
the Larmor vector. The second mechanism was exper-
imentally observed in a variety of III-V semiconductor
quantum dots [15–18]. It is not associated with a mod-
ulation of the g factors. Instead, the alternating electric
field shakes the wave function as a whole. During this
motion, SO interactions give rise to an effective time-
dependent magnetic field proportional to the alternating
electric field, to the static magnetic field, and to the in-
verse spin-orbit length [19–22].
In general, the two mechanisms are expected to coexist,
since they share a common SO origin. Here we investigate
this coexistence in a hole spin qubit confined to a silicon
quantum dot. We induce Rabi oscillations of a spin-1/2
hole state by means of a gate-voltage RF modulation. By
correlating the anisotropy of the Rabi frequency with the
angular and gate-voltage dependence of the g factors, we
discriminate the mechanisms contributing to EDSR.
To this aim, we relate EDSR to the gate-voltage modula-
tion of a g-matrix gˆ. We show that part of this modula-
tion can be reconstructed from the gate-voltage and mag-
netic field dependence of the g factor, which is defined as
|g∗| = |gˆ ·b|, where b = B/|B| is the unit vector pointing
along the magnetic fieldB. This contribution can be cast
as a generalization of the g-TMR mechanism discussed
in Ref. [9]. Unitary modulations of the g-matrix, which
do not give rise to variations of the g factor, can induce
Rabi oscillations too. The EDSR mechanism discussed in
Ref. [22] is an example of this scenario. To emphasize the
absence of Zeeman energy modulations, we shall refer to
such contributions as iso-Zeeman EDSR (IZ-EDSR). Re-
markably, they can only be extracted from time-domain
measurements of the Rabi frequency as a function of the
orientation of B.
Finally, our work shows that the electrical driving of a
spin-orbit qubit can be fully characterized by measuring
the g factors and Rabi frequencies for a few magnetic
field orientations. Besides bringing a deeper understand-
ing of the underlying physics, our results provide useful
guidelines to improve device design and find operating
conditions for optimal qubit driving.
The device, shown in Fig. 1a, is a double gate metal-
oxide-semiconductor (MOS) silicon nanowire field-effect
transistor (FET) [23]. The source (S) and drain (D) are
degenerately boron-doped reservoirs of holes, whereas the
channel, oriented along [110], is undoped. Two top gates
in series (G1, G2) tune a double quantum dot at the base
temperature T = 15 mK of a dilution cryostat. At finite
drain bias Vd, the transport of holes through the dou-
ble dot results in pairs of triangles of DC current Id in
the gate voltage diagram VG1-VG2. We work in the re-
gion of Fig. 1b, where Pauli spin blockade [24] is revealed
by current rectification at the base of the triangles and
by magnetotransport measurements [25–27]; (“1, 1”) and
(“0, 2”) denote the parity-equivalent excess charges of the
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FIG. 1. (Color online) a) Scanning electron micrograph of a
device similar to the one measured, with false colors. The
white dashed lines outline the Si nanowire, 25 nm large and
8 nm thick, extending between S and D (yellow). Gates G1,
G2 (brown) are 35 nm long and separated by Si3N4 spacers
(cyan); microwave pulses are applied to G2. b) Bias triangles
of the double dot under study at Vd = 5 mV. The quoted
numbers denote the equivalent excess charges inferred from
Pauli blockade; V0, V1 mark points where spins are manip-
ulated during pulse sequences. c) Spectroscopy of the spin-
orbit qubit under Pauli spin blockade [yellow star of panel
b)]; Id is plotted as a function of microwave frequency f and
|B = (B, 0, 0)|. The slope of the resonance lines gives g∗L
and g∗R. d) Rabi oscillations as a function of microwave burst
time τ for B = (0, 0,−0.36) T. A current offset of 200 fA is
subtracted for clarity.
double dot, though each dot contains between 10 and 30
holes, as in Ref. [7].
In Fig. 1c we operate the device as a spin-orbit qubit.
The gates are biased in Pauli spin blockade (yellow star
in Fig. 1b), while a continuous microwave signal of fre-
quency f is applied to G2 with B = (B, 0, 0). A mi-
crowave excitation drives hole spin transitions in both
quantum dots, thereby lifting Pauli blockade. Id in-
creases when the photon energy hf matches the Zeeman
splitting ∆E = |g∗|µBB between two spin states, h be-
ing Planck’s constant, µB Bohr’s magneton and g
∗ the
effective hole g factor of the resonant dot for this orienta-
tion of B. From Fig. 1c we obtain |g∗L| = 1.96± 0.02 and
|g∗R| = 2.02± 0.02 in the left and right dot, respectively.
Figure 1d shows Rabi oscillations of the spin in dot R.
The spin is initialized by Pauli blockade at the yellow star
in Fig. 1b. The coherent manipulation is accomplished by
a microwave burst of duration τ applied in the Coulomb
blockade regime at the bias point V0 marked by a blue
dot in Fig. 1b. Spin readout relies again on spin blockade
back at the yellow star. The initialization-manipulation-
readout sequence is repeated continuously, resulting in
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FIG. 2. (Color online) a) Inset: current trace as a function
of microwave frequency f for burst duration τ = 20 ns at
B = (0, 216, 216) mT. We fit with Id ∝ (f2r /a) · sin2(piτ
√
a),
where a = (f − f0)2 + f2r , with fr, f0 = |g∗|µBB/h the
Rabi and resonance frequency, respectively [28]. Blue and
orange histograms display the dispersion of f0 when VG2 is
pulsed to point V0 and V1, respectively. The Gaussian fits
yield g∗(V0) = 2.013 ± 0.001 and g∗(V1) = 2.010 ± 0.001
(including the field uncertainty). b) Typical isosurface of
∆E2 = g∗2µ2BB
2 in the measurement frame {x, y, z}. The
blue lines are the principal magnetic axes X, Y , Z of the
ellipsoids at VG2 = V0. c) g
∗ as a function of the field an-
gles θ, ϕ, reconstructed from six values of g∗ uniquely defin-
ing the ellipsoids. d) Experimental cartography of g∗. θ, ϕ
are stepped by 10◦ between 0◦ and 180◦. The whole plot is
obtained by symmetry (B → −B).
an oscillating current Id as a function of τ , a signature
of the coherent spin rotations [7, 15].
To elucidate the origin of the observed EDSR, we in-
vestigate the anisotropy of the hole g factor and Rabi
frequency in dot R at bias point V0. For that purpose,
we map dot R onto an effective two-level system |⇑〉 and
|⇓〉. To first order in B, the effective spin Hamiltonian
of this system reads
H =
1
2
µB
tσ · gˆ ·B , (1)
where σ = (σ1, σ2, σ3) are the Pauli matrices. H is fully
parametrized by the nine independent elements of the
matrix gˆ. For a given B, the square of the Zeeman split-
3ting between the eigenstates of H is:
∆E2 = |g∗|2µ2BB2 = µ2B |gˆ ·B|2 = µ2B(tB · Gˆ ·B) , (2)
where Gˆ = tgˆ · gˆ is the symmetric Zeeman tensor. The
eigenvectors of Gˆ are the so-called principal magnetic
axes X, Y , Z, while the corresponding eigenvalues g∗21 ,
g∗22 and g
∗2
3 are the squares of the principal g factors. Gˆ
completely characterizes the variations of |g∗|, and can
be uniquely reconstructed from the measurement of ∆E
for six orientations of B (while gˆ can be reconstructed
only up to a unitary transform leaving |gˆ ·B| invariant).
For each orientation, we measure Id as a function of f
for a fixed burst time while applying the sequence of
gate pulses described above. The current trace shows
a peak at the resonance frequency hf = |g∗|µBB (inset
of Fig. 2a). Such a measurement is repeated 400 times in
order to get the resonance frequency distribution shown
in Fig. 2a. Finally |g∗(V0,B)| is extracted from the peak
of the Gaussian distribution.
We find |g∗1 | ' 2.08, |g∗2 | ' 2.48 and |g∗3 | ' 1.62. Fig-
ure 2b shows the ellipsoidal isosurfaces of ∆E2 in the
measurement frame {x, y, z}. Figures 2c and 2d com-
pare the full angular dependence of g∗ reconstructed from
the measurement of ∆E for six orientations of B and
Eq. (2), to the experimental values as a function of the
elevation angle θ and azimuthal angle ϕ of B in the mea-
surement frame. Each pixel of Fig. 2d is a distinct spin
resonance experiment. The magnetic axis Y associated
to g∗2 is almost aligned with the y (nanowire) axis. The
other two orthogonal magnetic axes do not match crys-
tallographic axes.
We have measured similar in-plane g∗ ∼ 2−2.6 (depend-
ing on the gate voltage) and out-of-plane g∗ ∼ 1.5 in
other p-type nanowire FETs [14]. The fact that the ratio
between the highest and lowest g factors is not very large
suggests a significant heavy/light-hole mixing [27, 29].
The g factors can also be tuned by the electric field. An
example is the orange resonance frequency distribution
of Fig. 2a, measured at another manipulation point V1
(orange dot in Fig. 1b) slightly shifted from V0. Similar
changes for other orientations of B indicate a small (yet
sizable) rotation of the principal magnetic axes.
In addition to the Zeeman tensor, we characterize the de-
pendence of the Rabi frequency fr on the orientation of
B. Figure 3a displays fr for 291 directions ofB. For each
pixel, |B| is adjusted so that the spin resonance sticks to
9 GHz to drive the spin always at the same microwave
power. The measured fr ranges from 3 to 40 MHz; it
is maximal for B ‖ z, while it is minimal along the x
direction.
To disentangle the mechanisms for Rabi oscillations, we
intend to draw a unified picture for the electrical tun-
ability of g∗ (Figs. 2a, 2d) and the anisotropy of the
Rabi map (Fig. 3a). Our approach consists in a gener-
alization of the formalism of Ref. [9]. We first expand
a) b)
r r
FIG. 3. (Color online) a) Angular dependence of the Rabi
frequency. The two strong minima [(ϕ ≈ 0◦, θ ≈ 90◦) and
(ϕ ≈ 180◦, θ ≈ 90◦)] suggest that the spin-orbit field BSO is
in-plane, perpendicular to nanowire axis (along x). The map
is recorded at constant Zeeman splitting, see main text. b)
Analogous map obtained from the fit of a) with Eq. (3).
gˆ(VG) ' gˆ(V0) + (VG − V0) gˆ′(V0) to first order in VG,
with gˆ′ = ∂gˆ/∂VG. Then, upon application of a mi-
crowave burst VG(t) = V0 + Vac sin(2pift) resonant with
the Kramers doublet transition (hf = ∆E), the Rabi
frequency fr is the norm of the Rabi vector [13, 30]
fr =
µBBVac
2h|g∗|
[
gˆ(V0) · b
]
×
[
gˆ′(V0) · b
]
. (3)
Any linear-in-B and Vac mechanism for the Rabi oscilla-
tions can be mapped onto Eq. (1) with a VG-dependent gˆ
matrix and must be captured by Eq. (3). Still, the g fac-
tor anisotropy (characterized by Gˆ) and its dependence
on VG (characterized by Gˆ
′ = ∂Gˆ/∂VG) do not provide
enough information to reconstruct gˆ and gˆ′ and make
use of Eq. (3) to predict Rabi frequencies. As discussed
above, gˆ is defined by the experimental Gˆ only up to a
unitary transform, or equivalently up to a choice for the
Kramers basis {|⇑〉 , |⇓〉}. There always exists a Kramers
basis in which gˆ(V0) ≡ diag(g∗1 , g∗2 , g∗3) is diagonal in the
magnetic axes frame {X,Y ,Z} [30–32]. However, it is
usually not possible to reconstruct gˆ′(V0) from Gˆ′(V0) in
the same basis set, because the latter remains unknown.
We emphasize that a gate-voltage modulation of gˆ can
give rise to a finite fr [Eq. (3)] but no variations in the
Zeeman splitting, i.e. Gˆ′ = 0. Indeed, Gˆ′ is related to
the derivative of the gˆ matrix by
Gˆ′ = tgˆ · gˆ′ + tgˆ′ · gˆ , (4)
so that Gˆ′ is zero if tgˆ · gˆ′ is an antisymmetric matrix. We
refer to the contributions from such modulations as “Iso-
Zeeman EDSR” (IZ-EDSR). A notable example is the
set-up of Ref. [22], where a harmonic quantum dot in a
static magnetic field is moved around its equilibrium po-
sition by an homogeneous alternating electric field, and
EDSR is mediated by intrinsic SO coupling. In these con-
ditions, Gˆ′ = 0 because the electric field does not change
the shape of the confinement potential and, therefore,
4the Zeeman splitting; however, gˆ′ 6= 0 since the vector
potential breaks translational symmetry. The g-matrix
formulation of the theory of Ref. [22] for harmonic and
arbitrary confinement potentials is discussed in [30].
On the other hand, the electrical variations Gˆ′ of the
Zeeman tensor result in a nonzero gˆ′ [Eq. (4)] driving
spin rotations according to Eq. (3). This contribution to
EDSR is a generalization of the g-TMR mechanism. In
the original g-TMR scenario of Refs. [9, 13], the spin os-
cillations result only from modulations of the principal
g factors g∗i , but the magnetic axes are imposed by the
symmetries of the system and do not depend on the gate
voltages.
Both IZ-EDSR and g-TMR are ultimately due to the SO
interaction, yet they manifest in different ways. g-TMR
is driven by modulations of the shape of the confinement
potential by the electric field, which result in variations
of the Zeeman splittings. IZ-EDSR also catches the effect
of the alternating motion of the dot as a whole (as, e.g.,
in Ref. [22]), which is invisible in the Zeeman splitting.
Our formalism allows to discriminate IZ-EDSR and g-
TMR within Fig. 3a. The electrical modulations of gˆ due
to g-TMR and IZ-EDSR can be characterized by two ma-
trices, gˆ′TMR and gˆ
′
IZR, such that gˆ
′
TMR + gˆ
′
IZR ≡ gˆ′. fr
splits accordingly into fTMR + fIZR, where fTMR and
fIZR are given by Eq. (3) using gˆ
′
TMR and gˆ
′
IZR as input,
respectively. gˆ′TMR and gˆ
′
IZR are defined from the decom-
position of tgˆ · gˆ′ into a symmetric and an antisymmetric
matrix. As expected, gˆ′TMR =
tgˆ−1 · Gˆ′/2 is fully de-
termined by the dependence of the symmetric Zeeman
tensor on gate voltage, while gˆ′IZR is totally independent
on Gˆ′ ([30] for details).
We compute Gˆ′ from the experimental tensors Gˆ(V0) and
Gˆ(V1) (with V1−V0 = 0.25 mV ' Vac) quoted in Fig. 2a.
In the magnetic axes frame {X,Y ,Z} at VG2 = V0, we
find:
Gˆ′(V0) =
−17.9 21.1 7.221.2 17.1 −19.8
7.2 −19.8 9.1
 V−1. (5)
We can finally fit the missing gˆ′IZR contribution onto the
fr map of Fig. 3a [30]. This yields:
gˆ′(V0) =
−4.3 −2.4 −3.210.5 3.4 −28.0
8.6 30.5 2.8
 V−1 (6)
in the same magnetic axes and in the (yet un-
known) Kramers basis where gˆ is diagonal:
gˆ(V0) = diag(2.08, 2.48, 1.62).
Both the Kramers basis and the principal magnetic axes
rotate when varying VG since both Gˆ
′(V0) and gˆ′(V0) are
non-diagonal, which demonstrates concomitant IZ-EDSR
and g-TMR. The Rabi frequencies calculated from gˆd
and gˆ′ via Eq. (3) are plotted in Fig. 3b. We ascribe
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FIG. 4. (Color online) a) IZ-EDSR and b) g-TMR con-
tributions to fr. IZ-EDSR is the most relevant contribu-
tion, though g-TMR can not be neglected as it can reach
∼ 30% of the experimental Rabi frequencies. Since |fr| ≤
|fTMR| + |fIZR|, the measured values of Fig. 3a are not ex-
actly the sum of plots a) and b) (see [30]).
the small discrepancies to the experimental uncertainty
on Gˆ′(V0). Finally, we address the contributions of
IZ-EDSR and g-TMR to fr. Figure 4 shows the maps
of fIZR and fTMR obtained from Eq. (3) using gˆ
′
IZR and
gˆ′TMR as inputs, respectively. fTMR (Fig. 4b) is about
three times smaller than the maximal fIZR (Fig. 4a),
but still non-negligible. The IZ-EDSR map of Fig. 4a
is consistent with an in-plane spin-orbit field BSO ‖ x
(as fIZR is minimal along that direction). Since holes
are mostly confined along z by the structure and gates
field, the microwave signal on gate 2 hence essentially
drives motion of the hole along the nanowire axis y. As
a matter of fact, dot R is controlled by gates 1 and 2
(Fig. 1b), and is likely shifted under the spacer between
the gates (around this bias point). A sizable g-TMR
arises on top of IZ-EDSR due to the changes of the
complex confinement potential with gate voltage. Note
that the total Rabi frequency fr also depends on the
relative orientation of fTMR and fIZR [30].
To conclude, we have shown that spin-orbit-mediated
EDSR is generally due to a combination of two effects:
the generalized g-TMR, essentially associated with a
modulation of the confinement potential, and the iso-
Zeeman EDSR, which catches, in particular, the motion
of the dot wavefunction in the spin-orbit field. While the
first one can be determined from the gate-voltage and
angular dependence of the Zeeman splitting, the second
one can only be extracted from the anisotropy of the
Rabi frequency. Both mechanisms can be captured by a
linear-in-B model involving a generalized g-matrix and
its derivative with respect to gate voltage. This model
fully characterizes the Larmor and Rabi frequency maps,
providing a useful tool for the optimization of spin-orbit
qubit devices.
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SUPPLEMENTAL MATERIAL
In this supplementary material, we address (i) the details of the g-matrix formalism for the Rabi frequency, (ii)
the reformulation in the g-matrix formalism of a known example[22] of spin-orbit mediated spin resonance at finite
B, (iii) the separation between IZ-EDSR and g-TMR contributions, and (iv) the experimental procedure to extract
IZ-EDSR and g-TMR matrices. We also make some concluding remarks on the g-matrix formalism.
Model
In this Section, we introduce the g-matrix and the symmetric Zeeman tensor, and discuss their relations; then we
derive the formula for the Rabi frequency in the g-matrix formalism.
The g-matrix
The Hamiltonian of a Kramers doublet {|⇑〉 , |⇓〉} in a homogeneous magnetic field B can be written:
H =
1
2
µB
tσ · gˆ ·B , (S1)
where µB is Bohr’s magneton, σ = (σ1, σ2, σ3) is the vector of Pauli matrices, gˆ is the g-matrix (a real 3 × 3
matrix), and · is the matrix product. Any linear-in-B two-level Hamiltonian can in principle be mapped onto Eq.
(S1) up to an irrelevant energy shift. The 9 elements of the g-matrix are independent unless symmetries reduce the
number of degrees of freedom. In order to get further insights into the significance of the g-matrix, we may factor
gˆ = Uˆ · gˆd · tVˆ , where gˆd = diag(g1, g2, g3) is diagonal and Uˆ , Vˆ are unitary matrices with determinant +1 (singular
value decomposition):
H =
1
2
µB
t(tUˆ · σ) · gˆd · (tVˆ ·B) . (S2)
The columns of Vˆ define three direct, orthonormal magnetic axes X, Y and Z. σ′ = tUˆ · σ sets three new spin
matrices (σ′1, σ
′
2, σ
′
3), or, equivalently, three new orthogonal quantization axes for the pseudo-spin of the Kramers
doublet. Therefore, there must exist an unitary transform R in the {|⇑〉 , |⇓〉} subspace such that R†σ′iR = σi for all
i’s [33]. The columns of R define a new basis {|⇑〉Z , |⇓〉Z} for the two levels system in which:
H =
1
2
µB(g1B1σ1 + g2B2σ2 + g3B3σ3) , (S3)
where B1, B2 and B3 are the components of B along the magnetic axes X, Y and Z. Hence, the g-matrix can be
made diagonal with an appropriate choice of real space axes for the magnetic field and basis set for the two levels
system [31, 32]. The states |⇑〉Z and |⇓〉Z can be identified as the up and down pseudo-spin states along Z as they
are the eigenstates of H for magnetic fields B ‖ Z.
6The (symmetric) Zeeman tensor
Rewriting Eq. (S1) as
H =
1
2
µB |gˆ ·B|σu , (S4)
where σu =
tu · σ and u = gˆ ·B/|gˆ ·B|, the Zeeman splitting ∆E between the eigenstates of H reads:
∆E = µB |gˆ ·B| . (S5)
This can be conveniently cast in the form:
∆E2 = µ2B(
tB · tgˆ · gˆ ·B) = µ2B(tB · Gˆ ·B) , (S6)
where Gˆ = tgˆ · gˆ is the symmetric Zeeman tensor. From a practical point of view, Gˆ can be constructed from the
measurement of ∆E2 for six orientations of the magnetic field. Note that Gˆ only depends on the choice of a frame
for the magnetic field. On the contrary gˆ depends on the choice of a frame for the magnetic field and on a choice
of basis set {|⇑〉 , |⇓〉} for the Kramers doublet. Any rotation R of the {|⇑〉 , |⇓〉} basis set results in a corresponding
rotation gˆR =
tUˆ(R) · gˆ of the g-matrix [33], which leaves the Zeeman tensor GˆR = tgˆR · gˆR = tgˆ · gˆ = Gˆ invariant (as
expected, since the Zeeman splittings must not depend on the choice of the {|⇑〉 , |⇓〉} basis set). It follows from Eq.
(S3) that the eigenvalues of Gˆ are g21 , g
2
2 , and g
2
3 while the eigenvectors of Gˆ are the magnetic axes X, Y and Z. The
characterization of the Zeeman splittings therefore brings the principal g factors and associated magnetic axes, but
leaves |⇑〉Z and |⇓〉Z unspecified.
Although not a limitation for many purposes, this may hinder the measurement of gˆ′, the derivative of gˆ with
respect to the gate voltage V . Indeed, if |⇑〉Z and |⇓〉Z depend on V , then gˆ(V ) is diagonal in a different (yet
implicit) basis set at each gate voltage. It is then not possible to reconstruct gˆ′ from the measurement of the Zeeman
tensor at different gate voltages.
The Rabi frequency in the g-matrix formalism
We now derive the formula for the Rabi frequency when the g-matrix is dependent on a single control parameter,
in this case a gate voltage V . When this gate voltage is varied around V = V0, the Hamiltonian can be written:
H(V ) =
1
2
µB
tσ · gˆ(V ) ·B
' 1
2
µB
tσ · [gˆ(V0) + gˆ′(V0)δV ] ·B , (S7)
where gˆ′ is the derivative of gˆ with respect to V and δV = V − V0. Let us introduce the Larmor vector ~Ω =
µB gˆ(V0) ·B/2 and its gate-voltage derivative ~Ω′ = µB gˆ′(V0) ·B/2. Then,
H(V ) = ~|Ω|σω + ~|Ω′|δV σω′ , (S8)
with ω = Ω/|Ω| and ω′ = Ω′/|Ω′|. Splitting Ω′ = Ω′‖ +Ω′⊥ into components parallel and perpendicular to Ω,
H(V ) = ~|Ω+Ω′‖δV |σω + ~|Ω′⊥|δV σω′⊥ . (S9)
Ω′‖ characterizes gate-driven modulations of the Larmor (spin precession) frequency, while Ω
′
⊥ characterizes spin
rotations. For a radio-frequency (RF) δV = Vac sin(|Ω|t) resonant with the transition between the eigenstates of
H(V0), the Rabi frequency fr reads [9, 13]:
hfr = ~|Ω′⊥|Vac
= ~|ω ×Ω′|Vac
=
µBBVac
2|g∗|
∣∣∣[gˆ(V0) · b]× [gˆ′(V0) · b]∣∣∣ , (S10)
7where b = B/B is the unit vector along the magnetic field and |g∗| = |gˆ(V0) · b| is the effective g factor along that
direction. This may be conveniently written fr = |fr|, with:
hfr =
µBBVac
2|g∗| [gˆ(V0) · b]× [gˆ
′(V0) · b] . (S11)
Note that the Larmor frequency |Ω|/(2pi) and the Rabi frequency |fr| do not depend on the choice of the basis set
for the Kramers doublet. The orientation of Ω and fr, however, does (any change of {|⇑〉 , |⇓〉} basis set results in a
rotation of Ω and fr) [33]. Ω and fr actually define the axis of precession and the axis of rotation of the pseudo-spin
in the Bloch sphere defined by the {|⇑〉 , |⇓〉} states.
Example: Electric Dipole Spin Resonance in a finite magnetic field
Any mechanism giving rise to Rabi oscillations with frequency proportional to B and Vac shall be captured by Eq.
(S10). This excludes spin rotations at zero field [34] or showing significant non-linearities.[35]
As an example, we can cast the spin-orbit mechanism of Ref. 22 in the g-matrix formalism. We consider a
quantum dot in the effective mass approximation, with strong confinement along z, harmonic confinement V (x, y) =
mω20(x
2 + y2)/2 in the (xy) plane, and in-plane Rashba plus Dresselhaus spin-orbit coupling.[22] We assume an
isotropic g factor g0. An electric field E = E0(exx+ eyy) sin(ωt) is applied in the (xy) plane in order to drive Rabi
oscillations between the |↓〉 and |↑〉 states (e2x + e2y = 1, the spin being quantized along z). Then, according to Ref.
22,
hfr = 2g0µB |B ×Ω0| , (S12)
at resonance, where:
Ω0 = − eE0
mω20
(
ey
λ−
,
ex
λ+
, 0
)
, (S13)
and λ± = ~/[m(β±α)], (α, β) being the Rashba and Dresselhaus spin-orbit constants. From the effective Hamiltonian
of the quantum dot in the static limit (ω → 0),[22]
Heff =
1
2
g0µBB · σ + g0µB(B ×Ω0) · σ , (S14)
the matrices gˆ and gˆ′ can be readily identified (the derivative being taken with respect to E0 instead of V ):
gˆ = g0
1 0 00 1 0
0 0 1
 (S15a)
gˆ′ = 2g0
 0 0 −Θ0,y0 0 +Θ0,x
+Θ0,y −Θ0,x 0
 , (S15b)
with Θ0 = Ω0/E0. Insertion of Eqs. (S15) into Eqs. (S10) yields back Eq. (S12), showing that the present g-matrix
formalism indeed captures the EDSR mechanism of Ref. 22.
Discussion: IZ-EDSR vs g-TMR
In the above set-up the Rabi oscillations are mediated by spin-orbit coupling when the quantum dot is moved
around its equilibrium position by the alternating electric field. This example highlights the distinction between the
IZ-EDSR and g-TMR contributions introduced in the main text.
Indeed, in a harmonic potential, the alternating electric field moves the center of the dot around but does not change
the harmonic shape of the confinement potential. Therefore, the Zeeman splittings are expected to be independent
8on the position of the dot. As a matter of fact,
Gˆ′ = tgˆ · gˆ′ + tgˆ′ · gˆ (S16)
is zero because gˆ′ is antisymmetric. While gauge invariance imposes that Gˆ does not change upon translation of the
dot in an uniform magnetic field, gˆ does depend on the position of the dot because the magnetic vector potential
breaks translational symmetry.
The set-up of Ref. 22 hence gives rise to pure “IZ-EDSR” (i.e., modulations of the g-matrix without modulations
of the Zeeman splittings). In an arbitrary potential/non-uniform alternating electric field, the motion of the dot will,
in general, come along with changes of the shape of the confinement potential resulting in modulations of the Zeeman
splittings (extra g-TMR contributions to gˆ′). These modulations of the Zeeman splittings share, however, the same
microscopic origin as IZ-EDSR, namely spin-orbit coupling, and shall therefore be treated on the same footing.
As discussed in the main text, we can always split tgˆ · gˆ′ = Sˆ+Aˆ, where Sˆ is a symmetric and Aˆ is an antisymmetric
matrix. Then, Eq. (S16) sets Sˆ = Gˆ′/2. We can next introduce the g-TMR matrix
gˆ′TMR =
tgˆ−1 · Gˆ′/2 (S17)
and the IZ-EDSR matrix
gˆ′IZR =
tgˆ−1 · Aˆ, (S18)
and split Eq. (S11) as fr = fTMR + fIZR, where fTMR and fIZR are the contributions of gˆ
′
TMR and gˆ
′
IZR to the
Rabi frequency. The g-TMR matrix captures the modulations of the Zeeman tensor, while the IZ-EDSR matrix
captures the pure rotations of {|⇑〉Z , |⇓〉Z} that do not give rise to modulations of the Zeeman splittings. If the Rabi
oscillations are mediated by spin-orbit coupling,[22] g-TMR typically results from the changes of the shape of the
potential, while IZ-EDSR also captures the contribution from the motion of the dot in the electric field.
In most situations IZ-EDSR coexists with g-TMR. IZ-EDSR is expected to dominate over g-TMR whenever the
motion of the dot does not come along with significant variations of the shape of the potential, as outlined in Ref. 22.
On the opposite, g-TMR prevails in highly symmetric situations and/or for specific orientations of the magnetic field
where the gate potential only modulates the g∗i ’s (as in Ref. 13). If the gate potential also controls the magnetic axes
{X,Y ,Z}, g-TMR is typically accompanied by IZ-EDSR.
Extraction of IZ-EDSR and g-TMR contributions
As discussed in section , the gˆ′ matrix can not usually be reconstructed from the measurement of the Zeeman
splittings since the IZ-EDSR contribution does not give rise to modulations of the Zeeman tensor. Nonetheless, gˆ′IZR
can be extracted from the Rabi frequency map. We detail the procedure below.
First, the symmetric Zeeman tensor Gˆ = tgˆ · gˆ is constructed from the measurement of the Zeeman splittings along
6 independent directions. The eigenvalues of Gˆ are the square of the principal g factors g21 , g
2
2 , and g
2
3 , while the
eigenvectors of Gˆ are the principal magnetic axes X, Y and Z. In the magnetic axes frame, there exists a (yet
implicit) basis set {|⇑〉Z , |⇓〉Z} for the Kramers doublet such that:
gˆ ≡ gˆd =
g1 0 00 g2 0
0 0 g3
 . (S19)
Note that there might be an ambiguity on the sign of the gi’s (all assumed with the same sign here).
The matrix Gˆ′ is extracted from the measurement of Gˆ for two nearby gate voltages V = V0 and V = V0 + δV . In
the principal magnetic axes and {|⇑〉Z , |⇓〉Z} basis set at V = V0, the g-TMR matrix is then gˆ′TMR = gˆ−1d · Gˆ′/2.
The three independent elements of Aˆ are fitted to the dependence of the Rabi frequency on the magnetic field
orientation using Eq. (S10) (in principle, a measurement of the Rabi frequency along three directions shall be
sufficient; here we made a least square fit on the whole map). The amplitude Vac of the RF field needs to be included
in the fit if the attenuation of the RF lines is not exactly known. Note that the Rabi frequency is measured at constant
Zeeman splitting (resonance frequency |Ω|/(2pi) = 9 GHz) instead of constant magnetic field in order to ensure that
the attenuation does not vary from one field orientation to an other.
This procedure yields in the present case g1(V0) = 2.08 along X = (0.82, 0.19,−0.53), g2(V0) = 2.48 along Y =
9FIG. S1. (a) Map of |fr| − |fIZR| − |fTMR| as a function of the orientation of the magnetic field (see main text for a definition
of θ and φ. (b) Map of cos(θZ) as a function of the orientation of the magnetic field, where θZ is the angle between fIZR and
fTMR. These two maps are plotted at constant Zeeman splitting |g∗|µBB/h = 9 GHz as in the main text.
(−0.22, 0.98, 0.01), g3(V0) = 1.62 along Z = (0.52, 0.11, 0.84),
gˆ′TMR(V0) =
− 4.31 5.07 1.734.26 3.45 −4.01
2.22 −6.12 2.82
V−1 , (S20)
and
gˆ′IZR(V0) =
 0.0 −7.45 −4.976.26 0.0 −23.99
6.38 36.60 0.0
V−1 . (S21)
We estimate Vac = 0.41 mV, close to the value expected for the RF setup. The fact that G
′ is not diagonal in this
low-symmetry device shows that the principal magnetic axes (as well as, presumably, the basis set {|⇑〉Z , |⇓〉Z})
rotate with the gate voltage. The calculated map of Rabi frequencies fr is plotted on Fig. 3b of the main text, while
the IZ-EDSR contribution |fIZR| and the g-TMR contribution |fTMR| are plotted in Fig. 4a and Fig. 4b, respectively.
The g-TMR map of Fig. 4b shows a complex dependence on the magnetic field orientation that reflects the complex
structure of the potential in the device. As for the IZ-EDSR diagram of Fig. 4a, we point out that, although the model
of Ref. 22 can not be applied directly, |fIZR| reproduces one of the most salient feature of Eq. (S12): two well-defined
minima along x = [11¯0] suggest that the effective spin-orbit field is perpendicular to the nanowire. Since the static
electric field in the dot is dominated by the vertical (‖ z) component, this implies that the RF electric field on gate 2
essentially drives motion of the hole in dot R along the nanowire axis y. This is consistent with the fact that dot R is
controlled by both gates 1 and 2 on Fig. 1b of the main text, and is, therefore, likely located under the spacer between
gate 1 and gate 2 at this bias point. This calls for a detailed modeling of the potential and spin-orbit interactions in
these devices, however beyond the scope of this paper.
We emphasize that, in general, fr < |fIZR|+ |fTMR|, because fIZR and fTMR are not aligned (IZ-EDSR and g-TMR
drive rotations around different axes). In order to highlight this correction, we have plotted in Fig. S1 the difference
fr − |fIZR| − |fTMR| along with cos(θZ), where θZ is the angle between fIZR and fTMR. There is a large sector
around θ = 90◦, ϕ = 135◦ where IZ-EDSR and g-TMR tend to cancel each other. The design of the device might be
optimized in order to align fIZR and fTMR as best as possible.
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Concluding remarks
As discussed earlier, Eq. (S10) holds in any device where the Rabi frequencies at finite magnetic field are linear in B
and Vac. It can therefore be used as a “compact model” for the control of the device. The analysis of the orientational
dependence of fr, fIZR and fTMR combined with appropriate modeling may provide valuable information about the
confinement potential and spin-orbit interactions in the qubits.
As far as modeling is concerned, the g-matrix formalism is a very efficient way to compute the map of Rabi
frequencies. Indeed, the g-matrix at a given gate voltage V = V0 can be calculated from the eigenstates at zero
magnetic field using simple perturbation theory [36, 37] and its derivative can be obtained from finite differences
between gate voltages V = V0 and V = V0 + δV (note that in a numerical calculation the basis set {|⇑〉 , |⇓〉} can
be set explicitly). The complete map of Rabi frequencies can hence be constructed from two electronic structure
calculations at zero magnetic field but different gate voltages, without the need for an explicit sampling over magnetic
field orientations.
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