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We propose an iterative proposal to estimate critical points for statistical models based on con-
figurations by combing machine-learning tools. Firstly, phase scenarios and preliminary boundaries
of phases are obtained by dimensionality-reduction techniques. Besides, this step not only provides
labelled samples for the subsequent step but also is necessary for its application to novel statistical
models. Secondly, making use of these samples as training set, neural networks are employed to
assign labels to those samples between the phase boundaries in an iterative manner. Newly labelled
samples would be put in the training set used in subsequent training and the phase boundaries
would be updated as well. The average of the phase boundaries is expected to converge to the
critical temperature in this proposal. In concrete examples, we implement this proposal to estimate
the critical temperatures for two q-state Potts models with continuous and first order phase transi-
tions. Linear and manifold dimensionality-reduction techniques are employed in the first step. Both
a convolutional neural network and a bidirectional recurrent neural network with long short-term
memory units perform well for two Potts models in the second step. The convergent behaviors of
the estimations reflect the types of phase transitions. And the results indicate that our proposal
may be used to explore phase transitions for new general statistical models.
I. INTRODUCTION
Machine learning is an advancement in computer sci-
ence and technology adept at processing big data in-
telligently and has been applied to various applications
in life such as image recognition, natural language pro-
cessing and so on [1–4]. In the field of theoretical con-
densed matter physics, the exponentially large Hilbert
space usually makes calculations formidable for conven-
tional approaches. With the advancing of computation
power and the amelioration of algorithms, machine learn-
ing provides novel avenues to distill critical characteris-
tics for configurations of statistical models and shows its
talents in the context of classifying phases for condensed
matter [5–15].
In machine learning, architectures usually deal with
massive samples which can be represented by points in
feature spaces. Statistical characteristics can be analyzed
by studying the distribution scenarios or patterns of such
points, merely efficiency of analysis may be discounted
due to redundant information and noise. Nevertheless,
dealing with essential characteristic patterns would be
conducive to improve the efficiency. The linear and man-
ifold dimensionality-reduction techniques are frequently
adopted in unsupervised machine-learning tasks to de-
crease redundant information and compress data [16–18].
Due to their ability to reveal characteristic patterns for
data sets, such techniques have been employed to inves-
tigate phase transitions and order parameters from the
configurations of the classical Ising model [6–8, 14, 15].
Such tools are suitable for representing data with essen-
tial information maintained as more as possible in a space
with lower dimensionality without using supervised la-
bels.
∗ E-mail: lbfu@gscaep.ac.cn
Different to unsupervised treatment, neural networks
trained by samples with supervised labels are adept at
classification tasks. During training, the parameters of a
neural network would be updated in order to minimize a
cost or loss function constructed by the output and su-
pervised label. Such supervised learning tools have been
employed to investigate Ising model [5, 9], study strongly
correlated fermions [10, 19], and explore the fermion-sign
problem [20]. Nontrivial topological states can also be
learned by artificial neural networks. For example, by
introducing quantum loop topography, a fully connected
neural network can be trained to distinguish the Chern
insulator and the fractional Chern insulator from trivial
insulators [11]. The phase boundary between topological
and trivial phases can also be identified by a feed-forward
neural network [12]. Neural network can also be trained
to learn the discrete version of the winding-number for-
mula from a set of Hamiltonians of topological band insu-
lators [13]. The map between variational renormalization
group and restricted Boltzmann machines has also been
studied [21]. Quantum inspired tensor networks have
been applied to multi-class supervised learning tasks and
demonstrated by using matrix product states to param-
eterize models [22]. An artificial neural network trained
on entanglement spectra of individual states of a many-
body quantum system can be used to determine the tran-
sition between a many-body localized and a thermalized
region [23]. The classification power of shallow fully con-
nected and convolutional neural networks are examined
by Ising model, concentrating on the effect of extended
domain wall configurations [24]. The generalizing and in-
terpretability properties of machine-learning algorithms
have been demonstrated by inferring the phase diagram
for a liquid-gas transition [25]. These works indicate the
power of neural networks in extracting the characteristics
of the physical configurations.
As the works mentioned above, unsupervised learning
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2techniques can be applied to cluster physical objects in
terms of the distributions in feature space. Supervised
learning are employed based on the extracting ability
of neural networks for physical samples. In this work,
we propose an iterative proposal combing unsupervised
learning techniques and supervised machine-learning ar-
chitectures to estimate critical temperatures for statisti-
cal models only using their configurations with temper-
atures. Firstly, dimensionality-reduction techniques are
employed as unsupervised learning tools to obtain phase
scenarios versus temperature by using the configurations
(samples). Since no knowledge about phase transition
is used, this is a necessary step for estimating critical
points. It provides the scenario of the configurations in
a range of temperature and preliminary phase bound-
aries. Meanwhile, initial labels for samples are obtained
which would be used to train the neural networks sub-
sequently. This step is also necessary for its application
for new statistical models. Secondly, training the neu-
ral networks until they learn the characters of the ex-
isted samples, we use it to distinguish the samples with
temperatures between the phase boundaries. Once the
samples were recognized by the trained networks with
high accuracy, they would be assigned the corresponding
label and added into the training set to be used in subse-
quent training. Meanwhile, the phase boundaries would
be updated by the temperatures of the last labelled sam-
ples. Without extra knowledge about scaling behavior is
used, we set the average value of the phase boundaries
as the estimation for critical points. Iterating the proce-
dure of recognizing and updating above, the estimation
for critical points is expected to converge to the critical
temperatures. Q-state Potts models provide a testing
ground for various methods in the study of critical point
theory [26, 27]. We demonstrate this proposal by two q-
state Potts models with continuous and first order phase
transitions, respectively.
Following in Sec. II, we describe the iterative proposal
of sequentially combing dimensionality-reduction tech-
niques and neural networks to estimate critical points.
In Sec. III, we employ this proposal to estimate the crit-
ical points for two q-state Potts models with continuous
and first order phase transitions and analyze the results.
Finally, we summarize in Sec. IV.
II. THE ITERATIVE PROPOSAL
There are two sequential steps in this proposal. The
first one plays a necessary role in providing preliminary
phase boundaries and supervised labels used in the sec-
ond step. The details are listed in the following.
A. Step-1: Dimensionality-reduction pretreatment
This proposal starts from raw configurations of statis-
tical models without extra knowledge about phase tran-
sitions. The configurations can be represented by points
distributed in a high dimensionality feature space with
cluster behaviors related to phases. It is a necessary
step to obtain preliminary phase scenarios and phase
boundaries in this proposal. However high dimension-
ality usually makes it burdensome to analyze statisti-
cal models. Thus it is desirable to employ a simpler
or more accessible representation which maintains essen-
tial information of the distributions as much as possible.
Dimensionality-reduction techniques offer such tools to
extract salient characteristics for distributions [16–18].
Scenarios of phases can be reflected by the distribution
behaviors of the projected points in a lower dimensional-
ity space. The phases can be used as supervised labels for
the configurations in supervised machine learning. The
initial phase boundaries which confine the critical tem-
perature are identified preliminarily. This pretreatment
not only provides essential cornerstone for the subsequent
step but also is indispensable for its application for un-
explored statistical models when only raw configurations
with temperatures are provided.
In this work we would employ singular value decompo-
sition and multidimensional scaling which can be used in
linear and manifold dimensionality-reduction tasks to do
the unsupervised pretreament in the first step. However
the choices of unsupervised techniques in this step are not
limited to particular ones but any one which can be used
to handle unsupervised clustering tasks may be a can-
didate. For example, uniform manifold approximation
and projection which is based in Riemannian geometry
and algebraic topology can also act as the unsupervised
module here [25, 28]; Isometric mapping algorithm rep-
resents the original data set on a quasi-isometric, low-
dimensional space by preserving the geodesic distances
between points on a neighborhood graph. This algorithm
can also play the role above [29]; Besides, locally linear
embedding which is used in manifold learning to obtain
low-dimensional, neighborhood-preserved projections for
high dimensional data sets can also be a candidate in this
step [30]. These alternatives give this proposal general-
ization to be applied to new statistical models in term of
distributions.
Due to thermal fluctuations and information loss in
the dimensionality-reduction treatment, those configura-
tions between the phase boundaries would not be eas-
ily distinguished in the vicinity of critical points in this
step. Benefiting from the pattern-extraction capability
of neural networks, in the subsequent step II B, we give
the procedure employing such supervised learning archi-
tectures to estimate critical temperatures for statistical
models further based on the results of Step-1.
B. Step-2: Estimating critical temperature
iteratively
According to the results of Step-1, the critical point
locates within the temperature interval where the labels
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Figure 1. The sketch of this proposal to estimate critical temperatures. The critical structure of the convolutional neural
network (CNN) and the bidirectional recurrent neural network with long short-term memory units (BLSTM) are shown. The
CNN deals with the batches of configurations. Whereas configurations within the batches are split into rows as input denoted
by r when the BLSTM is employed.
of those samples have not been determined. In the fol-
lowing, we employ neural networks usually used in super-
vised learning tasks to estimate the critical temperatures
for statistical models more accurately in an iterative way.
Although we consider the situation that two phases are
distinguished in Step-1, phase scenarios with more than
two phases can be analyzed in segments with two phases.
The workflow of this proposal is illustrated in Fig. 1. The
details for the second step are listed below.
Step1: Tlow boundary, Thigh boundary and Tm =
(Tlow boundary + Thigh boundary)/2 are used to denote
the temporal low-temperature-phase boundary, high-
temperature-phase boundary, and the average for the
boundaries (estimation for critical temperature Tc), re-
spectively. Taking the samples labelled in the first
step II A as preliminary training set, a neural network
is trained until it can distinguish the whole training set
with accuracy larger than a high threshold S1t within the
number of N1t training batches used in training;
Step2: If Step1 is fulfilled, we use the trained neural
network to recognize the samples at temperature Tm. If
they are judged to be in ‘low-temperature phase (high-
temperature phase)’ according to a criterion Cm, we fur-
ther judge those at temperature Tmm = (Tlow boundary +
Tm)/2 (or Tmm = (Thigh boundary+Tm)/2) according to a
criterion Cmm by the same trained neural network; Else,
if Step1 is not fulfilled, we purge the newly added sam-
ples from the training set in the last iteration and roll
Tmm back to the last value to continue the recognition
process from Step1;
Step3: If samples at Tm are judged to be in ‘low-
temperature phase (high-temperature phase)’ and those
at temperature Tmm are also judged to be in ‘low-
temperature phase (high-temperature phase)’, we assign
the label to the samples at Tmm as ‘low-temperature-
phase label (high-temperature-phase label)’ and add
the newly labelled samples into the training set, to
be used in following iterations. Meanwhile we update
Tlow boundary = Tmm (or Thigh boundary = Tmm); Else,
we update Tmm = (Tlow boundary + Tmm)/2 (or Tmm =
(Thigh boundary + Tmm)/2) and carry out the procedure
in this step until the samples at Tmm are assigned a label
with the criterion Cmm. Then we turn to Step1 to begin
the next recognition iterations.
Indeed, this proposal gives an iterative way to assign
labels with high accuracy from margins towards center.
When phase boundaries approach Tc, thermal fluctua-
tions make the characteristics contained in the samples
become harder to be learned by the neural networks with
high accuracy. Even so, the newly added samples with
labels enrich the training set and benefit the neural net-
works learning characteristics. In Step1, the threshold of
recognition S1t is necessary to be set large and N1t is used
to avoid overfitting. The criteria Cm and Cmm have bear-
ing on assigning labels and we give the concrete forms in
the concrete examples following.
Compared to the dimensionality-reduction pretreat-
ment in the first step II A, the function of the neural
networks is more critical in terms of the precision of esti-
mation. However the neural networks work based on the
results of Step-1.
4III. APPLICATION TO Q-STATE POTTS
MODELS
Now we turn to implement the proposal above to esti-
mate the critical temperatures for two q-state Potts mod-
els on squire lattice with continuous and first order phase
transitions respectively [26, 27].
A. Q-state Potts models
Q-state Potts models are generalizations of Ising model
with rich contents and offer agents to study ferromagnet
and certain other physics of solid states [26, 27] . The
general Hamiltonian for such models reads:
H = −J
∑
{i,j}
δσi,σj , (1)
where the coupling J between nearest-neighbor spins is
set as the energy unit in this work. δσi,σj is the Kro-
necker delta function with regard to the variables σi and
σj which take one of q = (0, ..., q − 1) values with equal
probabilities on each lattice site. A nearest-neighbor pair
of same spins carries an unity energy and others are zero.
While q = 2, the Ising model is recovered in two di-
mensional case [31, 32]. These models posses self-duality
points at temperature Tc given by e
1/kBTc = 1 +
√
q [27].
In two-dimensional case, continuous phase transitions oc-
cur at Tc = 1/ log(1 +
√
q) when q ≤ 4, and first or-
der phase transitions occur at this temperature when
q > 4 [27, 33, 34] with Boltzmann constant kB = 1.
In this work, only such spin configurations generated by
Monte Carlo method would be used to estimate the criti-
cal temperatures [35–37]. These models offer benchmarks
to check the performance of our proposal.
Starting from the results of the first step II A, we would
employ a convolutional neural network (CNN) and a bidi-
rectional recurrent neural network with long short-term
memory units (BLSTM) to estimate the critical points
for two q-state Potts models with different kinds of phase
transitions[1–4, 26, 27].
B. Dimensionality-reduction techniques
1. Singular value decomposition
According to section II, firstly, we give a brief intro-
duction to a technique used in linear dimensionality-
reduction: singular value decomposition (SVD) and one
of manifold learning techniques: multidimensional scal-
ing (MDS).
SVD is the core of principal component analysis to
represent the original data in a lower dimensionality
space where significant characteristics of statistical dis-
tributions are preserved [17, 18]. While SVD reads
V = UZWT , the singular values are the diagonal ele-
ments of Z usually normalized by dividing their summa-
tion and arranged in descending order [17, 18]. In this
proposal V is a vertical stack of flattened configurations
in the form: ST = (s11, ..., sij , ..., sLL)
T with sij denoting
the spin value at site (i, j) at temperature T . The origi-
nal data are represented in a coordinate space where the
covariance matrix is diagonalized by SVD. Since larger
singular values together with the corresponding singular
vectors carry more essential information of the original
matrix, we will employ the three leading singular values
to do the task for the first step II A.
2. Multidimensional scaling
No information is offered to indicate that linear
dimensionality-reduction treatment can reflect the phase
scenarios comprehensively here. For generality, we fur-
ther employ MDS which is manifold learning technique
to construct a lower dimensionality representation for the
original data sets. There are mainly two kinds of MDS:
one is called Non-Metric Multidimensional Scaling which
preserves the ranks of the distances between the sam-
ples [38–41]; The other one is called Metric Multidimen-
sional Scaling (Metric-MDS) which tries to reproduce the
original Euclidean distances between pairs of points as
well as possible in a lower dimensionality space and would
be employed in this work. This method attempts to vi-
sualize the degree of similarities or dissimilarities for the
investigated samples [38–41].
Several loss functions can be constructed and opti-
mized in Metric-MDS [38–41]. For example, supposing a
distance matrix D′ = {d′ij} with d′ij =
∑p
k=1 ||x′ki − x′kj ||
in a reduced p-dimensionality space to approximate the
Euclidean distance matrix D = {dij} of the pair-wise dis-
tances between samples xi and xj in the original space,
a candidate loss function Stress =
∑
i,j(
||d′ij−dij ||2∑
i,j d
′2
ij
)1/2
can be minimized based on the differences between pro-
jected and original distances. Given the matrix D for
the original data set, a simple procedure for Metric-MDS
follows:
S1: Appoint an arbitrary set of coordinates for pro-
jected points in a dimensionality reduced space with di-
mensionality p (p < 4, since distributions in spaces with
dimensionality larger than 3 are difficult to be visual-
ized);
S2: Compute Euclidean distances among all pairs of
projected points to form the matrix D′ = {d′ij};
S3: Evaluate loss function Stress based on D
′ and D;
S4: Adjust coordinates {x′k1, x′k2, ..., x′kN} to mini-
mize Stress;
S5: Repeat the steps from S2 to S4 above until Stress
ceases decreasing.
Stress is usually minimized by SMACOF (shorthand
for Scaling by MAjorizing a COmplicated Function) [38–
41]. And it decreases Stress as a convex-optimization
52
0
1
2
4
5
6
1
3
0
T/J
T/J
2
2
Figure 2. (a) the three leading normalized singular values (P1, P2 and P3) as a function of temperature for 3-state Potts model
with the result of Metric-MDS in the inset as describe in section III B 1. The leading singular values at each temperature are
calculated by a vertical stack of 40 flattened configurations . (b) the results of SVD and Metric-MDS for 7-state Potts model.
The averages of the stacks have not been subtracted. This results to the bias in SVD but does not hamper the usage of this
technique to reveal the phase transitions. The temperatures of the samples are mapped to the color of the projected dots.
(ai) (i=1,2,3) list three configurations for 3-state Potts model at different temperatures and (bi) (i=1,2,3) list those for 7-state
Potts model. The codes are given in the supplementary material [42].
problem. Dimensionality-reduction treatment mentioned
can be finished by Scikit-learn [43]
C. Neural networks
CNN and BLSTM are both artificial neural networks
(ANN) [3, 4, 18, 44]. In general classification tasks, the
input Xi (usually being a tensor fed into ANN and i de-
notes classes) with the supervised label Yi would be used
to train the ANN. Yi is usually treated as a distribu-
tion with ith component being one and others zero, in
order to construct a cost function measuring the differ-
ence between the output of the ANN and the supervised
labels. The parameters of ANN would be updated by al-
gorithms to reduce the cost function. Convolutional op-
eration plays an important role in CNN in company with
nonlinear activation functions and some regulative opera-
tions. This operation extracts correlations in the samples
in a region covered by convolutional filters with weights
and biases to be updated. However in classification tasks,
the rows (columns) in samples can be treated as ordered
‘elements’ by recurrent neural networks. Thus the re-
current neural networks learn the samples in a global
manner and long correlations can be extracted especially
with LSTM units. In this proposal, once the samples
with new temperatures between the phase boundaries are
mapped into a certain category (phase) by the trained
neural networks with high accuracy, they would be as-
signed the corresponding label and added into the train-
ing set. Thus along with the iterative process, the neural
networks would be acquainted with the samples more
and more accurately. To get an insight of the mapping
process, an example of inputs, a batch of weights in the
neural networks and the outputs are shown in the Ap-
pendix IV. Different kinds of abstract characters would
be extracted during training with the purpose to mini-
mize the cost functions.
1. The convolutional neural network
In terms of feature-map mechanisms of neural networks
to extract characteristics of images, the configurations
with similar patterns can be mapped into the same cat-
egory with high accuracy[2–4, 45]. Firstly, we elaborate
the workflow of the CNN to learn the phases: Samples
at T/J → Convolutional operation-1 → ELU activation
operation → Max pooling → Convolutional operation-2
→ ELU activation operation → Max pooling → Fully
connected operation-1 → ELU activation operation →
Dropout operation → Fully connected operation-2 →
Calculate loss by processing cross-entropy cost function
after Softmax operation → Employ Adam algorithm to
minimize the cost function.
Then we give a brief instruction to the operations in
the CNN above as in Fig.1. The critical operation is
finished in convolutional layers through multiplying the
6pixels in a window of an input sample by the correspond-
ing pixels in convolutional kernels cover the window, and
biases are usually added. The kernels slide across the
samples until all the pixels are visited to finish one time
of convolutional map. The weights and the biases are
shared during this operation. This reduces the amount
of parameters. An example of convolutional operation is
shown in the appendix IV. To make the network be capa-
ble of extracting more kinds of features, several kernels
are usually adopted. To extract more complex and ab-
stract characteristics and improve the capability of recog-
nition, deeper neural networks are recommendable can-
didates.
After the convolutional operation, Exponential Linear
Units (ELU):
ELU(x) =
{
x, x > 0,
ex − 1, x < 0, (2)
would be employed as the activation function in this
work [46]. Compared to the prevalent activation func-
tion Rectified Linear Unit (ReLU) [47], ELU has nega-
tive values which pushes the mean of activation closer to
zero. This decreases the bias-shift effect and benefits ma-
chine learning with lower computational complexity [46].
Besides, the novel activation function: Swish performs
better than ReLU in a number of scenes, and may be
intriguing to be investigated in comparison with ReLU
and ELU [48]. Max pooling operation converts high res-
olution matrix to lower resolution counterparts by out-
putting the maximum value in a sampling window. This
operation reduces the amount of computation and pre-
serves the essential information in a compact form. It not
only makes feature detection more robust to scale and
noise but also is beneficial to avoid overfitting, merely
some information lost. Other versions of pooling, such
as Average pooling or L2-norm pooling may also perform
well [49].
Fully connected layers can be adopted to purify the in-
formation for next classification operations. Dropout is
adopted not only to reduce overfitting but also to make
the network less sensitive to small variations of inputs,
benefiting the generalization of the network. This opera-
tion can be done by setting the values of some randomly
chosen neurons in the network to zero [50]. Softmax
function: Softmax(x)i =
exi∑
j e
xj is employed to repre-
sent a probability distribution in this classification task.
Finally, Adam algorithm (shorthand for Adaptive Mo-
ment Estimation) would be employed to minimize the
cross-entropy cost function as a sum of loss functions:
Loss = −∑q yq log y′q in batches. Here yq and y′q denote
the supervised labels and the output (prediction) of a
neural network, respectively [51]. This is a computation-
ally efficient algorithm with little memory requirements.
It blends some advantages of Momentum algorithm, Ada-
Grad, and RMSProp algorithms [4, 51].
2. The bidirectional recurrent neural network with long
short-term memory units
Recurrent neural networks have the framework of feed-
ing the output of hidden layers back into themselves.
This makes them expert in dealing with sequential data
where the order of context is significant [52].
Like CNNs, RNNs can also be trained using Adam al-
gorithms in back-propagation process. Merely, in trivial
RNNs, gradient usually vanishes for long distance be-
tween input and target which limits their applications
from learning long-term dependencies [53]. LSTM was
designed to remedy this problem with memory blocks
regulating the flow of information instead of simple sig-
moid cells: Sigmoid(x) = e
x
(ex+1) , in the hidden lay-
ers [54, 55]. The blocks consist of cells with a forget gate,
an input gate and an output gate to control the influence
of past on current flow, input and output by multiply-
ing the corresponding weights with biases usually added.
Sigmoid functions are usually used to regulate the results
in these gates [54].
Unlike trivial RNNs, bidirectional recurrent neural net-
works were invented to utilize the information both from
the past and future of a sequence by merging two RNNs
with information propagating in opposite directions into
one output [56, 57]. This structure makes the networks
learn more correlative information of training sequences
and be most sensitive to the values around currently eval-
uate time point. During training, forward and backward
states do not interact with each other. After forward
and backward processes are done, the network would
be updated by minimizing cost functions through back-
propagation. Applying LSTM units in trivial bidirec-
tional recurrent neural networks, one gains the BLSTM
as shown in Fig.1 which we will use in this work.
To classify the configurations by a BLSTM, different to
CNN, the order of rows of configurations acts as time step
and each row is treated as the input at the corresponding
time step. For the configurations with size Lx × Ly, we
handle Ly sequences of length Lx for each configuration.
One training iteration of the BLSTM follows: Samples at
T/J → Forward and backward cells of LSTM merge into
one output → Calculate loss by processing cross-entropy
cost function with Softmax operation → Employ Adam
algorithm to minimize the cost function.
The function of BLSTM in this proposal is same to
the CNN above. Besides these two architectures, other
powerful neural networks, such as variations of LSTM
neural networks, ResNet and deeper neural networks are
also highly recommended to act as such a module in this
proposal to extract characteristics for general statistical
models [3, 4, 58].
D. The estimating results
As shown by the results of SVD in Fig. 2 (a) and
(b), the configurations for 3-state and 7-state Potts mod-
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Figure 3. Trajectories of estimated critical temperatures with five different preliminary phase boundaries versus the counts of
the iterations from Step1 to Step3 for 3-state and 7-state Potts models on 24×24 lattices with CNN and BLSTM employed. 1200
preliminary samples labelled in the the first step II A are evenly distributed between the temperature T and Tlow(high) boundary
when (Tlow boundary−T )/J = 0.2 and (T −Thigh boundary)/J = 0.2, respectively. In the second step II B, S1t=0.98 and N1t=60
in Step1. CNN: Cm and Cmm are both that the labels are appointed to the output with larger accuracy. 32 convolutional
kernels of size 4× 4 are used in the first convolutional layer with strides=1 in both sliding directions. The initial weights and
bias are set with a small amount of random values. ‘SAME’ padding is used in both the convolutional operations and max
pooling. 64 convolutional kernels are adopted in the second convolutional layer. 1024 neurons are used in both fully connected
layers with initial weights and bias same to those of convolutional layers above. 0.5 probability of zeroing is set in the dropout
operation. The output of the second fully connected layer runs through the softmax operation, to construct the cross-entropy
cost function which would be minimized by Adma algorithm learning rate varies as 0.0001× 0.99k where k denotes the number
of training batches cost. Max pooling takes 2× 2 window, and strides 2; BLSTM: the criteria Cm and Cmm are that the labels
are appointed to the output with accuracy of 0.2 larger. Adma algorithm is also used to minimize the cross-entropy cost
function constructed by the output and labels with fixed learning rate 0.001 and 256 LSTM neurons are used. The legends list
the preliminary phase boundaries in the format: < Tlow boundary, Thigh boundary > in units of J . TensorFlow has been used to
implement the neural networks [59]. The codes are given in the supplementary material [42].
els can be divided into two phases versus temperature
which are confirmed by the results of Metric-MDS in
the insets. It can be seen that the critical points locate
near T/J = 1 for 3-state Potts model and T/J = 0.8
for 7-state Potts model which approximate theoretical
value Tc = 1/ log(1 +
√
q). This pretreatment also of-
fers the thresholds for the preliminary phase boundaries.
At high temperature phases, the disordered configura-
tions with spin values which distribute obeying detailed
balance, lead to the plateaus of P1. This corresponds
to the isotropic distributions of the projected points in
the Metric-MDS. Both at very low temperature region,
the neighbor spins tend to take same values and when
temperature is very high, the neighbor spins tend to be
different. In both the cases, the fluctuations distribute
homogeneously across the lattice which results to the low
value of P1. Thus it is necessary to use Metric-MDS to
reveal the phase scenarios more discreetly. At low tem-
perature phase, the projected points tend to form centers
along the central axes of the distributions in Metric-MDS.
The obtuse and sharp turning behaviors of P1 near
the critical points correspond to the physical features of
continuous and first order phase transitions of 3-state
and 7-state Potts models, respectively. While there is no
more than one dominant maximal singular value in the
temperature region, the first two leading principal com-
ponents are enough to reveal the phase scenarios if one
desires to use principal components analysis in the first
8step. Merely the data should be centered by subtracting
the mean values.
According to the results above, the thresholds for the
preliminary boundaries for low and high temperature
phases can be set as Tboundary=0.25 and 1.2 in units of J ,
respectively. Then the samples with temperatures out-
side the region (0 < T/J < 0.25 and T/J > 1.2) can be
assigned low and high temperature labels, respectively.
Even there is fluctuation to choose these boundaries, su-
pervised learning tools would be employed to compensate
this indeterminacy. Thus different initial phase bound-
aries would be checked to show the validity of this pro-
posal. Starting from the above results, the critical tem-
peratures for 3-state and 7-state Potts models can be es-
timated according to the iterations from Step1 to Step3
in II B. In Fig.3, along with the iterations, the estimations
for the critical temperatures converge to the theoretical
values in all the cases. With the same parameters, the
critical temperature of 7-state Potts model is more easier
to be estimated than that of 3-state Potts model both for
the neural networks being CNN and BLSTM. This per-
formance may be related to the characteristics of contin-
uous and first order phase transitions. For the samples
on two sides in the vicinity of the critical points, the
characteristics are more legible to be learned for first or-
der phase transitions than continuous phase transitions.
This corresponds to the behaviors of P1 near the critical
temperatures in Fig.2. However we do not exclude the
influence of q values to the learning results of the neu-
ral networks. Although both the CNN and the BLSTM
perform well at estimating the critical temperatures for
both the models, the estimation by BLSTM converges
more quickly than that by CNN. Merely there is little
comparability between these results since their mecha-
nisms of recognition are different. This hints that other
supervised machine-learning tools with different learn-
ing mechanisms may also perform well. And the results
indicate that it may be worthy to investigate the rela-
tion between the performance of machine-learning tools
in learning statistical models and the universal scaling
behaviors for those models.
IV. SUMMARY
In this work, we show the proposal combining tech-
niques used in dimensionality-reduction processes and
neural networks used in supervised learning to estimate
critical points for statistical models. And the proposal
is demonstrated by two q-state Potts models with differ-
ent kinds of phase transitions. Actually, this proposal is
an iterative approach to assign labels from margins to-
wards center with high accuracy only starting from con-
figurations with corresponding temperatures. The un-
supervised pretreatment in the first step aims to offer
preliminary phase boundaries and training samples with
supervised labels which would be used subsequently by
neural networks to estimate critical temperatures more
accurately. The determination of phase scenarios and
preliminary phase boundaries in the first step is not only
necessary for the subsequently step but also indispens-
able for its application on similar problems. The training
set would be enriched during the iteration process, which
makes the neural networks be acquainted with the sam-
ples more and more accurately. In concrete examples,
both a convolutional neural network and a bidirectional
recurrent neural network with long short-term memory
units perform well at estimating the critical points for
two q-state Potts models. With the same neural net-
work, the performances of the estimations for the models
correspond to the features of the phase transitions which
hints that machine-learning tools may be used to reflect
universal scaling laws for statistical models by scientific
approaches in the future. Since other machine-learning
architectures can also be employed as modules in this
proposal, we anticipate that this proposal may work to
study new statistical models.
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APPENDIX
Updating the parameters like weights of the neural net-
works play an important role in the learning process. The
trained neural networks act like a kind of map architec-
ture. We illustrate the mapping of the networks by a
couple of inputs at different phases, weights of trained
neural networks and the corresponding outputs. The in-
puts (matrix here), after multiplied by the matrices of
weights in particular manner (like convolutional opera-
tion, bias added) up to some regulative activation op-
erations (activation functions, pooling and so on as in
section III C), would be mapped to the corresponding
categories (phases). The weights and biases can be up-
dated by algorithms like Adaptive Momentum (adopted
in this work), Adaptive Gradient, Momentum and so on.
The operations like convolutional operation and struc-
tures like gates in LSTM units, make the neural networks
extracting characteristics effectively.
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