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required for their transmission. In this paper, novel feature selection methods are proposed, based on the
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accuracy under low bit rate transmission than start-of-the-art peak based feature selection used within
the MPEG-7 Compact Descriptor for Visual Search (CDVS). This is verified from image retrieval
experiments and results for a realistic dataset with complex real world capturing distortion. Results show
that the proposed method can improve the matching accuracy for various detectors and also indicate that
the feature selection can not only achieves low bit rate transmission but also results in a higher matching
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Abstract—Mobile augmented reality applications rely on
automatically matching a captured visual scene to an image in a
database. This is typically achieved by deriving a set of features
for the captured image, transmitting them through a network
and then matching with features derived for a database of
reference images. A fundamental problem is to select as few and
robust features as possible such that the matching accuracy is
invariant to distortions caused by camera capture whilst
minimising the bit rate required for their transmission. In this
paper, novel feature selection methods are proposed, based on
the entropy of the image content in the keypoint domain, the
entropy of the extracted features in the descriptor domain and
the Discrete Cosine Transformation (DCT) coefficients in the
compressed domain. The methods proposed in the descriptor
domain and compressed domain achieve better matching
accuracy under low bit rate transmission than start-of-the-art
peak based feature selection used within the MPEG-7 Compact
Descriptor for Visual Search (CDVS) approach while the method
proposed in the keypoint domain achieves comparable
performance. This is verified from image retrieval experiments
and results for a realistic dataset with complex real world
capturing distortion including varying lighting conditions,
perspective distortion, foreground and background clutter.
Results show that the proposed method can improve the
matching accuracy for MSER, ORB and SURF detectors which
also indicate that the feature selection can not only achieves low
bit rate transmission but also result in a higher matching
accuracy than using all features when applied to distorted images.
Hence, even all the features can be transmitted to server under
high transmission network, the feature selection should still be
applied to the distorted query image to ensure high matching
accuracy.
Keywords—Feature selection; matching accuracy; low bit-rate
transmission

I.

INTRODUCTION

The Mobile Augmented Reality (MAR) applications
targeted in this paper enhance a user’s experience by linking
printed media to digital content such as video, picture gallery
or webpage [1]–[3]. When a user hovers over a printed image
(e.g. an image in the newspaper or magazine) with mobile
device camera, the application processes the captured scenes
and generates compact visual information for transmission to
an image matching system operating on a server. Content
related to the matched image is then streamed back to the user.

The system diagram of the whole process is shown in Figure 1.
The key technology is to analyse the captured scenes and
generate a representative compact description for retrieval is
highlighted in Figure 1. This process detects and extracts image
local features for input to the image matching system. A local
feature comprises a keypoint and a descriptor. A keypoint is
detected in the image which indicates the coordinates (i.e. (x,y)
location) where a local image region contains significant edge
information. Then, a descriptor is extracted in the region
around a keypoint which characterises the distinctive structural
information (e.g. pixel variation) of that local image region.
Normally, a descriptor is a vector in which each dimension
represents detailed spatial information. The generated local
features, for example Scale-Invariant Feature Transform (SIFT)
[4], Oriented Robust Binary feature (ORB) [5], Maximally
Stable Extremal Regions (MSER) [6] and Speed Up Robust
Feature (SURF) [7], should be compact and robust to the
distortion caused by the camera capture. They should also have
adequate characteristics to perform similarity visual matching
in the remote server for retrieval meanwhile the features should
also be efficient (i.e. require a low bitrate) for transmission
through a wireless network.
Existing research has been done in an on-going MPEG
standardization activity known as Compact Descriptor for
Visual Search (CDVS) [8]–[10]. To achieve scalability and low
bit-rate transmission, certain bit lengths are considered, for
example 512B, 1KB, 2KB [11]. However, due to the richness
of the captured image scene (e.g. complex visual objects in a
scene), hundreds of features resulting in a far longer bit length
than these limited bit lengths normally can be detected, which
also includes false features caused by noise, such as foreground
and background cluttering, varying lighting distortion and
perspective distortion. This increases the difficulty of
extracting the most significantly discriminative features under
these bit lengths within a limited transmission bandwidth.
Therefore, an efficient feature selection is desired and such
selection criterion is crucial and must be well designed to select
the essential local features that eventually can be correctly
matched with the target image on the server. This is not only
beneficial for low bit-rate transmission but also improving the
matching and retrieval accuracy.
To tackle the feature selection problem of MAR
applications for low bit rate transmission and high matching
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Fig.1. System diagram of targeted MAR applications

accuracy, this paper presents novel feature selection methods
based on three metrics: 1) the entropy information of the image
content in the keypoint domain; 2) the entropy information of
the feature descriptor in the descriptor domain; and 3) the
Discrete Cosine Transformation (DCT) coefficients in the
compressed domain. The proposed approaches are proven as
efficient methods for selecting the most significant and robust
features in terms of their ability to result in accurate matching
within the system of Figure 1 under different bit-rate
constraints and realistic complex capturing distortions. Section
II reviews the state-of-art feature selection methods and
Section III explains the proposed feature selection methods in
detail. Section IV presents retrieval accuracy results for the
proposed methods and compares to the state-of-art peak based
feature selection. Conclusions are presented in Section V.
II.

STATE-OF-ART FEATURE SELECTION METHODS

A critical performance measure of feature selection
algorithms is how well their outputs correctly represent the
most significant key feature points of an image. It is noted that
to achieve such a goal, different keypoint detectors and
descriptor extractors can be combined. In this section we
review the state-of-art feature selection methods that are
relevant to this work.
One of the state-of-the-art solutions in MPEG-7 CDVS is to
investigate the relevance of the output parameters of the
keypoint detector and the correctly matched feature keypoints
[11][12] in the keypoint domain. The output parameters
including the Different-of-Gaussian (DOG) response 𝜃𝑝𝑒𝑎𝑘
(denoted as peak in the following paragraphs), scale 𝜃𝑠𝑐𝑎𝑙𝑒 ,
orientation 𝜃𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 , location 𝜃𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (the distance from
the keypoint to the image center) are evaluated individually to
investigate the relevance score of these quantities with
correctly matched pairs as well as their combination using a
probability mass function of correctly matched features learned
from dataset. Then, the features are filtered on the basis of
sorted relevance scores. The peak of the output of the SIFT
detector is superior for identifying the most relevant features
compared to other parameters of the output of the SIFT
detector, including 𝜃𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 , 𝜃𝑠𝑐𝑎𝑙𝑒 , 𝜃𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 [12][13].
However, Peak-based Feature Selection (PFS) is constrained to
a DoG-based feature detector and is not suitable for other local
feature detectors, such as MSER, ORB and SURF. Different
feature detectors have different performance in terms of
processing speed and matching accuracy. For example,
although ORB and SURF are less accurate than SIFT [14][15],
their detection time are much faster than SIFT which is
desirable for fast processing time on the client side for targeted

applications [5][7]. The remaining question is how to improve
the matching accuracy for these detectors. Hence, it is desirable
to find a generic parameter which can be derived for any
feature detector whilst maximizing matching accuracy under
low bit-rate feature transmission scenarios.
Alternative feature selection methods take advantage of the
underlying discriminating geometric information in the
descriptor domain to perform a self-matching method between
the original captured image and artificially affine transformed
captured image (out-of-plane rotation, flipped) and then
chooses the top M matched features [16]–[18]. This method
requires a doubling of the feature detection, feature matching
and geometric verification processing steps as well as
additional image manipulation on the client side, which
consumes more computational resource and battery power. It is
also difficult to accurately determine the thresholds used in
these feature matching and geometric verification stages used
for feature selection for a wide variety of images. Hence, this
paper proposes an alternative approach that avoids this
doubling of the process and additional image manipulation.
III.

PROPOSED FEATURE SELECTION METHOD

An efficient method should be found to utilize not only the
output parameters of feature detector but also the implicit
information embedded in the local image patch and feature
descriptor to select the most significant and robust features
according to varying low bit-rate requirement. In this section,
the problem of selecting the key features for matching a
captured frame to a reference image is firstly formatted and
secondly the proposed feature selection method based on the
entropy information of the image content in the keypoint
domain and SIFT features in the descriptor domain as well as
the DCT coefficients in the compressed domain are proposed.
A. Problem Formatting
The problem of selecting the key features of a captured
image to match an image in a remote database containing N
candidate images can be formulated as follows (the images
used in this work are grayscale images for content-based image
matching):
1) Assuming the captured image is represented by the
feature set 𝑋 = (𝑥1 , 𝑥2 … 𝑥𝐿 ), 𝑥𝑖 𝜖𝑅𝑚 ; the N candidates in the
database are represented by the feature set {𝑌1 , 𝑌2 … 𝑌𝑁 },
𝑌𝑖 = (𝑦1 , 𝑦2 … 𝑦𝐾 ), 𝑦𝑗 𝜖𝑅𝑚 ;
2) Assuming that the probabilities of the captured image
being correctly matched to each candidate are 𝐻 =
(ℎ1 , ℎ2 … ℎ𝑁 ); ℎ𝑖 = 𝑓(𝑋, 𝑌𝑖 ) where 𝑓(∙) measures the

similarity between 𝑋 and 𝑌𝑖 ;
3) If the m-th candidate in the database is corresponding to
𝑋, the objective is to find a proper metric 𝜃 to select the key
features that makes 𝑃(𝑋|ℎ𝑚 ) > 𝑃(𝑋|ℎ𝑖 ), 𝑤ℎ𝑒𝑟𝑒 𝑖𝜖(1, 𝑁), 𝑖 ≠
𝑚, for example, 𝜃𝑝𝑒𝑎𝑘 , 𝜃𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 , 𝜃𝑠𝑐𝑎𝑙𝑒 , 𝜃𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 in [12].

selection. Given a detected feature point x, a 16*16 local image
patch around the keypoint (as the region of a SIFT descriptor is
16*16), 16*16 2D-DCT transformation is applied in the local
patch to calculate the DCT coefficients 𝜃𝐷𝐶𝑇 :

B. Proposed feature selection methods
Three metrics in different domains are considered for
feature selection in this work: 1) Keypoint domain using Local
Patch Entropy (LPE); 2) Descriptor domain using Descriptor
Entropy (DE); 3) Compressed domain using DCT coefficients
of a local patch around a keypoint. The definitions of these
metrics are described in this subsection. Additionally, to study
the generality and applicability of the proposed methods,
different combinations of detector and descriptor are employed
for investigation, including MSER detector, ORB detector,
SURF detector, DOG detector and SIFT descriptor.

where

1) Local Patch Entropy
The local entropy is used to determine the local complexity
of an image [19]. Intuitively, the local entropy is an efficient
metric to select the features. After the feature detection, given a
detected feature point x, a local neighborhood R x around that
feature point which takes on pixel values {r1 , … , rm }, local
patch entropy can be calculated as:
𝜃𝐿𝑃𝐸 = − ∑𝑖 𝑃𝑅𝑥 (𝑟𝑖 )𝑙𝑜𝑔2 𝑃𝑅𝑥
(1)
where 𝑃𝑅𝑥 (𝑟𝑖 ) is the probability of 𝑟𝑖 on the histogram of
0~255 using 256 bin as the grayscale image is used in this
work. Thus, each detected feature point x can be assigned with
a 𝜃𝐿𝑃𝐸 . The probability of 𝜃𝐿𝑃𝐸 of features being correctly
matched can be learned from the dataset and then such
probability can be used to rank features for selection.
2) Descriptor Entropy
The local feature descriptor normally encapsulates certain
high level characteristics extracted from pixel values. For
example, the SIFT descriptor encapsulates the gradient and
orientation information around the keypoint [4]. The
assumption is that the more entropy the descriptor has, the
more distinctive information is encapsulated in the descriptor
thus the more important the descriptor is. Given a detected
feature point x and a corresponding n-dimensional descriptor,
𝐷𝑥 𝜖𝑅𝑛 takes a value on each dimension {𝑑1 , … , 𝑑𝑛 } and
encapsulates the high level information around a keypoint. The
descriptor entropy can be calculated as:
𝜃𝐷𝐸 = − ∑𝑖 𝑃𝐷𝑥 (𝑑𝑖 )𝑙𝑜𝑔2 𝑃𝐷𝑥
(2)
where 𝑃𝐷𝑥 (𝑑𝑖 ) is the probability of 𝑑𝑖 on the histogram of
0~255 using 256 bin as SIFT descriptor is used in this work
and each dimension of SIFT feature is represented by 8 bit.
Therefore, each detected feature point x can be assigned with a
𝜃𝐷𝐸 computed from the corresponding descriptor. After
learning the probability of 𝜃𝐷𝐸 of features being correctly
matched from the dataset, the features can be ranked for
selection based on 𝜃𝐷𝐸 .
3) DCT coefficients of a local patch around keypoint
The DCT coefficients have been widely used for
compressed domain retrieval and it is known that the DC
component and first two AC coefficients contain the main
structure information of the image [20]–[22]. In this work, the
DCT coefficients are employed as a proper metric for feature

𝑛−1
𝜃𝐷𝐶𝑇 (𝑢, 𝑣) = 𝛼𝑢 𝛼𝑣 ∑𝑀−1
𝑥=0 ∑𝑦=0 𝑓(𝑥, 𝑦) cos
1

2𝑀

cos

𝜋(2𝑦+1)𝑣
2𝑁

(3)

1

,𝑣 = 0
𝛼𝑢 = { 2
; 𝛼𝑣 = { 2
√ ,1 ≤ 𝑢 ≤ 𝑀 − 1
√ ,1 ≤ 𝑣 ≤ 𝑁 − 1
√𝑀

,𝑢 = 0

𝜋(2𝑥+1)𝑢

𝑀

√𝑁

𝑁

Here, M=N=16. In this work, we mainly consider the following
DCT coefficients 𝜃𝐷𝐶𝑇 : 𝜃𝐷𝐶 = 𝜃𝐷𝐶𝑇 (0,0) ; 𝜃𝐴𝐶1 = 𝜃𝐷𝐶𝑇 (0,1) ;
𝜃𝐴𝐶2 = 𝜃𝐷𝐶𝑇 (1,0) as these components contain the main
structural information of the local patch compared to higher
frequency AC coefficients [20][22] . Therefore, each detected
feature point x can be assigned with a series of 𝜃𝐷𝐶𝑇 . The
probabilities of DCT coefficients of the local patch around
correctly matched features are computed from the dataset and
used for ranking features for selection.
4) Learning the probabilities for feature selection
The key stage of the proposed method is to learn the
probabilities of proposed feature selection metrics to measure
how well a feature can be correctly matched from the dataset
which is denoted as ‘matchability’ of a feature. For all the
features extracted from the images of the dataset, the proposed
metrics are calculated using Equation (1) ~ (3) for each feature,
respectively. Then the correctly matched features are learned
from the supervised pair-wise image matching. For a specific
metric, for example 𝜃𝐷𝐸 , it is divided into N bins. The
histogram of all the features for 𝜃𝐷𝐸 is calculated and denoted as
ℎ(𝜃𝐷𝐸_𝑎𝑙𝑙 ) while the histogram of correctly matched features
for 𝜃𝐷𝐸 is denoted as ℎ(𝜃𝐷𝐸_𝑚𝑎𝑡𝑐ℎ ) . The ‘matchability’ of
features according to 𝜃𝐷𝐸 is defined as:
𝑀𝑎𝑡𝑐ℎ𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝜃𝐷𝐸 ) =

ℎ(𝜃DE_𝑚𝑎𝑡𝑐ℎ )
ℎ(𝜃DE_𝑎𝑙𝑙 )

(4)

The ‘matchability’ of 𝜃𝐿𝑃𝐸 and 𝜃𝐷𝐶𝑇 is calculated using Equation 4
as well. The detailed procedure for learning ‘matchability’ is
explained in Section IV-B following the description of dataset.
IV.

EXPERIMENT OF USING FEATURE SELECTION FOR
LOW BIT-RATE RETRIEVAL

A. Experimental dataset
To test the effectiveness of the proposed method for the
low bit-rate mobile augmented reality applications targeted in
this work, the printed media images from MVS dataset [23]
are used. This dataset corresponds to the main printed media
in the CDVS dataset [8] and contains more than 1200 cameraphone captured different types of print images including CD
covers, DVD covers and book covers. These images are
denoted as query images. The data set has several key
characteristics that reflect realistic situations: rigid objects,
widely varying lighting conditions, perspective distortion,
foreground and background clutter, and query data collected
from heterogeneous low and high-end camera phones. The
ground-truth images are also available and used for learning
the probabilities by performing pairwise matching. These

0.25
Correct Match Probability

Correct Match Probability

0.35
0.30
0.25
0.20
0.15
0.10
0.05

0.20
0.15
0.10
0.05
0.00

0.00

𝜃𝐿𝑃𝐸
Fig. 3. Probability of correctly matched feature pairs across
the whole dataset vs. 𝜃𝐿𝑃𝐸
0.25

𝜃𝐴𝐶1
Fig. 6. Probability of correctly matched feature pairs across
the whole dataset vs. 𝜃𝐴𝐶1
0.20
0.18
0.16
0.14
0.12
0.10
0.08
0.06
0.04
0.02
0.00

0.20
0.15
0.10
0.05
0.00

1.5 1.9 2.3 2.7 3.1 3.5 3.9 4.3 4.7 5.1 5.5 5.9 6.3

Correct Match Probability

Correct Match Probability

0.0 0.6 1.2 1.8 2.4 3.0 3.6 4.2 4.8 5.4 6.0 6.6 7.2

Correct Match Probability

𝜃𝐷𝐶
Fig. 5. Probability of correctly matched feature pairs across
the whole dataset vs. 𝜃𝐷𝐶
0.20
0.18
0.16
0.14
0.12
0.10
0.08
0.06
0.04
0.02
0.00

Correct Match Probability

𝜃𝑝𝑒𝑎𝑘
Fig. 2. Probability of correctly matched feature pairs across
the whole dataset vs. 𝜃𝑝𝑒𝑎𝑘
0.20
0.18
0.16
0.14
0.12
0.10
0.08
0.06
0.04
0.02
0.00

𝜃𝐷𝐸
Fig. 4. Probability of correctly matched feature pairs across
the whole dataset vs. 𝜃𝐷𝐸

𝜃𝐴𝐶2
Fig. 7. Probability of correctly matched feature pairs across
the whole dataset vs. 𝜃𝐴𝐶2

ground-truth images are denoted as reference images.

a pair depict the same object. Learning the probabilities of
proposed metrics proceeds automatically using the image
matching pair list and is carried out on image pairs. The peak
value of the DOG detector in MGEG-7 CDVS is also used for
comparison. Each image pair undergoes the following process:
1). Detect keypoints and extract SIFT descriptors both from

B. The methodology of Learning ‘matchability’
To learn the ‘matchability’, the image matching pair list of
each query image and reference image is established
according to the provided ground-truth images. Both images in
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query and reference images in the database. For each feature,
the peak value, local entropy, descriptor entropy and DCT
coefficients {𝜃𝑝𝑒𝑎𝑘 , 𝜃𝐿𝑃𝐸 , 𝜃𝐷𝐸 , 𝜃𝐷𝐶 , 𝜃𝐴𝐶1 , 𝜃𝐴𝐶2 } are computed
and recorded for each feature using Equation (1) ~ (3);
2). Perform the Nearest Neighbor search (i.e. KNN search
where k=1 [24]) within each image pair to find the nearest
neighbor for each feature and then perform the cross-check
method to select features. This method only returns feature
matching pairs (i, j) where the i-th query descriptor from query
image is nearest to the j-th descriptor from reference image in
the matcher’s collection and vice versa [25].
3). Perform Geometric Verification using RANSAC [26]
and the remaining features are taken as true positive features;
4). Calculate the probabilities of the true positive features (i.e.
correctly matched features) using Equation (4) for { 𝜃𝑝𝑒𝑎𝑘 ,
𝜃𝐿𝑃𝐸 , 𝜃𝐷𝐸 , 𝜃𝐷𝐶 , 𝜃𝐴𝐶1 , 𝜃𝐴𝐶2 } individually.
The learned
probabilities of {𝜃𝑝𝑒𝑎𝑘 , 𝜃𝐿𝑃𝐸 , 𝜃𝐷𝐸 , 𝜃𝐷𝐶 , 𝜃𝐴𝐶1 , 𝜃𝐴𝐶2 } are shown in
Figure 2 ~ Figure 7.
C. The probability learned from the dataset for feature
selection
From the Figure 2 ~ Figure 7, it is intuitively known that
{𝜃𝑝𝑒𝑎𝑘 , 𝜃𝐿𝑃𝐸 , 𝜃𝐷𝐸 , 𝜃𝐷𝐶 , 𝜃𝐴𝐶1 , 𝜃𝐴𝐶2 } are effective for filtering
the features as they all exhibit a certain distinctive distribution.
Each detected feature can be assigned a probability according
the {𝜃𝑝𝑒𝑎𝑘 , 𝜃𝐿𝑃𝐸 , 𝜃𝐷𝐸 , 𝜃𝐷𝐶 , 𝜃𝐴𝐶1 , 𝜃𝐴𝐶2 }. After assigning the
probability to each feature based on these distributions, the
features are ranked from high probability to be matched to low
probability. The feature sets can be easily filtered on the basis
of ranked features using a feature number threshold according
to different application requirements in terms of bitrate.
D. Retrieval experimental result
To tackle the problem of the targeted application, the
proposed methods are applied to the retrieval task under
different bitrates to transmit varying number of features. The
experimental procedure is as follows:

1) For each query image in the dataset:
(a) Detect and extract the features;
(b) Select the specified number of features using the
proposed feature selection methods. This forms the query
feature set with the remaining features filtered out;
2) For the reference images in the dataset:
(a) Detect and extract the features for each reference
image;
(b) Combine the detected features of each reference
imag to set up the training feature set;
(c) Perform KD-tree training to obtain the reference
feature search space.
3) For each query feature set:
(a) Perform the nearest neighbor search using KNN
(k=1) for each query feature in the trained reference feature
search space;
(b) Obtain the first N (N=3) reference images with
maximum feature matching pairs(Increasing N did not bring
out significantly better retrieval results) ;
(c) Perform cross-check KNN (k=1) search within each
chosen reference image to further filter the features;
(d) Apply geometric verification (RANSAC) to find the
final true positive feature matching pairs.
(e) Locat the reference image on the basis of the highest
number of true positive feature matching pairs;
(f) Declare a correct match using a ground truth file
list.
The matching accuracy is evaluated based on the Mean
Average Precision (MAP) to judge the retrieval performance
[8], [27] under different bitrate:
1

𝑀𝐴𝑃 = ∑𝑄𝑞=1 𝑃(𝑞)
𝑄

1, 𝑡ℎ𝑒 𝑚𝑎𝑡𝑐ℎ𝑒𝑑 𝑖𝑚𝑎𝑔𝑒 𝑖𝑠 𝑐𝑜𝑟𝑟𝑒𝑐𝑡
𝑃(𝑞) = {
0,
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
Q is the number of query images.

(5)

For comparison, the retrieval experimental results of using
the proposed feature selection methods, the peak-based feature
selection in MPEG-7 CDVS and random feature selection for
DOG detector and SIFT descriptor are presented in Figure 8.
The random feature selection generates a random keypoint
index list to choose features. Four different feature number
conditions are considered in the experiment 279, 210, 114 and
50 which correspond to 2KB, 1KB, 512B and 256B
compressed feature transmission sizes. The first three bit rates
are standardized in the MPEG-7 CDVS [10]. The fourth bit
rate is also considered in the scenario of a very poor
communication condition or processing condition where a very
fast transmission is desired (e.g. processing a stream of video
frames to repeatedly look for a matching reference image).
From Figure 8, it is evident that DE outperforms the peakbased method, especially at low bit rates. DE achieves a 6%
and 12% retrieval performance gain for 512B and 256B
respectively. The AC1 and AC2 can also efficiently select the
important features which achieve 6% and 2% better
performance than peak-based method at 256B, respectively.
The LPE and DC are comparable to the peak-based method
and the worst performance degradation is only 3% when using
256B. As expected, the random selection method (i.e.
randomly choosing a certain number of features without any
criteria) degrades the matching accuracy compared to the other
methods. For 2KB transmission (i.e. 279 features), the random
method still achieves 90% because it selects on average more
than 85% of the features generated by the SIFT algorithm. (the
total number of detected SIFT feature is determined by the
complexity of an image).
To study the generality and applicability of the proposed
methods, another three feature detectors for which the peak
value is unavailable are employed. These are MSER [6], ORB
[5] and SURF [7]. The MAP results of different detectors under
different bit rate are shown in Table 1~4. As different detectors
result in different matching accuracy, to show the effect of the
proposed selection methods, the MAP gain (difference
between the MAP results of using selection methods and MAP
results without selection) are presented in Figure 9. The
positive values in Figure 9 indicates the MAP is improved by
employing selection methods compared to the MAP result
without selection method while negative values indicates the
degradation of MAP. The equation for calculating the MAP
gain is defined as:
MAP_Gain =

𝑀𝐴𝑃𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛 −𝑀𝐴𝑃𝑛𝑜𝑠𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛
𝑀𝐴𝑃𝑛𝑜𝑠𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛

(6)

where 𝑀𝐴𝑃𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛 is the MAP result using feature selection
methods, 𝑀𝐴𝑃𝑛𝑜𝑠𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛 is the MAP result without feature
selection. The legend denotes the used detector and selection
method as ‘Detector-Selection’, for example, using MSER as
detector and DE as selection method are referred as MSER-DE.
The MAP results without feature selection methods for
MSER, ORB, and SURF are 28%, 42%, 72% as shown in
Table 4, respectively which are consistent with the results in
[14][15]. The MSER and ORB did not achieve good MAP due
to complex distortions in the experimental dataset. However,
we are more interested in how the proposed method can
improve the MAP result. Figure 9 shows that the proposed

Table. 1. The MAP results of MSER detectors under different bitrate
using different feature selection methods
MSER
256B

512B

1KB

2KB

DE

0.3040

0.3040

0.3400

0.3120

PE

0.2920

0.3520

0.3480

0.3440

DC

0.2880

0.3560

0.3360

0.3360

AC1

0.2840

0.3240

0.3360

0.3120

AC2

0.2840

0.3200

0.3320

0.3600

Table. 2. The MAP results of ORB detectors under different bitrate using
different feature selection methods
ORB
256B

512B

1KB

2KB

DE

0.6262

0.7025

0.6491

0.5804

PE

0.4582

0.4505

0.5575

0.4815

DC

0.5116

0.4276

0.4582

0.4583

AC1

0.4278

0.4964

0.5727

0.4582

AC2

0.4277

0.5269

0.4735

0.4735

Table. 3. The MAP results of SURF detectors under different bitrate
using different feature selection methods
SURF
256B

512B

1KB

2KB

DE

0.7938

0.8400

0.8262

0.7431

PE

0.5585

0.5908

0.6231

0.6738

DC

0.7154

0.7246

0.6415

0.6554

AC1

0.6738

0.6831

0.7246

0.6692

AC2

0.7108

0.7246

0.7246

0.6508

Table. 4. The MAP results of MSER, ORB, SURF detectors without
selection (i.e. all the detected features from query image are used for
matching)
MSER

ORB

SURF

0.28

0.42

0.72

feature selection methods improve the matching accuracy for
all features. The maximum gains are 28.5% for MSER using
θAC2 at 2KB and 67.2% for ORB using θDE at 512B. For
SURF, only the DE method achieves a maximum of 16.7%
gain at 512 KB while the other selection methods lead to a
negative gain (as much as 22% degradation at 256B for LPE).
The main reason for the improvement of matching accuracy is
that the false positive features are filtered out which is
beneficial to the cross check matching and geometric
verification. Hence, to maximize the MAP under distorted
query images, it is suggested that the selection method is
chosen based on the image feature and transmission bit rate

0.7

MAP_Gain

0.6
0.5

MSER-DE

0.4

MSER-LPE

0.3

MSER-DC

0.2

MSER-AC1
MSER-AC2

0.1

methods also improve the matching accuracy of MSER, ORB
and SURF detectors which not only prove the generality and
applicability of the proposed methods but also indicate that the
feature selection should be still applied to the distorted query
images to ensure high matching accuracy even all the features
can be transmitted to server under high transmission network.
The future work may be extended to study the combination of
these different metrics for feature selection and the influence of
different image types (e.g. rigid object vs. non-rigid object) for
feature selection methods.
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