ABSTRACT: Although many proteins necessitate well-folded structures to properly instigate their biological functions, a large fraction of functioning proteins contain regionsknown as intrinsically disordered protein regionswhere stable structures are not likely to form. Notable functional roles of intrinsically disordered proteins are in transcriptional regulation, translation, and cellular signal transduction. Moreover, intrinsically disordered protein regions are highly abundant in many proteins associated with various human diseases, therefore these segments have become attractive drug targets for potential therapeutics. Over the past decades, numerous computational methods have been developed to accurately predict disordered regions of proteins. Here we introduce a user-friendly and reliable approach for the prediction of disordered protein regions using the structure prediction software Rosetta. Using 245 proteins from a benchmark data set (16 DisProt database proteins) and a test data set (229 proteins with NMR data), we use Rosetta to predict the global protein structures and then show that there is a statistically significant difference between Rosetta scores in disordered and ordered regions, with scores being less favorable in disordered regions. Furthermore, the difference in scores between ordered and disordered protein regions is sufficient to accurately identify disordered protein regions. As a result, our Rosetta ResidueDisorder method (benchmark data set prediction accuracy of 71.77% and independent test data set prediction accuracy of 65.37%) outperformed other established disorder prediction tools and did not exhibit a biased prediction toward either ordered or disordered regions. To facilitate usage, a Rosetta application has been developed for the Rosetta ResidueDisorder method.
INTRODUCTION
Historically, proteins and protein domains have been viewed as stable, rigid, and well-defined three-dimensional structures. This notion was corroborated by the elucidation of more than 100,000 X-ray crystal and nuclear magnetic resonance (NMR) structures over the last decades. 1, 2 From this data, the classical structure−function paradigm has emerged, relating biological functions of proteins to the amino acid sequence. The widely accepted theory is that the sequence uniquely encodes an energetically stable three-dimensional folded structure which uniquely encodes a specific biological function. 3 Although many proteins necessitate well-folded structures to properly instigate their biological functions, we now know that a large fraction of functioning proteins contain regions where stable structures are not likely to form. 4 These segments are known as intrinsically disordered regions (IDRs), intrinsically disordered protein regions (IDPRs), or also referred to as intrinsically disordered proteins (IDPs). These proteins do not exist as stable, rigid, globular, well-defined folded structures. Instead they exist as dynamic ensembles, where in equilibrium, many diverse folded structures exist because of their rather flat free energy surfaces. IDPs have unique sequence compositions, particularly low frequencies of bulky hydrophobic amino acids, and high frequencies of charged and hydrophilic amino acids. 5 IDRs and IDPs are surprisingly common. 6 It is estimated that over 40% of human proteins contain disordered segments of >30 amino acids in length, which are frequently associated with various signaling and regulatory biological functions. 7 However, due to the absence of structural constraints, identifying diverse functional roles of IDRs and IDPs based on structural homology has been a great challenge. In fact, 6.4% of protein-coding human genes' functional roles are unknown, and most of these genes with unknown functional roles contain IDRs. 4 Notably, IDPs have functional roles in transcriptional regulation, translation, and cellular signal transduction. 6 IDPs also play a major role biomedically. Many proteins involved in numerous human diseases contain regions of intrinsic disorder. For this reason, IDPs have become increasingly important in drug discovery, where small molecules are used to selectively bind to proteins, which change the free energy landscape. Several successful studies have shown small molecules successfully binding to proteins and inhibiting protein−protein interactions involving IDPs. 3 Despite their importance, structure elucidation of IDPs is extremely challenging. Among experimental methods used for IDP structure elucidation, NMR spectroscopy has been one of the most successful. NMR has been used to determine structural information for highly flexible regions under near-physiological conditions at atomic resolution. 8 The discovery of disordered proteins' active participation in various biological functions and potential new biological functions linked to native disorder have motivated the development of computational methods for detecting disordered regions. These predictive methods have become valuable tools for uncovering biological roles and identifying protein interaction of native IDRs. 9 Thus, being able to accurately predict intrinsically disordered regions is important in characterizing protein structure and has the potential to lead to discovery of novel biological functions with deeper understanding of IDP's function.
The increasing functional significance of intrinsically disordered proteins prompted development of efficient computational methods that accurately predict disordered regions of proteins. 9, 10 Over the past decades, numerous computational methods (such as scoring-function-based, structure-based, machine-learning-based, and meta predictors) have been developed to enhance the efficacy and accuracy of prediction. 9, 10 The majority of the more recent prediction tools are either machine learning-based or meta predictors. 10 IUPred is a well-known prediction tool that estimates the energy of inter-residue interactions to characterize residue property.
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The energetic contributions of favorable amino acid pairings are approximated by the statistics collected from a database of structured proteins. IUPred predicts the disordered residues of a protein sequence by calculating the energetic contribution of predefined sequential neighborhood residues. As a result, IUPred's algorithm characterizes residues as ordered or disordered without the actual conformation of a protein.
PrDOS, a structure-based method, utilizes a local amino acid sequence predictor as well as templates of homologous proteins for the prediction of disordered residues. Its final prediction combines the machine learning model with a template-based approach.
12 DISOPRED is another method that utilizes machine learning techniques to predict disordered regions of proteins. After performing a PSI-BLAST 13 search over a database of sequences, DISOPRED encodes the information on each residue based on a window size of 15 residues. DISOPRED used a support vector machine learning technique to train the neural network based on disorder data from high resolution crystal structures.
14 PONDR also utilizes neural network machine learning methods, predicting disordered regions based on disorder propensities derived from protein sequences of IDPs.
15−17 PONDR VL3-H 18 searches the protein databank for homologous sequences (identified using PSI-BLAST). In an attempt to reduce predictor bias, the neural network was trained using a diverse training set, excluding sequences with >90% homology, which contained both ordered and disordered regions. As a result, PONDR was the first method to predict various lengths of IDRs with similar prediction accuracy. 10, 19 Finally, meta-predictors, such as Meta-Disorder 20 and MFDp2, 21 combine results generated by several individual prediction methods as inputs to repredict disorder. 10 Despite the successes of the aforementioned prediction tools, there remain shortcomings of existing methods. Since most prediction tools utilize a local or sliding sequence window to make the disorder predictions, they may make substantial mistakes by over-or under-predicting the overall amount of disorder in the sequence, 22 resulting in average absolute errors ranging between 15% to 40%. 23, 24 Moreover, depending on the algorithms and training sets utilized by different prediction tools, disorder predictors might predict certain ambiguous regions of IDPs to be totally disordered or totally ordered. 22 Most importantly, existing methods are either disregarding global protein structure completely or require the presence of a structural homologue. This might severely limit the prediction accuracy of disordered regions for proteins that exhibit low sequence similarity to proteins in the protein data bank. In fact, we are hypothesizing that contacts of residues that are distant in sequence reduce the disorder considerably. If no homologues are available, de novo protein structure prediction tools have the ability to probe these contacts and should be more accurate than sequencebased methods, which cannot account for sequence-distant residue contacts.
One such de novo protein structure prediction tool is Rosetta. The Rosetta software suite contains numerous computational methods and algorithms that can be used for a variety of tasks to model structures of proteins and nucleic acids. Some of the most commonly used methods are protein structure prediction (protein folding), protein−protein docking, small molecules interacting with proteins, and protein design. 25, 26 While originally developed for de novo protein structure prediction, 27−29 Rosetta has more recently been used to solve structural problems in cryo-EM-guided structure prediction, 30 protein−small molecule docking, 44−46 and protein-nucleic acid structure prediction. 46, 47 The Rosetta de novo protein structure prediction is a Monte Carlo process, where sampling is steered by the Metropolis criterion. Perturbations in structure are scored using the Rosetta energy function, which originally only accounted for residue environments and pairwise residue interactions using statistical potentials derived from the Protein Data Bank. Since then, additional low-resolution, centroid (packing, hydrogen-bonding, secondary-structure, and van der Waals interactions) and high-resolution, all-atom (atomic packing, orientation-dependent hydrogen-bonding, pairwiseadditive implicit solvation model, statistically derived electrostatics, Lennard-Jones potential and backbone-dependent rotamer conformations) terms have been added. 48 Rosetta has been demonstrated to be one of the most reliable and accurate protein structure prediction tools. 49−52 Considering its strength in protein structure prediction, we hypothesized that the Rosetta energy function in combination with its Monte Carlo sampling would also be useful in prediction of intrinsically disordered protein regions. Rosetta's ability to directly sample and accurately score long-sequence-range structural contacts has the potential to make it more accurate than purely sequence-based methods, which cannot account for sequence-distant residue contacts. This idea of using Rosetta in modeling disordered regions in proteins has been explored previously. 53 Wang et al. tested a pair of approaches using Rosetta to predict structures of intrinsically disordered regions. The focus of this work was the structural modeling of disordered regions and the paper introduced two different approaches. The second approach relied on using external tools to predict the extension of these disordered regions; however, as part of the first approach, a method was suggested to predict the extension of disordered regions from within Rosetta. 53 This involved developing a free energy function, optimized using the The Journal of Physical Chemistry B Article predicted lowest energy models, to identify disordered regions which required enumeration of possible ordered/disordered assignments. This proved to be helpful in predicting both disordered segments at termini and internal loops.
In this work, we explore an easier and more reliable approach to use Rosetta for the prediction of disordered regions in proteins. Since the Rosetta energy function accounts for a variety of features of ordered protein structures (such as amino acid packing, hydrogen-bonding, secondary-structure, and van der Waals interactions), we hypothesized that Rosetta perresidue scores would be lower (i.e., more favorable) in ordered regions than in intrinsically disordered protein regions. Here we show that Rosetta scores are indeed lower in ordered regions as compared to disordered regions. Using a benchmark and a large test data set, we show that the difference in scores between ordered and disordered protein regions is sufficient to accurately predict the disorder of protein regions. The accuracy of the Rosetta ResidueDisorder method is higher than that of other disorder prediction tools and does not exhibit a bias for prediction of either ordered or disordered regions.
METHODS
Using Rosetta ab initio folding (with energy function Talaris2014 54 ), 100 de novo models were generated for each protein of interest. Subsequently, the average residue scores of the generated 100 models were calculated for each residue in the protein and smoothed over a window of length w = 11 residues, in order to reduce the noise of adjacent residue scores. Residues were predicted as disordered if the order score (defined as the window-averaged Rosetta residue score) was greater than or equal to a cutoff value of E o/d = −1.0 REU. Both the residue window length w and the residue score cutoff E o/d were optimized using a benchmark protein set (see below). Additionally, to optimize the prediction accuracy of terminal residues, a sloped cutoff line was applied to proteins with less than 60% predicted disordered regions at the N-and C-termini (as opposed to a constant score cutoff value E o/d ). The fraction of predicted ordered residues was determined by applying the horizontal linear cutoff line (E o/d = −1.0 REU) to the entire protein sequence prior to the application of terminal optimization. Finally, the percent accuracy of the prediction was calculated by the total number of correctly predicted residues (true positives) divided by the total number of residues across all benchmark set proteins.
2.1. Benchmark Set. A benchmark data set was assembled to optimize the parameters and performance of our developed Rosetta ResidueDisorder methodology to predict disordered protein regions. For the benchmark set, proteins from the DisProt database 19 were selected since it contained a large set of small to medium-sized proteins with various lengths of disordered regions. Since Rosetta is known to accurately predict the structure of small to medium sized protein from their sequence, proteins with fewer than 150 residues were chosen to maximize the accuracy of the predicted models. The resulting size-filtered proteins were categorized based on their fraction of disordered residues. For example, "0% disorder" category proteins contained disordered fractions ranging from 0 to 10% of the sequence length. To generate a benchmark set that comprised a wide range of disordered and ordered proteins, nonhomologous proteins from the 0%, 30%, 50%, 70%, and 100% disorder categories were selected. The DisProt database provided all the disordered residues of a protein that were measured with various experimental methods (solution NMR, X-ray crystallography, and circular dichroism). If a protein's disordered regions were determined using multiple experimental methods, DisProt database combined all of the individual experimental data and merged the fragmented disordered regions. In order to create a benchmark set of proteins that did not contain a biased proportion of disordered and ordered proteins as well as residues, the sum of total disordered residues and total ordered residues within the potential benchmark set was compared, and a subset of proteins was picked to ensure that the difference between the total disordered and ordered residues in the benchmark set were within 10% of each other. As a result, our benchmark set contained 16 diverse proteins comprising a total of 648 disordered and 741 ordered residues (Table 1 ).
Statistical Analysis of the Benchmark Set.
The order scores of each residue in all 16 proteins were calculated and classified into ordered and disordered categories according to the experimental residue assignment. A P-value test was conducted on the two independent sets of disordered and ordered residues of the benchmark data set to measure the probability that the difference between Rosetta per-residue scores of disordered and ordered residues was not statistically significant (null hypothesis). The P-value of the two independent sets of disordered and ordered residues of the benchmark set was calculated with the t test tool of R. 55 Welch's t test was applied as the two samples had unequal variances and unequal sample sizes. 56 
Optimization of Prediction Parameters using
Benchmark Set. Average per-residue Rosetta scores were calculated based on 100 de novo models for each protein. We used the benchmark protein set to optimize the window size (w) and score cutoff (E o/d ) parameters to maximize the accuracy of the prediction of ordered/disordered protein regions. The order score was calculated by averaging the residue scores over a window size of w. For example, when using a window size of 11 residues, the Rosetta residue score of a List of 16 benchmark data set proteins selected from the DisProt database. Protein name is the DisProt database ID, "IDP %" represents the calculated fraction of disordered regions of each protein, and the "disordered" and "ordered" columns show the numbers of disordered and ordered amino acids of each protein.
The Journal of Physical Chemistry B Article residue N was added to the Rosetta residue scores of 10 adjacent residues (5 N-terminal residues (N-1, N-2, N-3, N-4, N-5) and 5 C-terminal residues (N+1, N+2, N+3, N+4, N+5)) and the total sum was divided by the window size (w = 11). If the adjacent residues were less than w/2 residues from the Nand C-terminus of the protein, the window averaging only occurred over existing residues. For example, the adjacent residues for residue 2, used for the calculation of the order score, were residues 1, 3, 4, 5, 6, and 7. For the optimization of the window parameter, five different window sizes were tested (w = 1,3,5,7, and 11 residues). Depending on whether the order score was below or above a score cutoff E o/d , residues were predicted as ordered or disordered, respectively. To find the cutoff score E o/d that most accurately predicted the disordered residues in the benchmark protein set, 40 different cutoff line values ranging from E o/d = 0.0 to −4.0 REU (with an increment of 0.1 REU) were tested.
Optimizing Terminal Residue Prediction.
In order to optimize the prediction accuracy of terminal residues, a sloped cutoff line was applied at the N-and C-termini (as opposed to a constant score cutoff value E o/d ). To determine the optimal slope of the cutoff line, two components of the slope were optimized: the fraction of terminal residues for which a sloped cutoff was applied, and the score cutoff value at the termini. Terminal residue fractions, ranging from 0% to 15% of the protein sequence at both the N-and C-terminus, and E o/d score cutoff values at the termini, ranging from −1.0 REU to 1.0 REU (with an increment of 0.1 REU), were tested. Additionally, the sloped cutoff line was only applied to proteins with a minimum fraction of ordered residues. Minimum fractions, ranging from 0% to 100% disordered residues (with an increment of 10%), were investigated. The fraction of ordered residues was determined by applying the horizontal linear cutoff line (E o/d = −1.0 REU) to the entire protein sequence and calculating the fraction of residues with order scores below the score cutoff value. Terminal optimization was applied to proteins with less than 60% disordered regions and the sloped cutoff was used for the 13% most terminal residues at both the N-and C-terminus. The terminal E o/d score cutoff value at both the N-and C-terminus was −0.3 REU.
2.5. Test Set. In order to evaluate the unbiased performance of the developed Rosetta ResidueDisorder methodology to predict disordered protein regions, it was applied to a test data set that was distinct from the benchmark set of proteins. This also ensured that it was not overfitted to the benchmark set. For the test set, proteins from the protein data bank (PDB) 57 were assembled with the following selection criteria: (a) fewer than 150 residues, (b) single chained, and (c) structure verified by solution NMR experimental method. Proteins with larger than 70% sequence homology and proteins containing heteroatoms in their structure were excluded. As opposed to the DisProt database, the PDB database did not contain information on residue disorder. We defined disordered protein residues/regions as those that are associated with high structural variability in the NMR models, as is commonly done in the literature. 9, 10, 53 Residues with root-mean-square fluctuation (RMSF) greater than a threshold of 2 Å were considered as disordered. Following the same procedure applied to the benchmark set, the test set proteins were categorized based on their fraction of disordered residues, again focusing on 0%, 30%, 50%, 70%, and 100% disorder category proteins. To ensure a balanced number of disordered and ordered residues in the test set, a subset of proteins was picked to ensure that the difference between the total disordered and ordered residues in the test set were within 1% of each other. As a result, the test set contained 229 diverse proteins comprising a total of 10912 disordered and 10836 ordered residues (Table S1 ).
2.6. Application of other Methods for Prediction of Disordered Residues. The prediction performance of our method (Rosetta ResidueDisorder) was compared to six established protein disorder prediction tools that are based on different prediction methods. IUPred, PrDOS, PONDR VL3-H, DISOPRED, MFDp2, and Meta-Disorder were chosen as exemplary prediction tools for each of the four main types of disordered prediction methods used in the field (Score-based, structure-based, machine learning, and meta predictors). The sequences of all 245 proteins of the benchmark and test data sets were submitted to the IUPred, PrDOS, PONDR VL3-H, DISOPRED, MFDp2, and Meta-Disorder servers. The prediction tools generated output files that contained binary annotation of disordered and ordered (D and O), accompanied by confidence values ranging from 0 to 1 (Meta-Disorder values ranged from 0 to 9), indicating the prediction certainty for each predicted residue. The confidence value of each residue was used when evaluating the prediction performances by generating a receiver operating characteristic curve (ROC curve). For the ROC curve, residues were sorted by their confidence values. Most of the prediction servers defined a residue with confidence value greater than 0.5 as disordered. Thus, the ROC curve illustrates how well the confidence value represents the true positive (disordered residue) and the true negative (ordered residue) metric.
2.7. Analysis of Structural Consensus of the 100 Ab Initio Models of the Test Set Proteins. The structural consensus of the 100 ab initio models was analyzed to evaluate the structural alternative to the score-based prediction of the Rosetta ResidueDisorder method. The root-mean-square fluctuation (RMSF) of the aligned ab initio structures was utilized to assess the prediction of disordered residues. Residues with RMSF values greater than 2 Å were defined as disordered, which was the same criterion used to determine disordered regions in the NMR structures. The percent accuracy of the prediction was calculated by the total number of correctly predicted residues (true positives) divided by the total number of residues across all test set proteins.
2.8. Rosetta Application to Automate Prediction of Disorder. To automate the prediction process and to make the method user-friendly, a Rosetta application was developed. After independently generating the 100 de novo structures as previously described, the application was developed to calculate and output the residue-resolved prediction of order/disorder as well as the order score. The application requires a text file with the filenames of the 100 de novo structures (separated by new lines) as input and subsequently outputs the predictions using the previously described algorithm. A detailed description of how to use the Rosetta ResidueDisorder application to obtain the residue-resolved order/disorder prediction has been included in the Appendix S2.
RESULTS AND DISCUSSION
The Rosetta de novo protein structure prediction algorithm is a Monte Carlo process where structures are sampled using the Metropolis criterion. Generated structures are scored by the Rosetta energy function, which accounts for, among other factors, residue environments, residue-pair interactions, hydro-
The Journal of Physical Chemistry B Article gen-bonding, secondary-structure, and van der Waals interactions. 48 Since the Rosetta energy function explicitly accounts for features of ordered protein structures, we hypothesized that Rosetta per-residue scores would be lower (i.e., more favorable) in ordered regions than in intrinsically disordered protein regions and could thus be used to identify disordered protein regions. Additionally, unlike other sequence-based or amino acid property-based disordered prediction tools, Rosetta analyzes the predicted tertiary structure of a protein when scoring each residue of a model. By building three-dimensional protein models, Rosetta can sample and score potential longrange contacts (contacts between residues that are far apart in sequence). Long-range contacts and a resulting high contact order are a trademark property of ordered, stable proteins. 58 Since de novo sampling of long-range contacts is not part of other disordered region prediction tools, we hypothesized that a Rosetta-based prediction of disordered regions would be favorable in terms of prediction accuracy. Using large benchmark and test data sets, here we show that there is a statistically significant difference between Rosetta scores in disordered and ordered regions (scores are less favorable in disordered regions) and that the difference in scores between ordered and disordered protein regions is sufficient to accurately identify disordered protein regions. The Rosetta ResidueDisorder accuracy is higher than that of other disorder prediction tools.
Ordered Protein Regions Exhibit More Favorable Rosetta Scores than Disordered Protein Regions.
The hypothesis underlying this work was that Rosetta per-residue scores would be lower (i.e., more favorable) in ordered protein regions than in disordered protein regions given that the Rosetta energy function is a weighted sum of terms that account for features of protein stability. To test this hypothesis, we built de novo models for a set of 16 proteins (benchmark data set) with experimentally verified disorders ranging from 4.7% to 100%. The benchmark data set was designed to represent all levels of protein disorder and contained four proteins in the 0% disorder category, four proteins in the 30% disorder category, one protein in the 50% disorder category, two proteins in the 70% disorder category, and five proteins in the 100% disorder category. 100 independent structural models were built for each of the 16 proteins in the benchmark data set. The average total Rosetta score for each of the proteins was calculated and normalized by the number of residues in the protein. Figure 1 shows a positive correlation (R 2 = 0.64889) between the fraction of disordered residues in a protein and size-normalized Rosetta residue scores. This suggests that as the fraction of disordered residues of a protein increases, the overall size-normalized Rosetta scores also increase (i.e., become less favorable). This data suggested that Rosetta scores have the potential to be used to predict the overall disorder of proteins. Furthermore, the trend shown in Figure 1 is in support of our hypothesis as proteins with a larger fraction of disordered residues indeed score worse than the proteins with smaller fraction of disordered residues. However, Figure 1 only compares the total protein disorder fraction to the total Rosetta score of a protein and does not address the ordered/ disordered classifications of individual residues or their respective per-residue Rosetta scores. In order to explore whether the above trend extended to individual residues as well, the order score (window-averaged Rosetta per-residue score) for each residue in each of the 16 proteins was calculated and classified into ordered and disordered categories according to the experimental residue assignment. Figure 2 shows violin plots of the order score distributions for the 741 ordered residues and 648 disordered residues in the 16 proteins of the benchmark data set. The order scores of the ordered residues range from −1.78 to −0.17 Rosetta energy units (REUs) with an average of −1.08 REUs, while the order scores of the disordered residues range from −1.68 to 0.056 REUs with an average of −0.75 REUs. The difference between Rosetta order scores of disordered and ordered residues was statistically significant (P = 2.2 × 10 −16 ). Based on the t test, we concluded that the Rosetta order scores of disordered and ordered residues can be exploited as a marker that distinguishes the two, and we thus explored whether these scores can be utilized predicting disordered regions of a protein.
3.2. Rosetta Score Can Be Used to Accurately Predict Disordered Protein Regions. To utilize the Rosetta order scores to predict disordered and ordered regions of a protein, a score cutoff had to be identified that separated disordered and The Journal of Physical Chemistry B Article ordered residues most distinctly. Residues with order scores below (i.e., more favorable than) the cutoff would be labeled as ordered, while residues with order scores above (i.e., less favorable than) the cutoff would be labeled as disordered. Using the residue disorder assignments of the 16 protein benchmark data set, we optimized two parameters (window size and score cutoff) to enhance the prediction accuracy. A total of five different window sizes and 40 different score cutoff values were evaluated and the parameter combinations were ranked by the prediction accuracy across all benchmark proteins. A window size of 11 residues and a score cutoff value of −1.0 REUs were identified as the best parameters and yielded a prediction accuracy of 68.75% for correctly predicting the identities of ordered and disordered residues. Figure S1 shows the results of the prediction of ordered and disordered residues in the benchmark data set using the optimized parameters. Residues with order scores below −1.0 REUs are predicted as ordered while residues with order scores above −1.0 REUs are predicted as disordered. For comparison, Figure S1 also shows the locations and ranges of the experimentally determined disordered regions for all 16 proteins and compares them to our predictions. This illustrates that Rosetta order scores can be used to accurately predict disordered protein regions of various length. As can be seen in Figure S1 , the Rosetta order scores of protein terminal residues were generally higher (less favorable) than nonterminal residues. As such, our method generally predicted those residues as disordered. Interestingly, a similar trend has been observed for other prediction methods as well. 9, 10 Generally predicting terminal residues as disordered, independent of whether they are actually ordered or disordered, negatively affects the prediction accuracy of ordered proteins (0−50% disorder). We inves- Figure 3 . Optimization of terminal residues prediction of the benchmark data set. Rosetta ResidueDisorder disorder predictions of all 16 benchmark data set proteins are shown. The blue data points are Rosetta order scores calculated at a window size of 11 residues. Residues with order scores above the cutoff line (red line) are predicted as disordered residues, while residues with order scores below the cutoff line are predicted as ordered residues. The cutoff line is slopped for terminal residues in proteins with less than 60% predicted disordered residues using a flat cutoff line at −1.0 REU. The cutoff values are increased for the terminal 13% of the protein sequence with a maximum cutoff of −0.3 REU.
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Article tigated whether the prediction accuracy for terminal residues can be improved by accounting for this effect and using increased score cutoff values for terminal residues. Instead of applying a horizontal linear cutoff value of −1.0 REUs for the determination of disorder of terminal residues, we implemented a sloped cutoff value at both N and C protein termini for proteins that exhibited at least 40% ordered residues in the original (constant cutoff value) prediction. Figure 3 shows the results of the corrected prediction. Using this approach, the prediction accuracy for the benchmark data set improved to 71.77%. Additionally, the prediction accuracy of terminal residues (i.e., those residues that are within 13% of the sequence on each the N-and C-terminal end) in the benchmark data set improved from 63.29% to 73.99%.
3.3. Rosetta ResidueDisorder Outperforms Other Prediction Tools for Benchmark Data Set. To evaluate the performance of our proposed method (referred to as Rosetta ResidueDisorder), one or two exemplary prediction tools from each of the four main types of disorder prediction methods were selected for comparison. Those included IUPred (scoring-function-based method), PrDOS (structure-based method), PONDR VL3-H (machine-learning-based method), DISOPRED (machine-learning-based method), MFDp2 (meta predictor), and Meta-Disorder (meta predictor). The sequences of the 16 benchmark proteins were submitted to each of the six established disorder prediction tools. To compare the performances of the individual methods, the prediction accuracy and the area-under-the-curve (AUC) values of ROC curves were calculated. Table 2 summarizes the results. The Rosetta ResidueDisorder method had the highest accuracy (71.77%), followed by DISOPRED (63.75%), PrDOS (62.53%), IUPred (61.81%), PONDR VL3-H (61.59%), MFDp2 (60.43%), and Meta-Disorder (49.1%). Figure 4 illustrates the average prediction accuracies in five different IDP categories (0%, 30%, 50%, 70%, and 100% disorder) for all seven different prediction tools (Rosetta ResidueDisorder, IUPred, PrDOS, PONDR VL3-H, DISOPRED, MFDp2, and Meta-Disorder servers). Standard deviations from the mean values are illustrated as error bars on the bar graphs. One trend observed in Figure 4 is that unlike the Rosetta ResidueDisorder method, other prediction tools tended to show biased prediction accuracy toward either ordered or disordered proteins. For example, IUPred exhibited a high accuracy for predicting ordered proteins (proteins in the category of 0% and 30% disordered, respective prediction accuracy = 74%, and 69.21%), whereas it performed poorly on heavily disordered (proteins in the category of 70% and 100% disordered, respective prediction accuracy = 65.72%, and 31.61%). A similar trend was observed for PrDOS, DISOPRED, and MFDp2 as well. The PrDOS average prediction accuracies of proteins in the category of 0% and 100% disorder were 79.31% and 45.21%, respectively. The DISOPRED average prediction accuracies of proteins in the category of 0% and 100% disorder were 83.09% and 53.38%, respectively. Finally the MFDp2 average prediction accuracies of proteins in the category of 0% and 100% disorder were 62.54% and 40.03%, respectively. Meta-Disorder and PONDR VL3-H exhibited a higher accuracy for correctly predicting disordered regions and performed worse on ordered protein regions. The Meta-Disorder average prediction accuracies of proteins in the category of 0% and 100% disorder were 18.92% and 75.72%, respectively, while the PONDR VL3-H average prediction accuracies of proteins in the category of 0% and 100% disorder were 49.10% and 81.65%, respectively. Compared to the biased trend of the known prediction tools, Rosetta ResidueDisorder showed consistent prediction accuracy throughout the wide variety of disordered and ordered proteins. The average prediction accuracy of proteins in the category of 0%, 30%, 70%, and 100% disorder were 69.55%, 70.41%, 69.37%, and 79.33%, respectively. The differences between each disordered category's average prediction accuracy were less than 10%. Using a balanced benchmark data set enabled the Rosetta ResidueDisorder method to predict disordered regions in proteins with various degrees of disorder with approximately consistent prediction accuracy.
In order to evaluate the ability of the Rosetta ResidueDisorder method to assess confidence of its predictions, a ROC curve analysis was performed and the area-under-the-curve (AUC) was calculated. The ROC curve was generated by combining and ranking residue predictions of all benchmark proteins. Residue predictions were ranked by their order scores, assigning a higher confidence to predictions further away from the score cutoff line (−1.0 REU). A similar analysis was performed for all other prediction tools. Figure 5 shows the ROC curves of all seven prediction tools. The Rosetta ResidueDisorder method and PrDOS exhibited the highest AUC (0.774) among all prediction tools. This suggests that Rosetta ResidueDisorder did not just predict ordered and disordered residues more accurately than the other prediction tools, but it also more accurately ranked them according to the Rosetta order score. As shown in Figure 5 , PrDOS performs as well as the Rosetta ResidueDisorder method at ranking the true positive (i.e., disordered) residues by their confidence values. However, Rosetta ResidueDisorder (71.77% accuracy) outperforms PrDOS (62.53% accuracy) at accurately predicting disordered regions.
3.4. Analysis of Test Data Set. The superior performance of the Rosetta ResidueDisorder method on the 16 benchmark proteins might have been biased since the method's parameters had been tuned for accuracy on the benchmark data set. Thus, in order to verify that the Rosetta ResidueDisorder method was not overfitted to the initial benchmark set proteins, applying the approach to an independent, larger test data set was essential. The test data set proteins were collected from the PDB database, and we assembled 229 proteins with a total of 10902 disordered and 10825 ordered residues. Rosetta ResidueDisorder (using the same parameters employed on the benchmark data set) as well as the other six prediction tools were used to predict disordered regions for all 229 proteins. Results for this test are shown in Table 2 . The Rosetta The Journal of Physical Chemistry B
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ResidueDisorder prediction accuracy on the test data set was 65.37%, which again was the highest accuracy among all seven prediction tools. However, not surprisingly, this value was lower than the 71.8% accuracy for the benchmark data set since Rosetta ResidueDisorder had not been optimized for the test data set. Figure 6 illustrates the average prediction accuracies in five different IDP categories (0%, 30%, 50%, 70%, and 100% disorder) for all seven different prediction tools (Rosetta ResidueDisorder, IUPred, PrDOS, PONDR VL3-H, DIS-OPRED, MFDp2, and Meta-Disorder servers). Again, prediction standard deviations are illustrated as error bars on the bar graphs. The biased prediction trend observed for the benchmark data set is considerably more apparent for the larger test data set, where other prediction tools tended to show biased prediction accuracy toward either ordered or disordered proteins ( Figure 6 ). For example, across all 229 proteins, IUPred exhibited a high accuracy for predicting ordered protein regions (proteins in the category of 0% and 30% disorder: prediction accuracy = 87.83% and 72.21%, respectively), whereas it performed rather poorly on the larger disordered regions (proteins in the category of 70% and 100% disorder, prediction accuracy = 41.39% and 30.38%, respectively). A similar biased trend was seen in PrDOS, DISOPRED, and MFDp2 as well. The PrDOS average prediction accuracies of proteins in the category of 0% and 100% disorder were 85.24%, and 27.12%, respectively, the DISOPRED average prediction accuracies for 0% and 100% disorder were 91.49% and 20.78%, respectively, while the MFDp2 average prediction accuracies were 81.98%, and 41.67%, respectively. Meta-Disorder and PONDR VL3-H exhibited the opposite, yet still biased trend with a high accuracy for predicting strongly disordered regions and performed worse on the ordered regions. The MetaDisorder average prediction accuracies of proteins in the category of 0% and 100% disorder were 20.08% and 83.93%, respectively, while the PONDR VL3-H average prediction accuracies of proteins in the category of 0% and 100% disorder were 42.62% and 69.19%, respectively. Similar to what was seen for the benchmark data set, Rosetta ResidueDisorder showed consistent prediction accuracy throughout all levels of disorder. The average prediction accuracy of proteins in the category of 0%, 30%, 50%, 70%, and 100% disordered were 70.99%, 65.12%, 59.17%, 62.95%, and 65.68% respectively. The differences between each disordered category's average prediction accuracy were less than 12%. The difference between prediction accuracy of total disordered residues and total ordered residues for Rosetta ResidueDisorder method was 3%, which is the lowest difference among all prediction tools. For example, IUPred, PrDOS, and MFDp2 performed 64%, 61%, and 44% better at predicting ordered regions, respectively. Meta-Disorder and PONDR VL3-H performed 57% and 25% better at predicting disordered regions, respectively. In order to measure how accurately the Rosetta ResidueDisorder method predicted the percent disorder in a protein, we calculated the absolute difference between the known percent disorder and the predicted percent disorder. The absolute difference in The Journal of Physical Chemistry B Article predicting the total percent disordered in proteins was 25% for the 229 NMR test set proteins. The Rosetta ResidueDisorder method overpredicted 51%, under-predicted 48%, and perfectly predicted 1% of the 229 NMR test set proteins' percent disorders.
To further assess the ability of the Rosetta ResidueDisorder method to correctly rank ordered and disordered residues according to the order score, a ROC curve analysis was performed, and the area-under-the-curve (AUC) was calculated. For comparison, a similar analysis was again performed for all other prediction tools. The ROC curves were generated by combining and ranking residue predictions of all test data set proteins. Figure 7 shows the ROC curves of all prediction tools. The Rosetta ResidueDisorder and DISOPRED methods exhibited the highest AUC (0.718) among all prediction tools suggesting that the trends observed for the benchmark data set hold true for the independent test data set. As shown in Figure  7 , DISOPRED performs as well as the Rosetta ResidueDisorder method at ranking the true positive (i.e., disordered) residues by their confidence values. However, Rosetta ResidueDisorder (65.37% accuracy) outperforms DISOPRED (59.46% accuracy) at accurately predicting disordered regions.
Furthermore, the structural consensus of the 100 ab initio models was analyzed to evaluate the structural alternative to the score-based prediction of the Rosetta ResidueDisorder method. The overall prediction accuracy of the RMSF-based structure consensus evaluation method for the 229 test set proteins was 54.17%, which is lower than the order score-based Rosetta ResidueDisorder method (65.37%).
CONCLUSIONS
Here we presented the Rosetta ResidueDisorder method, an easy and accurate approach to use Rosetta for the prediction of disordered regions in proteins. Using 245 proteins from a benchmark data set (16 DisProt database proteins) and a test data set (229 proteins with NMR data), we demonstrated that ordered and disordered regions are distinguishable by Rosetta score. As a result, our Rosetta ResidueDisorder method (benchmark data set prediction accuracy of 71.77% and independent test data set prediction accuracy of 65.37%) outperformed other established disorder prediction tools. Most importantly, our method did not exhibit a biased prediction toward either ordered or disordered regions. We are hypothesizing that Rosetta's successful performance is based on its probing of long-range residue contacts, which reduce the disorder considerably. This sets it apart from other sequencebased methods, which cannot account for sequence-distant residue contacts. One limiting factor of the developed Rosetta ResidueDisorder method is the length of time it takes for a prediction. The Rosetta ResidueDisorder method requires 100 de novo structures to predict residue order scores and subsequently residue characteristics (ordered or disordered). Depending on the size of the protein, our method approximately takes 2 h for a complete analysis. This compares to predictions on the order of minutes for the other investigated prediction tools. To facilitate the usage of the Rosetta ResidueDisorder method as much as possible, it has Figure 6 . Comparison of six prediction tools' average prediction accuracy of the test data set. Bar graph compares the average percent accuracy of five different IDP categories (0% disordered proteins (blue); 30% disordered proteins (yellow); 50% disordered proteins (green); 70% disordered proteins (red); 100% disordered proteins (purple)) for each of six prediction tools. The error bar represents the standard deviation for each IDP category. The bar graph clearly illustrates a biased prediction accuracy toward long-length disordered regions for PONDR VL3-H and MetaDisorder, and a biased prediction accuracy toward ordered proteins for PrDOS, IUPred, DISOPRED, and MFDp2. Compared to the other tools, the Rosetta ResidueDisorder method shows consistent prediction accuracy throughout all levels of disorder. The Supporting Information is available free of charge on the ACS Publications website at DOI: 10.1021/acs.jpcb.8b01763.
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