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Abstract—Unseen noise estimation is a key yet challenging
step to make a speech enhancement algorithm work in adverse
environments. At worst, the only prior knowledge we know
about the encountered noise is that it is different from the
involved speech. Therefore, by subtracting the components which
cannot be adequately represented by a well defined speech
model, the noises can be estimated and removed. Given the good
performance of deep learning in signal representation, a deep
auto encoder (DAE) is employed in this work for accurately
modeling the clean speech spectrum. In the subsequent stage of
speech enhancement, an extra DAE is introduced to represent
the residual part obtained by subtracting the estimated clean
speech spectrum (by using the pre-trained DAE) from the
noisy speech spectrum. By adjusting the estimated clean speech
spectrum and the unknown parameters of the noise DAE, one
can reach a stationary point to minimize the total reconstruction
error of the noisy speech spectrum. The enhanced speech signal
is thus obtained by transforming the estimated clean speech
spectrum back into time domain. The above proposed technique
is called separable deep auto encoder (SDAE). Given the under-
determined nature of the above optimization problem, the clean
speech reconstruction is confined in the convex hull spanned by
a pre-trained speech dictionary. New learning algorithms are
investigated to respect the non-negativity of the parameters in
the SDAE. Experimental results on TIMIT with 20 noise types at
various noise levels demonstrate the superiority of the proposed
method over the conventional baselines.
Index Terms—Speech Enhancement, Unseen Noise Compensa-
tion, Deep Auto Encoder, Source Separation
I. INTRODUCTION
S peech enhancement is an important stage to improve theperceptual quality of a noisy speech signal. The core
problem in speech enhancement is the separation of speech and
noise, for which a commonly deployed technique is estimating
and removing the noise spectrum from the input noisy speech
spectrum. If representative noise samples are available before
conducting the enhancement, one can extract and exploit the
Meng Sun and Xiongwei Zhang are with the Lab of Intelligent Information
Processing, PLA University of Science and Technology, 210007 Nanjing,
China. E-mail: sunmengccjs@gmail.com.
Hugo Van hamme is with the Speech Processing Research Group, Electrical
Engineering Department (ESAT), KU Leuven, 3000 Leuven, Belgium.
Thomas Fang Zheng is with the Research Institute of Information Technol-
ogy, Tsinghua University, Beijing 100084, China.
The research of M. Sun and X. Zhang was funded by the Natural
Science Foundation of China (61471394, 61402519) and the Natural Science
Foundation of Jiangsu Province (BK20140071, BK20140074, BK2012510).
The research of H. Van hamme was funded by the KULeuven research grant
GOA/14/005 (CAMETRON). The research of T. F. Zheng was supported by
the National Natural Science Foundation of China under Grant No. 61271389
and the National Basic Research Program (973 Program) of China under Grant
No. 2013CB329302.
spectral characteristics. However, an ideal technique should
hold good performance in unseen noise conditions and not be
limited to several known noise types.
Another difficulty concerning the research of speech en-
hancement is that many types of noises are non-stationary. In
contrast to stationary noises, the spectral properties of non-
stationary ones are difficult to predict and estimate, which
makes noise removal challenging. Speech enhancement with
seen noises is straightforward and will not be discussed in
this paper. For the remaining cases, the related research is
discussed as follows.
A. Stationary Noises Unseen in the Training Set
Spectral subtraction (SS) [1, 2] and minimum mean square
error (MMSE) estimators [3–5] were proposed for speech
enhancement in stationary noise environments. These methods
do not require any prior knowledge about noise signals,
nor any training stage beforehand, so they can work for
unseen noise cases. Normally, these algorithms assume that
the noise is stationary which is the foundation that the full
noise spectrum can be predicted by only using the non-speech
intervals decided by voice activity detection (VAD). However,
the performance of VAD largely depends on the noise level
and the noise type. It can fail in the presence of strong non-
stationary noises [6]. Therefore, we will not consider these
algorithms in the current context.
B. Non-Stationary Noises Seen in the Training Set
Hidden Markov models [7] and codebooks of linear pre-
diction coefficients (LPC) [8] were introduced to model non-
stationary noises for speech enhancement. In [7], speech and
non-stationary noise were modeled by two different HMMs
whose states were coupled like in factorial HMMs [9]. In [8],
codebooks were trained from noise data as prior knowledge.
However, the methods are based on the assumption that the
training noises hold the same spectral characteristics as the
testing noises, so it will fail to cope with unseen noise types,
especially when training and testing noises behave differently.
In a recent work on deep auto encoder (DAE)[10], stereo
training data were created by artificially adding noises to clean
speech samples and training the DAE with the noisy data as
input and the clean data as output. The experiment was done
using two non-stationary noise types (car and factory) but
evaluation was constrained to the same noise types. Hence,
generalization to unseen noise types was not shown.
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C. Non-Stationary Unseen Noises With Low-Rank Structures
To separate speech and noise in the spectral domain,
nonnegative dictionary learning has been extensively studied
recently [11]. In this idea, one first trains two groups of
nonnegative bases: the speech related basis and the noise
related basis. The noisy input speech spectrum is subsequently
represented by the convex combination of both bases. Finally,
the clean speech spectrum is estimated by the linear combi-
nation of the speech bases weighted by their coefficients.
In case of an unseen noise type, no noise dictionary can
be obtained beforehand. Hence, only a speech dictionary is
available and leaving the noise bases to be learned on the
fly during the enhancement as presented in [12] and [13].
Another approach is to train a group of noise bases from some
known noise types and then to utilize the bases to unseen noise
conditions, regardless of the possible mismatch between the
training and testing noises as reported in [14].
In the technique where noise bases are learned on the
fly, the noise spectrogram is assumed to be low rank, i.e.
containing a couple of repeated spectral structures. Since
no assumption about the stationary property is required, the
method is able to model transient noise types [12]. However,
for non-stationary noises without repeated low rank spectral
structures, the method might fail. In this paper, we take this
method as a baseline to evaluate our proposed approach.
D. Non-Stationary Unseen Noises Predictable by Hidden
Markov Models
To estimate the spectral characteristics of unseen non-
stationary noises, stochastic gain HMM (SGHMM) was in-
vestigated in [15] for online noise estimation by updating the
auto-regression HMM (ARHMM) parameters of the noise in
a recursive EM framework. The ARHMM was utilized to
model the linear predictive coefficients (LPC) by setting a
special covariance matrix for the Gaussian distribution of each
HMM state. The stochastic gain was employed to tune the
energy fluctuations caused by the changing of distance from
the speaker to the microphone.
To accommodate the unseen non-stationary noise power
spectrum, an adaptive HMM was proposed in [16] by de-
signing a functional as the observation probability density for
each HMM state. Spectral domain speech enhancement using
HMM state-dependent super-Gaussian priors was proposed in
[17]. Those methods are based on the assumption that the
unseen noise spectrum is predictable by HMMs, i.e. that the
dynamic nature of the non-stationary noises can be captured by
state transitions. Our proposed method will also be compared
against this class of methods.
E. Recent Efforts on Modeling Non-Stationary Unseen Noises
Using Deep Learning
In [18], 104 noise types were utilized to synthesize training
data of noisy speech. Deep neural networks (DNNs) were
trained as a mapping function from noisy to clean speech
signals in a similar way as presented in the second paragraph
of section I-B. The large training set encompasses many
possible combinations of speech and noise types. Hence, the
learned DNNs were expected to handle unseen noises in
real-world situations. Experimental studies were conducted
and significant improvements were observed in [18]. With
sufficient training samples of noises, the method appeared to
work for many unseen case. However, it seems impossible
to make a universal noise data set to cover all unseen noise
types. Therefore, alternative strategies make sense besides the
approaches using big data.
F. The Motivation of This Work
In this work, we investigate a method without any pre-
training of noise models. The only assumption about the noise
is that it is different from the involved speech. Therefore, the
noise estimation turns out to be finding the components which
cannot be adequately represented by a well defined speech
model. Given the good performance of deep learning in signal
representation, a deep auto encoder (DAE) is employed for ac-
curately modeling clean speech spectrum, whose configuration
details are given in section III-A. In the enhancement stage, an
extra DAE is introduced to represent the residual part obtained
by subtracting the estimated clean speech spectrum (by using
the pre-trained DAE) from the noisy speech spectrum, as
presented in section II-A. By adjusting the estimated clean
speech spectrum and the unknown parameters of the noise
DAE, one can reach a stationary point to minimize the total
reconstruction error of the noisy speech spectrum. Enhanced
speech is then obtained by transforming the estimated clean
speech spectrum back into time domain. Meanwhile, the noise
and its spectrum can also be obtained as a by-product. The
above proposed technique is called separable deep auto en-
coder (SDAE) since it contains two parallel parts: a pre-trained
DAE to represent signals from one source and a DAE trained
on the fly to represent signals from the other source(s). Given
the under-determined nature of the above SDAE’s optimization
problem, the clean speech reconstruction is confined in the
convex hull spanned by a pre-trained speech dictionary in
section II-B. In [19], the authors proposed a nonnegative deep
network architecture results from unfolding the iterations and
untying the parameters of NMF. This architecture retained the
basis additivity assumption of NMF and was believed to have
more powerful representation ability than NMF. To optimize
its nonnegative parameters, the authors derived multiplicative
back propagation updating rules which can be used to preserve
nonnegativity without the need for constrained optimization.
In our proposed deep learning neural network, nonnegativity
is also expected for the basis activation coefficients of the
speech DAE and the weighting and bias parameters of the
noise DAE. Inspired by their multiplicative back propagation
in [19], we solve our problem in a conceptually similar way but
with different updating rules to optimize a different objective
function. New learning algorithms are investigated to respect
the non-negativity of the parameters in SDAE in section II-B.
Detailed configuration of the noise DAE is described in
section III-B. Experimental results on TIMIT with 20 noise
types at various noise levels will be reported and analyzed in
section IV.
Compared with SS and MMSE in I-A, our method is
able to cope with both stationary and non-stationary noises.
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Compared with the HMM and codebook-driven approaches
in I-B, our method does not assume the noise is known
beforehand. Compared with the dictionary learning methods
in I-C, the noises treated by our method are not limited to
those with low-rank spectrum structures. Compared with the
HMM methods in I-D, our method works in a frame-by-frame
fashion, so no slow changes nor first-order state transition is
imposed on the dynamic properties of non-stationary noises,
which helps our method to model transient noises with abrupt
changes. Compared with I-E, no pre-training of noise models
is required, so the performance does not rely on the amount
of noise training data.
II. SEPARABLE DEEP AUTO ENCODER FOR SPEECH AND
NOISE SEPARATION
A. Separable Deep Auto Encoder: A General Framework
Let X denote the spectrogram of the input noisy speech,
and let X^, S^ and N^ denote the reconstructed spectrograms of
noisy speech, clean speech and noise, respectively. x^, s^ and
n^ represent the spectrum of one particular frame. With the
approximation that the spectra are additive, we have,
x^ = s^+ n^;
= f(s) + g(n): (1)
In (1), s^ and n^ have been represented by functions of their
oracle counterparts s and n, denoted by f(s) and g(n). Two
deep auto encoders (DAE) are utilized to represent f(s) and
g(n), respectively:
f(s) = (W(2)(W(1)s+ b(1)) + b(2)); (2)
g(n) = (V(2)(V(1)n+ c(1)) + c(2)): (3)
Without loss of generality and for simplicity, the number
of layers is chosen as 2 as an example here. (:) is the
activation function, for which a Rectified Linear Unit (ReLU)
[20] is selected in this work to ensure the nonnegativity of the
reconstructed spectrum. The mathematical definition of ReLU
is () = max(; 0).
In the task of speech enhancement, we assume that a
deep auto encoder for modeling any clean speech is already
available, whose nodes are denoted by the filled circles in
Figure 1. That is W(l) and b(l) have been learned from
some training data of clean speech and they act as prior
knowledge for the forthcoming speech enhancement. The
reader is referred to section III-A for the details. Hence, the
unknown parameters to be estimated are: the clean speech
spectrum s, the noise spectrum n, the weighting terms V(k)
and the bias terms c(k) in noise DAE. In light of the idea of
spectral subtraction, the noise spectrum n may be replaced by
(x   s), where the ReLU function (:) is again imposed
to retain the nonnegativity of the noise spectrum. Hereby,
the reconstruction formula of noise is thus converted into a
function of s1,
g(s) = (V(2)(V(1)((x  s)) + c(1)) + c(2)): (4)
1For simplicity but without bringing confusion, we did not change the
symbol g to represent a different function from (3).
Fig. 1. The architecture of the proposed separable deep auto encoder. The
neural network contains two parts: a pre-trained deep auto encoder to represent
clean speech denoted by filled circles and a DAE trained on the fly to represent
noise denoted by blank circles. The sum of the outputs of the top layers of the
two DAEs is expected to be the noisy observation, i.e. x  x^ = f(s)+g(s).
The bottom layers are the unknown clean speech spectrum s and the estimated
noise spectrum x  s.
As illustrated in Figure 1, the sum of the outputs of the
top layers of the speech and noise DAEs is expected to be
close to the noisy observation, i.e. x  x^ = f(s) + g(s).
The optimization problem thus boils down to the following
configuration,
fs^; V^(k); c^(k)g = argmin
s;V(k);c(k)
1
2
jjx  (f(s) + g(s))jj22; (5)
with the constraint that the entries in s are all nonnegative and
smaller than their counterparts in x. In (5), we have opted for a
Euclidean cost function. Given its success in source separation
on magnitude spectra [21], we have also considered Kullback-
Leibler divergence. However, so far we have not been able to
obtain superior results with this cost function.
The above problem is under-determined and additional
constraints should be imposed. We hereby introduce a speech
dictionary to do so.
B. Confining the Speech Spectrogram in the Convex Hull
Spanned by Nonnegative Speech Bases
Given the success of dictionary learning in speech enhance-
ment, we represent the speech spectrogram by the convex com-
bination of nonnegative speech bases in a speech dictionary
D. The dictionary is usually learned from a large amount of
clean speech data. Hence, s in (2) and (4) can be replaced by
Dy where y is the coefficient vector of the speech bases. The
reconstruction formulae of speech and noise are thus converted
into the functions of y,
f(y) = (W(2)(W(1)(Dy) + b(1)) + b(2)); (6)
g(y) = (V(2)(V(1)((x Dy)) + c(1)) + c(2)): (7)
Therefore, the optimization problem now becomes,
fy^; V^(k); c^(k)g = argmin
y;V(k);c(k)
1
2
jjx  (f(y) + g(y))jj22; (8)
with the constraint that the elements in y are nonnegative.
To respect the nonnegativity of the involved parameters and
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inspired by [19], we take the multiplicative updating rules for
V(k), c(k) and y as follows,
y y 
 
@
@y
 


@
@y
+!
; (9)
V(k)  V(k) 
 
@
@V(k)
 


@
@V(k)
+!
; (10)
c(k)  c(k) 
 
@
@c(k)
 


@
@c(k)
+!
; (11)
where
 =
1
2
jjx  (f(y) + g(y))jj22
is the reconstruction error, and  and  are the element-
wise multiplication and division, respectively.  is the tunable
exponential step-size, whose initial value is 1. Once the non-
decreasing of the cost function is observed,  will be reduced
to its half in the next iteration.
The chain rule is subsequently utilized to derive the positive
and negative parts of the gradients for (9)(11). It is worth
to clarify that the vectors in this paper all refer to column
vectors.
1) Derivation of the Updating Rules for y: For the coeffi-
cients vector y, we have,
@
@y
+
=

@sT
@y
+ 
@
@s
+
+

@sT
@y
  
@
@s
 
(12)
@
@y
 
=

@sT
@y
  
@
@s
+
+

@sT
@y
+ 
@
@s
 
(13)
Since @s
T
@y = D
T and Di;j  0, we have
h
@sT
@y
i+
= DT
and
h
@sT
@y
i 
= 0. To obtain the positive and negative parts
of @@s in a recursive way, we first introduce the layer-wise
notation of the speech DAE,
h(l+1) =W(l+1)(h(l)) + b(l+1)
where 1  l  l0   1 is the layer index, h(1) = s and
(h(l0)) = f(y). Similarly, for the noise part the layer-wise
notation is,
p(k+1) = V(l+1)(p(l)) + c(l+1)
where 1  k  k0   1 is the layer index, p(1) = x   s and
(p(k0)) = g(y). Given the definition of  and (2) and (4), the
partial derivatives of  with respect to s is derived as follows,
@
@s
=
@((h(1)))T
@s
@
@(h(1))
+
@((p(1)))T
@s
@
@(p(1))
(14)
Given the above definitions of h(1) and p(1), we can obtain
the derivatives @((h
(1)))T
@s = I and
@((p(1)))T
@s =  sign(x s)
where I is the identity matrix and sign() is the sign function.
By using a similar splitting trick presented in (12) and (13),
the positive and negative parts of @@s will subsequently be
obtained. Hereby, the remaining problem is to derive the
bottom-up recursive rules which are given as follows,
@
@(h(l))
+
=

@(h(l+1))T
@(h(l))
+ 
@((h(l+1)))T
@h(l+1)
 
@
@(h(l+1))
+
+

@(h(l+1))T
@(h(l))
  
@((h(l+1)))T
@h(l+1)
 
@
@(h(l+1))
 
(15)
=
h
W(l+1)
i+;T
diag(I(h(l+1)))

@
@(h(l+1))
+
+
h
W(l+1)
i ;T
diag(I(h(l+1)))

@
@(h(l+1))
 
; (16)

@
@(h(l))
 
=

@(h(l+1))T
@(h(l))
  
@((h(l+1)))T
@h(l+1)
 
@
@(h(l+1))
+
+

@(h(l+1))T
@(h(l))
+ 
@((h(l+1)))T
@h(l+1)
 
@
@(h(l+1))
 
(17)
=
h
W(l+1)
i ;T
diag(I(h(l+1)))

@
@(h(l+1))
+
+
h
W(l+1)
i+;T
diag(I(h(l+1)))

@
@(h(l+1))
 
(18)
for layer l from 1 to l0   1. The middle term
h
@((h(l+1)))T
@h(l+1)
i
in the above chain rules is the derivative of the ReLU
function which is always nonnegative. In this context, it is
a diagonal matrix whose diagonal elements are the indicator
values whether h(l+1)i is positive or not (I() is the indicator
function). Hence, it has no impact on the signs of other terms.
At the end of the above recursive steps, i.e. when reaching
the top layer l0 of the speech DAE, we have,
@
@(h(l0))
+
= (h(l0)) + (p(k0)); (19)
@
@(h(l0))
 
= x: (20)
To compute the second part in (14),
h
@
@(p(k))
i+
andh
@
@(p(k))
i 
can be derived in a similar way as above. Howev-
er, we should note that the above derivation process involves
computing the positive and negative parts of the V(k)’s which
are unknown variables to be estimated, unlike theW(l) which
are kept fixed. Thanks to the nonnegativity constraints on
the elements of each V(k), its positive part is always itself
and its negative part is zero. The nonnegativity constraints on
V(k) and c(k) simplify the multiplicative updating of y at the
expense that ReLU makes no sense for the layers from 2 to
k0 in the noise DAE.
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2) Derivation of the Updating Rules for the Parameters in
Noise DAE: To derive @
@V(k)
and @
@c(k)
, we first need to obtain
the derivatives of  with respect to the noise representation at
layer k, (p(k)), i.e. @
@(p(k))
. It should be conducted in a
top-down recursive fashion. At the start of the recursion, the
derivatives of  with respect to the top-layer units of noise are,
@
@(p(k0))
+
= (h(l0)) + (p(k0)); (21)
@
@(p(k0))
 
= x: (22)
With similar rules as described in (15)(18), we can obtainh
@
@(p(k))
i+
and
h
@
@(p(k))
i 
for any k from k0   1 to 2 by
just replacing W(l) and b(l) with V(k) and c(k), respectively.
Noting the nonnegativity of V(k), its negative part is always
zero. Hence, the second term of (16) and the first term of (18)
can be removed. Finally, the gradients of the reconstruction
error  with respect to the noise DAE parameters are,"
@
@V
(k)
i;j
#+
=
"
@(p(k))T
@V
(k)
i;j
#+ 
@((p(k)))T
@p(k)
 
@
@(p(k))
+
+
"
@(p(k))T
@V
(k)
i;j
#  
@((p(k)))T
@p(k)
 
@
@(p(k))
 
=
h
(p(k 1))
i+;T  @
@p(k)
+
+
h
(p(k 1))
i ;T  @
@p(k)
 
=(p(k 1))T

@
@p(k)
+
; (23)
"
@
@c
(k)
i
#+
=
"
@(p(k))T
@c
(k)
i
#+ 
@((p(k)))T
@p(k)
 
@
@(p(k))
+
+
"
@(p(k))T
@c
(k)
i
#  
@((p(k)))T
@p(k)
 
@
@(p(k))
 
=1T

@
@p(k)
+
(24)
In the above derivations, we have utilized the fact that
(p(k)) =

p(k)
+
= p(k) and

p(k)
 
= 0, for any integer
k 2 [2; k0]. Specifically,

(p(1))
+
= (x Dy).
The negative parts

@
@V
(k)
i;j
 
and

@
@c
(k)
i
 
are straightfor-
wardly obtained by replacing
h
@
@p(k)
i+
with
h
@
@p(k)
i 
in (23)
and (24), respectively.
III. MODEL TRAINING AND TUNING
A. Clean Speech Magnitude Spectrogram Reconstruction
In this section, we present how a DAE was trained for clean
speech reconstruction on 500 utterances randomly selected
from the TIMIT dataset. In our work, the magnitude spectrum
was extracted for each frame and was chosen as the input
features to the neural network. ReLU was chosen as the acti-
vation function to maintain the nonnegativity of the spectrum
but without compressing the amplitudes of the spectra. The
objective function was to minimize the Euclidean distance
between the input spectrum and its reconstruction using DAE.
A 512-point FFT was firstly conducted for each windowed
frame to result in a 257 dimensional spectrum vector. For
all the 500 utterances, this yielded around 200k vectors for
training. Subsequently, layer-wise unsupervised pre-training
was deployed in a greedy way to construct the deep ar-
chitecture. 1000 hidden units were learned by training an
auto encoder with the structure 2571000257. To make
the representation deep, the 1000 hidden units were further
encoded by 200 hidden units by training a second auto encoder
with the structure 10002001000. Finally, by unfolding and
stacking the two auto encoders, we obtained a 5-layer DAE
with size 25710002001000257, i.e. by replacing the
1000 hidden units in the middle layer of the first network
(with structure 2571000257) with the whole second net-
work (with structure 10002001000). After the above pre-
training, supervised fine tuning with back propagation was
conducted to refine the parameters.
The optimization strategy in the above pre-training and
fine tuning was stochastic gradient descent where each batch
contained 1000 frames and the number of iterations was set
1000. No sparsity penalty was imposed to the cost function. A
decreasing learning rate was adopted to ensure the convergence
where the learning rate was reduced to its half once the cost
value was observed increasing. The initial learning rate was
0.1. The momentum was chosen as 0.1. To avoid numerical
overflow, the gradients were normalized to hold the unity `1
norm, e.g.
@
@W(l)
 @
@W(l)
=jj @
@W(l)
jj1: (25)
B. Noise modeling
1) Network Configuration and Initialization: For
noise modeling, we configured a 3-layer DAE with size
257M257 where M is the number of hidden units.
As presented in section II-A, the noise DAE was learned
per utterance. Hence, the number of parameters might
be determined by the length of the utterance and by the
amounts of variations of the noise spectrogram. Generally,
for long utterances with strong noises, more units should
be introduced. Parameter sensitivity of the number of units
M will be illustrated in the figures of section IV-E, IV-F
and IV-H.
The noise DAE interacts with the speech DAE model in
two aspects: one is sharing the same cost function  at the top
layer and the other is acquiring its inputs by subtracting the
speech spectrums from the noisy inputs at the bottom layer,
i.e. (x s). These two aspects provide the foundation of joint
training of the parameters of speech and noise.
The initial values of the entries in V(k) and c(k) were
all set to 1 which has no scaling impact on the subsequent
multiplicative updates as presented in (10) and (11).
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2) Large Margin Constraints: Given the speech and noise
reconstructions, f(s) and g(s) (i.e. (h(l0)) and (p(k0)) in
their multi-layer representations, respectively), a regularization
term was added to the original cost function,
R1 =  jjf(s)  g(s)jj22
=  jj(h(l0))  (p(k0))jj22 (26)
The above equation tends to increase the dissimilarity between
the two sources by suppressing signals from other sources
in the current source prediction [22]. Therefore, the above
regularization term makes the learning problem discriminative.
In our experiments, a small  would work while a big one
hindered the convergence of the proposed algorithm. This is
because the concave part can make the gradient small close to a
maximum. On the other hand, without using the regularization,
the performance deteriorated a bit. In this paper,  was set as
0:1. The parameter sensitivity regarding this parameter will be
discussed in section IV-H.
The positive and negative part of the gradient of R1 with
respect to (h(l0)) and (p(k0)) are as follows,
@R1
@(h(l0))
+
= 2(p(k0)) (27)
@R1
@(h(l0))
 
= 2(h(l0)) (28)
@R1
@(p(k0))
+
= 2(h(l0)) (29)
@R1
@(p(k0))
 
= 2(p(k0)) (30)
3) Dropout of the Noise Units to Retain Sparsity: A method
called “dropout” was proposed in [23] to improve the gen-
eralization capability of deep neural networks to avoid over
fitting. In this technique, dropout randomly omits a certain
percentage of the units in the input and each hidden layer
during each presentation of every training sample. In this
paper, we implemented this idea to noise modeling to retain
sparsity. For each frame, only a small portion (say ) among
the total M units were activated. To choose the active units,
we first sorted the weights of all the units in a decreasing
order, then selected the top activated ones. The sensitivity of
the model’s performance with respect to  will be reported
later in section IV-H.
C. An Overview
The overall flowchart is given in Figure 2. It contains two
parts: the “offline training” and the “online enhancement”. In
the “offline training” part, given a collection of clean speech
spectrum S, a nonnegative dictionary D was first learned
by using NMF. A deep auto encoder f(s) was trained to
reconstruct S from itself as presented in section III-A.
In the “online enhancement” state, we first extract the
spectrogram of the noisy utterance, then construct and train
a separable DAE to estimate the clean speech spectrum as
well as the noise spectrum. The algorithm is summarized in
Algorithm 1. Finally, clean speech signal is reconstructed by
using the estimated spectrum for clean speech and the phase
from the noisy input.
Algorithm 1 The learning algorithm of SDAE
Input: x;D; fW(l);b(l); l = 1; : : : ; l0g
Output: s^; fV(k); c(k); k = 1; : : : ; k0g
1: t=1, = +1,initialize y, V(k) and c(k)
2: while t  T &&  > threshold do
3: //Feed forward of each neural network
4: h(1) = Dy
5: for l = 2; l  l0; l ++ do
6: Compute h(l) =W(l)(h(l 1)) + b(l)
7: end for
8: p(1) = x Dy
9: for k = 2; k  k0; k ++ do
10: Compute p(k) = V(k)(p(k 1)) + c(k)
11: end for
12: ~ = 12 jjx   (h(l0))   (p(k0))jj22   jj(h(l0))  
(p(k0))jj22
13: if ~ >=  then
14:   =2
15: end if
16:  = ~
17: //Compute the gradients using back propagation
18: Compute
h
@
@(h(l0))
i+
and
h
@
@(h(l0))
i 
by using
(19)+(27) and (20)+(28), respectively
19: for l = l0   1; l  1; l    do
20: Compute
h
@
@(h(l))
i+
and
h
@
@(h(l))
i 
by using (16)
and (18), recursively
21: end for
22: Compute
h
@
@(p(k0))
i+
and
h
@
@(p(k0))
i 
by using
(21)+(29) and (22)+(30), respectively
23: for k = k0   1; k  1; k    do
24: Compute
h
@
@(p(k))
i+
and
h
@
@(p(k))
i 
recursively
by replacing the speech DAE’s variables in (16) and
(18) with the noise DAE’s ones
25: end for
26: With the outputs
h
@
@(h(1))
i+
and
h
@
@(h(1))
i 
from
Line 21 and
h
@
@(p(k0))
i+
and
h
@
@(p(k0))
i 
from Line
25, compute

@
@s
+
and

@
@s
 
by splitting (14) into
positive and negative parts
27: Compute
h
@
@y
i+
and
h
@
@y
i 
by applying (12) and (13)
28: for k = k0; k  2; k    do
29: Compute

@
@V
(k)
i;j
+
and

@
@c
(k)
i
+
by using (23) and
(24), respectively
30: Compute

@
@V
(k)
i;j
 
and

@
@c
(k)
i
 
by replacingh
@
@p(k)
i+
with
h
@
@p(k)
i 
in (23) and (24)
31: end for
32: //Update the parameters
33: Update y;V(k); c(k) by using (9), (10) and (11), re-
spectively
34: t t+ 1
35: end while
36: s^ = h(l0)
37: n^ = (x  s^)
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Fig. 2. The flowchart of the proposed method. The method contains two parts: the “offline training” and the “online enhancement”. In the “offline training”
part, given a collection of clean speech spectrum S, a nonnegative dictionary D was first learned by using NMF. A deep auto encoder f(s) was trained to
reconstruct S from itself. In the “online enhancement” stage, we first extract the spectrogram of the noisy utterance, then construct and train a separable DAE
to estimate the clean speech spectrum as well as the noise spectrum. Finally, clean speech signal is reconstructed by using the estimated spectrum for clean
speech and the phase from the noisy input.
IV. EXPERIMENTS AND RESULTS
A. Preparation of the Dataset
The proposed algorithms were evaluated with 100 noisy
speech examples from male and female speakers, which were
synthesized by adding clean speech to a variety of noise signal-
s at different SNRs. Clean speech examples were chosen from
the TIMIT dataset randomly (without overlapping speakers
with the training utterances in section III-A). For the noise
samples, seventeen types of noise from the Noizeus-92 dataset,
babble, birds, casino, cicadas, computerkeyboard, eatingchips,
f16, factory1, factory2, frogs, jungle, machineguns, motorcy-
cles, ocean, pink, white, and volvo, were considered. Three
more non-stationary noise types were included: formula1,
freeway and phone which were from the “Formula One” file2
in [24], the “Highway traffic” file in [25] and the “phone
ringing.wav” file in [26], respectively. In total, twenty types
of noise were evaluated. The signals were mixed at 4 different
signal-to-noise ratios (SNRs) from -5 to 10 dB spaced by 5 dB.
All files were resampled to 8 kHz sampling rate. To calculate
the spectrograms we used a window length of 64 ms (512
points) and a frame shift of 8 ms (64 points).
B. Evaluation Metrics
Three metrics were computed to evaluate the performance
of the speech enhancement algorithms. The first criterion
was the PESQ score which measures the subjective speech
2The sound was from the engine of a racing car.
quality [27]. The second metric was the signal-to-distortion
ratio (SDR) value of the enhanced speech calculated by BSS-
EVAL [28] to show the impacts on noise separation and sup-
pression of the algorithms. An ideal algorithm should suppress
noises without bringing too much distortion to the enhanced
speech. The third one was the segmental SNR (segSNR) of
the enhanced speech measured by the composite se package
from [27]. For all metrics, a larger score indicates better
performance.
C. Baselines
The improved versions of SS and MMSE (log-MMSE) in
[29] were taken as baseline algorithms. Besides these, we
compared our method with the nonnegative dictionary learn-
ing approach using nonnegative matrix factorization (NMF)
defined as below,
argmin
D(n);Z(n);Z(s)
KLD

Xjj[D(n)D]

Z(n)
Z(s)

(31)
s:t: D
(n)
f;r  0;
X
f
D
(n)
f;r = 1; 8r; (32)
Z
(n)
r;t  0; Z(s)r;t  0: (33)
where KLD is the extended Kullback-Leibler divergence per-
forming as the cost function [21], D is the same speech
dictionary as mentioned in section II-B, D(n) is the noise
dictionary to be learned from the noisy speech spectrogram
X, and Z(s) and Z(n) are the coefficient matrix of the speech
bases and the noise bases, respectively. The number of speech
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Fig. 3. The illustration of the performance of SDAE on pink noise at 0
dB SNR level. Better noise removing and few musical noise introducing,
was observed in the output of SDAE than that from spectral subtraction. By
contrasting the two bottom figures, one can see the good performance of noise
estimation of SDAE.
bases, i.e. the number of columns in D, was taken as 2000 for
both the NMF baseline and the SDAE method with the NMF
constraint in section II-B. The speech bases were learned by
NMF from the training dataset as described in section III-A.
The number of noise bases, i.e. the number of columns in
D(n), was chosen as 5. Experimental study showed more bases
for noise modeling would also contain some speech structures
and could deteriorate the model’s performance, which may be
due to the non-discriminative nature of the NMF.
Considering the HMM approaches presented in section I-D,
we also compared our method with the performance of super-
Gaussian HMM reported in [17] on three noise types (babble,
factory1 and freeway). The comparison with respect to the
adaptive HMM proposed in [16] was also conducted on the
two noise types (car+phone and formula1) in [16].
D. Visualization of the Noise Spectrum Estimation
Figure 3 visualizes the performance of the proposed method
on pink noise at 0 dB SNR level. By comparing the bottom-
left and the bottom-right figures, we can see that SDAE’s good
performance on noise spectrum estimation, except the “holes”
generated by subtracting the speech spectrum components.
In fact, the “holes” in the bottom-right figure are from the
over-subtraction happened in (x  Dh). For the frequency
bins where speech spectrum performs a dominant role, the
entries in Dh might be larger than those in x. To avoid
negative values, the ReLU function (:) forced them to zeros.
However, this will not affect the performance on speech
enhancement. The involved PESQ scores are: Noisy(1.49),
SS(2.13), MMSE(2.12), NMF(2.30), and SDAE with NMF
constraint(2.47), respectively.
Figure 4 shows the spectral envelopes at 150 Hz and
3125 Hz (corresponding to the 10th and 200th frequency
bin, respectively). One can observe the good fit of the noise
spectrum learned by DSAE compared to the oracle ones,
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Fig. 4. Demonstration of the performance on noise spectrum estimation. The
top figure shows the spectral envelopes at 156 Hz (corresponding to the 10th
frequency bin). The bottom figure shows the spectral envelopes at 3125 Hz
(corresponding to the 200th frequency bin). The red lines are the oracle/true
values while the blue dashed lines are the results estimated by SDAE
especially for the low frequency case in the top figure of
Figure 4.
E. The Method’s General Performance
The PESQ scores, SDR values and segmental SNR values
of the proposed methods as well as the SS/MMSE and NMF
baselines are given in Figure 5, Figure 6 and Figure 7, re-
spectively. “SS/MMSE” denotes the better performance among
SS and MMSE for simplicity, a convention that is maintained
throughout this text. From the figures, we see that both SDAE
and NMF show significant improvements over SS/MMSE
at low SNR levels. However, with increasing SNR, NMF
deteriorates. SDAE demonstrates consistent and significant
improvements over the baselines at all the four SNR levels
by obtaining higher scores for PESQ, SDR and SEGSNR.
More units (i.e. larger M ) in the noise DAE shows bet-
ter performance at the low SNR level of -5 dB. Extensive
discussion on the noise DAE’s performance on the model’s
configuration will be presented in section IV-H.
F. The Model’s Performance per Noise Type
To better understand the methods’ performance on each
noise type, Figure 8, Figure 9 and Figure 10 present the
mean PESQ scores, SDR values and SEGSNR values over
the four SNR levels, respectively. For the PESQ scores, from
Figure 8, we can see SDAE outperforms SS/MMSE and NMF
on most noise types, except the structural transient ones, like
machinegun, computerkeyboard, eatingchips and phone. These
noises hold low rank repeated structures which are particularly
suited for modeling by NMF as also explored in [12]. A similar
conclusion can be drawn for the SDR metric from Figure 9.
However, the NMF approach seems not good at improving the
segmental SNR, even for the transient noise types as shown in
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Fig. 5. The PESQ scores of SS/MMSE, NMF and SDAE at four different
input SNR levels. For each condition, the numbers are the mean values over
all the 20 noise types.
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Fig. 6. The SDR values of SS/MMSE, NMF and SDAE at four different
input SNR levels. For each condition, the numbers are the mean values over
all the 20 noise types.
Figure 10. In [12], the bird noise was classified as a kind of
transient noise, but in our experiments NMF did not show its
expected superiority on this noise type. This may be due to the
frequency fluctuations in the bird sounds which are difficult
to be described by a couple of bases.
For relatively stationary noise types like factory2 and vol-
vo, SS/MMSE also performed good by yielding high PESQ
scores. By considering all the three metrics, we conclude that
significant improvements are observed by using SDAE over
the SS/MMSE and NMF baselines.
G. The Method’s Ability on Modeling Non-Stationary Noises
Table I presents the improvements on PESQ and SDR of
SDAE and the super-Gaussian HMM [17] with respect to the
noisy speech. The results were mean values over three noise
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Fig. 7. The segmental SNR (SEGSNR) values of SS/MMSE, NMF and
SDAE at four different input SNR levels. For each condition, the numbers
are the mean values over all the 20 noise types.
types (babble, factory1 and freeway). SDAE outperformed
super-Gaussian HMM on the SDR metric for all the noise
levels. For the PESQ metric, SDAE showed superiority over
super-Gaussian HMM at low SNR levels of -5 dB and 0 dB.
TABLE I
COMPARISON OF THE PROPOSED METHODS AND THE SUPER-GAUSSIAN
HMM IN [17]. THE RESULTS ARE THE AVERAGES OVER THE THREE NOISE
TYPES babble, factory1 AND freeway.
input SNR (dB) -5 0 5 10
SDR
Super-Gaussian HMM 5.8 5.6 4.8 3.9
NMF 6.8 6.0 3.7 2.1
SDAE 8.1 7.2 5.5 2.9
PESQ
Super-Gaussian HMM 0.20 0.33 0.38 0.41
NMF 0.23 0.35 0.28 0.21
SDAE 0.33 0.39 0.38 0.34
Table II presents the improvements on PESQ of SDAE and
the adaptive HMM [16] with respect to the noisy speech. The
results are mean values over two noise types (car+phone and
formula1). SDAE outperforms adaptive HMM on the PESQ
metric for all the noise levels.
TABLE II
COMPARISON OF THE PROPOSED METHODS AND THE ADAPTIVE HMM IN
[16]. THE RESULTS ARE THE AVERAGE IMPROVEMENTS ON PESQ WITH
RESPECT TO SPECTRAL SUBTRACTION OVER THE TWO NOISE TYPES
Car+Phone AND formula1.
input SNR (dB) -5 0 5 10
Adaptive HMM 0.34 0.35 0.33 0.20
NMF 0.37 0.26 0.27 0.10
SDAE 0.42 0.37 0.36 0.34
In Table III, we compared our method with a recently
proposed DNN approach in [30]. The DNN approach was
trained in a supervised way to learn a mapping function
from noisy to clean speech signals. A large noise collection
containing 104 noise types was utilized to synthesize training
data of noisy speech. Given many possible combinations of
speech and noise types for training, the learned DNNs were
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Fig. 8. The PESQ scores of SS/MMSE, NMF and SDAE for the 20 noise types. For each noise type, the numbers are the mean values over four input SNR
conditions, i.e. from -5 dB to 10 dB spaced by 5dB.
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Fig. 9. The SDR values of SS/MMSE, NMF and SDAE for the 20 noise types. For each noise type, the numbers are the mean values over four input SNR
conditions, i.e. from -5 dB to 10 dB spaced by 5dB.
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Fig. 10. The segmental SNR (SEGSNR) values of SS/MMSE, NMF and SDAE for the 20 noise types. For each noise type, the numbers are the mean values
over four input SNR conditions, i.e. from -5 dB to 10 dB spaced by 5dB.
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Fig. 11. The PESQ scores of the proposed SDAE with various parameter
settings. For each case, the numbers are the mean values over all the 20 noise
types.
expected to handle unseen noises in the enhancement stage.
From Table III, we observed that our method worked slightly
better than the DNN approach at -5dB and 0dB, but performed
a bit worse than the DNN approach at 10 dB. However, our
approach did not rely on any noise data collected beforehand,
so its generalization ability to any unseen noise types could
be stronger.
TABLE III
COMPARISON OF THE PROPOSED METHODS AND THE DEEP NEURAL
NETWORK IN [30]. THE RESULTS ARE THE PESQ SCORES ON THE THREE
NOISE TYPES exhibition, destroyerengine, AND hfchannel REPORTED IN [30].
Exhibition Destroyer engine HF channel
DNN SDAE DNN SDAE DNN SDAE
SNR10 3.00 2.84 3.24 3.10 2.82 2.78
SNR 5 2.63 2.58 2.91 2.88 2.52 2.63
SNR 0 2.24 2.25 2.55 2.63 2.24 2.32
SNR-5 1.80 1.88 2.17 2.26 1.92 1.97
H. The Method’s Sensitivity on the Configuration Parameters
of the Noise DAE
The PESQ scores, SDR values and SEGSNR values of the
SDAE with various parameter settings are given in Figure 11,
Figure 12 and Figure 13, respectively.
The number of units in SDAE NMF performs a role only
at low SNR levels. M = 104 units with  = 1% units retained
gave the best performance at the -5 dB condition. At low SNR
levels, the total volume of the noise is high, a large amount of
hidden units are required to cope with this. With the temporal
variation of the noise, different frames hold different spectral
properties which would thus reflected by activating a couple
of different hidden units.
To evaluate the algorithm’s sensitivity regarding , we
conducted experiments on SDAE with M = 100 units and
activating top  = 10% units for each fames. The results on
PESQ scores, SDR values and SEGSNR values are given in
Figure 14, Figure 15 and Figure 16, respectively. From the
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Fig. 12. The SDR values of the proposed SDAE with various parameter
settings. For each case, the numbers are the mean values over all the 20 noise
types.
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Fig. 13. The segmental SNR (SEGSNR) values of the proposed SDAE with
various parameter settings. For each case, the numbers are the mean values
over all the 20 noise types.
figures, we see that  = 0:1 is a good choice. A larger one,
say  = 1, will be hazard; while smaller ones (e.g.  = 0:01
or  = 0) will not improve the baselines so much.
V. CONCLUSION
Separable deep auto encoder (DAE) was proposed to esti-
mate unseen noise spectrum for speech enhancement. A DAE
was first trained for clean speech spectrum reconstruction. An
additional DAE was introduced to model the unseen noise
spectrum with the constraint that the sum of the outputs of the
two DAEs is equal to the input noisy speech spectrum. To help
the inverse problem yield meaningful solutions, nonnegative
matrix factorization (NMF) was imposed to constrain the
speech spectrum reconstruction. New multiplicative algorithms
were investigated to optimize the problem of DAE with
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Fig. 14. The PESQ scores of the proposed SDAE with the regularization
parameter . The SDAE contains M = 100 units and takes top  = 10%
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Fig. 15. The SDR values of the proposed SDAE with the regularization
parameter . The SDAE contains M = 100 units and takes top  = 10%
units for each fames. For each case, the numbers are the mean values over
all the 20 noise types.
NMF constraints. Experimental evaluation on PESQ, SDR
and segmental SNR on the TIMIT dataset contaminated by
20 types of unseen noises demonstrated the superiority of
the proposed approach over the traditional baselines including
SS/MMSE, NMF and HMM. Due to the heavy computation
budget, it is currently difficult to apply the proposed method
for real-time implementations. However, for post-processing of
recorded audio files, our methods can have advantages given
the experimental results presented in the paper.
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