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Innledning 1
KAPITTEL 1 Innledning
I de senere årene har interessen for syntetiske nevrale nett vært stor. Inter-
essen er økende på grunn av nettenes massive parallelle struktur og prosesser-
ingsmønster.
Mange syntetiske nevrale nett har sine utspring i biologiske nevrale nett.
De biologiske nevrale nettene er mye større enn de syntetiske nettene man har
klart å lage. Størrelsesforskjellen fører til at den ekstremt store prosesserings-
evnen til de biologiske nevrale nettene ikke overføres til de syntetiske nettene.
De syntetiske nettene har allikevel lovende egenskaper som kan utnyttes for å
løse problemer som konvensjonelle datamaskiner ikke kan.
Én måte å realisere syntetiske nevrale nett på, er ved å benytte en krets
med CMOS transistorer. Kretsen kan enten være digital eller analog. En ana-
log krets tar minst plass, og har lavest effektforbruk.
Kretsen som realiserer et syntetisk nevralt nett må læres opp. Beregnin-
gen av kretsens opplæring kan skje utenfor kretsen eller lokalt på kretsen. Den
siste metoden gir imidlertid den mest anvendelige kretsen. Ved å foreta bereg-
ningene lokalt får kretsen en modulær oppbygning, noe som er gunstig på
bakgrunn av ønsket om å kunne benytte store, syntetiske nevrale nett. Mod-
ulært oppbygde kretser har et fortrinn i forhold til andre kretser når det gjelder
å fungere til tross for lokale feil. Dette kalles feiltoleranse. I dagens store ut-
legg av kretser forekommer det hyppige feil, slik at kretsen ikke kan brukes.
Når utleggene i fremtiden blir ekstremt store er det derfor viktig med kretser
som er feiltolerante. I meget store utlegg vil det med all sannsynlighet fore-
komme minst en feil.
2 Innledning
Det eksisterer en rekke metoder for å lagre verdiene i det syntetiske nevrale
nettet. Enkelte metoder bygger på at kretsen alltid er koblet til en aktiv strømkilde,
mens med andre metoder mister ikke kretsen sin verdi selv om srømmen frako-
bles. I denne hovedoppgaven benytter jeg meg av en metode som fører til at node-
ne memorerer sine verdier etter at strømkilden er skrudd av. Det gjør jeg ved hjelp
av UV-lys som benyttes til å sette potensialet på en flytende node.
I denne hoveoppgaven skal et selvorganiserende nevralt nett realiseres. Algo-
ritmen som skal benyttes, bygger på Kohonens Self-Organized Feature Map. Al-
goritmen lar seg vanskelig analysere formelt, men har derimot gode resultater å
vise til [1].
Hovedoppgaven består av syv kapitler og to vedlegg. En kort beskrivelse av
innholdet i kapitlene følger:
 Kapittel 2: Gir en rask introduksjon til nevrale nett og deres oppbygning.
 Kapittel 3: Tar for seg selvorganiserende nevrale nett, spesielt Kohonens sel-
vorganiserende nevrale nett. Videre beskrives algoritmen som benyttes til opp-
læringen av Kohonens selvorganiserende nevrale nett.
 Kapittel 4: Forklarer hvordan Kohonens algoritme kan realiseres teknologisk,
og hvordan det selvorganiserende nevrale nettet deles opp i sine enkelte deler.
 Kapittel 5: Introduserer transistoren og UV-hukommelse.
 Kapittel 6: Tar for seg transistorskjemaet til alle enkeltdelene i det selvorganis-
erende nevrale nettet. Videre inneholder kapittelet simuleringer og målinger av
kretsene som er beskrevet.
 Kapittel 7: Oppsummerer hovedoppgaven og diskuterer forslag til forbedrin-
ger.
 Vedlegg A: Beskriver kretsen som benyttes for å avlese det selvorganiserende
nevrale nettet.
 Vedlegg B: Tar for seg plassforbruket til de enkelte delene av Kohonens selvor-
ganiserende nevrale nett på et ferdig utlegg. Videre er utlegget beskrevet kort,
og tilkoblingspunkter og målepunkter beskrives.
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KAPITTEL 2 Nevrale Nett
2.1 Kort historie [5]
Syntetiske nevrale nett1 er ingen ny idé. Allerede i begynnelsen av 1940-
årene forsøkte W. S. McCulloch og W. A. Pitts å modellere biologiske nevrale
nett.
D. O. Hebbs bok The Organization of Behavior (1949) dannet basis for en
rekke modeller som ble utviklet de neste årene. F. Rosenblatt, B. Widrow og
M. E. Hoff jobbet parallelt med nevrale nett. De utviklet opplæringsalgoritmer
og beviste en rekke forhold ved nevrale nett, som f.eks. feiltoleranse. Man be-
gynte å se en del begrensninger ved nettene, og i 1969 skrev M. L. Minsky og
S. A. Papert Perceptrons, som førte til en synkende interessen for nevrale nett
betraktelig. I 20 år var nevrale nett ikke et anerkjent felt innenfor forskningen
rundt kunstig intelligens. Noen få personer arbeidet likevel videre med nev-
rale nett, og blant disse er det verdt å nevne T. Kohonen og S. Grossberg.
J. J. Hoppfield skrev i begynnelsen av 1980-årene en rekke artikler som
knyttet sammen modeller innen statistikk og nevrale nett. Artikkelsamlingen
dannet grobunn for en bredere anerkjennelse, og en større interesse for nevrale
nett.
I 1986 redigerte D. E. Rumelhart og J. L. McClellans Parallel Distributed
Processing, en artikkelsamling som viste hvor langt forskingen innenfor nev-
rale nett hadde kommet. Denne samlingen bidro sterkt til å vekke en bred og
generell interesse for feltet.
1.  Andre vanlige betegnelser er Artificial Neural Netwoks, Neural Computing,
Parallel Distributed Processing og Connectionism. I denne hoveoppgaven vil nev-
rale nett være den betegnelsen som blir benyttet for syntetsiske nevrale nett.
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2.2 Generelle syntetiske nevrale nett
Det er mange forskjellige typer og varianter av nevrale nett. Felles for alle
nettene er at de er bygget opp ved hjelp av vekter og noder. I biologien benyttes
henholdsvis synapser og nevroner for de samme uttrykkene. Jeg benytter i denne
hovedoppgaven begrepene vekter og noder.
I den menneskelige hjerne er det ca. 1011 nevroner. Nevronene summerer sig-
naler fra andre nevroner. Signalene fra andre nevroner blir veid i synapsen før de
blir summert. Et veid signal betyr at signalet er multiplisert med en verdi som til-
svarer graden av veiing i synapsen.
Nevrale nett har tilsvarende funksjonalitet som biologiske nevralt nett. Noden
summerer de veide signalene, og summen distribueres videre til andre noder. Vei-
ingen foregår ved å multiplisere signalet fra én node med vektens verdi.
I de første nevrale nettene som ble utviklet, kunne σ bare innta to verdier, null
og én (se figur 2.1). For et slikt nevralt nett vil en nodes utgangsverdi, ved tiden
t+1, være gitt ved:
LK 2.1
Opprinnelig ble nodene i nevrale nett organisert i ett lag med noder, ett-lags
perseptroner1. Det er relativt enkelt å forstå og utvikle opplæringsrutiner så lenge
1. Perseptron (se figur 2.2) er ikke et godt norsk ord, men det blir benyttet i en rek-
ke norske artikler. Jeg velger derfor også å benytte dette ordet.
Et perseptron er et nett hvor nodene ligger i lag over hverandre. Alle nodene i et
lag har forbindelser til alle noder i laget over. Signalene går bare én vei, oppover.
FIGUR  2.1 Skjematisk fremstilling av en syntetisk node
Noden j, har som utgangsverdi den veide inngangen ξ. Vektenes verdi-
er er Μij. Noden består både av kjernen, summeringsdelen og vektene.
I mange systemer vil σ være en ikke-lineær funksjon, typisk er den sig-
moid, har bare to faste verdier, eller er normalfordelt.
ξ1
ξ3
ξ2
ξi
σ(∑) ηjΜ3j
Μij
Μ2j
Μ1j
j
ηj
t 1+
σ Mijξit
i
∑  = σ φ( ) 0 φ θ<1 φ θ≥{=
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man bare bruker ett lag. Flere lag krever mer omfattende og tidkrevende prosedy-
rer. Det lar seg ikke alltid bevise at opplæringen av et fler-lags perseptron vil gi et
godt fungernde nevralt nett, men likevel er det fler-lags perseptronet som blir be-
nyttet i størst grad. Fler-lags perseptronet benyttes mest fordi det løser grunnleg-
gende problemer som et-lags perseptronet ikke kan løse. Et kjent problem man
ikke kan løse med et-lags perseptronet er XOR-problemet (M. L. Minsky og S. A.
Papert [5]).
Flere nevrale nett har tilbakekoblinger mellom to eller flere lag med noder.
Nevrale nett med tilbakekoblinger gjør nettene enda mindre tilgjengelige for enkle
matematiske opplæringsmodeller. Det eksisterer mange nevrale nett som man ikke
kan bevise vil fungere, eller som man ikke kan finne en god opplæringsrutine for.
Selvopplærende, eller selvorganiserende, nett hører til den gruppen med nevrale
nett som man ikke kan bevise vil fungere. Disse nevrale nettene har utstrakt tilba-
kekobling, og nodene er organiserte i ett lag. Et typisk selvorganiserende nett er T.
Kohonens nett fra 1990, [1].
Det ligger i navnet til de selvorganiserende nettene hva forskjellen er mellom
dem og de mer konvensjonelle nevrale nettene. Forskjellen ligger i at nettet lærer
seg selv opp, mens nettet hele tiden blir presentert for data som tilsvarer data det
kan bli presentert for etter opplæringsprosessen. Hvordan det selvorganiserende
nettet læres opp og hva utgangene blir, kan man i liten grad påvirke. Brukeren av
nettet må derfor analysere det selvorganiserende nettet etter opplæringsfasen.
Analysen består av å se på sammenhengen mellom inngående data og nettets re-
spons.
FIGUR  2.2 Nettverkstopologi
Grovt sett kan man dele inn de ikke selvorganiserende nett i tre klasser
(a) lagdelt nett, (b) feedforward nett og (c) rekurrent nett. Eksterne sig-
naler kan i (a) gå til noder i første, d.v.s. nederste lag, og i (b) og (c) til
vilkårlige noder. (a) og (b) benyttes som regel for å transformere
inngangssignalet til et gitt utgangssignal, dvs. danne en funksjon/av-
bildning. Rekurrent nett kan benyttes som ett digitalt hukommelsesele-
ment.
(a) (b) (c)Node
Signalflyt
To-lags
perseptron
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2.2.1 Læring i nevrale nett
Å lære opp et nevralt nett består enten i å justere vektene eller å justere
nodens funskjon, σ. Det er to hovedmetoder for læring, styrt og selvorganiserende
opplæring. Den siste metoden beskreves i kapittel 3.
Det er mange metoder som kan benyttes under styrt opplæring. Felles for dem
er at man ser hva responsen blir for et gitt inngangssignal, og prøver å justere net-
tet slik at man får en respons som ligger nærmere den ønskede responsen. Dette
gjentas til nettet fungerer tilfredsstillende for alle ønskede signaler. Forskjellen
metodene imellom, ligger i hvordan man endrer verdiene i nettet. En vanlig meto-
de er error-backpropagation, hvor feilen på utgangene blir forplantet baklengs i
nettet. De enkelte verdiene i det nevrale nettet endres slik at den lokale feilen blir
mindre. Når de lokale feilene reduseres, minskes også den totale feilen.
Mange læringsalgoritmer, spesielt de selvorganiserende, bygger på en funk-
sjon utviklet av Hebb; Hebb-læring [8]. Funksjonen benyttes lokalt og virker mel-
lom to noder i nettverket. Forbindelsen mellom nodene forsterkes eller svekkes og
vekten får større eller mindre verdi avhengig av hvor like signalnivåer de to node-
ne har. Justering kan for tiden t+1, f.eks. uttrykkes på følgende måte:
LK 2.2
hvor  er vekten på forbindelsen mellom node i og j, γ er læringsfaktoren,
og  representerer verdiene i nettet før og etter nodeparet i og j.
µij
t 1+ µij
t γξitηjt+=
µij
t ξit
ηj
t
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KAPITTEL 3 Selvorganiserende
nevrale nett
Kohonens Self-Organizing Map, Kohonens selvorganiserende nevrale
nett (KSNN), har en oppbygning som er relativt ny innenfor forskningen på
syntetiske nevrale nett [1, 3, 5, 8 og 14]. I KSNN er det bare ett lag med noder
der nodene ikke bare er avhengige av inngående data, men også av hverandre.
Figur 3.1 illusterer dette.
I generelle selvorganiserende nevrale nett, har alle noder tilgang til alle
andre noders utganger. Disse forbindelsene veies på samme måte som om de
var innganger. En slik alle-til-alle struktur skaper uforholdsmessig mange for-
IGUR  3.1 Nodeutlegg av et todimensjonalt KSNN
Et KSNN med tre ganger tre noder. Det er forbindelseslinjer mel-
lom nodene for å distribuere nodenes utgangsverdier. Noder i yt-
terkant av nettet er knyttet sammen med tilsvarende noder i
motsatt ytterkant. Alle nodene har tilgang til samme inngangsvek-
tor (ikke vist i figuren).
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bindelser, noe som i praksis vil begrense antall noder betraktelig. KSNN er foren-
klet slik at at man får kuttet ned antallet forbindelser mellom nodene. Istedenfor å
la alle noder ha tilgang til alle andre noder benytter nodene et snitt av de omkring-
liggende nodenes verdier, det vil si et lokalt snitt1 [3].
Når nodene bare har tilgang til det lokale snittet, vil lokale noder ha innvirk-
ning på hverandre, og de vil enten forsterke hverandre eller dempe hverandre. En
slik konstruksjon vil skape et system hvor grupper med noder reagerer nogenlunde
likt.
3.1 Beskrivelse av KSNN i bruk
KSNN blir spesielt benyttet for å klassifisere data. En node eller en gruppe
noder reagerer på ulike deler av inngangsvektorens verdier. Hvis inngangsvekto-
ren er todimensjonal, og inngangsvektoren bare spenner ut en firkantet del av hele
det todimensjonale rommet, vil nodene opplæres til å reagere på forskjellige områ-
der i denne firkantede flaten. Under opplæring blir det selvorganiserende nettet
presentert for punkter i planet og nodene i nettet læres opp til å reagere på forskjel-
lige områder i planet. Etter opplæringen vil nodenes reaksjonsområder spenne ut
hele inngangsplanet. Grafene i margen viser nodenes reaksjoner på en bestemt
inngangsvektor før og etter opplæring.
Når et nett er ferdig opplært, vil en gjennomgang av inngangsrommet og net-
tets reaksjonsområder vise hvilke områder som klassifiserer hvilke inngangsdata.
Denne informasjonen må senere benyttes som referanse når nettets reaksjon skal
tolkes.
Et eksempel på bruk av KSNN er vist av Kohonen, the phoneme map [1]. Et-
ter at naturlig tale var frekvensanalysert av en modell av det indre øret, ble resulta-
tet presentert for KSNN. Etter opplæring kunne systemet kjenne igjen fonemer i
tale, d.v.s. at forskjellige grupper med noder i KSNN reagerte ettersom systemet
ble presentert for vanlig tale. Hvis en database blir benyttet i tillegg til KSNN er
det mulig å gjenkjenne ord eller hele setninger i naturlig tale.
I tillegg til at KSNN er egnet til å klassifisere data, benyttes det for å endre di-
mensjonene på data. Det er ingen begrensninger for hvilke dimensjoner man kan
gå fra og til, men samtidig er det lite praktisk å lage systemer hvor nodene er lagt
ut i mer enn to dimensjoner. Normalt vil derfor KSNN benyttes når man ønsker å
projisere et multidimensjonalt datarom på et plan eller en linje.
Det er foretatt mye forskning på hvordan KSNN projiserer og klassifiserer
data [5]. De neste figurene, figurene 3.2, 3.3, 3.5 og 3.6, viser hvordan et smult-
ringformet inngangsplan kan bli utspent av KSNN. Strekene mellom nodene viser
naboskapet mellom nodene. Nodens plassering viser hvilket inngangskoordinat
noden reagerer sterkest på.
1.  Et lokalt snitt er snittet av alle noders veide utganger. Utgangen blir veid med
en faktor som er omvendt proposjonal med avstanden fra den noden som skal be-
nytte det lokale snittet. En slik veiing fører til at snittet blir funnet med størst vekt
på de nodene som ligger nærme noden som skal benytte det lokale snittet.
Før opplæring
Etter opplæring
Nodene i KSNN før og etter
opplæring. Nodene ligger i krys-
ningspunktene mellom linjene.
Linjene viser naboskapet mellom
nodene, d.v.s. hvor nodene ligger i
forhold til hverandre fysisk. Høy-
den på punktene er nodenes ut-
gangverdier.
Inngangsvektoren er lik i begge
plottene.
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FIGUR  3.2 Éndimensjonal utvikling under opplæring, 10 noder i en linje
Figuren viser hvordan en linje med noder kan spenne ut et smultring-
formet plan i forskjellige faser av opplæringen. Før opplæring er
nodene tilfeldig fordelt. Ettersom opplæringen skrider fram, spenner
nodene ut smultringen bedre og bedre.
Før opplæring Etter noen få justeringer Lengre ute i
 opplæringsprosessen
Nabonoder
Sterkest
reaksjonspunkt
for en node
FIGUR  3.3 Todimensjonal utvikling under opplæring,  matrise med noder
Figuren viser hvordan en matrise med noder kan spenne ut et smul-
tringformet plan i forskjellige faser av opplæringen.
3 5⋅
Før opplæring Etter noen få justeringer Lengre ute i
 opplæringsprosessen
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Ingen av figurene viser eksempler på KSNN som utspenner smultringen til-
fredsstillende. Flere opplæringssykler1 vil føre til en noe bedre utspenning, men
det er flere noder som i hovedsak gir en jevn og god utspenning. Figur 3.5 viser
eksempler på hvordan flere noder kan spenne ut en flate bedre. Det benyttet oftes
10 til 50 tusen justerings-, opplærings-, sykler for å spenne ut inngangsrommet på
en tilfredsstillende måte. Det er en relativt rask prosess å grovinndele nodene,
mens det er fininndelingen av nodene som krever de fleste justeringssyklene. De
av KSNN som brukes i dag, har som regel mange flere noder enn det som er vist i
eksemplene. Det er da viktig at nodene finjusteres for å utnytte nettet best mulig2.
Små nett krever ikke like mange opplæringssykler som de store de store nettene.
Simuleringer av KSNN har vist at flerdimensjonale nett kan vrenge seg [5]. Et
vrengt nett vil ha noder som er naboer, men som ikke ligger ved siden av hveran-
dre i inngangsrommet. Figurene 3.5 og 3.6 viser hvordan et vrengt nett kan se ut i
forhold til et ikkevrengt nett..
Det vrengte nettet er stabilt i den formen det har, og det er dermed ikke mulig
å løse opp vrengningen uten å spesifikt benytte inngangsvektorer som sakte flytter
spesifikke noder til mer korrekte plasseringer. Hovedulempen ved vrengning er at
nodene rundt vrengningspunktet blir noe dempet av at naboene reagerer på andre
inngangsvektorer. Hvis to nabonoder reagerer på helt forskjellige inngangsvekto-
rer vil den ene noden alltid dempe den andre noden. Denne dempingen gjør det litt
vanskeligere å analysere et netts respons, men reaksjonen skal likevel være så klar
at det skal være mulig å skille den ut fra generell støy og ujevnheter i nettet.
1. Opplæringssyklus, eller justeringssyklus, er justeringen av alle vektene etter at et
inngangsmønster er presentert for nettet.
2.  Det er utviklet metoder av Kohonen for å finjustere og skape skarpere skiller
mellom noder, eller områder som skal reagere på bestemte data [1 og 5]. Disse
LVQ (Learning Vector Quantization) metodene krever relativt avansert teknikk, og
er utviklet for å finjustere nett med mange noder. Ettersom det i denne hovedopp-
gaven bare vil bli laget et lite nett, vil LVQ ikke implementeres i det nevrale nettet.
FIGUR  3.4 Eksempler på éndimensjonale KSNN med mange noder
I trekanten til venstre er det ikke like mange noder i nettet som i
trekanten til høyre. Trekanten til høyre blir best utspent fordi det er
flest noder i nettet.
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FIGUR  3.5 Todimensjonalt  matrisenett, etter opplæring
Forslag til hvordan et kvadratisk nett med noder kan utspenne et
smultringformet plan.
n n⋅
FIGUR  3.6 Todimensjonalt  matrisenett, etter opplæring, men vrengt
Et vrengt ferdigopplært nett. Vrengningen kan normalt sett ikke rettes
opp med flere opplæringssykler, d.v.s. nettet er stabilt i den formen det
har inntatt.
n n⋅
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Utspenningen av inngangsrommet blir litt dårlig akkurat der nettet vrenger
seg fordi to noder eller grupper med noder vil reagere på data som ligger i vreng-
ningssonen.1 Dette kan komplisere analysen av nettets respons etter opplæringen,
men responsen vil ikke være mer komplisert å analysere enn den responsen et end-
imensjonalt nett ville ha gitt. I éndimensjonale nett kan alle noder være naboer i
inngangsplanet, selv om de ikke er fysiske naboer i KSNN.
3.2 Opplæring av KSNN
Opplæringen skjer parallelt i alle nodene på én gang. Videre oppdateres vek-
tene parallelt i de enkelte nodene2. Det er ikke gitt hvilken node, eller klynge med
noder, som skal reagere sterkt på et gitt inngangssignal. Nettet må selv velge ut de
nodene som skal være vinnernoder3. De nodene som blir valgt ut som vinnere,
justeres slik at de senere vil reagere sterkere på en gitt inngangsvektor, mens de
resterende nodene dempes, eller ikke oppdateres i det hele tatt.
3.2.1 Valg av vinnernode
Vektenes verdier i en node representerer samlet én vektor med like mange di-
mensjoner som inngangsvektoren (vist i figur 2.1). Vinnernoden er den noden som
har en vektvektoren4 Mj, som ligner mest på inngangsvektoren. Det er per i dag be-
nyttet flere forskjellige metoder for å sammenligne to vektorer. Felles for alle me-
todene, er at de kan enten gi gale svar, eller de krever så mye kapasitet at
metodenene må forenkles. Forenklingene av metodene fører igjen til gale svar.
Manhatten-distansen5 benyttes for å finne de to vektorene som ligner hveran-
dre mest [14]. Ulempen med denne metoden er at det er mange forskjellige vekto-
rer som har den samme Manhatten-distansen, og inngangsrommet må derfor
begrenses slik at inngangsvektorene ikke kan få like Manhatten-distanser. Mulig-
heten for like viktorer krever omfattende behandling/omforming av data før de
presenteres for KSNN.
I denne hovedoppgaven har jeg har valgt å benytte skalarproduktet6 av vekto-
rene for å finne vinnernoden. Å finne skalarproduktet krever at vektorene normali-
1.  To noder eller soner med noder kan reagere på like data fordi de er naboer i
inngangsplanet, de behøver ikke å være fysisk naboer i KSNN.
2.  Det er vanlig å omtale vektene som enkeltstående elementer i et nevralt nett.
Jeg har valgt å innlemme vektene i nodebegrepet fordi det er én spesiell node som
bruker én bestemt vekt. Med vektene i en node, menes vektene som veier inngangs-
vektoren for den omtalt noden.
3.  Vinnernoden er den noden som reagerer sterkest på ett spesiell inngangssignal.
4.  Den lagrede verdien i en enkelt vekt danner et koordinat i hele vektvektoren som
en node inneholder.
5. Manhatten-distansen av en vektor, er summen av de enkelte koordinatretnin-
gene i vektoren.
6.  Skalarproduktet har økende verdi etter i hvor stor grad to vektorer peker i sam-
me retning. Skalarproduktet beregnes uavhengig av lengden til vektorene. Skalar-
produktet ligger mellom minus en og pluss en.
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seres. Det er en for omfattende prosedyre å normalisere vektorene, jeg har derfor
valgt å ikke gjøre det, men istedet begrense inngangsrommet. Videre er det et vik-
tig argument for å benytte skalarproduketet, at beregningen av skalarproduktet og
veiingen i en node identiske, d.v.s. at det spares plass.
Begrensningen av inngangsrommet består i at alle inngangsvektorer må være
like lange, d.v.s. at de må være normaliserte. Hvis vektorene i et skalarprodukt
ikke er normaliserte kan man finne at gale vektorer ligner hverandre mest (illus-
trert i figur 3.7). Begrensningen av lengden til inngangsvektorene betyr at man
opererer med en dimensjon mindre i de data som KSNN skal klassefisere, enn den
dimensjonen inngangsvektoren har. I forhold til før, er det nå vinklene mellom
inngangsvektoren og vektvektoren som er den informasjonsbærende delen av inn-
gangsvektoren. Med vinklene mellom inngangsvektoren og vektvektoren, menes
vinkelforskjellen mellom de to vektorene i de forskjellige enhetsretningene i koor-
dinatsystemet.
Selv om inngangsvektoren er normalisert er det ikke dermed gitt at vektvek-
torene er normaliserte. Oppdateringen av vektene bygger på at det hele tiden skal
skje en tilnærming til inngangsvektoren. Så lenge inngangsvektorene er normali-
serte og inngangsvektorene velges slik at den endringen de forårsaker ikke null-
stiller tidligere endringer, vil vektvektorene bli tilnærmet normaliserte. For å ikke
nullstille endringene, må alle inngangsvektorene ligge i samme området.
Skalarproduktet, uten normalisering mellom inngangsvektoren og vektvek-
toren Mij, i en vilkårlig node blir:
LK 3.1
Vinnernoden blir den noden med størst .
FIGUR  3.7 Eksempel på skalarprodukt, uten normalisering, som gir galt resultat
Til venstre vises skalarproduktet med normalisering, og til høyre uten
normalisering. I begge tilfellene finnes skalarproduktet mellom vek-
torparrene  og . Videre er a og b gitt ved skalarproduktene
 og . Skalarproduktet med normalisering gir
som er korrekt, uten normalisering blir resultatet  som indikerer
at vinkelen mellom v og w1 er mindre enn vinkelen mellom v og w2.
Skalarproduktet uten normalisering gir dermed galt svar.
v
w1
w2
v
w1
w2
a2b1 a1 b20 0
v w1⋅ v w2⋅
a v w2⋅= b v w1⋅= a1 b1>
b2 a2>
d ξ Mi,( ) ξjMij
j
∑=
d ξ Mi,( )
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Når en node veier inngangsvektoren, veies enkeltelementene i inngangsvekto-
ren og summen av de veide elementene er nodens utgang. Den matematiske opera-
sjonen som må til for å gjøre dette, er identisk med LK 3.1.
3.2.2 Oppdatering av vektene
Oppdatering av vektene skal skje på en slik måte at vinnernoden forsterker sin
respons på inngangsvektoren, og andre omkringliggende noder oppdateres i for-
skjellig grad. De andre nodene som oppdateres skal ligge rundt vinnernoden, og
oppdateringsgraden skal være avhengig av hvor langt fra vinnernoden noden lig-
ger. Det området hvor de nodene som skal oppdateres ligger kalles boblen, eller
boblesonen (se figur 3.9).
Kohonen beskriver en eksponensielt avtagende funksjon, den meksikanske
hatt-funksjonen (MK-funksjonen se figur 3.9). Den kan benyttes for å bestemme
graden av oppdatering [1]. MK-funksjonen kan enklest realiseres ved at man fin-
ner differansen mellom to avtagende eksponensielle funksjoner. Det er foretatt lite
forskning på hvilken innvirkning MK-funksjonen har i forhold til den enklere ek-
sponenesielle funksjonen. Det eneste som har kommet frem, er at MK-funksjonen
kan skape noe skarpere kanter mellom forskjellige reaksjonssoner1 i KSNN [1].
1.  Den sonen med noder som reagerer på et punkt i inngangsrommet.
FIGUR  3.8 Boblesonen rundt en vinnernode
Boblen rundt vinnernoden endrer sin verdi for hvert steg bort fra sen-
trum. Nodene utenfor ytterste sirkel ligger utenfor boblesonen.
Vinnernode
Boblesone
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Fordi KSNN vil fungere bra uten MK-funksjonen, er det naturlig å benytte den en-
klere eksponensielle løsningen i denne hovedoppgaven.
Over tid skal endringsgraden for alle nodene i nettet avta. Under de første
opplæringssyklene skal nodene grovinndeles, og senere skal graden av endring per
oppdateringssyklus avta mot null. Det er normalt å la endringsgraden gå fra én til
null over noen tusen, til hundretusen sykler.
Oppdateringen av vektene skal skje etter følgenede formel, videreutviklet fra
LK 2.2:
LK 3.2
hvor β er oppdateringsgraden som funksjon av avstanden mellom noden j og
vinnernoden jvinner, og α er endringsgraden over tid.
Boblens radius er ikke gitt. Det vanlige er at man lar radien være stor under
grovinndelingen av nettet, og senere avtar den til det er en, eller noen få noder
innenfor boblesonen. Denne endringen av boblesonen gjør fininndelingen av no-
dene og deres reaksjonsområde bedre.
Oppdateringsgraden β, er en funksjon som går mot null. Justeres β slik at den
er tilnærmet null ved boblesonens grenser, kan LK 3.21 forenkles noe:
LK 3.3
β varierer boblens radius avhengig av tiden t.
1. Standard competetive learning rule [1 og 8].
FIGUR  3.9 Meksikansk hatt-funksjon
MK-funksjonen er summen av en raskt avtagende eksponensiell funk-
sjon, kurve II, minus en tregere avtagende eksponensiell funksjon,
kurve I.
Avstand fra
sentrum i boblen
V
Differanse
Kurve I
Kurve II
Mij t 1+( )
Mij t( ) β jvinner j,( )α t( ) ξi t( ) Mij t( )–[ ]+
Mij t( )
j boble∈
j boble∉

=
Mij t 1+( ) Mij t( ) β jvinner j t, ,( )α t( ) ξi t( ) Mij t( )–[ ]+=
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En vektvektor Mj, som justeres, vil etter justeringen peke litt mer i samme ret-
ning som inngangsvektoren ξ. Over tid vil Mj representere et snitt av de inngangs-
vektorene node j skal reagere på. Videre påvirkes Mj av hva de omkringsliggende
nodene reagerer på, men over tid avtar denne påvirkningen. Figur 3.10 viser hvor-
dan Mj endrer seg over tid, og er et eksempel på hvordan én nodes hovedreak-
sjonspunkt vil endre seg for et sett med inngangsvektorer.
Nederste del av figur 3.10 illustrere hvordan Mj tilpasser seg de inngangsvek-
torene som node j skal reagere på. Alle inngangsvektorer som node j skal reagere
på er vist som punkter i et todimensjonalt plan Vektvektoren Mj, justeres gjentatte
ganger i forhold til inngangsvektorene. Figur 3.10 viser vektvektorens posisjon i
forhold til alle inngangsvektorene ved tre forskjellige tidspunkter.
Vektvektorens verdi vil til enhver tid representere et snitt av de vektorer den
er justert i forhold til. Graden av justering avtar over tid, og derfor vil vektvekto-
ren endre verdi relativt fort til å begynne med, for så å finsjusteres til slutt.
FIGUR  3.10 Illustrasjon av oppdatering av vektvektoren (Mj) i en node
Øverst vises hvordan en vektvektor endres, som følge av LK 3.3, over
to oppdateringer. De stiplete vektorene er den beregnede endringen.
Nederst vises hvor i inngangsplanet en nodes sterkeste reaksjon ligger
under forskjellige faser av opplæringen. Etter opplæringen reagerer
noden sterkest i midten av den klyngen med vektorer den skal reagere
på. Punktene representerer det punktet vektorene ender opp i, hvis
alle starter fra origo.
Vektvektoren (fylte sirkler) justeres i forhold til inngangsvektorene
(tomme sirkler) flere ganger mellom hvert eksempel. Det er bare de
inngangsvektorene som denne spesifikke noden skal reagere på som
er vist.
Mj(t)
Mj(t+1)=Mj(t)+ξ(t-1)-Mj(t-1)
Mj(t+2)
ξ(t-1)-Mj(t-1)
ξ(t)-Mj(t)
Inngangsvektor
Vektvektor
Før opplæring Under opplæring Etter opplæring
Snitt av inndata
Hovedreaksjonspunkt
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3.2.3 Vektenes startverdier
Normalt er det tilfeldige verdier som ligger lagret i de enkelte vektene før
opplæring. Noder som har lagret meget korte vektvektorer har en mulighet for al-
dri å velges som vinnernode. For å motvirke dette er det viktig at boblesonen er
stor til å begynne med, slik at nodenes vektvektorer forlenges når de kommer
innenfor boblesonen. Med en meget stor endringsfaktor α, og boblesoner som
dekker alle nodene, vil man etter noen få oppdateringer garantere at alle noder er
tilnærmet normaliserte.
Noder, som har lagret meget lange vektorer, vil også normaliseres ved hjelp
av normaliserte inngangsvektorer. Ulempen med metoden er at alle noder vil ende
opp med like vektvektorer, noe som igjen skaper problemer når nodene skal grov-
inndeles i startfasen av opplæringen av nettet. For å motvirke like vektvektorer i
alle nodene, må boblesonen forminskes under normaliseringsfasen, og likeledes
må inngangsvektorene spenne ut hele inngangsrommet.
Når boblesonen minskes under normaliseringsfasen, blir nodene grovinndelte
i sine reaksjonsområder. Gjennom hele opplæringsfasen av nettet, vil nodene for-
bli tilnærmet normaliserte fordi de hele tiden flyttes mot normaliserte inngangs-
vektorer som peker omtrent i samme retning som noden gjorde fra før.
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KAPITTEL 4 Konkretisering av
KSNN
For å realisere en så kompleks krets som KSNN, må den deles opp i mindre og
enklere deler. Delene skal være på størrelse med naturlige byggeblokker i ut-
legget på en chip.
4.1 Begrunnelse for valg av nettets dimensjoner og
begrepsdiskusjon
Som tidligere nevnt, er det ikke hensiktsmessig å benytte nett hvor node-
ne er ordnet i fler enn to dimensjoner. Kretsen tar minst plass når nodene lig-
ger éndimensjonalt, fordi det da trengs færre forbindelser mellom nodene. Jeg
har likevel valgt å legge ut nodene i to dimensjoner. Nettet utspenner da inn-
gangsrommet best og raskest.
Inngangen har jeg til nå betegnet som en vektor, men det er ingen ting i
veien for å kalle det en matrise, eller noe annet som passer bedre til det inn-
gangen representerer. En node er alltid bygget opp av vekter som fungerer likt
for alle enkeltelementer i inngangsuttrykket. Det er naturlig å betegne inn-
gangsuttrykket som en inngangsvektor, fordi enkeltelementene i inngangsut-
trykket omtales som dimensjoner. I en vektor representerer enkeltelementene
koordinater i vektorrommet.
Av plasshensyn har jeg valgt at inngangsvektoren skal ha tre dimensjoner.
Samtidig ønsket jeg å ha en informativ og enkel overgang mellom inngan-
gensverdien og nettets respons. Ettersom inngangsvektorene er normaliserte
fjernes én dimensjon, og nettet vil utspenne overflaten på en kule.
20 Konkretisering av KSNN
4.2 Kontinuerlig justering
Når et digitalt nevralt nett skal oppdateres, skjer det en endring i hver av vek-
tene som skal oppdateres. Denne endringen er fastsatt av LK 3.3, og skjer innen en
fast tidsperiode. Et analogt nevralt nett derimot vil ha en gradvis endring av
vektenes verdier. Beregningen av endringen vil ta litt tid, men det er selve endrin-
gen av den lagrede verdien som tar mest tid.1 Denne kontinuerlige endringen mot
en gitt verdi, kan utnyttes for å forenkle den analoge varianten av KSNN til ikke
lenger å være avhengig av å bli klokket. Videre kan den kontinuerlige endringen
av de lagrede verdiene benyttes for å bestemme i hvor stor grad alle noder skal
oppdateres, og dermed fører til at  blir overflødig.  realiseres ved å variere
hvor lenge vektene får endre sin verdi, d.v.s. hvor lenge en gitt inngangsvektor be-
nyttes før neste inngangsvektor blir brukt. Hyppigheten mellom hvor fort inn-
gangsvektorene skiftes ut, bestemmer den globale påvirkningsgraden for alle
vektene.
Fjernes endringsfaktoren fra LK 3.3, vil endringene i vekten følge følgende
formel:
LK 4.1
hvor det er en forsinkelse fra høyre til venstre side av likningen. Det vil skje
en kontinuerlig beregning slik at Mij vil slutte å endre seg i det den blir lik ξi. Som
regel vil ξi endres før Mij blir lik ξi, slik at Mij bare vil nærme seg ξi. Figur 4.2 il-
lustrerer hvordan verdien endres i en vekt under opplæringsfasen..
1.  Endring av en lagret verdi kan ta flere dekader lengre tid enn beregningen som
skal til for å finne den nye verdien. Forskjellen mellom beregningstid og lagrings-
tid, er så stor at man kan gå ut fra at beregningen er uendelig rask i forhold til lag-
ringstiden.
α t( ) α t( )
Mij Mij β jvinner j,( ) ξi t( ) Mij–[ ]+=
FIGUR  4.1 Verdiendring i en vekt under opplæring
Figuren illustrerer hvordan flyten i LK 4.1 er. Vektens verdi nærmer seg
den beregnede, helt til de er like. Kurvene ved pilene viser typiske ver-
dier.
Mij β jvinner j,( ) ξi t( ) Mij–[ ]+Mij
ξi t( )
Vekt Beregning
Konkretisering av KSNN 21
Ettersom det er kontinuerlig endring av alle vektene i hele det nevrale nettet
på en gang, vil nodenes verdier endres mens oppdateringen pågår. Disse endringe-
ne påvirker ikke beregningene av vektenes verdier. Dette fordi vektene er isolert
fra resten av nettet. Den eneste måten endringene av vektene kan påvirkes av end-
ringer i nettet, er ved at det velges en ny vinnernode. Dette vil ikke inntreffe fordi
vinnernoden endrer sin verdi raskere enn de andre nodene. Med andre ord vil vil
vinnernoden alltid forbli mest lik inngangsvektoren.
4.3 Oppbygning av noden
Den klart største og mest komplekse delen av noden er vektene. Vektene er
beskrevet i avsnitt  4.3.1. Jeg har valgt å benytte en node som ikke påvirker sum-
men av de veide signalene. Det ville bare føre til at kretsen ble mer komplisert og
mindre analyserbar. Det at nodene ikke påvirker summen av de veide signalene,
betyr at  hele tiden (se LK 2.1). Med de veide signalene, menes den veide
inngangsvektoren og bidraget fra det lokale snittet.
Nodens utgangsverdi må kopieres fordi den skal benyttes til flere ting. Ut-
gangsverdien benyttes bl.a til å bestemme hvilken node som er vinnernoden, nod-
nes utgangsverdi til utenverdenen, og til slutt som bidrag til det lokale snittet.
Figur 4.2 viser hvordan nodene er sammensatt.
σ φ( ) 1=
FIGUR  4.2 Grovstruktur i en node
Nodene består av vekter for å veie inngangsvektoren ξ. I tillegg består
noden av én vekt bestemme bidraget fra det lokale snittet, og én kop-
ieringsdel som kopierer utgangsverdien fra noden.
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4.3.1 Vektenes oppbygning
Vektene som veier det lokale snittet, er enklere enn vektene som veier inn-
gangsvektoren. I dette kapitlet vil bare den kompliserte vekten bli beskrevet. Når
jeg beskriver vektene er det de mest kompliserte vektene som omtales, med min-
dre noe annet er spesifiseres.
Vektene skal realisere LK 4.1 under opplæring, og veie et element i inngangs-
vektoren. Brytes dette opp vil vektene fungere som i figur 4.3.
I vektene skjer det en konstant beregning og eventuelt oppdatering av den la-
grede verdien. Signalene flyter som pilene viser i figur 4.3, som er en konkretise-
ring av figur 4.2. De enkelt beregningsdelene i vekten forsinker signalene i ulik
grad. Minnedelen i vektene har størst forsinkelse. Forsinkelsen i minneelementet
fører til at det er mulig å bruke vektene uten klokking.
I opplæringsfasen av det selvorganiserende nettet, vil differansen mellom den
lagrede verdien (Mij) og ξi mulipliseres med β, og svaret legges til den allerede la-
grede verdien. Den lagrede verdien vil langsomt endre seg, og etter lang nok tid,
vil Mij bli lik ξi. Mens Mij nærmer seg ξi, vil differansen mellom dem minskes til
de er helt like. Normalt vil man ikke la endringen foregå så lenge at den lagrede
verdien blir lik ξi. Man oppdaterer for én inngangsvektor en kort periode, for så å
endre ξi, og dermed β1. Etter at ξi er endret, vil den lagrede verdien bevege seg
mot ξi+1. Den lagrede verdien endres ikke dersom β er lik null. β er lik null hvis
noden ligger utenfor boblesonen.
1.  Hyppigheten i endring av inngangsvektoren bestemmer endringsgraden i
LK 3.2.
FIGUR  4.3 Grovstruktur i en vekt
Når vekten skal oppdateres vil β være større enn null. Er β større enn
null, vil differansen mellom et element i inngangsvektoren ξi, og den
lagrede verdien i vekten Mij, multipliseres med β, og lagt til den aller-
ede lagrede verdien i vekten.
Veiingen og utregningen av skalarproduktet foretas med en multip-
likator som multipliserer den lagrede verdien Mij, med et element i
inngangsvektoren ξi.
Signalene flyter konstant, og beregningene følger signalene med en
varierende tidsforsinkelse.
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β
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4.4 Valg av vinnernoden
Vinnernoden er den noden som reagerer sterkest på en gitt inngangsvektor.
Vinnernoden danner sentrum av boblesonen med noder som skal oppdateres.
Funksjonen β, som bestemmer graden av oppdatering, skal være størst for vinner-
noden. β skal avta ettersom nodene ligger lengre og lengre fra vinnernoden.
For å finne den vinnende noden benyttes et Winner-take-all-system [7]. Syste-
met bygger på at alle signaler som skal sammenlignes, behandles ved de enkelte
nodene. Det eneste som binder sammen de lokale kretsene er et felles signal alle
enkeltkretser i systemet kan sette, men som bare settes av den kretsen med det
største signalet. Kretsen som tilhører vinnernoden, setter det kraftigste signalet på
felleslederen, og de andre kretsene overstyres.
4.5 Lokalt snitt
Nodene i KSNN påvirker hverandre. De påvirker hverandre ved at det dannes
lokale snitt som representerer utgangsverdiene fra de omkringliggende nodene.
Noder som ligger langt borte, har et mindre bidrag enn noder som ligger nærme.
Overgangen er kort fra den biologiske løsningen for å finne det lokale snittet1,
til tilsvarende løsninger i et syntetisk nevralt nett. En node i KSNN tilkobles nettet
på samme måte som sensorene i biologien tilkobles nettet, og dempningen realise-
res med motstander (d.v.s. vekter) mellom nodene. I et todimensjonalt nett vil det-
te se ut som i figur 4.4.
4.5.1 Resistans-konduktans-nett
Den typen nett som skal benyttes for å finne lokalt snitt, kalles resistans-kon-
duktans-nett (RG-nett) [9]. Figur 4.4 viser et todimensjonalt RG-nett. Det ligger
ikke innenfor denne hovedoppgaven å finne en matematisk beskrivelse for nettet,
men det er alt kjent hvordan et éndimensjonalt RG-nett fungerer [9]. Dempningen
n motstander fra signalkilden er gitt ved:
LK 4.2
hvor γ er forholdet mellom signalverdien før (S0) og signalverdien etter (S1)
en motstand. LK 4.2 er en eksponensielt avtagende funksjon. I og med at oppdate-
ringsgraden (β) også skal være en eksponensielt avtagende funskjon, kan RG-nett
benyttes for å finne . Det ene signalet som slipper gjennom Winner-
1.  I menneskets øye finnes det et system for å danne lokale snitt [2 og 9]. Dette
gjøres for å kunne regulere følsomheten lokalt i retina. Det lokale snittet dannes
ved at alle sensorer i øyet påtrykker sin verdi i et nett der det er dempere mellom
tilkoblingspunktene. Den påtrykte verdien vil forplante seg til andre sensorer,
men vil relativt raskt tape verdi ettersom sensorene ligger lenger fra hverandre.
Siden alle sensorer påtrykker og leser av verdiene i det samme nettet og nettet
demper signalene slik at de ikke kan forplante seg lenger enn til de nærmeste sen-
sorene, vil det danne seg lokale snitt.
S
n
γnS0= γ
S1
S0
----=
β j
vinner j,( )
24 Konkretisering av KSNN
take-all-systemet ledes inn i et RG-nett (kalles boblenettet). Parallelt med boblen-
ettet benyttes et annet RG-nett for å sette det lokale snittet (kalles snittnettet).
Funksjonen til de todimensjonale RG-nettene er så lik funksjonen til de éndi-
mensjonale nettene, at de todimensjonale nettene kan benyttes. De todimensjonale
RG-nettet skiller seg fra de éndimensjonale ved at det er et ekstra bidrag i de for-
skjellige punktene i nettet. Bidraget kommer av at signalene kan forplante seg via
flere ruter i RG-nettet. At signalet kan forplantes flere veier betyr også at det orgi-
nale signalet blir fordelt utover flere punkter, som igjen betyr at verdiene i de for-
skjellige punktene blir mindre.
Alle motstandene i RG-nettene er like. Motstandene i et RG-nett kan justeres
mens KSNN er under opplæring, eller etter at KSNN er opplært. Denne justerin-
gen vil endre strekningen et signal vil forplante seg, og dermed gjøre det mulig å
bestemme utstrekningen for boblesonen og hvor mye nodene skal påvirke hveran-
dre.
Siden signalet fra vinnernoden benyttes direkte i boblenettet, vil boblesonen
variere noe. Vinnernodene vil ikke ha den samme styrken på utgangen hele tiden,
og spesielt ikke under opplæring. Det er ikke forsket på hvordan den varierende
boblesonen vil påvirke opplæringen av KSNN. Det er sannsynlig at en sammen-
heng mellom boblesonen og vinnerens verdi, først vil vises i nevrale nett med
mange noder.
FIGUR  4.4 System for å finne lokalt snitt
Motstandene mellom nodene demper signalene fra nodene. Signalene
flyter begge veier gjennom motstandene. Verdien i avlesningpunktene
er summen av alle andre noders verdier, men med forskjellige demp-
ninger. Noder som ligger langt borte har tilnærmet null innvirkning,
og derfor vil verdien i avlesningspunktet representere et lokalt snitt.
Node
Motstand
Avlesningpunkt
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4.6 Feiltoleranse og distrubusjon av signaler
En fellesnevner, og en av de mest attraktive egenskapene ved nevrale nett, er
deres evne til å fungere til tross for feil i nettet. KSNN er også feiltolerant, men ut-
formingen av nettet spiller en stor rolle for graden av feiltoleranse. Kjennetegn for
feiltolerante nett er at de har en parallell oppbygning, og at feil ikke kan forplantes
til mer enn de nærmeste omgivelsene.
KSNN er ikke fullstendig feiltolerant. Til tross for dette kan kan det nevrale
nettet fungere tilnærmet normalt til tross for visse feil. De feilene som kan tolere-
res, er feil som ikke forplantes til mer enn de nærmeste omgivelsene. En node som
ikke fungerer korrekt kan bare påvirke de nærmeste nodene. Unntaket er hvis
noden har en så kraftig verdi at den hele tiden blir valgt som vinnernode.
Siden KSNN bare er satt sammen av noder1, vil alle feil, bortsett fra noder
med fast meget høy verdi, kun påvirke deler av de resterende nodene. Skulle det
være feil ved flere noder, kan større deler av det nevrale nettet bli påvirket. Til
tross for at store deler av det nevrale nettet er ikke-fungerende, eller delvis funge-
rende, kan KSNN fortsatt fungere.
Etter at KSNN er ferdig opplært må man ta hensyn til eventuelle feil. Disse
feilene må registreres for å kunne tas hensyn til senere.
KSNN kan fungere til tross for feil i nodene fordi verdien til nodene ikke dis-
tribueres lenger enn til de nærmeste omgivelsene. For at feil ikke skal ha for stor
påvirkning på resten av nodene må snittnettet dempe signalene, slik at de ikke når
for langt. Under startfaser av opplæringen vil signaler distribueres langt. Feil kan
da påvirke opplæringsprosessen, men vil i de fleste tilfeller kun resultere i en tre-
gere opplæring.
1.  Når vekter og alt som ligger mellom nodene er inkludert i nodene.
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KAPITTEL 5 CMOS transistoren
og UV-hukommelse
Dette kapitlet introduserer CMOS transistoren og de viktigste avviksfak-
torene som påvirker transistorens funksjon. Videre beskrives UV-strukturen
som skal benyttes som hukommelse. Hele dette kapittelet bygger på refer-
ansene [9, 10, 12 og 15].
5.1 CMOS transistoren
Jeg har valgt å benytte de engelske uttrykkene for transistorens terminaler,
gate, source og drain.
Transistorens subterskelområde er lite utnyttet i moderne teknologi.1
Transitorer som benyttes i sitt subterskelområde har egenskaper som gjør det
mulig å bygge systemer som til en viss grad fungerer som biologiske syste-
mer, f.eks. nevrale nett. Det er et problem at det ennå ikke er utviklet metoder
som gjør det mulig å simulere transistorer i subterskelområdet, slik at en en-
kelt simulering gir et sikkert bilde av hvordan kretser vil fungere. Simulering-
ene i denne oppgaven gir en pekepinn på hvordan en krets vil fungere, men en
ferdigkonstruert krets vil som regel avvike relativt mye fra simuleringen av
den.
1.  Et unntak er teknologi som bruker ekstremt lite energi, eksempelvis klok-
ker eller annet som går på batterier.
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5.1.1 Analog CMOS-transistor i subterskelområdet
I subterskelområdet er drain-source strømmen Ids, gjennom en n-kanal
CMOS-transistor gitt ved:
LK 5.1
hvor Vg er gate-spenningen, Vds er drain-source spenningen og I0 er en fysisk
avhengig konstant. Videre er k Boltzmann-konstanten, T er temperaturen og q er
ladningen til de mobile partiklene (elektronene).  kalles den termiske
spenningen og ligger rundt 25mV ved romtemperatur.  er uttrykket for effektivi-
teten av gate-spenningen Vg og  er alltid mindre enn eller lik én.
LK 5.1 gjelder for en n-kanal transistor. P-kanal transistoren følger den sam-
me strømlikningen, bortsett fra at alle spenningene får motsatt fortegn. I en p-
transistor (p-kanal transistor) er ladningsbærerne såkalte hull i stedet for elektro-
ner som i en n-transistor (n-kanal transistor).
5.1.2 Transistorvariasjoner
Like transistorer i integrerte kretser kan variere med en faktor helt opp til to,
og dette gjør det vanskelig å utvikle kretser. Variasjoner blant transistorene fører
til at LK 5.1 gir et dårlig estimat av hva Ids blir. Normalt har to nærliggende trans-
istorer en variasjon på 20%, noe som tilsvarer, i svak inversjon, en variasjon på
gate-spenningen på ca. ±10mV.
Denne mer eller mindre tilfeldige variasjonen av transistorenes dopingsgrad
gjør det umulig å simulere analoge kretser på en tilfredsstillende måte. Variasjone-
ne mellom transistorene vil skape forskjeller mellom ferdigproduserte like kretser.
Det eneste som forebygger variasjoner er å benytte store transistorer, d.v.s. større
transistorer enn dagens teknologi gjør det mulig å lage.
5.1.3 Early-effekt
Utarmingsområdet (deplesjonsområdet) er området mellom transistorens
source- og drain-terminal. Utarmingsområdet rundt de to terminalene er en funk-
sjon av source-substrat og drain-substrat spenningene. Størrelsen på utarmingsom-
rådet rundt drain-terminalen vil øke med økende drain-spenning, og økningen
fører til en forkorting av transistorkanalen. Forkortingen av kanalen fører til at
strømmen i kanalen øker.
Økningen av strømmen som flyter gjennom transistoren som funksjon av
spenningen over transistoren, kalles Early-effekten, illustrert i figur 5.1. LK 5.1
kan utvides til å ta hensyn til Early-effekten:
LK 5.2
hvor V0 er en konstant (Early-spenningen) for en gitt transistorstørrelse. V0 er
krysningspunktet mellom Vds-aksen og ekstrapoleringene av Ids-målingene for en
gitt transistor i metning.
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5.1.4 Substrat-effekt
Substrat-effekten1virker r inn på strømflyten i transistoren Ids, avhengig av
Vgs. Når Vs øker må Vg økes enda mer for å holde Ids konstant for en n-transistor. I
LK 5.2 uttrykker  graden av effektiv gate-spenningen.  utledes ved en lineari-
sering rundt operasjonspunktet for overflatepotensialet [9].
For n-transistorer må man ta hensyn til substrateffekten når transistorens
source-terminal ikke er koblet direkte mot jord. For p-transistor har substrateffek-
ten betydning når transistoren ikke er koblet direkte mot Vdd.
5.2 Analog hukommelse
Jeg benytter en UV-struktur (ultrafiolett lys) for å realisere den langtidshu-
kommelsen som er nødvendig for å lagre vektenes verdier i KSNN. Idéen er å be-
nytte såkalt flytende noder2 hvor spenningen blir satt ved hjelp av silisiumdioksyd
som er ledende når det utsettes for UV-lys. Bruk av UV-lys for å realisere hukom-
melse er et nytt og relativt uutforsket felt, det er derfor ekstra vanskelig å utforme
kretsene rundt hukommelsen.
1.  Substrat-effekten går også under navnene body-effekt eller bulk-effekt.
2.  Den flytende noden er gate-terminalen på en transistor. Gate-terminalen er fly-
tende fordi den ikke er koblet til noe som kan påvirke dens verdi.
FIGUR  5.1 Early-effekt (Kanalforkortning)
Spenningsdifferansen mellom gate-spenningen Vg, og source-spennin-
gen, skaper transistorkanelen hvor Ids passerer fra drain- til source-ter-
minalen, venstre transistor. Substratet ligger under alle gate-terminaler
og rundt alle drain- og source-terminaler.
Transistoren i midten har like deplesjonsområder rundt drain- og
source-terminalene, fordi Vs er lik Vd. Både Vs og Vd er større enn sub-
strat-spenningen. Høyre transistor har størst deplesjonsområde for
drain-terminalen, fordi Vd>Vs.
Kanallengden l, forkortes ettersom deplesjonsområdene blir større og
medfører at Ids blir større.
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Den flytende noden programmeres ved at deler av silisiumdioksydet belyses
med UV-lys. Når silisiumdioksydet belyses med UV-lys vil det lede en meget liten
strøm. Denne strømmen øker eller senker spenningen på den flytende noden. Den
flytende noden må overlappes med et annet ledende lag som har en annen spen-
ning (kontrollspenning) enn spenningen på den flytende noden. Spenningen på det
overlappende laget kontrollerer i hvilken retning programmeringsstrømmen til
den flytende noden skal gå.
Den flytende noden beholder sin lagrede verdi etter at UV-lyset er skrudd av.
Mellom den flytende noden og det overlappende laget dannes det en lastkapasitans
som endrer den flytende nodens verdi ettersom det overlappende laget endrer sitt
potensiale. Dette skjer uansett om lyset er på eller ikke. For å motvirke endringer
på den flytende noden, som følge av endringer på det overlappende laget, må det
skapes en motsatt kapasitans. Dette oppnås v.h.a. to overlappende lag ved siden av
hverandre, d.v.s. at det kobles to kondensatorer til den flytende noden. Ved hjelp
av de to kondensatorene kan effekten den ene kondensatoren har på den flytende
noden kanselleres av den andre; kapasitiv kansellering. Kapasitiv kansellering rea-
liseres ved at påvirkningen den ene kondensatoren har på den flytende noden nøy-
traliseres ved at den andre kondensatoren har en nøyaktig omvendt påvirkning.
For at kondensatorene skal kansellere hverandre må spenningsdifferansen over
kondensatorene være like store. Når spenningen over en av kondensatorene endres
må spenningen til den andre kondensatoren endres tilsvarende, men i omvendt ret-
ning.
Figur 5.2 viser utlegget av en UV-struktur. De to overlappende lagene er i
poly2, mens den flytende noden er i poly1. Alt dekkes av metall2 bortsett fra et lite
område hvor UV-lyset slippes gjennom for å gjøre silisiumoksydet ledende mel-
lom poly1 og poly2. Spenningene på de to poly2-lederene har betegnelsene Vcap
og Vcg mens den flytende noden har betegnelsen Vfg1.
Vfg skal alltid ligge like langt fra Vcap som Vcg, og den ene poly2-lederen skal
ha større spenning enn poly1-laget, mens den andre poly2-lederen skal ha mindre
spenning enn poly1-laget. Endres Vcg, skal Vcap endres tilsvarende, men i motsatt
retning. De to poly2-lederne må dekke over poly1-laget med like store areal og de
må ha lik form for at man skal oppnå kapasitiv kansellering.
5.2.1 Lekkasje av UV-lys
Det har vist seg ved målinger at UV-lyset sprer seg under det beskyttende me-
tallaget [15]. Denne spredningen av UV-lyset påvirker andre kretser som ligger i
nærheten av UV-hullet i metall2. For å skjerme kretsene rundt UV-hullet kobles
metall1 og poly1 sammen som vist i figur 5.3.
5.2.2 Elektrisk modell [12]
Figur 5.4 viser den elektriske modellen for en UV-stryktur. Betegnelsene som
er benyttet i figur 5.2 er også vist i figur 5.4.
1.  Jeg benytter de engelske betegnelsene for spenningene [[10] og [12]], videre vil
alle betegnelsene som benyttes i dette avsnittet bli benyttet i resten av denne opp-
gaven.
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R2 modellerer konduktansen som oppstår mellom poly2-lederen Vcg, og
poly1-lederen Vfg. I tillegg er det parasittkonduktans til andre lag, f.eks. substratet
og metall2-lag. Dersom både metall2 og substratet er koblet til jord, modellerer R1
parasittmotstanden til jord. C1 og C3 modellerer hennoldsvis kapasitansen mot
jord for den flytende noden og for kontroll-noden. C2 er kapasitansen mellom den
flytende noden og kontroll-noden.
FIGUR  5.2 Utleggsskisse av UV-struktur
Den flytende noden Vfg er i poly1. To ledere i poly2 krysser Vfg, hen-
holdsvis Vcg, som påtrykker kontrollspenningen, og Vcap som kan anv-
endes til å eliminere den totale last kapasistansen på den flytende
noden. Utlegget dekkes med et metall2-lag, med unntak av de stedene
UV-lyset skal slippes gjennom. Åpningene i metall2 kalles UV-hull.
Metall2
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Flytende node
Vfg
Poly1
Vcap Vcg
UV-hull
FIGUR  5.3 Utleggsskisse av skjerming rundt et UV-hull
Kontakten mellom poly1 og metall1 danner et hinder for UV-lys som el-
lers kunne ha påvirket kretser rundt UV-hullet.
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Poly 1 og Metall 1
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C1 og C3 er antatt konstante, mens C2 vil variere fordi Vfg er koblet til gate-
terminalen til en CMOS transistor. CMOS transistoren er inngangstrinnet til en
spenningsfølger eller en lignende krets. For en gitt bølgelengde UV-lys er strøm-
men gjennom R1 og R2 gitt ved [10]:
Den statiske konduktansen er:
De dynamiske konduktansene er:
Videre er tidskonstanten gitt ved:
, ,  og  er konstanter fordi at C1 og C3 er antatt konstante.
Modellen viser at konduktansen mellom kontrollnoden og den flytende noden
er ikke-lineær og avhengig av spenningsforskjellen mellom Vfg og Vcg. Dette med-
fører at konduktansen stadig blir mindre (motstanden vil øke) ved avtagende spen-
FIGUR  5.4 Elektrisk modell for UV-struktur når den utsettes for UV-lys
Vfg er den flytende noden, mens Vcg (eller tilsvarende Vcap) er den spen-
ningen som blir satt for å endre verdien på den flytende noden. Når UV-
lyset fjernes vil motstandene R1 og R2 få en uendelig motstand. C1, C2 og
C3 modellerer kapasitanser som alltid vil være til stede.
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ningsforskjell mellom Vfg og Vcg. Vfg kan aldri bli helt lik Vcg fordi motstanden vil
bli så stor at det ikke lenger vil kunne flyte en strøm mellom den flytende noden og
kontrollnoden.
I den senere tid har målinger vist at den teoretiske modellen ikke beskriver
strømmen som ledes til den flytende noden eksakt [15]. Det er nå utviklet et nytt
uttrykk med målingene som basis. Disse målingene viser at strømmen gjennom R2
kan beregnes ved følgende uttrykket:
LK 5.3
I alle simuleringer vil følgende verdier bli benyttet: G = 1.0 10-16S,
g = 3.0 10-17S, Itap = 9 10-18A og V0 = 0.2 volt.1 Alle simuleringer vil bli utført i
Hspice.
1.  Fordi simuleringer med og uten Itap ikke viser forskjeller av betydning, vil Itap
bli satt til null under simuleringene av minnestrukturen.
I Itap GV V0 G g–( )
V
V0
-----tanh–+=
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KAPITTEL 6 KSNN på
transistornivå
Dette kapitlet vil ta for seg de løsningene jeg har valgt på transistornivå. Alle
kretsene er simulert i Hspice, og noen av kretsene er testet.
6.1 Generelle valg og begrensinger på transistornivå
De kretsløsningene jeg har valgt har det til felles at jeg ønsker å benytte
strøm for å distribuere informasjon innad i kretsen og i grensesnittet mot uten-
verdenen. Strømløsninger har en rekke egenskaper som gjør det til et naturlig
valg for meg. Videre er det enkelt å gjøre en rekke matematiske operasjoner
med strøm. Strøm kan representere negative og positive signaler, og strøm på-
virkes ikke så lett av støy. Avvik i kretsene skaper ikke så store variasjoner
som for løsninger hvor spenning benyttes.
I noen tilfeller er det imidlertid fordelaktig å benytte spenninger som den
informasjonsbærende delen av signalet. Dette gjelder spesielt i områder hvor
et signal skal distribueres til mange kretser. Inngangsvektoren er et signal som
benyttes av mange kretser. I tilfeller hvor det er klart gunstigst å benytte spen-
ninger for å distribuere signaler vil jeg benytte meg av det.
Inngangsvektoren ξ i KSNN kan peke i en vilkårlig retning. Jeg har valgt
å begrense dette til at den må ligge innen 1.kvadrant. Valget er gjort for å for-
enkle og minimere kretsene som skal benyttes i de enkelte nodene.
6.2 Målinger
I vedleggene A og B beskrives hendholdsvis metoden som benyttes for å
lese av nodenes verdier og utlegget av KSNN. Målingene er foretatt på fire
forskjellige kretser; krets 2, 6, 8 og 11, av de i alt 12 kretsene. Jeg valgte kret-
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sene på bakgrunn av prøvemålinger som viste at det var de som hadde best sam-
svar med forventede resultater.
Resultatet av de målingene jeg har gjort viser at den lagrede verdien i de en-
keltsående vektene er: For krets 2 13.5nA, for krets 6 2.11µA, for krets 8 -16pA
og for krets 11 118pA. Den negative verdien for krets 8 kommer av at den lagrede
spenningen er lavere enn jord, og p-transistoren på utgangen vil da trekke litt
strøm.
Utlegget av KSNN muligjør ikke målinger som tilsvarer de simuleringene
som er vist i dette kapitlet. Med dette menes at simuleringene er gjort av mindre
deler av KSNN enn målingene.
6.3 Summering av signaler og signalflyt mellom kretser
Kirchhoffs strømlov sier at alle strømmer som flyter til et punkt er lik alle
strømmer som flyter fra det samme knutepunktet. Når strømsignalene i KSNN
skal legges sammen, ledes derfor bare strømmene sammen.
Selv om det er strømmen som det er informasjonsbærende elementet, er det
ikke likegyldig hvilken spenning strømmen har. Det er alltid en avgjørende faktor
for alle kretsene som benyttes i dette nevrale nettet, at spenningene på lederne lig-
ger innenfor de arbeidsområdene kretsene er konstruert for.
Det er gunstigst om spenningene på lederne, som leder strømmer mellom de
enkelte kretsene, ligger halvveis mellom jord og Vdd. Da unngår, eller man mini-
malisere mange av de effektene som er beskrevet i avsnitt 5.1.
6.4 RG-nett
RG-nett er delvis beskrevet i avsnitt 4.5.1, og venstre del av figur 6.1 viser
prinsippet for bruk av RG-nett i KSNN.
FIGUR  6.1 RG-nett [3]
Venstre del viser hvordan RG-nett benyttes i KSNN, og hvordan
nodene kobles sammen. Høyre del viser en forstørrelse av området
rundt en node. Transistorene virker som motstander.
VR VG
Re
Re
Ge
Node
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Selv om det er strøm som ledes inn i et RG-nett, er det spenningene i de for-
skjellige tilkoblingspunktene som representerer det lokale snittet. Spenningen i de
forskjellige tilkoblingspunktene skapes av spenningsfallet over motstandene som
leder strømmen bort fra det punktet der strømmen ledes inn i nettet.
Motstandene forbinder de forskjellige punktene i RG-nettet. Motstandsverdi-
en Re til motstandene, bestemmer hvor stort spenningsfallet er fra punkt til punkt.
En stor motstandsverdi gir store spenningsfall over motstandene. Verdiene i nettet
vil variere mer, og i det punktet strømmen ledes inn i nettet vil spenningen være
stor. Tilsvarende vil spenningene i RG-nettet øke med størrelsen på strømmen som
ledes inn i nettet. Dette vises i figur 6.2.
Motstandene Ge, som tapper strøm fra nettet, påvirker hvor langt en gitt strøm
kan flyte i et RG-nett. Det tappes mest strøm i de punktene som har høyest spen-
ning, og det oppstår et ikke-lineært verditap, se figur 6.2.
Når motstandsverdiene i et RG-nett endres, vil spenningsverdiene i nettet en-
dres. Kretsene, som benytter informasjonen i et RG-nett, må derfor kunne kalibre-
res slik at de kan fungere som forventet for høyst varierende arbeidsområder. Hvis
ikke kretsene som benytter informasjonen i RG-nettene kalibreres, kan nodenes
verdier domineres sterkt, eller totalt av den lokale snittverdien. Videre kan oppda-
teringsgraden under programmeringsfasen bli gal.
RG-nett hvor motstandene er realiserte med bare én transistor, er meget
følsomme og ustabile. Løsningen medén transistor kan benyttes i nevrale nett med
få noder, fordi det da ikke stilles like strenge krav til nøyaktige boblesoner. Jeg har
FIGUR  6.2 Simulering av et éndimensjonalt RG-nett
De to forspenningene er satt fast: VR er 0.8V og VG er 0.8V. Kurven vis-
er spenningen i nettet for fire forskjellige strømmer som ledes inn i
nettet.
V0 V1 V2 V3 V4 V5
Volt
Spenningen n
plasser fra
det punktet
265nA, Iin ved V0.
104nA
64nA
39nA
Iin 265nA 104nA 64nA 39nA
V0 19,5mV 6,3mV 3,7mV 2,2mV
V1 6,1mV 2,3mV 1,4mV 827µV
V2 2,2mV 849µV 5,8mV 313µV
V3 827µV 318µV 197µV 119µV
V4 313µV 122µV 75µV 45µV
V5 119µV 46µV 28µV 17µV
der strømmen
ledes inn i
RG-nettet.
Vn
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valgt å benytte HRes-motstander [9]. De tar større plass, men er mer forutsigbare,
har et større lineært arbeidsområde og er enklere å kontrollere.1
6.4.1 Beskrivelse av HRes-motstanden (Horizontal Resistor)
En HRes-motstand består bare av transistorer. Den største delen av kretsen er
Bias-kretsene som setter gate-spenningene Vg1 og Vg2, vist i figur 6.3. Motstanden
i HRes-kretsen settes ved å variere forspenningen til Bias-kretsene.
Dersom spenningsdifferansen mellom V1 og V2 ikke er større enn én til to
volt, er motstandsverdien for en HRes-motstand gitt ved følgende uttrykk [9]:
R forblir tilnærmet konstant så lenge transistorene opererer innenfor det line-
ære området. Hvis transistorene går i metning, er de ikke lenger i stand til å lede
nok strøm, og HRes-motstanden er ikke lenger lineær.
1.  I resten av hovedoppgaven vil betegnelsen HRes-nett bety RG-nett hvor mot-
standene er realiserte ved HRes-motstander.
FIGUR  6.3 Skjematisk HRes-motstand
Strømmen flyter mellom V1 og V2. Vg1 og Vg2 setter motstandsverdi-
en. Spenningene Vg1 og Vg2 skapes av Bias-kretser.
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6.4.2 Beskrivelse av Bias-kretsen [9]
En Bias-krets benyttes for å generere den gate-spenningen som en gitt transis-
tor må ha for å lede en viss strøm , vist i LK 6.1. Den transistoren man ønsker
skal føre  må være lik Qd i figur 6.4.
Motstandsverdien i en HRes-motstand er avhengig av Vg1 og Vg2, som samti-
dig kontrolleres av Ib. Man kan altså bestemme motstandverdien i en HRes-mot-
stand ved å variere Vb. Sammenhengen mellom Ib og strømmen som passerer
HRes-motstanden blir:
LK 6.1
hvor V1, V2, Vg1 og Vg2 er parametere hentet fra figur 6.4.
6.4.3 Transistorskjema for HRes-nettet
HRes-nettene som benyttes er todimensjonale. Signaler fra en node vil for-
plante seg fire veier, og det trengs med andre ord tre HRes-motstander per node1.
Figur 6.5 viser grensesnittet mellom et HRes-nett og en node i KSNN. Videre vi-
ses bare halve HRes-motstander, d.v.s. en Bias-krets og de transistorene denne på-
virker. Ettersom fem og fem av motstandene i et todimensjonalt HRes-nett er
koblet sammen ved en node i det nevrale nettet, holder det med én Bias-krets per
node.
1.  Det trengs tre HRes-motstander fordi en benyttes for å lede strøm mot jord og
to benyttes for lede strøm til/fra to andre noder.
Ib 2⁄
Ib 2⁄
FIGUR  6.4 Bias-krets
Bias-kretsen er en spenningsfølger med en ekstra diodekobling ved ut-
gangen. Diodekoblingen skaper den ønskede spenningsdifferansen
mellom Vg og Vnode.
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Vb
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Jeg valgte å benytte samme reguleringssignal for alle motstander i et HRes-
nett. Dette begrenser mulighetene for å kontrollere HRes-nettet, men til gjengjeld
tar HRes-nettet mindre plass. Videre er motstanden, som går til jord, forenklet til
bare å bestå av en halv HRes-motstand, fordi den andre delen er overflødig.
En vanlig transkontduktansforsterker1 brukes til å lese verdiene ut fra HRes-
nettet. Det benyttes en virtuell jord for å flytte opp arbeidspunktet til HRes-nettet,
slik at det blir lettere å koble det sammen med andre kretser. I trans.ampen er det
1.  Videre i denne hovedoppgaven benyttes trans.amp istedenfor transkonduktans-
forsterker.
FIGUR  6.5 Transistorskjema for en nodes del av et HRes-nett
Figuren viser hvordan en nodes utgang kobles til et HRes-nett, og
hvordan verdien i HRes-nettet avleses. Bias-kretsen Q1 til Q4 og Qg, er
halvdelene av HRes-motstandene, som er koblet opp mot andre noder
eller jord. Det blir benyttet en virtuell jord for å flytte opp arbeidsområ-
det til HRes-nettet.
Bias krets
Trans.amp.
Ti
l/f
ra
 a
nd
re
 n
od
er
Node Forspenning
Forspenning
Virtuell jord
Utgangsstrøm
Qg
Q3
Q4
Q2
Q1
KSNN på transistornivå 41
benyttet p-transistorer på inngangene, fordi trans.ampen da kan fungere med lave-
re spenning på utgangen enn om trans.ampen var laget med n-transistorer på inn-
gangene. Det er gunstig for videre sammenkobling, at utgangen til trans.ampen
kan ha lav spenning.
Ettersom verdiene i HRes-nettet varierer sterkt etter hva motstandene er satt
til, kan responsen i trans.ampen reguleres. Avlesningen av HRes-nettet kan juste-
res slik at utgangsstrømmen fra trans.ampene ikke overstrømmer nodene i det nev-
rale nettet.
6.4.4 Simuleringer og målinger
Alle simuleringer er gjort på enten én sirkel med 12 HRes-motstander eller et
HRes-nett med  tilkoblingspunkter. Den virtuelle jorden er satt til 2 volt,
forspenningen til Bias-kretsen er 0.65 volt og forspenningen for trans.ampen er
4.20 volt.
Grunnet feil i tidsmultiplekseren vet jeg ikke hvilke noder jeg leser av ut-
gangsverdien på, se vedlegg A. Denne feilen gjør det umulig å måle responsen i
HRes-nettene som konsekvens av hva nodenes verdier er satt til å være. Derimot
er det mulig å måle hvordan verdiene endres som følge av endrede forspenninger
til Bias-kretsen og trans.ampen.
Simuleringer i Hspice1 har vist at det er gunstig å la Qg være halvparten så
stor som de resterende transistorene, Q1 til Q4. Blir Qg større, vil signalene i
HRes-nettet ikke forplante seg gjennom mer enn to motstander før signalene i net-
tet er redusert til ubetydelige verdier.
6.4.4.1 Simuleringer hvor det bare ledes strøm til ett punkt i HRes-nettet
I begge simuleringene, som er vist i figurene 6.6 og 6.7, er
inngangsstrømmene like. Simuleringene viser at HRes-nettet ikke er lineært, fordi
det demper signalene i økende grad. Denne dempningen er gunstig, i det ekstreme
avvik innad i det nevrale nettet dempes slik at de ikke gjør så stor skade.
Som forventet viser simuleringene at tapet er størst for det todimensjonale
HRes-nettet, se avsnitt 4.5.1. Videre har det todimensjonale nettet et mer lineært
verditap ettersom inngangsstrømmen avtar. Denne lineariteten gjør HRes-nettet
mindre følsomt for avvik mellom motstandene i et virkelig HRes-nett.
6.4.4.2 Simuleringer med flere signaler som ledes til forskjellige steder i HRes-
nettet
Et signal som ledes til et tilkoblingspunkt i et HRes-nett skaper forskjellige
verdier i de andre tilkoblingspunktene i HRes-nettet. Ledes det flere signaler til
forskjellige tilkoblingspunkter i et HRes-nett, er verdien i et gitt punkt summen av
de verdiene som de forskjellige kildene skaper i dette punktet. Dette er simulert i
figur 6.8.
1.  Alle plottene som Hspice genererer etter en simulering, baseres i horisontalret-
ningen på tid, d.v.s. at hvis en simulering er gjort over en periode på 100 millisek-
under og en inngang endres lineært fra 40nA til 0nA, så vil inngangen endres med
0.4nA per millisekund.
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Simuleringen i figur 6.8 viser hvordan sagtannsignalet er sterkest i midten av
nettet (det tredje nederste plottet) og hvordan det lineært avtagende signalet har
størst påvirkning i tilkoblingspunkt P11 (vist ved nest øverste plotts kraftigste sig-
nal). Forplantningen fra P11 vises tydligst i punktene rundt P11, d.v.s. P12, P15, P21,
P22, P25, P51, P52 og P55.
Verdiene i de enkelte tilkoblingspunktene er, som forventet, summen av alle
signaler som har forplantet seg til tilkoblingspunktet. Dette vises ved at verdiene i
alle tilkoblingspunktene avtar over tid, og videre ved at verdien i alle tilkobling-
spunktene følger sagtannpulsens variasjoner i forskjellig grad.
6.4.4.3 Endring av forspenninger
Ved å regulere forspenningen til Bias-kretsene endrer motstandsverdiene i
HRes-nettet seg. Figur 6.9 viser en simulering av utgangstrømmen for tre forskjel-
lige tilkoblingspunkter i HRes-nettet med  tilkoblingspunkter. Forspenningen
til Bias-kretsene variere fra 0.5 til 0.9 volt.
Som forventet viser simuleringene i figur 6.9 at verdiene i HRes-nettet avtar
med mindre motstandsverdier, d.v.s. med økende Bias-forspenning. Videre bekref-
FIGUR  6.6 Sirkel med 12 HRes-motstander/tilkoblingspunkter
HRes-nettet er en sirkel med 12 tilkoblingspunkter. Et signal som ledes
inn til et tilkoblingspunkt forplanter seg to veier, fra f.eks. tilkobling-
spunktet P1 til P6, og fra P1 via P12 til P7. Verdiene blir like begge veier.
Responsen vises bare for de seks første tilkoblingspunktnene, da to og
to tilkoblingspunkter er like. Responsen i HRes-nettet (nederste plott)
skyldes en strøm (øverste plott) som ledes til tilkoblingspunkt P1.
5 5⋅
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ter målingene i figur 6.10 simuleringnene1. Målingene som er foretatt, er gjort i et
HRes-nett med tre ganger tre tilkoblingspunkter, og med ukjente
inngangsstrømmer. Inngangstrømmene er i hovedsak avhengige av strømmene
som trans.ampene genererer. Dette vises ved at verdiene i HRes-nettet faller til
null når forspenningen til trans.ampene skrus så høyt at trans.ampene ikke lenger
fungerer2.
Målingene i HRes-nettet viser at nettet bare fungerer som forventet så lenge
Bias-kretsene er i svak inversjon, d.v.s. at alle tilkoblingspunktene i HRes-nettet
inntar den samme høye gale verdien når forspenningen til Bias-kretsene blir for
høy. Videre viser målingene at så lenge Bias-kretsen er i svak inversjon, avtar ver-
diene i HRes-nettet med mindre motstandsverdier, og at det lokale snittet er for-
1.  Det er gjort en feil i utlegget av Bias-kretsene; kretsene er koblet mot den vir-
tuelle jorden istedenfor den normale jorden. Dette fører til at forspenningen må
flyttes opp, og at Bias-kretsene ikke vil fungere optimalt.
2.  Det er trans.ampene som i hovedsak generere strøm. Dette fordi jeg ikke har
klart å programmerer nodene, forklart i avsnitt 6.8.
FIGUR  6.7 HRes-nett med  tilkoblingspunkter
HRes-nettet er på fem ganger fem tilkoblingspunkter. Tilkobling-
spunktene P11, P15, P51 og P55 er hjørnene. P33 er tilkoblingspunktet i
midten av nettet. Inngangsstrømme (øverste plott) ledes til tilkobling-
spunkt P11. Figuren viser utgangsstrømmene til de diagonale
tilkoblingspunktene til P11, d.v.s. P11, P22 og P33.
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skjellig i ulike tilkoblingspunkter. Bias-kretsen er i svak inversjon når
forspenningen til Bias-kretsen ligger mellom 2 og 3 volt. Det er i dette spenning-
sområdet at målingene viser at verdiene i HRes-nettet er som forventet. Siden det
hovedsakelig er trans.ampene som generer strømmene som ledes inn i HRes-net-
tet, så er det avvik mellom trans.ampene som fører til forskjellige verdier i
tilkoblingspunktene.
I et normalt fungerende nevralt nett er det summen av den veide inngangsvek-
toren, og strømmen fra trans.ampen som ledes til et tilkoblingspunkt i HRes-nettet.
Selv om avvik i trans.ampene ikke vil gi så store utslag som målingene viser, så vil
det være merkbare forskjeller. Under opplæring av det nevrale nettet vil avvik til
en viss grad absorberes ved at justeringen av vektene opphever avviket. Denne
FIGUR  6.8 HRes-nett med  tilkoblingspunkter og to inngangsstrømmer
Øverst er de to inngangsstrømmene vist. Sagtannsignalet ledes til
tilkoblingspunkt P33, mens det andre signalet ledes til P11.
De resterende plottene er alle tilkoblingspunktene i HRes-nettet, split-
tet opp i fem grupper. De fem tilkoblingspunktene, som ligger ved
siden av hverandre på en linje, utgjør én gruppe. Nest øverste plott
viser tilkoblingspunktene P11 til P15, og nederste plott viser tilkobling-
spunktene P51 til P55.
Denne simuleringen er ikke foretatt for å vise de enkelte tilkobling-
spunktenes verdier. Simuleringen er gjort for å vise den generelle ut-
viklingen i HRes-nettet når det ledes to forskjellige strømmer til nettet.
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nøytraliseringen av avviket fungerer også etter at det nevrale nettet er ferdig opp-
lært.
Informasjonen som kan trekkes ut fra målingene er ikke tilstrekkelig nok for
en evaluering av HRes-nettet. For å få gode målinger må det resterende nevrale
nettet fungere korrekt, og Bias-kretsene må legges ut korrekt. Videre kan bedre
kontroll av HRes-nettet kunne gi et bedre fungerende HRes-nett. Det må med an-
dre ord være mulig å kontrollere både motstandsverdiene mellom nodene, og mot-
standsverdiene mot jord individuelt.
FIGUR  6.9 Simuleringer av HRes-nett med varierende forspenning for Bias-kretsen
Forspenningen varierer fra 0.5 til 0.9 volt. Utgangsstrømmen for
tilkoblingspunktene P11, P12 og P35 blir vist (P11 øverste plot). Det ledes
hele tiden en strøm på 40nA til tilkoblingspunkt P11.
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FIGUR  6.10 Målinger av spenninger i snittnettet
Målingene er foretatt av to tilkoblingspunkter som ligger to ledd fra
hverandre i HRes-nettet/snittnettet. I begge målingene er den virtuelle
jorden lik 2.0 volt, V2 1.04 volt (V2 tilsvarer I2 for énkvadrants-multip-
likatoren), og ξ er null lang. Målingene er gjort på krets 6. Aksene viser
henholdsvis forspenningen til Bias-kretsene og trans.ampene.
Målingen illusterer spenningsfallet mellom to punkter i HRes-nettet.
Spenningsfallet gjenspeiler dempningen mellom målepunktene, d.v.s.
som følge av forskjellige forspenninger.
2
2.5
3
3.5
4
4.5
5
0
1
2
3
4
5
1
1.5
2
2.5
3
3.5
4
4.5
Bias (Volt)Avlesning (Volt)
Vo
lt
2
2.5
3
3.5
4
4.5
5
0
1
2
3
4
5
1.5
2
2.5
3
3.5
4
4.5
Bias (Volt)Avlesning (Volt)
Vo
lt
KSNN på transistornivå 47
6.5 Subtraktor
For å trekke én strøm fra en annen, må fortegnet til den ene strømmen endres.
Det er den lagrede verdien i en vekt som skal trekkes fra et element i inngangsvek-
toren, se figur 4.3.1 Inngangsvektoren brukes i mange vekter. Den er derfor repre-
sentert med en spenning. Figur 6.11 viser hvordan transistorskjemaet til
subtraktoren skal være.
Multiplikatoren som benytter signalene fra subtraktoren er en tokvadrants-
multiplikator, og den er bygget slik at den må ha to like signaler inn. De to utgan-
gene til subtraktoren benyttes til hendholdsvis å trekke strøm fra Vdd, eller lede til
å strøm til jord. Bare én av utgangene vil derfor lede strøm av gangen, og den som
leder til jord leder positive signaler mens den andre leder negative.
6.5.1 Simulering
I de simuleringene som er foretatt, er ξi representert som en strøm. Strømmen
omgjøres til en spenning ved hjelp av en diodekobling, det samme som vil bli gjort
i det ferdige nevrale nettet.
Figur 6.12 viser en simulering hvor utgangene til subtraktoren ledes gjennom
to diodekoblinger, henholdsvis mot jord og Vdd. Det benyttes diodekoblinger til-
svarende steder i det ferdige utlegget av hele det nevrale nettet.
De to nederste plottene i figur 6.12 viser at subtraktoren, lineært og nøyaktig,
trekker den ene strømmen fra den andre. Den ene utgangen leder bare negative
1.  Jeg har valgt at inngangsvektoren alltid skal være positiv, det kan med andre
ord ikke bli lagret negative verdier. Gitt disse to faktorene, vil LK 4.1 garantere at
det ikke blir noe annet enn positive strømmer som skal trekkes fra hverandre.
FIGUR  6.11 Utlegg for en subtraktor
Subtraktoren trekker Mij fra ξi. ξi er representert ved en spenning mens
Mij er representert ved en strøm. Mij kopieres, deretter trekkes Mij fraξi. Subtraktoren har to like utganger fordi signalet behøves to steder.
Mij
ξi
ξi-Mij
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signaler, mens den andre overtar når signalet blir positivt. Det er et lite overlapp
som skyldes spenningsforskjellen på de to utgangene. Diodekoblingene på utgan-
gene setter henholdsvis høy og lav spenning på utgangene. Hadde spenningen på
utgangene vært like, ville det ikke ha vært overlapp i det hele tatt.
Det er også en liten forskjell mellom maksimalutslagene på utgangene. Den
positive utgangen oppnår en strøm i overkant av 10nA, mens den negative ligger i
underkant av -10nA. Det skulle ha vært nøyaktig ±10nA i begge tilfellene. For-
skjellen skyldes effekter jeg har beskrevet i avsnitt 5.1, og spesielt gjør Early-ef-
fekten seg gjeldene (se avsnitt 5.1.3).
Avviket mellom de to utgangene til subtraktoren, vil i teorien føre til at positiv
endring av den lagrede verdien i vektene vil gå litt fortere enn en negativ endring.
I et utlagt nevralt nett vil avvik i andre kretser og avvik i subtraktoren som ikke vi-
ses i simuleringen, forårsake mye større variasjoner i negativ eller positiv retning.
Man kan, med andre ord, se bort fra avvikene som vises i denne simuleringen.
FIGUR  6.12 Simulering med store strømmer på inngangene til subtraktoren
ξi og Mij er to trekantsignaler. ξi er øverst, og Mij er nest øverst. Mij
trekkes fra ξi. UT1 og UT2 er henholsvis den negative og den positive
utgangen.
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6.6 Multiplikator
Det vil bli brukt to typer multiplikatorer, en énkvadrants- og en tokvadrants-
multiplikator. Figur 6.13 viser den generelle oppbygningen for multiplikatoren
som vil bli benyttet [11]1. Kretsen er bygget rundt strømspeil hvor spenningene
rundt de enkelte transistorene varierer individuelt, og skaper den ønskede multi-
pliserende kretsen, se avsnitt 6.6.1.
Så lenge transistorene opererer i svak inversjon, gjelder dette uttrykket for
kretsen i figur 6.13:
LK 6.2
Ulempen med kretsløsningen i figur 6.13 er den ekstra lederen som må til for
å sette I2. På den annen side, er det gunstig å kunne skalere utgangssignalene slik
at utgangssignalene ligger innenfor andre kretsers arbeidsområde. Videre har mul-
tiplikatoren et stort lineært område, og den tar liten plass.
1.  Det er ingen PN-overganger i en CMOS-transistor, men overgangen mellom
gate- og source-terminalene til en CMOS-transistor, tilsvarer PN-overgangen i en
PNP- eller NPN-transistor. Man kan derfor utlede multiplikatoren som om den
hadde transistor med PN-overganger. I denne hovedoppgaven tilsvarer en trans-
istorovergang i en CMOS-transistor, én PN-overgang..
FIGUR  6.13 Enkel multiplikator
Multiplikatoren multipliserer Ii med I1, og deler på I2. Utgangen er Io.
Pilene i kretsen til høyre illustrerer retningen på transistorovergan-
gene, som benyttes i utledningen av kretsen.
Ii Io
I1 I2
I
o
Iie
κ V1 V2–( ) V0⁄ IiI1 I2⁄= = for V0 kT q⁄=
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6.6.1 Inngående forklaring av multiplikasjonskretsen [11]
Det translineære prinsippet sier at summen av forspenninger over PN-over-
ganger i en lukket krets er null.
LK 6.3
Det er et enkelt forhold mellom forspenningen over en transistor og strømmen
som transistoren slipper gjennom:
LK 6.4
Kombinasjonen av LK 6.3 og LK 6.4, gir følgende uttrykk som kan brukes
for å vise multiplikatorens funksjon:
LK 6.5
Multiplikatoren til høyre i figur 6.13 består av to lukkede kretser1. Uttrykkene
for de to lukkede kretsene er gitt ved LK 6.5, og kan settes sammen til:
Det er viktig å huske at en rekke konstanter er sløyfet i disse beregningene. Io
vil derfor bli skalert. Dette kan motvirkes ved å justere I2.
6.6.2 Énkvadrants-multiplikator
Det er enkelt å realisere énkvadrants-multiplikatoren. Kretsen i figur 6.13 be-
nyttes direkte, og utgangen snus, slik at utgangsstrømmen kan benyttes av andre
kretser. Snuingen av utgangsstrømmen gjøres med ett enkelt strømspeil. Videre er
det benyttet en spenning for å representere inngangsvektoren av samme årsak som
for subtraktoren i avsnitt 6.5.
Transistorskjemaet i figur 6.14 har p-transistorer som er dobbelt så brede som
n-transistorene, men dette gjelder ikke Q2. Utgangen fra multiplikatoren er den
veide verdien av et element i inngangsvektoren ξ. Alle de veide enkeltelementene
summeres ved at alle utgangene fra multiplikatorene kobles sammen. Den totale
summen av de veide signalene ledes til en diodekobling, for så å bli kopiert og le-
det ut som nodens utgangsverdi.
1.  En lukket krets er f.eks. én av de to veiene man kan følge fra Ii, ved å følge pilene
i figur 6.13, til jord.
Vk
k 1=
n
∑ 0=
I eV≈
V ln I( )≈
ln Ik( )
1=
n
∑ 0=
Ik
k 1=
n
∏ 1=
iIiI1I1 IoIoI2I2=
I
o
I1
I2
--- Ii=
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6.6.3 Tokvadrants-multiplikator
Tokvadrants-multiplikatoren brukes til å multiplisere den lokale verdien i
boblenettet β, med utgangsverdiene fra subtraktoren i vektene. Dette er en tokva-
drants-multiplikator fordi subtraktoren generer både nagative og positive
strømmer.
Jeg valgte å benytte to énkvadrants-multiplikatorer hvor den ene multiplikato-
ren trer i kraft i det den andre slutter å fungerer1, d.v.s. signalet fra subtraktoren
bytter leder. Den ene énkvadrants-multiplikatoren er snudd i forhold til den andre,
d.v.s. strømmene går de andre veiene, og n- og p-transistorene er byttet om.
Utgangen til 1.kvadrants-multiplikatoren må snus. Utgangene til de to enkelt-
stående énkvadrants-multiplikatorene kobles så sammen til én felles utgang.
Som vist i figur 6.15 er β representert ved en spenningsdifferanse. Dette er
gjort fordi β benyttes mange steder, og fordi verdien må snus for å bli brukt i beg-
ge énkvadrants-multiplikatorene. Videre valgte jeg å ikke snu I2 på stedet, men å
distribuere én negativ og én positiv variant av I2.
1.  De to énkvadrants-multiplikatorene vil henholdsvis bli omtalt som
1.kvadrants-mulitiplikatoren og 2.kvadrants-multiplikatoren, eller første- og an-
dre-kvadrants-multiplikatorene..
FIGUR  6.14 Énkvadrants-multiplikator
Transistorskjemaet til énkvandrants-multiplikatoren som benyttes for
å veie ξi. M er den lagrede verdien i de enkelte vektene, og V2 gener-
eres én gang i hver node, d.v.s. det eksisterer mange multiplikatorer
for hver V2 som blir generert.
I2
V2
ξι
M
ξi M/I2
Q2
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FIGUR  6.15 Tokvadrants-multiplikator
Tokvadrants-multiplikator som består av to énkvadrants-multiplika-
torer. Multiplikatoren multipliserer β med differansen mellom et ele-
ment i inngangsvektoren ξi, og den lokale lagrede verdien. β er
representert med en spenningsdifferanse. Som for énkvadrants-mul-
tiplikatoren blir V2 generert én gang per node, men V2 er ikke den
samme V2 som for énkvadrants-multiplikatoren.
I2
ß ganger ξi-M
I2
ξi-M
ßp
ßn
Omformer diff. ß
til strømmen ß.
V2
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6.6.4 Generering av β
Ettersom β skal representeres med to spenninger, βp og βn, må trans.ampen,
som benyttes for å lese ut den lokale verdien i boblenettet, modifiseres noe1. Fig-
urene 6.5. og 6.16 illustrerer henholdsvis trans.ampen, som benyttes for å lese ut
det lokale snittet fra snittnettet, og trans.ampen som benyttes for å generere β fra
boblenettet.
I- er den negative varianten av β, mens I+ er den positive. Det er lagt inn en
ekstra diodekobling i den delen som genererer I+, slik at spenningen blir så høy at
det ikke representerer noe problem å benytte I+ i resten av multiplikatoren.
Endringen som er foretatt i trans.ampen innebærer at man benytter spennings-
differansen som generer utgangsstrømmen til trans.ampen, istedenfor å ta i bruk
utgangsstrømmen. Fordi den ene inngangen på trans.ampen alltid er koblet til den
virtuelle jorden (se figur 6.5) vil den virtuelle jorden bli benyttet direkte istedenfor
βp.
1. Betegnelsene βp og βn vil bli benyttet i resten av hovedoppgaven.
FIGUR  6.16 Modifisering av trans.ampen som benyttes for å lese av HRes-nettet
Dette transistorskjemaet er den delen av figur 6.15 som omformer β til
strømmer, og representerer en modifisering av trans.ampen som er
brukt i figur 6.5.
Trans.amp.
Node/HRes-nett
Forspenning
Virtuell jord (ßp)
ßn
I+
I-
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6.6.5 Simuleringer og målinger av tokvadrants-multiplikator
Simuleringen i figur 6.17 viser at tokvadrants-multiplikatoren fungerer som
forventet. Det er et lite avvik mellom de to énkvadrants-multiplikatorene som be-
nyttes. Forskjellene mellom simuleringer og målinger gjør det lite sannsynlig at
man kan forvente tilsvarende avvik i en utlagt krets. Et avvik mellom énkvadrants-
multiplikatorene forplantes til minneelementet, og kan forårsake at minneelemen-
tet endrer sin verdi fortere den ene veien enn den andre. Til tross for avvik i tok-
vadrants-multiplikatorene, vil KSNN fungere. Nodene i det ferdige opplærte
nevrale nettet vil nøytralisere, eller fungere til tross for avvik.
Målingene av tokvadrants-multiplikatoren er av multiplikatoren som er en del
av den enkeltstående vekten i utlegget. Alle innganger kan kontrolleres, bortsett
fra differansen som subtraktoren genererer. Differansen kontrolleres indirekte ved
å sette inngangsvektorens verdi, mens man samtidig vet hva den lagrede verdien
er, se avsnitt 4.2. Utgangsstrømmen til multiplikatoren kan måles.
De fleste verdiene, som kan settes for hele det nevrale nettet, benyttes også av
den enkeltstående vekten. Unntaket er for β, som i det nevrale nettet settes av
boblenettet, og som for den enkeltstående vekten må settes spesielt.
Målingene i figur 6.18 viser hvordan utgangsverdien til tokvadrants-multipli-
katoren skaleres av I2. I teorien skulle krets 8 og 11 hatt tilnærmet like målinger,
FIGUR  6.17 Simulering av en tokvadrants-multiplikator
Det nederste plottet viser inngangssignalene. Inngangssignalene vari-
erer mellom null og pluss/minus 1nA. Videre er både β og I2 satt til
2nA.
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noe de ikke har, fordi de har nesten like lagrede verdier. Videre stemmer det med
teorien at krets 2 har lavest verdi, fordi krets 2 har den høyeste lagrede verdien.
Selv om avviket i kretsene gjør at de avviker noe fra teorien, så følger alle kretsene
I2 som forventet.1
Målingen av krets 6 er ikke vist i figur 6.18, fordi en feil i tokvadrants-multi-
plikatoren medfører at 2.kvadrants-multiplikatoren ikke er skalert korrekt2. D.v.s.
at den virker, men den har et lite gunstig arbeidsområde i forhold til de øvrige
kretsene i vekten. I figurene 6.19 til 6.21 vises målinger av krets 6. Målingene av
krets 6 viser at 2.kvadrants-multiplikatoren skalerer ned signalet. Dette vises ved
at verdiene på utgangen til tokvadrants-multiplikatoren i krets 6, er små i forhold
til verdiene i målingene av de andre kretsene. Feilen kommer hovedsaklig av at I2
for første- og andre-kvadrants-multiplikatorene ikke er komplementære. For å
unngå lignende problemer i fremtiden vil den beste løsningen være å benytte to
like multiplikatorer, og heller snu inngangene og utgangen til den ene.
1.  Utlegget til KSNN er laget slik at inngangsvektoren må ha negative enkeltele-
menter. Det benyttes derfor hele tiden negative inngangsstrømmer i målingene.
2.  2.kvadrants-multiplikatoren benyttes i krets 6 fordi den lagrede verdien i krets
6 er så stor at subtraktoren genererer en negativ differanse.
FIGUR  6.18 Måling av tokvadrants-multiplikator med varierende I2
Kurven øverst er fra krets 11, kurven i midten fra krets 8, og kurven
nederst fra krets 2. For alle kretsene er målingene gjort med ξ3 lik -
24nA. βp satt til 3.30 volt og βn er satt til 2.82 volt. I2 settes direkte med
en spenning V2, istedenfor å omforme I2 til en spenning internt i kret-
sene.
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FIGUR  6.19 Måling av tokvadrants-multiplikatoren med varierende ξ3 (Strøm inn) ogβn (Beta n)
Øverst til venstre vises målingen av krets 2, og øverst til høyre vises
målingen av krets 6. Målingen av krets 6 er snudd for å gjøre den mer
lesbar. Nederst til høyre vises målingen av krets 11. I alle målingene er
βp satt til 3.30 volt, og V2 (I2) er satt til 2.44 volt. Nederst til venstre vis-
es differansen mellom målingene av krets 2 og 11.
Målingene viser utgangstrømmen til tokvadrants-multiplikatoren som
følge av varierende inngangsstrøm og posisjon i boblenetett (βn).
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FIGUR  6.20 Måling av tokvadrants-multiplikatoren med varierende βn (Beta n) ogβp (Virtuell jord)
Øverst til venstre vises målingen av krets 2, og øverst til høyre vises
målingen av krets 6. Nederst til venstre vises målingen av krets 8. I alle
målingene er ξ3 satt til null, og V2 (I2) til 2.44 volt.
Målingene illustrerer hvordan tokvadrants-multiplikatoren markant
endrer sin utgangsstrøm når β blir for stor. β representeres ved spen-
ningsdifferansen mellom βp og βn.
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FIGUR  6.21 Måling av tokvadrants-multiplikatoren med varierende ξ3 (Strøm inn) ogβp (Beta n)
Øverst til venstre vises målingen av krets 2, og øverst til høyre vises
målingen av krets 6. Målingen av krets 8 vises nederst til venstre, mens
målingen av krets 11 vises nederst til høyre. Den virtuelle jorden er 3.5
volt i målingen av krets 11. I alle målingene er βn satt til 2.82 volt, og V2
(I2) er satt til 2.44 volt. Målingene vises fra forskjellige vinkler for å gjøre
de mer lesbare.
Målingene illustrere sammenhengen mellom hva den virtuelle jorden
(βp) er, og hvordan tokvadrants-multiplkiatorene reagerer på en vari-
erende inngangsstrøm.
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Det er sannsynlig at forskjellene mellom målingene av krets 2 og 11 i figur
6.19 i hovedsak skyldes ulikt lagrede verdier. I krets 2 er det lagret størst verdi,
målingene blir derfor minst. Forskjellen i maksimumsutslag1 er derimot årsaket av
fysiske forskjeller mellom kretsene.
Videre viser målingene i figur 6.19 hvordan multiplikatoren ikke er helt line-
ær, men eksponensielt avtagende. Denne oppførselen er å forvente for alle kretser
som opererer i subterskelområdet. Ikke-lineariteten vises ved at utgangsverdiene
til krets 2 og 11 ikke er lineært avhengige av inngangsstrømmene.
På bakgrunn av målingene i figur 6.20 kan man se at områdene hvor krets 6
og 11 har sine maksimumsutslag (se figur 6.19), er avhengige av hva βp er. Når βp
er lavere enn i figur 6.19, må βn være større enn i figur 6.19 for at tokvadrants-
multiplikatoren ikke skal ha maksimumsutslag. Dette er en forventet sammenheng
på bakgrunn av hvordan β overføres til tokvadrants-multiplikatoren. Målingene er
negative i figur 6.20 fordi det bare er den lagrede strømmen som ledes til tok-
vadrants-multiplikatoren.
Målingene av krets 6 i figur 6.20, viser at det kraftige fallet i
utgangsstrømmen til tokvadrants-multiplikatoren i figur 6.19, kom av at βn ble for
liten i forhold til βp. I figur 6.19 er βp satt fast til 3.30 volt, mens βn varierer. Må-
lingen av krets 6 i 6.20 viser at med en βp på 3.30 volt faller verdien på utgangen
for en βn på ca. 2.3 volt. Dette stemmer med verdien for βn i krets 6 i figur 6.19,
idet målingsverdiene faller markant.
De to øverste målingene i figur 6.21 bekrefter sammenhengen mellom βn, βp
og utgangsstrømmen. Dette vises ved at tokvadrants-multiplikatorene reagerer på
samme måte for varierende βp og varierende βn. Videre viser de to nederste plot-
tene utsnitt av målinger. Målingen nederst til venstre viser hvordan 2.kvadrants-
multiplikatoren fungerer med null strøm inn og varierende virtuell jord. Målingen
nederst til høyre viser hvor lineær multiplikatoren kan justeres til å være. Selv om
det ikke er noen inngangsstrøm til multiplikatoren i målingen nederst til venstre,
så trekkes det en strøm på utgangen. Dette kommer av avvik som oppstår når den
virtuelle jorden blir meget liten.
Målingen nederst til høyre i figur 6.21 viser at oppløsningen til multiplikato-
ren er meget god. Det som begrenser oppløsningen i det nevrale nettet, er at kret-
sene i det nevrale nettet ikke fungerer helt likt under like forhold.
6.7 Nodenes utgangsblokk, kopieringskretsen
Kopieringskretsen er en enkel krets, og alt den skal gjøre er å kopiere opp
summen av de veide enkeltelementene i inngangsvektoren tre ganger (se figur
4.2). De tre kopiene av inngangsvektoren benyttes til å sette det lokale snittet, for å
ledes til utenverden gjennom tidsmultiplekseren og for å finne vinnernoden.
1. Maksimumsutslaget er det området i målingene hvor multiplikatorene genererer
de største strømmene. Det er vanlig at multiplikatoren leverer én like stor
utgangsstrøm for forskjellige forspenninger. Da er multiplikatoren i sitt maksi-
malområde, og kan ikke generere en større strøm.
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Figur 6.22 viser transistorskjemaet til kopieringskretsen. De enkelte elemen-
tene i den veide inngangsvektoren ξ, kommer alle sammen fra p-transistorer som
er koblet direkte mot Vdd. Vin ligger i området 0.5-1.0 volt, slik at det store spen-
ningsfallet som oppstår vil skape et kraftig utslag av Early-effekten (se avsnitt
5.1.3). Denne effekten vil holde seg konstant og lik for alle noder i det nevrale net-
tet, og man kan derfor se bort fra dette avviket.
6.8 Minne
Selve kjernen i KSNN er minneelementet i vektene. Det er strenge krav til
nøyaktighet og mulighet for kontroll av programmeringshastigheten til minneele-
mentene. Små feil i den lagrede verdien forsterkes opp slik at det nevrale nettets
forventede funksjon kan opphøre eller begrenses sterkt. Følsomheten og oppløs-
ningen til minneelementet setter grensen for klassifiseringsoppløsningen til det
nevrale nettet.
De rent praktiske kravene til minneelementene er at det skal være mulig å
kontrollere programmeringshastigheten slik at oppdateringen av vektene reguleres
i henhold til den lokale bobleverdien, og de lagrede verdiene må beholdes uendret
for vektene som ligger utenfor boblesonen. Det er viktig at verditapet til minneele-
mentene er meget lite. Spesielt er det viktig at tapet er lite når store nett skal opp-
læres, fordi det i store nevrale nett kan det gå lang tid mellom hver gang en node
blir oppdatert.
I generelle KSNN er det uten betydning hvilke startverdier de enkelte nodene
har. Startverdien kan imidlertid skape problemer i dette nevrale nettet, fordi
nodenes verdier skal være tilnærmet normaliserte. Det er derfor ønskelig at
vektenes startverdier skal være kontrollerbare.
FIGUR  6.22 Transistorskjema for utgangstrinnet til nodene i KSNN, kopieringskretsen
Kretsen kopierer den veide inngangsvektoren ξ, tre ganger. ξ veies av
énkvadrants-multiplikatorer.
}Veidξ Lokalt snittBoblenettBruker av KSNN
Vin
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Minneelementet er delt opp i to deler. Den ene delen fungerer som et ut- og
inngangstrinn, mens den andre delen er selve minnet og kretsen som endrer den la-
grede verdien. En skisse av minneelemenetet er vist i figur 6.23.
Trans.ampen fungerer som en spenningsfølger. I motsetning til en vanlig
spenningsfølger er den negative tilbakeoblingen koblet via den flytende noden.
Den flytende noden vil etter noe tid innta den samme spenningen som settes på
den positive inngangen til trans.ampen.
Den positive inngangen settes ved at Vfg omformes til en strøm, for så å om-
forme denne strømmen til en spenning igjen. Før strømmen omformes til en spen-
ning igjen, legges Iin til. Så lenge Iin er lik null, vil den positive inngangen forbli
lik Vfg, men idet Iin inntar en annen verdi oppstår det en spenningsdifferanse på
inngangene til trans.ampen. Denne spenningsdifferansen fører til at Vcg og Vcap
endrer seg.
Vcg og Vcap er komplementære. Endringer i Vcg ville normalt ha endret Vfg,
men siden Vcap og Vcg er komplementære, vil denne endringen i Vfg bli nullstilt.
Det er midlertidig viktig at Vcg og Vcap er helt komplementære, et lite avvik eller
litt forsinkelse vil nemlig gi seg utslag i endringer av Vfg.
Størrelsen på Iin bestemmer hvor stor spenningsdifferanse det blir over UV-
hullet. Videre fastsetter fortegnet til Iin retningen på programmeringen. Program-
meringshastigheten bestemmes av spenningsfallet over UV-hullet. For å ha en mu-
lighet til å variere spenningsfallet over UV-hullet maksimalt, valgte jeg å benytte
FIGUR  6.23 Skisse av et minneelement
Ut- og inngangstrinnet setter spenningene på trans.ampen, som igjen
regulerer den lagrede verdien (M). Hvis Iin er lik null, vil Vcg være
tilnærmet lik Vfg, og den lagrede verdien forblir konstant. Prinsippene
for selve lagringen av en verdi er beskrevet i avsnitt 5.2.
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en Wide-range1 trans.amp. Da kan Vcg og Vcap variere fra i overkant av jord, til i
underkant av Vdd.
Det å kunne variere Vcg mest mulig, gjør det lettere å oppnå forskjellig pro-
grammeringshastighet i forhold til nodens plassering i boblesonen. Det er ikke-li-
neære forhold mellom Iin og programmeringshastigheten. Det kan derfor bare
skilles mellom noen få forskjellige avstander innenfor én boblesone.
Når Vfg ikke skal endres, er begge inngangene til trans.ampen tilnærmet like.
Inngangene til trans.ampen er like Vfg, og Vcg blir da tilnærmet lik Vfg. Vcap vil lig-
ge tilsvarende langt fra sentrum av variasjonsområdet til Vcg og Vcap som Vcg, men
på den andre siden av sentrum. I en spenningsfølger er det avvik, og Vcg vil derfor
ikke være helt lik Vfg. Dette lille spenningsfallet over UV-hullet fører til en meget
liten drift i den lagrede verdien. Denne driften kan utnyttes til å nullstille det nev-
rale nettet.
Ettersom Vfg ikke ligger midt mellom maksimumsutslagene for Vcg og Vcap,
vil det ikke være mulig å forhindre at både Vcg og Vcap kan ligge under eller over
Vfg. Derfor er det viktig at Vfg ligger i nærheten av midten av arbeidområdet, avvik
for Vfg i det programmeringen pågår vil da minimaliseres.
Avvik i spenningen på den flytende noden kan føre til at oppdateringen av
minneelementet ikke foregår på en korrekt måte. Et hopp i Vfg vil føre til at det ser
ut som om det er lagret en annen verdi enn det i virkeligheten er.
6.8.1 Transistorskjema for minneelementet
I figur 6.24 er hele minneelementet vist. Transistorskjemaet er delt opp i to
deler, hvor den ene delen er selve trans.ampen med to komplementære utganger,
og den andre delen er resten av minneelementet.
Så lenge Iin er lik null, vil Vin være tilnærmet lik Vfg. Siden trans.ampen er ko-
blet opp som en spenningsfølger, så forblir den lagrede verdien lik det den var.
Idet Iin øker vil Vin øke, og da vil Vcg øke, mens Vcap minsker. Det omvendte vil
skje når Iin blir negativ.
En wide-range trans.amp har en meget stor forsterkning [9]. Utgangene til
trans.ampen vil derfor raskt få verdier som ligger i nærheten av Vdd eller jord. For
å gjøre trans.ampen mer lineær, er det lagt inn ekstra diodekoblinger mellom inn-
gangstransistorene og bulktransistoren. Videre er utgangstransistorene gjort meget
små for å utnytte body-effekten maksimalt.
Det er ikke et lineært forhold mellom den lagrede spenningen Vfg, og den
strømmen som genereres. Videre endres den lagrede spenningen tilnærmet lineært.
Effekten av at den lagrede spenningen ikke endres helt lineært, vil gi seg utslag
ved at det vil gå mye raskere å endre en stor lagret strøm enn en liten. For å endre
en liten strøm må den lagrede spenningen varieres mye, mens for en stor strøm
holder det med en liten endring.
For å minimalisere den effekten den ikke helt lineære oppdateringen generer,
er det viktig at Vfg hele tiden ligger i området hvor de to diode-seriene er i sitt line-
ære område.
1.  Beskrevet i [9] og [12].
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6.8.2 Simulering
I simuleringene av UV-strukturen som realiserer minnefunksjonen benyttes
LK 5.3, bortsett fra at Itap er satt til null. Itap er ikke tatt med i simuleringene fordi
den er så liten at den ikke har noen merkbar innvirkning. Videre er programme-
ringshastigheten gjort tusen ganger raskere enn det LK 5.3 tilsier.
6.8.2.1 Programmering
Figur 6.25 viser hvordan Vfg, Vcg og Vcap varierer som følge av en inngangs-
puls Iin. Inngangspulsen representerer en typisk puls som forekommer når en node
skal oppdateres.
Simuleringen viser hvordan Vcg og Vcap er komplementære. De er ikke helt
sentrerte i midten av Vdd og jord, de ligger litt over. Vfg gjør et hopp idet Vcg og
FIGUR  6.24 Minneelement på transistornivå
Den lagrede verdien Vfg kopieres til Vin ved hjelp av to serier med di-
odekoblinger og et strømspeil. Hvis Iin ikke er lik null, vil Vin variere i
forhold til Vfg, men ikke bli lik Vfg. Forskjellen mellom Vin og Vfg vil
gjenspeile seg i Vcg og Vcap.
Størrelsen på alle transistorene er vist. Formatet er bredde/høyde.
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Vcap endres. Dette hoppet gjenspeiles i en strømforskjell på ca. 25nA (midterste
plott). I teorien skulle Vcg vært lik Vfg så lenge Iin er lik null. Dette fungerer ikke,
og i steden blir Vcg og Vcap like. Vcg og Vcap blir like fordi avviket i en
spenningsfølger er gitt ved følgende uttrykk [9]:
hvor A er forsterkningsgraden til trans.ampen.
Vanligvis er forsterkningen i en trans.amp så stor at forholdet mellom inn- og
utgang er tilnærmet én. Den trans.ampen som benyttes i minneelementet har en li-
ten forsterkning fordi det skal være mulig å regulere programmeringshastigheten.
En spenningsfølger med liten forsterkning vil ha en høyere utgangsverdi enn
inngangsverdi. Vcg og Vcap er like når Iin er lik null, fordi avviket tilfeldigvis gjør
Vcg lik Vcap for den verdien Vfg har i simuleringen.
Forsterkningsgraden A, er avhengig av forspenningen til spenningsfølgeren.
Ved å benytte en høyere forspenning vil feilen på utgangen til spenningsfølgeren
minskes, og minneelementets evne til å programmere med forskjellige hastigheter
minskes også.
Den positive tilbakekoblingen til minneelementet er ikke tatt med i simulerin-
gen, og det innebærer at Iin er konstant (se figur 6.24). Endringen på utgangen av
FIGUR  6.25 Simulering av minneelementet med én programmeringssyklus
Det øverste plottet viser spenningene Vfg, Vcg og Vcap, som omgir UV-
hullet. Det midterste plottet er utgangstrømmen fra minneelementet,
og det nederste plottet er inngangstrømmen. Forspenningen er på 0.8
volt.
V
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minneelementet påvirker derfor ikke den positive inngangen til trans.ampen slik
som i et nevralt nett. Derimot blir den negative tilbakekoblingen påvirket. Hadde
ikke Iin tilsvart en større endringen enn Vfg i simuleringen, ville programmerings-
retningen snudd.
Dersom Vfg gjør et hopp, vil det se ut som om det er lagret en annen verdi i
minneelementet enn det faktisk er. Hvis Vfg gjør et hopp, vil enten graden av opp-
datering minskes (mindre Iin), oppdateringen vil stoppe (Iin lik null), eller den la-
grede verdien blir for stor, og Iin blir negativ.
Med bakgrunn i simuleringen av minneelementet, viser det seg at dette ikke
er en egnet krets. Jeg har likevel valgt å bruke kretsen, fordi målinger på lignende
kretser har vist mer lovende resultater.1
I et ferdig opplært nett vil kretsene som beregner endringen til vektene fortsatt
fungere. Hvis disse kretsene ikke skrus av, vil Vcg og Vcap fortsette å endre seg, og
Vfg vil gjøre hopp som gjør hele systemet uforutsigbart. Beregningen av hvordan
de lagrede verdiene skal endre seg kan bare strupes ved at tokvadrants-multiplika-
toren skrus av. Dette gjøres ved å sette I2 så stor at Iin blir meget liten.
Ser man bort fra problemet med en ustabil lagret verdi under selve program-
meringen, fungerer kretsen som forventet. Den lagrede verdien øker lineært. Den
tilsvarende strømmen øker lineært, d.v.s. at rekkene med diodekoblinger er innen
det lineære området de skulle være.
Simuleringen viser også at det er mulig å variere programmeringshastigeten,
fordi Iin må bli 100nA før Vcg og Vcap inntar sine maksimalverdier2. At denne
grensen på 100nA varierer avhengig av hva den lagrede verdien er, vises ved at
Vcg og Vcap nærmer seg hverandre noe når den lagrede verdien øker. Dette kom-
mer av ikke-lineariteter i diodekoblingene som benyttes i den positive tilbakekob-
lingen.
Effekten som fører til at det er en økende grense for hva Iin må være for å opp-
nå maksimal programmeringshastighet, motvirker effekten som fører til at går ras-
kere å øke den lagrede strømmen enn å minske den (beskrevet i avsnitt 6.8.1).
Neste simulering er som i figur 6.25, bortsett fra at Iin nå er negativ. Dette fø-
rer til negativ endring av den lagrede verdien. Figur 6.26 viser denne simulerin-
gen.
Som ventet snevres det lineære området til trans.ampen inn med mindre la-
grede verdier. Dette er meget tydelig om man ser på forskjellen mellom hvor fort
Vcg og Vcap faller og stiger, før og etter programmeringen.
Idet programmeringen starter forekommer det også her et hopp. Det nye i for-
hold til simuleringen i figur 6.25, er at avviket blir mindre idet Vcg og Vcap stabili-
serer seg ved sine ytterpunkter. For å minimalisere feil på utgangen under
programmering er det derfor gunstigst å benytte en Iin som resulterer i maksimal
1.  Jeg har simulert en rekke forbedringer av kretsen. Resultatet er mer kompliser-
te løsninger som er spesielt konstruert for å forbedre visse ting, men som til gjen-
gjeld skaper nye problemer. Dette er nærmere beskrevet i avsnitt 6.8.2.
2.  Det er høyt med 100nA som grense for maksimalutslag i programmeringshas-
tighet. Dette justeres ned ved å benytte en høyere forspenning på trans.ampen
som benyttes for å sette Vcg og Vcap.
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programmeringshastighet. Vcg og Vcap er mest komplementære når de er i sine yt-
terpunkter.
Spikerne1 som oppstår i det man starter eller avslutter programmeringen kan
skape problemer. Spikerne vil ikke være så brede som vist i simuleringen, fordi Iin
inntar sine verdier relativt fort. Tregheter i kretsene vil absorbere spikerne som
ikke forplanter seg langt. Hovedfaren ved slike spikre er at Iin kan begynne å skifte
fortegn ukontrollert.
Til slutt er det gjort en simulering hvor den positive tilbakekoblingen er tatt
med, og det vil føre til at Iin vil variere ettersom Vfg varierer. Tilbakekoblingen er
gjort matematisk, d.v.s. at det ikke vil forekomme noen forsinkelse av den arten
det vil være i et utlagt nevralt nett. I tillegg vil beregningen ikke påvirkes av andre
faktorer i systemet, som f.eks. endringer i andre noder og vekter.
I en simulering hvor Iin er avhengig av Vfg, er den faste verdien et element i
inngangsvektoren ξi. Simuleringen i figur 6.27 går helt til Vfg får en fast verdi,
d.v.s. til det er lagret en strøm som tilsvarer ξi.
1.  En spiker er et kraftig kort signal.
FIGUR  6.26 Simulering av minneelementet med en negativ programmeringssyklus
I denne simuleringen er ikke inngangsstrømmen vist. Simuleringen er
gjort lik simuleringen som er vist i figur 6.25, bortsett fra at Iin er nega-
tiv.
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Begge simuleringene viser hvordan programmeringshastigheten avtar når den
lagrede verdien nærmer seg den ønskede verdien. Vcg blir etter hvert lik Vfg, slik at
det ikke kan ledes strøm til den flytende noden. Hvis programmeringen blir skrudd
av etter at den lagrede verdien har stabilisert seg, vil den lagrede verdien falle noe.
Dette fordi både Vcg og Vcap faller til en lavere spenning enn Vfg. Begge de lagrede
verdiene er alt mindre enn den ønskede verdien, og kretsen vil ende opp med en
enda større feil.
Kretsen stabiliserer seg ikke på de ønskede nivåene 10nA og 60nA grunnet
forskjellen mellom de to dioderekkene som er benyttet i den positive tilbakekob-
lingen. De er ikke helt like fordi den øverste transistoren i den ene rekken ikke er
diodekoblet (se figur 6.24). Det er ikke noe stort problem at man ikke oppnår de
ønskede verdiene, fordi det normalt sett ikke er forventet at nodene skal innta en
gitt verdi, bare at de skal nærme seg en.
Simuleringen i figur 6.27 viser at minneelementet vil fungere til tross for både
positive og negative tilbakekoblinger. Den lagrede verdien endres i ønsket retning,
og den lagrede verdien vil aldri passere den verdien den justeres mot.
FIGUR  6.27 Simulering av minneelementet med logisk positiv tilbakekoblingskrets
De to øverste plottene er en simulering med 60nA. ξi er lik 60nA som
ønsket lagret verdi, og de to nederste har 10nA som ønsket lagret verdi.
Vfg, Vcg og Vcap er vist øverst og nest nederst, de resterende plottene er
de lagrede strømmene. Forspenningen er 0.8 volt.
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6.8.2.2 Tap
Et sentralt punkt å ta hensyn til, er hvor mye et minneelement taper av sin la-
grede verdi i de periodene det ikke blir oppdatert. I store varianter av KSNN kan
det gå mange programmeringssykler mellom hver gang en node oppdateres. På
den annen side kreves det et visst tap for at vektene skal kunne nullstilles. I et lite
nett er det derfor akseptabelt med et relativt stort tap.
Simuleringene i figur 6.28 viser hva den lagrede verdien vil være hvis man lar
Iin være lik null, og bare lar minneelementet flyte fritt. Det er gjort flere simuler-
inger med forskjellige forspenninger.
Denne simuleringen viser at forspenningen virker inn på nullpunktet. Kretse-
ne i et utlagt nevralt nett vil være ulike. Derfor har det ikke noe for seg å velge en
bestemt forspenning. Dessuten er det lite sannsynlig at simuleringene er i overens-
stemmelse med en virkelig krets i den grad at man kan vente seg at nullpunktene
vil ligge i samme område som i simuleringen. Den konklusjonen som dermed kan
trekkes, er at nullpunktet sannsynligvis vil ligge innen for et fornuftig arbeidsom-
råde, noe som gjør det mulig å garantere at nodene vil ha en brukbar startverdi.
Det er en fordel at ikke alle noden blir helt like ved en nullstilling, da det medfører
at det blir enklere å lære opp det nevrale nettet (se avsnitt 3.2.3).
Til slutt er det foretatt en rekke simuleringer hvor forholdet mellom program-
meringshastighet og tapshastighet er beregnet. Minneelementet er programmert
FIGUR  6.28 Simuleringer med forskjellige forspenninger for å finne nullpunkter
Forspenningene er fra øverste kurve og nedover: 0.4, 0.5, 0.6, 0.8 og 1.0
volt. Iin er hele tiden lik null, d.v.s. at minneelementet flyter fritt.
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med maksimal hastighet. Forholdet er beregnet på bakgrunn av hvor stort tapet er
over den samme tiden som det tok å programmere den flytende noden. Alle simu-
leringen er gjort med samme startverdi; 2.10nA. Resultatet er vist i tabell 6.1, der
de fir øverste linjene er resultatet av programmering i positiv retning, mens de fire
nederste linjene er resultatet i negativ retning.
Tapet øker ved store eller ved små verdier. Ligger arbeidsområdet mellom
100pA og 10nA vil tapet ikke være større enn 10%. Den økende graden av tap, for
inngangsvektorer som ligger i ytterkant av inngangsrommet, medfører at KSNN
ikke læres opp til direkte å klassifisere vektorer i ytterkant av inngangsrommet.
Inngangsvektorer som ligger i ytterkant av inngangsrommet, er de vektorene som
har en meget liten vinkel mellom seg og en av koordinataksene i inngangsrommet.
6.8.1 Måling
Ettersom Iin bare kan settes indirekte via tokvadrants-multiplikatoren, er det
vanskelig å foreta kontrollerte og nøyaktige målinger av minneelementet. Det har
kun lykkes meg å øke denne lagrede verdien nevneverdig for krets 6. De andre
kretsene var det ikke mulig å programmere fordi, Vcg og Vcap ikke inntok de for-
ventede verdiene. Målingene av minnelementet viser at trans.ampen som benyttes
er for følsom, og at utgangene fra trans.ampen ikke er komplementære. Under pro-
grammering inntar Vcg og Vcap mer eller mindre tilfeldige verdier. Disse variasjo-
nene fører til at programmeringsretningen endres hele tiden.
Tabell 6.1 Oversikt over simulerte tapsforhold i minneelementet
Programmeringstid Lagret verdi etterprogrammeringspuls
Tap etter
programmering
800 ms 152.9 nA 48.99 %
400 ms 49.8 nA 26.31 %
200 ms 14.5 nA 8.28 %
100 ms 5.9 nA 1.70 %
50 ms 1.17 nA 0.00 %
100 ms 673 pA 0.30 %
200 ms 228 pA 3.51 %
400 ms 30 pA 30.00 %
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En årsak til de uforutsette verdiene til Vcg og Vcap, er at UV-lyskilden som ble
benyttet genererte mye støy. Det er tydelig at alle delene av kretsen blir påvirket
av støy. Spesielt blir Vcg og Vcap sterkt påvirket når UV-lyset blir skrudd på, da en-
drer de sine verdier markant.1
Jeg klarte å programmere krets 6 fordi både Vcg og Vcap hadde høy spenning
på samme tid. Da ble Vfg flyttet så langt opp at minneelementet fungerte som for-
ventet. Dette viser at ved å kalibrere transistorene i minnelementet på en annen
måte, kan minneelementet fungere. En annen metode å forbedre minneelementets
funksjon på, er ved å benytte større signalverdier i det nevrale nettet.
Programmeringen kan bare gå én vei så lenge feilen i tokvadrant-multiplika-
toren fører til at negative verdier blir skalert ned. Figur 6.18 viser programmerin-
gen av minneelementet i krets 6, og hvordan den lagrede verdien endres når Iin er
lik null.
Målingen av krets 6 viser at den har et minneelement med en lineær karakte-
ristikk. Videre er det lineære arbeidsområdet meget vidt. Det at den lagrede verdi-
en øker selv når Iin er lik null, med lavere hastighet enn før, kommer av at små feil
i tilbakekoblingene fører til at det må en negativ Iin til for at programmeringen
skal stoppe.
1.  Lyskilden som ble benyttet har en senterfrekvens på 254nm, og en effekt på 4
watt. For å skjerme kretsene ble det i tillegg benyttet et filter med senterfrekvens
på 249.7nm, og en dempningsgrad på ti. Lyskilden hadde en avstand til kretsen
og filteret på 6.0cm.
FIGUR  6.29 Måling av den lagrede verdien i et minneelement under og etter programmering
Den tidsperioden av målingen som har størst økning av den lagrede
verdien er når Iin er større en null. Iin settes indirekte ved at ξ3 er satt
til -56nA. I det stigningen avtar er Iin satt til null. Målingen er gjort på
krets 6. De resterende relevante verdiene er: V2 (I2) lik 2.76 volt, βn lik
2.82 volt og til slutt βp lik 3.30 volt.
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Simuleringen i figur 6.25 viser at minneelementet endrer sin verdi med 83pA
per sekund, mens målingen i figur 6.19 viser en endring av den lagrede verdien på
190pA per sekund. Konklusjonen er at modellen som benyttes i simuleringen gir
et rimelig presist estimat av programmeringshastigheten. Programmeringshastig-
hetene er beregnet ut fra en måling over lang tid, mens beregningen som bygger på
simulering er tatt over en kort periode. Tidsforskjellen gjør det usikkert om model-
len som er benyttet er så presis som antatt.
Ettersom det i alle kretsene, bortsett fra i krets 6, er lagret små verdier, er det
vanskelig å måle hvilken innvirking variasjoner på inngangene til minneelementet
har. Figur 6.30 viser hvordan den lagrede verdien i krets 6 endres, avhengig av
hvordan forspenningen til trans.ampen og inngangsstrømmen endres. Målingene
er gjort uten UV-lys.
Den lagrede verdien endrer seg fordi Vcg og Vcap endrer seg. Vcg og Vcap en-
drer seg hovedsakelig fordi Iin endrer seg. Iin endres markant idet ξ3 blir null, fordi
det er i akkurat dette punktet at trans.ampen i minneelementet begynner å skifte
fortegn på utgangene.
Forspenningen har også innvirkning på den lagrede verdien. Dette vises tyd-
ligst ved lave forspenninger. Hovedsaklig skyldes det at ved ulike forspenninger
flyter forskjellige mengder strøm gjennom transistorene i trans.ampen. Karakteris-
tikken til transistorene endres noe når strømmen endres.
FIGUR  6.30 Måling av den lagrede verdien i minneelementet med forskjellige forspenninger
og inngangsstrømmer
Måling av den lagrede verdien i krets 6. Iin settes på bakgrunn av hvaξ3 og den lagrede verdien er. I plottet er det ξ3 som er vist. De rester-
ende relevante verdiene er V2 (I2) lik 2.44 volt, βn lik 2.82 volt og til
slutt βp lik 3.30 volt.
Målingen viser hvordan negative inngangsstrømmener og lave for-
spenninger påvirker en fast lagret verdi i et minneelement.
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6.8.2 Mulige forbedringer av minneelementet
Det er en svakhet ved løsningen av minneelementet at Vfg endrer seg når Vcg
og Vcap endres. To mulige forbedringer er å enten fryse den lagrede verdien utad
mens programmeringen pågår, eller å la Vcg og Vcap ligge like langt fra Vfg hele ti-
den. Den første løsningen er det problematisk å løse teknisk, og den kan dessuten
føre til at den lagrede verdien passerer den ønskede verdien uten at dette detekte-
res.
Den andre løsningen kan realiseres ved at man benytter to kretser som genere-
rer henholdsvis Vcg og Vcap med bakgrunn i hva Vfg er. Kretsene må generere en
spenning som har en avstand fra Vfg som avhenger av hva Iin er.
Målingene av minneelementene har vist at inngangen til trans.ampen i min-
neelementene ikke er like når de skal være det. Dette kan løses ved at den negative
tilbakekoblingen ikke går direkte fra den flytende noden til trans.ampen, men via
de samme kretsene som generer den positive tilbakekoblingen. Det må med andre
ord genereres to Vin (vist i figur 6.24), én for å sette den negative tilbakekoblingen
og én for å sette den positive tilbakekoblingen. Da vil inngangene til trans.ampen
bli like.
En siste forbedring av minneelementet er å benytte kondensatorer for å be-
grense spikerne som kan oppstå når minneelementet skal endre sin verdi (se figur
6.26). Kondensatorene kobles mellom Vin og jord slik at høye frekvenser fjernes i
endringen av Vfg.
6.9 Winner-take-all
Denne kretsen benyttes for å finne vinnernoden (se avsnitt 4.4). Alle noder i
det nevrale nettet genererer en strøm som representerer veiingen av inngangsvek-
toren. Disse strømmene skal sammenlignes, og den noden som har størst
utgangsstrøm skal finnes. På det stedet vinnerstrømmen er, skal et tilsvarende sig-
nal ledes til boblenettet. Vinnernoden vil danne sentrum i boblen av noder som
skal oppdateres.
Kresten som benyttes er en såkalt Winner-take-all-krets [7]. Ved alle nodene
er det en liten krets som, ved hjelp av en fellesleder mellom alle nodene, kan
dedektere den kraftigste strømmen (vist i figur 6.31).
Idéen bak denne kretsen er at Vk vil være lik null for alle, bortsett fra for vin-
neren Vk. T2 vil f.eks. være den eneste som vil lede strøm til Tc, og Vc vil derfor
bestemmes på bakgrunn av hva Yi er. Vc vil være så stor at gaten for alle transisto-
rer, bortsett fra f.eks. T1, vil ha en for stor spenning i forhold til den strømmen som
passerer. Når transistoren ikke klarer å lede nok strøm, vil spenningen på drain bli
tilnærmet lik null, eller i hvert fall så lav at T2k ikke leder noen strøm.
Ved å skalere transistorene vil strømmen som ledes til boblenettet være lik Yi,
mens med uskalerte transistorer vil strømmen som ledes til boblenettet bare følge
Yi.1 Normalt benyttes det i KSNN en fast verdi for Yi, og boblesonen vil være like
1.  Dersom verdien som ledes til boblenettet varierer etter hvilken verdi vinner-
noden har vil boblesonens størrelse variere med nodens verdi.
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stor hele tiden. Det vil påvirke opplæringen av det nevrale nettet at størrelsen på
boblesonen varierer noe hele tiden. Hva påvirkningen består i, vil ikke være mål-
bart før storte nevrale nett lages med, og uten, denne variasjonen.
6.9.1 Simulering og måling
Det er avgjørende hvor skarpt Winner-take-all-kretsen skiller mellom signal-
ene. To, eller flere like signaler, vil føre til flere vinnere. Konsekvensen av flere
vinnernoder er at det tar lengre tid å lære opp nettet enn om det er én vinnernode. I
et ferdig opplært KSNN kan det i teorien dannes flere områder som reagerer på de
samme tingene. Sannsynligheten for at områder reagerer på de samme tingene, av-
tar med nettets evne til å skille ut bare én vinnernode. Jo større det nevrale nettet
er, jo viktigere er det med en stor oppløsning for Winner-take-all-kretsen.
Den enkleste metoden som kan benyttes for å oppnå et skarpere skille mellom
strømmene, er ved å forlenge T1. Strømmen som ledes til boblenettet vil bli større
når T1 er lenger, og d.v.s. at T3 derfor også burde forlenges tilsvarenede. I figurene
6.32 og 6.33, er det gjort simuleringer hvor transistorlengdene er henholdsvis 4µm
og 12µm lange. I simuleringene er det bare benyttet to inngangssignaler, da det
ikke gir mer informasjon å benytte av flere enn det. Plottene viser strømmene på
de enkelte utgangene, og det er gjort to simuleringer med forskjellige
inngangsstrømmer per transistorlengde.
FIGUR  6.31 Transistorutlegg for en Winner-take-all-krets
Ved alle noder i det nevrale nettet er det én del av Winner-take-all-kret-
sen. Mellom alle deler er det en felles leder som gjør det mulig å finne
den kraftigste strømmen.
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FIGUR  6.32 Simulering av Winner-take-all-kretsen med korte transistorer, 4µm
Inngangene Y1 og Y2, varierer henholdsvis lineært mellom 41nA til
40nA, og 40nA til 41nA (øverste plott). Videre varierer inngangene
lineært mellom 1nA til 0, og 0 til 1nA, nederste plott. D.v.s. at i det
øverste plottet går den ene inngangen går fra 40nA til 41nA, mens den
andre inngangen går fra 41nA til 40nA.
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FIGUR  6.33 Simulering av Winner-take-all-kretsen med lange transistorer, 12µm
Inngangene Y1 og Y2, varierer henholdsvis lineært mellom 40.01nA til
40.00nA, og 40.00nA til 40.01nA (øverste plott). Videre varierer
inngangene lineært mellom 1.01nA til 1.00nA, og 1.00nA til 1.01nA,
nederste plott. D.v.s. at i det øverste plottet går den ene inngangen fra
40.00nA til 40.01nA, mens den andre inngangen går fra 40.01nA til
40.00nA.
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Simuleringene viser at skillet mellom to strømmer ikke er skarpt nok for kret-
ser med korte transistorer. Dette er spesielt tydelig i nederste plott i figur 6.32,
hvor V1 og V2 avtar lineært mot skiftpunktet1. Det blir derfor benyttet lange trans-
istorer i de utlagte kretsene. Med lange transistorer skilles signaler som ligger
0.5pA fra hverandre, noe som er mer enn bra nok for KSNN.
For alle simuleringene er punktet hvor skiftet forekommer forskjøvet litt.
Dette er mest synlig i simuleringene med lange transistorer (se figur 6.33). For-
skyvningen tilsvarer det den ene inngangen må overgå den vinnende med, ca.
2pA, før den nye inngangen vinner. En forskyvning på 2pA er liten, men hvis for-
skyvningen blir større i en utlagt krets, vil man kunne motvirke en situasjon der to
nesten like noder skifter på å være vinnernode (på grunn av støy i kretsene).
Det er lite informasjon å hente fra målingene når det gjelder Winner-take-all-
kretsen. Det som kan måles er spenningen på felleslederen mellom alle nodene i
nettet. Denne spenningen holder seg konstant for en gitt inngangsvektor og skifter
når inngangsvektoren skifter. Dette tyder på at nodene er så stabile at det kan fin-
nes én vinner, og at denne vinnernoden holdes til neste gang inngangsvektoren en-
dres. En god analyse av Winner-take-all-kretsen kan ikke foretas før avlesningen
av nodene fungerer korrekt, for først da er det mulig å vite om endringer på felle-
slederen stemmer overens med nodenes verdier.
6.10 Måling av nodene i nettet
Målinger av de enkeltstående vektene viste at Vcg og Vcap er ustabile, og dette
bekreftes i målingene i figur 6.34. Noden som er målt, er både målt isolert og ikke
isolert, fra de andre nodene via snittnettet.
For begge målingene tar det flere sekunder før noden stabiliserer seg. Dette er
spesielt tydelig for målingen av den isolerte noden. I begge målingene forekom-
mer det ustabiliteter ved ujevne tidspunkter, og avvikene er for det meste like store
i de enkelte målingene, d.v.s. de vedlikeholdes omtrent i like lang tid. Målingen av
den noden som ikke er isolert, har et avvik som vedvarer lenge, men som siden
faller tilbake. Det at et avvik kan vare så lenge for noden, som ikke er isolert, tyder
på at flere stabile tilstander kan oppstå i nettet.
Den ikke-isolerte noden har flere avvik enn den isolerte. Dette må komme av
at andre noders avvik trigger avvik i den ikke-isolerte noden. Til gjengjeld har den
isolerte noden størst avvik, noe som tyder på at tilbakekoblinger og påvirkning fra
andre noder demper avvikene for den noden som ikke er isolert.
Det er sannsynlig at det er ustabiliteter i minneelementene som er årsaken til
ustabiliteter for hele det nevrale nettet. Dersom minneelementene kan stabiliseres,
og det blir mulig å programmere vektene, vil hele det nevrale nettet sannsynligvis
1.  Når V1 og V2 avtar lineært, vil også strømmene som ledes til boblenettet avta
tilsvarende. Dersom strømmen som ledes til boblesonen avtar, vil boblesonen
krympe og opplæringen av KSNN vil påvirkes. Strømmene som ledes til boblen-
ettet avtar hvis to eller flere noder er vinnernoder. Fordi strømmen som ledes
gjennom Tc er like stor uansett hvor mange vinnernoder det er, så avtar strømme-
ne som ledes til boblenettet.
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kunne innta stabile tilstander. En viktig faktor for at dette skal kunne skje, er at
snittnettet justeres slik at nodene ikke påvirkes for mye av det lokale snittet. Hvis
nodene er for følsomme for det lokale snittet, vil støy kunne gjøre det nevrale net-
tet ustabilt.
FIGUR  6.34 Måling av én isolert, og én ikke isolert node i et selvorganiserende nett
Til venstre vises målingen av én isolert node i krets 6. Høyre måling er
av den samme noden, men noden kan nå påvirkes av andre noder via
snittnettet. I begge målingene er inngangsvektoren null lang. For den
isolerte noden, er tilbakekoblingen innad i noden strupet. For den
ikke-isolerte noden er V2 (I2) for énkvadrant-multiplikatoren lik 1.53
volt. Forspenningen til trans.ampen, som leser av av snittnettet, er 4.15
volt, og forspenning til Bias-kretsene i snittnettet, er 2.80 volt.
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KAPITTEL 7 Oppsummering og
konklusjon
Denne hovedopgaven hadde som utgangspunkt å utsondre mulighetene for å
realisere KSNN i analog VLSI. Om mulig, skulle det selvorganiserende net-
tet legges ut og testes.
7.1 Konklusjon
I denne hovedoppgaven har KSNN blitt presentert og forklart. Transistor-
skjema, og utlegg av det nevrale nettet er utviklet, testet og simulert.
Målingene som er foretatt viser svakheter ved noen av kretselementene
som er benyttet. Dette gjelder minneelementet, tokvadrants-multiplikatoren
og tidsmultiplekseren. Det er særlig minneelementet som skaper problemer.
Målingene er mangelfulle fordi utlegget er lagt ut slik at det ikke kan gjøres
kontrollerte nok målinger for å gi en god analyse av kretsen.
Til tross for mangelfulle målinger tyder de på at KSNN lar seg realisere i
analog VLSI. Målingene viser at kretsene kan realisere Kohonens algoritme
når det gjelder opplæring av det nevrale nettet, og at kretsen etter opplæring,
vil fungere som forventet.
7.2 Fremtidig arbeide
Selv om Kohonens algoritme lar seg løse, tar det meget lang tid å lære
opp det nevrale nettet. Dersom det nevrale nettet skal ha kommersiell nytte må
kapasiteten økes. Med økt kapasitet menes mindre begrensninger for brukeren
av det nevrale nettet. Det innebærer en utvidelse av inngangsrommet til å om-
fatte alle mulige vektorer, samtidig som nettet skiller mellom et vidt spekter
med inngangsvektorer.
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For å kunne øke hastigheten samtidig med en økning av kapasiteten, må av-
vikene innad i kretsen minimaliseres. Det er spesielt viktig at minneelemenet for-
bedres. Det er vanlig at dagens store selvorganiserende nett, opplæres over flere
hundre tusen sykler. I ennå større selvorganiserende nett vil det kreves flere milli-
oner eller milliarder oppdateringssykler før nettet er tilfredstillende opplært. Der-
for er det viktig at minneelementet er raskt, slik at det er mulig å lære opp KSNN
innen overskuelig tid.
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VEDLEGG A Avlesing av nodenes
verdier i KSNN
For å kunne nyttegjøre seg av KSNN må nodenes verdier være tilgjenge-
lige for utenverden. Videre er det lite hensiktsmessigt å benytte én utgang på
chipen per node. Den vanlige måten å løse problemet på, er ved å benytte et
nett med ledere, som aksesserer én node av gangen. Nettet består av horisonta-
le ledere som aktiviserer utgangskretsene til alle noder, som ligger langs den-
ne lederen og vertikale ledere, som leder ut signalene fra de aktiverte nodene.
Bare én av de vertikale lederene kobles til utgangen av gangen.
Med tre pinner kan man avlese et vilkårlig stort nett. To av pinnene benyt-
tes for å sette adressen, og den tredje pinnen fungerer som en utgang. Adresse-
ringen foregår ved hjelp av pulser, hvor en puls aktiviserer neste leder i
rekken. Ved hjelp av et bestemt antall pulser kan man lese av verdien til en be-
stemt node. Man kan også lese dem fortløpende ettersom man likevel vil lese
av en rekke noder før man kommer til den ønskede.
I figur A.1 er det skissert hvordan tidsmultiplekseren virker. Den horison-
tale og den vertikale aktiviseringskretsen er like hverandre, de er like store og
aktivisere én utgang av gangen. Utgangene benyttes enten for å aktivere en
horisontal rekke med noder, eller for å styre multiplekserne.
A.1 Inngående beskrivelse av tidsmultiplekseren
Jeg valgte å benytte den løsningen som er beskrevet i referanse [16].
Denne løsningen er fleksibel, og den er enkel å utvide for vilkårlig store nev-
rale nett. Tidsmultiplekseren er bygget opp ved hjelp av tre mindre deler som
kan settes sammen etter behov.
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A.1.1 Skift-register
En aktiveringskrets består av en serie med sammenkoblede skift-registre,
hvor et skift-register kan huske en digital verdi. For hvert klokkesignal flyttes de
lagrede verdiene ett hakk i rekken med skift-registre. Ved å bare ha ett skift-regis-
ter med høy verdi, vil man hele tiden kunne ha bare én aktiv linje.
For at det skal være mulig å flytte de lagrede verdiene, må skiftregistrene be-
stå av to minneelementer. Prinsippet er at alle skift-registre må lese av sin forgjen-
ger, og samtidig beholde sin orginale verdi til bruk for det neste skift-registret. Ved
høy klokke leses foregående skift-register, og når så klokken går lav igjen, vil den-
ne avleste verdien flyttes til neste minneelement, som igjen kan avleses av neste
skift-register osv.
Figur A.2 viser et énfase-skift-register. Den lagrede verdien representeres på
den øverste felleslederen, mens den inverste verdien ligger på den nederst fellesle-
deren. Når ϕ er høy ledes signalet inn i det første minneelementet, idet ϕ blir lav
vil verdien i den første delen kopieres til den andre. Q har nå den verdien som det
foregående skift-registret hadde.
FIGUR  A.1 System for å lese av en bestemt nodes verdi, tidsmultipleksing
Én horisontal linje med noder aktiviseres av gangen. Signalene fra
nodene kobles til de vertikale ledrene, og én av disse ledrene kobles til
utgangen. Adressen settes ved hjelp av pulser. En puls aktiviserer
neste leder i aktiviseringskretsen.
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A.1.2 Multiplekser
Multiplekseren skal enten la et signal fra foregående multiplekser passere, el-
ler lede et nytt signal til neste multiplekser. Når Q er høy skal multiplekserens lo-
kale signal ledes videre til neste multiplekser. Siden Q bare er høy for én
multiplekser av gangen, så kan denne multiplekseren lede sitt signal til en felles-
leder. De andre multiplekserne vil ikke lede noe til felleslederen. Det er med andre
ord ingen nytte i å lage en krets som velger hvilket signal som skal ledes videre.
Figur A.3 illusterer en slik krets.
For å lede signalet til felleslederen, er det gunstig å benytte både en p-transis-
tor og en n-transistor parallellt. Dette fordi n- og p-transistorene fungerer best i
forskjellige områder, de utfyller hverandre.
A.2 Tidsmultiplekseren i bruk
Figur A.4 viser hvordan tidsmultiplekseren er tenkt koblet opp. Det benyttes
én enkelt p-transistor for å lede en nodes utgangssignal til en vertikal leder, d.v.s.
at transistoren er nodens utgangstrinn. Det holder med én p-transistor siden det
bare skal ledes en strøm fra en p-transistor som er koblet mot Vdd (se figur 6.22).
FIGUR  A.2 Énfase-skift-register brukt i horisontal og vertikal aktiviseringskrets
Skift-registret består av to minneelementer. Når klokken ϕ, går høy, vil
signalet lagres i det første minneelementet. Når så klokken blir lav
igjen, vil den lagrede verdien kopieres til det andre minneelementet.
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FIGUR  A.3 Multiplekser
Hvis Q er høy vil signalet på den vertikale lederen ledes ut.
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FIGUR  A.4 Blokkskjema av tidsmultiplekseren
Figuren viser hvordan tidsmultiplekseren er tenkt koblet opp i KSNN.
De enkelte byggeblokkene, bortsett fra inverteren, er beskrevet i av-
snitt  A.1. Klokken som styrer skift-registrene er ikke vist her.
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Inverterne, på utgangene til den vertikale aktiviseringskretsen, setter alle hori-
sontale ledere høye. Bare den ene horisontale lederen, den som skal aktivisere
nodenes utganger, er lav.
Det er ikke vist i figur A.4 hvordan verdiene settes i skift-registrene. Ved start
kan verdiene være hvilke som helst. Dette problemet er løst ved at inngangen på
det første skift-registret settes til én når alle skift-registrene er lik null. Den enkles-
te måten å gjøre dette på, er å benytte en NOR-krets som er koblet mot alle skiftre-
gistrene. Dette er en enkel krets som kobles direkte mot datainngangen til det
første skift-registret (se figur A.4). For å nullstille aktiviseringskretsene, klokker
man seg gjennom én runde for begge aktiviseringskretsene.
Ettersom tidsmultiplekseren er digital, er den mye raskere enn resten av det
analoge nevrale nettet. Det vil derfor være mulig med en tilnærmet kontinuerlig
avlesning av nodenes verdier. Problemet er at det er meget små strømmer som le-
des ut. Det tar lang tid å måle en liten strøm, og det tar lang tid å få en korrekt
strøm på utgangen etter at tidsmultiplekseren har skiften posisjon. Årsaken til at
det tar lang tid å få korrekt strøm på utgangen, er at alle de lange lederne må lades
opp. Det er derfor viktig at lederne er så korte og smale som mulig.
A.3 Målinger
Tidsmultiplekseren er feilaktig lagt ut, i utlegget av KSNN. Skift-registrene er
lagt ut som tofase-registre, men koblet opp som énfase-registre. Denne feilen gjør
det umulig å vite hvilken node som avleses, fordi tidsmultiplekseren ikke alltid
skifter til neste node som forventet. Figur A.6 viser noen målinger som bekrefter
at tidsmultiplekseren ikke fungerer korrekt. Målingene skal være nesten like, men
er det ikke, fordi nodene ikke vises på samme sted i de enkelte plottene. Tidsmul-
tiplekseren fungerte bare korrekt, for målingene 2, 3, 123 og 124, fordi plottene er
tilnærmet like.
Målingene som er foretatt av nodene, bekrefter at det tar noe tid fra en node er
koblet til utgangen gjennom tidsmultiplekseren, til utgangen er stabil. De målinge-
ne som er foretatt i figur A.6, er foretatt ett sekund etter at tidsmultiplekseren har
skiftet til en ny node. Meget nøyaktige målinger burde utføres med ti sekunders
pause for at utgangen skal være helt stabil.
FIGUR  A.5 NOR-krets som setter datainngangen til første skift-register i en aktiveringskrets
Verdiene til alle skift-registrene sammenlignes. Er alle verdiene lave
vil utgangen P, bli høy. P kobles til det første skift-registret i aktiver-
ingskretsen.
Q1Qn
P
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Det nevrale nettet fungerer som forventet, bortsett fra feilen i tidsmultiplekse-
ren. En forbedring av stabiliseringstiden på utgangen, og en korrekt tidsmultiplek-
ser, vil gjøre det mulig å lese av hele KSNN så ofte at man kan å følge utviklingen,
både under opplæring og under normalt bruk.
FIGUR  A.6 Måling av hele det nevrale nettet mens det blir eksponert for UV-lys
Målingen er foretatt på krets 6. Til venstre vises de første seks målin-
gene av hele nettet. Til høyre vises de siste seks målingene. Alle
nodene er isolerte fra hverandre, og tilbakekoblingene i vektene er
skrudd av.
Dersom tidsmultiplekseren hadde fungert korrekt, så ville alle målin-
ger, av samme punkt, vært like fordi nodene ikke endrer sine verdier.
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VEDLEGG B KSNN utlagt i analog
VLSI
Jeg har laget et tre ganger tre noder stort nett, i analog VLSI. Kretsutleg-
get er prosessert hos Orbit. Utlegget er tegnet i utleggseditoren WOL, og scge-
teknologi ble benyttet. Det er benyttet 2µm n-brønner, to poly-lag og to metal-
lag. Det ene metallaget benyttes for å skjerme kretsen mot UV-lys.
Der ikke annet er spesifisert, er alle transistorene minimumstransistorer,
med bredde lik 3µm og lengde lik 2µm.
B.1 Plassforbruk og plassering i utlegget
Utlegget er laget for en 40 pinners tinychip. Det betyr at utlegget ikke kan
være større enn 1.5mm ganger 1.5mm. Rundt utlegget er det standardiserte
kretser som gjør det mulig å koble det nevrale nettet til utenverdenen.
I tillegg til det ni noder store nevrale nettet, er det lagt ut en enkelt vekt
som gjør det mulig å måle og analysere en vekts funksjonalitet. Videre er tids-
multiplekseren lagt utenfor blokken med noder, slik at det er enkelt å sette
sammen det ønskede antallet noder uten å ta hensyn til avlesing av nodenes
verdier.
Den enkeltstående vekten som er lagt ut har ikke en énkvadrants-multip-
likator. Vekten kan med andre ord ikke veie et inngangssignal, den kan bare
endre sin lagrede verdi.
Én node, og det som behøves av ledere mellom nodene, er lagt ut i kva-
dratiske blokker på 0.4mm. Noden inneholder tre vekter, en lokal del av Win-
ner-take-all-kretsen, et utgangstrinn og til slutt de lokale delene av snittnettet
og boblenettet. Totalt krever nodene 64% av den ledige plassen, mens resten
av plassen delvis benyttes av tidsmultiplekserne, den enkeltstående vekten, og
ledere som gjør det mulig å måle utviklingen internt i kretsen mens den er i
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bruk. Tidsmultiplekserne og lederne rundt selve det nevrale nettet utgjør ikke mer
enn fra 10% til 15% av det totale plassforbruket1.
Innad i en node er det vektene som tar størst plass, ca. 75%. En vekt består av
et minneelement, kretsene som skal til for å beregne oppdateringen av minneele-
mentet, og til slutt multiplikatoren som veier ett element i inngangsvektoren.
B.2 Mulighet for avlesing og styring av det nevrale nettet
Av de 40 tilkoblingspinnene til kretsen, brukes 33 til å sette eller lese verdier i
kretsen. Tabell B.1 viser hvilke pinner som benyttes til hva. I tabellen angis node-
ne med tall, d.v.s. at node 11 er noden øverst til venstre, mens node 31 er noden
øverst til høyre. Videre er node 13 noden nederst til venstre osv.
Den enkeltstående vekten benytter de samme verdiene som resten av vektene.
Vektene som ligger i noder får βn satt av boblenettet, men dette skjer ikke for den
enkeltstående vekten (se avsnitt  6.6.4). βn må derfor settes spesielt for den enkelt-
stående vekten.
Det behøves bare én klokke for å styre tidsmultiplekseren. Dette fordi NOR-
kretsen til den vertikale aktiviseringskretsen benyttes som klokke til den horison-
tale aktiviseringskretsen (NOR-kretsen er beskrevet i avsnitt  A.2). Den vertikale
NOR-kretsen er høy hver gang den øverste horisontale lederen i tidsmultiplekse-
ren er aktiv, d.v.s. at tidsmultiplekseren vil lese av alle noder som ligger i én ko-
lonne for så å lese av neste kolonne med noder.
For å vite hvilken nodes utgangsverdi tidsmultiplekseren leder til utgangen, er
utgangene til NOR-kretsene gjort tilgjengelige. Ved å registrere når NOR-kretsene
har en høy utgangsverdi, kan man til enhver tid vite hvilken node som avleses.
1.  Delen av utleggsarealet som brukes av nodene i KSNN øker med antallet nod-
er. I nett med mange noder, vil nodene utgjøre mer enn 90% av det totale utleggs-
arealet.
Tabell B.1 Oversikt over tilkoblingspinnene
Beskrivelse Signal-
type
Pinne-
nummer
Lokal snittspenning for node 32 Spenning 1
Boblespenning for node 31 Spenning 2
Lokal snittspenning for node 31 Spenning 3
Utgangsstrømmen fra tokvadrants-multiplikatoren i den
enkeltstående vekten
Strøm 4
Vdd Spenning 5
Den lagrede verdien i den enkeltstående vekten Strøm 6
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Boblespenning for node 11 Spenning 7
Lokal snittspenning for node 11 Spenning 8
β- for tokvadrants-multiplikatoren i den enkeltstående vek-
ten
Spenning 9
Vcg i den enkeltstående vekten Spenning 10
Vcat i den enkeltstående vekten Spenning 11
Virtuell jord, βp Spenning 12
I2 for tokvadrants-multiplikatoren i den enkeltstående vek-
ten
Spenning 13
Inngangs-vektor, ξ1 Strøm 14
Jord Spenning 15
Inngangs-vektor, ξ2 Strøm 16
Forspenning for minnet i den enkeltstående vekten Spenning 17
I2 for énkvadrants-multiplikatoren i den enkeltstående vek-
ten
Spenning 18
βn for node 11 Spenning 19
Klokke for den vertikale skift-registerrekken Spenning 20
βn for node 12 Spenning 21
βn for node 13 Spenning 22
Utgangen fra den vertikale NOR-kretsen i tidsmultiple-
kseren
Spenning 23
Inngangs-vektor, ξ3. Benyttes i den enkeltstående vekten. Strøm 24
Jord Spenning 25
Utgangsstrøm fra tidsmultiplekseren Strøm 26
Utgangen fra den horisontale NOR-kretsen i tidsmultiple-
kseren
Spenning 27
Forspenning til alle trans.amper som benyttes for å kopiere
en spenning til en utgangspinne
Spenning 28
Lokal snittspenning for node 21 Spenning 29
Forspenning for avlesingstrans.amper i snittnettet Spenning 30
Tabell B.1 Oversikt over tilkoblingspinnene
Beskrivelse Signal-
type
Pinne-
nummer
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Forspenning for Bias-kretsene i snittnettet Spenning 31
Forspenning for Bias-kretsene i boblenettet Spenning 32
Forspenning for avlesingstrans.amper i boblenettet Spenning 33
34
Vdd Spenning 35
36
Spenningen på felleslederen til Winner-take-all-kretsen Spenning 37
Boblespenning for node 33 Spenning 38
Lokal snittspenning for node 33 Spenning 39
Boblespenning for node 32 Spenning 40
Tabell B.1 Oversikt over tilkoblingspinnene
Beskrivelse Signal-
type
Pinne-
nummer
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