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摘　要 :随着计算机应用领域的拓展与加深 ,对计算机性能的要求也越来越高 ,进而对系统中的信息交互提出了更高的要
求。传统的总线技术由于存在固有的限制 ,已经成为阻碍系统性能提高的瓶颈。SCI 的出现克服了总线技术的不足 ,大大
改善了信息交互的效率和带宽 ,满足了系统中和系统间的互连要求 ,成为先进互连技术的代表。详细分析了在 Windows
XP 环境下 ,开发 SCI 数据通信程序的原理和方法。
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Abstract :With the development of computer technology ,the requirement for the performance of computer and transmission become more
and more high. Because of the limitation of traditional bus technology ,it becomes the choke point of advance the performance of system.
SCI overcomes the limitation ,enhances the efficiency and bandwidth of transmission. It meets the demand of current transmission ,be2
comes the mainstream of transmission technology. The architecture of SCI device driver in Windows XP environment is described in this
paper and data transmission methods on SCI network are also presented with examples.
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0 　引 　言













延迟特性 ,SCI 支持存储器分级策略 ,支持高速缓存机
制 ,并采用分布式链式目录的方法来有效地支持缓存
机制。
SCI 可支持 DSM(分布式共享存储器) 体系结构。
具有 64 位地址 ,其中前 16 位用于节点地址分配 ,后 48
位用于每个节点内部的地址分配。也就是说 SCI 最多
可支持 65536 个节点的互连。采用 DSM 体系结构可
以提供良好的扩展性 ,系统规模可随着资源的增加非
常方便地扩展。带宽为 18bit 的 18 - DE - 500 并行链
路 ,采用差分信号传输 ,每条信号线可提供 500Mbit/ s
的带宽 ,最高可支持 1 Gbyte/ s 的并行传输。SCI 支持
灵活的拓扑结构 ,基本的 SCI 拓扑是环。与传统的环
形拓扑不同的是它可支持消息的并发传输。




FIFO 为空时节点才能够传输消息 ,旁路 FIFO 的大小
取决于节点能够产生的最大数据包。在包的发送期
间 ,可以利用空闲 symbol 排空旁路 FIFO。另外 , Input
和 Output FIFO 能够匹配节点处理速度与链路传输速
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度之间的差异。
SCI 链路上传输信号的最小单位是 symbol。一个
symbol 包括 16 位的数据位 ,包分割符以及时钟信息。
连续的 symbol 构成一个包。另外 ,在传输间隔也可以
通过发送空闲符号 (idle symbol) 维护链路和接收方的
同步。如图 1 所示 , SCI 提供的事务类型包括 read ,
write ,lock 和 move。其中前三种事务中的请求过程会
有相应的响应确认。而 move 不需要响应确认。因此
在可靠性要求不高的情况下能提高传输的效率。
图 1 　SCI 物理接口和事务类型
2 　SCI在 Windows XP 下的驱动模型
SCI支持各种主流的操作系统 ,文中的编程是在
Windows XP 下实现的。目前 SCI 接口卡的主要厂家
是挪威的 Dolphin 公司 ,文中采用的是该公司的 Intel
平台上 PCI 总线的 D331 SCI 接口卡[4 ] 。用它构造的
通信系统的开发环境如图 2 所示。
图 2 　Windows XP 下 SCI 驱动模型
pcisci. sys 完成 PCI 总线设备的访问功能 ,并且将
PCI 总线事务映射成为 SCI 网络事务 ,提供透明的 SCI
设备访问机制。sisci . sys 提供了 SCI 网络的高层驱动 ,
它屏蔽了 SCI 协议的细节 ,为应用系统设计者提供了
数据通信接口。sisci - api. h 和 sisci - api. lib 为 Win32
应用程序提供了 SISCI API 函数的调用窗口。
3 　SCI在 Windows XP 下通信程序的实现
首先需要了解两个重要概念 :
(1) 虚拟设备 (virtual device) ,可以把它看成是在
SCI 驱动模型下进行通信的管道 ,所以在运行其它
SISCI API 函数前 , 必须创建虚拟设备。SCIOpen
( &sd ,NO - FLA GS , &error) ;/ / 创建虚拟设备。
(2) 内存段 (memory segment) ,能够异地访问其它
节点上的本地内存是 SCI 的基本特点。




SCI 提供了中断方式来实现 SCI 节点间的事件通
知。中断也分为本地中断和远端中断 , Server 节点建







3. 1 　PIO 方式
远端内存段映射到本地进程地址空间之后 ,本地
进程就可以使用内存复制命令来完成数据传输 ,这种
方式叫 Program IO ( PIO) ,因为这个复制过程是由
CPU 来完成。它是针对小规模数据传输的一种通信
方式。Server 节点声明 sci - local - segment - t 型变量 lo2
calseg - s ,然后用这个变量使本地内存映射到 SCI 全局
地址空间 ,使之为其它节点可见 :
sci - local - segment - t localseg - s ;
sci - map - t local - map ;
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int 3 local - address ;
SCICreateSegment ( ⋯, &localseg - s , ⋯) ;/ / 创建一个本地内
存段
Local - address = ( volatile int
3 ) SCIMapLocalSegment ( lo2
calseg - s , &local - mao , ⋯) / / 映射到本地进程地址空间
把本地内存段映射到 SCI 全局地址空间 ,并使它
为其它节点可见 :
SCIPrepareSegment (localseg - s , ⋯) ;
SCISetSegmentAvailable (localseg - s) ;
Client 节点声明一个 sci - remote - segment - t 型变
量 remoteseg - c ,用它来连接 Server 节点共享的内存
段 ,这样就可以用内存复制命令来完成数据传输 :
sci - remote - segment - t remoteseg - c ;
sci - map - t remote - map ;
int 3 remote - address ;
SCIConnectSegment ( ⋯, &remoteseg - c , ⋯) ;/ / 连接 Server
节点共享的内存段
remote - address = ( volatile int
3 ) SCIMapRemoteSegment ( re2
moteseg - c , &remote - map , ⋯) ;/ / 映射 Server 节点的共享内存段
到本地进程地址空间
同样 ,在程序结束时不忘断开连接 ,释放资源 :
SCIDisconnectSegment (remoteseg - c , ⋯) ;
SCIRemoveSegment ( ⋯) ;
3. 2 　DMA方式
在 DMA 方式中 ,数据从一个节点复制到另一个
节点不是由 CPU 来执行的 ,而是由 SCI 接口卡上的
DMA 引擎来完成的。所以 DMA 方式允许在数据传
输时 ,CPU 做其它的事情。适合大量的数据传输。
DMA 方式中的 Server 节点的设计跟共享内存方
式差不多 :创建一个内存段 ,把它映射到 SCI 全局地址
空间 ,使其它节点可见。下面主要介绍 Client 节点的
设计 :
SCICreateSegment () ;/ / 创建本地内存段
SCIMapLocalSegment () ;/ / 映射本地内存段到本地进程地址
空间
SCICreateDMAQueue() ;/ / 创建 DMA 队列
SCIConnectSegment () ;/ / 连接 Server 节点的共享内存段
/ 3 把要发送的数据 ,写入本地内存段 3 /
SCIEnqueueDMATransfer ( ) ;/ / 将要发送的数据送到 DMA
队列
SCIPostDMAQueue() ;/ / 把队列中的数据投递给 DMA 引擎
SCIWait ForDMAQueue() ;/ / 等待 DMA 传输完成
SCIDMAQueueState() ;/ / 查询 DMA 队列的状态 ,以确定正
常完成
最后 ,通信结束后 ,删除队列 ,释放资源 :
SCIRemoveDMAQueue() ;。
4 　结 　论
从测试的数据上可以看出 ,PIO 在小数据量 (几十
kB) 的传输上性能明显比 DMA 好 ,这是因为 DMA 方




得到广泛的应用 ,其他一些要求高性能的 IO 领域也在
展开应用研究。文中给出了在 Windows XP 下 ,SCI 的
数据通信程序的详细实现方法。目前 SCI 只提供同步
的通信方式 ,所以在实际应用中 ,可以用 Windows XP
的多线程编程技术来实现异步通信。
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