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Abst rac t 
The thesis reports on an experimental and computational study of kinetic heating at 
hypersonic speeds. Of particular interest is the transition of the laminar boundary 
layer to a state of turbulent motion. 
The experiments are performed in a Mach 9 Gun tunnel with a 5 ° semi-angle cone ge-
ometry. Twelve hemispherically blunted nose radii are tested at three unit Reynolds 
numbers. Testing has indicated that as the nose is progressively blunted, the transi-
tion region moves downstream. Further amounts of bluntness enhance other instabil-
ity mechanisms and transition events are witnessed in the near nose regions. There 
are clearly two transitional regimes, denoted the "small bluntness" and "transition 
reversal" regime, respectively. 
This study investigates the structure of the transitional boundary layer in both 
regimes using thin film heat transfer rate gauges and liquid crystal surface thermog-
raphy. The heat transfer measurements indicate that the small bluntness transition 
regime is governed by the rapid formation, growth and merging of turbulent events. 
Transition occurs over hundreds of boundary layer lengths. The reversal regime tran-
sition process is characterised by the birth of turbulent events in the nose and near 
nose regions. The temporal formation rate of the events is governed by roughness. In 
a low roughness environment, transition occurs over many model lengths. Increasing 
the roughness level, increases the spot formation rate, and transition is witnessed 
immediately downstream of the spherical nose region. 
The role of roughness is further explored using boundary layer trips. The trip causes 
a laminar wake which rapidly undergoes transition and forms a turbulent wedge. 
Event circumferential spreading angles are found for a variety of trip geometries and 
locations. The heat transfer distribution in the wedge is mapped using the thin film 
gauges. 
Computational work is used to perform laminar flow field predictions. Of interest 
is the entropy layer caused by the presence of the bow shock, and its interaction 
with the boundary layer. Heat transfer predictions in the transitional region are also 
performed aided with the experimentally obtained intermittency information. 
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Nomenc la tu re 
a pressure tapping area A constant in turbulence model 
a+ constant A thin film sensor area 
c specific heat C Chapman - Rubesin parameter 
Cp specific heat, constant pressure Ccp constant in turbulence model 
Cy specific heat, constant volume Gkleb constant in turbulence model 
c speed of sound ^wk constant in turbulence model 
d probe diameter F intermittency function 
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1 pressure tapping length M Mach number 
1 Prandtl Van Driest mixing length Pr Prandtl number 
P pressure Q threshold 
q heat transfer rate R gas constant 
r axis R normalised correlation function 
r radius Re Reynolds number 
r correlation function S entropy 
s wetted distance from model apex St Stanton number 
t elapsed time T temperature 
u velocity, x or z direction V voltage 
V velocity, y or r direction Y distance in turbulence model 
V pressure tapping volume X distance 
X axis E vector composed of flow variables 
y axis F vector composed of flow variables 
y+ normalised boundary layer height G vector composed of flow variables 
z axis (axial distance in tunnel) U vector composed of flow variables 
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Symbols 
a spatial growth rate, x direction 
CKr thin film sensor sensitivity 
spatial growth rate, z direction 
^ boundary layer height 
8 thin film sensor thickness 
T] mesh direction normal to body 
7 intermittency 
A length scale for transition region 
A bulk viscosity coefficient 
w temporal growth rate 
w vorticity 
n vorticity calculated with normalised velocity 
11 viscosity 
jL Mach angle 
u Prandtl Meyer function 
p density 
cr area dependence parameter 
<T standard deviation 
r dummy time variable 
r shear stress 
Q angular distance around nose 
6 direction in cylindrical coordinate system 
9 flow inclination 
6 phase angle 
9 shock slope 
^ normalised length through transition region 
^ mesh direction aligned with body 
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Subscripts 
0 stagnation conditions 
1 initial barrel conditions 
2 post-shock conditions 
4 initial driver conditions 
5 post reflected shock conditions 
oo freestream conditions 
b bridge 
barrel barrel conditions 
a adiabatic 
b reversal regime 
c cone 
d diffusion properties 
e edge conditions 
inner inner region in turbulence model 
inv inviscid conditions 
h Helmholtz type resonance 
le leading edge 
n nose 
n event formation rate 
outer outer region in turbulence model 
p platinum properties 
p organ pipe resonance 
pen penetration 
r reservoir conditions 
res reservoir conditions 
s wetted distance 
s small bluntness regime 
shock distance from shock to body along stagnation streamline 
t turbulent conditions 
tb reversal regime transition onset 
te trailing edge 
tr transition onset 
t r l transition onset of first transitional mechanism 
tr2 transition onset of second transitional mechanism 
tb small bluntness regime transition onset 
tu transition completion 
w wall 
H hyperbolic terms 
V diffusive terms 
Nomenclature 25 
Superscripts 
— time average 
N time level 
Acronyms 
CSD cross spectral density 
PDF probability density function 
PSD power spectral density 
RMS root mean square 
Chapter 1 
Introduction 
1.1 Motivat ions 
The hypersonic transition problem is of acute practical importance and great scien-
tific interest. Practically, the ability to predict the transition behaviour of complex 
hypersonic configurations at a variety of flight conditions is an arduous task, requir-
ing ad hoc studies to be performed. Generally, there will be many factors influenc-
ing the transition location. These include: Mach number, Reynolds number, wall 
temperature, angle of attack, pressure gradients, shock impingement, nose blunting, 
roughness, free-stream turbulence and so on. Transition can be viewed as the trigger-
ing of a receptive boundary layer capable of sustaining turbulence. Any parametric 
study connected with transition must aim to investigate the effects of the triggering 
parameters and the role of the parameters prescribing the boundary layer "suscepti-
bility" to turbulence. These parameters are illustrated in figure 1.1. The triggering 
parameters form the disturbance environment. They include convected turbulence, 
radiated acoustic waves, model vibration and surface roughness. Generally, the dis-
turbance environment is diflicult to control as it will depend on the test conditions 
and may vary from site to site, and between tunnel testing and free flight. The sole 
exception is surface roughness which can be controlled but not eliminated, by suit-
able manufacturing processes. The parameters prescribing the boundary layer shape 
will be constant from tunnel to tunnel and are those to be expected in free flight, 
as the boundary evolution is controlled by flight conditions, Re^j^x , M^o , T o^ and 
body geometry. The objective of the present study is to isolate some of the phe-
26 
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convected turbulence detached bow shock system 
radiated acoustic noise 
boundary layer 
shock impingement 
cross flow 
wall cooling 
nose blimtin, 
pressisre gradient 
rouVhness 
Figure 1.1: Illustration of the factors influencing transition, these are divided into 
triggering parameters and parameters prescribing the boundary layer shape. 
entropy 
curved bow shock 
boundary layer 
Figure 1.2: Schematic of the blunt body field field, showing the boundary layer and 
entropy layer. 
nomena occurring in flight and examine their influence in a more rigorous fashion. 
The parameters analysed are nose blunting and surface roughness. At a fundamen-
tal level, nose blunting creates an entropy layer, vortical in nature, produced by the 
curved shock formed in front of the body, as illustrated in figure 1.2. The entropy 
layer surrounds the boundary layer for many nose radii downstream, until through 
growth, the boundary layer "swallows" the entropy layer, and sharp cone conditions 
are asymptotically approached. The presence of the entropy layer, and its interaction 
with the boundary layer, significantly alters the transition characteristics, as shown 
in figure 1.3. 
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Figure 1.3: Effect of nose blunting on transition location, data of Softley et al. (1969). 
Horizontal axis, nose Reynolds number, defined as the product of the nose radius 
and the unit Reynolds number; Vertical axis, transition Reynolds number, given by 
the product of the distance to transition times the unit Reynolds number. 
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Surface roughness is investigated and it is examined how, via the modification of the 
laminar "base - flow", the transition characteristics are altered. 
The studies are performed experimentally, aided with the use of computational flow 
field predictions of the laminar flow fleld. In this chapter, firstly the breakdown to 
turbulent motion within the boundary layer will be described, before a review of the 
current state of transition knowledge is given. Having placed thus the current study in 
a more general context of transition research, the following chapters will then discuss 
the experimental facility, models and methods used, together with the numerical 
Navier - Stokes solver. The experimental results obtained will then be presented and 
the ideas arising will be discussed linking the contribution of the present study to 
general understanding of hypersonic transition. 
1.2 T h e breakdown of t he laminar b o u n d a r y layer 
The main events that can occur in the breakdown of the laminar boundary layer 
and the onset of turbulent flow are illustrated in the sketch of figure 1.4. One can 
recognise a linear region, in which instabilities enter the boundary layer. The key 
concepts arising are receptivity and linear stability. When these instabilities 
exceed a certain amplitude, the boundary layer is characterised by a region of non -
linear breakdown, randomisation and formation of turbulent events. The key concepts 
are non linear interactions, three dimensionalisation and event formation. 
The region downstream of this location, is the transitional zone, which is governed 
by the intermittent production of turbulent events at Rctr- In this region, the events 
grow and merge, both spatially and temporally, eventually forming a continuous 
region of turbulence at some location downstream, named the transition completion 
location, Retu- The key concepts to be examined here are intermittency and event 
dynamics. 
This study is mainly cornered with the dynamics of the turbulent events, formed at 
Retr, however before examining the intermittent character of this region, the processes 
occurring upstream will be examined. 
Chapter 1. Introduction 30 
linear region ndn -lineg.region transitional zdne 
Figure 1.4; Illustration of the breakdown of the laminar boundary layer and the 
formation of the turbulent boundary layer. 
1.2.1 Receptivity and the linear region 
The laminar boundary layer can act as a linear oscillator, allowing sinusoidal dis-
turbances to exist, superimposed upon the underlying mean flow. Receptivity is the 
name given to the process by which an external disturbance can enter the boundary 
layer, and generate these instability waves. The external disturbance environment, 
forcing the boundary layer, is typically composed of acoustic, vortical, entropy and 
vibrational fluctuations. Receptivity was first addressed by Morkovin (1969) and is 
discussed in detail by Reshotko (1976). 
Linear stability theory attempts to address the physics of this region and describe the 
propagation and evolution in time and space of these small amplitude waves within 
the boundary layer. Typically, the boundary layer is stable if the waves are damped 
and is said to be unstable if the waves are amplified. The critical parameter is the 
growth rate of the disturbances. Waves of zero growth rate are said to be neutrally 
stable. In the analysis, any quantity, q say, is allowed to vary as: 
(I = q[y) exp + P y - wf)] (1.1) 
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where x, y and z are an orthogonal coordinate system with x aligned in the direction 
of mean flow, and y is the direction normal to the surface; q(y) is the solution of q 
to the mean flow problem; a and (3 are the x and z components of the wave number 
k, and wis a frequency, a , /3 and w are complex and their imaginary parts represent 
the spatial and temporal amplification rates. The above expression is substituted in 
to the equation of motions. It is assumed that fluctuating quantities are very small, 
so that the quadratic terms of the disturbances can be neglected, and also that the 
mean flow solution does not vary significantly and the flow remains parallel. This 
leads to a set of ordinary differential equations, which are denoted the linear stability 
equations. There exists a hierarchy of linear stability equations. At one end, there is 
the Rayleigh equation, obtained by linearising the incompressible, Euler equations. 
This is a second order differential equation. At the other end of the scale, there 
are the fully two dimensional solutions to the compressible Navier stokes equations, 
which leads to a system of eighth order. Results from linear stability theory have 
contributed significantly to the understanding of pre-transitional behaviour, allowing 
the role of pressure gradients, surface cooling, etc. to be explored and also transition 
prediction methods to be developed (Van Ingen 1956). 
B y pask transition 
It is known that if the external disturbance level is above some critical value, non 
- linear processes within the boundary layer occur immediately and transition to 
turbulence is witnessed within a short distance downstream. This process, mostly 
encountered in turbo-machinery, is denoted "by - pass" transition. 
1.2.2 The non linear region 
In this region, three dimensionality becomes important, as spanwise modulation of the 
mean flow occurs. Two breakdown regimes are recognised in which vortical structures 
develop and in turn, lead to smaller structures, and finally turbulent events. These 
are denoted the K type and N type regimes, after KlebanofF (1959), the worker who 
first observed the K type process, and after Novosibirsk, where the N type regime 
of breakdown was first witnessed. An excellent review of these processes can be found 
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in Kachanov (1994). 
1.2.3 The transition region 
In the transition regime, the departure from laminar behaviour becomes apparent at 
macroscopic scales, for instance a change in the boundary layer growth rate is first 
observable. Intermittency, 7, is the measure of the probability that the boundary 
layer motion be turbulent at any given point in this region, and must vary between 
0, at the event inception point Rctr and 1, at Rctu- The first formulation of the inter-
mittency distribution was provided by Emmons (1951). Successive work by Dhawan 
and Narasimha [ Dhawan and Narasimha (1956), Narasimha (1957)], based on the hy-
pothesis that breakdown occurs within a narrow chordwise region, lead to the familiar 
form for intermittency cited below; 
7 ( x ) = 1 - exp (1.2) 
where Xtr is the location of laminar breakdown, the event inception point; n, is the 
event formation rate (number of events per second); and a is the area dependence 
factor otherwise known as Emmons propagation parameter; and u is the velocity. 
Narasimha (1957), using the ideas of concentrated breakdown, expressed 7 as a func-
tion of where 
f ^ ~ n 31 
^ z(7 = 0.75) - z(7 = 0.25) 
and suggested the universal form of the intermittency distribution, written as: 
7(2) = 1 — exp —0.412^^ (1.4) 
The intermittency distribution of Narasimha can be seen plotted against some exper-
imental data, at incompressible and compressible speeds in figure 1.5. 
1.3 Review 
In this section, a brief review of literature is given. It is divided into two parts, micro-
and macroscopic studies. The microscopic work will be presented first. 
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Figure 1.5; The universal intermittency distribution, after Narasimha (1957), com-
pared with measured intermittency information at incompressible and compressible 
speeds. Data of Owen (1970), Clark et al. (1992) and Mee and Goyne (1994). 
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1.3.1 Microscopic work 
Most microscopic approaches have investigated the linear stability of the laminar 
boundary layer, however with the increase in computational power, direct numerical 
simulations are performed allowing the physics of laminar breakdown to "drop - out". 
Schubauer and Skramstad (1948) first proved experimentally the existence of linear 
small disturbances, conjectured by Tollmien and Schlichting. The first attempts at 
developing the compressible stability analysis was performed by Kuchemann (1938), 
followed by Lees and Lin (1948), who using an asymptotic extension to the invis-
cid equations, postulated that the presence of a generalised inflection point would 
be a sufficient condition for instability. However, the limits imposed by the asymp-
totic technique did not allow the contrasting differences between low speed and high 
speed flow to be uncovered. The first successful formulation and solution of the com-
pressible stability equations was performed by Mack (1964). The most important 
observation is that at high Mach numbers, the mathematical nature of the stability 
equations changes, and the problem admits an infinite number of solutions. These 
other solutions are often referred to as the higher modes or Mack modes. 
At high Mach numbers, the higher modes present large growth rates, in particular the 
second mode, which is seen to be the most important boundary layer destabilisation 
mechanism. Kendall (1975) presented the first microscopic experiments examining the 
relationship of the acoustic disturbance field and boundary layer stability behaviour. 
Kendall reports that for Mach numbers in the range of 3 to 5.6, there is strong 
evidence to suggest that the boundary layer is driven by the acoustic field. Kendall 
also notes the appearance of the second mode as the dominant instability mechanism 
and its role in creating "rope like" structures observable with shadowgraphs within 
the boundary layer. 
A detailed five part study by Stetson, Thompson, Donaldson and Siler (1983, 1984, 
1985, 1986 and 1989) investigated the linear stability behaviour of a 7 ° semi - angle 
cone at Mach = 8. The first part of their study concentrated on obtaining data 
for the sharp nose case. In agreement with Mack, the principle instability was a 
second mode disturbance. The wavelength of this disturbance was 25. The second 
study concentrated on the effect of bluntness. The findings indicated that significant 
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changes to the stability characteristics occur with the introduction of bluntness. The 
location of the critical Reynolds number, i.e. the first point at which instabilities 
can grow, was found to coincide with the location of entropy swallowing. In contrast 
to the sharp cone case, the blunt cone critical Reynolds number location occurred 
at a greater distances downstream, but the growth rates of the disturbances were 
considerably larger. 
In the paper of Stetson et al. (1988), the authors address the problem of transition 
testing and transition prediction, commenting on the requirements for boundary layer 
stability experiments to better understand the relationship between the disturbance 
environment and transition characteristics. The high levels of background noise en-
countered in hypersonic wind tunnel testing has lead to the development of quiet 
flow tunnels. [Schneider et al. (1995), Chen et al. 1993)]. By delaying transition of 
the nozzle wall boundary layer, the acoustic disturbance environment is significantly 
reduced, however the levels encountered are still above those of hypersonic flight. 
Experiments performed (Stetson 1990) at hypersonic speeds have indicated that the 
growth rates of the second mode disturbances exceed the linear stability predictions 
and that possibly, non linear effects were present. This discrepancy has been linked to 
the effects of tunnel environment. Using the low disturbance Mach 3.5 wind-tunnel, 
transition Reynolds numbers are obtained an order of magnitude greater than those 
obtained in an ordinary wind-tunnel. Transition predictions based on linear stability 
theory were in excellent agreement with the measured data. The work of Wendt 
et al. (1993), and Stuckert and Reed (1992) have investigated the stability of the 
hypersonically travelling sharp cone. Herbert and Esfahanian (1992) have extended 
this analysis to blunted cones, and Heffner and Arnal (1994) have demonstrated the 
stabilising effect of slight to moderate bluntness. This result was in good agreement 
with parallel experiments performed in a Mach 7 blow-down tunnel. 
The direct numerical simulation of Adams and Kleiser (1993) investigated the break-
down of a pair of oblique first mode waves, observing the non linear interactions 
which generated shear layers, which in turn roll up to form "rope like" structures. 
Doorly and Smith (1993) have studied the development of spots in the transition 
region and determined the dependence of the wake half angle on Mach number for 
the zero pressure gradient case. For high Mach numbers, the wave angle is given by: 
g = (1.5) 
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1.3.2 Macroscopic studies 
The main investigations into the macroscopic transitional processes have been per-
formed experimentally. The first high speed experiments began after the second world 
war and initially concentrated on the change of macroscopic parameters through the 
transitional region, such as the increase in heat transfer rate. Brinich and Sands 
(1957), tested a variety of blunt cone and blunt plate configurations at Mach 3.1. 
They noted a downstream movement of transition with increasing bluntness for spher-
ical noses. They also tested a variety of flat nosed bodies and witnessed a reversal in 
the transition delay above some critical bluntness. Stetson (1960), examined the tran-
sition characteristics of blunted bodies and noted that transition could occur in the 
subsonic region of flow in the hemispherical part of the nose for highly cooled bound-
ary layers. Stetson also provided evidence of roughness in this region. Transition 
delay, trend reversal and re-reversal was discussed by Richards and Stollery (1966) in 
the context of decreasing the wall to recovery temperature ratio. Potter and Whit-
field (1960) examined the effects of Reoo/m , nose bluntness and surface roughness at 
Mach numbers in the range of 3 to 8. An important observation was the similarity in 
the transition processes at sub- super- and hypersonic speeds. Using hot wire probes, 
they found an intense layer of fluctuations inside the boundary layer, and observed 
how this layer moved towards the boundary layer edge with increasing Mach number. 
A result which shows qualitative agreement with the linear stability analysis. The 
roughness studies at high Mach numbers indicated that large trip elements were re-
quired to successfully trip the boundary layer. Nagamatsu et al. (1967) investigated 
the transition behaviour of a 2 metre 5 ° semi - angle cone. The effects of and 
roughness were also examined. In their study, turbulent bursts were detected using 
surface mounted thin film gauges, and it was concluded that they were convecting at 
80 % to 90% of the edge velocity. They also noted that the greatest fluctuations were 
occurring in the laminar boundary layer at j//^=0.8. Using hot film anemometry, 
Maddalon and Henderson (1968) also found a layer of maximum disturbance level 
in the outer regions of the boundary layer, with the speed of the disturbances being 
subsonic relative to the edge velocities. The authors proposed also that the origin of 
the turbulent bursts would be in this region, basing their arguments on the hot film 
measurements and schlieren visualisations. 
Stetson and Rushton (1967) performed a comprehensive study of the transition be-
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Figure 1.6: Stetson and Rushton's transition data (1967) at Mach 5.5. The transition 
Reynolds number, Retr, is based on freestream conditions. The distance to entropy 
swallowing, Xg^ ,, is calculated using Rotta's expression (1968). 
haviour on a 8 ° semi - angle cone at Mach 5.5. Their results suggested a rearward 
movement of the transition location for small amounts of bluntness. Greater blunt-
ing was found to cause the rearward movement of the transition point to cease, and 
with greater bluntness still, caused the transition location to move upstream, i.e. a 
transition "reversal". The distance to transition, xtr, was correlated with the en-
tropy swallowing distance, Xsw, as shown in figure 1.6. Three transition regimes were 
found. The first for xtr/xgw > 0.4, in which the transition Reynolds number, based 
on local edge conditions, remains equal to the sharp cone value. The second region, 
for Xtr/xsw < 0.02, in which the transition Reynolds number, based on local edge 
conditions, is equal to some "blunt limit". The third intermediate region, for 0.02 < 
xtr/xsyj < 0.4, exhibits a monotonic decrease in the local edge condition transition 
Reynolds number, from the sharp value to the blunt limit. If the distance to tran-
sition Reynolds number based on freestream conditions is plotted, (as in figure 1.6), 
this is seen to be the region in which the maximum delay is found, occurring roughly 
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at xtr/xsuj = 0.2. Martellucci et al. (1972) also reported a delay in transition with in-
creasing blunting. Using schlieren, Fischer (1972), found turbulent structures present 
in the outer regions of the boundary layer at a streamwise station well upstream of 
the transition location detected by surface heat transfer measurements. 
The transition behaviour for slender cones at angle of a t tack/ were performed by 
Ericsson in 1974. The transition location on the windward' side was found to be 
governed by the presence of the entropy layer and moved rearward with respect to 
the zero incidence position. On the leeward side, the cross flow effects were found 
to destabilise the boundary layer and dominate the transition process, moving the 
location of transition upstream. 
The study of Softley et al. (1969), investigated the transition characteristics of a 
cone at Mach 10 and Mach 12. In this study, the location of peak disturbance was 
again found to be located in the external regions of the boundary layer. The studies 
examined also the effect of nose blunting and indicated a rearward movement of the 
transition location with increasing bluntness. In the cases examined, transition always 
occurred downstream of the entropy swallowing location, resulting in an increase of 
transition Reynolds number based on local edge conditions. 
Owen's paper of 1970 concentrated on fluctuation measurements at Mach numbers 
in the range of 2.5 to 4.5. He noted that long before turbulent events are detectable 
in the boundary layer, fluctuations considerably larger than the freestream levels, are 
observable in the boundary layer. Again these appeared towards the outer regions of 
the boundary layer and moved outwards with increasing Mach number, 
Ericsson (1988) discussed the role of the entropy layer as an inviscid mechanism 
controlling the blunt body transition behaviour, and proposed a correlation for the 
distance to transition Xtn based on the sharp cone transition length (xtr)sharp, and 
an entropy wake impingement parameter, x^wz, and an experimental factor Axtr, as 
follows: 
Xtr — (®fr)s/iar]5 "t" 4" AXfr (1.6) 
The distance XEWi is an inviscid flow parameter, defined as the distance to the location 
where the blunt cone pressure has reached the sharp cone value. This prediction 
method has been used to predict transition using the data of Sell (1992) and the 
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Figure 1.7: Ericsson's prediction method compared to the data of Sell (1992) obtained 
with a 5 ° cone at Mach 9. 
outcome can be seen in figure 1.7. This model has been criticised by Stetson (1990), 
as the model uses an inviscid scaling parameter to correlate a viscous phenomenon. 
This is disputed by Ericsson (1990), who maintains that viscous phenomenon can be 
governed by the inviscid flow characteristics. 
1.3.3 The present work 
The present work is part of an ongoing transition testing program at Imperial College. 
The transition on a flat plate was investigated by Edwards in 1981. More recently, 
the work of Sell (1992) investigated the transition behaviour of sharp and blunted 
cones. He observed the distribution of time averaged heat transfer rates in the lami-
nar, transition and turbulent regions. Sell concludes that the similarity between the 
sharp cone and flat plate transition processes indicate that first mode instabilities are 
the dominant transition mechanism, (Chen et al. 1989). This result is also supported 
by Reshotko (1969). The experiments indicated a progressive rearward movement of 
transition front with increasing bluntness. Sell proposes that the rearward movement 
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is linear with nose Reynolds number, but provides evidence to suggest that at higher 
nose Reynolds numbers, the transition front becomes three dimensional. At the high-
est nose Reynolds studied, it was speculated that the transition front was highly three 
dimensional and had moved upstream to the nose tip region, a reversal phenomenon. 
Evidently the appearance of three dimensionality with increasing bluntness is to be 
addressed, especially in the regions where transition reversal is expected to occur. 
The present study capitalises extensively on the models, instrumentation and data of 
Sell's study. This study intends to exceed Sell's work by obtaining and analysing time 
resolved data. The frequencies to be used are below those required to obtain stability 
information but are sufficient to monitor turbulent event formation processes, where 
it is felt that there is a distinct lack of information on transition event dynamics. 
This study aims to bridge that gap. 
Chapter 2 
Experimental techniques and 
models 
2.1 Techniques 
2.1.1 Schlieren 
The schlieren technique is an optical flow investigation method. It depends upon the 
fact that the speed of light varies with the density of the medium through which it is 
travelling. If density gradients are present, due to shocks, shear layers or boundary 
layers, say, the light rays are bent in a manner proportional to the density gradient. 
In the schlieren system part of the deflected light is intercepted, causing the image 
to appear as bright and dark regions accordingly. 
The present optical set-up is shown in figure 2.1. The system is composed of two 
300mm diameter concave mirrors, ml and m2, each with a focal length of 6.1m, one 
diameter 450mm planar mirror and one 2m focal length lens, 1, for final focusing on to 
the camera plate. The illumination is provided by an Argon spark source and 35mm 
black and white film is used with a ASA rating of 60. In closing, it is noted that the 
density ratio across the boundary layer is greatly reduced if nose blunting is present, 
making the detection of the boundary layer more difficult. 
41 
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Figure 2.1: Illustration of schlieren set-up, showing position of spark source, concave 
mirrors, knife edge and camera location. 
2.1.2 Liquid crystal surface thermography 
Liquid crystal surface thermography is a qualitative technique, used to visualise sur-
face temperature patterns. The liquid crystals are encapsulated polymer chains which 
are in equilibrium between the liquid and solid phase. When coated upon the model, 
the crystals respond to the model surface temperature evolution. At different tem-
peratures within the thermo-chromic activity window, the crystals selectively absorb 
and reflect different wavelengths of the incident light. At temperatures above and 
below this window, they are inactive and the reflected light is unaltered. The models 
designed for surface thermography are made from wood and are heavily coated with 
several layers matte black paint, upon which the liquid crystals are applied. Poly-
chromatic light sources are used to illuminate the model. If the surface temperature is 
below the lower threshold of activity, (usually required to be slightly above ambient), 
the model surface appears black. Once the temperature exceeds the lower limit, the 
shorter wavelengths of light are reflected and the model appears red. Further heating 
causes the wavelength of the reflected light to increase, and the apparent model colour 
changes through yellow, green to blue at the hot end of the window. Subsequent in-
creases in temperature causes the paint to exceed the upper threshold of activity and 
the model returns to black once more. The concepts are best understood by exam-
ining figure 2.2. This is a static (flow off) test shot, in which the model is heated 
from the lower left by a hot air source. The jet impingement area (A), is hottest and 
the area is blue. Moving progressively away from this region, (B) and (C), the colour 
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Figure 2.2: Liquid crystal surface thermography, static test. Model is heated from 
lower left by a hot air source . 
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Figure 2.3: Schematic of experimental set-up for liquid crystal surface thermography. 
changes through green to red and finally black in the region unaffected by the jet. 
An important issue when testing in transient facilities is the history effect of the 
paints. Although the paints have a temporal response time better than a millisec-
ond, they respond to temperature, not the instantaneous heat transfer rate. This has 
important implications in transition testing where the quantity of interest is q ,^. How-
ever, it will be seen that the technique is of great use in the highly three dimensional 
transitional regions. 
The lighting and camera arrangement are shown in figure 2.3. The camera is placed 
normal to the model frustum and the two light sources are arranged either side to 
provide uniform illumination. The film used is colour positive (slide) 35mm film, with 
an ASA rating of 400. A 50mm focal length lens is used, so that when the camera 
is located against the working section windows, the model fills the whole frame. The 
aperture is stopped down to f /4 and the depth of field is believed to be 20mm. Due 
to the model curvature, this is insufficient to keep the whole of the model surface 
in focus, so the camera is focussed to ensure that the nose and near nose regions 
are in the field of focus. Further problems are caused by the axi-symmetric shape of 
the model, most notably, the strong refiection of the incident light along the central 
portion of the model, causing a characteristic glare. Interpretation of the reflected 
colours becomes difficult in the regions away from the centre where the model surface 
is not parallel to the light source and camera, the colour of the reflected light changing 
with viewing angle. Other errors in colour interpretation can arise, for example if a 
strong temperature gradient exists across the thickness of the liquid crystal coatings, 
as this will lead to colour "bandwidth" problems; the hotter outer stratum will reflect 
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Figure 2.4: Pressure instrumeutation module. The module is inserted flush in to the 
model surface. Transducers are mounted into the module, either in the screw-in or 
push-in fittings. 
blue say, while the inner colder strata will reflect green. Finally, it is noted that in 
this thesis, prints obtained from the original colour slides will be presented. Due to 
printing process, involving the creation of an inter-negative, there is a loss in detail 
and a loss of colour intensity. For the majority of the cases presented, this does not 
impede the interpretation of the heating patterns. 
2.1.3 Pressure measurement 
Pressure is measured using Endevco and Kulite pressure transducers. The issues to 
be addressed are: transducer mounting, transducer calibration, transducer operation 
and measurement accuracy. 
Transducer mounting 
To minimise sensor response time, the transducers are located as closely as possible 
to the measurement location. Typically, for surface measurements, the transducers 
are mounted into "instrumentation modules", as shown in figure 2.4. To ensure good 
spatial resolution, the tapping, i.e. the opening at the surface, is kept as small as pos-
sible, the smallest choice of tapping diameter being dictated by the dead volume filling 
time. In addition to filling time, inside the measurement cavity, various resonances 
can occur, most importantly Helmholtz and organ pipe resonance. The Helmholtz 
resonance frequency is approximately given by: 
. c / o 
(2.1) 
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where c is the speed of sound, a is the tapping area, 1 is the tapping length and v is the 
dead volume. Using typical values, (a=0.126mm^, l=5mm, v=lmm^), the Helmholtz 
resonance frequency is typically 5kHz. The organ pipe resonance frequency is given 
as: 
Jp = (2.2) 
and is typically 15kHz. 
Transducer operation 
The transducer output is filtered and amplified and then passed to the analogue-
to-digital converter. Prior to the run, the transducer output is recorded and the 
pressure is monitored as the departure from the pre-run baseline pressure. To obtain 
the absolute pressure, the pre-run pressure must be added. The latter is recorded 
with an Inficon capacitance manometer mounted in the test section. 
Transducer calibration 
For pressure differences within the operational range of the transducer, the sensor's 
voltage pressure relationship is linear. To obtain the voltage - pressure slope, the 
transducer is cross calibrated against a known pressure measurement. The latter is 
obtained using the Inficon manometer or using a Betz manometer. To reduce errors 
in calibration, the whole measurement chain, namely transducer, amplifier and A/D 
unit are calibrated together at ten pressure levels. The slope is calculated using linear 
regression. The calibrations are highly repeatable and show great linearity. 
Measurement accuracy 
A breakdown of the error sources is given in table 2.1. It is apparent that the strongest 
contribution to the measurement accuracy is the determination of the baseline pres-
sure using the 1000 Torr Inficon manometer. This error reduces as the pressure to be 
measured increases, in such a manner that it is negligible for Pitot pressure measure-
ments. 
Chapter 2. Experimental techniques and models 47 
measurement chain calibration ± 5 % 
run to run variation d: 3 % 
errors in baseline pressure 
1000 Torr Inficon 
100 Torr Inficon 
± 5.5 % 
± 1 % 
Spatial accuracy i 1 % 
Table 2.1: Breakdown of pressure measurement errors. 
2.1.4 Heat transfer rate measurement 
To obtain the time resolved heat transfer rate, the thin film gauge technique is used. 
This method has been extensively used in short duration facilities and is discussed 
in Vidal (1962), Henshall and Schultz (1959), Edney (1967) and Schultz and Jones 
(1973). The thin film gauges are used to monitor the surface temperature evolution, 
which is related to the heat transfer rate. The presence of the film is not expected 
to change the temperature history of the substrate upon which it is mounted. For a 
semi-infinite substrate of density p, specific heat c and thermal conductivity k, the 
temperature and heat transfer distribution with time, t, are related by equation 2.3. 
« « ( ' ) = \ / ^ m , 1 /' T{t) - T(t) 
\/i 2 Jo 2{t — r)2/2 
dr (2.3) 
For the assumption of semi-infinite substrate to be met, the penetration depth of the 
heat pulse must be small compared to the depth of substrate. The penetration depth, 
after Schultz and Jones, at which the heat transfer rate is negligible, i.e. less than 
one percent of the surface value, is given by; 
Xpen = 4l (2.4) 
substituting into the above expression the appropriate values, gives a penetration 
depth less than a millimetre, which is always less than the substrate thickness used 
in the present experiments. The response time of the platinum film is given as: 
id — 
PpCp ^ 2 
kri 
(2.5) 
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where the subscript p indicates the properties of platinum to be used, For a hand 
painted film, 6, the paint thickness is of the order of microns, leading to diffusion 
times less than 10~®s. 
The temperature change of the platinum film during the run causes a resistance 
change which is monitored using a Wheatstone bridge. The appropriately conditioned 
bridge output is captured digitally by a Microlink transient capture system operating 
at up to 125kHz. After the run, the stored digital data is down loaded to a personal 
computer where the conversion is made from the bridge voltage imbalance, AV{t) to 
the temperature change, T(t), using the expression: 
where Vb is the bridge supply voltage and ctr is the sensor sensitivity, related to the 
sensor resistance and resistance slope as follows: 
The solution of equation 2.3 using the discrete temperature signal follows the method 
of Cook and Felderman (1966). The temperature distribution is considered to be 
piecewise linear, such that T(r) is given by: 
T{r) = - ii_i) (2.8) 
— ti-l 
Substituting the above expression into equation 2.3 and noting that at t=0, T( t )=0, 
the following expression is found: 
Gauge calibration 
The calibration involves the determination of \/pck^ a property of the substrate, and 
CKr, the thermo-resistivity of the film. 
To determine a^, the gauge is immersed in a thermostatic water bath and the resis-
tance is monitored at a series of temperature intervals over the expected temperature 
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Figure 2.5: Resistance - temperature curve of gauge 02. 
range. A resistance - temperature curve of a typical gauge can be seen in figure 
2.5. Three calibrations performed at different dates are given, the linear fit to the 
measured data is obtained by linear regression. 
To obtain an accurate estimate for y/pck, a pulse calibration technique is used, as 
suggested by Henshall and Schultz (1959), Bogdan (1964) and Skinner (1961). In 
this technique the gauge is placed in a resistance arm of a Wheatstone bridge and a 
known pulse is applied to the bridge. The sensor, due to resistive heating, will change 
in temperature and resistance, causing in a bridge imbalance. The change is senor 
temperature depends on the substrate thermal properties, y/pck, the sensor surface 
area, A, and the resistive heating, proportional to the sensor resistance and pulse 
voltage, Vp. The bridge imbalance depends on the resistance temperature slope and 
the pulse voltage. Equating the bridge imbalance AVb to the resistive heating gives: 
^ - W W 
It is noted that as the left hand side of the above equation is constant, the bridge 
output with time AVb{t) is parabolic. The determination of A, the surface area of 
the gauge is time consuming and if non uniformities in film thickness are present, 
the process can lead to serious errors. To overcome this, a two media approach was 
used, as presented by Skinner (1961). In this method, the gauge is first pulsed in air 
(as before) and the bridge imbalance slope AHi/a/I, is recorded. Then, in a second 
experiment, the gauge is pulsed in a medium in which \/pck is known, and a second 
slope AVb2/\/t is measured. The decrease in resistance slope between AVb2/\/t and 
^Vbi /Vi is a consequence of the presence of the second medium absorbing the heat 
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pulse. Maulard (1968) has shown that the substrate's thermal properties can be 
linked to the second medium's thermal properties, \ / p 2 C ^ as indicated below: 
- 1 
- 1 (2.11) 
A variety of different gauge designs were successfully tested at a variety of pulse 
voltages. The mean estimate for ^/pck at 17 ° C is 0.2012 (J cm~^K~^s~^/^), with a 
standard deviation ctn-i of 1.6%. Jones' (1989) estimate for the Macor substrate is; 
= 0.2 + r(°C) X 0.00065 
The present estimate shows close agreement with the result of Jones. 
(2.12) 
Measurement accuracy 
A breakdown of the error sources is given in table 2.2. 
thermal properties, substrate ± 5 % 
thermo-resistive property, film ± 1 % 
run to run variation ± 3 % 
amplifier accuracy ± 1 % 
sampling accuracy and jitter ± 1 % 
Spatial accuracy dz 1 % 
Table 2.2: Breakdown of heat transfer measurement errors. 
Gauge manufacture 
Once the Macor substrate has been machined to the necessary shape, holes are drilled 
and countersunk through the substrate, as shown in figure 2.6 (a). The role of the 
countersinking is to create a surface of continuous curvature upon which the connect-
ing gold paint is applied and baked, 2.6 (b). When this exercise is completed, the 
platinum sensor can be painted, 2.6 (c). To complete the gauge, connection pins are 
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Figure 2.6: Illustration of manufacturing steps for construction of thin film heat 
transfer rate gauges. 
inserted from the underside into the holes and are fixed in location with conducting 
epoxy, 2.6 (d). This ensures that as much surface area as possible is kept in contact 
with the gold, reducing significantly the contact resistance. The conducting epoxy is 
also used to fill any recesses left by the presence of the holes on the upper surface of 
the gauge. Finally wires are soldered to the solder buckets at the bottom of the pins, 
2.6 (e) and the connections to the tunnel floor instrumentation plugs are made. All 
circuitry running external to the model is shielded and grounded to the tunnel earth. 
Typically, the connection resistance is less than 2% of the total gauge resistance. 
2.1.5 Data recording and signal conditioning 
The data recording is performed digitally. The facility can simultaneously sample and 
store 28 channels, at a maximum sampling rate of 125kHz with 12bit resolution. One 
channel of the A/D - storage equipment is reserved for the measurement of the barrel 
stagnation pressure. This pressure is used to trigger both the data capturing process 
and is also used to provide the input to the delay unit from which the spark sources 
are fired. Typically, the 4ms of data immediately before the trigger are saved and used 
as the pre-run zero level. The remaining memory is reserved to store the run time 
data. At run completion, the data are down-loaded from the A/D storage hardware 
onto a Personal computer. Further data analysis is performed on the departmental 
Workstations. 
The signal conditioning units can be operated in a "bridge" and in "amplifier" mode. 
In the bridge mode of operation, used for heat transfer measurements, the units act as 
Wheatstone bridges and successively amplify and filter the bridge output. Filtering 
is used to avoid aliasing in subsequent A/D conversion. In the amplifier mode, the 
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Figure 2.7: Illustration of instrumented model, depicted in the tunnel test section. 
Clearly visible is the model, sting support arrangement, nozzle and diffuser. A selec-
tion of the interchangeable hemispherical nose radii is placed on the tunnel floor. 
unit provides a supply voltage to the transducer and more importantly amplifies and 
filters the transducer output. 
2.2 Models 
The main model used in this study is a 5 ° semi-angle cone, depicted in figure 2.7. 
The model presents an instrumentation slot aligned in a streamwise direction, into 
which heat transfer modules, pressure modules or blank units can be inserted. All 
modules are manufactured integral, (i.e. located in the instrumentation slot), and 
are machined flush to the model surface. Three pressure tappings, used to align the 
model, are located towards the rear of the model, positioned at 120 ° pitch around the 
circumference. The interchangeable hemispherical nose cones can be seen arranged 
along the tunnel floor in figure 2.7. These are screwed into the frustum portion, 
using when required the extension piece. An engineering drawing of the model and 
associated pieces of instrumentation can be found in figure 2.8. 
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Figure 2.8: Engineering drawing of model, showing instrumentation slot and the 
selection of hemispherical noses, all dimensions in mm. 
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Model location and alignment 
In all experiments, the model was located with the front end of the frustum portion, in 
the nozzle exit plane. Alignment, via the three circumferentially separated tappings 
located towards the end of the model, is better than ±1% in pressure at all three 
operating conditions. 
Pressure measurement modules 
The model has thirty six pressure tappings. These are located in groups of nine 
on four pressure modules. A typical pressure module is depicted in figure 2.4. The 
location of the tappings, with respect to the front end of the frustum, are given in 
table 2.3. 
module 1 
tapping number 1 2 3 4 5 6 7 8 9 
s (mm) 81 90 99 108 117 126 135 144 153 
module 2 
tapping number 10 11 12 13 14 15 16 17 18 
s (mm) 171 180 189 198 207 216 225 234 243 
module 3 
tapping number 19 20 21 22 23 24 25 26 27 
s (mm) 261 270 279 288 297 306 315 324 333 
module 4 
tapping number 28 29 30 31 32 33 34 35 36 
s (mm) 351 360 369 378 387 396 405 414 423 
Table 2.3: Location of pressure tappings with respect to frustum datum. 
Heat transfer measurement modules 
The heat transfer gauges are painted on to four separate modules, made from Macor. 
The modules were machined and subsequently turned with the rest of the model to 
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ensure a flush fit. Sixty five gauges in total are located on the four modules. The 
gauges' locations, relative to the datum point at the beginning of the frustum, are 
given in table 4. The sensor length is 20mm for gauges 1 - 3 0 , and 4mm for gauges 
module 1 
gauge number 1 2 3 4 5 6 7 8 9 
s (mm) 75 81 87 93 99 105 111 117 123 
gauge number 10 11 12 13 14 15 
s (mm) 129 135 141 147 153 159 
moc ule 2 
gauge number 16 17 18 19 20 21 22 23 24 
s (mm) 165 171 177 183 189 195 201 207 213 
gauge number 25 26 27 28 29 30 
s (mm) 219 225 231 237 243 249 
moc ule 3 
gauge number 31 32 33 34 35 36 37 38 39 
s (mm) 255 251 267 273 279 285 291 297 303 
gauge number 40 41 42 43 44 45 
s (mm) 309 315 321 327 333 339 
moc ule 4 
gauge number 46 47 48 49 50 51 52 53 54 
s (mm) 354 358 362 366 370 374 378 382 386 
gauge number 55 56 57 58 59 60 61 62 63 
s (mm) 390 394 398 402 406 410 414 418 422 
gauge number 64 65 
s (mm) 426 430 
Table 2.4: Location of heat transfer rates gauges with respect to frustum datum. 
31 - 65. All gauges have a nominal 50 Ohms resistance and typically dR/dT = 0.1 
o t h e r models 
Four other models are used in this study. Three are reserved for liquid crystal visuali-
sation purposes and are presented in figure 2.9. The models are made from wood. To 
remove the effect of wood grain causing variations in \/pcky the models were copiously 
covered with undercoat, before the final matte coat was added. When testing with 
Chapter 2. Experimental techniques and models 56 
Figure 2.9: Illustration of three models reserved for liquid crystal visualisation pur-
poses, all dimensions in mm. 
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Figure 2.10: Illustration of ceramic nose piece, used to obtain heat transfer rate data. 
these models, the model apex was located immediately downstream of the nozzle exit 
plane, allowing visualisation of the entire model surface heating patterns. 
The fourth model has a 3mm radius ceramic nose, with fourteen gauges located 
between s=21mm and s—100mm, illustrated in figure 2.10. The apex was located 
at the same axial location in the tunnel as the equivalent test case with the main 
instrumented model (266mm inside nozzle). 
Chapter 3 
Facility 
3.1 Descr ipt ion 
The Imperial College number 2 gun tunnel is a nominal Mach 9 facility. It is capable 
of producing Reynolds numbers in the region R e ^ j m = 7.5*10® —>-55*10®, Operated 
in the free piston mode, run times exceed 20ms with a 4-7ms steady run window. The 
test gas is Nitrogen. The 280mm diameter core flow accommodates slender bodies 
up to chord lengths of O.Sm, allowing natural transition to turbulence to be achieved 
over a variety of free stream conditions and model geometries. 
At present, three calibrated conditions exist, although the potential operational enve-
lope extends well beyond this. Table 3.1 summarises the nominal operating conditions 
used in this study. A schematic of the gun tunnel is depicted in figure 3.1, where the 
Run Driver Barrel Ratio 
type P4 {KN/m'^) Pi {KNjim?) P4/P1 Moo Reoo/m 
Low 11720 137.90 85 8.9 7.5 * 10^  1060 
Medium 22400 249.00 90 8.9 12.6 * 10^  1090 
High 97500 1055.00 924 9.0 47.4 * 10^  1105 
Table 3.1: Nominal operating conditions. 
main elements including the driver, septum, barrel, throat, nozzle, test section and 
dump tank are shown. 
58 
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test jet 
piston diaphragms-
driver septum barreP throat nozzle model dijfuser dump tank 
Figure 3.1: Schematic of a typical gun tunnel set up. 
3.2 Opera t ion 
The operation manual [Needham et al. 1970] describes in detail the operational 
and safety procedures for the number 2 tunnel. When not in operation, the tunnel 
system is kept for obvious safety reasons at ambient pressure. Prior to a run, the 
nozzle, test section and the dump tank are evacuated of air until 1 Torr vacuum 
has been created. This promotes the starting of the flow and also ensures that at 
run completion the pressure in the test section is below atmospheric. The vacuum 
is separated from the high pressure gas in the barrel either by means of a Memnex 
membrane placed upstream of the throat or by a plastic plug inserted in the throat. 
Both devices are able to support a.n 11 atm pressure differential. At the two lower 
pressure operating conditions, the barrel is purged of air before pumping to the desired 
pressure to ensure a high nitrogen content. The driver and septum are then pumped 
to the required pressures, using the four compressors operated in series. Pressures 
are monitored using piezo - resistive transducers mounted in the driver, septum and 
barrel. These transducers are calibrated at regular intervals with precision dial gauges. 
The calibration slopes show high linearity and little hysteresis, as depicted in figure 
3.2, for a series of barrel calibrations. The calibrations are highly repeatable with 
time showing no drift in zero reading. 
Firing is controlled by the filling or venting of the septum chamber, which is located 
between the barrel and the driver. It is used to ensure repeatability in establishing p4 
and pi, the driver and barrel pressures respectively and the repeatability of the run 
conditions. The front diaphragm is burst first, as it is felt that this provides better 
opening of the diaphragm petals [Elfstrom 1971]. 
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Figure 3.2: Calibration of barrel piezo resistive pressure transducer. 
Upon bursting of the diaphragms, the driver gas accelerates the piston along the 
barrel, causing the gas ahead of it to be compressed by means of a shock wave, 
figure 3.3. This shock wave is reflected off the barrel end wall and returns to interact 
with the piston causing it to decelerate. There are several such like reflections and 
interactions between the piston face and barrel end wall, compressing the gas to some 
final end state, which is identified with the run time reservoirs conditions P{o,r): ^(o.r)-
The run ends when all of the gas initially in the barrel, now compressed between the 
piston and the barrel end wall, has passed at sonic conditions through the throat. 
3.3 Cal ibra t ion 
3.3.1 Calibration aims 
The intention of the calibration is to provide, for experimental and computational 
use, a set of parameters describing the entire flow field at each of the three operating 
conditions. For the calibration to be complete, one must be able to identify, Uoo, Uoo, 
Poo and Poo at every point of interest in the test jet. As far as possible, it is desirable 
to measure the section properties directly, however, the experimental difficulties con-
nected with the calibration of an intermittent hypersonic tunnel make the attainment 
of that goal rather difficult. Instead, it is proposed to obtain measurements allowing 
the calculation of the Moo, 2^ (o,oo) and p^o- These results can then be used to evaluate 
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Figure 3.3: Schematic of a free piston mode of operation. 
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Figure 3.4; Illustration of measured pressure distribution and predicted flow angu-
larity at the nozzle exit plane at the high pressure operating condition, after Hillier, 
Kirk and Millevoi. 
^oo 5 "^ oo and Poo • 
The four experimental measurements are to be made are: test section Pitot pressure, 
P(o,2) ; barrel total pressure, P(o,res) ; cone-probe surface pressure, pc and stagnation 
point heat transfer rate, . These four datasets provide three estimates for Moo, 
7(0,oo) and poo- The redundancy of estimates allows uncertainties associated with each 
individual method to be highlighted and ensures a high quality calibration. To obtain 
the velocity resolved in the two flow directions, «oo and Voo, the flow angularity must 
be reconstructed from the Mach number and pressure information. This has been 
attempted previously by Millevoi and Hillier [Millevoi 1993, Kirk 1993, Hillier et al. 
1993], using the pressure measurements on a hollow cylinder of Kirk to reconstruct the 
Mach number - flow direction fleld using the method of characteristics. The pressure 
distribution on the cylinder was found to be bilinear, constant in the upstream region, 
and then linearly decreasing with distance, as shown figure 3.4. The calculation 
indicated that the test core may present a central parallel core, surrounded by a 
divergent outer region. 
The calibration will be performed at five stations, z=-150mm, 0mm (nozzle exit 
plane), 150mm, 300mm and 450mm. Radial resolution is set at 20mm and the whole 
width of the core (circa 300mm) will be covered. Flow axi-symmetry will be assessed 
in the nozzle exit plane and if a satisfactory level of axi-symmetry is obtained, the 
calibration will be performed at one azimuthal angle only. Run to run errors will 
be reduced by normalising each pressure by the stagnation pressure measured by the 
barrel transducer. Probe to probe calibrations will be performed. 
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Figure 3.5: Pitot probe and cone design for calibration work. Also shown in these 
drawings are the "screw - in" type transducers. 
3.3.2 Calibration tools 
The measurement tools used in the calibration exercise include 5 Pitot probes, 6 7° 
semi angle sharp cones, 3 flat faced stagnation point probes, 1 traverse rake and 1 
barrel stagnation pressure transducer. 
In this subsection each calibration tool will be individually described. 
Pitot probes 
The Pitot probes are designed to achieve the highest possible spatial resolution. The 
lower constraint on dimensioning is the necessity to house Endevco type 8510 "screw 
- in" transducers. Further effort was made to ensure that dead volume and tapping 
length were as small as possible, in order to decrease filling time and increase probe 
response. The resulting design specifications can be seen in figure 3.5. Five Pitot 
probes were constructed and fitted with transducers. The transducers were inserted 
according to the manufacturers specifications, being sealed with both the suppliers 
" 0 - ring " seal and a quantity of silicone resin. Probe dead volume was further 
minimised by individually pairing transducers and probes. 
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Figure 3.6: Choice of models for measurement of pressure, (a) sharp -nose cylindrical 
probe and (b) the sharp cone. 
Cone probes for static pressure measurement 
The cone surface measurement is to be used to infer surface pressure. The probe 
design is controlled by a variety of factors. Firstly, it must be wide enough to accom-
modate the Endevco 8350 type transducer. Secondly, the tapping location should 
be outside the region of strong viscous interaction, but upstream of the transition 
location. This sets an upper length constraint of about 50mm. Two design solutions 
are possible at this stage, as indicated in figure 3.6. The first proposal is a sharp 
nose - cylindrical - after-body design. The flow field is initially conical but is rapidly 
turned so that the pressure at the location of the tapping is comparable to poo- The 
ratio of the wall to freestream pressure will be dependent on geometry and the viscous 
interaction effect, hence a function of f{pocMoo, Reoo/m )• 
The sharp cone pressure depends more strongly on Mach number, but the viscous 
interactions are weaker. The geometry is easier to manufacture and as all the above 
criteria are meet, it was the chosen design. The probe can be seen in figure 3.5. This 
design angle was fixed at 7 ° . At Mach 9, the cones will typically recover three times 
the static pressure, and hence, they function as mechanical "amplifiers" making the 
quantity to be measured greater. This reduces significantly any errors connected with 
uncertainties in determining the baseline pressure. 
The sharp 7° semi angle cones were designed with pressure tappings at 5 = 40mm. 
To minimise problems connected with small amounts of probe incidence, eight tap-
pings were located at a circumferential spacing of 45°. The tips of the probes were 
manufactured from steel to ensure high mechanical strength and sharpness. 
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Figure 3.7; Stagnation point heat transfer probe design for calibration work. The 
Macor substrate insert and the two thin film gauges can clearly be seen. 
Stagnation point heat transfer probes 
The stagnation point heat transfer probes are of a flat face, sharp shoulder design, as 
illustrated in figure 3.7. The heat transfer gauges are painted on a Macor substrate 
machined integral to the probe surface. Gauge specification and construction was 
identical to heat transfer gauges destined for wall heat transfer measurements. The 
active sensing elements are painted with platinum and all connections are painted 
with gold. The initial design included one sensor per probe, but later, a second gauge 
was added. Computational studies, [Soltani 93], have indicated that heat transfer 
rates would be within 1% of stagnation point values over the entire length (4mm) of 
both gauges. 
Rake design 
The rake design requirements were to provide suitable structural stiffness and strength 
while creating as little blockage as possible. It presents a slender aspect ratio and a 
sharp leading edge to ensure shock attachment. The total radial span of the rake is 
300mm, allowing the rake to be inserted inside the nozzle. Before pressure measure-
ments were made, schlieren photographs of typical rake configurations were taken to 
ensure no probe to probe interference occurred. The closest two probes can be placed 
on the rake is 20mm. At this distance no interference between probes was found. A 
typical rake configuration would include five Pitot probes placed at 20mm intervals 
and five cone probes at 20mm intervals. 
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Barrel pressure measurement system 
The barrel pressure is monitored using a Kistler piezo electric transducer mounted in 
the end wall of the barrel. The transducer is recessed to reduce damage from debris 
and is protected from the severity of reservoir conditions by an asbestos cap. 
3.3.3 Calibration Methods 
The three methods of calibration are: 
M e t h o d 1 using p(o,rw) , P(o,2) and 
M e t h o d 2 using p(o,re5) , Pc and . 
M e t h o d 3 using p(o,2) , Pc and q^ . 
In this subsection each method will be described. 
Method 1 
The local Mach number is calculated using the Pitot pressure measurement and a 
total pressure estimate, P{o,oo), inferred from the barrel reservoir conditions, P(o,res)-
The Mach number is uniquely linked to the ratio of Pitot to total pressure. The 
relationship can be prescribed via the supersonic Pitot probe equations; 
P(o,2) _ 
P ( 0 , c o ) 2 " 
2 ^ M l - (7 - 1)1 r , 7 - 1 
7 + 1 
1 + (3.1) 
It is important to note that the Mach number calibration is Reynolds number inde-
pendent. To obtain the Reynolds number, the total temperature must be determined 
from the measured stagnation point heat transfer rate. The stagnation point heat 
transfer rate and total temperature can be linked by the formula of Pay and Riddell 
(1958), given below: 
q-u, = 0.763Pr °'®(/9«;/i«;)°'^ (p(o,2)/W(o,2))°'''(^ (o,2) — hyj)J — (3.2) 
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M e t h o d 2 
This method uses the locally measured cone pressure, Pc, the stagnation point heat 
transfer rate measurement, and the inferred total pressure, P(o,res) ? to provide an 
estimate for Mach number and Reynolds number. The method relates the freestream 
pressure, poo, to the cone pressure, pc, using a set of relationships which are derived 
in appendix A, and given below: 
Poo P(c,inv) Poo 
= (1 + 0.045^^\/C) X (2.972 + (Moo - 9.0) * 0.378) (3.4) 
The solution strategy is to make an initial guess for Re^jm, and Moo • This gives 
a value for poo, which is used together with P(o,oo) to get an estimate for Moo using 
isentropic flow equation. This is then used to update the properties on the right hand 
side of equation 3.2, allowing a i?eoo/m estimate to be obtained. The updated Moo and 
R&oo/m are then used in equation 3.4 and the process repeated until convergence. 
M e t h o d 3 
This method uses P(o,2) , Pc and to obtain Reynolds number and Mach number 
estimate. An initial guess for Reoo/m and Moo are made and the static pressure is 
obtained using equation 3.4. This static pressure, together with the measured Pitot 
pressure, are used to obtain a Mach number estimate. This Mach number must satisfy 
both the total pressure estimates obtained using the measured Pitot pressure and the 
Mach number guess; and the estimated static pressure and the Mach number guess. 
This Mach number guess is then used to update the value of the properties appearing 
in equation 3.2, in order to obtain T(o,oo) and hence updating the Reynolds number 
estimate. The process is repeated to convergence. 
3.3.4 Results: barrel stagnation and total pressure 
The total pressure is inferred from the barrel stagnation pressure, which is measured 
by means of a piezo electric transducer mounted in the barrel end wall. An important 
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Figure 3.8: Barrel reservoir pressure distribution, low pressure operating conditions. 
issue for calibration runs and test runs in general, is the ability to duplicate the steady 
run conditions. The repeatability of barrel reservoir pressure is an obvious indicator 
of this, showing how consistently conditions are attained. The stagnation pressure 
probability distribution at the low, medium and high pressure operating conditions, 
respectively, are shown in the figures 3.8, 3.9 and 3.10. The average pressure and 
the standard deviation for the three conditions are given in table 3.2 below. 
Condition n P{Q,res) (MPa) o-„ (MPa) P[0,res) P{0,res)l Pa 
Low 39 9.5358 0.1220 1.3% 8L5 9% 
Medium 37 15.9666 0.4097 2,6% 7L3 % 
High 40 53.4294 1.0686 2.0% 54.8 % 
Table 3.2: Barrel reservoir conditions. 
Also included in the table is the percentage of driver pressure recovered in the piston 
compression process. Cross referencing this information to the value of pre-
sented in table 3.1, it is seen that the lower driver to barrel pressure ratio used in the 
low operating condition leads to the greatest percentage of driver pressure recovery 
at stagnation conditions. 
The upstream part of the nozzle flow and the throat flow are characterised by the 
nitrogen test gas being at high temperatures and pressures. The gas can no longer 
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Figure 3.9: Barrel reservoir pressure distribution, medium pressure operating condi-
tions. 
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Figure 3.10: Barrel reservoir pressure distribution, high pressure operating conditions. 
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be treated as calorifically perfect and real gas effects are important. Culotta and 
Richards (1970) have analysed the problem of isentropic expansion of nitrogen at 
such conditions. They have calculated a series of correction factors allowing the total 
pressure to be related to the barrel stagnation pressure. The correction factors for 
temperature and pressure at the three working conditions of the number 2 gun tunnel 
are listed below. 
Condition P(0,res){MPa) T(0,res) ° K P(0,co)/ P{0,res) ^(0,oo)/^(0,res) 
Low 9.5358 1060 1.00 1.06 
Medium 15.9666 1100 &99 1.06 
High 53.4294 1060 1.12 1.09 
Table 3.3: Real gas correction factors for Nitrogen gas. 
3.3.5 Results: Pitot pressure measurements 
Probe calibration 
The pressure measurement chain includes transducer - amplifier - analogue to digital 
converter and is regularly calibrated against the Inficon pressure reading, during the 
pre - run test evacuation process. Two hundred digital samples of the system output 
(mv) are averaged at the given transducer supply voltage, gain and AjD setting to 
be used in the following runs, at ten pressure levels. The voltage - pressure slope is 
obtained by fitting a linear curve with the least squares method. 
Probe to probe referencing 
It is noted that when measuring the pressure at a given location by two different 
probes, they do not record the same pressure. For instance, one probe may read 2% 
below the other say. If the two probes are then moved to a different location, and 
again, one probe recovers 2 % less than the other, one can conclude that the two 
probes have different responses. To combat this problem, the probes were calibrated 
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relative to a "reference probe". It is noted that this procedure does not improve the 
absolute measure of pressure. The reference factors are given in table 3.4. It can be 
Operating 
condition 
probe 
3 
probe 
4 
probe 
10 
probe 
11 
probe 
12 
probe 
13 
probe 
14 
probe 
15 
Low 
Medium 
High 
1.00 
1.00 
/ 
&95 
&95 
/ 
1.00 
1.00 
&99 
1.00 
1.00 
/ 
/ 
/ 
1.01 
/ 
/ 
1.00 
/ 
/ 
1.01 
/ 
/ 
0.985 
Table 3.4: Compensation factors for the Pitot probes used in the calibration experi-
ment. 
seen from table 3.4, that at the low and medium pressure conditions, only one probe 
necessitated correction. At the high pressure all the probes are slightly adjusted. 
Reduct ion of run to run scatter 
In order to reduce the run to run scatter, the steady run time Pitot pressure for 
each run is normalised by the steady run time barrel stagnation pressure. Three 
Pitot pressure time histories can be seen for the low, medium and high operating 
conditions in figures 3.11, 3.12 and 3.13. Typically, the steady run time for the 
low pressure operating condition is between 16 and 21 ms, between 18 and 23 ms for 
the medium and between 16 and 20ms for the high pressure operating condition. It 
noted, however that this is the elapsed time from the first data sample and hence 
triggering, caused the first shock reflection, occurs at t=4ms. 
Tests for axi-symmetry 
Tests were performed at nozzle exit plane at the low operating condition to establish 
the axi-symmetry of flow. The Pitot pressure was surveyed across the plane by 
rotating the rake through the following angles: 0°, 45°, 90°, 135°, 180°, 225°, 270°, 
315°. The results of such measurements are found in figures 3.14 and 3.15. 
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Figure 3.11: Pitot pressure time history, low pressure operating conditions. Steady 
run time is 16 - 21 ms. 
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Figure 3.12: Pitot pressure time history, medium pressure operating conditions. 
Steady run time is 1 8 - 2 3 ms. 
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Figure 3.13: Pitot pressure time history, high pressure operating conditions. Steady 
run time is 1 6 - 2 0 ms. 
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Figure 3.14; Radial profiles of normalised Pitot pressure at the nozzle exit plane. 
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Figure 3.15: Radial profiles of normalised Pitot pressure at the nozzle exit plane. 
The data are presented as normahsed Pitot pressure, (x - axis), against radial distance, 
(y -axis). The normalisation value taken in this study is average pressure at each 
profile. Differences can be seen to be less than 2%. The profile trend is similar at 
all angles. Moving radially outwards from the centreline, the Pitot pressure drops 
until r = 30mm, then increases towards the edge of the jet. The effects of the jet 
boundary are present by r = 130mm, where the Pitot pressure drops significantly. It 
is concluded from figures 3.14 and 3.15 that the flow is highly axi-symmetric. From 
this evidence, it was decided that in the calibration process, pressure measurements 
need only be made at one azimuthal angle. 
Pitot pressure profiles 
The Pitot pressure profiles at the low, medium and high pressure operating conditions 
can be found in figures 3.16, 3.17 and 3.18 respectively. The data is presented as 
normalised Pitot pressure, p(o,2)/P(o,res), against radial distance, r (mm), at each of 
the measurements stations, [z = —150mm, 0mm, 150mm, 300mm and 450mm). It 
is remarked that the horizontal scale is selected to resolve the spatial variations in 
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Figure 3.16: Pitot pressure profiles normalised by barrel stagnation pressure, (x -axis), 
against radial distance (y - axis) for five different axial locations, where z=Omm is 
the nozzle exit plane, low pressure operating conditions. 
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Figure 3.17: Pitot pressure profiles normalised by barrel stagnation pressure, (x -axis), 
against radial distance (y - axis) for five different axial locations, where z=Omm is 
the nozzle exit plane, medium pressure operating conditions. 
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Figure 3.18: Pitot pressure profiles normalised by barrel stagnation pressure, (x -axis), 
against radial distance (y - axis) for five different axial locations, where z=Omm is 
the nozzle exit plane, high pressure operating conditions. 
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Pitot pressure. These are of the order of ±2.5% at the low and medium conditions 
and ±2% at the high pressure operating conditions. No definite radial trend can be 
witnessed at any given axial station. The effect of the test jet edge is noticed at the 
two most downstream stations at the outermost radial measurement locations. 
In figure 3.19, the profiles from the five different stations are plotted on one graph. 
The horizontal axis, again showing normalised Pitot pressure, p(o,2)/p(o,res): is plotted 
over the full range. The most apparent feature is the smoothness of the profiles, 
except at the outermost stations where the jet edge effects are apparent and on the 
centreline, (r = 0mm), where the measured pressure differs considerably from the 
mean profile average. The latter is attributed to the focusing of the waves on the 
centreline. 
Ignoring the centreline and edge effects, it is also seen that the Pitot pressure drops 
as the axial location increases, especially at the high pressure. In figure 3.20, the 
average normalised pressure at each of the five stations can be seen. The axial Pitot 
pressure gradient is now readily visible. The Pitot pressure drops by 3.87%, 5.15% 
and 8.37% of the nozzle exit plane value over 600mm for the low, medium and high 
pressure conditions respectively. 
3.3.6 Results: cone pressure measurements 
Probe calibration 
The sharp cone probes are fitted with 2psi differential transducers. The static calibra-
tion is performed for each probe at the power supply and gain used in the successive 
experiments. A pressure differential is applied across the diaphragm via the reference 
port and the output of the transducer - amplifier system is recorded at ten pressure 
levels over the expected range of operation. The pressure is applied using a hand 
held pump and monitored using a Betz manometer. The data is used to construct 
the voltage - pressure slope. 
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Figure 3.19; Normalised Pitot pressure radial profiles for low, medium and high 
operating conditions, data from all five axial stations are plotted on each graph. 
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Figure 3.20: Average Pitot pressure at each axial station for low, medium and high 
pressure operating conditions, only data from core region included in average. 
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Figure 3.21; Schematic of pressure measurement system for cone pressure. 
Probe operation 
In operation, the reference ports are connected to a common reference pressure vessel, 
as indicated in figure 3.21. The reference pressure vessel is vented to the test sec-
tion and the pressure in the vessel is equal to the pre run test section pressure. The 
vessel has however a constricted opening, such that the filling times are sufficiently 
long to maintain constant pressure in the vessel for the duration of a run {20ms) but 
sufficiently fast to allow the pressure to follow closely the post run re-pressurisation 
process (Soltani 1993). The latter is a necessary requirement as the transducer di-
aphragm can only support a Qpsi pressure differential. The test section pre - run or 
"baseline" pressure is monitored with an Inficon pressure transducer. In the initial 
stages of the experiment, a 1000 Torr capacitance manometer used and was subse-
quently replaced by a 100 Torr manometer, more suited to the purposed of measuring 
typical pre run test section pressures. 
Cone probe pressure profiles 
The cone pressure survey for the low, medium and high pressure conditions can be 
found in figures 3.22, 3.23 and 3.24. The plots contain the normalised cone pressure, 
Pc/P{Q,res)-, (x -axis), agaiust radial location, r{mm), (y -axis), at each axial location. 
The scales are chosen to resolve the pressure variation. The scatter can readily be 
seen to be less than ±2% at the low and medium pressure operating conditions and 
less than ±2.5% at the high pressure operating condition, comparable to the level of 
scatter found for the Pitot profiles. The effects of the boundary layer / jet edge are 
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Figure 3.22: Cone probe pressure profiles normalised by barrel stagnation pressure, 
(x - axis) for five different axial locations, where z=Omm is the nozzle exit plane, low 
pressure operating conditions. 
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Figure 3.23: Cone probe pressure profiles normalised by barrel stagnation pressure, 
(x - axis) for five different axial locations, where z=Omm is the nozzle exit plane, 
medium pressure operating conditions. 
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Figure 3.24; Cone pressure profiles normalised by barrel stagnation pressure, (x -
axis) for five different axial locations, where 2=0mm is the nozzle exit plane, high 
pressure operating conditions. 
Chapter 3. Facility 85 
present at the outermost radial location (r = 120mm). At the two most downstream 
axial locations, {z = 300mm and 450mm), the jet edge is detected at the r = 100?77,m 
radial station. At all stations, the profiles are smooth and show no radial trends. 
At the low and medium pressure operating conditions, the pressure decrease at the 
core boundary is contrasted by an increase at the next in-stream radial location, 
(r = 100mm). This higher pressure level may be associated with incidence effects due 
to flow divergence in the outer core regions. At the high pressure operating condition, 
the outermost probe, (r=120mm), is detecting the nozzle boundary layer when placed 
in the z = — 150mm station, the most upstream location. This indicates that the 
higher condition is characterised by a thicker nozzle boundary layer. Considerations 
about boundary layer growth imply that the boundary layer on the nozzle wall must 
be turbulent at the high pressure operating conditions while the low and medium 
pressure operating conditions may yield a laminar or transitional boundary layer 
over the entire nozzle wall. The state of the boundary layer has a strong importance 
in transition studies as it is the source of the radiated noise environment. The effects 
of jet edge are more readily apparent in figure 3.25, where the normalised pressure 
profiles have been plotted with true origin. The axial gradients in cone pressure are 
evident, and the average cone pressure through the core, (ignoring edge and centreline 
effects), at each station is plotted in figure 3.26. 
3.3.7 Results: stagnation point heat transfer measurements 
Tota l t e m p e r a t u r e and s tagna t ion point hea t t r a n s f e r r a t e 
The stagnation point solution is a classic aerodynamic problem. Various analytical 
solutions exist for this problem. Fay and Riddell (1958) have correlated the solutions 
for stagnation point heat transfer rate in terms of local properties at the boundary 
layer edge as follows: 
= 0.763Pr )°'^ (/)(o,2)A (^o,2))°'^ (/^ (o,2) (3-5) 
where Pr is the Prandtl number and the subscript w indicates properties to be eval-
uated at the wall conditions. To solve equation 3.5 for total temperature, it is noted 
that the stagnation temperature is equal to the total temperature and the equation 
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Figure 3.25: Normalised cone pressure radial profiles for low, medium and high pres-
sure operating conditions, data from all five axial locations are plotted on each graph, 
z=Omm is nozzle exit plane. 
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Figure 3.26: Average cone pressure at each axial station for low, medium and high 
pressure operating conditions, only data from core region included in the local aver-
aging. 
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is re-written as: 
- 0.763Pr-°« Cp(r(o,»i - r . ) \ /£ (3.6) 
In the calibration procedure, , jO(o,2) and Tu, are measured and hence once the 
velocity gradient is found the total temperature can be evaluated. The term •^du/dx 
is calculated using CFD to obtain inviscid flow field predictions at a selection of Mach 
numbers, (see Soltani 1993). The normalised gradient is expressed purely as function 
of Mach number and probe diameter, d, as follows: 
= 458.8 + (Moo - 9.0) X 10.8 (3.7) 
d[x/d) 
Nozzle exi t p lane hea t t r ans fe r r a t e m e a s u r e m e n t s 
Initial testing with the stagnation point heat transfer rate probes was unsuccessful. 
The probes were found to be readily damaged by particles in the flow. Over the 
period of a run, the resistance increase caused by erosion was typically 3%, compared 
to a 10 % increase due to actual temperature change. Clearly, the heat transfer rate 
averages obtained are erroneous and a more reliable set of measurements need be 
obtained. Two approaches are considered. The first approach is to minimise impact. 
The second approach, is to obtain a theoretical estimate of the total temperature by 
modelling the compression processes in the barrel during the run transient phase. 
To reduce the probability of impact, the Melanex diaphragm at the throat was re-
placed by a plug. Furthermore, to increase the economy of the data acquisition 
process, the probes were repainted with two sensors in the stagnation region. The 
agreement between the two sensors on the same probe is within 2%, as shown in figure 
3.27. The heat transfer traces also indicate that the gauges are generally respond-
ing to similar fluctuations in aerodynamic heating. This is apparent in figure 3.27. 
At present no cause can be found for the unsteadiness of the signal, it is concluded 
merely that they are aerodynamic in nature and not due to instrumentation or other 
sources of noise. A total of three runs were performed at each condition, using three 
probes, each with two gauges in the stagnation region. The probes were located at 
radial locations of -50mm, 0mm and -t-50mm in the nozzle exit plane. Total accu-
mulated signal lengths in excess of 40ms were obtained at each condition. The mean 
stagnation point heat transfer rate obtained are listed in table 3.5. 
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Figure 3.27: Time resolved heat transfer rates for probe 3, tested at low pressure 
operating condition. 
low medium high 
23.32 33.25 (PK/cm^) 73.60 
Table 3.5: Average stagnation point heat transfer rates at nozzle exit plane for the 
three conditions. 
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Tota l t e m p e r a t u r e evaluat ion using t h e s t agna t ion poin t hea t t r a n s f e r r a t e 
The estimates for the stagnation point heat transfer rate of table 3.5 represent an 
average at the nozzle exit plane. The exercise of evaluating the total temperature 
is limited to this plane, using the average profile properties listed in table 3.6. The 
profile average does not include the centre line and jet edge measurements. The 
value obtained for total temperature at each condition will then be used to obtain a 
Reynolds number and Mach number distribution everywhere in the flow field in con-
junction with the locally measured Pitot and cone pressure. The freestream estimates 
low medium high 
P(o,2) o ) 4&03 7&,35 294.94 
P c ( k f o) 1.361 2^W0 8.556 
P(o,i) ( M f o) 8.582 15.237 5&849 
qw (W/cm'^) 23.32 3&25 7&60 
Table 3.6: Mean profile properties at the nozzle exit plane. 
using the three calibration methods are listed for the low, medium and high pressure 
operating conditions in tables 3.7, 3.8 and 3.9 respectively. 
3.3.8 Comparison of nozzle exit plane conditions with previ-
ous work 
Extensive work has been performed at the high pressure operating condition, most 
importantly the work of Kirk (1993), in which surface and Pitot pressure measure-
ments were made with a parallel body. The low pressure operating conditions were 
developed by Soltani (1994), and this calibration exercise represents the first attempt 
at calibrating the conditions. Similarly, the medium pressure operating condition was 
redefined for this present study and again this calibration exercise is the first attempt 
to measure the new stream conditions. 
The previous and present estimates of the high pressure operating conditions are 
summarised in table 3.10. The present exit plane Mach number is in good agreement 
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P(o,2) P(0,1) method Pc P(o,i) method P(o,2) Pc method 
&89 &89 (L87 
Poo ( f o) 441. 441. 442. 
P(0,1) ( M f o) 8.582 8.582 8.473 
To "AT 1028 1028 1028 
RCao /m 7.86 xlOf 7.6 xlO^ ^82 xlOf 
Table 3.7: Mean profile properties at the nozzle exit plane at the low pressure oper-
P{o,2) P(o,i) method Pc P{0,1) method P(Q,2) Pc method 
Moo 8.93 8.93 &89 
Pco 760. 761. 766. 
P(0,1) (MPa) 15.237 15.237 14.880 
1090 1090 1090 
Reoo Im 12.62 xlO^ 12.64 xlOG 12.50 xlO^ 
Table 3.8; Mean profile properties at the nozzle exit plane at the medium pressure 
op crating conditions. 
P(o,2) P(o,i) method Pc P(o,i) method P(o,2) Pc method 
Moo 9.01 9.01 &02 
Poo 2810. 2803. 2803. 
P(o,i) (MPa) 59.849 59.849 59.603 
1184 1184 1184 
Rcoo Im 42.68 xlO^ 42.66 xlO^ 42.69 xlQG 
Table 3.9: Mean profile properties at the nozzle exit plane at the high pressure 
operating conditions. 
study Moo (xlO«) "^(0,00) (° K) P(o,oo) (MPa) 
Needham et al. (1971) 9.00 ±0.07 55. 1070±10 -
Elfstrom (1971) 9. - 1070 -
Bartlett et al. (1979) &26 55 1064 -
Edwards et al. (1981) 9.21 ± 0.15 55.07 1064 ± 1 5 -
Sen (1992) &15 5&0 1063 600 ± 60 
Kirk (1993) 8.9 d: 0.1 55.0 ± 0.5 1063 ± 5 600 ± 60 
present study 9.01 417 1184 598 
Table 3.10: Estimated tunnel conditions by various workers. 
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with the work to date, with the exception of Edwards et al. and Bartlett et al., 
who provide a higher estimate. It is felt that the present value of 9.01 is a more 
exact estimate. The static pressure computed using P(o,co) = 596 MPa and =9.01 
is Poo=2810 Pa. This value is in close agreement with the estimate obtained from 
the model surface measurements of Soltani of 2813 Pa. The estimate of Soltani is 
obtained from the alignment pressure measurements, using CFD to obtain the ratio 
of wall pressure at the alignment station to the freestream pressure. The alignment 
pressure tappings were located in the nozzle exit plane. 
There is a big discrepancy in the total temperature and Reynolds number estimate. 
The total temperature is 11% higher and the Reynolds number 14 % lower than the 
typical values previously reported. As the Mach number predictions are in agreement, 
this discrepancy must be a result of inaccuracies inherent to the method of evaluating 
total temperature or due to stagnation point heat transfer measurement problems. 
To appraise the validity of the Fay and Riddell formula, its predictive capability is 
matched against a full Navier - Stokes solution around a 1mm hemispherically blunted 
nose. The computational solution gives a stagnation point heat transfer rate of 436 
W/cm^, the Fay and Riddell formula, using the CFD predicted velocity gradient, 
yields 439.6 W/cm^. The results are in excellent agreement, indicating that the Fay 
and Riddell formula can be used confidently. There is none the less strong evidence 
to suggest that the present total temperature estimate is incorrect, in particular the 
work of Bartlett et al. In their work, the total temperature was measured directly 
using shielded thermocouples probes: incorporating the real gas correction of Culotta 
and Richards, their data give a total temperature estimate of about 1100 ° K. To re-
conciliate this disturbing discrepancy, it has been attempted to infer T(o,oo) directly. 
Firstly, an upper and lower temperature estimate can be made. The lowest total 
temperature is achieved when the compression process occurs isentropically. In this 
case, the barrel stagnation temperature, 7(o,rea) , is given by: 
= ^ (&8) 
\ Pbarret ) 
Using the appropriate pre run conditions, the estimate for reservoir temperature is 
930 ° K. The upper limit arises when the test gas is compressed by a single shock 
(incident and reflected) which takes the test gas to some condition ps and Ts, as 
indicated in figure 3.28. The process is completed by a final isentropic compression 
from conditions (ps, T5) to (p(o,res) , T(o r^es))- The pressure ps is evaluated using shock 
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p_0,res 
t_0,res 
p_0,stream 
t O.stream 
incident shock reflected shock isentropic compression 
Figure 3.28: Schematic of the compression process used in the analysis of total tem-
perature. 
tube theory. For a pressure ratio of 92.4, this gives ps/pbarrei^'^^- with T5=953. ° K. 
Allowing the gas to compress then to P(o,res) gives T'(o,res)=1205. ° K. 
The pressure ratio after the reflection of the first shock, ps/pbarrei can also be deter-
mined from the barrel stagnation pressure time history. From a selection of traces 
analysed, it is found that p5/pwrez=15.1. Using this value to estimate T5 and subse-
quently the stagnation temperature, a second better estimate for T'(o,rea) of 1096 ° K 
is found. This value is clearly in better agreement with the work of Bartlett et al. and 
in agreement with the estimate using stagnation point probes of Coleman, reported 
in Needham et al. (1970). The estimates above were performed assuming a perfect 
gas behaviour. The calculations have been extended to allow for real gas effects and 
also to allow two shocks to process and reflect through the test gas. Again, the pres-
sure increases due to the passage of the first and second shock are obtained from the 
barrel pressure history and yield an estimate for the freestream total temperature of 
7(0,00) =1107 ° K, for an initial barrel temperature of 300 ° K. 
The evidence presented above indicates that the total temperature at the high pres-
sure operating conditions is overestimated using the stagnation point probe. Although 
the exact cause of this discrepancy has not been identified there are various possible 
sources, and it is felt that for the flow field calibration the total temperature will be 
fixed at 1105 ° K. At the low and medium operating pressure conditions, comparisons 
with other work are limited. The freestream pressure inferred by Soltani (1994) at 
the low pressure conditions is 435 Pa and the pressure inferred by Mallinson is 451 
Pa. These values are in close agreement with the present estimate of 441 Pa. At 
the medium pressure operating conditions Soltani estimates Pco= 788 Pa, close to 
the present value of 760 Pa. This suggests that at the low and medium pressure, 
the Mach number and total pressure deduced are correct, however doubts connected 
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operating condition ^oo/m XlQG (^0,oo) (° K) P(o,oo) (MPa) 
low 8.89 7^1 1060 8.582 
medium 8.93 12.62 1090 15.237 
high 9.01 47.35 1105. 59.849 
Table 3.11; Nozzle exit plane conditions 
with the correctness of the total temperature estimates arise. It is felt that the total 
temperature estimate at the medium pressure operating condition need not be cor-
rected, however, the low pressure operating condition total temperature is increased 
to 1060 ° K. Using these updated estimates, the nozzle plane exit conditions have 
been recalculated and are given in table 3.11. In conclusion to this subsection, it is 
noted that the total temperature estimates given provide good laminar heat transfer 
rate predictions for both the cone and flat plate geometries examined. 
3.3.9 Results: Mach number field 
The Mach number profiles can be found in figures 3.29, 3.30 and 3.31, for the low, 
medium and high pressure operating conditions respectively. For each condition, the 
three Mach number estimates are plotted against radial distance at five axial locations. 
Observing Mach number estimates for the low pressure operating conditions in figure 
3.29, it is seen that method (1) and method (2) give close agreement everywhere in the 
flow field. The Mach number evaluated using method (3) shows greater fluctuations 
with radial distance, caused by the method's greater sensitivity to experimental error. 
It is also noted that the M^o profiles are uniform at the z=-150mm, z=Omm (nozzle 
exit) and z=150mm planes. At z=300 and z=450mm, there is an increase in Mach 
number at the outer (r=120mm) radial station. This is due to the presence of the jet 
edge which decreases the measured pressures locally and as P(o,oo) is assumed constant, 
it leads to an increase in the calibrated Mach number. Considering only the uniform 
central core (r=0 to 100mm, typically), it can seen that there is a progressive increase 
in the Mach number estimate. The average Mach number at each location can be seen 
plotted in the top graph of figure 3.36. Again, it can be witnessed here that method 
(3) is prone to greater scatter. Using the values inferred from method (1), a Mach 
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Figure 3.29: Mach number profiles at five different axial locations, where z=Omm is 
the nozzle exit plane, at the low pressure operating conditions. Captions: squares 
(p02p01) method 1; circles (pcpOl) method 2 and triangles (p02pc) method 3. 
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Figure 3.30: Mach number profiles at five different axial locations, where z=Omm is 
the nozzle exit plane, at the medium pressure operating conditions. Captions: squares 
(p02p01) method 1; circles (pcpOl) method 2 and triangles (p02pc) method 3. 
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Figure 3.31: Mach number profiles at five different axial locations, where z=Omm is 
the nozzle exit plane, at the high pressure operating conditions. Captions: squares 
(p02p01) method 1; circles (pcpOl) method 2 and triangles (p02pc) method 3. 
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Figure 3.32: Average Mach number each axial station for low, medium and high pres-
sure operating conditions, only data from core region included in average. Captions: 
squares (p02p01) method 1; circles (pcpOl) method 2 and triangles (p02pc) method 
3. 
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number test section gradient can be calculated. The average gradient, normalised by 
the exit plane Mach number for the low pressure operating condition, is 1.31 %/m. 
At the medium pressure operating condition, figure 3.30, it is seen that the Mach 
number estimates by method (1) and method (2) are again in close agreement and 
indicate no radial trend. Method (3) shows greater variation, especially at the points 
where the other two methods show a degree of discrepancy. This indicates that the 
variation is not physical in origin and is a consequence of measurement error. An 
increase in Mach number can be found at the outermost location (r=120mm) at the 
two downstream locations (z=300mm and z=450mm), again attributed to jet edge 
effects. Also noted, is the greater divergence between method (1) and method (2) 
estimates immediately in-stream of these locations, possibly indicating greater local 
flow angularity, (from the probe dynamics, it is expected that method (2) is the 
most sensitive to angularity). The Mach number gradient, normalised by the nozzle 
exit plane Mach number, is estimated from the middle plot of figure 3.32. This is 
calculated to be 1.9%/m. 
The high pressure operating condition Mach number profiles are shown in figure 3.31. 
Examining first the profile obtained at the station within the nozzle, (z=-150mm), a 
radial trend can be observed, a feature not encountered at any of the other operating 
conditions. The gradient shows an increase in Mach number as one moves outwards 
towards the nozzle wall, possibly indicating that the nozzle flow is still slightly diver-
gent at this station. At the nozzle exit plane, the gradient appears less pronounced 
and it is felt that at the z—150, 300 and 450mm stations, no radial gradient is present. 
The jet edge is only apparent at the outermost radial location and the most down-
stream axial location, r=120mm, z=450mm. In the bottom plot of figure 3.32, the 
average Mach number for each axial location is plotted. The z=-150mm and z=0mm 
stations present a constant Mach number followed by a subsequent increase with dis-
tance downstream. The Mach number gradient for the entire test section is calculated 
to be 3.13 %/m, however, if a bi-linear fit is used, in which the Mach number is kept 
constant between z=-150 to Omni and from thereon allowed to vary, the gradient is 
4.2 %/m. 
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Figure 3.33: Static pressure profiles, (in Pa), at five different axial locations, where 
z=Onim is the nozzle exit plane, at the low pressure operating conditions. Captions: 
Box, pressure estimate after Soltani ( 435 Pa); #, pressure estimate after Mallinson 
(451 Pa); lines with squares, (p02p01) method (1); lines with circles, (pcpOl) method 
(2) and lines with triangles, (p02pc) method (3). 
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Figure 3.34: Static pressure profiles, (in Pa), at five different axial locations, where 
z=Omm is the nozzle exit plane, at the medium pressure operating conditions. Cap-
tions; Box, pressure estimate after Soltani (788 Pa); lines with squares, (p02p01) 
method (1); lines with circles, (pcpOl) method (2) and lines with triangles, (p02pc) 
method (3). 
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Figure 3.35; Static pressure profiles, (in Pa), at five different axial locations, where 
z=Omm is the nozzle exit plane, at the high pressure operating conditions. Captions: 
Box, pressure estimate after Soltajii (2813 Pa); #, pressure estimate after Mallinson 
(2825 Pa); • , pressure estimate after Kirk (2986 Pa); lines with squares (p02p01), 
method (1); lines with circles (pcpOl), method (2) and lines with triangles (p02pc), 
method (3). 
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Figure 3.36: Average static pressure (in Pa), at each axial station for low, medium and 
high pressure operating conditions, only data from core region included in average. 
Captions: squares (p02p01) method 1; circles (pcpOl) method 2 and triangles (p02pc) 
method 3. 
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3.3.10 Results: static pressure field 
The static pressure profiles for the low pressure operating conditions can be found 
in figure 3.33. The horizontal scale has limits of 300 and 500 Pa, in order to resolve 
the radial and axial variations. At most points in the domain, the three methods 
give similar estimates for static pressure. Typically method (1) provides the highest 
Moo estimate, indicating that there may be some systematic error. In any case, the 
variation between estimates is small, and the exercise is felt to be successful. Included 
in figure 3.33 are two data points, obtained from test model surface pressure measure-
ments (corrected for viscous effects) by Soltani (1994), indicated by the dark square, 
and Mallinson (1996), indicated by the dark circle. The presence of the models in 
the flow field obviously changes the flow field distribution, however, the pressure val-
ues indicated here are offered for comparison and are in good quantitative agreement 
with the static pressure predicted. At the three upstream calibration locations the 
pressure distribution is uniform in the radial directions., At the z=300 and 450mm 
stations, the jet boundary can be witnessed. The mean plane average static pressures 
are plotted against axial location, in the usual fashion in figure 3.36. Using method 
(1), the average pressure gradient, normalised by the exit plane pressure is -9%/m. 
This compares well to the calculated Mach number gradient, if one postulates the 
isentropic result that poo cc - M ^ . 
The medium pressure operating condition static pressure profiles can be seen in figure 
3.34. At the z=-150mm location, there is an excellent agreement between the three 
calibration methods. At other stations, the agreement is good, with method (3) 
presenting the greatest degree of scatter. The data point of Soltani, (square), is 
found to be in close agreement with the pressure predicted. No stations present any 
radial trend, with the pressure being constant with the exception of the locations 
where the jet boundary is impinging, (r=120mm, z=300 and 450mm). The axial 
trend indicates a decrease in static pressure in the core. This decrease in calculated 
using figure 3.36 to be -12.3%/m, based on nozzle exit values. 
The static pressure field at the high pressure operating condition is shown in figure 
3.35. The pressure predicted by the three different methods is typically within ± 
5% and the agreement between method (1) and method (2) is generally better than 
± 2%. At the most upstream radial location, there appears to be a decrease of 
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static pressure with increasing radius, consistent with the notion of increasing Mach 
number. The static pressure estimates after Soltani, Mallinson and Kirk have also 
been included in figure 3.35. The most noticeable feature is the drop of static pressure 
in the axial direction. This is clearly seen in figure 3.36. The pressure distribution, 
consistent with the Mach number distribution, would be best represented with a bi-
linear curve, the gradient of which would present a maximum slope of -23.4%/m. This 
is equivalent to a gradient of -658 Pa/m^, in agreement with the indirect estimates 
of Sell (1992) of-556 Pa/m^; and Lin and Harvey (1987) of -861 Pa/m^. Denman 
(1990) estimates a pressure gradient of -1540 Pa/m^ which may be due to the fact 
that in these experiments a large angle cone was used, causing the surface pressure 
gradient to be related to the freestream pressure gradients arising at positions much 
further downstream. 
3.3.11 Results: total pressure Field 
The total pressure profiles for the low, medium and high pressure operating condi-
tions are shown in figures 3.37, 3.38 and 3.39. The lines with circles indicate the 
total pressure inferred from the barrel stagnation pressure and the lines with squares 
indicate the total pressure calculated with method (3). The total pressure estimate 
inferred from p(o,res) , is constant through the entire flow field, and this is one of the 
main assumptions of method (1) and method (2). The method (3) total pressure 
estimate is based on the local measurements, and albeit sensitive to experimental 
error, provides a true estimate for total pressure. In figure 3.37, 3.38 and 3.39, it 
is seen that the j3(o,co) distribution calculated in this manner is, within the expected 
error band, constant both in the radial and axial direction. More importantly, the 
total pressure evaluated in this manner is good agreement with the P(o,co) obtained 
from P(o,res) • This indicates firstly that there are no shocks present in the flow field, 
validating the assumptions of constant total pressure and also that all three Mach 
numbers, static pressure and total pressure estimates have converged to the same 
"calibration solution". 
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Figure 3.37: Total pressure profiles, (in Pa), at five different axial locations, where 
z=Omm is the nozzle exit plane, at the low pressure operating conditions. Captions; 
lines with circles, total pressure inferred from barrel pressure; lines with squares, total 
pressure, method (3). 
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Figure 3.38: Total pressure profiles, (in Pa), at five different axial locations, where 
z=Omm is the nozzle exit plane, at the medium pressure operating conditions. Cap-
tions: lines with circles, total pressure inferred from barrel pressure; lines with 
squares, total pressure, method (3). 
Chapter 3. FciciUty. 108 
dD-
"S 
a- 40-
z=-I50mm 
- 60-
z=Omm 
O-Kf S'llf 
Poj (Pa) 
z=150mm 
0 -
0*l(f 5*10' 
Pi! (Pa) 
- 60- 60-
z=300mm z=450mm 
no-
OVCf 5*l(f 
Pu (Pa) 
0 -
0*I(f S*JO' 
Poj (Pa) 
60-
- 20-
k 
o*icf s*i(f 
Po., (Pa) 
Figure 3.39: Total pressure profiles, (in Pa), at five different cixial locations, where 
z=Omni is the nozzle exit plane, at the high pressure operating conditions. Captions: 
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pressure, method (3). 
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Figure 3.40: Average total pressure (in Pa), at each axial station for low, medium and 
high pressure operating conditions, only data from core region included in average. 
Captions: circles, total pressure inferred from barrel pressure; squares, total pressure, 
method 3. 
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Figure 3.41: Schematic of data mesh to be used to determine flow angularity, using 
centreline information. 
3.3.12 Results: flow angularity 
The exercise of determining the flow angularity has not been completed, however 
sufficient information is available to perform^'^the exercise. It is suggested to perform 
an axi-symmetric method of characteristics calculation to obtain the flow angularity. 
For an axi-symmetric flow, the characteristic directions are the Mach lines given by: 
= t a n ( ^ ± / i ) (3 .9) 
char 
where 0, is the streamline inchnation to the z-axis, (the flow angularity) and // is the 
Mach angle. Along the characteristic lines, the compatibility equations hold, these 
are given below, taking + , for the left running wave, and - for the right running waves: 
^ ± cot« 7 
where u is the Prandtl - Meyer function. In the present problem, one can construct 
a mesh of data points at which the Mach number and Prandtl Meyer function are 
known, as indicated in figure 3.41. As the flow inclination, 6, is zero along the nozzle 
centre-line, characteristic lines can be found, allowing the solution to be marched 
between data points and the flow angularity determined. The centreline is however 
characterised by the focusing of Mach waves (characteristic lines) in axi - symmetric 
flow, which may present certain undesirable features. To overcome this, the present 
data can be used in conjunction with model surface information (Kirk 1993, Millevoi 
1993), along which the flow defection can be equated to the displacement thickness 
slope, as shown in figure 3.42, and used as a boundary condition together with the 
known Mach number to march out the characteristics. 
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Figure 3.42: Schematic of data mesh to be used to determine flow angularity, using 
model information. 
3.4 Concluding remarks 
The calibration exercise has proved highly successful. The three methods have been 
used and show excellent agreement for estimated Mach number, static pressure and 
total pressure over the entire calibration domain. Axial trends at all conditions in-
dicate a positive Mach number gradient. At the high pressure operating conditions, 
the calibrations indicated a radial increase in Mach number in the nozzle, (station 
z=-150mm). Difficulties were encountered in obtaining an accurate stagnation point 
heat transfer rate estimate with the flat faced probes. The time resolved signal is 
unsteady and furthermore, the probes were found to be prone to impact damage, 
causing an erroneous estimation. Due to these problems, a total temperature survey 
was not performed and in the flow field calibration exercise, the total temperature 
was postulated to be 1060, 1090 and 1105 ° K, at the low, medium and high pressure 
operating conditions respectively. It is felt that the flow field is free of shocks and that 
the core is in excess of 240mm in diameter, except at the z=300 and z=450mm planes 
where the jet boundary is encountered at r=120mm. At the low pressure operating 
condition, the nozzle boundary layer impinges on the outermost station, (z=-150mm 
r=120mm). The finalised conditions are summarised in table 3.12. 
Chapters. Facility. 112 
condition Moo Aeoo /m x i o ^ C" K) P(o,oo) ( M P a ) ^ S / m ) 
low 8 . 8 9 7.51 1 0 6 0 8 . 5 8 2 1.3 
medium 8 . 9 3 1 2 ^ 8 1090 1 5 . 2 3 7 1.9 
high 9.01 4 7 ^ 5 1105. 5 9 . 8 4 9 3.1 
Table 3.12: Nozzle exit plane conditions, including Mach number gradient estimates. 
Chapter 4 
Numerical analysis 
The computational and experimental work in this study are closely integrated. The 
development verification and validation of the has been extensively documented by 
Kirk (1993), Hillier et al. (1993), Sell (1992), Hillier et al. (1992), Prodromou and 
Hillier (1991), Netterfield (1991) and Hillier and Netterfield (1990). 
The solver had been used previously for the blunt body problem by Sell (1992), 
where the predictions were compared to the measured surface heat transfer, surface 
pressure, Pitot pressure profiles and schlieren images. In the present study, no further 
fundamental analysis was required. However, more than sixty blunt cone and cylinder 
geometries were analysed, requiring considerable effort in data handling and iterative 
development of highly resolved solutions. This chapter is divided in two parts. Firstly 
the features of the code are presented to familiarise the reader with the solution 
method. The description of the code is not intended to be exhaustive and the reader 
is referred to Kirk (1993) for a complete overview of the code. The second half of this 
chapter will examine how CFD is used to analyse the basic flow field considered in 
this study. 
13 
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4.1 T h e computa t iona l me thod 
The code is a high resolution Navier stokes solver for 2D planar and 2D axi-symmetric 
problems. In two dimensional cylindrical coordinates the governing equations are: 
dV OEh , BFh , (Fh + G f f ) _ dEv dFv (Fy + Gy) 
dt dx 
+ 
dr 
+ 
dx dr 
+ (4.1) 
where x and r indicate the axial and radial direction respectively and U, E, F and 
G are given by: 
p pu pv ' 0 " 
u = pu EH = 
p + pu^ 
FH = puv 1 2 GH = 
0 
pv puv p + pu -p 
. Pe . _ 'u(p + /)e) _ _u (p4 -pe ) . 0 
0 0 - 0 " 
Ev = Fy = Txy Gy = 
0 
Txy '^yy —Tee 
. (Ixx '^Txx ~t" VTxy _ . -Qyy UTxy 4" _ . 0 . 
(4 2) 
Equation 4.1 is expressed in a time dependent form and the hyperbolic terms have 
been separated from the diffusive terms. To distinguish the essentially convective 
hyperbolic terms, the subscript h has been added. The diffusive terms are given the 
subscript y 
The viscous stress etc. and the heat fluxes, appearing in the terms on the 
right hand side of equation 4.1 take the usual form for laminar flow: 
. .du \ d . . (du dv\ 
r „ _ ( A + 2 f , ) — + - - ( r t . ) ; + — j ; 
dv . (du v\ V . fdu dv^ 
r „ = ( A + 2 r t ^ + A ^  + - ; - (A + 2 /<) -+ A U j + ^ 
, aT 
with 
and 
3A + 2/i = 0 
Pr 
k 
(4.3) 
CL4) 
( 4 j ) 
(4.6) 
(4.7) 
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2*10-
Sutherland 
Hilsenrath 
Figure 4.1: Viscosity variation with temperature using the algebraic formulation of 
Sutherland, Keyes and the tabulated values of Hilsenrath. 
The Prandtl number, Pr, is considered constant over the temperature range of the 
computations, and taken as 0.72. The viscosity however, shows a more sensitive 
temperature dependence. In the paper of Hilsenrath (1960), the viscosity is tabu-
lated against temperature, while Sutherland (1895) and Keyes (1952) have developed 
algebraic formulations, given in equations 4.8 and 4.9 respectively. 
3 / 2 , , 
(4.8) 
Tr,/ + C 
[J-reJ \Tref J \ T + C 
where for nitrogen /ire/=l-711 xlO~^, Tre/=273.15 K and C equals 110.4 K. 
l^ref 1 + 
(4.9) 
with Href = 1.418x10"®, a=116.4 and ai=5. The three distributions are plotted over 
the temperature range of the computations in figure 4.1. Both algebraic expression 
give a good representation of Hilsenrath's data. Sutherland's formulation follows more 
closely at the higher temperatures but as Keyes' formulation captures the behaviour 
better at lower temperatures, this method is favoured. 
The solution to equation 4.1 is obtained by time marching to some steady state 
which is considered the final solution. The advancement at each time step employs 
"convection - diffusion" splitting. This concept is elaborated is more detail below. 
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4.1.1 Convection diffusion splitting 
This is based on the premise that at the core of any good Navier-Stokes solver there 
must lie a good inviscid scheme. The practicality of splitting the convective and 
diffusive terms also reflects the development of the code, in which one first develops 
an Euler solver, capable of resolving all the "interesting" inviscid features, then one 
"adds on" the viscous extension. Given the operator Lij(At), which advances the 
convective part of equation 4.1 and Ly(Ai), the operator which advances in time the 
viscous part of equation 4.1 the solution vector U, is updated between time levels N 
and + 1, as indicated in equation 4.10. 
= Lv ( y ) ( y ) U " (4.10) 
Equation 4.10 indicates that one first applies the operator Lv{^t /2) to to update 
the solution in a viscous manner over half the time step, then the solution is advanced 
by a whole time step, AT using the convective operator, Lh, and finally the viscous 
operator is applied again to update the solution by the remaining half time step. 
The symmetrical nature of equation 4.10 is required to retain second order accuracy 
when the individual operators are themselves second order. Having illustrated the 
convection - diffusion splitting solution strategy, the inviscid and viscous terms can 
be discussed independently. 
4.1.2 Convective terms 
The inviscid part of equation 4.1 is given below: 
a u g g g g F j , ( F h + g „ ) ^ 
dt dx dr r ' 
This equation can be solved in two dimensions, or split into a sequence of "one-
dimensional passes" in which the equation is solved in the two quasi-normal directions 
of the mesh, rj. Again, one can formulate the sequence of operations which update 
the solution vector, U, in the two mesh directions as follows: 
u " " = L, ( y ) £; ( ^ ) L.{At)L, ( y ) ... L, ( y ) U " (4.12) 
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pi ™ 
^ i-1/2 E i + l / 2 
cell i-1 cell i cell i+li 
interface i-1/2 interface i+1/2 
Figure 4.2: Schematic of ID problem, the discrete solution updates the cell properties 
U by calculating the fluxes E at both cell interfaces. 
where and are the operators which update the solution in the direction ^ and r] 
respectively. The operator Ls updates the "source-like" terms indicated by the over-
brace in equation 4.11. The strength of the method lies in its ability to accurately 
predict flux terms. The approach chosen follows the Godunov type scheme suggested 
by Ben-Artzi and Falcovitz (1983 and 1984) which in turn is closely related to the 
work of Van Leer (1979). To illustrate its implementation as a high resolution solver 
only the one dimensional time dependent formulation need be considered here. The 
equation to solve is thus: 
iWTT 
0*13) 
d\J _ 
with 
P pu 
U = pu E h = p + pu'^ 
. . + fe) 
(4.14) 
In the integrated form equation 4.13 is expressed as: 
I-X2 /•f+At 
/ [U(( + A t ) - U ( ( ) ] ( k ; - / [ B ( z , ) - E ( z r # (4.15) 
Jxi 
where E(x() and E(xr) are the left and right fluxes. The problem is discretised, as 
suggested in figure 4.2 and formulated mathematically as; 
(U»+' - UDAxi = (Er_,/2 - / , ) ((«+' - i " ) (4.16) 
If m=n, then the problem is first order accurate in time, if m = n + l / 2 , the problem 
is of second order accuracy. The discretisation in space can be of first order, in 
which cell properties are taken as piecewise constant, figure 4.3 (a); or second order 
accurate, in which cell properties are varied linearly over the cell, Agure 4.3 (b). 
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Figure 4.3: Reconstruction strategies, (a) piecewise constant, (b) piecewise linear. 
In either case, there are discontinuities in flow properties at the cell interface. This 
problem is commonly termed the Riemann problem. The problem is solved iteratively 
for the exact solution to the Riemann problem, however less expensive, approximate 
methods, such as an acoustic solution can be used in regions in which p4 % pi. To 
avoid the smearing of discontinuities (for instance shocks), a second order formulation 
is used here. In the second order approach, the initial cell distribution is piecewise 
linear. This problem is typically called the generalised Riemann problem (Hillier 
1996). 
In conclusion to this section, it is noted that the alternating nature of the operator 
splitting scheme can cause noise due to the residual flux imbalances. This problem is 
overcome by replacing the inviscid fluxes with the perturbation from their averaged 
cell centre value at the beginning of the time step (Hillier et al. 1993). 
4.1.3 Viscous Terms 
The difi'usive terms of equation 4.1 are recalled below: 
dt 
SEy ^ dFv (Fy + Gy) 
(4.17) 
0r 
Examining in detail the terms appearing in equation 4.17, one can observe that there 
is no contribution to the mass conservation equation. The density remains constant 
therefore through a fractional viscous time step and solution is required only for 
the momentum and energy equations. If the thin shear layer approximation is made, 
identifying the "i coordinates" as the flow direction and the "j coordinates" as the flow 
normal, then the equations of momentum and energy can be decoupled. Momentum 
is solved first, followed by the energy equation (which requires knowledge of the "new" 
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velocities). In the code, these are solved implicitly, using a tridiagonal solver along a 
j-column. 
Turbulence modell ing 
Turbulence is a time dependent chaotic phenomenon, in which one may recognise 
certain stochastic and statistical properties. The role of turbulence modelling will 
depend on the nature of the study at hand. The code at present includes a turbulent 
eddy viscosity model, to provide closure to the time-averaged Reynolds stress equa-
tions. In the eddy viscosity approach, the turbulent viscosity is added directly to 
the molecular viscosity, and the Navier Stokes equations are then solved as discussed 
previously. The eddy viscosity model used is that of Baldwin and Lomax (1978) The 
model defines an expression for both the inner and outer eddy viscosity, {fJ.t)inner and 
il-i't)outer respectively, and changes between them at the first location location at which 
(/^t)outer ^ (^f^t^inner-
The inner viscosity is given by: 
inner — \^\ (4.18) 
where |a;| is the magnitude of the vorticity and I is the Prandtl - Van Driest mixing 
parameter given by: 
I = ky{l — exp—^) (4.19) 
in which a'^ and k are constants and is defined as: 
»+ = (4.20) 
fJ'VJ 
In the outer region the viscosity is defined as: 
{f^ t^ outer — KCc,ppPwakeFkleb{y^ (4.21) 
where K and Ccp are constants and F^ake defined as: 
Fyjake — Fmax 1 CyjkYrnax'^ clif / Fmax) (4.22) 
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The values of Y^ax, and Fmax are the ordinate and abscissa as the following expression 
reaches a maximum: 
= k13/(1 - exp - ^ ) (4.23) 
Fkteb is given by the expression: 
Fkleb — 1 + 5.5 
\ Y J (4.24) 
The term u a j represents the velocity difference across the shear layer, and for the 
present case is equal to the boundary layer edge velocity. The values of the constants 
used in the code are as quoted in the source paper: 
,+ — 26 Ccp = 1.6 C&(=6 = 0.3 C^t = 0.25 A; = 0.4 AT = 0.0168 (4.25) 
Closure for heat transfer is obtained by defining a turbulent Prandtl number, Pr^, 
such that: 
jPr, = (4/26) 
with Prt taken to be 0.9 for this study. 
The physics of the transitional region add further complications to the problems of 
turbulence modelling due to the time dependent intermittent nature of the boundary 
layer. Transition is addressed here by progressively introducing the eddy viscosity 
through the transitional region. The approach requires the transition onset and com-
pletion locations to be known, and some assumption about how to introduce the eddy 
viscosity in order to best capture the physics of the transition boundary layer to be 
made. This will be discussed in more detail later. 
4.1.4 Block marching and mesh adaptation 
The final features of the code to be addressed are the block marching and mesh 
adaptivity capabilities. The former takes advantage of the fact that in the supersonic 
regions of the flow, there is only a weak upstream influence in the boundary layer, and 
information is propagated mainly downstream. The computation can then be confined 
to a limited block of cells, once the most upstream portion of the flow is converged, the 
block is shifted by one or more cells downstream and the computation continued. The 
process repeated until the whole domain is converged. When computing flows over 
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• H i current block • * * * converged block 
Figure 4.4; Block inarching strategy. Initial block (a) includes the subsonic nose re-
gion and the near nose supersonic region. Once solution is converged, the whole block 
is shifted downstream of the subsonic region (b), and the computation is continued. 
blunt bodies which present extensive regions of subsonic flow outside the boundary 
layer, the strategy used is to initially solve over a block containing the nose and 
near nose regions, 4.4 (a), such that the downstream end of the block is supersonic. 
When the block is converged, it is shifted so that the upstream end of the block is 
downstream of the subsonic region, 4.4 (b). From this point onwards, block marching 
can be allowed to continue in the usual fashion. In this manner, the solution is more 
efficient not only because one avoids computing in the already converged upstream 
regions, but also because the computation can continue at the optimum time step 
for the block in question, which can be significantly higher than the maximum time 
step allowable, controlled by the smallest cells in the flow field. The adaptivity, used 
in conjunction with the block marching, allows the mesh to be "shifted" permitting 
equal resolution of features at all streamwise locations. At present, the number of 
cells between the body and the boundary layer edge is kept constant and the number 
of cells between the boundary layer edge and shock are kept constant, enabling the 
grid to closely follow both the boundary layer and shock growth. 
4.2 Computa t iona l predict ion of t h e b lunt b o d y 
flow field 
The intention of this section is to examine the flow field around the blunt cone using 
the computational results. Inviscid and Navier stokes solutions will be presented 
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in order to differentiate between inviscid entropy layer "rotational effects" and the 
viscous boundary layer effects. 
4.2.1 Mesh and initial conditions 
The same mesh was used for the inviscid and viscous computations. The mesh con-
tains 191 cells along the body direction and 101 in the direction normal to the body. 
The mesh can be seen in figure 4.5. The mesh illustrated here is constructed around 
a 1mm nose radius, 0.75m long, 5° cone. Twenty cells are equi-spaced along the 
surface of the nose, and the remaining 171 are placed along the conical portion of 
the mesh. The mesh "stand-off" distance at the nose is 0.2mm, sufficient to ensure 
that the bow shock remains with the computational domain and still maintain good 
resolution. The body boundary conditions are set according to the computation; for 
the viscous study, no slip and isothermal wall conditions are imposed; for the inviscid 
study, reflective or zero normal velocity conditions are used. Symmetry is imposed 
along the stagnation streamline and the remaining boundaries are set as in-flow or as 
out-flow accordingly. The flow is initialised with uniform stream conditions, although 
Kirk (1993) and Hillier et al. (1993), together with the work of Millevoi (1993) have 
incorporated non uniform conditions which account for test section gradients. In the 
work presented below, the conditions are taken to be uniform and are Moo = 9.16, 
R^oo/m = 54.06 X 10® and To = 1063° These conditions differ from those outlined 
in the calibration work, due to the unfortunate fact that the calibration task was 
completed in the latter stages of this project when the present computational analy-
sis was already complete. As the intent of this section is to illustrate the typical flow 
field around the blunt cone, the small differences in freestream conditions used are 
immaterial. The block marching technique is used and mesh adaption is imposed to 
keep the shock located at j=94. The first computational block extends over the first 
forty cells in the i direction, which extends to a chord distance of four nose radii. Once 
this region is converged, the upstream end of the block is moved to the sphere-cone 
junction, where the flow is supersonic. To ascertain whether the solution is converged 
, for the block in the upstream region, a residual is defined as follows: 
jmax N 1 
= E ' N-i (4.27) 
i=i Pj 
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Figure 4.5: Mesh details; top, near nose; and bottom, complete mesh, stretched 
vertically by a factor of three. Nose radius 1mm, mesh stand-off distance 0.2mm, 
body length=0.75m. There are 191 cells in the body direction and 101 in the body 
normal direction. 
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Figure 4.6: Mach number contours inviscid computation, contour intervals 1, levels 
1 , 2 , 3 etc. 
The convergence criterion allows the block to be moved when the residual is less than 
1 part per million. 
4.2.2 Inviscid solution 
The shock shape for the inviscid computation can be found in figure 4.6. As the 
flow field is inviscid, the only length scale is the nose radius, r„. Billig (1967), has 
correlated the shock stand-off distance, xshock-, against Mach number and nose radius 
as indicated below: 
= 0,143 e x p ( ^ ) (4.28) 
oo, 
Using the conditions for the computations, the above equation gives Xshock/fn = 
0.149. This compares favourably with the CFD standoff distance of 0.142. Using 
the schlieren image of figure 4.7, the estimated experimental stand-off distance, nor-
malised by nose radius is 0.145 ± 0.09. All estimates show reasonable agreement. 
The shock is normal to the axis of symmetry on the axis. The stagnation streamline 
can be linked to the freestream using the Rankine-Hugeniot expressions. At Mach 
9.16, these give P(o,2)/Poo = 108.5. The computationally predicted stagnation pressure 
ratio is 108.1, again in excellent quantitative agreement. More critical is the predic-
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V 
Figure 4.7: Schlieren image of flow around blunt cone, horizontal cut-off. The test 
conditions are Re^o/m =47.4 xlO®, r„=25mm. 
tion of the stagnation density. Comparison indicates that the numerically predicted 
stagnation density is 0.66 % less than the exact value. 
The computed surface pressure can be found in figure 4.8. The pressure drops rapidly 
over the hemispherical portion of the nose, from the stagnation value to a value slightly 
in excess of twice the freestream at the sphere cone junction. The surface pressure 
reaches a minimum at s/r=25, after which it asymptotes to the sharp cone value at 
many nose radii distance downstream. The minimum in surface pressure is connected 
with an over-expansion of the flow caused by over-turning of the flow around the 
hemispherical nose. In order to return the flow parallel to the body, a compression 
wave system is formed. 
The shock slope is plotted against distance along the shock normalised by nose radius 
in figure 4.9. The slope decreases around the nose region and presents a minimum 
in shock angle at sshock!fn =100, before asymptoting again to the sharp cone slope. 
The minimum slope is located upstream of the interaction between the shock and the 
compression wave which originates on the model surface at s/r„=25. 
An important inviscid feature to be examined is the entropy layer. The entropy 
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Figure 4.8; Surface pressure along hemispherical portion of nose, left; and. surface 
pressure over entire geometry, right; inviscid computations. 
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Figure 4.9: Shock angle against normalised distance along shock; inviscid computa-
tions. 
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Figure 4.10: Entropy profiles at two locations; left, upstream of point of minimum 
pressure, right downstream of point of minimum pressure. Vertical scale normalised 
by nose radius, computations performed at 9.16. 
change, measured relative to the freestream is: 
7 ^ = 7 In — + (7 - 1) In — BL29) 
Within the entropy layer, differing streamlines have different amounts of entropy, 
such that the entropy is decreasing with distance away from the surface. If a profile 
of entropy is taken upstream of the point of minimum shock slope, then the entropy 
decrease in monotonic, as shown in figure 4.10. If the profile is taken downstream 
of the location of minimum shock slope, then the profile will present a minimum 
in correspondence of the streamline which passes through the location of minimum 
shock slope, which can be seen at y/r =4 in the right plot of figure 4.10. The location 
of minimum shock slope is often used to define the limit of the entropy layer, [Herbert 
and Esfahanian (1992)], as the streamline processed by this portion of the shock is 
characterised by the lowest entropy increase. 
4.2.3 Viscous solution 
The issue to be addressed here is the interaction between the entropy layer and the 
boundary layer. There are two main effects, firstly a retardation in edge properties at 
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Figure 4.11: Mach number and Reynolds number at the boundary layer edge against 
distance. Computation performed at Mach 9.16, Reoo/m = 54.06 xlO®, r „ = l m m . 
the boundary layer edge; and secondly, the presence of gradients in properties normal 
to the body surface. 
The properties of two streamlines with an entropy difference. As, can be equated as: 
(4.30) 
^6*21 1 ^2 / . \ 1 -Pi 
- g - = 7 l n j r + ( 7 - l ) l n ; ^ 
It can be seen that there is a strong dependence of temperature upon entropy, which 
considerably affects the boundary layer edge Mach number and Reynolds number 
distribution, as shown in figure 4.11. It can be seen in figure 4.11, that the Mach 
number and Reynolds number asymptotically approach the sharp cone values, as 
the boundary layer, through growth with distance downstream, entrains streamlines 
which will have progressively undergone an increasingly smaller entropy rise relative 
to the freestream. 
The entropy layer is vortical in nature and gives rise to vorticity at the edge of 
the boundary layer. In figure 4.12, the vorticity profile is plotted for two different 
streamwise locations, for the viscous computation. The vorticity is computed using 
equation 4.31. 
It can be seen in figure 4.12, vorticity is present outside the boundary layer edge a.t 
the s/r=50 station, where S = 0.5mm. Further downstream, as the entropy layer is 
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Figure 4.12: Vorticity profiles based on normalised velocity for the blunt cone, at 
two different streamwise locations. Computation performed at Mach 9.16, Rcoo/m = 
54.06 x lO®,r„=lmm. 
progressively swallowed by the boundary layer, only a small amount of vorticity is 
observed outside the boundary layer, (5 = 1mm). 
4.3 Concluding remarks 
In the first part of this chapter, a high resolution solver has been presented. The 
numerical method is a two dimensional axi-symmetric time marching scheme, with 
the calculation time split between the inviscid and viscous solvers. The inviscid 
solver is based upon a second order Godunov type algorithm which evaluates the 
fluxes assuming a generalised Riemann problem. The viscous solver utilises a thin 
shear layer approximation and is formulated implicitly. Turbulence is modelled using 
a Baldwin Lomax model. Block marching and mesh adaptivity features have been 
discussed. 
In the second part of this chapter, the code was used to illustrate some features of 
the blunt body flow field. The flow field is composed of extensive regions of sub-, 
super- and hypersonic flow and is governed by the detached bow shock. The latter 
creates the so called entropy layer, a region of fluid with high entropy which interacts 
strongly with the boundary layer, both retarding the edge conditions and creating 
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gradients in the edge properties in the direction normal to the boundary layer. 
Chapter 5 
Heat transfer database 
In this chapter, the time averaged heat transfer rate database is presented. The data is 
presented in three sets. Each set is distinguished by the operating conditions at which 
the tests were performed. In all plots, the data will be presented as time averaged 
heat transfer rate, against wetted distance, s. The units chosen for are W/cm^ 
and the wetted distance is measured in metres from the model apex. In addition, the 
data will also be plotted as Stanton number St, against the wetted Reynolds number 
Reg. The Stanton number, a non-dimensional form of the heat transfer rate is given 
generally by: 
^ 21,) (5-1) 
where the suffix e indicates edge conditions; p and u are the density and the velocity; 
Cp is the specific heat at constant pressure; and Taw and Ty, are the adiabatic wall 
and wall temperatures respectively. 
In this formulation, the term Taw — Tw is of strong physical significance as it is the 
temperature difference driving the heat transfer. Equation 5.1 cannot readily be used 
in the reduction of blunt cone data because of the strong variation of edge properties 
with distance. CFD can be used to prescribe the edge properties at any given point, 
but is recognised that as the intention is to provide an "engineering" database, it is 
best to use the following definition for Stanton number; 
Stco = " ~ ^ ,rp _ T \ ( 5 . 2 ) 
yoo^ oo(-^ pL-^ 0,oo 
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where all properties are now based on freestream conditions. This formulation is 
physically less satisfactory, due to the presence of the term To,oo — T ,^ appearing 
in the denominator however it is noted that as the experiments performed here are 
characterised by a "cold wall" with Taw < 7o,oo, the formulation may be 
considered representative. 
Similarly, for reasons discussed above, it is most appropriate to express the Reynolds 
number based on wetted distance as; 
Rcs = = Reoo/m X 5 
fJ'OO 
(5.3) 
The values used for the freestream properties are the nozzle exit plane averages ob-
tained from the calibration experiments and are listed for convenience in table 5.1. 
operating condition /)oo Kg/m^ Uoo m/s T o , C O ° K R^oo/m 
low 0.0238 1432 1060 7.5 X 106 
medium 0.0402 1453 1090 12.6 X 10^  
high 0.1494 1464 11053 47.4 X 10® 
Table 5.1: Summary of conditions used in data reduction 
E x p e r i m e n t classification 
The data presented in the following chapter are classified by the experimental setup 
used. These are listed below, for the location of the gauges refer to table 2.4. 
Set A In this series, gauges 01 to 24 were tested simultaneously. 
Set B In this series, gauges 25 to 45 were tested simultaneously. 
Set C In this series, gauges 46 to 65 were tested simultaneously. 
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Set E In set E, 27 gauges were selected evenly along the length of the model to 
obtain simultaneous measurements over the greatest possible wetted distance. 
The gauges tested were 2, 4, 6, 8, 10, 11, 14, 16, 18, 20, 22, 24, 26, 28, 30, 32, 
34, 36, 38, 40, 42, 45, 46, 50, 55, 60 and 65. 
Set F Set F uses the same gauge selection as set E, except experiments were per-
formed with the "rough" surface finish, (machine finish, no polish). 
Set H Ceramic nose piece with fixed 3mm nose. Gauges located in near nose region 
(s<0.01m). 
In addition to these datasets the numerically predicted heat transfer rate and the heat 
transfer rates measured by Sell (1992) will be included. For each test case, the graph 
presented will include a legend indicating the nose radius, the operating condition 
and the dataset to which the data belongs. 
5.1 Hea t t ransfer ra te database , low pressure op-
era t ing condition 
5.1.1 Sharp Cone 
The time averaged heat transfer rate distribution against wetted distance can be 
seen in figure 5.1 (a). The distribution is characterised by a rise in heat transfer, 
the attainment of a maximum at s=0.44m, Res=3.3 xlO® and a subsequent decrease 
downstream. This is indicative of the final stages of the transition process and the 
commencement of the fully developed turbulent behaviour. 
5.1.2 12.5mm 25mm cones, i?e„=93,900 —> 187,800 
All test cases (figures 5.1 (b), (c), (d), (e), (f) and 5.2) show a monotonic decrease in 
heat transfer rate, indicating almost certainly laminar flow. For the 12.5mm (figure 
5.1 (b)) and 25mm (figure 5.2), it can be seen that the numerically predicted laminar 
heat transfer rate agrees accurately with the measured values. 
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Figure 5.1: Time averaged heat transfer rates for the sharp, 12.5mm, 15mm, 18mm, 
21mm and 23mm cases, tested at the low pressure operating condition. 
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Figure 5.2: Time averaged heat transfer rates for the 25mm case, tested at the low 
pressure operating condition. 
5.2 Hea t t rans fe r r a te database, m e d i u m pressure 
opera t ing condit ion 
In total ten test cases were performed at the medium pressure operating condition. 
The 6.25, 12,5 and 25mm cases were also tested by Sell (1992) but it should be 
noted that the medium pressure operating condition were modified in 1993 prior 
to the present measurements. The modification was intended to increase the total 
temperature by increasing the driver to barrel ratio from 73.6 to 90. To avoid changing 
the diaphragm design, this was achieved by lowering the barrel pressure from 303kPa 
to 249kPa. In table 5.2, the new and previous conditions are compared. Of interest 
Moo R^oo/m To,00 
° K 
Too 
° K 
fb,oo 
(IWPa) 
Poo 
(Pa) 
Poo 
Kg/m^ 
^00 
m/s 
old 
new 
&85 
8.93 
15.5 xlO^ 
12.6 xlO^ 
996.5 
1090 
5&8 
6 4 j 
1&2 
1&2 
804 
760 
0.0457 
0.0402 
1388 
1453 
Table 5.2: Comparison of operating conditions 
are the changes to the term /)oo«oo(7ci,oo — Tyj)Cp appearing on the denominator of 
equation 5.2. Using the estimates of table 5.2, the term takes the value 4744 and 
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4542 W/cm^ for the present experiments and those of Sell respectively. 
5.2.1 Sharp cone 
The heat transfer distribution for the sharp nose configuration can be seen in figure 
5.3 (a). The results show decreasing heat transfer with distance, however, the high 
heating rates Stoo > 10"^, suggest that the boundary layer is turbulent at all mea-
surement stations. This implies that transition onset and completion have occurred 
upstream of s=0.39, Re^ =4.5 x 10®, the location of the most forward sensor. Further 
evidence to confirm that the sharp cone boundary layer is turbulent is obtained by 
analysing the signal RMS. 
5.2.2 2mm cone, Rcn = 25,200 
This test case, (figure 5.3 (b)) shows the heat transfer rate abruptly departing from 
the laminar value (depicted by the CFD) at s=0.38m, Re^ = 4.80 x 10®. The heat 
transfer rate rises to a maximum at s=0.6m, Re^ = 7.57 x 10®, and thereon decreasing 
as the boundary layer becomes fully developed turbulent. This exemplifies the classic 
picture of the variation of heat transfer through transition. 
5.2.3 3mm cone, Rcn = 37,900 
The measured distribution, (figure 5.3, (c)) shows an initial region of laminar 
boundary layer growth until s — 0.6m, Re^ = 7.5 x 10®, where one can witness a rise 
in heat transfer rate associated with the beginning of transition. 
5.2.4 6.25mm -4- 25mm cones, Rcn — 76,900 —> 315,500 
These seven test cases, comprising the following nose radii, 6.25, (figure 5.3 (d), 
12.5, 15, 18, 21, 23 and 25mm (figures 5.4 (a) to (f)), all show laminar trends. The 
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Figure 5.3: Time averaged heat transfer rates for the sharp, 2mm, 3mm and 6.25mm 
cases, tested at the medium pressure operating condition. 
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Figure 5.4; Time averaged heat transfer rates for the 12.5mm 15mm, 18mm, 21mm, 
23mm and 25mm cases, tested at the medium pressure operating condition. 
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discrepancy with Sell's data although greater than the margin suggested earlier due 
to the change in operating conditions, is apparent where both datasets are presented. 
5.3 Hea t t ransfer r a t e database , high pressure op-
era t ing condition 
In total 12 test different noses were tested at the high pressure operating condition. 
The maximum tested exceeds 1,000,000 and for the small bluntness cases instru-
mentation extends up to wetted Reynolds numbers in excess of 30,000,000. 
5.3.1 Sharp cone 
The boundary layer is turbulent for the sharp nose case depicted in figure 5.5 (a). 
This conclusion is based upon the high Stanton numbers and the signal RMS (not 
shown). 
5.3.2 2mm cone, i?e„ = 85,400 
The measured q^, figure 5.5 (b), shows an increase in heat transfer rate until a 
maximum at s—0.48m, Rsg = 22.9 x 10®, followed by a subsequent decrease suggesting 
that the gauges are wetted initially by a transitional boundary layer and then by fully 
developed turbulent boundary layer motion. 
5.3.3 3mm cone, = 142,200 
For this test case, figure 5.5 (c), four data sets are presented. Dataset H shows that 
in the near nose region is greater than the predicted (CFD) laminar value. This 
is echoed in dataset E, where the initial gauges, 0.34m<s<0.44m, show a definite de-
parture from the laminar trend. Furthermore in this region, the heat transfer shows 
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Figure 5.5: Time averaged heat transfer rates for the sharp, 2mm, 3mm, 4mm 6.25mm 
and 9mm cases, tested at the high pressure operating condition. 
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Figure 5.6: Time averaged heat transfer rates for the 12.5mm, 15mm, 18mm, 21mm, 
23mm and 25mm cases, tested at the high pressure operating condition. 
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a mild but positive streamwise gradient, in distinct contrast with the predicted lami-
nar trend. This departure is associated with low level transitional activity occurring 
in the nose and near - nose regions, producing turbulent events which are convected 
downstream. Downstream of s=0.44m, Reg = 21.0 x 10®, there is an abrupt change of 
slope of qyj and the heat transfer rate rises sharply reaching a maximum at s=0.62m, 
Reg — 29.6 X 10®. This rise is associated with a more rapid "switch on" of a second 
transition mechanism which readily causes the boundary to become fully turbulent 
over the downstream portion of the gauges (this subject will be discussed later). 
5.3.4 4 and 6.25mm cones, = 189,600 and 296,300 
These two test cases, figures 5.5 (d) and (e), exhibit a region of mild heat transfer 
rate increase followed by a change in gradient downstream of which the heating rate is 
characterised by a more rapid growth. Again, it is concluded that the boundary layer 
is subject to an initially low level of transition activity and that at some streamwise 
location (respectively s=0.58m and s=0.56m for the 4mm and 6.25mm cases) the 
transitional activity increases with the corresponding rise in q^. Transition completion 
is not witnessed despite the large chord of the model. For the 6.25mm nose case, it is 
noted that Sell's data does not exhibit this initial region of low level activity. Indeed 
the measured show a monotonic decrease which is well predicted by the numerical 
simulation. 
5.3.5 9 and 12.5mm cones, = 426,600 and 592,500 
For these two nose geometries, figure 5.5 (f) and figure 5.6 (a), two experimental 
configurations have been tested. Set E, the usual smooth nose setup and set F, with 
the rough nose finish. Again, it is noted that by "rough", one intends the non polished 
or "as machined" surface finish. Observing the heat transfer trends for both cases, 
one notes that all experiments exhibit the low - level transitional activity discussed 
above. The role of roughness is clearly to increase the transition activity, although 
the projected lengths to transition completion are still very long, possibly > Im. 
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transition 
laminar turbulent 
Figure 5.7: Schematic of boundary breakdown to turbulence and behaviour of some 
macroscopic quantity measured on the model surface. 
5.3.6 15 —> 25mm cones, = 711,000 -4- 1,185,000 
These five test cases are characterised by the weak transition process leading to a 
heat transfer distribution which gradually departs from the predicted laminar trend, 
as can be seen in figure 5.6 (b) to (f). It can be estimated from these that the lengths 
to transition completion would be many times the model length. 
5.4 Transi t ion behaviour 
The heat transfer database presented a total 29 diff'erent test cases. The intent of this 
section is to analyse the outcome of those tests to determine the blunt cone transition 
behaviour. Transition from laminar to turbulent flow is characterised by certain 
"milestone" events. These may include the occurrence of two dimensional instability 
waves followed by more destabilising three dimensional waves, non linear breakdown 
and the formation, growth and merging of spots, as indicated schematically in figure 
5.7. The true origin of transition is defined most generally as the location at which 
the boundary layer exhibits a "non-laminar" behaviour at some microscopic level. 
On the other hand, the transition information of use for the engineer involved in the 
design of a hypersonic vehicle will be based upon some detectable departure from 
the laminar behaviour of a given macroscopic quantity. This may be, for instance, 
the change in the boundary growth rate, shape factor, recovery factor and so on. 
The location of transition onset will be determined for the present experiments using 
the heat transfer database. The behaviour of heat transfer, through the transition 
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Figure 5.8: Distribution of the heat transfer rate in the laminar, transitional and tur-
bulent regions, (a) (b) and (c); and the corresponding change in signal intermittency 
(d), RMS (e) and skewness (f). 
region is shown in figure 5.8 (a). The distribution exhibits laminar behaviour until 
some location downstream of the breakdown point. The heat transfer then increases 
through the transitional region, reaching some maximum before transition completion, 
downstream of which, it follows the turbulent trend. The initial departure from the 
laminar trend will not be readily detectable, figure 5.8 (a), and often other methods 
to locate transition onset are used. In one method, straight lines are fitted to the 
laminar, transition and turbulent portions of the heat transfer trace, as indicated in 
figure 5.8 (b). The intersections of these lines are taken to be the transition onset and 
completion location. Other criteria use the location of the minimum and maximum 
heat transfer (c). A more accurate method is to examine the intermittency factor 7 of 
the instantaneous heat transfer trace (d), the distribution of which gives a portrayal 
of the "amount" of non laminar activity present at any streamwise location. Finally, 
it is noted that the signal RMS (e) or, for instance, the signal skew (f) can be used 
to prescribe a location for transition. 
All the above methods give useful indication concerning the transition location and 
the choice of which method to use depends upon the nature of the study. 
To examine the data presented in this study, the transition onset and completion will 
be initially defined as using method (b). The outcome of the tests is given in tables 
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5.3 and 5.4. 
xlO^ (mm) onset (m) completion (m) 
7.5 sharp 4- OJU 
7.5 n s laminar 
7.5 15 laminar 
7.5 18 laminar 
7.5 21 laminar 
7.5 23 laminar 
7.5 25 laminar 
12.6 sharp turbulent 
12.6 2 &36 0.6 
12.6 3 0.62 - ) • 
12.6 6.25 laminar 
12.6 125 laminar 
12.6 15 laminar 
12.6 18 laminar 
12.6 21 laminar 
12.6 23 laminar 
12.6 25 laminar 
Table 5.3: Transition behaviour, low and medium pressure operating conditions; <— 
indicates transition onset occurs upstream of instrumentation; -4- indicates transition 
completion downstream of instrumentation. 
It can be seen in tables 5.3 and 5.4, that for the majority cases presenting transitional 
behaviour, the locations of onset and completion were not detected by the the instru-
mentation. This is especially true for the cases tested at the high pressure operating 
conditions where the heat transfer trace is seen to depart in a leisurely manner from 
the laminar trend. In all cases, the laminar heat transfer distribution has been com-
puted. It is possible to extrapolate upstream the measured heat transfer curve and 
find the transition onset location as depicted in figure 5.9. This method, albeit not 
completely accurate, is simply an extension of the method proposed in this study and 
as such allows the analysis to be performed for all the transitional cases encountered. 
The onset location for the transitional cases are given in table 5.5. To complete the 
information in this table, the Reynolds number and Mach number at the boundary 
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jReoo/m xlQG r„ (mm) onset (m) completion (m) 
4^4 sharp turbulent 
47^ 2 < - 0.48 
47^ 3 f - 0.62 
47.4 4 4 - - ) • 
47^ 6.25 f - - > 
47.4 9 < - - ) • 
47^ 1&5 4 -
47.4 15 f - - > 
4^4 18 ( -
47^1 21 4 - - ) • 
47^ 23 < -
4^4 25 4 - - ) • 
Table 5.4: Transition behaviour, high pressure operating conditions; indicates tran-
sition onset occurs upstream of instrumentation; —> indicates transition completion 
downstream of instrumentation. 
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Figure 5.9: Determination of transition onset by extrapolation, transition onset is 
fixed at s=0.14m. Captions: squares, experimental data obtained at the high pressure 
operating conditions; dots, CFD laminar prediction; continuous line, curve fit used 
to obtain transition onset. 
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layer edge at the transition onset location are also given, together with the bound-
ary layer and displacement thickness. These properties have been predicted using 
the Navier Stokes code with the pertinent nozzle exit plane conditions used in the 
computations. The final column in table 5.5 lists the entropy swallowing distance as 
calculated using the formula of Rotta (1968), given in equation 5.4. 
X. 
V n R e 
1 / 3 
= 26 (5.4) 
rn Aeoo/m xlQG Xtr (m) Rce xlO® (/m) S (mm) 6 (mm) ^sw (•^) 
2 12.6 0.36 8.8 6.8 L65 &123 1.51 
3 12.6 0.62 9.0 6.6 &18 0.1 2.60 
3* 47.4 0.20 6.4 4.0 0.92 0.076 4.26 
4* 47.4 0.22 5.1 3.8 L03 0.089 6.25 
6.25* 4^4 0.14 3.6 3.5 1.07 &098 11.33 
9 * 47.4 &18 3.5 3.5 L27 0.115 18Ja 
12.5* 47^ 0.17 3.5 3.3 L28 &120 2&55 
15* 47.4 0.12 3.6 3.2 1.17 0.110 36JW 
18* 47^ 0.12 3.9 3.1 1.17 0.110 46.42 
21* 47.4 0.10 4.3 3.0 L06 0.101 57.01 
23* 4^4 0.10 4.5 2.9 1.00 0.100 64 
25* 47.4 0.08 4.8 2.8 0.87 0.090 7L93 
Table 5.5: Transition behaviour; * indicates location determined by extrapolation. 
Finally, the readers attention is drawn to the heat transfer distributions of the 3, 4 and 
6.25 mm geometries tested at the high pressure operating condition, figures 5.5 (c), (d) 
and (e). In these tests, the most upstream measurements indicate that the the heat 
transfer trace is gradually departing from the laminar prediction. The divergence 
is mild and transition completion is expected to occur over many model lengths. 
However, the heat transfer rate measurements further downstream show an abrupt 
change in slope of the distribution. This indicates the presence of a second transitional 
zone of increased activity, caused by a change in the spot formation rate or growth 
parameter. For these test cases, it is possible to identify this second transition length 
Xtr2 as indicated in figure 5.10. For the three test cases presenting the occurrence of 
the second transition mechanism the relevant boundary layer information is presented 
in table 5.6. 
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Figure 5.10: Determination of second transition length, Xtr2i The second transition 
onset length is given by the intersection of curve fit 1 and curve fit 2, and is 0.58m. 
Captions: squares, experimental data obtained at the high pressure operating condi-
tions; dots, CFD laminar prediction; continuous line, curve fit to initial transitional 
region; dashed line, curve fit to second transitional region. 
rn Aeoo/m xlO^ xtr2 (m) Rce xlO^ (/m) Me S (mm) 0 (mm) ^SW (]^) 
3 47.4 0.46 15.7 5.3 1.11 0.076 <L26 
4 4 7 ^ &56 13.1 5.0 1.30 (1089 6.25 
6.25 47.4 &,58 7.62 4.2 1.61 0.098 11.33 
Table 5.6: Transition behaviour; onset of second mechanism. 
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In the present series of experiments, the transition tests concentrated on the larger 
nose radii. In order to provide onset information for the sharp and small bluntness 
cases, the data of Sell is used. Three test cases have been chosen and the transition 
location and other flow field statistics are presented in table 5.4. 
rn Xtr (m) Rce xlO® (/m) K S (mm) 0 (mm) Xffw ( l ^ ) 
0 15.1 0.21 1&8 7.0 3.38 &149 0.0 
1 15.1 0.23 1&6 7.1 1.15 0.049 0.64 
1 47.4 0.22 36 6.7 0.65 0.029 0.99 
Table 5.7: Transition behaviour; data of Sell, 1992. 
The final dataset of interest in the location of transition completion. In total four 
test cases showed transition completion. The data for those test cases are presented 
in table 5.8. 
rn Aeoo/m XlO^ Xtr (m) rn /koo/m XlO^ 
0 7.5 0.44 0 15.1 0.31 
2 12.6 0.6 1 15.1 0.43 
2 4^4 0.48 1 47^ 0.29 
3 47^ 0.62 
Table 5.8: Transition completion data, data from present study, left; and Sell, right. 
The data is presented in figure 5.11 as transition onset Reynolds number Eetr (in 
millions) against nose Reynolds number. This is probably the most simple way to 
present and compare data obtained at a variety of unit Reynolds numbers and nose 
radii; the sharp, low unit Reynolds number cases lying to left of the curve and the 
blunt, high unit Reynolds number cases lying to the right. In figure 5.11, two distinct 
trends can be found. The first, for small bluntness, in which increasing the nose 
radii delays transition onset and transition completion. This trend is apparent up 
to i?e„=100,000. Transition onset Reynolds numbers are many times the sharp cone 
value. This region is denoted the small bluntness transition region. A second trend 
appears at higher nose Reynolds numbers, to the right of the graph. The transition 
onset location has moved forward, to values comparable to the sharp nose case. This 
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Figure 5.11: Transition Reynolds number against nose Reynolds number. 
phenomenon occurs for nose Reynolds number greater than 400,000. Due to the 
forward movement of the transition front, it is believed that transition reversal is 
occurring, and this regime is denoted the reversal regime. Transition completion is 
not witnessed in this regime. There is no clear distinction between the two regimes, 
and it is seen that for i2e„ between 100,000 and 400,000 both transition processes 
are present. Returning to figure 5.10, the heat transfer distribution can be better 
understood in light of the above remarks. At this particular nose Reynolds number, 
(300,000), reversal regime transition is occurring, with the characteristic early onset 
and slow growth of the transitional processes. At a location further downstream, the 
onset of the small bluntness transition mechanisms occurs, and acts in addition to the 
pre-existing reversal regimes process. The presence of a regime in which both events 
are present and acting concurrently is of extreme interest. The phenomenon presents 
a similarity with "sub-transitions", first noted in 1984 by Narasimha et al. in flows 
with pressure gradients (see also Narasimha 1985). Sub-transitions are characterised 
by a change in the spot formation rate. This topic will be dealt with in detail later. 
The transition behaviour depicted in figure 5.11 follows the classic picture depicted 
by Stetson and Rushton (1967), in which small amounts of blunting delay transition, 
and at greater amounts of blunting a trend reversal is found. A comparison of the 
present data with that of Stetson and Rushton and Softley (1969) is offered in figure 
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Figure 5.12: Transition behaviour against nose Reynolds number, data from present 
study is compared to the studies of Stetson and Rushton (1967), Softley (1969) and 
SeU (1992). 
5.12. It is seen that the data are in reasonable quantitative agreement, and most 
definitely follow the same trend. Stetson's data indicate the occurrence of reversal 
of nose Reynolds of 100,000, which is also found to the critical nose Reynolds num-
ber in further experiments by Softley et al. (1969). However, if the intermittency 
distribution is plotted at various nose Reynolds numbers, it is is seen that the un-
derlying transition processes have a more complex trend in the present experiments. 
This information is plotted in figure 5.13, where contours of intermittency are plotted 
against nose Reynolds number and wetted Reynolds number. The contours indicate 
that although the trend of transition onset does not continue to show a progressive 
rearward movement with increasing nose Reynolds number in the reversal regime, the 
transition activity is dramatically reduced. For i?e„ in excess of 400,000, the mea-
sured intermittency never exceeds 40 %. This result is of strong importance both from 
a practical view point of say, the design engineer, but also from a more fundamental 
view, as the transition behaviour is being markedly altered. A detailed discussion of 
the processes at hand in the reversal regime are reviewed in the subsequent chapters. 
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Figure 5.13: Intermittency map showing contours of constant 7 obtained from the 
heat transfer database; x-axis, nose Reynolds number (10~^) ; y-axis, wetted Reynolds 
number (10~®). 
5.5 Concluding remarks 
In this chapter, the heat transfer distribution for thirty one test cases have been 
presented, yielding data for laminar, transitional and turbulent boundary layers. The 
numerical predictions have been presented and show excellent agreement at all three 
conditions. The majority of cases tested were transitional, however, often the onset 
of transition was not detected by the gauges. A method was developed to overcome 
this. Laminar boundary layer properties were computed using the numerical solver. 
Transition onset information has been plotted against nose Reynolds number, and 
shows two distinct trends. For small nose Reynolds numbers, transition onset is 
delayed by increasing bluntness. This is denoted the "small bluntness" transition 
regime. At large nose Reynolds numbers, transition onset moves forwards to the 
near nose regions. Transitional activity is very low over the entire model length and 
transition completion does not occur. The maximum computed intermittency levels 
were always below 40 %. This is the so called "transition reversal" regime, and shows 
a greater sensitivity to roughness. There is no strong division between the small 
bluntness and reversal regimes, and two cases have been presented in which both 
mechanisms are occurring concurrently. 
Chapter 6 
The structure of the 
small-bluntness transitional 
boundary layer 
In this chapter, an in-depth view into the small-bluntness transition process will be 
given. By small bluntness, one intends all the tests cases in which transition occurs in 
the final stages of the entropy layer swallowing process. These test cases lie to the left 
on the Retr vs. Ren plot of figure 5.11. The test case investigated in this chapter is 
the 2mm nose radius case tested at the medium pressure operating conditions, with 
a corresponding nose Reynolds number of i2e„ = 25,200. Examining figure 5.3, it 
seen that the the local minimum and maximum of time averaged heat transfer rate, 
associated with transition onset and completion as suggested by Owen 1975, are 4.54 
xlO® and 8.32 xlO®, respectively. The role of the bluntness in retarding the onset of 
transition, is apparent when one compares this to the sharp cone transition Reynolds 
number [Sell 1992] of 3.3 and 4.8 xlO®. 
Using the result of Rotta (1968), the distance to entropy layer swallowing at Mach 
9, for the case in question is 1.51m. This can be expressed as a Reynolds number by 
multiplying it by the free stream unit Reynolds number, giving a value of 19.02 xlO®. 
Of importance is the ratio of the distance to transition onset to distance to entropy 
swallowing, which for this case is 0.43. 
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Figure 6.1: Time resolved heat transfer traces for selected gauges tested with the 
2mm nose radius tested at the medium pressure operating conditions. 
6.1 T ime resolved heat t ransfer ra tes 
In figure 6.1, the time resolved heat transfer rates traces are shown for a selection of 
five gauges at different axial stations. The data has been obtained by c o ^ a t e i ^ i n ^ 
the steady run time signals for four separate runs, each of four milliseconds in length, 
to form an ensemble trace. At the most upstream location, (gauge 02, s=0.3605m), 
the boundary layer characteristics, predicted computationally are; 8 — 1.65mm, 
0=0.123mm, i?ee= 8.8 xlO® (/m) and Me=6.8. At gauge 02, the time resolved trace 
indicates that the boundary layer is almost entirely laminar exhibiting some degree of 
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fluctuations with time. These are believed to be a combination of both aerodynamic 
unsteadiness (to a small degree) and signal noise. The major contributing factors in 
the latter are connected with digitisation and integration of the temperature trace. 
Two spikes can be witnessed at t=11.6ms and 12.8ms, these are connected with the 
passage of transitional regions of flow over the gauge. At the next station downstream 
in figure 6.1, (gauge 24, s=0.4925m), the boundary layer has become transitional. The 
intermittent nature of the process readily apparent, with the heat transfer rate de-
parting from the laminar value as regions of turbulent flow wash over the gauge. The 
temporal shape of these spikes can be seen in the expanded plot of heat transfer rate 
against time of figure 6.2. The time scale of the spikes is typically less than 1/10 
ms and the spikes are resolved by 10 data samples. Moving further downstream to 
gauge 34, (s=0.5525m, central plot, figure 6.1), the highly intermittent nature of the 
transition process becomes more evident. The signal is seen to fluctuate between the 
lower laminar level of around 2 W/cm^ and the upper turbulent level of 5 W/cm^. In 
close detail, it is seen that all the events observed at gauge 24 are still present at this 
station and are now accompanied by transition events which have formed somewhere 
in between the two stations and also spread from neighbouring regions. (For example, 
the event witnessed at t=12.6ms at gauge 23 can be seen at t=12.64ms at gauge 34, 
the birth of new events can be seen at 5.5ms.) At gauge 46, (s=0.6335m), the time 
resolved signal indicates that the boundary layer is almost entirely turbulent showing 
the occasional passage of laminar flow, which is characterised by a downwards excur-
sion in the heat transfer rate to the laminar value such as can be witnessed at 12.2 ms. 
At the most downstream location presented in figure 6.1, (gauge 65, s=0.7095m), the 
boundary layer is entirely turbulent. The signal fluctuation at this location is greater 
than at the purely laminar station (gauge 02) which is attributed to a greater degree 
of aerodynamic noise. 
6.2 Transi t ion front axi -symmetry 
The model used above to capture heat transfer information contains instrumentation 
only along a single generator, making the task of assessing the axi-symmetry of the 
transition front very difficult. To obtain information concerning the whole of the 
boundary layer state, liquid crystal surface thermography was used. The model de-
signed for this purpose was equipped with a 1mm nose radius, so it was not possible 
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Figure 6.2: Time resolved heat transfer traces for gauge 24 showing turbulent spikes, 
2mm nose radius tested at the medium pressure operating conditions. 
Figure 6.3: Shot 2612, surface heating patterns; 1mm nose radius high pressure op-
erating conditions. 
to re-create the exact nose Reynolds number conditions. Instead, two tests cases were 
performed, one at the medium and the other at the high pressure operating condi-
tions, giving the following nose radius Reynolds numbers respectively; jRe„=12,600 
and 47,400 (c.f. 25,200 for the instrumented case). The visualisation for the Rtn = 
42,700 test case is presented in figure 6.3. The high heating levels in the stagnation 
and near nose region cause the paint to exceed the upper threshold of activity and 
the model surface appears black. Further downstream, the heating patterns indicate 
that the temperature is decreasing (bands of blue and green) with wetted distance. 
This is indicative of laminar boundary layer behaviour. The green temperature band 
is bounded on its downstream side by a second blue band, a black band and a fur-
ther blue region, indicating that the temperature in this region is increasing to some 
local maximum (black band) before decreasing again. This increase in heat transfer 
rate is associated with the occurrence of transitional activity in the boundary layer. 
Transition onset and completion, (located by the local minimum and maximum of 
Chapter 6. Small-hluntness transition 157 
time averaged heat transfer [Owen 75]) must lie somewhere within the green band 
and black band, respectively. The transition fronts may be taken as the upstream 
boundaries of these regions. The transition onset front (the border between the green 
and the blue bands) extends further forward in the centreline region and moves down-
stream towards the top and bottom of the model. This result may be caused any of 
the following reasons; 
• inherent 3D nature of transition 
• small angles of attack 
• light source focusing on centreline 
• the change in viewing angle at the different circumferential stations. 
Repeat test cases have shown that the surface heating patterns in the transition 
regions are highly repeatable. If the transition front was three dimensional, one would 
not expect the transition location to be repeatable, hence the cause for the curvature 
must be sought elsewhere. To model is aligned geometrically in the tunnel and as 
it is not equipped with alignment taps any residual incidence cannot be quantified. 
From the alignment experiments performed with the aluminium model equipped with 
pressure taps, it is known that geometric alignment is precise to better than one degree 
of the true aerodynamic alignment. Using this information, it can be assumed that 
the model is at a near zero incidence. Thus the curvature of the transition front 
must be caused by the visualisation problem connected with bodies of small radius 
of curvature most importantly the effect of the change in model viewing angle. It is 
concluded that over the response time scales of the liquid crystal paint (<lms) the 
transition front is axi-symmetric. 
6.3 In te rmi t tency 
A key issue arising in the discussion of transition is intermittency. This parameter 
represents the probability of the boundary layer exhibiting turbulent behaviour at 
any given location. By definition, the intermittency, 7, varies between 0, for laminar 
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Figure 6.4: Time resolved heat transfer rate and intermittency at gauge 24, for the 
2mm case, tested at the medium pressure operating condition. 
flow and 1, for turbulent flow. Although the intermittency function is easily defined, 
it is not easily evaluated due to the difficulties arising when one tries to arbitrarily 
distinguish turbulent events. This important issue has been discussed recently by 
Schneider (1995) and as well as in the work of Hedley and Keffer (1974), Sreenivasan 
(1985), Corrsin and Kistler (1955). 
In the cases examined in the present study, the ratio of heat transfer rate in the fully 
developed turbulent boundary layer to the laminar signal is typically 3 - 5 . The large 
difference in signal level suggests the use of a threshold type intermittency criterion. 
In this method, some critical value of the heat transfer, Q, is arbitrarily set. If the 
heat transfer rate, q(t), is below this threshold, then the boundary layer is considered 
to be laminar at that moment in time and the intermittency function takes value 0. 
For heat transfer rates above this threshold, the boundary layer is considered "non 
laminar" and the intermittency function is set to 1. This is formulated into a simple 
algorithm as expressed in equation 6.1. 
f 0 g(a,^) < Q 
1 g ( 5 , ( ) > Q 
(6.1) 
When expressed as a function of time 7 is a binary function. The time resolved 
heat transfer rates and intermittency function for one particular gauge can be seen in 
figure 6.4. Of particular importance is the time averaged intermittency function, or 
the intermittency distribution, 7(5). This represents the probability, at the station s, 
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Figure 6.5: Intermittency distribution with five different intermittency levels. 
of the boundary layer being turbulent, and can be derived as indicated in equation 
&2. 
7(^) = ^ (6.2) 
The correct derivation of the intermittency function depends strongly on how Q is 
chosen. In figure 6.5, the effect of different threshold values, Q, on the intermittency 
distribution is investigated. In this study, five values of Q have been selected. By 
changing the threshold Q, the detection algorithm sensitivity is changed. Lowering 
Q makes the algorithm more sensitive while increasing Q has the opposite effect. 
The region in which intermittency distribution is most sensitive to the threshold level 
for moderate to medium levels of turbulent activity, say 0.25 < 7 < 0.75. To truly 
understand how to establish an objective and arbitrary threshold level, the event 
dynamics and the sensor - data system capabilities must be considered more closely. 
6.3.1 Effect of gauge size 
The sensitivity of the intermittency function to the threshold Q depends in essence 
on the sensitivity of the gauge to the passage of turbulent events. In order to best 
resolve the event features, it is desirable for the gauge to be completely wetted by 
the event. When, this occurs the signal will switch to the higher turbulent level. 
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qt- If only a percentage, P say, of the gauge is wetted by the event, the resulting 
heat transfer rate can be thought as a linear sum of the laminar and turbulent heat 
transfer rates in the ratios l-p;p, as expressed in equation 6.3. 
^detected ~ Qlaminari^^ P ) QtP ( 6 . 3 ) 
For gauges in the transitional region, the choice of sensor length depends on the main 
interest of the study. If the aim is to produce time averaged information, then it is 
best to use a long sensor which has the quality of a low pass temporal filter. If, as 
in the the present study, the interest is produce time resolved data, then the gauge 
is to be kept as small as possible. The constraints of gauge size are imposed by 
manufacturing capabilities and also be the frequency resolution of the data capturing 
system. 
In the present case, two gauge sizes have been used. Gauges 1 - 3 0 have a nominal 
length of 20mm, and gauges 31 - 65 have a nominal length of 4mm. All gauges were 
sampled at 125kHz and information above 50Khz was filtered out to avoid aliasing. 
The lowest frequency events in a turbulent boundary layer will those associated with 
the large eddies, which are at most of size S. Hence, an estimate for frequency, f, can 
be made using the expression below: 
jF = Ue/f (IS/4) 
With boundary layer heights of the order of millimetres and edge velocities in excess 
of lOOOm/s, the typical large eddy turnover frequency given by the above expression 
will be in the MHz regime. These are clearly beyond the reach of the present instru-
mentation. A more realistic aim, is to capture the passage of a transitional event over 
the gauges. The event passage time, tt, depends on the distance between the gauge 
and the event origin, Axt and on the speeds of the leading and trailing edges of the 
event, ui and uj, respectively, as indicated in equation 6.5 [Mee (1995)]. 
l' ui Ut \ U(xi UoQ f „ 
== (6.5) 
Using the values measured by Schubauer (1955) for ui/uoo and ut/u^^ (0.88 and 0.5 
respectively), the distance an event must propagate downstream from its origin before 
it can be detected by the present data can be evaluated. Assuming the event must 
be resolved by at least 3 data samples, (equal to 24 /is), to be distinguished from 
system noise, equation 6.5 can solved for Axt. The distance it must travel is 40mm. 
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Figure 6.6: Time resolved heat transfer traces for gauges 30 and 32, showing the 
effect of gauge length in the transition region, 2mm nose radius tested at the medium 
pressure operating conditions. 
Furthermore with increasing distance downstream, the spanwise width of the event 
increases (after Doorly and Smith (1993), the wedge spreading semi-angle is 2 ° , 
indicating a circumferential width of 3mm). The transition region is generally of the 
order of 100 5 (100 mm) in length, and hence the problem of gauge resolution (both 
temporal and spatial) are not encountered in the latter stages of the intermittency 
process. This result is confirmed in figure 6.5, in which all five curves collapse towards 
the end of the transition region, 7 > 0.75. It is the initial stages of event formation 
that the gauge size is most crucial. 
Returning to issue of gauge length the signal from two adjacent gauges of differing 
length have been plotted, in figure 6.6, The top trace is the signal from gauge 30 
of nominal 20mm length and the bottom trace from the nominally 4mm gauge 32. 
Gauge 32 is located 12mm downstream of gauge 30. Both gauges are located in the 
region of maximum transitional activity, ( 7 = 0.5 ). The two traces show similar 
event activity, the main difference being the better capability of gauge 32 to respond 
to the switching between laminar and turbulent states of the boundary layer. 
Setting the intermittency threshold 
The sensitivity of the intermittency distribution to the threshold was illustrated in 
figure 6.5. To set the threshold in a controlled manner, information from the prob-
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Figure 6.7; PDF and intermittency distribution for the 2mm nose radius tested at 
the medium pressure operating conditions. 
ability density functions (PDF), given in figure 6.7 (left), was used. It can be seen 
here that the heat transfer rate is symmetrically distributed around some mean value 
at the station where the boundary layer is laminar (gauge 02). The threshold is es-
tablished such that it is above the highest laminar levels found to the right of the 
distribution for gauge 02 in figure 6.7. 
6.3.2 Comparison with the Universal distribution 
The universal intermittency distribution, based on the concept of concentrated break-
down, was first proposed by Narasimha (1957). It is given as; 
^{x) — exp[—0.412if^ 
with 
and 
e = X — Xt 
A 
(6.6) 
(6.7) 
A = x{^ = 0.75) — x[-f = 0.25) (6.8) 
where xt is the transition onset location. To compare the intermittency distribution 
measured for the present case, it is necessary to specify and A. A is easily measured 
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Figure 6.8: F function and the universal intermittency distribution for the 2mm nose 
radius tested at the medium pressure operating conditions. 
from the intermittency distribution. The exact location of transition onset is difficult 
to specify, firstly because the intermittency criterion is most prone to error in this 
region, and secondly because, rather than being a unique location of laminar break-
down, there is a narrow belt within which events first originate. To best determine 
Narasimha suggests plotting the function F, 
^(7) = [ - l n ( l --}•)] 1 / 2 (6.9) 
as given in equation 6.9 and extrapolating to find the zero value. The function F 
can be seen in figure 6.8 (a) together with the universal fit obtained using equation 
6.7 with a;t=0.4 and A=0.0713. The universal fit, figure 6.8 (b), closely matches the 
experimentally measured intermittency distribution in the middle and final stages of 
the transition region; however the agreement in the early part of the transition is 
poor. Indeed, using the F function, the predicted distance of transition onset is 0.4m, 
which is greater than the previously observed value of 0.36m. This discrepancy is 
attributed to the deficiency of the intermittency criterion at low levels of transitional 
activity to accurately distinguish between system noise and turbulent events. It is 
concluded that the universal distribution still appears to hold for this high Mach 
number small-bluntness transition case. 
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Figure 6.9: Statistical moments for the 2mm case, tested at the medium pressure 
operating condition. 
6.4 T ime averaged statist ical p roper t ies 
In figure 6.9, the mean, variance, skew and kurtosis distribution against wetted dis-
tance can be found. The time averaged heat transfer rate information has been pre-
sented earlier, together with the laminar CFD prediction. In figure 6.9, in addition 
to the time averaged heat transfer, the extent of the heat transfer excursions, both 
upper and lower are also included. The heat transfer rate (figure 6.9) measurements 
have been made such that they present information mainly in the transitional region. 
Transition begins at s=0.36m and the heat transfer rate has minimum at x=0.37m 
and rises to a maximum at s=0.6m. At this location, this intermittency function, 
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figure 6.7 (b) is 0.75. This indicates that the peak in heat transfer occurs upstream of 
the transition completion point (7=1, s=0.64m). The extent of the signal fluctuation 
at any point is given by the difference between the upper (triangles) and lower (cir-
cles) limits of the probability density distribution. In the laminar region, the signal 
fluctuations result primarily from signal noise (digitisation and integration), and the 
upper and lower bounds are located symmetrically around the mean. This is evident 
when one analyses the PDF for gauge 02, shown on the left of figure 6.7. In the 
transition region, the transition process causes the boundary layer to alternatively 
switch between a laminar and turbulent state, and the extent of signal fluctuation is 
greatest. The maximum spread occurring between 7 = 0.25 and 7 — 0.75. 
The signal variance (figure 6.9) also indicates an increase in signal activity. The 
minimum signal variance is encountered in the laminar region, and the maximum is 
achieved at 8=0.54m. At this location the intermittency function takes a value of 0.5, 
i.e. the "middle" of the transition region. In addition this is also the location in which 
the gradient of time averaged heat transfer is maximum, and indeed the location where 
the passage frequency of events is greatest. After this location, the signal variance 
decreases with distance downstream, however even at the most downstream location, 
where the boundary layer is thought to be fully developed turbulent, the variance 
level remains higher than the unperturbed laminar level. This result is in accordance 
with the findings of Owen (1975, 1970), who noted: 
• turbulent RMS > laminar RMS 
• peak RMS occur between laminar and turbulent region 
• peak RMS in correspondence of maximum of turbulent burst frequency 
Similar behaviour for hot wire output has been found by Potter (1961) and by Hall 
(1991) using constant temperature thin films. 
In figure 6.9, one can also find the distribution of signal skew and kurtosis. Their 
definition is given in equations 6.10 and 6.11. 
1 ^ / z — ^ 
Skew= (6.10) 
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= (6,11) 
where x is the mean and a is the standard deviation. Both the skew and the kurtosis 
are non dimensional and indicate the asymmetry and flatness of the signal distribution 
respectively. 
The behaviour of the skew indicates that the signal is changing from the symmetrically 
distributed noise encountered in the laminar region to a positive skewed distribution 
occurring in the early part of the transition region (s<0.48m). This is due to the 
passage of the transitional spikes causing a bias towards positive values. The skew 
has a zero value at s=0.56m, the location of 50 % intermittency, indicating that at the 
point of maximum transitional intermittency the signal is evenly distributed between 
the passages of laminar and turbulent flow. As turbulent activity increases the skew 
function becomes negative and reaches a local minimum ( 7 = 0.75 ), before returning 
to zero. The negative values of skew are caused by the passage of laminar regions 
over the gauge, at a location where for the majority of the time the sensor is wetted 
by turbulent flow. 
The kurtosis gives information concerning the flatness of the distribution with respect 
to a Gaussian. Positive values indicating that the curve is "sharper" and negative 
values indicating that the distribution is "flatter" . It is noted that the distribution 
closely follows the shape of the skew function. Starting from some non-zero positive 
quantity, reaching a positive maximum at the beginning of the transition region and 
exhibiting a negative minimum in the middle of the transition region before returning 
to a near zero reading when the boundary layer becomes fully developed turbulent. 
This implies a "flat" distribution in the transition region as the signal spreads between 
laminar and turbulent values. 
In table 6.1 the results discussed above are summarised. 
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s ( n ^ Ax/S 7 comment 
&36 0 0 transition begins 
0.37 6 < 10 % minimum time averaged 
&49 78 = 50 % maximum rate of increase of heat transfer rate 
(156 121 > 75 % maximum RMS minimum skew and kurtosis 
0.60 121 > 90 % maximum time averaged 
(L66 182 = 100 % transition completion 
Table 6.1: Properties of the small bluntness transitional boundary layer. 
6.5 Hea t t ransfer predict ion in t he t rans i t iona l re-
gion 
The capability of the Navier stokes code to perform laminar flow field predictions 
has been extensively documented (Hillier et al. 1992, Hillier et al. 1993, Soltani 
and Hillier 1994). Kirk (1992) and Hillier (92) developed a algebraic eddy viscosity 
model based on the Baldwin Lomax model (1978) and incorporated it into the code. 
The main interest of Kirk's work was the study of the effect of pressure gradients on 
turbulent boundary layers (Kirk 1992, Smith 1995). In the early work, the transition 
region was modelled using a linear "switch-on" of the eddy viscosity, [Xt, such that 
the viscosity to be used in the computation at any time is prescribed by; 
l^lam ^ 
^ l^lam "f" <C X <C -f- ^Xf (6.12) 
where niam is the molecular viscosity, and xt and Ax^ are the transition onset distance 
and transition length respectively. The model, albeit satisfactory for Kirk's study, 
does not reflect the physics of the transition region. In this section, two better models 
are examined. These are a linear combination method and an up-graded formulation 
of the switch on of eddy viscosity given in equation 6.12. Linear combination models 
were first proposed by Dhawan and Narasimha in 1958. They are based on the hy-
pothesis that any mean flow property in the transition region is a linear combination, 
in the ratio of 1 — 7 ; 7 of the laminar boundary layer property and the turbulent 
boundary layer property. The second method, based upon the success of modelli ne 
the eddy viscosity in the turbulent regions, introduces the eddy viscosity in an amount 
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Figure 6.10: Heat transfer prediction in the transitional region using two methods for 
the 2mm nose radius case tested at the medium pressure operating conditions. 
prescribed by the intermittency distribution, 7(x), as indicated in equation 6.13. 
/^(^) ~ l^ lam "i" (6.13) 
In figure 6.10 (a), the heat transfer predictions are presented over the entire body. 
Four datasets are shown, namely; the measured heat transfer rate (squares); the 
laminar CFD prediction (circles); the turbulent CFD prediction with a;f=0.4m; and 
the final dataset (crosses) which is the heat transfer estimate using the linear com-
bination. In the laminar region, all the estimates are in good agreement with the 
experimental data. Observing in detail the transitional region, figure 6.10 (b), it is 
seen that the algebraic eddy viscosity model increases too rapidly, departing readily 
from the measured trend, but successfully predicts the turbulent heat transfer rate. 
The linear combination model follows quite closely the heat transfer behaviour in the 
transitional region, but under-predicts the turbulent heating levels. Neither approach 
would seem to be capturing the true distribution through the transition region, but 
the algebraic eddy viscosity model is preferred because it is more representative of 
the transitional physics. 
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6.6 Concluding remarks 
The heat transfer distribution in a small-bluntness type transitional boundary has 
been analysed. It is observed that the transition process is governed by the birth and 
growth of transition events. The transition front is considered to be axi-symmetric 
and unaffected by roughness. Intermittency distributions have been presented and 
compared favourably to Narasimha's universal distribution. A strong similarity be-
tween properties in sub-, super- and hypersonic transitional boundary layers is ob-
served. Heat transfer predictions in the transitional region favour the algebraic eddy 
viscosity approach. 
Chapter 7 
The structure of the reversal 
regime transitional boundary layer 
The experiments reported on previously have noted that an increase in the nose 
Reynolds number causes an increase in the length to transition, Retr-, [see also 
Stetson 1967, Ericsson 1974, Potter 1961, Brinich 1957, Softley 1969 and Owen 1970, 
for instance]. The retardation of transition onset is caused by the stabilisation of 
the small-bluntness type transition mechanism. It is proposed that as the boundary 
layer sensitivity to this mode of transition decreases, the effectiveness of a second 
transition mode is increased. This second method is denoted the reversal regime 
transition mechanism. Viewed as a "race to transition" [Reshotko 1990] of different 
instability modes, there is clearly a change in the leading transition mechanism with 
increasing nose bluntness. 
In this chapter two test cases will be presented, the first, at J?e„=142,200, in which 
both transition mechanisms are occurring concurrently; and the second at Ren = 
426,600 in which the small-bluntness type transition mechanism has been completely 
stabilised and the reversal mechanism is explored. 
7.1 Reversal regime, tes t case 1 
This test case corresponds to the 3mm nose radius tested at the high pressure operat-
ing conditions. In total seven runs were performed to achieve an ensemble steady run 
170 
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Figure 7.1: Time resolved heat transfer rates for five selected gauges, for the 3mm 
case tested at the high condition. 
time trace of 28ms. The data is concatenated sequentially, so that the time resolved 
heat transfer rate trace for gauges 02, 24, 34, 45 and 65 of figure 7.1, is composed of 
seven distinct datasets, each of four milliseconds. The five traces show the boundary 
layer at different stages in the transition process. Gauges 24, 34, 45 and 65 show the 
onset and completion of the small-bluntness transition mechanism, (which continu-
ing with the race analogy would be the dominant mode), which can be recognised 
by its characteristic high frequency intermittent signal. Gauge 02 shows the passage 
of reversal regime transition events. At this location the boundary layer exhibits a 
low level of transition activity, and the passage of the events occurs at a much re-
duced frequency. The temporal structure of these events differs considerably from the 
Chapter 7. Reversal regime transition 172 
20 
0-
20-
gauge 02 s(m) - 0.3505 
U^o-
0-
20 
0-
2 0 -
I 
0-
20 -
#:70-
time (ms) 
gauge 24 s(m) = 0 
B e = B = 
'2 
gauge 34 s(m) = 0 
; . • 
..." 
gauge 45 s(m) = 0 6085 
gauge 65 s(m) = 0 6995 
- =""0 . " 
1 t ) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 t 1 1 1 t 
17.0 17.1 17.2 17.3 17.4 17.5 17.6 17.7 17.8 17.9 18.0 
Figure 7.2: Expanded view of the time resolved heat transfer rates for five selected 
gauges, for the Smni case tested at the high condition. 
transitional spikes encountered in the small-bluntness transition process depicted in 
figure 6.2. The reversal regime events are seen in a time expanded view in figure 7.2. 
They rise rapidly from the laminar heating levels (circa 4W/cm^) to the turbulent 
level (16W/cm^) where they exhibit a plateau of duration in excess of 1/lOms before 
switching back to the laminar heating rates. The event can be separated into three 
regions; the leading edge, the central plateau and the trailing edge. The leading edge 
is well defined, showing a very rapid switch to turbulent flow. This indicates that the 
gauge is completely wetted by the event, suggesting circumferential scales in excess 
of 20mm. The plateau is characterised by near constant heating followed by the trail-
ing edge in which there is a relaxation of the boundary layer back to laminar flow. 
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Figure 7.3: Time resolved heat transfer rates for three selected gauges, for the 3mm 
case tested at the high condition, data obtained with ceramic nose piece. 
The relaxation shows the typical "tail off" associated with the passage of the calmed 
region. 
The visualisation experiments (chapter 8, and Zanchetta 1994 and 1995) give details 
of the event spreading angle. From the known position of gauge 02, it transpires 
that the event must originate somewhere upstream of s=0.2m. To confirm the pres-
ence of the reversal events in the near nose region, a ceramic nose piece, with gauges 
located between 0.021m and 0.09m downstream (7 - 30 nose radii), was used. The 
time resolved heat transfer rate traces for three gauges can be seen in figure 7.3. 
Before analysing the results, it is worth noting that the gauges were all painted to a 
length of 35mm. This imposes serious problems of gauge resolution, especially as one 
approaches the model nose. Gauge ncl3 (s=0.088m) spans circa 50 % of the circum-
ference and the most upstream gauge covers 2/3 of the local circumference. Finally, 
it is noted that these experiments were performed in conjunction with schlieren vi-
sualisation. The spark trigger voltage contaminates the heat transfer trace at t=3.1, 
7.1 and 11.1 ms. 
The transition events are most visible, for the reasons of gauge resolution, at gauge 
ncl2. At this station, 11 transition events can clearly be distinguished, and in two 
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xts 
small bluntness transition reversal both mechanisms 
Figure 7.4: Schematic illustration of transition mechanisms. 
part icular cases ( t=3.75 and 9.2 ms) they can be traced ups t ream to gauge ncOl, 
where the associated rise in heat transfer can still be detected. 
This s tudy clearly supports the hypothesis that turbulent events are being formed by 
two distinct processes. The first process, the small-bluntness mechanism, is stabilised 
by increasing and the second, reversal regime process, promoted by increasing 
bluntness, in which events originate in the nose and near - nose regions. The super-
imposition of transition mechanisms, characteristic of this test case, is depicted in 
figure 7.4. In figure 7.4, it can be seen that the events originating at xtb are joined 
by fur ther event formation at Xts- When events are formed at xts-, they will not wet 
the entire sensor length and hence initially will not produce well defined changes in 
the t ime resolved heat transfer rate trace. This makes the exact identification of the 
location of xts difiicult. Furthermore it is noted the inception point is physically a 
narrow band of finite length, in which the boundary layer breaks down to form events 
ra ther than some unique chordwise position. It is proposed tha t the best method to 
find the wetted distance of Xts is to monitor the event passage frequency, defined as 
the number of turbulent events (or laminar) to wet a part icular gauge in a unit of 
t ime. This curve will show a change in slope downstream of Zf,, as the second higher 
frequency mechanism commences. The event passage frequency is plot ted against 
gauge location in figure 7.5. The curve shows a low but non-zero level of activity up 
to s=0.42ra (in correspondence of gauge 20), after which the event passage frequency 
rises to a maximum value of 5000Hz at 8=0.52m and then returns to zero, (eff'ectively 
the boundary layer becomes a continuous burst of turbulent activity). Comparing 
the turbulent event passage frequency to the intermittency distribution, figure 7.6, it 
is seen tha t the maximum event passage frequency occurs in correspondence of the 
50 % intermittency location (s=0.52m). 
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Figure 7.6: PDF and Intermittency for the 3mm case, tested at the high pressure 
operating condition. 
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Figure 7.7: Statistical moments for the 3mm case, tested at the high condition. 
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The presence of the reversal regime events causes significant changes in the distribu-
tion of intermittency function and of the statistical moments. The main difi^erences 
are listed below. 
• The presence of a non zero intermittency in a perturbed "laminar region", 
between xtb and xts. 
# "laminar" signal variance > greater than turbulent variance 
The events can also be detected in the PDF plot (left, figure 7.6) where the distri-
bution for gauge 02 shows two distinct peaks. The first centred around the lami-
nar heating level (4W/cm^) and a second centred around the turbulent heating rate 
(15W/cm^) corresponding to the upper heating limit shown in time averaged heat rate 
plot of figure 7.7. Moving downstream of Xts, the breakdown location for the sharp 
cone transition mechanism to gauge 24 (7=0.15), 34 (7=0.55) and 45 (7=0.90), it is 
seen that the eff'ect of the boundary layer transition is to redistribute the P D F from 
the laminar value to the turbulent value. At the most downstream location, gauge 
65 the boundary layer is entirely turbulent and the distribution is centred entirely 
around the average turbulent level. 
7.1.1 Reversal Regime transition zone modelling 
In subsection 6.3.2, Narasimha's universal intermittency distribution was presented. 
The intent of the present subsection is to extend his formulation to model the rever-
sal regime intermittency distribution. At high i?e„, when only the large bluntness 
mechanism is present, equation 6.6 is still applicable, the notable difference being 
that the scale of A, (equation 6.7) is comparable to or greater than the model scale. 
If the small-bluntness mechanism is also present, it will cause intermittency in the 
remaining laminar part of the signal, such that at any point in the boundary layer 
the intermittency will be given by; 
7 = 76 + (1 - Ibhs (7.1) 
where 7^ and 7^ refer to the reversal regime and small-bluntness intermittency distri-
butions respectively as indicated in equations 7.2 and 7.3; 
7^(.t) = 1 — exp[—0.412^^] (7.2) 
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Figure 7.8: Measured and predicted intermittency distribution, left; CFD predicted 
heat transfer; right. 3mm nose radius, high pressure operating conditions. 
7X2) l - e x p [ - 0 . 4 1 2 f 2 ] (7.3) 
in which ^ is prescribed by equation 6.7. Substituting equations 7.2 and 7.3 into 
equation 7.1, the intermittency behaviour is prescribed as follows: 
0 X < xtb 
?(%) = { 1 - exp[-0.412^^] Xtb <x < xts 
1 - e x p [ - 0 . 4 1 2 ( g + g ) l x u < x 
(7.4) 
The success of equation 7.4 in predicting the intermittency distribution can be seen 
in figure 7.8. The values used in equation 7.10 are Xtb — 0.1m, Aj = 0.65m, Xts = 0.44 
andAs • 0.05m. 
Equation 7.4 can also be used to prescribe the intermittency distribution for turbulent 
computations. The resulting heat transfer prediction can be seen in figure 7.8. 
The computational results shows good agreement at the lower intermittency levels. 
The discrepancies become greatest in the terminal stages of the transition process 
and in the turbulent regions, suggesting that the problem may indeed rest in the 
limitations of the turbulence model. 
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7.1.2 Cross correlations 
The cross correlation function, ri2(r), of two heat transfer rate signals, qi and q2 say, 
describes the general dependence of one data set upon the other. It is defined as: 
r u i r ) = f (7.5) 
where q[{t) = qi{t) — % with qi taken as the mean signal level of the period T. The 
cross correlation function is made non dimensional by dividing by the root mean 
squared values for each signal, q[ and q^, as follows: 
The root mean square takes the usual definition: 
1/2 
<li = flo (7.7) 
Using the definition of equation 7.6, forces the correlation function to be contained in 
the interval [-1,1]. In the present experiment, it is possible to construct the correlation 
functions between any two of the twenty seven gauges tested simultaneously. The 
correlation between gauge 02 and all the other gauges tested has been computed using 
equation 7.6 and is presented in figure 7.9. Gauge 02 is in the perturbed laminar region 
characterised by the passage of the reversal regime events. The correlation function of 
gauge 02 with gauge 02, otherwise called the autocorrelation, presents a maximum of 
1 at r = 0 . As r is increased, the correlation weakens, such that at separation times of 
0.1ms, the signals show very little correlation. Consider the correlation between gauge 
04 and 02, (broken line), best seen in the bottom plot of figure 7.9. It is seen that 
the correlation maximum is lower and shifted to a positive r of 0.008ms. The delay 
in peak correlation is a consequence of the physical separation between the gauges 
and is indicative of the time taken for events to convect between sensors, (in this case 
12mm). The decrease in correlation amplitude is caused by the change in character 
of the structures wetting the two sensors. This means that the events occurring are 
not "frozen" as they convect downstream boundary layer. The boundary layer, at the 
streamwise locations of gauge 02 and gauge 04 is mainly characterised by the passage 
of the long (> 100mm) turbulent reversal events, which are of sufficient scale to add 
positive contribution to the correlation function. Further downstream at station 20, 
the small-bluntness transition process begins and the heat transfer signal changes 
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Figure 7.9: Time lag correlations functions for gauge 02, 3mm nose tested at the high 
condition, top figure, correlations with all sixty-five gauges; bottom figure, expanded 
view of selected gauges. 
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rapidly. This is reflected in the behaviour of the correlation function of gauge 02 with 
gauge 20, which shows a decrease in signal coherency made evident by the smaller 
extent of positive correlation. Entering further into the transition region and the 
boundary layer nature is changing substantially. This is such that the last gauge 
location to show any confident level of correlation with gauge 02 is gauge 32. At this 
station, the intermittency level is at the 50 % mark. 
Figure 7.10 shows the correlations with gauge 24. Gauge 24 is at the beginning of the 
small-bluntness transition region (s=0.4825m, 7=0.15). Again the autocorrelation 
function, (the correlation of gauge 24 with gauge 24), shows a maximum of unity at 
zero time delay. For gauges in the perturbed laminar region, located upstream of 
gauge 24, it is noted that there is a good level of correlation, for the reasons outlined 
above. The only difference being that the peak correlation now occurs at negative r , 
due to the fact that the events giving a positive contribution to the function convect 
with the flow, passing first over the upstream gauges (02 - 22). For the gauges located 
downstream, the correlation function rapidly decreases with increasing separation. 
This is due to rapid change in the temporal nature of the heat transfer rate trace 
through the transition region, in particular the formation of new transition events 
dramatically alters the temporal footprint of the boundary layer. 
The correlations with gauge 34, (figure 7.11, 8=0.5425m, 7 = 0.55), illustrate further 
how the transition process is causing a rapid decrease in correlation, for both the 
gauges located upstream and downstream of station 34. It is noted that the correlation 
drops most rapidly for gauges located downstream. Similar comments apply to the 
cross correlation function computed with gauge 45, (figure 7.12, s=0.6085m, 7=0.90), 
which shows correlation only with the three stations located immediately upstream 
and downstream of itself. As the turbulent structures are of a scale insufficient to 
provide any positive correlation, the correlation is a result of the laminar "events", 
which still persist at this location. 
The correlations obtained with gauge 65, the most downstream gauge are given in 
figure 7.13. This gauge is located in what is believed to be the fully developed 
turbulent region. Once more, the correlation function is seen to drop rapidly moving 
upstream, however the presence of non zero correlation with these gauges indicates 
that certain structures are present at these stations. A possible indication of the 
nature of these structures is best sought in the time resolved heat transfer rates plots 
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Figure 7.11: Time lag correlations functions for gauge 34, 3mm nose tested at the high 
condition, top figure, correlations with all sixty-five gauges; bottom figure, expanded 
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Chapter 7. Reversal regime transition 184 
S 
• 2 
a g 
o 
I I I 
• gauge 02 
- gauge 08 -
- gauge 14 
gauge 20 
- gauge 26 
- gauge 32 
- gauge 38 
- gauge 45 
• gauge 55— 
1.0-
I I I I I 
gauge 04 gauge 06 
gauge 10 gauge 11 
gauge 16 gauge 18 
gauge 22 gauge 24 
gauge 28 gauge 30 
gauge 34 gauge 36 
gauge 40 gauge 42 
gauge 46 gauge 50 
gcfuge 60 — — gauge 65,\ 
1 1 1 1 1 1 1 r 
0 . 6 -0 .2 
I I I I I I I I I I I 
0.0 0.2 
§ 0 .^-
8 0.0 
-0.:^ 
J I I I I I L 
gauge 36 gauge 38 gauge 40 
gauge 42 gauge 45 gauge 46 
—- gauge 50 - gauge 55 gauge 60 
1—I—r ~i—I—r "I 1—r 
-0.1 -0.0^ 0.0 
t (ms) 
0 . 0 ^ 0.1 
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of figure 7.1. 
7.1.3 Dynamics of the reversal regime transition event 
Three methods are used to obtain the propagation characteristics of the reversal 
regime transition events. Firstly, the event passage at stations 02, 08, 16, 20 and 
24 is tracked. Using the intermittency criterion to indicate the presence of an event, 
both the leading edge and trailing edge passage time are recorded. The difference 
between the leading and trailing edge arrival times at any particular location gives 
information about the temporal length of the transition event. The difference in time 
of passage at different stations yields the propagation velocities of the leading and 
the trailing edge. Finally from the known speeds and disturbance length, the spatial 
scale of the event can be found. 
The second method is to examine the cross correlation functions presented earlier. 
This method takes advantage of the fact that only structures of scales greater than 
the spatial separation of the gauges will give a positive contribution to the correlation 
function. These structures are the reversal events. The time-lag A r , corresponding 
to the maximum correlation between two gauges, can be found and using the known 
spatial separation of the gauges As, a mean convection velocity can be found. 
The final method is to examine the phase content of the cross spectral density function 
calculated between two gauges of known spatial separation As. Here, the phase angle 
delay, AO at a given frequency / , is proportional to the time delay A r ( / ) of events of 
frequency f. Hence a frequency resolved estimate of the mean convection speed can 
be found. 
Event tracking 
Ten transition events were tracked between gauge 02 and 24. The leading edge and 
trailing edge arrival times are given below in tables 7.1 and 7.2. 
The leading edge and traihng edge passage times, referenced to gauge 02 (A s=O.Om) 
can be found in figure 7.14. The average speeds based upon curve fits to the mean 
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station 02 station 08 station 16 station 20 station 24 
Event no. 1 3 /^2 &816 3.856 3.872 &896 
Event no. 2 i.232 4.256 4.296 4.304 4jG0 
Event no. 3 9.096 9A20 9J52 n / a n / a 
Event no. 4 10.176 10.208 10.240 10.248 n / a 
Event no. 5 11.160 11.184 11.224 11.240 11^56 
Event no. 6 16.960 16.976 17.016 17.040 n / a 
Event no. 7 17.736 17.776 17.808 17.824 n / a 
Event no. 8 21.960 21.984 22.008 22.024 2&040 
Event no. 9 22.344 22.368 22.400 22.424 n / a 
Event no. 10 22.576 22.600 22.640 22.656 22.672 
Table 7.1: Event leading edge passage time in milliseconds. 
station 02 station 08 station 16 station 20 station 24 
Event no. 1 &380 3.920 3.968 3^W2 4.016 
Event no. 2 4.328 4,368 4.424 4J48 4.472 
Event no. 3 9J44 9.192 9.248 9.272 9.300 
Event no. 4 10.280 10.328 10.368 10.408 10.424 
Event no. 5 11.304 11.352 11.392 11.424 11.448 
Event no. 6 17.080 17.128 17.176 17.208 17.232 
Event no. 7 17.864 17.904 17.952 17.984 18.016 
Event no. 8 22.088 22.128 22.176 22.200 22.224 
Event no. 9 22.480 22.504 22.560 22.592 22.608 
Event no. 10 22.704 22.744 22.792 22.816 2&848 
Table 7.2; Event trailing edge passage time in milliseconds. 
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Figure 7.14: Trajectories for the ten transition events. 
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data of figure 7.14 are given in table 7.3. The mean leading and trailing edge values 
gauge 08 gauge 16 gauge 20 gauge 24 all 
As (mm) 36 84 108 132 -
A r (ms) leading edge 0.0257 0.0609 0.0775 0.0921 -
Vie (m/s), leading edge 1402 1379 1393 1433 1402 
A r (ms) trailing edge 0.0369 0.0900 0.1189 0.1429 -
Vte (m/s), trailing edge 975 933 908 924 935 
Table 7.3: Event characteristics (mean), referenced to gauge 02. 
(1402 and 935 m/s) have also been included in figure 7.14. 
The average time the events wetted the tracking stations are given in table 7.4. If 
station 02 08 16 20 20 
.112 ms .128 ms .142 ms .160 ms .164 ms 
Table 7.4: Event mean duration at the five tracking stations 
one assumes that at the breakdown point, located at some distance Strans upstream 
from the station, the transition event is of finite but very small duration then the 
following relationship can be derived: 
Strans = A t ( 7 . 8 ) 
yie — Vte 
Using the appropriate values for the leading and trailing edge velocities and the 
passage time at station 02, equation 7.8 indicates that the breakdown or reversal 
regime transition event inception point is 314mm upstream. Given that station 02 
is 0.351m downstream from the stagnation point it is found that the reversal regime 
events are forming within the first 30mm i.e. within ten nose radii of the nose. This 
result is in accordance with the findings of figure 7.3. As the origin of the event is 
now known, the spatial length of the event can be found, or as the spatial length is 
a function of distance, the growth rate can be found. The temporal growth rate is 
the algebraic difference of the leading and trailing edge speeds, 467m/s. The spatial 
growth rate (based on leading edge position) is 0.333. A typical event is 106mm in 
length when the leading edge arrives at station 02. 
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Cross correlation m e t h o d 
The time lags at the peak correlation (taken from figure 7.9) are given in table 7.5, 
together with the corresponding mean velocity. 
gauge 08 gauge 16 gauge 20 gauge 24 all 
As (mm) 36 84 108 132 -
mean A r (ms) 0.032 0.080 0.104 (hl28 -
mean velocity (m/s) 1125 1050 1038 1031 1061 
Table 7.5: Peak time lags, and corresponding velocities. 
Cross spectral density method 
The concept of cross spectral density function evolves directly from the cross correla-
tion function. In a similar manner to which the PSD is the Fourier transform of the 
autocorrelation function, the CSD is the Fourier transform of the cross correlation 
function. The cross spectral density will typically have a real and imaginary part, as 
indicated below; 
Gxy = C x y i f ) — i Q x y i f ) ( 7 . 9 ) 
As stated, G^y represents the Fourier transform of the correlation function expressed 
in equation 7.5. The correlation function is always real and in the special case of the 
autocorrelation will also be even. The CSD function F, will contain both real and 
imaginary parts for the general correlation but only a real part for the autocorrelation 
case. It is preferred however to express G^y in polar coordinates with of modulus \Gxy\ 
and phase 9. These are expressed as; 
\Gxy\ — 
6 = tan' - 1 0 
G 
(7.10) 
(7.11) 
The modulus and phase parts for the CSD calculated using equation 7.11 can be 
found in figures 7.15 and 7.16. The data are plotted for four CSD studies, namely 
gauge 02 and gauge 02; gauge 08 and gauge 02; gauge 16 and gauge 08 and gauge 
Chapter 7. Reversal regime transition 191 
02 - 02 
I I 11 I I 11 I I 11 i l l 
CSD 08 - 02 
LJJ I I I I I I I 
gauge 02 - 02 gauge 08 - 02 
I M I rnrq r—tt] I I I | "| r - r q r - r r | r - r r | TT 
10' l ( f l ( f 10' 10^ 10' l ( f l ( f 10' 1& 
J LJJ I I I I I Lu I LL III I I I I I I 
gauge 16-08 
- S' 
- < 
- A 
gauge 24 -16 
I I I I r—rr "TT r-TT F ] r r 
70* 7 ^ 7 ^ f ( f yof 7 ^ 
Figure 7.15; Modulus of the cross spectral density function for four cases. The CSD is 
computed between gauge 02 and gauge 02, between gauge 08 and gauge 02, between 
gauge 16 and gauge 08, and between gauge 24 and gauge 16. 3mm nose tested at the 
high condition. 
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Figure 7.16: Curve fit to phase of the cross spectral density functions for four cases. 
The CSD is computed between gauge 02 and gauge 02, between gauge 08 and gauge 
02, between gauge 16 and gauge 08, and between gauge 24 and gauge 16. Test case 
is 3mm nose at high condition. 
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24 and gauge 16. The phase plots are restricted to frequencies in the kHz range, in 
which the information is most relevant to the physical processes at hand. The first 
study represent the cross spectral density of the autocorrelation function of gauge 02. 
This represents a "benchmark" as it is known that the modulus of the CSD reduces 
to the PSD and that the phase information of the CSD must be zero. 
In general the time lag A r ( / ) at any frequency is given by equation 7.12. 
AT(/) = 
2nf 
(7.12) 
In the following analysis, the phase lag is assumed to increase linearly with frequency 
with zero t ime lag for events of zero frequency. Furthermore, this will restricted to a 
range of frequencies. The phase frequency relationship is thus expressed as: 
6 = cf (7.13) 
where c represents the phase versus frequency slope. Substituting the above expres-
sion into equation 7.12, one obtains: 
c 
A T = 
27r 
(7.14) 
The value of the constant c is obtained by fitting curves to the plots of figure 7.16 
and for the three cases examined above the convection speeds are given in table 7.6. 
CSD gauge 08 - 02 gauge 1 6 - 0 8 gauge 2 4 - 1 6 
c (rad/Hz xlO®) 223.9 24L8 212.3 
f max (Hz) 5000 5000 2500 
A T (ms) 0.0356 (10385 0.0339 
A s (mm) 36 48 48 
V (m/s) 1017 1247 1416 
Table 7.6; Phase lags and corresponding velocities. 
The spatial structure 
Having obtained the leading and trailing edge velocities of the event and two estimates 
for the mean convection speeds, one can collate the information to build up a quasi 
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Figure 7.17: Quasi one dimensional illustration of the reversal regime transit ion event. 
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Figure 7.18: Artificially generated turbulent spot of Schubauer and Klebanoff (1956), 
note vertical scale. 
one dimensional picture of the event. This is depicted in figure 7.17. T h e image 
compares favourably with the turbulent spot visualised by Schubauer and Klebanoff 
(1956). This artificially generated spot has leading and trailing edge speeds of 88% 
and 50 % of the freestream respectively, and can be seen in figure 7.18. T h e high 
leading edge celerity found by spot tracking suggests tha t the event leading edge must 
be in proximity of the boundary layer edge, this result is in agreement with figure 7.18 
and also the work at high Mach numbers of Fischer in 1972. The long spatial scales 
of the disturbance found in this work are also in agreement with the size suggested 
in figure 7.18, where the local boundary layer height is % 1.3mm and the spot length 
> 300mm, a ratio 200. 
In table 7.7, the leading and trailing edge velocities of various experiments are col-
lected. It can be seen that the present results agree well to the previous est imates. 
When the present study is compared to the work of Cant well, it appears tha t the 
eff'ects of Mach number are minimal. This is in contrast with the results for event 
spreading angle angle which shows a strong Mach number dependence (Doorly and 
Smith, 1993). 
This illustration of figure 7.17 has been reconstructed purely f rom the surface mea-
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Study spot type Moo ^te/^co 
Schubauer (1955) Artificial 0.03 &88 0.5 
Wygnanski (1976) Artificial 0.05 &89 0.5 
Cantwell (1978) Artificial Rj 0 &98 0.69 
Cole (1980) Artificial 0.03 &82 0.69 
Matsui (1980) Artificial % 0 0.8 0.56 
Gutmark (1987) Artificial 0.01 0.93 0.6 
Sankaran (1991) Artificial 0.01 &84 0.58 
Clark (1993) Natural 0,24 &86 0.56 
Clark (1993) Natural 0.55 &81 0.56 
CWk (1993) Natural 1.32 0.85 0.54 
CWk (1993) Natural L86 &83 0.53 
Zanchetta (1995) Natural 9 0.94 0.63 
Table 7.7: Event leading and trailing edge velocities for a selection of experiments 
surements. To construct the complete profile of the event, it is necessary to obtain 
information in the spanwise (circumferential) and normal direction to the wall. It 
will be seen latter that if there is continuous and sustained bursting of turbulence (as 
caused by a roughness element), it is possible to visualise the circumferential growth 
using liquid crystals. To obtain the growth patterns in a direction normal to the wall, 
one must traverse a fast response probe through the boundary layer, or alternatively 
to take schlieren images of the complete event. Unfortunately, both techniques have 
been applied with little success at Imperial College. 
7.2 Reversal regime, tes t case 2 
In this case the nose radius has been increased to 9mm. In doing so, the small-
bluntness transition mechanism has been completely stabilised, such that the only 
transition mechanism at work is the reversal process. 
The tests were performed for a total of four runs, two runs with a "smooth" model 
finish and two runs with a "rough" model finish. Smooth and rough are used in 
a qualitative manner, smooth indicating a polished finish (roughness height Ra=1.7 
/j,m) and rough indicating that no polishing was performed after machining {Ra=5 
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fim) The time traces for the heat transfer rates for both cases are given in figure 7.19. 
In both cases the transition events discussed above are present and can be seen to 
grow and merge as they move downstream. 
In the "rough case", the initial temporal spacing of the events is close, as the events 
readily merge to form an almost continuous turbulent burst by the most downstream 
gauge. For the "smooth" case, the initial amount of turbulent bursts present is 
smaller and furthermore they occur mostly within the initial 2ms. At the most down-
stream station this leads causes the heat transfer history to appear as a 1ms burst 
of continuous turbulence, followed by a millisecond of intermittent flow and finally 6 
milliseconds of laminar flow in which 3 transition events are present. This low fre-
quency switching of the boundary layer state is sufficiently long to be detected by the 
thermo-chromic liquid crystal paints, and leads to ghost-like heating patterns which 
show the footprint of turbulent wedges which are no longer present have switched 
themselves off. 
Further experiments, at difi'erent nose Reynolds number, have highlighted the marked 
influence of roughness on turbulent event formation rate in the reversal regime. An 
interesting observation is that the first two milliseconds of the steady run time, (data 
segments 0-2ms and 4-6ms in figure 7.19) also present greater levels of intermittent 
activity. At this point it rests to speculate upon the origin of this. Certainly, the 
evidence is sufficient to ascertain that this phenomenon is systematically occurring. 
Furthermore, the stagnation point heat transfer rate probes have indicated a certain 
unsteadiness during the steady run window. Indeed, the gun tunnel is a transient 
facility in which conditions are varying with time and hence it is be expected that at 
a microscopic level, events can vary with time. For instance, an unsteady behaviour 
in the transition behaviour of the nozzle boundary layer could significantly alter the 
disturbance environment of the test jet. 
7.3 Concluding remarks 
In this chapter evidence has been provided to support the claim that increasing nose 
radius inhibits the small-bluntness type transition mechanism and promotes the re-
versal regime transition mechanism. The latter is characterised by the formation of 
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Figure 7.19: Time resolved heat transfer rates, two test cases both obtained with the 
9mm nose tested at the high pressure operating conditions.. 
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events in the nose and near nose regions and is highly sensitive to roughness. A case 
has been presented in which the two mechanisms are occurring concurrently. The 
experiments have allowed the pre- and transition reversal regime transition dynamics 
to be compared. In the pre- reversal or small-bluntness regime, the transition process 
is governed by the birth and growth of turbulent spots at a very high frequency. In 
the reversal regime, the events show a longer time scale and the distance to transi-
tion completion depends strongly upon the initial event formation rate. The latter is 
strongly connected to the roughness in the nose region. The reversal regime events 
have leading edge speed equivalent to 94 % of the edge velocity and a trailing edge 
velocity equivalent to 63 % of the edge velocity, ajid lengths in excess of 100 S. 
It has been postulated and shown in this chapter that there is a clear link between 
the reversal regime event formation rate and severity of the roughness environment. 
This dependence is pursued further in the following chapter. 
Chapter 8 
Roughness experiments in the 
reversal regime 
Introduction 
The experiments of section 7.2 have highlighted the role of roughness in the transition 
reversal regime. The surface temperature visualisation experiment of figure 8.1 with 
the 25mm nose cone tested at the high operating pressure conditions, illustrates the 
highly three dimensional nature of transition front, a further feature characteristic of 
the reversal regime transition problem. 
In the experiment of figure 8.1, one can see three hotter wedge-shaped structures 
superimposed on the laminar "base" flow. The top and bottom wedges originate from 
Figure 8.1: Shot 1697, liquid crystal visualisation. r„=25mm, Re„=1185,000. 
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the scale indicator trips which stand 0.2mm proud of the surface. The third wedge is 
the main feature of interest. In close detail, one can observe that it has evolved from 
a thin streak-like wake visible in the near nose region, immediately downstream of 
the sphere cone junction. In addition, several other such structures are present, the 
majority of which are attenuated and blend back into the laminar background. The 
exception is the feature of interest which develops into the wedge which remains visible 
over the entire model surface. The wedge can be divided into two regions. The first 
region is characterised by little circumferential grow other than that of the natural 
streamline divergence. In this region, it is felt that the wake is essentially laminar in 
nature. The region of laminar growth persists for 2/3 of a nose radii downstream of 
the sphere cone junction at which point the flow within the wake becomes turbulent. 
Once turbulent, the wake begins to spread with a semi-angle of about 5°, which 
combined with the natural streamline divergence means that the wake can readily 
contaminate the surrounding laminar regions. The reason why this wake became 
turbulent, unlike the others which eventually decayed back into the laminar base 
flow, was found after the run when the model was inspected. Examination showed 
that , consistent with the wake origin, the model had sustained an impact from tunnel 
debris. This impact was of sufficient strength to remove the paint locally and increase 
local roughness, providing therefore an enhanced disturbance environment capable of 
promoting transition and sustaining turbulence. 
When the transition front is three dimensional, the interpretation of the heat transfer 
data obtained with instrumentation located along a single generator of the cone may 
lead to incorrect conclusions. To overcome this problem, the approach used in the 
following studies are a combination of visualisation and measurement. All experi-
ments were performed with the 25mm nose geometry and, if it not otherwise stated, 
tested at the high pressure operating condition. This gives a nose Reynolds number 
of i?e„=l,185,000. This chapter concentrates on the effects of two type of roughness, 
the 2D distributed roughness and the isolated 3D roughness element. 
8.1 Some propert ies of the laminar base flow 
Before examining the experimental results, the CFD will be used to predict the un-
perturbed laminar flow, otherwise known as the "base flow", which is later distorted 
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by the roughness elements in the experimental work. The computations were per-
formed using the Navier Stokes solver and taking for input conditions the nozzle plane 
exit conditions obtained in the calibration. For convenience, these are summarised in 
table 8.1. 
RSco/m To Pco 
9.01 47,350,000 1105 °K 2815 N/m^ 
Table 8.1: Summary of nozzle exit plane conditions, high pressure operating condition 
In figure 8.2, the boundary layer height, displacement thickness, edge Mach number 
and edge unit Reynolds number are given against wetted distance. The top two 
graphs show the behaviour over the entire wetted length of the model while the 
bottom two focus on the nose region (s=37mm is the wetted distance to the sphere 
cone junction). The boundary layer remains of near constant height in the proximity 
of the stagnation point. In this region the flow is subsonic but rapidly accelerating. 
At 8=0.018m {9 = 41.25°), the flow at the boundary layer edge becomes sonic. At 
this point the Reg/m reaches a local maximum of 70 million. Downstream of the 
sonic point, the flow is supersonic and the boundary layer undergoes a more rapid 
growth as a result of the expansion of the flow around the nose. The rapid growth 
of the boundary layer and displacement thickness continues until the sphere cone 
junction is reached, at which point, they begin to grow in a near parabolic fashion 
and the recovery to sharp cone conditions begins. The Mach number and Reynolds 
number distributions illustrate the severity of entropy layer efltect for this particular 
case. Indeed, at the most downstream location, the Mach number is only 3.4 and 
the edge Reynolds is 7x10®, a factor of ten below the sharp nose case. Using Rotta's 
expression, entropy swallowing and recovery to sharp cone conditions will occur at 
s/r„=2750, (s—68.8m). 
8.2 Uniformly dis t r ibuted roughness 
Various distributed roughness environments have been investigated. In the first in-
stance, the distributed roughness effect was created by using a matte undercoat. 
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Figure 8.2: Boundary layer thickness, displacement thickness (a) and Mach number 
and Reynolds number against wetted distance (b). 
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Figure 8.3: Shot 2576, liquid crystal visualisation. r„=:25mm, Re„=l 185,000, matte 
finish. 
Upon this layer the liquid crystal paints were applied. It is believed that the rough-
ness height of the undercoat was circa 50 /um. The resulting heating patterns for this 
case can be seen in figure 8.3. The model is black in the nose region, where the tem-
perature has exceeded the upper threshold of activity. In the near nose region, the 
model is cooling, (dark blue followed by a lighter blue band); and further downstream 
a second hot band is encountered (dark blue) after which the temperature decreases 
again. The patterns indicate that the boundary layer is laminar in the nose region 
and becomes turbulent at two nose radii downstream from the sphere-cone junction. 
At a microscopic level, the flow in the shoulder region is characterised by the presence 
of hotter (darker blue) axially aligned streaks. These structures have spacing between 
0.2 - 1 mm and a density of 5 - 10 per mm. The streaks undergo a change in circum-
ferential spreading rate between 2/3 and 1 nose radii downstream of the sphere - cone 
junction. This is associated with transition. The streaks, once turbulent, merge as 
they spread downstream. The distance at which the whole boundary layer becomes 
turbulent is dependent on the initial span wise spacing of the streak-like structures. 
One can identify two distances to transition completion. At small scales, transition of 
the streak, highlighted by the change in spreading angle, occurring at Reir=2,640,000; 
and at larger scales, transition completion is associated with the coalescence of the 
turbulent wedges, the Reynolds number for which is Reir=3,722,000. 
The matte undercoat is successful in providing a distributed roughness environment 
but does not prove to be a flexible test base for parametric studies. In a second series 
of experiments, the model under-surface was returned to its smooth state and by 
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using a different painting technique, the liquid crystal paints were re-applied, forming 
roughness elements of 50 yum in diameter, evenly distributed over the surface. The 
paints serve a double use, firstly providing a flexible and easily applicable disturbance 
environment and secondly visualising the resulting heating patterns. It must be 
noted that in all other applications, the typical roughness height of the paints is 10 
fj,m, but for this particular use, the painting technique enabled the user to deposit 
agglomeration of capsules 50 ^m in diameter. As the paints can readily be applied 
and removed in a spiral manner from the surface, their use, as both the roughness 
generator and visualisation tool, is highly profitable and in total twenty experiments 
were performed. 
In the sequence of photographs of figure 8.4, the effect of roughness in the hemispher-
ical region of the model is explored. In all four studies, the top half of the model 
is painted with Merck TGA 1005 paints and the bottom half with Hallcrest paints 
BM22/R22/C5W/C17-10. The boundary between the paints appears as a darker line 
running horizontally down the model. The paints differ slightly in activity range and 
were applied together to appraise their respect merits. 
In the first image of the series the whole model is coated with the "enhanced-
roughness" paint. Shot 2617, 8.4 (a), shows that this roughness size and distribution 
is sufficient to promote transition in the near nose region. Again the transition pro-
cess is characterised by the appearance of streak-like structures immediately after the 
sphere - cone junction. The structures again undergo transition between 1 and 1 1 / 2 
nose radii downstream of the sphere - cone junction and transition is complete by two 
nose radii downstream. 
In shot 2618, 8.4 (b), the paint has been removed in the nose region to reveal a cir-
cular portion of the smooth model surface centred around the model nose. The paint 
present downstream of an angle 50° measured with respect to the apex. The result-
ing surface heating pattern indicates the presence of the hot streak-like structures, 
but transition of these structures is not witnessed. One concludes that the reduced 
roughness environment does not sufficiently perturb the boundary layer to promote 
transition. 
The paint has been removed to the 70° degree mark in shot 2619, 8.4 (c). The effect is 
to reduce the occurrence of the roughness wakes and diminish their intensity. Present 
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Figure 8.4: Four liquid crystal visualisations, from shots 2617, 2618, 2619, 2620. 
r„=25mm, Re„=1185,000. 
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Figure 8.5; Shot 2647, liquid crystal visualisation. r„=25mm, ReTi=1185,000. 
in the lower portion of the model is a turbulent wedge. The wedge is caused by 
the presence of a piece of M^/daex debris, produced by the rupturing of the throat 
diaphragm. This M d ^ e x is located immediately downstream of the sphere cone 
junction. The wake developed downstream of the impacted particle presents an initial 
region of laminar growth extending for 1 3/4 to 2 nose radii downstream, until the 
spreading rate changes indicating completion of the transition to turbulence process. 
In shot 2620, image (d) in the sequence of figure 8.4, the paint has been completely 
removed to expose the smooth model under-surface over the complete hemispherical 
nose region. The boundary layer for this case remains entirely laminar. 
The spirit of the four tests presented in figure 8.4 is refiected in the visualisation of shot 
2647, shown in figure 8.5. In this test, the paint has been progressively removed in the 
nose region, in such a manner as to reveal increasing amounts of the smooth model 
surface. The paint extends forward to the 45° mark along the bottom generator, 65° 
at the middle generator and 85° (the sphere cone junction) along the top generator. 
In the bottom portion of the image, one observes the presence of streaks, the change 
in the wake angle linked with the transition process and the merging of the wakes to 
form an entirely turbulent boundary layer. Removal of the paint (moving towards the 
centreline) reduces the effectiveness of the disturbance environment and the streaks 
remain laminar. Moving away from the centreline towards the top of the model, the 
further reduction in the roughness environment causes the streaks to disappear, and 
boundary layer remains laminar. However, at some downstream station, the turbulent 
wedge spreading from the lower region of the model will spread into this region. 
r 
Chapter 8. Roughness experiments in the reversal regime 207 
smooth region 
liquid crystal paink 
used as roughness 
liquid civstal p.iinls 
loi Msiuilisation 
Figure 8.6: Shot 2659, liquid crystal visualisation. r„=25mm, Re„ =1185,000. 
For the level of roughness used, the above experiments indicate that the bound-
ary layer will undergo transition when the roughness is present upstream of 70°, or 
8=30.5mm. This gives an effective roughness Reynolds number, based on local edge 
conditions of RcKeff=^50Q, at a wetted Reynolds number of 1.45 xlO® based on 
freestream conditions, and 1.37 xlO® on local edge conditions. 
The final part of this study is to assess the sensitivity to roughness in the sub- and 
transonic region (s<22mm). In these experiments, a polar "cap" of paint is applied 
to the nose while downstream the model surface is kept smooth up to the sphere 
cone junction where the paint is re-applied to enable visualisation. The location of 
the roughness and the outcome of one such test is shown in figure 8.6. The mono-
tonic decrease of temperature indicates the boundary layer is laminar. This is also 
confirmed by contrasting the colour play in the rear portions with the hotter tur-
bulent wedge wrapping itself around the bottom of the model, caused a protruding 
impact crater on the hidden part of the model. The presence of roughness in the sub-
sonic region does not perturb the boundary layer with sufficient intensity to promote 
transition but streak structures are visible in the near nose regions which attenuate 
downstream. 
In conclusion, the distributed roughness studies have indicated that for the given 
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roughness height (50 yUm) used, the effective location for the roughness to promote 
transition is in the supersonic region on the spherical nose. When roughness is present 
here, distortions to the laminar base flow occur which form wakes aligned with the 
mean flow. These wakes will undergo transition at jRetr=3,450,000. 
8.3 3D roughness studies 
In this section, all experiments with isolated roughness elements, or trips, are pre-
sented in conjunction with the step type-trip geometries which extend around the 
whole model circumference. Two isolated trip geometries have been considered. The 
first trip geometry is a triangular prism. The second trip geometry is a sand grain. 
8.3.1 Triangular trip geometry 
The studies with the triangular trip concentrated on the following issues: effect of 
trip planform to height ratio and the effect of trip location. The trips, irrespective of 
planform area, are all 0.13mm in height. Returning to figure 8.2, one can see that the 
roughness elements are comparable to the boundary height over most of the spherical 
nose region and greater than the displacement thickness until s=0.2m. 
The trip Powfield: visualisation 
In run 2627, figure 8.7, two triangular trips have been located at the sphere - cone 
junction, s=37mm. To eliminate any other possible roughness upstream of this loca-
tion, the model nose has been kept clean of paints and polished to a smooth finish 
with optical lens grinding paste. The trip geometry is an isosceles triangle with a 
3mm length base and a 8mm side length, the height is 0.13mm. In figure 8.7 the 
heating pattern 2ms into the steady run time can be seen. The trips produce two hot 
wakes which remain highly visible against the "cold" laminar background. The wake 
structures show a high degree of organisation and are rep eat able from run to run. An 
interpretation of the heating patterns at six stations immediately downstream of one 
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Figure 8.7: Shot 2627, liquid crystal visualisation. r„=25mm, Re„=1185,000. 
symmetrical heating pattern heating becomes asymmetric regions join 
Figure 8.8; Schematic interpretation of heating patterns downstream of trip in run 
2 6 2 7 . 
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roll up 
Figure 8.9: Physical interpretation of the flow field in the proximity of the trip ele-
ments in run 2627. 
unperturbed laminar region ^*cold" 
flow separating 
over front face porKJC 
warm 
flow reattaches in this region 
Figure 8.10: Further interpretation of the flow field behind the trip of shot 2627. 
trip is off'ered in figure 8.8. The trip causes a wake which remains almost parallel for 
1.25 nose radii downstream. In this initial phase, the wake shows a small degree of 
spanwise growth, comparable to the natural divergence of streamlines encountered on 
conical bodies. Inspection of the wake indicates that the temperature is not uniform 
in the spanwise direction, showing hotter streaks at the outer boundaries of the wake. 
The physical interpretation for the near field flow structure is given in figure 8.9. It 
is believed that the boundary layer separates over the leading edge of the trip and 
rolls up to form a vortex structure which trails downstream. A more detailed picture 
of the possible flow pattern is given in figure 8.10. Here, it is conjectured that two 
vortical structures (probably composed of a set of counter rotating vortices) are shed 
from the trips' rear corners. In between these structures, the boundary layer, which 
has separated from the back of the trip, re-attaches. The heating in this region is 
higher than the unperturbed laminar flow external to the wedge but less than the 
heating associated with the vortical structures. The re-attachment region divides the 
vortical structures, allowing their evolution to remain independent. Around one nose 
radius distance downstream from the wake inception point, one structure begins to 
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one vortex pair 
Figure 8.11: Vortex structure and transition to turbulence of streak-like structures 
witnessed in shot 2627. 
spread at a greater circumferential rate. This is connected with the breakdown to 
turbulence within the vortex. Once the spreading angle has increased, the turbulent 
vortex "contaminates" the laminar vortex coming from the other side of the trip, 
with the two wakes interacting and merging to form a single turbulent wedge. This 
process is illustrated in figure 8.11. Once turbulent, the wake spreading angle is esti-
mated at 4°, this is in addition to the natural streamline divergence. The structure 
is very similar to the wake of a raised tile inferred from infrared thermography by 
Charbonnier (1993). The work Morrisette et al. (1969) also shows a highly organised 
wake structure behind a spherical roughness element, however, both works indicate 
that the two vortical structures undergo transition simultaneously. 
The wake characteristics are summarised in table 8.2. 
Re trip origin spreading angle Me 
1,585,000 3,722,000 4° 2.2 —>• 3.4 
Table 8.2: Wake characteristics with 0.13mm trip placed at sphere cone junction. 
25mm nose radius case, high pressure operating conditions. 
The trip Powfield: measurements 
In the following experiments a geometrically identical trip to that of the previous text, 
has been used on the instrumented model. By varying the circumferential separation 
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Figure 8.12: Trip movement relative to array of sensors 
between the trip and the instrumentation array, the heat transfer distribution in 
different "slices" of the wake can be analysed as suggested in figure 8.12. Obvious 
problems arise due to the large spanwise scales of the sensor; however as the the spirit 
of the tests is mainly exploratory this is not considered to be limiting factor. The 
gauges are located at chord distances between 0.13m and 0.48m. At these locations, 
the flow in the wake of the trip is fully turbulent. In order to classify each test case, 
a convention has been established. Each test case is defined by the spanwise distance 
between the trip centre and the centre of the gauges, measured at the sphere cone 
junction. 
Figure 8.13 shows the time resolved heat transfer rates at five different streamwise 
locations for six different test cases. The first test case is the heat transfer distribu-
tion without a trip. The remainder are cases in which the trip is present, and moved 
progressively closer to the gauge centre-line. The bottom trace (f) of figure 8.13, 
corresponds to the case when the trip is in front of the gauges. The trip is > 100mm 
upstream of the first gauge, allowing transition in the wake to occur and the wedge 
to become turbulent and spread to encompass all the gauges in turbulent flow. All 
heat transfer traces show heating levels and signal RMS characteristic of turbulence. 
Experiment (e) figure 8.13, with 7mm separation, shows turbulent behaviour for the 
four most downstream gauges. The most upstream, gauge 02, presents a heating level 
below the expected turbulent level yet above the laminar value and furthermore the 
signal has a turbulent RMS level. This is caused by the gauge being only partially 
wetted by the turbulent wedge and in consequence, the measured heating rate is a lin-
ear combination of laminar and turbulent values in a proportion equal to the amount 
of gauge wetted by each region respectively. When the circumferential separation 
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Figure 8.13; Time resolved heat transfer rates for six different triangular trip studies; 
test cases, from top to bottom are: no trip, 19mm circumferential separation, 15, 13, 
7 and 0mm. Basic test geometry is 25mm nose radius tested at the high pressure 
operating condition. 
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Figure 8.14: Time averaged heat transfer rates and intermittency distributions for 
different locations of the triangular trip, with the 25mm nose radius tested at the 
high pressure operating condition. 
is increased to 11mm, (experiment (d), figure 8.13), this behaviour is extended to 
gauges located further downstream. Furthermore, gauge 02 is showing a fluctuating 
signal, which is connected with the edge intermittency process of the wedge. This is 
also encountered in the time resolved heat transfer traces for experiments (c) (15mm 
spanwise separation) and (b) (19mm separation), of figure 8.13, where the increase in 
circumferential spacing between the trip and the instrumentation is such that many 
of the gauges are wetted by the highly intermittent outer boundary of the wedge. 
In figure 8.14, the time averaged heat transfer rates for the above test cases have been 
plotted against wetted distance. Also included are the CFD laminar and turbulent 
heat transfer predictions. The latter has been computed using the trip location for 
transition onset and a transition length of 0.05m (2r„). The measured (no trip) 
and predicted laminar heat transfer rates can be seen to diverge with increasing 
wetted distance, due to the low level of intermittent turbulent activity characteristic 
of the reversal regime case. The 0mm separation test shows a completely turbulent 
heating distribution which is well predicted by the CFD. Increasing the trip to gauge 
circumferential separation distance causes, as stated above, the upstream gauges to 
exhibit intermittent or laminar heating levels, accordingly. The time resolved heat 
transfer signals can be used to obtain intermittency information. The intermittency 
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distribution can be found in figure 8.14. 
The data acquired in these experiments can be used to complete a two dimensional 
map of both the heating rates and intermittency levels behind the trip. These are 
presented in figure 8.15. The local heat transfer rate and intermittency values are 
plotted on a stream wise and spanwise coordinate system. In total 110 data points 
have been interpolated to achieve the contour plots of figure 8.15 (symmetry is invoked 
to produce a complete heating pattern. Although sensor size poses serious limits to 
the method, the map compares excellently to the visualised wedge. Spreading angles 
measured from the plot are 5°, compared to 4° of the visualisation. Also in close 
agreement is the transition location. This is taken to be the point where the the two 
boundaries of the turbulent zone meet. 
The effects of trip planform area. 
In the preceding subsections, it was proposed that the vortex structures shed from 
the two rear corners of the trip can evolve independently and hence can undergo 
transition at diiferent locations. It was found that once one vortex became turbulent, 
it would rapidly spread across to the neighbouring vortex and cause transition within 
its vortical structure by some contamination mechanism. In the series of experiments 
discussed below, these ideas are probed by increasing the planform area of the trips, 
and of consequence the spanwise distance between the rear corners. Six equilateral 
triangles, all of height 0.13mm, were placed on the sphere cone junction as illustrated 
in figure 8.16. From top to bottom in figure 8.16, the triangles' sides measure 5, 
2 , 4 , 1 , 3 and 10mm. Downstream of all six trips, wake structures are visible, by 
virtue of their "hotter" nature. Two types of wake structure are found. The first 
type, witnessed downstream of the 1, 5 and 10mm trips, is similar to the structures 
outlined above, (i.e. highly asymmetrical) and illustrated in figures 8.10 and 8.11. The 
heating patterns caused by the region of re-attached laminar flow, bounded on either 
side by the vortex structure can clearly be identified. The degree of asymmetry in the 
transitional part of the wake structure is most evident behind the 10mm trip. Indeed, 
the vortex structure shed from the upper tip of the trip appears to be weaker than 
the bottom vortex, and can be seen to attenuate within 2 to 3 nose radii downstream. 
The bottom vortex of this trip continues to evolve and becomes turbulent at one nose 
radius downstream of the sphere cone junction. 
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Figure 8.15: Time averaged heat transfer rates, in W/av? and intermittency map with 
the triangular trip, with the 25mm nose radius tested at the high pressure operating 
condition. The distance on the x-axis is measured form the stagnation point. 
Figure 8.16: Shot 2629, liquid crystal visualisation. r„=25mm, Re„=1185,000. 
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Figure 8.17: Heating patterns around the trip with protruding tip 
This test was repeated three times and the surface heating patterns were captured at 
different times in the steady run window. In doing so, it was not only possible to con-
firm that the features witnessed were repeatable (as one expects from a geometrically 
fixed disturbance source) but also to highlight "hot" areas which may have exceeded 
the normal colour activity threshold. In summary, the image confirms the notion that 
the flow field is composed of a re-attached region bounded by two vortical structures. 
The heating patterns indicate that the transition processes are acting most readily 
upon the tip vortices. The asymmetry in the flow field shows that transition is taking 
place independently in the two arms. 
Returning to figure 8.16, one notes that the 2, 3, and 4mm trips create a second, 
distinct heating pattern. The different flow field is caused by the leading edge of the 
trip lifting away from the surface and extending considerably into the external flow 
field. The protrusion of the tip causes a bow shock to form, underneath which there 
are signs of enhanced heating. An interpretation of the heating pattern is given in 
figure 8.17. The boundary layer is then expected to separate and roll up around the 
trip. The roll up phenomena forms a vortical structure, as depicted in figure 8.18. This 
vortical structure is marked by increased heating rates. Immediately downstream of 
the trip, the two vortices begin to grow circumferentially merging together at two to 
three trip lengths downstream. At this point a single wake is formed, which continues 
to expand in the spanwise direction. The high heating rates encountered in the wake 
and the elevated spreading angles suggest that the flow within it is turbulent. The 
exact point of transition completion is not easily identified. The strong shock process 
may indeed promote transition upstream of the trip itself, (observing figure 8.16, the 
shock can be seen to be standing a few millimetres upstream of the trip, which in 
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Figure 8.18: Flow field around trip with protruding tip 
boundary layer terms is ~ 10 5, suggesting that the process may be initially non-
linear as found in by pass transition mechanisms). Finally it is noted that this type 
of wedge retains a high level of symmetry. 
The effect of trip location 
The distributed roughness experiments indicate that the transition process is most 
sensitive to roughness in the supersonic region on the spherical portion of the nose. 
In the following section, the effect of isolated roughness in the nose and near nose 
region is examined. The trip geometry is an equilateral triangle, 1mm in length and 
0.13mm high. In all experiments, the nose was polished prior to the application of 
the trips. 
In figures 8.19 and 8.20, seven surface temperature distribution are shown, in each 
visualisation three trips are present. The trip locations for these tests are summarised 
in table 8.3. In visualisation 2635, figure 8.19 (a), the trips are located on the sphere 
cone junction. The flow structure resultant from each trip is identical in nature and 
presents the features described in the previous section. Immediately downstream of 
the trip, the presence of two vortical structures producing the axially aligned "scorch" 
marks can be seen. In between these lies a secondary region which is characterised 
by increased heating compared to the laminar base flow. The wake remains laminar 
for 1 nose radius length downstream (25mm circa, 60 (^ ), at which point it begins to 
exhibit turbulent behaviour characterised by the much increased spreading angle. 
In shots 2636 and 2637, 8.19 (b) and (c), the trips have been moved forward on 
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Figure 8.19: The effect of trip location, liquid crystal visualisations from runs 2635, 
2636, 2637 and 2638; r„=25mm, Re„=1185,000. 
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Figure 8.20: The effect of trip location, liquid crystal visualisations from runs 2640, 
2641 and 2642; r„=25mm, Re„=1185,000. 
run number top middle bottom 
2635 sphere-cone junction s-c j. s-c j. 
2635 70° 70° 70° 
2637 60° 60° 60° 
2638 45° s-c junction -|- 4/5r„ s-c junction + 2 
2640 s-c junction-f 1 2/5r„ s-c junction + 4/5r„ s-c junction -t- 2 
2641 s-c junction+ r„ s-c junction 4- 4/5r„ s-c junction + 2 
2642 s-c junction4- 1 4/5r„ s-c junction + 4/5r„ s-c junction 4- 2 r„ 
Table 8.3: Trip location for runs 2635, 2636, 2637, 2638, 2640, 2641 and 2642 
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to the hemispherical portion of the nose, to 70° and 60° from the stagnation point 
respectively. The effect is to produce laminar wakes which in common with the wakes 
originating from trips at the sphere cone junction undergo transition at a distance 
of one nose radius downstream of this location. The main effect of moving the trips 
forward into the nose region is purely to increase the spanwise scale of the laminar 
portion of the wake. This phenomenon is linked with the greater streamline divergence 
encountered as the trips are brought forward into the spherical region. 
In shot 2638, 8.19 (d), the top trip has been moved forward to the 40° location. 
The local edge Mach number is just supersonic and the boundary layer thickness 
comparable to the trip height. The effect on transition, contrary to expectation, is to 
delay the onset of turbulence in the wake to 2 - 3 nose radii downstream of the sphere 
- cone junction. This is the furthermost forward trip location tested in this program, 
and hence it is only possible to speculate on the effects of trips in the subsonic 
region. From the results of the 2D distributed roughness studies, it transpires that 
roughness is most effective in the supersonic region on the nose and that the presence 
of roughness purely in the subsonic region is incapable of promoting transition. 
The middle trip in run 2638 is located at 2/3 of r„ downstream of the sphere-cone 
junction. At this location, the trip is successful in causing transition, which occurs 
within 2 nose radii distance of the junction. The bottom trip is placed at 2 nose 
radii distance from the junction. At this rearward station, the trip is not effective in 
promoting transition and the laminar wake decays after travelling 8 r„. 
The above visualisation indicates that, for the given trip geometry, the last effective 
trip location must lie somewhere between the middle and bottom trip location of 
image 2638. The intent of runs 2640, 2641 and 2642, figures (a), (b) and (c) figure 
8.20, is to find this location. To check the repeatability of the effectiveness (or lack 
of) of the middle and bottom trips, the latter are kept at the same location while the 
top trip is moved between intermediate stations. When placed at 1.4 r„ downstream 
of the junction, (shot 2640), the resulting flow patterns indicate, that at the time of 
of image capture, the wake is laminar. In the surrounding regions there is evidence 
that a previous times the local temperature was in excess of the laminar background. 
This may indicate that earlier on in the run, the wake may have exhibited a turbu-
lent nature, with the the associated higher heating rates and greater circumferential 
spreading. Indeed, one must bear in mind that the image depicts the surface tern-
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perature heating pattern, rather than the instantaneous heating rate, hence, the 
presence of events which have since ceased to exist can still be detected, (figure 7.19 
i(left) shows a possible heat transfer time signal for such a phenomenon). 
The top trip is located at one nose radius downstream of the junction in shot 2641, 
(b) figure 8.20. In this test, the top trip is producing a laminar wake. Again, there 
is an area of increased heating surrounding the wake. This suggests that at earlier 
stages of the run, the wake may have been turbulent, i.e. the historical presence of a 
turbulent wedge. 
In the final image of this sequence, figure 8.20 (c), the top trip has been moved further 
downstream to a distance equal to 1.8 nose radii downstream of the junction. This is 
the most downstream station tested in the intermediary region and rather counter-
intuitively, the trip produces a turbulent wedge. Upon inspection, it is seen that the 
laminar portion of the wake is apparently being attenuated with distance downstream 
but at 4 nose radii distance, it becomes turbulent. It is also noted, that in this series 
of tests, the transition behaviour of the bottom and middle trips, •which were kept at 
the same locations, remained consistent. 
In table 8.4, the results have been summarised. The information is also presented as 
a a graph of transition location against trip origin, shown in figure 8.9. The graph, 
clearly shows that the trips become less effective for s<0.02m and s >0.08m. 
trip location w.r.t junction -40° -25° -15° 0 2/3r* 
s(m) from apex 0.019 0.026 0.031 0.[#7 0.054 
transition location w.r.t junction 3 Tji 1 1 F n 1 2 r . 
5 t r ( m ) from apex 0.112 0.062 0.062 0.062 0.087 
trip location w.r.t junction l r„ 1/b^ 1.8r» 2r* 
s(m) from apex &072 0.082 0.CW7 
transition location w.r.t junction laminar laminar 4r* lamiiiar 
5 < r ( m ) from apex n/a n /a OJj? n/a 
Table 8.4: Transition behaviour against trip location 
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Figure 8.21: Transition behaviour for a 0.13mm high trip, on the 25mm cone, tested 
at the high pressure operating conditions. 
8.3.2 Sand grain roughness elements 
Four sand grains have been placed on the sphere-cone junction in figure 8.22. The ele-
ments are of overall dimension less than 0.2mm, which is comparable to the boundary 
layer height. The model nose has been polished and the liquid crystal paints extend 
no further forward than the sphere-cone junction, in order to reduce the roughness en-
vironment. The surface heating patterns of figure 8.22 indicate that the unperturbed 
regions of the boundary layer flow are laminar. Downstream of each roughness ele-
ment a wake is formed. The wakes have a higher heating rate than the surrounding 
laminar base flow. The uppermost, central and the lowest wake show little spanwise 
divergence for a distance of one nose radius downstream, after which the circumferen-
tial spreading angle increases to circa 4 ° , which combined with the natural divergence 
of the conical flow causes the wakes to spread rapidly and eventually merge at some 
station downstream. The flow immediately downstream of the trip is believed to be 
laminar and transition to turbulence is again connected with the location at which 
the wake suddenly changes its spreading angle. Due to the small spanwise scale of 
the laminar portion of the wake, very little detail can be seen. Close inspection shows 
that the transition location is not constant for the three turbulent wedges and varies 
between 1/2 and 14-1/2 nose radii downstream. This difference in transition, location 
is believed to be connected in geometric irregularities between the trips. 
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Figure 8.22: Liquid crystal surface temperature visualisation from run 2644. Four 
sand grain roughness elements are located on the sphere-cone junction; r„=25mm, 
Re„=1185,000. 
Of particular interest is the one wake which has remained laminar. Inspection after 
the run indicated that the roughness element was removed (probably in the initial 
stages of the run) and that only residual roughness was left, associated with the glue 
used to fix in place the trip. The roughness connected with the glue does not provide 
sufficient disturbance source to promote transition and the wake decays within five 
nose radii. 
Quantitat ive measurements in the wake of the sand grain 
Experiments with the instrumented model were performed in which the circumferen-
tial location of the trip element was varied with the respect to the array of gauges. 
In total, 27 gauges are monitored at streamwise distances between 8=0.131m and 
8=0.49m. At this location, the wake is already turbulent and has a circumferential 
width in excess of 20mm, the local gauge resolution. The data for the six experi-
ments performed are given in figure 8.23. Here the time resolved heat transfer rates 
are plotted against time (in ms) for five selected gauges, for each of the six experi-
ments. Experiment (f) corresponds to the case where the roughness element is located 
directly upstream of the gauges, i.e. a circumferential separation of 0mm. The heat 
transfer rates for this case are turbulent for all the gauges monitored, with the char-
acteristic high levels of heating and signal RMS. 
Increasing the circumferential spacing to 7mm, figure 8.23 (e), causes gauge 02 to 
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Figure 8.23: Time resolved heat transfer rates for five different sand grain trip studies, 
with the 25mm nose radius tested at the high pressure operating condition. 
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remain outside the turbulent wake. The gauge is wetted by the unperturbed regions of 
the boundary layer, which exhibit a transitional nature, with the passage of what must 
be "natural" reversal events at t=0.1ms, t=3.4 ms and t=3.6m. Moving downstream 
to gauge 24, it can be seen now that it is wetted by a turbulent boundary layer 
in a continuous fashion, indicating that it is completely encompassed by the wake. 
Obviously, the gauges located further downstream, 34, 45 and 65 are also engulfed 
by the turbulent portion of the wake. 
In case (d) of figure 8.23, the separation has been increased to 11mm. The effects of 
the wake are not evident at gauge 02, but can be now witnessed downstream of gauge 
24. Here, the process is highly intermittent due to the edge intermittency associated 
with the outer boundaries of the wake. This edge intermittency is still detectable at 
gauge 34, but the two most downstream gauges plotted indicate that they are wetted 
by turbulent flow. Likewise considering the 15mm circumferential separation case, 
(case (c), figure 8.23), it can be seen that the intermittent region is extending over 
most of the gauges, with exception of the most upstream ones, which are outside the 
domain of influence of the trip. When the separation is increased to 19mm, the edge 
of the wake first wets the gauges at s=0.36m, and the time trace of gauge 45, located 
at 0.39m) shows the typical intermittent nature. Of interest for this particular case 
is the appearance of a a reversal regime event at 1.4ms, 0.3ms in length, showing the 
characteristic rapid switch from the laminar level to the turbulent value and the tail 
off back to the laminar heat rates. 
In the last experiment of this series, figure 8.23 (a), the trip - gauge separation has 
been increased to 23mm. This corresponds to an angular separation in excess of 50° , 
and the the experiments indicate that the wake only begins to wet the array of sensors 
at 0.4m downstream, where only the effects of the intermittent edge are present. This 
is echoed in the time resolved trace for gauge 45, (s=0.48m) where the signal can be 
seen to be transitional. The transitional activity witnessed on the gauges further 
upstream is not connected with the wake but with the natural reversal regime spot 
formation processes. 
The time resolved information presented in figure 8.23 has been used to obtain the 
time averaged heat transfer distribution shown in figure 8.24. Also included in this 
plot are the laminar and turbulent heat transfer predictions obtained with CFD and 
the "no trip" case presented previously in figure 8.13. The CFD laminar predic-
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Figure 8.24: Time averaged heat transfer rates and intermittency distributions for 
different locations of the spherical trip, with the 25mm nose radius tested at the high 
pressure operating condition. 
tion and measured time averaged heat transfer rate for the no trip case are not in 
agreement due to the low level of transitional activity encountered for this case. The 
turbulent CFD closely predicts the measured rates for the 0mm separation case, in-
dicated with the square symbols in figure 8.24. Decreasing the amount of separation, 
causes the location at which the effects of the turbulent wedge are fist witnessed to 
move progressively downstream. Also of interest are the intermittency distributions. 
Again, it is seen that the transition location is progressively moving upstream as the 
roughness element is brought progressively closer to the array of gauges. 
The data of figure 8.24 can also be used to create contours of heat transfer and 
intermittency plotted against axial and spanwise distance. The data has been inter-
polated and symmetry invoked to produce the "full" pattern, shown in figure 8.25. 
The heating patterns show good qualitative agreement with the visualisation of figure 
8.22, except in the upstream regions, where the effect of sensor length is most im-
portant. The intermittency map shows a central region of turbulent boundary layer 
flow, the estimated spreading angle of which is 9 ° . The estimates include the effects 
of streamline divergence. 
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Figure 8.25; Time averaged heat transfer rates and intermittency map with the grain 
of a sand trip, with the 25mm nose radius tested at the high pressure operating 
condition. 
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8.4 2D annular t r ips 
The final trip geometry tested is the annular trip, which extend completely around 
the model circumference. The trips are 0.13mm in height and 5mm wide. Three 
experimental configurations have been tested. In configuration (a), figure 8.26, the 
annular trip is located at the sphere cone junction. In experiment (b), the trip is 
located two nose radii downstream from the sphere cone junction, (s=87mm), and in 
the final configuration studied, two trips have been located at 87mm, again illustrated 
in figure 8.26 (c). The effects have been studied using the instrumented model. A 
selection of time resolved heat transfer traces for five gauges at different axial locations 
is shown for each of the cases in figure 8.26. The heat transfer traces indicate that 
the annular trip is successful in promoting transition when located at the sphere cone 
junction. The time signals for case (a) show the typical high levels of heating and 
signal RMS expected for turbulent flow. Moving the annular trip further downstream 
(b), significantly reduces the efficiency of the trip in promoting transition. Indeed, 
analysing the heat transfer distribution for gauge 02, it can be seen that the trace is 
intermittent with extensive regions of laminar flow. Further downstream, gauges 24, 
34, 45, it can be seen that the level of intermittent activity increases such that by gauge 
65, the boundary layer is believed to be turbulent. Adding a further annular band 
5mm downstream of this band increasing the efficiency of the tripping mechanism, 
(case (c)), such that the flow over the entire array of gauges is turbulent. 
The visualisation experiments performed with triangular, 3D elements, illustrated 
previously, indicated that at a location s=87mm the trip did not provide sufficient 
disturbance input to promote transition. Here, it has been shown that the 2D annular 
trip is capable of promoting transition, and hence it would appear, that the annular 
trip is a more effective boundary layer destabilisation mechanism than the single 
isolated 3D element. However, if an array of 3D trips were used, aligned in the 
spanwise direction, their efficiency in promoting transition would almost certainly 
increase due to interaction between the individual wakes. 
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Figure 8.26: Time resolved heat transfer rates for 2D "band" trips with the 25mm 
nose radius tested at the high pressure operating condition. 
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Figure 8.27: Time averaged heat transfer rates and intermittency distributions for 
different locations of the 2D triangular trip, with the 25mm nose radius tested at the 
high pressure operating condition. 
8.5 Concluding remarks 
In the chapter, the boundary layer sensitivity to roughness in the transition rever-
sal regime was investigated using a variety of boundary layer tripping devices. The 
experiments were performed with the 25mm nose at the high pressure operating con-
ditions. The effects of distributed roughness was explored. The liquid crystal paints 
were deposited in such a manner as to produce spherical particles of 50 //m in diame-
ter uniformly coating the surface. In this fashion, they paints were found to produce 
axially aligned wake structures. These were spatially anchored by the bigger parti-
cles of the paint located in the hemispherical nose region, and underwent transition 
characterised by a change in circumferential spreading angle within Rcg = 4 x 10®. 
Experiments indicated that the boundary layer was most sensitive to roughness in 
the supersonic flow regions on the nose. 
Triangular trips with height comparable to the boundary layer thickness were also 
investigated. Visualisation indicated that the flow separated around the trip and 
rolled up to form two vortical structures in correspondence of the trip's rear corners. 
By varying the trip planform area, it was ascertained that the two vortical structures 
evolved independently and transition could occur in one structure first and then 
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spread to contaminate the other. Spreading angles were measured. Quantitative 
measurements downstream of transition indicated that the wake is characterised by 
a central fully turbulent region surrounded by an intermittent border. The data was 
used to create heat transfer and intermittency maps downstream of the trip. The 
effect of trip location was studied and it was found that the most effective regions for 
promoting transition are located in the supersonic regions on the nose and the near 
nose regions. 
A sand grain trip was tested. The wake flowfield was found to be symmetrical and 
transition occurred within Reg = 5 x 10®. Spreading angles were estimated. Quanti-
tative measurements were performed in the wake flow field and maps of intermittency 
and heat transfer given. 
The 2D annular trips were found to produce transitional or turbulent boundary layers 
at the sensor measurement locations. The findings indicate that the annular trip may 
be a more effective destabilisation mechanism. 
Chapter 9 
Conclusions 
9.1 Summary 
The aim of this study was to obtain information regarding kinetic heating at hyper-
sonic speeds, in particular for transitional boundary layers. The introductory remarks 
made at the beginning of this thesis commented on the need for continued research 
into hypersonic transition, in particular, for fundamental investigations in which the 
governing parameters are isolated and as far as possible investigated individually. 
The parameters chosen to study were nose bluntness and roughness and of special 
importance was to understand how they governed events occurring in the transitional 
region. 
The test model used was a 5 ° semi-angle cone, 0.8m in length, with a set of twelve 
interchangeable nose pieces ranging from sharp to 25mm in radius. The testing was 
conducted in the Mach 9 Imperial College hypersonic gun tunnel. A full test section 
calibration was performed at all three working conditions and has been reported in 
this thesis. Three calibration methods were used and gave excellent agreement for 
the estimated Mach number, freestream static and total pressures. Problems were 
encountered in the estimation of the total temperature and further work may be 
required. 
For thirty-one configurations, each distinguished by a different nose Reynolds number, 
the surface heat transfer rate distribution was obtained using thin film gauges. For 
233 
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Rcn < 100,000, it was found that transition onset and completion were dramatically 
delayed with increasing nose Reynolds number, in accordance with the results of many 
others workers. This regime is denoted the small bluntness transition regime. For 
Rcn > 400,000, the transition onset location moves forward to the near nose regions. 
The measured transitional activity remained low over the entire model length and 
transition completion was not witnessed. This regime is called the transition reversal 
regime. Both transition regimes overlap for 100,000 < Rcn < 400,000, where both 
mechanisms race to promote transition. 
Subsequent experiments explored in greater detail the transition mechanism of the 
small bluntness regime. Visualisation of the transition front showed a high degree of 
axi-symmetry and no sensitivity to roughness. The transition process is governed by 
the formation and growth of transitional events, Intermittency has been computed 
and follows the universal form, showing a great similarity to measured sub- and 
supersonic distributions. The evolution of other properties through the transitional 
region also show a great similarity with the results obtained at other speeds. 
Increasing nose blunting promotes the efficiency of the reversal regime transition 
mechanism. Experiments have shown that in the reversal regime transitional events 
are formed in the near nose region and are convected downstream. The temporal for-
mation frequency of the events is linked to the severity of the roughness environment, 
but is an order of magnitude below the formation frequency of the small bluntness 
regime. A case is detailed in which both mechanisms are occurring concurrently, 
with the small bluntness regime transition onset location located downstream of the 
reversal regime onset location. The experiments indicated that the small bluntness 
mechanism was responsible for the completion of transition. The turbulent event pas-
sage frequency was monitored and showed a marked increase in correspondence of the 
onset of small bluntness transition mechanism. Cross correlations have indicated that 
the reversal regime structures evolve as they move downstream, however correlation 
between sensors rapidly deteriorates in the small bluntness transitional region. The 
leading and trailing edge speeds have been evaluated for ten reversal regime events, 
and average estimates are 94 % and 63% of the edge velocity respectively. Mean event 
speeds have deduced from the cross correlations and from CSD measurements. These 
vary between 70 - 80 % of the local edge velocity. 
Experiments in the reversal regime showed that increasing the level of roughness leads 
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to an increased event formation rate. Due to the velocity differential between event 
leading and trailing edges, events can merge and form continuous bursts of sustained 
turbulence. 
The role of roughness was investigated further using a selection of boundary layer 
tripping devices. Surface heating patterns obtained with liquid crystals were used in 
conjunction with thin film measurements to analyse the behaviour of the boundary 
layer. 
Distributed roughness elements of 50 /urn in diameter, were found to cause wake 
structures aligned in the stream wise direction. These wakes underwent transition in 
the near nose regions and the circumferential spreading angle was found to increase, 
allowing individual wakes to merge. The greatest boundary layer sensitivity to this 
sort of roughness environment was found in the supersonic region on the hemispherical 
nose. 
Triangular and quasi spherical trips elements were also employed. The visualisation 
indicated that the fiowfield immediately downstream of these trips is laminar and 
presents a highly organised structure, most possibly dominated by vortical structures 
shed from the trip. In the case of the triangular element, these structures are shed 
from the trip's rear corners. Transition occurs readily within these wakes, and the 
turbulent region downstream in characterised by an increased circumferential spread-
ing angle, estimated to be between 4 - 6 ° . Quantitative measurements downstream 
of transition indicated that the wake is characterised by a central fully turbulent 
portion and an outer region which is found to be intermittent. Using the triangular 
trip element, the sensitivity of the boundary layer was explored at various stream-
wise locations, both on the hemispherical portion on the nose and along the conical 
portion of the frustum. Results highlighted the supersonic nose region and the near 
nose regions as the most sensitive to tripping. 
The final trip geometry investigated was the two dimensional annular band, which 
proved to more successful at destabilising the boundary layer than the triangular trips 
element at comparable locations downstream of the nose region. 
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Remarks on facility dependence 
In conclusion, the issue of facility dependence of the results remains to be addressed. 
The main emphasis of this work was to investigate the evolution of transitional events 
after their inception, rather than to make direct predictions concerning transition on-
set; hence the facility dependence effects are of weaker significance. Furthermore, 
a substantial part of this study concentrates upon roughness induced transition be-
haviour. As this is shown to be the leading mechanism promoting transition, the 
severity of the tunnel disturbance has little importance and again it is felt that the 
results are facility independent. 
9.2 F a r t h e r work 
This study has highlighted many areas of interest, therefore there are many ideas 
which the author feels are worthwhile pursuing. In particular, a module has already 
been constructed with sensors aligned in the spanwise direction. In order to permit 
spanwise measurements at a variety of streamwise locations, it was decided to use 
a blunt cylinder configuration. The blunt cylinder presents all the flow features of 
interest, but provides a more flexible test bed. This model capitalises heavily on 
existing hardware, and testing with the module has already commenced. At present 
circumferential information for naturally occurring events and for a tripped case has 
been obtained by H. Wijettsinghe as part of Hs undergraduate final year dissertation.. 
The initial results are extremely encouraging and further analysis, using the tools 
developed as part of this study w i l yield valuable information concerning transition-
event dynamics. 
Other avenues include measurements within the boundary layer. At present, fine wires 
probes are being dev^oped to obtain total temperature measurements. Decreasing the 
wire diameter should allow the instantaneous measurement of fluctuating quantities, 
cuicl thue (ietcM%tk)n of tlie jpaaisagpe cdT transitioii eRferuks. iC/oindbiiuiig tlhis iidSoniHaticHi 
with the streamwise and spanwise measurements^ wiU allow a AiUy three dimensional 
])ictiire (xf tlwe trvtaat l&e (creakbed. l^ buMthermcMne, ttsayge ()f tlie probe in thwe tiiiHg 
awneraygediiiaiUDKBr iwi ttws fpeesdbneam mnJi ailcnv ai iGoitlier ea&tuoiaticHi of tJhe fixxxstresKOi 
total temperatures, lemlvimg any uncertainties connected with the present estunate. 
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Appendix A 
Derivation of pc/voo 
Essential to the success of the calibration exercise described in chapter 3, is the ability 
to relate the measured cone pressure, pc, to the freestream static, p^o- In the approach 
used in this study, the inviscid and viscous contributions are considered separately, 
such that the ratio of wall pressure to static pressure is expressed as: 
Poo P{c,inv) Pco 
For a given semi cone angle, the inviscid surface pressure, p(c,inv), will depend purely 
on Mach number: 
P(c,inv) / Poo — •fl(-^oo) (A.2) 
The measured pressure, pc, will be affected by viscous interaction and the relationship 
can be expressed as: 
Pc/P{c,inv) — (A.3) 
where % is the viscous interaction parameter, given by 
and Res is the Reynolds number based on chord length and C is the "Chapman -
Rubesin factor" expressed as: 
C = (/L5) 
In this approach, CFD predictions are used to determine both the variation of inviscid 
cone pressure with Mach number, (the function Fi in equation A.2) and the variation 
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of induced pressure with %, (the function Fg in equation A.3). The computations were 
performed at Mach numbers between 8 and 9, using both the viscous and inviscid 
options in the code. A summary of the inviscid test conditions and results are listed 
in table A.l. 
Test case 1 2 3 
8 8.5 9 
P{c,inv) /Poa 2,600 2.783 2.977 
P(c,inv)IPoo [Sims (1964)] 2.628 2.833 3.037 
Table A.l: Freestream conditions for the inviscid computations used in the determi-
nation of P(c,inv]/Poo for a 7° semi - angle cone. 
The values from Sims are given for comparison and are obtained by linear interpola-
tion from his data at M^o = 8 and 10, with cone semi angles of 5° and 7.5°. Close 
agreement is found between the present CFD results and his data. It is possible to 
fit a first order curve such that the inviscid wall pressure at any Mach number in the 
calibration range is given by: 
P{c,inv)/Poo — 2.972 -f- (Moo — 9.0) * 0.378 (A.6) 
Four viscous computations were performed at the conditions listed in table A.2. The 
predicted surface pressures are plotted against wetted Reynolds numbers in figure 
A.l . The pressures are tending asymptotically to the respective inviscid value listed 
in table A.l. Using the corresponding value of P{c,inv)/P<x> for each case, the function 
Pc/P{c,inv) is plotted against % in figure A.2. Following the suggested form for F2 
for weak interactions, a linear fit is used to describe the behaviour of Pc/P{c,inv) as a 
function of %: 
f y l x (/L7) 
P{c,inv) 
with A — 0.045. Combining equations A.6 and A.7, the expression linking wall 
pressure and freestream static pressure as a function of Mach number and Reynolds 
number for the 7° cone geometry is obtained. 
P^ 
Poo 
Pc 
X 
P{c,ir. 
P(c,inv) Poo 
= (1 + 0.045%) X (2.972 + (M^ - 9.0) * 0.378) 
(A.S) 
(A.9) 
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Mach 8, case 1 Mach 8.5, case 2 
Mach 8.5, case-3— Mach 9, case 4 
7.0*70^ 2.0*70^ 
Re. 
Figure A.l: Wall pressure against Reynolds number based on wetted distance for four 
viscous computations. 
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^1.05-
Mach 8, case 1 Mach 9, case 4 
Mach 8.5, case-2 Mach 8.5, case 3 
Fit to data 
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0.0 0.2 O.'/ 0.6 0.& 7.0 7.2 7.6 7.g 2.0 
X 
Figure A.2: Ratio of viscous wall pressure to inviscid wall pressure against viscous 
interaction parameter for four computations. 
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Test case 1 2 3 4 
8 8.5 8.5 9 
RGQQ 50 X IQG MxlOG 50 X 10^ 50 X 10^ 
7;),oo 82&24 1030.00 923.91 1028.56 
Too 59.80 66.67 59.80 59.80 
Poo 3002.38 3327.86 2825.82 2668.84 
/)oo 0.1707 &1698 0.1697 &1518 
Table A.2: Freestream conditions for computations used in the determination of %. 
