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ABSTRACT
This dissertation proposes a novel mathematical model for the Amoeba or the Nelder-
Mead simplex optimization (NM) algorithm. The proposed Hassan NM (HNM) algorithm
allows components of the reflected vertex to adapt to different operations, by breaking
down the complex structure of the simplex into multiple triangular simplexes that work
sequentially to optimize the individual components of mathematical functions. When the
next formed simplex is characterized by different operations, it gives the simplex similar
reflections to that of the NM algorithm, but with rotation through an angle determined
by the collection of nonisometric features. As a consequence, the generating sequence of
triangular simplexes is guaranteed that not only they have different shapes, but also they
have different directions, to search the complex landscape of mathematical problems and
to perform better performance than the traditional hyperplanes simplex. To test reliability,
efficiency, and robustness, the proposed algorithm is examined on three areas of large-
scale optimization categories: systems of nonlinear equations, nonlinear least squares, and
unconstrained minimization. The experimental results confirmed that the new algorithm
delivered better performance than the traditional NM algorithm, represented by a famous
Matlab function, known as "fminsearch".
In addition, the new trigonometric simplex design provides a platform for further de-
velopment of reliable and robust sparse autoencoder software (SAE) for intrusion detection
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system (IDS) applications. The proposed error function for the SAE is designed to make a
trade-off between the latent state representation for more mature features and network reg-
ularization by applying the sparsity constraint in the output layer of the proposed SAE net-
work. In addition, the hyperparameters of the SAE are tuned based on the HNM algorithm
and were proved to give a better capability of extracting features in comparison with the
existing developed algorithms. In fact, the proposed SAE can be used for not only network
intrusion detection systems, but also other applications pertaining to deep learning, feature
extraction, and pattern analysis. Results from experimental tests showed that the different
layers of the enhanced SAE could efficiently adapt to various levels of learning hierarchy.
Finally, additional tests demonstrated that the proposed IDS architecture could provide a
more compact and effective immunity system for different types of network attacks with
a significant detection accuracy of 99.63% and an F-measure of 0.996, on average, when
penalizing sparsity constraint directly on the synaptic weights within the network.
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CHAPTER 1: INTRODUCTION
Unconstrained optimization algorithms are important for the rapid development of
realistic and efficient systems with low costs. In addition, the models designed under these
algorithms have made massive advances in the past two decades. In our opinion, it rep-
resents one of the most important fields for solving nonlinear optimization functions that
arise in real world problems. The unconstrained optimization algorithms are widely used
to choose various service levels, make short-term scheduling decisions, estimate system
parameters, and solve similar statistical problems where the values of the functions are
uncertain or prone to random error [1]. To study these algorithms, the best known tech-
niques to solve unrestricted optimization are direct search methods that do not explicitly
use derivatives as a necessary condition for obtaining the minimum of nonlinear functions
[2]. Either because the calculations of exact first partial derivatives are either very expen-
sive or or because it is time-consuming to use function evaluations to estimate derivatives.
For example, a cost function can be defined with a complex computational structure that is
very hard to find expressions for derivatives, or the output does not demonstrate derivatives
[3, 4]. Another example illustrates that we cannot apply derivative-based methods directly
if function values are noisy which incorporates an additive white-noise error [5]. For these
reasons, direct search methods remain effective options for solving several types of un-
constrained optimization problems when stochastic gradient techniques cannot be directly
applied, or the solution may require great amount of computational effort [2].
1
1.1 Research Problem and Scope
One of the successful examples is the Nelder Mead simplex algorithm (1965) which
outperforms most popular algorithms used for solving unconstrained optimization prob-
lems in the literature [1, 6, 7, 8, 9]. The famous Nelder and Mead algorithm was based on
the previous work of Spendley et al. (1962), who devised the concept of simplex optimiza-
tion [1]. Spendley et al. observed that a simplex of (n+1) points or vertices is the minimal
number of points required to form the initial simplex in n dimensional space [2]. Next, the
function value is calculated at each of the vertices of the simplex in order to identify three
specific points; the points associated with the highest, the second highest, and the lowest
values of the objective function. The algorithmic iteration then allows to proceed towards
a minimum by repeating a series of isometric reflections applied to the initial simplex, at
the extreme point that has the highest function value (which is called worse point). All the
simplex operations are performed along the line segment that is connecting the worse point
and the center of gravity of the remaining n points [10]. If the cost function value does not
replace the worst vertex with a better one then the algorithm performs a shrink operation
around the best observed result. After scaling down the simplex to a smaller volume, the
process of approaching to the optimum value continues until the appropriate coordinates
are found at one of the vertices [11].
The contribution of the NM algorithm was to incorporate the simplex search with
non-isometric reflections, designed to accelerate the search [6, 10, 12]. It was well-understood
that the non-isometric reflections were designed to deform the simplex in a way that was
better adapted to the features of mathematical functions [6, 13]. Nevertheless, when the
number of variables under investigation increases, the NM simplex search often relies on
reflection operations, which indicates that the exploration of the simplex search is similar
to the method of Spendley et al. in high-dimensional problems. The procedures of the
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traditional simplex search methods employed in high dimensional problems is not effec-
tive for landscape exploration in which case the additional features of Nelder and Mead
are rarely used (1965). Torczon [14], proved the reason for inefficiency of the standard
NM algorithm in high-dimensional problems to be the large number of reflection steps
used as it approaches a minimum, particularly when n > 2. In addition, repeating of the
non-isometric reflections to the initial simplex can cause in some cases the sequence of
simplexes converges to a non-stationary point [15]. As a result, there are many modifi-
cations to the original NM algorithm in the literature. A good survey could be found in
the resources [16, 17]. We classify the methods that successfully lead to enhancements of
the Nelder-Mead algorithm into two types: permitting to test different step scales on the
simplex for different operations [18, 19], and hybridizing with other techniques such as
differential evolution [20], swarm [21] , and neural networks [22].
1.2 Motivation Behind the Research
The properties of the NM algorithm are quite simple to understand and develop a
software solution, making it easy to get adopted in many fields of science and technology
such as chemistry [23], engineering [24], biology [25], and medicine [26]. As a result,
numerous modifications to the algorithm exist within the literature. To prove how efficient
and reliable a modified NM algorithm, one key factor is the features of the test functions
to which the algorithm is exposed. According to Moré et al. [27], testing the robustness
and reliability of an unconstrained optimization algorithm in the literature is unaddressed
because the algorithm has been tested on a small number of functions, and the starting
points are close to the solution. The only way to evaluate an optimization algorithm is
to test it on a collection of functions that have different structures and characteristics and
belong to various optimization classes [28]. Moré et al. [27], present a large collection
of test functions that is designed carefully for evaluating the reliability and robustness of
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unconstrained optimization software. The collection covers systems of nonlinear equations,
nonlinear least squares, and unconstrained optimization.
In addition, motivated by most of the developments that were contributed in propos-
ing new variants of the NM algorithm, have been focused on controlling the step sizes of
the simplex in different landscape. In our opinion, there is no real analysis about how effi-
cient a solver of the NM algorithm relative to the other well-known solvers. This is the first
attempt has been presented a new definition of the simplex optimization since the algorithm
was developed in 1965, incorporating the non-isometric reflections with a rotation property
to handle different landscape of mathematical problems. This research has diagnosed the
problem of the NM algorithm in high dimension. There is nothing special about the NM
algorithm, but the algorithm uses linear equations (reflection, expansion, contraction, and
reduction) to solve non-linear equations. If we force the simplex to follow linear move-
ments then the movements of the simplex are linear. This kind of approach might work
well in low dimensional problems. However, using similar approach to handle high dimen-
sional problems, particularly more than 10, is not useful. Because after few iterations the
simplex becomes ineffective and some of the points come close to each others.
1.3 Contributions of the Proposed Research
In this work, we propose revolutionary operations of trigonometric simplex designs
of the standard Nelder Mead simplex optimization algorithm (NM) (1965) for high-dimensional
problems. Unlike the traditional hyperplanes simplex of the NM, the proposed simplex al-
lows the components of the reflected vertex to fragment into multiple triangular simplexes
and performs different operations of the proposed algorithm. Thus, the resulting solvers
of triangular simplexes not only extract different non-isometric reflections of the proposed
algorithm but also perform rotation through angles specified by the collection of features
of the reflected vertex parameters in the hyperplane of the remaining vertices. The contri-
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butions of this study include the following:
1. We propose a sequence of triangular simplex designs. Instead of launching one
complicated simplex, we break it down into multiple triangular simplexes that work
sequentially to optimize the individual components of mathematical problems.
2. We present a solid mathematical way to analyze the algorithm based on the vector
theory, and to understand why the traditional NM algorithm fails to make further
progress or gets trapped in local minima.
3. Based on our mathematical analysis, we incorporate the non-isometric reflections
with a rotation property, allowing the reflected point to execute different operations
of the proposed algorithm.
4. There is no reduction step in the proposed algorithm, we added two operations to
the algorithm instead. The new two operations are reduction from good vertex to
best vertex and reduction from worse vertex to best vertex.
5. We introduce a new sequence of operations, which turns out to be easier than the
sequence of the standard NM.
6. We expect that the new properties of the algorithm make it appropriate for high-
dimensional unconstrained optimization applications.
7. We propose a novel mathematical model for further development of robust, reliable,
and efficient software for practical intrusion detection applications.
8. The proposed design provides a new platform for developing a compressed fea-
ture extraction based on imposing sparsity regularization on the weights, not the
activations.
5
9. In addition, we use multiple sequences of trigonometric simplex designs as an op-
timizer to tune hyperparameters of the proposed sparse autoencoder that include
number of nodes in the hidden layer, learning rate of the hidden layer, and learning
rate of the output layer.
6
CHAPTER 2: BACKGROUND AND LITERATURE
SURVEY
2.1 Introduction
The focus of this chapter is to survey the existing, techniques, software, and methods
that were mainly developed based the NM algorithm. This chapter is organized as follows.
Firstly, we define a framework to differentiate between similar algorithms and present two
recently published papers related to our work. Next, we present a mathematical analysis of
the NM algorithm based on the vector theory. Finally, we describe the theory of HNM and
demonstrate how the algorithm manages to find a minimum.
2.2 Related Work
We demonstrate two recently improved NM algorithms regarding to the development
of the algorithm. The purpose of doing that is to compare the developed algorithm to the
state of the art algorithms and to validate experimental results accordingly. The algorithms
use different mechanisms to measure efficiency and reliability: counting the number of
function evaluations, and timing the algorithm. However, in our opinion, that is not enough
to differentiate between similar algorithms. For example, it is important to know how many
simplexes are being generated to reach an optimal value, and to know how the algorithm
is capable of orienting the simplex towards the optima. That necessitates a comprehensive
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framework that combines all the mentioned mechanisms together in order to obtain an
objective comparison between similar algorithms.
A significant contribution to the NM algorithm was introduced by Gao and Han in
2012. They found a descent property effect on the step size which the new simplex has
to make to replace the old one [29]. That explains why the standard NM is inefficient
when the number of variables is more than two. The new implementation requires the
expansion, contraction, and shrinkage operations of the NM algorithm to change adaptively
while changing the dimensions to the optimization problems [30]. This makes the amount
of simplex movement depend on the number of parameters being examined. The new
algorithm, with the adaptive operations, outperforms the standard NM when the algorithm
is tested on Moré et al. benchmark [29].
A modern contribution to the simplex optimization was done by Fejfar et al. (2017)
[31], hybridizing NM with a genetic programming. The new research is considerable be-
cause it evolves NM genetically and produces deterministic simplexes that move biologi-
cally to locate an optima, rather than a stochastic genetic algorithm or a NM restricted to
one simplex at a time. This type of hybridizing between the two methods is designed to
increase the resolution of the genetic programming while looking for an optima because the
NM algorithm seeks to find a local minima at high resolution. The authors claim that the
shrinkage step of the standard NM could cause inconsistency because this is the only step
that does not return a single simplex, and indeed it moves all vertices toward the best point.
Therefore, they suggested that the reduction step includes exclusively the worst point and
inner contraction is used to perform the job. The genetically enhanced NM turns out to be
easier than the standard NM since it performs solely reflection, expansion, and inner con-
traction operations. However, outer contraction can be obtained by an iterative operation
of inner contraction and reflection. In addition, the team decided to add one more vertex
which is next to the second best. Since the new algorithm is population based, the center
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of gravity depends on only three points: best, second best, and second worse vertices. On
each iteration, three vertices are picked up to find the center of gravity and all the simplex
movements have to be performed along the line segment that is linking the worse vertex
and the center of gravity. The algorithm shows better accomplishment than the generic NM
on Moré et al. dataset.
2.3 The Nelder-Mead Algorithm
In this section, we review the original NM algorithm (1965), as presented by [31, 32,
33, 34, 35, 36], which is slightly different than the version published by Nelder and Mead
(1965). However, this change does not affect the basic concept of the NM, but illustrates
the confusion that appeared in the algorithm. The NM algorithm is a derivative-free method
that uses the concept of a simplex. The simplex is a geometric object defined by a formation
of n+1 vertices v1,v2, ...,vn+1in n−dimensional space as follows.
det =
v1 v2 ... vn+1
1 1 ... 1
 6= 0 (2.1)
This condition ensures that the vertices are randomly distributed throughout the prob-
lem space. For example, when n = 2, the simplex is triangular, when n = 3, the simplex
is a tetrahedron, and so on. Suppose that we need to specify the minimum of the function
f (x) that has n elements and without restrictions.
min f (x) (2.2)
Where f : Rn→ R is the cost function (CF), which is the problem that needs to be
solved, and x ∈ Rn is the parameter vector. To start the algorithm, we set up an initial
simplex of n+ 1 vertices. A possible way to initialize a simplex, as suggested by [13], is
to follow Pfefferś method. Based on the given starting point x0 of dimension n, the initial
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vertex is v1 = x0, and generate the reaming vertices as follows.
vi, j =

vi−1, j +δu ∗ vi−1, j if j = i−1 and vi−1, j 6= 0
δz if j = i−1 and vi−1, j = 0
vi−1, j if j 6= i−1
(2.3)
The positive constant coefficients of zero term delta δz and usual delta δu are selected
in a way that scales the initial simplex according to the characteristic lengths of the problem,
the points i = 2,3, ...,n+1, and the parameters j = 1,2, ...,n. The cost function f is found
at each extreme point (vertex) of the simplex, then the vertices are ordered with respect to
ascending CF values so that v1 is the best vertex and vn+1 is the worst vertex, vb = v1,vsw =
vn, and vw = vn+1.
Figure 2.1: The geometrical analysis for an NM algorithm.
Next, we calculate the center of gravity c (centroid) of the simplex, which is the
average of all the vertices except the worst point vw.
c =
1
n
n
∑
i=1
vi (2.4)
After finding c, the worst point vw, where f (vw) is largest, is reflected along the line
segment connecting c and vw, as seen in Figure 2.1, and replaced with a new vertex, by
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implementing one of four different linear equations or operations: reflection, expansion,
contraction, and reduction. In such operations, the same formula is applied to all these
values, but with a different standard coefficient µ .
vnew = c+µ(c− vw) (2.5)
vr = c+µr(c− vw) = c+1(c− vw) (Re f lection) (2.6)
ve = c+µe(c− vw) = c+2(c− vw) (Expansion) (2.7)
voc = c+µoc(c− vw) = c+o.5(c− vw) (Outer Contraction) (2.8)
vic = c+µic(c− vw) = c−o.5(c− vw) (Inner Contraction) (2.9)
Algorithm 1: The logical decisions for one iteration of the standard Nelder-Mead algorithm.
Sort the simplex’s vertices descending, f (v1)≤ f (v2)≤ ...≤ f (vn+1), vb = v1,vsw = vn, and vw = vn+1
Compute f (vr)
if f (vr)< f (vsw) then
Case1: (either Reflection or Expansion)
else
Case2: (either Contraction or Shrinkage)
end if
Case1: Case2:
if f (vr)< f (vb) then if f (vr)< f (vw) then
Compute f (ve) Compute f (voc)
if f (ve)< f (vr) then if f (voc)< f (vw) then
Replace vw with ve Replace vw with voc
else Compute f (vic)
Replace vw with vr else if f (vic)< f (vw) then
end if Replace vw with vic
else else
Replace vw with vr Shrinkage
end if end if
end if
If both the reflection and the contraction steps are rejected for not finding a better
vertex, then the simplex is shrunk.
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vi = vb−µs
n+1
∑
i=2
(vb− vi) = vb−0.5
n+1
∑
i=2
(vb− vi) (Reduction or Shrinkage) (2.10)
A new simplex is formed through replacing the worst vertex with a new one. The
process of generating the sequence of simplexes, which might have different shapes, is con-
tinued, until the minimum point coordinates are found by one of the vertices of the simplex.
The steps for how the NM method allocates a minimum point is given in Algorithm 1.
2.4 Hassan-Nelder-Mead Algorithm
We present in this section a theory of Hassan Nelder Mead (HNM) [37, 38], and de-
scribe the significance of the new, dynamic properties of the algorithm that make it appro-
priate for unconstrained optimization problems. The proposed simplex allows components
of the next, generating vertex to be adaptive to different operations, based on the CF val-
ues. That is not the situation; as though, for the traditional NM algorithm, which forces the
whole components of the simplex to execute a single operation such as expansion. When
the resulting, next simplex is deformed by different operations, it gives the simplex sim-
ilar reflections to that of the NM downhill algorithm, but with rotation through an angle
determined by the collection of operations. As a consequence, the generating sequence of
simplexes is guaranteed that not only they have different shapes, but also they have dif-
ferent directions, to search the complex landscapes of mathematical problems to perform
better efficiency.
To initialize a simplex of HNM algorithm, an amendment to the Pfefferś method has
to be considered in order to be consistent with the new features of the algorithm, as follows.
vi, j =
 vi−1, j +δu ∗ vi−1, j if vi−1, j−1 6= 0δz if vi−1, j−1 = 0 (2.11)
The values for usual delta δu is 0.05, for zero term delta δz is 0.00025, for points are
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i = 2, ...,5, and for elements are j = 1,2, ...,n.
In general, HNM method consists of five vertices: a simplex (three vertices), a thresh-
old, and a storage. Even though the simplex of HNM has only three vertices, it is capable
of handling a mathematical function that has more than two dimensions. For example, in
case of a two dimensional problem, both of the vertex and the point have two components;
once we deal with a three dimensional problem, we need to add one component to each
of the three vertices. In particular, the HNM algorithm uses multiple triangular simplexes
(each simplex represents one component of a function), which work separately to optimize
the individual components. Thus, the geometrical shape of the simplex is still a triangu-
lar, even we expanded the vertices in the example above with an additional component.
That is to clarify why there is no need to expand our simplex further when dealing with
high-dimensional problems (more than two). The other two vertices are needed from pro-
graming point of view. The need for a threshold is that when the algorithm reflects the
worst point to find a better one, the new point will not replace the worst vertex. Instead,
it will replace the current threshold, until all axial combinations of the vertices are carried
out, to see if the new vertex is a good candidate to replace the worst vertex or not. While,
the need for the storage is to maintain the existing threshold because there is no guarantee
when the algorithm reflects the worst vertex, a better threshold can be found.
Before discussing how the HNM algorithm finds the coordinates of a minimum point,
let us display a compact, mathematical way to analyze the HNM algorithm based on the
vector theory, and understand why the original NM fails in some instances to make further
improvements or gets trapped in local minimum. For example, suppose there is a function
f that needs to find the minimum. The function f (x,y) is calculated at the vertices, which
are arranged ascending with respect to the CF values, such that.
vb = v1(x1,y1),vsw = v2(x2,y2),and vw = v3(x3,y3) (2.12)
The construction process of the HNM algorithm uses three midpoints: M,S,C1, as
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Figure 2.2: The geometrical analysis for an HNM algorithm based on vector theory.
seen in Figure 2.2, they can be found by calculating the average coordinates of the line
segments connecting (vb and vsw), (vb and vw), and (vw and M) respectively. Hence to
simplify the problem, our analysis depends on the combination of x−components and
y−components (if there are more components we append the midpoints with additional
axial components), to satisfy,
M(x4,y4) =
vb + vsw
2
=
(
x4 =
x1 + x2
2
,y4 =
y1 + y2
2
)
(2.13)
S(x5,y5) =
vb + vw
2
=
(
x5 =
x1 + x3
2
,y5 =
y1 + y3
2
)
(2.14)
C1(x6,y6) =
M+ vw
2
=
(
x6 =
x1 + x3
2
,y6 =
y1 + y3
2
)
(2.15)
Note that to find the reflected point vr, as it is possible from Figure 2, it can be
achieved if we add the vectors M and d. The vector formula is below.
vr = M+d = M+(M− vw) = 2M− vw = (2x4− x3,2y4− y3) (16)
14
A similar process could be used to find ve, vic, and voc. The formulas are below.
ve = M+2d = M+2(M− vw) = 3M−2vw = (3x4−2x3,3y4−2y3) (2.16)
vic =C1 = (x6,y6) (2.17)
voc =C2 = M+d1 = M+(M−C1) = 2M−C1 = (2x4− x6,2y4− y6) (2.18)
Hence, HNM algorithm does not have a shrinkage step; instead, two operations are
added to the algorithm: shrink from worse to best vrw and shrink from good to best vrg.
The formulas are below.
vrg = M = (x4,y4) (2.19)
vrw = S = (x5,y5) (2.20)
Algorithm 2: The logic-based steps for a component of the HNM algorithm.
Sort the simplex’s vertices, f (v1)≤ f (v2)≤ ...≤ f (v5) so that vb = v1,vsw = v2,vw = v3, vth = v4
and vst = v5
Compute f (vr)
if f (vr)< f (vth) then
Case1: (either Reflection or Expansion)
else
Case2: (either Contraction or Shrinkage)
end if
Case1: Case2:
Compute f (ve) Compute f (voc)
if f (ve)< f (vr) then if f (voc)< f (vth) then
Update vth with ve Update vth with voc
else else if f (vic) < f (vth)
Update vth with vr Update vth with vic
end if else if f (vrg) < f (vth)
Update vth with vrg
else if f (vrw) < f (vth)
Update vth with vrw
end if
It is noteworthy to mention that a combination of x−components of the HNM al-
gorithm behaves exactly like a triangular simplex of the NM algorithm. The solution is
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always implicit on the line connecting M and vw. Now, if we consider two combinations
or more, then the simplex as in the case of the HNM algorithm adapts to the various op-
erations of the algorithm, so that the HNM algorithm’s solution does not just reflect the
opposite face of the simplex through the worse vertex, but rotate the reflected simplex
through an angle, determined by the collection of operations. For example, suppose we
need to find the minimum for the function f (x,y). The solution of the NM algorithm may
come to be reflection in x and y, whereas the solution of the HNM algorithm may come
to be reflection in x but expansion in y. It can be a set of any two operations of the HNM
algorithm. In fact, the HNM algorithm is designed to deform its simplex in a way that
enables the algorithm to adapt to the high-dimensional features of mathematical problems,
for better performance.Finally, the logical decisions of how the HNM allocate a minimum
are explained in Algorithm 2.
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CHAPTER 3: TESTING UNCONSTRAINED
OPTIMIZATION APPLICATIONS
3.1 Introduction
In this chapter, we present the basic testing procedures that define the mechanisms to
differentiate between similar algorithms, which are accuracy of the algorithm compared to
the actual minima, timing the algorithm (in second), counting number of function evalua-
tions, and counting number of simplex evaluations. Another significant factor is considered
in this research, is the characteristics of the test functions that are exposed to an algorithm,
to evaluate and distinguish between similar algorithms. According to Moré et al. [27],
testing the reliability and robustness of an optimization algorithm has not been addressed
in the literature because most of the testing procedures are small or the starting points are
close to the solution. To address this need, Moré et al. have introduced a relatively large
collection of different optimization functions, and designed guidelines for evaluating the
reliability and robustness of unconstrained optimization software. The features of the test
functions cover three areas: nonlinear least squares, unconstrained minimization, and sys-
tems of nonlinear equations. In addition, this chapter shows comparisons to two recently
published algorithms, including adaptive NM and genetic NM algorithms.
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3.2 Comparing HNM and ANMS on the Standard Function Set
A significant contribution to the NM algorithm was introduced by Gao and Han
(2012). They proposed to change the standard coefficient µ values adaptively based on
the dimension of mathematical problems n, and only for three operations: contraction,
expansion, and shrinkage. The modified coefficient values are chosen as.
µr = 1, µe = 1+
1
n
, µc = 0.75−
1
2n
, and µs = 1−
1
n
(3.1)
The authors pointed out that when the diameter of the simplex is too small, the ef-
ficiency of contraction and expansion operations diminishes in high dimension. Based on
a previous study introduced by Torczon [14], they proved mathematically that the inef-
ficiency of the standard NM in high-dimensional problems is because the algorithm per-
forms a larger number of reflection steps as it approaches a minimum, particularly n > 2.
Therefore, the new implementation of the NM was proposed to reduce the probability of
using large number of reflection steps and avoiding the rapid reduction in the simplex di-
ameter. Thus, the well-scaled quadratic function, f (x) = xT .x, with various dimension,
n = 2,4, ...,100, and starting vertex, x0 = [1,1, ...,1]T ∈ Rn, were used to verify the effect
of dimensionality on the standard NM and the adaptive NM. The stopping criteria should
meet one of the following three points: | fi− f1| ≤ 10−8, where f1 is the function value at
the starting point, and i = 2,3, ...,106, number of iterations ≤ 106, and number of function
evaluations ≤ 106.
The results of the NM and adaptive NM algorithms are plotted in Figure 3.1, based
on [29]. As shown from the figure part−A, the NM uses an excessive number of reflec-
tion steps, particularly when the algorithm moves to handle high dimension. Whereas,
ANMS shows an extraordinary decrease and fluctuating response due to the adaptive step
size of the simplex for different operations of the algorithm. In contrast with both, HNM
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Figure 3.1: The percentage of the use of reflection steps relative to other processes for
NM, ANMS, and HNM algorithms when testing on, A−quadratic function, B−Rosenbrock
function.
appears a significant decrease of using reflection operations and a steady response along
the dimension axis, confirming that the property of rotating the simplex through an angle
follows the same patterns when exploring the same features of the mathematical functions
− regardless of the number of dimension. Another careful study reveals that the results of
the extended rosenbrock function shown in figure 3.1 part−B. The HNM algorithm uses
significantly fewer number of reflection steps than the ANMS algorithm in high dimension.
On the other hand, the simplex of the ANMS algorithm, even with the adaptive coefficient
values µ , did not use the advantage of the expansion and contraction operations that have
been introduced by Nelder and Mead to handle curved valleys function. It seems that the
behavior of the simplex of the ANMS and Spendley algorithms are similar when handling
rosenbrock function, particularly n≥ 50.
Another investigation is utilized to assess the efficiency of the HNM and the adaptive
NM algorithms on badly-scaled convex functions, which has been modified by Gao and
Han [29]. The function we consider to find the minimum is shown below.
min f (x) = xT Dx+σ(xT Bx)2 (3.2)
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Where B and D are positive matrices that take the following forms.
D = diag([(1+ ε),(1+ ε)2, ...,(1+ ε)n]) (3.3)
B =UTU, U =

1 . . . 1
... . . .
...
1 . . . 1
 (3.4)
Where σ ≥ 0 is a scalable parameter that determines the values of the matrix D,
ε ≥ 0 is a scalable parameter that controls the deviation of the quadratic portion of the
function f (x), and n is the number of dimension. The starting simplex is [1,1, ...,1]T . In
the experimental test, the parameter values are chosen (ε,σ) = (0,0), (0,0.0001), (0.05,0)
and (0.05,0.0001) respectively. The algorithm is terminated when the number of function
evaluations exceed 106. The numerical results are summarized in Table 3.1.
Table 3.1: A performance evaluation of the HNM and Adaptive NM algorithms on the
uniformly convex function.
(ε,σ ,n) ANMS HNM Actual Minima
Accuracy
(Function Evaluation)
Accuracy
(Function Eva.) (Simplex Eva.) (Time sec)
(0, 0, 10) 5.9143. . . 10−9 2.1032. . . 10-301 0.0
(898) (40465) (1228) (0.0468)
(0, 0, 20) 1.1343. . . 10−8 0.0 0.0
(2259) (89381) (1333) (0.2343)
(0, 0, 30) 1.5503. . . 10−8 0.0 0.0
(4072) (148198) (1427) (0.6249)
(0, 0, 40) 1.7631. . . 10−8 2.3075. . . 10-212 0.0
(7122) (131675) (954) (0.4531)
(0, 0, 50) 2.0894. . . 10−8 1.4049. . . 10-251 0.0
(9488) (186554) (1103) (0.7968)
(0, 0, 60) 3.5012. . . 10−8 2.9410. . . 10-218 0.0
(13754) (187109) (912) (0.9062)
(0, 0.0001, 10) 1.4603. . . 10−8 4.8700. . . 10-301 0.0
(1088) (39636) (1210) (0.1320)
(0, 0.0001, 20) 2.8482. . . 10−8 7.3553. . . 10-282 0.0
(4134) (76034) (1148) (0.4593)
(0, 0.0001, 30) 4.0639. . . 10−8 0.0 0.0
(13148) (148375) (1428) (2.1484)
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(0, 0.0001, 40) 9.3001. . . 10−8 7.1417. . . 10-198 0.0
(21195) (105912) (810) (1.3428)
(0, 0.0001, 50) 8.1755. . . 10−8 6.0011. . . 10-170 0.0
(42403) (112148) (696) (1.7601)
(0, 0.0001, 60) 1.0557. . . 10−6 4.9407. . . 10-218 0.0
(59626) (183574) (902) (3.4754)
(0.05, 0, 10) 9.0552. . . 10−9 2.4269. . . 10-211 0.0
(910) (27513) (850) (0.0781)
(0.05, 0, 20) 1.8433. . . 10−8 5.1226. . . 10-236 0.0
(2548) (63077) (960) (0.3124)
(0.05, 0, 30) 2.6663. . . 10−8 0.0 0.0
(5067) (136524) (1350) (1.2987)
(0.05, 0, 40) 3.6816. . . 10−8 2.9619. . . 10-242 0.0
(8598) (125731) (968) (1.2329)
(0.05, 0, 50) 6.7157. . . 10−8 6.8064. . . 10-247 0.0
(13167) (164956) (1018) (1.9201)
(0.05, 0, 60) 6.8945. . . 10−8 1.8043. . . 10-180 0.0
(20860) (148225) (752) (2.0896)
(0.05, 0.0001, 10) 6.0454. . . 10−9 2.3857. . . 10-211 0.0
(994) (28223) (865) (0.0937)
(0.05, 0.0001, 20) 1.5249. . . 10−8 4.9788. . . 10-236 0.0
(3788) (63655) (967) (0.3749)
(0.05, 0.0001, 30) 4.0331. . . 10−8 0.0 0.0
(10251) (135636) (1344) (1.5337)
(0.05, 0.0001, 40) 5.7407. . . 10−8 1.0577. . . 10-242 0.0
(18898) (127958) (978) (1.4688)
(0.05, 0.0001, 50) 4.7431. . . 10−7 2.9410. . . 10-218 0.0
(37282) (187109) (912) (0.9062)
(0.05, 0.0001, 60) 2.0786. . . 10−7 1.8043. . . 10-180 0.0
(61259) (148225) (752) (2.6720)
Let us take a comprehensive examination at the results of the proposed algorithm.
The HNM generates a larger number of simplex evaluations, only if the algorithm could
obtain a higher accuracy; and there is no effect observed of the dimension of the function
on the response of the HNM algorithm. For instance, it is noticed that the simplex eval-
uations that are produced on the values (0,0,20), (0,0,30), (0,0.0001,30), (0.05,0,30)
and (0.05,0.0001,30), to reach the optimum, are the largest because we have achieved the
highest accuracy on these values compared to the others. The lowest accuracy, however,
always leads to fewer numbers of simplex evaluations like (0.05, 0.0001, 60). In fact, this
indicates that the HNM algorithm is not sensitive to the number of parameters processed
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when dealing with functions that have similar mathematical features. On the contrary, this
is not the behavior of the ANMS algorithm, where the performance of the algorithm de-
creases when the dimension gets higher. Another important property of the HNM observed,
is that the algorithm achieves a higher degree of accuracy for high dimension than for less.
For example, see (0, 0, 60) compared to (0, 0, 40), (0, 0.0001, 60) compared to (0, 0.0001,
50), (0.05, 0, 50) compared to (0.05, 0, 10), and (0.05, 0.0001, 50) compared to (0.05,
0.0001, 10) because we do not have any control over the set of operations that should be
selected by the algorithm to form the next simplex.
Table 3.2: Testing the HNM and adaptive NM algorithms on the standard Moré et al.
function set.
Test Function (n) Adaptive NM HNM Actual Minima
Accuracy
(Function Ev.)
Accuracy
(Function Ev.) (Simplex Ev.) (Time)
Brown badly scaled (2) 2.0036. . . 10−9 0.0 0.0
(275) (1512) (201) (0.0001)
Rosenbrock (2) 8.1777. . . 10−10 0.0 0.0
(159) (6963) (799) (0.0155)
Freudenstein and Roth (2) ∗ 48.9842 48.9842
∗ (477) (56) (0.0001)
Beale (2) 1.3926. . . 10−10 0.0 0.0
(107) (2418) (235) (0.0060)
Jennrich and Sampson (2) ∗ 124.362 124.362
∗ (295) (27) (0.0001)
Chebyquad (2) 1.4277. . . 10−8 0.0 0.0
(57) (1161) (148) (0.0050)
Powell badly scaled (2) 1.4223. . . 10−17 0.0 0.0
(700) (12530) (1249) (0.0155)
Helical valley (3) 2.6665. . . 10−4 5.5715. . . 10-29 0.0
(224) (32627) (2932) (0.0468)
Bard (3) ∗ 8.2148. . . 10-3 8.2148. . . 10−3
∗ (1882) (116) (0.0001)
Gaussian (3) 1.2330. . . 10−8 1.1279. . . 10-8 1.1279. . . 10−8
(70) (468) (42) (0.0155)
Meyer (3) ∗ 87.9484 87.9458
∗ (3766160) (357190) (10.2505)
Box 3D (3) 7.5589. . . 10−2 9.4096. . . 10-29 0.0
(424) (516491) (51000) (0.5156)
Kowalik and Osborne (4) ∗ 3.0750. . . 10-4 3.0750. . . 10−4
∗ (15760) (1075) (0.0937)
Wood (4) 9.1293. . . 10−9 8.3569. . . 10-29 0.0
(711) (11637) (693) (0.0155)
22
Brown and Dennis (4) 85822 85822.2 85822.2
(405) (1594) (82) (0.0156)
Powell singular (4) 1.7814. . . 10−7 6.9169. . . 10-323 0.0
(353) (61333) (4279) (0.0624)
Extended Rosenbrock (4) 8.1777. . . 10−10 0.0 0.0
(159) (41754) (3149) (0.0312)
Trigonometric (4) 3.0282. . . 10−4 2.9714. . . 10-202 0.0
(197) (9437) (760) (0.0156)
Variably dimensioned (4) 5.0684. . . 10−9 9.013. . . 10-24 0.0
(542) (1856) (120) (0.0001)
Brown almost linear (5) ∗ 1.7990. . . 10−28 0.0
∗ (17620) (900) (0.0155)
Osborne 1 (5) ∗ 5.854. . . 10−5 5.4648. . . 10−5
∗ (1077857) (60000) (6.0612)
Watson (6) 2.2877. . . 10-3 2.2887. . . 10−3 2.2876. . . 10−3
(1846) (1887646) (83813) (35.1947)
Biggs EXP6 (6) 5.5203. . . 10-13 9.5504. . . 10−8 0.0
(3923) (1143461) (49000) (4.0632)
Penalty I (4) 2.2500. . . 10−5 2.2499. . . 10-5 2.2499. . . 10−5
(1436) (608611) (39732) (0.6093)
Penalty II (4) 9.4755. . . 10−6 9.3762. . . 10-6 9.3762. . . 10−6
(197) (28822754) (1877625) (48.84)
Penalty II (10) 2.9366. . . 10-4 2.9626. . . 10−4 2.9366. . . 10−4
(9741) (1556688) (30000) (6.0156)
Penalty I (10) 7.0877. . . 10-5 7.6334. . . 10−5 7.0876. . . 10−5
(5410) (716) (20) (0.0001)
Discrete boundary (10) 1.0388. . . 10−7 3.4543. . . 10-26 0.0
(1029) (978531) (28400) (2.5400)
Discrete boundary (20) 3.1789. . . 10-10 7.1008. . . 10−8 0.0
(7535) (1868130) (26200) (8.8801)
Discrete boundary (30) 3.0035. . . 10−5 9.9990. . . 10-7 0.0
(3860) (2195921) (18878) (14.9849)
Discrete boundary (40) 1.6110. . . 10−5 9.9468. . . 10-6 0.0
(1029) (14950) (65) (0.2030)
Discrete boundary (50) 8.8601. . . 10−6 5.7006. . . 10-6 0.0
(1905) (11858) (40) (0.2187)
Discrete boundary (60) 5.3085. . . 10−6 3.5905. . . 10-6 0.0
(2125) (7922) (22) (0.2187)
Discrete integral (10) 9.5926. . . 10−9 5.0031. . . 10-30 0.0
(774) (6243) (167) (0.0468)
Discrete integral (20) 1.0826. . . 10−8 6.2216. . . 10-23 0.0
(3320) (12686) (171) (0.3906)
Discrete integral (30) 2.1107. . . 10−8 8.6885. . . 10-26 0.0
(8711) (18545) (167) (1.2969)
Discrete integral (40) 4.0741. . . 10−8 9.3356. . . 10-20 0.0
(18208) (21829) (143) (2.8625)
Discrete integral (50) 4.7628. . . 10−8 2.2179. . . 10-26 0.0
(25961) (28883) (152) (5.8127)
Discrete integral (60) 2.2644. . . 10−8 9.2152. . . 10-15 0.0
(38908) (19539) (86) (5.7215)
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Broyden tridiagonal (10) 2.5511. . . 10−7 5.8671. . . 10-30 0.0
(740) (12707) (320) (0.0312)
Broyden tridiagonal (20) 2.9158. . . 10−7 9.0472. . . 10-30 0.0
(3352) (29731) (350) (0.0937)
Broyden tridiagonal (30) 3.6927. . . 10−7 8.2534. . . 10-29 0.0
(11343) (56107) (430) (0.2187)
Broyden tridiagonal (40) 4.4076. . . 10−7 4.8270. . . 10-15 0.0
(23173) (36714) (210) (0.2187)
Broyden tridiagonal (50) 5.0978. . . 10−7 3.9056. . . 10-28 0.0
(42013) (79970) (370) (0.5000)
Broyden tridiagonal (60) 7.1834. . . 10−7 4.9796. . . 10-28 0.0
(64369) (107131) (410) (0.7662)
Broyden banded (10) 2.2149. . . 10−7 8.0296. . . 10-31 0.0
(741) (11711) (291) (0.0468)
Broyden banded (20) 5.1925. . . 10−7 6.6213. . . 10-31 0.0
(1993) (35617) (453) (0.1875)
Broyden banded (30) 6.4423. . . 10−7 9.2296. . . 10-30 0.0
(3686) (50482) (426) (0.3947)
Broyden banded (40) 1.0892. . . 10−6 7.6307. . . 10-30 0.0
(6060) (76731) (480) (0.8380)
Broyden banded (50) 1.2359. . . 10−6 5.6685. . . 10-30 0.0
(8357) (96263) (480) (1.4372)
Broyden banded (60) 1.0002. . . 10−6 6.4886. . . 10-27 0.0
(10630) (95163) (400) (1.8118)
Trigonometric (6) 1.8442. . . 10−9 4.3269. . . 10-117 0.0
(437) (10618) (501) (0.0468)
Trigonometric (10) 2.7952. . . 10−5 3.2619. . . 10-263 0.0
(961) (42592) (1200) (0.2812)
Trigonometric (20) 1.3504. . . 10−6 8.8176. . . 10-145 0.0
(4194) (47431) (657) (2.0329)
Trigonometric (30) 9.9102. . . 10−7 4.7790. . . 10-131 0.0
(8202) (62440) (606) (3.2812)
Trigonometric (40) 1.5598. . . 10−6 6.5020. . . 10-228 0.0
(17674) (136943) (967) (24.6738)
Trigonometric (50) 3.6577. . . 10−7 4.5153. . . 10-239 0.0
(19426) (194040) (1063) (52.9998)
Trigonometric (60) 9.6665. . . 10−7 1.8885. . . 10-152 0.0
(31789) (119524) (611) (49.4998)
Extended Rosenbrock (6) 1.3705. . . 10−9 0.0 0.0
(1833) (19645) (799) (0.0312)
Extended Rosenbrock (8) ∗ 0.0 0.0
∗ (25986) (799) (0.0781)
Extended Rosenbrock (10) ∗ 0.0 0.0
∗ (32342) (799) (0.1093)
Extended Rosenbrock (12) 3.3974. . . 10−9 0.0 0.0
(10015) (38668) (799) (0.0780)
Extended Rosenbrock (24) 4.2591. . . 10−9 2.4299. . . 10-27 0.0
(50338) (1316486) (9650) (3.8439)
Extended Rosenbrock (30) 5.4425. . . 10−9 7.5132. . . 10-10 0.0
(156302) (5004910) (35000) (18.0038)
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Extended Rosenbrock (36) 1.6616. . . 10−8 3.7628. . . 10-28 0.0
(119135) (122109) (700) (0.5937)
Extended Rosenbrock (100) ∗ 3.7959. . . 10-4 0.0
∗ (17851123) (35000) (210.1211)
Osborne 2 (11) ∗ 4.0137. . . 10-2 4.0137. . . 10−2
∗ (24701) (589) (1.6059)
Extended Powell singular (12) 3.9417. . . 10−8 8.7476. . . 10-304 0.0
(25961) (267683) (5459) (0.3437)
Extended Powell singular (24) 4.8767. . . 10−7 5.6890. . . 10-278 0.0
(11156) (517754) (5370) (1.2008)
Extended Powell singular (40) 9.9115. . . 10−6 6.4638. . . 10-219 0.0
(38530) (705169) (4310) (2.6560)
Extended Powell singular (60) 1.9181. . . 10−5 9.8555. . . 10-178 0.0
(71258) (804590) (3350) (4.4622)
Extended Powell singular (100) ∗ 6.5268. . . 10-144 0.0
∗ (1293629) (3090) (12.9966)
Variably dimensioned (6) 5.9536. . . 10−9 0.0 0.0
(1170) (4173) (168) (0.0312)
Variably dimensioned (12) 8.6227. . . 10−9 4.3026. . . 10-27 0.0
(4709) (9198) (180) (0.0468)
Extended Rosenbrock (18) 4.2290. . . 10−9 9.5323. . . 10-23 0.0
(29854) (3424010) (45200) (7.6566)
Variably dimensioned (24) 1.1237. . . 10−8 3.9643. . . 10-19 0.0
(35033) (10419) (111) (0.0625)
Variably dimensioned (30) 1.5981. . . 10−8 4.2881. . . 10-24 0.0
(67717) (17190) (143) (0.1093)
Variably dimensioned (36) 1.8116. . . 10−8 1.4958. . . 10-10 0.0
(209340) (9782) (69) (0.0937)
Linear−full rank (2) ∗ 2.0000 2.0
∗ (101) (16) (0.0039)
Linear−full rank (6) ∗ 2.0000 2.0
∗ (329) (18) (0.0040)
Linear−full rank (10) ∗ 2.0000 2.0
∗ (545) (18) (0.0155)
Linear−rank 1 (2) ∗ 0.2000 0.2
∗ (194) (19) (0.0001)
Linear−rank 1 (6) ∗ 1.1538 1.1538
∗ (888) (27) (0.0001)
Linear−rank 1 (10) ∗ 2.1428 2.1428
∗ (1043) (20) (0.0155)
To examine the performance of the ANMS and HNM algorithms on a wide range of
optimization problems, numerical experiments are conducted on the standard test problems
of Moré et al [28], and summarized in Table 3.2. As the experiments demonstrated, the
results show the importance of those dynamical, selective operations are on the ability of
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the proposed simplex to change its size and orientation and to obtain the best accuracy for
most of the test problems. It has been also observed that the HNM algorithm was successful
in following curved valleys functions like Rosenbrock. In addition, the test shows that the
algorithm is able to generate the same number of simplex evaluations to reach the exact
minimum for Rosenbrock (2, 6, 8, 10, and 12). While, for Rosenbrock (100), the behavior
of the algorithm appeared a rapid decrease in the accuracy. For the systems of nonlinear
equations, the performance of the HNM is noticed to satisfy the best observed results for
Rosenbrock (2, 4, 6, 8, 10, 12, 24, 30, 36 and 100), Powell singular (4, 12, 18, 24, 30,
60, and 100), Powell badly scaled (2), Wood (4), Helical valley (3), Chebyquad (2), Brown
almost linear (5), Discrete boundary (10, 20, 30, 40, 50 and 60), Discrete integral (10, 20,
30, 40, 50 and 60), Trigonometric (4, 6, 10, 20, 30, 40, 50, and 60), Variably Dimensioned
(4, 6, 12, 18, 24, 30, and 36), Broyden tridiagonal (10, 20, 30, 40, 50, and 60), and Broyden
banded (10, 20, 30, 40 50, and 60). Whereas, a few cases where ANMS algorithm successes
to reach a higher solution: Watson (6) and Discrete boundary (20).
For the nonlinear least squares equations, we observe from this table that the HNM
algorithm is always able to find a good approximation for the problems Linear−full rank
(2, 6, and 10), Linear−rank 1 (2, 6, and 10), Rosenbrock (2, 4, 6, 8, 10, 12, 24, 30, 36
and 100), Powell singular (4, 12, 18, 24, 30, 60, and 100), Freudenstein and Roth (2),
Bard (3), Kowalik and Osborne (4), Meyer (3), Box 3D (3), Jennrich and Sampson (2),
Brown and Dennis (4), Osborne 1 (5), and Osborne 2 (11). For the unconstrained mini-
mization, the HNM algorithm substantially outperforms the ANMS algorithm for this set
of the functions: Helical valley (3), Powell badly scaled (2), Box three-dimensional (3),
Variably dimensioned (4, 6, 12, 18, 24, 30, and 36), Gaussian (3), Penalty I (4), Penalty
II (4), Brown badly scaled (2), Trigonometric (10, 50, and 60), Extended Rosenbrock (2,
4, 6, 8, 10, 12, 24, 30, 36 and 100), Extended Powell singular (4, 12, 18, 24, 30, 60, and
100), Beale (2), Wood (4), and Chebyquad (2). Overall, after testing the HNM algorithm
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on a relatively large set of mathematical functions that belong to different optimization cat-
egories, it can be inferred that the algorithm is not tuned to particular functions. However,
we note that the HNM algorithm seems to need significantly more function evaluations
than the ANMS algorithm.
As it has known that the selective simplex of the HNM algorithm tries to elevate the
dependency among function parameters, allowing the simplex to perform different opera-
tions of the HNM algorithm. However, in some kinds of optimization problems, because
of the dependency it is found that a sequence of triangular simplexes achieves a better per-
formance if we force the sequence to perform a linear movement (meaning all parameters
of the reflected vertex have to perform one operation). It also affects what type of mathe-
matical relationship is available such as linear or nonlinear (polynomial, exponential, log-
arithmic, or trigonometric). Although the selective simplex achieves high performance on
well-scaled and bad scaled quadratic functions, it gets stuck and cannot proceed in some
landscape of mathematical problems. Therefore, it was observed that to gain a higher ac-
curacy on Moré et al. dataset, we need to force the simplex in some instances to follow
one type of operations. This condition was rarely used and needed for Rosenbrock, Powell
badly scaled, Beale, Chebyquad, Box 3D, Penalty I, Penalty II, Brown and Dennis, Pow-
ell singular, Wood, Watson, Broyden banded, Discrete boundary, and Broyden tridiagonal
function. As a result, we allow the simplex to perform only one operation, but based on the
logical expression of HNM when no better threshold can be found by the selective simplex.
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Han and Neumann have studied the effect of dimensioality on the standard NM when
the objective function is strictly convex [12]. They found that the algorithm uses an infinite
number of expansion and contraction operations and the diameter of the simplex converges
to 0 as n −→ ∞. This complements the numerical experiments given by Torczon for the
reason that the standard NM becomes inefficient in high dimension [14]. If this idea is now
considered to investigate the percentage of use of different operations by a modified NM,
one comes to the fact that a successful contribution to the algorithm can be done, if the
modified one performs a moderate rate of reflection operations in order to benefit from the
expansion and contraction operations introduced by Nelder and Mead, and a moderate rate
of expansion and contraction operations in order to avoid the rapid reduction in the simplex
diameter.
A more comprehensive examination on the importance of particular operations of the
HNM algorithm is shown in Table 3.3. There are three operations were mainly executed
for all testing functions, which are reflection, expansion and inside contraction. If the per-
centage of executions distributes among the three essential operations, then the algorithm
has a great chance to allocate an optimal point within a moderate number of simplex eval-
uations. Whereas, if the rate of reflection operations is higher than 67 relative to the other
operations, the algorithm uses an excessive number of function evaluations. That explains
the poor performance of the algorithm when handling Watson, Penalty I, and Penalty II
functions. It has also been noticed that the HNM algorithm performs a moderate rate of
expansion and contraction operations relative to the others, reducing the chance of a rapid
reduction in the simplex diameter, and improving the reliability and robustness of the HNM
algorithm for large dimensional problems.
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3.3 Comparing the Results of HNM with GNM
Fajfar et al. (2017) [31], hybridized Nelder Mead algorithm with genetic program-
ming. The algorithm is population based simplexes that breed biologically over time to
evolve deterministic simplexes, which ensure that they get closer to an optima with every
new generation. The algorithm is designed to seek a global minima at high resolution. The
genetic simplexes’ programming structure is based on tree-syntax and is forming with a set
of terminals and functions together the primitive set; that is important to maintain consis-
tent type, function arguments and return values. The authors claim that the shrinkage step
of the standard NM could cause inconsistency, because this is the only step that does not
return a single vertex, and indeed it moves all vertices toward the best point. Therefore,
they suggested that the reduction step includes exclusively the worst point, and inner con-
traction is used to perform the job. The genetically enhanced NM turns out to be easier
than the standard NM since it performs solely reflection, expansion, and inner contraction
operations. However, outer contraction can be obtained by an iterative operation of inner
contraction and reflection. In addition, they have decided to add one more vertex to the set
of the NM algorithm, which is the vertex with respect to the second best vsb, so that the
center of gravity of simplex is calculated for each new iteration and includes three vertices:
best, second best, and second worse vertices. The new combination is: vb = v1 (best ver-
tex), vsb = v2 (second best vertex), vsw = vn (second worse vertex), and vw = vn+1 (worse
vertex). The GNM algorithm extracts four vertices out of a population to find the center
of gravity and all simplex movements is performed along the line segment connecting the
worse vertex of the population and the computed centeriod on each iteration. The experi-
ments have been run 20 times on 20 machines with a 2.66 GHz CPU Core i5; it took almost
12 hours to finish the test. Lastly, the algorithm converged successfully five times out of 20
to an acceptable solution (if the fitness obtained from a solver is lower than 10−5).
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Table 3.4: A comparison of HNM and GNM on Moré-Garbow-Hilstrom dataset.
Test Function (n) GNM HNM Actual Minima
Accuracy
(Function Ev.)
Accuracy
(Function Ev.) (Simplex Ev.) (Time)
Rosenbrock (2) 4.4373. . . 10−31 0.0 0.0
(867) (6963) (799) (0.0155)
Freudenstein and Roth (2) 48.9842 48.9842 48.9842
(425) (477) (56) (0.0001)
Powell badly scaled (2) 0.0 0.0 0.0
(1957) (12530) (1249) (0.0155)
Brown badly scaled (2) 0.0 0.0 0.0
(1949) (1512) (201) (0.0001)
Beale (2) 0.0 0.0 0.0
(683) (2418) (235) (0.0060)
Jennrich and Sampson (2) 124.362 124.362 124.362
(397) (295) (27) (0.0001)
Bard (3) 8.2148. . . 10-3 8.2148. . . 10-3 8.2148. . . 10−3
(1067) (1882) (116) (0.0001)
Gaussian (3) 1.1279. . . 10-8 1.1279. . . 10-8 1.1279. . . 10−8
(870) (468) (42) (0.0155)
Helical valley (3) 0.0 5.5715. . . 10−29 0.0
(10679) (32627) (2932) (0.0468)
Meyer (3) 87.9458 87.9484 87.9458
(4511) (3766160) (357190) (10.2505)
Box 3D (3) 0.0 9.4096. . . 10−29 0.0
(2430) (516491) (51000) (0.5156)
Powell singular (4) 1.9509. . . 10−61 6.9169. . . 10-323 0.0
(4871) (61333) (4279) (0.0624)
Wood (4) 3.2183. . . 10-30 8.3569. . . 10−29 0.0
(2779) (11637) (693) (0.0155)
Kowalik and Osborne (4) 3.0750. . . 10-4 3.0750. . . 10-4 3.0750. . . 10−4
(1206) (15760) (1075) (0.0937)
Brown and Dennis (4) 85822 85822.2 85822.2
(1288) (1594) (82) (0.0156)
Quadratic (4) 0.0 2.7291. . . 10−319 0.0
(17173) (17120) (1310) (0.0155)
Penalty I (4) 3.9053. . . 10−5 2.2499. . . 10-5 2.2499. . . 10−5
(289) (608611) (39732) (0.6093)
Penalty II (4) 9.3762. . . 10-6 9.3762. . . 10-6 9.3762. . . 10−6
(5322) (28822754) (1877625) (48.84)
Osborne 1 (5) 5.4648. . . 10-5 5.854. . . 10−5 5.4648. . . 10−5
(2790) (1077857) (60000) (6.0612)
Brown almost linear (5) 0.0 1.7990. . . 10−28 0.0
(2788) (17620) (900) (0.0155)
Extended Rosenbrock (6) 3.9443. . . 10−31 0.0 0.0
(7494) (19645) (799) (0.0312)
Brown almost linear (7) 5.3663. . . 10-31 8.6660. . . 10−25 0.0
(4104) (69474) (2470) (0.0937)
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Quadratic (8) 0.0 5.3359. . . 10−320 0.0
(39785) (37489) (1370) (0.0155)
Extended Rosenbrock (8) 2.7523. . . 10−29 0.0 0.0
(19164) (25986) (799) (0.0781)
Variably dimensioned (8) 1.0292. . . 10-31 6.4049. . . 10−24 0.0
(7160) (3989) (126) (0.0156)
Extended Powell singular (8) 9.7234. . . 10−61 6.9169. . . 10-323 0.0
(20353) (167999) (5258) (0.2194)
Watson (6) 2.2877. . . 10-3 2.2887. . . 10−3 2.2876. . . 10−3
(5151) (1887646) (83813) (35.1947)
Extended Rosenbrock (10) 9.0484. . . 10−29 0.0 0.0
(36268) (32342) (799) (0.1093)
Penalty I (10) 9.4271. . . 10−5 7.6334. . . 10-5 7.0876. . . 10−5
(2100) (716) (20) (0.0001)
Penalty II (10) 3.0000. . . 10−4 2.9626. . . 10-4 2.9366. . . 10−4
(1543) (1556688) (30000) (6.0156)
Trigonometric (10) 2.7950. . . 10−5 3.2619. . . 10-263 0.0
(4252) (42592) (1200) (0.2812)
Osborne 2 (11) 4.0137. . . 10-2 4.0137. . . 10-2 4.0137. . . 10−2
(7381) (24701) (589) (1.6059)
Extended Powell singular (12) 5.7700. . . 10−58 8.7476. . . 10-304 0.0
(50117) (267683) (5459) (0.3437)
Quadratic (16) 0.0 0.0 0.0
(112564) (68660) (1260) (0.1120)
Quadratic (24) 8.0493. . . 10−173 5.0049. . . 10-280 0.0
(158849) (99393) (1200) (0.2080)
Table 3.4 summarizes the test results for both the HNM and the best solver of the
GNM algorithms on Moré et al. dataset. The table also shows the dimension of the test
functions n, the minimum values that the algorithms have been able to access, and the
actual minima known for the functions. The minimum values written in bold indicate the
highest accuracy or best observed outcomes at which an algorithm arrived. The results for
quadratic functions are very interesting for both HNM and GNM; for low dimensions (n =
4 and 8), GNM was successful in reaching the actual minimum; while for high dimensions,
n = 16, both HNM and GNH managed to obtain the exact minimum; and for n = 24, HNM
succeeded in obtaining the best result, while GNM was stuck at some level and failed
to make further improvement. However, HNM was observed to be the best in achieving
the specified minimum or the higher accuracy for Rosenbrock (2, 6, 8, and 10) Powell
singular (4, 8, and 12), Penalty I (4), Penalty I (10), Penalty II (10), and Trigonometric
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(10). On the other hand, GNM was observed to have the best or exact results for Meyer
(3), Box 3D (3), Osborne 1 (5), Brown almost linear (5 and 7), Watson (6), and variably
dimensioned (8). Finally, in the results for higher-dimensional problems (n ≥ 10), HNM
was more successful than GNM in achieving the desired or exact solution. We can confirm
that the HNM algorithm is designed to be computationally effective for higher dimensions
and to have more control over the simplex than the GNM algorithm. It is now obvious how
important these dynamically selected features are for HNM to achieve the best accuracy (n
≥ 10), compared with GNM.
Moré and Wild proposed normalized data profile for evaluating different solvers of
derivative free optimization algorithms (2009), which measures the percentage of problems
that can be solved with a particular number of simplex evaluations [39]. the normalized data
profile formula is given below.
ds(α) =
1
‖P‖
size
{
p ∈ P : tp,s ≤ α
}
(3.5)
where ‖P‖ denotes the cardinality of P, p is the index of the number of functions
p ∈ P, and tp,s is the performance metric for counting number of simplex evaluations.
The interesting idea about the normalized data profile is that it tests how fast (con-
vergence rate) a solver relative to other solvers. It is also benefit from this performance
measure to allocate a computational budget and to verify if a solver is tuned to particular
mathematical problems.To measure the convergence rate for a function value within a cer-
tain number of simplex evaluations, we use the convergence test proposed by Moré and
Wild (2009) [39]. The proposed convergence test is the following equation.
f (x0)− f (x)≥ (1− τ)( f (x0)− fL) (3.6)
Where τ > 0 is a tolerance, x0 is the starting point for the problem, and fL is com-
puted for each problem as the smallest obtained value of f .
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Figure 3.2: The percentage of solved test functions for the HNM, GNM, and NM algo-
rithms at a precision of 10−3.
Figure 3.2 shows the percentage of solved problems for the HNM, GNM, and NM
algorithms at a precision of 10−3. The results of the NM and GNM algorithms in the figure
are based on [31]. As seen from the figure, the convergence rate of the NM algorithm is just
slightly better than GNM for the first 250 simplex gradient estimates, but GNM catches up
and appears a faster convergence rate approximately beyond 300 simplex evaluations. On
the contrary, the HNM algorithm exhibits an overall better performance over both GNM
and NM, and solves exactly 100% of the problems at 581 simplex evaluations. In fact, even
the NM algorithm with the power of genetic programming is still constrained by the need to
perform one operation for all simplex components. In addition, the normalized data profile
measured for the GNM appears that the genetic simplex is tuned to particular functions and
it took almost 2700 simplex evaluations to solve 100 percent of the function set. While, the
normalized data profile measured for the NM algorithm requires more than 3500 simplex
34
Figure 4.3: Example of sparse autoencoder approximation network.
For m input attributes and n hidden layer nodes, the equations that describe this operation
are as follows.
a1 =

a11
...
a1n
=

w11,1 w
1
1,2 . . . w
1
1,m
...
... . . .
...
w1n,1 w
1
n,2 . . . w
1
n,m


x1
x2
...
xm

+

b11
...
b1n
 (4.2)
where w1 ∈ Rn,m is the weight matrix for the hidden layer and b1 ∈ Rn,1 is the bias matrix
associated with the hidden layer. As can be seen in Figure 4.3, the multilayer design of the
SAE network has linear activation functions. Thus, the inputs of the output layer are purely
represented by the vector a1 ∈ Rn,1.
a2 =

a21
a22
...
a2m

=

w21,1 . . . w
2
1,n
... . . .
...
w2m,1 . . . w
2
m,n


a11
...
a1n
+

b21
...
b2m
 (4.3)
where w2 ∈ Rm,n and b2 ∈ Rm,1 are the weight and bias matrices of the output layer. The
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evaluations to solve the whole function set. This is evident when the GNM algorithm goes
into high dimension; the algorithm needs additional function and simplex evaluations but
has a slower convergence speed and less accuracy. See, for example, Extended Powell
singular (12) and Quadratic (24).
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CHAPTER 4: AN ENHANCED DESIGN OF SPARSE
AUTOENCODER FOR NETWORK INTRUSION
DETECTION SYSTEMS
4.1 Introduction
As a result of the increasing attacks on Internet-connected devices in the recent years,
the study of Intrusion Detection Systems (IDS) has attracted strong interests from a wide
range of different research communities, including information systems, security-software
companies, and computer science fields [40]. An intrusion is defined as a set of actions that
violates computer security policies, such as confidentiality, integrity and availability [41].
According to the annual report of the Asia Pacific Computer Emergency Response Team
(CERT) published in 2018, newly emerging cyber-attacks and threats are evolving with
modern technological advances such as artificial intelligence, deep learning, and new trends
like the spreading of Internet of Things (IoT) devices. The main challenge is that attackers
are highly skilled programmers and always keep novelty in their tools and techniques with
the intent to exploit vulnerabilities in computer systems. Therefore, IDS has become an
essential part of network security to monitor and respond to potential intrusions in any
computing environment [42].
One of the popular defensive techniques for appropriate intrusion detection and pre-
vention systems is based on machine learning (ML) and artificial neural network (ANN)
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approaches. These ML - and ANN - based anti-threat systems generate a proactive re-
sponse to stop attacks before they result in major security incidents [41, 43]. The advantage
of using an ANN is to learn complex non-linear patterns in the input data. When IDS is
implemented with ANNs and/or other machine learning algorithms, it provides a computer
system with the great advantage of being capable of detecting intrusions and maintaining
its security policies effectively [44]. Although IDS using ANN and ML methods are devel-
oped to provide optimum response in detecting intrusions, it is still difficult and challenging
to detect all kinds of attacks in an efficient and high performance manner [42, 44].
The chapter is organized to include the following sections. Briefly glances at prior
related work that were developed based on machine and deep learning techniques. The the-
ory and mathematical model of the proposed architecture is presented and compared to the
traditional sparse autoencoder. The results of the proposed idea applied on a well-known
intrusion dataset is provided. A comparison with other related works is also provided with
a detailed discussion for different performance metrics.
4.2 Related Work
This section briefly glances at intrusion detection algorithms related to the use of the
CICIDS2017 dataset [45], which are developed mainly based on machine and deep learning
techniques. In the literature, only a few IDS algorithms used sparse autoencoders to extract
features based on latent representation concepts. The major challenge comes from the fact
that high-level features produced by the traditional SAEs are designed to activate only a few
number of the nodes in the hidden layers towards specific attributes of the input instances.
This approach of extracting features fails to reflect the relationships of data instances by
directly imposing a sparsity constraint in the hidden layers.
In [43, 46], the traditional SAE and support vector machine (SVM) have been used
as feature extraction techniques while the random forest (RF) classifier was applied to de-
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tect malicious attacks. The RF is an ensemble learning algorithm that combines bootstrap
aggregation with random features selection to create a set of decision trees which result in
a powerful prediction model with controlled variance [47]. In [48], the multilayer percep-
tron network and payload classifying algorithm (MLP-PC) was used to distinguish between
network intrusions and benign traffic. The MLP network is a deep neural network that con-
sists of five layers and utilizes Adam optimizer. The input layer is composed of 27 nodes,
followed by three fully connected hidden layers. Each hidden layer is designed with 64
nodes, dropout probability 0.5, and rectified linear activation function. The output layer is
a single node with a sigmoid activation function. This is while the payload classifier (PC)
is a deep convolutional neural network (CNN) that consists of a character embedding layer,
followed by four convolutional and pooling layers and two standard layers embedded with
sigmoid function for classification. In [49], the Fisher Score algorithm (FS) was utilized
for feature selection and the SVM, K-Nearest Neighbor (KNN) and Decision Tree (DT)
algorithms were applied for intrusion detection, classifying two classes: DDoS or benign.
The FS is a supervised feature selection algorithm that selects each feature independently
according to a score measured by Fisher criterion [50]. In [51], a distributed model based
on Spark was proposed using a collection of a deep belief network (DBN) and multi-layer
ensemble support vector machines (MLE-SVMs). The DBN is a greedy layer-wise un-
supervised learning model designed with a fine-tuning strategy to learn the relationships
among low-level attributes and to represent a good set of hierarchical features. In [52], a
deep learning based feature extraction technique and support vector machine (DL-SVM)
were used to implement an effective and flexible IDS network. The authors in [53] pre-
sented the utilization of RF to keep the most effective features through a recursive feature
elimination and deep multilayer perceptron (DMLP) structure to detect intrusion attacks.
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4.3 Key Contributions
In spite of the successful contributions in the field of network intrusion detection us-
ing machine learning algorithms and deep networks to learn the boundaries between normal
traffic and network attacks, it is still challenging to detect various attacks with high perfor-
mance. In this research, we propose a novel mathematical model for further development of
robust, reliable, and efficient software for practical intrusion detection applications. In this
present work, we are concerned with optimal hyperparameters tuned for high performance
sparse autoencoders for optimizing features and classifying normal and abnormal traffic
patterns. The proposed framework allows the parameters of the back-propagation learn-
ing algorithm to be tuned with respect to the performance and architecture of the sparse
autoencoder through a sequence of trigonometric simplex designs. These hyperparameters
include the number of nodes in the hidden layer, learning rate of the hidden layer, and learn-
ing rate of the output layer. It is expected to achieve better results in extracting features and
adapting to various levels of learning hierarchy as different layers of the autoencoder are
characterized by different learning rates in the proposed framework.
The idea is viewed such that every learning rate of a hidden layer is a dimension in
a multidimensional space. Hence, a vector of the adaptive learning rates is implemented
for the multiple layers of the network to accelerate the processing time that is required
for the network to learn the mapping towards a combination of enhanced features and
the optimal synaptic weights in the multiple layers for a given problem. The suggested
framework is tested on CICIDS2017; a reliable intrusion detection dataset that covers all
the common, updated intrusions and cyber-attacks. Experimental results demonstrate that
the proposed architecture for intrusion detection yields superior performance compared to
recently published algorithms in terms of classification accuracy and F-Measure results.
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4.4 Proposed Methodology
In this section, we present the proposed IDS architecture based on an enhanced SAE
and RF algorithm, as depicted in Figure 4.1. The proposed IDS includes various modules
for preprocessing huge amount of network packets, tuning the hyperparameters of SAE,
and producing more mature and discriminating features. Typically, the preprocessing mod-
ule identifies the minimum (Min) and maximum (Max) values of the basic features and
normalizes them between 0 and 1. Moreover, features that have one value for different
classes are eliminated. The hyperparameters tuning module selects five percent of the net-
work packets, which will be used later as features for SAE’s offline training to adjust the
architecture of the SAE based on the HNM algorithm. The optimizing features module
produces fewer number of features but more mature features and results in improved mali-
cious attacks detection compared to traditional network features. The main modules of the
proposed IDS are described in more detail hereafter.
Figure 4.1: Architecture of the proposed IDS based on enhanced SAE and RF.
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4.4.1 Data Preprocessing
The data prepossessing module breaks down the Internet Protocol (IP) and port num-
ber for sender and receiver, respectively, into four features instead of two; the CICIDS2017
dataset uses IP-port-sender and IP-port-receiver features. The benefit of doing so is that
most intrusions follow a particular pattern for information gathering over the TCP/IP net-
work. After that, the IP-sender and IP-receiver addresses are mapped to an integer repre-
sentation. Finally, feature scaling is performed to ensure that all the data is in the same
range between 0 and 1. Feature scaling is a unity-based normalization method and can be
obtained by the following equation [54].
xi =
xi− xmin
xmax− xmin
(4.1)
where xmin, xmax are the minimum and the maximum values for a particular feature xi.
4.4.2 Hassan Nelder Mead Algorithm
In this work, we utilize the HNM algorithm [37] to tune the hyperparameters of SAE
in order to mitigate the over-fitting problem raised in the hidden layer and to set optimal
learning rates for different layers of the back-propagation learning algorithm. The HNM
algorithm generates a sequence of trigonometric simplexes designed to extract different fea-
tures of non-isometric reflections. Unlike the traditional hyperplanes simplex of the Nelder
Mead (NM) algorithm [55, 56], the HNM simplex allows the components of the reflected
vertex to fragment into multiple triangular simplexes and performs different operations of
the algorithm. Thus, the resulting sequence of triangular simplexes not only extracts dif-
ferent non-isometric reflections, but also performs rotation through angles specified by the
collection of features of the reflected vertex elements in the hyperplane of the remaining
vertices. Therefore, the HNM algorithm is shown to be effective for unconstrained opti-
mization problems. The detailed steps for one axial component of the HNM algorithm is
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as follows:
Step 1. Initialize Triangular Simplex (A,B,and C) and Threshold (T h), as shown in Figure
4.2:
A tetrahedron simplex is a geometrical object that has three vertices. Each vertex
has n components, where n is the dimension of the mathematical problem. Since
the HNM algorithm is employed to optimize three hyperparameters of SAE, n in
our case equals to 3. Next, we sort the simplex vertices in a descending order
according to an error function (EF) that is defined later in the process to obtain four
points associated with the lowest, second lowest, second highest, and highest EF
values, such that A < B <C < T h. Note, each of (A,B,C,and T h) have three axial
components (dimensions). The HNM algorithm optimizes a single component in
each iteration, while pursuing to explore the curvatures of the EF through six basic
operations.
Step 2. Reflection D:
The HNM performs reflection along the line segment that is connecting the worst
vertex C and the center of gravity, which is H to evaluate EF(D). The vector formula
for D is given below.
D = A+B−C (2)
Step 3. Expansion E:
If (EF(D)<EF(T h)), then the HNM executes expansion because it found a descent
in that direction (see Figure 4.2). E is found by the following equation.
E =
3A+3B−4C
2
(3)
a. If (EF(E)< EF(D)), then we replace the threshold point T h with E, and go to
step 6.
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Figure 4.2: The basic operations of the HNM algorithm.
b. Otherwise T h is replaced by D, and the algorithm goes to step 6.
Step 4. Contraction F or G:
If (EF(D) > EF(T h)), then another point must be tested, which is F . If (EF(F) <
EF(T h)), then F is kept and replaced with T h. If the condition of F is not met,
then perhaps a better point is found somewhere between C and the centroid H. The
point G is computed to see whether this point has a smaller function value than T h
or not. The vector formulas for F and G are as follows.
F =
3A+3B−2C
4
(4)
G =
A+B+2C
4
(5)
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a. If either F or G have smaller EF values than T h, then T h is updated and the
algorithm goes to step 6.
b. Otherwise the algorithm moves to step 5.
Step 5. Reduction H or I:
The HNM algorithm performs two types of shrinkage operations. It shrinks the
simplex either at the vertex that has the second lowest EF value to evaluate H or at
the second highest vertex to evaluate I. The HNM verifies the value of EF(H). If
the condition of point H is not satisfied, then HNM shrinks the simplex along the
line segment AC and evaluates EF(I). The HNM goes to step 6. The new vertices
are given by:
H =
A+B
2
(6)
I =
A+C
2
(7)
Step 6. Termination Test:
The termination tests are problem-based and user-defined. In this work, the stop-
ping criteria is primarily characterized by the designed error function of the SAE.
It is encountered in examining the deviation of the error function from the true
minimum by 10−4, as indicated by the inequality below.
Stopping criterion =
√
N
∑
i=1
(EF(xi,yi,zi)−EF(x,y,z))2 < 10−4 (8)
The termination criterion is evaluated for a predefined number of iterations (N).
(x,y,and z) correspond to the number of nodes in the hidden layer, learning rate of
the hidden layer, and learning rate of the output layer, respectively.
If the condition of the termination test is satisfied, the HNM algorithm stops and
returns the best architecture of SAE and the learning rates for the different layers of
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the back-propagation algorithm. Otherwise, the algorithm sorts the simplex vertices
and the T h and goes to step 2.
4.4.3 Proposed Sparse Autoencoder
Sparse autoencoder is an unsupervised learning algorithm whose training procedure
involves a sparsity penalty, allowing only a few nodes of the hidden layers to activate when
feeding a single sample into the network. The intuition behind this idea is that the algorithm
is forced to sensitize a small number of individual nodes of the hidden layers towards
specific features of the input sample [57, 58]. This form of regularization is accomplished
by calculating the average activation nodes produced by the hidden layers over a collection
of input samples. To satisfy the sparsity constraint, the mean computed over the training
samples must be near 0 [57, 59]. The main problem, however, is that autoencoders often do
not explicitly impose regularization on the weights of the network; instead, they regularize
activations. As a result, poor performances are encountered with the early designs of sparse
autoencoders such that sparsity makes it difficult for an autoencoder to approximate zero
(or near zero) error loss function [59, 60].
In contrast to traditional autoencoders, this work proposes an alternative mathemat-
ical model for sparse autoencoders, which provides a new platform for developing a com-
pressed feature extraction based on imposing sparsity regularization on the weights, not the
activations. One solution to penalize weights within a network would be to impose regular-
ization by the sparsity constraint in the output layer. As a result, the sparse autoencoder is
encouraged to find a connection between the sparsity penalty and the learning to extract the
latent features by selectively activating the number of variables (weights) of the network.
The template of the proposed SAE is illustrated in Figure 4.3.
As discussed earlier, sparse autoencoder is an unsupervised learning algorithm and
relies on conveying the outputs of one layer to become the inputs of the following layer.
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outputs of the neurons in the last layer are considered as the SAE outputs, which are denoted
by the vector a2 ∈ Rm,1.
As shown in Figure 4.3, the proposed Error Function (EF) is composed of two dif-
ferent parts. The first term is the Mean Squared Error or Loss Function (LF) that measures
the average squared difference between the estimated (output) and the actual (input) values.
The second term is the proposed Regularization Function (RF), which employs the spar-
sity constraint, mainly, for penalizing the weight matrices of the hidden and output layers.
These terms are calculated as follows:
LF =
1
m
m
∑
i=1
(xi−a2i )
2
(4.4)
RF =
1
m
m
∑
i=1
(
(xi +ρ)log
xi +ρ
a2i +ρ
+(ρ− xi)log
ρ− xi
ρ−a2i
)
(4.5)
EF = LF +RF (4.6)
The KL divergence of the proposed RF measures the difference between the proba-
bility distribution of the input and the output instances and it is more consistent with the
loss function than the previous definition of SAE of NG [57]. Where ρ in Equation 4.5 is
used to prevent the log function from getting the negative values and set equal to 10.
After propagating the input samples forward through the SAE network and obtain-
ing the output vector (a2), the next step is to evaluate the EF from Equation 4.6. Since EF
is not an explicit function of the weights and bias in the SAE network, we need to spec-
ify a sensitivity measure that sensitizes the changes in EF and propagates these changes
backward through the network from the last layer to the first layer, in a process called the
back-propagation learning algorithm.
To derive the recurrence relationship for the sensitivities, we use the Stochastic Gra-
dient Descent algorithm (SGD) [61]. For the output layer, the SGD for updating the weight
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and bias matrices can be expressed as follows.
w2 = w2−α2 ∂EF
∂w2
(4.7)
b2 = b2−α2 ∂EF
∂b2
(4.8)
where α2 is the learning rate associated with output layer.
The only complication is that the EF for a multilayer SAE design is an indirect func-
tion of the weights and bias. Thus, the chain rule theory is required to calculate the partial
derivatives of EF with respect to a third variable such as w or b in the hidden and output
layers. By using the chain rule application, the derivatives of Equations 4.7 and 4.8 can be
simplified to the following:
w2 = w2−α2 ∂EF
∂a2
∗ ∂a
2
∂w2
(4.9)
b2 = b2−α2 ∂EF
∂a2
∗ ∂a
2
∂b2
(4.10)
We denote the sensitivity at the output layer as s2, which can be defined as:
s2 =
∂EF
∂a2
(4.11)
Then, Equations 4.9 and 4.10 become:
w2 = w2−α2 s2 (a1)T (4.12)
b2 = b2−α2 s2 (4.13)
where
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s2 =

s21
s22
...
s2m

=

−(x1+10)
log(10) (a21+10)
+ (10−x1)
log(10) (10−a21)
− (x1−a21)
−(x2+10)
log(10) (a22+10)
+ (10−x2)
log(10) (10−a22)
− (x2−a22)
...
−(xm+10)
log(10) (a2m+10)
+ (10−xm)log(10) (10−a2m)
− (xm−a2m)

(4.14)
Following the same procedure for evaluating s2, we can propagate the sensitivities
backward from the output layer to the hidden layer as follows.
w1 = w1−α1 s1 (x)T (4.15)
b1 = b1−α1 s1 (4.16)
where α1 is the learning rate associated with the hidden layer and s1 is represented as
follows.
s1 =

s11
...
s1n
=

s21w
2
1,1 + s
2
2w
2
2,1 + · · ·+ s2mw2m,1
...
s21w
2
1,n + s
2
2w
2
2,n + · · ·+ s2mw2m,n
 (4.17)
4.5 Experimental Results
As the rise in attacks on Internet connected-devices are being increased dramatically,
it becomes significantly important to consider a reliable dataset that contains volumes of
traffic diversity and covers a variety of attacks. Following this trend, we test our proposed
IDS architecture on the CICIDS2017 dataset that covers almost the all common updated
attacks such as DDoS, DoS, SQL Injection, Brute Force, XSS, Botnet, Infiltration, and Port
Scan attacks. In addition, this section presents two experimental results in examining the
efficiency and reliability of the proposed SAE network and shows comparisons with other
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relevant works. While mitigating the effect of the over-fitting problem, we use the HNM
algorithm to determine the number of nodes in the hidden layer based on the initial values
of weights and bias in the network.
As shown in Figure 4.1, data preprocessing is the first step of preparing the records
of the dataset, which includes unity-based normalization and eliminating the attributes that
have one value in all instances of the dataset. After preprocessing, the volume of the dataset
has been reduced to 70 features. Then, at least 5 percent of the reduced dataset is randomly
selected to be used later by the HNM algorithm. The aim of using the HNM algorithm
is to tune the hyperparameters of the SAE architecture, optimize the learning rates for the
different layers, and set percentages of the sparsity for the different layers. Because the
weights and bias values are initialized randomly, tuning the hyperparameters for the IDS
design differs from one iteration to another. In this paper, we reported two experiments to
observe how the hyperparameters are tuned based on random initialization and the results
are summarized in Table 4.1. All the experiments and simulations were carried out using
an Intel-Xeon processor with 3.70 GHz and 16 GB RAM, running Windows 10.
Table 4.1: Hyperparameters of the proposed SAE network.
Experiment n α1 α2 S1P S2P Epoch Time (seconds)
1st 12 0.01037246 0.1032246 22% 32% 180 4091
2nd 5 0.00173640 0.0524296 22% 34% 126 2394
As illustrated in Table 4.1, different parametric measures are produced corresponding
to the 1st and 2nd experiments. These hyperparameters include: number of nodes in the
hidden layer (n), learning rate in the hidden layer (α1), learning rate in the output layer
(α2), percentage of sparsity measured for the hidden layer (S1P), percentage of sparsity
measured for the output layer (S2P), number of epochs (Epoch), and time in seconds (Time).
Additionally, it can be seen that the values of the learning rates can be made to vary from
one layer to another. This gives us a better features extraction strategy, where the different
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layers can adapt to various levels of the learning hierarchy. This is while the percentages
of sparsity, which are computed for the weight matrices, remain almost stable for both of
the two conducted experiments.
The proposed SAE for IDS applications is implemented in C# language and tested
on the CICIDS2017 dataset containing about 2,830,235 instances. After fine-tuning is per-
formed using the HNM algorithm, the Random Forest (RF) classifier is used as the last
layer to detect/distinguish fifteen classes, including the different types of attack packets
and the normal traffic packets. Table 4.2 summarizes the test results in terms of F-Measure
(FM), and accuracy (Acc) to cover the experiments entirely. The Table also shows compar-
isons with our previous work and with some of the recently published algorithms. Three
criteria are reported to characterize the different algorithms: number of classes (Cs), train-
ing set (Tr), and testing set (T s). Finally, the feature extraction method and number of
features are recorded from the corresponding papers in the last column of the Table. The
(*) symbol indicates that the performance measure has not been reported.
Table 4.2: Summary of the experimental results and comparison with other techniques.
Algorithm Performance Measure Feature Extraction
1. MLP-PC [48] (FM = 0.948) (Acc = ∗) (27)
2. KNN [?] (FM = 0.990) (Acc = 99.0%) FS (30)
3. MLE-SVMs [51] (FM = 0.926) (Acc = ∗) DBN (16)
4. DL-SVM [52] (FM = 0.990) (Acc = 97.8%) (85)
5. DMLP [53] (FM = ∗) (Acc = 91.0%) RF (10)
6. RF [43] (FM = 0.995) (Acc = 99.1%) SAE (59)
7. SAE-RF (FM = 0.996) (Acc =99.63%) Proposed SAE (12)
8. SAE-RF (FM = 0.996) (Acc =99.56%) Proposed SAE (5)
4.6 Discussion
As demonstrated in Table 4.2, the two conducted experiments achieved results that
outperform the existing solutions introduced for the updated and different types of network
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attacks. Thereby, the proposed SAE architecture provides better performance to extract
good set of features, which could reveal high levels of representation towards various char-
acteristics of the latest intrusion attacks. This is proven by the test results. The features
produced by the enhanced SAE technique had learned latent representation to sensitize the
individual synaptic weights in the hidden layer and to generate keys for better classification
accuracy and F-Measure results. The measurements of true positive rate, false positive rate,
precision, recall, total number of epochs required to extract the latent features, and time in
seconds (Time) for both experiments are summarized in Table 4.3. After tuning hyperpa-
rameters of the improved SAE, it required 3925 seconds to discover 12 latent features for
the 1st experiment and 2034 seconds to discover 5 latent features for the 2nd experiment
based on random initialization. Even though the second experiment took less time to rep-
resent the latent features, it failed to provide better performance in terms of the accuracy
and false positive rate.
Table 4.3: Details of the results for two experiments.
Experiment True Positive Rate False Positive Rate Precision Recall Epoch Time (sec.)
1st 0.996 0.009 0.996 0.996 76 3925
2nd 0.996 0.011 0.996 0.996 27 2034
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CHAPTER 5: CONCLUSION
In this work, we have proposed a Hassan-Nelder-Mead algorithm for multidimen-
sional, unconstrained optimization applications. The proposed simplex has the ability to
incorporate the non-isometric reflections of the NM with the rotation property, making it
adaptive to skillfully explore the complex landscape of mathematical problems. After test-
ing the HNM and adaptive NM algorithms on the uniformly and modified convex functions,
HNM follows similar patterns when tracking similar characteristics of the mathematical
functions − regardless of the dimensions of the functions. We have also studied the con-
vergence speed toward the optima for the HNM and GNM algorithms with respect to the
number of simplex gradient estimates. As stated in the experiment, HNM exhibits a faster
convergence rate than the GNM algorithm. The statistical experiments have revealed that
if the percentage of reflection steps is higher than 67, the HNM algorithm moves slowly
toward the optima. Finally, we emphasize that the HNM algorithm is designed to be com-
putationally effective for higher dimensions and to have more control over the simplex than
the simplex of the NM algorithm.
In addition, we proposed an enhanced design of the SAE architecture for IDS appli-
cations. The proposed error function for the SAE is designed to make a trade-off between
the latent state representation for more mature features and network regularization by ap-
plying the sparsity constraint in the output layer of the proposed SAE network. In addition,
the hyperparameters of the SAE are tuned based on the HNM algorithm and were proved to
give a better capability of extracting features in comparison with the existing developed al-
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gorithms such as MLP-PC, MLE-SVMs, and DMLP. In fact, the proposed SAE can be used
for not only network intrusion detection systems, but also other applications pertaining to
feature extraction and pattern analysis. We emphasize that the successful contribution of
allocating a set of optimal learning rates for different layers of the proposed SAE network
has resulted in developing an efficient SAE architecture that can be used to discover la-
tent features extraction. Results from experimental tests showed that the different layers
of the enhanced SAE could efficiently adapt to various levels of the learning hierarchy.
Finally, additional tests demonstrated that the proposed IDS architecture could provide a
more compact and effective immunity system for different types of network attacks with
a significant detection accuracy of 99.63% and an F-measure of 0.996, on average, when
penalizing sparsity constraint directly on the synaptic weights within the network.
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APPENDIX A: An Example of HNM in C# Language
An example of Hassan NM algorithm written in C# language. The cost function
shown in the example is Rosenbrock function 2-dimension. The cost function is CF =
100(x2− x21)2 +(1− x1)2. The starting vertex is (−1.2,1).
We need to create Vertex Class as follows:
using System;
using System.Collections.Generic;
using System.Linq;
using System.Text;
using System.Threading.Tasks;
namespace RosenBrockFunction
{
class Vertix: ICloneable, IComparable
{
public Vertix() { }
public Vertix(double a, double b, double cost)
{
this.a = a; // a = x1
this.b = b; // b = x2
this.cost = cost;
}
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double a;
public double A
{
get { return a; }
set { a = value; }
}
double b;
public double B
{
get { return b; }
set { b = value; }
}
double cost;
public double Cost
{
get { return cost; }
set { cost = value; }
}
public static Vertix TryRefluction( Vertix best, Vertix secondBest, Vertix worse,
Vertix updateRes, int i ) // Reflection
{
Vertix res = new Vertix();
switch (i)
{
case 0: res.a = (best.a + secondBest.a) - worse.a;
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res.b = updateRes.b;
break;
case 1: res.a = (best.b + secondBest.b) - worse.b;
res.a = updateRes.a;
break;
}
return res;
}
public static Vertix TryExpansion( Vertix best, Vertix secondBest, Vertix worse,
Vertix updateRes, int i ) // Expansion
{
Vertix res = new Vertix();
switch (i)
{
case 0: res.a = 3 * (best.a + secondBest.a) / 2 - 2 * worse.a;
res.b = updateRes.b;
break;
case 1: res.a = 3 * (best.b + secondBest.b) / 2 - 2 * worse.b;
res.a = updateRes.a;
break;
}
return res;
}
public static Vertix ContractToC2( Vertix best, Vertix secondBest, Vertix worse,
Vertix updateRes, int i ) // Outside Contraction
{
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Vertix res = new Vertix();
switch (i)
{
case 0: res.a = ((best.a + secondBest.a) / 2 - worse.a + best.a +
secondBest.a) / 2;
res.b = updateRes.b;
break;
case 1: res.a = ((best.b + secondBest.b) / 2 - worse.b + best.b +
secondBest.b) / 2;
res.a = updateRes.a;
break;
}
return res;
}
public static Vertix ContractToC1( Vertix best, Vertix secondBest, Vertix worse,
Vertix updateRes, int i ) // Inside Contraction
{
Vertix res = new Vertix();
switch (i)
{
case 0: res.a = (((best.a + secondBest.a) / 2) + worse.a) / 2;
res.b = updateRes.b;
break;
case 1: res.a = (((best.b + secondBest.b) / 2) + worse.b) / 2;
res.a = updateRes.a;
break;
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}
return res;
}
public static Vertix ShrinkGToB( Vertix best, Vertix secondBest,
Vertix updateRes, int i ) // Reduction from a good vertex to a best vertex
{
Vertix res = new Vertix();
switch (i)
{
case 0: res.a = (best.a + secondBest.a) / 2;
res.b = updateRes.b;
break;
case 1: res.a = (best.b + secondBest.b) / 2;
res.a = updateRes.a;
break;
}
return res;
}
public static Vertix ShrinkWToB( Vertix best, Vertix worse,
Vertix updateRes, int i ) // Reduction from a worse vertex to a best vertex
{
Vertix res = new Vertix();
switch (i)
{
case 0: res.a = (best.a + worse.a) / 2;
67
res.b = updateRes.b;
break;
case 1: res.a = (best.b + worse.b) / 2;
res.a = updateRes.a;
break;
}
return res;
}
public override string ToString()
{
return "Cost: " + cost.ToString() + "/nA: " + a.ToString();
}
public object Clone()
{
return this.MemberwiseClone();
}
public int CompareTo( object obj)
{
int ret = 0;
if (obj is Vertix)
{
Vertix vr = (Vertix)obj;
ret = this.cost.CompareTo(vr.cost);
}
return ret;
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}
}
}
Next, we need to crate a Simplex class, which is basically an array of the Vertex class
as fellows.
using System;
using System.Collections.Generic;
using System.Linq;
using System.Text;
using System.Threading.Tasks;
namespace RosenBrockFunction
{
class Simplex
{
Vertix[] = new Vertix[5]
{
new Vertix(-1.2, 1, 0),
new Vertix(-1.2 + (-1.2 * 0.05 * 1), 1.05, 0),
new Vertix(-1.2 + (-1.2 * 0.05 * 2), 1.10, 0),
new Vertix(-1.2 + (-1.2 * 0.05 * 2), 1.10, 0),
new Vertix(-1.2 + (-1.2 * 0.05 * 2), 1.10, 0),
};
public Vertix[] VArr
{
get { return vArr; }
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set { vArr = value; }
}
// To keep track about the different non-isometric features
string[] optimizeElementsInVertix = new string[2]
{
"It did not optimize yet", "It did not optimize yet"
};
public string[] OptimizeElementsInVertix
{
get { return optimizeElementsInVertix; }
set { optimizeElementsInVertix = value; }
}
public Simplex() {}
public void ComputeCost (int i)
{
this.vArr[i].Cost = 100 * Math.Pow( this.vArr[i].B -
Math.Pow( this.vArr[i].A , 2), 2);
this.vArr[i].Cost += Math.Pow(1 - this.vArr[i].A, 2);
}
public bool DoOptimizationOnVertixElements (int whichParameterOfVertix)
{
bool optimize = false;
double costTest = this.vArr[3].Cost;
this.vArr[4] = (Vertix)this.vArr[3].Clone();
this.vArr[3] = Vertix.TryRefluction( this.vArr[0], this.vArr[1], this.vArr[2],
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this.vArr[3], whichParameterOfVertix);
ComputeCost(3);
if (this.vArr[3].Cost < costTest) // Try Expansion
{
this.vArr[4] = Vertix.TryExpansion( this.vArr[0], this.vArr[1], this.vArr[2],
this.vArr[4], whichParameterOfVertix);
ComputeCost(4);
if (this.vArr[4].Cost < this.vArr[3].Cost) // Expansion is a better than Ref.
{
optimize = true;
optimizeElementsInVertix[whichParameterOfVertix] =
"Element: does Expansion";
this.vArr[3] = (Vertix) this.vArr[4].Clone();
}
else
{
optimize = true;
optimizeElementsInVertix[whichParameterOfVertix] =
"Element: does Reflection";
}
}
else
{
optimizeElementsInVertix[whichParameterOfVertix] =
"Element: does nothing";
this.vArr[3] = (Vertix) this.vArr[4].Clone();
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}
if (this.vArr[3].Cost >= costTest) // Contraction to C1
{
this.vArr[3] = (Vertix) this.vArr[4].Clone();
this.vArr[3] = Vertix.ContractToC1( this.vArr[0], this.vArr[1], this.vArr[2],
this.vArr[3], whichParameterOfVertix);
ComputeCost(3);
if ( costTest <= this.vArr[3].Cost) // Check C1
{
this.vArr[3] = (Vertix) this.vArr[4].Clone();
this.vArr[3] = Vertix.ContractToC2( this.vArr[0], this.vArr[1], this.vArr[2],
this.vArr[3], whichParameterOfVertix);
ComputeCost(3);
if (this.vArr[3].Cost < costTest) // c2 is better than c1
{
optimize = true;
optimizeElementsInVertix[whichParameterOfVertix] =
"Element: does Contraction toward C2";
}
else
{
this.vArr[3] = (Vertix) this.vArr[4].Clone();
optimizeElementsInVertix[whichParameterOfVertix] =
"Element: does nothing";
}
}
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else
{
optimize = true;
optimizeElementsInVertix[whichParameterOfVertix] =
"Element: does Contraction toward C1";
}
}
if (this.vArr[3].Cost >= costTest)
{
this.vArr[3] = (Vertix) this.vArr[4].Clone();
this.vArr[3] = Vertix.ShrinkGToB( this.vArr[0], this.vArr[1],
this.vArr[3], whichParameterOfVertix);
ComputeCost(3);
if (costTest <= this.vArr[3].Cost)
{
this.vArr[3] = (Vertix) this.vArr[4].Clone();
this.vArr[3] = Vertix.ShrinkWToB( this.vArr[0], this.vArr[1],
this.vArr[3], whichParameterOfVertix);
ComputeCost(3);
if (this.vArr[3].Cost < costTest)
{
optimize = true;
optimizeElementsInVertix[whichParameterOfVertix] =
"Element: does Shrink Worse to Best";
}
else
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{
this.vArr[3] = (Vertix) this.vArr[4].Clone();
optimizeElementsInVertix[whichParameterOfVertix] =
"Element: does nothing";
}
}
else
{
optimize = true;
optimizeElementsInVertix[whichParameterOfVertix] =
"Element: does Shrink Good to Best";
}
}
this.vArr[4].Cost = 0; this.vArr[4].A = -1.2 + (-1.2 * 0.05 * 2);
this.vArr[4].B = 1.1; ComputeCost(4);
return optimize;
}
public bool DoOptimizationWheenThStuck()
{
bool optimize = false;
double costTest = this.vArr[3].Cost;
this.vArr[4] = Vertix.TryRefluction( this.vArr[0], this.vArr[1], this.vArr[2],
this.vArr[4], 0);
this.vArr[4] = Vertix.TryRefluction( this.vArr[0], this.vArr[1], this.vArr[2],
this.vArr[4], 1);
ComputeCost(4);
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if (this.vArr[4].Cost < costTest) // Try Expansion
{
this.vArr[3] = Vertix.TryExpansion( this.vArr[0], this.vArr[1], this.vArr[2],
this.vArr[3], 0);
this.vArr[3] = Vertix.TryExpansion( this.vArr[0], this.vArr[1], this.vArr[2],
this.vArr[3], 1);
ComputeCost(3);
if (this.vArr[3].Cost < this.vArr[4].Cost) // Expansion is a better than Ref.
{
optimize = true;
optimizeElementsInVertix[0] = "Element: does Expansion";
optimizeElementsInVertix[1] = "Element: does Expansion";
}
else
{
optimize = true;
this.vArr[3] = (Vertix) this.vArr[4].Clone();
optimizeElementsInVertix[0] = "Element: does Reflection";
optimizeElementsInVertix[1] = "Element: does Reflection";
}
}
if (this.vArr[3].Cost >= costTest) // contract toward either c1 or c2
{
this.vArr[4] = Vertix.ContractToC1( this.vArr[0], this.vArr[1], this.vArr[2],
this.vArr[4], 0);
this.vArr[4] = Vertix.ContractToC1( this.vArr[0], this.vArr[1], this.vArr[2],
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this.vArr[4], 1);
ComputeCost(4);
if ( costTest <= this.vArr[4].Cost) // Check C1
{
this.vArr[4] = Vertix.ContractToC2( this.vArr[0], this.vArr[1], this.vArr[2],
this.vArr[4], 0);
this.vArr[4] = Vertix.ContractToC2( this.vArr[0], this.vArr[1], this.vArr[2],
this.vArr[4], 1);
ComputeCost(4);
if (this.vArr[3].Cost < costTest) // c2 is better than c1
{
this.vArr[3] = (Vertix) this.vArr[4].Clone();
optimize = true;
optimizeElementsInVertix[0] = "Element: does Contraction toward C2";
optimizeElementsInVertix[1] = "Element: does Contraction toward C2";
}
else
{
optimizeElementsInVertix[0] = "Element: does nothing";
optimizeElementsInVertix[1] = "Element: does nothing";
}
}
else
{
this.vArr[3] = (Vertix) this.vArr[4].Clone();
optimize = true;
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optimizeElementsInVertix[0] = "Element: does Contraction toward C1";
optimizeElementsInVertix[1] = "Element: does Contraction toward C1";
}
}
if (this.vArr[3].Cost >= costTest)
{
this.vArr[4] = Vertix.ShrinkGToB( this.vArr[0], this.vArr[1],
this.vArr[4], 0);
this.vArr[4] = Vertix.ShrinkGToB( this.vArr[0], this.vArr[1],
this.vArr[4], 1);
ComputeCost(4);
if ( costTest <= this.vArr[4].Cost) // Contract W to B
{
this.vArr[4] = Vertix.ShrinkWToB( this.vArr[2], this.vArr[0],
this.vArr[4], 0);
this.vArr[4] = Vertix.ShrinkWToB( this.vArr[2], this.vArr[0],
this.vArr[4], 1);
ComputeCost(4);
if (this.vArr[4].Cost < costTest)
{
optimize = true;
optimizeElementsInVertix[0] = "Element: does Shrink Worse to Best";
optimizeElementsInVertix[1] = "Element: does Shrink Worse to Best";
}
else
{
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optimizeElementsInVertix[0] = "Element: does nothing";
optimizeElementsInVertix[1] = "Element: does nothing";
}
}
else
{
this.vArr[3] = (Vertix) this.vArr[4].Clone();
optimize = true;
optimizeElementsInVertix[0] = "Element: does Shrink Good to Best";
optimizeElementsInVertix[1] = "Element: does Shrink Good to Best";
}
}
this.vArr[4].Cost = 0; this.vArr[4].A = -1.2 + (-1.2 * 0.05 * 2);
this.vArr[4].B = 1.1; ComputeCost(4);
return optimize;
}
}
}
Finally, we need to create a function in the Form class to call the HNM algorithm as
follows.
using System;
using System.Collections.Generic;
using System.ComponentModel;
using System.Data;
using System.Drawing;
using System.Linq;
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using System.Text;
using System.Threading.Tasks;
namespace RosenBrockFunction
{
public partial class Form1 : Form
{
Simplex simp = new Simplex();
private void RunHNM(int numSimplexEvaluateions)
{
for (int i =0; i < simp.VArr.Length; i++)
{
simp.ComputeCost(i);
}
Array.Sort(simp.VArr);
for (int j =0; j < numSimplexEvaluateions; j++)
{
double whatCostFind = simp.VArr[3].Cost;
for (int i =0; i < 2; i++)
{
bool didParameterOptimized =
simp.DoOptimizationOnVertixElements(i);
}
if (whatCostFind <= simp.VArr[3].Cost &&
simp.OptimizeElementsInVertix[0] == "Element: does nothing" &&
simp.OptimizeElementsInVertix[1] == "Element: does nothing")
{
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bool didParameterOptimized =
simp.DoOptimizationWheenThStuck();
}
Array.Sort(simp.VArr);
}
}
}
}
80
