We consider the problem of partitioning the vertices of a weighted graph into two sets of sizes that differ at most by a given threshold B, so as to maximize the weight of the crossing edges. For B equal to 0 this problem is known as Max Bisection, whereas for B equal to the number n of nodes it is the Maximum Cut problem. We present polynomial time randomized approximation algorithms with non trivial performance guarantees for its solution. The approximation results are obtained by extending the methodology used by Y. Ye for Max Bisection and by combining this technique with another one that uses the algorithm of Goemans and Williamson for the Maximum Cut problem. When B is equal to zero the approximation ratio achieved coincides with the one obtained by Y. Ye; otherwise it is always above this value and tends to the value obtained by Goemans and Williamson as B approaches the number n of nodes.
Introduction
Problems addressing optimum cuts are often considered in combinatorial optimization and in theoretical computer science; recently unbalanced graph cuts have received attention [9] . Here we address the following problem: given an undirected graph G = (V, E), with vertex set V of cardinality n and edge set E, where each edge (i, j) has a non-negative weight w ij , and given a constant
where M n is the set of real, symmetric, positive semidefinite matrices of order n. It is easy to see that any solution x of (1) yields a solution X of (2) with X ij = x i x j . Hence obviously w * ≤ w SDP . It is known that such a SDP program can be solved to any degree of accuracy in polynomial time, i.e. ∀ > 0 , we can find in time polynomial in the length of the instance and in log(1/ ) a solution of (2) having 1 4 i,j w ij (1 − X ij ) ≥ w SDP − (see e.g. [3] ). From an almost optimal solution of the SDP program one can then derive a solution of the integer program using appropriate rounding techniques.
Rounding techniques applied to the solution of SDP relaxations of Combinatorial Optimization problems in order to get integral solutions of guaranteed degree of approximation have been pioneered by Goemans and Williamson [8] for the MAX CUT and MAX SAT problems. Frieze and Jerrum [6] have developed such techniques further, addressing the MAX BISECTION and the MAX-k CUT problems. Yinyu Ye [12] has improved the approximation ratio for MAX BISECTION using a more sophisticated rounding technique. With respect to MAX CUT, problem MaxCUT-LU presents, as MAX BISECTION, the extra difficulty of having to deal with two objectives: the weight of the cut and the size of its shores.
The algorithm for small unbalance
We now present our first algorithm, suitable for solving problem MaxCUT-LU when η is small. In the algorithm, I indicates the identity matrix, N is set equal to
4 , i.e. to the minimum value of the product of the cardinalities of the shores of a cut with limited unbalance; the parameters θ and k are fixed by the algorithm in an appropriate way, as specified in Subsection 3.1 entirely devoted to this aspect. Functions α(θ) and β(θ, η) are defined in (3) and (4) and their meaning is made clear in Lemma 2.
The algorithm uses the following technique, introduced in [12] , which refines the one in [8] : from a solution X of the SDP relaxation first it constructs a new matrix X as a convex combination of X and the identity matrix I; then to matrix X, which is positive definite, it applies the Cholesky decomposition to obtain vectors (v 1 , ..., v n ) on the unit n-dimensional sphere S n . The algorithm then uses the so called random hyperplane technique, i.e. it repeatedly generates a uniformly distributed vector r on the unit sphere, computes vector u = (r · v 1 , ..., r · v n ) and then rounds u to a vector x with x i ∈ {−1, 1}, and
; in our algorithm we always choose wlog S to be the set of vertices with the larger cardinality.
In the analysis of our algorithm, for the sake of clarity, we assume that X is an optimum solution of the SDP relaxation and that the vectors of the Cholesky decomposition exactly satisfy the equalities (v i · v j ) =X ij . It can be shown that the inaccuracies resulting from using an almost optimal solution X and an almost exact Cholesky decomposition can be absorbed into the approximation factor presented in Theorem 8 (see Chapter 26 of [11] ). This ensures that the algorithm runs in polynomial time.
We now describe function rebalance(S), invoked by the algorithm when 
/* the cut is feasible for MaxCUT-LU */ let S = S else let S = rebalance(S); 6.5 -if w( S) > w(S R ) /* a better cut for MaxCUT-LU is found */ let S R = S; } 7 -return S R .
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ACCEPTED MANUSCRIPT
In order to analyze the quality of the solution S R returned by the algorithm, we define:
and
with
Notice that the definition of α(θ) is as in [12] whereas that of β(θ, η) is different.
Lemma 2 If functions α(θ) and β(θ, η) are defined as in (3) and (4), then for the random variable w(S), related to the cut (S, V \ S) generated by Algorithm 1 at line 6.3, we have that E[w(S)] ≥ α(θ)w * and E[|S|(n − |S|)] ≥ β(θ, η)N.
Proof. In [8] , [6] it is proved that the probability that vertices i and j are separated in the cut identified by S is equal to
Since arcsin(X ii ) = π/2, for each i = 1, ..., n, and X ij = θ X ij when i = j, we conclude from (3) that the value in (6) is:
We can also derive that:
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Now, noticing that (7) we derive that:
Lemma 3 For every cut (S, V \S) generated by Algorithm 1 at line 6.3 we have that w(S)
w * ≤ 2 and
Otherwise apply function rebalance, described before Algorithm 1, to set S and let S be the largest shore of the cut obtained . The weight w(S) has decreased by at most
2 ) and this implies
The second inequality of the lemma follows immediately from the fact that
Let us now fix a value γ > 0 and study the random variable
The two preceding lemmas imply that Z ≤ 2 +
Hence for small values of η (say η < 2/3 ≤ 0.8165) variable Z is bounded above, so that for any > 0 and for constant k sufficiently large, Algorithm 1 generates a set S for which:
We state the following:
Theorem 4 For any γ > 0, if random variable Z satisfies (9) , then for the corresponding set S computed by Algorithm 1 at line 6.4 , we have:
with:
Proof. When the algorithm finds a set S satisfying (9) we let δ = |S|/n and λ = w(S)/w * . From (8) and (9) it follows that:
There are two possibilities for S: either S = rebalance(S) or S = S. In the first case it is easy to see that w( S) ≥ 
In order to simplify (15) and (16) and to remove the dependence on δ we study functions f 1 and f 2 for δ ≥ 0. Simple calculations show that function f 1 has a minimum at
, where it assumes the value Our next aim is to find the value of γ that maximizes min(g 1 , g 2 ). Again with straightforward calculations it can be seen that function g 1 is concave, is equal to zero for γ = 0 and for
and has a maximum at
The graph of function g 2 on the other hand is a line that, for γ = 0 has value α(θ)(1 − ) and then decreases until it intersects the γ axis, quite surprisingly, again in γ R .
We have the following result. γβ(θ, η) ]. Then by definition we have that g 2 ≤ g 1 iff:
Theorem 5 For each
and hence iff:
Now if we let x 2 = ξγ(1 − η 2 )(1 − ) then inequality (17) becomes:
which has solutions for γ ≤ x ≤ γ(1 + 2η). It can easily be seen that γ ≤
Now from Theorem 5 and Theorem 4 we have

Corollary 6 The value of γ that maximizes min(g
As a consequence of this corollary we can obtain a more explicit evaluation of (10), as expressed by the following lemma.
Lemma 7 If random variable Z satisfies (9) for γ ∈ {γ M , γ L }, then for the corresponding set S computed by Algorithm 1 at line 6.4 , we have:
.
Proof. We show first that η
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In fact if we let a = (1 + 2η) 2 and b = β(θ, η)(1 − η 2 )(1 − ) then (23) becomes equivalent to
4−β(θ,η)(1− ) . Now from Theorem 4 and Corollary 6 it remains only to prove that ρ 1 = g 1 (γ M ) and that ρ 2 = g 1 (γ L ). By definition we have that:
For simplicity of notation we let
We also have that:
and if we let
Notice that functions ρ 1 and ρ 2 , for each > 0, depend on η and also on the value fixed in the algorithm for θ. For η = 0 and = 0, ρ 1 coincide with the bound given in [12] ; function ρ 2 has instead no counterpart in [12] .
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The appropriate choice of θ and k
In this subsection we discuss the choices that Algorithm 1 makes at line 2. Let us first consider the choice of θ. Since ρ 1 (ρ 2 ), for fixed > 0, is a function of η and θ, then, for any given η, it is possible to compute, and to use in the algorithm, the value of θ that maximizes ρ 1 (ρ 2 ). The ratios reported in the first three groups of lines of Table 1 
It can be verified that (
1 for small value of η and γ = γ M or k = 1 log 1 2 for large value of η and γ = γ L .
In Algorithm 1 we therefore fix the values of θ and k according to these considerations. The overall performance of the algorithm then may finally be specified by the following theorem.
Theorem 8 Let be a small positive constant. Then Algorithm 1 returns a solution S R having E[w(S R )] ≥ ρw
* with:
where ρ 1 and ρ 2 are defined in (21) and (22) .
, Z i be the random variable defined in (8) with γ = γ i , and Z Mi be the random variable assuming the maximum value for Z i in the loop of Algorithm 1, with ( S i , V \ S i )) being the corresponding cut. It is straightforward that
. From the considerations made on the appropriate choice of k, we derive that P r{Z Mi ≥ x i ) ≥ 1 − , for each i ∈ {1, 2}and then the conclusion follows.
Hence the following proposition can be stated and easily proved. Proof. The values reported in the table have been computed, by truncation at the third decimal, for each η, using the value of θ that maximizes ρ 1 (ρ 2 ) for n sufficiently large (n ≥ 10 4 ) and = 0. Since ρ i (1 − ) tends, for → 0 , to a value greater or equal to the one reported in the table, the result follows.
In this section we use the following very simple algorithm, that uses function rebalance(S), introduced in Section 3. Here with w M we indicate the weight of a maximum cut.
Algorithm 10 -
-use the algorithm in [8] We have the following: Theorem 11 Algorithm 10 returns a set S having:
Proof. If S = S the result follows easily since w M ≥ w * and η ≤ 1. Otherwise, as in the proof of Lemma 3, the removal from S of the |S|−(n+B)/2 vertices that contribute less to the weight w(S) of the cut reduces the weight by at most
M the result follows.
Conclusions
We have presented two polynomial time randomized approximation algorithms giving non-trivial performance guarantees for the MaxCUT-LU problem. The approximation ratios have been obtained by extending to this problem the methodology used in [12] for Max Bisection and by combining this technique with another one that uses the algorithm of [8] . Depending on the value of η, (27) or (28) or (29) give our best approximation result. In Table 1 we report the ratios r obtained for some values of the parameter η, subdivided in 4 groups. The values in the first group are given by (27), those in the last group are given by (29), the others by (28). Moreover the values reported in the first three groups have been computed, for n sufficiently large (n ≥ 10 4 ) and = 0, with truncation at the third decimal, using the values of θ, also reported in the table, that maximize the ratios. Table 1 For smaller n, e.g. n = 10 3 , some of the approximation ratios in the table decrease only by 10 −3 . Note that the breaking point between Algorithms 1 and 10 occurs for η < 2/3, as we have assumed.
In [7] an extensive computational experience with the algorithms we have analyzed is performed on several types of graphs. It turns out that the approximation ratios obtained on these graphs are always much better than the theoretical guarantees reported in Table 1 .
