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摘して，それを対処するため，ライングラフを利用して補う手法 GL2vecを提案した．  
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(2.1)
ReLU(x) = max(0; x) (2.2)
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図 2–1: 二つの隠れ層を持つ順伝播型ニューラルネットワーク
入力層を 0層で定義し，各層の入力を u (l )，出力を z (l )で表すと，入出力は次のよ
うに計算される．
u (l ) = W (l )z (l   1) + b(l )
z (l ) = f (u (l ))
ここで，W (l )は l層と l   1層の間の結合重みを表し，l層のニューロン数が d(l )の
とき，W (l ) 2 Rd
( l   1)  d( l ) である．また, b(l )は l層のバイアス項を表し，b(l ) 2 Rd
( l )
である．
このように, ネットワークは与えられた入力 x に対して，入力層から出力層へと
上の計算を繰り返し，MLPの全ての層のパラメータW と bをまとめて  で表す
と，MLPはパラメータ  もつ関数 y = y (x ;  )と表現することができる．MLPは
パラメータを変えることで，様々な関数を表現することができる [22]．
2.1.2 出力層の設計と誤差関数
与えられたデータの集合D = f (x 1; ŷ 1); (x 2; ŷ 2); :::; (x N ; ŷ N )gに対し，MLPを
用いて F : X ! Y のようなマッピングを構築するために，扱う問題の種類に応じ
て,誤差関数 (損失関数とも呼ばれる)と出力層の活性化関数を適切に設定する必要
がある．ここで，誤差関数はモデルの出力 y と正解 ŷ 間の差 E (y ; ŷ )を測る．
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にする．ここで，ノードラベル付きグラフが f V,E, λgで表す．Vはノードの集合
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図 2–2: DBOWの仕組み
であり，E ⊂ (V × V )はエッジの集合である．λは，関数 λ : V → Lで，アルファ
ベットLからすべてのノード v ∈ V に一意のラベルを割り当てる．
グラフの集合{G1, G2, ..., GN}と正整数δが与えられて，Graph2vecは{G1, G2, ...,





























vに対し，各 vを根とする (H+1)個の根付き部分グラフを生成して，式 2.8のよう
な n(H+1)個根付き部分グラフから構成された集合 c(G)を作る．ここで，sg(t )i は
i番目のノード vi を根とする，深さ tの根付き部分グラフを表す．nはグラフ内の
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ノード数である．
c(G) = f sg(0)1 ; sg
(0)






2 ; :::; sg
(1)











ゴリズムでは， t(v)が t回操作後ノード vのラベルであり，vを根とする深さ tの
根付き部分グラフ sg(t )v の識別 IDと表す．
W-L(Weisfeiler-Lehman)再ラベル操作が下記の四つのステップで構成される．
1. 8v 2 V，ノードvに隣接する近傍ノードのラベルを集めて，多重集合M t(v) =
f  t   1(u)ju 2 Neighbors(v)g
2. 多重集合M t(v)の要素を昇順でソートした文字列St(v)を作る．その後，St(v)
の先頭に根ノードのラベル  t(v)を加える.
3. 全単射能力が持つハッシュ関数を用いて St(v)を識別 IDにマッピングする．
Hash(St(v)) = Hash(St(w)) if f S t(v) = St(w)．このハッシュ関数は異な
る文字列を異なる識別 IDに写像することが要求されるが,基数ソートを使用
すれば簡単に実装できる.
4. 識別 IDを vの新しいラベルとする． t(v) = Hash(St(v))
ここで，ステップ 2では，vの隣接ノードの深さ t-1の根付き部分グラフと v自身
の深さ t-1の根付き部分グラフから，vの深さ tの根付き部分グラフ sg(t )v を合成し，




で表し，ここで，先頭の “2”は根ノード v5のラベル，“1,1,2”は v5に隣接するノー
ド v1，v3，v4のラベル．そして，sg
(1)
v5 を代表する “2-1,1,2”が識別 ID“6”にマッピン
グする．このような一回目操作後，グラフGから抽出された根付き部分グラフの



















多重集合 c(G) = f 1; 1; 1; 2; 2; 4; 5; 6; 5; 6gに代表される．また，H回繰り返すの操
作により，深さHまでの n(H+1)個の根付き部分グラフの集合 (識別 IDの多重集
合)が作れる．
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グラフの集合{G1, G2, ..., GN }と対応する部分グラフの集合S = {c(G1), c(G2), ...,
c(GN )}が与えられたときに，Graph2vecは次元数 δの各グラフGi の特徴ベクトル
G⃗i と，(1 <= i <= ni (H + 1))，Sの要素である各部分グラフの特徴ベクトル s⃗gj
を学習する．特に，Graph2vecには，sgj が c(Gi )からサンプリングされたことに
基づき，式 2.9のような対数尤度関数の最大化に目指し，ネットワークのパラメー
ターを学習する．





























2.3.1 Graph Neural Network
グラフG = (V,E)における，各ノード v ∈ V が初期特徴ベクトル xvを持つ，こ
れらの初期特徴はノードの属性を表す．GNNの目標は，グラフのノード属性情報












ド v1を根ノードとする場合では，v1と隣接している近傍ノード群 {v2, v3, v4}の特







































































































h(k)v = W · [h(k−1)v ,Message(k)v ] (2.15)
ここで，[·]は結合 (concatenation)の操作である．
GCNの場合集約関数と結合関数を合わせて式 2.16の通りである．















hG = Readout({h(K)v |v ∈ G}) (2.17)
ここで，読み出す関数 Readout(·)は足し算など簡単な置換不変 (permutation in-
variant)の操作がよく使われる．それ以外，もっと複雑な操作 [11][12]も提案さ
れた．
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k((1 + ϵ(k)) · h(k  1)v +
X
u2N (v)
h(k  1)u ) (2.18)
hG = CONCAT (SUM({h(K)v |v ∈ G})|k = 0, 1, ..., K) (2.19)
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図 3–1: 形状が同一で中央ノードのラベルだけが異なる 2つのグラフG,G*











さH = 1までの根付きの部分グラフの集合 (識別 IDの多重集合)c(G)と c(G*)を




が “2-1,1,2”で，マッピングされた識別 IDが “6”である．一方，グラフG*におけ
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図 3–3: グラフGと対応するライングラフ LG
る u5を根とする部分グラフ sg
(1)
u5 が “2-1,2,3”で，マッピングされた識別 IDが “8”
である．形が同じだが，識別 IDが異なる．c(G)と c(G*)から pGとG*はノード
















LV = {v(e)|e ∈ E} (3.1)
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また，エッジの集合 LEが式 3.2のルールで構築される．
LE = {(v(ei), v(ej))|eiと ejがGにおいて端点を共用する } (3.2)
例を図 3–3に示す．ここで，例えば，グラフ Gにおけるエッジ (v1, v2)とエッジ
(v1, v5)は端点 v1を共用している．この場合，対応するライングラフ LGにおける




deg(e) = deg(va) + deg(vb)− 2 (3.3)












案手法をGL2vec(graph and line to vector)と呼ぶ．本論文でライングラフに着目
した理由は以下の 2つである．
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2. {G1, G2, ..., GN}に対して，Graph2vecモデルを適用する．その結果，Giに
対して δ次元の特徴ベクトル G⃗iが得られる．
3. {LG1, LG2, ..., LGN}に対して，Graph2vecモデルを適用する．その結果，LGi
に対して δ次元の特徴ベクトル L⃗Giが得られる．
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表 3–1: データセットの統計量
データセット サンプル ノード ノードラベル エッジラベル
名 数 数 (平均) 種類数 種類数
MUTAG 188 17.9 7 -
PTC 344 25.5 19 -
PROTEINS 1113 39.1 3 -
NCI1 4110 29.8 37 -
NCI109 4127 29.6 38 -
IMDB-B 1000 19.8 - -
MUTAG* 188 17.9 7 4
NCI33 2843 30.2 29 4
NCI81 4030 29.6 31 4
NCI83 3867 29.5 28 4

























































表 3–2: エッジラベル無しグラフ分類の正解率 (平均  標準偏差)%
データセット名 MUTAG PTC PROTEINS NCI1 NCI109 IMDB-B
Graph2vec 83.68 7.02 61.00 5.58 72.50 6.16 75.82 2.72 75.87 2.27 72.80 3.42
GL2vec 86.58 5.78 60.57 4.41 70.09 5.52 77.77 2.34 79.69 2.04 74.10 4.44
表 3–3: エッジラベル有りグラフ分類の正解率 (平均  標準偏差)%
データセット名 MUTAG* NCI33 NCI81 NCI83 DBLP
Graph2vec 83.68 7.02 78.95 1.82 77.77 2.24 75.90 1.66 90.63 0.59
GL2vec 87.63 7.50 81.30 2.17 79.60 2.09 77.29 1.31 92.27 0.62
種類 1 に所属する 6 つのエッジラベル無しのデータセットに対し，従来手法
Graph2vecおよび提案手法GL2vecで生成した特徴ベクトルを用いたグラフ分類の
正解率が表 3–2で報告される．これらのデータセットのうち 5つは [3]でGraph2vec
の評価に既に使用されているが，本論文におけるGraph2vecの実験では，もとの
論文とほぼ同じ精度が再現できた．表 3–2は，GL2vecが 4つのデータセット (MU-
TAG，NCI1，NCI109，および IMDB-B)でGraph2vecよりも優れていることを示






































































1. 与えられたグラフの集合{G1, G2, ..., GN}に対し，ライングラフの集合{LG1,
LG2, ..., LGN}を作成．Giのエッジ属性を LGiのノード属性として使う．
2. GiをGIN層に入力し，Giに対して δ次元の特徴ベクトル G⃗iが得られる．
3. LGiをGIN層に入力し，LGiに対して δ次元の特徴ベクトル L⃗Giが得られる．
4. G⃗iと L⃗Giを結合した 2δ次元のベクトルをMLPに入力し，分類を行う．
具体的に，元のグラフGをGINに入力際に，式 2.18と式 2.19により，ノード領域
における近傍ノード間の情報伝搬で，各ノード特徴ベクトル hvを生成 (更新)し，
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表 4–1: NCIデータセットの統計量
データセット サンプル ノード エッジ ノードラベル エッジラベル
名 数 数 (平均) 数 (平均) 種類数 種類数
NCI33 2843 30.2 32.9 29 4
NCI81 4030 29.6 32.3 31 4
NCI83 3867 29.5 32.2 28 4










⋄ 各隠れ層に batch normalization[17]を使用する．
• パラメターの学習
⋄ 最適化アルゴリズム:Adam[15]
























表 4–2: グラフ分類の正解率 (平均  標準偏差)%
データセット名 NCI33 NCI81 NCI83 NCI123
GIN 80.56 2.96 77.06 1.22 75.35 1.84 74.47 2.29
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