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Abstract
Human-initiated land-use and land-cover change is the most significant single
factor behind global climate change. Since climate change affects human, animal
and plant populations alike, and the effects are potentially disastrous and irre-
versible, it is equally important to understand the reasons behind land-use deci-
sions as it is to understand their consequences. Empirical observations and con-
trolled experimentation are not usually feasible methods for studying this change.
Therefore, scientists have resorted to computer modeling, and use other comple-
mentary approaches, such as household surveys and field experiments, to add
depth to their models.
The computer models are not only used in the design and evaluation of envi-
ronmental programs and policies, but they can be used to educate land-owners
about sustainable land management practices. Therefore, it is critical which model
the decisionmaker trusts. Computermodels can generate seemingly plausible out-
comes even if the generatingmechanism is quite arbitrary. On the other hand, with
excess complexity the model may become incomprehensible, and proper tweaking
of the parameter valuesmaymake it produce any results the decisionmakerwould
like to see. The lack of adequate tools has made it difficult to compare and choose
between alternative models of land-use and land-cover change on a fair basis. Es-
pecially if the candidate models do not share a single dimension, e.g., a functional
vi
form, a criterion for selecting an appropriate model, other than its face value, i.e.,
howwell the model behavior confirms to the decision maker’s ideals, may be hard
to find. Due to the nature of the class of models, existing model selection methods
are not applicable either.
In this dissertation I propose a pragmatic method, based on algorithmic coding
theory, for selecting among alternative models of land-use and land-cover change.
I demonstrate the method’s adequacy using both artificial and real land-cover data
in multiple experimental conditions with varying error functions and initial con-
ditions.
Filippo Menczer Michael Gasser
Jerome Busemeyer Marco A. Janssen
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1Introduction
Agent-based models are used in ecology, not only to understand global envi-
ronmental change and human role in bioecological systems, but to inform decision
makers in the process of designing environmental programs and policies. Changes
are due to human actions, and they can occur in different time scales and spatial
resolutions and extent — from choosing annuals to grow on one‘s yard to chang-
ing pristine natural resorts to urban development. Decisions are always somewhat
local, even if they may have more far reaching consequences such as global climate
change. Since the direct or indirect consequences of these decisions may be disas-
trous and at worst irreversible, it is important that the choice of the model that
decision makers put their confidence on, is based on sound principles.
Computer modeling is a common research practice and theory testing method
within disciplines in which the structures or processes underlying a real-world
system of interest are difficult to observe and measure directly, or controlled ex-
perimentation is impossible. The theoretical assumptions of these structures and
processes are implemented in a computer model, whose performance is compared
to the observed data. The task left to the scientist is to choose a performance mea-
sure for the comparison, and a criterion for determining if the model adequately
1
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explains the empirical system.
Two methods, used in testing models and choosing between them, are null hy-
pothesis testing, which is commonly used in behavioral sciences such as psychol-
ogy, but also in biology and ecology, and model selection, which is more or less an
emerging approach in many fields. In null hypothesis testing one model, namely
the “null hypothesis”, is considered favorite a priori and is rejected in favor of
the alternate hypothesis only if it fails to statistically explain the data. In model
selection several candidate models are considered at the same time, and they are
usually, but not always assumed equiprobable a priori. A model that is best sup-
ported by the observed data is chosen. If none of the models gains significantly
more support than others, the selection can be deferred until there is enough ev-
idence to choose one model over the others (Golden, 2000; Johnson & Omland,
2004).
The question of model selection has been addressed in several fields, for in-
stance in cognitive science (Pitt, Myung, & Zhang, 2002), ecology and biology
(Boyce, 2002; Ellison, 2004; Johnson & Omland, 2004; Stephens, Buskirk, Hay-
ward, & Rio, 2005; Strong, Whipple, Child, & Dennis, 1999), genetics (Sillanpa¨a¨
& Corander, 2002), organizational science (Burton & Obel, 1995), sociology (Weak-
liem, 2004) and maybe most prominently in machine learning (Kearns, Mansour,
Ng, & Roi, 1997). Cognitive scientists and the machine learning community have
mostly been concerned with model complexity and overfitting. In other fields
model validity, particularly, how well the model adheres to reality, is a central
issue (Burton & Obel, 1995). Supposed realism, achieved by replicating real world
processes and components in great detail, may introduce complexity that makes
the model incomprehensible and undermines its ability to answer the scientific
question it was build to answer. It is suggested that more complex models are not
1. Introduction 3
necessarily more realistic than simple ones, but only more complicated.
The best model is often determined by goodness of fit to the observed data that
usually consists of samples from a larger population. Using the fit as a single cri-
terion has a danger of compromising a model’s generalizability and undermining
its true explanatory or predictive power. An overly complex model may fit a data
sample perfectly, but it is not clear if it captures interesting regularities in the data
or just random variability in the sample. On the other hand, a model that is flexible
enough to fit a wide variety of data is not easily falsifiable. The goal of a model
selection method is to choose the model that best explains a phenomenon of inter-
est, and also to choose an appropriate degrees of freedom required to explain the
phenomenon (Kearns et al., 1997).
If real-world data exists, the quality of performance is relatively easy to mea-
sure, but individual sources of complexity may be much harder to identify. Several
approaches have been proposed to address the trade-off between goodness-of-fit
and model complexity. Most of them combine a maximum likelihood term that
measures fit and a penalty term that measures complexity. Traditionally, the most
common factors included in the complexity term are the number of free parame-
ters, the functional form, the value range for free parameters and the number of
independent data samples (Forster, 2000; Myung & Pitt, 1997; Myung, 2000; Pitt
et al., 2002).
Science favors simple explanations, since they are both more likely and more
comprehensible, and thus more capable of increasing common understanding and
knowledge. Modeling practice tends to follow this scientific ideal by preferring
models that are simplifications, abstractions and idealizations of the system they
are designed to mimic (Vicsek, 2002). This goal adhered to the principle of par-
simony, known also as Ockham’s Razor, which states that “entities should not be
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multiplied beyond necessity.”
However, many application domains of agent-based models are complex adap-
tive systems (CAS) (Bradbury, 2002) in which the large-scale behavior emerges from
small-scale behavior and local interactions. The class of land-use and land-cover
change models naturally falls into this category. An inherent characteristic of these
systems is that the behavior of the whole cannot be understood by simply observ-
ing the behavior of individual components, so it seems apparent that modeling of
these kinds of systems cannot be reduced into an analysis of the simple systems
that constitute them. Particularly, the validation of the simple systems and their
behavior is inmost cases impossible, because no data about them exist. Neither can
a complex adaptive system be abstracted into straightforward statistical or prob-
abilistic models so that the inherent emergent properties of the original system
will be preserved (Bradbury, 2002). As it turns out, models of complex adaptive
systems are often complex adaptive systems themselves.
Most of the existing model selection methods have been designed with ‘sim-
ple’ statistical models, sets of probability distributions, in mind, with which the
model selection problem reduces to an inference about the model’s structure, i.e.,
how many parameters to include, and a search for their values. These methods
barely scale up to handle models belonging to the class of complex adaptive sys-
tems, since their behavior seldom can be formulated as a deterministic function of
parameter values in the application domains of any practical interest. Or at least,
such a function would be extremely complicated. This in turn defies the whole
purpose of modeling, which is to understand the data with the help of the model.
I adopt a very pragmatic approach to studying model selection methods for
complex adaptive systems, and propose a criterion based on the practical, also
called crude, version of the Minimum Description Length (MDL) principle, coined
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for model selection purposes by Rissanen (1978, 1999). Rather than an algorithm
for model selection the MDL principle is a general method of inductive inference
based on the idea that any regularity in data can be used to compress them, and
the model that compresses the data most is able to extract most regularities in it.
The principle has several desirable properties; first, it does not assume that a ‘true
model’ exists that generated the data, then go ahead looking for it; secondly, in the
form the principle is adopted here, it does not make any subjective judgements of
the structure of the model, but bases its preference for a model (over others) solely
on the model’s performance; and thirdly, it has a neat communicative interpreta-
tion, applicable in many practical contexts. This will be elaborated in Chapter 4.
1.1 Research Questions
In this dissertation I study model selection method for agent based land-use
and land-cover change models. The research is framed by the following questions:
Question 1. What are good measures to be used to distinguish the performance of
different adaptive spatially explicit agent-based models?
Question 2. What is an appropriate selection criterion to choose a model that best
explains the available data?
Question 3. How does the choice of the performance measure influence the be-
havior of the model selection criterion?
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1.2 Overview of Dissertation
The study consists of formulating the model class of land-use and land-cover
change, followed by the design and implementation of a practical framework for
comparingmodels belonging to this class, and incorporation of the proposedmodel
selection criterion into the framework. The last phase is to conduct several empir-
ical tests using artificial and real data, to assess adequacy and usefulness of the
criterion.
I finish this introductory section with definition of terms and concepts used
in the rest of the dissertation. Chapter 2 focuses on two main topics: first, the
current state of the art in agent-based modeling, particularly in land-use and land-
cover change, and secondly, basics of model selection. Since model validation is a
essential part of the modeling process and prerequisite to model selection, issues
related to validation of agent-based models are also addressed.
In the Chapter 3 I describe the agent-based land-use and land-cover change
framework in which the model selection criterion, proposed in Chapter 4 is tested.
I also introduce classes of learning algorithms between which the selection is done,
and error functions that are used to assess the models’ performance.
Chapter 4 outlines the basics of the MDL principle. The crude version of the
principle is applied to the class of land-use and land-cover change model through
an extended example. Finally, an enhanced version of the principle is introduced,
and its tied to another, theoretically sound version of the MDL principle based on
universal models (Rissanen, 1999).
The experimental evaluation of the proposed model selection criterion is con-
ducted in three phases in Chapter 5. Experiment I, presented in Section 5.2, func-
tions as a proof of concept; with a simple and abstract agent-based land-use and
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land-cover change class the criterion’s ability to identify the ‘true’ generatingmodel
class is challenged. Experiment II, discussed in Section 5.3, consists of a series of
tests to analyze criterion’s sensitivity to error functions and factors external to the
model class. Finally, in Experiment III evaluates the criterion’s performance with
real world data. This phase is presented in Section 5.4.
Final Chapter 6 is dedicated to general discussion and outlines the direction of
future work.
1.3 Terminology
One obstacle for fluent scientific discourse in multi-disciplinary research is that
every participating discipline brings to the party not only their knowledge and ex-
pertise together with research practices and methodology, but also their own con-
cepts and terminology. Some disciplines have also adopted a practice of exploiting
or overriding terminology from other fields, which makes the communication be-
tween even close disciplines susceptible for misunderstandings and unnecessary
disputes. Finally, different disciplines just define the terms differently.
Agent-based modeling of land-use or land-cover change is an endeavor that
brings together scientists from computer science, ecology, economics, biology, ge-
ography, and even anthropology, political science and psychology. Introducing
model selection, which mostly derives from artificial intelligence and statistical
learning, to the set, just adds another degree of potential confusion.
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Modeling as Explanation vs. Prediction
To start with, scientists coming from different disciplines use the term “model”
to refer to different entities; for statisticians it equals a distribution or (point) hy-
pothesis in a parametric family of probability distributions (Myung, 2000), while
for computational economists or psychologists it may mean an abstraction of a
real-world system, or theoretical assumptions assumed underlying the system, for-
mulated as a computer program, and used to understand the system. Even more
general and intuitive interpretation among sciences is “a system that behaves in a
similar way as the ‘real system”’, ‘real system’ meaning the data generating pro-
cess.
Rissanen in his seminal paper (1978) gives the following description for amodel:
... ‘model’ is used for any hypothesis that one uses for the purpose
of trying to explain or describe the hidden laws that are supposed to
govern or constrain the data.
Despite being an adequate depiction of what a model actually means to many
scientists, this definition is still relatively vague. Later Rissanen (1989) makes the
distinction between “model as a realization of a theory” and “model as depiction
of reality.” Also in the former case, he argues, the theory tells us not only how
the model works, but also how the real world works. This is the fundamental
theme running throughout this dissertation; modeling pertains to an attempt to
figure out what is going on in the real world, and the data is used to infer the
processes and structures underlying the observed behavior. Here models are not
used to predict the future because of the unpredictable character —- introduced by
sensitivity to initial conditions, path dependency, and agent adaptation — of the
models of interest, namely complex adaptive systems (Bradbury, 2002). In some
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marginal sense the CAS models are also applied in evaluation of scenarios, but
again, the objective is to understand behavior not to predict it. For instance, one
can run a CAS model to generate a distribution of histories and then use them
to understand the general underlying process (Rand et al., 2003). So, what is the
difference between explanation and prediction then?
Explanation means an attempt to understand how structures and mechanisms
underlying a system contribute to the observed behavior of the system. Prediction
in turn is inference about what is going to happen in the future, not accessible to us
yet, based on the knowledge of the current state of affairs. An explanation answers
questions like How? and Why?, while prediction answers questions like What?
The purpose of this chapter is to make precise the central concepts and terms
frequently used in the rest of the dissertation. First I describe the basic terms re-
garding the modeling enterprise in general, such as model and model class, data,
goodness-of-fit and generalizability, then more advanced concepts pertaining to
model comparison and selection. The chapter is closed by an introduction to the
terminology used in the application domain, namely in modeling of land-use and
land-cover change. However, some of these specific terms may later be used also
in their everyday meaning; in such a case, an attempt is made to accompany them
with a note of the intended reading.
Model
In general terms a model in this dissertation means either a running computa-
tional algorithm or procedure implemented in any general purpose programming
language or a verbal or mathematical theory formulated precisely enough to be
instantiated as a computer program. In either case, the model is a collection of
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structures and processes assumed to underlie the behavior of the system of inter-
est. Given this basic presumption, the following characterize different depictions
of models in the process of modeling and model selection.
Model class contains models with the same functional or algorithmic form, that
have the same number and type of parameters.
Model is an instantiation of a model class after the parameters are fixed; either set
by the experimenter or estimated from data.
Generating model is the assumed data generating process, either nature or the
model devised by a scientist.
Candidate model is a model among a set of competing models we consider in the
comparison, and among which we want to select one.
True model is the assumed data generating process. This is a feasible concept only
when using artificially manufactured data. Only in such a case — when the
generating model is devised by a scientist — it is known that a true model
exists. Whenwe are working with real-world data, we do not consider a ‘true
model,’ since assuming its existence may be dangerous, and its verification
close to impossible.
Optimal model is the best-fitting model in the maximum likelihood (ML) sense.
Best model is the model that is ‘best supported by the data’ (Johnson & Omland,
2004), a requirement that is ultimately determined by the scientist. In the
current research the best model is the one that captures the most useful reg-
ularities in the data with an appropriate level of flexibility. In other words,
the best model is one that teaches us something interesting about the data,
which can be used to understand the system or process that generated it.
1. Introduction 11
Null model is baselinemodel used in themodel comparison process, a close equiv-
alent to a null hypothesis in traditional statistics.
Data
Data denotes whatever numerical and unprocessed (i.e., not summary statistic)
information either output by a model when run (artificial data), or acquired
from real world by using other media and methods (observed data). Data may
represent quantitative information of a single event or a series of events.
Metrics refer to various numerical measures calculated from the data that charac-
terize it either quantitatively or qualitatively.
Sample usually denotes to a sequence of observations, where each observation is
an outcome of some process or system. In land-use and land-cover change
context a sample is a sequence of land-cover changes observed over time.
Model Selection
Model selection in general terms is form of statistical inference the goal of which
is to identify among the candidates the best model of behavior after observ-
ing samples of that behavior. More specifically model selection is a process
whose outcome is the model, which outperforms other candidate models
according to a predefined selection criterion, or in case the criterion is not
conclusive, i.e., it is not able to distinguish between the candidate models, a
decision to defer the selection until more evidence is gathered. The inputs to
the process are a set of candidate models, the method of measuring fit of the
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models (error or loss function), and the model selection criterion for deter-
mining the best model among the candidates. The decision how to come up
with a representative set of candidate models is entirely different issue, not
dealt with here, that reflects general goals of the study, the research paradigm
and its history.
In statistics model selection is used to estimate parameter values for a known
parametric form, not the structure of themodel. Presupposing a certain struc-
ture or functional form for an adaptive agent-based model is a simplifying if
not preposterous assumption, as if saying that we knowwhich one is the ‘true
model.’ Therefore, this research is about selecting betweenmodel classes. For
the sake of fluency, and in accordancewith common practice, the term ‘model
selection’ is used in this dissertation instead of ‘model class selection.’
Model selection criterion is a numerical measure for determining which of the
candidate models is the best with respect to a modeling objective. The se-
lection criterion does not say anything about a model’s adequacy for its pur-
pose, other than how well the model outcome complies with the observed
data. More importantly, it does not validate the model’s structure, function-
ality or other assumptions built into it. The consistency and plausibility of
model assumptions pertaining to the modeled system need to be considered
when choosing the candidate models. The selection criterion is not able to
distinguish a plausible model from an implausible one with equal perfor-
mance. A substantial amount of subjective judgement is left to human sci-
entists to decide if the model complies with well established theories in the
field, and the empirical observations or common knowledge of the modeled
system.
Goodness of Fit (GOF) is the deviation between the model outcome and the data
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measured after the model parameters have been calibrated to the data so that
the deviation is minimized.
Maximum likelihood parameters are the parameter values that maximize model
fit or alternatively minimize the lack of fit.
Generalizability is a model’s explanatory or predictive accuracy on yet unseen
data.
Flexibility is a measure for a model’s ability to fit a variety of different data pat-
terns.
Complexity in turn is used to refer to the intricacy of the model, which in general
terms, refers to the amount of detail built in the model of the real-world do-
main. More specifically, model’s complexity is a function of both, the number
of interacting components, and the extent and refinement of computation.
Rather than making the model too flexible to fit wide variety of different
data patterns, complexity makes it perfectly replicate a single or very few
samples.
Land-use and Land-cover Change
Land-use decision making is a complex, multi-asset, real world decision task.
The land-owner has to consider which activities she wants to implement on her
land and decide where on that land to implement them. The decision maker’s task
is to find an effective way of using her assets — size and quality of land, technol-
ogy, education and experience — in allocation of available resources — labor and
land — to different uses. The number of factors to be considered range from the
suitability of the land, dictated by various biophysical variables, to the expected
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monetary or non-pecuniary returns from the activities. The optimal or good de-
cision does not depend solely on the careful consideration of the afore-mentioned
factors, but also on the decisions of neighboring owners and the activities they
implement on their land.
The outcome of the decision process is a land-use or a change in the land-use.
In this research, I am primarily interested in changes that are human-initiated, al-
though various natural phenomena have at least a partial role in all change. Clari-
fications to some of the frequently occurring terms follow.
Land-Cover and Land-Use Land-cover is any of the biophysical attributes used
to characterize the condition of the landscape (Brown, Pijanowski, & Duh,
2000). Land-use in turn refers to the human activity on the landscape that is
influenced by various economic, social, cultural, political, ad historical fac-
tors (Brown et al., 2000). Land-use and land-cover are intercorrelated, but
not identical, and in some context they are treated equivalent. Most of the
time, but not always, land-use has visible effects on the land-cover. How-
ever, the land-cover can change without the land-use changing. In order to
retain a reasonable level of abstraction and simplicity, in this dissertation both
land-use and land-cover, used interchangeably, refer both to the biophysical
condition of the landscape and the agent activity that results in the condition.
The encoding of the land-cover can be qualitative characterization, such as
old growth forest, secondary succession, wetland, or pasture, or binary clas-
sification to, for instance, forest and non-forest or urban and rural. Agent
activities corresponding to these cover types could be recreational activities,
such as hunting or hiking, timber harvesting or development.
Land-cover Change is a process in which the biophysical properties of the land-
scape changes as a result of a natural phenomenon (e.g., wildfire or forest
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growth) or human land-use activities (e.g., development, logging). Land-use
and land-cover change is often abbreviated LUCC.
Parcel is region of land owned by a single economic agent, for instance individual,
organization or company.
Spatial or Spatially Explicit (also called ‘spatially referenced’ in literature) means
that together with the quality or type of a biophysical variable, its location on
the landscape is explicitly encoded, as opposed to just recording the quanti-
tative or aggregate measures of the variable. Baker (1989) makes this more
explicit in the context of land-use change models. He distinguishes between
whole landscape models, distributional models and spatial landscape models. While
the whole landscape models relate to the change of a single variable or a set
of environmental variables associated to the whole landscape, distributional
models track the changes in the distributions of variable on the landscape.
Spatial landscape models focus on both configuration and physical locations
of the changes in the variable values on the landscape.
Externality in general terms means a benefit or cost resulting from a decision that
is enjoyed or born by others than the decision maker herself. Spatial exter-
nality means an effect caused by land-uses on the adjacent parcels. The effect
can be positive or negative, and it can be between the same or different land-
uses.
A positive externality means increase in revenue or some other valuable asset
induced by the neighbor’s land-use decisions. A negative externality is the
cost incurred by a land-owner resulting from the neighbor’s decisions, when
the neighbor does not account for all of the costs herself.
Suitability is an indicator of land’s goodness for various purposes.
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Heterogeneity and homogeneity refer to how some property is distributed over
entities or entity. For example, landscape heterogeneity indicates that the
landscape varies in some characteristic, e.g., slope or soil, from location to lo-
cation, while a homogeneous landscape means that the characteristic is equal
in every location. Likewise, agent heterogeneity means that the agents vary
by one or several attributes, while homogeneous agent are equal in this as-
pect, i.e., they have the same attribute value(s), e.g., age or education.
2Background
2.1 Agent-Based Models of Land-use and Land-cover
Change
The fundamental idea behind agent-based models (ABMs) is that decision mak-
ing is distributed among autonomous actors, which either operate individually or
may communicate and cooperate. The focus is on the macro-level patterns in col-
lective behavior emerging from agents’ individual characteristics and micro-level
phenomena, such as local behavior and interaction between the agents.
ABMs come in multiple disguises but here I am particularly interested in mod-
els in which agents inhabit a simulated environment, so that they are ‘physically’
tied to a specific location and have a fixed neighborhood. Alternatively, if the spa-
tial aspect is not important, an agent’s environment and neighborhood can be de-
fined by other agents it interacts with.
The agents perceive the state of the environment, and then act according to the
information they possess. Theymay change either some objects in the environment
or themselves, for instance by moving relative to the other agents. Agents may be
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intentional and have goals and actively change the state of the world in order to
achieve their goals by following an internalized decision strategy. Besides goals,
agents may have cognitive properties such as emotions, needs and memory, and
they may learn from their own or other agents’ actions. They may also choose
to interact with other agents in order to seek information, or communicate their
intentions or some properties of the environment to them.
The agent-based approach has been applied to studying, for instance, social
dynamics and communication and collaboration under environmental risk (An-
dras, Roberts, & Lazarus, 2003; Axelrod, 1984; Schelling, 1978), ecological eco-
nomics, e.g., commons dilemmas (Jager, Janssen, Vries, Greef, & Vlek, 2000), mil-
itary conflicts (Cioffi-Revilla & Gotts, 2003), types of complexity in artificial life
applications (Menczer & Belew, 1996), language evolution (Bartlett & Kazakov,
2004) and language change (Laine & Gasser, 2003), people-environment interac-
tion for recreation management (Deadman & Gimblett, 1994; Itami & Gimblett,
2001), and agricultural economics, e.g., land-use and land-cover change (Berger,
2001; Cioffi-Revilla & Gotts, 2003; Deadman, Robinson, Moran, & Brondizio, 2004;
Evans & Kelley, 2004; Laine & Busemeyer, 2004b; Parker, Manson, Janssen, Hoff-
man, & Deadman, 2003). Janssen (2004) lists other applications of agent-based
models in ecological economics: innovation diffusion, learning in natural resource
management, and participatory approaches. Grimm (1999) reviews what he calls
individual-based models; these models simulate animal population dynamics emerg-
ing from individual characteristics and behaviors. Tesfatsion (2002) lists potential
application domains of agent-based modeling in computational economics, for in-
stance learning and embodied cognition, design of agents for automated markets,
study of organizations, and experiments with human subjects and computational
agents, just to mention few.
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The agent-based approach has also been used to model various land-use and
land cover change related processes in several areas of the world: for instance agri-
cultural land-use decision making by colonist households in Brazilian Amazon
(Deadman et al., 2004), migration and deforestation in Philippines (Huigen, 2004),
agricultural household land-use decision making in the US Midwest (Hoffman,
Kelley, & Evans, 2002; Evans & Kelley, 2004; Laine & Busemeyer, 2004b, 2004a),
reforestation in the Yucatan peninsula of Mexico (Manson, 2000), ex-urban devel-
opment in Maryland, US (Irwin & Bockstael, 2002), spatial planning in Nether-
lands (Ligtenberg, Bregt, & van Lammeren, 2001), and technology diffusion and re-
source utilization related to agricultural land-use in Chile (Berger, 2001). In Janssen
(2002) several other application domains of agent-based simulation and modeling
studies have been presented, for instance the effect of policy switches in several
farm-related variables, innovation diffusion and adoption of organic farming, in-
teraction of social, economic and ecological variables in household’s agricultural
decision making, and finally management of grazing on rangelands. The study ar-
eas extend from Western Europe and the Midwestern United States to Africa and
Australia.
Models of LUCC
These days land-use change is one of the most prominent forces affecting the
planet we live on. Besides its local effects, such as potential animal and plant habi-
tat destruction and contamination of ground water supplies, land-cover change
also has irreversible effects on global climate (Agarwal, Green, Grove, Evans, &
Schweik, 2002). The general objective of modeling land-use and land-cover change
(LUCC) is to understand this global environmental change and the human impact
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on bio-ecological systems. More specifically, the goal is to explain how various so-
cial, economic and ecological factors influence land-use and resulting land-cover
patterns in multiple spatial and temporal scales.
Empirical measurements are not necessarily sufficient to understand the combi-
nation of the forces driving the change (Parker et al., 2003). On the other hand, ex-
perimental manipulation of landscapes is often impractical if not impossible or un-
ethical (Baker, 1989). Therefore, computer models may be used to study the social,
psychological, and bio-ecological processes that are assumed driving the land-use.
By testing possible explanations for a phenomenon one can explore implications
of theories and formulate new hypotheses. For instance, in order to understand
the observed patterns of land-cover change within a time period, one needs to ex-
plain how people make decisions, andwhat role individual preferences or learning
and communication play in decision making, or alternatively how decision-maker
and landscape heterogeneity evidence themselves in land-use outcomes (Kelley &
Evans, under review; Laine & Busemeyer, 2004b; Deadman et al., 2004; Schneider
& Pontius, 2001). Computer models may also have a descriptive role in the evalua-
tion of policies, or they can be used in decision support systems to inform decision
makers in natural resource management about the potential consequences of their
decisions (Agarwal et al., 2002; Baker, 1989; Berger, 2001; Casti, 1997; van Daalen,
Dresen, & Janssen, 2002; Itami & Gimblett, 2001).
A number of different techniques have been used in modeling land-use and
land-cover change, for instance equation-based models, logistic regression models
based on suitability maps (Schneider & Pontius, 2001), system dynamic models,
statistical methods, symbolic or rule-based systems combined with qualitative ex-
pert knowledge, evolutionary models, such as genetic algorithms, and perhaps
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most commonly cellular automata (CA) and Markov chain (MC) models or com-
binations of them (Brown, Riolo, Robinson, North, & Rand, 2005; Jenerette & Wu,
2001; Parker et al., 2003). Cellular models are most suitable to study spatial in-
teractions, while MC models lend themselves to modeling of state transitions. In
landscape modeling a CA is a two-dimensional grid of cells that can be in one of
a finite set of states at a time. The spatial dynamics are implemented by changing
cells’ state according to fixed rules, so that the new state depends a cell’s current
state and the state of its neighboring cells within specified temporal margin. Time
is modeled in discrete steps and state transitions may be either synchronous or
asynchronous.
Land-cover changes are often initiated by human decisions. Computer simu-
lations have been used in ecological modeling for a long time. However, most of
the modeling efforts have concentrated on the biophysical processes rather than
human actions (Itami & Gimblett, 2001). Even if there have been attempts to incor-
porate social processes into a cellular framework by translating them in terms of
forces applying to physical systems (Rand et al., 2003), intentional cognitive states
and adaptive behavior is difficult to implement in a system whose dynamics are
based on the immediate neighborhood and the finite number of fixed transitions
rules (Berger, 2001; Ligtenberg et al., 2001).
On the other hand, manymathematical and statistical models ignore the spatial
aspect of the land-cover change (Manson, 2000), as do the majority of models that
incorporate socio-economic drivers of LUCC (Parker & Meretsky, 2004). A rela-
tively recent development in LUCC modeling is a hybrid approach that combines
a cellular automaton, representing the biophysical landscape with an agent-based
component, which consists of decision makers, institutional or individual. Land-
use then represents the link between the agent and the landscape (Parker et al.,
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2003; Evans, Sun, & Kelley, in press).
Since the main motivation behind this dissertation is choosing among learning
and decision models, a quick review of learning and decision making in both in
laboratory experiment and contemporary LUCC modeling is given next.
Learning and Decision Making in Agent-based Models of LUCC
Learning in decision tasks is common subject in studies that combine labora-
tory experiments with model selection. Busemeyer &Myung (1987) address learn-
ing in a resource allocation experiment in which participants allocate land between
three crops in an artificial setting. The subject repeat the decision until they meet
the learning criterion. After each decision the payoff is displayed. Subjects’ goal
is to maximize their total payoff and finish the experiment as soon as possible,
i.e., minimize the number of rounds they need to reach the criterion. Two learn-
ing models are compared to the human performance: functional learning model
and hill-climbing model. The results indicate that a hybrid of these may be used
by the subjects; functional learning strategy for exploration and hill-climbing for
exploitation.
Rieskamp, Busemeyer & Laine (2003) use an abstract resource allocation task
in comparing two learning algorithms to experimental data. In the experiment 20
participants repeatedly allocate a fixed amount of money between three assets, of
which one produces a constant return and the payoff from the other two depends
on the proportions allocated to them. The payoff function is constructed such that
it contains a single global optimum and in addition to it, one local optimum. The
goal of the study is to find out, if the participants are able to learn the location of
the global optimum from the feedback they receive of their allocations.
2. Background 23
The two algorithms are the local adaptation (LOCAD) model, that makes small
adjustments to the allocations based on the feedback received from the previous
allocation, and the global search (GLOS) model, that keeps track of the all the allo-
cations tried so far and probabilistically samples the allocation space to find areas
that have proved profitable before. The authors conclude that the LOCADmodels
gives a little better account for the participants’ behavior, although neither of the
models is able to produce accurate predictions. With one exception, the models are
usually too conservative in their predictions compared to the experimental results.
Evans, Sun & Kelley (in press) study land-use decision making with an inge-
nious computer-aided laboratory experiment in which participants make abstract
land-use decisions on a two-dimensional landscape. The participant each con-
trol a portion of the landscape, and they can see the outcomes of the decisions of
other participants. After each decision they receive a reward that depends on the
land-use structure they chose and potentially the landscape suitability. Evans et al.
compare the experimental results to the decisions of an expected utility maximiz-
ing model.
The comparisons reveal two clear trends: there was more variation in the par-
ticipants’ payoffs than in the model’s, and the participant produce much more
heterogeneous land-use patterns. While the expected utility maximizer found the
optimal land-use pretty quickly, the participants deviated from it significant num-
ber of times even if they could observe the price trends of the land-uses after each
decision. Also, even if the price trends were predictable and the suitability pattern
regular, the participants produced highly irregular land-use patterns compared to
the model.
Model selection has also been discussed in context of other kind of decision
tasks, most commonly in strategy learning and games. Salmon (2001) compares
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models from two classes, reinforcement learning and belief update models in iden-
tification of learning rules used by subjects in normal form games. He generates
artificial data from different sources — different versions of the Camerer & Ho’s
experience-weighted attraction model (EWA) (Camerer & Ho, 1999) – and eval-
uates the learning models in their ability to identify the data generating process.
Salmon attributes the model’s poor performance partly to the experimental design
rather than solely on the models’ inherent disability to recognize the decision and
learning processes.
Since the introduction of a human component into LUCC models various de-
cision making and learning techniques have been employed, for instance decision
trees, constrained expected utility maximization, genetic algorithms, and rule or
search based heuristic strategies. While some of the decision algorithms are rela-
tively general in character, some of them are complicated and highly specialized
to the task.
Deadman et al. (2004) apply a domain specific heuristic decision tree to agent
decisionmakingwhen studying if heterogeneity in household composition, house-
hold wealth, soil quality and burn qualities lead to quantitative land-use outcomes
comparable to the trends observed in real world study area of Amazon rain forest
near Altamira, Brazil. Agent learning has not been implemented yet.
Huigen (2004) proposes an agent-based framework, calledMameLuke, for study-
ing human-environment interaction and land-use change. In this framework agents
are classified into categories, which are user definable and determined by the study
objective, so that each agent can belong to multiple non-conflicting categories. De-
cision making is rule-based and implemented in so called potential option paths
(POPs), actions available to an agent, which depend on the agent’s category. The
framework can be applied from migration and settlement of agents to consequent
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land-use decisions and activities. Huigen applies MameLuke’s settlement model
in the San Mariano watershed in Philippines, and simulates demographic vari-
ables, such as population age and household sizes and their effect on the spatial
distribution of new settlements.
Hoffman, Kelley & Evans (2002), Evans &Kelley (2004) and Laine & Busemeyer
(2004b, 2004a) use different approaches to model households’ annual agricultural
land-use decision making in rural South-central Indiana, and evaluate their mod-
els against real land-cover data. Hoffman et al. and Evans & Kelley’s agents follow
myopic constrained expected utility maximizing strategy; after observing a set of
exogenous variables, such as prices and biophysical properties of their land, agents
opt for optimal labor allocation over the available land-use activities, and the op-
timal locations for these activities.
While Hoffman et al. and Evans & Kelley’s agents look ahead one year at the
time, Laine & Busemeyer’s models look back either one year or a longer period
of time, and adjust their current decisions based on the payoffs earned in the
past from different activities. In other words, the agents learn. Two algorithms,
based on reinforcement learning (Sutton & Barto, 1998), are compared; the local-
adjustment agent examines the payoffs received from different activities in last two
decision rounds, and adjusts the corresponding land-use allocations according to
the sign of the difference between the payoffs. The experience-based agent stochas-
tically samples all the previous land-use allocations and chooses the best propor-
tional to the total payoff it produced.
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Manson (2000) incorporates both individual decision making agents and insti-
tutions in the framework that combines an agent-based component to a general-
ized cellular automaton1 to simulate biophysical dynamics in the Yucatan Penin-
sula, Mexico. Three different decision models has been implemented: in the first
one agents follow heuristic rules when choosing what to do on their land and
where; in the second one they use multi-criteria evaluation based on agent and
landscape variables; and in the third one agent strategies are evolved using ge-
netic programming.
Berger (2001) uses an agent-based system to model technological innovation
diffusion among agricultural decisionmakers in Chile. The adoption of newwater-
saving technologies is driven by the incentive for higher income generated by pro-
duction of export goods, which, in order to succeed, necessitates new technological
advances. The agent households make several decisions, e.g., innovation adop-
tion, tenure, production, and land-use decisions, implemented as simple linear
programming problems, which each agent solves separately in order to maximize
household income without over-utilizing the available resources. The modeling
framework includes both economic and hydrological processes. Although cur-
rently used to study implications of the policy change, the framework can also be
extended to model land-cover change.
Irwin & Bockstael (2002) study the fragmented pattern of ex-urban develop-
ment in Maryland. They model the timing of private landowners’ decisions to
subdivide their land for development. Agents opt for optimal timing taking the
net returns from developing the parcel, and the foregone agricultural returns into
account, modified by the interaction effect which is a function of the number of
neighboring parcels that are already developed. The authors postulate a negative
1‘Generalized’ implies that the adjacency requirement in the cells’ state change rules is relaxed.
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interaction effect between neighboring agents to explain why neighboring parcels
are developed at different times, even if the observed positive spatial externali-
ties would support early development. The positive externalities pertain to land’s
value once it gets developed if the neighboring land also will be developed, to-
gether with potential sense of community resulting from a compactly developed
neighborhood. The negative interaction effect comes into play if agents are con-
cerned with congestion or potential loss of aesthetic environment.
While the above discussed modeling studies are interested in agents making
decisions about their individual parcels, Ligtenberg et al. (2001) proposes a model
of urban planning in which agents make decisions about common land. Themodel
combines a multi-actor approach with a cellular automaton in SWARM. They ap-
ply the model with three types of agents, with different preferences and voting
powers in a single-use framework to predict the spread of urban areas in the east-
ern Netherlands. While all the agent types have a right to vote for the land use,
only one of the agents, called the planning agent, can actually implement the land-
use change if it is agreed upon by all the agents.
Validation of LUCCModels
While Quadrat-Ullah (2005) argues that structural validation against real-world
domain knowledge is strict enough a test for model’s validity, i.e., whether the
model generates ‘right behavior for right reasons,’ other scientists strive for more
objective and robust behavioral measures in order to build confidence in their
models. By structural validation it is meant that the components and algorithms
in the model replicate the systems and processes of the real-world phenomenon
accurately enough the model to be considered a plausible, and a model of the
phenomenon. Bayarri (2002) points out that without validating model behavior
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against real data it may be hard for model’s designer to convince the scientific
community about the correctness and adequacy of the model structure.
LUCC models are most commonly evaluated by their spatial outcomes using
several collective or individual metrics to characterize the landscape composition
and pattern. Some researchers also validate their models against well-established
theories, household surveys, census data, expert knowledge, laboratory or field
experiments or other computational models (Carpenter, Harrison, & List, 2005;
Parker et al., 2003; Manson, 2002; Tesfatsion, 2002).
A common agreement in the field is that models should be validated both qual-
itatively by the type of changes and spatially by the location of changes (Brown,
Page, Riolo, Zellner, & Rand, 2005; Pontius, Huffaker, & Denman, 2004; Parker
et al., 2003). Spatial comparison to observed data can be carried out in several
ways. One possibility is separation through time (Pontius et al., 2004); if time series
of landscape data for rounds 1, . . . , N is available, the model is fitted — its free
parameters calibrated — to the first M landscapes, where M < N , and thereafter
made to predict the rest of the series, i.e., the landscapes M + 1, . . . , N . Another
method is separation through space; if several data series of the same geographic re-
gion are available, the model is fitted to one of them, and then validated with the
other(s).
Pontius et al. (2004) claim that not a single study exists in which the model’s
predictions of exact location have been more accurate than the Null model’s, the
model that predicts no change, when using the resolution in which the data is
available. On the other hand, Jenerette & Wu (2001) argue that prediction of the
pattern of ecological processes is much more important than prediction of exact lo-
cation. Neither Pontius et al. or Jenerette &Wu use an agent-basedmodel, though.2
2Since validation of spatial outcomes is not specific to agent-based models, in this chapter and
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Pontius et al. use suitability maps derived by logistic regression from real land-use
changes between the first two time points to predict the location and magnitude of
changes between latter two time points (Schneider & Pontius, 2001). Their study
area is the Ipswich watershed inMassachusetts, USA. Jenerette &Wu use a cellular
Markov chain model to study the effects of urbanization on the desert landscape
in the Phoenix area in Arizona, USA. They use a version of genetic algorithm to
learn model parameters.
Manson (2002) presses the importance of spatio-temporal validation of agent-
based land-use change models, and raises some concerns both in using aggregate
measures and pattern indices, but does not explicate what the apparent problems
are, other than that they are usually related to scale and resolution.
Scale, Resolution and Spatial Metrics
Scientists working with spatial real-world data are often not fortunate enough
to have several data sets from the same phenomenon or the same geographical area
in order to conduct extensive validation or generalizability tests with their models.
Furthermore, seldom do they have actual data of the decisions that lead to different
land-use outcomes, but instead they have data on the outcomes themselves and the
observable bio-physical processes occurring on the landscape. With a single or few
data sets at hand, the only option for a scientist is to be careful when choosing the
spatial or aggregatemetrics, and applying them in an appropriate level of temporal
scale and spatial resolution when validating her models.
Evans & Kelley (2004) test their Indiana model in various spatial resolutions,
and obtain the best fit with the finest resolution, with 60m×60m cells, compared
the next I will also discuss a couple of studies that do not use agent-based LUCCmodels, but some
other type of an architecture.
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to coarser resolutions of 90, 120, 150, 240, 300 and 480 meters. The authors suggest
that the decreased accuracy with lower resolutions is due to the lost agent and
land-cover heterogeneity resulting from cell aggregation.
Brown et al. (2005) also address the problem related to aggregate landscape
measures. They emphasize the distinction between models that predict a certain
phenomenon right most of the time and models that predict different things right
at different times. They argue that aggregate spatial metrics do not necessarily
enable the distinction, since they ignore the initial conditions or path-dependent
spatial processes, which may play a crucial role in producing model outcomes.
In other words, totally irrelevant or spurious processes may lead to accurate pre-
dictions of aggregate metrics. Spatial metrics, while potentially leading to less
accurate predictions of exact locations, enable prediction of outcomes that are gen-
erated by the assumed underlying processes, not the artifacts due to uncertainty
in behavior.
Parker &Meretsky (2004) demonstratewith a simple stylized agent-basedmodel,
how various spatial metrics can identify socio-economic implications and land-
scape patterns that result from spatial processes, such as edge-effect externali-
ties and transportation cost. Just to name few, some of the metrics they consider
are landscape composition, i.e., the proportion of the landscape in different eco-
nomic land-uses, number of patches/mean patch size, mean nearest-neighbor dis-
tance, total contrasting edge and area-weighted mean shape index. Jenerette &
Wu also (2001) use a relatively extensive set of spatial indices in validating their
cellular urbanization model: landscape composition, largest patch size, number of
patches, edge density andmean nearest neighbor. Evans & Kelley (Evans & Kelley,
2004) and Laine & Busemeyer (2004b) use landscape composition, basically forest
cover percentage, and total edge length to validate their Indiana models. Some
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researchers just use a single metric to track landscape changes throughout time;
trends in different uses (Deadman et al., 2004), changes in composition (Ligten-
berg et al., 2001), location of changes (Irwin & Bockstael, 2002), or demographic
instead of spatial variables (Huigen, 2004).
Summary
In general, the choice of the model validation methodology should be exclu-
sively driven by the purpose of the model (Casti, 1997; Burton & Obel, 1995; Pon-
tius et al., 2004), i.e., what is the scientific question one wants to answer with the
help of themodel, and how accurate one wants the answer to be. Furthermore con-
fusing calibration with validation confounds the practice of choosing the model
for sound reasons, since it suggests that the model that best fits the data, should be
trusted most. The rest of the dissertation is devoted to discussion on the current
state of the art in model selection, addressing some of its shortcomings, and even-
tually proposing a practical method for selecting between agent-based models of
land-use and land-cover change.
2.2 Model Selection
Many scientific disciplines that have experimentation in their methodological
repertoire, use null hypothesis testing in evaluating theories. In this method the con-
fidence in the null hypothesis — i.e., the no-effect or no-difference hypothesis — is
statistically tested against the alternative hypothesis, i.e., empirical or theoretical
claim that the scientist wants to make about the effect or the difference. For the
sake of simplicity, I assume that hypotheses are explanations for a phenomenon.
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Depending on the outcome of the test the null hypothesis is either rejected in fa-
vor of the alternative hypothesis or not rejected. This method has at least two
apparent shortcomings. First, the null hypothesis is considered favorite a priori
even if there is no apparent reason to believe in its higher likelihood. Secondly, if
the null hypothesis is rejected in the lack of evidence to support it, the goodness of
the alternative hypothesis, particularly with respect to other possible explanations,
remains unexplained. Themethod itself does not guarantee that the alternative hy-
pothesis is an adequate explanation of the phenomenon nor does it indicate how
good it is. Weakliem (2004) lists still another well known objections for null hy-
pothesis testing, namely the influence of a sample size; with large enough samples
the nearly all hypothesis are rejected. Stephens (2005) argues that in ecological sci-
ences null hypothesis testing often leads to trivial hypotheses, and the testing aims
for statistical significance instead of biological significance.
For a scientist who wants to test several competing theories or explanations,
the null hypothesis testing is not a viable option. First of all, not always there is a
good reason to select one of the alternatives as a favorite. Moreover, the outcome
of pairwise comparisons of theories is influenced by the order the comparisons are
conducted. Therefore, in order to select among several competing theories such
a method is needed that, among other requirements, gives the alternative theories
an equal footing, and whose outcome is not biased by the way the comparisons are
made. Furthermore, a scientist may be interested in relative ranking of alternative
models, rather than choosing the single best model, especially if there is not much
difference in their performance. This is where model selection and model selection
criteria come into play.
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The question of working with several possibly competing or contradicting hy-
potheses was addressed as early as in the end of 1800’s (Chamberlin, 1890). Sev-
eral methods for choosing amongmultiple alternative models have been proposed
since, but model selection has been a prominent approach mostly in computer sci-
ence andmachine learning. However, in the last few years the approach has gained
in popularity also within behavioral and social sciences. This trend is illustrated
for instance by special issues in model selection both in mathematical psychol-
ogy and sociology: Journal of Mathematical Psychology published a special issue in
March 2000 and then again in April 2006, and Sociological Methods & Research in
November 2004.
Model selection is also an ardent topic in disciplines in which modeling has not
been a prominent approach, such as ecology and biology. The increased computing
power has changed both the method of making science in these fields and the
analysis of results (Boyce, 2002; Ellison, 2004; Johnson & Omland, 2004; Sillanpa¨a¨
& Corander, 2002; Stephens et al., 2005; Strong et al., 1999).
Objectives of Model Selection
As often as the modeling goals vary, the model selection goals vary as well.
What do we want the model selection criterion to achieve?
There are both pragmatic and philosophical goals. Some of the pragmatic goals
Gru¨nwald (2005) lists are introduced to decide between general theories, to gain
insight for future experimentation, to determine functional dependencies between
variables in order to select the pivotal ones, and finally to guide prediction. While
the pragmatic reasons are fundamentally about why to use model selection as a
part of scientific practice, the philosophical considerations are about what should
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be selected when selecting between models, e.g., should we select a best fitting
model or use some other criterion to find what we are looking for.
If models were just simple and non-parameterized distributions, the task of
choosing among them would reduce to finding the best fitting one. But this sel-
dom is the case; models vary in their functional form and they usually have one or
more free parameters that are estimated from the data. The model fit is conditional
on the parameter values. Thus, the model selection essentially becomes a task of
finding values for the (unknown) parameters. More formally, the goal is to select
a particular density (point hypothesis) from a set of competing models (Forster,
2000)3, where density is a particular assignment of the parameter values, namely
the maximum likelihood values. Because the effect of the functional form relative
to the number of free parameters is imperative when sample sizes are small (Pitt
et al., 2002), as they often are in ecological models, the model selection criterion
should be sensitive to it. In the CAS framework the functional form may be con-
ceived as one potentially infinite dimensional parameter.
From the Cognitive Science perspective, Myung (2000), Myung & Pitt (1997),
Pitt et al. (2002) and Pitt & Myung (2002) argue that the goal is to select a model
that best captures the underlying mechanism of the mental process, or choose a
model that is the best approximation of the mental process that generated the data.
Kearns et al. (1997), Busemeyer & Wang (2000) and Lendasse et al. (2003) state ex-
plicitly that the goal of model selection is to minimize the generalization error, i.e.,
the error the model makes with respect to data not used to calibrate its parameters.
While Kearns et al. compare different methods to find out an appropriate hypothe-
sis complexity, the Busemeyer &Wang propose a methodology for testing model’s
ability to generalize to a new experimental design when it has been calibrated to
3In statistics, ‘model’ is what I call model class, and densities within a model are instantiations
of my model class, i.e., models (cf. Chapter 1.3).
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another. This latter approach guards the modelers from arbitrary experimental ar-
tifacts that may influence the model’s behavior. Lendasse et al. compare several
cross-validation and bootstraps methods applied to time series prediction models.
The classical frequentist or Bayesian model selection approaches assume that a
‘true’ process (or for statisticians a distribution) exists that generates the observed
data, and the ultimate goal of the model selection is to find the model that gets
closest to the ‘truth.’ Gru¨nwald (2000, 2005) and Rissanen (1978, 1999) argue that
the assumption of the ‘true’ model is unfounded, if not even preposterous, since
the existence of such can never be verified, and suggest that the goal of model
selection is to find the model that compresses the data efficiently by extracting
most regularities. In other words, the objective is to find a model that can teach
us something interesting and/or useful about the data. In my dissertation I adopt
this point of view for reasons explained in Chapter 4.
Simplicity vs. Complexity vs. Flexibility
I open this section with a disclaimer about the terminology; what is generally
termed ‘complexity’ in modeling literature, i.e., the characteristic of a model that
makes it fit well a wide variety of data patterns, I call ‘flexibility’, and dedicate
the term ‘complexity’ exclusively to characterize systems that are complicated by
structure or underlying processes, such as models in the family of complex adap-
tive systems.
Why do I adopt this twist of terminology? I consider the concept of ‘flexibility’
more appropriate than ‘complexity’ for several reasons. First, complexity as a term
has been so burdened with multiple meanings and contexts of use, that is almost
impossible to be clear enough about the intended reading. Secondly, complexity
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has become more or less a culprit that one wants to get rid of; however, in the class
of models of interest in the study, complexity arises from the real-world domain
and consequently is an inherent part of the model. Finally, complexity, per se, is
not a problem, the problem is the number of dimensions along which the model
can be easily made to fit to variety of data, i.e., over-specified models that have
more parameters or explanatory variables than the hypothetical ‘true model.’
Good scientific practice prefers simple models, theories or explanations, since
they are likely both more probable4 and more comprehensible than their compli-
cated counterparts. Motivation for simplicity may come from the modeled domain
as well. For instance, Chater & Vitanyi (2003) argue that simplicity is also a driv-
ing principle in human cognitive system, but admit that this assumption is difficult
to test empirically. However, simplicity is always relative to the chosen represen-
tation, and the simplest patterns or interpretations may not be interesting after
all. Chater (2005) suggests that the human perceptual system, being a system that
makes inferences about the structure of the environment from sensory input, may
use something like the Minimum Description Length principle (Rissanen, 1978) in
the process of choosing among several competing interpretations. In other words,
it would prefer interpretations that require shorter descriptions.
The simplicity is not only for convenience but more importantly it safeguards
us against the illusion that we know more than we actually do; excess complex-
ity, and also flexibility, may make the model look better than it actually is and for
spurious reasons. All real-world data, often samples of a larger population of be-
haviors, contains random variation due to the errors in the collection procedure
— measurements or observations — or uncertainty in the process that generates
4Simple hypotheses are more probable in the sense that the joint probability of multiple factors
is always lower than the probability of a single factor. However, this does not mean that simple
hypotheses or simple theories are more likely true.
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the behavior. If fit is the sole evaluation criterion for the model’s goodness, overly
flexible models, for instance ones with many free parameters, can be easily made
to fit all these anomalies, byproducts of errors and noise, without capturing the
regularities underlying the behavior. A model like this does not really inform us
about the interesting patterns that may exist in the population, but just reflects the
idiosyncrasy present in each individual sample. This is called overfitting.
While excessively flexiblemodels are prone to overfit, very simplemodels equally
likely will underfit. As Peter Gru¨nwald (2005) points out:
If you overfit, you think you know more than you really know. If you
underfit, you do not know much but you know you do not know much.
In this sense, underfitting is relatively harmless, but overfitting is danger-
ous.
Gru¨nwald continues that a simple model’s predictions are relatively reliable
indication of the models performance with the future data, while a flexible model’s
are not. Thus, it is always safer to choose a simplermodel; it can be graduallymade
more flexible, and also more complex, as more evidence is obtained to justify it.
Roberts & Pashler (2000) suggest, not only the fit should be taken into account
but also the non-fit. In other words, if a model is seen as a collection of constraints
and restrictions present in the data (Rissanen, 1989), in order to be useful, it should
limit the number and type of data patterns it can fit well. And the scientist, the
designer of the model, should be able to predict which data patterns her model is
unable to fit.
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Realism
A central question in modeling is how much detail one wants to build into
the model. Exact replication of real-world components and processes introduces
another kind of complexity that, rather than resulting in overly flexible models,
produces highly specific ones that apply to very limited cases. For instance, unlike
in many experimental fields, such as cognitive psychology, in LUCC modeling
data is often acquired first, and the model is built to reflect the idiosyncrasies of
the data. In other words, the theoretical assumptions behind themodel are derived
from the observations.
However, the complexity arising from the modeled domain itself is not neces-
sarily its cornerstone, when the goal is not to predict future data or to formulate
and evaluate general theories, but to understand and highlight the internal work-
ings of a single system. As said above, modeling objectives come in many forms,
and not everyone designs models with generalizability in mind. In ecology mod-
els are often written for policy evaluation purposes for a specific area or group, in
which case sufficient detail is required to convince decision makers of the appro-
priateness of the model.
A rather impressive example of this kind of model is the Albuquerque’s traffic
model, a complete replication of the city’s street system with households, travelers
and vehicles (Casti, 1997). Themodel can be used to study traffic patterns through-
out the city area for 24-hour time periods, and it enables zooming in and tracking
of single individual travelers. The model’s ultimate goal is to help measure envi-
ronmental impact, manifested in air-pollution levels, induced by changes in traffic
patterns. Similar simulation models have been designed for traffic forecasting in
Helsinki (Karasmaa, 2003) and other Finnish and European cities.
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Of course, like this example demonstrates, the recent developments in com-
puter technology, expansion of available storage space and memory together with
the drastic increase in execution speed, enables implementation and running of
this kind of huge and complicated systems. However, even if the exploitation of
this power is possible it does not make it warranted, especially if there are no
means to analyse and understand the system’s behavior; how the model outcome
is interpreted and used to inform decision making is a human decision after all.
Finally, despite the model’s faithful precision with respect to the real world, the
question remains: how much confidence should be put in it?
Model Selection Algorithms
There are several model selection algorithms (or methods or criteria, used in-
terchangeably here) that are commonly used and applied, and all of them take the
flexibility and fit into account into various degrees. Here I will only cover few
of them, which seem to be the most commonly applied, to highlight their basic
characteristics.
Most of these algorithms can be considered as maximum likelihood methods,
and they can be roughly classified into penalty-based methods (Kearns et al., 1997)
and generalization test methods. The basic difference is that in the former the term
for complexity punishment is explicitly represented. Root mean square deviation
(RMSD), Akaike’s information criterion (AIC) (Akaike, 1973), the Bayesian information
criterion (BIC) (Schwarz, 1978) and the Minimum description length principle (MDL)
(Rissanen, 1978) belong to the first class and Cross-validation (CV), the Prequential
approach (Dawid, 1984), and Bootstrap methods (Lendasse, Simon, Wertz, & Verley-
sen, 2005; Zucchini, 2000) into the latter.
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RMSD is the simplest one of the criteria, and it ought to be minimized as:
RMSDi =
√
ERsq(Mi)
N − pi ,
where ERsq(Mi) is the sum of squares’ error the model in class i makes with re-
spect to the data, n is the sample size and pi the number of free parameters in the
model classMi.
The AIC and BIC are, superficially, similar in form even if they have been de-
rived differently. While the BIC was derived in the Bayesian framework, and de-
signed to find the ‘true model’ among the candidates, AIC was derived from the
Kullback-Leibler distance (Kullback & Leibler, 1951). It relies on the assumption
that a ‘true model’ exists, and tries to approximate this ‘truth.’ The criteria, to be
minimized, are defined by the following formulae:
AICi = − ln f(D|θˆi(D)) + 2pi
BICi = − ln f(D|θˆi(D)) + pi lnn,
where f(·) is the likelihood function that gives the probability to the data D using
the maximum likelihood parameters θˆi(D) (cf. Chapter 1.3), pi again the number
of free parameters in classMi and n the size of the data sample. In both equations
the term to the right of the plus sign constitutes the complexity penalty.
TheMinimum Description Length principle (Rissanen, 1978; Barron, Rissanen, &
Yu, 1998; Hansen & Yu, 2001), inspired by algorithmic coding theory and later in-
troduced as a method for model selection by Rissanen (1978), is commonly used to
infer structure in the data. The two-part code or crude version of the MDL principle
is the following:
MDLi = L(D|θˆi(D) + L(θˆi(D)),
where L(D|θˆ) is the code length function that returns the number of bits needed to
describe the data D with help of the model (parameters) θˆ, and L(θˆ) the length of
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the encoding (in bits) of the model parameters that minimize the sum. The number
of bits required to describe the model (parameters) itself constitute the flexibility
term (Gru¨nwald, 2005). The best model according to this principle is the one that
minimizes the number of bits required to encode the model itself and the data
with help of the model. In other words, a very flexible model that requires a large
number of bits to be encoded is selected only if it substantially reduces the number
of bits required to encode the data. Some other formulations of the MDL principle,
not discussed here, explicitly take the functional form into account (Gru¨nwald,
2000; Myung, 2000; Pitt et al., 2002).
Cross-validation (CV) techniques do not explicitly account for potential sources
of complexity, but test a model’s generalizability. In CV data are partitioned into
K sets (D1, . . . , DK) and each set, in turn is used as validation data, while the other
sets are used as calibration data. The criterion to be maximized is formalized as:
CVi =
∑
k∈K
∑
d∈Dk
fi(d|D \Dk),
which gives the model performance for classMi with the validation data d us-
ing the parameters estimated from the calibration data D \ Dk. In leave-one-out
cross-validation K = N . For K ¿ N , a CV criterion is calculated several times
for different partitions and then averaged. The partitioning can be done either
temporally, or in the case of a laboratory experiment by participating subject or
experimental design (Busemeyer & Wang, 2000).
As a side note, Dawid’s (1984) Prequential (sequential prediction) approach can be
introduced since it is also based on generalization. If the data Dn are a sequence
of instances (d1, d2, . . . , dn), the following entity measures how wellMi is able to
predict the immediate future:
Prqi =
n∑
t=0
ln fi(dt+1|Dt).
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The entity Prqi represents the sum of probabilities the model classMi gives to the
each instance dt+1 after seeing the instances Dt = (d1 . . . dt).
Finally, bootstrapping is another method for estimating a model’s generaliza-
tion performance by resampling data with a replacement to obtain the calibration
data, and using the rest of the data as validation data. The process is repeated
multiple times until the estimate converges (Lendasse et al., 2005; Zucchini, 2000).
Summary
The paradigm shift from the traditional approach of null hypothesis testing
to model selection is gaining ground in several disciplines, partly because of the
obvious shortcomings of the former methods and the benefits offered by the latter.
However, model selection does not safeguard scientists from all the problems for
which null hypothesis testing is criticized. Regardless of the data analysis tools, a
scientist can still formulate trivial hypotheses or include excess parameters in her
models to improve their fit. For model selection purposes, she needs extra care
in choosing a plausible set of candidate models. Finally, she must not confuse the
best model, chosen by the criterion, with a good model (Stephens et al., 2005).
3Model Selection Framework
In this chapter I present the conceptual framework within which the model
selection criterion, proposed in Chapter 4 is evaluated. I choose the model class
proposed by Cioffi-Revilla & Gotts (2003), that is the class of agent-based models
of Territorial Resource Allocation Processes in two-dimensional space (TRAP2), and
more specifically spatially explicit agent-based learning models of Land-Use and
Land-Cover Change (LUCC) (Parker et al., 2003).
The choice of domain is inspired by on-going research in individual agricul-
tural land-use decisionmaking based on real land-cover, land ownership and land-
scape suitability data covering two townships in South-central Indiana (Evans &
Kelley, 2004; Hoffman et al., 2002; Laine & Busemeyer, 2004b). The research project
integrates computer modeling with other approaches, such as household surveys
and institutional analysis. The goal of the modeling component is to compare var-
ious decision, learning, and non-learning strategies embedded in an agent-based
modeling framework. The above mentioned modeling efforts have raised several
well-founded questions: first, how much real-world complexity to include in the
model and where to place it; secondly, how to validate the model against the avail-
able data; thirdly, what measurements to use when comparing the models; and
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finally, which criterion to use when deciding which model is the best one. This
dissertation primarily intends to provide an answer to the last two questions, but
the second one is addressed as well.
3.1 Objective
Besides providing a platform for the proposed model selection criterion, one of
the main functions of the framework is to enable the distinction between themodel
and what is modeled. In some cases this distinction is obscured by the tendency
to introduce the processes and structures of the modeled domain in great detail in
the model for the sake of ‘realism’. Keeping the complexity coming from the field
distinct from the abstract mechanisms of the framework is achieved by introducing
domain-specific assumptions as exogenous forces or input data to the model.
3.2 TRAP2 Assumptions
The following are the conceptual assumptions of the TRAP2 model class adapted
from Cioffi-Revilla & Gotts (2003):
1. The landscape is an abstract rectangular area divided into cells of equal size,
which serve as the decision-making units. Each cell has a fixed neighbor-
hood, and it is identified by the x and y coordinates in the landscape grid.
2. Each cell has various biophysical properties that remain constant over time.
3. The main actors in the model are autonomous agents. They have a potentially
infinite existence, although they can perish or decide to exit. All agents are
of the same type, but their individual characteristics may vary.
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4. Agents control a region, called a parcel, which is a set of adjacent cells on
the two-dimensional landscape. Agents have exclusive access to this region,
unless they yield control to a new agent.
5. Agents make resource allocation decisions on their parcel in order to satisfy
their goals. Agents have a limited set of available actions, i.e., options to
which to allocate their resources. Agent actions change the use of the cells on
their parcel.
6. Agents may decide to interact with their neighbors. The neighborhood struc-
ture may be defined as based on the physical proximity of the parcels, or
some other criterion (e.g., social network or global neighborhood).
7. The points (1.) and (6.) define two levels of neighborhood relations: one
that connects the agents and the other that connects the cells on the physical
landscape.
8. Decision are made synchronously in discrete (abstract) time-steps.
9. All agents have the same decision strategy. For example they use the same
type of reinforcement learning, but each individual adjusts to changes in en-
vironment by changing the type of decisions they make. They use the feed-
back from the past to modify their future decisions.
10. The global environment consists of external conditions that are common to
all parcels. These conditions may change over time.
There are two deviations from the original framework proposed Cioffi-Revilla
& Gotts worth mentioning. First, property transfer between existing agents is not
possible in the current framework. Parcels change ownership only when an agent
decides to leave or perishes, and then a new agent is introduced. No parcelization
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is implemented either, i.e., the existing parcels are not divided among current or
new agents. Secondly, agent actions are assumed successful in the sense that their
parcels always produce themaximum yield. The biophysical properties of the land
affect the payoff the agents receive from the yield, not the yield itself. Although
well worthy of a research agenda of their own, these two aspects are excluded for
simplicity.
3.3 Other Assumptions
The current implementation supports only two land-uses or land-covers. First
of all, this restriction makes the analysis of model outcomes easier. The binary
land-use classification can be interpreted as ‘use X’ vs. ‘non-X use’, for instance
urban vs. rural, or forest vs. non-forest. Even if a variety of numbers of land-
uses/covers is present in the literature, for instance two in Parker & Meretsky
(2004), three in Jenerette & Wu (2001), four in Deadman et al. (2004) and Schneider
& Pontius (2001), five in Irwin & Bockstael (2002), and as many as eleven in Ligten-
berg et al. (2001), in pursuit of a general framework there is no real justification for
any other particular number of uses besides two.
In general, the framework is kept simple to highlight the model selection proce-
dure, but flexible enough to enable testing the basic assumptions of the following
factors and their effect on the performance of the proposed selection criterion:
• Agent Learning and decision making
• Spatial metrics (cf. Chapter 1.3)
• Exogenous factors
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• Biophysical processes
There are several straightforward ways in which the framework can be ex-
tended so that it is able to model a wider variety of processes operating in land-use
and land-cover change. These include:
• Introducing endogenous forces that change as a result of agent actions. For
instance, prices could bemade to fluctuate to reflect supply and demand, and
land suitability could be contingent of agents’ land use.
• Making biophysical processes have direct effect on agents’ decisions and
their outcomes, instead of indirectly through the revenues.
• Adding other types of decision-making agents, e.g., institutions.
• Making it possible for the agents to change the type of their learning and
decision-making algorithm.
• Introducing either endogenous or exogenous land markets, for instance by
parcelization, or allowing the agents to acquire land from their neighbors.
3.4 Architecture
The main components of the framework equal the environment and the agents.
The environment consists of the physical landscape and various exogenous vari-
ables. Agents represent autonomous decision makers, such as individuals, fami-
lies, households or other groups that bear the consequences of their decisions.
The framework architecture combines the object oriented view and the field view
of landscape change modeling (Brown et al., 2005). The discrete entities in the
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Figure 3.1: Main components of the TRAPP2 modeling framework.
model are the agents and their attributes. The landscape is represented by spa-
tially distributed geographic variables, such as current land-cover and suitability
of land-uses. Agents are spatially linked to the landscape through their parcel.
The parcel objects and their attributes are mapped to the spatial landscape by their
location attributes. The architecture is informally presented in Figure 3.1.
The land-use decision-making agents are assumed to be social actors that have
different personal and demographic characteristics, for instance subjective prefer-
ences, risk attitude, age, social status, occupation, wealth, skills and knowledge,
and goals. This heterogeneity is captured in three kinds of attributes, summarized
in Table 3.1: input parameters, individual (free) parameters and free parameters associ-
ated to learning algorithms. While the first type of parameters are controlled by the
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Parameter type Parameter name Value Range
Input Initial wealth w w ∈ N (µ, σ2), µ, σ ∈ N
parameters Household Size h h ∈ N (µ, σ2), µ, σ ∈ N
Size of social network n n ∈ N (µ, σ2), µ, σ ∈ N
Parcel cover c c ∈ {0, 1}
Parcel suitability s s ∈ {0, 1 . . . 100}, s ∈ N
Individual Subjective preferences α α ∈ R
parameters Other free parameters β β ∈ R
Learner Learning & decay rate, (cf. section (cf. section
parameters weight,etc. 3.5 3.5)
Table 3.1: Attributes associated with the agents. Parameters associated with the
learning strategies are introduced together with the strategies.
experimenter, the latter two parameter types are estimated from the data.
Wealth controls the agent’s chances of survival, the household size determines
the extent of labor the agent has available for different activities, and the size of the
social network constrains the number of other agents which with it may communi-
cate or which it may use as sources of information. The parcel is a two-dimensional
representation of the biophysical attributes related to the region of the landscape
controlled by the agent, and is also the domain of the agent’s decision making.
The individual parameters are known as subjective preferences (α) for alterna-
tive actions, and any number of other parameters the user would like to define (β).
The parameters associated with learning algorithms, together with the additional
attributes required by them, are described together with the algorithms.
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3.5 Learning and Decision Making
Decision Algorithm
At each decision round agents observe the state of their land, and make a de-
cision about its use in the next round. They make the decision for each cell sepa-
rately; they either decide to keep the old use or select another use from the given al-
ternatives. After making the decision for each cell1, they observe the payoff earned
from the decision.
The payoff structure is adopted from the design developed for the laboratory
experiments conducted by Evans et al. (in press). It combines both monetary and
non-pecuniary returns, and depends on the number and location of cells allocated
to the activities, and unit returns from these activities. The location factor includes
the suitability and externality effects. At each decision round the agent i’s wealth
is modified by the total payoff received from all the activities by the following:
∆ωi =
∑
j
∑
k
[I(j, k)αk(sjkws + ejkwe + pk)]− C(i),
where j enumerates the cells of agent’s parcel and k possible land-uses, and I(j, k)
indicates whether the cell j is in use k. αk constitutes the pecuniary return, and
quantifies the agent i’s general preference for the land-use k.
sjk is the cell j’s suitability for the use k (cf. Chapter 1.3). ejk the externality
effect (as explained in Chapter 1.3) of use k on cell j, calculated as ejk =
∑
i δ(i, j),
where i enumerates the immediate neighbors of the cell j; δ(i, j) = 1, if cells i and
j are in the same use, 0 otherwise.
The suitability and externality weights, ws and we respectively, are included in
the payoff in order to test the relative impact different components have on the
1The land use is ‘automatically’ realized and the revenues calculated.
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payoff structure. For instance, by varying the suitability weight one can determine
the level at which the agent starts to pay more attention to suitability as opposed
to the monetary return pk, which is unit price earned from the use k.
The cost factor C(i) is calculated as follows:
C(i) =
βδi
ηi
,
where β is interpreted as a cost of change, δ is the number of cells changed by the
agent, and η is the agent’s household size.
Learning Algorithms
Even if there are some general purpose learning algorithms, not many of them
directly apply to specific real-world domains, such as land-use change. The choice
of the learning and decision algorithms in the current study was driven by the
desire, first, to keep them very general and abstract without incorporating ad hoc
assumptions or details tailored to the task beyond necessity, and secondly, to have
representative set of algorithms that are (supposedly) able to exhibit different —
and interesting — patterns of behavior. These algorithms are described next.
Greedy agent prefers continuity in the use of neighboring cells. For each cell it
selects a use from the uses of the neighboring cell and the cell itself that gen-
erated the highest payoff in the previous round. There are no free parameters.
Q-learning agent (Kaelbling & Littman, 1996; Watkins & Dayan, 1992) follows a
form of reinforcement learning. It maintains and updates so called Q values
associated to state-action pairs (s, a), where s is current land-use and the ac-
tion a the new use. After performing the action a in the state s, which results
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in a new state s′, it updates Q(s, a) by the following rule:
Q(s, a) = Q(s, a) + φ[Ps,a + γmax
b
Q(s′, b)−Q(s, a)],
where P is the payoff received from the action a in the state s, φ is the learning
rate and γ is the future discount factor for the Q value of the best action b in
the next state s′. A Q-learner selects the action with the highest Q-value in the
current state. There are two free parameters, φ and γ. For more information,
see Watkins (1992).
Social experience-weighted attraction (sEWA) is a version of the EWA algorithm
proposed by Camerer and Ho (1999) for normal-form games. The EWA
learner i maintains attraction values Aji (t) for actions s
j , and updates them
using the following equation:
Aji (t) =
φN(t− 1)Aji (t− 1) + [δ + (1− δ)I(sj, si(t))]ui(sj, s−i(t))
N(t)
,
where N(t) = γN(t − 1) + 1 is the experience weight (γ is the discount fac-
tor), φ is the discount rate for previous attractions and δ is the weight for the
payoffs of unchosen actions. si(t) is the action chosen by the agent at time
the t, while s−i(t) is the actions chosen by the agent’s neighbors at the time
t. I(x, y) is an indicator function returning 1 if x = y, and 0 otherwise. The
crucial feature of EWA learning is that it also reinforces unchosen strategies
by discounting the payoffs that they would have generated if chosen. The
utility for agent i from the action j, using its payoff Pi and the average payoff
received by others P¯−i, is calculated as follows:
uj =
 ρP¯−i + (1− ρ)Pi, if Pi ≥ P¯−iχP¯−i + (1− χ)Pi, otherwise .
An agent following EWA selects the action with the highest attraction value.
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φ, δ, γ, ρ and χ are the free parameters. For more details see Camerer & Ho
(1999).
Individual EWA (iEWA) is a version of an experience-weighted attraction learn-
ing model that only considers its personal payoff when updating attraction
values. There are three free parameters: φ, δ, and γ.
TwoNullmodels are used as baseline models in the comparison, amodel of pure
persistence and a random model:
Model of pure persistence does not make any changes in the environment.
Random decision model chooses the use of a cell randomly from a uniform dis-
tribution of the available alternatives.
3.6 Spatial Metrics and Error Functions
The question remaining is how to measure the model’s fit or lack of fit. Usually,
the performance of land-use and land-cover change models is assessed by calcu-
lating a set of spatial metrics from a series of landscapes generated by the models
and compared to the same metrics calculated from real landscape data. Deviation
from the data is often measured by the sum of squared error over time but any
other error functions can be used as well.
In this dissertation it is hypothesized that the choice of metrics used to quantify
the fit is equally important as the choice of the model selection criterion, since the
criterion’s performance will depend on the metrics. It is assumed that different
learning and decision-making strategies exhibit different behavioral regularities
and produce varying land-use and land-cover patterns, and the spatial metrics
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differ in their capacity of identifying these patterns (Parker & Meretsky, 2004).
Some of the metrics measure spatial composition, and some of them measure con-
figuration, and they may do this with or without regard for their exact locations.
The ultimate goal is to choose a collection of metrics that together are able to re-
veal diverse patterns in the model outcomes with a relatively light computational
burden.
The four spatial metrics chosen for this study are described next. All of them
can be calculated both on the landscape level and the individual decision maker’s
parcel level. A couple of minor restrictions are in order, though; first, in the two-
land-use scheme the metrics are calculated only for one land-use (land-cover) at
a time; and secondly, because of the general nature of the framework, the metrics
are calculated in abstract units of the landscape grid cells instead of the real units
of length or area, say square meters or acres.
The metrics are a function of either one or two landscapes, and defined as fol-
lows:
Mean absolute difference (m.a.d.) is a cell by cell absolute difference between two
landscapes or parcels L and L′ divided by the total area:
m.a.d.(L,L′) =
∑
i∈L,L′ |ci − c′i|
TA
where ci is the cover of the cell i on the landscape L and c′i is the cover of the
cell i on the landscape L′. TA is the total area of the landscape or the parcel.
Composition (c) measures the percentage of the landscape or parcel L that is in
the land-use c. It is calculated by the following:
cc(L) =
Nc(L)
TA
,
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where Nc is the number of cells in the use c, and TA is the total number of
cells in the landscape or the parcel L.
Edge density (e.d.) measures the relative complexity of patterns inwhich the land-
use c occurs on the landscape or the parcel L.
e.d.c(L) =
Ec(L)
Nc(L)
,
where Ec is the length of the border between the use c and other uses. This is
the number of cells with a different use neighboring c. Nc is as above.
Mean patch size (m.p.s.) is the total area in patches divided by the number of
patches, where a patch is a continuous area of a single land-use c completely
surrounded by other land-uses.
m.p.s.c(L) =
TAPc(L)
NP (L)
,
where TAPc is the number of cells in patches of use c, and NP is the number
of patches.
Given data xT ∈ XT over time period T , the error model H ∈ Mi makes with
respect to the data is defined by either of the two error functions: one for the metric
diff(xT , HT ) and one for the remaining three metrics.
ERsum(x
T , HT ) =
∑
t∈T
m.a.d.(xT , HT )
ERsq(x
T , HT ) =
∑
t∈T
(y(xt)− y(H t))2,
where y is in {cc, e.d.c,m.p.s.c} and H t is the landscape generated by the model H
at the time t.
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3.7 Summary
The four spatial metrics and the error functions are integral parts in the model
selection process as will be evidenced in Chapters 4 and 5.3. Therefore, care needs
to be taken when choosing which metrics are to be used to compare models with
models or models with data; different metrics extract qualitatively and quantita-
tively different patterns in the landscapes and some of them are easier to fit than
others.
In the next Chapter the model selection criterion based on the algorithmic cod-
ing theory is introduced, and the discussion on the spatial metrics and model se-
lection is resumed in Chapter 5.3.
4Model Selection Based on the
Minimum Description Length
Principle
4.1 Background
Which model selection algorithm to use for agent-based models of land-use
and land-cover change? Several issues make this a compelling question.
In selecting a good model we need to consider at lest two questions: how well
the model performs relative to the data we have, i.e., the model’s goodness of fit,
and how well it performs relative to all other data, i.e., the model’s flexibility, or in
other words, its propensity to overfit. Most commonly used model selection meth-
ods balance goodness of fit and flexibility by taking into account factors such as
the number of free parameters, number of data samples, number of data points fit-
ted, or using some geometric measures to quantify the complexity of the functional
form (Pitt et al., 2002).
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These variables are relatively easy to identify and measure for simple polyno-
mial or probabilistic model classes. However, a typical LUCC model is as much
unlike a physical law, such as law of gravity or speed of light, whose accuracy can
be easily verified by repeated measurements, as it is unlike a probability distribu-
tion to which penalized MLmethods, such as AIC (Akaike, 1973) or BIC (Schwarz,
1978), can be applied. A LUCCmodel can be best characterized as a Complex Adap-
tive System (CAS), a system consisting of multiple autonomous components and
processes that interact at multiple spatial levels and temporal scales. Because of
these interactions, the behavior of a CAS is not always predictable and the errors a
model generates may not be a deterministic function of its parameter values. Fur-
thermore, any qualitative or quantitative judgment of structural factors assumed
underlying the model’s flexibility is subjective and susceptible to various biases
due to ontological and implementational considerations.
The data available for validation of LUCC models are not plenty and often not
random samples. As noted above, with small sample sizes, the effect of the func-
tional form overshadows that of the free parameters. Classical hypothesis testing
does not take the functional form into account. Therefore, if it used for model
selection, the method best applies to nested models, i.e., to models one of which
is a special case of another. Consequently, the selection amounts to choosing a
value for some parameter θ, i.e., testing statistical significance of the null hypothe-
sis h0 : θ = 0 against the alternative ha : θ 6= 0. Both AIC and BIC restrict their con-
sideration of model structure to the number of free parameters. The RMSDmethod
(Myung, 2000) cannot handle cases with small sample sizes and potentially large
number of parameters, since it may yield negative square roots. Furthermore, un-
like for the other methods discussed in the current section, there is no statistical
justification for RMSD.
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With the exception of some simple cases, it could be dangerous to assume that
the data is generated by a certain ‘true’ model class, and base further inferences
about the state of the world on this fact. Simple cases that lend themselves to this
assumption are, for instance, the model of the average height among six-graders
in the Midwestern United States, or the preliminary polling results in the second
round of the Finland’s presidential elections in 2006. In the former case, it is rel-
atively safe to assume that the average height (and the standard deviation) exists
even if it is unknown, and in the latter case, that the distribution of votes exists al-
though it changes all the time (as more data is gathered in exit polls). In any more
complicated case, such as a mental model of a decision maker, the ‘true’ model is
almost impossible to recognize and verify.
Moreover, model parameters and functions are not inherent properties of the
system we want to model, but theoretical constructs used by us to describe the
system. We impose these properties on the system. There are always multiple
models that equally well replicate the behavior of a system. Any of them can be
refined indefinitely to resemble real systemmore and more in detail until it closely
matches the ‘truth.’ Again, there is no way to verify that such a ‘true model’ exists,
and consequently the task of estimating something that does not exist becomes
quite impossible.
The above considerationsmake it relatively clear that most of the existingmeth-
ods, such as AIC, BIC or RMSD are inapplicable for our purposes. Cross-validation
(CV) and bootstrap methods make no assumptions of the model itself, but they
only use data. The effects of free parameters and the functional form are implic-
itly manifested in the selection process. However, in order for these techniques
to be reliable, one needs to have quite a bit of data: first of all, to be able to par-
tition the data into the calibration and validation sets, and secondly, in order to
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repeat the test multiple times with different partitionings. Real world data is not
always readily available in quantities that warrant usage of CV or bootstrap meth-
ods. Furthermore, both these methods still use the same data for calibration and
validation; even if the data is partitioned into separate calibration and validation
sets, the process is usually repeated with different partitionings. Eventually, when
the process finishes, all data has been used both in validation and calibration.
Where are we now? Penalized maximum likelihood and Bayesian methods
are inapplicable because of the nature of the model class and the assumptions we
make about the real state of the world, and the scarcity of data renders cross-
validation infeasible. How about using the Minimum Description Length (MDL)
principle? Despite having some neat theoretical properties, for many practically
interesting model classes the MDL criterion and especially its refined formulation,
Normalized Maximum Likelihood (NML) distribution (Rissanen, 1999), cannot be cal-
culated. By this I mean that the worst-case optimal universal code, on which the
‘ideal’ NML principle is based, does not exist, which undermines the usage of the
principle. Furthermore, the component, called parametric complexity of the NML
criterion is usually impossible to compute analytically, because it may be infinite.
For details, see for instance Rissanen (1999), Myung et al. (2006) and de Rooij &
Gru¨nwald (2006). Several alternative solutions have been suggested. These rare
practical successes have mainly been demonstrated with toy models on artificial
domains or with relatively simple probabilistic models on real data, for instance
with psychological data (de Rooij & Gru¨nwald, 2006; Myung et al., 2006; Pitt et al.,
2002).
As discussed above, a CAS does not lend itself easily to this sort of theoretical
analysis on which recent derivations of the MDL principle are based. Fortunately,
we have not run out of options, since the MDL principle has a convenient and
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practical interpretation in the context of communication. The main objective of the
dissertation is to develop a method that is applicable in practice — if not ideal, at
least reliable. This is the direction I pursue next.
4.2 MinimumDescription Length Principle andModel
Selection
TheMinimum Description Length (MDL) principle is a general method of induc-
tive inference. The principle is based on the idea that regularities in the data can be
used to compress it (Rissanen, 1978; Gru¨nwald, 1998). Applied to model selection,
MDL suggests that the best model to explain the data is one that compresses the
data most efficiently. In other words, the model using the least number of bits in
describing the data most likely captures its underlying regularities1, which can be
used to gain insight to the underlying system or processes that generated the data.
This principle of parsimony is not new in science; it has been attributed to Me-
dieval English philosopher William of Ockham and is these days commonly called
Ockham’s razor and frequently applied in the modeling literature.
The MDL principle only uses data in selecting among the candidate models.
After all, the goal is to find a good model for the data without relying on the as-
sumption that the data was generated by some model. According to the MDL
philosophy, the model’s task is to describe the properties of the data, not to pre-
tend to be the system that generated the data. Neither does MDL define a specific
algorithm for selecting among models; it lays out a general principle of using com-
pression to detect interesting patterns in the data. There may be several equally
1What do I mean by regularity? I take it to purport to any property of data that enables it to
be described or encoded in fewer symbols than is required to list it literally (Gru¨nwald, 2005). The
basic idea behind the compression is to code frequently occurring symbols with shorter codewords.
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optimal ways of implementing the principle.
Notation
For the time being, let us assume that the data samples are observations coming
from all possible data samples of size n: (x1, . . . , xn) ∈ X n, (x1, . . . , xn) is often
abbreviated xn. Each xj comes from a finite, fixed and countable alphabet A. If
the data size is irrelevant or clear from the context I denote a data sample with D
instead of xn, and the set of all possible data samples with X instead of X n.
A code for X is a mapping from X to the set of binary strings ⋃m>1{0, 1}m. I
only consider binary coding alphabets, and consequently all the logarithms used are
in base two. The encoding of dataD, also called a codeword forD, is denoted C(D),
and the length of encoding of D is denoted LC(D), where LC is the code length
function LC : X → N, and C is a code or a coding method. I also assume a prefix
(also called prefix free) coding method throughout the discussion, so no delimiter
symbols are required. In prefix code no codeword for an observation is a prefix
of a codeword for another observation, which assures unique and instantaneous
decodability.
Each code is associated to a candidate model classMi. Models belonging to
the classMi are denoted H2.
Preliminaries of Principle
Let us first consider a simple example.
2H stands for (point) hypothesis as these models are often called in the statistical literature.
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Example 4.1. We have two data sequences s1 and s2 of length n = 30, consisting
of symbols from the alphabet A = {a, b} that we want to describe as efficiently as
possible. The sequences are:
s1 = abaaaaabaaabaaabaaaaaaabaaaaab
s2 = bbaabbaabbbaabbbbbbbabbaabaabb
Seemingly similar, both of these sequences exhibit some kind of regularity, but
for one of them it is totally incidental. For the sake of illustration, let us assume
that we know the generating processes behind these sequences: s1 consists of ‘ab’s
followed by an even number of a’s, and s2 is produced by 30 tosses of a fair coin
so that an ‘a’ marks a head and a ‘b’ marks a tail, or vice versa.
We can construct a simple code so that Csimple(a) = 0 and
Csimple(b) = 1, but unfortunately, with this code we do not achieve any compres-
sion. Alternatively, we can enumerate all 230 sequences of length 30 consisting of
symbols from A, and encode each sequence with the number corresponding its
rank in the enumeration. This code allows significant compression for some se-
quences, but produces relatively long codes for most of them.
Finally, we can use some insight and utilize the repeating patterns in s1 to ex-
press the sequence in significantly fewer bits than n. For instance, if we character-
ize the regularity in s1 as “‘ab’ followed by m times ‘aa’, where m > 0 can be even
or odd”, we can construct code C1 so that C1(ab) = 1, C1(aa) = 0, and achieve the
code length LC1(s1) = 15. Thus, C1 has a compression rate of .5. Or alternatively,
we can exploit some other regularity and design code C2 so that C2(abaa) = 0,
C2(aa) = 10, and C2(ab) = 11, which also achieves the code length LC2(s1) = 15.
The binary code tree for this code is shown in the Figure 4.1. These two codes
achieve a unique encoding for the sequence s1; however, several other encodings
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Figure 4.1: Binary code tree for the alphabet A = {a, b} and code C2(abaa) = 0,
C2(aa) = 10, C2(ab) = 11.
are also possible, but it is unlikely they can minimize the description length much
more than C1 and C2 do.
Regarding s2, several seemingly regular patterns, such as repeating sequences
‘aa’ and ‘bb’, can be detected post hoc, but given the random underlying process,
their occurrence is not predictable. Consequently, there is no effective way of de-
scribing s2 in fewer symbols than is required to state the sequence literally. To see
why this is the case, consider the number of different substrings that s2 can be di-
vided into. The number of bits required to describe them increases by one for every
2i additional strings, where i is the length of the currently longest codeword. For
instance, even if we design code C3 so that the longest repeating substrings, such
as the four instances of ‘bbaa’, obtain short codewords, i.e., we use C3(bbaa) = 0,
the remaining symbols or substrings necessarily have code length of at least two
bits, and consequently we are not able to compress the sequence at all.
It is worth noticing that these examples only define a partial code. However,
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what we really want is a coding system with which we can describe any sequence
of size n.
Two-part Code
In the process of selecting among agent-based land-use and land-cover change
models we only have data, candidate model classes and the errors that models
from these classes make on the data. The goal is to select the class containing a
model that best explains the data. Particularly, no assumptions are made on the
existence of a ‘true’ model, nor any subjective, a priori assessment of the model’s
structure, independent of its performance, is made. This enables a fair and unbi-
ased selection between candidate models. As opposed to Quadrat-Ullah’s view
(2005), who suggests that structural validation is sufficient to be convinced about
the model’s adequacy to the task, I argue that both in validation and selection the
behavioral accuracy should be under strict scrutiny. Otherwise the model’s ade-
quacy may be judged purely on its face value. Likewise, the measure of flexibility
should be based on the data and model’s performance with it, not any a priori
knowledge about the model structure. After all, the model’s flexibility is contin-
gent on the data.
Let us return to our simple example. The encoding schemes for sequences s1
and s2 described above may seem quite ad hoc and trivial; coming up with a suffi-
ciently efficient code for a data sample once it is observed is relatively easy. There
are (at least) two interrelated problems with this approach. First, the efficient cod-
ing depends on the data. The code designed for one data sample may prove ex-
tremely uneconomical when used to encode another sample. Second, the MDL
principle is often presented in the context of a communication channel between
two individuals, a sender A and a receiver B (Gru¨nwald, 2005). A sends B a data
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sample that she has encoded using some coding method. In order for B to be able
to interpret the encoded message A sent her, she needs to know which code was
used to encode it. However, the best code A supposedly used depends on the in-
dividual sample. So, B is faced with a dilemma; to interpret the data she needs the
code to decode it, but in order to decide which code to use, she needs to know the
data.
A and B could potentially decide beforehand which code to use, but while any
particular code may lead to efficient encodings for few samples, it may produce
disastrously bad encodings for many of them. Another alternative is that together
with the data, A transmits information about the code that was used to describe
the data.
How does this relate to model selection? Remember, we are interested in se-
lecting a model class that best explains the data. The less bits a model needs to
describe the data, the more interesting patterns it can extract from it. On the other
hand, the more intricate the class the model belongs to, the more bits are required
to describe it. The model selection objective is then to balance these two factors,
so that the extra intricacy or flexibility is justified only if it allows for substantially
shorter description of the data, i.e., a better detection of regularities.
The two-part code, also called a crude version of the MDL principle, selects the
model classMi that trades off the flexibility of the class to the superior fit of the
best-fitting model H in it (Gru¨nwald, 1998, 2005):
L(D|Mi) = min
H∈Mi
L(D|H,Mi) + L(H|Mi),
whereL(H|Mi) is the length of the description of themodelH ∈Mi, andL(D|H,Mi)
is the length of the description of the data sampleD using the best-fitting modelH .
In the case of simple polynomial model classes, the number of bits required to en-
code the model is directly related to the number of free parameters, which in turn
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defines the complexity of the model class (Gru¨nwald, 2005), and the description of
the data amounts to encoding of the errors the model makes when describing the
data.
Two-part code for LUCCModels
The next step is to design a two-part code for the class of land-use and land-
cover change models. For model selection purposes in general we do not need
the actual encodings but can work with code length functions (Gru¨nwald, 2005).
However, as noted before, since a LUCC model class cannot easily be translated
into a probability distribution in the traditional (frequentist) sense, we need to
adopt a different approach. Not only does the design of a code make the abstract
notion of the MDL principle more concrete, but it gives us the code lengths which
can be translated into probabilities. The probabilities can then be used in model
selection as we will see later.
Let us turn to another example.
Example 4.2. Here I adopt the communication interpretation of the MDL princi-
ple again. I also assume that both A and B agree on the message structure and the
candidate model classes — a setM of discrete classesMi that can be either nested
or totally unrelated, i.e., have distinct functional forms.
If the number of candidate model classes is m = |M|, and the number of free
parameters in eachMi is pi, the description of the model can be constructed in the
following manner.
• First we need to identify the model class that is used the encode the data.
For this we use a uniform code with dlogme bits. Note that we do not need
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to communicate the number of bits required to encode the model class, since
both the sender and receiver have agreed on the set of candidates beforehand.
Neither do we need to transmit the number of parameters since it depends
on the class.
• The second step in describing the model is to transmit the parameter val-
ues. Since we are using binary encoding, we first need a method of encoding
numbers in a prefix free manner; note that binary numbers are not prefix
free. I assume that the parameter values are numbers 0 < k ≤ n, k ∈ R.
First, in order to describe the values themselves the sender needs to decide
how many bits to use to encode each value. She may choose a finite preci-
sion d = dlog ne, and discretize the parameter values so that the description
of each 2d parameter value takes d bits to encode. In order to communicate
the precision in a prefix free manner, the sender uses unary code; she first
transmits d−1 ones followed by a zero. She then encodes p parameter values
in some non-prefix binary representation with pd bits.
Alternatively, the sender may use a non-fixed precision, and use different
number of bits for each parameter value. In this scheme she first uses unary
code to encode the precision dj = max(dlog kje, 1) of jth parameter to inform
the receiver how many bits the binary representation of parameter value kj
requires. So, for each parameter the sender first transmits dj − 1 ones fol-
lowed by zero, and then uses dj bits to transmit the parameter value kj . For
example, in order to transmit the parameter value 5 she needs dlog 5e = 3 bits
for its binary representation 101, and 3 bits to encode the length of the binary
representation in unary. The resulting code will be C(5) = 110101, and its
length LC(5) = 6.
The sender may use a more advanced code C ′ (Gru¨nwald, 1998), and first
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transmit the length of the binary representation of dj in unary manner, then
send dj using its the non-prefix binary representation, and finally send the
parameter value kj as above. Using the same example as above, the binary
code for parameter 5 remains the same, but only two bits are needed to en-
code its length in binary (i.e., 3dec = 11bin). Additional two bits are required
to encode the length of this length in unary. The resulting code for the pa-
rameter 5 will then be 1011101. While the more advanced code uses more
bits than the simpler code C to describe values as small as in this example, as
soon as the required precision dj exceeds 8 bits, the advanced code becomes
more efficient.
If the advanced code for precision is used the description length for the model
H in classMi becomes:
L(H|Mi) = dlogme+
pi∑
j=1
(2dlog dje+ dj).
where dj is the precision used to encode the parameter value kj . The first term
gives the length of the description of the model class, and the second term, for
each parameter value — the number of which depends on the class — combines
the length of the code for the precision and the precision itself, followed by the
parameter value described with this precision.
Once themodel has been described in the prefix freemanner, we need to encode
the data. In order to accomplish that, it is sufficient to list the errors. In order to
communicate the errors in the land-cover the sender first encodes the number of
time points and then for each time point lists the number of errors followed by
the locations of errors3. I utilize the same idea as above for parameter values to
transmit the precision of error locations.
3The description of error locations suffices since the errors in binary landscapes are either zero or
one. This is equivalent to using the spatial metric ‘mean absolute difference’ as the error measure.
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• If the number of time points is denoted T , the unary code for encoding the
length of the description length of T ’s takes log log T bits and the description
of the length itself takes another log log T bits. Finally T can be described in
log T bits.
• A similar logic can be used to describe the number and locations of errors.
Let us assume mt is the number of locations that are incorrect at time t. The
number of bits required to encode the length of the description length of mt
at each time point t is log logmt. The description of the length then takes
another log logmt bits, and finally the encoding ofmt takes logmt bits. At this
point the receiver knows how many errors there are and how many bits are
used to encode their locations, so she can decode the rest of the message.
The description length for the data D will be:
L(D|H,Mi) = 2dlog log T e+ dlog T e+
T∑
t=1
(2dlog logmte+mtdlogmte).
The total description length of the data D described with the help of the model H
in classMi is:
L(D|Mi) = L(D|H,Mi) + L(H|Mi).
Albeit not necessarily optimal in the sense that it gives the absolutely shortest de-
scription lengths, this coding method rewards models that make small errors and
substantially punishes models that have more free parameters. In other words, the
error range of a well fitting models is small, since the errors are small. Therefore,
fewer bits are required to encode each individual error. Likewise, a model with a
large parameter range requires more bits to encode the parameter values.
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Summary
Even if we let the parameter and error precision be flexible, the just presented
coding scheme does not say much about the model’s absolute flexibility. Judging
by the number of parameters is not sufficient for several reasons: first, the current
coding method gives all parameters an equal weight which may not be realistic
— some parameters may have more radical influence in determining the model’s
scope than the others; secondly, the major factor behind the potential flexibility
may lie somewhere else than within the number of free parameters; thirdly, the
model itself does not define how well it fits the data, but an error function is re-
quired; and finally, we are not interested in maximum likelihood parameter values
after all, i.e., the best fitting model, but we would like to find a well fitting model in
a class that is not overly flexible. However, the flexibility is unknown, since we do
not necessarily know how the model performs with other data samples. Therefore,
we need to improve this code. In the next section I propose an alternative model
selection criterion based on normalized minimum errors, and present how it re-
lates to the refined version of the MDL principle, namely the Normalized Maximum
Likelihood (NML) principle (Rissanen, 1999).
4.3 Enhanced Code for LUCCModels
The fit of a probabilistic model class is measured in the probability it gives to
data, whereas the fit of a non-probabilistic class is quantified by the error it makes
on data, so that the higher the probability or smaller the error, the better the fit.
Since LUCC models are non-probabilistic, their goodness-of-fit is based on errors.
For any finite or countably infinite set X ,∑x∈X P (x) = 1, i.e., the probabilities
sum up to one. This implies that we cannot assign very high probabilities to many
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x. However, the errors do not have this property of summing up to constant; they
can sum up to any arbitrarily small or large quantity. Next I will present how
errors can be used in model selection in a principled way.
Normalized Minimum Error Criterion
How do we use errors so that the trade-off between fit and flexibility is ade-
quately treated? If we want to explain the observed data sample xn with the help
of a model classMi, ideally we wantMi
1. to contain a model Hxn that makes a small error on xn, and
2. to contain modelsHyn that do not make small errors on most yn belonging to
a set of all possible data samples X n.
This can be achieved by minimizing the ratio between the error the best fitting
model in classMi makes on sample xn and the total error it makes on all samples
in X n using the respective error minimizing parameters. I call this ratioNormalized
Minimum Error (NME):
NME(xn,Mi) = ER(x
n|θˆ(xn,Mi)∑
yn∈Xn ER(y
n|θˆ(yn,Mi))
, (4.1)
where ER(·) is the error model classMi makes on xn using the parameter values
θˆ(xn) that minimize the error, and yn are ‘all possible data samples’. By normaliz-
ing each error this way we obtain a relative measure for fit and flexibility, which
we can use as a model selection criterion.
The MDL principle is a general method of doing inductive inference, and the
NME criterion is one way of implementing it. In the next section I will relate the
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criterion to another interpretation of the principle, namely to Normalized Maximum
Likelihood (NML) distribution on xn ∈ X n (Rissanen, 1999):
NML(xn,Mi) = P (x
n|θˆi(xn))∑
yn∈Xn P (y
n|θˆi(yn))
, (4.2)
where P (·) is the probability that model classMi gives to xn using the parameter
values θˆi(xn) that maximize such probability, and yn are as above.
The NML criterion selects a model classMi whose universal model H , not nec-
essarily inMi, minimizes the worst case regret; regret of model H with respect to
classMi is the extra number of bits that are required to describe the data sample xn
usingH instead of using xn’s maximum likelihood model inMi. H is called a uni-
versal model, since it tries to mimic all models in the classMi. It has been proved
(Rissanen, 1999) that the NML criterion defines a unique model that minimizes the
maximum regret.
The term in the denominator is the most crucial aspect in both criteria, since it
accounts for their ability to penalize for excess flexibility (see Chapter 6 for more
discussion on this issue). It is important to realize that the denominator goes over
‘all possible data’, not just over ‘all available data’ or ‘all observed data’. In the-
ory, this means that the term contains errors made on (in case of the NME) or
probabilities given to (in case of the NML) all possible permutations of data of cer-
tain size. If a model class contains models that either give high probabilities to or
produce small errors on many such permutations, the model class is considered
overly flexible. Neither criterion penalizes model classes for giving few data sam-
ples high probabilities or small errors, i.e., they do not impose a penalty on models
that generalize well.
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Associating Errors to Code Lengths and Probabilities
Several different model selection methods, such as AIC, BIC, or NML apply to
probabilistic model classes. However, complex adaptive systems, particularly the
class of land-use and land-cover change models do not easily lend themselves to
probabilistic interpretation.
According to Gru¨nwald (1998, 2005) all models are probabilistic, not in the tra-
ditional sense that all models can be considered distributions from which data are
drawn, but in a more fundamental way that all models give a probability to data.
In his doctoral thesis (1998) Gru¨nwald presents a method called entropification that
associates non-probabilistic model classes with probabilistic ones using squared
errors themodel makes with respect to data. Lee (2006) uses this method for choos-
ing the best parameterization for the class of hierarchical generative models in the
optimal stopping problem.
I do not consider agent-based LUCC models as probabilistic, but I make the
connection to probabilistic models by replacing probabilities as measures of fit
with errors. The insight is based on the fact that the code length can be associated
to model fit; the better the fit, the shorter the resulting code for the data and vice
versa (Gru¨nwald, 1998). Specifically, a high probability given to data by a proba-
bilistic model class implies a short code length. Likewise, a small error made by a
non-probabilistic class means a short code length. The connection between proba-
bilities, the domain of NML criterion4, and errors, the domain of NME criterion, is
made in the following steps:
4Here, ‘probability’ is strictly used as a measure of fit; high probability does not indicate that a
particular data is very likely, but the model class fits the data well. The probabilities in the denomi-
nator in the definition of the NML criterion (cf. equation 4.2) are produced by different (maximum
likelihood) parameter values, and consequently do not sum up to one. If the model class is suffi-
ciently flexible, it is possible to find sets of parameter values, i.e., models within the class, so that
the class gives high probabilities to all data samples.
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1. The correspondence between probabilities and code lengths is established by
the following theorem (Gru¨nwald, 2005), derived from Kraft inequality (Cover
& Thomas, 1991): If X n is an finite and countable set and P a probability
distribution on X n, then there exists a prefix code C for X n, such that for all
xn ∈ X n, LC(xn) = − logP (xn). Similarly, if C ′ is a (prefix) code for X n, there
exists a probability distribution P ′, such that for all xn ∈ X n, − logP ′(xn) =
LC′(x
n).
2. The result of Rissanen (1989) establishes the correspondence between errors
and code lengths: for each H ∈ Mi there exists a probability distribution
P (·|H) such that for all xn,
− logP (xn|H,Mi) = ER(xn|H,Mi) +K, (4.3)
where K is a constant that does not depend on the sample xn or the model
H , but may depend on the data size n. The existence of the probability dis-
tribution implies the following equality:
LC(x
n|H,Mi) = ER(xn|H,Mi) +K. (4.4)
3. The final step is to show that a code C can be constructed such that the equa-
tion 4.4 holds, namely that the coding of errors is prefix and the constraints
on constant K exist. These are shown in the next section.
Using the established relationship between probabilities and errors, we can
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associate maximization of probabilities with minimization of errors, and conse-
quently maximization of the NML criterion to minimization of the NME criterion:
argmax
M
NML(xn,Mi) = P (x
n|θˆi(xn))∑
yn∈Xn P (y
n|θˆi(yn))
(4.5)
=
2−LC(x
n)∑
yn∈Xn 2
−Lc(yn) (4.6)
=
2−(ER(x
n)+K)∑
yn∈Xn 2
−(ER(yn)+K) (4.7)
∼ (4.8)
argmin
M
NME(xn,Mi) = ER(x
n) +K∑
yn∈Xn ER(y
n) +K
(4.9)
Sketch of Prefix Code for Errors
In the previous section I showed that for any model classMi such a code C
exists that gives short code lengths to small errors, particularly to the minimum
error, and how these relate to high probabilities. In this section I demonstrate with
an example that the minimum error values meet the requirements so that we can
construct such code C for LUCC models. The following two conditions need to be
met:
Condition 1. The error space is finite and the values enumerable. This ensures
unique decodability, i.e., the codewords for errors are prefix-free.
Condition 2. The total code length is a function of data size n, and does not de-
pend on the model class or individual data samples. This assuresK in equa-
tions 4.3 and 4.4 is a constant.
As mentioned above, a model is not enough to determine its fit to data, also an
error function is required. The error depends on a particular spatial metric used
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to characterize the landscape; different metrics unveil different characteristics in a
model’s behavior, and they vary in magnitude. However, we want the description
method or code to be independent of specific values. The approach adopted here
applies to any error function presuming the error space can be truncated and/or
discretized to a finite and countable set. In the context of land-use models, when
the error measures a landscape characteristic, this is always guaranteed.
Let me remind the reader that an individual error value is either a direct differ-
ence between two land-covers (mean absolute difference (m.a.d.)), or a sum over
time of square error between two landscape metrics (composition (c), edge density
(e.d.), and mean patch size (m.p.s.)), cf. Section 3.6.
Let us consider a finite and countable set of error values e ∈ E, so that εmin ≤
e ≤ εmax, where εmin is trivially zero, and εmax usually depends on landscape size
or temporal span of the modeled period, or both. However, we only need codes
for non-zero errors. Once we have determined the range [εmin, εmax], we can dis-
cretize error values with feasible precision and rank the errors by their magnitude.
Finally, we can construct a rank-based code so that smaller errors receive shorter
codewords and larger errors longer codewords.
Using a fixed precision d for errors, meaning that we can describe D = 2d dis-
tinct error values, gives ranks r ∈ (1, 2, . . . , D). The rth error, er can then be asso-
ciated with its rank r. Now, we need to encode the ranks r, and use a non-fixed
precision for them. We can use the same method as was used when construct-
ing prefix codes for numbers (cf. Section 4.2) by associating the smallest error with
number one, the second smallest with number two, . . . , and finally the largest error
with D.
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These considerations guarantee that the first condition is met. To ensure the
other condition, the number of overhead bits K used to describe the errors is al-
lowed to depend only on data size, not the model class or individual data samples.
This is guaranteed by the fact that the number of these bits is determined by the
precision use to describe the errors (or their ranks). However, the precision is a
function of the error range; the smaller the range, the less bits are required to de-
scribe both the errors and the precision of errors.
Spatially explicit landscape data is usually represented in discrete resolution,
for instance a grid of cells, instead of some continuous quantity. In addition to the
spatially explicit aspect these models introduce a temporal dimension; they are
usually run for several consecutive rounds. The error functions, i.e., the spatial
metrics, often use the same spatial and temporal precision in which the data is
available. Consequently, the error range is strictly determined by the landscape
size and spatial data resolution— in addition to the number and size of individual
parcels for heterogeneous agents — and time scale in which the model operates in.
This guarantees that K depends on data size only.
Next I present a way of linking the NML principle to the NME criterion us-
ing the rank-based coding of errors and the earlier established relation between
minimized errors and maximized probabilities.
Let us assume that with the chosen precision for errors, D distinct error values
can be obtained with data samples xn ∈ X n. If we replace these errors with their
ranks, we have ranks r ∈ R = (1, 2, . . . , D). If the same advanced method as was
used in Section 4.2 to describe numbers is chosen to encode ranks, we need dlog re
bits to describe each rank r. In addition an extra 2 log log r bits are required to
encode the length of the encoding of r, together with the number of bits needed to
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describe this length. Thus, the total description length of a rank r becomes:
LC(r) = 2 log log r + log r. (4.10)
In order to illustrate the relationship between the NML criterion and the NME
criterion, we start by noticing that maximizing the original version of the NML
criterion, NMLorg, is the same as maximizing the ‘average’ version of it, NMLavg,
since they only differ by a constant 1
n
, where n is the number of components in the
sum (cf. equation 4.2). On the other hand, maximizing NMLavg is essentially the
same as minimizing its inverse NML−1avg.
Similarly, the NME criterion can be formulated as minimizing the ratio of the
numerator to the mean of denominator. It turns out that NML−1avg closely resem-
bles this ‘average’ version of the NME criterion, NMEavg as explained below. The
transformations go as follows:
argmaxMNMLorg = argmaxMNMLavg = argminMNML
−1
avg
∼ argminMNMEavg = argminMNMEorg.
(4.11)
Using the rank-based code length function defined in Equation 4.10, these equal-
ities can be demonstrated with simple math. For the clarity of the argument, I only
use the largest term LC(r) ≈ log r . The ‘average’ formulation of the NML criterion
is as follows:
NMLavg(r) ∼= 2
− log r
1
n
∑
r′∈R∗ 2
− log r′ , (4.12)
∼=
1
r
1
n
∑
r′∈R∗
1
r′
. (4.13)
where r is the rank of the minimum error on data sample xn, R∗ contains the ranks
associated to minimum errors eˆ′ made on all yn ∈ X n, and |R∗| = n.
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If we invert 4.13 we get the following entity to be minimized:
NML−1avg(r) =
r
nP
r′∈R∗
1
r′
, (4.14)
where the term in the denominator is the harmonic mean of the ranks.
On the other hand, the ‘average’ version of the original NME criterion is given
by:
NMEavg(r) =
r
1
n
∑
r′∈R∗ r
′ . (4.15)
Now,NML−1avg has the harmonicmean of rank values as its denominator, whereas
NMEavg has the arithmetic mean. The means are the same when the rank values
are the same, and quite different for the rank values with large variation, so that
the harmonic mean is never larger than the arithmetic mean. The harmonic mean
extenuates the effect of larger ranks, i.e., it tends toward the lower ranks. A simple
artificial example can be used to demonstrate that criteria using these two means
still can select the same model class.
Example 4.3 We consider three candidate model classesM = (M1,M2,M3) and
three data samples D = (d1, d2, d3). Let us assume that the model classes inM
make errors e ∈ [1, 10] on these data, so that the classM1 has high error variation,
and the classesM2 andM3 have very low error variation.
Let us also assume that the errors can be truncated to 100 distinct values. Con-
sequently, they can be encoded using their ranks R = (1, 2, . . . , 100). For instance,
the errors the model classM1 makes rank 1., 50. and 100. on samples d1, d2, and d3,
respectively. These ranks together with their arithmetic and harmonic means are
presented in Table 4.1 for the three model classes and data samples. The NMEavg
and NML−1avg scores corresponding to these ranks and means are shown in Table
4.2. The scores of the selected model classes are shown in boldface.
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Model classes: Ranks Arithmetic mean Harmonic mean
d1 d2 d3
M1 1 50 99 50 2.9123
M2 50 50 50 50 50
M3 49 50 51 50 49.9867
Table 4.1: Error ranks for three model classes and three data samples, used in Ex-
ample 4.3, and the two different mean values associated to them.
Model classes: NMEavg NML−1avg
d1 d2 d3 d1 d2 d3
M1 .02 1 1.98 .3433 17.1667 33.99
M2 1 1 1 1 1 1
M3 .98 1 1.02 .9803 1.003 1.0203
Table 4.2: Average versions of the NME and NML−1 scores calculated for the Ex-
ample 4.3.
Both criteria select the classM1 for d1. While NMEavg criterion is indifferent
between the candidate classes for d2, NML−1avg slightly prefers the classM2 over
the classM3. For data d3 both criteria select the model classM2. However, the
score differences between the classesM2 andM3 are negligible with all data sam-
ples and both selection criteria. As was insinuated above, the two means and the
resulting scores are closest to each other when the error variation is low.
This simple example indicates that for large error variation the harmonicmean’s
inclination toward small values aggravates score differences between data sam-
ples, i.e., the lower ranks in the absolute scale receive relatively lower NML scores
than the higher ranks. Consequently, model classes that generate errors with high
variation likely fare well in comparison to other models, at least for data samples
for which they generate small errors. This implies that the NML−1avg score can be
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relatively lenient to flexible model classes. The arithmetic mean does not have a
comparable impact. It is sensitive to small and large outliers, but not to the er-
ror range itself. The analysis of how the real error distributions affect the exact
relationship of these criteria is subject of future research.
Error Range and Precision
For the sake of illustration, the actual minimum and maximum errors the four
spatial metrics produce are presented here for homogeneous agents only. How-
ever, for heterogeneous agents it is somewhat more complicated to come up with
a particular range, since the data has more dimensions to it, namely the number
and the sizes of individual parcels, which may vary as a function of each other.
Consequently, the calculation of particular values becomes a multi-dimensional
optimization problem which resides outside of the scope of this dissertation.
Let T stand for total number of time points, andM (= m1×m2) the size of a rect-
angular landscape. Ideally the minimum error any model can make is zero, when
it either generates a landscape with no cover of interest or perfectly reproduces the
cover observed in the real landscape. This is very unusual in reality, though. This
unrealistic case set aside, I am going to utilize a more plausible minimum error
scheme that in practice can be interpreted as a model making a tiny error at one
time point and generating the remaining landscapes perfectly. The maximum er-
ror is more straightforward to produce for most of the metrics. The sample values,
given in parentheses right of equations, are calculated for the artificial landscape
(m1 = m2 = 15, T = 50) that will be used in Experiment II, Section 5.3.
Mean absolute difference Minimum error is achievedwhen the land-cover of one
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Figure 4.2: Landscapes between which the mean absolute difference produces the
minimum error.
cell differs from data at one time point (see Figure 4.2 for example land-
scapes), whereas the maximum error is produced if the cover of every cell
is incorrect at each time point (see Figure 4.3).
emin(m.a.d.) = 1M , (.0044)
emax(m.a.d) =
∑
T
1
M
M. (50)
Composition Again, the minimum error in composition is achieved when the
land-cover of interest deviates from data by one cell at one time point. The
maximum error is produced when the difference is M − 1 cells for each T
time points.
emin(c) = 1M2 , (1.975× 10−5)
emax(c) = T (1− 1M )2. (49.6)
Edge density Theminimum error is produced by a landscape that differs from the
data by one cell at one time point. The edges bordering the landscape or some
boundary zone around it do not count toward edges. A checkerboard pattern
produces the maximum edge, and themaximum error when compared to the
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Figure 4.3: Landscapes between which mean absolute difference produces the
maximum error.
landscape with minimum edge. Figure 4.4 illustrates the edges that count
and edges that do not count towards the edge density.
emin(e.d.) = < 1 (< 1)
emax(e.d.) ≈
 T
(
4− 2(m1+m2)
m1m2
)2
, ifm1,m2 even
T
(
4− 2(m1+m2+2)
m1m2+1
)2
, ifm1,m2 odd .
(691)
The approximation in the maximum error is explained by the fact that I only
consider cases when m1 and m2 are both either even or odd, and the land-
scape is approximately square. The actual maximum values vary a little with
different ratios of landscape dimensions.
Mean patch size is quite different from the other metrics, since its components
vary as a function of each other; the more patches there are, the less area each
of them potentially covers. On the other hand, a smaller number of patches
do not necessarily take up more space. The minimum error is achieved when
the same number of patches differ in their total size by one cell at one time
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Figure 4.4: Checkerboard pattern produces the maximum error in edge. Blue lines
mark the edges that do count towards the edges, and red lines those that do not.
point, whereas the maximum error in mean patch size is the difference be-
tween one single cell patch and oneM cell patch squared and summed over
T time points.
emin(m.p.s.) ∈ ]0, 1[, (.016)
emax(m.p.s.) = T (M − 1)2. (2.5M)
Since the mean patch size depends both on the number of patches and their
sizes, the true minimum value is hard to calculate analytically. The value .016
was obtained relying on the fact that the maximum number of (single cell)
patches on am1×m2 landscape is dm12 e2, with the simplifying assumption that
m1 = m2. The example minimum value is given as the difference between
the average patch size of a landscape with dm1
2
e2− 1 single cell patches and a
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landscape with dm1
2
e2 − 2 single cell patches and one two-cell patch:
emin(m.p.s) =
(
1− d
m1
2
e2 − 1
dm1
2
e2 − 2
)2
.
These minimum and maximum errors are of course hypothetical, but they give
a guideline in deciding which precision to use to describe the errors. What actually
would be of interest are the typical error values. Like the post hoc analysis of error
values produced by different spatial metrics indicates, the typical values are not
arbitrary (see Section 5.3 and Appendix A, Section A.4 for error distributions and
summary statistics for homogeneous and heterogeneous agents on artificial data).
For mean absolute difference they tend to cluster around the median, whereas for
the three other metrics (composition, edge density and mean patch size) they tend
to gather around zero. Even for m.a.d. the error values predominantly populate
the lower end of the scale. Note, that the three metrics are aggregate measures,
whereas mean absolute difference takes exact locations into account; thus, it is sup-
posedly harder to fit, and its error distribution is wider (see discussion in Chapter
6).
However, we cannot base the model selection criterion on typical values, since
we want the code to be truly lossless; that is, we need to be able to construct a code
for each possible error value we may encounter within the limits of the chosen
precision.
Summary
The empirical error distributions (presented in Appendices A and B, Sections
A.4 and B.1) strongly imply that it would be beneficial to use short codewords for
smaller and more frequent errors and longer codewords for larger and more rare
errors.
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In this chapter I demonstrated the relationship between the normalized mini-
mum error criterion (NME) and the normalized maximum likelihood (NML) cri-
terion. Referring back to the communication interpretation of the MDL principle;
when describing a particular data, ideally we want to use its maximum likelihood
code. However, for the reasons discussed in section 4.2 this is not feasible. The
NML principle has been proved optimal in the sense that it defines a unique model
that minimizes so called maximum regret, i.e., the additional number of bits re-
quired to describe the data if using this model instead of the optimal maximum
likelihood model.
I presented a method for relating errors to code lengths using a rank-based
coding method. The rank-based method allows a prefix-free encoding of a finite
and countable set of errors, and it assigns short codewords for small errors and
longer codewords for larger error. The code lengths were used to associate the
errors with probabilities, which are used by the NML principle as a measure of fit.
5Experimental Evaluation of the
Framework
The selection criterion will be evaluated in three sets of experiments using dif-
ferent agent-based learning models and varying domains of land-use and land-
cover change with increasing complexity.
Experiment I The first phase functions as a proof of concept by testing the cri-
terion’s ability to tell the difference between different model behaviors. A
model class consisting of a single agent making decisions between two ab-
stract land-uses is used. The landscape consists of two cells with either ho-
mogeneous or heterogeneous suitability.
Experiment II The second phase is designed to analyze the criterion’s sensitiv-
ity to both exogenous factors, such as initial landscape configuration and
biophysical variables, and the spatial metrics used to measure and compare
models’ performance. This experiment, or rather a battery of experiments, is
conducted with a multi-agent model class and a two-dimensional landscape
with two abstract land-uses.
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Experiment III The goal of the final experiment is to test the selection criterion’s
adequacy in penalizing for excess flexibility and to further analyze the com-
ponents of the NME score in various experimental conditions. Real land-
cover data from two townships in the Midwestern United States is used.
The first two experiments are conducted with artificial data generated by mod-
els belonging to multiple candidate classes, i.e., different learning and decision
strategies. Usage of artificial data is purely for academic purposes. The MDL prin-
ciple does not assume a ‘true model’ exists — “all models are wrong, some may be
useful” (Box, 1979) — but in order to test the soundness of the proposed selection
criterion, it is useful to study cases in which a true model exists, but it may or may
not be among the candidate models. If the criterion behaves well in all or most of
such cases, we can be confident that it behaves reasonably well with real cases.
5.1 Method
Data generation is conducted so that each decision strategy makes repeated
land-use decisions and the resulting changes in the landscape are recorded for T
time steps. Thus, the data consists of sequences of matrices that record the land-use
for all landscape cells. N data samples are generated from each strategy with ran-
domly selected parameter values and from either a random or predefined initial
landscape configurations. Particular values ofN and T depend on the experiment.
After the data generation, candidate models (usually the same as the generat-
ing models, but not necessarily) are fitted to all data samples. The fitting method,
outlined next, is common to all three experiments. Currently the Nelder-Mead
(Nelder & Mead, 1965) multidimensional minimization algorithm is used to find
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the optimal parameter values to minimize the errors between generated data and
the outcome of the candidate models, but any non-linear multidimensional opti-
mization algorithm would do, such as genetic algorithms or gradient descent.
In the minimization process, the following steps are executed until the error
converges or a preset time limit is met. Currently the limit is 1000 iterations. The
index i enumerates minimization iterations. The algorithm is as follows:
0. Set i← 1. Initialize parameters and the minimization algorithm.
1. Set the parameters pi for the candidate model H .
2. Run the candidate modelH for T time steps from start to end of the modeled
period.
3. Calculate the spatial metrics yH and yobs from the outcome of the candidate
model H and the observed data, respectively.
4. Calculate the sum of squares error between the fitted metrics and the ob-
served metrics over time as explained in Chapter 3, section 3.6.
5. Adjust the model parameters according to the minimization algorithm to get
pi+1.
6. If converged exit, otherwise set i← i+ 1. Go to step 1.
These steps are repeated for each candidate model class and for all generated
data samples. After fitting, the candidate model’s NME score for each data sample
is calculated. For a particular data sample the selected model class is the one with
the lowest score.
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5.2 Experiment I
The proposed model selection criterion’s adequacy hinges on its ability to dis-
tinguish between qualitatively and quantitatively different data, i.e., patterns that
result from different behaviors. This first phase of the experimental work is de-
vised to test whether the criterion is capable of identifying the model that gener-
ated a specific set of data.
Model Class
For this experiment a spatially explicit agent-based model class with a small
number of interacting components and few free parameters is implemented. In
this class a single agent makes repeated land-use decisions between two abstract
land-uses (called 0 and 1) on a two-cell landscape. The payoff for the land-uses
~x = {0, 1} at the time t is:1
Pt(~x) =
∑
j
u(xj) + δu(1− xj)
where u(xj) is the utility obtained from selecting use x on cell j. The latter term
represents the discounted forgone utility from not chosen land-use 1 − xj . This
guarantees that the agent can potentially switch to the land-use it has never opted
for. The utilities directly reflect the price trends set for the two land-uses over
time; the trend is decreasing in use 0 and increasing in use 1. In addition to the
discount factor δ, the agent has two more free parameters α0 and α1, which reflect
the subjective preferences for two land-uses. These individual preferences come
into play in the decision phase.
1The payoffs are calculated separately for both land-uses, thus the vector.
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Conditions: Cell 1 Cell 2
1. (.5, .5) (.5, .5)
2. (.9, .1) (.5, .5)
Table 5.1: Suitability conditions for two landscape cells: condition 1 = homoge-
neous suitability, condition 2 = heterogeneous suitability.
The question of interest is whether the land-use outcomes vary qualitatively as
a function of agent characteristics and landscape heterogeneity. Agent character-
istics are defined by varying the decision mechanism and the preference param-
eters. Landscape heterogeneity is controlled by varying suitability of each cell to
the land-uses in two conditions. In suitability condition 1 both cells are equally
suitable for both uses, and in condition 2 one of the cells is highly suitable to one
use, and practically unfit to the other, whereas the other cell is moderately suitable
for both.
The exact values of the suitability conditions are presented in Table 5.1.
These two suitability schemes are expected to result in different land-use histo-
ries depending on whether the agent takes the suitability into account or not when
making land-use decisions. Four decision mechanisms are implemented and they
are named random, ignorant, uninformed and informed. The agent makes the de-
cision for both cells separately. The final choice is stochastic; the probability pt,j(x)
of choosing land-use x at the time t on cell j is determined by each decision strat-
egy as follows:
Random The probability of selecting use x (or symmetrically 1−x) is .5 regardless
of the time point, cell or cell’s suitability.
Ignorant The probability depends on the agent’s subjective preference for land-
use x, and nothing else, i.e., pt,j(x) ∝ αx.
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Uninformed Besides the personal preference, the probability also depends on the
past payoff received from use x on cell j: pt,j(x) ∝ αxPt−1,j(x).
Informed In addition to the preference and the past payoff, the probability is also
a function of the cell’s suitability for use x: pt,j(x) ∝ αx(Pt−1,j(x) + sj(x)),
where s is the suitability of cell j to use x.
The suitabilities do not affect the payoffs; their primary function is to enable
the distinction of the informed strategy from three others. On the other hand,
the suitabilities can be interpreted as factors that generate non-pecuniary
benefit or personal satisfaction to the decision maker.
These decision strategies are used both as generating and candidate model
classes.
Hypotheses
The first two strategies, random and ignorant, are assumed to exhibit random
decisions or random preferences, whereas the uninformed strategy should be sen-
sitive to price changes over time. The decisions of an informed agent are also
expected to reflect the price trends, but suitability condition 2 should hold it back
from switching from use 0 totally to use 1 in the first cell, whereas there should be
no effect in the second cell.
Since all the decision models have an equal number of free parameters — two
preference values and the discount factor in the payoff function — the difference
in flexibility is solely due to the number of factors incorporated in the decision
strategy. So, each model should be sufficiently flexible to fit the data generated by
itself, but not have excess degrees of freedom to fit well to data generated by other
model classes, assuming the models behave differently.
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Method
Four decision strategies are made to generate 100 data samples with randomly
selected parameter values and from random initial landscape configurations. Each
strategy is run for T = 100 time steps. The initial values for the preference param-
eters are so that αi ∈ N(0, 1) and δ ∈ U[0, 1].
The following error functions are used:
Error ²1 Absolute point by point difference between generated landscape and fitted
landscape calculated at each time point and then aggregated over time and
over the cells.
Error ²2 Absolute difference between mean landscapes. Both generated and fitted land-
scapes, i.e., the land-uses 0 and 1, are first averaged over each t consecutive
time points, and the differences between averages are aggregated over time
and the cells.
Results
The NME criterion’s behavior is contrasted to a method that only uses the er-
rors, the numerator values of the NME equation, as the selection criterion. The
criterion, hereafter called the ERR criterion, is as defined in Chapter 3.6:
ERsum(x
T , HT ) =
∑
t∈T
m.a.d.(xT , HT )
ERsq(x
T , HT ) =
∑
t∈T
(y(xt)− y(H t))2,
where y is a value given by a spatial metrics and H t is the landscape generated by
the model H at the time t.
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The confusion matrices for the 2 × 2 design (2 error functions × 2 suitability
conditions) are presented in Figure 5.1 for the NME criterion and in Figure 5.2 for
the ERR criterion.
The rows in thesematrices present four generatingmodel classes and the columns
four candidate model classes in the order: random, ignorant, uninformed and in-
formed. Each cell in the matrices represents the number of times the respective
candidate model is selected when the respective generating model was the source
of the data; the darker the color, the larger the number.
The matrices suggest a relatively strong effect of both suitability and error func-
tion on the NME criterion’s tendency to choose the generating model — evidenced
by the dark diagonal. With the error ²1 the criterion identifies reliably the random
class: 99 times out of 100 samples, and the uninformed class: 72 times out of 100
samples. Suitability condition 2 increases these numbers by one. The selection
accuracy for two other classes remains below 50%. However, using suitability con-
dition 2 instead of 1, increases the identification of the informed class from 22% to
39%.
The error ²2 somewhat levels out the selection accuracy, but the criterion still
identifies the random and uninformed classes over 50% of the time: 76 and 66
times out of 100, respectively, and the ignorant and informed classes are identified
48 and 39 times out of 100, respectively.
Suitability condition ²2 increases the recognition accuracy for the random, un-
informed and informed classes to 78, 68 and 56 times out of 100, respectively. With
metric ²2 the number of consecutive time points over which the averaging is done
is 20, resulting in 5 error points.
The ERR criterion’s accuracy in selecting the generating class is inferior to the
NME criterion’s when using the error ²1; while it recognizes uninformed class
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Condition 1: Condition 2:
Homogeneous suitability Heterogeneous suitability
Error ²1
Error ²2
Figure 5.1: Confusion matrices, using the NME criterion, for two error functions
and two suitability conditions. Generating and candidate classes are in rows and
columns, respectively, in the following order: random, ignorant, uninformed and
informed.
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pretty reliably (74 times out of 100), as can be seen in Figure 5.2, it cannot tell the
difference between four classes when a model from the random or ignorant classes
generated the data. However, the criterion’s behavior using the error ²2 compares
to NME criterion rather well. With the exception of the random class, which the
ERR criterion recognizes with almost 100% accuracy, the number of times the other
three classes are selected when generating are slightly lower than for the NME cri-
terion. The suitability conditions do not have any observable effect on the ERR
criterion’s performance.
The NME criterion’s sensitivity to the error function is further studied by vary-
ing the number of consecutive time points over which the landscapes is averaged.
This number is varied from 1 to 100 (t = 1, 2, 5, 10, 20, 25, 50, 100), so the actual
number of error points summed over are 100, 50, 20, 10, 5, 4, 2, and 1, respectively.
Note, that that the first case — averaging over each one time points — reduces to
themetric ²1. The results, as the number of times a generatingmodel is selected out
of all 400 data samples, are presented for the two suitability conditions in Figure
5.3.
In general, the fewer error points is used, the better the NME criterion iden-
tifies the generating class. Furthermore, using suitability condition 2 accentuates
this tendency since it facilitates the distinction between the informed class and the
others.
Summary
The preliminary results suggest that even in this relatively simple case the pro-
posed selection criterion is sensitive to experimental manipulations, both to factors
exogenous to the model (e.g., landscape suitability) and spatial measure used in
error calculation.
5. Experimental Evaluation of the Framework 98
Condition 1: Condition 2:
Homogeneous suitability Heterogeneous suitability
Error ²1
Error ²2
Figure 5.2: Confusion matrices, using the ERR criterion, for two error functions
and two suitability conditions. Generating and candidate classes are in rows and
columns, respectively, in the following order: random, ignorant, uninformed and
informed.
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Figure 5.3: The number of times the generating model is selected as a function of
the number of averaged time points.
This is by no means an unexpected result, and the effect is assumed to be more
pronounced when the model class becomes more detailed and the error calcula-
tion scheme more sophisticated, i.e., instead of comparing two landscape covers
directly, different spatial metrics are calculated from them and metrics are com-
pared. Different spatial metrics (cf. section 3.6) are able to identify different, more
or less coarse or subtle, patterns in the data, and consequently some of them may
make few models look unreasonably bad, whereas others, e.g., easy to fit ones,
may make all models look unjustifiably good. So, the question becomes, not only
which model selection criterion to use, but also how to use it.
The next task is to analyze the influence of spatial metrics and other exogenous
factors in the performance of the proposed selection criterion. In the following
set of experiments I still use artificially generated data, but instead of aiming at
selecting the true generating model, I am focused on the interrelation of landscape
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and agent properties, given as exogenous to the model, and spatial metrics used to
characterize these properties, and how the selection criterion’s behavior is biased
by them.
5.3 Experiment II
Acquisition of multiple samples of accurate land-cover data with a good reso-
lution is difficult or at least time consuming. Therefore, in order to extensively test
the model selection framework, I need to rely on data generated by an artificial
system. In these experiments I use data generated by the same model classes that I
use as candidate models. This is a common method in literature when comparing
multiple model selection methods (Busemeyer & Wang, 2000; Myung & Pitt, 1997;
Myung, 2000; Pitt et al., 2002). The experiments are run in several conditions by
varying both the input to the model, i.e., the biophysical and agent characteristics,
and the measure with which its performance is assessed, i.e., spatial metrics used
in the landscape comparisons.
Data
This experiment employs the framework used by Evans et al. (in press) in lab-
oratory experiments in which human participants make repeated spatial resource
allocation decisions in an abstract environment, and receive numerical feedback
of the success of their decisions. The environment is a 15 × 15 grid of cells, and
it is occupied by nine participants each with a set of 5 × 5 cells. The participants
have an unlimited supply of two resources they can allocate to their cells at each
decision round. After the decision, they observe the payoff received from the al-
location, the actual prices of resources that were used to calculate the payoff, and
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the changes in the whole landscape; they can also see what decisions the other
participants made on their cells.
Four types of data are adopted from this experimental framework:
Land-cover One of the starting landscapes, i.e., a distribution of resources (land-
uses) on the landscape, used in the laboratory experiments is used as the
initial land-cover map in the current experiment. It is always the same re-
gardless of the experimental condition.
Biophysical variables consist of two suitabilitymaps constructed for the resources
(land-uses). One of the suitability maps is homogeneous — all the cells have
the same suitability value— and the other one is heterogeneous. In heteroge-
neous map every parcel has exactly the same suitability configuration: they
are either equal or mirror images of each other. Each parcel has two corners
of high suitability and two corners of low suitability and monotonic slopes
in between. Heterogeneous suitability map is shown in Figure 5.4. The mean
suitability is the same in both maps.
Ownership The whole landscape is divided equally between nine landowners so
that each has a square parcel of 5 × 5 cells located in a 3 by 3 grid. The parcel
borders are displayed in Figure 5.4.
Economic data Two economic data series are generated, one for each land-use.
The economic data gives the unit (per cell) price for the land-uses at each time
point. The price trends are either monotonically increasing or monotonically
decreasing.
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Figure 5.4: Heterogeneous suitability map. A lighter shade means higher suitabil-
ity and darker shade lower suitability. White lines mark the parcel borders.
Method
The experimental methodology regarding the data generation and model fit-
ting follows the designed sketched in section 5.1. The six decision strategies are, as
explained in the Chapter 3: null model, random model, greedy model, Q-learner,
individual experience-based attraction model iEWA, and social experience-based
attraction model sEWA. This is the assumed order of flexibility of the strategies,
determined by the intricacy of the decision process.
Two versions of these strategies are used; one in which all the agents have the
same parameter values (in case of generating models) or are fitted a common set
of parameter values (in case of candidate models), and one in which all the agents
have their individual parameter values (generating models) or are fitted individ-
ual parameter values (candidate models). These are considered different model
classes. Thus, in this experiment there are twelve model classes. Furthermore, it is
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assumed that all collectively fitted classes are simpler than all individually fitted
classes.
The 2 × 4 × 3 design varies agent characteristics, spatial metrics and the land-
scape suitability as follows:
Agent characteristics are defined by the input parameters explained in Chapter
3, Section 3.4: household size, initial wealth and the size of social network
for sEWA class. Agents are either homogeneous or heterogeneous. Hetero-
geneity is achieved by increasing the variation of the initial parameter values
while keeping the mean constant. Furthermore, for homogeneous agents the
spatial metrics are calculated at the landscape level, but for heterogeneous
agents at the individual agent’s parcel level and then aggregated over the
agents.
Spatial metrics Four spatial metrics are used as described in Chapter 3, Section
3.6: 1. mean absolute difference 2. composition, 3. edge density, and 4. mean
patch size.
Landscape suitability values for the two land-uses are varied in three conditions:
I Both land-use have homogeneous suitability, i.e., each cell on the land-
scape is equally good for both uses.
II Homogeneous map is used for one land-use, and heterogeneous map
for another.
III Both land-uses have heterogeneous suitability, one has larger variation
in suitability values than the other.
Finally, I want to highlight the distinction between model class, exogenous fac-
tors and error analysis methods, since these terms are used extensively in the rest
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of this chapter.
Model classes between which the selection is done, consist of six learning strate-
gies in two parameter fitting schemes: collective fitting and individual fitting.
Exogenous factors are input conditions that are common to all model classes in
a single experiment, but are not considered to be a part of the class. These
include landscape suitability and economic trends.
Error analysis methods, also common to all model classes in a single experiment,
are the factors used to assess model performance. These consist of spatial
metrics and error calculation schemes, i.e., whether the error is calculated at
the landscape or at the individual parcel level. The latter factor goes hand in
hand with the assumption of agent heterogeneity (i.e., distribution of agent
characteristics), which is both the input to the model, but also a part of the
scientific question attempted to answer with the model, namely does the as-
sumption on different agent characteristics yield qualitatively different kinds
of behaviors and consequently, different landscape outcomes, that the selec-
tion criterion can detect.
In the analysis of the results I am more interested in the performance of the
selection criterion than actual land-use outcomes. Four types of analyses are car-
ried out: first, to find out general tendencies in the criterion’s behavior in selecting
between model classes in different experimental conditions; secondly, to test the
effect of exogenous factors and error analysis method, specifically the selection
criterion’s sensitivity to spatial metrics, landscape suitability and agent hetero-
geneity; and finally, to analyze the selection criterion’s stability and consistency
with varying sets of generating and candidate models.
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Analysis of Confusion Matrices
Similarly to the Experiment I, the NME criterion’s behavior is compared to the
ERR criterion and also to leave-one-out cross validation2, hereafter called the CV
criterion. After fitting candidate models to data samples produced by generating
models (sample size N = 25 for NME and ERR criteria, N = 5 for CV), the best
model, according to the criterion, is selected for each data sample.
The information about the selected classes is collected in the set of confusion
matrices. The 2 × 4 × 3 (agent types × spatial metrics × suitability conditions)
design generates 24 matrices. For the NME and ERR criteria the matrices tell how
many times a specific candidate model class is selected when a certain generating
model class is the source of the data, whereas for the CV criterion they show the
selected model class for each generating model class. The selection is based on the
minimum average error the candidate class makes on all data samples generated
by each generating class.
The matrices are presented in Appendix A, section A.1 for all experimental
conditions: Figures A.1 and A.2, for homogeneous and heterogeneous agents, re-
spectively, with the NME criterion, Figures A.3 and A.4 with the ERR criterion,
and Figures A.5 and A.6 with the CV criterion.
Description of Matrices
Table 5.2 shows a schematics view of a confusion matrix. The rows and columns
in the matrix represents generating model classes and candidate model classes,
respectively, in the following order: null model, random model, greedy model, Q-
learner, individual EWA (iEWA) and social EWA (sEWA). The first six rows and
2In leave-one-out cross-validation one data sample is held out for validation, and the model
parameters are calibrated to the remaining samples.
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Simpler (collective fit) More flexible (indiv. fit)
null · · · sEWA null · · · sEWA
Simpler Null n11 n1n
(common Random
param. Greedy
values) Q
iEWA
sEWA
More Null
flexible Random
(indiv. Greedy
param. Q
values) iEWA
sEWA nm1 nmn
Table 5.2: Interpretation guide for confusion matrices.
columns represent the models with a single set of parameter values common to all
agents (cf. ‘simpler’ model classes in the discussion in this chapter), whereas the
latter six rows and columns represent themodels with individual parameter values
(cf. ‘more flexible’ model classes in the discussion). Note, that in the subsequent
experiments in which the generating and candidate model classes are varied, there
may be fewer rows or columns, or both in the matrices.
The number nij in each cell indicates the number of times the criterion selects
the candidate model in class j when the data is generated by the model in class
i. This number is of all the data samples generated by the model in i. Instead of
actual numbers, I use shades of gray to illustrate the matrices; the darker the color
the larger the number.
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Results and Discussion
The preliminary observations reveal theNME criterion’s relatively strong tendency
to select the generating model in most conditions for homogeneous agents except
when mean patch size is used to calculate the errors (lowest row of matrices in
Figure A.1. The overall preference for the generating model is weaker for hetero-
geneous agents; presumably because a number of individual behaviors are harder
to recognize than aggregate behavior. The tendency to select the generating model
is slightly less accentuated with the ERR criterion and non-existent with the CV
criterion.
The confusion matrices with NME criterion also suggest a noticeable effect of
spatial metrics in the selection preference for homogeneous agents but not for het-
erogeneous. Furthermore, there is some interaction between suitability conditions
and spatial metrics in whether the selection criterion prefers a more flexible model
class when a more flexible class generated the data. In all conditions the criterion
tends to choose a simpler class when a simpler class generated the data. The in-
fluence of the spatial metrics and the suitability conditions is somewhat noticeable
with the ERR criterion and distinct with the CV criterion.
Before going to more detailed analyses of the selection results, I discuss a few
interesting issues:
• In the MDL sense, the null model seems the safest choice; it certainly is the
simplest class and it fits perfectly few data samples, namely those generated
by itself and those generated by classes that make very few changes to the
landscape. However, the NME and ERR criteria seldom select the null model,
unlike the CV criterion which in most conditions clearly prefers it.3.
3The null model with individually fitted parameter values is never selected in any conditions.
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• Both the NME and the ERR criterion’s tendency to favor generating models,
particularly the simplest and most flexible model classes, is also distinguish-
able with mean absolute difference, which is somewhat surprising. It is pre-
sumably the hardest metric to fit; literature indicates that not a single model
has been reported that can predict the changes by exact location as accurately
as the null model (Pontius et al., 2004).
• The NME and ERR criteria seldom select a more flexible class when a simpler
class generated the data.
• Neither NME nor ERR criterion strongly prefers any single class, but whether
they select a generating (or simpler or more flexible) class is contingent on
which kind of regularities different spatial metrics detect in different suit-
ability conditions.
• There are also differences in how easy it is for each spatial metrics to fit the
data well. For instance, as opposed to the other metrics, an accurate composi-
tion measure can be obtained in multiple ways; several different land-cover
configurations may have the same percentage of that land-cover, whereas
there is only one way to make zero error when measured by mean absolute
difference.
The interplay of these factors is subjected to statistical analyses discussed next.
This makes sense, since this is a model class from which the agents have been eliminated and
consequently the number of parameters do not have any effect, i.e., both null models fit the data
equally well. The fact that the collectively fitted null model class gets selected over the individually
fitted class is just a byproduct of how the comparisons are made — both have the same NME score
and the first is selected.
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Analysis of Sensitivity
The main reason behind the analysis of the proposed criterion, as well as the
alternative criteria it is compared to, is to find out if it can effectively guard us
against too flexible models, i.e., models that easily overfit. Here I am interested in
four separate issues regarding its behavior, and how the choice of the spatial met-
rics, the landscape suitability, agent heterogeneity and error measurement scheme
affect them:
1. How many times is the generating model class selected?
2. How many times is a simpler model class selected overall?
3. Howmany times is a simpler model class selected when the generating class
is simpler?
4. Howmany times is a more flexible model class selected when the generating
class is more flexible?
Method
To answer these questions, four summary statistics are calculated from the 2 by
4 by 3 (agent characteristics × spatial metrics × suitability conditions) confusion
matrices, and placed in the location corresponding to spatial metric and suitabil-
ity condition in the respective summary matrix. The cases of homogeneous and
heterogeneous agents are dealt with separately. So, two sets of 4 by 3 summary
matrices are constructed.
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Example 5.1. The summary statistic number 2 (see below) calculated from the
confusion matrix resulting from the experiment that uses spatial metric number
two (composition), suitability condition number one (homogeneous suitability)
and homogeneous agents is placed in the location (2,1) in the summary matrix
2 for homogeneous agents (shown in boldface in Table 5.4), and so on.
The four summary statistics and the corresponding matrices, presented in Ta-
bles 5.3 - 5.6, are:
Statistic 1 The fraction of time the generatingmodel class is selected. This number
is found by summing up numbers on the diagonal of a confusion matrix.
Statistic 2 The fraction of time a simpler model class is selected overall whether
the data is generated by a simpler or more flexible class. This number is
found by summing up all numbers in the left side of the confusion matrix,
i.e., in the columns labeled ‘Simpler’ in Table 5.2.
Statistic 3 The fraction of time a simpler model class is selected when a model
in a simpler class generates the data. This number is found by summing
up numbers in the upper left corner in the confusion matrix, i.e, only in the
columns and rows labeled ‘Simpler’ in Table 5.2.
Statistic 4 The fraction of time a more flexible model class is selected when a
model in a more flexible class generates the data. This number is found by
summing up numbers in the lower right corner, i.e., only in the columns and
rows labeled ‘More flexible’ in Table 5.2.
It seems that some spatial metrics and suitability conditions make the NME cri-
terion favor simpler or more flexible model classes more than other conditions. For
instance, with heterogeneous agents on the homogeneous landscape (suitability
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Agent type: Homogeneous Heterogeneous
Suitability condition: I II III I II III
Mean absolute difference .34 .43 .44 .33 .32 .39
Composition .33 .35 .38 .30 .32 .36
Edge density .43 .43 .46 .30 .35 .38
Mean patch size .37 .35 .29 .31 .33 .33
Table 5.3: Statistic 1: Fraction of time the generatingmodel class is selected for each
spatial metrics, suitability conditions and agent type.
Agent type: Homogeneous Heterogeneous
Suitability condition: I II III I II III
Mean absolute difference .77 .67 .69 .62 .69 .75
Composition .64 .63 .61 .66 .65 .65
Edge density .45 .53 .52 .60 .67 .75
Mean patch size .58 .65 .73 .69 .67 .67
Table 5.4: Statistic 2: Fraction of time a simpler model class is selected for each
spatial metric, suitability condition and agent type. The number in boldface corre-
sponds to Example 5.1.
Agent type: Homogeneous Heterogeneous
Suitability condition: I II III I II III
Mean absolute difference .87 .90 .95 .80 .77 .90
Composition .77 .73 .83 .89 .73 .83
Edge density .54 .68 .74 .67 .70 .83
Mean patch size .71 .74 .89 .90 .72 .85
Table 5.5: Statistic 3: Fraction of time a simpler model class is selected when a
simpler class generates the data for each spatial metric, suitability condition and
agent type.
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Agent type: Homogeneous Heterogeneous
Suitability condition: I II III I II III
Mean absolute difference .33 .57 .56 .56 .39 .41
Composition .50 .48 .61 .57 .44 .53
Edge density .65 .61 .69 .47 .37 .33
Mean patch size .55 .43 .43 .51 .38 .50
Table 5.6: Statistic 4: Fraction of time a more flexible model class is selected when a
more flexible class generates the data for each spatial metric, suitability condition
and agent type.
condition I) the criterion prefers a more flexible model class when a more flexible
one generates the data (see Table 5.6; the percentages in the column correspond-
ing to the suitability condition I are larger than in other conditions). On the other
hand, edge density makes the criterion select more flexible model classes for ho-
mogeneous agents when a more flexible class generates the data (see Table 5.6;
the percentages on the respective row and columns are consistently larger than for
other metrics), whereas mean absolute difference makes it select simpler classes
more often for most suitability conditions compared to other metrics (see Table
5.4).
These complex interactions are subjected to statistical analysis to test if the ob-
served effects are significant. The reason I choose to use traditional statistical tools
instead of model selection methods in testing the effects are twofold; first, I am not
really doing model selection, but the questions I am interested in lend themselves
naturally to be formulated as hypotheses; and secondly, the usage of standard and
familiar tools do not unnecessarily complicate the analysis.
The specific questions I want to ask about the summary matrices are:
1. Are the differences between the number of times the generating (or simpler,
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Selected Not selected Row sum
Mean absolute difference 639 261 900
Composition 562 338 900
Edge density 451 449 900
Mean patch size 588 312 900
Column sum 2240 1360 3600
Table 5.7: Two-way contingency table for testing the statistical significance of the
differences in the number of times a simpler class is selected for homogeneous
agents.
more flexible etc.) model class is selected statistically significant if analyzed
across the spatial metrics?
2. Are the differences between the number of times the generating (or simpler,
more flexible etc.) model class is selected statistically significant if analyzed
across the landscape suitability conditions?
I use χ2 test to find out if these differences are statistically significant. Moreover,
I am interested in if the error calculation scheme (landscape vs. parcel level) and
agent heterogeneity make any difference in either of these cases.
Results and Discussion
For instance, in order to test the effect of spatial metrics in selecting a simpler
model class for homogeneous agents, the two-way contingency table shown in
Table 5.7 is constructed from Statistic 2 in Table 5.4.
The remaining fifteen two-way contingency tables are constructed in the same
way. The results of the χ2 tests are described below.
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Statistic 1 (Generating class selected) The differences that are significant are spa-
tial metrics for homogeneous agents (α = .005), and the landscape suitabili-
ties for heterogeneous agents (α = .025).
Statistic 2 (Simpler class selected) Likewise, the differences that are significant are
the spatial metrics for homogeneous agents (α = .005) and the suitabilities
for heterogeneous agents (α = .01).
Statistic 3 (Simpler class selected when generating) For both agent types all dif-
ferences are significant (α = .005)
Statistic 4 (More flexible class selectedwhen generating) For heterogeneous agents
all differences are significant (α = .005), for homogeneous agents only the
spatial metrics are significant (α = .005).
The results of these tests are summarized in Table 5.8 as the lowest significance
level 4 α at which the test statistic χ2 is higher than the critical value χ2α. In other
words, it gives the upper limit to the probability that the differences this large or
larger would be observed if the null hypothesis is true, the null hypothesis being
that there is no difference in the number of times a generating (or simpler, more
flexible, etc.) class will be selected given different spatial metrics and landscape
suitabilities. I only list the significance levels less than or equal to 5%.
To summarize, the selection of a specific class, be it generating, simpler or more
flexible, is more likely affected by the spatial metrics with homogeneous agents,
and by the landscape suitability with heterogeneous agents. This is understand-
able for two reasons. First, for homogeneous agents the potential interrelation
between landscape heterogeneity and agent heterogeneity5 may be lost, since the
4This is the α level found in χ2 tables, for instance in McClave (2003).
5Even the homogeneous agents vary somewhat but less than heterogeneous agents.
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Homogeneous agents Heterogeneous agents
Spatial metrics Suitability Spatial metrics Suitability
Statistic 1 α = .005 α = .025
Statistic 2 α = .005 α = .01
Statistic 3 α = .005 α = .005 α = .005 α = .005
Statistic 4 α = .005 α = .005 α = .005
Table 5.8: Summary table for χ2 tests with the NME criterion. Empty entries indi-
cate that the differences are not significant at any level.
errors are calculated on the landscape level. The aggregated spatial metrics may
obliterate the potential individual land-use differences resulting from the hetero-
geneous suitability. On the other hand, the interaction between landscape hetero-
geneity and agent characteristics may allow more variability in decisions and con-
sequent landscape outcomes. This spatial heterogeneity, characterized by various
spatial metrics, may facilitate the selection criterion’s task.
The results reported here are from the the experiments in which each candi-
date model generates 25 data samples, which makes a total of 300 data samples
per analysis. Since this is not by any means a realistic number of samples that are
usually available of real domains, the experiment has been repeated with smaller
sample sets, e.g., with 5 and 10 samples generated by each model. As can be ex-
pected, some of the significant differences only appear with larger sample sizes.
Comparison to ERR Criterion
Before going to the next level of analysis, the same sensitivity tests as above are
carried out with the ERR criterion. Instead of reporting the fraction of time a gen-
erating (or simpler or more flexible etc.) class is selected by this criterion, I list
the differences to the fractions reported for the NME criterion. These are shown
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Agent type: Homogeneous Heterogeneous
Suitability condition: I II III I II III
Mean absolute difference .03 .083 .1 .03 .02 .07
Composition 0 -.01 -.007 .03 -.01 -.007
Edge density 0 -.01 -.007 -.007 .03 -.01
Mean patch size .03 -.07 -.003 -.007 .003 .03
Table 5.9: Statistic 1: Difference between the NME criterion and the ERR criterion
in the fraction of time the generating model class is selected.
Agent type: Homogeneous Heterogeneous
Suitability condition: I II III I II III
Mean absolute difference .03 .04 .06 -.01 .04 .02
Composition .04 .08 .03 -.003 -.01 .01
Edge density -.03 .007 .04 .003 -.4 .003
Mean patch size .06 .2 .2 .07 .01 .3
Table 5.10: Statistic 2: Difference between the NME criterion and the ERR crite-
rion in the fraction of time a simpler model class is selected. The number in bold
corresponds to Example 5.1.
in Tables 5.9 - 5.12 for each spatial metrics, suitability conditions and agent type.
Positive differences indicate that the NME criterion ranks higher in the number of
times the specific class (e.g., generating) is selected, i.e., it selects it more often.
Compared to the ERR criterion, the NME criterion selects a simpler class more
often, especially if the generating class is simpler, whereas it seldom selects a more
flexible class even if the generating class is more flexible. Both criteria select the
generating class equally often.
The sensitivity analysis of the ERR criterion is summarized in Table 5.13. The
greatest difference compared to the NME criterion is that spatial metrics seem to
have more impact overall in which class is selected (generating, or simpler, etc.).
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Agent type: Homogeneous Heterogeneous
Suitability condition: I II III I II III
Mean absolute difference .07 .08 .08 .007 0 .07
Composition .04 .07 .02 .007 -.05 -.007
Edge density -.07 0 .01 -.007 -.04 -.007
Mean patch size .07 .1 .2 .1 -.04 .2
Table 5.11: Statistic 3: Difference between the NME criterion and the ERR crite-
rion in the fraction of time a simpler model class is selected when a simpler class
generates the data.
Agent type: Homogeneous Heterogeneous
Suitability condition: I II III I II III
Mean absolute difference 0 -.007 -.03 .03 -.08 .02
Composition -.03 -.09 -.04 .02 -.03 -.03
Edge density -.01 -.01 -.07 -.01 .03 -.01
Mean patch size -.05 -.3 -.3 -.04 -.07 -.03
Table 5.12: Statistic 4: Difference between the NME criterion and the ERR criterion
in the fraction of time a more flexible model class is selected when a more flexible
class generates the data.
Homogeneous agents Heterogeneous agents
Spatial metrics Suitability Spatial metrics Suitability
Statistic 1 α = .005 α = .05
Statistic 2 α = .005 α = .005
Statistic 3 α = .005 α = .005 α = .005
Statistic 4 α = .005 α = .005 α = .005 α = .005
Table 5.13: Summary table of χ2 tests with the ERR criterion, Empty entries indicate
that the differences are not significant at any level.
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Comparison to Cross-Validation
The cross-validation criterion is different from the other two criteria in two fun-
damental ways; first, instead of trying to find the best class for each data sample,
it selects a model class that best explains all observed data, assuming they come
from the same source, and secondly, the error a model makes on a data sample
depends on its fit to other samples, whereas with the NME and ERR criteria all
data samples are fitted independently. For these reasons there is little meaning in
using the same analysis system with the CV criterion as was used with the other
two criteria. On the other hand, the entries in the contingency tables would be too
small for the χ2 test to apply. However, Fisher’s exact test (Fisher, 1922) could be
used in this case with low expected values. Currently the comparison to the CV
criterion is limited to an observational analysis of the confusion matrices, and any
further statistical testing of the criterion is subject to future work.
Hold-out Analysis of MDL
In the first set of experiments, when exactly the same generating and candi-
date model classes are used, the proposed criterion identifies the generating class
relatively reliably and favors simpler model classes in most of the experimental
conditions. The natural question to ask is, how and if the results change if, for in-
stance, the generating model is excluded from the candidate set. This corresponds
to the situation with real data, when we do not have the privilege of knowing what
the ‘true’ model is, and we cannot make any assumptions on its presence among
the candidate classes.
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Method
In order to test the selection criterion’s sensitivity to the composition of the gen-
erating and the candidate sets the above analyses6 are repeated by manipulating
these sets in the following ways:
1. The set of candidate model classes is held as before. The generating model
classes are grouped in sets of two: null and random, greedy andQ, and iEWA
and sEWA, for both collectively and individually fitted classes with the ex-
ception of null and random classes, since in these two versions parameters
do not make any difference. Each of these five pairs is used as a generating
set in turn.
2. The same set of generating model class pairs is used so that in each experi-
ment the respective generating pair is removed from the candidate set.
Statistical Analysis and Results
The confusion matrices resulting from the experiments manipulating the generat-
ing set are presented in Appendix A, section A.2. The statistical analysis is broken
down by the generating model class pairs. Since, the relative simplicity or flexi-
bility, quantified in the amount of computation, is about equal within each pair, I
concentrate only to the first two summary statistics: the significance of differences
in the number of times the generating model class is selected and in the number
of times a simpler model class is selected regardless of the generating class. As
above, I give the lowest significant level (α value) less than or equal to 5% at which
the differences are significant.
6The NME scores are recalculated using the manipulated sets and the χ2 test are rerun.
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Null and random The confusion matrices for homogeneous and heterogeneous
agents are presented in Figures A.7 and A.8, respectively. χ2 tests indicate
that for both agent types the differences in the number of times both the gen-
erating class (both at α = .005) and a simpler class is selected are significant
across spatial metrics (α = .005 and α = .01 for homogeneous and heteroge-
neous agents, respectively). The criterion selects the generating class 100%
of time when the data is generated by the null model, but only 33% of time
when it is generated by the random model.
Greedy and Q (collective fit) The confusion matrices are presented for homoge-
neous and heterogeneous agents in Figures A.9 and A.10, respectively. The
differences in the number of times the generatingmodel is selected are signif-
icant for both agents across the suitability conditions (α = .005). The differ-
ences in the number of times a simpler class is selected are significant across
the spatial metrics (α = .005) also for both agent types. In addition, these
differences are significant across the suitability conditions for heterogeneous
agents (α = .005). The greedy class is selected 69% of the time, when it gen-
erates the data, and the Q learner only 23% of the time.
The χ2 test gives somewhat different results for individually fitted classes.
For homogeneous agents the differences in the number of times the generat-
ing class is selected become significant for spatial metrics (α = .005), and the
number of times a simpler class is selected become significant for suitability
(α = .05). For heterogeneous agents the only significant difference remain-
ing is in the number of times a generating class is selected (α = .01). The
confusion matrices are presented in Figures A.13 and A.14. Individual fitting
also drops the number of times the criterion selects the generating model; the
greedy class is selected only 33% of the time and the Q learner only 21% of
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the time.
iEWA and sEWA (collective fit) The confusionmatrices are presented for homoge-
neous and heterogeneous agents in Figures A.11 and A.12, respectively. The
differences in the number of times a generating model is selected is signif-
icant for heterogeneous agents only across suitability conditions (α = .005)
and for homogeneous agents across spatial metrics (α = .05). For the ho-
mogeneous agents the differences in the number of times a simpler class is
selected are significant along both dimensions (α = .005), but for heteroge-
nous agents the only across the spatial metrics (α = .01). The percent of
time the generating model is selected is 25% for the iEWA and only 12.5% for
sEWA.
Again individual fitting changes the significances drastically. The changes
are that for homogeneous agents the only differences that are significant are
across spatial metrics in the number of times a simpler class is selected (α =
.025), and for the heterogeneous the differences in the number of times a
simpler class is selected are significant across suitability conditions (α = .01).
The confusion matrices are presented in Figures A.15 and A.16. Individual
fitting reduces the number of time the generating model is selected to 17.8%
for iEWA, but increases it to 17% for sEWA.
These results are summarized in Table 5.14. Two observations can be made.
First, even if the selection criterion shifts its preference for more flexible classes,
when the more flexible classes are the generating classes (evident in the confusion
matrices by observation), it is increasingly harder for the criterion to select the
generating class. Secondly, the same trend can be noted as before; the criterion is
more sensitive to spatial metrics when agents are homogeneous and to suitability
conditions when agents are more heterogeneous, especially when more flexible
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Gen. class Statistic Homogeneous agents Heterogeneous agents
Spatial Suitability Spatial Suitability
metrics metrics
Null & random 1 α = .005 α = .005
2 α = .005 α = .01
Greedy & Q 1 α = .005 α = .005
(c) 2 α = .005 α = .005 α = .005
Greedy & Q 1 α = .005 α = .005 α = .01
(i) 2 α = .005 α = .05
iEWA & sEWA 1 α = .05 α = .005
(c) 2 α = .005 α = .005 α = .01
iEWA & sEWA 1 α = .005
(i) 2 α = .025 α = .01
Table 5.14: Summary table for χ2 tests for data using full candidate model classes,
and reduced set of generating classes. Empty entries indicate that the differences
are not significant at any level. (c=collective parameter values, i=individual pa-
rameter values)
classes generated the data. For the simplest classes spatial metrics are more critical
for both agent types, whereas for the medium flexibility classes there is practically
no difference.
This sort of manipulative analysis, of course, is impossible with real data since
the generating classes are not available. Therefore, it is extremely important to
use realistic but artificial data sets to thoroughly test the potential hazards in the
selection process that one may not be aware of.
The results of the experiments in which the candidate set was also manipulated
are presented next. The confusion matrices of these experiments are presented in
Appendix A, section A.3. Again, the statistical analysis is broken down by the
generating model class pairs. Since the generating models are excluded from the
candidate sets, this set of analyses only tests the significance in the number of times
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a simpler class is selected.
Null and random The confusion matrices for homogeneous and heterogeneous
agents are presented in Figures A.17 and A.18, respectively. χ2 tests indicate
that for both agent types the differences in the number of times a simpler
class is selected are significant across spatial metrics (α = .005).
Greedy and Q (collective fit) The confusion matrices are presented for homoge-
neous and heterogeneous agents in Figures A.19 and A.20, respectively. For
both agent types the differences in the number of times a simpler class is
selected are significant across both dimensions (α = .005).
Individual fitting changes the results somewhat. The differences across the
spatial metrics remain significant for homogeneous agents (α = .005) and
across suitability conditions for heterogeneous agents (α = .005).
iEWA and sEWA (collective fit) The confusionmatrices are presented for homoge-
neous and heterogeneous agents in Figures A.21 and A.22, respectively. For
the homogeneous agents the differences in the number of times a simpler
class is selected are significant across both dimensions (α = .005). No other
differences are significant.
Using the individually fitted classes abolish all other significances but across
spatial metrics for homogeneous agents (α = .005).
Summary of these results is presented in Table 5.15.
Discussion
Except for a couple of cases, if generating models are included in the candidate
set, the overall preference is for simpler models regardless of the spatial metrics or
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Gen. class Statistic Homogeneous agents Heterogeneous agents
Spatial Suitability Spatial Suitability
metrics metrics
Null & random 2 α = .005 α = .005
Greedy & Q (c) 2 α = .005 α = .005 α = .005 α = .005
Greedy & Q (i) 2 α = .005 α = .005
iEWA & sEWA (c) 2 α = .005 α = .005
iEWA & sEWA (i) 2 α = .005
Table 5.15: Summary table for χ2 tests for data using sets of candidate model
classes from which the generating classes are removed. Empty entries indicate
that the differences are not significant at any level. (c=collective parameter values,
i=individual parameter values)
landscape suitability. In general, if the generating model is omitted, there is more
variation in the classes the criterion selects, and a visible shift towards selecting
more flexible classes, especially with the classes with collective parameter values.
In the individual parameter case there is not much difference if the generating class
is excluded or not; the overall pattern in the confusion matrices is the same.
If simpler classes are omitted, such as null and random or greedy and Q, fo-
cus changes to more flexible classes depending on the suitability condition. On
the other hand, if the more flexible classes are excluded the simpler models are
selected, or the selection preference is more evenly spread over all the candidate
classes.
In general, the selection patterns observed in the confusion matrices are more
variable if the generating classes are excluded from the candidates. Also spatial
metrics and suitability conditions seem to have more influence to the criterion’s
behavior if the generating class is excluded. For instance, if comparing the leftmost
columns in Figures A.11 and A.21 (homogeneous suitability condition I), omitting
the generating class shifts the selection criterion’s focus clearly towards the more
5. Experimental Evaluation of the Framework 125
flexible end of the scale. Furthermore, the exclusion of the generating class in-
creases the number of significant differences for simpler classes but decreases it
for more flexible classes.
NME criterion and Model Classes
In the above experiments the NME scores were used to select between classes.
It is not very clear from all experimental conditions how the magnitudes of the
numerators and the denominators relate to each other. In order to study this, the
values of numerators and denominators of the NME scores given to the model
classes are plotted against each other over all the suitability conditions: (c) marks
collectively fitted classes, and (i) individually fitted. The scatter plots are shown in
Figures 5.5 - 5.8.
Again, there are observable differences in the spatial metrics how the compo-
nents of the NME score relate to each other:
Homogeneous agents For edge density and mean patch size larger denominators
mean larger variation in numerator values, whereas for mean absolute dif-
ference the trend is quite the opposite; a larger denominator indicates exclu-
sively larger numerators — there is more variation in numerator for smaller
denominator values. For composition the relation is less obvious.
Heterogeneous agents For mean absolute difference the pattern is similar to the
previous case with homogeneous agents, but composition and mean patch
size show a slight tendency of larger numerators to associate with larger de-
nominators. For edge density, the numerators concentrate in the smaller end
of the scale regardless of the magnitude of the denominator.
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Summary
Only a subset of tests that can be run on the model selection criterion have
been conducted. Other considerations — i.e., things that can be varied — include
for instance, how the errors are aggregated over time and space. Of course, one
can also use a more extensive set of spatial metrics and decision algorithms. The
metrics and algorithms chosen for the current experiments represent a relatively
wide spectrum of sophistication and complexity.
The results strongly support the hypotheses that the initial conditions, assump-
tions of agent heterogeneity, and the error analysis methods together with the
spatial metrics make a significant difference in the selection criterion’s behavior.
Therefore I suggest that whenever a scientist wants to compare several competing
complex systems using real data and eventually select one for her purposes, she
should:
1. Compare models along multiple dimensions and use several different mea-
sures for error.
2. Use a set of sufficiently different initial conditions or input values within the
scope of the modeled domain and the scientific question she is interested in.
3. Vary the candidate model set substantially in order to see if the selection
criterion is stable and consistent.
These measures help to ensure that both the selection process and the selected
model are guarded against (often) ad hoc or arbitrary choices madewhen construct-
ing the models or designing the experiments, and thus not influenced by factors
not relevant regarding the goal of modeling process.
5. Experimental Evaluation of the Framework 127
5.4 Experiment III
The final and third evaluation of the model selection framework is conducted
with real data.
Background
The forest cover changes in two townships, Indian Creek and Van Buren, in ru-
ral South-central Indiana between the years 1940 and 1998motivates this modeling
study. The available data indicates that the forest cover has undergone a signifi-
cant increase within the first 15 years of the study period and after that a modest,
but gradual increase. The overall increase of forest cover is around 20% in both
townships.
Two spatial metrics have been used to characterize the forest composition and
pattern in these two townships: percentage of forest of the total landscape area
and the length of the forest edge, respectively (Evans & Kelley, 2004; Laine & Buse-
meyer, 2004b). Figure 5.9 shows the monotonic increase of the percentage of forest
and non-monotonic increase in forest edge in Indian Creek. Figure 5.10 shows the
changes in the same metrics in Van Buren.
The change has not been unidirectional nor uniform; for instance, both defor-
estation and afforestation can be seen in the both townships, as can be seen in
Figures 5.11 and 5.13. The parcel borders and the steepness of slopes are displayed
in Figures 5.12 and 5.14 for Indian Creek and Van Buren, respectively. The relation-
ship between the ownership and the direction of forest cover change is not evident,
whereas the steepest slopes have experienced the highest rate of afforestation.
Theories in land and agricultural economics assume that land-use decision
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preferences are primarily formed by comparing expected financial benefits from
different activities to the potential monetary costs of carrying out these activities.
Koontz (2001) conducted an interview study among South-central Indiana land-
owners in which he tried to explicate their motives driving land-use decision mak-
ing. The survey results suggest that non-monetary benefits also play a significant
role, especially if the land is not the land-owner’s primary source of income.
The goal of the current modeling study is to explain spatial patterns in South-
central Indiana by postulating a small set of individual characteristics and learning
mechanisms to decision makers and the payoff scheme that combines both mon-
etary and non-monetary benefits. Simulating land-owners’ yearly land-use deci-
sions model makes predictions about the set of alternative land-uses, from which
the changes in forest cover are predicted. The alternative land-uses are farmland
and fallow, i.e., the land left unused as a result of off-farm employment.
Data
Three types of data from these two Indiana townships are used in this experi-
ment: forest-cover data, slope and soil data and land ownership data. In addition
to these data sets, farm product and timber prices, wages and forest growth data
are imported as exogenous forces.
Landscape Data
The time series of land-cover data were acquired by remote sensing — historical
areal photographs or satellite imaging — of the years 1939, 1958, 1967, 1975, 1980,
1987, 1993 and 1998. The slope data was extracted from the topographic maps and
the ownership information from the historic parcel maps from the modeled period
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(Laine & Busemeyer, 2004b). However, since the current model does not support
parcellization, only the parcel boundaries of the year 1957 are used.
These data were encoded into layered raster GIS (Geographic Information Sys-
tem) representation with 50m × 50m resolution. The landscape is divided into a
grid of cells of equal size and each layer records one type of information for each
cell. The Indian Creek landscape consists of 195 × 189 cells, and Van Buren has
192×190 cells. A group of cells belonging to an individual landowner is called a
parcel. There are 190 and 615 landowners in Indian Creek and Van Buren, respec-
tively. Parcel sizes in Indian Creek vary between 12 and 1936 cells, the average size
being 185 cells, whereas Van Buren parcel sizes are between one and 362 cells, the
average size being 59 cells.7
Economic Data
Relatively few data sets of economic variables are available for themodeled period.
Crop prices for farming revenues are aggregated from corn and soybean prices
per produced unit. This price was derived from the US Census database (Evans
& Kelley, 2004). The timber pricing is discussed below, but it is also aggregated
from the common hardwood species in the area to form a single unit price for
thousand board feet. The off-farm labor wages for the years 1980-1998 are derived
from the federal minimum hourly wage and the average yearly wage per job in
Monroe County, Indiana. The wages from 1940 to 1980 are extrapolated using
the observed correlation between consumer price index and the a middle wage
class of Indiana University for 1980-2001, together with the above mentioned two
7Since some of the landscapes were reconstructed from areal photographs, all the land-uses
could not be accurately and reliably identified. Therefore both landscapes contain ‘no data’ cells
whose land-cover is unknown, or alternatively identifiable but not relevant for the current study.
One such area is the Bloomington airport in Van Buren. Because of these ‘no data’ cells the mean
parcel size does not equal to the landscape size divided by the number of land-owners.
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wages. Aggregate economic variables are used, since the landscape data does not
allow the discrimination of tree species or agricultural crop types, and accurate
occupational data of the landowners in the modeled time period is not available.
Forest Data
Since the focus is in the change patterns of the forested land, either deforestation or
afforestation, and only forest-cover data is available, themodel requires a plausible
forest growth model. Moreover, the agent decision making is contingent on forest
growth, and vice versa. There are three types of decisions the agents can make
about their forested land: 1) let it grow, 2) harvest trees, or 3) cease the current
land-use activity and leave the land unused, after which trees start growing back.
The harvesting decision depends on either expected or past revenues from harvest-
ing, which in turn depends on the commercial timber value in an agent’s parcel.
In order to incorporate these decisions in the agent’s portfolio, forest growth is
modeled as an exogenous process with some simplified assumptions.
Forest Initialization and Growth The starting forest (in 1940) is all 40-year old
red oak. The trees of that age are about 11 inches in diameter, which gives 0.66
square feet of basal area per tree. At the 100% stocking rate, the tree density based
on the timber management objective, there are 180 trees of this size per acre (Gin-
grich, 1967; Miles & G. J. Brand, 2001)8, i.e., 111 trees per 50m×50m cell (also called
a stand).
Two variables are tracked of the forest: basal area per tree and the number of
trees per stand. All trees have homogeneous growth of the basal area, which is
8All the forest data are expressed in terms of inches, feet and acres, and translated into SI-units
for the model.
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given in square feet per year by the following equation:9
g(ft2/yr) = ((β1B)
β2 − β3B)× (β4 + β5SI + β6CR),
where β’s are growth coefficients, B is the basal are in square inches, SI is
site index, which gives the total height to which dominant trees will grow on the
specific site at some predetermined age (determined by the soil type and quality
on stand). CR is the crown ratio, i.e., percent of a tree’s total height occupied by
live crown. After the growth function is applied to stand, the mortality is imple-
mented implicitly by “killing” a number of trees in order to keep the stand below
the crowding threshold.
Calculating the Revenues The only tree harvesting decision available to agents
is to clear-cut the whole cell. The harvesting occurs only if the trees are more than
11 inches in diameter; below that they do not have any commercial value.
The revenues from a harvested cell is calculated by first translating the trees’
basal area into board feet (Avery & Burkhart, 2002). The price for 1000 board feet
in 1982 dollars is determined by p = 2.05t+132.15, where t is the year. This function
is based on the price $171.1 of 1000 board ft. in 1957, modified by the 1.2% annual
increase in the real price (Hoover & Preston, 2004).
Method
Since most of the data sets, such as the suitabilities and economic trends, are
given, unlike in the Experiment II, extensive experimental manipulation is not pos-
sible. The only things that are varied in this experiment are the agent heterogene-
ity and the spatial metrics. The same spatial metrics are used as in Experiment II,
9Vicky Meretsky, personal communication
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Landscape: Indian Creek Van Buren
Selected NME (µ) Selected NME (µ)
Mean abs. difference sEWA (c) .25 (.4125) random .499 (.5875)
Composition iEWA (c) .05 (.4152) Q (c) .12 (.5848)
Edge density sEWA (i) .35 (.4627) sEWA (c) .05 (.5373)
Mean patch size sEWA (c) .103 (.4061) iEWA (c) .49 (.5939)
Table 5.16: Selected model classes and their NME scores for homogeneous
agents with landscape level fit (mean scores in parenthesis, c=collectively fitted,
i=individually fitted).
namely mean absolute difference, composition, edge density and mean patch size.
Unlike in previous experiments, the actual values of the selection criteria are
also analyzed.
Hypotheses
Since the real data has many more agents and more heterogenous parcels than
the artificial domain used in the Experiment II, the agent heterogeneity is assumed
to make a larger difference in landscape outcomes. Likewise, the more complex
suitability map together with the forest growth dynamics and the economic con-
siderations of the timber value, may result in more varying land-use outcomes.
Results
The selected models together with the respective NME scores and their means
are presented in Tables 5.16 and 5.17 for homogeneous and heterogeneous agents,
respectively. The number of decimal points is determined by how many decimals
are needed to distinguish between the NME scores.
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Landscape: Indian Creek Van Buren
Selected NME (µ) Selected NME (µ)
Mean abs. difference sEWA (i) .193 (.2485) iEWA (c) .59 (.7515)
Composition greedy (c) .04 (.1799) Q (c) .39 (.8201)
Edge density Q (i) .154 (.2050) sEWA (c) .67 (.7950)
Mean patch size greedy (i) .674 (.7778) Q (c) .03 (.2222)
Table 5.17: Selected model classes and their NME scores for heterogenous
agents with parcel level fit (mean scores in parenthesis, c=collectively fitted,
i=individually fitted)).
For homogeneous agents only one time out of eight is the individually fitted
model class selected, whereas for heterogeneous agents three times out of eight.
This is roughly what can be expected; when there is more variation in the agent
population, there is potentially something to be gained by fitting the agents indi-
vidually. In other words, the benefit attained in better fit outweighs the cost in
extra flexibility.
The fact that the model’s NME scores as well as their means are more equal
for the two landscapes for homogeneous agents than they are for heterogeneous
agents supports the same interpretation. Particularly, the agent heterogeneity is
required in order to explain the varying land-cover patterns. However, there are
many more agents in Van Buren, which are potentially harder to fit.
The scatter plots in Figures 5.15 - 5.18 show the numerators of the NME scores
plotted against denominators for all spatial metrics and model classes, where (c)
marks collectively fitted classes, and (i) individually fitted. These confirm the ob-
servation that in general the errors are larger with Van Buren than with Indian
Creek data; with heterogeneous agents the difference is more considerable than
with homogeneous agents.
Two trends are observable; the errors are either clustered around smaller and
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large values, so that larger numerators associate to larger denominators, or there
is almost a linear and continuous relationship between numerators and denomi-
nators. Homogeneous agents show slightly more clustering than heterogeneous
agents. Furthermore, heterogeneous agents in all model classes generate equal er-
rors for Indian Creek with the exception of mean patch size which shows quite
an opposite trend. These results imply that the agent heterogeneity may explain
more variation in the land-cover changes in Indian Creek than the actual decision
algorithms.
Summary
In general, the selection criterion selects simpler models, i.e., collectively fitted
classes, for homogeneous agents with both data sets. However, with heteroge-
neous agents it predominantly selects individually fitted classes for Indian Creek,
but collectively fitted for Van Buren. There are two possible explanations to this:
either the agents heterogeneity plays a bigger role in Indian Creek and some of the
models classes are able to capture it, or the number of agents in Van Buren are hard
to fit, so the selection criterion resorts to making a safe decision and selects simpler
model classes.
Finally, null and random classes are seldom selected, unlike with artificial data,
when they were preferred a substantial amount of time. This implies that the real
landscapes are not stationary, but they undergo very characteristic changes which
cannot be captured by a random process.
To summarize, with these real data sets the proposed model selection criterion
exhibits relatively stable and consistent behavior, similar to what was observed
with artificial data.
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Figure 5.5: The numerator of the NME score plotted against the denominator for
each model class for homogeneous agents (top) and heterogeneous agents (bot-
tom).
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Figure 5.6: The numerator of the NME score plotted against the denominator for
each model class for homogeneous agents (top) and heterogeneous agents (bot-
tom).
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Figure 5.7: The numerator of the NME score plotted against the denominator for
each model class for homogeneous agents (top) and heterogeneous agents (bot-
tom).
5. Experimental Evaluation of the Framework 138
 0
 5e+06
 1e+07
 1.5e+07
 2e+07
 2.5e+07
 3e+07
 3.5e+07
 4e+07
 4.5e+07
 0  2e+07  4e+07  6e+07  8e+07  1e+08  1.2e+08  1.4e+08  1.6e+08  1.8e+08  2e+08
N
M
E 
nu
m
er
at
or
NME denominator
Mean patch size
random(c)
random(i)
greedy(c)
greedy(i)
Q(c)
Q(i)
iEWA(c)
iEWA(i)
sEWA(c)
sEWA(i)
 0
 500000
 1e+06
 1.5e+06
 2e+06
 2.5e+06
 3e+06
 3.5e+06
 0  5e+06  1e+07  1.5e+07  2e+07  2.5e+07
N
M
E 
nu
m
er
at
or
NME denominator
Mean patch size
random(c)
random(i)
greedy(c)
greedy(i)
Q(c)
Q(i)
iEWA(c)
iEWA(i)
sEWA(c)
sEWA(i)
Figure 5.8: The numerator of the NME score plotted against the denominator for
each model class for heterogenous agents (top) and heterogeneous agents (bot-
tom).
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Figure 5.9: Quantitative changes in composition (left) and forest edge length (right)
in Indian Creek township from 1940 to 1993.
Figure 5.10: Quantitative changes in composition (left) and forest edge length
(right) in Van Buren township from 1940 to 1993.
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Figure 5.11: Deforestation, afforestation and stable forest cover in Indian Creek
from 1940 to 1993.
Figure 5.12: Indian Creek slope steepness (left) and parcel borders (right) in 1928
(red line) and 1997 (black line).
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Figure 5.13: Deforestation, afforestation and stable forest cover in Van Buren from
1940 to 1993.
Figure 5.14: Van Buren slope steepness (left) and parcel borders (right) in 1928 (red
line) and 1997 (black line).
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Figure 5.15: NME numerator vs. denominator with mean absolute difference for
heterogeneous agents.
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Figure 5.16: NME numerator vs. denominator with composition for homogeneous
agents (top) and heterogeneous agents (bottom).
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Figure 5.17: NME numerator vs. denominator with edge density for homogeneous
agents (top) and heterogeneous agents (bottom).
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Figure 5.18: NME numerator vs. denominator with mean patch size for homoge-
neous agents (top) and heterogeneous agents (bottom).
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6Discussion and Future Work
Land-cover is not only a considerable factor in determining global climate, it
is also important for the well being of terrestrial and aquatic species. These days
Earth’s land-cover is going through changes at a faster pace than ever, and most of
these changes are human initiated; there is practically no area on Earth that has not
been or is not being directly or indirectly altered by human land use. Besides the
Ice Age and some other hypothesized cataclysms (e.g., one that supposedly led to
the extinction of dinosaurs) it is hard to envision changes with an impact of equal
extent, nor conceive types of contemporary changes that would be favorable for
biodiversity in the long run.
Pervasive land-use and consequent land-cover changes have had and continu-
ally have adverse impact on local, regional and global level by destroying natural
ecosystems and causing irreversible changes in global climate. In order to slow
down the effect of destructive practices, factors driving land-use decisions need
to be examined and understood. Human population growth directly burdens the
natural environment. However, in order to understand the full extent of the im-
pact land-use change has on ecological systems, and also to educate land-owners
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about sustainable land-management practices, the socio-economical, political, psy-
chological, and demographic forces driving the change need to be explained.
Computer modeling is gaining popularity among scientists working in fields in
which manipulative experimentation is not an option, such as studying land-use
and land-cover change. Combined with other methods, for instance household
surveys and analysis of census data, computer models offer a relatively effortless
method for testing implications of policies, predicting land-cover changes and ex-
ploring interactions between, for instance, socio-economic and bio-ecological fac-
tors in land-use change.
Since computer models are often used to inform real-world decision making, it
is important that these models are based on sound principles, and their plausibility
and adequacy to the task is rigorously assessed; i.e., it is pivotal to have a right
model to the task. Consequently, the evaluation, validation and selection methods
are as crucial as the models themselves.
This dissertation proposes a criterion for selecting between agent-basedmodels
of land-use and land-cover change, which is based on algorithmic coding theory.
Artificial and real-world data is used to demonstrate that the criterion behaves sen-
sibly under multiple experimental manipulations of the error function, exogenous
forces and the set of candidate model classes.
Models of land-use and land-cover change are often validated against real land-
scape data as opposed to data gathered about human decisions. Different spatial
metrics — measures to characterize physical landscapes — are used in the vali-
dation; some of them quantify composition whereas some of them concentrate on
land-cover patterns. Different metrics supposedly depict different kinds of regu-
larities in the landscape surface. Consequently, a model selection criterion, pre-
sumed to identify models’ disposition to detect regularities in the data, is assumed
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to be sensitive to the metrics. This is the case also with the proposed criterion
and the model classes used in this study. The criterion is sensitive to variations
of spatial metrics as well as to exogenous factors, such as landscape suitability
and agent heterogeneity, but does not break down; it consistently prefers simpler
model classes over more flexible ones, and even with the manipulated candidate
model classes, it makes consistent selections.
6.1 Contributions
The specific contributions of this research are discussed one by one.
Question 1. What are good measures to be used to distinguish the performance of different
adaptive spatially explicit agent-based models?
There is no straightforward answer to this question. Given the relatively
complex class of land-use and land-cover change models, and potentially a
large set of interacting forces driving the change, a safe solution is to use
a battery of spatial metrics that characterize different aspects of landscape
composition and configuration.
Question 2. What is an appropriate selection criterion to choose a model that best explains
the available data?
This study offers a practical criterion, calledNormalizedMinimumError (NME)
principle for selecting among complex adaptive systems that do not lend them-
selves to the usage of traditionalmethods. The only prerequisites to the usage
of the proposed method are an error function and a minimization algorithm.
The proposed selection criterion is based onMinimumDescription Length (MDL)
principle, which is a general method of doing inductive inference. Themethod
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does not assume that a ‘true model’ exists, but selects a model class with
which the most regularities can be extracted from data. The proposed cri-
terion is based on a simple idea that non-probabilistic model classes can be
interpreted as probabilistic ones by replacing the probabilities as measures of
fit with errors, and associating the errors with code lengths.
The criterion’s relation to another formulation of MDL principle is demon-
strated. This principle is called Normalized Maximum Likelihood (NML), and
it is based on using probabilities as measures of fit. The NML criterion has
been proved optimal in the sense that it defines a unique model that mini-
mizes the discrepancy, measured in the description length, between the se-
lected and the best-fitting model. However, as opposed to the NME criterion,
the NML criterion cannot be applied to many practically interesting model
classes. In general, the results of this study supply evidence for the MDL
principle’s, and particularly the NME criterion’s applicability in relatively
complex real-world domains, such as the model class of agent-based land-
use and land-cover models.
The proposed criterion is compared to two other methods: first to a modi-
fied NME, called ERR criterion, that only uses the numerator, i.e., the error
values, as selection criterion, and secondly to leave-one-out cross validation.
While the NME criterion clearly outperforms the ERR criterion by consis-
tently selecting simpler model classes in most experimental conditions, the
CV technique proves impossible to use in practice; there are seldom enough
data samples available to carry out the cross-validation process, and even
with a small number of samples (five was used in the current study) the cali-
bration takes a huge amount of time to run.
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The framework of TRAPP2 class, in which the selection criterion is embed-
ded, also provides an extensible platform for studying the behavior of mod-
els belonging to this class of complex adaptive systems.
Question 3. How does the choice of the performance measure influence the behavior of the
model selection criterion?
The main contribution of this research is the thorough analysis of the selec-
tion criterion’s sensitivity, or on the other hand, its propensity to brake down
or to be inconsistent with a manipulation of variables external to the criterion
and the candidate model classes.
The criterion is tested in multiple experimental settings by varying (i) the
spatial metrics used in landscape comparison, (ii) initial conditions that de-
termine agent and landscape heterogeneity, and (iii) generating and candi-
date model sets. The results of these analyses confirm the stability of the
criterion, and increase confidence on its capability of behaving sensibly with
real-world data.
6.2 Caveats
The proposed model selection criterion cannot be analyzed in isolation without
regarding the error function it uses. The current study uses two error functions and
four spatial metrics. Three of these metrics— composition, edge density andmean
patch size — are so called summary statistics; they characterize a single aspect
of the land-cover, whereas the fourth one, mean absolute difference, calculates a
location by location difference between land-covers of two landscapes. This metric
uses more information of the landscapes than the other three that do not consider
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location.
Summary statistics are supposedly easier to fit, since there are several possible
ways to get them right, e.g., several different land-cover configurations may have
the same composition. Consequently, there are fewer ways of getting them wrong,
too. However, there are very few, actually only one way of getting the location-
by-location comparison correct, and a considerable number of ways of getting it
wrong.
The literature provides us with evidence that, somewhat counterintuitively,
location-by-location comparison is not that difficult after all. Pontius et al. (2004)
argue that not a single model has been reported that is able to predict the location
of land-cover changes better than a null model, a model that predicts no change.
Another surprising issue of this observation is that the most trivial model class of
all fares so well. Although Pontius et al. do not argue that the null model necessar-
ily is the best model to explain land-cover changes in general, in certain respect it
is; it is computationally simple, and it does not have a single free parameter.
This is exactlywhat the proposed selection criterion is looking for; amodel class
that is simple and contains a model that fits the data well. Since the changes over
time in the real landscapes are usually small, a model that predicts few changes
should perform well. Why does not the NME criterion then select the null model
more often?
In Experiments II and III ‘all possible data’ was replaced by ‘all available data’
for practical reasons. While the null model fitted well the two Indiana data sets
and to a considerable number of artificial data sets, it is improbable that it would
fit well ‘all possible data sets’, especially those that undergo significant number
of changes over time. With ‘all possible data’ its flexibility score would end up
lower (i.e., the denominator of the NME criterion higher because of larger errors)
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allowing it to be selected more often.
Thus, the criterion’s tendency not to select the null model class is a by-product
of how the experiments are carried out, not the criterion itself. For Experiment
II, with a reasonable number of generated data samples, this deviation from the
theoretical framework is likely not detrimental, but certainly it distorts the results
of Experiment III.
Of course one can use ‘all possible data’ only in some restricted cases when
data size and the number of permutations are small. In other cases one needs to
come up with a different approach; either (i) to use ‘all available data’ and bare
the consequences, or (ii) to generate ‘all possible data’ or at least a representative
subset of them.
In the former case ‘all possible data’ translates into ‘all plausible data’, but there
is an unwanted consequence, which can be demonstrated with Experiment III. If
only the available data is used, the NME criterion never selects a model class that
fits equally well multiple data samples even if their underlying process can be
assumed to be the same. For instance, even if both Indiana landscapes exhibit
some idiosyncrasies, they can be assumed to be generated by ‘the same process’;
they are physically linked, subject to the same weather conditions and under the
same county rules, just to name few common factors. However, the NME criterion
penalizes a model class that fits well both of these data samples, as if it fitted all
data well.
However, a scientist working on a problem sometimes has more than one data
set available and wants to find a single mechanism that explains them all. Not
choosing the same model class for these data samples implies that the NME crite-
rion penalizes for generalizability rather than flexibility. This certainly is not what
we want. However, we should keep in mind that the criterion only penalizes for
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excess flexibility when the denominator enumerates ‘all possible data’. A model
class that fits well all of them, definitely is overly flexible. On the other hand, a
model class that fits well a small number of samples and produces large errors
with the remaining ones potentially generalizes well. The proposed criterion fares
well in both of these cases when used properly.
6.3 Directions for Future Work
This research represents preliminary stages in studying ofmodel selectionmeth-
ods for complex adaptive systems of which the class of agent-based land-use and
land-cover change is an example. Several future directions can be envisioned re-
garding both the modeling framework and the model selection criterion.
First, the current framework was deliberately kept simple and abstract to high-
light the properties of the selection criterion. The most obvious extensions to the
framework are, first, to allow the emergence of a larger set of land-uses, and sec-
ondly, to make the actual physical land-cover distinct from the agent land-use. Re-
garding the domain of land-cover change the assumption of two alternative land-
uses which coincide with the resulting cover is somewhat an oversimplification.
Secondly, relatively straightforward although commonly used spatial metrics
were chosen for the current study, partly because of almost exclusive usage of ar-
tificial data. Real landscapes are assumed to exhibit regularities that may not be
captured by the current metrics. Consequently, more intricate spatial metrics may
be appropriate. Moreover, the error function may need to be adjusted so that it
better applies to cases with real-world data that is not always available on a fine
temporal scale, for instance yearly. The effect of calculating the errors every other,
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third, or tenth round, a feature that is already implemented in the framework, was
not studied in this dissertation.
The learning strategies chosen for this study represent quite general reinforce-
ment learning based strategies familiar from economics and psychology. The con-
text and the choice options involved in land-use decision-making differ signifi-
cantly from the situation a decision-maker in a psychological laboratory experi-
ment encounters. Therefore, more specialized decision strategies may be called for
in future studies of model selection among agent-based models of LUCC.
In the current study the scarcity of landscape change data was overcome by
utilizing artificially generated data. Another direction to explore and test the selec-
tion criterion’s performance is to use human decision data collected in laboratory
experiments. Evans et al. (in press) designed and implemented a computerized
platform for studying human land-use decision making in an abstract spatial con-
text. The pioneering experiments that have been carried out provide real decision
data that can be used to compare different decision strategies and to select between
them. This is a natural extension to explore the proposed criterion’s behavior.
In order to fully understand the relation between theoretical underpinnings of
the proposed criterion and the underlying practical issues discussed above, the
actual meaning of ‘all possible data’ needs to be explicated. In reality ‘all pos-
sible data’ seldom means ‘all possible permutations’ of the data, but the actual
outcomes are restricted in myriad ways. For instance, it is hard to conceive that
a real landscape would undergo sporadic changes between any two time points.
On the other hand, the generation of all possible data sets becomes practically in-
feasible even for relatively small landscapes if multiple land-uses and land-covers
are allowed. The study of how to constrain possible and plausible data sets offers
another potential for future research.
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Moreover, in order to comprehend the full potential of the criterion and its
possible shortcomings, it needs to be compared to other applicable model selection
methods. The work in this direction is under way, and preliminary results are
reported in this dissertation.
The proposedmodel selection criterion’s feasibilitywas demonstrated by show-
ing its close resemblance to the normalized maximum likelihood (NML) principle.
Particularly, the likeness between the ‘average’ version of the NME criterion and
the ‘average’ version of the NML criterion was addressed. A subject for future
studies is to extend the NME criterion to have this ‘average’ interpretation, and
test experimentally its adequacy and the deviation from the original formulation.
Other methods of using errors in model selection have been introduced. The
Prequential method, proposed by Dawid (1984), uses series of errors made so far
to predict the occurrence of next instance in a sequence. Gru¨nwald (1998, 1999)
has presented a method called entropification that can be used to associate non-
probabilistic model classes with probabilistic ones. Lee (2006) applies this method
for psychological models with 0/1 loss function. Using the same observation as
is used in the current study, that the loss function can only take a finite number
of values, he derives a practically computable formulation for the probability dis-
tribution given by entropification. The very same insight could be easily used to
apply the entropification to the class of agent-basedmodels of LUCC. An empirical
comparison of the entropification method and the proposed NME criterion offers
another interesting direction for future research.
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AResults of Experiment II
A.1 Confusion matrices 1
The confusion matrices produced in the first phase of the experiments, using
the NME criterion, the ERR criterion and the CV criterion, with all model classes
are presented in this section for each 2 × 4 × 3 experimental conditions: two agent
types – homogeneous and heterogeneous, four spatial metrics and three landscape
suitability conditions.
The confusion matrices for homogeneous and heterogeneous agents are shown
in Figures A.1 and A.2, respectively, using the NME criterion, in Figures A.3 and
A.4 using the ERR criterion, and in Figures A.5 and A.6 using the CV criterion. The
rows of matrices in all figures represent the four spatial metrics and the columns
represent the three suitability conditions. For instance, the first matrix on the sec-
ond row is from the experiment with suitability condition I (homogeneous land-
scape) and spatial metric 2 (composition).
In each matrix the rows and columns, respectively, represent the generating
and candidate classes in the following order: null, random, greedy, Q, iEWA, and
sEWA— first the classes with collective parameter values, followed by the classes
with individual values.
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Figure A.1: Selection results for homogeneous agents using the NME criterion.
Figure A.2: Selection results for heterogeneous agents using the NME criterion.
Figure A.3: Selection results for homogeneous agents using the ERR criterion.
Figure A.4: Selection results for heterogeneous agents using the ERR criterion.
Figure A.5: Selection results for homogeneous agents using the CV criterion.
Figure A.6: Selection results for heterogeneous agents using the CV criterion.
Figure A.7: Homogeneous agents: generating classes are null and random.
Figure A.8: Heterogeneous agents: generating classes are null and random.
A.2 Confusion matrices 2
The confusion matrices in Figures A.7 - A.16 are generated by the experiments
with a complete set of the candidate model classes. The generatingmodel class sets
are varied so that in each experiment there only two generating models: null and
random, greedy and Q, or iEWA and SEWA with common parameter values for
each agent (Figures A.7 andA.12), followed by greedy andQ, and iEWA and sEWA
with individual parameter values (Figures A.13 and A.16). Since the parameter
fitting scheme does not make any difference for the null and random classes, these
versions of the matrices are omitted.
Figure A.9: Homogeneous agents: generating classes are greedy and Q (collective
parameter values).
Figure A.10: Heterogeneous agents: generating classes are greedy and Q (collec-
tive parameter values).
A.3 Confusion matrices 3
The confusion matrices in Figures A.17 - A.26 are generated by the experiments
in which the generating model classes are excluded from the candidate class set.
Therefore, there are only ten columns in these matrices as opposed to twelve. The
generating model classes are varied as above: null and random, greedy and Q,
or iEWA and SEWA with common parameter values in Figures A.17 - A.22, fol-
lowed by greedy and Q, and iEWA and sEWA with individual parameter values
in Figures A.23 - A.26. The individually fitted null and random class are omitted
again.
Figure A.11: Homogeneous agents: generating classes are iEWA and sEWA (col-
lective parameter values).
Figure A.12: Heterogeneous agents: generating classes are iEWA and sEWA (col-
lective parameter values).
Figure A.13: Homogeneous agents: generating models greedy and Q (individual
parameter values).
Figure A.14: Heterogeneous agents: generating models greedy and Q (individual
parameter values).
Figure A.15: Homogeneous agents: generating models iEWA and sEWA (individ-
ual parameter values).
Figure A.16: Heterogeneous agents: generating models iEWA and sEWA (individ-
ual parameter values).
Figure A.17: Homogeneous agents: generating classes, excluded from candidates,
are null and random.
Figure A.18: Heterogeneous agents: generating classes, excluded from candidates,
are null and random.
A.4 Error histograms
The histograms in Figures A.27 and A.28 show, for homogeneous and hetero-
geneous agents respectively, the distributions of squared errors with artificial data
from Experiment II. The distributions are aggregated over the following candidate
model classes: random, greedy, Q, iEWA and sEWA, both collectively and individ-
ually fitted. Null model is omitted since it is not of real importance or interest.
Summary statistics of the error values are presented in Tables A.1 and A.2. The
rightmost column gives the number of unique error values of all 9000 values. The
Figure A.19: Homogeneous agents: generating classes, excluded from candidates,
are greedy and Q (collective parameter values).
Figure A.20: Heterogeneous agents: generating classes, excluded from candidates,
are greedy and Q (collective parameter values).
minimum error is not listed since it is zero for all spatial metrics.
Spatial metric µ σ Median Max Unique
values
Mean abs. difference 18.15 7.47 19.73 48.99 3399
Composition 2.51 4.66 .4970 48.67 3239
Edge density 29.64 42.49 9.45 204.76 5974
Mean patch size 1.65×105 3.36×105 2.48×104 2,474,944 7094
Table A.1: Summary statistics of the squared error values for spatial metrics, ag-
gregated over all model classes.
Spatial metric µ σ Median Max Unique
values
Mean abs. difference 162.54 64.74 170.32 438.28 3270
Composition 60.24 48.90 51.07 437.36 7028
Edge density 654.97 581.49 560.46 5.26× 103 7469
Mean patch size 3.99×104 3.25×104 3.34×105 2.74×105 7455
Table A.2: Summary statistics of the squared error values for spatial metrics, ag-
gregated over all model classes.
Figure A.21: Homogeneous agents: generating classes, excluded from candidates,
are iEWA and sEWA (collective parameter values).
Figure A.22: Heterogeneous agents: generating classes, excluded from candidates,
are iEWA and sEWA (collective parameter values).
Figure A.23: Homogeneous agents: generating classes, excluded from candidates,
are greedy and Q (individual parameter values).
Figure A.24: Heterogeneous agents: generating classes, excluded from candidates,
are greedy and Q (individual parameter values).
Figure A.25: Homogeneous agents: generating classes, excluded from candidates,
are iEWA and sEWA (individual parameter values).
Figure A.26: Heterogeneous agents: generating classes, excluded from candidates,
are iEWA and sEWA (individual parameter values).
Figure A.27: The error distributions with homogeneous agents in artificial data.
Figure A.28: The error distributions with heterogeneous agents in artificial data.
BResults of Experiment III
B.1 Error Histograms
The squared error distributions for different spatial metrics with Indiana data
are presented in Figures B.1 and B.2 for homogeneous and heterogeneous agents,
respectively.
As noted in Chapter 5.4 the model classes make much more error with Van
Buren data than with Indian Creek. Since these distributions are constructed over
both data sets, the error distributions are either bi-polar or resemble a uniform
distribution, whereas the distributions with artificial data peak at either small or
median values.
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Figure B.1: The error distributions with homogeneous agents in Indiana data.
Figure B.2: The error distributions with heterogeneous agents in Indiana data.
