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Abstract. The massless field equations for lower integer and half–integer
values of spin in Minkowski space are fundamental equations in mathematical
physics. Their counterpart in Euclidean spacetime is a system of elliptic equa-
tions, which was already studied from the viewpoint of function theory in the
framework of so–called Hodge systems for differential forms of various degrees.
In dimension 4 it is possible to substitute spinor calculus for the usual tensor
notation. In the present paper we concentrate on the case of the massless
field equation for spin 1 in dimension 4, and we treat, in a spinor formalism,
a fundamental concept of its function theory: the Fischer decomposition of
polynomial spinor fields, for which we give simple and independent proofs.
1. Introduction
The field equations for massless particles of integer and half–integer spin in Minkowski
space are fundamental equations in theoretical particle physics. Solutions of these equa-
tions in dimension 4 were carefully and systematically studied as part of Penrose’s twistor
programme (see [9, 10, 14]). In dimension 4 for each value of spin there is one equation
which comes in two possible versions: for primed and for unprimed spinor fields.
The masses field equations were generalised to higher dimension, in the framework of
Clifford analysis, in [12, 13]. Classical Clifford analysis deals with the so–called monogenic
function theory of solutions of the Dirac equation in the m–dimensional Euclidean space
Rm for fields taking their values in a Clifford algebra, say Cm, or in the irreducible Cm–
module S. Recently a lot of attention has been paid to the properties of special classes
of those monogenic solutions having their values restricted to the space of k–vectors, see,
e.g., [4, 1, 8, 2, 6, 7]. In this case the Dirac equation reduces to the so–called Hodge–de
Rham system, which becomes the Riesz system when k = 1.
For general dimension and general spin, the massless field equations on the one side
and the Hodge–de Rham systems on the other are clearly different systems, because their
solutions have values in different irreducible Spin(m)–modules. However there is a par-
ticular case where relations between both systems are possible: the dimension should be
even, say m = 2n, spin should be 1 and the Hodge-de Rham systems should be consid-
ered for forms of degree equal to the half dimension n. More precisely (see [12, 6]), we
shall use the classification of irreducible representation of the Lie group Spin(n), n = 2m
by highest weights λ = (λ1, . . . λm). The Hodge-de Rham systems are systems of first
order PDE’s for fields with values in irreducible representation Vλk , k = 1, . . . ,m − 1,
where λk = (1, . . . , 1, 0 . . . , 0) with k nontrivial entries, resp. λm,±, λm,± = (1, . . . , 1,±1).
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Massless fields equations are defined for fields with values in irreducible representations
Vλs , s = 1, 2, 3, . . . , where λs,± = (s/2, . . . , s/2,±s/2). Hence both types of fields can be
compared only for the weights λ = (1, . . . , 1,±1), i.e., for k = m (the Hodge-de Rham
case) and s = 2 (massless field case).
The simplest and at the same time the most important case for theoretical physics is
the case of spin 1 in dimension 4, where the space of 2–vectors (or 2–forms) splits into a
selfdual and an anti–selfdual part having the highest weights λ± = (1,±1). The corre-
sponding systems of equations then are equivalent to the Euclidean version of the Maxwell
equations. This is the case treated in the paper.
The Fischer decomposition for general Hodge–de Rham (and Moisil–Teodorescu) sys-
tems was studied in [7]. A Fisher decomposition is a direct sum decomposition of a space of
polynomial null solutions to a differential operator in terms of irreducible representations
for the invariance group of the operator considered. The purpose of the present paper is
to describe in detail the Fischer decomposition of the space of polynomial solutions to the
spin 1 massless field equation in the 4–dimensional Euclidean space, using the language of
spinor fields. Spinor language indeed is a very suitable tool for the treatment of selfdual
and anti–selfdual forms in dimension 4 and it makes the presentation of the results much
more transparent. Throughout the text we will freely use standard notations from spinor
calculus in dimension 4 (see [10]). Also the identification of spin 1 massless fields with
1– and 2–forms and the relations between the massless field equations and the Hodge–de
Rham systems will be reviewed, and simple and independent proofs of the Fischer decom-
position in this particular setting will be given. Note that the Fischer decomposition for
the selfdual case of spin 1 massless fields was already stated, not proven, in [3].
In order to make the paper self–contained a preliminary section containing the necessary
definitions and notations is included.
2. Preliminaries
2.1. Spin(4)-modules. In this section we recall some basic notations and definitions from
spinor analysis in dimension 4, for the case of a Euclidean real form and its representa-
tions. For a detailed treatment we refer to the monograph [10], which however focusses on
the Lorentz group as a real form of SO(4,C), an important case for theoretical physics.
Let E = R4 be the Euclidean vector space of dimension 4 and let Ec = C4 be its com-
plexification. The corresponding complex Clifford algebra C4 is isomorphic to the matrix
algebra Mat4(C) of 4 × 4 complex matrices. Up to an isomorphism, there is a unique
irreducible representation S ' C4 of C4, which can be realized as the space of column
vectors subject to the left action of Mat4(C). The even part C+4 of the Clifford algebra C4
is realized by the set of all diagonal two by two block matrices, hence the representation
S decomposes under the action of C+4 as the direct sum S = SA ⊕ SA
′
of two irreducible
C+4 –modules. By convention, the space SA is a module for the action of the upper left
block while SA
′
is a module for the action of the bottom right block. As vector spaces,
SA and S
A′ are isomorphic to C2.
In dimension 4 the group Spin(4,C) is isomorphic to SL(2,C)×SL(2,C) and it can be
realized as a subgroup of C+4 , where the first (respectively second) factor is supposed to
be a subgroup of the upper left (respectively bottom right) block and both SA and S
A′
are realized as the space of column vectors. The action of an element g = (g1, g2) ∈
SL(2,C)×SL(2,C) is given by matrix multiplication by g1 on SA, resp. by g2 on SA′ . By
tradition, A ∈ {0, 1} and A′ ∈ {0′, 1′}. We also have to consider the dual (contragradient)
modules SA := (SA)
∗ and SA′ := (S
A′)∗, which, by convention, are realized as row vectors
with the action given by right multiplication by the inverse elements g−11 , resp. g
−1
2 .
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In what follows, we will use the Einstein convention for sums over upper and lower
indices.
The modules SA and S
A are selfdual, i.e. they are isomorphic as Spin(4,C)–modules,
and so are SA′ and S
A′ . We define these isomorphisms by
(1) sA = εABsB , sB = − sAεAB , with sA ∈ SA and sB ∈ SB
and similarly for the primed indices, where
(2) εAB = ε
AB = εA′B′ = ε
A′B′ =
(
0 1
−1 0
)
It also holds that
(3) εAB ε
BC = ε CA = − εCA = δCA
and similar relations with primed indices. So, for example, if
sA =
(
s0
s1
)
then
sA =
(
s0 s1
)
=
(
s1 −s0
)
It is also useful to notice some consequences of the relations (1)(2)(3). First, for any
antisymmetric element ϕAB = ϕ[AB] one has
(4) ϕAB =
1
2
ϕ CC εAB
and a similar relation holds whenever two antisymmetric indices A,B appear in a longer
array of indices. Secondly it also holds that
ϕA ψ
A = −ϕA ψA
Note that the element εAB is invariant in Λ
2(SA) ' C, which is the trivial representation of
SL(2,C). Hence the contraction with εAB leads to an isomorphism of Spin(4,C)-modules.
Two half–spinor representations SA, S
A′ and their duals generate, by tensor product,
the whole ring of tensor–spinors. The key role is played by symmetric powers, due to
the fact that already the second outer power is the trivial representation. Irreducible
Spin(4,C)-modules are classified by a couple (a, b) of nonnegative integers and realized as
a(SA) ⊗ b(SA′). The standard notation for a(SA) is S(A...E), the number of indices
being equal to a, and similarly for the primed version. The module a(SA)⊗b(SA′) is
denoted by S(A...E)(A′...F ′). Similarly, antisymmetric powers are denoted by square brack-
ets, e.g., εAB belongs to the one–dimensional module S[AB].
So, for example,
(5) SA ⊗ SB ' S(AB) ⊕ S[AB] ' S(AB) ⊕ C
and
(6) S ⊗ S = SAB ⊕ SB
′
A ⊕ SA
′
B ⊕ SA
′B′ = S(AB) ⊕ S[AB] ⊕ SB
′
A ⊕ SA
′
B ⊕ S(A
′B′) ⊕ S[A′B′]
2.2. Relations between vectors and spinors in dimension 4. The space of (com-
plexified) 1-forms V Ca ' C4, a = 0, 1, 2, 3, can be identified, as a Spin(4,C)-module, with
the tensor product SAA′ = SA ⊗ SA′ by
xAA′ =
(
x00′ x01′
x10′ x11′
)
' 1√
2
(
v0 + iv3 v1 + iv2
−v1 + iv2 v0 − iv3
)
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Dually, the tensor product SAA
′
= SA ⊗ SA′ is isomorphic to the space of vectors V a. In
the same way, the gradient ∇a, a = 0, 1, 2, 3, corresponds to
∇AA′ =
(∇00′ ∇01′
∇10′ ∇11′
)
' 1√
2
(
∂0 + i∂3 ∂1 + i∂2
−∂1 + i∂2 ∂0 − i∂3
)
Useful relations are
(7) xAA′x
BA′ = ε BA |x|2 and ∇AA′∇BA
′
= ε BA ∆
where |x|2 = |v0|2 + |v1|2 + |v2|2 + |v3|2 and ∆ is the corresponding Laplacian.
This identification extends to higher order tensor products. In particular, in dimension
4, the second outer power Λ2(Ec) splits into the direct sum
Λ2(Ec) ' Λ2+(Ec) ⊕ Λ2−(Ec)
of selfdual (SD) and anti–selfdual (ASD) 2–forms. For sAB = s(AB) ∈ 2(SA), the product
sAB εA′B′ belongs to Λ
2
+(Ec), and similarly for the primed version.
3. Spin–1 fields and first order invariant operators
In this section we will study systems of first order differential operators which are
invariant with respect to the group Spin(4,C) acting on functions defined on (open subsets
of) R4, and with values in irreducible complex Spin(4,C)-modules. Up to an isomorphism
there are only three irreducible spin 1 modules for Spin(4,C), viz. S(AB), SAA′ and S(A′B′).
3.1. Invariant operators. We introduce the following operators defined on spaces Γ of
smooth maps on E ' R4 with values in the corresponding spin 1 modules.
• The differential operator D+ : Γ(S(AB))→ Γ(SAA′) :
D+ : ϕAB 7→ (D+ϕ)AA′ = ∇CA′ϕABεBC = ∇BA′ϕBA
is the massless field operator of spin 1, acting on fields with values in S(AB).
• The differential operator D− : Γ(S(A′B′))→ Γ(SAA′) :
D− : ϕA′B′ 7→ (D−ϕ)AA′ = ∇AC′ϕA′B′εB
′C′ = ∇B′A ϕB′A′
is the massless field operator of spin 1, acting on fields with values in S(A′B′).
• The differential operator E+ : Γ(SAA′) 7→ Γ(S(AB)):
E+ : ϕAA′ 7→ (E+ϕ)AB = ∇B′(BϕA)A′εA
′B′ = ∇A′(BϕA)A′
is the first of three massless field operators of spin 1, acting on fields with values in SAA′ .
• The differential operator E− : Γ(SAA′) 7→ Γ(S(A′B′)):
E− : ϕAA′ 7→ (E−ϕ)A′B′ = ∇B(B′ϕA′)AεAB = ∇A(B′ϕA′)A
is the second massless field operator of spin 1, acting on fields with values in SAA′ .
• The differential operator F from the space of spinor fields with values in SAA′ to the
space of C-valued functions:
F : ϕAA′ 7→ ∇AA
′
ϕAA′
is the third massless field operator of spin 1 corresponding to the divergence on vector
fields.
• The differential operator G from the space of C-valued functions to the space of spinor
fields with values in SAA′ :
G : f 7→ ∇AA′ f
is the operator corresponding to the de Rham differential on functions.
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For X = D±, E±, F,G, we denote by Xj the operator X restricted to the space of
homogeneous polynomials of degree j ∈ {0, 1, 2, . . . }. With this notation, e.g., the kernel
of the massless field operator D+ is equal to
⊕∞
j=0 KerD
+
j .
3.2. Identification of the spinor fields and forms. As noticed above, the space Va
of 1-forms on R4 is isomorphic to SAA′ . Hence
Λ2(Va) ' Λ2(SA ⊗ SA′) ' [2(SA)⊗ Λ2(SA′)]⊕ [2(SA′)⊗ Λ2(SA)].
But Λ2(SA) ' Λ2(SA′) ' C, so we obtain the following statement.
Lemma 3.1. Let Ej , j = 0, 1, 2, denote the space of smooth differential j–forms on R4
and let E2± denote the spaces of selfdual, respectively anti–selfdual 2–forms. Then
C∞(R4, SAB) ' E2+, C∞(R4, SA′B′) ' E2−,
C∞(R4, SAA′) ' E1, C∞(R4,C) ' E0.
Consequently we obtain an interpretation of the invariant differential operators between
spinor fields in terms of de Rham differentials (resp. co–differentials). The operators D±
are the restriction of the co–differential d∗ to the space of selfdual (resp. anti–selfdual)
2–forms. The operators E± are the projection of the differential d acting on 1–forms to
E2±. Finally, the operator G is the de Rham differential on functions and the operator F
is the co–differential d∗ acting on 1–forms.
3.3. The Fischer inner product. In order to study the Fischer decomposition we need
a version of the traditional Fischer inner product in the present context. Let Po` denote
the space of complex-valued polynomials in R4 and let xα be the basis of Po` given by
xα = xα11 . . . x
α4
4 . For the multi–index α = (α1, . . . , α4), let α! = α1! . . . α4!. The standard
definition of the Fischer inner product on the space Po` then is
(p(x), q(x)) := [p(∂)(q(x))]x=0, p, q ∈ Po`
where p(∂) denotes the constant coefficient differential operator obtained by substituting
derivatives ∂i for the variables xi. An alternative definition is obtained by declaring the
basis xα to be orthogonal, with (xα, xα) = α!. As an immediate corollary we obtain
(xap(x), q(x)) = (p(x), ∂aq(x)), p, q ∈ Po`
It is well known that the Fischer inner product is invariant with respect to the action of
the orthogonal group. This immediately follows from another equivalent definition given
by the L2 scalar product of the polynomials p and q restricted to the unit sphere. The
latter scalar product differs from the Fischer scalar product on the space of homogeneous
polynomials of a given degree just by a constant multiple (for details, see [5]).
To extend the Fischer scalar product to spinor–valued fields, we use the invariant scalar
product on the spinor spaces and on their tensor products.
Definition 3.2. The (complex valued) scalar product is defined for decomposable elements
in the spinor field and for p, q ∈ Po` by
(φAA′ p(x), ψAA′ q(x)) = φ
AA′ψAA′ (p(x), q(x)); φAA′ , ψAA′ ∈ SAA′
(φAB p(x), ψAB q(x)) = φ
ABψAB (p(x), q(x)); φAB , ψAB ∈ SAB
(φA′B′ p(x), ψA′B′ q(x)) = φ
A′B′ψA′B′ (p(x), q(x)); φA′B′ , ψA′B′ ∈ SA′B′
and is extended by linearity to the whole tensor product Po`(SAA′) := Po`⊗ SAA′ ,
Po`(SAB) := Po`⊗ SAB and Po`(SA′B′) := Po`⊗ SA′B′ respectively.
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3.4. Invariant algebraic operators. In subsection 3.1 we have introduced several in-
variant differential operators acting on spin 1 spinor fields. Their duals with respect to
the Fischer inner product, denoted by (E±)∗, (D±)∗, F ∗ and G∗ respectively, are given
by linear functions acting on spinor fields by multiplication. This duality is expressed by
the following relations.
Lemma 3.3. The following identities hold:
(xBA′ϕBA(x), ψAA′(x)) = (ϕAB(x),−[E+(ψ)]AB(x))
(xB
′
A ϕB′A′(x), ψAA′(x)) = (ϕA′B′(x),−[E−(ψ)]A′B′(x))
(xA
′
(BϕA)A′(x), ψAB(x)) = (ϕAA′(x),−[D+(ψ)]AA′(x))
(xA(B′ϕA′)A(x), ψA′B′(x)) = (ϕAA′(x),−[D−(ψ)]AA′(x))
(xAA′ϕ(x), ψAA′(x)) = (ϕ(x), [F (ψ)](x))
(xAA
′
ϕAA′(x), ψ(x)) = (ϕAA′(x), [G(ψ)]AA′(x))
Proof. Let us prove the first identity, the proof of the other ones being similar. It is
sufficient to consider decomposable elements:
(xBA′ϕBA p(x), ψAA′ q(x)) = (σ
B
A′ax
aϕBA p(x), ψ
AA′ q(x))
= (σBA′aϕBA)ψ
A′A(xa p(x), q(x))
= ϕBA(σ
B
A′aψ
AA′)(p(x), ∂a q(x))
= (ϕBA p(x),∇A′B(ψA
′
A q(x)))
= (ϕAB(x),−[E+(ψ)]AB(x)) 
4. Polynomial spin 1 fields
We decompose the space of complex-valued polynomials as Po` = ⊕+∞k=0Pk, where the
space Pk of complex–valued k–homogeneous polynomials in R4 can itself be decomposed
into irreducible so4C–modules as
Pk =
[ k2 ]⊕
j=0
|x|2jHk−2j ,
where Hj is the space of complex-valued spherical harmonics of degree j, in our notation
corresponding to (j, j). The tensor product Pk ⊗ S decomposes into irreducible subrepre-
sentations of so4C which can be grouped according to the subspaces in the decomposition
(6).
Lemma 4.1. For all k ≥ 0 the so4C–module Pk ⊗ S(AB) decomposes into irreducible
components as
Pk ⊗ S(AB) =
[ k2 ]⊕
j=0
|x|2jHk−2j ⊗ S(AB)
where
H0 ⊗ S(AB) = (2, 0),
H1 ⊗ S(AB) = (3, 1)⊕ (1, 1),
Hj ⊗ S(AB) = (j + 2, j)⊕ (j, j)⊕ (j − 2, j) for j ≥ 2.
Proof. The statement immediately follows from the Clebsch–Gordan formula
(c)⊗ (d) = (c+ d)⊕ · · · ⊕ (|c− d|)
applied to every component separately. 
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Let us illustrate Lemma 4.1 for the case k = 2. We have
H2 ⊗ S(AB) = (2, 2)⊗ (2, 0) = ((2)⊗ (2), (2)⊗ (0)) = (4, 2)⊕ (2, 2)⊕ (0, 2)
leading to
P2 ⊗ S(AB) = (H0 ⊗ S(AB))⊕ (H2 ⊗ S(AB)) = (2, 0)⊕ (0, 2)⊕ (2, 2)⊕ (4, 2).
The statement of Lemma 4.1 is visualised in Scheme 1. The column with label k contains
all irreducible subrepresentations in the decomposition of Pk ⊗ S(AB). The horizontal
arrows correspond to the multiplication by |x|2 which maps every (i, j) into (i, j).
Scheme 1
k = 0 k = 1 k = 2 k = 3 k = 4
(2, 0)
|x|2
))
(1, 1)
|x|2
44
(2,0)
(0,2)
|x|2
))
(1, 1)
|x|2
66
(2,0)
(0,2)
|x|2
%%. . . . . .
(3, 1)
**
(2, 2) 55
(3,1)
(1,3)
''(2, 2) 88. . . . . .
(4, 2)
))
(3, 3) 66
(4,2)
(2,4)
%%. . . . . .
(5, 3) ''(4, 4) 88. . . . . .
(6, 4) %%. . . . . .
Completely similarly the dual lemma can be proved and visualised, see Scheme 2.
Lemma 4.2. For all k ≥ 0 the so4C–module Pk ⊗ S(A′B′) decomposes into irreducible
components as
Pk ⊗ S(A′B′) =
[ k2 ]⊕
j=0
|x|2jHk−2j ⊗ S(A′B′)
where
H0 ⊗ S(A′B′) = (0, 2),
H1 ⊗ S(A′B′) = (1, 3)⊕ (1, 1),
Hj ⊗ S(A′B′) = (j, j + 2)⊕ (j, j)⊕ (j, j − 2) for j ≥ 2.
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Scheme 2
k = 0 k = 1 k = 2 k = 3 k = 4
(0, 2)
|x|2
))
(1, 1)
|x|2
44
(0,2)
(2,0)
|x|2
))
(1, 1)
|x|2
66
(0,2)
(2,0)
|x|2
%%. . . . . .
(1, 3)
**
(2, 2) 55
(1,3)
(3,1)
''(2, 2) 88. . . . . .
(2, 4)
))
(3, 3) 66
(2,4)
(4,2)
%%. . . . . .
(3, 5) ''(4, 4) 88. . . . . .
(4, 6) %%. . . . . .
Finally also the following lemma can be proven along the same lines; it is visualised in
Scheme 3.
Lemma 4.3. For all k ≥ 0 the so4C–module Pk ⊗ SAB′ decomposes into irreducible
components as
Pk ⊗ SAB′ =
[ k2 ]⊕
j=0
|x|2jHk−2j ⊗ SAB′ for every k ≥ 0,
where
H0 ⊗ SAB′ = (1, 1),
Hj ⊗ SAB′ = (j + 1, j + 1)⊕ (j + 1, j − 1)⊕ (j − 1, j + 1)⊕ (j − 1, j − 1)
for j ≥ 1.
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Scheme 3
k = 0 k = 1 k = 2 k = 3
(1, 1)
|x|2
88
(0,0)
(2,0)
(0,2)
|x|2
**
(1, 1)
|x|2
::
(0,0)
(2,0)
(0,2)
|x|2
%%. . . . . .
(2, 2) 77
(1,1)
(3,1)
(1,3)
(((2,2) ==. . . . . .
(3, 3) ::
(2,2)
(4,2)
(2,4)
%%. . . . . .
(4, 4) 88. . . . . .
5. The kernel of the massless field operators
In order to obtain the Fischer decomposition aimed at it is essential to unravel the
structure of the kernel of the massless field operators in the three cases considered. First
we treat the case of selfdual fields.
Lemma 5.1. For all k = 0, 1, 2, . . . the kernel of the operator D+k acting on the space
Pk ⊗ S(AB) is an irreducible Spin(4)–module isomorphic to (k + 2, k).
Proof. We may assume that k ≥ 1. We proceed stepwise.
(i) It holds that (k+2, k) ⊂ KerD+k . Indeed, the operator D+k intertwines with the action
of Spin(4) and has values in Pk−1⊗SA′B . It is seen that there is no component isomorphic
to (k + 2, k) in its decomposition, hence the (unique) piece in Pk ⊗ S(AB) isomorphic to
(k + 2, k) belongs to the kernel of D+k .
(ii) Every space of the form KerD+k is a subspace of Hk ⊗ S(AB) = (k + 2, k) ⊕ (k, k) ⊕
(k − 2, k). Indeed, if a field ϕAB belongs to KerD+k , then
∇AA′∇CA
′
ϕCB = ε
C
A∆ϕCB = ∆ϕAB = 0.
So there are at most two other components in KerD+k .
(iii) Now we show that (k, k)⊕ (k − 2, k) is not a subset of KerD+k . From the relation
(D+(φAB), ψ
BA′) = (φAB ,−xA
′
(AψB)A′) = 0,
it follows that the kernel of D+ is orthogonal to the image of the map (D+)∗ given by
multiplication with xAA
′
. But the components isomorphic to (k, k) and (k, k − 2) are
images of the corresponding components in Pk−1 ⊗ SBA′ with respect to (D+)∗, hence
they cannot be in the kernel of D+k . 
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In order to make the proof of Lemma 5.1 more transparent, we show below the scheme
of this decomposition (Scheme 4). The scheme consists of a cluster of three Fischer–like
layers connected by arrows explained below. The symbol (a, b) denotes a space of func-
tions as used above for the corresponing spaces of polynomials with the indicated values.
Each column corresponds to a homogeneity degree k = 0, 1, 2 . . . ; kernels of D+k are shown
in full frames, while the dashed frames are the intersections of the kernels E±k and Fk, and
double frames are kernels of the dual massless field operator D−k . We only draw arrows
whose results are in the Fischer decomposition of D, i.e. arrows labelled ‘|x|2’ going to the
right, which denote the multiplication by |x|2, and arrows going upwards, from a lower
layer to an upper one, which denote the multiplicative action of the dual operator (D+)∗.
In a similar way the following lemma is obtained and the corresponding diagram is
shown in Scheme 5.
Lemma 5.2. For all k = 0, 1, 2, . . . one has
KerD−k = (k, k + 2).
For the third case of spin 1 massless fields, we need the intersection of several kernels.
The proof is illustrated in Scheme 6.
Lemma 5.3. For k = 0, 1, 2, . . . one has
KerE+k ∩KerE−k ∩KerFk = (k + 1, k + 1)
Proof. Let us consider the case k ≥ 1. We again proceed stepwise.
(i) The space (k + 1, k + 1) is in the kernel of all three operators, because there is no
suitable space of homogeneity degree one less.
(ii) Again, elements in the kernel of all three operators should be in the kernel of the
Laplacian ∆. But Ker∆ ' (k + 2, k)⊕ (k, k + 2)⊕ (k, k)⊕ (k + 1, k + 1).
(iii) Now the first two summands are in the image of the multiplication by xAA′ from the
space Pk−1 ⊗ SAB , resp. Pk−1 ⊗ SA′B′ , hence they cannot be in the kernel.
So we are left to show that also the component (k, k) cannot be in the kernel. This
component appears in the space Pk ⊗ SAA′ with multiplicity 2. It appears also (with
multiplicity 1) in Pk−2 ⊗ SAA′ . Consider a field ϕAA′ ∈ Pk−2 ⊗ SAA′ . We can act on
this component in degree k − 2 in different ways: one is (E+)∗ ◦ (D+)∗ϕ, (or the similar
one with minus superscripts), the other one is F ∗ ◦G∗ϕ. Both maps are intertwining and
are defined on an irreducible representation, so either they coincide, or they generate the
whole double isotypic component. If the images coincide, we can act on both sides with
multiplication by xAA′ and we obtain
xAA′(x
BB′ϕBB′) = x
B
A′x
C′
(BϕA)C′
xA
′
C xAA′(x
BB′ϕBB′) = x
A′
C x
B
A′x
C′
(BϕA)C′
|x|2εCA(xBB
′
ϕBB′) = |x|2ε BC xC
′
(BϕA)C′ = |x|2xC
′
(CϕA)C′
The spinor on the left hand–side is antisymmetric in A,C, while the right hand–side is
symmetric in A,C, hence both sides vanish. However, there is a choice of x and ϕ for
which xBB
′
ϕBB′ is nontrivial, which is a contradiction. 
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Scheme 4
k = 0 k = 1 k = 2 k = 3 k = 4
(2, 0)
|x|2
**
(1, 1)
|x|2
55
(2,0)
(0,2)
|x|2
))
(1, 1)
|x|2
66
(2,0)
(0,2)
|x|2
%%. . . . . .
(3, 1)
))
(2, 2) 55
(3,1)
(1,3)
''(2, 2) 88. . . . . .
(4, 2)
))
(3, 3) 66
(4,2)
(2,4)
%%. . . . . .
Pk ⊗ S(AB) (5, 3) ''(4, 4) 88. . . . . .
(1, 1)
HH
(0,0)
(2,0)
(0,2)
HH
(1, 1)
(0,0)
(2,0)
(0,2)
(1, 1) . . . . . .
(2, 2)
HH
(1,1)
(3,1)
(1,3)
II
(2,2)
(1,1)
(3,1)
(1,3)
. . . . . .
(3, 3)
JJ
(2,2)
(4,2)
(2,4)
JJ
(3,3) . . . . . .
Pk ⊗ SAA′ (4, 4)
JJ
(3,3)
(5,3)
(3,5)
. . . . . .
(0, 2)
JJ
(1, 1)
(0,2)
(2,0)
(1, 1)
(0,2)
(2,0)
. . . . . .
(1, 3)
II
(2, 2)
(1,3)
(3,1)
(2, 2) . . . . . .
(2, 4)
JJ
(3, 3)
(2,4)
(4,2)
. . . . . .
Pk ⊗ S(A′B′) (3, 5)
II
(4, 4) . . . . . .
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Scheme 5
k = 0 k = 1 k = 2 k = 3 k = 4
(2, 0)

(1, 1)
(2,0)
(0,2)
(1, 1)
(2,0)
(0,2)
. . . . . .
(3, 1)

(2, 2)
(3,1)
(1,3)
(2, 2) . . . . . .
(4, 2)

(3, 3)
(4,2)
(2,4)
. . . . . .
Pk ⊗ S(AB) (5, 3)

(4, 4) . . . . . .
(1, 1)

(0,0)
(2,0)
(0,2)

(1, 1)
(0,0)
(2,0)
(0,2)
(1, 1) . . . . . .
(2, 2)

(1,1)
(3,1)
(1,3)

(2,2)
(1,1)
(3,1)
(1,3)
. . . . . .
(3, 3)

(2,2)
(4,2)
(2,4)

(3,3) . . . . . .
Pk ⊗ SAA′ (4, 4)

(3,3)
(5,3)
(3,5)
. . . . . .
(0, 2)
|x|2
**
(1, 1)
|x|2
55
(0,2)
(2,0)
|x|2
))
(1, 1)
|x|2
66
(0,2)
(2,0)
|x|2
%%. . . . . .
(1, 3)
))
(2, 2) 55
(1,3)
(3,1)
''(2, 2) 88. . . . . .
(2, 4)
|x|2
))
(3, 3)
|x|2
66
(2,4)
(4,2)
|x|2
%%. . . . . .
Pk ⊗ S(A′B′) (3, 5) ''(4, 4) 88. . . . . .
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Scheme 6
k = 0 k = 1 k = 2 k = 3
(0, 0) (0, 0) . . . . . .
(1, 1) (1, 1) . . . . . .
0− forms (2, 2) . . . . . .
(2, 0)

(1, 1)
(2,0)
(0,2)
(1, 1) . . . . . .
(3, 1)

(2, 2)
(3,1)
(1,3)
. . . . . .
Pk ⊗ S(AB) (4, 2)

(3, 3) . . . . . .
(1, 1)
|x|2
77
((
(0,0)
(2,0)
(0,2)
|x|2
))
(1, 1)
|x|2
;;
(0,0)
(2,0)
(0,2)
|x|2
%%. . . . . .
(2, 2) 88
''
(1,1)
(3,1)
(1,3)
''(2,2) ==. . . . . .
Pk ⊗ SAA′ (3, 3) ;;
(2,2)
(4,2)
(2,4)
%%. . . . . .
(0, 2)
HH
(1, 1)
(0,2)
(2,0)
(1, 1) . . . . . .
(1, 3)
GG
(2, 2)
(1,3)
(3,1)
. . . . . .
Pk ⊗ S(A′B′) (2, 4)
HH
(3, 3) . . . . . .
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6. The Fischer decomposition
The results obtained in the preceding section directly lead to the corresponding theo-
rems on the Fischer decomposition. In each case we know the full decomposition of the
spaces of spinor–valued polynomials at the left hand–side, and so it is sufficient to observe
that every summand at the right hand–side is a nontrivial irreducible module with the
correct representation behaviour for the corresponding homogeneities.
Theorem 6.1. [Fischer decomposition for selfdual massless fields of spin 1]
The space of homogeneous polynomials of degree k with values in S(AB) decomposes as:
Pk ⊗ S(AB) =
[ k2 ]⊕
j=0
|x|2jKerD+k−2j
⊕
[ k2 ]⊕
j=0
|x|2j(D+)∗(KerE+k−2j−1 ∩KerE−k−2j−1 ∩KerFk−2j−1)
⊕
[ k2 ]−1⊕
j=0
|x|2j(D+)∗ ◦ (E−)∗(KerD−k−2j−2).
The decomposition in Theorem 6.1 of the space Pk(S(AB)) of k–homogeneous polyno-
mials is seen in the upper layer of Scheme 4. At its diagonal, in the k–th column, there are
kernels of D+k ; at the first parallel to the diagonal there are images of the intersection of
kernels of E±k and Fk by (D
+)∗, and at the second parallel there are spaces |x|2KerDk−2
and images (D+)∗ ◦ (E−)∗(KerD−k−2). At every next position in a row, in the k–th col-
umn, there is the image of the space in the (k−2)–th column under multiplication by |x|2.
Theorem 6.2. [Fischer decomposition for anti–selfdual massless fields of spin 1]
The space of homogeneous polynomials of degree k with values in S(A
′B′) decomposes as:
Pk ⊗ S(A′B′) =
[ k2 ]⊕
j=0
|x|2jKerD−k−2j
⊕
[ k2 ]⊕
j=0
|x|2j(D−)∗(KerE+k−2j−1 ∩KerE−k−2j−1 ∩KerFk−2j−1)
⊕
[ k2 ]−1⊕
j=0
|x|2j(D−)∗ ◦ (E+)∗(KerD+k−2j−2).
Theorem 6.3. [Fischer decomposition for the selfdual part of the Hodge–de Rham system]
The space of homogeneous polynomials of degree k with values in SA
′
A decomposes as:
Pk ⊗ SAA′ =
[ k2 ]⊕
j=0
|x|2j(E+)∗(KerD+k−2j−1)⊕
[ k2 ]⊕
j=0
|x|2j(E−)∗(KerD−k−2j−1)
⊕
[ k2 ]⊕
j=0
|x|2j(E−)∗ ◦ (D+)∗(KerE+k−2j−2 ∩KerE−k−2j−2 ∩KerFk−2j−2)
⊕
[ k2 ]⊕
j=0
|x|2j(E+)∗ ◦ (D−)∗(KerE+k−2j−2 ∩KerE−k−2j−2 ∩KerFk−2j−2).
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7. Conclusion
We have proven the Fischer decomposition in terms of so4C–irreducible representations
for spaces of polynomial solutions to the spin 1 massless field equation in dimension 4,
both in the selfdual and the anti–selfdual cases and for the selfdual part of the Hodge–de
Rham system. This is a fundamental contribution to the study of the solutions to the
spin 1 massless field equations in 4–dimensional Euclidean space, which are equivalent to
the Maxwell equations in the Euclidean setting. The proofs are given in a completely
independent way and using the language of spinor fields. The higher spin cases, still in
dimension 4, are subject for further research.
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