Let A be an operator subalgebra with the unit operator I in B(H ). We say that a linear mapping ϕ from A into itself is a derivable mapping at I if ϕ(ST ) = ϕ(S)T + Sϕ(T ) for any S, T ∈ A with ST = I . In this paper, we show the following main result: every strongly operator topology continuous derivable mapping at I on a nest algebra alg N is an inner derivation.
Introduction and preliminaries
Let H be a complex and separable Hilbert space, and let N be a complete nest on H. The purpose of this paper is to show the following theorem.
Theorem 1.1. Let N be a complete nest on H, and let ϕ be a strongly operator topology continuous linear mapping from the nest algebra alg N into itself. Then the following statements are equivalent:
(1) ϕ is a derivable mapping at I from alg N into itself, i.e.
ϕ(ST ) = ϕ(S)T + Sϕ(T ), ∀S, T ∈ alg N, ST = I. (2) ϕ is an inner derivation, i.e. there exists an operator A ∈ B(H ) such that ϕ(T ) = T A − AT , ∀T ∈ alg N.
In recent years there has been considerable interest in studying which of linear mappings on operator algebras are derivations. We describe some of the results related to ours. Let ϕ : A → B(H ) be linear. We say that ϕ is a derivable mapping at Z (or generalized derivable mapping at Z
) if ϕ(ST ) = ϕ(S)T + Sϕ(T ) (or ϕ(ST ) = ϕ(S)T + Sϕ(T ) − Sϕ(I )T ) for any
S, T ∈ A with ST = Z. Jing et al. [7] showed that every derivable mapping ϕ at 0 with ϕ(I ) = 0 on nest algebras is an inner derivation. Zhu and Xiong [17] proved that every norm-continuous generalized derivable mapping at 0 on finite CSL algebras is a generalized derivation (i.e. [12] presented the notion of 2-local derivation and showed that every 2-local derivation on B(H ) is a derivation (no linearity is assumed), where dim H = ∞. For other results, see [1] [2] [3] [4] 6, 8, 9, [14] [15] [16] 18] . It is the aim of this paper to prove that every strongly operator topology continuous linear derivable mapping at I from the nest algebra alg N into itself is an inner derivation.
ϕ(ST ) = ϕ(S)T + Sϕ(T ) − Sϕ(I )T ).Šemrl
The distribution of this paper is as follows. In Section 2, we introduce some preliminary lemmas relating to the proof of Theorem 1.1. Lemma 2.8 plays an important role in this paper. The proof of the Lemma 2.8 is mainly based on Lemma 2.6. The key to the settlement of Lemma 2.8 lies in Eq. (7) in the case of x, y = 0. Using Lemma 2.8 in Section 2, we give the proof of our main Theorem 1.1 in Section 3.
The following notations will be used in our paper. The symbols B(H ) and F (H ) stand for the set of all bounded linear operators on H and the set of all finite rank operators on H , respectively. We use the symbols x ⊗ y and I to denote the rank one operator ·, y x and the unit operator on H , respectively. If we denote by N a complete nest on H , then the nest algebra alg N is the set of all operators which leave every member of N invariant. The algebra alg N is a Banach algebra. If N ∈ N, we write N _ = ∨{M ∈ N : M ⊂ N}, N + = ∩{L ∈ N : N ⊂ L}, and we use the symbols P (N) and dim N for the orthogonal projection operator from H onto N and the dimension of N, respectively. We write the complex number field and real numbers field as C and R, respectively.
Preliminary lemmas
We often use the following lemma in this paper. Lemma 2.1. Let A and B be two subalgebras of B(H ) with I ∈ A, and let ϕ be a derivable mapping at I from A into B. Then (1) for every idempotent operator P ∈ A, we have
(2) for every P ∈ A with P 2 = 0, we have ϕ(P )P + P ϕ(P ) = 0.
Proof. (1) It is obvious from
For every idempotent operator P ∈ alg N, we have
It follows that
Furthermore we get that
(2) For every P ∈ A with P 2 = 0, we have
It follows that ϕ(P )P + P ϕ(P ) = 0. This completes the proof. Proof. For every idempotent operators p, q ∈ A with pq = 0 and qp = 0, then p + q is an idempotent operator. By Lemma 2.1, we may get that
Furthermore we have
For arbitrary orthogonal projections p 1 , p 2 , p 3 , . . . , p n ∈ A with p i p j = 0 (i / = j), and {r 1 , r 2 , r 3 , . . . , r n } ⊂ R, we write Q = n i=1 r i p i . It follows from Eqs. (1) and (2) 
Furthermore, for every self-adjoint operator S ∈ A, since ϕ is norm-continuous, we have
For every T ∈ A, then there exist two self-adjoint operators
Comparing the expansion equations of ϕ(T 2 ) with of ϕ(T )T + T ϕ(T ), we have
i.e. ϕ is a Jordan derivation. It follows from Theorem 1.4 in [18] that ϕ is a generalized inner derivation, i.e. there exist two operators A, B ∈ B(H ) such that
Furthermore we get that 0 = ϕ(I ) = A + B, i.e. B = −A. Hence ϕ is an inner derivation. This completes the proof.
Lemma 2.3. Let N be a complete nest, and let ϕ be a derivable mapping at I from alg N into itself. Then the following statements hold:
In particular, if y ⊗ y ∈ alg N, then
Proof.
(1) Since x ⊗ y ∈ alg N and x, y / = 0, λ −1 x ⊗ y is an idempotent operator, where λ = x, y . Thus we get that
(2) Since x ⊗ (x + y) ∈ alg N and x, x + y = x, x / = 0, we obtain from the above statement (1) that
On the other hand
Thus we have
It follows from the above equation that x, x ϕ(x ⊗ y)z ∈ Cx for any z ∈ {x , y} ⊥ , i.e.
If x ⊗ x ∈ alg N, we may take x = x. Since (x ⊗ y) 2 = 0, it follows from Lemma 2.1 that
Furthermore we get that 0
It follows from the above equation and Eq.
Since (x + y ) ⊗ y ∈ alg N and x + y , y = y, y / = 0, we obtain from (1) of Lemma 2.1 that
It follows from the above equation that
If y ⊗ y ∈ alg N, we may take y = y. By Lemma 2.1 and (x ⊗ y) 2 = 0 we have
This completes the proof.
Lemma 2.4. Let ϕ be a derivable mapping at I from B(H ) into B(H ). Then there exist two operators A, B ∈ B(H ) such that
ϕ(F ) = FA + BF, ∀F ∈ F (H ).
Proof. For arbitrary x ⊗ y ∈ B(H ), we claim that
In fact, when x, y / = 0, it follows from (1) of Lemma 2.3 that the above equation holds; when x, y = 0, it follows from (2) of Lemma 2.3 and x ⊗ x ∈ B(H ) that the above equation also holds. We can prove that there exist two linear mappings
by imitating the proof of Theorem 3 in [15] . For arbitrary x, y ∈ H with x, y = 1, we write P = x ⊗ y. Then P 2 = P . By Lemma 2.1 we have ϕ(P ) = ϕ(P )P + P ϕ(P ). Thus P ϕ(P )P = 0. Furthermore we get that
It follows from the above equation that x, A 1 y + B 1 x, y = 0. For every z ∈ H , we may find two vectors z 1 , z 2 ∈ H and two complex numbers α, β such that z = αz 1 + βz 2 and x, z 1 = x, z 2 = 1. In fact, when x, z = 0, we may take
Combining the above equation and
It follows from the closed graph theorem that B 1 ∈ B(H ).
Similarly, A 1 ∈ B(H ). Thus we see that
By the linearity of ϕ, we have
Lemma 2.5. Let N be a complete nest, and let 0 / = x ⊗ y ∈ alg N with x, y = 0. Then there exists a complete nest N ⊇ N such that the following statements hold:
Proof. Since x ⊗ y ∈ alg N, there exists N ∈ N such that x ∈ N and y ∈ (N − ) ⊥ . We divide the proof of the lemma into the following four cases. 
In particular, when {y, v} is linearly independent, or {y, v} is linearly dependent and
So we get that
In particular, if {v, y} is linearly independent, then, for every 0 / = λ ∈ C, there exists z ∈ H such that z, y = λ z, v / = 0. Furthermore we get that
Taking λ = ±1, then we get that
Combining the above two equations, we have
If v, y are linearly dependent and y ∈ (H − ) ⊥ , then y ⊗ y ∈ alg N. It follows from (3) of Lemma 2.3 that ϕ(x ⊗ y)u ∈ Cx ⊆ span{x, u}.
(2) Without loss of generalization, we may assume that u, v = 1. Note that x, y = x, v = u, y = 0. If we write P = x ⊗ y + u ⊗ v, then P 2 = u ⊗ v and P 4 = P 2 = u ⊗ v. If we take α, β ∈ C with α + β = αβ = 1, then we have
Acting on Eq. (4) by ϕ, we get that
Acting on u by Eq. (5), we have
Since 1 − β + √ α / = 0, it follows from the above equation that
Lemma 2.7. Let N be a complete nest, and let ϕ be a derivable mapping at I from alg N into itself. If dim H 3, then ϕ is an inner derivation.
Proof. First, we claim that the following equation holds:
Without loss of generalization, we may assume that x ⊗ y / = 0. If x, y / = 0, it follows from (1) of Lemma 2.3 that Eq. (6) holds. If x, y = 0, we divide the proof of Eq. (6) into the following three cases: Case 1. Suppose that dim H = 1. Obviously, the lemma is true. Case 2. Suppose that dim H = 2. Since x, y = 0, we have (x ⊗ y) 2 = 0. It follows from (2) of Lemma 2.1 that
Furthermore, for arbitrary z ∈ {y} ⊥ = Cx, we get that
Case 3. Suppose that dim H = 3. Since x ⊗ y ∈ alg N, there exists M ∈ N such that x ∈ M and y ∈ (M − ) ⊥ . We claim that Eq. (6) holds. By (2) and (3) of Lemma 2.3, we only need to prove that x ⊗ x ∈ alg N or y ⊗ y ∈ alg N.
(a) Suppose that N = {{0}, H }. Then alg N = B(H ). It is obvious that x ⊗ x ∈ alg N. It follows that Eq. (6) holds.
(
This is a contradiction with x, y = 0. Therefore x ∈ N or y ∈ L ⊥ . Furthermore x ⊗ x ∈ alg N or y ⊗ y ∈ alg N. It follows that Eq. (6) holds.
By imitating the proof of Theorem 3 in [15] and Lemma 2 and the first part of Theorem 1 in [14] , we may find an operator A ∈ B(H ) such that
By linearity of ϕ, it is an inner derivation. This completes the proof.
Without loss of generalization, we always assume that dim H 4 in rest part of this paper. Lemma 2.8. Let N be a complete nest, and let ϕ be a derivable mapping at I from alg N into itself. If 0 / = x ⊗ y ∈ alg N, then there exists a complex number β(x, y) ∈ C and two vectors
where β(x, y) is a conjugate bilinear functional about x and y.
Proof. Without loss of generalization, we may assume that H − / = {0}. (Suppose H − = {0}, then alg N = B(H ). It follows from Lemma 2.4 that the lemma holds.)
(1) We divided the proof of Eq. (7) into the following three cases: Case 1. Suppose that x, y / = 0. By Lemma 2.3, we have
If we take that β(x, y) = 0, w 1 (x, y) = x, y −1 ϕ(x ⊗ y) * y and w 2 (x, y) = x, y −1 ϕ(x ⊗ y)x, then Eq. (7) holds. Case 2. Suppose that x, y = 0 and H − / = H . First, we claim that
We divide the proof of Eq. (8) If y 1 = 0 and x ∈ H − , then y = y 2 ∈ (H − ) ⊥ . We may take v = y ∈ (H − ) ⊥ . Then u ⊗ v ∈ alg N, v ⊥ {x, u}, u ⊥ {y, v} and {y, v} is linearly dependent. It follows from (1) of Lemma 2.6 that Eq. (8) holds.
If y 1 = 0 and x / ∈ H − , then y = y 2 ∈ (H − ) ⊥ . Since y ⊥ {u, x}, y ∈ (H − ) ⊥ and dim(H − ) ⊥ = 2, we may find u 1 ∈ H − and λ ∈ C such that u = λx + u 1 . Thus we have
So we only need to show that ϕ(x ⊗ y)(λx) ∈ span{x, u}, and ϕ(x ⊗ y)u 1 ∈ span{x, u}.
In fact, since (x ⊗ y) 2 = 0, we have
It follows that
Furthermore we get that Eq. (8) holds.
(c) Suppose that dim( (2) of Lemma 2.6 that Eq. (8) holds. For every u ∈ {y} ⊥ with P ((H − ) ⊥ )u = 0, we may take 0 / = v ∈ (H − ) ⊥ . Then we have u ⊗ v ∈ alg N, v ⊥ {x, u}, u ⊥ {v, y}, and {v, y} is linearly independent or y = λv ∈ (H − ) ⊥ . It follows from (1) of Lemma 2.6 that Eq. (8) holds.
For every u ∈ {y} ⊥ , using Eq. (8), there exists α(u), β(u) ∈ C such that
Now we show that Eq. (7) is true. We take u 1 , u 2 ∈ {x, y} ⊥ such that {u 1 , u 2 } is linearly independent. Furthermore we have
and
It is easy to see that β(u) is independent of u. So we may write β(u) = β for any u ∈ {x, y} ⊥ . Then
For arbitrary z ∈ {y} ⊥ , we may find u ∈ {x, y} ⊥ such that z = λx + u. Furthermore we have
Notice that ϕ(x ⊗ y)x ∈ Cx by Eq. (8), so there exists a complex number γ ∈ C such that
is a linear operator on {y} ⊥ , there exists w 1 (x, y) ∈ {y} ⊥ such that
Since both α and β are dependent of x and y, we may write β = β(x, y) and
Case 3. Suppose that x, y = 0 and H = H − . If we write N y = ∨{N ∈ N : P (N)y = 0} ⊂ H , it follows from x ⊗ y ∈ alg N that y ∈ (N y ) ⊥ and x ∈ (N y ) + ⊂ H . We take a sequence
v ⊥ {x, u}, u ⊥ {v, y} and {v, y} is linearly independent. It follows from (1) of Lemma 2.6 that
For every positive integer n, there exist two complex numbers α n (u) and β n (u) such that
Let u 1 , u 2 ∈ {x, y} ⊥ ∩ N n such that {u 1 , u 2 } is linearly independent. Then {u 1 , u 2 , x} is also linearly independent. By the above equation, we have
It is easy to see that β n (u) is independent of u. So we have
If m > n, then we have
If we take u ∈ {y} ⊥ ∩ N n and {x, u} is linearly independent, then we have α m (u) = α n (u) and β m = β n . Obviously, both β n and α n (u) are independent of n. We may write β = β n and α(u) = α n (u). For arbitrary z ∈ {y} ⊥ ∩ N n , we write z = λx + u with u ∈ {x, y} ⊥ . Furthermore
Notice that ϕ(x ⊗ y)x ∈ Cx, so there exists a complex number γ ∈ C such that
For every z ∈ {y} ⊥ , we have P (N n )z → z as n → ∞. Then P (N n )z, y → z, y = 0 as n → ∞. If we take w ∈ N 1 with w, y = 1 and write
Letting n → ∞ in the above equation, we get that
It follows that (ϕ(x ⊗ y) − βI )| {y} ⊥ is a rank one operator. Since (ϕ(x ⊗ y) − βI ) is a linear operator, there exists a vector w 1 (x, y) ∈ {y} ⊥ such that
Since both α and β are dependent of x and y, we may write β = β(x, y), and
(2) Now we show that β(x, y) is a conjugate bilinear functional about x and y. For arbitrary x ⊗ y ∈ alg N and x ⊗ y ∈ alg N, we have Therefore the theorem is true. This completes the proof.
The proof of Theorem 1.1. We define a linear mapping ψ: alg N → alg N as the following:
It is obvious that ψ is a derivable mapping at I from alg N into itself. For arbitrary x ⊗ y ∈ alg N with x, y = 0, we have (x ⊗ y) 2 = 0, it follows that ψ(x ⊗ y)(x ⊗ y) + (x ⊗ y)ψ(x ⊗ y) = 0.
By Theorem 3.1, we get that
Combining with Eqs. (9) and (10) Notice that every finite rank operator in alg N can represented as a finite sum of rank one operators in alg N and the set of all finite rank operators in alg N is a dense set in strongly operator topology (see [5] ), thus we get that ϕ(T ) = T A − AT , ∀T ∈ alg N.
i.e. ϕ is an inner derivation. This completes the proof.
