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Chapter 1
Introduction
The inversion of shallow seismic Rayleigh waves is attractive for shallow geotechnical site in-
vestigations. Shallow seismic Rayleigh waves can be easily excited by a vertical hammer blow
on the surface and recorded with vertical component or three-component geophones along a
profile. Rayleigh waves have a high sensitivity to the S-wave velocity. Therefore, the analysis
of shallow seismic Rayleigh waves excited by hammer blows can reveal information about the
S-wave velocity structure in the first 10 m to 15 m of the subsurface. Rayleigh waves have a high
signal-to-noise ratio compared to body waves since the wavefields excited by a hammer blow
are dominated by surface waves. Furthermore, Rayleigh waves can be used to investigate sites
with low-velocity zones which is impossible by an analysis of refracted body waves.
Established methods for the inversion of surface waves are the inversion of dispersion curves
(e. g. Wathelet et al., 2004 or review article of Socco et al., 2010) or Fourier-Bessel expansion
coefficients (Forbriger, 2001, 2003a,b). These methods assume 1D subsurface structures where
the material properties vary only with depth. However, this assumption is not satisfied in many
applications of practical relevance. To investigate sites where the subsurface properties change
also along the profile approaches are applied where the recorded data sets are divided into sub-
sets. Afterwards, a 1D subsurface model is derived from each subset. Finally, the 1D models
are connected to a pseudo 2D subsurface model for interpretation (e. g. Bohlen et al., 2004).
However, the lateral resolution of the obtained 2D subsurface models is limited because the pro-
file length of the analyzed subsets cannot be chosen arbitrarily small. The length of the profiles
determine the lowest frequency for which phase velocities can be estimated and therefore the
maximum depth of the derived 1D models. O’Neill et al. (2008) for example discuss this problem
for a subsurface structure containing a soft sinkhole. They conclude that the lateral extent of the
sinkhole must be larger than half of the spread lengths of the analyzed subsets to allow a reliable
interpretation. Furthermore, these concepts break down for data sets where no continuous dis-
persion curves can be extracted which is the case for strong lateral variations or 3D subsurface
structures (see e. g. data set Lerchenberg in Forbriger, 2001).
To invert also for strong 2D and 3D structures full waveform inversion (FWI) must be applied.
Many structures of practical relevance are 3D structures rather than 2D structures. Therefore,
3D FWI is required in a long-term view. However, 3D elastic FWI is still computationally too
expensive for frequently repeat runs due to the huge number of forward problems that must be
solved during FWI numerically (Butzer et al., 2013). Therefore, 2D FWI is applied in this thesis.
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information content of the recorded waveforms. There are different approaches for FWI dis-
cussed in literature. Waveform sensitivity kernels can be calculated by applying the first-order
Born approximation which describe changes in the seismograms due to changes in the subsur-
face parameters (Schumacher & Friederich, 2013; Auras et al., 2013; Chen et al., 2007). These
waveform sensitivity kernels can be used to solve the inverse problem. Another wide-spread
method is FWI using the adjoint approach which was introduced into seismics by Tarantola
(1984) for acoustic wave propagation. Later it was generalized to elastic (Mora, 1987) and vis-
coelastic wave propagation (Tarantola, 1988). FWI using the adjoint approach directly provides
the gradient of the misfit function without explicitly calculating the waveform sensitivity kernels.
Therefore, only gradient-based methods can be used to solve the optimization problem which
have a slower convergence than optimization methods that use the second derivative of the
misfit function provided by the kernels. However, the numerical implementation of the adjoint
approach is very efficient. The suitability of the FWI approaches depends on the specific prob-
lem. For data sets with a large number of receivers and a small number of sources the adjoint
approach is preferable with respect to computation time (Chen et al., 2007). It is therefore mainly
applied in active source seismics. A third approach is the application of global search algorithms
in FWI. However, this approach can be only applied to problems with small parameter spaces
(Auras et al., 2013). It is therefore more suited for material testing using ultrasonic measure-
ments. Mosca et al. (2013) also successfully applied FWI using a global search algorithm to a
shallow seismic field data set. The obtained model could be used as initial model in a subse-
quent FWI using a local optimization approach. An advantage of global search strategies is that
they implicitly provide a resolution analysis since they search for optimal models in the whole
parameter space.
FWI using the adjoint approach was first formulated in time-domain (e. g. Tarantola, 1984; Mora,
1987) and later in frequency-domain (e. g. Pratt & Worthington, 1990; Pratt, 1990, 1999). Calcu-
lation of the gradient of the misfit function in the frequency-domain is more efficient concerning
memory consumption because the gradient is calculated only for a few discrete frequencies or
even only one discrete frequency. However, the frequencies must be chosen carefully to en-
sure convergence to the global minimum (Sirgue & Pratt, 2004). With respect to surface waves
Romdhane et al. (2011) report that they have to invert at least three discrete frequencies simul-
taneously to reconstruct the subsurface structure. They perform a synthetic study where they
apply 2D elastic FWI in the frequency-domain to Rayleigh waves to image the shallow structure.
I apply a 2D FWI code developed by Ko¨hn (2011). It uses the time-domain adjoint method. A
time-domain finite-difference scheme is implemented as forward solver (Virieux, 1986; Levander,
1988; Bohlen, 2002). A collection of other forward solvers which are used in FWI is given by
Virieux & Operto (2009) and Fichtner (2011).
There are already a few applications of FWI to shallow seismic surface waves. Romdhane et al.
(2011) performed a synthetic study where they successfully inverted Rayleigh waves in a com-
plex geological setting with topography. They apply a 2D elastic FWI in the frequency-domain.
They use elastic forward modeling and assume an a priori known source wavelet in their tests.
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Tran & McVay (2012) show a synthetic as well as a field data application where they invert sur-
face waves up to 20 Hz to image the subsurface structure down to 20 m depth. They apply elastic
FWI in the time-domain including elastic forward modeling. In their synthetic tests they success-
fully reconstruct low and high velocity layers in the 2D S-wave velocity model for both, noise-free
and noisy data. Furthermore, they resolve a low velocity layer in the field data example. The
S-wave velocity model obtained in the field data application is compared to a standard penetra-
tion test (SPT) analysis. The results appear to be consistent. Bretaudeau et al. (2013) apply
2D elastic FWI on a layered medium with an inclusion for synthetic data and laboratory data
which are obtained by small-scale physical modeling. The used inversion scheme is formulated
in the frequency-domain and considers anelastic wave propagation. Artefacts occur in the in-
version result of the data recorded in the laboratory due to inaccuracies in the estimated source
wavelets and singularities of the gradient close to the sources. Nevertheless, the inclusion is
reconstructed.
These first successful applications show the potential of FWI applied to Rayleigh waves espe-
cially to image 2D structures. However, application of FWI to shallow seismic Rayleigh waves
is in an early stage. Published studies use different forward solvers, optimization methods, and
preprocessing techniques which account for the effect of the unknown source wavelet or the
difference in 3D and 2D spreading between recorded data and synthetics. No common concept,
especially for the inversion of field data, evolved yet.
The main objective of this work is the application of 2D FWI to shallow seismic field data. Main
challenges in the inversion of field data are the 3D/2D transformation that must be applied to
the field data prior to the application of 2D FWI. Furthermore, the unknown source wavelet must
be estimated and the effects of anelastic damping must be considered. In my studies I partly
address these problems by tests with synthetic data. Finally, I apply FWI to a field data set.
This thesis is organized as follows.
Chapter 2 discusses the fundamentals of 2D FWI using the adjoint approach. The gradient of
the misfit function which is used for solving the inverse problem in the later chapters is derived
considering viscoelastic wave propagation. Furthermore, some details about the numerical im-
plementation are described. Finally, appropriate 3D/2D transformation techniques for shallow
seismic Rayleigh waves are introduced. Field data are in general acquired with point sources. In
2D FWI a 2D forward solver is applied which uses implicitly line sources. Therefore, the recorded
point-source seismograms must be transformed to corresponding line-source seismograms prior
to the application of 2D FWI.
FWI aims to find a subsurface model that predicts the full recorded seismograms. Therefore,
the forward problem is solved many times and the synthetic data are compared to the field data.
An improvement of the reconstructed subsurface model is in general achieved when the data
misfit between the synthetic data and the field data decreases. Therefore, a crucial prerequisite
for a successful FWI is an appropriate forward solver. The simulated wave propagation must
reproduce all significant physical effects that are contained in the field data. Therefore, I perform
benchmark tests of the forward solver implemented in the 2D FWI code. A finite-difference time-
8domain scheme is used for forward modeling. This scheme and the results of the benchmark
tests are presented in Chapter 3.
Chapter 4 deals with synthetic tests where FWI is applied to synthetic data which are used as
pseudo-observed data in the inversion. These tests are called reconstruction tests because the
true subsurface model is known and the reconstruction of this model by FWI can be directly eval-
uated. The effects of anelastic damping as well as of the influence of the P-wave velocity model
on the reconstruction of the S-wave velocity model are studied by means of reconstruction tests.
Both, monoparameter and multiparameter tests are performed.
The application of FWI to field data is discussed in Chapter 5. The analyzed data set was ac-
quired on a predominantly depth dependent structure in unconsolidated sediments. A 1D sub-
surface model is derived from the field data set by a joint inversion of Fourier-Bessel expansion
coefficients and first arrival P-wave travel times for the purpose of comparison. The preprocess-
ing applied to the field data prior to the 2D FWI is described as well as the 2D subsurface model
which is obtained by 2D FWI. Finally, the 1D and 2D S-wave velocity models are compared.
Finally, Chapter 6 summarizes the main results of the work.
Chapter 2
Basic principles
2.1 Full waveform inversion using the adjoint approach
Full waveform inversion (FWI) aims to use the full information content of the seismic waveforms
to reconstruct high-resolution images of the subsurface. In my work I applied an FWI based on
the adjoint method. This method was firstly introduced into seismics by Tarantola (1984) for the
acoustic case and was later formulated for more general cases (e. g., elastic case by Mora, 1987
and viscoelastic case by Tarantola, 1988). During an FWI a previously defined misfit function
is minimized. With the adjoint method the gradient of the misfit function can be calculated nu-
merically very efficiently. The optimization problem is then solved using a steepest descent or
conjugate gradient method. The idea is to update the model parameters in the opposite direction
of the gradient of the misfit function to reduce the misfit. As the calculation of the gradient of the
misfit function is one of the basics of the FWI method applied in this theses, it is discussed in
detail in this section.
2.1.1 Wave equation
The wave propagation in a volume V can be described by (Aki & Richards, 2002; Tarantola,
1988)
ˆLkl(~x)ul(~x, t) = fk(~x, t) (2.1)
with the operator
ˆLkl(~x) = ρ(~x)δkl
∂ 2
∂ t2 −
1
2
∂
∂x j
Ψ jkml(~x, t)∗ ∂∂xm −
1
2
∂
∂x j
Ψ jkln(~x, t)∗ ∂∂xn (2.2)
where ~x ∈ V and t ∈ [t0,∞). ul is the l-component of the particle displacement vector, ρ the
density and fk the k-component of an external force density. Ψ is a tensor of rank four that con-
tains the time derivatives of the relaxation functions which describe the rheology of the medium.
They are also named rate of relaxation functions (Tarantola, 1988). ∗ denotes a convolution. δi j
is the Kronecker symbol with δi j = 1 for i = j and δi j = 0 for i 6= j. I assume that the material
properties do not change with time. Therefore, the wave equation is time invariant. (Ψ jkml is also
assumed to be time invariant. The argument t occurs due to the convolution.) I use the Einstein
summation convention which implies the summation over repeated indices within a product. In
some later equations the summations of the convention are partly written explicitly to emphasize
their physical meaning.
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Due to the symmetry of the strain tensor and the following symmetry Ψ jkln = Ψ jknl Equa-
tion (2.2) can be written as
ˆLkl(~x) = ρ(~x)δkl
∂ 2
∂ t2 −
∂
∂x j
Ψ jkml(~x, t)∗ ∂∂xm with
[
ˆLkl
]
= 1
kg
m3s2
. (2.3)
Due to the convolution in the differential operator in Equation (2.3) also Equation (2.1) implicitly
involves a convolution.
To uniquely define the problem given in Equation (2.1) initial and boundary conditions must be
defined. I assume the initial conditions
ul(~x, t) = 0 for t ≤ t0 (2.4a)
∂ul(~x, t)
∂ t = 0 for t ≤ t0. (2.4b)
As boundary condition one can for example use a free surface condition (Tarantola, 1988) with
n j(~ξ ) Ψ jkml(~ξ , t)∗ ∂ul∂xm (
~ξ , t) = 0 for ~ξ ∈ S (2.5)
where S is the surface of the volume V , ~ξ is a point on this surface and n j is the outward pointing
unit normal vector of the surface S.
Elastic material
For a purely elastic medium it is (Tarantola, 1988)
Ψ jkml(~x, t) = M jkml(~x)δ (t) (2.6)
with the tensor M jkml of the elastic constants and the delta function δ (t). For this reason the
differential operator of Equation (2.3) simplifies to
ˆLkl(~x) = ρ(~x)δkl
∂ 2
∂ t2 −
∂
∂x j
M jkml(~x)
∂
∂xm
. (2.7)
For a homogeneous isotropic medium the elements of the tensor of elastic constants are given
by
M jkml = δ jkδmlλ +(δ jmδkl +δ jlδkm)µ with
[
M jkml
]
= [λ ] = [µ] = 1 kg
m s2
= 1Pa (2.8)
and with the Lame´ parameters λ and µ .
Viscoelastic material - Generalized standard linear solid
The 2D FWI code DENISE which I applied uses a generalized standard linear solid (GSLS)
as rheological model. Therefore, I focus on the description of this rheological model. In this
section I will only review the equations needed for the following derivation of the gradient of the
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misfit function. A more detailed overview about a GSLS is given in Appendix A. Considering
an isotropic and isothermal medium with a rheology described by a GSLS the tensor elements
Ψ jkml are expressed by
Ψ jkml = δ jkδml (ψ˙p(t)−2ψ˙s(t))+(δ jmδkl +δ jlδkm)ψ˙s(t), (2.9)
where ψ˙ = ∂ψ/∂ t is a time derivative and
ψp(t) = pir
[
1+
L
∑
l=1
(
τ pεl
τσ l
−1
)
e−t/τσ l
]
H(t) = ψˆp(t)H(t) (2.10a)
ψs(t) = µr
[
1+
L
∑
l=1
(
τsεl
τσ l
−1
)
e−t/τσ l
]
H(t) = ψˆs(t)H(t) (2.10b)
are the relaxation functions of the L relaxation mechanisms for P and S-waves, respectively
(Liu et al., 1976; Carcione et al., 1988; Robertsson et al., 1994). The relaxation functions de-
scribe the evolution of the stress caused by a unit step function in the strain (Emmerich & Korn,
1987). pir is the relaxed P-wave modulus (modulus for compressional waves) and µr the relaxed
shear modulus. The relaxed moduli are related to the material properties in case of very low fre-
quencies (ω → 0 where ω is the angular frequency, see Appendix A.2.2). The P-wave modulus
is pi = λ +2µ . τ pεl and τsεl are the retardation times of the strain of the l-th relaxation mechanism
for P and S-waves and τσ l the corresponding relaxation times for the stress.
As a further simplification the τ method is used. It was suggested by Blanch et al. (1995) to
reduce the number of variables that describe a GSLS. The L retardation times τ pεl and τ
s
εl,
respectively, are replaced by dimensionless variables τ p and τs with
τ p =
τ pεl
τσ l
−1 (2.11a)
τs =
τsεl
τσ l
−1. (2.11b)
Generally, the τ method is used to approximate a frequency independent quality factor Q in a
limited frequency interval (Blanch et al., 1995). The relaxation times or relaxation frequencies
fl = 1/(2piτσ l), respectively, determine, in which frequency interval this approximation is valid.
Generally, this frequency interval is equal for P and S-waves (Bohlen, 1998). Therefore, the
same relaxation times are used in ψp and ψs in Equation (2.10). The values of τ p and τs are
related to the value of the quality factors for P and S-waves (see Appendix A.2.4).
In the limit of high frequencies (ω → ∞) the material properties are described by the unrelaxed
moduli (see Appendix A.2.2)
piu = pir
(
1+
L
∑
l=1
(
τ pεl
τσ l
−1
))
= pir (1+Lτ p) = ψˆp(0) (2.12a)
µu = µr
(
1+
L
∑
l=1
(
τsεl
τσ l
−1
))
= µr (1+Lτs) = ψˆs(0). (2.12b)
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Applying a time derivative to Equation (2.10) and inserting Equation (2.11) leads to (Carcione et al.,
1988)
ψ˙p(t) = ψˆp(t)δ (t)−ΦpH(t) (2.13a)
ψ˙s(t) = ψˆs(t)δ (t)−ΦsH(t), (2.13b)
with the response functions of the medium
Φp(t) =
L
∑
l=1
ϕpl(t) (2.14a)
Φs(t) =
L
∑
l=1
ϕsl(t) (2.14b)
with
ϕpl(t) =
pir
τσ l
τ pe−t/τσ l =
piu
τσ l
τ p
1+Lτ p
e−t/τσ l (2.15a)
ϕsl (t) =
µr
τσ l
τse−t/τσ l =
µu
τσ l
τs
1+Lτs
e−t/τσ l . (2.15b)
Using the τ method the anelastic properties of a medium can be described by the unrelaxed
moduli piu and µu, the τ values for P and S-waves and the relaxation times τσ l.
2.1.2 Green’s function
The Green’s function Gln(~x, t;~x′, t ′) is defined as the solution of the differential equation
ˆLkl(~x)Gln(~x, t;~x′, t ′) = δknδ 3(~x−~x′)δ (t− t ′) (2.16)
with a point source at location~x′ and time t ′ in direction of the n-th component. δ 3(~x) and δ (t)
are Dirac’s delta functions with physical units of 1
m3
and 1s , respectively. The physical unit of the
Green’s function is [Gln]= 1 mN·s . The particle displacement and solution of Equation (2.1) for an
arbitrary force density fn(~x′, t ′) in Nm3 is
ul(~x, t) =
∫
V
∫
∞
−∞
Gln(~x, t;~x′, t ′) fn(~x′, t ′) d t ′d3~x′ with [ul] = m. (2.17)
Due to the initial conditions defined in Equation (2.4) the Green’s function is causal (Gln(~x, t;~x′, t ′) =
0 for t < t ′). If we additionally assume fn(~x′, t ′) = 0 for t ′ < 0 the integration limits in Equa-
tion (2.17) can be adjusted to
ul(~x, t) =
∫
V
∫ t
0
Gln(~x, t;~x′, t ′) fn(~x′, t ′) d t ′d3~x′. (2.18)
Furthermore, it is (Tarantola, 1988)
Gln(~x, t;~x′, t ′) = Gln(~x, t− t ′;~x′,0) (2.19)
since I assume that the material properties do not change with time. Additionally, the source-
receiver reciprocity
Gln(~x, t− t ′;~x′,0) = Gnl(~x′, t− t ′;~x,0) (2.20)
becomes valid (e. g. Tarantola, 1988; Carcione, 2001).
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2.1.3 Partial derivatives
In the following a reference model is considered which is defined by the vector of model pa-
rameters ~m0. The wave propagation in this reference model is described by the differential
operator ˆL(0)kl of Equation (2.1) and the Green’s function solving the differential equation is G
(0)
ln .
To apply scattering theory the material properties of the reference medium are perturbed by δ~m
which leads to a new model
~m = ~m0 +δ~m. (2.21)
The differential operator depends on the model parameters. Due to the change in the material
properties the differential operator
ˆLkl(~x,~m) = ˆL
(0)
kl (~x,~m0)+
ˆL(1)kl (~x,δ~m) (2.22)
changes and deviates by ˆL(1)kl from the differential operator of the reference model. In addition,
the Green’s function changes too and can be described by
Gln(~x, t− t ′;~x′,0) = G(0)ln (~x, t− t ′;~x′,0)+G
(1)
ln (~x, t− t ′;~x′,0). (2.23)
The partial derivatives of the synthetic data in the perturbed model with respect to the model
parameters are (Forbriger, 2009)
∂
∂mk
∣∣∣∣
~m=~m0
Gln(~x, t− t ′;~x′,0) = ∂∂ δmk
∣∣∣∣
δ~m=0
Gln(~x, t− t ′;~x′,0) =
−
∫
V
∫
∞
−∞
G(0)lm (~x, t− t ′′;~x′′,0)
∂
∂ δmk
∣∣∣∣
δ~m=0
ˆL(1)mi (~x
′′,δ~m)G(0)in (~x′′, t ′′− t ′;~x′,0)d t ′′d3~x′′,
(2.24)
where mk is the k-th model parameter and ∂/∂mk = ∂/∂δmk is valid due to Equation (2.21).
In a physical interpretation the Green’s function G(0)in (~x′′, t ′′− t ′;~x′,0) describes the propagation
of the wavefield in the reference medium from a source at ~x′ and time t ′ to a scatterer in the
medium at ~x′′. The scattering of the wavefield is described by the perturbed differential oper-
ator ˆL(1)mi . Finally, the Green’s function G
(0)
lm (~x, t− t ′′;~x′′,0) describes the propagation from the
scatterer to a point~x in the medium.
2.1.4 Gradient of the misfit function
For the derivation of the gradient of the misfit function I closely follow the work of Tromp et al.
(2005) as well as Bozdag˘ et al. (2011) which discuss the derivation for the elastic case. How-
ever, I consider in the following viscoelastic wave propagation.
As defined in Equation (2.21) the vector of the model parameters in the reference model is de-
noted by ~m0 and the perturbation of the model parameters is denoted by δ~m. The observed
particle displacement of the j-th component at point~xr is d j(~xr, t) and the corresponding syn-
thetic particle displacement is s j(~xr, t,~m). The particle displacement field in the reference
model is s0 j(~xr, t,~m0) which means that it is s j(~xr, t,δ~m = 0) = s0 j(~xr, t,~m0).
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The misfit is defined by
E =
nr∑
r=1
nc∑
j=1
∫ T
0
g
[
d j(~xr, t),s j(~xr, t,~m)
]
d t (2.25)
where g quantifies the discrepancy between the observed and the synthetic data at receiver r at
point~xr. nr is the number of receivers, nc is the number of components, and T is the recording
time. For convenience, I assume a data set with only one source. If a data set with more sources
is considered the misfit definition in Equation (2.25) includes an additional sum over the sources.
The physical unit of the misfit is [E] = [g] s.
The negative gradient of the misfit function points into the steepest descent direction in the model
space and provides the direction in which the misfit decreases strongest. To minimize the misfit
function the model update ∆~m in a steepest descent method is calculated by
∆mk =−α ∂E∂ mk
∣∣∣∣
~m=~m0
(2.26)
with a factor α that determines the step length. The factor α must be scaled appropriately to pro-
vide the correct physical units. This is discussed in more detail in Section 2.3.2. Equation (2.25)
together with the chain rule yields the gradient of the misfit function
∂E
∂ mk
∣∣∣∣
~m=~m0
=
nr∑
r=1
nc∑
j=1
∫ T
t=0
∂s jg
∂ s j(~xr, t,~m)
∂mk
d t
∣∣∣∣
~m=~m0
(2.27)
where ∂s jg denotes the Fre´chet derivative following the work of Bozdag˘ et al. (2011).
Using Equation (2.17) together with Equation (2.24) the partial derivatives of the synthetic seis-
mograms with respect to the model parameters can be expressed by (see Appendix B.1 for
details)
∂
∂mk
∣∣∣∣
~m=~m0
s j(~xr, t) =−
∫
V
∫ t
0
G(0)jm(~xr, t−t ′′;~x′′,0)
∂
∂δmk
∣∣∣∣
δ~m=0
ˆL(1)mi (~x
′′,δ~m)s0i(~x′′, t ′′) d t ′′d3~x′′.
(2.28)
Inserting these partial derivatives into Equation (2.27) yields
∂E
∂mk
∣∣∣∣
~m=~m0
=−
nr∑
r=1
nc∑
j=1
∫ T
t=0
∂s jg(~xr, t,~m)
∣∣
~m=~m0
×
∫
V
∫ t
t ′′=0
G(0)jm(~xr, t− t ′′;~x′′,0)
∂
∂δmk
∣∣∣∣
δ~m=0
ˆL(1)mi (~x
′′,δ~m)s0i(~x′′, t ′′) d t ′′d3~x′′d t.
(2.29)
In the next step the order of time integrals is interchanged which leads to a change in the inte-
gration limits. This is sketched in Figure 2.1. For the gradient of the misfit function one obtains
∂E
∂mk
∣∣∣∣
~m=~m0
=−
∫
V
∫ T
t ′′=0
nr∑
r=1
nc∑
j=1
∫ T
t=t ′′
G(0)jm(~xr, t− t ′′;~x′′,0) ∂s jg(~xr, t,~m)
∣∣
~m=~m0
d t
︸ ︷︷ ︸
Φm(~x′′,t ′′)
× ∂∂δmk
∣∣∣∣
δ~m=0
ˆL(1)mi (~x
′′,δ~m)s0i(~x′′, t ′′)d t ′′d3~x′′
(2.30)
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t
t ′′
t = T
t ′′ = t
t = 0
t ′′ = 0
∫ T
t=0
∫ t
t ′′=0 . . .dt ′′ dt
=
∫ T
t ′′=0
∫ T
t=t ′′ . . .dt dt ′′
Figure 2.1: Sketch to demonstrate the determination of integral limits after a change of the integration
order.
where the wavefield Φm(~x′′, t ′′) is discussed in more detail in the following. Using the source-
receiver reciprocity (Equation 2.20) it can be expressed by
Φm(~x′′, t ′′) =
nr∑
r=1
nc∑
j=1
∫ T
t=t ′′
G(0)m j (~x
′′, t− t ′′;~xr,0) ∂s jg(~xr, t,~m)
∣∣
~m=~m0
d t. (2.31)
The substitution t = T − tˆ or tˆ = T − t, respectively, reverts the time axis and shifts the origin of
the time axis to T . It is
d t = (−1)d tˆ
and the limits of the integral after the substitution are
tˆ1 = T − t1 = T − t ′′ and tˆ2 = T − t2 = 0.
Applying the substitution and reverting the integration limits results in
Φm(~x′′, t ′′) =
nr∑
r=1
nc∑
j=1
∫ T−t ′′
tˆ=0
G(0)m j (~x
′′,T − tˆ− t ′′;~xr,0) ∂s jg(~xr,T − tˆ,~m)
∣∣
~m=~m0
d tˆ. (2.32)
Now the so-called adjoint sources (Tromp et al., 2005; Bozdag˘ et al., 2011) can be defined by
f †j (~x, tˆ) =
nr∑
r=1
∂s jg(~xr,T − tˆ,~m)
∣∣
~m=~m0
δ (~x−~xr) with
[
f †j
]
=
[g]
m4
(2.33)
which results in
Φm(~x′′, t ′′) =
nc∑
j=1
∫ T−t ′′
tˆ=0
∫
V
G(0)m j (~x
′′,T − tˆ− t ′′;~x,0) f †j (~x, tˆ) d3~x d tˆ. (2.34)
Again we can use the concept of Green’s function (Equation 2.17) to define the adjoint wavefield
s†m(~x
′′,τ) =
nc∑
j=1
∫ τ
0
∫
V
G(0)m j (~x
′′,τ− tˆ;~x,0) f †j (~x, tˆ) d3~x d tˆ (2.35)
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which is excited by the adjoint sources and which is related to the wavefield Φ by
Φm(~x′′, t ′′) = s†m(~x′′,T − t ′′). (2.36)
Due to the summation over the receivers in the definition of the adjoint sources f †j (Equa-
tion 2.33) the adjoint wavefield can be calculated with only one forward modeling independent
of the number of used receivers. I want to mention here that the adjoint wavefield is not a
displacement wavefield. Its physical unit is 1 s
2[g]
kg m . The adjoint wavefield is also often called
backpropagated wavefield which is related to the time reversal applied in this derivation. For the
adjoint wavefield Φm(~x′′, t ′′) the conditions of Equation (2.4) act as final conditions which results
in
Φm(~x′′, t ′′) = 0 for t ′′ ≥ T (2.37a)
∂Φm(~x′′, t ′′)
∂ t ′′ = 0 for t
′′ ≥ T . (2.37b)
In practice, the adjoint wavefield is obtained by calculating the adjoint sources via Equation (2.33)
and afterwards run a forward propagation where the adjoint sources act simultaneously as
sources at the receiver positions.
Using Equation (2.36) in Equation (2.30) the gradient of the misfit function is
∂E
∂mk
=−
∫
V
∫ T
t ′′=0
s†m(~x
′′,T − t ′′) ∂∂δmk
∣∣∣∣
δ~m=0
ˆL(1)mi (~x
′′,δ~m)s0i(~x′′, t ′′)dt ′′d3~x′′. (2.38)
In a next step the perturbation of the differential operator (see Equation 2.3) is inserted and
integration by parts is applied (detailed calculation in Appendix B.2). Denoting the perturbations
in the model parameters with δρ and δΨ it is
∂E
∂mk
=
∫
V
∫ T
t ′′=0
∂ s†m(~x′′,T − t ′′)
∂ t ′′
∂δρ(~x′′)
∂δmk
δmi
∂ s0i(~x′′, t ′′)
∂ t ′′
− ∂ s
†
m(~x
′′,T − t ′′)
∂x′′j
∂δΨ jmni(~x′′, t ′′)
∂δmk
∗ ∂ s0i(~x
′′, t ′′)
∂x′′n
d t ′′d3~x′′
(2.39)
where I omitted that the partial derivative of ˆL(1)mi (~x′′,δ~m) must be evaluated at δ~m = 0. Since the
perturbation ˆL(1)mi of the differential operator depends only linearly on the perturbation of the ma-
terial parameters the derivatives ∂ ˆL(1)mi /∂δmk are independent of the perturbations of the model
parameters δ~m.
Elastic material
If an isotropic elastic material is assumed δΨ is given by Equations (2.6) and (2.8). Inserting in
Equation (2.39) results in
∂E
∂mk
=
∫
V
∫ T
t ′′=0
∂ s†m(~x′′,T − t ′′)
∂ t ′′
∂δρ(~x′′)
∂δmk
δmi
∂ s0i(~x′′, t ′′)
∂ t ′′
− ∂ s
†
m(~x
′′,T − t ′′)
∂x′′j
∂
(
δ jmδniδλ (~x′′)+(δ jnδmi +δ jiδmn)δ µ(~x′′)
)
∂δmk
∂ s0i(~x′′, t ′′)
∂x′′n
dt ′′d3~x′′.
(2.40)
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The 2D FWI implementation used in this work is a grid based method because the finite-
difference method is used for forward modeling. Therefore, in the elastic case the model pa-
rameters are the density ρ and the Lame´ parameters λ and µ at the grid points of the inversion
grid which in this work coincides with the grid used for the forward simulation. As the derivative
of the differential operator with respect to a material parameter is only non-zero at the grid point
of this model parameter the integration in Equation (2.40) over the volume V is limited to the
corresponding grid cell. In the 2D case the gradient of the misfit function with respect to the
different model parameters is
∂E
∂ρk
=
∫ T
0
(
∂ s†1(~x′′,T − t ′′)
∂ t ′′
∂ s01(~x′′, t ′′)
∂ t ′′ +
∂ s†2(~x′′,T − t ′′)
∂ t ′′
∂ s02(~x′′, t ′′)
∂ t ′′
)
d t ′′∆x′′3 (2.41)
∂E
∂λk
=−
∫ T
0
(
∂ s†1
∂x′′1
∂ s01
∂x′′1
+
∂ s†1
∂x′′1
∂ s02
∂x′′2
+
∂ s†2
∂x′′2
∂ s01
∂x′′1
+
∂ s†2
∂x′′2
∂ s02
∂x′′2
)
d t ′′∆x′′3 (2.42a)
=−
∫ T
0
(
∂ s†1(~x′′,T − t ′′)
∂x′′1
+
∂ s†2(~x′′,T − t ′′)
∂x′′2
)
·
(∂ s01(~x′′, t ′′)
∂x′′1
+
∂ s02(~x′′, t ′′)
∂x′′2
)
d t ′′∆x′′3
(2.42b)
∂E
∂ µk
=−
∫ T
0
[
2
∂ s†1
∂x′′1
∂ s01
∂x′′1
+
∂ s†1
∂x′′2
∂ s02
∂x′′1
+
∂ s†1
∂x′′2
∂ s01
∂x′′2
+
∂ s†2
∂x′′1
∂ s01
∂x′′2
+
∂ s†2
∂x′′1
∂ s02
∂x′′1
+2
∂ s†2
∂x′′2
∂ s02
∂x′′2
]
d t ′′∆x′′3
(2.43a)
=−
∫ T
0
[(
∂ s†1(~x′′,T − t ′′)
∂x′′2
+
∂ s†2(~x′′,T − t ′′)
∂x′′1
)
·
(∂ s01(~x′′, t ′′)
∂x′′2
+
∂ s02(~x′′, t ′′)
∂x′′1
)
(2.43b)
+ 2
(
∂ s†1(~x′′,T − t ′′)
∂x′′1
∂ s01(~x′′, t ′′)
∂x′′1
+
∂ s†2(~x′′,T − t ′′)
∂x′′2
∂ s02(~x′′, t ′′)
∂x′′2
)]
d t ′′∆x′′3
where I partly omitted the dependence of the wavefield variables s and s† on time t ′′ and point~x′′
in interest of clarity. ρk, λk and µk denote the model parameters of a grid cell at point ~x′′.
Assuming elastic wave propagation the gradient of the misfit function can be calculated by a
zero-lag cross-correlation of the forward propagated wavefield and the adjoint wavefield.
Viscoelastic material - Generalized standard linear solid
If viscoelastic forward modeling is considered the elements of the tensor ˜Ψ for an isotropic
material and a GSLS as rheological model are given by Equation (2.9) and (2.13). The medium
can be parametrized by the density ρ , the unrelaxed P-wave modulus piu, the unrelaxed shear
modulus µu, the τ values τ p and τs for P and S-waves, respectively, and the relaxation times τσ l
(compare Section 2.1.1). Since in the τ method the relaxation times determine the frequency
interval where a constant quality factor is approximated an inversion for them is not meaningful.
The frequency interval is already fixed prior to the inversion due to the frequency content of the
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observed data. The τ values τ p and τs are closely related to the values of the quality factors Qp
and Qs for P and S-waves. In the presented studies I do not invert for τ values or quality factors.
An inversion for these parameters has most likely a high ambiguity especially in an inversion of
field data where noise is present in the observed data and the amplitudes are also influenced
by receiver coupling and differences in the transfer functions of the geophones. In my tests
I assume a constant a priori known quality factor Q and determine a τ value and relaxation
frequencies which approximate the constant Q value in the desired frequency range. The model
parameters I invert for are the density and the unrelaxed moduli piu and µu. Nevertheless, the
viscoelastic case is more complicated than the elastic case. As stated in Equations (2.14) and
(2.15) the response functions ϕpl and ϕsl and therefore also Φp and Φs depend on the unrelaxed
moduli and contribute to the gradients of the unrelaxed moduli. For example, the gradient for the
unrelaxed P-wave modulus is
∂E
∂piuk
=−
∫ T
0
(
∂ s†1(~x′′,T − t ′′)
∂x′′1
+
∂ s†2(~x′′,T − t ′′)
∂x′′2
)
×
{ [
1
1+Lτ p
(
1+
L
∑
l=1
τ pe−t
′′/τσ l
)
δ (t ′′)︸ ︷︷ ︸
h1(t ′′)=
∂ ψˆp
∂ piu δ (t
′′)
−
(
L
∑
l=1
1
τσ l
τ p
1+Lτ p
e−t
′′/τσ l H(t ′′)
)
︸ ︷︷ ︸
h2(t ′′)=
∂ Φp
∂ piu H(t
′′)
]
∗
(∂ s01(~x′′, t ′′)
∂x′′1
+
∂ s02(~x′′, t ′′)
∂x′′2
)}
d t ′′∆x′′3
(2.44)
where the identity f (t) ∗ [g1(t) + g2(t)] = [ f (t) ∗ g1(t)]+ [ f (t) ∗ g2(t)] is used. The expres-
sion in square brackets is the derivative of the rate of relaxation function ψ˙p with respect to the
unrelaxed modulus piu (Equation 2.13) which must be convolved with the forward propagated
wavefield. Due to the δ -function the convolution of the first summand h1 with the forward propa-
gated wavefield simplifies and results in the forward propagated wavefield only. This contribution
to the gradient can be easily calculated by a zero-lag cross-correlation of forward and adjoint
wavefields like in the elastic case. The second summand includes a convolution which is com-
putationally more expensive. To estimate the contributions of the two summands to the gradient
the Fourier transforms of h1 and h2 can be compared. The Fourier transform of h1 is 1 and the
Fourier transform of h2 is
H2(ω) =
L
∑
l=1
τ p
1+Lτ p
1
iωτσ l +1
. (2.45)
Figure 2.2 displays the amplitude spectra of H2 for two approximated quality factors of Q ≈ 10
and Q ≈ 50. In the dominant frequency band used in the inversions between 10 Hz and 70 Hz
the amplitude is lower than 0.3 even for a rather small quality factor of Q=10. This indicates that
the contribution of the second summand (including the convolution) is smaller than the contribu-
tion of the first summand and should therefore influence the direction of the gradient of the misfit
function less.
In the studies presented in this thesis I approximate the gradient of the misfit function by ne-
glecting the summands depending on the convolution of the response functions with the forward
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Figure 2.2: Amplitude spectra of H2(ω) calculated with Equation (2.45) for approximated Q values
of 10 and 50.
propagated wavefields. This is a critical step since it changes the gradient direction. However,
as long as all significant physical effects are considered in the forward modeling the quality of
a model update during an FWI can be analyzed by running a forward simulation with the new
model parameters and calculating the misfit. If the approximation of the gradient is not accurate
enough it can be recognized in an increase of the misfit. In the tests presented in this thesis I
observe no problems with an increasing misfit due to inaccurate gradient directions. However,
this observation could be model dependent.
The gradients for the unrelaxed moduli are approximated by
∂E
∂piuk
=−
∫ T
0
(
∂ s†1(~x′′,T − t ′′)
∂x′′1
+
∂ s†2(~x′′,T − t ′′)
∂x′′2
)
·
(∂ s01(~x′′, t ′′)
∂x′′1
+
∂ s02(~x′′, t ′′)
∂x′′2
)
d t ′′∆x′′3
(2.46)
and
∂E
∂ µuk
=
∫ T
0
[
−
(
∂ s†1(~x′′,T − t ′′)
∂x′′2
+
∂ s†2(~x′′,T − t ′′)
∂x′′1
)
·
(∂ s01(~x′′, t ′′)
∂x′′2
+
∂ s02(~x′′, t ′′)
∂x′′1
)
+2
(
∂ s†1(~x′′,T − t ′′)
∂x′′1
∂ s02(~x′′, t ′′)
∂x′′2
+
∂ s†2(~x′′,T − t ′′)
∂x′′2
∂ s01(~x′′, t ′′)
∂x′′1
)]
d t ′′∆x′′3.
(2.47)
Furthermore, the density gradient is given by
∂E
∂ρk
=
∫ T
0
(
∂ s†1(~x′′,T − t ′′)
∂ t ′′
∂ s01(~x′′, t ′′)
∂ t ′′ +
∂ s†2(~x′′,T − t ′′)
∂ t ′′
∂ s02(~x′′, t ′′)
∂ t ′′
)
dt ′′∆x′′3. (2.48)
To change the parametrization from the three parameters ρ , piu and µu to the parameters ρ ′, λ ′u
and µ ′u where λ ′u and µ ′u are the unrelaxed Lame´ parameters the chain rule can be applied. The
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parameters are related via
ρ = ρ ′, piu = λ ′u +2µ ′u, and µu = µ ′u
and the gradients can be expressed by
∂E
∂ρ ′ =
∂E
∂ρ
∂ρ
∂ρ ′ +
∂E
∂piu
∂piu
∂ρ ′ +
∂E
∂ µu
∂ µu
∂ρ ′ =
∂E
∂ρ (2.49a)
∂E
∂λ ′u
=
∂E
∂piu
∂piu
∂λ ′u
+
∂E
∂ µu
∂ µu
∂λ ′u
+
∂E
∂ρ
∂ρ
∂λ ′u
=
∂E
∂piu
(2.49b)
∂E
∂ µ ′u
=
∂E
∂piu
∂piu
∂ µ ′u
+
∂E
∂ µu
∂ µu
∂ µ ′u
+
∂E
∂ρ
∂ρ
∂ µ ′u
= 2
∂E
∂piu
+
∂E
∂ µu
(2.49c)
=−
∫ T
0
[(
∂ s†1
∂x′′2
+
∂ s†2
∂x′′1
)
·
(∂ s01
∂x′′2
+
∂ s02
∂x′′1
)
+2
(
∂ s†1
∂x′′1
∂ s01
∂x′′1
+
∂ s†2
∂x′′2
∂ s02
∂x′′2
)]
d t ′′∆x′′3.
Using the approximation described above the gradients for density and Lame´ parameters coin-
cide with the corresponding gradients in the elastic case.
Expression of gradients in a stress-velocity forward-modeling scheme
The gradients for the Lame´ parameters depend on the spatial derivatives of the forward and the
adjoint wavefields. The 2D FWI code DENISE used in this study applies a finite-difference stress-
velocity scheme as forward solver. Therefore it is advisable to express the spatial derivatives of
the wavefields in terms of stresses since they are explicitly calculated within the stress-velocity
scheme. The corresponding equations are given in Appendix B.3.
2.1.5 Gradients for P-wave velocity, S-wave velocity and density
Ko¨hn et al. (2012) investigated the effects of different parametrization in a 2D elastic FWI and
concludes that the reconstructed synthetic models are more accurate for a parametrization with
density and P and S-wave velocities instead of density and Lame´ parameters. They performed
a synthetic study for a reflection seismic geometry and explosive sources. Although these re-
sults possibly cannot be transferred directly to surface waves I decided to use density and the
seismic velocities as parametrization in my tests. The gradients for these parameters are again
calculated using the chain rule. With the relations
ρ ′ = ρ (2.50a)
v′p =
√
λ +2µ
ρ → λ = ρ
′(v′2p −2v′2s ) (2.50b)
v′s =
√µ
ρ → µ = ρ
′v′2s (2.50c)
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one obtains
∂E
∂v′p
= 2ρ ′v′p
∂E
∂λ (2.51a)
∂E
∂v′s
=−4ρ ′v′s
∂E
∂λ +2ρ
′v′s
∂E
∂ µ (2.51b)
∂E
∂ρ ′ = (v
′2
p −2v′2s )
∂E
∂λ + v
′2
s
∂E
∂ µ +
∂E
∂ρ . (2.51c)
2.2 Misfit definitions and corresponding adjoint sources
2.2.1 L2 norm
A widely used misfit definition in FWI is the L2 or least-squares norm where the misfit function is
defined by
E =
nr∑
r=1
nc∑
j=1
∫ T
0
(
d j(~xr, t)− s j(~xr, t,~m)
)2 d t. (2.52)
The derivative of the misfit function with respect to the model parameters is
∂E
∂mk
=
nr∑
r=1
nc∑
j=1
∫ T
0
−2(d j(~xr, t)− s j(~xr, t,~m)) ∂ s j(~xr, t,~m)∂mk d t. (2.53)
A comparison with Equation (2.27) yields
∂s jg(~xr, t,~m) =−2
(
d j(~xr, t)− s j(~xr, t,~m)
) (2.54)
for the Fre´chet derivative and therefore together with Equation (2.33) the adjoint sources
f †j (~x, t) =
nr∑
r=1
2
(
s0 j(~x,T − t, ~m0)−d j(~x,T − t)
)
δ (~x−~xr). (2.55)
When the L2 norm is used as misfit definition the residual seismograms are used as adjoint
sources.
2.2.2 L2 norm of normalized wavefields or global correlation norm
Choi & Alkhalifah (2012) suggested an L2 norm of the normalized wavefields as misfit definition.
In this definition each seismogram is normalized by its RMS value. Therefore, this misfit definition
is not sensitive to differences in the amplitude decay with offset. Furthermore, far and near-offset
traces can equally contribute to the misfit. The misfit function in time continuous form is
E =
nr∑
r=1
nc∑
j=1
∫ T
0

 s j(~xr, t,~m)(
1
T
∫ T
0 s
2j(~xr, t ′′,~m)dt ′′
)1/2 − d j(~xr, t)( 1
T
∫ T
0 d2j (~xr, t ′′)d t ′′
)1/2


2
d t. (2.56)
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By application of the binomial formula this misfit function can be also formulated as (Choi & Alkhalifah,
2012)
E = 2nr ·nc1
T
−2
nr∑
r=1
nc∑
j=1
∫ T
0
s j(~xr, t,~m) ·d j(~xr, t)(
1
T
∫ T
0 s
2
j(~xr, t ′′,~m)dt ′′
)1/2( 1
T
∫ T
0 d2j (~xr, t ′′)dt ′′
)1/2 dt (2.57)
where the second summand corresponds to a zero-lag cross-correlation between the normalized
observed and the normalized synthetic data. Choi & Alkhalifah (2012) name the misfit function
that consists only of the second term ‘global correlation norm’. (The minus sign is included in
this misfit definition so that the misfit is again minimized and not maximized.) Since the first
summand of Equation (2.57) is independent of the synthetic seismograms it does not contribute
to the adjoint sources. Therefore, the gradient of the misfit function formulated for the L2 norm
with normalized wavefields coincides with the gradient formulated for the global correlation norm.
To derive the adjoint sources the derivative of the misfit function with respect to the model pa-
rameters is calculated (Choi & Alkhalifah, 2012). It is (for details see Appendix B.4)
∂E
∂mk
=
nr∑
r=1
nc∑
j=1
∫ T
0
−2
[
d j(~xr, t)(
1
T
∫ T
0 s
2j(~xr, t ′′,~m)d t ′′
)1/2( 1
T
∫ T
0 d2j (~xr, t ′′)d t ′′
)1/2
−
(
1
T
∫ T
0 s j(~xr, t
′,~m)d j(~xr, t ′)dt ′
)
s j(~xr, t,~m)(
1
T
∫ T
0 s
2j(~xr, t ′′,~m)dt ′′
)3/2( 1
T
∫ T
0 d2j (~xr, t ′′)dt ′′
)1/2
]
∂ s j(~xr, t,~m)
∂mk
d t.
(2.58)
In analogy to the derivation for the L2 norm (previous section) the adjoint sources can be ex-
pressed by
f †j (~x, t) =
nr∑
r=1

− d j(~x,T − t)(
1
T
∫ T
0 s
2
0 j(~x, t
′′,~m0)dt ′′
)1/2( 1
T
∫ T
0 d2j (~x, t ′′)d t ′′
)1/2
+
1
T
∫ T
0 s0 j(~x, t
′,~m0)d j(~x, t ′) dt ′ s0 j(~x,T − t,~m0)(
1
T
∫ T
0 s
2
0 j(~x, t
′′,~m0)dt ′′
)3/2( 1
T
∫ T
0 d2j (~x, t ′′)d t ′′
)1/2

δ (~x−~xr)
(2.59)
where the factor of 2 is neglected because it only changes the overall amplitude of the adjoint
sources and the gradient, respectively. However, since the gradients are scaled before the model
update (see Section 2.3.2) this does not influence the results.
2.3 Numerical implementation of FWI
In my work I use the 2D FWI code DENISE which was developed by Ko¨hn (2011). This code is
available under the terms of GNU general public license under www.gpi.kit.edu/Software.php
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or www.opentoast.de. Figure 2.3 displays a flow chart of the main steps realized in DENISE
during one iteration step. Input parameters are the observed data and the initial model or the
model of the previous iteration step. First, the gradient of the misfit function is calculated within
a loop over the single shots. This step includes a forward modeling on the current subsurface
model where the wavefields of the stresses and the particle velocities are saved in memory.
Afterwards, the adjoint sources are calculated with the observed data and the simulated seis-
mograms at the receiver positions. Another modeling is applied where the adjoint sources are
propagated from the receiver positions back into the medium. Since the gradient of the misfit
function depends on zero-lag cross-correlations of the forward and the adjoint wavefields the
gradient is calculated on the fly within the same loop over time steps that is used for the back-
propagation. Therefore, the adjoint method is numerically very efficient. The gradient of the
misfit function is divided into three parts: a gradient for the P-wave velocity, a gradient for the
S-wave velocity, and a gradient for the density. These three gradients are addressed separately
in DENISE in the further steps (see also Subsection 2.3.2). As forward solver a finite-difference
stress-velocity scheme (Bohlen, 1998) is implemented (Chapter 3).
After the calculation of the gradients preconditioning is applied to them to avoid artefacts es-
pecially in the vicinity of the sources (see Section 2.3.1). To solve the optimization problem a
conjugate gradient method is implemented in DENISE due to the higher convergence of this
method in comparison to a purely steepest descent method.
Before the model update can be applied an appropriate step length must be found. Therefore,
the misfit function is locally approximated by a parabola. The minimum of this parabola is used
as step length. In principle, at least two additional forward modeling runs must be carried out
where the models are updated with different test step lengths (for a description of the model
update see also Section 2.3.2). However, in DENISE a more enhanced algorithm is implemented
which performs more forward modeling runs to obtain a possibly large but still reasonable step
length. For details see Ko¨hn et al. (2013). To save computing time not all shots are used for the
estimation of an optimal step length. In my work I always used three test shots, one at the left,
one at the right and one in the middle of the profile. Finally, the model is updated with the optimal
step length found for the current iteration step.
2.3.1 Preconditioning of gradients
As already mentioned the gradients have very high amplitudes in the vicinity of the sources.
Therefore, they have to be strongly damped in these regions since otherwise the model is only
updated near the sources and the inversion fails. In shallow seismics we also want to invert the
S-wave velocity structure near the sources close to the surface. Hence, the gradient cannot be
set to small values or even zero in the first meters in general. In an FWI of surface waves I
apply a preconditioning to the gradient of each shot before summing all gradients. Thus, also a
model update at the source positions is obtained in the final gradient. As preconditioning taper
I use a semi-circular taper around the respective source position. An exemplary taper is shown
in Figure 2.4 for a shot at x=25 m. The amplitude of the taper is zero at the source position and
increases via the error function up to an amplitude of one at the boundary of the circle. In the
shown example (Figure 2.4) the radius of the taper is 3.0 m.
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Figure 2.3: Flow chart of one iteration step as implemented in the 2D FWI code DENISE.
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Figure 2.4: Preconditioning taper for a shot at x=25 m at the free surface. a) displays the full taper
and b) displays only the part marked by the dashed line in a).
2.3.2 Scaling of the gradients
As derived in Section 2.1.4 the update ∆~m of the model parameters is calculated by
∆mk =−α ∂E∂mk
∣∣∣∣
~m=~m0
(2.60)
where α is the step length. I parametrized the subsurface model by P-wave velocity vp, S-wave
velocity vs and density ρ . Therefore, the whole gradient can be subdivided into three parts
∇~mE =

∇~vpE∇~vsE
∇~ρ E

=

~gvp~gvs
~gρ

 (2.61)
where the vectors ~vp, ~vs and ~ρ are the P-wave velocity, S-wave velocity and density values at
each grid point. In the DENISE code the update of each model parameter is decoupled by using
∆~vp = α1~gvp with α1 = ε
max[~vp]
max[~gvp]
(2.62a)
∆~vs = α2~gvs with α2 = ε
max[~vs]
max[~gvs ]
(2.62b)
∆~ρ = α3~gρ with α3 = ε
max[~ρ]
max[~gρ ]
(2.62c)
where max[~a] is the maximum absolute value of the elements of vector ~a and ε is a scalar fac-
tor. Therefore, the absolute maximum of the gradients is scaled to the maximum of the current
models (Ko¨hn, 2011). This scaling causes that the largest update in each of the three model
parameters ~vp, ~vs and ~ρ is ε times the maximum value of this parameter in the current model.
For example, for ε=0.01 the maximum model update is 1% of the maximum P-wave velocity, S-
wave velocity and density in the current model independent of the absolute values of the single
gradients.
Since the scaling factors α1, α2 and α3 are not equal the direction of the whole gradient ∇~mE
is changed by the scaling which is currently implemented in the DENISE code. However, the
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direction of the gradient is also changed during preconditioning where empirically defined tapers
are applied to the gradients. Therefore, I used the scaling as described above for the tests
described in this thesis.
2.3.3 L2 norm of normalized wavefields
For the inversion of shallow seismic Rayleigh waves I implement the L2 norm of normalized
wavefields which was already discussed in Section 2.2.2 into the DENISE code. I use this norm
in the reconstruction tests which are presented in Chapter 4 as well as in the inversion of field
data (Chapter 5). Therefore, I give this misfit norm additionally in discrete notation. In time
discrete form the misfit function of Equation (2.56) can be expressed by
E =
∑nsi ∑nrr ∑ncj
∣∣∣ ˆ~si,r, j− ˆ~di,r, j∣∣∣2
∑nsi ∑nrr ∑ncj
∣∣∣ ˆ~di,r, j∣∣∣2 =
∑nsi ∑nrr ∑ncj
∣∣∣ ˆ~si,r, j− ˆ~di,r, j∣∣∣2
nsnrnc
(2.63)
where the sum over r denotes the sum over the nr receivers and the sum over j denotes the
sum over the nc components. Additionally, I add here the sum over i which denotes the sum over
the ns sources. The vectors~si,r, j and ~di,r, j are the synthetic and observed displacement seismo-
grams of source i, receiver r and component j and ˆ~si,r, j =~si,r, j/|~si,r, j| and ˆ~di,r, j = ~di,r, j/|~di,r, j|
are the corresponding normalized displacement seismograms, respectively. In comparison to
the norm suggested by Choi & Alkhalifah (2012) I normalize the misfit function. Thus, E equals
one if the energy of the residual of the normalized seismograms equals the energy of the nor-
malized observed data.
To determine the adjoint source for a receiver at ~x =~xr and component j according to Equa-
tion (2.59) one first has to calculate (compare Choi & Alkhalifah, 2012)
~f †j, f orward(~xr) =
1∣∣~s0 j(~xr)∣∣ ∣∣∣~d j(~xr)∣∣∣
(
−~d j(~xr)+
~s0 j(~xr)∣∣~s0 j(~xr)∣∣2
(
~s0 j(~xr) · ~d j(~xr)
))
. (2.64)
To finally obtain the adjoint source ~f †j (~xr) which excites the adjoint wavefield at the receiver
position~xr the vector ~f †j, f orward(~xr) must be flipped due to the time reversal.
2.3.4 Cycle-skipping and multiscale inversion
FWI is a non-linear inverse problem. Therefore, the misfit function contains not only a global
minimum but also several local minima. If the inversion converges into the global minimum or
if it gets stuck in one of the local minima strongly depends on the initial model. To achieve
a convergence into the global minimum the waveforms generated with the initial model must
fit the observed data within less than half a period. Otherwise, cycle-skipping will occur (e. g.
Virieux & Operto, 2009) and the inversion converges towards a local minimum. In the case of
cycle-skipping FWI fits cycles of the observed and synthetic data which do not correspond to
each other.
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To reduce the requirements for the initial model Bunks et al. (1995) suggest a multiscale ap-
proach where subsets of the observed data with different frequency content are inverted suc-
cessively. At the beginning only the low frequency content of the observed data is used in the
inversion since this subset is less prone to artefacts caused by cycle-skipping. After the inver-
sion converged for the low frequencies the bandwidth of the data which are used in the inversion
is increased. The multiscale approach is realized in the DENISE code by the application of a
Butterworth lowpass filter to the data. The corner frequency of the Butterworth filter is increased
as soon as no significant change in the misfit is observed.
2.4 3D/2D transformation
In the applied FWI code a 2D forward solver is implemented (see also Section 3.1). Therefore,
line sources are used implicitly in the simulations. However, in general field data are acquired by
hammer blows or explosions which can be approximated by point sources. This causes differ-
ences in the wavefields in amplitude and phase. Thus, a 3D/2D transformation must be applied
to the field data prior to the inversion.
I investigate a transformation which is exact for 1D subsurface structures and is suggested by
Wapenaar et al. (1992) and Amundsen & Reitan (1994). In this section I will give an overview
of this transformation and I will show a numerical example where I test the accuracy of this
transformation. At the end I will briefly describe further developments concerning appropriate
transformations for shallow seismic wavefields.
2.4.1 Transformation using the Fourier-Bessel expansion
This transformation is suggested by Wapenaar et al. (1992) and Amundsen & Reitan (1994) and
is analytically exact for subsurface structures where the material properties vary only with depth.
Such subsurface structures are called one-dimensional (1D) subsurface structures in the fol-
lowing. Amundsen & Reitan (1994) do not give a complete derivation of the transformation.
Therefore, Thomas Forbriger and I collaborated to derive the transformation. Thomas Forbriger
firstly derived the expressions for the transformation of the vertical component wavefield and af-
terwards I derived the expressions for the horizontal component.
We assume a cylindrically symmetrical source (vertical point force or explosion) as source in the
origin of the coordinate system. For a one-dimensional subsurface structure the wavefield can be
expressed by an expansion with Fourier-Bessel functions and is given in cylindrical coordinates
by
u˜Pz(r,ω) =
∫
∞
0
Gz(ω,k) J0(kr) k dk (2.65)
u˜Pr(r,ω) =
∫
∞
0
Gr(ω,k) J1(kr) k dk (2.66)
with the Fourier transform u˜Pz and u˜Pr of the vertical and radial component of the excited wave-
field, respectively. The tangential component u˜Pϕ is zero due to symmetry. Gz and Gr are the
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expansion coefficients for the vertical and the radial component, respectively, k is the wavenum-
ber, r the source-receiver distance or offset and ω the angular frequency. J0 and J1 are Bessel
functions of the first kind and order zero and one.
To derive the seismograms for a line source we switch to a Cartesian coordinate system. The
seismograms of a line source in a distance y to the line source can be written as a superposition
of seismograms excited by an infinite number of point sources along the x-axis (Forbriger et al.,
2013). The contributions of the single point sources to the vertical component wavefield at a
receiver with distance y to the line source simply superimpose and the Fourier coefficients are
obtained by
u˜Lz(y,ω) =
∫
∞
−∞
u˜Pz(
√
x2 + y2,ω) C dx (2.67)
where C = 1m−1. To obtain the horizontal component in y-direction of the line source wavefield
the radial component point source wavefield (Equation 2.66) must be split into the Cartesian
components uPx and uPy (Figure 2.5). Due to symmetry the x-component of the line-source
wavefield vanishes. The Fourier coefficients of the y-component are given by
u˜Ly(y,ω) =
∫
∞
−∞
u˜Pr(
√
x2 + y2,ω)
y√
x2 + y2
C dx. (2.68)
Inserting Equations (2.65) and (2.66) into Equations (2.67) and (2.68) yields after some lines of
calculus
u˜Lz(y,ω) = 2
∫
∞
0
Gz(ω,k) cos(ky) C dk (2.69)
for the vertical and
u˜Ly(y,ω) = 2
∫
∞
0
Gr(ω,k) sin(ky) C dk (2.70)
for the horizontal-component Fourier coefficients of the line-source seismograms (see Appendix C
for detailed calculation).
Summarizing this transformation the expansion coefficients Gz and Gr have to be calculated first
from recorded point-source seismograms via
Gz(ω,k) =
∫
∞
0
u˜Pz(r,ω)J0(kr)r dr (2.71)
Gr(ω,k) =
∫
∞
0
u˜Pr(r,ω)J1(kr)r dr (2.72)
which are the inverses of Equations (2.65) and (2.66). In practice, only spatially sampled point-
source data are available and these equations must be approximated. This can be done for
example by the trapezoid rule (Forbriger, 2003a, eq. 18). Afterwards, these coefficients must be
used in an expansion with plane waves according to Equations (2.69) and (2.70).
2.4.2 Numerical example
To test the transformation described in the previous section numerically I simulate point-source
seismograms with the reflectivity method (Fuchs & Mu¨ller, 1971) using an implementation by
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Figure 2.5: Contribution of one point source located on the x-axis to the y-component recorded by
a receiver on the y-axis. The source is marked by the black circle and the receiver is marked by the
white triangle. The vertical axis is perpendicular to the plane of projection.
Ungerer (1990). Furthermore, I computed line-source seismograms with the 2D finite-difference
forward solver implemented in the FWI code (Bohlen, 1998; Ko¨hn, 2011).
I use a simple model of a homogeneous layer over a homogeneous half-space. In the layer I as-
sume a P-wave velocity of 680 m/s, an S-wave velocity of 400 m/s, and a density of 1700 kg/m3.
In the half-space the P-wave velocity is 1000 m/s, the S-wave velocity is 590 m/s, and the density
is 2000 kg/m3. The layer is 4 m thick. To model the free surface I added an air layer on top of the
model. A constant quality factor of 800 for both, P and S-waves, is assumed in the calculations
with the reflectivity code to simulate almost elastic wave propagation. In the finite-difference sim-
ulations a purely elastic medium is assumed.
The wavefields are excited by a vertical force at the free surface and the first half cycle of a sin3
function with a period of 64 ms is used as source time function (Equation 3.20 with Td=32 ms).
The wavefields are recorded by 72 two-component receivers with an equidistant spacing of 1 m.
The smallest source-receiver distance is 1 m and the largest is 72 m.
Figure 2.6 displays a comparison of point-source seismograms (black) and line-source seismo-
grams (red). Each of these seismograms is normalized to its maximum amplitude to emphasize
phase residuals. Therefore, the difference in the amplitude decay with offset cannot be ob-
served. Additionally, the residual seismograms between the normalized point-source and line-
source seismograms are displayed in blue. The residual seismograms are not normalized. The
differences in phase result in a residual wavefield whose amplitudes are almost as large as the
amplitudes of the seismograms. To avoid a projection of these residuals into the reconstructed
subsurface model a 3D/2D transformation must be applied to the recorded point-source data
prior to the application of a 2D FWI.
Figure 2.7 displays the results after applying the 3D/2D transformation using the Fourier-Bessel
expansion. The seismograms are not normalized. For offsets between approximately 5 m and
50 m the transformed point-source seismograms fit the line-source seismograms well. The dif-
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(a) (b)
Figure 2.6: Comparison of point-source and line-source seismograms. The black seismograms
are excited by a point source whereas the red seismograms are excited by a line source. Point-
source as well as line-source seismograms are normalized to the maximum amplitude of each trace.
The blue seismograms are the residuals between point-source and line-source seismograms. The
residual seismograms are not normalized. a) displays particle velocity seismograms of the horizontal
component and b) displays particle velocity seismograms of the vertical component. The time axes
in both plots are reduced with a velocity of 320 m/s.
ferences in the traces with smaller offsets are a numerical artefact due to the approximation of
the integrals over the wavenumber in Equations (2.69) and (2.70) by a discrete sum only up to
a finite value. For larger offsets the results also deteriorate due to a cut-off that appears at con-
stant times. This cut-off appears because point-source seismograms are only available up to a
limited distance to the source (Forbriger et al., 2013).
2.4.3 Further developments
The 3D/2D transformation described in Section 2.4.1 has two disadvantages. It depends on the
spatial sampling of the available point-source data and it produces strong artefacts in the sim-
ulated line-source seismograms when applied to seismograms recorded on a significantly 2D
subsurface structure (Scha¨fer et al., 2013). Due to the assumption of a 1D subsurface structure
made in the derivation of the transformation the simulated line-source seismograms do not con-
tain effects caused by 2D or 3D structures even if such effects are present in the point-source
CHAPTER 2. BASIC PRINCIPLES 31
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Figure 2.7: Comparison of simulated line-source seismograms by the 3D/2D transformation using
the Fourier-Bessel expansion (black) and line-source seismograms calculated by a 2D forward solver
(red). The seismograms are not normalized. a) displays particle velocity seismograms of the hori-
zontal component and b) displays particle velocity seismograms of the vertical component. The time
axes in both plots are reduced with a velocity of 320 m/s.
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seismograms. Effects in the wavefields that are caused by 1D, 2D, and 3D subsurface structures
are mixed within the transformation and the result is a line-source wavefield of a pseudo 1D
structure. This behaviour is especially undesired for effects caused by 2D subsurface structures
since a 2D FWI can handle these effects.
Therefore, we present in Forbriger et al. (2013) an appropriate transformation for shallow seismic
wavefields which can be applied to single traces and which performs also well for seismograms
recorded on a 2D structure (Scha¨fer et al., 2013). It is based on the acoustic wave equation.
However, Forbriger et al. (2013) and Scha¨fer et al. (2013) confirmed by numerical tests that it is
also applicable in the elastic and even viscoelastic case.
Each seismogram is convolved with 1/
√
t where t is the travel time. This step corresponds to a
phase shift of pi/4. Afterwards, a factor Famp is applied to adjust the amplitudes. The factor Famp
can be interpreted and applied differently.
Assuming signals with a single phase velocity vph it is Famp =
√
2 r vph where r is the source-
receiver distance. Forbriger et al. (2013) call this transformation single-velocity transformation.
Since surface waves often cover a range of different phase velocities this transformation is not
suited for all data sets.
For surface waves it can be assumed that the wave propagation distance equals the source-
receiver distance. Therefore, the phase velocity can be estimated by vph = r/t where t is the
travel time. This yields Famp = r
√
2/t. This technique is called direct-wave transformation
(Forbriger et al., 2013).
As third single-trace transformation Forbriger et al. (2013) and Scha¨fer et al. (2013) suggest to
use a combination of the two previously introduced transformations to eliminate artefacts as ef-
fectively as possible. For small offsets the single velocity transformation is used and for large
offsets the direct wave transformation. In between a smooth transition between both transforma-
tions is applied. This transformation is called hybrid transformation.
Chapter 3
Forward modeling and benchmarking
Within a full waveform inversion (FWI) several hundreds of forward modeling runs are performed
to find a subsurface model that explains the recorded data within their uncertainties. The ac-
curacy of the forward solver is a crucial point because after a model update we have to check
with the next forward modeling whether the data misfit is decreased by the model update or not.
Thus, the forward modeling algorithm must describe all significant physical properties of the ob-
served data accurately. To ensure this I run benchmark tests of the forward modeling algorithm
used within the FWI code.
3.1 2D finite-difference scheme
The full waveform inversion (FWI) code DENISE uses a 2D P-SV finite-difference (FD) scheme in
the time domain to solve the forward problem. The implemented forward solver was developed by
Bohlen (1998). It uses the stress-velocity formulation and solves the viscoelastic wave equation
on a Standard Staggered Grid (SSG) (Virieux, 1986; Levander, 1988; Robertsson et al., 1994).
Coordinate system
A two-dimensional Cartesian coordinate system is used in the FWI code DENISE (Figure 3.1).
The components of the vector fields (e. g. displacement field ui or velocity field vi) point into the
direction of the corresponding coordinate axis. For example, positive amplitudes in seismograms
of the y component (vertical component) correspond to a movement downwards. The origin of
the coordinate system is located in the upper left corner of the model.
Interpretation of 2D simulations in a 3D space
The forward solver in the FWI code calculates the wave propagation in the x−y plane, displayed
in Figure 3.1, in a 2D space. However, this simulation can be also interpreted in a 3D space
by assuming that the x− y slice is extended to infinity in the third dimension. In this case the
third dimension corresponds to the second horizontal axis which is plotted by a dashed line and
named with z in Figure 3.1. The extension to infinity affects both, the subsurface structures as
well as the sources. Therefore, a 2D simulation implicitly corresponds to a 3D simulation with a
line source. As the observed data in an FWI are recorded in a 3D space I prefer to think in the
following sections of line sources in a 3D space than of point sources in a 2D space.
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Figure 3.1: Coordinate system used within the FWI code. The origin is at the upper left corner of the
model.
2D P-SV wave equation
In a 3D space the wave propagation can be described by the system of partial differential equa-
tions
ρ ∂
2~u
∂ t2 =
∂σi j
∂x j
+~f (3.1)
with mass density ρ in kg/m3, particle displacement ~u in m, stresses σi j in N/m2 and volume
force density ~f in N/m3 together with an appropriate stress-strain relationship that describes
the rheology of the subsurface medium. Elastic as well as viscoelastic wave propagation is
implemented in DENISE. An elastic medium is described by the linear isotropic stress-strain
relationship
σi j = λ div~u δi j +2 µ εi j, (3.2)
with the components of the strain tensor εi j = 12
(
∂ui
∂x j +
∂u j
∂xi
)
. An isothermal and isotropic vis-
coelastic medium can be described by
σi j = (ψ˙p−2ψ˙s)∗ εllδi j +2ψ˙s ∗ εi j (3.3)
where ψp and ψs are the relaxation functions of the medium (compare Section 2.1.1).
If a 2D subsurface structure is assumed where the properties vary only in x and y direction (see
Figure 3.1) and a line source along the z-axis all derivatives with respect to z vanish due to
symmetry. Equation (3.1) splits up into a system of two equations
ρ ∂
2ux
∂ t2 =
∂σxx
∂x +
∂σxy
∂y + fx (3.4a)
ρ ∂
2uy
∂ t2 =
∂σyx
∂x +
∂σyy
∂y + fy (3.4b)
describing the P-SV wave propagation and one equation
ρ ∂
2uz
∂ t2 =
∂σzx
∂x +
∂σzy
∂y + fz (3.5)
describing the SH wave propagation in the x-y plane. The components σi j of the stress tensor
are calculated with Equation (3.2) in the elastic case and with Equation (3.3) in the viscoelas-
tic case. In the FWI code DENISE the P-SV wave propagation is simulated by solving Equa-
tion (3.4).
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Standard staggered grid
The distribution of the wavefield variables as well as the material parameters for the standard
staggered grid (Virieux, 1986; Levander, 1988) are shown in Figure 3.2. The indices i and j
denote the position in the Cartesian grid. Furthermore, indices i+ and j+ denote positions that
are shifted by a half grid point in x and y-direction, respectively. The normal stresses σxx and
σyy are located at full grid points. The particle velocity vx is shifted a half grid point in x-direction
and the particle velocity vy is shifted a half grid point in vertical or y-direction. The corresponding
model parameters
ρ¯x = ρ(i+, j) = 12 [ρ(i, j)+ρ(i+1, j)] (3.6a)
ρ¯y = ρ(i, j+) = 12 [ρ(i, j)+ρ(i, j +1)] (3.6b)
are calculated by the average of two neighbouring density values at the full grid points respec-
tively. The shear stress σxy is shifted by a half grid point in x as well as in y-direction where
< µ >= µ(i+, j+) = 4
[
1
µ(i, j) +
1
µ(i+1, j) +
1
µ(i, j +1) +
1
µ(i+1, j +1)
]−1
(3.6c)
is obtained by an harmonic average of the values of µ at the four neighbouring grid points.
Finite-difference discretization
For simplicity I assume in the following elastic wave propagation. Concerning viscoelastic wave
propagation the reader is referred to Bohlen (1998). Since a stress-velocity scheme is imple-
mented in DENISE Equations (3.4) are formulated with respect to particle velocities vx and vy by
replacing ∂ux/∂ t with vx and ∂uy/∂ t with vy, respectively. Furthermore, the stress-strain rela-
tionship is differentiated with respect to time to obtain a relationship between the time derivative
of the stresses and the particle velocities. Afterwards the partial derivatives are approximated
by finite-difference operators. Taylor operators of second order are used for time derivatives.
Spatial derivatives are approximated by Taylor operators of second to eighth order. Therefore,
in the following equations a spatial forward operator is named by D+k and a backward operator
is named by D−k where the index k denotes the coordinate direction. For Taylor coefficients of
second order this means that
∂a(i∆x)
∂x
∣∣∣∣
(i+1/2)∆x
≈D+x [a(i)] =
1
∆x [a(i+1)−a(i)] (3.7a)
is the forward operator and
∂a(i∆x)
∂x
∣∣∣∣
(i−1/2)∆x
≈D−x [a(i)] =
1
∆x [a(i)−a(i−1)] (3.7b)
is the corresponding backward operator. In the DENISE code the stress field is updated via
σ n+xx (i, j) = σ n−xx (i, j)+∆t
(
(λ (i, j)+2µ(i, j))D−x
[
vnx(i+, j)
]
+λ (i, j)D−y
[
vny(i, j+)
]) (3.8a)
σ n+yy (i, j) = σ n−yy (i, j)+∆t
(
λ (i, j)D−x
[
vnx(i+, j)
]
+(λ (i, j)+2µ(i, j))D−y
[
vny(i, j+)
]) (3.8b)
σ n+xy (i+, j+) = σ n−xy (i+, j+)+∆t µ(i+, j+)
(
D+y
[
vnx(i+, j)
]
+D+x
[
vny(i, j+)
]) (3.8c)
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Figure 3.2: Distribution of wavefield variables and material properties on the standard staggered grid
used in DENISE (Ko¨hn, 2011, Figure 2.5). The spatial grid spacing is ∆x.
and the velocity field via
vn+1x (i+, j) = vnx(i+, j)+
∆t
ρ(i+, j)
(
D+x
[
σ n+xx (i, j)
]
+D−y
[
σ n+xy (i+, j+)
]
+ f n+x
) (3.8d)
vn+1y (i, j+) = vny(i, j+)+
∆t
ρ(i, j+)
(
D−x
[
σ n+xy (i+, j+)
]
+D+y
[
σ n+yy (i, j)
]
+ f n+y
) (3.8e)
where ∆t is the temporal sampling interval and the time step is marked by the upper index n. For
this index again n+ means n+1/2 and n− means n−1/2.
3.2 Implementation of free surface
The implementation of the free surface is crucial to model surface waves accurately. I compare
two different techniques which are shortly introduced in this section.
3.2.1 Vacuum or air layer
As discussed for example by Zahradnı´k & Priolo (1995) or Bohlen & Saenger (2006) a free sur-
face can be implemented implicitly in the FD scheme by adding a vacuum layer or an air layer
at the top of the model. As shown in Section 3.6 the free surface in this case is located directly
between the two full grid points where the upper one has the material parameters of the vacuum
layer and the lower one has the material properties of the subsurface in the vicinity of the free
surface. The differences between an air layer and a vacuum layer are negligible (Section 3.5). A
disadvantage of this implementation of the free surface is that the simulations are only stable for
second-order spatial FD operators.
CHAPTER 3. FORWARD MODELING AND BENCHMARKING 37
3.2.2 Image technique
The image technique was firstly suggested by Levander (1988). In the staggered grid used in
DENISE (Figure 3.2) the free surface is located directly at the first row of grid points of the model.
σyy is set explicitly to zero at the free surface. To avoid instabilities only horizontal derivatives
of the particle velocity wavefield (∂vx/∂x) are used to calculate σxx at the free surface. To
update the particle velocity fields vx and vy the stresses σyy and σxy are also needed above the
free surface.1 Therefore, the stresses σiy with i = x,y are imaged in a way that they are odd
functions with respect to the free surface. According to Robertsson (1996) the particle velocities
above the free surface are set to zero. Also higher order FD operators can be used with this
implementation.
3.3 Source implementation
For forward modeling it is important to ensure a correct source implementation. This means that
the simulated seismograms must not depend on the temporal or spatial sampling interval as well
as the order of the spatial FD operators. In this section I explain the technical details of the
source implementation used in the DENISE code. The results of the corresponding benchmark
tests are given in Sections 3.4 and 3.5.
Sources are considered in the wave equation by adding external volume force densities ~f (see
Equation 3.1). In the following, explosive sources and directed force sources are discussed.
3.3.1 Explosive source
The volume force density that is caused by an explosive line source along the z-axis (Figure 3.1)
can be described by a potential L via
−→f (~x, t) = ∇ L(~x, t) with L(~x, t) = M′0 s(t)δ (x)δ (y) (3.9)
where M′0 = liml→∞
M0
l is a seismic line moment in Nm/m and l is the length of the line source.
It is reasonable to define a seismic line moment in case of a line source. The definition of an
absolute seismic moment M0 which acts along the whole line source results in an infinitely small
force density (Forbriger et al., 2013). s(t) is the dimensionless source time function and δ (x)
and δ (y) are δ -functions with physical unit 1/m.
According to Zahradnı´k & Priolo (1995) a δ -function can be approximated by δ (x) ≈ 1∆x in
a finite-difference algorithm with the spatial grid spacing ∆x in x-direction. This is sketched
in Figure 3.3. The proposed approximation ensures that the normalization of the δ -function∫ δ (x)dx = 1 is still valid (Zahradnı´k & Priolo, 1995). For a source at (i, j) the discretized poten-
tial is therefore
Ln(i, j) = M
′
0
∆x2 s
n
. (3.10)
The upper index n marks again the discrete time step. To implement the explosive source into
the FD scheme the potential L can be simply added to the main stresses σxx and σyy. The
1How many values are needed depends on the order of the spatial FD operators.
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Figure 3.3: Approximation of a δ -function according to Zahradnı´k & Priolo (1995). On the left a
continuous δ -function is sketched and on the right the corresponding approximation. The grid spacing
is ∆x.
gradient of L is calculated automatically during the update of the velocity field (Bohlen, 1998).
According to Equation (3.8d-e) the velocity field for a line source at (i, j) is calculated by
vnx(i+, j) = vn−1x (i+, j)+
∆t
ρ(i+, j)
(
D+x
[
σ n−xx (i, j)
]
+D−y
[
σ n−xy (i+, j+)
]) (3.11a)
vny(i, j+) = vn−1y (i, j+)+
∆t
ρ(i, j+)
(
D−x
[
σ n−xy (i+, j+)
]
+D+y
[
σ n−yy (i, j)
]) (3.11b)
with σ xx = σxx +L and σ yy = σyy +L.
To update the main stresses the time derivative of the stress-strain relationship is used. At the
source point this can be written in continuous form as (personal communication with D. Ko¨hn)
∂σ xx
∂ t = (λ +2µ)
∂vx
∂x +λ
∂vy
∂y +
∂L
∂ t (3.12a)
∂σ yy
∂ t = λ
∂vx
∂x +(λ +2µ)
∂vy
∂y +
∂L
∂ t (3.12b)
or in the discrete FD scheme (spatial indices (i, j) are omitted for clarity)
σ n+xx = σ
n−
xx +∆t
(
(λ +2µ)D−x [vnx]+λD−y
[
vny
])
+∆t L
n+−Ln−
∆t
(3.12c)
σ n+yy = σ
n−
yy +∆t
(
λD−x [vnx ]+(λ +2µ)D−y
[
vny
])
+∆t L
n+−Ln−
∆t . (3.12d)
3.3.2 Force source
If a vertical line force source along the z-axis is considered (Figure 3.1) the force density is given
by
~f (~x, t) = F ′0 s(t) δ (x)δ (y) eˆy (3.13)
where F ′0 is a line force density in N/m and eˆy is a unit vector in y-direction (vertical direction).
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In analogy to the previous section the discretized form of the force density for a vertical force
source at (i, j) and time step n is
f ny (i, j) =
F ′0
∆x2
sn (3.14)
and can be simply applied during the update of the vertical particle velocity via
vn+1y (i, j+) = vny(i, j+)+
∆t
ρ(i, j+)
(
D−x
[
σ n+xy (i+, j+)
]
+D+y
[
σ n+yy (i, j)
]
+
F ′0
∆x2
sn+
)
. (3.15)
A force in x-direction can be implemented analogously as long as it is not located directly at the
free surface. Otherwise the scaling must be adjusted. This special case is discussed in detail in
Section 3.7.
3.4 Explosion source in a homogeneous full-space
3.4.1 Analytic solution
First, I will briefly repeat the analytic solution of the wave equation for an explosive line source
along the z-axis at the origin of the coordinate system displayed in Figure 3.1. Due to the symme-
try of the problem it is advisable to change over to cylindrical coordinates as shown in Figure 3.4.
Only radial displacements ur are observed in this specific problem. According to Friederich
(1995) the Fourier transform of the displacement field ~u = ∇φ can be expressed by the com-
pressional potential
φ(r,ω) = M
′
0S(ω)
4iv2pρ
H(2)0 (
ω
vp
r) (3.16)
with the seismic line moment M′0 in Nm/m, the Fourier transform S(ω) of the source time func-
tion in 1/Hz, the P-wave velocity vp in m/s, the density ρ in kg/m3 and the zeroth-order Hankel
function of the second kind H(2)0 .
Using the relation (Gradshteyn & Ryzhik, 1980, eq. 8.472, no. 2)
z
d
dzH
(2)
ν (z)−νH(2)ν (z) =−zH(2)ν+1(z) (3.17)
the radial displacement is given by
ur(r,ω) =
∂
∂ r φ(r,ω) =−
M′0S(ω)
4iv2pρ
ω
vp
H(2)1 (
ω
vp
r). (3.18)
The radial particle velocity
vr(r,ω) =−M
′
0iωS(ω)
4iv2pρ
ω
vp
H(2)1 (
ω
vp
r). (3.19)
is obtained by a multiplication of Equation (3.18) with iω which corresponds to a time derivative.
For the benchmark tests I calculate the analytic solution with Matlab.
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line source
ur
uϕ
Figure 3.4: Cylindrical coordinate system used to describe the analytic solution for an explosive
line source in a homogeneous full-space. The line source is marked by the black point and is lo-
cated perpendicular to the plane of projection. Due to the symmetry only a radial displacement ur is
observed.
3.4.2 Benchmark model
A homogeneous full-space with a P-wave velocity of vp=500 m/s, an S-wave velocity of vs=300 m/s
and a density of ρ=1800 kg/m3 is used as benchmark model. The geometry of the model used
in the FD simulations is sketched in Figure 3.5. The source time function s(t) is given by
s(t) =
{
sin3
(
pit
Td
)
for 0 < t < Td
0 otherwise
(3.20)
with a source wavelet duration of Td=32 ms (Figure 3.6). The maximal frequency is around
100 Hz. This corresponds to a minimum wavelength of 5 m for the P-waves. The seismic line
moment is M′0=1e+10 Nm/m.
3.4.3 Results
The benchmark tests carried out with the homogeneous full-space model are listed in Table 3.1.
In this section I focus on the comparison of radial velocity seismograms rather than pressure
seismograms since in the applied FWI particle displacements are inverted. Nevertheless, this
benchmark test is also performed for pressure seismograms. The results are described in Ap-
pendix D.
Variation of the order of spatial FD operators
Figure 3.7 displays the results for three simulations with different orders of the spatial FD oper-
ators. No significant differences can be observed in the seismograms, neither in amplitude nor
in phase. As the temporal sampling interval ∆t is different for all the tests this comparison also
proofs that the result does not depend on the chosen ∆t.
Variation of the spatial grid spacing
Due to the geometry of the problem the x-component (radial component) which is recorded by
the receivers must coincide with the particle velocities calculated by Equation (3.19). Figure 3.8
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mreceiver line
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Figure 3.5: Model of a homogeneous full-space used for benchmarking. The absorbing frame (CPML
layer; Komatitsch & Martin, 2007) is marked by the dash-dotted line. It has a thickness of 20 grid
points.
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Figure 3.6: Source time function used for benchmark tests. a) displays the source wavelet in the
time-domain and b) displays the amplitude spectrum.
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No. Model size ∆x Order spatial ∆t Grid points per(Nx x Ny) in m FD operator in s min. wavelength
1 640 x 640 0.25 2 3.0e-04 20
2 1280 x 1280 0.125 2 1.5e-04 40
3 640 x 640 0.25 4 2.9e-04 20
4 640 x 640 0.25 6 2.8e-04 20
Table 3.1: Modeling parameters used for benchmark tests with homogeneous full-space model.
displays the comparison of the analytically calculated seismograms with seismograms generated
with DENISE with different spatial grid spacings (modeling no. 1 and 2 in Table 3.1). The phases
for all offsets match very good. However, the amplitudes do not coincide for offsets smaller than
1 m. The amplitude differences at small offsets are predominantly caused by the staggered grid
that is used in the FD code (Figure 3.2).
For an explosive source the application of a staggered grid has the following effects:
• The source is excited at a full grid point by adding the compressional potential L (see Equa-
tion (3.9)) to the main diagonal components of the stress tensor σxx and σyy. Therefore,
the modeled particle velocity seismograms of the x component shown in Figure 3.8 corre-
spond to the particle velocity of the radial component concerning the direction of the par-
ticle movement. However, the actual offsets of the seismograms generated with DENISE
is ∆x/2 larger. By recalculating the radial velocity seismograms with Equation (3.19) with
the actual offsets of the FD simulated seismograms the amplitude misfit in the near offset
traces reduces significantly (Figure 3.9).
• The grid points corresponding to the vertical particle velocity vy are shifted by ∆x/2 in
y-direction in comparison to the full grid points (Figure 3.2). Therefore, they are not zero.
Again Equation (3.19) can be used to calculate the analytic result. According to Figure 3.10
the offset r corresponding to the location of vy is
R =
√
x2 +(∆x/2)2. (3.21)
The analytically calculated radial velocity vr(r = R) points along the source-receiver con-
nection line. The corresponding y-component which is calculated by the FD code is
vy(R) = vr(R) sin(α) = vr(R)
∆x
2R
. (3.22)
The vertical velocity seismograms are compared in Figure 3.11. All seismograms fit well
concerning phase. There are some discrepancies observed in amplitudes (e. g. the seis-
mograms at 0.5 m to 1.0 m offset for a grid spacing of 0.25 m). These differences decrease
if higher orders of spatial FD operators are used. They are therefore possibly related to
inaccuracies of the FD results due to grid dispersion. However, this was not analyzed in
more detail. As expected, the vertical velocity seismograms are smaller in amplitude for
smaller grid spacings.
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(a) (b)
Figure 3.7: Radial particle velocity seismograms for an explosive line source in a homogeneous
full-space with varying order of the spatial FD operators used in the simulations (see modelings no.
1, 3 and 4 from Table 3.1). The time axes in both plots are reduced with a velocity of 500 m/s. The
seismograms are not normalized but they are multiplied by an offset dependent factor of (r/m)κ
where κ is given in the head of each figure. a) displays seismograms with very small offsets and
b) displays seismograms over the whole offset range.
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(a) (b)
Figure 3.8: Radial particle velocity seismograms for an explosive line source in a homogeneous
full-space. Comparison of analytic results with seismograms simulated with different spatial grid
spacing ∆x (see modelings no. 1 and 2 from Table 3.1). The time axes in both plots are reduced
with a velocity of 500 m/s. The seismograms are not normalized but they are multiplied by an offset
dependent factor of (r/m)κ where κ is given in the head of each figure. a) displays seismograms
with very small offsets and b) displays seismograms over the whole offset range.
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(a) (b)
Figure 3.9: Radial particle velocity seismograms for an explosive line source in a homogeneous full-
space. Comparison of analytic results with seismograms simulated with different spatial grid spacing
(see modelings no. 1 and 2 from Table 3.1). The analytic seismograms are calculated at the actual
offsets of the modeled seismograms and therefore consider the influence of the staggered grid. The
time axes in both plots are reduced with a velocity of 500 m/s. The seismograms are not normalized
but they are multiplied by an offset dependent factor of (r/m)κ where κ is given in the head of each
figure. a) displays seismograms with very small offsets and b) displays seismograms over the whole
offset range.
x
α
source
R ∆x
∆x
∆x/2
Figure 3.10: Sketch for the derivation of the analytic solution for the vertical velocity seismograms in
the benchmark test of an explosive source in a homogeneous full-space. The receiver for the vertical
particle velocity wavefield is marked by a black downward-pointing triangle.
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(a) (b)
Figure 3.11: Vertical particle velocity seismograms for an explosive line source in a homogeneous
full-space. Comparison of analytic results with seismograms simulated with different spatial grid
spacing (see modelings no. 1 and 2 from Table 3.1). The analytic seismograms are calculated at
the actual offsets of the modeled seismograms and therefore consider the influence of the staggered
grid. The time axes in both plots are reduced with a velocity of 500 m/s. The seismograms are not
normalized but they are multiplied by an offset dependent factor of (r/m)κ where κ is given in the
head of each figure. a) displays seismograms with very small offsets and b) displays seismograms
over the whole offset range.
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3.4.4 Conclusion
The forward modeling code is successfully benchmarked for an explosive line source in a ho-
mogeneous full-space. For very small offsets the influence of the staggered grid must be taken
into account to explain also amplitudes precisely. However, the influence of the staggered grid
is only observable up to an offset of approximately one-fifth of the minimum wavelength and is
therefore negligible in an FWI.
3.5 Vertical force at the surface of a homogeneous half-space
3.5.1 Analytic solution
A vertical line force along the z-axis is given by the force density described in Equation (3.13).
The x-component of the particle velocity (Figure 3.1) at the surface of a homogeneous half-space
excited by such a source can be expressed by (Ewing et al., 1957)
vx(x,ω) = F ′0S(ω)iω
∫ +∞
0
2
ωu
Gx(ω,u)sin(uωx)du (3.23)
with the expansion coefficients
Gx(ω,u) =
ω
2piµ
u2(u2−b2 +2ab)
(u2−b2)2 +4u2ab (3.24)
with the horizontal slowness u and the vertical components a and b of the slowness of P-waves
and S-waves, respectively. The slowness components a, b, and u are linked by
a2 +u2 = 1/v2p (3.25a)
b2 +u2 = 1/v2s (3.25b)
where vp is the P-wave velocity and vs is the S-wave velocity.
The corresponding vertical component of the particle velocity is (Ewing et al., 1957)
vz(x,ω) =−F ′0S(ω)iω
∫ +∞
0
2
ωu
Gz(ω,u)cos(uωx)du (3.26)
with the expansion coefficients
Gz(ω,u) =
ω
2piµ
iua
v2s (u
2−b2)2 +4u2ab . (3.27)
3.5.2 Numerical calculation of analytic solution
The analytic solution is implemented in a Matlab program in analogy to the Fortran program
“lamb.f” of Forbriger (1996). The slowness integrals in Equations (3.23) and (3.26) are approx-
imated by the trapezoidal rule. As the integration can only be done up to a finite slowness and
not up to infinity a cut-off phase occurs in the calculated seismograms (Forbriger, 2003c, section
2.4). To decrease its amplitude the integrands are multiplied by a slowness dependent taper.
The cut-off phase mainly disturbs the waveforms in the near-offset range.
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No. Implementation of Model size ∆x Order spatial ∆t Grid points perfree surface (Nx x Ny) in m FD operator in s min. wavelength
1 image technique 700 x 75 0.2 2 2.8e-04 13.75
2 image technique 1400 x 150 0.1 2 1.4e-04 27.5
3 image technique 1400 x 150 0.1 4 1.2e-04 27.5
4 air layer 700 x 100 0.2 2 2.8e-04 13.75
5 air layer 1400 x 200 0.1 2 1.4e-04 27.5
6 vacuum layer 700 x 100 0.2 2 2.8e-04 13.75
7 vacuum layer 1400 x 200 0.1 2 1.4e-04 27.5
Table 3.2: Modeling parameters used for benchmark tests with homogeneous half-space model.
3.5.3 Benchmark model
A homogeneous half-space with a P-wave velocity of vp=500 m/s, an S-wave velocity of vs=300 m/s
and a density of ρ=1800 kg/m3 is used as benchmark model. The non dispersive Rayleigh wave
propagates in this model with a velocity of approximately 275 m/s. The free surface is imple-
mented by three different techniques. An explicit implementation by the image technique (Sec-
tion 3.2.2) and an implicit implementation by adding on the one hand a five meter thick air layer
at the top of the model and on the other hand a five meter thick vacuum layer (Section 3.2.1).
Within the air layer I assume vp=331.8 m/s, vs=0 m/s and ρ=1.3 kg/m3 whereas the vacuum layer
is approximated by vp=vs=0 m/s and ρ=1e-06 kg/m3.2 The geometry of the model is sketched
in Figure 3.12. The source time function s(t) is given by Equation (3.20) with a duration of
Td=32 ms (Figure 3.6). This source wavelet approximates the source time function of a ham-
mer blow (Forbriger, 2004). The maximum frequency is around 100 Hz. This corresponds to a
minimum wavelength of 2.75 m for the Rayleigh-wave. The line force is F ′0=1e+4 N/m.
3.5.4 Results
I perform several forward modeling runs which are summarized in Table 3.2. The differences of
the simulated seismograms are small. The waveforms do not depend on the grid spacing ∆x,
the sampling interval ∆t or the order of the spatial FD operators. For the comparison of the
semi-analytically calculated seismograms with the modeled seismograms I focus on the different
implementations of the free surface. The differences in the seismograms simulated with an air
layer and a vacuum layer are insignificant. Figure 3.13 displays velocity seismograms calculated
with Equations (3.23) and (3.26) and modeled seismograms calculated on the one hand with the
image technique (explicit free surface, simulation no. 2 in Table 3.2) and on the other hand with
an air layer (implicit free surface, simulation no. 5). The seismograms of both components match
very well in amplitude and phase. The small differences especially in the near offset traces are
due to the disturbance of the analytically calculated seismograms by the cut-off phase.
2It is not possible to set density to zero because during the update of the velocity wavefield it is divided by density
and therefore numerical instabilities occur if the density is set exactly to zero. Furthermore, there is a division by
the S-wave velocity vs to calculate the averaged shear modulus < µ > in the mid of the grid cells. However, in the
DENISE code it is checked whether the S-wave velocity at one of the four surrounding grid points is zero. If this is
the case, the Lame´ parameter < µ > in the mid of the grid cell is set to zero explicitly.
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vp=vs=0 m/s, ρ=1e-06 kg/m3 (vacuum)
ρ=1800 kg/m3
Figure 3.12: Model of a homogeneous half-space used for code benchmarking. a) displays the
model used for the tests with an explicitly implemented free surface by the image technique. b)
displays the model used for the tests with an implicitly implemented free surface by adding a vacuum
or air layer at the top of the model. The absorbing frame (CPML layer; Komatitsch & Martin, 2007) is
marked by the dash-dotted line. It has a thickness of 20 grid points.
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(a) (b)
Figure 3.13: Benchmark result for a vertical line force at the surface of a homogeneous half-space.
Comparison of semi-analytically calculated seismograms with seismograms simulated with different
implementations of the free surface. a) displays the horizontal velocity seismograms and b) the ver-
tical velocity seismograms. Due to the small amplitude of the P-wave in comparison to the Rayleigh
wave in the vertical component the P-wave is cut off in some traces in b). The time axes in both plots
are reduced with a velocity of 275 m/s. The seismograms are not normalized.
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Thickness in m vp in m/s vs in m/s ρ in kg/m3
Air layer (if used) 5 331.8 0 1.3
Layer 3 680 320 1700
Half-space 47 1000 590 2000
Table 3.3: Model parameters for the benchmark model of a homogeneous layer over a homogeneous
half-space.
3.6 Vertical force at the surface of a homogeneous layer-over-
half-space model
The benchmark tests shown in this section will give an idea about the location of the free surface
and the discontinuity between the layer and the half-space for both an explicit and an implicit
implementation of the free surface. In this test I compare the seismograms simulated with the
DENISE code with seismograms simulated with the reflectivity method (Fuchs & Mu¨ller, 1971;
Mu¨ller, 1985) in an implementation by Ungerer (1990).
3.6.1 Benchmark model
The model consists of a homogeneous layer over a homogeneous half-space. The material pa-
rameters are listed in Table 3.3. By calculating the dispersion curves for this model for a vertical
force at the surface a minimum phase velocity of around 300 m/s for the fundamental mode of the
Rayleigh wave is obtained. The source time function is given by Equation (3.20) with a duration
of Td=32 ms (Figure 3.6) and a line force of F ′0=1e+04 N/m is used. The minimum wavelength is
approximately 3 m. The acquisition geometry used for the benchmark test is analogous to the
one used for the homogeneous half-space model (Figure 3.12).
3.6.2 Results
For these benchmark tests it is important to consider the effective thicknesses of the layer in the
case of an implementation of the free surface by the image technique and by an air layer. This is
shown in Figure 3.14. I consider a layer of N grid points, therefore the layer thickness is N ·∆x.
The effective layer thickness is again N ·∆x if the free surface is implemented by an air or vacuum
layer because the free surface as well as the discontinuity between the layer and the half-space
are located between the grid rows where the material parameters change (Figure 3.14a). In
contrast, if the free surface is implemented by the image technique the free surface is located
directly at the first grid row (Figure 3.14b). Therefore, the effective thickness of the layer is only
(N−0.5)∆x.
In the benchmark model used in this test I assume a layer thickness of 3 m. I simulate seis-
mograms with a spatial grid spacing of ∆x=0.2 m and ∆x=0.1 m. Therefore, the effective layer
thicknesses in the simulations using the image technique are 2.90 m and 2.95 m. Although the
maximum difference in the thickness is only 10 cm this causes a change in the dispersion of the
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Figure 3.14: Sketch of a vertical section through the model of a layer over a half-space with a) a
free surface implemented by an air layer and b) a free surface implemented by the image technique.
The layer is represented by N grid rows. If the image technique is used the effective layer thickness
depends on the spatial grid spacing ∆x = DH used in the simulation.
Rayleigh wave which can be observed as a significant phase shift (Figure 3.15a). In the com-
parison of the simulated FD seismograms with the reflectivity seismograms with corresponding
effective layer thicknesses a good fit in amplitude and in phase is observed (Figure 3.15b-d). Fig-
ure 3.15 displays only vertical velocity seismograms, however, the same effects can be observed
in the radial component of the velocity wavefield.
3.7 Horizontal line force at the surface of a homogeneous
half-space
When FWI is applied to shallow seismic Rayleigh waves the forward propagated wavefields are
excited by vertical force sources which approximate the vertical hammer blows. Nevertheless,
in the tests where two-component receivers are used adjoint sources of the horizontal com-
ponent (x-component) are injected during backpropagation into the FD grid. Therefore, also
the implementation of a directed force source in horizontal or x-direction, respectively, must be
benchmarked.
3.7.1 Benchmarking using the source-receiver reciprocity
Due to a lack of codes that are able to simulate seismograms for a horizontal line force at the
free surface of a medium I apply the source-receiver reciprocity for benchmarking. Due to Equa-
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(a) (b)
(c) (d)
Figure 3.15: Benchmark result for a vertical line force at the surface of a model consisting of a
homogeneous layer over a homogeneous half-space (Table 3.3). a) displays vertical velocity seis-
mograms for three different layer thicknesses D calculated with the reflectivity method. b) displays
a comparison of the reflectivity result and seismograms calculated with DENISE for different spatial
grid spacings where the free surface is implemented by an air layer in the model. c) and d) display
the reflectivity seismograms together with the corresponding FD seismograms simulated with differ-
ent spacial grid spacings where the free surface is implemented by the image technique. The time
axes in all plots are reduced with a velocity of 250 m/s. The seismograms are not normalized but they
are multiplied by an offset dependent factor of (r/m)κ where κ is given in the head of each figure.
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tion (2.20) it is
sl(~x, t) = sn(~x
′, t) (3.28)
with
sl(~x, t) =
∫
V
∫
∞
−∞
Gln(~x, t− t ′;~x′,0) fn(~x′,0)d t ′d3~x′ (3.29a)
sn(~x
′, t) =
∫
V
∫
∞
−∞
Gnl(~x′, t− t ′;~x,0) fl(~x,0)d t ′d3~x. (3.29b)
Therefore, the seismograms must coincide if I run two tests where I interchange the locations of
source and receiver as well as the components of them.
3.7.2 Statement of the problem
I run the benchmark test for a source-receiver pair with 55 m offset at the surface of a homoge-
neous elastic half-space with a P-wave velocity of vp=500 m/s, an S-wave velocity of vs=300 m/s
and a density of ρ=1800 kg/m3. The source time function is given by Equation (3.20) with a
duration of Td=32 ms (Figure 3.6) and a line force density of F ′0=1e+04 N/m. The free surface is
implemented by the image technique (Section 3.2.2).
The first four tests are explained in Table 3.4 (Test 1-4) and compared in Figure 3.16. In these
tests sources and receivers are placed directly at the free surface or half a grid point below the
free surface due to the staggered grid. The results of Test 1 and Test 4 where only x and y
components are compared, respectively, coincide in both, amplitude and phase. However, the
seismograms of the two tests where the components are mixed (Test 2 and Test 3) differ sig-
nificantly in amplitudes. Since I have already successfully benchmarked the radial and vertical
velocity seismograms excited by a vertical force source (Section 3.5 and 3.6) it can be concluded
that the amplitudes are too small when the medium is excited by a horizontal force source di-
rectly at the free surface.
I repeat these tests but place the source and the receiver at the second grid point. Therefore, nei-
ther the vertical force source nor the horizontal force source are at the free surface. These tests
are described by Test 5 to 8 in Table 3.4 and the results are displayed in Figure 3.17. In this case
the seismograms of all four tests match in both, amplitudes and phases as the seismograms ex-
cited by the horizontal forces have the correct amplitudes and are not too small by a factor of two.
The results of Tests 1 to 8 do neither depend on the spatial discretization (as long as no sig-
nificant grid dispersion occurs) nor on the order of the spatial FD operators. This indicates that
there exists a scaling problem when horizontal force sources are used directly at the free surface
together with an implementation of the free surface by the image technique.
I also run these tests for a free surface implemented by an air layer. In this case the free surface
is located between the two grid rows j and j +1 where the j-th grid row belongs to the air layer
and the ( j +1)-th grid row belongs to the half-space (see Section 3.6). If an air layer is used it is
therefore only possible to simulate vertical force sources directly at the free surface in DENISE
due to the distribution of wavefield variables within the staggered grid implemented in this code.
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Test Reciprocal test
Source Receiver Source Receiver
xs in m ys in m comp xr in m yr in m comp xs in m ys in m comp xr in m yr in m comp
Test 1 10.025 0.0 x 65.025 0.0 x 65.025 0.0 x 10.025 0.0 x
Test 2 10.025 0.0 x 65.0 0.025 y 65.0 0.025 y 10.025 0.0 x
Test 3 10.0 0.025 y 65.025 0.0 x 65.025 0.0 x 10.0 0.025 y
Test 4 10.0 0.025 y 65.0 0.025 y 65.0 0.025 y 10.0 0.025 y
Test 5 10.025 0.05 x 65.025 0.05 x 65.025 0.05 x 10.025 0.05 x
Test 6 10.025 0.05 x 65.0 0.075 y 65.0 0.075 y 10.025 0.05 x
Test 7 10.0 0.075 y 65.025 0.05 x 65.025 0.05 x 10.0 0.075 y
Test 8 10.0 0.075 y 65.0 0.075 y 65.0 0.075 y 10.0 0.075 y
Table 3.4: Benchmark tests using the source-receiver reciprocity principle. All shifts of wavefield
variables due to the staggered grid (Figure 3.2) are already considered. The tests are carried out
with a spatial grid spacing of ∆x=0.05 m. The free surface is implemented by the image technique.
For the tests I place vertical forces and receivers directly at the free surface and horizontal forces
and receivers half a grid point below the free surface. The corresponding seismograms coincide
and no scaling problem is observed.
3.7.3 Proposal for solution
Further investigations with a shifted staggered grid (Appendix E) show that the observed prob-
lem is not specific for horizontal force sources but for directed force sources in general that are
excited directly at the free surface together with an implementation of the free surface by the
image technique. The simulated seismograms are too small by a factor of two. The external
force must be translated to a change in particle velocity which can be afterwards applied in the
update of the particle velocity wavefield. At this point the missing factor of two originates (see
Appendix E for details). I have no well-founded explanation yet what is physically wrong in the
implementation of a force source directly at the free surface combined with the image technique.
Therefore, I will just propose a possible explanation in the following.
If the implicit implementation of the free surface is used by adding a vacuum layer at the top of
the model the grid points with the vertical particle velocity at the free surface are surrounded by
full grid cells (Figure 3.18) with physically realistic parameters (e. g. σyy is zero above the free
surface). Thus, the integral notation of the wave equation∫
V
ρ ∂vy∂ t dV =
∫
V
[∂σxy
∂x +
∂σyy
∂y
]
dV +
∫
V
Fyδ (x)δ (y)dV (3.30)
with ∫
V
dV =
∫ ∆x/2
x=−∆x/2
∫ ∆x/2
y=−∆x/2
dydx (3.31)
refers to a whole grid cell where Fy is the applied line force in N/m. As in this case a full grid cell
is used the density within this volume is approximated by arithmetic averaging in the heteroge-
neous FD approach (Moczo et al., 2002; Moczo, 1989; Graves, 1996). Each of the δ -functions
in the source term can be approximated in the FD approach by 1/∆x (Figure 3.3) and the source
implementation via Equation 3.14 is correct.
56 3.7. HORIZONTAL FORCE AT THE SURFACE OF A HOMOGENEOUS HALF-SPACE
(a)
0.1 0.15 0.2 0.25 0.3−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
Time in s
Am
pl
itu
de
 in
 m
m
/s
 
 
Test 1
Test 1 reciprocal 
(b)
0.1 0.15 0.2 0.25 0.3−1
−0.5
0
0.5
1
Time in s
Am
pl
itu
de
 in
 m
m
/s
 
 
Test 2
Test 2 reciprocal 
(c)
0.1 0.15 0.2 0.25 0.3−1
−0.5
0
0.5
1
Time in s
Am
pl
itu
de
 in
 m
m
/s
 
 
Test 3
Test 3 reciprocal 
(d)
0.1 0.15 0.2 0.25 0.3
−0.5
0
0.5
1
1.5
Time in s
Am
pl
itu
de
 in
 m
m
/s
 
 
Test 4
Test 4 reciprocal 
Figure 3.16: Benchmark tests 1 to 4 using source-receiver reciprocity principle. The tests are de-
scribed in Table 3.4. The used source wavelet was a sin3-function with a duration of 32 ms and a
maximal strength of 10 kN/m.
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Figure 3.17: Benchmark tests 5 to 8 using source-receiver reciprocity principle. The tests are de-
scribed in Table 3.4. The used source wavelet was a sin3-function with a duration of 32 ms and a
maximal strength of 10 kN/m.
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free surface
air
subsurface
Figure 3.18: Sketch explaining appropriate source
scaling for a vertical force source at the free sur-
face where the free surface is implemented by an
air layer. The grey area displays the area that ap-
proximates the δ -functions δ (x) and δ (y) in Equa-
tion (3.13). The source location is marked by the
unfilled symbol. The white arrow marks the direc-
tion of the applied force source.
free surface
subsurface
Figure 3.19: Sketch explaining appropri-
ate source scaling for a horizontal force
source at the free surface where the
free surface is implemented by the image
technique. The grey area displays the
area that approximates the δ -functions
δ (x) and δ (y) in Equation (3.13). The
source location is marked by the unfilled
symbol. The white arrow marks the direc-
tion of the applied force source.
However, if the image technique is used the physical grid seems to end at the free surface. To
realize the image technique grid lines above the free surface are required, in fact. However, they
are filled with unphysical values during the imaging of the stress field. Therefore, the wave equa-
tion used to update the particle velocities directly at the free surface must be possibly referred to
only half a grid cell (Figure 3.19). In this half grid cell the density is constant which corresponds
to the fact that the full density of the half-space is used. However, if only half a grid cell is con-
sidered in y-direction δ (y) should be approximated by 1/(0.5∆x). This increases the contribution
to the particle velocity wavefield at the source point by the missing factor of two.
3.8 Influence of absorbing frame
In a first version the 2D FWI code DENISE uses the stress-displacement formulation for the
finite-difference forward modeling. As absorbing frames a method proposed by Cerjan et al.
(1985) was implemented (Ko¨hn, 2011, chapter 2.2.3). Although, using large absorbing frames
of 100 grid points (40 grid points are suggested by Cerjan et al., 1985) the damping of espe-
cially the surface waves is not satisfying using such an implementation. The absorbing frame
in the stress-displacement formulation works less effective than in the stress-velocity formu-
lation (see later comparison). Therefore, Ko¨hn (2011) implemented a second version of the
2D FWI code DENISE which uses convolutionary perfectly matched layers, so called CPMLs
(Komatitsch & Martin, 2007). They are much more efficient than the absorbing frames suggested
by Cerjan et al. (1985) and can be therefore much smaller (10 to 20 grid points). This leads to
a significant decrease of the model size. However, the CPMLs can be implemented more stable
in a stress-velocity formulation. This caused that not only the implementation of the absorbing
frame but also the FD scheme is different between the first and the second version of DENISE.
In the second version the stress-velocity formulation is used.
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(a) (b)
Figure 3.20: Comparison of different absorbing model frames. The thick grey seismograms are sim-
ulated with a stress-velocity formulation together with CPMLs (Komatitsch & Martin, 2007). The red
seismograms are simulated with a displacement-stress formulation together with absorbing frames
according to Cerjan et al. (1985) and the dashed black seismograms are simulated with a stress-
velocity formulation with again absorbing frames according to Cerjan et al. (1985). The time axes in
both plots are reduced with a velocity of 275 m/s. The seismograms are not normalized. a) displays
horizontal particle velocity seismograms and b) vertical velocity seismograms.
Figure 3.20 displays a comparison of vertical velocity seismograms calculated for a vertical line
force at the surface of a homogeneous half-space (see section 3.5 for a more detailed description
of the model). The CPMLs together with the stress-velocity formulation provide the best results.
Furthermore, the stress-velocity formulation with the absorbing frame suggested by Cerjan et al.
(1985) suppresses the waves reflected from the boundaries more effective than in the stress-
displacement formulation.
The results presented in this thesis (all other benchmark tests and FWI results) are performed
with the second version of the DENISE code including CPMLs and using the stress-velocity
formulation in the FD scheme.
3.9 Implementation of viscoelastic forward modeling
As will be shown in Section 4.2.1 the effects of anelastic damping are significant in shallow
seismic field data. Therefore, I implement viscoelastic forward modeling in the DENISE code. It
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is implemented analogously to the FD code described by Bohlen (1998). The rheology of the
subsurface is described by a generalized standard linear solid (Liu et al., 1976; Carcione et al.,
1988; Robertsson et al., 1994; see also Section 2.1.1 and Appendix A). A benchmark test is
performed for a typical shallow seismic subsurface model. The P-wave velocity, S-wave velocity,
and density structure is derived from a field data set and described in detail in Section 4.1.
Furthermore, a quality factor of Q=20 for both P and S-waves is assumed. Again a vertical
force source is used at the free surface and the wavelet is described by Equation (3.20) with
a duration of Td=32 ms. For the purpose of comparison a code using the reflectivity method
(Fuchs & Mu¨ller, 1971; Mu¨ller, 1985) is used (implementation of Ungerer, 1990). This code uses
a constant Q model where velocity dispersion due to damping can be considered via (Mu¨ller,
1985, Eq. 132 and 134)
c(ω) = ℜ [vc(ω)] with vc(ω) = v
(
1+
1
piQ ln
ω
ωr
+
i
2Q
)
(3.32)
where Q is the quality factor, v is the velocity of the medium at the reference angular frequency
ωr, vc is a complex velocity, c(ω) is the phase velocity due to anelastic damping, and ℜ denotes
the real part of a complex quantity.
In DENISE three simulations are performed with three, four and five relaxation mechanisms. The
used relaxation frequencies and values for τ are listed in Table 3.5. They are determined ac-
cording to Bohlen (1998) by solving a non-linear inverse problem. The corresponding frequency
dependency of the quality factors are displayed in Figure 3.21a). The three GSLSs used in the
FD simulations approximate the constant quality factor of 20 well in the frequency band between
approximately 5 Hz and 70 Hz which is considered in the benchmark test. Figure 3.21b) displays
a comparison of the dispersion curves caused by anelastic damping. They are very similar.
Therefore, it is possible to compare the seismograms simulated with the FD scheme and the
reflectivity method. Figure 3.22 displays a comparison of the seismograms. They fit each other
well in phases and amplitudes. The FD results do not significantly change in dependence of the
number of relaxation mechanisms. Therefore, I will use three relaxation mechanisms in the FWI
tests described in the later chapters.
L τ fσ l = 1/(2piτσl) in Hz
3 0.0966 0.52 7.67 72.68
4 0.0813 0.24 2.41 22.67 134.64
5 0.0720 0.15 1.05 7.78 48.61 236.15
Table 3.5: Relaxation frequencies fσ l and values of τ used for the benchmark test. The generalized
standard linear solids approximate a quality factor of Q=20 in a frequency range between approxi-
mately 5 Hz and 70 Hz.
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Figure 3.21: Comparison of viscoelastic parameters used for the anelastic benchmark test. a) dis-
plays the frequency dependence of the quality factors used in the FD simulations. b) displays the
corresponding dispersion curves together with the dispersion curve of the model used in the simula-
tions with the reflectivity model (calculated with Eq.(3.32).
(a) (b)
Figure 3.22: Comparison of seismograms simulated with the reflectivity method and the FD method
for an anelastic benchmark model. In the FD simulations different numbers L of relaxation mecha-
nisms are used. The time axes in both plots are reduced with a velocity of 150 m/s. The seismograms
are not normalized but they are multiplied by an offset dependent factor of (r/m)κ where κ is given
in the head of each figure. a) displays the horizontal-component and b) the vertical-component seis-
mograms.
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Chapter 4
Reconstruction tests
At first, I apply the 2D FWI to synthetic data which are used as pseudo-observed data in the
inversion. These tests are called reconstruction tests in the following because the true subsur-
face model is known and the reconstruction of this model by FWI can be directly evaluated by
a comparison of the true subsurface model and the model obtained from FWI. I investigate two
topics by reconstruction tests: the influence of anelastic damping (Section 4.2) and the influence
of the P-wave velocity model (Section 4.3). The true model as well as the basic inversion setup
used for the reconstruction tests are identical and are described in section 4.1.
4.1 Subsurface model and inversion setup
4.1.1 True subsurface model and acquisition geometry
I use the one-dimensional model shown in Figure 4.1 for the reconstruction tests. It was derived
by my colleague M. Scha¨fer from a field data set which was acquired on a predominantly depth
dependent structure at Rheinstetten near Karlsruhe (Germany). To obtain this subsurface model
he applied a joint inversion of Fourier-Bessel expansion coefficients and first arrival P-wave travel
times (Forbriger, 2003a,b). The P-wave velocity model vp (Figure 4.1a and d) consists of a layer
over a half-space with a strong discontinuity at 6.3 m depth and is mainly constrained by first ar-
rival P-wave travel times. The S-wave velocity model vs (Figure 4.1b and e) is mainly constrained
by the Fourier-Bessel expansion coefficients. It consists of a steep gradient in the topmost me-
ter, below the vs gradient becomes weaker. The strong gradient in the first meter of the S-wave
velocity model is typical for unconsolidated sediments (Bachrach et al., 2000) and is often ob-
served in shallow seismics. The strong discontinuity in the vp/vs ratio in approximately 6.3 m
depth is interpreted as groundwater table because a stronger contrast in the S-wave velocity
would increase the misfit which is minimized in the inversion significantly. The density model
(Figure 4.1c) is not well constrained by the field data and consists of three layers with density
values between 1700 kg/m3 and 2000 kg/m3.
As pseudo-observed data I generate viscoelastic seismograms with a quality factor of approx-
imately 20 for both, P-waves and S-waves. I use the 2D finite-difference scheme which is de-
scribed in Chapter 3 for the simulation. The same algorithm for wave propagation is used in
the FWI program. The rheological model is implemented by a generalized standard linear solid
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(GSLS) with three relaxation mechanisms (Robertsson et al., 1994; Bohlen, 1998). The approxi-
mation of a constant quality factor is satisfactory in the frequency band between 5 Hz and 70 Hz.
The acquisition geometry consists of eight vertical force sources with a spacing of 10 m (red
stars in Figure 4.1a to c) and 63 two-component receivers (vertical and radial component) with
a spacing of 1 m. The first receiver is located at x=2 m and the last one at x=70 m. I use a
spatial grid spacing of ∆x=20 cm. The free surface is implemented by the image technique
(Section 3.2.1). Due to the standard staggered grid (Figure 3.2) the sources are located half a
grid point below the free surface that is in a depth of 10 cm. The receivers are located one grid
point below the free surface because of the scaling problem which occurs for sources excited
directly at the free surface when the image technique is used (see Section 3.7). Thus, the radial
component receivers are in a depth of 20 cm and the vertical component receivers in a depth of
30 cm (corresponds to 1.5 ∆x). The smallest wavelength present in the pseudo-observed data is
approximately 2.5 m. Therefore, sources and receivers can be considered as located at the free
surface.
4.1.2 Inversion setup
In all reconstruction tests I use the L2 norm of the normalized wavefields as misfit function (for
definition see Equation (2.63)). Furthermore, I use a multiscale inversion approach (Bunks et al.,
1995) by applying frequency filtering during the inversion (Section 2.3.4). I start with a fourth-
order Butterworth lowpass filter with a corner frequency at 10 Hz and increase the corner fre-
quency up to 70 Hz in steps of 5 Hz. The bandwidth of the data is increased as soon as the
relative change of the data misfit of the current iteration with respect to the next to last iteration
drops below 1%. However, at least 10 iterations are performed before the criterion for the relative
misfit change is activated. I use the method described in Section 2.3.1 for gradient precondition-
ing. The gradient of each shot is multiplied by a semi-circular taper around the respective source
position with a radius of 3.0 m and an increasing amplitude from the center to the boundary
of the circle. After each iteration step the models are smoothed with a 2D median filter with a
filter length of 0.6 m, which is small compared to the smallest wavelength of approximately 2.5 m.
All reconstruction tests are performed on a personal computer using 4 CPUs. The number of
iteration steps varies between 170 and 210 iterations and the computing time is around 20 hours
on 4 CPUs for each test. Further information about the parameters used for forward modeling
are listed in Table H.1 in Appendix H.
4.2 Influence of anelastic damping
The effects of viscoelastic damping can be significant in shallow seismic field data (Hatherly,
1986). Normally, quality factors Q between 10 and 50 are observed. In preparation of an inver-
sion of field data I therefore investigate whether and to which degree anelastic damping must be
considered in an FWI of shallow seismic Rayleigh waves.
There are two strategies how to consider anelastic damping in FWI. On the one hand viscoelastic
forward modeling with a priori assumed attenuation can be applied in the inversion. The anelastic
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Figure 4.1: True model used in the reconstruction tests. a) displays the S-wave velocity model, b) the
P-wave velocity model and c) the density model. The red stars mark the positions of eight sources
which are used in the reconstruction tests. Not the whole models used for the simulations are shown.
CPML boundaries as well as the lower part of the models are cut off (maximum depth of the models
without CPML boundary is 11 m). The range of the colorbar for each parameter is not changed within
this chapter unless it is stated in the caption of the figure. d) to f) display vertical profiles through the
models shown in a) to c).
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properties are used as fixed parameters in this case and one inverts only for elastic parameters
(P-wave velocity, S-wave velocity, and density). This is e. g. discussed by Bretaudeau et al.
(2013). They apply 2D elastic FWI on a layered medium with an inclusion for synthetic data
and laboratory data which are obtained by small-scale physical modeling. They use viscoelastic
forward modeling in their FWI. The viscoelastic properties of the samples in their small-scale
physical model are determined by independent ultrasonic measurements. They assume them to
be known well enough for a successful FWI and do not investigate the influence of inaccurately
chosen viscoelastic parameters on the reconstructed model in more detail.
Beside using viscoelastic forward modeling with fixed damping in an FWI, one can also invert
for dissipative properties within the FWI. In frequency-domain FWI this can be implemented
with almost no extra cost by using complex moduli or complex seismic velocities, respectively
(Hicks & Pratt, 2001; Malinowski et al., 2011). In time-domain FWI inversion for dissipative prop-
erties is computationally more expensive because the gradient of the misfit function does not
only contain zero-lag cross-correlations of the forward and the adjoint wavefields which deter-
mine the gradient in the elastic case. Additionally, it contains full convolutions of the relaxation
functions and the forward propagated wavefield (Charara et al., 2000). However, as discussed in
Section 2.1.4 an inversion of dissipative properties is likely to have a high ambiguity, especially
in an inversion of field data. Therefore, I consider in this thesis viscoelastic forward modeling
but do not invert for dissipative properties. The dissipative properties are used as a priori known
fixed parameters in the inversion (Section 2.1.4).
In the following I will show a comparison of elastically and viscoelastically simulated data with
field data to demonstrate the influence of anelastic damping on field data. In addition, I will
discuss the influence of a source wavelet correction (Section 4.2.1). Afterwards, I will describe
the results of reconstruction tests (Section 4.2.2) which investigate the influence of dissipative
properties on FWI results by comparing tests for different magnitudes of a priori assumed atten-
uation.
4.2.1 Comparison of simulated data with field data
Field data set and 3D/2D transformation
I use the field data set that was introduced in Section 4.1.1 for the comparison. The recorded
wavefield was excited by a hammer blow which is approximately a vertical point force. To com-
pare the field data with 2D synthetic data I transform the recorded point-source seismograms to
the corresponding line-source seismograms using the direct wave transformation (Forbriger et al.,
2013, see also Section 2.4.3).
Estimation of quality factor
The derived elastic subsurface model (Figure 4.1) is used to estimate an appropriate Q value
for the field data set. For that reason, several forward modeling runs on this model are carried
out with different quality factors. For the sake of simplicity and to ensure physical consistency
of the subsurface model I assume Qs=Qp where Qs is the quality factor for S-waves and Qp
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for P-waves. Tested quality factors are Q=10, 15, 20, 25, 30, 40, and 50. Furthermore, elas-
tic forward modeling is used. After applying a source wavelet correction (see later subsection
and Appendix F) the synthetic seismograms are compared with the field data. This comparison
is done on the one hand qualitatively and on the other hand quantitatively by a comparison of
the L2 data misfit between the recorded and the synthetic seismograms. The analyzed L2 data
misfit equals the data misfit that is minimized in the estimation of the source wavelet correction
filter. I apply an offset dependent weighting of (r/m)0.6 in the optimization of the source wavelet
correction filter so that the contribution of near and far-offset traces is approximately equal. Note
that a 3D/2D transformation is already applied to the field data before. Therefore, the amplitude
decay with offset is not as strong as in the original field data. I observe a minimum L2 misfit for
Qs=Qp=25 (Figure 4.2). It is hardly possible to estimate an uncertainty for this value. The misfit
increases by less than 1.5% in a range between Qs=Qp=20 and Qs=Qp=40 with respect to the
misfit for Qs=Qp=25. However, this interval is influenced by the discrete quality factors used in
the grid search as well as by the 3D/2D transformation which is applied to the field data prior to
the comparison. The applied 3D/2D transformation is not exact and it can be applied either as
single velocity transformation or as direct wave transformation (Forbriger et al., 2013, see also
Section 2.4.3) which influences especially the amplitudes of the near-offset traces. Therefore,
the given range of quality factors must be treated with caution. Nevertheless, I defined this inter-
val to give an idea of how accurate the quality factor can be estimated from the data.
Figure 4.3a displays the frequency dependence of the quality factor which was used to ap-
proximate a constant Q value of 25 with three relaxation mechanisms of a GSLS. Figures 4.3b
displays the corresponding phase velocity dispersion caused by damping. The range of the
estimated uncertainties are marked by the grey area.
Influence of viscoelastic damping on the waveforms
Figure 4.4 displays the comparison of the field data (thick grey line) with elastically (red) and vis-
coelastically (black) modeled data with Qs=Qp=25. No source wavelet correction is applied to the
synthetic data. I used the wavelet described by Equation (3.20) with a duration of Td=0.0125 s
for the simulation which approximates the source time function of the hammer blow (Forbriger,
2004). All wavefields are filtered with a sixth-order Butterworth lowpass filter with a corner fre-
quency of 70 Hz. The two synthetic wavefields differ clearly. The viscoelasticity causes a dis-
tance dependent and frequency dependent damping which is not present in the elastic wavefield.
The strong ringing at large offsets which is present in the elastic wavefield is caused by the steep
gradient in the topmost meter of the S-wave velocity model. This ringing is strongly damped in
the viscoelastic wavefield. The additional phase velocity dispersion which is caused by damping
is too small (Figure 4.3b) to be observed in the viscoelastic wavefield. Note that it is not possible
to observe the different amplitude decay with offset of the wavefields in Figure 4.4 because each
seismogram is normalized to its maximum amplitude.
Source wavelet correction filter
The differences between the recorded data and the synthetic data (Figure 4.4) are mainly caused
by differences between the true subsurface structure and the one-dimensional subsurface model
that is used in the simulations. Furthermore, the discrepancies are caused by differences in the
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source time function and the characteristics of the recording system (instrument response of
geophones [eigen frequency 4.5 Hz] and digitizer). Therefore, I determine a source wavelet cor-
rection filter for the elastically as well as the viscoelastically simulated wavefield. An appropriate
filter can be found by solving a damped, linear least-squares optimization problem (Appendix F).
It can be formulated as stabilized deconvolution of the recorded seismograms with the simulated
seismograms similar to the method proposed by Pratt (1999). In the inversion of the source
wavelet correction filters I apply a weighting in the misfit which is minimized in order to infer the
optimal source correction. The traces are weighted by (r/m)0.6, where r is the offset. This
weighting function ensures that middle and far-offset traces contribute also significantly to the L2
data misfit. I use the L-curve criterion described by Aster et al. (2013) to adjust the damping of
the least-squares problems appropriately. Details on this can be found in Appendix G.
Comparison of field data and synthetic data after applying a source wavelet correction
Figure 4.5 displays the field data and the synthetic seismograms after application of the source
wavelet correction. Both synthetic wavefields match the field data well but they differ in some
details. The amplitude decay with offset of the fundamental mode of the Rayleigh wave is better
fitted by the viscoelastic data (see time interval 0 s-0.15 s in Figure 4.5). The optimized source
wavelet correction filter acts as a lowpass filter for the elastic wavefield. This can be observed in
the comparison of amplitude spectra of the source wavelet correction filters determined for the
elastic and the viscoelastic wavefield, respectively (Figure 4.6). The source wavelet correction fil-
ter in the elastic case eliminates the high frequencies, which are already damped in the recorded
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Figure 4.4: Comparison of vertical parti-
cle velocity seismograms of field data (thick
grey line) and synthetic data without appli-
cation of a source wavelet correction (model
used for simulation see Figure 4.1). The vis-
coelastically modeled data are displayed in
black and the elastically modeled data in red.
Each trace is scaled to its maximum ampli-
tude. All wavefields are lowpass filtered (But-
terworth filter with corner frequency of 70 Hz
and order 6). The field data are transformed
to equivalent line-source seismograms. The
time axis is reduced with a velocity of 170 m/s.
Figure 4.5: Comparison of vertical particle
velocity seismograms of field data (thick grey
line) and synthetic data after application of
a source wavelet correction to the simulated
seismograms (model used for simulation see
Figure 4.1). The viscoelastically modeled
data are displayed in black and the elastically
modeled data in red. In case of the elastic
data the source wavelet correction addition-
ally accounts for a lowpass effect due to vis-
coelastic damping. The traces are multiplied
by an offset dependent factor ( rm)
0.6 where
r denotes offset in m. Therefore, amplitudes
within traces are comparable. The field data
are lowpass filtered (Butterworth filter with
corner frequency of 70 Hz and order 6) and
transformed to equivalent line-source seis-
mograms. The time axis is reduced with a
velocity of 170 m/s.
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Figure 4.6: Comparison of amplitude spectra of source wavelet correction filters for viscoelastic data
(black) and elastic data (dashed red) used for seismograms in Figure 4.5.
data at middle and far offsets. However, the source time function can only act as a frequency
dependent filter and not as a distance dependent filter. Therefore, the high frequencies are also
damped in the near-offset traces (see first trace in Figure 4.5) where the bandwidth of the elastic
seismograms is too narrow compared to the bandwidth of the field data and the viscoelastically
modeled data.
Concluding, relevant differences in the frequency content of elastic and viscoelastic shallow seis-
mic wavefields can be observed. A significant fraction of these residuals can be compensated
by a source wavelet correction, which is narrowing the signals’ bandwidth. Nevertheless, this
effect is not sufficient. Viscoelastic modeling is essential to obtain the correct amplitude decay
with offset.
4.2.2 Reconstruction tests
In the second part of the study inversion tests are performed where simulated viscoelastic ob-
servations generated with Qs=Qp=20 are used as pseudo-observed data. First, I use purely
elastic forward modeling in the FWI and viscoelastic forward modeling with a priori known Q
values without applying a source wavelet correction. These tests are possible because the true
source wavelet is known and can be used in the inversion. However, in an inversion of field
data a source wavelet correction must be applied. Furthermore, I have shown in the previous
section that there is a trade-off between viscoelastic effects and the source wavelet correction
filter. Thus, I additionally test to which degree the application of a source wavelet correction can
improve the FWI results.
Due to the high sensitivity of Rayleigh waves to the S-wave velocity I focus on the reconstruction
of the S-wave velocity model. I apply FWI in two scenarios. In the first scenario I discuss the
monoparameter inversion for S-wave velocity and I use the correct P-wave velocity model and
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density model as fixed parameters in the inversion. In the second, more realistic, scenario I apply
multiparameter inversion for S-wave velocity, P-wave velocity, and density. Details on the true
subsurface model, the acquisition geometry, and the inversion setup used in the reconstruction
tests are described in Section 4.1.
Reconstruction tests with a priori known source wavelet
Monoparameter tests
As initial S-wave velocity model a linear gradient model is used. It starts with the correct velocity
of 92 m/s at the surface and increases linearly up to the half-space velocity of 275 m/s in a depth
of 9 m.
To obtain a reference result I invert the pseudo-observed data with an FWI using viscoelastic
modeling with the correct Q value. Figure 4.7a) displays the obtained S-wave velocity model. It
is reconstructed almost perfectly. This is due to the fact that I keep the inversion problem simple
by inverting only for S-wave velocity and using the correct P-wave velocity, density model, and Q
value. We obtain a nearly one-dimensional subsurface structure and the vertical velocity profiles
of the true model and the reconstructed model are in very good agreement. Small artefacts arise
only in the vicinity of the sources. With this configuration it is possible to reconstruct all features
of the model, the two shallow gradients as well as the small contrast at 6.3 m depth. Figure 4.8a)
displays the final data misfit calculated with Equation 2.63. For the reference inversion result
the final data fit is almost perfect as well. This is confirmed by Figure 4.9a) where two vertical
displacement seismograms of the shot located at x=11 m are displayed, one in the near-offset
and one in the far-offset region.
In contrast, the reconstruction of the S-wave velocity model is not possible if purely elastic mod-
eling is used in the inversion (Figure 4.7b). Strong artefacts appear in the entire model. The final
data misfit is worse compared to the reference test (Figure 4.8). Nevertheless, the artefacts in
the S-wave velocity model can at least partly compensate the differences between viscoelastic
observed data and elastically simulated data. This can be observed in the comparison of the
far-offset trace in Figure 4.9b). Although the relative amplitudes within the trace do not match
between the observed data and the simulated data all phases are explained by the reconstructed
S-wave velocity model.
This result shows that viscoelastic damping cannot be neglected in an FWI of field data. Unfor-
tunately, the correct rheology of the subsurface is not known when field data are inverted. To
improve the reconstruction of the S-wave velocity model, the Q values can be estimated from
the data prior to the inversion and can be used as a priori known fixed parameters in the FWI.
To test for possible artefacts caused by a wrong quality factor used in the FWI I present in the
following the inversion results for Qs=Qp=10 and Qs=Qp=40. I assume that the interval between
these quality factors is large enough to cover the accuracy of the estimation of the quality factor
from a field data set. However, this interval is derived from my experiences with the field data
set described in the previous section where I use a very good subsurface model to estimate the
quality factors. It must be checked for other data sets if such an accuracy of the estimated quality
factors is possible in general.
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I observe a periodic pattern that coincides with the source positions in the reconstructed S-wave
velocity model with a quality factor of Qs=Qp=40 (Figure 4.7c). However, in comparison to the
result obtained with elastic forward modeling the artefacts in the reconstructed S-wave velocity
model as well as the final data misfit (Figure 4.8 and Figure 4.9c) are smaller. A periodic pattern
is also observed in the inversion result obtained with quality factors of Qs=Qp=10 (Figure 4.7d).
The final data misfit is larger in comparison to the result for Qs=Qp=40 which is mainly caused by
a poor fit of the relative amplitudes for the middle and far-offset traces (Figure 4.9d). Neverthe-
less, the results obtained with wrong Q values show less model artefacts and lower data misfits
than the result obtained by a purely elastic inversion. Therefore, FWI with viscoelastic forward
modeling should be preferred for shallow seismic field data sets.
Multiparameter tests
As the correct P-wave velocity model and density model are not known in field data application
we typically cannot use them as fixed models in the inversion. Therefore, I repeat the previous
tests and apply multiparameter inversions where I invert for S-wave velocity, P-wave velocity and
density. I use the same initial S-wave velocity model like in the monoparameter reconstruction
tests. As initial P-wave velocity model and density model I use also linear gradient models. They
start with the true layer values at the surface and increase linearly up to the half-space values in
a depth of 9 m where they pass into a homogeneous half-space.
In all multiparameter inversion tests the reconstruction of the P-wave velocity model and the den-
sity model fails. The initial P-wave velocity model is changed only in the first three meters and the
discontinuity in 6.3 m depth could not be reconstructed. The reconstructed density models are
very heterogeneous and in extreme cases even unrealistic density values of below 1000 kg/m3
and above 3900 kg/m3 are obtained. The failure of the reconstruction of the P-wave velocity
model and the density model is presumably caused by the inappropriate initial models which
are used in the tests. Additionally, these model parameters are not constrained as well as the
S-wave velocity by the data. Therefore, I again focus on the reconstruction of the S-wave velocity
model.
Figure 4.10 displays exemplary inversion results. The reconstruction of the S-wave velocity
model is worse in comparison to the monoparameter reconstruction tests (compare Figure 4.7).
The small discontinuity at 6.3 m depth could not be resolved even in the reference inversion
where I use the correct quality factor of Qs=Qp=20. The worst reconstruction is again obtained
by using elastic modeling in the FWI. However, the differences between the reconstructed mod-
els in the multiparameter tests are not as large as in the monoparameter tests which can be
observed in the variation of the RMS value of the relative model errors for the reconstructed
models (Figure 4.11). With elastic modeling it is especially not possible to reconstruct the shal-
low part of the model down to 4 m depth. The reconstruction becomes worse with decreasing
depth because the differences between elastic and viscoelastic data are largest at high frequen-
cies and the shallow structure is inferred from high-frequency surface waves due to their low
penetration depth. For too low quality factors of Qs=Qp=10 the reconstruction becomes worse
in the deeper part of the model (Figure 4.10d).
CHAPTER 4. RECONSTRUCTION TESTS 73
100 150 200 250
1
2
3
4
5
6
7
8
De
pt
h 
in
 m
D
ep
th
 in
 m
10 20 30 40 50 60 70
1
2
3
4
5
6
7
8
D
ep
th
 in
 m
10 20 30 40 50 60 70
1
2
3
4
5
6
7
8
D
ep
th
 in
 m
10 20 30 40 50 60 70
1
2
3
4
5
6
7
8
x in m
De
pt
h 
in
 m
 
 
10 20 30 40 50 60 70
1
2
3
4
5
6
7
8
S−wave velocity in m/s
50 100 150 200 250
100 150 200 250
1
2
3
4
5
6
7
8
De
pt
h 
in
 m
100 150 200 250
1
2
3
4
5
6
7
8
De
pt
h 
in
 m
100 150 200 250
1
2
3
4
5
6
7
8
S−wave velocity in m/s
D
ep
th
 in
 m
Qs = 20
Qp = 20
elastic
a)
b)
c)
d)
Qs = 10
Qp = 10
Qs = 40
Qp = 40
true model
obtained model
x = 36 m
initial model
obtained model
x = 41 m
Figure 4.7: Results of monoparameter reconstruction tests without source wavelet correction. On
the left, the obtained S-wave velocity models are displayed. The source positions are marked by the
red stars. On the right, vertical velocity profiles at x=36 m (solid blue line) and at x=41 m (dashed
red line) are shown together with the true model (thick grey line) and the initial model (dash-dotted
black line). The locations of the profiles are marked by the blue and red lines in the models. CPML
boundaries as well as the lower part of the models are cut off.
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Figure 4.8: Final data misfit calculated with Equation (2.63) for the a) monoparameter reconstruction
tests and b) multiparameter reconstruction tests. The black dots display the results for the tests
with a priori known source wavelet and the grey squares display the results obtained for the tests
with source wavelet correction. The results obtained with elastic forward modeling are displayed at
1/Q = 0 since Q is infinite in the elastic case.
The final data fit in the multiparameter tests is worse than in the monoparameter inversion tests
(Figure 4.8). Especially the P-waves and the higher modes of the Rayleigh waves can not be
fitted accurately (far-offset trace in Figure 4.12) due to the failure in the reconstruction of the
P-wave velocity model. The influence and handling of the P-wave velocity model in the FWI is
discussed in more detail in Section 4.3. As in the monoparameter tests the best fit is obtained
for approximately correct quality factors. For increasing and decreasing quality factors the data
misfit increases.
Reconstruction tests with source wavelet correction
I demonstrated in the previous section that the S-wave velocity model can not be properly recon-
structed when using purely elastic forward modeling in the FWI or viscoelastic forward modeling
with significantly wrong Q values. However, I have shown that an optimized source wavelet
correction filter can compensate a significant portion of the differences in wavefields caused
by viscoelasticity. Furthermore, in an inversion of field data a source wavelet correction has to
be applied. Therefore, I carry out further reconstruction tests to show how the application of a
source wavelet correction effects the FWI results.
Source wavelet correction within FWI
I apply the source wavelet correction and the FWI sequentially in each frequency band of the
multiscale inversion. After choosing a new frequency band an optimal source wavelet correc-
tion filter is derived for the waveforms of each shot using the current subsurface model. These
correction filters are then used unaltered until a new frequency band is selected. Details on the
determination of the source wavelet correction filter are given in Section 4.2.1 and in Appendix F.
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Figure 4.9: Comparison of vertical displacement seismograms for monoparameter reconstruction
tests of the shot located at x=11 m for a near-offset trace at 2 m offset (left side) and a far-offset
trace at 56 m offset (right side) for the reconstruction tests. All seismograms are normalized to their
RMS amplitude. Pseudo-observed data are displayed by the thick grey line. Final seismograms of
reconstruction tests with a priori known source wavelet are displayed in black and final seismograms
of the reconstruction tests with application of a source wavelet correction are displayed by the dashed
red line.
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Figure 4.10: Results of multiparameter reconstruction tests without source wavelet correction. On
the left, the obtained S-wave velocity models are displayed. The source positions are marked by the
red stars. On the right, vertical velocity profiles at x=36 m (solid blue line) and at x=41 m (dashed
red line) are shown together with the true model (thick grey line) and the initial model (dash-dotted
black line). The locations of the profiles are marked by the blue and red lines in the models. CPML
boundaries as well as the lower part of the models are cut off.
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Figure 4.11: RMS value of relative model errors for S-wave velocity model for a) monoparameter
reconstruction tests and b) multiparameter reconstruction tests. The black circles display the results
for the tests with a priori known source wavelet and the grey squares display the results obtained
for the tests with source wavelet correction. The results obtained with elastic forward modeling are
displayed at 1/Q = 0 since Q is infinite in the elastic case.
I use the same source wavelet that was already used to simulate the pseudo-observed data to
model the synthetic data in the inversion. In the low frequency range up to 40 Hz I use no off-
set dependent weighting of the data for the determination of the source wavelet correction filter
because an offset dependent weighting would support the correction of phase differences in
the far-offset traces by the source wavelet correction. However, at the beginning of the inversion
most of these differences are due to the subsurface structure and should not be projected into the
source wavelet correction. Furthermore, for low frequencies the differences of viscoelastically
and elastically modeled data are small and the lowpass effect of the source wavelet correction is
therefore not needed. However, for higher frequencies and too high Q values the high-frequency
ringing (Figure 4.4) in the synthetic seismograms increases. To suppress these high frequencies
I use an offset dependent weighting of (r/m)0.8 in the inversion of the source wavelet correction
filters such that near-offset traces and far-offset traces can contribute to the misfit by the same
amount.
Although the source wavelet inversion and the FWI are applied sequentially they influence each
other. For example, at the beginning of the inversion the subsurface models are far away from
the true models and therefore the differences in the waveforms caused by different subsurface
models are at least partly projected into the source wavelet correction. This effectively increases
the ambiguity of the FWI.
Monoparameter tests
Figure 4.13 displays the reconstructed S-wave velocity models that are obtained by additionally
applying a source wavelet correction in the FWI. For the correct quality factors of Qp=Qs=20 the
reconstruction of the S-wave velocity model (Figure 4.13a) as well as the fit of the observed data
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Figure 4.12: Comparison of vertical displacement seismograms for multiparameter reconstruction
tests of the shot located at x=11 m for a near-offset trace at 2 m offset (left side) and a far-offset
trace at 56 m offset (right side). All seismograms are normalized to their RMS amplitude. Pseudo-
observed data are displayed by the thick grey line. Final seismograms of reconstruction tests with a
priori known source wavelet are displayed in black and final seismograms of the reconstruction tests
with application of a source wavelet correction are displayed by the dashed red line.
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(Figure 4.8 and 4.9a) are again very good. In comparison to the result obtained without source
wavelet correction (Figure 4.7a) the small artefacts in the vicinity of the sources decrease. In
contrast, the reconstruction in larger depths slightly degrades presumably due to the higher
ambiguity of the inversion when additionally applying a source wavelet correction. Figure 4.14
displays the corrected source wavelets of the shot located at x=11 m (shown in Figure 4.9) that
are obtained at the end of the reconstruction tests with source wavelet correction. The thick grey
line is the true source wavelet as used for the calculation of the pseudo-observed data. The
source wavelet is almost not influenced by the source wavelet correction when using the correct
quality factors of Qs=Qp=20.
If we neglect damping and use purely elastic wave propagation in the FWI the reconstructed S-
wave velocity model improves significantly by applying a source wavelet correction (Figure 4.13b).
The artefacts decrease in comparison to the results without source wavelet correction (Fig-
ure 4.7b) and the reconstructed S-wave velocity structure is approximately one-dimensional.
The waveform residuals that are caused by the different rheology are now partly compensated
by the source wavelet correction which acts as a lowpass filter and removes the high frequency
parts in the forward modeled data in the FWI. As the source wavelet correction filters can only
act as frequency dependent and not distance dependent filters their application leads to a worse
fit for the near-offset traces because the final seismograms of the FWI are too band limited com-
pared to the pseudo-observed data (Figure 4.9b). However, the fit of the middle and far-offset
traces improves and therefore we observe a decrease of the entire final data misfit (Figure 4.8) in
comparison to the corresponding test without source wavelet correction. For the reconstruction
tests using elastic forward modeling this effect can be observed in Figure 4.15 where the con-
tribution of each receiver (x plus y-component) to the final datamisfit is plotted color coded (first
row of Figure 4.15). The lowpass filtering effect can be also observed in the corrected source
wavelet in Figure 4.14.
The reconstructed S-wave velocity model also improves by the application of a source wavelet
correction when we use viscoelastic forward modeling with Qs=Qp=40 in the FWI (Figure 4.13c).
Again the source wavelet correction reduces the residuals between the pseudo-observed data
and the synthetic data of the inversion partially. However, the lowpass effect of the source
wavelet correction is not as strong as in the test where we use purely elastic wave propagation
(Figure 4.14 and seismogram at 2 m offset in Figure 4.9c).
For too low quality factors of Qs=Qp=10 the reconstruction of the S-wave velocity improves
slightly by applying the source wavelet correction (Figure 4.11a and Figure 4.13d). In this case
the synthetic data in the inversion are more band limited than the pseudo-observed data. There-
fore, the source wavelet correction has to increase the bandwidth of the synthetic data to com-
pensate for the differences between the wavefields. However, this increase of the bandwidth
is limited by the damping that is used in the optimization problem for determining the source
wavelet correction (parameter ε2 in Appendix F). I use in all reconstruction tests 0.1% of the
energy of the synthetic data as stabilization in the deconvolution to find the source wavelet cor-
rection filters (ε2=0.001 in Equation F.3). This value is chosen heuristically. It is not estimated by
the L-curve criterion since it would require to apply the L-curve criterion to each determination of
the source wavelet correction individually which is rather difficult to automate. However, as the
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inversion for the correct source wavelet is not the primary goal of these tests I choose a com-
parably small value for the stabilization. This ensures that the waveforms are fitted well rather
than that the norm of the model vector is small or that the source wavelet correction filter is as
simple as possible, respectively. Because there is no noise in synthetic data I could perhaps de-
crease the stabilization in these tests and would still obtain a stable result for the source wavelet
correction followed by a better reconstructed S-wave velocity model. However, in an FWI of field
data a decrease of the stabilization is critical because of the lower signal-to-noise ratio. In the
reconstruction test with Qs=Qp=10 the source wavelet correction acts as a highpass filter which
can be observed in the final wavelet by the post-pulse oscillation (Figure 4.14).
Multiparameter tests
In comparison to the monoparameter tests I observe two major differences in the multiparam-
eter tests. When I apply a source wavelet correction, which is required in field data inversion,
the reconstructed S-wave velocity models degrades for all tests with viscoelastic modeling (Fig-
ure 4.11b). An improvement in the reconstruction of the S-wave velocity model is achieved only
in the case of elastic forward modeling. Figure 4.16 shows relative model errors for the final S-
wave velocity models for multiparameter reconstruction tests with a priori known source wavelet
and with source wavelet correction. The displayed model errors δv are calculated at each grid
point via
δv = vs− vstrue
vstrue
(4.1)
where vs is the obtained S-wave velocity and vstrue is the true S-wave velocity. The reconstruction
of the S-wave velocity model mainly degrades in the first meter if a source wavelet correction is
applied. This can be observed by larger relative model errors in the shallow part for the results
obtained with source wavelet correction in comparison to the results obtained with a priori known
source wavelet. It is not clear yet why the errors mainly increase in the very shallow part of the
S-wave velocity model. Bretaudeau et al. (2013) observe similar artefacts that appear close to
the source positions in an FWI of ultrasonic data. They use the same method to correct for
the source wavelet and relate the artefacts to an imperfect reconstruction of the actual source
wavelet. However, this result might also indicate undesired effects due to trade-off between
S-wave velocity and P-wave velocity structure. Nevertheless, for most tested quality factors the
results are still better than the result obtained with purely elastic forward modeling (Figure 4.11b).
Exceptions are a quality factor of Qs=Qp=15 where the result is as good as in the elastic case
and a quality factor of Qs=Qp=10 where the result is significantly worse than in the elastic case.
This is presumably due to the limited capability of the source wavelet correction to increase the
bandwidth of the synthetic seismograms.
The final data misfit increases in the multiparameter tests when a source wavelet correction is
applied (Figure 4.8b). The fit of the near-offset traces gets worse whereas the fit of the far-offset
traces does not change significantly (Figure 4.15). This is a contrast to the observation in the
monoparameter tests where the data misfit for quality factors of 10, 40, and 50 as well as for elas-
tic forward modeling decreased by the application of a source wavelet correction (Figure 4.8a).
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Figure 4.13: Results of monoparameter reconstruction tests using a source wavelet correction. On
the left, the obtained S-wave velocity models are displayed. The source positions are marked by
the red stars. On the right, vertical velocity profiles at x=36 m (solid blue line) and x=41 m (dashed
red line) are shown together with the true model (thick grey line) and the initial model (dash-dotted
black line). The locations of the profiles are marked by the blue and red lines in the models. CPML
boundaries as well as the lower part of the models are cut off.
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Conclusions
The tests with a priori known source wavelets show that the reconstruction of the S-wave ve-
locity model from viscoelastic data is not possible if purely elastic modeling is used in the inver-
sion. The result improves if additionally a source wavelet correction is applied. Nevertheless, a
source wavelet correction cannot completely compensate the effects caused by anelastic damp-
ing. Therefore, the reconstruction of the S-wave velocity model is superior when a priori known
quality factors are used in the inversion.
4.3 Influence of P-wave velocity model
I perform further reconstruction tests to investigate the influence of the initial P-wave velocity
model on the reconstruction of the S-wave velocity model. The pseudo-observed data are in-
verted by FWI and the handling of the P-wave velocity model in the inversion is varied. In general,
we focus on the inversion for S-wave velocity because of the high sensitivity of surface waves to
this parameter. However, for the forward modeling during FWI a P-wave velocity model must be
assumed as well as a strategy how to handle it. One can either invert for the P-wave velocity or
the P-wave velocity model can be used as fixed model in the inversion.
Details about the true subsurface model, the acquisition geometry and the inversion setup used
for the reconstruction tests are described in Section 4.1. Again viscoelastic data with Qs=Qp=20
are used as pseudo-observed data.
4.3.1 Results of reconstruction tests
I describe four reconstruction tests. I use the initial P-wave velocity model as fixed model in the
inversion in the first two tests and invert only for S-wave velocity and density. In the second two
reconstruction tests I invert for all three elastic parameters, P-wave velocity, S-wave velocity and
density. There is no inversion for viscoelastic parameters applied. I use viscoelastic forward
modeling with the correct Q values of 20 in all reconstruction tests.
A linear gradient for S-wave velocity as well as density is used as initial model in all reconstruc-
tion tests. The gradients start with the correct value of the corresponding model parameter at the
surface and increase linearly up to the corresponding half-space values in a depth of 9 m. Below
a homogeneous half-space with the correct half-space values is assumed. The model used for
P-wave velocity varies between the reconstruction tests.
Test 1: P-wave velocity model fixed, true P-wave velocity model
In the first reconstruction test I only invert for S-wave velocity and density and use the true P-wave
velocity model as fixed model in the inversion. The result of the reconstruction test is shown in
Figure 4.17. The reconstruction of the S-wave velocity model is almost perfect (Figure 4.17a and
d). The resulting structure is nearly 1D and all characteristics of the S-wave velocity model (both
gradients as well as the small discontinuity) are reconstructed successfully. The reconstruction
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of the density model is also possible in this test (Figure 4.17c and f) although density is not
constrained as well by the data as S-wave velocity. The deviation of the density values in the
layer and the half-space from the density values in the true model are small and only few 2D
structures are observed in the reconstructed density model. The good reconstruction of the
density model is most likely due to the almost perfect conditions in this reconstruction test. The
pseudo-observed data do not contain noise and the true P-wave velocity model is used in the
inversion. Figure 4.17g displays displacement seismograms of the shot located at x=1 m for the
vertical component. The fit of the pseudo-observed data is perfect. There are no significant
differences observable. This is confirmed by the final data misfit of E f inal=1.3% (calculated with
Equation 2.63). The initial data misfit in the inversion is Einitial= 106%.
Test 2: P-wave velocity model fixed, P-wave velocity model derived from first arrival travel
times
If FWI is applied to field data the true P-wave velocity model is unknown and cannot be used
in the inversion. Test 1 is unrealistic in this respect. A P-wave velocity model can be derived
from the observed data by a conventional P-wave refraction analysis. I apply such an analysis
to the pseudo-observed data of the two outermost shots in the model located at x=1 m and
x=71 m. The P-wave velocity model shown in Figure 4.18b is obtained by averaging the results
of the refraction analysis of both shots. This model is used as fixed P-wave velocity model
in the second reconstruction test. Figure 4.18 displays the results of the reconstruction test.
The reconstructed S-wave velocity model and the reconstructed density model contain strong
artefacts. A periodic pattern which coincides with the source positions can be observed in the
models. Especially the strong gradient in the topmost meter in the S-wave velocity model can
not be reconstructed. However, the final data misfit of 2.5% is still low compared to the artefacts
in the S-wave velocity model (initial data misfit Einitial=104%). This shows the high ambiguity of
the inversion problem. In comparison to Test 1 the higher modes of the Rayleigh waves are fitted
worse by the obtained model but this is hardly observable in Figure 4.18g since the differences
are rather small.
Test 3: Inversion for P-wave velocity model, initial P-wave velocity model derived from
first arrival travel times
In this test again the P-wave velocity model which is derived from the pseudo-observed data
by an analysis of the direct and refracted P-wave onsets is used as initial model. In contrast
to Test 2 I additionally invert for P-wave velocity. The results are displayed in Figure 4.19. The
reconstructed S-wave velocity model is in very good agreement with the true S-wave velocity
model down to approximately 4 m depth (Figure 4.19a and d). Below a small discontinuity in
approximately 5.4 m depth is observed which is similar to the discontinuity in 6.3 m depth in the
true S-wave velocity model. The small discontinuity in the reconstructed S-wave velocity model
coincides in depth with the strong discontinuity in the initial P-wave velocity model. The depth of
the discontinuity in the P-wave velocity model as well as the P-wave velocities in the half-space
are not changed significantly by FWI. Thus, a clear bias of the P-wave velocity model on the
reconstruction of the S-wave velocity model is observed in this test. The P-wave velocity model
is only changed in the layer where a periodic pattern can be observed in the final model which
coincides with the source positions. Please note that the colorbar for the P-wave velocity model
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Figure 4.17: Results of reconstruction test 1. a) and c) display the obtained S-wave velocity model
and density model, respectively. The red stars mark the source positions. The blue and the red
dashed lines mark the position of vertical profiles which are shown in d) and f) in comparison to
the true models (thick grey line) and the initial models (dash-dotted black line). b) displays the ini-
tial P-wave velocity model which is fixed in this test and which is equal to the true P-wave velocity
model. g) shows vertical displacement seismograms of the left shot located at x=1 m for the pseudo-
observed data (black) and the final synthetics (red). Not all seismograms of this shot are shown. The
seismograms are multiplied by an offset dependent factor of
(
r
m
)0.7
where r is the offset.
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Figure 4.18: Results of reconstruction test 2. a) and c) display the obtained S-wave velocity model
and density model, respectively. The red stars mark the source positions. The blue and the red
dashed lines mark the position of vertical profiles which are shown in d) and f) in comparison to the
true models (thick grey line) and the initial models (dash-dotted black line). b) displays the initial P-
wave velocity model which is fixed in this test and e) displays a comparison of the true P-wave velocity
model (thick grey line) and the initial P-wave velocity model (dash-dotted black line). g) shows vertical
displacement seismograms of the left shot located at x=1 m for the pseudo-observed data (black) and
the final synthetics (red). Not all seismograms of this shot are shown. The seismograms are multiplied
by an offset dependent factor of
(
r
m
)0.7
where r is the offset.
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in Figure 4.19b is clipped. The depth of the discontinuity in the P-wave velocity model is possibly
not adjusted during the FWI due to the narrow bandwidth of the pseudo-observed data (up to
70 Hz). The low frequency P-waves presumably do not constrain the depth of the discontinuity
accurate enough. The reconstruction of the density model improves in comparison to Test 2.
The artefacts in the layer decrease but the reconstructed density model oscillates around the
true density model down to 3 m depth. A discontinuity in 5.4 m depth is observed in the density
model similar to the discontinuity in the S-wave velocity model. The P-wave velocity model also
bias the reconstruction of the density model in this test. In comparison to Test 2 the final data
misfit decreases again and amounts to 1.6% (initial data misfit is equal to Einitial in Test 2).
Test 4: Inversion for P-wave velocity model, linear gradient as initial P-wave velocity
model
In the third test FWI is not able to shift the strong discontinuity in the P-wave velocity which is
present in the initial model to the correct depth. Therefore, a last test is performed where a linear
gradient is used as initial P-wave velocity model (see dash-dotted black line in Figure 4.20e). I
again invert for all three elastic parameters (P-wave velocity, S-wave velocity, and density). The
inversion result is shown in Figure 4.20. The initial P-wave velocity model is only changed in the
first two meters of the subsurface. FWI is not able at all to reconstruct the true P-wave velocity
model, in particular there is no sign of a half-space and a discontinuity on top of the half-space in
the final model. This is presumably due to the poor initial P-wave velocity model used in this test.
The inversion converges to a local minimum. Again a periodic pattern is observed in the S-wave
velocity model which coincides with the source positions. However, in comparison to Test 2 the
strong gradient in the topmost meter is reconstructed. Furthermore, the obtained S-wave velocity
model deviates less from the true model compared to the reconstructed S-wave velocity model in
Test 2. The small discontinuity at 6.3 m depth is not resolved. The reconstruction of the density
model fails in this test. There are strong artefacts especially in the vicinity of the sources. The
final data misfit of 10% in this inversion is much higher than the final data misfit in the other tests
(initial data misfit in this test is Einitial=110%). The fit of the fundamental mode of the Rayleigh
waves is again satisfactory (Figure 4.20g) but the fit of the P-waves and the higher modes of the
Rayleigh waves is poor because the inversion was not able to reconstruct the P-wave velocity
model.
4.3.2 Summary and conclusions
A significant bias of the P-wave velocity model on the reconstruction of the S-wave velocity model
is observed. The wrong discontinuity in the P-wave velocity model leads to an artificial disconti-
nuity in the reconstructed S-wave velocity model. Furthermore, the wrong P-wave velocity model
that is used as fixed model in the inversion causes significant artefacts in the reconstructed S-
wave velocity model.
FWI is not able to reconstruct the P-wave velocity model in these tests. The linear gradient
used as initial model in Test 4 seems to be too different to the true P-wave velocity model and
the inversion does not converge into the global minimum. In the initial P-wave velocity model
which was estimated from first arrival P-wave travel times (Test 3) the depth of the discontinuity
is not adjusted by FWI. In principle, FWI has the potential to reconstruct also the P-wave velocity
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Figure 4.19: Results of reconstruction test 3. a) to c) display the obtained S-wave velocity model, P-
wave velocity model, and density model, respectively. The red stars mark the source positions. The
blue and the red dashed lines mark the position of vertical profiles which are shown in d) to f) in com-
parison to the true models (thick grey line) and the initial models (dash-dotted black line). g) shows
vertical displacement seismograms of the left shot located at x=1 m for the pseudo-observed data
(black) and the final synthetics (red). Not all seismograms of this shot are shown. The seismograms
are multiplied by an offset dependent factor of
(
r
m
)0.7
where r is the offset. The colorbar in b) is
clipped. There are no significant variations of the P-wave velocity in the half-space. The P-wave
velocity varies between 1656 m/s to 1664 m/s in the half-space.
90 4.3. INFLUENCE OF P-WAVE VELOCITY MODEL
model. However, as the P-waves which mainly constrain the P-wave velocity model have small
amplitudes in comparison to the Rayleigh waves they do not contribute in the same extent to the
data misfit as the Rayleigh waves. Applying a multi-stage inversion where in a first stage only the
P-waves are inverted can possibly help to obtain a more accurate P-wave velocity model. This
model can be afterwards used in an inversion of the whole data set. However, I have not tested
this strategy yet.
Concluding it is desirable to use a P-wave velocity model which is as similar as possible to the
true P-wave velocity model to obtain an accurate reconstruction of the S-wave velocity model
as well as a fit of the higher modes of the Rayleigh waves. However, discontinuities in the
reconstructed S-wave velocity model that can be related to discontinuities in the initial P-wave
velocity model should be handled with care. Based on the results of these reconstruction tests I
recommend to invert for P-wave velocity to reduce artefacts in the reconstructed S-wave velocity
model.
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Figure 4.20: Results of reconstruction test 4. a) to c) display the obtained S-wave velocity model, P-
wave velocity model, and density model, respectively. The red stars mark the source positions. The
blue and the red dashed lines mark the position of vertical profiles which are shown in d) to f) in com-
parison to the true models (thick grey line) and the initial models (dash-dotted black line). g) shows
vertical displacement seismograms of the left shot located at x=1 m for the pseudo-observed data
(black) and the final synthetics (red). Not all seismograms of this shot are shown. The seismograms
are multiplied by an offset dependent factor of
(
r
m
)0.7
where r is the offset.
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Chapter 5
Inversion of field data
Finally, I apply the discussed FWI approach to a shallow seismic field data set. After an in-
troduction of the field data set (Section 5.1) I discuss the result of a conventional inversion of
Fourier-Bessel expansion coefficients and first arrival P-wave travel times (Section 5.2). This
inversion provides a 1D subsurface model and is called 1D inversion in the following. The 1D
inversion is applied to the recorded data for the purpose of comparison with the 2D FWI re-
sults. Section 5.3 focuses on the results obtained by application of 2D FWI to the same data
set. In Section 5.4 the 1D and 2D S-wave velocity models that are obtained by the two inversion
methods are compared.
5.1 Field data set
The field data set was acquired at the gliding airfield at Rheinstetten near Karlsruhe. The seismic
profile was located at the northern end of the runway and was aligned in northwest to southeast
direction. The acquisition geometry consisted of a linear profile with 72 vertical geophones (eigen
frequency of 4.5 Hz) with an equidistant receiver spacing of 1 m. 25 shots were excited along
the profile where a vertical hammer blow was used as source. The subsurface structure consists
of layered fluviatile sediments of the Late Pleistocene (Hu¨ttner et al., 1986). Figure 5.1 displays
data of a shot in the middle of the profile (shot number 13; profile meter 36.5 m). The fundamen-
tal mode as well as most phases of the higher modes coincide. Thus, it can be assumed that the
subsurface structure is predominantly depth dependent (no significant lateral variations). Such
a subsurface structure is called 1D structure in the following.
Although 2D FWI has the potential to reconstruct 2D subsurface models (variation of model
parameters in vertical and in one horizontal direction) I applied it to a field data set recorded on a
1D subsurface structure to firstly evaluate the chosen FWI approach for field data. Furthermore,
the application to a data set of a 1D subsurface structure provides the possibility to compare the
FWI result to the result of a conventional 1D inversion.
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Figure 5.1: Shot gather for field data of shot 13. Displayed are the raw data (vertical velocity seismo-
grams). Traces 38 to 72 are plotted in black and traces 1 to 35 are plotted in red. Traces 36 to 37 are
clipped and therefore not shown. The seismograms are multiplied with an offset dependent factor of
( rm)
1.7 where r is the offset.
5.2 1D inversion
I apply a joint inversion of first arrival P-wave travel times and Fourier-Bessel expansion coef-
ficients to the recorded data of shot 25 at the southeastern end of the profile. This inversion
method was developed by Forbriger (2003a,b). After a short review of the inversion method
(Section 5.2.1) I discuss the obtained subsurface model (Section 5.2.2) and results of a resolu-
tion analysis (Section 5.2.3).
5.2.1 Theory
If we assume a subsurface model where the material properties vary only with depth the wave-
field excited by a cylindrically symmetrical point source (e. g. a vertical force source) can be
expanded by Fourier-Bessel functions (see Equations 2.65 and 2.66). The expansion coeffi-
cients G can be calculated by the inverse transform from the Fourier coefficients of the wave-
field u˜ (Equations 2.69 and 2.70). Since the wavefield is recorded only at discrete offsets rl
Forbriger (2003a) approximates the integral expressions in Equations (2.69) and (2.70) by the
trapezoid rule. Furthermore, Forbriger (2003a) suggests to approximate the Bessel function
Jη = (H
(1)
η +H
(2)
η )/2 by the Hankel function H
(2)
η /2 alone, which corresponds to an expansion
with waves travelling away from the source. η is the order of the Bessel and Hankel functions,
respectively. η is chosen zero for the vertical component and one for the radial component. The
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Fourier-Bessel expansion coefficients can be calculated by (Forbriger, 2003a, eq. 19)
Gη(ω, p) =
ω2
2
N
∑
l=1
u˜η(ω,rl)H
(2)
η (ω prl)rl ∆rl (5.1)
with
∆rl =
1
2


r2− r1 for l = 1,
rN − rN−1 for l = N,and
rl+1− rl−1 otherwise
(5.2)
where rl+1 ≥ rl. According to the implementation of Forbriger (2001, 2003a,b) phase slow-
ness p = k/ω is used here rather than wavenumber k.
The Fourier-Bessel coefficients G are inverted together with the first arrival P-wave travel times in
a damped least-squares inversion (Forbriger, 2003b). Since it is not necessary to identify single
modes in the Fourier-Bessel expansion coefficients the problem of misinterpretation of modes is
avoided.
5.2.2 Inversion results
The subsurface model obtained by the 1D inversion of the data of shot 25 is displayed in Fig-
ure 5.2. I refer to this model in the following as 1D model. The model is parametrized by two
layers overlaying a homogeneous half-space. The seismic velocities in the two layers are de-
scribed by a mean velocity and a gradient. In the half-space constant seismic velocities are
assumed. Furthermore, constant density values are assumed in the layers and the half-space.
The P-wave velocity model vp is mainly constrained by the P-wave travel times and the S-wave
velocity model vs is mainly constrained by the Fourier-Bessel expansion coefficients. The depth
of the discontinuity is equal for all three parameters (seismic velocities and density) due to the
parametrization of the model. This depth is predominantly constrained by the first arrival P-wave
travel times. Density is not well constrained by the data. The density values in the layer and
the half-space are estimated based on common density values for unconsolidated sediments
(Scho¨n, 1996). At the transition to the half-space the inversion requires a strong discontinuity in
the vp/vs ratio which is interpreted as ground water table. The vp/vs ratio increases from 1.56 to
5.17 at this discontinuity. The small discontinuity at 6.8 m depth in vs might be artificially enforced
by the parametrization of the model.
Figure 5.3 displays the final fit of the synthetic and observed P-wave travel times. All picked
travel times are explained by the obtained P-wave velocity model within the assumed pick er-
ror of ±2 ms. Additionally, the dispersion of the fundamental Rayleigh mode as well as the first
higher mode can be explained with the derived subsurface model (Figure 5.4). The seismograms
predicted by the 1D model fit the recorded seismograms well (see Section 5.4).
The derived 1D model is very similar to the model used for the reconstruction tests (Chapter 4)
since both models are inferred from data sets that were acquired at the gliding airfield in Rhe-
instetten. The difference in the depth of the discontinuity between the second layer and the
half-space is most likely due to a variation in the groundwater table.
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Figure 5.2: 1D subsurface model obtained from joint inversion of first arrival P-wave travel times
and Fourier-Bessel expansion coefficients. a) displays the P- and S-wave velocity model and b) the
density model.
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Figure 5.3: Fit of travel time data. The travel times calculated with the 1D P-wave velocity model
shown in Figure 5.2a) are displayed in black and the manually picked travel times of the recorded
data are displayed in grey where a constant pick error of ±2 ms is assumed.
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(a) (b)
Figure 5.4: Comparison of amplitudes of complex Fourier-Bessel expansion coefficients. a) displays
the amplitudes of the expansion coefficients calculated with the final subsurface model (Figure 5.2) of
the 1D inversion. b) displays the amplitudes of the expansion coefficients derived from the field data
of shot 25 by Equation (5.1). The expansion coefficients in both plots are scaled for each frequency
individually using the maximum amplitude value.
5.2.3 Resolution analysis
Rubberband test
The 1D inversion code includes a tool for local resolution analysis which is called rubberband
test (Forbriger, 2003b). In the rubberband test one starts at an optimized model that means at a
minimum of the misfit function. One model parameter is now varied which causes an increase of
the misfit between the synthetic and observed data. However, by changing also the other model
parameters the misfit can be minimized again. This accounts for trade-off between the model
parameters. In the rubberband test a maximum increase in the misfit is defined. Afterwards,
the test provides the maximum model changes which are possible within the defined increase of
misfit. However, the misfit increase is not calculated by actually changing the model parameters.
It is found by a linear extrapolation of the predicted data using the matrix of partial derivatives.
Therefore, the obtained models are no valid alternative models. For a detailed description of the
rubberband test I refer to Forbriger (2003b).
Result
To apply the rubberband test the obtained subsurface model displayed in Figure 5.2 is divided
into five layers overlying a homogeneous half-space (layer interfaces at 0.55 m, 2.00 m, 3.50 m,
5.00 m, and 6.84 m). Tested model parameters are the thickness of the first layer, the depth of
the half-space as well as the mean P-wave velocity and S-wave velocity in each layer. The ap-
plied damping in the analysis is negligible (λ < 5 ·10-4 in eq. 13 in Forbriger, 2003b). The result
of the rubberband test for a relative increase of the misfit of 2% is displayed in Figure 5.5. The
smaller the filled areas are the better constrained is the parameter where trade-off between the
parameters is taken into account (Forbriger, 2003b). The displayed models are not a crowd of
alternative models since they are not obtained by an actual optimization.
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Figure 5.5: Resolution analysis with a rubberband test for the 1D inversion result. Tested parameters
are the thickness of the first layer, the depth of the half-space as well as the mean P-wave and S-
wave velocities in the layers and the half-space. The result is shown for a relative increase of the
misfit of 2%. Small variations of a parameter can be linked to a good constrainedness of this model
parameter. The thick lines display the optimized model which is obtained by the 1D inversion.
The S-wave velocity is well constrained by the Fourier-Bessel expansion coefficients. The res-
olution of the S-wave velocity decreases with depth. The high constrainedness of the S-wave
velocity in the half-space is presumably not reliable since it is determined from only a few Fourier-
Bessel expansion coefficients below 12 Hz. A trade-off between the depth of the first layer and
the seismic velocities at shallow depth is observable. The P-wave velocity is constrained less
than the S-wave velocity. A trade-off between the P-wave velocities in the layers exists. A faster
P-wave velocity in one layer can be compensated by a slower P-wave velocity in the next layer,
for example. Furthermore, a trade-off between the depth of the half-space and the P-wave ve-
locities in the layers is observable.
5.3 2D full waveform inversion
In this section the preprocessing of the field data set is discussed (Section 5.3.1). Afterwards
the inversion setup and the problem of cycle-skipping are described (Section 5.3.2 and 5.3.3).
Section 5.3.4 focuses on the inversion result which is obtained by FWI.
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5.3.1 Preprocessing
3D/2D transformation
I apply the hybrid transformation (Forbriger et al., 2013) to the recorded data (for details see
Section 2.4.3) to account for the different geometrical spreading of the field data (3D) and the 2D
forward modeled data in the FWI. Seismograms up to an offset of 10 m are transformed with the
single-velocity transformation where a phase velocity of vph=300 m/s is used. This phase velocity
is estimated from the seismograms with small offsets. For seismograms with offsets larger than
20 m the direct-wave transformation is applied. Between 10 m and 20 m both transformations are
mixed with a continuous transition from one transformation to the other.
The convolution with 1/
√
t that is applied to the data within the hybrid transformation corre-
sponds to a half integration of the seismograms (Forbriger et al., 2013). In the used field data
set this causes strong artefacts in some traces due to low-frequency noise. To reduce these
artefacts I apply a fourth order Butterworth highpass filter with a corner frequency of 5 Hz to
the field data prior to the 3D/2D transformation. Furthermore, the seismograms are tapered.
The applied taper ensures that the seismograms are zero before the P-wave onset and after the
fundamental mode of the Rayleigh waves.
Estimation of Q value
The reconstruction tests presented in Section 4.2.2 show that viscoelastic wave propagation
must be considered in an FWI of shallow seismic Rayleigh waves. To estimate a quality factor
which is used as a priori known parameter in the FWI I compare the field data with viscoelasti-
cally forward modeled data as described in Section 4.2.1. I again assume no spatial variation of
the quality factors and used Qp = Qs where Qp is the quality factor for P-waves and Qs is the
quality factor for S-waves.
To generate synthetic data with different quality factors the 1D model introduced in Section 5.2
is used. Prior to the comparison of field data and synthetic data a source wavelet correction
filter is determined (Section 4.2.1 and Appendix F) and applied to the synthetic data. For each
quality factor and each shot a separate source wavelet correction filter is estimated. In the op-
timization of the source wavelet correction filters a weighting of the data misfit of (r/m)1.2 is
used (Equations (F.4) and (F.1) in Appendix F). The final data misfit of all 25 shots after the
source wavelet correction is displayed in Figure 5.6 as a function of the tested quality factors.
The weighting used in the estimation of the source wavelet correction filters is included in this
analysis. A minimum of the L2 misfit is observed between quality factors of 8 and 15. This result
is also confirmed by a qualitative comparison of the field data and the synthetic data. For the
FWI I choose a quality factor of 15 although the L2 data misfit for a quality factor of 10 is less.
However, the source wavelet correction can account better for differences between field data and
synthetic data that are caused by too high quality factors used to generate the synthetic data. In
this case the source wavelet correction filters act additionally as lowpass filters (Section 4.2.1).
If a too low quality factor is used to generate the synthetics the source wavelet correction filters
must increase the bandwidth of the synthetic data. However, this is limited by the stabilization
that must be used in the optimization of the source wavelet correction filter (Section 4.2.2).
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Figure 5.6: Estimation of a
quality factor for field data set.
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Figure 5.7: Rheological model used for FWI of field data set.
The model is built by a generalized standard linear solid with
three relaxation mechanisms and approximates a constant
quality factor of 15. a) displays the frequency dependence of
the quality factor Q and b) the corresponding phase velocity
dispersion caused by damping. c is the phase velocity and
c0 is the phase velocity at the used reference frequency of
30 Hz.
Figure 5.7 displays the rheological model that is used in the FWI. The quality factor of 15 is
approximated by three relaxation mechanisms of a generalized standard linear solid with the
relaxation frequencies fσ ,1= 0.29 Hz, fσ ,2 =5.73 Hz, and fσ ,3 =64.51 Hz and τ =0.15 (see
Appendix A for details about the rheological model of a generalized standard linear solid).
5.3.2 Inversion setup
In the FWI of field data I use a very similar inversion setup as in the reconstruction tests. Again a
multiscale inversion approach with frequency filtering is applied. I start with a passband from 5 Hz
to 10 Hz and increase the upper corner frequency sequentially to 15 Hz, 20 Hz, 30 Hz, 40 Hz,
55 Hz, and 70 Hz. The bandlimited data are obtained by the application of a fourth-order But-
terworth highpass filter with a corner frequency of 5 Hz and a fourth-order Butterworth lowpass
filter with different corner frequencies (10 Hz, 15 Hz, etc.). The highpass filter is already applied
to the field data prior to the 3D/2D transformation. The bandwidth of the data is increased in the
inversion as soon as the relative misfit change of the current iteration in comparison to the last
but one iteration drops below 1%. In contrast to the reconstruction tests no minimum number of
iterations per frequency interval is performed. The relevant parameters used for forward model-
ing are given in Table H.2 in Appendix H.
At the beginning of each frequency interval a source wavelet correction filter for each shot is
determined by using synthetic data generated with the current subsurface model in a stabilized
deconvolution with the field data as described in Appendix F. The source wavelet correction
filters are estimated once at the beginning of each frequency band and are then used unaltered
for the corresponding passband. For the determination of the source wavelet correction filters
only 10 to 20 seismograms with small offsets are used per shot. The used traces are chosen
manually and the number of used seismograms depends on data quality. It is undesirable that
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the source wavelet correction filters account for differences in the wavefields that are caused by
differences in the subsurface models. Therefore, only seismograms with small offsets are used
in the estimation of the correction filters.
The misfit function is defined by the L2 norm of the normalized seismograms (Equation 2.63).
For gradient preconditioning I use the method described in Section 2.3.1 where the semi-circular
tapers have a radius of 3.0 m. Additionally, the gradients and the models are smoothed with
a 2D median filter. The filter lengths vary for the different passbands considered in the multi-
scale inversion and for the different parameters. The used filter lengths are given in Table H.3
in Appendix H. The filter lengths are smaller than half of the minimum wavelength of the current
bandwidth for the S-wave velocity model in all frequency bands. For the P-wave velocity stronger
smoothing must be applied in the frequency bands between 5 Hz-40 Hz, 5 Hz-55 Hz, and 5 Hz-
70 Hz in comparison to the S-wave velocity to avoid instabilities during forward modeling due to
small-scale heterogeneities in the model. However, the used filter lengths are still smaller than
the minimum wavelength of the P-waves.
As initial P-wave velocity model for the FWI the 1D model shown in Figure 5.2a) is used as it is
mainly constrained by the first arrival P-wave travel times and might be therefore also obtained
by a P-wave refraction tomography of the data set. As initial density model the model shown in
Figure 5.2b) is used. As initial S-wave velocity model I test two different models where one of
them produces cycle-skipping and the inversion gets stuck in a local minimum. This is discussed
in the following section.
5.3.3 The problem of cycle-skipping
I tested two different initial S-wave velocity models. Both consist of a linear gradient. Such initial
S-wave velocity models have proofed to be appropriate in synthetic tests. The first model, named
initial model 1 in the following, starts with a velocity of 60 m/s at the surface and increases linearly
up to a velocity of 369 m/s in a depth of 9 m where it passes into a homogeneous half-space. In
contrast, the second model (initial model 2) starts at a velocity of 100 m/s at the surface and has
therefore a weaker gradient. The two initial models are displayed in Figure 5.8 in comparison to
the 1D S-wave velocity model which is obtained by the 1D inversion.
Initial model 1 produces cycle-skipping (Section 2.3.4) even in the frequency interval between
5 Hz and 10 Hz which is used at the beginning of the inversion (Figure 5.9a). The initial synthe-
tics generated with initial model 1 do not fit the observed data well enough. The misfit can be
significantly decreased by fitting cycles of the waveforms that do not correspond to each other.
This can be observed in the traces with an offset between 30 m and 60 m in Figure 5.9a). Fig-
ure 5.10a) displays the gradient for the S-wave velocity for the first iteration step. The gradient
has predominantly positive amplitudes which causes a decrease of the S-wave velocities due to
the update in the opposite direction of the gradient of the misfit function. This decrease in the
S-wave velocities causes a decrease of the misfit in the offset interval between 30 m and 60 m.
However, the recorded data at large offsets cannot be predicted by the obtained subsurface
model. After seven iterations the inversion gets stuck in a local minimum.
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Figure 5.8: Initial S-wave velocity models used for FWI of field data (black line and black dashed
line) in comparison to 1D S-wave velocity model derived by a conventional 1D inversion (inversion of
Fourier-Bessel expansion coefficients and first arrival P-wave travel times; Section 5.2.2).
In contrast, the synthetics generated with initial model 2 fit the field data significantly better
(Figure 5.9b) in the bandwidth between 5 Hz and 10 Hz, especially the seismograms with large
offsets. For this initial model the gradient for the S-wave velocity differs clearly from the gradient
for initial model 1 (Figure 5.10). For the second tested initial model the S-wave velocities between
0 m and 5 m depth are increased and the data misfit is successfully reduced for middle and far
offset traces. After 15 iteration steps the inversion stops because the misfit cannot be reduced
significantly any more. The fit of the recorded data is satisfactory (Figure 5.9b) and one can
switch to the next broader frequency band between 5 Hz and 15 Hz.
5.3.4 2D subsurface model
Using model 2 as initial model for the S-wave velocity FWI can be successfully applied to the
field data set. Figure 5.11 displays a comparison of seismograms for three representative shots.
The data misfit is successfully decreased by FWI as the seismograms calculated with the final
model fit the recorded data significantly better than the seismograms calculated with the initial
model. Note that the seismograms displayed in Figure 5.11 have a bandwidth of 5 Hz to 70 Hz.
In contrast, the seismograms displayed in Figure 5.9 have a bandwidth of only 5 Hz to 10 Hz.
The decrease of the data misfit is displayed in Figure 5.12. In total, 59 iterations are performed.
I run the computations with 16 CPUs on the supercomputer JUROPA at Ju¨lich Supercomputing
Centre and the total computation time for the 59 iterations is approximately 7 hours. However,
the whole FWI is not carried out in this time since the source wavelet correction filters are esti-
mated manually between the inversion of the data with different bandwidths.
Figure 5.13 displays the final 2D model obtained by FWI. There are significant 2D structures in
the layer of the obtained P-wave velocity model (Figure 5.13a). In contrast, the P-wave velocity
in the half-space is almost not changed during the inversion. In the half-space the P-wave ve-
locity is 1905 m/s with a maximum variation of ±1 m/s. The 2D structures in the P-wave velocity
model influence the final data fit significantly. Synthetic seismograms that are generated with
the obtained 2D S-wave velocity and density model but with the initial 1D P-wave velocity model
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Figure 5.9: Comparison of field data (thick grey) and initial synthetics (black) for two different initial
models as well as the resulting synthetics (red) after the inversion of the field data in the frequency
band between 5 Hz and 10 Hz. Displayed are vertical displacement seismograms of shot 25 (shot at
x=76 m). Each seismogram is normalized to its maximum amplitude. Every eighth trace is displayed.
a) displays the results for initial model 1 (Figure 5.8) where cycle-skipping occurs. b) displays the
results for initial model 2.
(a)
x in m
D
ep
th
 in
 m
 
 
10 20 30 40 50 60 70
2
4
6
8
10
Normalized Amplitude
−1 −0.5 0 0.5 1
(b)
x in m
D
ep
th
 in
 m
 
 
10 20 30 40 50 60 70
2
4
6
8
10
Normalized Amplitude
−1 −0.5 0 0.5 1
Figure 5.10: Gradients of the misfit function for the S-wave velocity in the first iteration step of the
FWI using a) initial model 1 and b) initial model 2 (for models see Figure 5.8). The gradients are
normalized to their maximum amplitude.
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(shown in Figure 5.2a) fit the recorded data worse. This is presumably due to a trade-off between
S-wave velocity and P-wave velocity. However, the changes in the S-wave velocity model influ-
ence the seismograms much stronger than the changes in the P-wave velocity model. A trade-off
between P-wave velocity and S-wave velocity is possibly also influenced by the individual scaling
of the gradient of each model parameter implemented in DENISE (Section 2.3.2). It is expected
that the P-wave velocity is not as well constrained by the data as the S-wave velocity due to the
small amplitudes of the P-waves in comparison to the amplitudes of the Rayleigh waves and due
to the high sensitivity of the Rayleigh waves to the S-wave velocity structure. However, in each
iteration the update of each model parameter is a percentage of the maximum value of the cor-
responding model parameter in the current model, independent of the absolute amplitude of the
gradients for the different model parameters. This could cause a too large update of the P-wave
velocity which then influences also the update of the S-wave velocity in the following iteration
steps. This hypothesis should be investigated in future studies.
The S-wave velocity model (Figure 5.13b) still corresponds to a predominantly depth dependent
structure although this is not enforced in the inversion by regularization. High S-wave velocities
in the first two meters are observed in the left part of the model in comparison to the middle and
the right part of the model (see vertical velocity profile at x=14 m in Figure 5.13b). It seems that
structures that are deeper than 6.0 m cannot be resolved by the inversion. This could be possibly
improved by a better preconditioning of the gradients e. g. by using the inverse main diagonal el-
ements of the approximate Hessian matrix for preconditioning (similar to the method proposed by
Sheen et al., 2006). Another possibility could be the amplification of low frequencies. The deep
parts of the model are constrained by Rayleigh waves with low frequencies due to their larger
penetration depth. However, the investigated data set contains at least in a few shot gathers
significant low-frequency noise which is critical when low frequencies are amplified. It should be
checked first if the low frequency content of the field data can provide information of the deeper
parts of the S-wave velocity model or if these signals are too much disturbed by noise. Although
the changes in the S-wave velocity model are small these changes have a strong influence on
the wavefields (see Figure 5.11) which confirms the high sensitivity of the Rayleigh waves to the
S-wave velocity model.
The obtained density model (Figure 5.13c) is even more heterogeneous than the P-wave ve-
locity model. The density is not further interpreted because density is not well constrained by
the recorded data. Synthetic seismograms that are modeled with the obtained 2D S-wave and
P-wave velocity models but with the initial density model (Figure 5.13c) fit the recorded data al-
most equally well as the synthetics generated with final P-wave velocity model, S-wave velocity
model, and density model obtained by FWI. This indicates that the influence of the density on
the waveforms is rather small.
The inversion scheme does not ensure that the obtained subsurface models are physically con-
sistent. The P-wave velocities vp range from 220 m/s to 1905 m/s which is within the expected
interval for unconsolidated sediments (Scho¨n, 1996). The S-wave velocities vs vary between
98 m/s and 372 m/s which is also within the expected interval for unconsolidated sediments.
However, a critical parameter for this inversion result is the vp/vs ratio or the Poisson number ν ,
respectively. Reasonable values for the vp/vs ratio lie between 1.56 and values larger than
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Shot 1 Shot 25Shot 13
Figure 5.11: Vertical displacement seismograms for shot 1 (x=3.0 m), shot 13 (x=39.6 m), and
shot 25 (x=76.0 m) in the frequency band between 5 Hz and 70 Hz. Recorded data are displayed
by the thick grey line, seismograms calculated with the initial model are displayed in black and seis-
mograms calculated with the final 2D model are displayed in red. Each trace is normalized to its
maximum amplitude. Every fourth trace is displayed.
10 (Bachrach et al., 2000; Forbriger, 2003b). This corresponds to Poisson numbers between
ν=0.15 and ν >0.495. Stu¨mpel et al. (1984) observe even smaller values of vp/vs ratios down
to 1.41 (ν=0) in dry and partially saturated sands. Smaller values for the vp/vs ratios correspond
to negative Poisson numbers. If a tension is applied to a material with negative Poisson number
it expands also in the other directions. This disagrees with the physical intuition for materials that
are met in the subsurface. Figure 5.14 displays the vp/vs ratio calculated for the 2D inversion re-
sult. The colorbar is clipped at a ratio of 1.56 and areas with higher ratios are displayed in white.
The areas where the vp/vs ratio is smaller than 1.56 are mainly at the left and the right bound-
ary of the model as well as in the vicinity of the discontinuity in 6.8 m depth which is caused by
the groundwater table. There is especially one anomaly between x=4 m and x=10 m in a depth
range between 2.5 m and 4 m where the vp/vs ratio drops below 1.41 which corresponds to a
negative Poisson number. Therefore, this part of the model is physically not feasible. However,
in the middle part of the model the obtained vp/vs ratios match the expected parameter range
although this is not enforced by the inversion. Nevertheless, for future inversions one should
implement a mechanism that avoids at least negative Poisson numbers.
5.4 Comparison of 1D and 2D S-wave velocity model
The 1D S-wave velocity model which is obtained by the 1D inversion clearly differs from the 2D
S-wave velocity model obtained by FWI (vertical velocity profiles in Figure 5.13b). These dif-
ferences are partly caused by the different parametrization of the models in the two inversion
algorithms. In the FWI the model is parametrized by decoupled velocities at each grid point of
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Figure 5.12: Evolution of data misfit calculated with Equation (2.63) during FWI. The dashed lines
mark the increase of the bandwidth of the recorded data which are used in the inversion. At these
points new source wavelet correction filters are estimated.
the FD grid (grid spacing 0.2 m) whereas in the 1D inversion code the model is divided into three
layers and described by the mean velocity and a gradient in each layer. This presumably causes
the differences in the first two meters of the S-wave velocity models. There is a sharp transition
in the 1D model from the very steep gradient in the first layer to the weaker gradient in the second
layer. In contrast, such a clear transition is not observed in the 2D model. However, in the middle
part of the 2D model the increase of the S-wave velocities is stronger in the first two meters
than in the deeper parts. Between 2 m and approximately 6 m depth the S-wave velocities in the
middle and the right part of the 2D model are very similar to the velocities in the 1D model.
In spite of the differences in the S-wave velocity structures both models predict the recorded
seismograms very well (Figure 5.15). This shows the ambiguity of the inverse problem. How-
ever, this ambiguity does not result in strong 2D artefacts in the FWI. The 2D inversion is stable
in this respect. The 2D model predicts the field data better compared to the 1D model especially
for the fundamental mode of the Rayleigh waves in the seismograms with large offsets. However,
some parts of the higher modes of the Rayleigh waves are fitted better by the 1D model. This
can be also observed in Figure 5.16 where the contribution to the total data misfit of each trace
is displayed color coded. The better fit of the field data by the 2D model is not unexpected since
the number of degrees of freedom in the 2D inversion is much higher than in the 1D inversion.
The differences in the S-wave velocity models are largest in the left part of the 2D model (see
vertical velocity profile at x=14 m in Figure 5.13b). To investigate if these lateral variations in the
2D model are caused by the observed data, common-offset gathers are analyzed. Figure 5.17
displays common-offset gathers for an offset of 25.5 m. Figure 5.17b) displays the field data.
No significant variations in the phase velocities along the profile are observable in the field data
which indicates that there is no significant 2D structure. (This also holds for common-offset
gathers for smaller offsets.) The common-offset gather for the field data is also compared to the
corresponding common-offset gathers generated with the 1D and the 2D model. If a constant
source time function is assumed all seismograms would be equal for a perfect 1D subsurface
structure. The differences of the seismograms calculated with the 1D model (Figure 5.17c) are
only caused by differences in the optimized source wavelet correction filters for each shot. In the
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Figure 5.13: 2D subsurface model obtained by FWI. a) displays the P-wave velocity model, b) the
S-wave velocity model, and c) the density model. The red stars in the 2D models on the left mark
the source positions. On the right vertical profiles through the 2D model are shown in comparison to
the 1D model (thick grey line) and the initial model (dash-dotted black line). The positions of these
profiles are marked by the vertical lines in the 2D models on the left. Due to the high contrast in
P-wave velocities between the layer and the half-space the colorbar as well as the x-coordinate are
clipped in a). However, in the half-space the P-wave velocity does not vary significantly (P-wave
velocity in the half-space is 1905 m/s with a maximal variation of ± 1 m/s).
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Figure 5.14: vp/vs ratio for the 2D subsurface model obtained by FWI. The colorbar is clipped at a
ratio of 1.56. Areas with higher vp/vs ratios are displayed in white. The red stars mark the source
positions.
field data clear differences in the seismograms are observed because of noise, 3D scattering
and again differences in the source wavelets. However, the main phases of the field data are
fitted well by the seismograms of both models. Only few features of the field data are fitted better
by the seismograms of the 2D model like e. g. the amplitude variation of the phase at 0.14 s or
the small phase at 0.22 s which is present in some traces only.
5.5 Conclusions
A successful application of 2D FWI to a field data set which was acquired on a predominantly
depth-dependent structure is presented. The data misfit reduces significantly in the inversion
and the obtained 2D subsurface model predicts the field data well. The resulting S-wave velocity
model contains no significant 2D artefacts although a 1D structure is not enforced by regulariza-
tion. For the purpose of comparison I additionally derive a 1D subsurface model by an inversion
of Fourier-Bessel expansion coefficients and first arrival P-wave travel times. Although the 1D
and 2D subsurface models derived by the two inversion methods differ both models are able to
predict the main phases of the recorded data. However, the synthetic seismograms generated
with the 2D model fit the field data better especially in some details in the recorded seismograms.
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Shot 1 Shot 13 Shot 25
Figure 5.15: Comparison of field data (thick grey) with synthetic seismograms generated with the 1D model (black) and the 2D model (red) for shot 1
(x=3.0 m), shot 13 (x=39.6 m), and shot 25 (x=76.0 m). Displayed are vertical particle displacement seismograms. Each seismogram is normalized
to its maximum amplitude. Every fourth trace is displayed. A source wavelet correction is already applied to the synthetic seismograms. For the
seismograms of each shot and each subsurface model a separate source wavelet correction filter was estimated. In the optimization of the source
wavelet correction filter all seismograms of a shot are used unless the clipped seismograms. A weighting is applied with rm
1.2
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Figure 5.16: Contribution to the final data misfit of the single shots and the single receivers for the
2D model (left) and the 1D model (right). The sum of the misfit contributions shown in each figure
results in the total data misfit. The black stars mark the source positions. Clipped traces which are
not used in the inversion are plotted in white.
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Figure 5.17: Common-offset gathers for an offset of 25.5 m. a) displays the seismograms calculated
with the 2D model, b) displays the recorded seismograms, and c) displays the seismograms calcu-
lated with the 1D model. All traces are vertical displacement seismograms with a bandwidth of 5 Hz
to 70 Hz. Each trace is normalized to its maximum amplitude.
Chapter 6
Summary and conclusions
Main objective of this work is the application of 2D FWI to recorded shallow seismic Rayleigh
waves. Studies which are applied in preparation of such an inversion of field data are presented
to investigate the significance of different effects (e. g. accuracy of the forward modeling code,
effects of anelastic damping, influence of P-wave velocity model). Finally, I show a successful
application of 2D FWI to field data.
Chapter 2 introduces the basics of FWI using the adjoint approach. The calculation of the gra-
dient of the misfit function considering viscoelastic wave propagation is discussed where the
rheology of the medium is described by a generalized standard linear solid. The gradients of
the misfit function with respect to the unrelaxed moduli can be divided into two parts. The first
part is equal to the corresponding gradient in the elastic case. The second contribution contains
convolutions between the relaxation functions and the forward propagated wavefield. Therefore,
the calculation of the gradients in case of viscoelastic wave propagation is computationally more
expensive. An inversion for dissipative properties has most likely a high ambiguity, especially
in field data applications where noise is present in the observed data and the amplitudes are
also influenced by receiver coupling and differences in the transfer functions of the geophones.
Thus, I have decided to invert only for elastic properties or unrelaxed moduli, respectively and
not for dissipative properties. Furthermore, the gradients of the misfit for the unrelaxed moduli
are approximated by their elastic counterparts in the presented studies. The additional term
which appears due to the assumption of anelastic wave propagation is neglected. No difficulties
due to this approximation are observed in the applied FWI tests. However, this possibly does
not hold for other models or other data sets. The contribution of the neglected term should be
investigated in more detail in future studies.
Furthermore, a 3D/2D transformation is discussed in Chapter 2. It is based on the Fourier-
Bessel expansion of the recorded point-source wavefields. The expansion coefficients are after-
wards used in an expansion with plane waves (Amundsen & Reitan, 1994). The transformation
accounts for both, body and surface waves. It is shown that the described transformation is
analytically exact for wavefields that are excited by a cylindrical symmetric source in a depth de-
pendent (1D) structure. This is also confirmed by a synthetic test. The transformation assumes
a 1D subsurface structure. Due to the expansion of the Fourier-Bessel expansion coefficients
with plane waves the resulting transformed seismograms equal seismograms recorded on a 1D
subsurface structure which means that vertical component seismograms on both sides of the
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line source are identical for equal offsets and radial component seismograms just differ in sign
in a Cartesian coordinate system. Effects in the point-source wavefield caused by 2D and 3D
subsurface structures are shifted into a resulting pseudo 1D subsurface structure by the transfor-
mation (Scha¨fer et al., 2013). Although only field data sets from predominantly depth dependent
subsurface structures are considered in this thesis it is undesired to remove effects in the wave-
field possibly caused by 2D structures already by the 3D/2D transformation prior to a 2D FWI. We
discuss this in Scha¨fer et al. (2013) and present in Forbriger et al. (2013) a transformation that
is applicable to single traces and that is superior to the transformation using the Fourier-Bessel
expansion coefficients in case of 2D structures (Scha¨fer et al., 2013). Therefore, this single-trace
transformation is used in the presented field data applications.
The benchmark tests described in Chapter 3 confirm that the time-domain finite-difference algo-
rithm, which is implemented in the used 2D FWI code, can accurately simulate Rayleigh waves
and is therefore suited for FWI. The modeled seismograms are independent of the spatial and
temporal grid spacing if a correct scaling is applied to the exciting sources (provided that signifi-
cant effects due to grid dispersion are avoided). The implemented stress-velocity finite-difference
scheme is based on the standard staggered grid. Therefore, the wavefield variables (compo-
nents of the particle velocity and the stress tensor) are not all located at full grid points but are
distributed over the grid cell. However, the benchmark tests for a pressure source in a homo-
geneous full-space confirm that the influence of the staggered grid can be observed only very
close to the source (one-fifth of the minimum wavelength in the performed test) and is therefore
negligible in an FWI of Rayleigh waves. The free surface can be implemented by either adding
an air or vacuum layer, respectively, in the model or by using the image technique suggested by
Levander (1988). Both implementations work accurately for vertical force sources in my tests.
However, depending on the model the different location of the free surface in the staggered grid
can be observed in the waveforms. The free surface is located at the first full grid row if the image
technique is used. In contrast, the free surface is located between the two grid rows where the
upper one has the material properties of air and the lower one has the material properties of the
subsurface for an implementation of the free surface by an air layer. I observe a scaling problem
in wavefields that are excited by a radial force source directly at the free surface when the im-
age technique is applied. Further investigations for single force sources show that the observed
problem is not specific for radial force sources but for single force sources in general which are
excited directly at the free surface in connection with an implementation of the free surface by the
image technique. By shifting the staggered grid half a grid point in vertical direction the described
problem can be reproduced also for vertical force sources. Based on my studies I suggest to
apply an additional scaling factor of 2 for such a configuration. A clear physical explanation why
this factor must be applied is missing yet and should be further investigated. I have implemented
viscoelastic forward modeling in the 2D FWI code according to the implementation suggested
by Bohlen (1998). A generalized standard linear solid is used as rheological model. The results
of the finite-difference scheme are successfully compared to results obtained with the reflectivity
method. In the subsequent FWI tests three relaxation mechanisms are used to approximate a
constant quality factor in the bandwidth of the analyzed signals.
In shallow seismic field data the effects of anelastic damping are significant. This is shown in
a comparison of field data with elastically and viscoelastically simulated data (Chapter 4). Fur-
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thermore, a trade-off between the source wavelet correction and anelastic effects is observed.
A source wavelet correction filter can compensate a significant fraction of the residuals between
viscoelastic and elastic wavefields by narrowing the bandwidth of the signals. Nevertheless,
this effect is not sufficient. Viscoelastic modeling is essential to simulate the amplitude decay
with offset of the field data. In a further study reconstruction tests are performed to investigate
the effects of anelastic damping on the reconstruction of the S-wave velocity model by FWI.
Viscoelastically forward modeled data with Qs=Qp=20 are used as pseudo-observed data. Dis-
sipative properties are used as a priori known parameters in the inversion. No inversion for them
is applied. Firstly, reconstruction tests are performed where the correct source wavelet of the
pseudo-observed data is used as a priori known source wavelet in the inversion. These tests
show that the reconstruction of the S-wave velocity model is not possible if purely elastic forward
modeling is applied in the inversion. The result with elastic forward modeling improves if addition-
ally a source wavelet correction is applied in the FWI. Nevertheless, the compensation effect of
the source wavelet correction is not convincing. The reconstruction of the S-wave velocity model
is superior when approximately correct quality factors are considered in the forward modeling of
the inversion.
Chapter 4 also discusses reconstruction tests where the handling of the P-wave velocity model is
varied and the reconstruction of the S-wave velocity model is studied. In these tests a bias of the
P-wave velocity model on the reconstruction of the S-wave velocity model is observed. Strong
discontinuities contained in the initial P-wave velocity model can cause artificial discontinuities
in the reconstructed S-wave velocity model. Furthermore, these tests show that it is advisable
to additionally invert for P-wave velocity in an FWI of shallow seismic Rayleigh waves. Strong
artefacts can occur in the reconstructed S-wave velocity model if a wrong P-wave velocity model
is used as fixed model in the inversion.
Finally, 2D FWI is successfully applied to a field data set which was acquired on a predomi-
nantly depth dependent structure in unconsolidated sediments (Chapter 5). The data misfit is
reduced significantly during the inversion. The resulting 2D S-wave velocity model is predomi-
nantly depth dependent although this is not enforced by regularization. The initial model is only
changed down to 6 m depths. The resolution in larger depth could be possibly improved by a
better preconditioning of the gradients or by an amplification of low frequencies. Although the
changes in the obtained S-wave velocity model are small these changes have a strong influence
on the wavefields. This confirms the high potential of FWI of shallow seismic Rayleigh waves to
image lateral heterogeneities in the very shallow subsurface. Similar to the observation made
in many other studies about FWI the choice of the initial model is very important to avoid the
problem of cycle-skipping. A 1D model is derived from the field data set by a joint inversion
of first arrival P-wave travel times and Fourier-Bessel expansion coefficients for the purpose of
comparison. Moderate differences between the 1D and the 2D S-wave velocity model are ob-
served. However, the seismograms generated with both models fit the field data almost equally
well which shows the high ambiguity of the inverse problem. The seismograms generated with
the 2D model fit the field data better especially in small details of the recorded wavefield.
Concluding, the results presented in this thesis confirm that 2D FWI is applicable to shallow seis-
mic Rayleigh waves. The used approach has a high potential to image lateral heterogeneities
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in the very shallow S-wave velocity structure. However, further studies should investigate meth-
ods to increase the robustness of the inversion. The application of other misfit definitions which
especially increase the influence of low frequencies can possibly reduce the dependence of the
inversion result from the initial model and mitigate the problem of cycle-skipping. The implemen-
tation of appropriate regularization constraints is likely to ensure a better convergence to the
global minimum.
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Appendix A
Generalized standard linear solid and
τ method
A.1 Stress strain relationship
The stress strain relationship for a viscoelastic material is given by (e. g. Christensen, 1971)
σ jk(~x, t) = Ψ jkml(~x, t)∗ εml(~x, t) (A.1)
with the components of the stress tensor σ jk at a point in space ~x and time t, the components
of the strain tensor εml and the tensor Ψ jkml of rank four which contains the rate of relaxation
functions (the time derivatives of the relaxation functions).
In the frequency domain the convolution simplifies to a multiplication and the stress strain rela-
tionship can be written as
σ¯ jk(~x,ω) = ¯M jkml(~x,ω) ¯εml(~x,ω), (A.2)
with the Fourier-transformed components of the stress tensor σ¯ jk and the strain tensor ¯εml and
the complex moduli ¯M jkml, which are the Fourier transforms of the single elements of the ten-
sor Ψ jkml .
A.2 Generalized standard linear solid
A.2.1 Relaxation functions in time domain
Generally, a relaxation function describing a generalized standard linear solid (GSLS) with L
relaxation mechanisms can be expressed by
ψ(t) = Mr
[
1+
L
∑
l=1
(
τεl
τσ l
−1
)
e−t/τσ l
]
H(t) (A.3)
where Mr is the relaxed modulus. Mr can be either the P-wave modulus pir or the shear modu-
lus µr (compare with Equation 2.10).
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Limit t → ∞
Considering Equation (A.3) for t → ∞, one obtains
lim
t→∞ψ(t) = Mr. (A.4)
Limit t → 0
In contrast, in the limit t → 0 one obtains
lim
t→0
ψ(t) = Mr
[
1+
L
∑
l=1
(
τεl
τσ l
−1
)]
(A.5a)
= Mu (A.5b)
where Mu is the unrelaxed modulus.
A.2.2 Complex moduli in frequency domain
To derive the complex moduli the Fourier transforms of the rate of relaxation function ψ˙(t) must
be calculated. According to Carcione et al. (1988) this leads to
¯M(ω) = Mr
[
1−L+
l=L
∑
l=1
1+ iωτεl
1+ iωτσ l
]
. (A.6)
Limit ω → ∞
In the limit ω → ∞ the complex modulus
lim
ω→∞
¯M(ω) = lim
ω→∞ Mr
[
1−L+
L
∑
l=1
1
iω + τεl
1
iω + τσ l
]
(A.7a)
= Mr
[
1−L+
L
∑
l=1
τεl
τσ l
]
(A.7b)
= Mr
[
1+
L
∑
l=1
(
τεl
τσ l
−1
)]
(A.7c)
= Mu (A.7d)
equals the unrelaxed modulus.
Limit ω → 0
According to Equation (A.6) one obtains
lim
ω→0
¯M(ω) = Mr. (A.8)
As a reasonable approximation we assume that materials present in the subsurface structure
behave elastically for both, very low and very high frequencies. This behaviour is described
correctly by a GSLS. Carcione et al. (1988) choose the behaviour in the limit of low frequencies
as elastic behaviour. Related to the GSLS an elastic behaviour is obtained when the dashpot
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vanishes that means in the limit of τεl → 0 and τσ l → 0 (Carcione et al., 1988). This limit is
related to the limit ω → 0 of Equation (A.6). Therefore, the relaxed modulus and the elastic
modulus coincide. However, as also mentioned by Carcione et al. (1988) in practice we are not
limited to simple mechanical models to describe the rheology of different materials. Therefore,
also the behaviour for very high frequencies could be chosen as elastic properties. This is e. g.
discussed by Ben-Menah
.
em & Singh (1981, chapter 10.3).
A.2.3 Quality factor Q
According to Oconnell & Budiansky (1978) the quality factor Q is defined by
Q =
ℜ
[
¯M(ω)
]
ℑ
[
¯M(ω)
] (A.9)
with the complex modulus ¯M. ℜ[ ¯M] denotes the real part and ℑ[ ¯M] denotes the imaginary part.
For a GSLS the quality factor is therefore given by (e. g. Blanch et al., 1995)
Q(ω) =
1−L+∑Ll=1 1+ω
2τσ lτε l
1+ω2τ2σ l
∑Ll=1 ω(τε l−τσ l)1+ω2τ2σ l
. (A.10)
A.2.4 τ method and approximation of frequency independent quality fac-
tors
Blanch et al. (1995) introduced the τ method to reduce the number of variables used for describ-
ing a GSLS. Thus, memory consumption as well as computing time during viscoelastic forward
simulations are reduced.
The τ method is based on the observation that anelastic damping caused by a standard lin-
ear solid (SLS) can be described by a dimensionless and frequency independent variable τ
(Blanch et al., 1995). It is defined by
τ =
τεl
τσ l
−1. (A.11)
By inserting this definition into Equation (A.10) we obtain the quality factor
Q(ω) =
1+∑Ll=1
ω2τ2σ l
1+ω2τ2σ l
τ
∑Ll=1 ωτσ l1+ω2τ2σ l τ
(A.12)
for a GSLS or
Q(ω) = 1+ω
2τ2σ (1+ τ)
ωτσ τ
. (A.13)
for a single SLS (Blanch et al., 1995). Figure A.1 displays the quality factor for a single SLS
for varying values of τ and τσ or fσ , respectively, with τσ = 1/(2pi fσ ). The variation of τ only
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Figure A.1: Comparison of Q models for a single SLS calculated with Equation (A.13) according to
Blanch et al. (1995). a) displays Q for varying τ values and b) for varying relaxation frequencies fσ
or relaxation times τσ , respectively.
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Figure A.2: Frequency dependent Q value for a GSLS with three relaxation mechanisms with fre-
quencies at fσ l = 1 Hz, 10 Hz and 100 Hz. Equation (A.12) was used for the calculation with two
different τ values.
shifts the function along the Q axis or ordinate whereas a variation of fσ shifts the function along
the frequency axis. By adding several SLSs with a constant τ to a GSLS an almost constant Q
value can be approximated in a desired frequency interval. An example is displayed in Figure A.2
where I used three relaxation mechanisms with relaxation frequencies of fσ l = 1 Hz, 10 Hz and
100 Hz and calculated the quality factors for two different values of τ . Again it can be observed
that the relaxation frequencies determine the interval where the quality factor is approximately
constant and τ determines the value of the frequency independent quality factor.
Appendix B
Auxiliary calculations for the derivation of
the gradient of the misfit function
B.1 Partial derivative of synthetic seismograms with respect
to the model parameters
The partial derivatives of the synthetic seismograms with respect to the model parameters are
obtained by Equations (2.17) and (2.24). The partial derivatives can be expressed by
∂
∂mk
∣∣∣∣
~m=~m0
s j(~xr, t,~m) =
∂
∂δmk
∣∣∣∣
δ~m=0
s j(~xr, t,~m)
=
∫
V
∫
∞
−∞
[ ∂
∂δmk
∣∣∣∣
δ~m=0
G jn(~xr, t− t ′;~x′,0)
]
fn(~x′, t ′)d t ′d3~x′
=
∫
V
∫
∞
−∞
[
−
∫
V
∫
∞
−∞
G(0)jm(~xr, t− t ′′;~x′′,0)
∂
∂δmk
∣∣∣∣
δ~m=0
ˆL(1)mi (~x
′′,δ~m)
G(0)in (~x
′′, t ′′− t ′;~x′,0)dt ′′d3~x′′
]
fn(~x′, t ′)d t ′d3~x′
=−
∫
V
∫
∞
−∞
G(0)jm(~xr, t− t ′′;~x′′,0)
∂
∂δmk
∣∣∣∣
δ~m=0
ˆL(1)mi (~x
′′,δ~m)∫
V
∫
∞
−∞
G(0)in (~x
′′, t ′′− t ′;~x′,0) fn(~x′, t ′)d t ′d3~x′︸ ︷︷ ︸
s0i (~x
′′,t ′′)
d t ′′d3~x′′
=−
∫
V
∫
∞
−∞
G(0)jm(~xr, t− t ′′;~x′′,0)
∂
∂δmk
∣∣∣∣
δ~m=0
ˆL(1)mi (~x
′′,δ~m)s0i(~x′′, t ′′)d t ′′d3~x′′.
(B.1)
The limits of the integral over time can be adjusted because the synthetic wavefield s0i(~x′′, t ′′)
vanishes for t ′′ < 0 due to the initial conditions (Equation 2.4) and the causality of the Green’s
function. This leads to
∂
∂mk
∣∣∣∣
~m=~m0
s j(~xr, t) =−
∫
V
∫ t
0
G(0)jm(~xr, t− t ′′;~x′′,0)
∂
∂δmk
∣∣∣∣
δ~m=0
ˆL(1)mi (~x
′′,δ~m)s0i(~x′′, t ′′)d t ′′d3~x′′.
(B.2)
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B.2 Gradient of the misfit function
Inserting the perturbation of the differential operator in Equation (2.38) results in
∂E
∂mk
=
−
∫
V
∫ T
t ′′=0
s†m(~x
′′,T − t ′′) ∂∂δmk
(
δρ(~x′′)δmi
∂ 2
∂ t ′′2 −
∂
∂x′′j
δΨ jmni(~x′′, t ′′)∗ ∂∂x′′n
)
s0i(~x
′′, t ′′)dt ′′d3~x′′
=−
∫
V
∫ T
t ′′=0
s†m(~x
′′,T − t ′′)
(∂δρ(~x′′)
∂δmk
δmi
∂ 2
∂ t ′′2
)
s0i(~x
′′, t ′′)
− s†m(~x′′,T − t ′′)
(
∂
∂x′′j
∂δΨ jmni(~x′′, t ′′)
∂δmk
∗ ∂∂x′′n
)
s0i(~x
′′, t ′′)d t ′′d3~x′′
(B.3)
where δρ and δΨ are the perturbations of the model parameters.
Integration by parts and application of Gauss’s theorem (divergence theorem) results in
∂E
∂mk
=
−
∫
V
∫ T
t ′′=0
∂
∂ t ′′
(
s†m(~x
′′,T − t ′′)∂δρ(~x
′′)
∂δmk
δmi
∂ s0i(~x′′, t ′′)
∂ t ′′
)
− ∂ s
†
m(~x
′′,T − t ′′)
∂ t ′′
∂δρ(~x′′)
∂δmk
δmi
∂ s0i(~x′′, t ′′)
∂ t ′′
− ∂∂x′′j
(
s†m(~x
′′,T − t ′′)∂δΨ jmni(~x
′′, t ′′)
∂δmk
∗ ∂ s0i(~x
′′, t ′′)
∂x′′n
)
+
∂ s†m(~x′′,T − t ′′)
∂x′′j
∂δΨ jmni(~x′′, t ′′)
∂δmk
∗ ∂ s0i(~x
′′, t ′′)
∂x′′n
d t ′′d3~x′′
=
∫
V
∫ T
t ′′=0
∂ s†m(~x′′,T − t ′′)
∂ t ′′
∂δρ(~x′′)
∂δmk
δmi
∂ s0i(~x′′, t ′′)
∂ t ′′
− ∂ s
†
m(~x
′′,T − t ′′)
∂x′′j
∂δΨ jmni(~x′′, t ′′)
∂δmk
∗ ∂ s0i(~x
′′, t ′′)
∂x′′n
d t ′′d3~x′′
−
∫
V
[
s†m(~x
′′,T − t ′′)∂δρ(~x
′′)
∂δmk
δmi
∂ s0i(~x′′, t ′′)
∂ t ′′
]T
t ′′=0
d3~x′′︸ ︷︷ ︸
(1)
+
∫
S
∫ T
t ′′=0
n j(~ξ )s†m(~ξ ,T − t ′′)∂δΨ jmni(
~ξ , t ′′)
∂δmk
∗ ∂ s0i(
~ξ , t ′′)
∂x′′n
d t ′′dS︸ ︷︷ ︸
(2)
(B.4)
with ~ξ being a point on the surface S of the integration volume V . n j(~ξ ) is the outward pointing
unit normal vector on the surface S.
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Integral (1) is zero due to the initial conditions (Equation 2.4) ∂ s0i∂ t ′′ = 0 for t ′′ = 0 and due to the
final conditions (Equation 2.37) s†m = 0 for t ′′ = T . Furthermore, I assume that the size of the
volume V is large enough so that the wavefields at the surface S are almost zero. Then, the
contribution of integral (2) can be neglected.
B.3 Expression of gradients in a stress-velocity scheme
Using the stress strain relationship the spatial derivatives of the displacement field~s0 =(s01 ,s02)T
and the adjoint field~s† = (s†1,s†2)T in the gradients for the Lame´ parameters λ and µ can be ex-
pressed in terms of stresses σi j for the forward simulated wavefield and in terms of wavefield
variables σ †i j for the adjoint wavefields. For the adjoint field the physical unit of the wavefield vari-
ables σ †i j depends on the physical unit of the adjoint sources or the misfit function, respectively,
and is kg·s·[g]
m3
.
In general the stresses in the 2D case (2D subsurface structure and assumption of line sources
or cylindrical waves) can be expressed by
σ11 = λ
(∂ s01
∂x1
+
∂ s02
∂x2
)
+2µ ∂ s01∂x1
(B.5a)
σ22 = λ
(∂ s01
∂x1
+
∂ s02
∂x2
)
+2µ ∂ s02∂x2
(B.5b)
σ12 = µ
(∂ s01
∂x2
+
∂ s02
∂x1
)
. (B.5c)
Summation and subtraction of Equations (B.5a) and (B.5b) results in
∂ s01
∂x1
+
∂ s02
∂x2
=
σ11 +σ22
2(λ + µ) (B.6a)
∂ s01
∂x1
− ∂ s02∂x2 =
σ11−σ22
2µ . (B.6b)
Repeated summation and subtraction of Equations (B.6a) and (B.6b) provides the spatial deriva-
tives of the displacement field
∂ s01
∂x1
=
1
2
(
σ11 +σ22
2(λ + µ) +
σ11−σ22
2µ
)
(B.7a)
∂ s02
∂x2
=
1
2
(
σ11 +σ22
2(λ + µ) −
σ11−σ22
2µ
)
. (B.7b)
Inserting in Equations (2.42) and (2.43) the gradients with respect to λ and µ are
∂E
∂λk
=−2
∫ T
0
(
σ †11 +σ
†
22
2λ +2µ ·
σ11 +σ22
2λ +2µ
)
d t ′′∆x′′3 (B.8)
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∂E
∂ µk
=−2
∫ T
0
[
σ †12
µ ·
σ12
µ +
(
(σ †11 +σ
†
22) (σ11 +σ22)
4(λ + µ)2 +
(σ †11−σ †22) (σ11−σ22)
4µ2
)]
d t ′′∆x′′3
(B.9)
where σi j = σi j(~x′′, t ′′) and σ †i j = σ
†
i j(~x
′′,T − t ′′).
B.4 Derivative of the misfit function for L2 norm of normalized
wavefields
For convenience I assume only one receiver and only one component. Equation (2.57) yields
E =
2
1
T
−2
∫ T
0
s(~x, t,~m) ·d(~x, t)
S1/2D1/2
d t (B.10)
where the abbreviations
S = 1
T
∫ T
0
s2(~x, t ′′,~m)d t ′′ and D = 1
T
∫ T
0
d2(~x, t ′′,~m)d t ′′ (B.11)
are used. The derivative with respect to the model parameters is
∂E
∂mk
=
∂
∂mk
−2∫ T0 s(~x, t,~m)d(~x, t)dt
S1/2D1/2
(B.12a)
=
−2
S D
[
S1/2 D1/2
∫ T
0
d(~x, t)∂ s(~x, t,~m)∂mk
d t−D1/2
∫ T
0
s(~x, t,~m)d(~x, t)dt
1
T
∫ T
0 2s(~x, t ′′,~m)
∂ s(~x,t ′′,~m)
∂mk d t
′′
2S1/2
]
(B.12b)
=
−2∫ T0 d(~x, t)∂ s(~x,t,~m)∂mk d t
S1/2 D1/2
+
2
T
∫ T
0
(∫ T
0 s(~x, t
′′,~m)d(~x, t ′′)dt ′′
)
s(~x, t,~m)∂ s(~x,t,~m)∂mk d t
S3/2 D1/2
(B.12c)
=
∫ T
0
−2

 d(~x, t)
S1/2 D1/2
−
1
T
(∫ T
0 s(~x, t
′,~m)d(~x, t ′)dt ′
)
s(~x, t,~m)
S3/2 D1/2

 ∂ s(~x, t,~m)
∂mk
d t (B.12d)
Appendix C
3D/2D transformation using the
Fourier-Bessel expansion
C.1 Vertical component
The expressions for the vertical component are derived by Thomas Forbriger (Forbriger et al.,
2013). Using Equations (2.65) and (2.67) the Fourier coefficients of the vertical-component
seismograms of a line source can be expressed by
u˜Lz(y,ω) =
∫
∞
−∞
∫
∞
0
Gz(ω,k) J0(k
√
x2 + y2) k dk C dx (C.1a)
=
∫
∞
0
Gz(ω,k)
∫
∞
−∞
J0(k
√
x2 + y2) C dx k dk (C.1b)
=
∫
∞
0
Gz(ω,k) 2
∫
∞
0
J0(k
√
x2 + y2) C dx k dk. (C.1c)
Applying the substitution
β (x) =
√
x2
y2
+1 (C.2)
results in
u˜Lz(y,ω) =
∫
∞
0
2 Gz(ω,k)
∫
∞
1
J0(kβ |y|) β |y|√β 2−1 C dβ k dk (C.3a)
=
∫
∞
0
2 Gz(ω,k) |y|
∫
∞
1
J0(k|y|β ) β√β 2−1 C dβ k dk. (C.3b)
Gradshteyn & Ryzhik (1980, eq. 6.554.3) provide∫
∞
1
J0(k|y|β ) β√β 2−1 C dβ = 1k|y| cos(k|y|)C (C.4)
for k|y|> 0. In Equation (C.1a) k ≥ 0. Therefore, k|y|> 0 can be satisfied by excluding the case
of vertical incidence and zero offset (Forbriger et al., 2013). The vertical component wavefield is
then given by
u˜Lz(y,ω) =
∫
∞
0
2 Gz(ω,k)cos(ky) C dk. (C.5)
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C.2 Horizontal component
Using Equations (2.66) and (2.68) the Fourier coefficients of the horizontal-component seismo-
grams of a line source can be expressed by
u˜Ly(y,ω) =
∫
∞
−∞
∫
∞
0
Gr(ω,k) J1(k
√
x2 + y2) k dk y√
x2 + y2
C dx (C.6a)
=
∫
∞
0
Gr(ω,k)
∫
∞
−∞
J1(k
√
x2 + y2)
y√
x2 + y2
C dx k dk (C.6b)
=
∫
∞
0
Gr(ω,k) 2
∫
∞
0
J1(k
√
x2 + y2)
y√
x2 + y2
C dx k dk. (C.6c)
Applying the substitution of Equation (C.2) results in
u˜Ly(y,ω) =
∫
∞
0
Gr(ω,k) 2
∫
∞
1
J1(k|y|β ) y|y|β
|y|β√β 2−1 C dβ k dk (C.7a)
=
∫
∞
0
Gr(ω,k) 2 y
∫
∞
1
J1(k|y|β ) 1√β 2−1 C dβ k dk. (C.7b)
Gradshteyn & Ryzhik (1980, eq. 6.552.6) provide
∫
∞
1
J1(k|y|β ) 1√β 2−1 C dβ =−pi2 J1/2
(
1
2
k|y|
)
N1/2
(
1
2
k|y|
)
C (C.8)
for k|y|> 0. J1/2 and N1/2 are Bessel functions of the first kind and of the second kind (also called
Neumann function), respectively, of fractional order 1/2. Again the case of vertical incidence and
zero offset must be excluded to satisfy k|y| > 0. Furthermore, Gradshteyn & Ryzhik (1980,
eq. 8.464.1 and eq. 8.469.1) provide
J1/2
(
1
2
k|y|
)
=
√
4
pik|y| sin
(
1
2
k|y|
)
(C.9a)
N1/2
(
1
2
k|y|
)
=−
√
4
pik|y| cos
(
1
2
k|y|
)
. (C.9b)
Using these expressions in Equation (C.8) together with the addition theorem 2sin(12k|y|)cos(12k|y|)=
sin(k|y|) yields to
∫
∞
1
J1(k|y|β ) 1√β 2−1 C dβ = 2k|y| sin
(
1
2
k|y|
)
cos
(
1
2
k|y|
)
C (C.10)
=
1
k|y| sin(k|y|) C (C.11)
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and with Equation (C.7) to
u˜Ly(y,ω) =
∫
∞
0
2 Gr(ω,k)
y
k|y| sin(k|y|) C k dk (C.12a)
=
∫
∞
0
2 Gr(ω,k)
y
|y| sin(k|y|) C dk (C.12b)
=
∫
∞
0
2 Gr(ω,k) sgn(y) sin(k|y|) C dk (C.12c)
=
∫
∞
0
2 Gr(ω,k) sin(ky) C dk. (C.12d)
Appendix D
Benchmark results for pressure
seismograms
I run the benchmark test described in Section 3.4 also for pressure seismograms.
D.1 Analytic solution
With the divergence operator in cylindrical coordinates and the bulk modulus k the pressure can
be derived from Equation (3.18) via
P =−k▽~u =−(λ + 23µ)
1
r
∂ (rur)
∂ r (D.1a)
=−(λ + 23µ)
[
1
r
ur +
∂ur
∂ r
]
(D.1b)
= (λ + 2
3
µ)M
′
0S(ω)ω
4iv3pρ
[
−ω
vp
H(2)2
(
ω
vp
r
)
+
2
r
H(2)1
(
ω
vp
r
)]
(D.1c)
where λ and µ are the Lame´ parameters.
For the Lame´ parameters it holds that
vs =
√µ
ρ → µ = ρv
2
s (D.2a)
vp =
√
λ +2µ
ρ → λ = ρv
2
p−2ρv2s (D.2b)
and therefore the pressure is
P =
(
v2p−
4
3v
2
s
)
M′0S(ω)ω
4iv3p
[
−ω
vp
H(2)2
(
ω
vp
r
)
+
2
r
H(2)1
(
ω
vp
r
)]
. (D.3)
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D.2 Scaling of pressure wavefield in 2D FD code
In case of a line source
(
∂uz
∂ z = 0
)
the pressure P can be expressed by
P =−σxx +σyy +σzz
3
(D.4)
with the normal stresses
σxx = λ
(∂ux
∂x +
∂uy
∂y
)
+2µ ∂ux∂x (D.5a)
σyy = λ
(∂ux
∂x +
∂uy
∂y
)
+2µ ∂uy∂y (D.5b)
σzz = λ
(∂ux
∂x +
∂uy
∂y
)
. (D.5c)
From Equation (D.5) it follows
σzz = λ
σxx +σyy
2λ +2µ . (D.6)
Inserting σzz in Equation (D.4) provides together with equation (D.2)
P =−3v
2
p−4v2s
2v2p−2v2s
σxx +σyy
3
. (D.7)
The normal stresses σxx and σyy are calculated within the FD code. However, to obtain correct
amplitudes the scaling factor derived in Equation (D.7) must be applied.
D.3 Results
Figure D.1 displays the comparison of analytically calculated pressure seismograms with the
simulated seismograms. All seismograms coincide in amplitudes and phases. No influence of
the staggered grid is observed because both the source as well as the receivers are located on
full grid points in this case.
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(a) (b)
Figure D.1: Pressure seismograms for an explosive line source in a homogeneous full-space. Com-
parison of analytic results with seismograms simulated with different spatial grid spacing ∆x (see
modelings no. 1 and 2 from Table 3.1). The time axes in both plots are reduced with a velocity of
500 m/s. The seismograms are not normalized but they are multiplied by an offset dependent factor
of (r/m)κ where κ is given in the head of each figure. a) displays seismograms with very small
offsets and b) displays seismograms over the whole offset range.
Appendix E
Image technique together with force
sources at the free surface
In the following I compare two FD schemes which can be used to calculate seismograms excited
by a vertical force source directly at the free surface. The first FD scheme uses an implicit
definition of the free surface by adding a vacuum or air layer on top of the model. In the second
FD scheme the wavefield variables are shifted by half a grid point in vertical direction (y-direction)
in comparison to the staggered grid used in the 2D FWI code DENISE. The free surface is
implemented by an adjusted image technique. For the comparison the most simple model of a
vertical point force at the surface of a homogeneous half-space is used.
E.1 Implementation of free surface by a vacuum layer
With the FD scheme used in the 2D FWI code (Section 3.1) it is possible to excite a vertical force
source directly at the free surface in case of an implementation of the free surface by a vacuum
or air layer. The free surface is located directly between the two full grid points where the up-
per one has the material parameters of the vacuum layer and the lower one has the material
properties of the half-space (Section 3.6). The boundary condition σxy = 0 at the free surface
is implicitly satisfied within this scheme because the Lame´ parameter < µ > at the position of
σxy is calculated by a harmonic average of the values of µ at the four surrounding full grid points
and is therefore almost zero.1 Since the material parameters ρ , λ , and µ are very small or even
zero in the vacuum layer the waves are not able to penetrate into this layer.
E.2 Implementation of free surface by image technique
If the staggered grid displayed in Figure 3.2 is used in combination with the image technique,
vertical point forces are injected half a grid point below the free surface. To obtain a staggered
grid with the vertical particle velocity field at full grid points I shift the staggered grid half a grid
point in vertical direction. The resulting staggered grid is shown in Figure E.1.
1Actually, in the DENISE code the averaged value of < µ > is set to zero as soon as one of the four surrounding
µ values is zero to avoid numerical problems.
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FD scheme
In this FD scheme the stress wavefield is updated by
σ n+xx (i, j+) = σ n−xx (i, j+)+∆t
((
λ (i, j+)+2µ(i, j+)
)
D−x
[
vnx(i+, j+)
]
+λ (i, j+)D+y
[
vny(i, j)
])
(E.1a)
σ n+yy (i, j+) = σ n−yy (i, j+)+∆t
(
λ (i, j+)D−x
[
vnx(i+, j+)
]
+
(
λ (i, j+)+2µ(i, j+)
)
D+y
[
vny(i, j)
])
(E.1b)
σ n+xy (i+, j) = σ n−xy (i+, j)+∆t µ(i+, j)
(
D−y
[
vnx(i+, j+)
]
+D+x
[
vny(i, j)
]) (E.1c)
(E.1d)
and the particle velocity wavefield by
vn+1x (i+, j+) = vnx(i+, j+)+
∆t
ρ(i+, j+)
(
D+x
[
σ n+xx (i, j+)
]
+D+y
[
σ n+xy (i+, j)
]
+ f n+x (i+, j+)
)
(E.2a)
vn+1y (i, j) = vny(i, j)+
∆t
ρ(i, j)
(
D−x
[
σ n+xy (i+, j)
]
+D−y
[
σ n+yy (i, j+)
]
+ f n+y (i, j+)
)
(E.2b)
where
λ (i, j+) =< λy >= 2
[
1
λ (i, j) +
1
λ (i, j +1)
]−1
(E.3a)
µ(i, j+) =< µy >= 2
[
1
µ(i, j) +
1
µ(i, j +1)
]−1
(E.3b)
µ(i+, j) =< µx >= 2
[
1
µ(i, j) +
1
µ(i+1, j)
]−1
(E.3c)
ρ(i+, j+) = ρ¯ = 1
4
[ρ(i, j)+ρ(i+1, j)+ρ(i, j +1)+ρ(i+1, j +1)] (E.3d)
are the averaged material parameters. The density is averaged arithmetically and the Lame´
parameters are averaged harmonically (Moczo, 1989; Graves, 1996).
Free surface conditions
In this scheme the free surface is located at the first row of grid points. To satisfy the free
surface conditions the component σxy of the stress tensor is set explicitly to zero. Furthermore,
in analogy to the technique proposed by Levander (1988) the stress components σyy and σxy
are imaged via
σyy(i, j− (m−1/2)) =−σyy(i, j +(m−1/2)) m = 1, . . . ,NFD/2 (E.4a)
σxy(i, j−1) =−σxy(i, j +1) m = 1, . . . ,NFD/2−1 (E.4b)
where NFD is the order of the spatial FD operators used for the simulation. The velocity field is
not imaged as suggested by Robertsson et al. (1995).
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Figure E.1: Staggered grid used in the test for investigating the problem concerning the image
technique in combination with forces excited directly at the free surface.
E.3 Comparison
I compare the previously described FD schemes for a homogeneous half-space. Figure E.2
sketches a small section of the model with the corresponding distribution of the material proper-
ties for the FD scheme where the free surface is implemented by a vacuum layer (vp = vs = ρ = 0
and therefore λ = µ = 0). In the half-space I assume λ = λ1, µ = µ1 and ρ = ρ1. Analogously,
Figure E.3 sketches the distribution of material properties for the FD scheme where the free
surface is implemented by the image technique.
E.3.1 Evaluation of FD schemes by hand for an initial value problem
First I will evaluate both FD schemes by hand to solve an initial value problem. For convenience
I use spatial FD operators of second order. In this case both implementations provide identical
results. As initial condition I set the vertical velocity wavefield at a grid point at the free surface for
the first time step to the initial value vini. Figure E.4 to E.7 show the evolution of the wavefields
for the first two time steps.
Time step 1:
After the first time step there is only one non-zero value in the vertical velocity wavefield which is
given by the initial condition (Figure E.4 and E.5).
Time step 2:
During time step 2 first the stress field is updated. According to Figure E.6 and E.7 they are
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Figure E.2: Small section of the model which displays the parameter distribution in the vicinity of the
free surface. The free surface is implemented implicitly by adding a vacuum layer at the top of the
model. The elastic material properties in the half-space are λ1,µ1 and ρ1. In the vacuum layer we
assume λ = µ = ρ = 0.
free surface
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ρ = ρ1
ρ = ρ1
ρ¯ = ρ1
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Figure E.3: Small section of the model which displays the parameter distribution in the vicinity of
the free surface. The free surface is implemented by the imaging technique. The elastic material
properties in the half-space are λ1,µ1 and ρ1.
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equal. In a second step the particle velocity wavefield is evaluated. To calculate the vertical
particle velocity at the free surface only the derivative of σyy with respect to the vertical or y-
component is required because σxy is zero at the free surface and therefore also its derivative
with respect to the x-component is zero. If a vacuum layer is used to implement the free surface
(Figure E.6) σyy is zero above the free surface. However, because of the averaging of the density
values in this FD scheme the density value at the source point is only half the density of the half-
space. The vertical velocity can be calculated via (see Equation 3.8e)
vy(i, j−) = vini + ∆t0.5ρ1
1
∆xσyy(i, j). (E.5)
In case of an implementation of the free surface by the image technique (Figure E.7) the vertical
velocity wavefield is calculated at full grid points and therefore the density values are not aver-
aged. However in contrast to the FD scheme including the vacuum layer the normal stress σyy
is not zero above the free surface but is imaged from the point below the free surface so that
σyy(i, j−) =−σyy(i, j+). Technically this compensates the fact that the full density value is used
in the update of the vertical velocity at the free surface and we finally obtain (see Equation E.2b)
vy(i, j) = vini + ∆tρ1
1
∆x2σyy(i, j
+) (E.6)
which is equal to Equation (E.5).
Since the initial value problem is solved equivalently by both FD schemes the problem must arise
in the source implementation.
E.3.2 Difference in source scaling between the two FD schemes
In the DENISE code a force source is defined by a line force density F ′0 and a vector ~s =
(s1,s2,s3, . . .)T which contains the discrete time samples of the source time function. This
external force is internally converted to a contribution to the particle velocity wavefield at the
source point as discussed in Section 3.3.2. If we again consider the example of a homogeneous
half-space which was discussed in the previous section the contribution to the vertical velocity
wavefield at the source point for the first time step would be
v1y(i, j−) =
∆t
0.5ρ1
F ′0
∆x2 s
1+ (E.7)
for the FD scheme where the free surface is implemented by the vacuum layer and
v1y(i, j) =
∆t
ρ1
F ′0
∆x2 s
1+ (E.8)
for the FD scheme where the free surface is implemented by the image technique. The contri-
butions differ by a factor of two. Technically this is caused by the fact that for the free surface
implemented by a vacuum layer the density at the source point is half of the density of the homo-
geneous half-space (Figure E.2) due to the arithmetic averaging of the density values. For the
image technique the vertical velocity wavefield is located at the full grid points and therefore the
density values are not averaged.
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Figure E.4: Wavefields for time step 1. Free surface implemented by a vacuum layer. Vertical force
source injected at grid point i, j−. Only non zero wavefield variables are displayed.
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Figure E.5: Wavefields for time step 1. Free surface implemented by image technique. Vertical force
source injected at grid point i, j. Only non zero wavefield variables are displayed.
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Figure E.6: Wavefields for time step 2. Free surface implemented by an air layer. Vertical force
source injected at gridpoint i, j+. Only non zero wavefield variables are displayed. Note that the
displayed velocity wavefields are half a time step later than the displayed stress fields.
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Figure E.7: Wavefields for time step 2. Free surface implemented by image technique. Vertical force
source injected at gridpoint i, j + 1. Only non zero wavefield variables are displayed. Note that the
displayed velocity wavefields are half a time step later than the displayed stress fields.
Appendix F
Estimation of source wavelet correction
filter
To estimate a source wavelet correction filter I apply a method proposed by T. Forbriger. In the
following, I will only shortly review this method. For more details I refer to Groos et al. (2013).
The Fourier coefficients c˜l of the filter for angular frequencies ωl = ∆ωl are estimated by solving
a damped linear least-squares problem which is described by minimizing the objective function
F(c˜l;ε) =
N−1
∑
l=0
M
∑
k=1
f 2k
∣∣ ˜dlk− c˜l g˜lk∣∣2 +M ¯E ε2 N−1∑
l=0
|c˜l|2 (F.1)
with respect to the real and imaginary parts of all c˜l . Thereby, ˜dlk are the complex Fourier expan-
sion coefficients for a time series recorded at offset rk to the source and g˜lk is the corresponding
Fourier coefficient for the synthetic seismogram. The synthetic seismograms are obtained by a
forward simulation for an assumed subsurface model and a source wavelet which is described by
the Fourier coefficients s˜l. The sum over l corresponds to the sum over the N Fourier coefficients
and the sum over k corresponds to the sum over the M receiver. Furthermore,
¯E =
1
M N
N−1
∑
l=0
M
∑
k=1
f 2k |g˜lk|2 (F.2)
is the average power of the Fourier coefficients of the synthetic seismograms scaled by fk. The
filter coefficients are calculated via
c˜l =
∑k=1 M f 2k g˜∗lk ˜dlk
M ¯E ε2 +∑k=1 M f 2k |g˜lk|2
(F.3)
which is essentially a stabilized or water-level deconvolution, respectively.
The Fourier coefficients of an optimized source wavelet are given by s˜optl = c˜l s˜l .
The scaling coefficients fk can be used to ensure that all receivers, independently of their off-
set rk contribute to an equal average amount to the least-squares objective function in Equa-
tion F.1. The coefficients are defined by
fk =
( rk
1m
)κ
(F.4)
where κ is used to adjust a compensation for a power law attenuation.
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This method is similar to the method proposed by Pratt (1999). However, Pratt (1999) only
discusses the case for ε2 = 0 and does not apply a weighting of the data in the least-squares
objective function which is minimized.
Appendix G
Application of L-curve criterion
A source wavelet correction filter must be applied to the synthetic data prior to the comparison
of field data with elastically and viscoelastically simulated data. Since I also compare the source
wavelet correction filters in this investigation a bias in the results due to an inappropriate damping
should be avoided. Therefore, I use the L curve criterion (Aster et al., 2013, section 4.1) to deter-
mine an appropriate damping ε2 for each of the two least-squares optimization problems used
to determine the source wavelet correction filter for the elastically and viscoelastically simulated
data. The objective function minimized for the determination of the source wavelet correction
filter is given by Equation F.1. According to Aster et al. (2013) I solve the linear least-squares
problem for different damping values ε2. Afterwards, the solution norm
χ =
(
M ¯E
N−1
∑
l=0
|c˜l|2
)1/2
(G.1)
is plotted against the residual norm
ψ =
(
N−1
∑
l=0
M
∑
k=1
f 2k
∣∣ ˜dlk− c˜l g˜lk∣∣2
)1/2
(G.2)
on a log-log scale. (Note that the whole objective function of Equation F.1 is given by F =
χ2 + ε2ψ2.) The results are displayed in Figure G.1. In the anelastic case (Figure G.1a) the
shape of the curve is very similar to an ”‘L”’ and I chose a value of ε2 = 0.15 at the break point
of the curve as damping value. Furthermore, it can be observed that the residual norm or data
misfit, respectively, does not change as much as in the elastic case (Figure G.1b) for different
tested damping values. This is also true for the residual norm or length of the model vector.
In the elastic case there is no clear ”‘L”’-shape observable. This is presumably caused by the
fact that in the elastic case I try to explain the effect of anelastic damping by the source wavelet
correction filter. This is physically not correct. As appropriate damping I choose ε2 = 0.05 where
the data misfit is still small in addition to a comparable small length of the model vector.
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Figure G.1: Results of L-curve analysis for a) viscoelastic forward simulation with Q=25 and b) elastic
forward simulation. The finally chosen damping values are marked by the larger cross and the circle
whereas the corresponding values for ε2 are given close beside them. The smallest and largest
values used for ε2 in this analysis are also given in the figures. Furthermore, the value used for the
reconstruction tests (Section 4.2.2) is marked in grey.
Appendix H
Modeling parameters
Modeling parameters
Model size in grid points (Nx×Ny) 400 × 75
Spatial grid spacing ∆x in m 0.2
Width of CPML layers in grid points 20
Order of spatial FD operator 4
Number of CPUs in x-direction 4
Number of CPUs in y-direction 1
Sampling interval ∆t in s 5.0e-5
Number of time steps per shot 14000
Implementation of free surface image technique
Acquisition geometry
Number of shots 8
Shot spacing in m 10
Number of receivers 63 (no receivers at source positions)
Receiver spacing in m 1
Minimum offset in m 1
Maximum offset in m 69
Table H.1: Relevant modeling parameters used for the reconstruction tests presented in Chapter 4.
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Modeling parameters
Model size in grid points (Nx×Ny) 432 × 76
Spatial grid spacing ∆x in m 0.2
Width of CPML layers in grid points 20
Order of spatial FD operator 4
Number of CPUs in x-direction 8
Number of CPUs in y-direction 2
Sampling interval ∆t in s 5.0e-5
Number of time steps per shot 18000
Implementation of free surface image technique
Acquisition geometry
Number of shots 25
Shot spacing in m 3
Number of receivers 72
Receiver spacing in m 1
Minimum offset in m 1
Maximum offset in m 72
Table H.2: Relevant modeling parameters used for FWI of field data set presented in Chapter 5.
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Frequency band Filter length for Minimum wavelength Filter length for Minimum wavelength Filter length for
P-wave velocity model of P-waves S-wave velocity model of Rayleigh waves density
5 Hz-10 Hz 1.4 m 33 m 1.4 m 25 m 1.4 m
5 Hz-15 Hz 1.4 m 21 m 1.4 m 14 m 1.4 m
5 Hz-20 Hz 1.4 m 15 m 1.4 m 10 m 1.4 m
5 Hz-30 Hz 1.4 m 10 m 1.4 m 6 m 1.4 m
5 Hz-40 Hz 2.6 m 7 m 0.6 m 4 m 0.6 m
5 Hz-55 Hz 2.6 m 5 m 0.6 m 3 m 0.6 m
5 Hz-70 Hz 2.6 m 3 m 0.6 m 2 m 0.6 m
Table H.3: Filter lengths of the median filters applied in FWI of field data set to the gradients of the misfit function and the models of the different
model parameters. The minimum wavelengths of the P-waves are estimated by the minimum P-wave velocities occurring in the central part of the
obtained 2D model after the inversion of the corresponding frequency band. The minimum wavelengths of the Rayleigh waves are estimated from
the Fourier-Bessel expansion coefficients of shot 25 displayed in Figure 5.4b). For the considered subsurface model the minimum wavelengths of the
S-waves are most likely larger than the minimum wavelengths of the Rayleigh waves.
Appendix I
Used hard- and software
I.1 Software
The FWI results were computed with the 2D FWI code DENISE. DENISE has been mainly de-
veloped by Daniel Ko¨hn. It has been extended by Martin Scha¨fer, Sven Heider, and myself. This
code is available at www.opentoast.de or http://www.gpi.kit.edu/Software.php under
the terms of GNU General Public License.
For the inversion of Fourier-Bessel expansion coefficients and first arrival P-wave travel times
which was applied to the field data set I used the inversion code gremlin. This code was pro-
vided by Thomas Forbriger. It is part of TFSoftware. Many other tools of TFSoftware were
used for the preprocessing and the visualization of seismic data. TFSoftware includes, for ex-
ample, tools for filtering and tapering seismic data, the calculation of Fourier-Bessel expansion
coefficients, the estimation of appropriate source wavelet correction filters, the application of
3D/2D transformation, and so forth. It is maintained and mainly developed by Thomas Forbriger.
These tools are available under the terms of the GNU General Public License. For visualization
TFSoftware uses PGPLOT (written by Tim Pearson).
Matlab for Linux (The Mathworks) was used to visualize and further analyze FWI results.
Furthermore, the calculation of analytic solutions for the benchmark tests were performed with a
program in Matlab. For the conversion of data Seismic Un*x was used. This thesis is written
in LATEX 2ε . Figures are created with Matlab, PGPLOT (used in TFSoftware) and Xfig.
I.2 Hardware
Data processing and analysis as well as most FWI applications were done on personal comput-
ers with Linux operating systems openSUSE 11.1 and openSUSE 12.1.
FWI results of the field data set presented in this thesis were computed on the high-performance
supercomputer JUROPA at Ju¨lich Supercomputing Centre. Further FWI tests were computed
on the high-performance computer InstitutsCluster II (ic2) at Steinbuch Centre for Computing at
Karlsruhe Institute of Technology.
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