In this paper we continue to extend our previous investigation of continued fraction (CF) solutions for the stationary probability of discrete one-variable master equations which generally do not satisfy detailed balance. We derive explicit expressions, directly in terms of the elementary transition rates, for the continued fraction recursion coefficients. Further, we derive several approximate CF-solutions, i.e., we deduce non-systematic and systematic truncation error estimates. The method is applied to two master equations with two-particle jumps for which we derive the exact probability solution and make a comparison with approximate solutions. The investigation is also extended to the case of master equations with multiple birth and death transitions of maximal order R.
Introduction
The method of master equations is a generally accepted concept for the modeling of discrete statistical systems [1] [2] [3] . In this paper we confine ourselves to a discussion of the stationary solution of discrete master equations of one-variable processes. These master equations occur in many fields, such as in quantum optics, spin-relaxation, chemical reactions or population dynamics when the statistical system under consideration can be assumed to be spatially uniform. The spatial uniformity can arise, for example, because the system is small (e.g., biophysical systems) so that it cannot exhibit any phase boundaries. Alternatively, it can be imposed by external boundary conditions such as thorough stirring in chemical reactions. In contrast to a one-dimensional Fokker-Planck system, for which the stationary solution is easily obtained by a simple quadrature, the solutions of discrete (number space) master equations are generally of more complicated structure. This is due to the fact that except for the special case of a simple birth and * Supported in part by Deutsche Forschungsgemeinschaft and by National Science Foundation Grant CHE78-21460 death process (nearest neighbor transitions only) satisfying automatically detailed balance, the master equations with multiple transitions do in general not obey a detailed balance relation. In a previous paper [4] we derived for a discrete master equation with one-particle and two-particle jumps a continued fraction representation for the stationary solution P~(n),n=0,1,2 .... , which in addition is very appropriate for a computer evaluation. In this paper we continue this investigation in more detail. In Sect. 2 we first briefly review the general results for the two-particle jump master equations obtained in [4] . Using the continued fraction representation for the transition function [4, 5] in =P~(n)/P~(n-1), we derive an equivalent reduced difference equation for the stationary probability. This reduced form is of major importance because in many cases it allows for an analytic solution (via the method of Laplace [6] ). In Sect. 3 we derive exact explicit expressions, directly in terms of the elementary transition rates, for the continued fraction recursion coefficients as well as for the stationary probability itself, if some type of transition rate (1-, 2-particle birth or death rate) vanishes identically. We also demonstrate that solutions corresponding to absorbing states as well as an "explosion to infinity" are naturally contained in the continued fraction formulation. In Sect. 4 we elaborate on the important problem of obtaining approximative solutions, i.e., we deduce truncation error estimates for the continued fraction relations. By use of the Lidstone expansion [7, 81, we further develop a systematic approximation procedure. The results in Sect. 3 and 4 are then applied in Sect. 5 to the study of a populationdynamical model and a nonlinear chemical reaction scheme. Finally, in Section 6 we extend the discussion of a continued fraction representation for the stationary solution to the case of multiple birth and death transitions of maximal order R>2. Such master equations occur in models for population dynamics [9] and nonlinear chemical reaction schemes.
General Stationary Solution of Two-Particle Jump Master Equations
In this section we review the stationary solution of discrete onevariable master equations
where the transition probabilities W(n,m) are restricted to two-particle jumps only, i.e.,
W(i,j)=O for ]i-j[ >2
In the following we use the notation
In [4] we derived for the transition function 4, of the stationary solution P~ of (2.1) 
with P~(0) determined by the normalization. The product solution in (2.9) can be recast in the form of a continued fraction [4] a~ (2.10) 
Exact Solutions for Special Cases
In this section we study the simplifications which arise from the exact solutions of the recursion re-lations of the continued fraction expressions and of the stationary probability (2.10) if some of the transition rates vanish identically.
a) Transition Rares v,-O
For the special case where all the two-particle jump birth rates v, vanish, the recursion relation for a, By virtue of a 1 =1, we easily verify that the solutions of (3.1) and (3.2) are given by a,= fl 2i, n=0, 1..,
As a consequence we obtain from (2.5) for the transition function 3, the explicit result This reduced difference equation can be solved advantageously by use of the method of Laplace [6] (see Sect. 5). By virtue of (3.5), we obtain for the stationary solution (2.10) i.e., the state n=0 is an absorbing state. Further, if with v n-0 there are also no two-particle jump death rates present, i.e., co,-=0,,>2, we immediately find from (3.5) the well-known detailed balance result
In the case of identically vanishing two-particle jump death rates ~o,-0 the continued fraction coefficient b, in (2.7b) is zero and the recursion relation for {dn} simplies to
yielding in virtue of (2.12)
As a consequence, we obtain for the stationary solution P~(n) the explicit result
The evaluation of the stationary probability is reduced to the calculation of the (n-1)-th order continued fraction coefficient a,_l which obeys from (2.7a) the recursion
--#n2,-la, 2' (3.14)
Using the transformation f, n ~,, =f. II#, where cq=~' fii=~.
The recursion relation in (3.18) written in terms of the coefficients {a~} yields for (3.14) the considerably simplified recursion
An analytical solution of this recursion relation is advantageously investigated by using the more simple relation in (3.18). Finally, let us assume that the birth rates #i are not all strictly positive. Then for #~=0, ieN, we have from (3.13) an undefined transition rate ~ ~_ P,(i) = oo (3.21)
which indicates that Ps(i-1) equals zero and subsequently
Clearly, for #~-0, i = 0, 1 .... the system undergoes an explosion to the infinity state.
c) No One-Particle Jumps, th-O, 2i=-0
Where there are only two-particle jump birth and death transitions present (for example, the stochastic modeling of a two-photon laser [10] ), the recursion relation for {a,} can be solved explicitly, yielding a,=~ v i n=0, 1,... The continued fraction coefficients {d,} are from (2.12) calculated to be
By virtue of (2.9) and (2.10), we find for the stationary solution P~(n)
These explicit solutions exhibit a detailed balance structure which holds separately for the even sublattice {n=0,2,4,...} and the odd sub-lattice {n = 1, 3, 5, ...}. First we note that for a finite number N of states, the ratio
remains undefined because the value of IN+ ~ is not defined. This behavior exhibits the fact that for any finite stochastic matrix introducing only two-particle jump transitions the even and odd subb-lattices do not couple. This is reflected in a degenerate zeroeigenvalue of the corresponding stochastic matrix.
The infinite many stationary solutions are characterized by the two parameters occurring in (3.28-3.29) where with one arbitrary parameter 0_-<Ps(i)_<_ 1, i=0 or 1, the remaining parameter is fixed by the normalization.
Approximation Methods
Although expressions for the stationary solution described in the previous sections are already in a very appropriate form for a computer evaluation, analytical solutions of the continued fraction solutions generally cannot be obtained (except in special cases). The investigation of approximative solutions is valuable because of the interest in obtaining analytical approximative results as well as because of interest in solutions requiring a minimum of computer time.
A first method of approximatively evaluating the expression for the stationary probability in (2.10) is based on the observation that the transition factor ~,, varies generally on a slower scale than the probabilities themselves I-4, 5, 11]. Assuming ~, to be slowly varying we may set in (2.5) ~n~n+l yielding
Noting ~,>0, we have hereby chosen in (4.1) for the solution of the quadratic equation the (+) sign for the square root expression. We further note from Sect. 3 that if either the transition rates COn=0 or v,=0, the calculation of the transition factor ~n is reduced to the evaluation of the explicit expressions in (3.5), (3.13). We may utilize this fact in developing an approximation scheme in terms of a parameter 0; we write (2.5) in terms of the new rates ~n=2Ovn, 0< 0_< 1 In contrast to the Taylor expansion, there occur no odd derivatives in (4.13).This is because, unlike the Taylor series, we evaluate the derivatives of ~'n(0, 0') at the two points 0=0. 0'=0. In the lowest order Substitution of (4.18) or (4.20) in (2.10) yields a closed simple approximation solution for P~(n). In contrast to the approximation in (4.1), the approximative solution in (4.18) can be successively improved by calculating (e.g., by numerical computer evaluation) some of the even derivatives of ~,(0, 1-0) at 0 = 0 and 0 = 1. There exist, of course, other possibilities of applying the Lidstone expansion. For example, the Lidstone method has been used to obtain time-dependent solutions of nearest neighbor master equations describing vibrational relaxation and intramolecular decay [153.
Applications
As a first example, we investigate a population dynamical model with constant simple birth rates 2~ = 2. n=0, 1,... and simple linear death rates #,=an, n = 1, 2,... The transition factor for this nearest neighbor process is from (3.9a) given by The stationary probability is easily evaluated to be a Poissonian a n P~(n)=P~(0)n Y (5.2) a n =--e -~. We find the solution to this difference equation by using a method originated by Laplace [6] . With a continuation to complex variables n~z, we set for the unknown function u(z) the transformation
with {q,p} being parameters determined below. Inserting (5.11) in (5.10) we obtain with a partial integration
The integration limits {q,p} are now fixed by imposing (5.14)
As a consequence we find for the parameters {q,p} from (5.13), (5.14) q=O, p=~.
(5.15)
The unique solution in (5.11) for zeN is then written in the form The exact solution in (5.21) is not of Poissonian form.
(n) v(13) B(f i ' n)=~s"-l (1-s)(e-*)dSo V(n+fl)
However, in the Gaussian approximation, we find that the statistical mean value remains unchanged 9 The approximate variance ~ is from (4.8) given by a =3c~ (5.23) which is seen to be broadened by a factor 1.5.
In the second example, we consider the nonlinear chemical reaction scheme originated by Nicolis [17] for the variable X A k, ~X, 2X kz-*A.
By use of the combinatorial mass-action kinetics, we obtain the master equation 
K (t) = t ~ + ~ f (t). (5.32)
Setting the integrand on the left-hand side equal to zero and solving for f(t), we find f (t) = t exp acto an e sentia singularity. However, noting that ,,o (5.34) for t negative and real, we can choose the point z = 0 as an integration limit. Denoting the integration path by 5f (see Fig. 1 By use of the transformation t=il/as and the relation for the generating function of the Bessel function [18] n= -co e~ 9 " S n we obtain for the solution u(n) the result The exact statistical mean value (n) is consequently given by For example, explicit results of the form in (5.18) can be obtained for an arbitrary two-particle death rate c% >0. In contrast, the generating function for such a case (non-analytical rates) can almost never be evaluated explicitly and a corresponding numerical evaluation is rather cumbersome.
Exact Solutions of One-Variable Master Equations with Many-Particle Jumps
In this section we extend the discussion of exact stationary solutions to the case of maw-particle jumps of order j, i.e., to transition probabilities W(n +j, n) with 1 <j < R.
a) Simple Death Rates Only
The simple solutions in (3.12), (3. The result in (6.3) is easily proved by induction on n. The generalization of (3.12) to multiple birth rates vi,, i = 1 .... R is from (6.6) given by Ps(n)=Ps(0) a,_~ , n= 1,2 .... (6.9) #1 --. #, with {a,} satisfying the recursion relation (6.7). Within the Gaussian approximation we obtain for the variance a the result
The simplicity of the solution in (6.9) is reflected in the structure of the master equation for P~(n). The relation (6.2) introduces, via a successive solution from n = 0 up to n, only one further unknown quantity Ps(n+l) characterized by the simple death rate #,+ 1. In other words, the explicit consideration of the boundary conditions in (6.2) for n=0 .... R enables the explicit form in (6.9).
b) Simple Birth Rates Only
Dealing with no multiple birth rates of order j >__ 2, we find in terms of the multiple death transitions #J, The ansatz (6.15), (6.16 ) is verified by a somewhat cumbersome but straight-forward calculation. In particular, we render for R = 2 the results in Sect. 3.a and for R = 3 we have 2o (6.17) Consequently, the stationary probability Pss(n) broadens with increasing multiple death transitions n--,n -R, R=l, 2,....
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