Image partition regular matrices near zero generalizes many classical results of Ramsey Theory. There are several characterizations of finite image partition regular matrices near zero. Contrast to the finite cases there are only few classes of matrices that are known to be infinite image partition regular near zero. In this present work we have produced several new examples of such classes.
Introduction
In this paper we shall be concerned with finite or infinite matrices with rational entries. Definition 1.1. A matrix (finite or infinite) is admissible if and only if it has entries from Q, no row equal to 0 and finitely many nonzero entries in each row.
Here the rows and columns of a matrix A are indexed by ordinals (always countable). The first infinite ordinal is ω = N∪{0}. Recall that an ordinal is the set of its predecessors, so for an ordinal α, the statements x < α and x ∈ α are synonymous.
If A is an α × δ matrix, B is a γ × τ matrix, then A 0 0 B is an (α + γ) × (δ + τ ) matrix where 0 represents a matrix with all entries equal to 0 of the appropriate 1 The author was supported by Swami Vivekananda Merit Cum Means Scholarship. 2 The author was supported by UGC fellowship. 3 The author was supported by UGC fellowship.
size.
A 0 0 B is called the diagonal sum of A and B.
Definition 1.2. (see [2, Definition 1.2]) Let S be a subsemigroup of (R,+) and let α, δ be positive ordinals. An α × δ matrix A is image partition regular over S if and only if A is admissible and whenever S \ {0} is finitely colored, there is some x ∈ S δ such that the entries of A x are monochromatic.
Image partition regular matrices generalize many classical results of Ramsey Theory. For example, Schur's Theorem [14] and the Van der Waerden's Theorem [15] are equivalent to say that the matrices in S. Let C be a subset of S which is central and let F ∈ P f (τ ). Then there exists a sequence a t ∞ t=1 in S and a sequence H t ∞ t=1 in P f (N) such that for each n ∈ N, max H n < min H n+1 and for each L ∈ P f (N) and each f ∈ F , n∈L a n + t∈Hn f (t) ∈ C.
We shall present this algebraic characterization of central sets below, after introducing the necessary background information. Given a discrete space S, we take the Stone-Cech compactification βS of S to be the set of ultrafilters on S, the principal ultrafilters being identified with the points of S. Given A ⊆ S, letĀ = {p ∈ βS : A ∈ p}. Then {Ā : A ⊆ S} forms a basis for open sets as well as closed sets of βS. If (S, ·) is discrete space, the operation extends to βS so that (βS, ·) becomes a compact right topological semigroup with S contained in its topological center. That is, for any p ∈ βS, the function q → q · p from βS to itself is continuous and for any x ∈ S, the function q → x · q from βS to itself is continuous. Given p, q ∈ βS and A ⊆ S, A ∈ p · q if and only if {x ∈ S : x −1 A ∈ q} ∈ p, where x −1 A = {y ∈ S : x · y ∈ A}. A nonempty subset I of a semigroup (T, ·) is called a left ideal of T if T · I ⊆ I, a right ideal if I · T ⊆ I, and a two-sided ideal (or simply an ideal) if it is both a left and a right ideal. A minimal left ideal is a left ideal that does not contain any proper left ideal. Similarly, we can define minimal right ideal. Any compact Hausdorff right topological semigroup (T, ·) has a smallest ideal K(T ) which is the union of all minimal left ideals of T and is also union of all minimal right ideals of T . An idempotent belonging to K(T ) is called a minimal idempotent. Given J ⊆ T , we shall use the notation E(J) to denote the set of all idempotents in J. Definition 1.5. Let S be a subsemigroup of (R,+) with 0 ∈ cl S. Let u, v ∈ N and let A be a u × v matrix with entries from Q. Then A is image partition regular over S near zero if and only if, whenever S \ {0} is finitely colored and δ > 0, there exists x ∈ S u such that the entries of A x are monochromatic and lie in the interval (−δ, δ).
In [13] , the authors produced a class of infinite image partition regular matrices which are compatible with Milliken-Taylor matrices ( a class of infinite image partition regular matrices, defined in Definition 3.7(a)) with respect to diagonal sum. Recently in [11] , several new examples of infinite partition regular matrices were obtained by Hindman and Strauss. In Section 3, using these concepts we produce several new examples of infinite image partition regular matrices near zero. In Section 2, we develope some tools for Section 3.
Ultrafilters near zero induced by matrices
Hindman and Leader first introduced the notion of ultrafilters near zero and studied many classical Ramsey Theoritic properties near zero in [6] . We now recall [2, Definition 4.2].
Definition 2.1. Let S be a dense subsemigroup of (R,+) or of ((0, ∞),
It was shown in [6, Lemma 2.5] that O + (S) ∩ K(βS) = ∅, so we can not obtain any information about K(O + (S)) based on knowledge of K(βS). Thus one can define different notions of large sets near zero using O + (S). We now define the notion of thick sets near zero.
Definition 2.3. Let S be a dense subsemigroup of ((0, ∞), +). A set C is thick near zero if and only if there is a left ideal L of O + (S) such that L ⊆C.
We shall now concentrate on an interesting subset of O + (S), induced by admissible matrices. Definition 2.4. Let S be a subsemigroup of ((0, ∞), +) and let A be a finite or infinite matrix with entries from Q. Then I(A; S) = {p ∈ βS : for every P ∈ p, there exists x with entries from S such that all entries of A x are in P }.
In this article we use the notation I(A) to denote I(A; N).
Lemma 2.5. Let S be a subsemigroup of ((0, ∞), +). Let u, v ∈ N ∪ {ω} and let A be a u × v matrix with entries from Q. Definition 2.6. Let S be a dense subsemigroup of ((0, ∞), +) and let A be a finite or infinite matrix with entries from Q. Then I 0 (A; S) = {p ∈ βS : for every P ∈ p every ǫ > 0 there exists x with entries from S such that all entries of A x are in P ∩ (0, ǫ)}.
Remark 2.7. Let S be a dense subsemigroup of (R, +) and let A be a finite or infinite matrix with entries from Q. Then I 0 (A; S) = I(A; S) ∩ O + (S).
Lemma 2.8. Let S be a dense subsemigroup of ((0, ∞), +). Let u, v ∈ N ∪ {ω} and let A be a u × v matrix with entries from Q. Proof. Proof of this lemma immediately follows from Remark 2.7 and Lemma 2.5.
For any subsemigroup S of ((0, ∞), +), there is a natural action of N on βS.
Definition 2.9. (see [10, Definition 1.1]) Let (S, +) be a subsemigroup of (R, +) and n ∈ N. Define l n (s) = n · s and letl n : βS −→ βS be the continuous extension of l n . For p ∈ βS, define n · p =l n (p).
Lemma 2.10. Let (S, +) be a subsemigroup of ((0, ∞), +), let a ∈ N, let p ∈ βS and let A ⊆ S. Then A ∈ a · p if and only if a −1 A ∈ p where a −1 A = {x ∈ S : a · x ∈ A}. In particular, if B ∈ p, then a · B ∈ a · p. There is also a natural action of βN on βS, denoted by q·p for p ∈ βS and q ∈ βN, which is given by q · p = q − lim n∈N (n · p). Note that for a dense subsemigroup S of ((0, ∞), +), for all n ∈ N, q ∈ βN and p ∈ O + (S), we have n · p ∈ O + (S) and q · p ∈ O + (S). As a consequence of previous lemma, we have the following:
Lemma 2.11. Let S be a dense subsemigroup of ((0, ∞), +) and A be a finite or infinite matrix with entries from Q.
Proof. Let u, v ∈ N ∪ {ω} and A be a u × v matrix. Note that for all q ∈ βN and
, so it suffices to show that q · p ∈ I(A; S) for both of the cases. (a) Let q ∈ βN and p ∈ I 0 (A; S).
We now give an alternative proof of [2, Lemma 2.1] in this context. Theorem 2.12. Let u, v ∈ N, let A be a u × v matrix with entries from Q such that A is image partition regular and let S be a dense subsemigroup of ((0, ∞), +). Then A is image partition regular near zero over S.
Proof. By Lemma 2.5(a), I(A) = ∅. By Lemma 2.11(b), choose r ∈ I 0 (A; S) and therefore I 0 (A; S) = ∅. By Lemma 2.8(a), one can conclude that A is image partition regular near zero over S.
In the following theorem, we see that the notion of image partition regularity for different subsemigroups of ((0, ∞), +) and image partition regularity near zero are same for finite matrices. Theorem 2.13. Let u, v ∈ N, and let A be a u × v matrix with entries from Q and let S be a dense subsemigroup of ((0, ∞), +). The following statements are equivalent: (a) A is image partition regular. Following theorem is an analogue of the above theorem.
Theorem 2.16. Let S be a dense subsemigroup of ((0, ∞), +). Let A and B be finite and infinite image partition regular matrices over S respectively. Then A 0 0 B is image partition regular near zero over S.
Proof. Let u, v ∈ N and A be a u × v matrix and M = A 0 0 B . By Theorem 2.13,
A is image partition regular. Now take q ∈ I(A) and p ∈ I 0 (B; S). Then by Lemma 2.11(b), q · p ∈ I 0 (A; S) and by Lemma 2.11.(a), q · p ∈ I 0 (B; S). Let k ∈ N be given and
is image partition regular near zero over S.
Theorem 2.17. Let S be a dense subsemigroup of ((0, ∞), +) and let F be a class of finite image partition regular matrix with entries from Q. If B is an image partition regular matrix near zero over S. Then I(B; S) ∩ A∈F I(A; S) = ∅.
Proof. Let G be a finite subclass of F . Now by Lemma 2.11(b), we can conclude that I(B; S) ∩ A∈G I(A; S) = ∅ and the result follows from the compactness argument.
Subtracted image partition regularity near zero
In [11] authors produced several new examples of infinite image partition regular matrices. Following them we have produced some new examples of infinite image partition regular matrices near zero. We now recall the following definition [1, Definition 1.5].
Definition 3.1. Let S be a dense subsemigroup of ((0, ∞), +) and let A be an ω × ω matrix with entries from Q. Then A is centrally image partition regular near zero if and only if whenever C is a central set near zero in S, there exists x ∈ S ω such that A x ∈ C ω .
We now introduce the following definition of subtracted image partition regular matrices near zero over S. Definition 3.2. Let S be a dense subsemigroup of ((0, ∞), +) and let A be an ω × ω matrix with entries from Q. The matrix A is subtracted image partition regular near zero over S, if and only if (1) no row of A is 0. (2) for each i ∈ ω, {j ∈ ω : a ij = 0} is finite, and (3) there exists v ∈ N, an ω × v matrix A 1 and an ω × ω matrix A 2 such that rows of A 1 are the rows of a finite image partition regular matrix, A 2 is a image partition regular matrix near zero over S and A = (A 1 A 2 ).
In the above definition if A 2 is centrally image partition regular near zero over S, then A is said to be subtracted centrally image partition regular matrix near zero over S and if A 2 is Milliken-Taylor matrix near zero (Definition 3.7(b)) then A is said to be subtracted Milliken-Taylor matrix near zero. 
x (2) . Then x ∈ N ω and
Therefore A is image partition regular near zero over S.
Theorem 3.4. Let S be a dense subsemigroup of ((0, ∞), +) for which cS is central * near zero for each c ∈ N. Let A be a subtracted centrally image partition regular matrix near zero over S. Then A is centrally image partition regular near zero over S.
Proof. Since A is a subtracted centrally image partition regular matrix near zero over S, pick u, v ∈ N, a u × v image partition regular matrix D, an ω × v matrix A 1 whose rows are all rows of D, and an ω × ω centrally image partition regular matrix A 2 such that A = A 1 A 2 as in Definition 3.2. Let C be a central set near zero in S and p be a minimal idempotent of O + (S) such that C ∈ p. Let B = {x ∈ N : −x + C ∈ p}. Then B ∈ p and hence B is central in (N, +). Now by Theorem 2.14, pick
Therefore A is centrally image partition regular near zero over S. Definition 3.6. Let k ∈ N and let a =< a 1 , a 2 , . . . , a k > be a compressed sequence in Z \ {0} with a k > 0. Then M T ( a) is a matrix consisting of all rows r with finitely many nonzero entries such that C( r) = a. Definition 3.7. (a) An ω ×ω matrix M is said to be Milliken-Taylor matrix if there exists a compressed sequence < a 1 , a 2 , . . . , a k > with a k > 0 such that M = M T ( a).
(b) An ω×ω matrix M is said to be Milliken-Taylor matrix near zero if there exists a compressed sequence < a 1 , a 2 , . . . , a k > with a 1 > 0, a k > 0 such that M = M T ( a).
Lemma 3.8. Let S be a dense subsemigroup of ((0, ∞), +). Let u, v ∈ N and let A be a u × v image partition regular matrix with entries from Q and let p ∈ I(A; S). Then for each D ∈ p and each ǫ > 0, there exists,
Proof. Since A is image partition regular, there exists m ∈ N, a v × m matrix G with entries from ω and no row equal to 0, a v × m first entries matrix B with entries from ω, and c ∈ N such that c is the only first entry of B and AG = B, by [7, Theorem 2.10(f)].
So it suffices to assume that A is a first entries matrix with entries from ω. Let
B ∈ p} has the finite intersection property and since p ∈ I 0 (A; S), therefore
From now onwards we need to view O + (S) as a subset of βR. Given p ∈ βR, we let −p = {−B : B ∈ p}. Then for all p, q ∈ βR, (−p) + (−q) = −(p + q), which follows from the homomorphism γ : R → R such that γ(x) = −x. For p ∈ βR and n ∈ N, (−n) · p = −(n · p). Also note that p + (−q) ∈ O + (S) for all p, q ∈ O + (S).
Lemma 3.9. Let S be a dense subsemigroup of ((0, ∞), +). Let u, v ∈ N and let A be a u × v matrix with entries from Q, which is image partition regular. Then the followings are true.
(1) If p ∈ I(A) and r ∈ I(A), then p + r ∈ I(A).
(2) If p ∈ I(A) and r ∈ −I(A), then p + r ∈ I(A). (3) If p ∈ I(A) and r ∈ I(A), then (−p) + r ∈ −I(A). (4) If p ∈ I(A) and r ∈ −I(A), then (−p) + r ∈ −I(A).
Proof. The proof is a trivial consequence of the above discussion.
Lemma 3.10. Let S be a dense subsemigroup of ((0, ∞), +) such that cS is an IP * set near zero. Let p be an idempotent in (βS, +) and let α ∈ Q with α > 0. Then α · p is also an idempotent in (βS, +). If p is a minimal idempotent then α · p is also a minimal idempotent. Consequently, if C is central near zero in S, then so is αC ∩ S.
Proof. Follow the proof of [9, Lemma 5.19.2].
Lemma 3.11. Let S be a dense subsemigroup of ((0, ∞), +) and for each c ∈ N, cS is an IP * set near zero. Let A be a finite image partition regular matrix. Let k ∈ N and let < a 1 , a 2 , . . . , a k > be a sequence in Z \ {0} with
Proof. By Lemma 2.11(a), for each i ∈ {1, 2, . . . , k}, | ai a1 | · p and |a i | · p are minimal idempotents in O + (S). Now by Lemma 3.9, for i ∈ {1, 2, . . . , k}, a i · p is in I 0 (A; S) or −I 0 (A; S) according as a i is positive or negative. Conclusion of the lemma follows by repeated application of Lemma 3.9.
Lemma 3.12. Let S be a dense subsemigroup of ((0, ∞), +) and for each c ∈ N, cS is an IP * set near zero in S. Let k ∈ N and let a =< a 1 , a 2 , . . . , a k > be a compressed sequence in Z \ {0} with
Proof. Conclusion (1) is an immediate consequence of [2, Theorem 5.7] . For conclusion (2), let q =
Lemma 3.13. Let u, v ∈ N and let D be a u × v image partition regular matrix. Let α and δ be positive ordinals, let A be an α × v matrix, all of whose rows are rows of D, and let B be an α × δ matrix which is image partition regular near zero over S. If r ∈ I 0 (A; S) and p ∈ I 0 (B; S), then r + p ∈ I 0 (C; S) where C = (A B).
Proof. Proof of this lemma immediately follows from [11, Lemma 3.6] .
Theorem 3.14. Let S be a dense subsemigroup of ((0, ∞), +). Let A be a subtracted image partition regular matrix near zero and let M be a Milliken-Taylor matrix near zero. Then A 0 0 M is image partition regular near zero.
Proof. Pick u, v ∈ N, a u × v image partition regular matrix D, and an ω × v matrix A 1 whose rows are all rows of D and an ω × ω image partition regular matrix near zero A 2 such that A = (A 1 A 2 ). Note that I 0 (A 1 ; S) = I 0 (D; S), so by Theorem 2.16, pick p ∈ I 0 (D; S)
. We shall show that I 0 (A; S) ∩ I 0 (M ; S) = ∅. Now p ∈ I 0 (A 1 ; S) and so I 0 (A 1 ; S) + p is a left ideal of I 0 (A 1 ; S) . Pick an idempotent q ∈ I 0 (A 1 ; S 
By Lemma 3.12, r ∈ I 0 (M ), so it suffices to show that r ∈ I 0 (A; S). By Lemma 3.11, r ∈ I 0 (A 1 ; S) .
As a consequence of above theorem, we have the following corollary.
Corollary 3.15. Let S be a dense subsemigroup of ((0, ∞), +). Let A be a subtracted centrally image partition regular matrix near zero and M be a MillikenTaylor matrix near zero. Then A 0 0 M is image partition regular near zero.
Definition 3.16. Let S be a dense subsemigroup of ((0, ∞), +). Then M 0 (S) = {A: there exist positive ordinals α and δ such that A is an α × δ admissible matrix and whenever T is a thick set near zero in S and T is finitely colored, there exists x ∈ S δ such that the entries of A x are monochromatic }.
Lemma 3.17. Let α and δ be positive ordinals, and let A be an admissible α × δ matrix. The following statements are equivalent:
Proof. (a)⇒ (b). Suppose A ∈ M 0 (S) and let L be a minimal left ideal of O + (S), and suppose that
p . This is a contradiction. 
Lemma 3.18. Let S be a dense subsemigroup of ((0, ∞), +). N and a compressed sequence a =< a 1 , a 2 , . . . , a k > in Z \ {0} with a 1 > 0, a k > 0 such that A = M T ( a). Let L be a left ideal of O + (S) and let q be an idempotent in L. By Lemma 3.10, there is an idempotent
+ (S) and thus a 1 ·p+a 2 ·p+· · ·+a k ·p ∈ L. Now by Lemma 3.12, a 1 ·p+a 2 ·p+· · ·+a k ·p ∈ I 0 (A; S)∩L. Hence A ∈ M 0 (S). Proof. Let L be a minimal left ideal of O + (S). Pick q ∈ L ∩ I 0 (M ; S) and p ∈ L ∩ I 0 (B; S). Then q ∈ L = O + (S) + p so pick r ∈ O + (S) such that q = r + p. By Lemma 3.6, q ∈ I 0 (C) where C = (1 B).
As a consequence of the above theorem, one can deduce the following corollary.
Corollary 3.21. Let S be a dense subsemigroup of ((0, ∞), +), let n ∈ N and for each i ∈ {1, 2, . . . , n}
Proof. Apply Theorem 3.20 n-times. By Lemma 3.12, q ∈ I 0 (M T ( a); S) and q
Apply Theorem 3.20 n-times.
Theorem 3.23. Let S be a dense subsemigroup of ((0, ∞), +) such that for each c ∈ N, cS is an IP * set near zero in S. Let A and M be subtracted centrally image partition regular matrix near zero over S and a Milliken-Taylor matrix near zero
Proof. Let k ∈ N and let a =< a 1 , a 2 , . . . , a k > be a compressed sequence in Z \ {0} with a 1 > 0, a k > 0 such that M = M T ( a). Pick u, v ∈ N, a u × v image partition regular matrix D, an ω × v matrix A 1 whose rows are all rows of D and an centrally image partition regular matrix near zero over S, A 2 such that A = (A 1 A 2 ). Let p be a minimal left ideal of O + (S) and let p be an idempotent in L. Since D is finite image partition regular, p ∈ I 0 (D; S). Note by [9, Exercise 4.3.8] 
Then q ∈ L. By Lemma 3.11, q ∈ I 0 (D; S) = I 0 (A 1 ; S). By Lemma 3.12, q ∈ I 0 (M ; S). Since p is an idempotent in L and L is minimal, q = q + p. Since A 2 is centrally image partition regular near zero over S, p ∈ I 0 (A 2 ; S). By Lemma 3.13, q ∈ I 0 (A; S) so L ∩ I 0 (A; S) ∩ I 0 (M ; S).
We now introduce two more classes of infinite image partition regular matrices near zero. 
Lemma 3.26. Let S be a dense subsemigroup of ((0, ∞), +). Proof. Apply Theorem 3.27 m-times.
