in static temperature has occurred.
Bore Pressure Drop: Figure 2a shows the static pressure distribution in the whole motor. Figure 2b shows the local axial static pressure along the centerline of the RSRM. The interest here is to compare the calculated pressure drop against measurements, matching head-end total pressure and numerical accuracy. Four solutions were conducted using a segregated solver along with a 2 "d order-Upwind differencing and in conjunction with the four turbulence models given in 
where _c and B are taken [46] as 0.4 and 5.5, respectively.
The first two models fall in the log-law and wake regions.
The first flow cell is located at y* of 22.
The third and fourth turbulence models compare well with the law of the wall in the inner layer but not in log-law region. The first flow cell is located at 
Convective
Heat Transfer: Figure 4a shows the submerged and nozzle walls and the specified surface temperature used as thermal boundary conditions. Thesubmerged wall wasassumed to be isothermal at3,000K(5,500R In the present study, the ratio of the convective heat transfer coefficient and the specific heat at constant pressure is calculated by two methods.
This ratio is used as an input in the CMA code [50] for nozzle erosion predictions. In Method 1, it is calculated internally using the calculated heat flux based on the difference between the local specified surface temperature and the chamber temperature (used as a reference temperature for simplicity), i.e.,
and shown in Fig. 4b (I). Figure  4b (2) is a magnification of the throat region and taken from Fig. 4b (1) for clarity
In Method 2, it is calculated using the recovery temperature and defined as
And shown in Fig. 4b(3) . The recovery temperature
[47] is given as
and where 9_ = Pr 1/3 is used for turbulent flow and is calculated to be 0.8. The temperature at the edge of the boundary conditions has been replaced by the local axial static temperature along the motor centerline and shown Fig. 4a . The recovery temperature is calculated at the motor centerline and shown in Fig. 4a to be less than the chamber pressure.
The chamber and recovery temperature are matched only by taking Pr as 1 which yields I for _ which correspond to an ideal situation. Figure   4b (4) is a magnification of the throat region and taken from Fig. 4b (3) for clarity. The author concludes the Method 1 is more appropriated than Method 2.
The four turbulence models show three common behaviors:
• First: the maximum convective heat transfer coefficient is upstream of the nozzle throat.
• Second: the profile of the calculated ratio h/Cp from Simulation 1 and along the nozzle wall is analogous to the v+ distribution shown in Fig. 3a and 3b. This confirmsthe interdependency of heat transferon the turbulence modelused,is directlyconsistent withthegridresolution.
• Third: in the vicinity downstream of the nozzle throat,the ratio h/Cp decreases suddenly and increases again.
The sudden drop in h/Cp is attributed to the large drop in the specified surface temperature (Fig. 4a ).
In Figure 4c shows the local shear stress along the nozzle wall calculated using four turbulence models as given in Table  2 . Figure  4d shows the corresponding local skin friction coefficient along wail. It has the following usual the nozzle definition. 14 of 40]. In this approach, the complete range of particle sizes is divided into a set of discrete size ranges, each to be defined by a single stream that is part of the group. The particle size data obeys the distribution shown in Fig. 5a and is curve-fitted as where the coefficients a and b are calculated to be 1.01475 and 86.5651, respectively and with a coefficient of determination of 0.99.
The Rosin-Rammler distribution function is based on the assumption that an exponential relationship exists between the particle diameter. Similarity between the grids will be verified by the calculated wall v+ and will be given later.
Grid-independent results in the three-dimensional analyses are cost and time prohibitive. In addition, since the interest is in comparing the results of the two motors (in terms of an increase or decrease), the approach was taken to make the two grids as comparable as possible in terms of similar number of cells (approximately 325,000 hexahedral cells 1 "7 each) and similar local clustering of cell sizes in the gridding process. A finer grid for the FSM motor was conducted for sensitivity studies and given in Figs. 14c, 14d, and 14e , respectively. The calculated mass flow rates shown in Fig. 14c for the 3D analyses are lower that the values calculated in the 2D axisymmetric analyses. This is because they were conducted at a later burn time that corresponds to a lower chamber pressure of 4.25 MPa (616 psia).
The 2D-axisymmetric analyses were conducted at a higher chamber pressure of 6.25 MPa (906 psia).
Thus, the calculated values for the thrust shown ( Fig. 14d) have similar behavior. The ratio of the above is shown as a specific impulse and shown in Fig. 14e . The 3D results show lower specific impulse because of 3D vectoring of the nozzle. The FSM has a higher specific impulse because of the higher mass flow rate.
Summary and Conclusions
Based on the 2D-axisvmmetric analyses (Simulation 1), the following conclusions have been reached:
• Significant effort has been expended in gridding and calculation of the wall y+ in conjunction of consistent turbulence models. 
