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Abstract
We consider a general class of piecewise-deterministic Markov processes with multiple time-scales. In
line with recent results on the stochastic averaging principle for these processes, we obtain a description of
their law through an asymptotic expansion. We further study the fluctuations around the averaged system in
the form of a central limit theorem, and derive consequences on the law of the first passage-time. We apply
the mathematical results to the Morris–Lecar model with stochastic ion channels.
c⃝ 2012 Elsevier B.V. All rights reserved.
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1. Introduction
In the present paper, we consider a general class of Piecewise-Deterministic Markov Processes
(PDMP) with time-scales separation. PDMPs form a wide family of stochastic processes without
diffusion, in which a continuous deterministic motion is coupled with stochastic jump processes.
∗ Corresponding author.
E-mail addresses: pakdaman@ijm.univ-paris-diderot.fr (K. Pakdaman), michele.thieullen@upmc.fr (M. Thieullen),
wainrib@math.univ-paris13.fr (G. Wainrib).
0304-4149/$ - see front matter c⃝ 2012 Elsevier B.V. All rights reserved.
doi:10.1016/j.spa.2012.03.005
K. Pakdaman et al. / Stochastic Processes and their Applications 122 (2012) 2292–2318 2293
We are interested in the case where the jumps occur in a much faster time-scale than the contin-
uous motion and we derive asymptotic results in the limit of perfect time-scales separation. The
multiscale PDMPs studied here arise naturally in neuronal modeling. Designed as a model for
the generation and propagation of action potentials in the squid giant axon, the original deter-
ministic Hodgkin–Huxley (HH) system [10] is one of the most successful mathematical models
in quantitative biology. When considering the stochasticity of ion channels, an intrinsic source of
variability in action potential generation, one obtains naturally a class of stochastic neuron model
in the form of PDMPs [13]. In deterministic models, the presence of several well-separated time-
scales is a cornerstone in the analysis of complex dynamical behaviors, using tools from singular
perturbation theory. Among the various approaches developed in the stochastic setting, averag-
ing and homogenization principles appear to be powerful tools to study noisy slow–fast systems,
in particular multiscale diffusion processes. In the context of PDMPs however, fewer results are
available [6] and the aim of the present paper is to develop an asymptotic analysis for a class of
multiscale PDPMs and to present an application to a classical neuron model.
Piecewise-deterministic Markov processes
Let

Ω ,F , (Ft )t≥0,P

denote a filtered probability space. We define a PDMP as a ca`dla`g
stochastic process (Vt , ut )t≥0 on the state space Rd × E , with E a finite cardinal p ∈ N∗,
which can be constructed as follows. The continuous component, Vt , takes values in Rd and has
continuous paths, while the discrete one, ut takes values in E . The dynamics of the continuous
component is defined by a family of d-dimensional vector fields f (., u) : v ∈ Rd → f (v, u) ∈
Rd indexed by u ∈ E . For each value of u ∈ E , we denote by θu(t, v0) the solution of
dV
dt
= f (V, u) (1)
with initial condition V0 = v0 ∈ Rd . We assume that for each u ∈ E , there exists a unique
global solution for (1) for all initial values v0 ∈ Rd . The behavior of the discrete component
is determined by a family of smooth positive rate functions αi j : v ∈ Rd → αi j (v) ∈ R∗+ for
each (i, j) ∈ E2, describing the jumping rate between states i and j . To this family is associ-
ated a p × p jump matrix A(v), for each v ∈ Rd , defined by Ai j (v) = αi j (v) if i ≠ j and
Ai i (v) = − j; i≠ j αi j (v) = −λi (v). The sample paths of a PDMP (Vt , ut )t≥0 are then con-
structed in the following way. One starts at time τ0 = 0 from an initial value (v0, u0) ∈ Rd × E ,
then on [0, τ1[ the PDMP is given by Vt = θu0(t, v0), ut = u0 for t ∈ [0, τ1[. Here τ1 denotes
the random time of the first state transition of the discrete component u. The distribution of the
transition time τ1 is defined by the transition rate via a survivor function:
P [τ1 > t] = exp

−
 t
t0
λi (θu0(s, v0))ds

. (2)
To ensure that the number of jumps is a.s. finite during any finite time interval, we require that the
rate functions are bounded along the flow curves θu(t, v) for any (v, u) ∈ Rd × E . When a tran-
sition occurs at time τ1, then the target state uτ1 of the transition is a random variable distributed
according to:
P

uτ1 = j | uτ−1 = i

= αi j (Vτ1)
λi (Vτ1)
. (3)
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This construction procedure is restarted with new initial conditions
(v1, u1) = (θu0(τ1, v0), u1)
to obtain the PDMP sample path until next transition occurs, and is repeated to construct the
whole trajectory. Then, we recall the main result of [4]:
Theorem 1.1 ([4]). There exists a filtered probability space such that a standard PDMP
(Vt , ut )t≥0 as constructed above is a homogeneous strong Markov process. The extended
generator L of the process is given by
Lg(v, u) = f (v, u)∇vg(v, u)+ A(v)g(v, .)(u) (4)
for functions g partially differentiable w.r.t. the variable v and belonging to the domain D(L),
which is the set of all measurable functions g : Rd × E → Rd , such that t → g(θu(t, v), u) is
absolutely continuous on R+ for all (v, u).
Multiscale analysis. Let us now discuss the time-scales separation assumption that will hold
throughout the paper. To this end, we introduce a small parameter ϵ > 0 and consider a transition
matrix Aϵ(V ) proportional to ϵ−1: the PDMP (V ϵ, uϵ) constructed as described above has now
two distinct time-scales. The variable uϵ jumps on a fast time-scale O(ϵ) between the states of
E according to the V ϵ-dependent transition matrix Aϵ(V ϵ) and between the jumps the variable
V ϵ evolves on a slow time-scale O(1) according to a system of ordinary differential equations
dV ϵ
dt
= f V ϵ, uϵ . (5)
The above setting with Aϵ(V ) = ϵ−1 A(V ) will be called “all-fast”, in contrast with a more
general case where the transition matrix Aϵ(V ) can be itself in a form Aϵ = As(V )+ ϵ−1 A f (V )
called “multiscale” with “s” and “ f ” respectively standing for slow and fast (see Section 2.2).
In this case, the jump variable has itself two time-scales, and some transitions occur much more
frequently than others. We are interested in the asymptotic behavior of X ϵ when ϵ → 0, more
precisely to establish a central limit theorem (CLT).
In [6], both the “all-fast” and the “multiscale” cases are studied in the limit ϵ → 0. In the
all-fast case, it is shown that the process V ϵ converges to a deterministic process

V¯

, with the
fast jump process reduced to its quasi-stationary distribution. Defining ρV ∈ Rp the solution of
AT (V )ρV = 0 and the averaged vector field
f¯ (V ) :=

u∈E
ρV (u) f (V, u) (6)
then V¯ is solution of the system:
dV¯
dt
= f¯ (V¯ ). (7)
We want to study the convergence of Z ϵ := 1√
ϵ
(V ϵ−V¯ ). In [6], a large deviation principle (LDP)
is obtained in the “all-fast” case, and this result is a priori stronger than a CLT, but we see several
interests to derive a CLT in this case. First, in terms of application (see below), for instance for
numerical simulations, it is interesting to be able to write a diffusion approximation of the form
dV ϵ = f¯ (V ϵ)dt +√ϵσ f (V ϵ)dWt . (8)
K. Pakdaman et al. / Stochastic Processes and their Applications 122 (2012) 2292–2318 2295
Moreover, it is not always straightforward to derive a CLT from a LDP [1,20]. Finally, con-
cerning the multiscale case, the limit when ϵ → 0 is also obtained in [6] and the limit is now
stochastic (cf. Section 2.2) since the jump component has transition rates of order O(1). In this
case, several results exist in the literature but none of them is totally satisfactory. In [23], there is
a CLT for time inhomogeneous multiscale schemes, but not for the hybrid case. In [18], there is a
CLT for a semi-hybrid case (the transition rates of the jump part do not depend on the continuous
variable) not working for multiscale schemes. Eventually, in [6] the large deviation principle in
the “all-fast” case, which is a priori stronger than a CLT, for the fast hybrid case, does not work
for multiscale schemes. Given these existing results, it seems reasonable to expect a CLT in the
hybrid multiscale case.
Our strategy to prove the weak convergence of Z ϵ is the following. The first step is to establish
an asymptotic expansion (cf. Theorem 2.2) of the law Pϵ of X ϵ in powers of ϵ, with a regular
part and a boundary layer correction part:
Pϵ = Φϵn +Ψ ϵn + Rϵn (9)
Φϵn(v, u, t) =
n
i=1
ϵiφi (v, u, t); Ψ ϵn (v, u, t) =
n
i=1
ϵiψi (v, u, t/ϵ) (10)
and Rϵn an error term.
More than just a technical step towards the proof of the CLT, this result gives a geometric
description in the law space of the convergence to the averaged system (7). In line with ideas
from geometric singular perturbation theory [23], when ϵ → 0 the regular part Φϵn describes
the asymptotic law for times of order O(1) and the boundary layer correction Ψ ϵn describes the
path towards the averaged system for times of order O(ϵ). This small time description is crucial if
one wants to understand the response of the system to a fast time-dependent external perturbation
revealing the transient behavior of the system. From this expansion, it is then possible to prove
the tightness of the sequence Z ϵ . The law of the limit is then identified by the perturbed test
function method [11] and by uniqueness of the associated martingale problem. The central limit
result is stated in Theorem 2.3 and a consequence for hitting times in Corollary 2.4.
In terms of applications, the above setting of multiscale PDMPs is of particular interest in
the context of stochastic neuron modeling. In the class of models we consider here, called
conductance-based model, the cell membrane acts as a capacitor and the number of open ion
channels, which are macromolecular devices embedded within the membrane and selective to
specific ions, determine the membrane resistance. Since the pioneering work of Hodgkin and
Huxley, a plethora of conductance-based models have been introduced to include various ionic
currents. In particular, the Morris–Lecar (ML) model [12] describes voltage dynamics of the
barnacle muscle fiber. This model has attracted the interest of many theoretical biologists because
of its reduction to two dimensions, based on a time-scale separation argument, that enables a
phase plane analysis. To account for the intrinsic stochasticity of ion channels conformational
changes, which is an important source of variability and noise-induced phenomena in neuronal
dynamics [22,7], stochastic versions of HH-like neuronal membrane models has been introduced
(see [17] for HH) in which ion channels are modeled by jump Markov processes. As their
transition rates is voltage-dependent and the membrane potential satisfies a differential equation,
these stochastic models fall into the class of PDMP, and the deterministic models can be
seen as a limit when the number of ion channels is infinite [9]. The corresponding fluid limit
theorem for PDMP has been established in [13], and we refer to [2,15] for further considerations
about spatial models. Furthermore, these systems often exhibit a separation of time-scales
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since some transition rates are faster than the other variables time constants. This time-scales
separation has been the starting point for many studies of the deterministic models using singular
perturbation theory (e.g [8,19,16]). All these considerations clearly motivates the development
of mathematical results for multiscale PDMPs. We will show in Section 3. how Theorem 2.3
can be applied to the stochastic version of the original ML model in order to derive a proper
two-dimensional diffusion approximation, which is the stochastic pendant to the usual reduced
system.
Outline of the paper. In Section 2, we state our main mathematical results. Then, in Section 3,
we show how these results can be applied to a neuron model with stochastic ion channels. In
Section 4, we present the proofs of the results of Section 2.
2. Main results
We formulate in this section our main results. In the first two sections we consider the “all-
fast” case and we extend the results to the “multiscale” case in the last section. The proofs are
contained in Section 4.
2.1. Asymptotic expansion
Assumptions. We formulate here our main assumptions:
• (A.1) Irreducibility: For all V ∈ Rd , the matrix A(V ) is irreducible.
• (A.2) Uniformity of the spectral gap: if λ(V ) < 0 denotes the first non-zero eigenvalue of
A(V ), then infv |λ(v)| > 0.
• (A.3) Regularity: f, A C2 functions of V .
• (A.4) Boundedness of V ϵ uniformly in ϵ and V¯ in any finite interval [0, T ].
The first step is to obtain an asymptotic expansion of the law of X ϵ = (V ϵ, uϵ). This law
satisfies the Kolmogorov forward equation:
∂t P
ϵ
t0(v, u, t) = −∂V

f (v, u)Pϵt0(v, u, t)
+ 1
ϵ

Pϵt0(v, ., t)A(V )

(u) (11)
with initial conditions: Pϵt0(v, u, t0) = p0(v, u).
Before stating the central limit theorem (Theorem 2.3), we present results concerning the law
Pϵt0 . In order to set notations, consider for now that V is fixed. Then, when ϵ → 0, the law of uϵ
converges to the quasi-stationary distribution (ρV (u))u∈E , defined as the unique solution of:
ρV A(V ) = 0 (12)
ρV 1 = 1. (13)
The existence and uniqueness of ρV is ensured by Assumption (A.1) and we discuss in Section 4.
how to solve this equation since the method will be useful in several steps of the proofs.
Now, going back to the fully coupled case, the following proposition is a first asymptotic
result that will be very useful in the proof of the main Theorem 2.3. To state the proposition, we
define θ(v, t) the solution of
∂tθ(v, t) = −∂V

θ(v, t) f¯ (v)

(14)
for t ≥ t0, with initial condition θ(v, t0) = ⟨p0(v, .), 1⟩. One recognizes the transport equation
associated with the deterministic limit Eq. (7). Further define the product law:
φ0(v, u, t) := θ(v, t)ρv(u). (15)
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Proposition 2.1. For all t ∈ [0, T ],
lim
ϵ→0 P
ϵ
t0(v, u, t) = φ0(v, u, t) uniformly for v in any compact. (16)
More precisely, there exists κ > 0 such that
Pϵt0(v, u, t) = φ0(v, u, t)+ O

ϵ + e−κ(t−t0)/ϵ

. (17)
The proof of Proposition 2.1 is given in Section 4.1.
Actually, a more complete result can be obtained when looking for an expansion of the form:
Pϵ = Pϵn + Rϵn (18)
with, for n ∈ N∗,
Pϵn (v, u, t) =
n
i=1
ϵiφi (v, u, t)+
n
i=1
ϵiψi (v, u, t/ϵ) (19)
and Rϵn an error term.
For a function h : Rd × E × R+ → R, we define
∥h∥∞ := sup
t∈[0,T ],v∈Rd ,u∈E
|h(v, u, t)|.
Theorem 2.2 (Asymptotic Expansion). Let T > 0. The sequences φi and ψi can be constructed
such that:
1. φi is Cn+i−1([0, T ])
2. ∀1 ≤ i ≤ n, ∃κ > 0, |ψi (t/ϵ)| ≤ K e−κt/ϵ
3. ∥Rϵn∥∞ ≤ K ϵn+1.
The proof of Theorem 2.2 is given in Section 4.1.
Comments. As in singular ordinary differential equations, one can interpret the regular part of
the expansion as the attracting dynamic when ϵ is small and the boundary layer correction rather
corresponds to the transient path towards this attracting dynamic. The first phase of the dynamic
of the law is thus an exponentially fast approach towards the regular part, which attracts the
behavior of the law. This result provides a geometrical interpretation in the law space of the
convergence when ϵ → 0. This theorem is interesting for us since we will be able to prove a
tightness result crucial for the following central limit theorem. However, it can be used as a basis
for other applications, for instance to compute an approximation of the law, or of expectations of
functions of the process, up to an order ϵn .
2.2. Central limit theorem
We now turn to the study of the asymptotic behavior of the rescaled difference
Z ϵ := 1√
ϵ

V ϵ − V¯  .
Theorem 2.3 (Central Limit Theorem). Under the above assumptions, the sequence of processes
Z ϵ converges in law when ϵ → 0 towards a diffusion process Z solution of:
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d Z t = ddV f¯ (V¯t )Z t dt + σ f (V¯t )dWt (20)
where the diffusion matrix Σ f (V ) = σ f (V )σ Tf (V ) is given by:
Σ f (v) := 2⟨W f (v, .)Φ(v, .), ρv(.)⟩ (21)
where W f (v, u) = f (v, u)− f¯ (v) and Φ is solution of:
A(v)Φ(v, .) = −W f (v, .) (22)
together with the condition
⟨Φ(v, .), ρv(.)⟩ = 0. (23)
A straightforward consequence of Theorem 2.3, which may be very interesting for
applications, is the asymptotic Gaussian behavior of T ϵa around T¯a , where:
T ϵa := inf{t ≥ 0, V ϵt = a} and T¯a := inf{t ≥ 0, V¯t = a} with a ∈ R.
Corollary 2.4 (First Hitting Times). Assume T¯ < ∞, then the sequence of random variables
π ϵa = ϵ−1/2[T ϵa − T¯a] converges in law to a centered Gaussian random variable πa of variance:
σ 2a =
E[Z2
T¯a
]
f¯ (V¯T¯a )
where Z is as defined in Theorem 2.3.
Remark. One may wonder if the above result extends to more general hitting times defined as
τ ϵ = inf{t ≥ 0, ψ(V ϵ, uϵ) > 0}.
Such hitting times arise when the boundary is a hypersurface, here defined by the zero of a
smooth function ψ , and not just a threshold for the variable V ϵ as above. The problem to extend
Corollary 2.4 already appears in trying to define a limit hitting time τ¯ , since the variable uϵ has
now disappeared. Intuitively, the picture is as follows: when ϵ is going to zero, during any small
time interval δt around time t , the variable uϵ will reach every state k ∈ E such that ρV¯ (k) > 0,
and its extremal values are given by the boundary of the support of quasi-stationary distribution,
which implies an early crossing of the boundary of the hypersurface.
Alternative representation. Eventually, the diffusion matrix obtained in Theorem 2.3 has another
representation, which may be in some case more practical. We introduce some further notations.
For V ∈ Rd fixed, consider the jump Markov process (uV (t))t≥0 with state space E and
transition matrix A(V ). We denote its law by
PV (i, j, t) = P [uV (t) = j | uV (0) = i] . (24)
Proposition 2.5 (Alternative Representations of the Diffusion Matrix). The diffusion matrix
Σ f (V ) can also be written as:
Σ klf (V ) =

i, j
fk(V, i) fl(V, j) [ρV (i)RV (i, j)+ ρV ( j)RV ( j, i)] (25)
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for 1 ≤ k, l ≤ d, and where
RV (i, j) =
 ∞
0
(PV (i, j, t)− ρV ( j)) dt. (26)
Remark. The term RV (i, j) is a measure of the speed of convergence of the law PV (i, j, t)
towards the quasi-stationary distribution ρV ( j), and is therefore related to the quality of the
approximation which is made when averaging the vector field f with respect to the quasi-
stationary distribution. This term is sometimes called the recurrent potential kernel [14] or the
quasipotential [18].
2.3. Extension to the “multiscale” case
We have presented so far results concerning a PDMP with a fast jump process, called the
“all-fast” case. Here we consider a slightly different setting in which the jump process displays
itself a slow–fast behavior. Namely, we consider that there exist n subsets of fast transitions. In
other words, the state space E may be partitioned as:
E = E1 ∪ E2 ∪ · · · ∪ En
where the sets {Ei }i=1,...,n are defined such as:
• if i, j ∈ Ek then αi j is of order O(ϵ−1),
• otherwise, if i ∈ Ek and j ∈ El , with k ≠ l then αi j is of order O(1).
The associated transition matrix can be written Aϵ(v) = As(v) + 1ϵ A f (v) where As(v)
describes the slow transitions and A f (v) the fast ones. The infinitesimal generator of the fully-
coupled process (V ϵ, uϵ) now reads:
Lϵg(v, u) = f (v, u)∂V g(v, u)+ As(v)g(v, .)(u)+ 1
ϵ
A f (v)g(v, .)(u). (27)
The matrix A f (v) has a block structure, where block Akf (v), for k ∈ {1, .., n}, corresponds to
a fast sub-process within sub-space Ek . We make irreducibility and regularity assumptions on
each Akf (v) as the ones made on the matrix A(v) in the “all-fast” case.
In this setting, the averaging principle has been proved in [6] and the limiting process is now
stochastic, in contrast with the “all-fast” case where the limit is deterministic. Indeed, to construct
the limiting process, one has to average not only the vector field f but also the slow transition
matrix As , with respect to the stationary distributions of the fast sub-processes. In this way, one
constructs an aggregated slow jump process coupled with a continuous variable satisfying an
averaged differential equation, so the limiting process is still a PDMP.
Let us recall the result of [6]. According to the above partition, the elements of E are labeled
by xik with k ∈ {1, . . . , n} being the index of the fast subset Ek , and i ∈ Ek the element within
this subset. We then introduce the quasi-stationary distributions (µki )i∈Ek within fast subsets
Ek , for k ∈ {1, . . . , n}. The idea is to construct an averaged jump process on the state space
E¯ = {1, . . . , n} with transition rates:
α¯k,l =

i∈Ek

j∈El
µikαi j for k, l ∈ E¯ . (28)
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This defines a Markov transition matrix A¯s(v). We define also
f¯ (v, u¯) =

u∈Eu¯
f (v, u)µuu¯(v).
We introduce the aggregated process u¯ϵ such that u¯ϵs = k whenever uϵs ∈ Ek . Then, the
sequence of processes (V ϵ, u¯ϵ) converges in law towards the PDMP (V¯ , u¯) whose generator is
given by:
Lϵg(v, u¯) = f¯ (v, u¯)∂V g(v, u¯)+ A¯s(v)g(v, .)(u¯). (29)
We are interested in studying the fluctuations around this convergence. Since the limit is no
longer deterministic we cannot consider directly the difference between V ϵ and V¯ . Indeed, the
randomness in V ϵ and V¯ are not related since the convergence is only in law, and it is not easy to
make sense of the difference V ϵ − V¯ trajectory by trajectory. Instead, we introduce V¯ ϵ solution
of
˙¯V ϵ = f¯ (V¯ ϵ, u¯ϵ)
where u¯ϵ is defined above. Now it is possible to compare V ϵ with V¯ ϵ trajectory by trajectory,
and we define:
Y ϵ := 1√
ϵ

V ϵ − V¯ ϵ .
Theorem 2.6. The sequence of processes (Y ϵ, V ϵ, u¯ϵ)ϵ≥0 converges in law when ϵ → 0 towards
a stochastic hybrid process with generator:
L¯g(y, v, u¯) = f¯ (v, u¯)∂vg(y, v, u¯)+ 12Σ f (V¯ )
u¯∂2yy g(y, v, u¯)+ A¯s(V¯ )g(y, v, .)(u¯) (30)
where each matrix Σ kf is given by applying the formula for the all fast case to the sub-process
with matrix Akf .
We explain in Section 4.3 how to extend the proof for the “all-fast” case to the “multiscale” one.
3. Application to stochastic neuron models
We show in this section an application of the central limit theorem to a widely used neuron
model. The original three-dimensional Morris–Lecar model was introduced in [12] to account
for the voltage oscillation of the barnacle muscle fiber. We recall that with
F(V,m, w) = C−1 (I − gCam(V − VCa)− gKw(V − VK )− gL(V − VL)) (31)
the three-dimensional Morris–Lecar (ML3D) system of differential equations are given by:
V˙ = F(V,m, n) (32)
m˙ = (m∞(V )− m)/τm(V ) = (1− m)αm(V )− mβm(V ) (33)
w˙ = (w∞(V )− w)/τw(V ) = (1− w)αw(V )− wβw(V ). (34)
Here the variable V is the membrane potential, m andw correspond respectively to the proportion
of open calcium and open potassium channels and are called the activation and inactivation
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variable since openings of calcium channels depolarize the membrane, whereas openings of
potassium channels hyperpolarize the membrane.
In order to understand the appearance of limit cycles for this system, corresponding to
experimental recordings of voltage oscillations, the authors studied in the same paper [12] a
reduced version of the original equations, which they justified by the Tikhonov theorem, based
on the approximation m = m∞(V ). Indeed, the time constants are given by:
τm(V ) =

λ¯m cosh([V − V1]/2V2)
−1 ; τN (V ) = λ¯N cosh([V − V3]/2V4)−1 (35)
where the typical values for the parameters of interest are λ¯m = 1 > λ¯N = 0.1 and
V2 = 15 > V4 = 10 so that a small parameter can be introduce, since the time-scales ratio
is τm(V )/τN (V ) ∈ [0.025, 0.11] for −50 < V < 30.
This model is purely deterministic and is actually a limit of a stochastic model in which the
number of stochastic ion channels goes to infinity. The stochastic version of this set of equation
is obtained by replacing the deterministic equations for m and w (corresponding to an infinite
number of ion channels) by the proportion of open stochastic channels in a finite population,
considering nw potassium channels and nm calcium channels. Each channel follows a two-states
kinetic Markov processes, jumping from state open (1) to closed (0) with rates αi (V ), βi (V )
for i = m, w. This stochastic model is a PDMP and we enhance the time-scales separation by
introducing a small parameter ϵ such that αm and βm are of order O(ϵ−1).
The first step is to apply the averaging principle [6] to derive the limit when ϵ → 0. The quasi-
stationary distribution for the variable m, with V fixed, is a binomial distribution of parameters
nm and m∞(V ). In the present case where the F(V,m, w) is linear on m, the averaged vector
field can be computed easily since it only requires to substitute m by the expectation of the
binomial, which is m∞(V ) (cf. remark at the end of this section about a non-linear case). Here
the averaging principle when ϵ → 0 gives the same reduced model as in the deterministic case:
˙¯V = F¯(V¯ , w¯) = F(V¯ ,m∞(V¯ ), w¯) (36)
and w¯ has unchanged transition rates αw(V¯ ), βw(V¯ ) since they are independent of m.
The next step is to look for the stochastic effects appearing when ϵ is small but non-zero.
This is precisely the interest of Theorem 2.3 in this context. We want to compute the diffusion
coefficient of Theorem 2.3, denoted here Bm(V ). After some algebra, one finds:
Bm(V ) = 2NCa τm(V˜ )C
−2[m∞(V )gCa(V − VCa)]2.
To illustrate the dependence of this corrective diffusion term on the value of the uncorrected
deterministic trajectory, a plot of Bm(V ) is represented in Fig. 1 as a function of V for different
values of parameter V2. We remark the high sensitivity of the variance term on the parameter V2
for values of V between −40 mV and −20 mV typically close to the resting potential.
To conclude this discussion about the Morris–Lecar model, a further diffusion approxima-
tion [13] can be made in the case of a large number of potassium channels NK →∞, leading to
a full stochastic differential equation approximation:
dVˆ = F¯(Vˆ , wˆ)dt +

ϵ
NCa
m∞(Vˆ )

2τm(Vˆ )C−1gCa(Vˆ − VCa)dW (1)t (37)
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Fig. 1. Variance term B(V )1/2 = m∞(V )√2τm (V )|gCa(V −VCa)| as a function of V for different values of parameter
V2: bold V2 = 10, medium V2 = 15, thin V2 = 20.
dwˆ = [(1− wˆ)αw(Vˆ )− wˆβw(Vˆ )]dt +

1
NK
σw(Vˆ , wˆ)dW
(2)
t (38)
with σw(Vˆ , wˆ) = (1− wˆ)αw(Vˆ )+ wˆβw(Vˆ ). Notice that this approximation is valid for small ϵ
and large NK , but for any finite number NCa .
Remark. In case the vector field displays a non-linear dependence on the fast jump variable
(here m), then averaging with respect to the binomial distribution would lead to “additional
terms”. This situation happens in the Hodgkin–Huxley model with stochastic ion channels and
we explore some consequences of this remark in [21]. Indeed, the vector field for the HH model
is given by:
dV
dt
= −gL(V − VL)− gNam3h(V − VNa)− gK n4(V − VK ) := F(V,m, n, h). (39)
The gating variables m and h correspond to the sodium channel and n to the potassium channel.
Similarly to the ML model, each of these variable is defined as follows. For x = m, n, h, we
consider a population of jump Markov processes (c(x)i (.))1≤i≤nx , where each c
(x)
i jumps between
states (0) and (1) with rate αx (V ) and between states (1) and (0) with rate βx (V ). We then define
x = 1
Nx
Nx
i=1
c(x)i
where Nx is the size of population x , and we consider the full system coupled with V through
(39). Here, variable m is the fastest and we enhance this time-scales separation by multiplying
the rates αm and βm by ϵ−1 so that we can apply the averaging principle of [6]. To obtain the
averaged vector field, one just need to compute the third moment of the binomial of parameters
(Nm,m∞(V )), yielding:
˙¯V = F¯N (V¯ , h¯, n¯) (40)
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where F¯N is defined by:
F¯N (V, h, n) := F(V,m∞(V ), h, n)− gNah(V − VNa)KN (V )
and
KN (V ) := 3Nm m∞(V )
2(1− m∞(V ))+ 1
N 2m
m∞(V )(1− 3m∞(V )+ 2m∞(V )2).
As before, the variables h¯ and n¯ follow their usual kinetic Markov scheme with transition rates
function of V¯ .
The additional term (compared to the deterministic case where m is replaced by m∞(V ))
comes from the fact that the average of m3 against the quasi-stationary binomial distribution
is different from the cube of the average of m. Thus, considering the case of a finite number
Nm of stochastic sodium gates leads to a new term in the effective description, as a result
of the cubic non-linearity. It is then possible to investigate the impact of Nm as a bifurcation
parameter (in the artificial deterministic limit when Nh, Nn →∞) and we refer to [21] for more
details.
4. Proofs
Preliminary: solving ρV A(V ) = 0 with ⟨ρV , 1⟩ = 1 under assumption (A.1).
The matrix A(V ) has a zero eigenvalue and is thus non invertible. However, with the
supplementary condition ρV 1 = 1, one can construct an augmented matrix A˜(V ) := [1|A(V )]
adding a column filled with ones. Then one has to solve ρV A˜(V ) = (1, 0, . . . , 0). Due to the
irreducibility assumption, A˜(V ) A˜t (V ) has full rank, and one can compute ρV as:
ρV = (1, 0, . . . , 0) A˜t (V )[ A˜(V ) A˜t (V )]−1. (41)
We will refer to this procedure as the augmented solving. This method can also be applied to
solving x A(V ) = b.
Remark. By assumption (A.2), we have the property that A˜(V ) A˜t (V ) has full rank uniformly in
V , meaning that inf det[ A˜(V ) A˜t (V )] > 0.
4.1. Asymptotic expansion
Consider t0 = 0 for simplicity. The results are valid for any t0, replacing t by t − t0.
Our aim is to explain how to build an asymptotic expansion of the law as in (66), that is to
construct functions (i.e. prove their existence) φi and ψi solution of the following two systems
of equations:
Regular part φi .
R0 : φ0(v, ., t)A(v) = 0
R1 : ∂tφ0(v, ., t) = −∂v ( f (v, .)φ0(v, ., t))+ φ1(v, ., t)A(v)
. . .
Rn−1 : ∂tφn−1(v, ., t) = −∂v ( f (v, .)φn−1(v, ., t))+ φn(v, ., t)A(v).
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Boundary layer correction ψi .
B0 : ∂tψ0(v, ., t) = ψ0(v, ., t)A(v)
B1 : ∂tψ1(v, ., t) = −∂v ( f (v, .)ψ0(v, ., t))+ ψ1(v, ., t)A(v)
. . .
Bn−1 : ∂tψn(v, ., t) = −∂v ( f (v, .)ψn−1(v, ., t))+ ψn(v, ., t)A(v).
We discuss first how to find the first term of the regular part, which is a first step towards the
proof of Proposition 2.1., but as explained later, it will be necessary to construct the φi and ψi
together by pair.
The first equation R0 implies that φ0 is proportional to ρv , namely we introduce θ(v, t) such
that φ0(v, u, t) = θ(v, t)ρv(u). Now, using the Fredholm alternative, we claim that R1 admits a
solution if and only if:
⟨∂t (θ(v, t)ρv)+ ∂v ( f (v, .)θ(v, t)ρv) , 1⟩ = 0. (42)
As ⟨ρv, 1⟩ = 1 and ⟨ f (v, .)ρv, 1⟩ = f¯ (v) by definition, one recovers the expected equation
for θ :
∂tθ(v, t) = −∂v

θ(v, t) f¯ (v)

. (43)
To find the appropriate initial condition for θ = ⟨φ0, 1⟩, one uses the following consistency
condition:
⟨φ0(v, ., 0), 1⟩ = lim
δ→0 limϵ→0⟨P
ϵ(v, ., δ), 1⟩. (44)
As A(v)1 = 0, we have the following expression:
⟨Pϵ(v, ., δ), 1⟩ = ⟨p0(v, .), 1⟩ −
 δ
0
⟨∂v f (v, .)Pϵ(v, ., s), 1⟩ds. (45)
As Pϵ and A are bounded, we deduce that θ should satisfy the following initial condition:
θ(v, 0) = ⟨p0(v, .), 1⟩. (46)
We now turn to the next term φ1. The trick is to shift the problem by writing
φ1(v, u, t) = b0(v, u, t)+ θ1(v, t)ρv(u) (47)
where b0 is carefully chosen such that:
b0 A(v) = ∂tφ0(v, ., t)+ ∂v ( f (v, .)φ0(v, ., t)) (48)
⟨b0, 1⟩ = 0. (49)
One can solve this system by the augmented solving procedure. As ρv A(v) = 0, one checks
that φ1 as defined by Eq. (47) satisfies R1. So it remains to find the multiplicative coefficient θ1.
Using the Fredholm alternative condition for R2 we have (dropping (v, u, t)):
0 = ⟨∂tφ1 + ∂v( f φ1), 1⟩
= ⟨∂t b0 + (∂tθ1)ρv + ∂v f b0 + f θ1ρv(.), 1⟩
= ∂tθ1 + ∂v( f 0 + f¯ θ1)
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since ∂t b01 = 0 and with
f 0(v, t) := ⟨ f (v, .)b0(v, ., t), 1⟩. (50)
Remark. we have obtained an equation for θ1:
∂tθ1 + ∂v( f¯ θ1) = −∂v( f 0) (51)
which is a transport equation similar to Eq. (43), but with a source term S = −∂v( f 0) (and
different initial conditions). More precisely, with initial condition θ01 (v) := θ1(v, 0), we have the
following representation formula for θ1:
θ1(v, t) = e−
 t
0 ∂v f¯ (Λs (x))dsθ01 (Λ−t (x))+
 t
0
e−
 t
s ∂v f¯ (Λy(x))dy f 0(Λs(x), s)ds (52)
where Λt (.) is the flow associated with v˙ = f¯ (v).
Regularity. The regularity of φ0 follows directly from its definition as solution of a linear system
R0 where A(.) is smooth. The regularity of φ1 (and of the following terms φk for k > 1) follows
from its definition as the solution of a transport equation with smooth coefficients.
Thus, if one knows the appropriate initial condition for θ1, then φ1 is completely constructed,
and the method to construct the following terms is exactly similar. The problem is now to find the
appropriate initial condition for θ1, and this requires the study of the boundary layer correction
terms ψi as well.
The first equation B0 can be solved for each v fixed. When evaluated at rescaled time t/ϵ, this
gives:
ψ0(v, ., t/ϵ) = ψ0(v, ., 0) exp (A(v)t/ϵ) . (53)
Moreover, the following initial matching condition holds:
φ0(v, u, 0)+ ψ0(v, u, 0) = p0(v, u)
so that
ψ0(v, u, 0) = p0(v, u)− θ(v, 0)ρv(u)
and
ψ0(v, ., t/ϵ) = (p0(v, .)− θ(v, 0)ρv) . exp (A(v)t/ϵ) . (54)
Moreover, using the assumption that the eigenvalue λ(v) of A(v) that has the second largest
real part satisfies: supv Re(λ(v)) < λ˜ < 0, we have an exponential convergence of the matrix
exp(A(v)t/ϵ) towards a limit denoted P¯v := 1ρv:
| exp(A(v)t/ϵ)− P¯v| ≤ K exp

1
2
λ˜t/ϵ

(55)
where P¯v is the matrix 1ρv (and K should depend on v). (See Lemma A.2 in [23, p. 300]).
Moreover, because ψ0 P¯v = 0, one has:
|ψ0(v, ., t/ϵ)| = |ψ0(v, ., 0)

exp(A(v)t/ϵ)− P¯v
 | ≤ K exp1
2
λ˜t/ϵ

. (56)
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Then, to find ψ1 we solve B1, with τ = t/ϵ
ψ1(v, τ ) = ψ1(0)eA(v)τ −
 τ
0
eA(v)(τ−s)∂v( f (v, .)ψ0(v, ., s))ds. (57)
With the condition limτ→∞ ψ1(τ ) = 0 we deduce:
ψ1 P¯ + ψ¯0 P¯ = 0 (58)
where ψ¯0 is obtained as the limit of the integral part in formula (57):
ψ¯0 := −
 ∞
0
∂v( f (v, .)ψ0(v, ., s))ds. (59)
Thus, as φ1(0) + ψ1(0) = 0 and θ1(0) = ⟨φ1(0), 1⟩, the appropriate initial conditions are given
by:
θ1(v, 0) = ⟨−ψ1(v, ., 0), 1⟩ = ⟨ψ¯0, 1⟩ (60)
and
ψ1(v, ., 0) = −φ1(v, ., 0) = b0(v, ., 0)− θ1(v, 0)ρv(.). (61)
In conclusion, we have shown how to construct φ0, φ1 and ψ0, ψ1 using conditions R0,R1 and
B0,B1. The above procedure readily extends and enables the construction of the following terms
of the expansion with the required properties, namely the regularity of φi and the exponential
bound of type Eq. (56) for ψi , for 1 ≤ i ≤ n.
Validation of the expansion. In this paragraph, we want to show that the rest Rϵn is of order O(ϵ
n)
and that Rϵ0 is of order O(ϵ). To this end we define an operator Iϵ by:
Iϵg(v, u, t) = ϵ∂t g(v, u, t)+ ϵ∂v( f (v, u)g(v, u, t))− [g(v, ., t)A(v)](u).
Remark. Iϵg = 0 when g is solution of the Kolmogorov forward equation. We first show in
Lemma 4.1.1 that IϵRϵn is of order O(ϵn+1) and we use Lemma 4.1.2 to conclude. Eventually
we prove that Rϵ0 is of order O(ϵ).
Lemma 4.1.1. The following bounds hold:
∀1 ≤ k ≤ n, ∥IϵRϵk∥∞ = O(ϵk+1).
Proof of Lemma 4.1.1. Let us start with the error term Rϵ1 . We write (t) instead of (v, u, t), f
instead of f (v, u) and A instead of A(v) to simplify the notation here:
IϵRϵ1(t) = Iϵ

Pϵ(t)− φ0(t)− ψ0(t/ϵ)− ϵφ1(t)− ϵψ1(t/ϵ)

= −ϵ(∂tφ0(t)+ ∂v( f φ0(t)))+ φ0(t)A − ϵϵ−1∂tψ0(t/ϵ)+ ψ0(t/ϵ)A
− ϵ2(∂tφ1(t)+ ∂v( f φ1(t)))+ ϵφ1 A
− ϵ2ϵ−1∂tψ1(t/ϵ)− ϵ2∂v( fψ1(t/ϵ))+ ϵψ1(t/ϵ)A
= −ϵ2(φ2(t)A − ∂v( fψ1(t/ϵ)))
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where we have used the fact that Iϵ Pϵ = 0 and R0 (to cancel φ0 A), and B0 (to cancel ∂tψ0 −
ψ0 A(v)), and R1 (to cancel ∂tφ0 + ∂v( f φ0)−φ1 A), and B1 (to cancel ∂tψ1 + ∂v( fψ0)−ψ1 A),
and R2 (to replace ∂tφ1 + ∂v( f φ1) by φ2 A). In view of the above calculation, for all 1 ≤ k ≤ n,
we obtain:
IϵRϵk (t) = −ϵk+1(φk+1(t)A − ∂v( fψk(t/ϵ))). (62)
We now use the exponential decay ofψk together with the regularity of φk+1 and the boundedness
of A and f to conclude that IϵRϵk is of order ϵk+1 uniformly in t ∈ [0, T ] and in (v, u) ∈
R× E . 
Lemma 4.1.2. Let ηϵ a function such that
sup
t∈[0,T ]
∥ηϵ(., ., t)∥∞ = O(ϵk+1) k ≤ n. (63)
If gϵ is solution of Iϵgϵ = ηϵ with gϵ(., ., 0) = 0, then:
sup
t∈[0,T ]
∥gϵ(., ., t)∥∞ = O(ϵk). (64)
Proof of Lemma 4.1.2. From
ϵ∂t g
ϵ = ηϵ − ϵ∂v( f gϵ)+ gϵ A(v)
gϵ(., ., 0) = 0
we deduce
∂t g
ϵ = 1
ϵ
ηϵ + L∗ϵgϵ
gϵ(., ., 0) = 0
where L∗ϵgϵ = −∂v( f gϵ)+ 1ϵ gϵ A(v).
To conclude the proof, we use Feynman–Kac formula (cf. [3, Theorem 6.3]) to represent gϵ
as an expectation:
gϵ(v, u, t) = E
 t
0
1
ϵ
ηϵ(V ϵs , u
ϵ
s , s)ds

. 
Lemma 4.1.3. ∥Rϵ0∥∞ = O(ϵ) and ∥Rϵk∥∞ = O(ϵk) for all 1 ≤ k ≤ n.
Proof of Lemma 4.1.3. The bound for Rϵk follows directly from an application of Lemma 4.1.1
and Lemma 4.1.2. To obtain the bound for R0, we write:
Rϵ0(t) = Rϵ1(t)+ ϵ(φ1(t)+ ψ1(t/ϵ)).
The bound for Rϵ1 together with the regularity of φ1 and the exponential decay of psi1 implies
that Rϵ0 is of order O(ϵ) uniformly in t and (v, u). 
Conclusion. We have proved Proposition 2.1 and Theorem 2.2.
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4.2. Central limit theorem
Tightness. To prove the tightness we use the following criterion [11] (also cf. Lemma A.17 and
Remark A.18 in [23]). This criterion states that if we control both the value process at time t and
its increment, then we control the process in path space.
Tightness criterion. Suppose that: ∀η > 0, t ≥ 0, there is a compact set Kt,η such that
C1 : inf
ϵ
P[Z ϵ(t) ∈ Kt,η] > 1− η
and ∀0 ≤ s ≤ δ, t ≤ T :
C2 : E

min(1, |Z ϵ(t + s)− Z ϵ(t)|2)|Fϵt

≤ E γϵ(δ)|Fϵt  .
Then the sequence Z ϵ is tight.
We first need the two following lemmas:
Lemma 4.2.1. For all 0 ≤ s ≤ t ≤ T and for ϵ small enough:
(i) sup
s≤t≤T
E

Z ϵ(t)− Z ϵ(s)|Fϵs
 = O √ϵ
(ii) sup
ϵ>0
E

|Z ϵ(t)− Z ϵ(s)|2|Fϵs

= O (t − s) .
Proof of Lemma 4.2.1. Proof of (i).
E

Z ϵ(t)− Z ϵ(s)|Fϵs
 = 1√
ϵ
 t
s
E

f (V ϵr , u
ϵ
r )− f¯ (V¯r )|Fϵs

dr. (65)
Defining Ps(v, u, r) the law of (V ϵr , u
ϵ
r ) conditionally to Fϵs (i.e. conditionally to the value of
(V ϵs , u
ϵ
s ) at time s) and similarly, define θs(v, r) the solution of the transport equation (43) with
initial condition θ(v, s) = δV¯s . Then, we have:
E

f (V ϵr , u
ϵ
r )− f¯ (V¯r )|Fϵs
 = 
u∈E

f (v, u)Ps(v, u, r)dv
−

u∈E

f (v, u)θs(v, r)ρv(u)dv
=

u∈E

f (v, u) (Ps(v, u, r)− θs(v, r)ρv(u)) dv
= O

ϵ + e−κ(r−s)/ϵ

where the last line follows from Proposition 2.1. To conclude the proof of (i), note that:
1√
ϵ
 t
s
O

ϵ + e−κ(r−s)/ϵ

dr = O(√ϵ).  (66)
Proof of (ii). Denote µϵ(t) := E |Z ϵ(t)− Z ϵ(s)|2|Fϵs . The idea is to study the derivative of
µϵ(t). First denote f ϵt := f (V ϵt , uϵt ) and f¯t := f¯ (V¯t ). Then,
dµϵ(t)
dt
= 2√
ϵ
E

(Z ϵt − Z ϵt )( f ϵt − f¯t )|Fϵs

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= 2
ϵ
 t
s
E

( f ϵr − f¯r )( f ϵt − f¯t )|Fϵs

dr
= 2
ϵ
 t
s
E

f ϵr f
ϵ
t − f ϵr f¯t − f¯r f ϵt + f¯r f¯t |Fϵs

dr.
From Proposition 2.1, we deduce that:
E

f ϵr f
ϵ
t − f ϵr f¯t |Fϵs
 = O ϵ + e−κ(t−r)/ϵ
E
− f¯r f ϵt + f¯r f¯t |Fϵs  = O ϵ + e−κ(t−r)/ϵ .
Thus, integrating the above equations and using Eq. (66), it follows that
dµϵ(t)
dt
= O(1).
Then, integrating again between t and s to recover µϵ(t), we conclude:
µϵ(t) = O(t − s). 
Lemma 4.2.2. For all t ∈ [0, T ],
E

|Z ϵ(t)|2

= O(1).
Proof of Lemma 4.2.2. The idea of the proof is similar to the proof of Lemma 4.2.1. We denote
µϵ(t) := E |Z ϵ(t)|2 and derive it:
dµϵ(t)
dt
= 2
ϵ
 t
0
E

( f ϵt − f¯t )( f ϵs − f¯s)

ds
= 2
ϵ
 t
0

f ϵt f
ϵ
s − f ϵt f¯s − f¯t f ϵs + f¯t f¯s

ds.
We again conclude by applying Proposition 2.1 and Eq. (66), as in the proof of Lemma 4.2.1. 
We are now able to establish the tightness.
Lemma 4.2.3. The sequence Z ϵ is tight.
Proof of Lemma 4.2.3. First we verify Condition C1. By Markov inequality we have:
inf
ϵ
P(|Z ϵs | ≤ Kt,δ) ≥ infϵ

1− E
|Z ϵt |2
K 2t,δ

.
From Lemma 4.2.2 we have that E
|Z ϵt |2 ≤ K t . Condition C1 is thus satisfied by choosing
Kt,δ >
√
K T/δ.
Second, from Lemma 4.2.1 we deduce:
lim
∆→0

lim sup
ϵ→0

sup
0≤s≤∆
E

E

|Z ϵt+s − Z ϵt |2|Fϵt

= 0
which proves Condition C2 and concludes the proof. 
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Perturbed test function method.
Proposition 4.1. Suppose Z ϵ converges in law to Z. Then for g ∈ C2,
M¯ g¯t = g¯(Z t )−
 t
0
Zs

⟨∂v f (V¯s, .), ρv(.)⟩ + ⟨ f (V¯s, .), ∂vρV¯s (.)⟩

∂z g¯(Zs)
+⟨W f (V¯s, .)Φ(V¯s, .), ρV¯s (.)⟩∂2zz g¯(Zs)ds
is a martingale.
Proof of Proposition 4.1. Denote Gϵ(t) the generator of the process (Z ϵ, uϵ). Denoting
∆ϵf (t, z, u) := f (V¯t +
√
ϵz, u)− f¯ (V¯t ), we have:
Gϵ(t)g(z, u, t) = 1√
ϵ
∆ϵf (t, z, u)∂zg(z, u, t)+
1
ϵ

Q(V¯t +√ϵz)g(z, ., t)

(u)
+ ∂t g(z, u, t). (67)
We consider a test function g of the form:
g(z, u, t) = g¯(z, u)+√ϵh(z, u, t) (68)
which will enable the cancellation of some terms.
We know from [3] that
Mϵg(t) := g(Z ϵt , uϵ, t)−
 t
0
Gϵ(s)g(Z ϵs , uϵs , s)ds (69)
is a martingale. More precisely, we have:
Mϵg(t) = g¯(Z ϵt , uϵt )+
√
ϵh(Z ϵt , u
ϵ
t , t)
−
 t
0

1√
ϵ
∆ϵf (s, Z
ϵ
s , u
ϵ
s )(∂z g¯ +
√
ϵ∂zh)+ 1
ϵ

A(V¯s +√ϵZ ϵs )g¯(Z ϵs , .)

(uϵs )

ds
−
 t
0

1√
ϵ

A(V¯s +√ϵZ ϵs )

h(Z ϵs , ., s)(u
ϵ
s )+ ∂t (g¯ +
√
ϵh)

ds.
The idea of the method is to chose g¯ to cancel terms of order 1
ϵ
and h to cancel terms of order
1√
ϵ
. In order to identify the terms of order 1
ϵ
, 1√
ϵ
, 1, and
√
ϵ, we expand the functions f (., u)
and A(.) using their first-order derivative in v. We have:
1√
ϵ
∆ϵf (s, Z
ϵ
s , u
ϵ
s )(∂z g¯ +
√
ϵ∂zh)
= 1√
ϵ

f (V¯s, u
ϵ
s )− f¯ (V¯s)+
√
ϵ∂v f (V¯s, u
ϵ
s )Z
ϵ
s + O(ϵ)

∂z(g¯ +√ϵh)
= 1√
ϵ

f (V¯s, u
ϵ
s )− f¯ (V¯s)

∂z g¯ +

f (V¯s, u
ϵ
s )− f¯ (V¯s)

∂zh + ∂v f (V¯s, uϵs )Z ϵs ∂z g¯
+√ϵ∂v f (V¯s, uϵs )Z ϵs h + O(
√
ϵ).
Similarly, we develop A(V¯s +√ϵZ ϵs ) = A(V¯s)+
√
ϵZ ϵs A
′(V¯s)+ O(ϵ).
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In order to cancel terms of order 1
ϵ
and 1√
ϵ
in the expression of the martingale Mϵg(t), we
obtain two conditions:
C1 : A(V¯s)g¯(Z ϵs , .)(uϵs ) = 0
C2 : A(V¯s)h(Z ϵs , ., s)(uϵs )+ Z ϵ A′(V¯s)g¯ + ( f (V¯s, uϵs )− f¯ (V¯s))∂z g¯(Z ϵs , uϵs ) = 0.
Let us examine more closely each condition. From C1, we deduce that g¯ is only a function of z:
there exists g¯(z) such that
g¯(z, .) = g¯(z)1.
We deduce that A′(V¯s)g¯(z, .) = g¯(z)A′(V¯s)1 = 0 since A1 = 0. Thus, condition C2 can be
written as:
C2 : A(V¯s)h(Z ϵs , ., s)(uϵs ) = −( f (V¯s, uϵs )− f¯ (V¯s))∂z g¯(Z ϵs , uϵs ). (70)
The aim is to express h in function of g¯: in this way, for any function g¯(z), we will obtain a
martingale and be able to identify the limiting martingale problem. Before finding a solution to
C2, we claim that there exists a solution h since the Fredholm condition is satisfied. Indeed,
⟨−( f (v, .)− f¯ (v))∂z g¯(z), ρv(.)⟩ = 0. (71)
The choice of h is not unique, and if h1 is a solution then h2 = h1 + ξ1 is also a solution. Thus,
we can assume that ⟨h, ρv⟩ = 0 and apply the augmented solving method, yielding:
h(z, ., t) = −[ A˜(v)t A˜(v)]−1 A˜(v)m(v, .)∂z g¯(z) (72)
with
m(v, .) = ( f (v, .)− f¯ (v)), 0t .
An equivalent way to express h is to consider the solution Φ of the problem:
A(v)Φ(v, .) = −W f (v, .) (73)
⟨Φ(v, .), ρv(.)⟩ = 0. (74)
Indeed, one can then write
h(Z ϵt , u
ϵ
t , t) = Φ(V¯t , uϵt )∂z g¯(Z ϵt ). (75)
Let us denote N ϵg¯ (t) the process which gathers the terms of order 1 of M
ϵ
g(t). That is:
N ϵg¯ (t) := g¯(Z ϵt )−
 t
0

Z ϵs A
′(V¯s)h(Z ϵs , ., s)(uϵs )+ ( f (V¯s, uϵs )− f¯ (v))∂zh(Z ϵs , ., s)
+ ∂v(V¯s, uϵs )Z ϵs ∂z g¯(Z ϵs )

ds.
In view of the definition of N ϵg¯ (t), the difference between M
ϵ
g(t) and N
ϵ
g¯ (t) is given by the Taylor
correction terms from the expansions of f and A, therefore: E

|Mϵg(t)− N ϵg¯ (t)|2

= O(ϵ).
To identify properly the limiting martingale, there are two keys steps: the first one is to
substitute h by its expression in function of g¯ and the second one is to get rid of uϵ by using
the averaging principle.
First step. We directly replace h by its expression (75) for the term in the second line above,
which makes appear the second order derivative of g¯: we have thus identified the diffusion part.
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However, for the term in the form A′h appearing in the first line, we shall rather differentiate
directly C2 with respect to v, which gives:
A′(v)h(z, ., t) = − (∂v f (v, .)− ⟨∂v f (v, .), ρv(.)⟩ − ⟨ f (v, .), ∂vρv(.)⟩) ∂z g¯. (76)
The conclusion of this first step is the following expression for Mϵg¯(t):
N ϵg¯ (t) := g¯(Z ϵs )−
 t
0
Z ϵs

∂v f (V¯s, u
ϵ
s )− ⟨∂v f (V¯s, .), ρv(.)⟩
− ⟨ f (V¯s, .), ∂vρv(.)⟩

∂z g¯(Z
ϵ
s )+ Z ϵs ∂v f (V¯s, uϵs )∂z g¯(Z ϵs )
+ ( f (V¯s, uϵs )− f¯ (V¯s))Φ(V¯s, uϵs )∂2zz g¯(Z ϵs )ds.
We denote N ϵg¯ (t) = g¯(Z ϵs )−
 t
0 λ(Z
ϵ
s , u
ϵ
s , s)ds.
Second step. In the above expression, quantities of the form
 t
0 φ(u
ϵ
s , s)ds appear. From the
averaging principle [6], we know that they converge to
 t
0 ⟨φ(., s), ρv(.)⟩ds. We thus want to
show that the following process is a martingale:
N¯g¯(t) = g¯(Z t )−
 t
0
Zs

⟨∂v f (V¯s, .), ρv(.)⟩ + ⟨ f (V¯s, .), ∂vρV¯s (.)⟩

∂z g¯(Zs)
+⟨( f (V¯s, .)− f¯ (V¯s))Φ(V¯s, .), ρV¯s (.)⟩∂2zz g¯(Zs)ds.
To this end, we start by expressing the martingale property for Mϵg(t):
E

Mϵg(t)− Mϵg(s)

z1(Z
ϵ
t1 , u
ϵ
t1) . . . zk(Z
ϵ
tk , u
ϵ
tk )

= 0 (77)
for all 0 ≤ t1 ≤ · · · ≤ tk ≤ s ≤ t and any bounded continuous functions zi , 1 ≤ i ≤ k. In
particular we can choose functions zi that are independent of u: zi (Z , u) ≡ zi (Z).
Thus, since Mϵg and N
ϵ
g¯ are O(
√
ϵ)-close:
E

g¯(Z ϵt )z1(Z
ϵ
t1) . . . zk(Z
ϵ
tk )
−  t
s
E

λ(Z ϵy, u
ϵ
y, y)z1(Z
ϵ
t1) . . . zk(Z
ϵ
tk )

dy
= O(√ϵ). (78)
In the above expression, the first term converges to E

g¯(Z t )z1(Z t1) . . . zk(Z tk )

since we have
assumed the convergence of Z ϵ to Z . For the second term, if Z ϵ were a deterministic process,
then we could apply directly the averaging principle, therefore we will introduce a conditional
expectation. Moreover, there are two simultaneous convergences: the one of Z ϵ and the one of
uϵ . Therefore, we first study the limit when Z ϵ is replaced by its limit Z : t
s
E

λ(Z y, u
ϵ
y, y)z1(Z t1) . . . zk(Z tk )

dy
−
 t
s
E

⟨λ(Z y, ., y), ρV¯s (.)⟩z1(Z t1) . . . zk(Z tk )

dy
=
 t
s
E

E

(λ(Z y, u
ϵ
y, y)− ⟨λ(Z y, ., y), ρV¯s (.)⟩)z1
× (Z t1) . . . zk(Z tk )|(Z y, Z t1 , . . . , Z tk )

dy
:= J ϵ .
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From Proposition 2.1, we deduce that the conditional expectation above can be made arbitrary
small, by choosing ϵ sufficiently small, say ϵ < ϵ0. Then, we make the following decomposition,
with ϵ1 < ϵ0: t
s
E

λ(Z ϵy, u
ϵ1
y , y)z1(Z
ϵ
t1) . . . zk(Z
ϵ
tk )

dy
−
 t
s
E

⟨λ(Z y, ., y), ρV¯y (.)⟩z1(Z t1) . . . zk(Z tk )

dy = K ϵ + J ϵ1
K ϵ :=
 t
s
E

λ(Z ϵy, u
ϵ1
y , y)z1(Z
ϵ
t1) . . . zk(Z
ϵ
tk )

dy
−
 t
s
E

λ(Z y, u
ϵ1
y , y)z1(Z t1) . . . zk(Z tk )

dy.
Since Z ϵ converges weakly to Z , then K ϵ converges to 0 and J ϵ1 is arbitrary small. Thus,
combining this with Eq. (78), we obtain at the limit ϵ → 0 that:
E

g¯(Z t )z1(Z t1) . . . zk(Z tk )
−  t
s
E

⟨λ(Z y, ., y), ρV¯y (.)⟩z1(Z t1) . . . zk(Z tk )

dy
= 0 (79)
which implies that N¯g¯(t) is a martingale, which ends the proof. 
We have identified a “diffusion matrix”:
Σ f (v) = 2⟨W f (v, .)Φ(v, .), ρv(.)⟩ (80)
where W f (v, u) = f (v, u)− f¯ (v) and Φ is solution of:
A(v)Φ(v, .) = −W f (v, .) (81)
together with the condition
⟨Φ(v, .), ρv(.)⟩ = 0. (82)
To be sure that it is a proper diffusion matrix, we need to check that it is nonnegative. This is
done in Lemma 4.2.4.
Lemma 4.2.4. The diffusion matrix Σ f (v) is nonnegative.
Proof of Lemma 4.2.4. Defining φ solution of A(v)φ(v, .) = −νW f (v, .), so that νΦ = φ, we
have:
(ν,Σ f (v)ν) = 2(ν, ⟨W f (v, .)Φ(v, .), ρv(.)⟩ν)
= 2

u∈E

ν,W f (v, u)Φ(v, u)ν

ρv(u)
= 2

u∈E
(ν,−Φ(v, u)A(v)φ(v, u)) ρv(u)
= 2

u∈E
(φ(v, u),−A(v)φ(v, u)) ρv(u).
As all the eigenvalues of A(v) are nonpositive, (φ(v, .),−A(v)φ(v, .)) ≥ 0, which concludes
the proof. 
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Lemma 4.2.5. Denote by Lt the following operator:
Lt g(z, t) = z∂v f¯ (V¯t )∂zg(z, t)+ 12Σ f (V¯t )∂
2
zzg(z, t)+ ∂t g(z, t).
Then there exists a unique solution to the martingale problem associated with Lt .
Proof of Lemma 4.2.5. To prove the uniqueness of the martingale problem, we only need to
check that the uni-dimensional law of Z t for each time t ∈ [0, T ] is uniquely defined (cf.
[5, Theorem 4.2, Chapter 4]). To do so, we prove the uniqueness of the characteristic function
at time t . Let ν(z, θ) = exp(iθ.z) and ξ(t, θ) = E(ν(Z t )), then by the martingale property we
have:
0 = ξ(t, θ)− ξ(0)−
 t
0
E (Lν(Zs, θ)) ds
= ξ(t, θ)− ξ(0)−
 t
0
E

Zs∂v f¯ (V¯s)iθν(Zs, θ)− 12Σ f (V¯s)θ
2ν(Zs, θ)

ds
= ξ(t, θ)− ξ(0)−
 t
0

θ∂v f¯ (V¯s)∂θξ(s, θ)− 12Σ f (V¯s)θ
2ξ(s, θ)

ds.
We deduce that ξ satisfies the following linear partial differential equation:
∂tξ(t, θ) = θ∂v f¯ (V¯t )∂θξ(t, θ)− 12Σ f (V¯t )θ
2ξ(t, θ)
with initial condition ∀θ ∈ R, ξ(0, θ) = 1 (since Z0 = 0), which admits a unique solution. 
Alternative representations of the diffusion matrix.
From the above proof, we have seen that the diffusion matrix is given by
Σ f (v) := 2⟨W f (v, .)Φ(v, .), ρv(.)⟩ (83)
where W f (v, u) = f (v, u) − f¯ (v) and Φ is solution of the “Poisson equation” (cf. condition
C2: in the above proof, h corresponds to Φ∂z g¯):
A(v)Φ(v, .) = −W f (v, .). (84)
We know that this equation admits a solution since the right hand side is centered with respect to
the distribution ρv . As there may exist several solutions, we selectΦ which satisfies the condition
⟨Φ(v, .), ρv(.)⟩ = 0. (85)
To obtain other representations formula for Σ f , the idea is to use a probabilistic representation of
the solution of (84)–(85). Indeed, we have the following lemma, where we recall that the process
(uv(t))t≥0 is the jump Markov process with state space E and transition matrix A(v) (for each v
fixed) and its law is denoted Pv (cf. Eq. (24)):
Lemma 4.2.6. The solution Φ of (84)–(85) admits the representation formula:
Φ(v, u) =
 ∞
0
E

W f (v, uv(s))

ds (86)
=
 ∞
0

u′∈E
W f (v, u
′)Pv(u, u′, s)ds. (87)
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Remark. Here E denotes the expectation with respect to initial condition uv(0) = u for the
process uv .
Proof of Lemma 4.2.6. The key observation is that the process
mt := Φ(v, uv(t))− Φ(v, u)−
 t
0
AΦ(v, uv(s))ds
is a martingale. Therefore,
Φ(v, u) = E [Φ(v, uv(t))]−
 t
0
E [AΦ(v, uv(s))] ds.
Then, taking the limit t →∞, by ergodicity E [Φ(v, uv(t))] → ⟨Φ(v, .), ρv⟩ = 0 (by (85)), thus
using AΦ = −W f , we conclude:
Φ(v, u) =
 ∞
0
E

W f (v, uv(s))

ds. 
We are now able to prove Proposition 2.5:
Proof of Proposition 2.5. From Lemma 4.2.6, we deduce that
Σ f (v) = 2⟨W f (v, .)Φ(v, .), ρv(.)⟩
= 2

u∈E
ρv(u)

f (v, u)− f¯ (v)Φ(v, u)
= 2

u∈E
ρv(u) f (v, u)Φ(v, u) since ⟨Φ(v, .), ρv(.)⟩ = 0
= 2

u∈E
ρv(u) f (v, u)
 ∞
0

u′∈E
[ f (v, u′)− f¯ (v)]Pv(u, u′, t)dt

= 2

u∈E
ρv(u) f (v, u)
×
 ∞
0

u′∈E
f (v, u′)Pv(u, u′, t)− f¯ (v)

u′∈E
Pv(u, u
′, t)dt

.
We then use the fact that
u′∈E
Pv(u, u
′, t) = 1
and the definition of f¯ (v) to obtain:
Σ f (v) = 2

u∈E
ρv(u) f (v, u)
 ∞
0

u′∈E
f (v, u′)Pv(u, u′, t)−

u′∈E
f (v, u′)ρv(u)dt

= 2

u∈E

u′∈E
ρv(u) f (v, u) f (v, u
′)
 ∞
0
(Pv(u, u
′, t)− ρv(u))dt

= 2

u∈E

u′∈E
ρv(u) f (v, u) f (v, u
′)Rv(u, u′).
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By a straightforward transformation, we conclude, as expected, that the above equality is
equivalent to:
Σ f (v) =

u∈E

u′∈E
f (v, u) f (v, u′)

ρv(u)Rv(u, u
′)+ ρv(u′)Rv(u′, u)

.  (88)
4.3. Extension to the multiscale case
We provide in this section the key arguments to extend the result of the “all-fast” case to
the multiscale case. Before going into the elements of the proof, let us explain why those two
cases are very related. In the multiscale setting, the jump process uϵ has a slow–fast behavior,
and the state space E can be partitioned into fast subsets Ei . The jumps between these subsets
define a slow jump process u¯ϵ , which indicates in which fast subset lies uϵ . For each value u¯
of this slow process, one constructs an averaged vector field f¯ (v, u¯), exactly would be done
in the “all-fast” case assuming u¯ is a constant. Moreover, assuming again u¯ given, we know
from the “all-fast” case that the fluctuations of order
√
ϵ are asymptotically given by a diffusion
process, with diffusion matrix Σ u¯f which depends on the value of u¯. So, for each value of u¯,
the fluctuations are characterized by this diffusion matrix, and as u¯ is actually jumping, the full
process will now be a switching diffusion, meaning that the value of the diffusion matrix changes
according to the slow jump process u¯.
To prove Theorem 2.6, it is delicate to use Theorem 2.3 conditionally to the value of u¯, even
if it seems intuitive. We rather explain how to extend directly the proof of Theorem 2.3, focusing
on the two key steps, namely the tightness following from the asymptotic expansion, and the
identification of the limit as a solution of a martingale problem.
Asymptotic expansion and tightness.
1. The reason why the asymptotic expansion of the law Pϵof (V ϵ, uϵ) will be working similarly
in the multiscale case it that the structure of the generator is the same, namely an O(1) part
which is has the structure of the generator of a PDMP and a O( 1
ϵ
) part which is the part
corresponding to the fast jumps. To be more precise, the system of equations defining the
regular part and the boundary layer part of the expansion is modified as follows:
Regular part φi .
R0 : φ0(v, ., t)A f (v) = 0
R1 : ∂tφ0(v, ., t) = −∂v ( f (v, .)φ0(v, ., t))+ φ0(v, ., t)As(v)+ φ1(v, ., t)A f (v)
. . .
Rn−1 : ∂tφn−1(v, ., t) = −∂v ( f (v, .)φn−1(v, ., t))+ φn−1(v, ., t)As(v)
+φn(v, ., t)A f (v).
Boundary layer correction ψi .
B0 : ∂tψ0(v, ., t) = ψ0(v, ., t)A f (v)
B1 : ∂tψ1(v, ., t) = −∂v ( f (v, .)ψ0(v, ., t))+ ψ0(v, ., t)As(v)+ ψ1(v, ., t)A f (v)
. . .
Bn−1 : ∂tψn(v, ., t) = −∂v ( f (v, .)ψn−1(v, ., t))+ ψn−1(v, ., t)As(v)
+ψn(v, ., t)A f (v).
The same methods can be applied to prove an extension of Proposition 2.1 in the multiscale
case. The main reason is that the singular part of the generator, namely the part of order O( 1
ϵ
)
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is a matrix A f which has a block structure, where each block is an irreducible transition matrix
so that the methods of Section 4.1 can be directly applied “block by block”.
2. When the asymptotic expansion holds, and in particular a result similar to Proposition 2.1, it is
not difficult to extend Lemmas 4.2.1 and 4.2.2, which are the key steps to check the tightness
criterion as in Lemma 4.2.3.
Identification of the limit as a solution of a martingale problem. The first step is to be able to
write the generator of the process (Y ϵ, V ϵ, u¯ϵ). As far as Y is concerned, one observes that:
Y˙ ϵ = 1√
ϵ

f (V¯ ϵ +√ϵY ϵ)− f¯ (V¯ ϵ, uϵ)
which provides the drift term associated with Y . Then, to deal with u¯ϵ in the perturbed test
function method, one needs to introduce a test function which is defined on the new state space
E¯ , and we refer the reader to [23, Chapter 7] for this part, since the difference with the all-fast
case is mainly a complication of the notations given that we deal with a block structure.
Acknowledgment
This work has been supported by the Agence Nationale de la Recherche through the ANR
project MANDy “Mathematical Analysis of Neuronal Dynamics” ANR-09-BLAN-0008-01.
References
[1] W. Bryc, A remark on the connection between the large deviation principle and the central limit theorem, Statistics
and Probability Letters 18 (1993) 253–256.
[2] E. Buckwar, M.G. Riedler, An exact stochastic hybrid model of excitable membranes including spatio-temporal
evolution, Journal of Mathematical Biology (2011) 1–43.
[3] M. Davis, Piecewise-deterministic Markov processes: a general class of non-diffusion stochastic models, Journal
of the Royal Statistical Society, Series B 43 (3) (1984) 353–388.
[4] M.H.A. Davis, Markov Models and Optimization, Chapman & Hall, CRC, 1993.
[5] S.N. Ethier, T.G. Kurtz, Markov Processes, Characterization and Convergence, John Wiley and Sons, Inc., 1986.
[6] A. Faggionato, D. Gabrielli, M.Ribezzi Crivellari, Averaging and large deviation principles for fully-coupled
piecewise deterministic Markov processes and applications to molecular motors, Markov Processes and Related
Filelds 16 (3) (2010) 497–548.
[7] A.A. Faisal, L.P. Selen, D.M. Wolpert, Noise in the nervous system, Nature Reviews Neuroscience 9 (4) (2008)
292–303.
[8] R. FitzHugh, Mathematical models of threshold phenomena in the nerve membrane, Bulletin of Mathematical
Biophysics 17 (1955) 257–278.
[9] R.F. Fox, Y. Lu, Emergent collective behavior in large numbers of globally coupled independently stochastic ion
channels, Physical Review E 49 (4) (1994) 3421–3431.
[10] A.L. Hodgkin, A.F. Huxley, A quantitative description of membrane current and its application to conduction and
excitation in nerve, Journal of Physiology 117 (4) (1952) 500–544.
[11] H.J. Kushner, Approximation and Weak Convergence Methods for Random Processes, with Applications to
Stochastic Systems Theory, The MIT Press, 1984.
[12] C. Morris, H. Lecar, Voltage oscillations in the barnacle giant muscle fiber, Biophysical Journal 35 (1) (1981)
193–213.
[13] K. Pakdaman, M. Thieullen, G. Wainrib, Fluid limit theorems for stochastic hybrid systems with application to
neuron models, Advances in Applied Probability 42 (3) (2010).
[14] G.C. Papanicolaou, D. Stroock, S.R.S. Varadhan, Martingale approach to some limit theorems, in: Duke Turbulence
Conference, Duke Univ., Durham, NC, 1976, Paper, vol. 6, 1976.
[15] M. Riedler, M. Thieullen, G. Wainrib, Limit theorems for spatial piecewise deterministic processes (in preparation).
[16] J. Rubin, M. Wechselberger, Giant squid—hidden canard: the 3D geometry of the Hodgkin–Huxley model,
Biological Cybernetics 97 (2007) 5–32.
2318 K. Pakdaman et al. / Stochastic Processes and their Applications 122 (2012) 2292–2318
[17] E. Skaugen, L. Walloe, Firing behaviour in a stochastic nerve membrane model based upon the Hodgkin–Huxley
equations, Acta Physiologica Scandinavica 107 (4) (1979) 343–363.
[18] A.V. Skorokhod, F.C. Hoppensteadt, Random Perturbation Methods, Springer, 2002.
[19] R. Suckley, V.N. Biktashev, Comparison of asymptotics of heart and nerve excitability, Physical Review E 68
(2003) 011902. pp. 1–15.
[20] H. Touchette, The large deviation approach to statistical mechanics, Physics Reports (2009).
[21] G. Wainrib, M. Thieullen, K. Pakdaman, Reduction of stochastic conductance-based neuron models with time-scale
separation, Journal of Computational Neuroscience 32 (2) (2012) 327–346.
[22] J.A. White, J.T. Rubinstein, A.R. Kay, Channel noise in neurons, Trends in Neurosciences 23 (3) (2000) 131–137.
[23] G.G. Yin, Q. Zhang, Continuous-Time Markov Chains and Applications: A Singular Perturbation Approach,
Springer, 1998.
