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ABSTRACT

Methods, system apparatus and devices for classification and
recognition that is based on principal component analysis and
is implemented in the transform domain using the fast twodimensional PCA to processes the signal in the transform
domain. The signal is represented with a reduced number of
coefficients, therefore reducing the storage requirements and
computational complexity while yielding high recognition
accuracy.
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Input N Images A; (i=l to N)
A; is m x n pixels

Fig. 2

i

±[(Ai- Af{Ai - ;;:ff

Compute the covariance matrix S of the input images

Step 1

s :~

~

i=1
N

A:=~·I
Where

A·I

i =I

i
Step 2

Compute Tr{S}
Tr denotes appropriate transform, such
as Discrete Cosine Transform DCT

Step 3

Select S' Where S' is the submatrix of
Tr{S} containing most of the energy.
S' is n'xn'pixels

i
i
Step 4

A set of k eigenvectors V'= [V' 1,
V' 2 ... V'k} of size n' corresponding to
the largest k' eigenvalues is obtained
for S'.

i
Step 5

Compute Tr {Ai}
For each training image A; compute T';
Where T',= Tr{A;}

Step 6

Select A;' Where Ai' is the submatrix
of T'; containing most of the energy.
A;' is n'xn' pixels.

i

i
Step 7

ComputeB; Where B'; is the feature
matrix for the training image A;.
j= 1,2,. .. k'
Yj,;=A;'Vj
B';= [Y'1.b Y'i.b ... Y'k".i]
Store B '; corresponding to training image
Ai
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Fig. 3
Unknown Facial image Ai
is presented to the system

•Ir

Step 1

Compute T,
Where T', = Tr{A,}

Step 2

Select A,'
Where A,' is the submatrix of T',
containing most of the energy.
A,' is n'xn' pixels.

Step 3

ComputeB',
Where B '1 is the feature matrix for
the testing image
Y). 1 = Ai'V~·
j = 1,2, .. .k'
B ', = [Y'1.1, Y'2.1, ... Y'k·.1]

Step 4

Measure the Euclidean distance
between the feature matrix of the
testing image B '1 and the feature
matrices of the stored training images
B '1 (i=l to N).
k'

d( B'1, B'i) = j~ IJY'j,1- Y'j.dl

2

i corresponding to the minimum distance,
im1n. is used to identify A1
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RECOGNITION AND CLASSIFICATION
BASED ON PRINCIPAL COMPONENT
ANALYSIS IN THE TRANSFORM DOMAIN

ance matrix S, corresponding to the largest eigenvalues.Vis
used for feature extraction for every training image Ai.
The projected feature vectors Yu Y 2 ,

...

Y k' where

FIELD OF THE INVENTION

(2)

This invention relates to facial recognition and, in particular, to methods, systems, apparatus and devices for a fast
Frequency Domain Two-Dimensional Principal Component
Analysis steps for facial recognition.

are used to form a feature matrix Bi of size mxk for each
training image Ai. Where

BACKGROUND AND PRIOR ART
Within the last several years, numerous algorithms have
been proposed for face recognition. As described in M. Turk
and A. Pentland, "Eigenfaces for Recognition", J. Cognitive
Neuroscience, Vol. 3, No. 1, 1991, pp. 71-86 and in M. Turk
and A. Pentland, "Face Recognition Using Eigenfaces", Proc.
IEEE Conf. on Computer Vision and Pattern Recognition,
(1991), pp. 586-591. In 1991 Turk and Pentland developed
the Eigenfaces method based on the principal component
analysis (PCA) or Karhunen-loeve expansion which is
described in L. Sirovich and M. Kirby, "Low-Dimensional
Procedure for Characterization of Human Faces", J. Optical
Soc. Am., Vol. 4, 1987, pp. 519-524 and in M. Kirby and L.
Sirovich, "Application of the KL Procedure for the Characterization of Human Faces", IEEE Trans. Pattern Analysis
and Machine Intelligence, Vol. 12, No. 1, January 1990, pp.
103-108. The main idea of PCA is to find the vectors that best
account for the distribution of face images within the entire
image space.
The Eigenfaces technique yielded good performance in
face recognition despite variations in the pose, illumination
and face expressions. Recently in Yang J., Zhang, D., Frangi,
A. F. "Two-Dimensional PCA: A New Approach to Appearance-Based Face Representation and Recognition", IEEE
Transaction on Pattern Analysis and Machine Intelligence,
Vol. 26, No(l), January 2004, pp. 131-137, Yang et al. proposed the two dimensional PCA (2DPCA), which has many
advantages over PCA (Eigenfaces) method. It is simpler for
image feature extraction, better in recognition rate and more
efficient in computation. However it is not as efficient as PCA
in terms of storage requirements, as it requires more coefficients for image representation.
Component Analysis Statistical projection methods, such
as the eigenfaces method described by Turk and Pentland
have been used widely. They have given good results for
various face recognition databases. Recently Yang presented
the 2DPCA method that forms the covariance matrix S from
N training images Ai (where I=l to N). Ai has m rows and n
colunms. The processing is performed in 2D rather than converting each image into a one dimensional vector of size mxn
as in disclosed by Turk and Pentland.
The nxn S matrix is computed from

1

S := - ·
N

1=
N

-T

-

-

15

d(B,B;) =

1= llYJ.t - Y1.dl

(4)
2

j=l

25

Where llY1 _,- Y1 _,ll denotes the distance between the two principle component vectors Y 1 .,, and Y 1 .,.
SUMMARY OF THE INVENTION
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(1)

where A is the mean matrix of all the N training images.
A set ofk vectors V=[Vl, V2 ... Vk] of size n is obtained,
so that the projection of the training images on V gives the
best scatter. It was shown by Yang et al. that the vectors Vj
(where j=l to k) are the k largest eigenvectors of the covari-

The tested image is projected on V, and the obtained feature
matrix B, is compared with those of the training images.
The Euclidean distances between the feature matrix of the
tested image and the feature matrices of the training images
are computed. The minimum distance indicates the image to
be recognized.

k

20

[(A; -A) ·(A; -AJ]

i=l

(3)

10

60
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A primary objective of the invention is to provide new
methods, systems, apparatus and devices for detection, classification and identification of one and multidimensional signals that is based on principal component analysis and is
implemented in the transform domain.
A secondary objective of the invention is to provide new
methods, systems, apparatus and devices for face recognition
that reduces storage and computational requirements while
retaining the excellent recognition accuracy of the spatial
domain 2DPCA.
A third objective of the invention is to provide new methods, systems, apparatus and devices for a transform domain
algorithm for face recognition that is applicable to one-dimensional and multi-dimensional applications.
A first preferred embodiment of the invention provides a
method for recognizing images by first extracting plural features of a set of training images from a database, then receiving an unknown image and identifying the unknown image
using the plural extracted features. The identification is
accomplished in a transform domain using two-dimensional
principal analysis.
The extraction step is accomplished by computing a covariance matrix S for the set of N training images, applying a
discrete cosine transform to the covariance matrix to obtain T
according to T=Tr{ S}, determining a covariance submatrix S'
of significant coefficients to replace the covariance matrix S,
obtaining a set of k' eigenvalues for S', applying a discrete
cosine transform to each image of the set of training images to
obtain submatrix T,'=Tr{A,'}, then selecting a submatrixA,'
containing most of the energy from the submatrix T,' to represent the set of training images and calculating a feature
matrix B,' of the set of training images.
The identification step starts with applying a discrete
cosine transform to the unknown image At to obtain a training
matrix T,', obtaining a submatrix At' (l'xn') from the training
matrix T ,' containing most of the energy, calculating a feature
matrix B,' for the unknown image and then computing an
Euclidean distance between the feature matrix B,' of the

US 7,724,960 Bl
3
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unknown image and a feature matrix B,' of the set of testing
images, wherein a minimum distance is used to identify the
unknown image.
For the second embodiment, the novel a recognition system including a processor for processing a set of instructions,
a training set of instructions for extracting plural features of a
set of training images from a data base and a testing set of
instructions for classification and identification of an
unknown image according the plural extracted features,
wherein recognition of the unknown image is accomplished
in a transform domain using two-dimensional principal
analysis.
Further objects and advantages of this invention will be
apparent from the following detailed description of preferred
embodiments which are illustrated schematically in the
accompanying drawings.

step, the testing step, the unknown image is identified using
the plural extracted features according to the present invention wherein the identification is accomplished in a transform
domain using two-dimensional principal analysis.
In the training mode the features of the data base are
extracted and stored as described by steps 1 through 7 as
shown in FIG. 2. In step 1, the nxn covariance matrix Sis
computed for the N training images using
10

1

N

-T

--

(1)

S:=-·2=[(A;-A) ·(A;-AJ]
N i=l

15

BRIEF DESCRIPTION OF THE FIGURES

where A is the mean matrix of all the N training images. In
step 2, the Two-dimensional discrete cosine transform
(DCT2) is applied to S to obtain T according to
(5)

FIG. 1 is a flow diagram showing the steps for identifying
an image.
FIG. 2 is a flow diagram showing the steps for the training
mode according to the present invention.
FIG. 3 is a flow diagram showing the steps for the testing
mode according to the present invention.
FIG. 4 shows ten sample images forthree distinct individuals in the ORL data base.
FIG. 5 shows ten sample images for one distinct individual
in the ORL database.
FIG. 6 shows ten sample images for fifteen distinct individuals in the Yale database.
FIG. 7 shows eleven sample images for one distinct individual in the Yale database.
FIG. 8 is a graph showing the ratio of energy in the transform domain two-dimensional PCA (FD2DPCA) covariance
matrix S'(Es') to the energy in the covariance matrix oftwodimensional DPCA (Er) as a function of the number of rows
and colunms of S'(n').
FIG. 9 is a graph showing the ratio of energy inA,'(EA') to
the energyT,'(ET), as a functionofn' forthree image samples.
FIG. 10 shows three image samples for two distinct individuals in the UMIST database
DESCRIPTION OF THE PREFERRED
EMBODIMENTS
Before explaining the disclosed embodiments of the
present invention in detail it is to be understood that the
invention is not limited in its application to the details of the
particular arrangements shown since the invention is capable
of other embodiments. Also, the terminology used herein is
for the purpose of description and not of limitation.
The method, system, apparatus and device of the present
invention provides steps that represent the images and their
covariance matrix in the transform domain. Typically, the
energy in facial images is concentrated in the low spatial
frequency range. Representation of the images and their covariance matrix in the transform domain result in considerable
reduction in the coefficients required to represent the images.
Consequently the computational and storage requirements
are greatly simplified. The transform domain two-dimensional principal component analysis begins with a training
mode.
FIG. 1 is a flow diagram showing the steps for recognizing
images. The first step is a training step where plural features
are extracted from a set of training images from a database. In
the second step, an unknown image is received and in the third

20

25

30

35

The significant coefficients ofT are contained in a submatrix,
S', (upper left part ofT) of dimension n'xn'. FIG. 8 shows the
ratio of energy in S' to the energy in T, as a function of n'. In
step 3, S' is used to replace Sin our algorithm. In step 4, a set
ofk' eigenvectors V'=[V 1 ', V 2 ' . . . Vk"] of size n' corresponding to the largest k' eigenvalues is obtained for S'. Since the
dimensions of S' is much smaller than S, k' is smaller thank.
In step 5, the Two-dimensional DCT is applied to each image
A, of the N training images, yielding T,' (i=l to N).
T/~Tr{A;}

(6)

In step 6 the submatrix A,' from T,', containing most of the
energy is retained (upper left part of T,'). FIG. 9 is a graph
showing the ratio of energy inA,'(EA') to the energy T,' (ET),
as a function of n' for three images. This submatrix is used to
represent the training image. Dimensions of A,' is l'xn' where
l'~n'. The feature matrices of the training images B,' are
calculated in step 7 in a manner similar to equations (2) and
(3). Thus

40
(7)
(8)

45

50

Now the feature matrix representing the training image has
dimensions (l'xk') where l'~n', n' is much smaller than n and
m, andk'<k.
In the testing mode, a facial image At is introduced to the
system for identification as shown in FIG. 3. In training step
1, the Two-Dimensional DCT is applied to A, which yields T,'.
T,'~Tr{A,}

55

(9)

The sub matrix A,'(l'xn') containing most of the energy is
obtained from T,' in step 2 and in step 3, the feature matrix B,'
for the testing image is calculated from
(10)
(11)

60

65

In step 4, the Euclidean distance between the feature matrix of
the testing image B,' and the feature matrices of the training
images B,' (i=l to N) are computed using equation (4). Corresponding to the minimum distance, imin, i is used to identify t.
The apparatus, methods, systems and devices of the present
invention were applied to the ORL database, the Yale database and a subset of the UMIST database using two dimen-
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sional discrete cosine transform. The ORL database consists
of 400 images of 40 individuals, 10 images of each individual,
where pose and facial expressions vary as shown in FIGS. 4
and 5, respectively. The Yale database consists of 165 images
of 15 discrete individuals, 11 images each where illumination
and face expression vary as shown in FIGS. 6 and 7, respectively. The subset used for the UMIST database consists of
200 images of 20 individuals where pose is varying as shown
in FIG.10.
Two experiments were applied to the ORL data base, where
all the images are grayscale with 112x92 pixels each. In the
first experiment, 40 images of 40 different individuals are
used for training and the remaining 360 images are used for
testing. The covariance matrix S for the 40 training images is
92x92. A two-dimensional DCT is applied to the covariance
matrix S which yields T. S' is obtained for n'=20. The 5 largest
eigenvectors ofS' corresponding to the 5 largest eigenvalues
are obtained, i.e, k' is chosen to be 5 (for the 2DPCA method
k=lO is used for the best recognition accuracy). Ti' (i=l to 40)
are obtained. Then Ai' of dimensions 20x20 (i=l to 40) is
determined, i.e, l'xn'=20x20. The feature matrices for the
training images are obtained using equations (7) and (8).
In the second experiment 5 images per class were used for
training and the remaining 200 images were used for testing.
The Dimensions of S' and Ai' are the same as in the first
experiment. k' is chosen equal to 5. For the 2DPCA method,
k equals 10 is used for the best recognition accuracy. Results
using the TD/2DPCA according to the present invention,
2DPCA, and PCA techniques are listed in Table I. As shown
in Table I, TD/2DPCA yields similar recognition accuracy as
the 2DPCA method.

243x320. Five (5) images per class were used for training and
the remaining images are used for testing. In the Yale experiment, the Dimensions of S' is (50x50), and the dimension of
Ai' is (50x50).k'ischosenequal to 5. Forthe2DPCAmethod,
k equals 20 is used for the best recognition accuracy. Results
are listed in table III which shows that the TD/2DPCA gives
similar recognition accuracy as the 2DPCA with a feature
matrix per image much more reduced in size (approximately
95%). Table III shows the recognition accuracy, storage
requirements and computational complexity for the experiment on the Yale database.

10

TABLE III
15

TD/2DPCA

2DPCA

Recognition Accuracy
Dimensions of feature
matrix per image
Storage requirement for N
images
20
Number of multiplications
for training mode
Number of multiplications
for testing mode

78.8%
50 x 5

77.7%
243 x 20

25

30

TABLE I

Method

Method Recognition
accuracy for
experiment I

Recognition accuracy for
experiment II

73.61%
72.77%
62.8%

92.0%
91.0%
83.5%

FD2DPCA
2DPCA
PCA

35

40

45

TABLEII
FD2DPCA

2DPCA

(20 x 5)

(112 x 10)
50

(20 x 5) x N

(112 x 10) x N

47104 + 57344 x N

103040 x N

57344

103040

As shown in Table II, for the FD/2DPCA, the amount of
storage is drastically reduced (by approximately 90% ), while
the computational complexity is lower, compared with one of
the best available algorithm, 2DPCA. This is accomplished
while maintaining the same level of recognition accuracy. It
can be easily shown that the excellent properties of the new
technique are maintained for the facial databases.
In the next experiment, a subset of images from the Yale
database were used, the dimensions of the images used was

(243 x 20) x N
1555200 x N

262144

1555200

TD/2DPCA was also applied to a subset ofimages from the
UMIST database. In this experiment, each image is cropped
and scaled to 185x160. Three images per class were used for
training and the remaining images were used for testing. The
Dimensions of S' is (40x40), and the dimension of Ai' is
(40x40). k' was chosen to equal 5. For the 2DPCAmethod, k
equals 15 is used for the best recognition accuracy. The results
of the UMIST experiment are listed in table IV which also
confirms that TD/2DPCA gives similar recognition accuracy
as the 2DPCA with a reduced feature matrix per image and
lower computation requirements.
TABLE IV

Table II shows the computational complexity, in terms of
the number of multiplications, and the storage requirements,
in terms of the dimensions of the feature matrix.

Dimensions of
feature matrix
per image
Storage
requirements for
N images
#of multiplication
for training mode
#of multiplication
for testing mode

(50x5)xN
=248832 + (262144 x N)

55

60

65

Recognition Accuracy
Dimensions of feature
matrix per image

TD/2DPCA

2DPCA

78.8%
50 x 5

77.7%
243 x 20

The Two-Dimensional principal component analysis
(2D PCA) method has shown higher recognition accuracy and
faster speed than eigenfaces method based on one dimensional PCA. However the 2DPCA storage requirements for
feature vectors are increased by a large factor, typically
greater than 10. A Transform Domain 2DPCA algorithm
significantly reduces these storage requirements and maintains the high recognition rate obtained using the 2DPCA. In
addition, the proposed TD/2DPCA takes advantage of existing fast implementations in the frequency domain which
results in appreciable reduction in the computational complexity. Experimental results confirm the attractive feature of
the proposed technique.
In summary, the present invention provides methods, systems, apparatus and devices using transform domain twodimensional PCA for classification and recognition. Advantages of using TD/2DPCA include reduced storage
requirements and computational complexity while yielding
high accuracy for application in as facial recognition. The
application of the algorithm to the face recognition problem
described was implemented using the discrete cosine transform. The facial recognition application is for example only,
alternative recognition applications may be substituted. The

US 7,724,960 Bl
7

8

TD/2DPCA according to the present invention was tested
applying a discrete cosine transform to the unknown image
At to obtain a training matrix T,';
using a subset of images from ORL, Yale, and UMIST databases. The experimental results confirm the excellent propobtaining a submatrix At' (l'xn') from the training matrix
T,';
erties ofTD/2DPCA.
While the invention has been described, disclosed, illuscalculating a feature matrix B,' for the unknown image At;
trated and shown in various terms of certain embodiments or
and
modifications which it has presumed in practice, the scope of
computing an Euclidean distance between the feature
the invention is not intended to be, nor should it be deemed to
matrix B,' of the unknown image At and a feature matrix
be, limited thereby and such other modifications or embodiB,' of the set ofN training images, wherein a predeterments as may be suggested by the teachings herein are par- 10
mined minimum distance is used to identify the
ticularly reserved especially as they fall within the breadth
unknown image At.
and scope of the claims here appended.
8. The method of claim 7, wherein the feature matrix calWe claim:
culation step comprises the step of:
1. A method for a processor in a computer system executing
calculating the feature matrix B,' for the unknown image At
a set of instructions to recognize images comprising the steps 15
according to
of:
extracting plural features from a set of N training images
stored in a database on the computer system comprising
the steps of:
9. A recognition system comprising:
computing a covariance matrix S for the set ofN training 20
a processor for processing a set of instructions;
images;
a training set ofinstructions for extracting plural features of
applying a discrete cosine transform to the covariance
a set ofN training images from a data base, the training
matrix S to obtain T according to T=Tr{S};
set of instructions comprising:
determining a covariance submatrix S' of significant coef25
a first subset of training instructions for computing a
ficients to replace the covariance matrix S;
covariance matrix for the set of training images N;
obtaining a set ofk' eigenvalues for S';
a second subset of training instructions for applying a
applying a discrete cosine transform to each image of the
set ofN training images to obtain submatrix T,'=Tr{ A,'};
discrete cosine transform to the covariance matrix
selecting a submatrix A,' from the submatrix T,' to repreaccording to T=Tr{S}
30
sent the set of training images N; and
a third subset of training instructions for determining a
calculating a feature matrix B,' of the set of N training
covariance submatrix S' of significant coefficients to
images;
replace the covariance matrix S;
receiving an unknown image At; and
a fourth subset of training instructions for obtaining a set
identifying the unknown image At using the plural
ofk' eigenvalues for S';
extracted features, wherein the identification is accom- 35
a fifth subset of training instructions for applying a displished in a transform domain using two-dimensional
crete cosine transform to each image of the set of
principal analysis.
training images N to obtain submatrix T,'=Tr{A,'};
2. The method of claim 1, wherein the computing a covaa sixth subset of training instructions for selecting a
riance matrix S computation step comprises the step of:
submatrix A,' from the submatrix T,' to represent the
40
computing a covariance matrix S according to
set of training images N; and
a seventh subset of training instructions for calculating a
feature matrix B,' of the set ofN training images; and
1 N
-T
a
testing
set of instructions for classification and identifiS := - ·
[(A; -A) ·(A; -AJ] .
cation of an unknown image according to the plural
N i=l
45
extracted features, wherein recognition of the unknown
image is accomplished in a transform domain using
3. The method of claim 1, wherein the step of determining
two-dimensional principal analysis.
a covariance submatrix S' of significant coefficients com10. The system of claim 9, wherein the first subset of
prises the steps of:
training instructions comprises:
50
selecting a submatrix S' of covariance matrix S containing
a sub-subset of instructions for computing the covariance
significant coefficients ofT; and
matrix according to
substituting S' for S.
4. The method of claim 3, further comprising the step of:
selecting the submatrix S' having a dimension less than
1 N
-T
-55
lOxlO.
S:=-·2=[(A;-A) ·(A;-AJ]
N
i=l
5. The method of claim 4, further comprising the step of:
selecting the submatrix S' having a dimension of 5x5.
6. The method of claim 1, wherein the feature matrix B,'
where A is the mean matrix of the set of training images N.
calculation step comprises the step of:
11. The system of claim 9, wherein the seventh subset of
60
calculating feature matrix B,' for the set ofN training image
instructions comprises:
using
a sub-subset of instructions for calculating feature matrix
Y ,,~A;'V/ j~l, 2, ... k' and i~l, 2, ... N
B,' for the set of training images N is calculated accord1
ing to

1=

B;'~[Y1,/, Y2,/,

... Yk,;'].

7. The method of claim 1, wherein the identification step

comprises the steps of:

65
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12. The system of claim 9, wherein the testing set of
instructions comprises:
a first subset of testing instructions for applying a discrete
cosine transform to the unknown image At to obtain a
training matrix;
a second subset of testing instructions for obtaining a submatrix At' (l'xn') from the training matrix T,';
a third subset of testing instructions for calculating a feature matrix B,' for the unknown image; and
a fourth subset of testing instructions for computing an
Euclidean distance between the feature matrix B,' of the

unknown image and a feature matrix B,' of the set of
testing images, wherein a minimum distance is used to
identify the unknown image.
13. The system of claim 9, wherein said unknown image is
one-dimensional.
14. The system of claim 9, wherein said unknown image is
multi-dimensional.
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