In this paper we give a discrete proof of the general Jordan-Schoenflies Theorem. The classical Jordan-Schoenflies Theorem states that a simple closed curve in the two-dimensional sphere S 2 separates the space into two connected components where each component is homeomorphic to an open disk. The common boundary of these two components is this closed curve.
Introduction
In recent years, discrete geometry has played a major role in geometric data processing and analysis. In [1] , Chen gave a discrete proof of the classical Jordan Curve Theorem: A simple, closed discrete curve C separates a plane into two components.
to the pair (R n , R k ), with a standard inclusion of R k as a subspace of R n . That is, there exists a homeomorphic mapping f : U x → R n such that f (U x ∩ M k ) = R k . Here, R n is the standard n-dimensional real vector space.
In this paper, let us assume that M n is closed (since x should not be selected as a boundary point of M n ). If every point x ∈ M k is locally flat in M n , then M k is called locally flat in M n . Proposition 2.1 (Brown (1962) ) If k = n − 1, then a locally flat M k is collared, meaning that it has a neighborhood which is homeomorphic to M k × [0, 1] where M k is (homeomorphically) corresponding to M k × 1 2 .
To understand the meaning of the collar in the discrete case, we can use a chain or a simple path. Thinking of the envelope of the neighborhood of each point in the simple path, this envelope will not intersect itself. Here, the envelope is a closure that includes all points of the simple path.
Discrete Spaces and CW Complexes
In this subsection, we show that the discrete space that we use in this paper is a special case of CW complexes (when embedding the discrete space into a Hausdorff space). Let us define a partial graph P (S), S ⊂ V to be a subgraph where each edge (a, b) of G is in P (S) if a, b ∈ S. The concept of a minimal cycle C is a cycle that does not contain any proper subset that is a cycle. Strictly speaking, we mean that the partial graph of any proper subset of vertices in the cycle C with respect to the original graph G = (V, E), does not contain any cycle.
A discrete space is a graph G having an associated structure. We always assume that G is finite, meaning that G contains only a finite number of vertices. Specifically, C 2 is the set of all minimal cycles representing all possible 2-cells; U 2 is a subset of C 2 . Inductively, C 3 is the set of all minimal 2-cycles made by U 2 . U 3 is a subset of C 3 . Therefore G, U 2 , U 3 , · · · , U k is a discrete space. We can see that a simplicial complex is a discrete space. For computational purposes, we want to require that each element in U i can be embedded into a Hausdorff space or Euclidean space using a polynomial time algorithm or an efficient constructive method). And such a mapping will be a homeomorphism to an i-disk with the internal area of the cell corresponding to an i-ball that can be determined also in polynomial time. Another thing we need to point out here is that u ∩ v in G, U 2 , U 3 , · · · , U k must be connected. In most cases, u ∩ v is a single i-cell in U i or empty.
In general, u ∩ v is homeomorphic to an i-cell or empty. In [2, 3] , we used connected and regular points to define this idea for algorithmic purposes. This is because the concept of homeomorphism is difficult for calculation. Now we request: that u ∩ v is homeomorphic to an i-cell in polynomially computable time. We also would like to restrict that idea to decide if an icycle is a minimal cycle or an (i+1)-cell is also polynomial time computable.
As an example, a polyhedron partition usually can be done in polynomial time in computational geometry.
The CW complex is a special type of cell-complex. The definition of CW complex was first introduced by Whitehead in [17] . A more abstract definition of CW complexes can be found in [18] . However, for simplicity, we here use Whitehead's original definition.
A cell complex, K , is: (1) a Hausdorff space, and (2) the union of disjoint (open) cells denoted by e (0) , · · · , e (n) with the following characteristic mapping properties: Let e (n) be an n-cell, meaning that it is homeomorphic to an open n-ball B n . Let D n be the n-disk. We know that S n−1 = D n \B n is an (n − 1)-sphere. The closure of e (n) ,ē (n) , is the image of a mapping f from the n-disk D n toē (n) (f : D n →ē (n) ) such that: (1) f is a homeomorphism onto e (n) with restriction to D n \ S n−1 , (2)ē (n) \ e (n) (denoted by ∂e (n) ) is a subset of the (n − 1)-skeleton (or section) of K.
The (n−1)-skeleton (or section) of K is usually denoted by K n−1 , meaning that all cells whose dimension does not exceed (n − 1) are in K. A CW complex is a special cell complex with the properties called closure-finite and weak topology:(1) For any e ∈ K,ē only intersects a finite numbers of cells in K. (This means that the boundary of e only contains a finite number of cells in K. This is called closure-finite.) (2) A subset X of K is closed if and only if X ∩ē is closed in X for each cell e in K. (This is called the weak topology.)
We know that, if K is finite, then this cell complex is a CW complex [17] .
So we only need to show that a discrete space which is always finite as defined above is a cell complex. It is easy to show that, in G = (V, E), V contain all 0-cells, and E is the 1-cell set. A simple 1-cycle which is finite in this paper can be embedded into Euclidean space (or a Hausdorff space) as the boundary of a 1-ball. If this 1-cycle is in U 2 (it must be a minimum cycle), then this represents a 2-cell with boundary. The inner part of this 2-cell is an abstract entity of this cell. It is just represented as an element existing in U 2 . It becomes real when we embed it into an actual space such as Euclidean space. In addition, the boundary is made up of 1-cells and 0-cells (in K 1 ). Such an embedding mapping is a characteristic map required by cell complexes.
Inductively, for any e ∈ U n we know that e is a minimum (n − 1)-cycle and it can be algorithmically embedded into a Hausdorff space (as we can assume). The inner part of e is homeomorphic to B n (again we assume this to be algorithmically doable in the construction of G, U 2 , U 3 , · · · , U k ). This (n − 1)-cycle is a subset of K n−1 = U 0 ∪ · · · ∪ U n−1 where U 0 = V and
What are examples of such a discrete space? Triangulations and the piecewise linear decomposition of a space in Euclidean space are two examples.
The only restriction of the discrete space is that we require that the intersection of the closures of two cells must be homeomorphic to an i-cell. For a triangulation, this is true. For a piecewise linear decomposition, we usually can use an algorithm to refine the original decomposition to satisfy such a property. This property is somewhat similar to the closure finite property. Why do we want finiteness in a CW complex-since no one can determine a boundary having infinite number of cells? We do not want the intersection of two cells to contain too many "holes."
Discrete Manifolds
In our definition of discrete space (a special case of one such is PL space, meaning that our definition is more strict), a k-cell is a minimal closed (k − 1)-cycle. A minimal closed (k − 1)-cycle might not be a k-cell in general discrete space since it is dependent on whether the inner part of the cell is defined in the complex or not. We view that a 1-cycle is a closed simple path that is homeomorphic to a 1-sphere. So a (k − 1)-cycle is homeomorphic to a (k − 1)-sphere. The boundary of a k-cell is a (k − 1)-cycle.
We also need another concept about regular manifolds. A regular kmanifold M must have the following properties: (1) Any two k-cells must be (k − 1)-connected, (2) any (k − 1)-cell must be contained in one or two k-cells, (3) M does not contain any (k + 1)-cells, and (4) for any point p in M , the neighborhood of p in M , denoted by S(p), must be (
In the theory of intersection homology or PL topology [9] , (or as we have proved in [1] ), the neighborhood of x (containing all cells that contains x) S(x) is called the star of x. Note that S(x) \ {x} is called the link. Now we have: If K is a piecewise linear k-manifold, then the link S(x) \ {x} is a piecewise linear (k − 1)-sphere. So we will also write Star(x) as S(x) and Link(x) = Star(x) − {x}. In general, we can define Star(arc) = ∪ x∈arc Star(x). So Link(arc) = Star(arc) − {arc}. Star(arc) is the envelope (or a type of closure) of arc.
We also know that, if any (k − 1)-cell is contained by two k-cells in a k-manifold M , then M is closed.
Contraction and Simply Connected Spaces
A simple path (in a graph) is called a pseudo-curve. If a pseudo-curve does not contain all points of a 2-cell (or k-cell, k ≥ 2), then this pseudo-curve is called a discrete curve. We can see that a discrete curve is similar to the locally flat curve in the continuous case. We have put the detailed definitions in the Appendix.
For what follows, and throughout the paper, we also need the following definition:
Definition 2.2 We say that a collection of simple paths (a pseudo-curve) is side gradually varied if there are no transversal intersections and no crossovers.
A space is said to be simply connected if any closed simple path can be deformed to a point on the original curve through a collection of sidegradually varied simple paths (pseudo-curves). Pseudo-curves can be embedded in Euclidean space as simple curves. However, in discrete space, a pseudo-curve may contain all vertices of a 2-cell (or k-cell) that cannot be viewed the same as a proper discrete curve.
For further calculation, we want to define a special operator XORSum. It stands for Exclusive-Or-Sum. XORSum is sum(modulo2) in Newman's book [11] . XORSum is an computer science terminology that is easy to understand. Let E(C) be all edges in path C. Then, XorSum(C,
The meaning of this operation is to cut out the common part of C and C ′ . The remaining edges will be the collection of cycles when two ending points of C and C ′ are the same. If these cycles are boundaries of 2-cells, we can move C to C ′ in a unit time. In other words, C and C ′ are gradually varied (that is a discretely continuous move without a jump.)
Graph-Distances and Cell-Distances
In a graph, we refer to the distance as the length of the shortest path between two vertices. The concept of graph-distance in this paper is the edge distance, meaning how many edges are needed from one vertex to another. We usually use the length of the shortest path in between two vertices to represent the distance in graphs. In order to distinguish from the distance in Euclidean space, we use graph-distance to represent lengths in graphs in this paper.
Therefore graph-distance is edge-distance or 1-cell-distance. It means how many 1-cells are needed to travel from x to y. We can generalize this idea to define 2-cell-distance by counting how many 2-cells are needed from a point (vertex) x to point y. In other words, 2-cell-distance is the length of the shortest path of 2-cells that contains x and y. In this path, each adjacent pair of 2-cells shares a 1-cell. (This path is 1-connected.)
We can define d (k) (x, y), the k-cell-distance from x to y, as the length of the shortest path of (or the minimum of number of k-cells in such a sequence) where each adjacent pair of two k-cells shares a (
We can see that d (1) (x, y) is the edge-distance or graph-distance. We
i (x, y)) to be a k-cell path that is i-connected. However, we do not need to use such a concept in this paper. )
The Discrete Proof of the General
Jordan-Schoenflies Theorem
In order to make a discrete proof, we will need some concepts from the theory of discrete manifolds. A discrete manifold is just a piecewise linear manifold. The difference is that one cannot arbitrarily decompose a discrete cell into pieces. For instance, a discrete 2-cell is predefined. It is a simple and minimal cycle of discrete 1-cells. Inductively, a discrete k-cell is a simple and minimal cycle of discrete (k − 1)-cells. So, in such a discrete geometry, a discrete manifold is defined on a graph with topological structure. In addition, it is finite. Essentially, in this paper, we do not allow a cell to be decomposed into smaller cells unless it is expressed explicitly. In such a discrete case, a cell is already the minimal entity in its dimension. A k-cell is a k-polyhedron but cannot be decomposed into smaller pieces.
The general Jordan-Schoenflies Theorem states that, in discrete space, every closed and simply connected (n − 1)-submanifold S with local flatness in a closed and simply connected n-manifold decomposes the space into two components, and S is their common boundary. Each of the two components is homeomorphic to the discrete n-ball. In other words, an (n − 1)-sphere can locally flatly embed into an n-sphere as its equator.
In [1] , we have used these techniques to prove the classical Jordan Curve Theorem: A closed, discrete curve C separates the plane into two components. If M is a closed, two-dimensional surface, then M \ C consists of two connected components. We also proved that, if we select a point not on C, then there is a component that contains a finite number of 2-cells, and this component (when embedding it in Euclidean space) is homeomorphic to a disk. For a closed M in discrete form (or a piecewise linear (PL) 2-complex), both of the components contain finite numbers of 2-cells (minimal cycles). Then each of them is homeomorphic to a disk using the same proof.
Our proof will be based on the original, classical Jordan-Schoenflies Theorem. Now we admit the Jordan-Schoenflies Theorem for simply connected closed discrete 2-manifolds (or PL 2-manifold) M : A 1-cycle that is a discrete curve (not a minimal cycle ) divides M into two components. Each component is homeomorphic to a 2-cell.
We would also like to restate that, if a 1-cycle is a minimal cycle, then this cycle might be the boundary for a 2-cell in discrete space. A 2-cell in discrete space cannot be divided into other 2-cells based on our definition (in discrete space). We reject such a case in order to preserve the original Jordan Curve Theorem. In addition, the union of two 2-cells in this paper will not be a 2-cell. All 2-cells are pre-defined in discrete cases, but the union of two 2-cells with a common edge will be homeomorphic to a 2-cell in Euclidean space. We also assume that M is orientable.
Our proof is divided into two parts: (1) We prove the following theoremthat is the Jordan Theorem-for the closed surface on 3D manifolds, then (2) we prove the Jordan-Schoenflies Theorem on 3D manifolds. Theorem 3.1 (The Jordan Theorem for the closed surface on 3D manifolds) Let M be a simply connected 3D manifold (discrete or PL); a closed discrete surface S (with local flatness) will separate M into two components. Here M can be closed.
Proof: For the beginning part of the proof, we use the idea of the proof of the classical Jordan Curve Theorem in [1] . However, the proof given here is independent.
Select a 2-cell in S. This 2-cell is contained by two 3-cells in M ; call them A and B. Let a and b be two points in A and B, respectively. Both a and b are adjacent to the intersection of A and B. This intersection is the original 2-cell we chose in S.
We know that a, b ∈ M \ S. We also know there is a path P (b, a) from b to a (P (b, a))) passing through a point in A ∩ B. We denote by P −1 (b, a) the reversed order of P (b, a). Now we want to prove that every path P (a, b) from a to b will include a point in S.
On the contrary, we assume there is a P (a, b) that does not include any point in S. Since M is simply connected, there will be a sequence of simple pathes (pseudo-curves), P (a, b) = P (0), P (1), · · · , P (n) = P −1 (b, a), that are side gradually varied to P (b, a). Note that P (b, a) contains a point in S. There must be a first i such that P (i − 1) does not contain any point in S, but P (i) contains x ∈ S. Note that P (i − 1) and P (i) are side gradually varied, meaning that XORSum(P (i−1), P (i)) are a collection of 2-cells in M . XORSum(P (i − 1), P (i)) is the exclusive sum that contains 2-cells where all corner points in each 2-cell are contained in the edges in P (i − 1) or P (i) but not in both. (See the Appendix.)
We have drawn Figure 1 below to explain this point. In the current proof, k = 3:
For a vertex point x, we use S M (x) as a set that contains all 3-cells in M containing x, and S S (x) that contains all 2-cells in S containing x. We know that S S (x) = S ∩ S M (x).
S M (x) \ {x} is a 2-sphere, a special 2-cycle where each point is included in a 3-cell that contains x. It is similar to the set where each element links the center x by one edge or in the same 3-cell containing x.
Note that, for the higher-dimensional case, we defined it in the previous section as k-cell-distance 1 meaning that each element in the (k − 1)-sphere (S M (x) \ {x}) shares a k-cell with the center x but not the center x. For example, the edge-distance 1 is to say two points that share an edge that is a 1-cell.
In this proof, S S (x) \ {x} is a 1-sphere. Also S S (x) \ {x} is a subset of S M (x) \ {x} . In other words, C = S S (x) \ {x} is a closed discrete curve of Q = S M (x) \ {x}.
In the path P (i), there must be a node u that moves to x and also a node v that comes after x. See Fig. 1 . We have two main cases: (a) v is not on S, and (b) v is on S. We will see that, if v is on S, then we need to apply the property of local flatness.
Proof of Case (a):
According to the Jordan curve theorem, S S (x) \ {x} divides S M (x) \ {x} into two components. In Fig. 1 Assume that x is the first intersection point in S where x ∈ P (i), the collection of paths P (i), i = 1, · · · , n.
x in M . Also u and v are not in C because C ⊂ S. (This means that the path · · · u → x → v · · · is transversal to S. We will consider later when v is in S, for then we can find v ′ ∈ Q.) Our purpose is to show that, from u to v, there is a path that shares a part of P (i − 1). And this part must contain a point in C ⊂ S. This generates a contradiction that P (i − 1) does not contain any point in S.
Since P (i−1) and P (i) are gradually varied, u will be included in a 2-cell containing a point in P (i − 1) and v will be included in a 2-cell containing a point in P (i − 1). Particularly, x will be included in a 2-cell that contains a point in P (i − 1). There will be a cycle u, · · · , y 1 , · · · , y t , · · · , v, x, u that contains part of the path P (i − 1), denoted by y 1 , · · · , y t . This cycle is in S M (x) (Also see an example in [1] ). All points u, · · · , u 0 , y 1 , · · · , y t , v 0 · · · , v are in Q. In fact this path must contain a point in C based on the Jordan curve theorem, otherwise, P (i) is not cross-over (or transversal to) S.
This path has three parts: u, · · · , u 0 are in P (i); y 1 , · · · , y t are in P (i−1); v 0 · · · , v are in P (i). We want to prove that only the second part y 1 , · · · , y t can intersect C.
We now just need to check whether u, · · · , u 0 could contain any point in C. Since u 0 , · · · , u is on P (i) and u 0 , · · · , u are in a 2-cell, we see that x is the first element of P (i) on S. This is impossible (C is a subset of S).
Next we check whether v 0 , · · · , v could contain a point in C. Note that v 0 , · · · , v are also in P (i) and they are in a 2-cell including x. If v 0 · · · , v has one point in C, then this 2-cell contains two or more points in S. This is impossible for the following reason: Let us say that v i is in C, the path joining with C is x ∈ S, v, . . . , v i ∈ C, . . . v 0 . We know that (x, v, . . . , v 0 ) is contained in a 2-cell denoted by A1. Since v i is also in C, there must be a cell B1 in S S (x) containing both x and v i . (C = S S (x) \ {x} is the link of x. ) The set A1 ∩ B1 contains x and v i but not v. In the Appendix, we have strictly defined that any intersection must be a connected path.
(Any two cells must be well-attached or not attached in our definition of discrete manifolds. In other words, the intersection must be a simply connected i-manifold composed of i-cells and it is homeomorphic to an iball when embedding to R n . In terms of cell-complexes, the intersection is an i-cell that is homeomorphic to an i-ball. However, it is hard to determine this fact in continuous space. This definition only remains in our context because it is not computable. It is obvious that we do not want to allow a complex case of the intersection of two cells. For us, any two cells A and B can be in any dimension. The intersection of A and B is a simply connected i-manifold and it is homeomorphic to the i-ball. And these facts can be determined in the polynomial time of O(|A| + |B|). Here |A| means the number of vertices in A.)
In other words, the intersection of two 2-cells or any two cells must be connected with its vertices. But v, . . . , v i−1 are not in the intersection. So v i must be v. We already assumed that v is not on S. Therefore there must be a y i in y 1 , · · · , y t that is in C. Thus we have a contradiction. So we have proved the case of S ∩ P i = {x} where x is a simple point.
Proof of Case (b):
If S contains two points of P (i), then C = S S (e = (x, x 1 )) and G are still cycles. (Any Link of a k-face or k-cell is a cycle or sphere by a standard theorem in intersection homology theory [9] ). We can still prove the same result as in Part 1.
(Note: We require that S be a discrete 2-manifold or (k − 1)-manifold in M ; there will not be the case of · · · xv · · · in P (i), x, v are in S, but the edge (x, v) is not in S when (x, v) ∈ M . Please see the Appendix for more detail. This restriction is related to the so called partial graph properties meaning that, if the vertex set is determined, then the subgraph will contain all edges (1-cells and i-cells) if these vertices are in the set. So the definition of discrete manifolds here will give a unique interpretation. We will know that this situation will also be prevented by local flatness of S in M . We now return to our proof.)
Here is the complex aspect of this case: S contains a consecutive part of P (i), X = {x, x k , . . . , x 0 }, i.e., there are more than two points in P (i) that are in S. Please note that P (i) is a simple path, so X is not restricted as a flat path. The key is that we can modify P (i) to be a flat path.
Note that we now have a more complex case, unlike in 2D: x, x k , . . . x 0 is a subset of S that is a discrete curve. In this paper, we may have some cases where S S (X) \ X is not a simple (discrete) close curve. Here x, x k , . . . , x 0 is only a subset of a simple path in higher-dimensional space.
In order to treat this case, we want x, x k , . . . , x 0 to have a collar, meaning that the neighborhood of x, x k , . . . , x 0 does not intersect itself. This is the concept of local flatness. See Proposition 1. In other words, S S (X) \ X and S M (X) \ X = S(X) \ X are needed to be a (simple) 1-cycle and a 2-cycle, respectively.
We know that S is locally flat in M by the condition of the generalized Jordan-Schoenflies Theorem. This means S is not folding together in M . If it does, we can never make a locally flat P i in M . This is our pre-condition.
The key to the proof of Part 2 is to design an algorithm that uses a technique to modify P i to be a flat path: If X contains two points a, b (these two points are not adjacent in P i ) in S such that a and b are adjacent in S or d(a, b) = 2 (see Fig. 2 ), then we can have a P ′ i that is gradually varied to P i . P ′ i still contains x as the entering point. Before we describe this modification algorithm, we explain a little more about the local flatness. To observe that P ′ i is "locally flat" in S meaning that there are at least distance 3 for any two points that are not adjacent in the path X or consecutive such as a, b, c. This is because we will have a collar of P ′ i in S. Now we describe the modification algorithm as follows: (We treat P i the same as P (i) because of what we see in the figures.) The idea is to insert a sequence of side-gradually varied paths in between P i−1 and P i . This sequence does not contain a. For more detail, we want to find a locally flat P ′ i containing the original x just before reaching P i (from P i−1 ) . Here the path P ′ i is gradually varied (by a sequence of paths ) to P i−1 . In other words, we have a sequence of side-gradually varied paths from P i−1 to P ′ i . Except for P ′ i , any path in the sequence will not contain a point in S. In addition, this sequence does not contain point a. Let us prove this statement. First we draw Fig.3 , which is a continuation of the case of Fig. 2 . Figure 3 : Some facts about P i and P ′ i (or P (i) and P ′ (i)): The 2-cell e is in between P i and P ′ i . When a moves to a, path P i changes to path P i . Arc rap changed to arc rap. Cell e containing rapa is in S, but d and f are not. d and f are in Star(a). There two cases: a 3-cell (or k-cell) contains e and arc df , and 3-cell containing e 2-connected to the cell containing arc df . Our purpose is to make a gradually varied path-sequence on Link(a) from P i−1 to P i where every path in the sequence (except P i ) will not intersect with S.
The actual procedure to find such a sequence of side-gradually varied paths is the following:
We want P ′ i (that will be locally flat, we say "will be" meaning that this process may need an iteration) to replace P i . The point P ′ i is obtained by moving the point a to the point a ′ in S to make more distance from b in Fig. 2 .
In Fig. 3 , we exhibit the relationship between P i and P ′ i . The 2-cell e is in between these two paths. We want to find another path from P i−1 to P ′ i without passing e. In other words, we want to find a sequence of sidegradually varied paths from P i−1 to P ′ i that do not pass the 2-cell e in Fig.  3 . This is definitely possible since e is contained in a 3-cell; the inserted paths can go by way of other faces to reach P ′ i from P i−1 . (Note that, in current 3D M , this distance is the edge-distance. If M is a k-manifold, S will be (k −1)-manifold. The point a will move to be the point a ′ in the next k − 1-cell, at least to be shared with the next (k − 1)-cell. We can define d i (x, y) as the i-cell distance for x and y , x = y, as the smallest number of i-cells in the (i − 1)-connected path where x and y are at the end of path. The graph-distance means the distance of edges in the path. )
Here are the facts: (1) P i−1 is side-gradually varied to P i . There must be points r and p on P i that have an adjacent point d and f in P i−1 in M , respectively. Or they are in the same 2-cell in M . (2) P ′ i is almost the same as P i except at the point r, the path changes to link a ′ and from a ′ to p. (3) We want to build a sequence of paths from P i−1 to P ′ i without passing a (i.e. do not use the cell e. For example, this is always possible on the boundary of a 3-cell. By cutting e out, we can still have a bounded pseudo-surface.).
We also know the following facts: (1) Star M (a) contains all points of r, d, f, p, a ′ . (2) Since S is locally flat, so Link M (a) is a 2-sphere that contains all r, d, f, p, a ′ . In fact, S has a collar in M .
Now we want to prove that the arc
. This is true since we already proved that in [1] : A discrete 2-cycle (or 2-sphere) 1 is simply connected using graph-distance for contraction. The problem here is to find a path that is side-gradually varied to P ′ i on Link M (a) not containing any point in S ∩ Link M (a). (This is because from r to a ′ there may be other points in between.)
Here is the process that can make such a path be the "collar-edge" of the arc(r → a ′ → p). We know that there is a side-gradually varied sequence
. Let B i be the first point q (that is neither r nor p) that is in a 2-cell or (k − 1)-cell containing a point in arc(r → a ′ → p). We want to fix q in W , a queue that was empty originally. So we split B i into two sub-arcs: A 1 is from r to q, and A 2 is from q to p. (We will have two smaller 1-cycles based on the two sub-arcs A 1 and A 2 .) Therefore we can repeat this process to make a q ′ that lies in between r and q so that q ′ shares a 2-cell with a point in P ′ i . Put q ′ into W . Since we have a finite numbers of points, we can perform the same process for A 2 .
So dWf will be such a path that is side-gradually varied to P ′ i in Link M (a). (where Link is Star(x) \ {x}.) Note that d and f in Fig. 3 are points on P (i − 1) that has edge-distance 1 to P (i). And dW f does not contain any point in S. Replacing dWf in P i−1 , we get that P ′ i−1 . P ′ i−1 has a gradually varied path sequence to P i−1 .
Thus P ′ (i) is locally flat at the point we modified. If P ′ (i) contains cases that are not locally flat, we will need to repeat the above process by changing another a to a ′ until the entire P ′ (i) is locally flat. This procedure is finite since space is finite, meaning that there are only a finite number of cells in our discrete spaces.
There must be a path in the deformation sequence to locally flat P ′ i (in S). The set X ′ = {x, . . . , } ∈ P ′ i is a subset in S. Because X ′ is locally flat, we have two cycles
is the closed curve in C (2) . According to the Jordan curve theorem, every path that is gradually varied to P ′ i must contain a point in C (1) . Assume that P ′ i−1 is such a path toward P i−1 from P ′ i . (We can denote the gradually varied paths as
must contain a point in C (1) . So
and x ′ , we can continue the above process until we will reach P i−1 (this is because we only have a finite number of paths). Continuing, P i−1 must have a point in S. We have a contradiction. Thus we have proved the statement we wanted for Case (b). This is a key construction.
(For a k-manifold M , we will have a similar construction. If M is a kmanifold, then S S (X)\X is a (k −2)-cycle and S M (X)\X is a (k −1)-cycle.)
Thus we have proved the generalized Jordan-Schoenfliess Theorem for the discrete closed surface 3D space.
We would like to consider a little more about the local flatness. We can define the local flatness in the discrete case as follows: a discrete curve C is said to be locally flat if, for any proper subset of C, X we have S(X) \ X is a simple cycle. The manifold M n must be locally flat, otherwise M k cannot be locally flatly embedded in M n . (We usually view M n as an n-sphere, n-cycle, or a manifold that is homeomorphic to an n-sphere.)
On the other hand, a locally flat path P (t) means that S(x) (x with collar) does not intersect with S(x ′ ) if x, x ′ ∈ P (t) are apart from each other. Intuitively, the collar of P (t) is just the union of S(x) for all points x ∈ P (t). This means that x to x ′ s in M or S must be apart from each other with distance 3. So the graph-distance 3 is the key. The distance 3 is just the minimum distance in the discrete case for the flatness where the collar will not intersect. With flatness, Link(subpath = arc) = Star(arc) \ {arc} is a cycle in either S or M . Now we want to prove the Schoenfliess theorem: A closed 2-cycle separates M (M is homeomorphic to 3-sphere) into two components each of which will be homeomorphic to a 3-ball. We will use a similar technique to that in [1] , Now we will present the following lemma that will complete the proof of the Jordan-Schoenflies theorem for a closed surfaces in the 3D sphere M . Lemma 3.2 Let M be a simply connected 3-manifold (discrete or PL) that is homeomorphic to a 3-sphere. A closed discrete (2)-manifold S on M will separate M into two components and each component will be homeomorphic to a 3-cell.
Proof: Since S separates M into two, we can find a connected component and mark every 3-cells in this component; we denote this component as D.
Choose one 3-cell K p that has a 2-face (2-cell in this case) in S. We will design a procedure to contract S to this 3-cell K p .
The algorithm is similar to the algorithm described in [1] . We first measure (compute) the distance from each k-cell in the component D to K p . This distance is to count how many k-cells in between a k-cell X to K p (the number of k-cells are involved) . Let us explain more specifically. Note that p is a point in K p . Each point q in K p has a distance 1. Each point r not equal to q that is in another k-cell (not K p ) that contains both q and r will have a distance 2 to p, if r is not in K p .
In other words, use the 3-cell distance to measure how far from each 3-cell to K p in the component. This distance is called the k-distance. The distance indicates the shortest path.
So we can find the longest 3-cell X meaning there is a point x ∈ X that has the longest k-distance to p. Now we delete a 2-cell (2-face) in S containing x that has the greatest distance to p. There must be one since we only have a finite number of k-cells in the component. Please note that S and M are oriented. There must be a longest one on S.
Delete this face (2-cell) in S, and use other faces in X that are not in S to replace the deleted face. Thinking about the intersection of S and X, this intersection can be empty, 0-cells, 1-cells, and (k − 1)-cells (2-cells here). We are only interested in the intersection that is a 2-cell or a set of 2-cells. If the intersection is a 2-cell F , then all 2-cells in X \ F will be like a cup without a lid or cap F .
Let U 2 (X) be the set of 2-cells in X. (We also define U k (X) to be the set of k-cells in X.) U 2 (X) \ {F } will be the 2-cells in X except F . So (U 2 (X) \ F ) ∩ F is the boundary cycle of F and U 2 (X) \ {F }.
Thus (U 2 (X)\F )∩ F is a simple closed path (or a closed (k − 2)-pseudocurve or manifold). If S ∩ X is a set of 2-cells, those 2-calls are connected (S is a pseudo-manifold) and the boundary is also a simple closed path (or a closed (k − 2)-pseudo-curve or manifold). Let B(X) be the boundary faces of X. Using B(X) \ (S ∩ X) to replace (S ∩ X) in S, we will have a S ′ .
(We do not consider the case that S ∩ X is not a 2-cell(s) or (k − 1)-cells in this proof.)
We have a new S ′ that is also a closed pseudo-surface. The new XorSum(S ′ , S) is the boundary of X. Since it is a minimal cycle, therefore, it can be viewed as the 3-cell of X. Changing S to S ′ we will reduce the internal part of X, i.e. we reduce a 3-cell from the original component.
In the above process, we removed a 3-cell X. We can repeat this process to remove all 3-cells except K p . This is because the number of 3-cells (marked) is finite. The process will halt. So we can see that S can be contracted to the boundary of a 3-cell, then we can contract the 3-cell to a point. The inversion of the process will provide a homeomorphic mapping from the component bounded by S to a 3-cell, K p . We have explained this point in [1] .
When we deal with a k-manifold, the principle of the proof is the same.
Theorem 3.3 (Jordan-Schoenflies Theorem for general closed manifolds)
If M is a simply connected k-manifold (discrete or PL) that is homeomorphic to a k-sphere, then a closed discrete (k − 1)-manifold with local flatness in M will separate M into two components. In addition, each component is homeomorphic to a k-cell.
Proof: Now we use mathematical induction to prove the case for a simply connected k-manifold (discrete or PL) M that is homeomorphic to a ksphere; a closed (k − 1)-manifold S will divide M into two components. The assumption is that a (k − 1)-manifold that is homeomorphic to a (k − 1)-sphere satisfies the Jordan-Schoenflies Theorem. Just like we did in the proof of Theorem 1, if there is a path from a to b without passing any point in S, then we can denote the path by P = P (0). If x is the first point that is on S in the sequence of side gradually varied paths P (0), · · · , P (n), we can assume that this point is in P (i − 1). We can use the same technology we used before to prove this theorem: (a) If x is the only point in
According to the condition of the mathematical induction, C separates Q into two components. Every path from u to v in Q must contain a point in C. So P (i − 1) must contain a point in C. So there is a contradiction that we assume P (i − 1) does not contain any point in S. (b) If X = P (i) ∩ S contains more than one point, then we can use local flatness to find a locally flat P ′ (i) that is gradually varied to P (i). In addition, X ′ = P ′ (i) ∩ S, Q = S M (X ′ ) \ {x} is a (k − 1)-sphere and C = S ∩ Q is a (k − 2)-sphere. We can still use the Jordan Theorem for general closed manifolds for (k − 1)-dimensions to prove the current theorem. We can use the same technique to prove that the connected component is homomorphic to a k-disk in the above lemma. So we have the general Jordan-Schoenflies Theorem.
This general case has proved the theorem.
The advantage of the discrete method for proving the Jordan-Schoenflies Theorem is to render the proof as an algorithmic procedure. We can actually program this algorithm for contraction. It is interesting for us to predict that this method will have more applications in geometric problems.
Conclusion
In this paper, we give a complete proof of the general Jordan-Schoenflies Theorem. When we say that M is a simply connected k-manifold (discrete or PL) that is homeomorphic to k-sphere, we mean that there is an efficient constructive method (a polynomial time algorithm in computational geometry) to decide whether M is homeomorphic to a k-sphere.
Appendix: Basic Concepts of Discrete Manifolds
In topology, the formal description of the Jordan curve theorem is: A simple closed curve J in a plane Π decomposes Π \ J into two components. In fact, this theorem holds for any simply connected surface. A plane is a simply connected surface in Euclidean space, but this theorem is not true for a general continuous surface. For example, a torus fails this result.
What is a simply connected continuous surface? A connected topological space T is simply connected if, for any point p in T , any simply closed curve containing p can be contracted to p. The contraction is a continuous mapping among a series of closed continuous curves [11] . So we first need the concept of "discrete contraction."
In order to keep the concepts simple to understand, we first define the gradual variation between graphs. Then we define discrete deformation among discrete pseudo-curves. And finally, we define the contraction of curves as a type of discrete deformation.
In this section, we assume the discrete surface is both regular and orientable. A discrete surface is regular if every neighborhood of each point is homomorphic to a 2D discrete disk (a umbrella shape) [3] . Intuitively, "continuous" change from a simple path C to another path C ′ is that there is no "jump" between these two paths. If x, y ∈ S, d(x, y) denotes the distance between x and y. For instance, d(x, y) = 1 means that x and y are adjacent in S. It is important to point out that, in a 2-cell (or any other k-cell), from a point p to another point q in the cell, p = 1, the distance d(p, q) can be viewed as 1. In other words, a cell can be viewed as a complete subgraph on its vertices. (1) p is in C ′ , or p is contained by a 2-cell A (in G(C ∪ C ′ )) such that A has a point in C ′ .
(2) Each non-end-edge in C is contained by a 2-cell A (in G(C ∪ C ′ )) which has an edge contained by C ′ but not C if C ′ is not a single point. And vice versa for C ′ .
For example, C and C ′ in Fig. 3 (a) are gradually varied, but C and C ′ in Fig. 3 (b) are not gradually varied. We can see that a 2-cell, which is a simple path, and any two connected parts in the 2-cell are gradually varied. So we can say that a 2-cell can be contracted to a point gradually.
Assume E(C) denotes all edges in path C. Let XorSum(C, Attaching a 2-cell to a simple path C, if the intersection is an arc (connected path) not a vertex, we can cut the intersection (keep the first and last vertices of the intersection which is an arc); the simple path will go another half of the arc of the cell. The new path is also a simple path, and it is gradually varied to C. Therefore Lemma 5.3 Let C be a pseudo-curve and A be a 2-cell. If A ∩ C is an arc containing at least an edge, then XorSum(C, A) is a gradual variation of C.
It is not difficult to see that XorSum(XorSum(C, A), A) = C and XorSum(XorSum(C, A), C) = A under the condition of the above lemma.
Definition 5.4 Two simple paths (or pseudo-curves) C and C ′ are said to be homotopic if there is a series of simple paths C 0 , . . . , C n such that C = C 0 , C ′ = C n , and C i , C i+1 are gradually varied.
We say that C can be discretely deformed to C ′ if C and C ′ are homotopic. The following lemma is the guarantee that we deform a curve by just making changes one cell at a time.
Lemma 5.5
If two (open, not closed) simple paths C and C ′ are homotopic then there is a series of simple paths C 0 , . . . , C m such that C = C 0 , C ′ = C n , and XorSum(C i , C i+1 ) is a 2-cell excepting end-edges of C and C ′ .
Cross-over of Simple Paths
To prove the Jordan curve theorem, we need to describe what the disconnected components are by separation from a simple curve C. It means that any path from one component to another must include at least a point in C. It also means that this linking path must cross-over the curve C. In this subsection, we want to define this idea.
Because a surface-cell A is a closed path, we can define two orientations (normals ) to A: clockwise and counter-clockwise. Usually the orientation of a 2-cell is not a critical issue. However, for the proof of the Jordan curve theorem it is necessary.
In other words, a pseudo-curve which is a set of points has no "direction," but as a path has its own "travel direction" from p 0 to p n . For two paths C and C ′ , which are gradually varied, if a 2-cell A is in G(C ∪ C ′ ), the orientation of A with respect to C is determined by the first pair of points (p, q) ∈ C ∩ A and C = . . . pq . . . . Moreover, if a 1-cell of A is in C, then the orientation of A is fixed with respect to C.
According to Lemma 7.6 in [3] , S(p) contains all adjacent points of p and S(p) \ {p} is a simple cycle-there is a cycle containing all points in S(p) \ {p}.
We assume that the cycle S(p) \ {p} is always oriented clockwise. For two points a, b ∈ S(p) \ {p}, there are two simple cycles containing the path a → p → b : (1) a cycle from a to p to b then moving clockwise to a, and (2) a cycle from a to p to b then moving counter-clockwise to a. See Fig. 4(a) .
It is easy to see that the simple cycle S(p)\{p} separates S \{S(p)\{p}} into at least two connected components because from p to any other points in S the path must contain a point in S(p) \ {p}. S(p) \ {p} is an example of a Jordan curve. For example, in Fig. 4 (b) , C and C ′ do "cross-over" each other. When C and C ′ do not "cross-over" each other, we will say that C is at a side of C ′ . same orientation with respect to the "travel direction" of C and opposite to the "travel direction" of C ′ .
We also say that C and C ′ in the above Lemma are side-gradually varied. Intuitively, a simply connected set is a set so that, for any point, every simple cycle containing this point can contract to the point. Definition 5.8 A simple cycle C can contract to a point p ∈ C if there exist a sequence of simple cycles, C = C 0 , . . . , p = C n such that: (1) C i contains p for all i; (2) If q is not in C i then q is not in all C j , j > i; (3) C i and C i+1 are side-gradually varied.
We now exhibit three reasonable definitions of simply connected spaces below. We will provide a proof for the Jordan curve theorem under the third definition of simply connected spaces. The Jordan theorem shows the relationship among an object, its boundary, and its outside area.
A general definition of a simply connected space should be :
Definition 5.9 Simply Connected Surface Definition (a) G, U 2 is simply connected if any two closed simple paths are homotopic.
If we use this definition, then we may need an extremely long proof for the Jordan curve theorem. The next one is the standard definition which is the special case of above definition .
Definition 5.10 (Simply Connected Surface Definition (b)) A connected discrete space G, U 2 is simply connected if, for any point p ∈ S, every simple cycle containing p can contract to p.
This definition of the simply connected set is based on the original meaning of simple contraction. In order to make the task of proving the Jordan theorem simpler, we give the third strict definition of simply connected surfaces as follows.
We know that a simple closed path (simple cycle) has at least three vertices in a simple graph. This is true for a discrete curve in a simply connected surface S. For simplicity, we call an unclosed path an arc. Assume that C is a simple cycle with clockwise orientation. Let two distinct points p, q ∈ C. Let C(p, q) be an arc of C from p to q in a clockwise direction, and C(q, p) be the arc from q to p also in a clockwise direction. Then we know that C = C(p, q) ∪ C(q, p). We use C a (p, q) to represent the counterclockwise arc from p to q. Indeed, C(p, q) = C a (q, p). We always assume that C is in clockwise orientation.
Definition 5.11 (Simply Connected Surface Definition (c)) A connected discrete space G, U 2 is simply connected if, for any simple cycle C and two points p, q ∈ C, there exists a sequence of simple cycle paths Q 0 , . . . , Q n where C(p, q) = Q 0 and C a (p, q) = Q n such that Q i and Q i+1 are sidegradually varied for all i = 0, · · · , n − 1.. In fact, it is easy to see that Simply Connected Surface Definitions (b) and (c) are special cases of Definition (a). C(p, q) = Q 0 and C a (p, q) = Q n are two arcs of C.
In continuous mathematics, the concept of cross-over of two paths is called transversal intersection. It means that one curve or path goes through another curve (or penetrate another curve).
