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Weprove general theorems that characterize situations inwhichwe could have asymptotic
closeness between the original statistics Hn and its bootstrap version H∗n , without
stipulating the existence of weak limits. As one possible application we introduce a novel
goodness of fit test based on the modification of Total Variation metric. This new statistic
is more sensitive than the Kolmogorov–Smirnov statistic, it applies to higher dimensions,
and it does not converge weakly; but we show that it can be bootstrapped.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we offer a bootstrapping application that allows for an alternative design of hypothesis testing procedures;
one that does not require the existence of a limiting distribution. Namely, a typical statistical test follows thewell established
paradigm: for a given parameter of interest θ (possibly multidimensional) and a null hypothesisH0, one samples the data
and constructs a statisticHn(X1, . . . , Xn|θ) in such away that distribution ofHn is sensitivewith respect to the correctness of
the null hypothesisH0. Under typical design, the law of statistic Hn (i.e.,LHn) behaves regularly under the null hypothesis
while it often diverges under the alternative. In order to perform the test, one is required to identify the statistic’s distribution
under the null hypothesis. This is traditionally done by either computing the exact distribution of Hn (examples: F-test, t-
test) or by showing that the statistic Hn converges in law to known distribution (examples: z-test, Kolmogorov–Smirnov
test). Testing is then performed by tabulating the cumulative distribution function (CDF) of the limiting distributionLZ and
by computing the P-value of Hn evaluated on a sample {X1, . . . , Xn}.
It is important to observe that one could follow the above paradigm without stipulating the existence of the limiting
distributionLZ . All we need is a statistic Hn that (a) behaves differently depending on the correctness of the null hypothesis
and (b) a procedure that could effectively approximate the law of Hn. Here we pursue this option. We derive the theoretical
results that justify this approach and we offer examples of statistics Hn such that under H0, the statistic Hn = Op(ln2 n)
while under the alternativeH1, the statistic Hn = Op(n1/2). We also derive the procedure that approximates the law of Hn.
Direct Bootstrap. It turns out that it is relatively easy to design interesting statistics Hn capable of differentiating the null
hypothesis from the alternative. That is, to design Hn in such a way that LHn = Gn under the null hypothesis, LHn = Wn
under the alternative, and the probability lawsWn and Gn are different. It is much harder to derive a procedure that would
approximate the distributions of these statistics Hn. For this we turn to bootstrap. That is, given a sample {X1, . . . , Xn} we
construct a bootstrap sample {X∗1 , . . . , X∗n }, the bootstrap version of statistic Hn (i.e., H∗n (X∗1 , . . . , X∗n | θ∗n )) and then argue
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that under the null hypothesis the laws LHn and LH∗n are asymptotically close. Since LH∗n is computable this approach
offers the possibility of hypothesis testing without the usual week limit requirement.
Traditionally the bootstrap is justified indirectly by proving that LH∗n → LZ , which combined with LHn → LZ then
implies that LHn and LH∗n are asymptotically close. Here we offer the direct comparison and argue the closeness of laws
LHn and LH∗n without stipulating the existence of a limiting law. The indirect approach has its merits. In their landmark
paper Giné and Zinn [16] have shown that weak convergence of the original empirical process Zn(f )f∈F is equivalent to
convergence of its bootstrap version Z∗n (f )f∈F . This result justifies the bootstrapping procedure (and the indirect approach)
for a very large class of statistics. In other words, for a large number of statistics Hn we have that
d(LHn,LZ)→ 0⇒ d(LHn,LH∗n )→ 0 (1)
for some metric d that metrizes weak convergence. However this result says very little about the case we address here: a
sequence of statistics Hn for which we do not have d(LHn,LZ)→ 0.
In the literature, one could trace only a handful of results addressing this issue. Nevertheless, there is a growing body of
evidence suggesting that this approach of focusing primarily on the closeness of the laws LHn and LH∗n , could bear some
fruit. Arguably the best known examples along these lines are related to the second order correctness. In the case of Central
Limit Theorem (CLT) for the mean, and the usual statistic Hn, Hall [18] showed that under suitable moment conditions the
laws LHn and LH∗n are closer to each other than to their common limit; more precisely d(LHn,LH∗n ) = OP(n−1) while
d(LHn,LZ) = O(n−1/2). There are numerous results along these lines, to mention a few Efron [12], DiCiccio and Efron [9].
Wewould like to single out the recent results by Dasgupta [7], which focuses on tail behavior. More precisely P(Hn>tn)P∗(H∗n>tn) → 1
as long as tn ≪ n1/3 while for Gaussian approximation the same is true only for tn ≪ n1/6; thus the bootstrap has larger
coverage.
These results indicate that in some very relevant situations we already have that the laws LHn and LH∗n are ‘‘closer’’
to each other; then the law LHn is to its limit LZ (i.e., d(LHn,LH∗n ) ≪ d(LHn,LZ)). Thus it should come as no surprise
that there are cases (statistics Hn) for which we could push the boundaries and justify the bootstrap even though Hn fails to
converge (i.e., d(LHn,LH∗n )→ 0 while d(LHn,LZ) 9 0).
To the best of our knowledge, the first to demonstrate this possibility were Bickel and Freedman [3]. The authors argued
that in some cases the regression, for which the number of parameters increases with n, could be efficiently bootstrapped
even though the original statistic Hn does not necessarily converge. A more general (albeit less applicable) result was
presented in [31] where it was shown that there exists a class of empirical processes for which we can apply bootstrapping
techniqueswithout assuming limiting distributions. Similar results could be found in [6]. In the case of stationary sequences,
Radulovic [32] showed that even for simple statistics (CLT of the mean) there are interesting situations for which one could
justify the bootstrap even though the original statistic does not converge in distribution. This result is interesting since for
i.i.d. settings Mammen [23] showed that for linear Hn one cannot have bootstrap approximations without limiting results
(i.e., d(LHn,LH∗n )→ 0⇒ d(LHn,LZ)→ 0). Thus, since the statistic considered in [32] is clearly linear, this result strongly
indicates that for stationary sequences one could expect even more cases for which Direct Bootstrap would apply.
Due to the overwhelming number of published papers related to bootstrapping methods, it is possible, even likely, that
there are several other instances where the direct bootstrapping technique has been explored. However, to the best of our
knowledge none of the results published so far passed the necessary threshold, that is, to produce a theoretical platform
capable of delivering numerous interesting and applicable statistics. In this paper, we try to change that. Theorem 1, which
is a technical modification of an earlier result Radulovic [31], offers an umbrella type result that opens the doors for many
practical applications. In particular Theorems 2 and 3 and their corollaries provide the foundation for numerous scenarios
in which direct bootstrapping could be applied. These results justify bootstrapping of empirical processes that are indexed
by classes of functions for which the complexity increases as n tends to infinity. Thus, in some ways these results generalize
the ideas presented by Bickel and Freedman.
As an application, we observe that one of the corollaries presented here yields a novel and potentially useful goodness of
fit test. Initially we performed the simulation studies just to enhance the theoretical results and not to advertise this method
as a possible replacement to the Kolmogorov–Smirnov test. However, to our surprise the statistic in question performed
exceptionally well. So much so that it is quite possible that the merit of this paper will be judged by its performance and not
necessarily by the theoretical contributions.
Wewould like to emphasize that successful application of this novelmethod is intrinsically related to a solution of a rather
cumbersome optimization problem. The central role, at least from implementation point of view, was played by Accelerated
Random Search (ARS) Appel et al. [1]. This optimization schemewas designed to handle non-differentiable high dimensional
optimization problems and was successfully used in numerous scientific and engineering applications (see [33,34,24]). To
the best of our knowledge, this is the first time that the ARS method has been used in statistic-type optimizations.
The paper is organized as follows. In Section 2, we present the main results and their proofs, while in Section 3 we derive
and justify the novel goodness of fit statistics. Sections 4 and 5 deal with simulation studies and applications to the real data
sets. Section 6 contains the conclusion.
D. Radulovic / Journal of Multivariate Analysis 107 (2012) 181–199 183
2. Main results
First some notation: X∗i will denote the usual Efron’s bootstrap variables, Pf := Ef (X) and Pn(f ) := 1n

f (Xi). Covering
number N(x,F , d) will stand for minimal number of balls of radius x under semi metric d that cover class of function F .
For a given class of functions the envelope F is defined as F(x) := supf∈F |f (x)| and we will use the standard notation
∥f ∥Lr (P) = (
 |f |rdP)1/r . Through the paper, we will assume that the function f ≡ 1 is a member of the class F . This
assumption will not affect the statements of the results and it will imply that the envelope function ∥F∥∞ ≥ 1, which will
come in handy.
Theorem 1. Let Xi be a sequence of i.i.d. P random variables on some metric space S, and let Fn be a sequence of classes of
functions such that there exists an envelope function F ≥ |f | for every f ∈ Fn with EF 4(X) < ∞. Let φn be a sequence of
numbers for which covering number
N(φn,Fn, d) ≤ n1/(6+δ), (2)
for some fixed pseudo distance d and some δ > 0. Let α ∈ (0, 1/2), Zn = √n(Pnf − Pf )f∈Fn and Z∗n =
√
n(P∗n f − Pnf )f∈Fn then
lim
n→∞ maxn(1/2−α)<k≤n
P

sup
d(f ,g)≤φn; f ,g∈Fn
|Zk(f − g)| > t

→ 0 (3)
implies that
dBL1(Zn, Z
∗
n )→ 0 in probability
where bounded Lipschitz distance dBL1(Y ,G) = supH∈BL(l∞(F )) |EH(Y )− EH(G)|metrizes weak convergence and BL(l∞(F )) :={H : l∞(F )→S, ∥H(x)− H(y)∥ ≤ ∥x− y∥F }.
Remark 1. Bounded Lipschitz distance dBL1(X, Y ) metrizes weak convergence. (see [10] Chapter 3.6, Theorem 3.6.1). If
applied to standard definition, this means that for a sequence of random variables (processes), {Xn}we have that
dBL1(Xn, X0)→ 0⇒ EH(Xn)→ EH(X0)
for every continuous and bounded H . If applied to Xn ∈ R, this in turn yields to more familiar definition: P(Xn ≤ t) →
P(X0 ≤ t) for every t such that P(X0 ≤ t) is continuous.
However in our casewe have two sequences {Xn} and {Yn}, which are close in the dBL1 metric butwhich do not necessarily
converge, and consequently need not be tight. Thus some of the common properties like the continuous mapping theorem
as well as convergence of cumulative distribution functions need to be modified. For example we still have a version of the
continuous mapping theorem:
dBL1(Xn, Yn)→ 0⇒ dBL1(HXn,HYn)→ 0
but only if H is Lipschitz. Fortunately for many statistics of interest this is enough. In particular H(Zn) = supf∈Fn |Zn(f )|
is clearly Lipschitz. The cumulative distribution interpretation of weak convergence needs some modifications as well. In
order to argue that
P(Xn ≤ t)− P(Yn ≤ t)→ 0
we proceed using the standard trick where the indicator functions are arbitrarily closely approximated by a Lipschitz
function. However we do not have ‘‘limiting’’ law L(X0) and the usual continuity requirement does not apply. Instead we
impose an additional asymptotic smoothness assumption: if Xn and Yn are real random variables and t ∈ R is such that
lim
ε→0 lim supn→∞
(P(t − ε ≤ Xn ≤ t + ε)+ P(t − ε ≤ Yn ≤ t + ε)) = 0 (4)
then
dBL1(Xn, Yn)→ 0⇒ P(Xn ≤ t)− P(Yn ≤ t)→ 0.
Condition (4) appears cumbersome but it is easy to satisfy. For example if Xn and Yn are absolutely continuous and such
that their densities are uniformly bounded in a neighborhood of t then the above is trivially satisfied. On the other hand, if
Xn and Yn are discrete, then (4) is trivially true as long as t has a neighborhood without atoms.
An alternative way to justify dBL1 = dBL1(Xn, Yn) is offered by the following simple computation. For an arbitrary ε and a
function Ht,ε(x) = 1x≤t + t+ε−xε 1t<x≤t+ε we have that
P(Xn ≤ t) ≤ EHt,ε(Xn) = EHt,ε(Yn)+ EHt,ε(Xn)− EHt,ε(Yn)
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(since εHt,ε(x) is a bounded Lipschitz function)
≤ P(Yn ≤ t + ε)+ dBL1
ε
.
Similar computation with t − ε yields
P(Yn ≤ t − ε)− dBL1
ε
≤ P(Xn ≤ t) ≤ P(Yn ≤ t + ε)+ dBL1
ε
. (5)
Since ε > 0 is arbitrary and since dBL1 → 0, one could use statement (5) in order to justify the quantile approximation of
P(Xn ≤ t) by P(Yn ≤ t). In our case Yn is a bootstrapped variable; thus a discrete random variable with finitely many atoms.
Consequently for almost all t ∈ R, and for ε small enough we have that P(Yn ≤ t − ε) = P(Yn ≤ t + ε).
Before we proceed with the proof of Theorem 1 we will need a lemma.
Lemma A. Let m ∈ (0, 1/7), d ≤ nm, and let
−→
X n =
n
i=1
−→
X i,n =
n
i=1
(X1,i,n, X2,i,n, . . . , Xd,i,n)
and
−→
Y n =
n
i=1
−→
Y i,n =
n
i=1
(Y1,i,n, Y2,i,n, . . . , Yd,i,n),
be two random vectors defined on a common probability space and such that the vectors
−→
X i,n i = 1, . . . , n are independent,
vectors
−→
Y i,n i = 1, . . . , n are independent but −→Y i,n’s are not necessarily independent from −→X i,n’s. We let EY stand for a
conditional expectation with respect to sigma algebra generated by Yj,i,n, i ≤ n, j ≤ d. Suppose that EXj,i,n = EYj,i,n =
0,maxj,i E|EY (Y 2j,i,n)− EX2j,i,n| = O(n−3/2),maxj,i E|Xj,i,n|3 = O(n−3/2), andmaxj,i EEY (|Yj,i,n|3) = O(n−3/2). Then there exists
γ > 0 such that
dBL1(L(
−→
X n),L(
−→
Y n|σ(Xj,i,n, i ≤ n, j ≤ d))) = OP(n−γ ).
Proof of Lemma A. For a fixed Lipschitz function H : Rd → Rwe need to estimate
|EH(−→X n)− EYH(−→Y n)|.
Next we construct vectors (
−→
X ′ i,n) based on X ′j,i,n, i ≤ n, j ≤ d that are defined on the same probability space as Xj,i,n ’s
(enlarged if necessary) but such that L(X ′j,i,n, i ≤ n, j ≤ d) = L(Xj,i,n, i ≤ n, j ≤ d) and such that X ′j,i,n, are independent
from Xj,i,n. We will use the notation E ′ to indicate the expectation taken with respect to X ′j,i,n. Clearly E ′H(
−→
X ′ n) = EH(−→X n)
and since both are constants we only need to estimate
|E ′H(−→X ′ n)− EYH(−→Y n)|.
This transformation is useful since now we can interchange the order of integration EY and E ′.
Next we let
−→
G := (G1, . . . ,Gd) be normal random variable with distribution N(0, Id), independent from both −→Y n and−→
X n and
−→
X ′ n and we let δn = n−β for some β > 0. to be determined later. By adding and subtracting the appropriate terms:
|E ′H(−→X ′ n)− EYH(−→Y n)| ≤ |E ′EGH(
−→
X ′ n)− E ′EGH(
−→
X ′ n + δn−→G )| + |E ′EGH(
−→
X ′ n + δn−→G )− EYEGH(−→Y n + δn−→G )|
+ |EYEGH(−→Y n)− EYEGH(−→Y n + δn−→G )| = I + II + III,
where EG stands for the expectation with respect to
−→
G .We first estimate I . Since H is bounded by one and Lipschitz we can
let τn = n−α , for 0 < α < β , and obtain the following estimate:
I ≤ τn + P(max
i≤d
|δnGi| > τn) ≤ n−α + dP(|G1| > τn/δn)
≤ n−α + n1/7P(|G1| > nβ−α) . n−α + n1/7e−nβ−α . n−γ1
for some γ1 ∈ (0, α). The estimate for III is exactly the same. Next we observe that for a−→Z ∈ Rd we can define
H(−→Z ) := EGH(−→Z n + δn−→G ) =  (2πδ2n)−d/2H(−→T ) exp(−(1/2δ2n))∥−→T −−→Z ∥2d−→T .
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This convoluted version of H belongs to C∞(Rd). It is easy to see that there exists an universal constant C such that all the
partial derivatives (up to order three) ofH are bounded by a constant multiple of δ−Cn . nCβ . Thus
II ≤ supH∈C3,n |E
′H(−→X ′ n)− EYH(−→Y n)|
where C3,n contains all the functions with partial derivatives (up to order three) bounded by nCβ . Now the proof proceeds
as in the classical (Lindeberg’s) proof for CLT.
For a fixed H we let Sj := j−1i=1−→X ′ i,n + ni=j+1−→Y i,n, and by virtue of adding and subtracting we get the following
estimate:
|E ′H(−→X ′ n)− EYH(−→Y n)| ≤ n
j=1
|E ′EYH(Sj +−→X ′ j,n)− E ′EYH(Sj +−→Y j,n)|. (6)
Next we develop H as a second degree Taylor polynomial. In order to avoid cumbersome notation, we present the
computation for d = 1. The extension to d > 1 is straight forward but we need to keep in mind that we are dealing
with d2 and d3 second and third order partial derivatives respectively. For a fixed jwe have that
E ′EYH(Sj +−→X ′ j,n)− E ′EYH(Sj +−→Y j,n) = E ′EYH(Sj)+ E ′EY (H ′(Sj)X ′j,n)+ E ′EY (H ′′(Sj)X ′2j,n)/2!
+ E ′EY (H ′′′(ξj)X ′3j,n)/3! − E ′EYH(Sj)− E ′EY (H ′(Sj)Yj,n)
− E ′EY (H ′′(Sj)Y 2j,n)/2! − E ′EY (H ′′′(ηj)Y 3j,n)/3!
for some ξj and ηj. The terms withH cancel. Since Sj, X ′j,n as well as Sj, Yj,n are independent and since E ′X ′j,n = EYYj,n = 0,
the terms with H ′ are equal zero. Next we observe that by the assumption E ′EYH ′′(Sj) ≤ nCβ and consequently
E|E ′EYH ′′(Sj)(E ′X ′2j,n − EYY 2j,n)| ≤ nCβ−3/2.
This estimate is valid for any second order partial derivative and it does not depend on j. Sincewe are dealingwith j = 1, . . . n
and d2 second order partial derivatives, the first moment of the total contribution from the terms with second order partial
derivatives is bounded by
nn2/7nCβn−3/2 = n−3/14+Cβ .
Similar argument could be applied to estimate the contribution from the reminder terms. Namely for each j there are d3
reminders and the first moment of their sum is bounded by
nd3nCβ max
j,i
(E ′|X ′j,i,n|3 + EEY |Yj,i,n|3) ≤ n−1/14nCβ .
Thus if we choose β < (14C)−1, then there exists γ2 > 0 such that n−1/14nCβ < n−γ2 . Consequently E|I + II + III| ≤
2n−γ1 + n−γ2 . We now let γ = min(γ1, γ2).
This proves Lemma A. 
Proof of Theorem 1. The proof is based on Theorem 2 in [31], and the main difference is related to the fact that here we
consider the sequence of classes of functions Fn such that N(φn,Fn, d) ≤ n1/(6+δ). We need to compare Zn(f )f∈Fn =√
n(Pnf − Pf )f∈Fn and Z∗n (f )f∈Fn =
√
n(P∗n f − Pnf )f∈Fn . The assumption on the covering number allows us to choose
a ‘‘φn − dense’’ set {g1, . . . , gmn} such that for any f ∈ Fn there exists gjf such that distance d(gjf , f ) ≤ φn and such
that mn ≤ n1/(6+δ). We define the mapping C(f ) = {gjf : if d(gjf , f ) ≤ d(gi, f ) for i ≤ mn} and two new processes:−→
Z n(f )f∈Fn := Zn(C(f ))f∈Fn and
−→
Z∗ n(f )f∈Fn := Z∗n (C(f ))f∈Fn . Clearly both
−→
Z n as well as
−→
Z∗ n are piecewise constant and
could be treated as random vectors (on Rmn ). A simple triangle inequality now yields
dBL1(Zn, Z
∗
n ) ≤ dBL1(Zn,
−→
Z n)+ dBL1(
−→
Z n,
−→
Z
∗
n)+ dBL1(
−→
Z
∗
n, Z
∗
n ) = An + Bn + Cn.
The estimate for An reduces to the stochastic equicontinuity assumption
lim sup
n→∞
P

sup
d(f ,g)≤φn; f ,g∈Fn
|Zn(f − g)| > ε

= 0 (7)
which is a weaker condition than one stipulated in the statement of Theorem 1. The argument for Cn → 0 is based on well
known Giné–Zinn possionization argument and the main difference here is that our sup is taken with respect to the class of
function that changes with n. Since we are proving ‘‘the bootstrap in probability’’, clearly it is sufficient to establish
lim sup
n→∞
EE∗

sup
d(f ,g)≤φn; f ,g∈Fn
|Z∗n (f − g)|

= 0.
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Careful inspection of standard symmetrization argument and Proposition 2.2 in [16] reveals that our modification
(i.e., replacing pseudonorm∥Z∗n ∥δ = supd(f ,g)≤δ; f ,g∈F |Z∗n (f−g)|with∥Z∗n ∥φn = supd(f ,g)≤φn; f ,g∈Fn |Z∗n (f−g)|) is acceptable.
Therefore we can remove the bootstrapping and the above would follow from
lim sup
n→∞
E

sup
d(f ,g)≤φn; f ,g∈Fn
 1√n
n
i=1
NjWj(f − g)


= 0 (8)
where Nj are i.i.d. symmetrized Poisson random variables with parameter 1/2 independent from Xi’s and Wj(f − g) =
(f − g)(Xj)− P(f − g). In order to replace Poisson random variables with Rademacher’s we just apply Lemma 1.2.4 in [17];
we can do so since the following inequality works for fixed n,
E
 1√n
n
i=1
NjWj(f − g)

φn
 ≤ n0(E|W1| |φn)Emaxj≤n |Nj|/n1/2

+M max
n0<k≤n
E
 1√k
k
i=n0
εjWj(f − g)

φn

where M = ∞0 P(N1 > x)1/2dx < ∞, εj are Rademacher random variables independent from Xi’s and n0 an integer less
then n. By letting n0 = n(1/2−α) for any (some) α ∈ (0, 1/2) the first expression in the above equation tends to zero (since
Emaxj≤n |Nj| increases logarithmically). Thus in order to prove (8) we need to estimate
max
n(1/2−α)<k≤n
E
 1√k
k
i=1
εjWj(f − g)

φn

where the enlarged summation (i.e.,
k
i=1 instead
k
i=n0 ) is justified since εjWj are i.i.d. Unfortunately the pseudo norm∥.∥φn is not monotone with respect to φn; since the supremum is taken over different classes we do not have that φk ≤
φn =⇒ ∥.∥φk ≤ ∥.∥φn . Thus the following computation differs from the Giné–Zinn approach. Using Hoffmann–Jorgensen’s
inequality ([36] p. 434) we have that for any pseudo distance ∥.∥
E∥Sn∥ ≤ 6E

max
j≤n
∥Tj∥

+ 24t
where Tj’s are symmetric Banach space valued random variables, Sn = nj Tj and t is a real number such that P(∥S∥φn >
t) ≤ 1/48. We let Tj := εjWj and ∥.∥ = ∥.∥φn and consequently
E
 1√k
k
i=1
εjWj(f − g)

φn
 ≤ 24Emaxj≤k ∥εjWj∥√
k
+ 24t.
Since the classes Fn have common envelope function F such that EF(X)4 < ∞ we have Emaxj≤k ∥εjWj∥ ≤ k1/4 which in
turn implies that (8) would follow if t is allowed to be arbitrarily small. In other words we need to show that
max
n(1/2−α)<k≤n
P
 1√k
k
i=1
εjWj(f − g)

φn
> t
→ 0.
A straight forward application of Montgomery-Smith inequality ([25] Corollary 5) allows us to remove the εi’s and reduce
the above requirement to the requirement stipulated in Theorem 1. This proves that Cn → 0 in probability.
Next we treat the finite dimensional part Bn. Since both
−→
Z n, as well as
−→
Z
∗
n are piecewise constant they could be treated
as random vectors with dimensionmn. More precisely
−→
Z n :=
n
i=1
(Z1,i,n, . . . , Z2,i,n) and
−→
Z∗n :=
n
i=1
(Z∗1,i,n, . . . , Z
∗
2,i,n)
where Zj,i,n := n−1/2(gj(Xi)− Egj(Xi)) and Z∗j,i,n := n−1/2(gj(X∗i )− E∗gj(X∗i )). Vectors
−→
Z n and
−→
Z∗ n satisfy the requirements
stated in Lemma A and consequently we have
dBL1(
−→
Z n,
−→
Z
∗
n)→ 0 in probability.
This proves Theorem 1. 
The main advantage of Theorem 1 is the relaxation on the supremum. Instead of the usual limδ→0 lim supn→∞ where
one cannot use δ → 0 before one resolves n → ∞ issue, here we have sup(d(f , g) ≤ φn; f , g ∈ Fn) where δ is replaced
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with φn which in turn allows us to absorb larger classes of functions Fn. This seemingly trivial technical improvement has
the following unexpected consequence.
Theorem 2. Let Xi be a sequence of i.i.d. P random variables on some metric space S, and let Fn be a sequence of classes of
functions such that there exists an envelope function F ≥ |f | for every f ∈ Fn with EF 4(X) < ∞. Suppose that for every n the
following condition is satisfied: f or Vn ≤ (ln n)1−γ , and for some K > 0, γ ∈ (0, 1]
sup
Q discrete
N(x∥F∥Lr (Q ),Fn, Lr(Q )) ≤ K

Vn
x
KVn
. (9)
Then
dBL1(Zn, Z
∗
n )→ 0 in probability. (10)
We will need the following lemma.
Lemma B. Let Xi be a sequence of i.i.d. P random variables on somemetric space S, and let Fn be a sequence of classes of functions
such that there exists an envelope function F ≥ |f | for every f ∈ Fn with EF 4(X) < ∞. Suppose that for Vn ≤ (ln n)1−γ , and
for some K > 0, γ ∈ (0, 1]
sup
Q discrete
N(x∥F∥Lr (Q ),Fn, Lr(Q )) ≤ K

Vn
x
KVn
. (11)
Then for any sequence kn ≥ nδ , δ > 0 the following holds:
lim
n→∞ P

sup
f ,g∈Fn
|P(f − g)2 − Pkn(f − g)2| > (ln n)−3

= 0.
Proof of Lemma B. We let F 2n = {h = f − g, : f , g ∈ Fn}. Through the proof we will drop index n and write k instead of
kn. For any fixed k by Markov inequality
P

sup
f ,g∈Fn
|P(f − g)2 − Pk(f − g)2| > (ln n)−3

≤ (ln n)3E

sup
h∈F 2n
|Ph2 − Pkh2|

by symmetrization lemma (see [36] Lemma 2.3.1, also [19,20])
. (ln n)3EXEε

sup
h∈F 2n
1k
k
i=1
εih2(Xi)


where {εi} is an independent sequence of Rademacher random variables and EXEε represents expectations with respect to
{Xi} and {εi}. If we letMn = ln2 n the above is bounded by
(ln n)3EXEε

sup
h∈F 2n
1k
k
i=1
εih21F≤Mn(Xi)


+ 4(ln n)3E(F 2(X1)1F>Mn |).
The second part of the above expression is bounded by
4(ln n)3(E(F 4(X1))1/2(P(F(X1) > Mn)))1/2
(since by the assumption EF 4(X) <∞)
. (ln n)3
1
M2n
= 1
ln n
→ 0.
Thus we only need to address the truncated part. For a fixed {X1, . . . , Xk}, semi-metric L1(Pk), class Fn and x = (ln n)−5 we
construct x-net Gn(x) = {γ1, . . . , γN}. For a fixed f ∈ Fn, we pick γf ∈ Gn(x) such that
1
k
k
i=1
|(γf − f )(Xi)| ≤ 1ln n5 .
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The cardinality of such classwill be denoted byN(Gn(x)) = N(x,Fn, L1(Pk)). Assumption (11) implies that for n large enough
there exists constant K such that

logN(Gn(x)) ≤

ln( Vnx )
KVn uniformly in x. Clearly
(ln n)3EXEε

sup
h∈F 2n
1k
k
i=1
εih21F≤Mn(Xi)


≤ (ln n)3EXEε

sup
h∈F 2n
1k
k
i=1
εi1F≤Mn(h
2 − γ 2h )(Xi)


+ (ln n)3EXEε

sup
h∈F 2n
1k
k
i=1
εiγ
2
h 1F≤Mn(Xi)


where for a given h = f − g we denote γh = γf − γg .
With these notations we can estimate
sup
h∈F 2n
1k
k
i=1
εi1F≤Mn(h
2 − γ 2h )(Xi)
 ≤ suph∈F 2n
4Mn
k
k
i=1
|(h− γh)(Xi)|
= sup
f ,g∈Fn
4Mnk
k
i=1
|(f − γf + γg − g)(Xi)|

≤ sup
f ,g∈Fn
4Mn
k
k
i=1
|(f − γf )(Xi)| + sup
f ,g∈Fn
4Mn
k
k
i=1
|(γg − g)(Xi)|
≤ 8Mn
1
1
ln5 n
= 8
ln3 n
→ 0.
Consequently, we only need to estimate
ln3 nEXEε

sup
h∈F 2n
1k
k
i=1
εiγ
2
h 1F≤Mn(Xi)


≤ ln3 nEXEε

max
γr ,γs∈Gn
1k
k
i=1
εi(γr − γs)21F≤Mn(Xi)


.
Maximal inequality (see [36] Lemma 2.2.2) applied for Orlicz norm with φ(x) = exp(x2)− 1, implies that for fixed X ’s
Eε

max
γr ,γs∈Gn
1k
k
i=1
εi(γr − γs)21F≤Mn(Xi)


. k−1/2

1+ logN2Gn maxγr ,γs∈Gn Eε
 1√k
k
i=1
εi(γr − γs)21F≤Mn(Xi)

φ

where NGn is cardinality of Gn and ∥.∥φ stands for Orlicz norm where expectation is taken with respect to εi’s only. Due to
assumption (11) and for n large enough

1+ logN2Gn ≤

2 ln( Vnx )
KVn . Since in our case x = (ln n)−5 and Vn ≤ C(ln n)2−γ ,
we have that
1+ logN2Gn .

ln

Vn
x
KC(ln n)2−γ
. (ln n)1−γ /2

ln

Vn
x

. (ln n)1−γ /2

ln

1
x

= (ln n)1−γ /2

(ln(ln5 n)) . ln n.
For fixed r and s, let us denote ∥a∥ = ( 1k
k
i=1(γr − γs)41F≤Mn(Xi)|)1/2 which is a constant for a fixed {X1, . . . , Xk}.
Moreover, ∥a∥ ≤ 2M2n ≤ 2 ln4(n). With this notation and the Hoeffding inequality we have that
P
 1√k
k
i=1
εi(γr − γs)21F≤Mn(Xi)
 > t

≤ 2 exp

− 1
2∥a∥2 t
2

,
which in combination with P(|X | > x) ≤ Ke−cx2 ⇒ ∥X∥φ ≤ √(1+ K)/C , (see Lemma 2.2.1 [36]) implies
Eε
 1√k
k
i=1
εi(γr − γs)21F≤Mn(Xi)

φ
 . ∥a∥2 ≤ 2 ln4(n).
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This put together now yields
ln3 nEXEε

max
γr ,γs∈Gn
1k
k
i=1
εi(γr − γs)21F≤Mn(Xi)


. k−1/2 ln8(n) ≤ ln
8(n)
nδ/2
→ 0.
This proves Lemma B. 
Proof of Theorem 2. First we argue that for every n, larger than some fixed n0, there exists a discrete measure Q such that
sup
f ,g∈Fn
|P(f − g)2 − Q (f − g)2| ≤ 1
2 ln n2
. (12)
To see this, we construct a sequence of empirical measures Pn,k = 1n
n
i=1 δXi,k where Xi,k : i = 1, . . . n; k ≥ 1 are i.i.d. P and
independent from the original sample {Xi}. Due to Lemma B we have that there exists n0 such that for n > n0 the following
holds
P

sup
f ,g∈Fn
|P(f − g)2 − Pn,k(f − g)2| ≥ 12 ln n2

≤ 1
2
and since for different k′s the measures Pn,k are independent
P

for some k ∈ N, sup
f ,g∈Fn
|P(f − g)2 − Pn,k(f − g)2| ≤ 12 ln n2

= 1.
Consequently, there must exist (with probability 1) a discrete measure Q that satisfies (12). Thus, for n large enough and for
this particular measure Q we have that
N((ln n)−1,Fn, L2(P)) ≤ N((2 ln n)−1,Fn, L2(Q ))
(since ∥F∥Lr (Q ) ≥ 1)
≤ sup
Q discrete
N((2 ln n)−1∥F∥L2(Q ),Fn, L2(Q )) ≤ K (2 ln nVn)KVn ≤ n1/(6+δ),
for any δ > 0. Thus we have established requirement (2) of Theorem 1 with φ = ln n−1. Next we need to estimate
max
n1/3≤k≤n
P
 sup
∥f−g∥L2(P)≤(ln n)−1
f ,g∈Fn
|Zk(f − g)| > x
 .
We first introduce some notation. As before for a given class of function F , x > 0 and semi-metric d, we will construct
the set of functions G = {γ1, . . . , γNG} in such a way that for every f ∈ F there exists γk ∈ G for which d(f , γk) ≤ x.
Sometimes we will use notation γf instead of γk. The triplet (x,G, d)will be called x-net under semi-metric d for classF . Its
cardinality will be denoted by N(x,F , d).
We let δn = 2 ln n−1 and we will use semi-norm notation ∥.∥Fn,δn which is to indicate ∥Z∥Fn,δn = sup{|Z(h)| : h = f − g ,
f , g ∈ Fn, ∥f − g∥L2(Pk) ≤ δn}, where the empirical measure Pk is based on {X1, . . . , Xk}. We will assume that the envelope
function F(x) = supn supf∈Fn |f (x)| is such that ∥F∥∞ ≥ 1. In what follows it will be understood that n1/3 ≤ k ≤ n.
First we need to modify supremum bound and replace the distance based on L2(P) with the distance based on L2(Pk).
Clearly for n large enough
P
 sup
∥f−g∥L2(P)≤(ln n)−1
f ,g∈Fn
|Zk(f − g)| > x
 ≤ P
 sup
∥f−g∥L2(Pk)≤2(ln n)−1
f ,g∈Fn
|Zk(f − g)| > x

+ P

sup
f ,g∈Fn
|P(f − g)2 − Pk(f − g)2| > (ln n)−2

= An,k + Bn,k.
Lemma B implies that limn→∞maxn1/3≤k≤n Bn,k → 0. Next we argue that limn→∞maxn1/3≤k≤n An,k → 0. Using Markov
inequality and symmetrization lemma ([36] Lemma 2.3.1) we have
An,k = P
 sup
∥f−g∥L2(Pk)≤δn
f ,g∈Fn
|Zk(f − g)| > x
 ≤ 2
x
EXEε
 1√k
k
i=1
εih(Xi)

Fn,δn
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where {εi} is an independent sequence of Rademacher random variables and EXEε represents expectations with respect to
{Xi} and {εi}. As mentioned before h = f − g , f , g ∈ Fn.
For fixed {X1, . . . , Xk} and by Hoeffding’s inequality, the stochastic process Gk(h) = 1√k
k
i=1 εih(Xi) is sub-Gaussian for
the seminorm ∥h∥L2(Pk) = (k−1
k
i=1 h2(Xi))1/2. Thus we can use maximal inequality ([36] Corollary 2.2.8 also [28]) and
bound the above expression by a constant multiple of
EX
 δn
0

logN(x,F 2n , L2(Pk))dx, (13)
where F 2n = {f − g, f , g ∈ Fn}. Clearly N(ε,F 2n , L2(Q ) ≤ N2(ε/2),Fn, L2(Q )) for every measure Q . Thus the above is
bounded by a constant multiple of
EX
 δn
0

logN(x/2,Fn,, L2(Pk))dx.
Next we change the variable x/2→ x∥F∥L2(Pk) and bound the above expression by a constant multiple of
EX
 δn/(2∥F∥L2(Pk))
0

sup
Q discrete

logN(x∥F∥L2(Q ),Fn,, L2(Q ))

∥F∥L2(Pk)dx. (14)
As we argued before 1/∥F∥L2(Pk) ≤ 1. By assumption (9) of Theorem 2 there exists a constant K such that the above
expression is bounded by
K
 2δn
0

ln

Vn
x
KVn
dx . Vn1/2
 2δn
0

ln

Vn
x

dx (15)
since x ≤ 2δn = 2 ln n−1 we have that for n large enough ln( Vnx ) ≤ 2 ln( 1x ). Thus the above expression is eventually bounded
by
21/2Vn1/2
 2δn
0

ln

1
x

dx . Vn1/2
 ∞
(2δn)−1
√
ln(y)
y2
dy . Vn1/2δn1−γ /3
. (ln n)1−γ /2 ln nγ /3−1 = (ln n)−γ /6 → 0. (16)
Since this estimate does not depend on k, we have shown that
lim
n→∞ maxn1/3≤k≤n
An,k → 0.
This proves Theorem 2. 
Condition (9) might look like overkill but it is quite common and easy to satisfy. For example if class F is Vapnik
Chervonenkis class (VC class), then it is well known (see [36] Theorem 2.6.7 with appropriate choice of constant K , see
also [11,29]) that the following holds
sup
Q discrete
N(x∥F∥Lr (Q ),F , Lr(Q )) ≤ K

1
x
KV
, uniformly in 0 < x < 1. (17)
Thus condition (9) is easily satisfied if a sequence of classes Fn is VC with index Vn = O(ln n1−γ ). However, estimating
VC index is sometimes difficult, in particular if the classes of functions are combinations of different classes. The following
theorem offers an easier way to satisfy requirement (9). We start with the following condition.
Condition 1. We will assume that the sequence of classes Hn = {f = dni=1 gi : g ∈ Gi,n}, where each Gi,n is a VC class of
functions with VC index Vi,n. We will assume that
dn
i=1 Vi,n . ln n1−γ for some γ ∈ (0, 1).
Theorem 3. If a sequence of classes Fn satisfy Condition 1 and if there exists an envelope function F ≥ supf∈Fn;n∈N |f |, such that
EF 4(X) <∞ then
dBL(Zn, Z∗n )→ 0 in probability.
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Proof of Theorem 3. Due to Theorem 2 we only need to show that Condition 1 implies that for n large enough and some
universal constant C > 0 the following holds
sup
Q discrete
N(x∥F∥Lr (Q ),Fn, Lr(Q )) ≤ C

Vn
x
CVn
. (18)
By definition of covering number it is clear that for any measure Q and any classH = {f + g, f ∈ F , g ∈ G} = F + Gwe
have that
N(x,H, Lr(Q )) ≤ N(x/2,F , Lr(Q ))N(x/2,G, Lr(Q )).
This inequality easily extends to dn summands.
sup
Q discrete
N(x∥F∥Lr (Q ),Hn, Lr(Q )) ≤ Πdni=1 sup
Q discrete
N

x
dn
∥F∥Lr (Q ),Gi, Lr(Q )

(using classical VC estimate (17) and facts that ∥F∥∞ ≥ 1 and dn ≤dni=1 Vi,n = Vn)
≤ Πdni=1K

dn
x
KVi
≤ KVn

Vn
x
KVn
.
Since for n large enough KVn ≤ V Vnn , the above is eventually bounded by
≤

Vn
x
(K+1)Vn
and this proves (18).
This proves Theorem 3. 
Corollary 4. Let Xi be i.i.d. P on Rd for some fixed d. We let kn = (ln n)1−γ for some γ ∈ (0, 1) and construct a class of functions
Fn = {f =knj=1 cj1Bj where Bj = Πdi=1(ai,j, bi,j), for ∞ ≤ ai,j < bi,j ≤ ∞, are boxes in Rd and c j ∈ {−1, 1, 0}}; then
dBL1(Zn(f )f∈Fn , Z
∗
n (f )f∈Fn)→ 0 in probability.
Proof of Corollary 4. Clearly for any VC class G, the classG = {cf : f ∈ G, c ∈ {0, 1,−1}} is also VC. Thus, Condition 1 of
Theorem 3 is easily satisfied since the class in question consists of sum of dn indicators of rectangles, which are VC (see [36]
Example 2.6.1). 
The following corollary deals with sets that are not rectangles.
Corollary 5. Let Xi be i.i.d. P on Rd for some fixed d. We let kn = (ln n)1−γ for some γ ∈ (0, 1) and construct a class of functions
Fn = {f =knj=1 aj1Cj where Cj ⊂ R2 are convex sets and a j ∈ {−1, 1, 0}} as well as Gn = {g =knj=1 aj1Ej where Ej ⊂ Rd are
ellipsoids and a j ∈ {−1, 1, 0}} then
dBL1(Zn(f )f∈Fn , Z
∗
n (f )f∈Fn)→ 0 in probability
and
dBL1(Zn(g)g∈Gn , Z
∗
n (g)g∈Gn)→ 0 in probability.
Proof of Corollary 5. For both cases, Condition 1 of Theorem 3 is easily satisfied. Namely, the class of convex sets in R2 is
VC (see [36] Chapter 2.6 Problem 15) and so is the class of all ellipsoids in Rd (see [10] Chapter 4.2 Examples).
Finally, the following corollary addresses the cases where the classes Fn are subsets of finite dimensional vector spaces
Vn, and such that dim(Vn) → ∞. For example this setting applies to sequences of spaces spanned by Fourier or velvet
basses.
Corollary 6. Let {gi}∞i=1 be a sequence of measurable functions such that each gi : Rd → R. For γ ∈ (0, 1) and dn = (ln n)1−γ
we let class Fn = {f =dni=1 aigi where ai ∈ R}.We also assume that |f | ≤ |F | for some F : Rd → R with PF 4 <∞. Then
dBL1(Zn(f )f∈Fn , Z
∗
n (f )f∈Fn)→ 0 in probability.
Proof of Corollary 6. Since the class Gi = {cgi : c ∈ R} is VC (see [36] Lemma 2.6.15) Condition 1 of Theorem 3 is
satisfied. 
Remark 2. The results present here assume logarithmic rate of increase for the complexity (dimension) of indexing classes.
This is a direct consequence of assumption (2) and we could not improve on it. Since the example considered in [3] has the
rate nγ we believe that more targeted approach designed to treat specific types of statistics could deliver better rates.
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Fig. 1. Deficiency of KS test.
Comments: Data is sampled from U[−√3,√3] (thus the variance is 1) while the null hypothesis was wrong (i.e., N(0, 1)). These two distributions are
very different (Fig. 1(B)) but it took KS test circa 1000 data points before it could conclusively (with P-val = 0.01) differentiate Gaussian distribution
from Uniform. Even with 400 data points KS test is no better than a flip of a coin since it has only 50% chances of rejecting the (obviously) incorrect null
hypothesis.
3. Applications
The results presented in the previous chapter offer a platform fromwhichwe could investigate the behavior of specialized
types of statistics, namely the statistics for which the number of parameters increases as the number of sample points
tends to infinity. To be more precise, the statistics Hn = Hn(X1, . . . , Xn : a1, . . . , am) where both n,m → ∞ (in our
case m ≈ ln n). The whole concept makes sense: as the number of sample points increases, as we are getting better and
better approximation, it is reasonable to enhance the estimator by considering the larger classes of potential candidates.
This is the very setting in which Bickel and Freedman [3] example operates; they consider the regression where the number
of parameters increases with n. It is very easy to create analogous situations: one could consider time series ARMA(p, q)
estimators but allowing for p, q →∞ as n →∞ or Minimax estimators where the optimization is taken over the class of
functions whose complexity (dimension) increases with n.
Here we will apply this idea to another common statistical problem: goodness of fit statistics (GOF statistics). Arguably,
the most commonly used GOF test is the Kolmogorov–Smirnov (KS) test [21,35]. This test is based on the following result:√
n sup
A=(−∞,t]
|Pn(A)− P(A)| = Kn → Z,
where Z is a random variable and Pn(A) = n−1ni=1 1Xi∈A is an empirical measure. Universality of this procedure is well
known; for a continuous measure P with cumulative distribution F a simple transformation Yi := F(Xi) implies that the
limiting random variable Z does not depend on the distribution of the X ′i s, yielding a parameter free test.
But this test comes with some issues. Arguably the most important ones are related to dimension and power. The
aforementioned universality, the parameter free feature, only applies in 1-dim setting and although there are numerous
attempts to construct KS-type test in d-dimensions (to mention a few Bickel [2], Fasano and Franceschini [13], Peacock [27],
Friedman and Rafsky [14]) we do not have a generally accepted method.
Equally important, although not necessarily widely acknowledged, is the power issue. One does not need to look hard
since even in themost ordinary situations KS test requires very large samples in order to correctly reject awrong hypothesis.
Fig. 1 below should serve as a warning.
This insensitivity of the KS test is due to the fact that the sampling (supremum) is taken over the sets with very low
resolution power: A = {(−∞, t], t ∈ R}. A closer look at Fig. 1(B) offers an explanation for the above poor performance.
Through the five intervals:
(−∞,−√3), (−√3,−6/π), (−6/π,6/π), (6/π,√3), (√3,∞), (19)
the twodensities alternatewhichproduces a canceling effect, one that is opaque for the classes of setsA = {(−∞, t], t ∈ R}.
Since the apparent dissimilarity between two distributions presented on Fig. 1(B) is striking, one is tempted to consider
the Total Variation (TV) metric supBBorel |Pn(B) − P(B)| or its alternative version
 |pn − p|dt where pn is a kernel density
estimation. Clearly TV metric offers the ultimate resolution, one that should be able to detect the false null hypothesis
easily. This metric also easily extends to multidimensional settings. Unfortunately, mathematical treatment of TV metric
is limited; the rate is not
√
n, the estimates depend heavily on bandwidth and unknown smoothness properties of
underlying distribution and most of all, we do not have theorems guaranteeing the existence of the limiting distribution
(see [8] Chapter 5).
The above discussion suggests the following course of action. In order to boost the power of GOF test, we should construct
statistic Hn in such a way that
(a) under a false null hypothesis it should behave like total variation metric
(b) under correct null hypothesis its distribution should be easy to estimate.
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Condition (a) allows for superior resolution in order to reject the wrong hypothesis and condition (b) allows for the
construction of confidence intervals.
It turns out that the above results offer several ways to achieve this. We will present two cases which are very similar in
nature but their actual implementation in practice (and in particular for higher dimensions) is different.
Finite Variation A statistic
FVAn :=
√
n sup
f∈Fn
|Pn(f )− P(f )|,
where Fn = {f =ln n1−γj=1 cj1Bj : Bj disjoint boxes in Rd, c j ∈ {0,−1, 1}}.
Finite Variation B statistic
FVBn :=
√
n sup
f∈Fn
|Pn(f )− P(f )|,
where Fn = {f =ln n1−γj=1 cj1Bj : Bj’s boxes form a partition of Rd, c j ∈ {0,−1, 1}}.
A few comments are in order. The requirement (a) is satisfied. Namely if we consider the situations of incorrect
null hypothesis, where data come from distribution P , while the hypothesis is Q , then for majority of cases commonly
encountered in practice, both statistics would converge to total variation metric. More precisely we would have that
sup
f∈Fn
|Pn(f )− Q (f )| = sup
f∈Fn
|Pn(f )− P(f )+ P(f )− Q (f )| → 2 sup
ABorel
|Q (A)− P(A)|.
Requirement (b) is satisfied as well. Both statistics are Lipschitz functionals of stochastic process Zn(f ) considered in
Corollary 4, thus both statistics could be bootstrapped and consequently they are mathematically treatable (partitions are
obviously a subclass of classes treated in Corollary 4).
With this in mind we offer Proposition 7. In what follows we will use the following notation: H0 will stand for the
assumption that i.i.d. sample {Xi} comes from distribution P while H1 will stand for the assumption that the sample {Xi}
comes from distribution Q ≠ P.
Proposition 7. For the statistics FVAn and FVBn the following holds.
(a) Under H1 FVAn ≥ OP(√n) and FVBn ≥ OP(√n).
(b) Under H0 FVAn ≤ OP(ln2 n) and FVBn ≤ OP(ln2 n).
(c) Under H0
dBL1(FVAn, FVA
∗
n)→ 0 in probability
dBL1(FVBn, FVB
∗
n)→ 0 in probability.
If underlying probability P is absolutely continuous then we have the following.
(d) Under H0 FVAn ≥ FVBn →∞ in probability.
Proof of Proposition 7. It is trivial to argue statement (a). Namely P ≠ Q implies that there must exist a rectangleB such
that P(B) ≠ Q (B). Consequently
FVAn ≥ FVBn ≥
√
n|P(B)− Q (B)| − √n|Pn(B)− P(B)| = O(√n).
To show statement (b) we consider the process ln n−2Zn(f )f∈Fn which can be viewed as the process
Zn(f )f∈Fn where Fn = {f = f / ln2 n : f ∈ Fn}.
Trivially, for Vn = ln n1−γ any for a fixed functionf = 1ln2 n Vnj=1 cj1Bj the random variable Zn(f ) → 0 in probability. Next
we use the same computation as in the proof of Theorem 2 (see (13), (14)) and estimate
P
 sup∥f−g∥L2(P)≤δf ,g∈Fn
|Zn(f )− Zn(g)| > ε

(since the envelope function F = 1 and for some constant C > 0)
≤ CEX
 Cδ
0

sup
Q discrete

logN(x, Fn,, L2(Q )) dx
. EX
 Cδ
Vn/ ln2 n

sup
Q discrete

logN(x, Fn,, L2(Q )) dx+ EX  Vn/ ln2 n
0

sup
Q discrete

logN(x, Fn,, L2(Q )) dx.
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Clearly ∥f −g∥L2(P) ≤ 1ln2 n Vni=1 ∥fi−gi∥L2(P) thuswe can relate the covering number of the class Fn, with covering numbers
of individual classes Fi = {c1B : B a box in Rd}.Consequently, using the same computation as presented in (15) and (16) the
above is bounded by a constant multiple of
δ + V
3/2
n
ln2 n
which converges to zero after taking the limit limδ→0 lim supn→∞ . Thus, the process ln n−2Zn(f )f∈Fn is stochastically
equicontinuous and its marginal distributions converge to zero. Consequently the process converges to zero in probability.
This proves statement (b).
The statement (c) follows from Corollary 4 since both statistics are Lipschitz functionals of stochastic process Zn(f )
considered in there.
Finally we argue statement (d). Without lost of generality we will assume that we are dealing with dimension d = 1.
Consider F(t) = P(X ≤ t), Fn(t) = n−1ni=1 1Xi≤t , and the partition ti = F−1(i/kn) : i = 0, . . . , kn = ln n1−γ . Then
FVAn ≥ FVBn ≥
√
n
kn
j=1
|(Fn(tj)− Fn(tj−1))− (F(tj)− F(tj−1))|.
If we let Un(t) =ni=1 1ui≤t , be the empirical cumulative distribution based on uniform i.i.d. sample then the above is equal
(in distribution) to
√
n
kn
j=1
|Un(j/kn)− Un((j− 1)/kn)− 1/kn| =
kn
j=1
|Gn,j|,
with Gn,j = √n(Un(j/kn)− Un((j− 1)/kn)− 1/kn)˙. Next we define
Gj,i,n = n−1/2(1(j−1)/kn≤ui≤j/kn − k−1n )
and consider random vector
−→
G n :=
n
i=1
(G1,i,n, . . . ,Gkn,i,n).
Let Bbi : i = 1, . . . , n be n independent copies of standard Brownian Bridge process and let Bj,i,n = n−1/2(Bbi(j/kn)−Bbi((j−
1)/kn)).We define Bj :=ni=1 Bj,i,n and a random vector
−→
B n :=
n
i=1
(B1,i,n, . . . , Bkn,i,n).
Clearly the conditions stipulated in Lemma A (Chapter 2 above) are satisfied and it follows that
dBL1(
−→
G n,
−→
B n) ≤ n−α for some α > 0.
Since function H : Rkn → R defined as H(x1, . . . , xkn) :=
kn
i=1 |xi| is obviously Lipschitz with |H(−→x ) − H(−→y )| ≤
kn maxi≤kn |xi − yi|, (and since kn . ln n . nα) we have that
dBL1

kn
j=1
|Gn,j|,
kn
j=1
|Bj|

→ 0. (20)
First we observe that
E
kn
j=1
|Bj| =
kn
j=1
E|Bbi(j/kn)− Bbi((j− 1)/kn)| & (

kn)→∞
while Var(
kn
j=1 |Bj|) is uniformly bounded. Consequently
P

kn
j=1
|Bj| > K

→ 1, for any K > 0. (21)
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Next, for anyM > 0 we let FM(t) := 1M≤t≤M+1(t −M)+ 1t>M+1. Clearly FM is Lipschitz and 1x>M+1 ≤ FM ≤ 1x>M thus we
have that
P

kn
j=1
|Gn,j| > M

≥ EFM

kn
j=1
|Gn,j|

= EFM

kn
j=1
|Bj|

− EFM

kn
j=1
|Bj|

+ EFM

kn
j=1
|Gn,j|

(since 1x>M+1 ≤ FM and FM is bounded Lipschitz)
≥ P

kn
j=1
|Bj| > M + 1

− dBL1

kn
j=1
|Gn,j|,
kn
j=1
|Bj|

→ 1 as n →∞,
because of (20) and (21). Consequently, for anyM > 0, P(FVAn > M) ≥ P(FVBn > M)→ 1.
This proves Proposition 7. 
Remark 3. The fact that under the null hypothesis the statistics FVBn is of the order ln n2, might suggest that the power of
this test is compromised; in particular if we compare it to KS testwhere under the null hypothesis, the statistic is of the order
OP(1). However, the simulations strongly imply that FVB test is more powerful and we believe that this is due to constants.
Namely, under the alternative the bias of the KS test is of the order sup |F(t) − G(t)|n1/2, but the sup norm of cumulative
distributions (F and G) is usually very small. Namely for the example presented in Fig. 1 the sup |F(t) − G(t)| ≤ 0.06.
Consequently (since the upper quantile of KS statistics is>1.3) in order for the bias to make an impact we need very large
n. That is 0.06n1/2 > 1.3, resulting in n > 300 which is confirmed by Fig. 1(A). The FVB test on the other hand needs much
smaller samples.
Through the years GOF problem has been extensively researched and many of the ideas similar to ones presented here
have been introduced earlier. For example the partition based FVBn, resembles the multinomial approach and Chi-square
type tests (see [30,5]). The idea of picking the best box (interval) FVAn resembles Kuiper statistics [22]. This ideawas recently
applied in multidimensional settings of Copula functions by Genest et al. [15]. The obvious novelty of our approach is that
we do not impose the additional restriction on the number of parameters, be it the partition size or the number of intervals.
Implementation
Finally we would like to address a few issues regarding the actual implementation of the aforementioned GOF statistics.
To start with, the formal implementation of either of statistics FVAn or FVBn, is straight forward: for a fixed sample the
statistics is computed by optimizing an easily computable real valued functionwith a fixed number of parameters. However,
the actual execution is far from trivial. We need to optimize the following function
Φ(B1, . . . , Bk) =
k
j=1
1n
n
i=1
1Xi∈Bj − P(Bj)
 . (22)
Since even for a moderate setting (say dim = 2) each box is parametrized by 4 constants (i.e., Bj = (aj, bj) ∗ (cj, dj)) and if
k ≈ 4–5 then the above function Φ has 16–20 parameters! Moreover, the function Φ is not differentiable. Optimizations
along these lines are not impossible but they tend to be impractical.
It turns out that in the case of FVBn, the function Φ(B1, . . . , Bk) is easier to parametrize. This is in particularly true in
higher dimensions where we can restrict ourselves to product partitions (more details in Simulation section). Evenwith this
simplification, the actual implementation requires an optimization algorithm that could handle non-differential functions
with dimensions of the order 4–10. This is not an easy task and could jeopardize the applicability of FV statistics, particularly,
if we compare it to the very simple execution of KS statistic. Nevertheless, these optimizations are feasible and require only
a few seconds on standard personal computers. This is mainly due to the fact that we used recently published Appel [1]
optimization scheme (ARS) which handles these types of optimization.
4. Simulations
In order to better understand the behavior of FV (Finite variation) tests we offer the following simulations. We created
three tests and for each one we stipulated wrong null hypothesis (i.e., N(0, 1)), while the data came from Uniform, Double
Exponential and a mixture of two Gaussian random variables respectively (Fig. 2(b), (e), (h)). Each of these distributions
was designed to be symmetric with variance one. This was repeated for dim = 1, dim = 2 and dim = 3. For the
multidimensional cases we use the cross product of these densities.
For a fixed sample size n we computed FVBn as well as 1000 bootstrap resamplings {FVB∗n,m}1000m=1. Here FVB∗n,m stands
for
√
n supf∈Fn |P∗n (f ) − Pn(f )|, evaluated at m-th bootstrap sample {X∗i,m, . . . , X∗n,m}. Both, FVBn and FVB∗n are evaluated at
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Fig. 2. Performance of FVBn test on simulated multivariate data.
Comments: The results are compelling. For example Fig. 2(a), indicates that FV test, for both 1-dimensional and 2-dimensional settings, needed only 150
sample points before the average P-Value (for 20 tests) dropped below 0.01. In comparison, KS test requires 550 data points to achieve the same power.
Similar results hold for exponential distribution (Fig. 2(d)). Themixture of two Gaussian distributions is amore difficult problem (Fig. 2(h)) but yet again FV
test performed much better then KS test: it needed 600 points before the average P-value dropped below 0.01 level while for KS test we could not achieve
the same even with 1200 data points (for n = 1200, the average P-value for 20 KS tests was 0.024).
partitions of the type Bi,j = (ai, ai+1) ∗ (bj, bj+1) where −∞ = a0 < a1 < · · · < akn = ∞ and −∞ = b0 < b1 < · · · <
bkn = ∞ (with the analogous extension to higher dimensions).
The FVB test is robust regarding the number of parameters kn; in what followswe use kn = ⌊2/ dim+(ln n)0.9/2⌋, but we
got similar results for kn = ⌊ln(n)⌋, kn = ⌊√10 ln(n)⌋. The only difference was related to the optimizations which required
more computing time for larger k’s.
We used the bootstrap sample to estimate the P-val (i.e., P-val =1000m=1 1FVBn<FVB∗n,m/1000). For dimension dim = 1, we
performed the usual KS test as well. For each n, we repeated this 20 times and averaged the resulting P-values. Results are
presented in Fig. 2.
It is worth mentioning that the ‘‘curse of dimensionality’’ did not play a big role here. To start with, FV test for dim = 1
and dim = 2 yielded almost indistinguishable results which is very surprising. For dim = 3, we see some weakening in the
test power but overall the FVB test in 3 dimensional setting performs considerably better then KS test does in one dimension!
This alone is a great surprise since GOF tests in dimension 3 are notoriously difficult.
Our experience suggests that the ‘‘curse of dimensionality’’ presents itselfmainly during the implementation and itmight
not be inherently related to the theoretical performance of FV test. Namely, dimension plays the role in the parametrization
of function (22); for dimension 3 we have k3 parameters and in order to keep the computations feasible we needed to lower
the k and consequently considermuch coarser partitions. This is the probable explanation for the difference in performances
for dim 2 versus dim 3.
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Contour Plots. Finally we would like to comment on charts from Fig. 2(c), (f), (i), which present contour graphs of the
absolute difference between the real and hypothesized density functions. (i.e., |p(x, y)− q(x, y)|). We included these charts
to demonstrate the following point: the difference between common statistical distributions is often expressed as a finite
collection of regions (in our case the brighter the color the higher the function) thus having a statistic that computes the
supremum over finitely many boxes (or balls) is desirable. Moreover, as the examples on Fig. 2(c), (f), (i) indicate it is
impossible to a priori decide how many such regions we could expect. Consequently, one needs that kn ↗∞ (i.e., number
of boxes-regions should increase with n).
Few technical comments.
As we alluded earlier, the successful implementation of FV test heavily relies on our ability to efficiently solve the fairly
complex optimization problem. We used the following algorithm.
The ARS Algorithm. We assume that the domain D is d−dim hypercube with radius R, and we denote by ∥ ∥ the sup-norm
on D. The closed ball of radius r centered at x, {y ∈ D : ∥x − y∥ ≤ r}, is denoted by B(x, r). We work with a real-valued,
measurable objective function f (x) on domain D and we let contraction factor c = 21/d.We need to choose two constants:
a precision threshold δ > 0 and Max counterM . In order to find a local maximumwe perform the following scheme.
Step 0. Set n = 1,m = 1 and r1 = R. Generate X1 from a uniform distribution on D.
Step 1. Given Xn ∈ D and rn ∈ (0, 1], generate Yn from a uniform distribution on B(xn, rn).
Step 2. If f (Yn) > f (Xn), then let Xn+1 = Yn,m = 0 and rn = R.
Else if f (Yn) ≤ f (Xn) then let Xn+1 = Xn and rn = rn/c.
If rn < δ then rn = R andm := m+ 1.
Ifm > M then Stop.
Else Increment n := n+ 1 and go to Step 1.
The procedure terminates if for M consecutive times the radius rn hits the ‘‘bottom’’ (i.e., desired precision) without
producing an improvement. The pair {X∗, f (X∗)} is then declared as local argmax andmaximum respectively. To find global
maximum we repeat the whole procedure K times and choose max{f (X∗1 }, . . . , f {X∗K )}.
This seemingly trivial algorithm proved to be a very powerful tool. It is easy to implement and requires just a few lines
of computer code. (More details in [1].) The method easily adopts to variety of situations, and here we present some details
regarding our case (we will focus on dim = 1 but the extension to higher dimensions is straight forward). The function of
interest is
f (a1, . . . , ak) =
k
j=1
1n
n
i=1
1Xi∈(aj−1,aj) − P((aj−1, aj))
 ,
where−4 = a0 < a1 < · · · < akn = 4. We let δ = 0.001 (since sample sizes in question are less then 1000, the precision
regarding ai’s does not need to be better then0.001) andwe letmax counterM = 20∗ dim. Thenumber ofK (localmaximum
searches) was set to K = 10 ∗ dim. Since the Null hypothesis is Gaussian N(0, 1) the partition is restricted to the interval
[−4, 4], thus the hypercube D = [−4, 4]k and R = 4.With this method FVBn’s computation requires a few milliseconds
on a standard PC and since bootstrapping P-val computation requires an evaluation of a thousand FVB∗n statistics the whole
procedure takes only 5–10 s on a standard personal computer.
5. Real data applications
In this section, we apply the Finite Variation Goodness of Fit test (FV test) on real data.We opted to tackle thewell known
phenomenon related to the distribution of stock market returns. It has been known for quite some time that log ratios of
market’s daily returns do not follow Gaussian distribution (see for example [26]). The situation regarding monthly returns
is not so clear (see [4]). The theoretical and financial ramifications of this problem will not be discussed here; we are using
this setting only to compare the performance of KS versus FV test.
The setting. Data is collected from S&P500 daily returns for the period 2011–1951. Thus {Si}15392i=1 will stand for the closing of
the S&P500 index for the ith day. Days are numerated in reverse order, i = 1 denoting the most recent day while i+ 1 will
stand for the previous day’s closing. We will analyze two sets of data Daily log ratio returns (i.e., Xi = log(Si/Si+1)) as well
asMonthly log ratio returns Yj = log(Sj/Sj+1), hereSj stands for the S&P500 closing at the first trading day for a j’th month
(as before, months are counted backward in time).
The task is to check which of the two tests would need fewer data points in order to conclusively (with P-val 0.01 or
better) reject the Gaussian null hypothesis. We believe that a test that could detect the wrong hypothesis faster, with fewer
data points, offers a greater advantage. The analysis was performed as follows: we fixed two sequences representing the
sample sizes. For daily returns we use n = 24, 48, 60, . . . while for monthly returns we use m = 48, 96, 144, . . .. For a
given n we collected the data {Xi}ni=1, performed both KS as well as FV tests and recorded the two P-Values. The same was
repeated with monthly returns (usingm and {Yi}mi=1). Fig. 3(a) and (b) below tells the tale.
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(a) Daily returns. (b) Monthly returns.
Fig. 3. Performance of FVBn test on real data.
Comments: Clearly FV test offers much better results. As it can be seen on Fig. 3(a), KS test needs 264 data points to achieve P-value of 0.01 while FV did
the same but using only 72 data points. This 3–4 fold reduction in required sample size could be very useful in a variety of situations where we do not have
a luxury of thousands of data points (clinical trails would be a good example). Equally impressive are the results displayed on Fig. 3(b). They demonstrate
that FV test rejects the Gaussian hypothesis very decisively after only 240 data points. KS test on the other hand cannot reject Gaussian Hypothesis, even
after we include all the available data going back to 1950’s.
Fig. 4. FVBn test does not reject null hypothesis.
Comments: The same software that was used to produce Fig. 3(a) and (b), was fed with Gaussian data instead of S&P historical data. Clearly both tests
performed as they should; they did not reject the hypothesis. One could observe that the test results are correlated as they should be.
Sanity check. The results presented on Figs. 2 and 3(a) and (b) are almost too good to be true. As it often happens in
complex simulation studies a devious glitch in programming code could in theory produce the artificial results, in our case,
the artificial rejections of the wrong Null hypothesis. Although we carefully checked the code and performed a series of
diagnostic tests we felt compelled to perform one last ‘‘sanity check’’. We designed the following experiment: instead of
inputting the real S&P historical data the computer was presented with simulated Gaussian data. This was done using the
exact same code and only the input data was changed. Clearly, under these conditions neither KS nor FV test should reject
the null hypothesis. Fig. 4 below confirms this.
6. Conclusion
In this manuscript, we reexamine the classical hypothesis testing procedure. We demonstrate that one can broaden the
commonnarrativewithout jeopardizing the original premise. In essence thehypothesis testing could bedescribed as follows.
Given the data {X1, . . . , Xn} and a parameter(s) of interest θ , one proposes a null hypothesisH0 and designs a statistic Hn
capable of differentiating the hypothesisH0 from its alternativeH1. More precisely, under the null hypothesisH0, the law of
statisticLHn = Gn while under the alternative hypothesisLHn = Wn. The goal is to haveWn ≠ Gn and typically the greater
this difference, the more powerful the test. In order to actually perform the test one needs a procedure that would estimate
the distribution of Hn under the null hypothesis. Traditionally this is done by either computing the exact distribution of Hn
(i.e., t-test, chi square test) or by showing that Hn converges weakly to a regular probability distribution (i.e., z-test, KS test).
We demonstrate that there are no reasons to restrict ourselves to these two approaches. Any estimate of LHn should
be considered. We offer general theorems that describe the various situations (i.e., classes of statistics Hn) for which the
bootstrap approximation is valid (i.e.,LHn ≈ LH∗n ) without the assumption on the convergence ofLHn.
As an example we offer a novel GOF test. We constructed a statistic Hn that differentiates the null hypothesis from its
alternative. In fact we show (Proposition 7) that under the null,LHn ≤ O(ln2 n)while under the alternativeLHn = O(n1/2).
From theoretical point of view this is an interesting example since we show that under the null hypothesis Hn → ∞ in
probability while LHn ≈ LH∗n . This test statistic has considerable practical value. The simulations demonstrate that the
statistics Hn is very sensitive and it rejects the wrong null hypothesis much sooner then the KS test. It also easily extends to
multidimensional settings.
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It is not clear at this moment if the examples offered here are isolated incidents or just a tip of the iceberg. Either way,
we believe that this approach of construction of the hypothesis testing merits further research.
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