Measurement of Happiness {#Sec1}
========================

Happiness, or any other aspect of quality of life, in a nation or some other collectivity is generally measured at the individual level. Usually, it is done by drawing a sample from the population under study and by asking each respondent in the sample to answer a single closed question with a limited number of response options. These options are either "verbal" (i.e. textual), numerical (using integer code and/or rank order numbers) or pictorial (e.g. using "smileys"); their number per question varies between 2 and 12 in far most cases.

The most frequently chosen method to measure happiness in a nation is by self-report of the respondents to a single question, e.g. "Taking all together, how happy are you with your life these days?". The respondent has to select one out of a number of response alternatives. The World Database of Happiness (Veenhoven [@CR7]), further abbreviated WDH, includes a collection of combinations of a leading question and the corresponding set of the various alternatives presented to the respondents in happiness studies; these combinations are referred to in the WDH as "measures of happiness".

An increasing number of surveys applies ten-step, or ten-point, "numerical scales". In these surveys, the respondent has to select one of the integer numbers, presented e.g. as follows: 12345678910very unhappyvery happy

The average of the ten ratings, each weighted with its relative frequency as its weight, is the sample average value, which in turn is used to compute the standard deviation within the sample in the usual way. These two statistics are considered to characterize the happiness distribution as it is measured in the sample. In all these cases, the measurement procedure results in a frequency distribution of a discrete response variable in the sample. There is an almost complete consensus among happiness investigators on the appropriateness of this approach.

Happiness Distribution in Samples and Populations {#Sec2}
=================================================

In the past however, researchers in this field paid very little attention to the conversion of this sample distribution data into information about the corresponding happiness distribution in the population represented by this sample, at least explicitly. We have not found any investigation into this surprising phenomenon, so our possible explanations of this are necessarily speculative.

The fixation that social scientists have on hypothesis testing may prevent them seeing parameter estimation to be an at least equally valuable component of statistical inference. Another possible explanation may be found in the fact that most initial studies in this field are correlational studies based on primary data, i.e. data collected for this specific study within the *same* sample of individuals. If a statistically significant correlation is established within this sample, it is simply declared to apply to the population as well. The application of "secondary" data at a later stage, i.e. data collected from *different samples* for a different or for a general purpose, has not given rise to a different approach.

Three methods for the conversion of sample data into information on the happiness distribution in the population are in use:simple generalizationlinear or non-linear transformation to a scale from 0 to 10application of the continuum approach.

In this paper we describe these methods and give rules for the conversion of the outcomes of results according of one of these methods.

Simple Generalization {#Sec3}
=====================

In this approach, the values of statistics as these have been obtained from the sample are declared to apply also to the population as a whole. Sometimes, 95% confidence limits for the true but unknown mean happiness value of the population are reported; these are calculated as *m* ± 2*s* /√*N*, where *m* = sample average value, *s* = sample standard deviation and *N* = sample size.

Linear Transformation to a Common Secondary \[0, 10\] Scale {#Sec4}
===========================================================

Each measure of happiness has its own number of response alternatives. In most measures this number is within the range of 3 to 11. This was not seen as a problem until data had to be compared that had been obtained using different scales of happiness measurement, in particular those with different numbers of response options. To make the results obtained from different measures comparable, Veenhoven ([@CR5]:115) proposed to transform the various primary verbal scales into one common secondary scale, for which a scale of 0--10 has become the usual choice. The most unhappy (happy) rating is given the secondary value "0" ("10") and the positions of the other ratings on the secondary scale result from the proportionally stretching the scale to the new range \[0, 10\]. This procedure can be described as "direct stretch(ing)" or as rescaling on the basis of linear transformation of the ratings of the scale to cover the common \[0, 10\] interval.

It implies that in the case of a 10-point primary scale 1 → 0 and 10 → 10. This transformation can be considered to be a two-step process: a shift \[1, 10\] → \[0, 9\], followed by a stretching \[0, 9\] → \[0, 10\]. The consequences are that the statistics *m* and *s* as defined above are transformed as follows:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{aligned} m \to m_{2} & = \left( {10/9} \right)\left( {m - 1} \right),\,{\text{and}} \\ s \to s_{2} & = \left( {10/9} \right)s. \\ \end{aligned} $$\end{document}$$Note that this secondary scale is still a 10-point scale, but that the distance between consecutive ratings has been increased from 1 to 10/9. This linear transformation is applied in many studies included in the WDH.

A similar approach is proposed by others, who transform the ratings and average values into the corresponding percentage of the maximum possible score of the measurement scale. Examples include Cummins ([@CR1]) and Mazaheri and Theuns ([@CR4]). If the minimum score on their scale(s) is assumed to be zero, these statistics and those according to Veenhoven are identical, but for a factor 10.

Nonlinear Rescaling Methods {#Sec5}
===========================

The linear transformation method has several weak points, in particular in the case of a verbal primary rating scale with only a few ratings. The two most fundamental objections are that (1) the text of the response options is fully ignored in this way, and (2) the linear transformation maintains equidistance between consecutive ratings without any justification. Therefore, Veenhoven c.s. ([@CR5]; 108--114) introduced "Thurstone ratings" as an alternative rescaling method. In this method, a response option like "pretty happy" is given a 'universal secondary rating', in this particular case 6.7 on a \[0; 10\] continuum. This solution, however, was also felt to be unsatisfactory.

An alternative approach is developed in the *International Happiness Scale Interval Study* (Veenhoven [@CR6]), in which a response option, e.g. "pretty happy" is assumed to cover a subset of contiguous happiness values, one subset for each response option.

If happiness is measured using a four-step verbal scale, the continuum \[0, 10\] of the happiness variable is partitioned into four contiguous subintervals, each of which corresponds to one of the response options of the measured happiness. A common series of verbal response options is {"very happy", "pretty happy", "not too happy", "very unhappy"}. These four options do not neatly fit quartels on the \[0, 10\] continuum, hence a first step is to estimate where the boundaries are.

The leading question with the set of alternative response options is presented to a group of native speakers, who were asked to identify the boundary between successive response options, e.g. between "pretty happy" and "not too happy" on a \[0, 10\] continuum, in which "0" ("10") represents the least (most) happy situation they could imagine and ignoring their own happiness situation. Each of these "judges" estimates the three boundaries on the \[0, 10\] interval; they do so in the context of a particular series of response options in a particular language. The opinions of all judges on the same boundary are averaged, resulting in e.g. the happiness value 6.3 as the dividing point between "not too happy" and "pretty happy". The mid-interval value of each sub-interval is adopted as the secondary rating of this particular response option within the context of this particular leading question and this particular set of response alternatives, all formulated in this particular language and in this particular period of time.

Happiness as a Continuous Latent Variable {#Sec6}
=========================================

None of the above approaches allows a link to be established between the distribution of the happiness variable as measured in the sample and the distribution of the happiness variable in the population.

All methods mentioned above implicitly consider happiness in the population as a discretely distributed variable, but in the continuum approach of Kalmijn ([@CR2]; Ch. 6) the existence of a latent happiness variable is postulated, which is assumed to be continuous with the interval \[0, 10\] as its domain. The boundary value "0" ("10") corresponds to the least (most) happy situation the respondent can conceive for him/herself. Happiness information on a population gained using this approach is always information on the distribution of this latent variable. This continuum approach uses the sub-interval boundary estimates of the various response options as they are reported by the judges in the Happiness Scale Interval Study. The average values of each boundary form the basis for the conversion procedure as mentioned above.

The methodological aspects of this Scale Interval Study and the continuum approach are discussed in e.g. Kalmijn et al. ([@CR3]).

Happiness described in this way is the variable in which quality-of-life investigators are interested and its parameters or other characteristics are (to be) applied in correlational studies of happiness. The continuum approach provides the estimates of these characteristics on the \[0, 10\] continuum. More precisely: it is a method to convert the sample observations of happiness, as it is measured by using a discrete ordinal scale of measurement, into estimates of the parameters of the happiness distribution in the population represented by this sample.

The justification of this approach is the underlying assumption that, when happiness is measured using different scales in different languages, the results can be converted into estimated characteristics of population distributions that are equal, at least approximately, in this way providing a more valid basis for correlational happiness studies.

The Conversion Procedure in the Continuum Approach {#Sec7}
==================================================

The conversion of the sample measurement data into the estimated characteristics of the population happiness distribution is the result of four different contributions: ContributionContributor(s)1.Choice of "happiness measure" (leading question + response options)Survey conductor2.Individual happiness frequency distribution (application phase)Respondents3.Estimation of boundary positions (construction or calibration phase)Judges4.Choice of the distribution model of the latent population happiness variableMethodologist

Two alternative models have been developed for making the choice in the fourth contribution: a semi-continuous model and a fully continuous one.

The domain of the latent happiness variable, usually \[0, 10\], in the *semi*-*continuous model* is partitioned into *k* intervals, *k* being the number of response options. A uniform distribution of the latent happiness variable is postulated to exist between each pair of consecutive interval boundaries. The probability density function is not continuous, but it is a step function with a step at each boundary value of the latent variable.

Until now, the continuum approach has been described only as an application to verbal scales. In the present paper we extend this approach with the application to a discrete numerical {1, 2, ..., 10} scale. The third contribution in the above listing is not made by judges, but by the methodologist. An obvious choice is the partitioning of the \[0, 10\] continuum into ten intervals with equal width. In the latter case, consecutive ratings are assumed to be equidistant, which looks admissible, in particular when these scales are presented pictorially that includes this equidistance. The first interval is \[0, 1\] and the seventh is (6, 7\]. It is assumed that each respondent who judges his/her happiness situation to be represented by a value somewhere in the seventh interval will report a rating "7". The exact position of the respondent's happiness within this interval, however, is unknown. All we can do, and should do, is to make assumptions on the distribution of the latent happiness variable over each of the ten intervals. We follow the proposal of Kalmijn ([@CR2]:177) that a uniform distribution of the happiness should be assumed within each of the ten intervals, each with its own density (Fig. [1](#Fig1){ref-type="fig"}). Fig. 1Semi-continuous distribution of a continuous latent happiness variable on the basis of measurement using a discrete 1--10 ten-point scale

In this way each happiness value is mapped onto one of the ten ratings of the primary sale of measurement and each rating is treated as the mid-value of the corresponding interval. So the relative frequency of the rating "7" is an estimate of its relative share of the happiness distribution in the population.

An unbiased estimator of the mean value of this happiness distribution is obtained under these assumptions as *m* − 0.5. A formal proof is given in the "[Appendix](#Sec9){ref-type="sec"}", but this result is understandable if one assumes that each respondent is inclined to choose the rating that is closest to his/her happiness experience. In this way a rating of "4" is chosen by all respondents with a perceived happiness value between 3.5 and 4.5. The rating "1" belongs to the interval 0.5--1.5 and "10" to 9.5--10.5. The actual scale is then a \[0.5, 10.5\] scale, which requires a shift over a distance of 0.5 to obtain a variable that is distributed on the \[0, 10\] interval.

In the "[Appendix](#Sec9){ref-type="sec"}" we also prove that *s*^2 ^+ 1/12 is an unbiased estimator of the population variance in the model as chosen above.

Since we consider happiness to be a continuous variable rather than a discrete one, we prefer the continuum approach, it being the more valid one to use in this situation. As a consequence, we recommend statistics obtained by direct stretching \[1, 10\] → \[0, 10\] to be replaced with *m* − 0.5 and *s*^2^ + 1/12 respectively, where *m* and *s* are the sample average value and the standard deviation on the primary \[1, 10\] scale.

As is apparent, this conversions require a knowledge of the 'primary' sample mean and variance (or standard deviation) only and not a knowledge of the detailed original happiness frequency distribution within the sample. This is an advantage over the alternative model, the fully continuous model on the basis of a beta distribution of the latent happiness variable. Application of the latter model requires the knowledge of the complete sample distribution; knowledge of the average value and the standard deviation of the sample only is not sufficient. The calculation of the population distribution parameter estimates is more complicated; see Kalmijn ([@CR2]; 131--133 and 160--162) for a description of this calculation.

Conclusion {#Sec8}
==========

The happiness distribution in a population can be described in terms of the parameters of the distribution of a continuous random variable on the \[0, 10\] interval. If happiness is measured in a sample using a discrete 10-point scale, the parameters, the mean value and the variance, of the population happiness distribution can be estimated from the corresponding estimated parameters of the sample distribution *m* and *s*^2^, both calculated in the conventional way.

The unbiased estimated population mean happiness value equals *m* − 0.5 and the unbiased estimated population variance = *s*^2^ + 1/12.

This article is distributed under the terms of the Creative Commons Attribution Noncommercial License which permits any noncommercial use, distribution, and reproduction in any medium, provided the original author(s) and source are credited.

Appendix: Estimating the Model Parameters of the Semi-Continuous Latent Variable {#Sec9}
================================================================================
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The domain of *H* is partitioned into 10 intervals of equal width (=1). Within each of these intervals *H* is distributed uniformly, so the density function of *H* is$$\documentclass[12pt]{minimal}
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This distribution is called "semi-continuous", because the random variable *H* is continuous, but its density is not continuous for the values *H* = 1(1)9.

The expected value of this variable *H*, denoted μ, is:$$\documentclass[12pt]{minimal}
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Now we focus to the sample. For typographic convenience, we will omit the index "1" in the statistics *m*~1~, *s*~1~ and *s*~1~^2^.
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The average sample happiness value:$$\documentclass[12pt]{minimal}
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The sample variance *s*^2^ is calculated as:$$\documentclass[12pt]{minimal}
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Taking expectations and combining with ([7](#Equ7){ref-type=""}) gives:$$\documentclass[12pt]{minimal}
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Substitution of ([14](#Equ14){ref-type=""}) in ([13](#Equ13){ref-type=""}) results in$$\documentclass[12pt]{minimal}
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Apparently *s*^2^ is a negatively biased estimator of the population variance σ^2^ in the above model, but this bias can be removed easily by replacing *s*^2^ with *s*^2^ + 1/12.

In this way the original bias is removed by the introduction of the variance component accounting for the within category variability of all ten intervals.
