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SUMMARY
This work assessed the antilisterial activity of a series of phenolic compounds, to 
improve understanding of the relationship between structure and biological activity 
allowing a more targeted approach to the use of plant antimicrobial ingredients in 
foods.
Models were produced using classical QSAR that allows the assessment of the 
antilisterial activity of a congeneric group of phenols using multiple linear regression, 
neural network and fuzzy logic systems. The inhibition of a cocktail of 18 strains of 
Listeria monocytogenes by 25 mono-, di- and tri-substituted benzoic and cinnamic 
acids and 16 benzaldehydes was evaluated using the concentration, (C), required to
give a 50 % growth inhibition under anaerobic conditions at 35 C and pH 6.2 as a 
measure of biological activity (BAY). Using the method of least squares, multiple 
regression equations were obtained which described the contribution of some 
physicochemical and other structural properties of the compounds to their biological 
activity. The equation that best described the activity of benzoic and cinnamic acids
was l o g ^ j  = 3.54log K + 0.93pKa -6 .4 2 , where Z  is a lipophilicity parameter and
the effect of ionisation is represented by pKa. Benzaldehydes behaved differently, 
their activity being best described by the equation
i
log — = -0.23YW -  0.44—g- + 0.25, where the activity is controlled by a steric
\ C j  E°s
parameter, the van der Waals volume (Vw), and an electronic-steric parameter for
ortho substituents. Absence of a lipophilicity parameter indicates that partitioning into 
the cell membrane might not be required for antimicrobial activity. The models were 
tested in several food systems which showed that in food with a high protein or lipid 
content antilisterial activity was much lower than predicted, making the models 
unacceptable in such circumstances.
The ability of artificial neural networks (ANN), fuzzy systems (FS) and multiple 
linear regression (MLR) to fit the biological activity surface describing the inhibition of 
Listeria monocytogenes by benzoic and cinnamic acid derivatives was compared. MLR 
and ANN were also compared for their ability to select the properties that best describe
the biological activity of the compounds The ANN method gave a better correlation,
2 2 2r =0.96, compared with either MLR, r =0.81 or FS, r =0.92 and also a lower standard 
error, possibly indicating non-linearity in the data. The ANN was shown to generalise 
better than MLR using the leave-one-out method. The ANN selection algorithm for the 
selection of the parameters that contributed most to the biological activity of the phenols 
(logÆT and pATa) agreed with the selected parameters of the MLR system.
Aspects of the mechanism of action, resistance and effect of external factors 
on phenols activity were investigated using a Gram-negative organism {S. enteritidis), 
a Gram-positive acid resistant organism: (Lact. plantarum) and the organism of the 
study (L. monocytogenes). In general, Lact. plantarum showed a special resistance to 
the phenolic series tested. Its high ApH value, which is the proton motive force 
component most affected by the phenols, and its low content of surface sulfhydryl 
groups might explain these findings for the acids and the benzaldehydes respectively. 
S. enteritidis did not show marked resistance to the compounds, except for the 
cinnamic acid group. Since this groupé main activity is explained almost entirely by 
their lipophilicity, the fact that Salmonella was the most lipophilic organism tested 
could explain this.
The phenolic acids are compounds whose main activity is explained by their 
lipophilic character, but electronic aspects may be important, especially under aerobic 
conditions. This new behaviour was correlated in the case of L. monocytogenes to 
their antioxidant activity and only mono- or di-substituted benzoic acids with ortho 
OH substituents were found to be antioxidants. Therefore, it seemed reasonable to 
think that the electronic parameters found in the model describing activity under 
aerobic conditions account for free radical activity as well as for their dissociation 
state. No activity against hydroxyl radicals was detected for benzaldehydes or 
cinnamic acids. The benzaldehydes, on the other hand are compounds whose activity 
does not seem to depend on partitioning. Sulfhydryl groups on the outside of the cell 
are important targets for their action. All compounds tested were adversely affected 
by the presence of protein and lipids in the medium. Benzaldehydes were particularly 
susceptible in accordance with their proposed mechanism of action.
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CHAPTER 1 
Introduction and Objectives
1.1 Phenolic compounds: a possible natural antilisterial source.
Listeria monocytogenes is a Gram-positive food-associated pathogen. This organism 
has been recovered from a wide array of foods including dairy products, meats, 
vegetables, and seafood. Listeria has the ability to grow at refrigeration temperatures 
and because some cases of contamination have occurred in dairy products, questions 
have been raised about the ability of L. monocytogenes to withstand high temperature- 
short time pasteurisation. These characteristics have forced the food industry and the 
regulatory agencies to re-evaluate the preservation practices of certain foods. 
Designing foods with more than one inhibitory property as suggested with the 
“hurdles approach” should enhance product safety. The use of inhibitors (natural or 
artificial) coupled with refrigeration would be one way to achieve this added 
protection against L. monocytogenes (Evert-Ting & Kurt 1992).
Although many antimicrobials have shown little activity against L. 
monocytogenes (Junega & Davidson 1993) some success has been reported using 
plant products ( Payne et a l 1989; Evert-Ting & Deibel 1992; Hefnawy et a l 1993; 
Pandit & Shelef 1994).
The recent increased demand for minimally processed, extended shelf-life 
foods has renewed interest in exploitation of natural antimicrobials for food 
preservation uses (Conner 1993). Phenolic compounds are some of the most 
widespread molecules in nature that have shown antimicrobial activity. They have 
been isolated from meat, poultry, vegetables, dairy products, alcoholic and non-
2
alcoholic beverages, nuts etc., but are specially associated with food plants where they 
are found as simple phenols, phenolic acids, hydrocinnamic acids derivatives and 
flavonoids (Ho 1992). Plants possessing antimicrobial principles in the human diet 
include garlic, onions etc. Other plant extracts used as herbs and spices in food are 
also known to possess antimicrobial activity. Spices and herbs are used in foods 
primarily because they impart desirable flavours and aromas. The flavour components 
consist of compounds such as alcohols, aldehydes, esters, terpenes, phenols, organic 
acids, and others, some of which have not yet been fully identified. Some components 
identified which show both antimicrobial and sensory activity include allicin, thymol, 
cinnamic aldehyde, eugenol and vanillin (Beuchat & Golden 1989).
Although a considerable volume of data is available on the antimicrobial 
properties of spices, herbs, and other plant parts and extracts since the late 19th 
Century until the present, it is difficult to obtain any quantitative estimate of the 
antimicrobial effect of a given plant product (Zaika 1988). Many of the studies 
involving the naturally occurring phenolic compounds were performed using extracts 
of food and beverages. This is somewhat difficult to interpret and utilise. Other 
research involved purified compounds evaluated in microbiological media. In this 
research, little has been done in relating the data to actual food products. Evaluation 
of the more effective phenols would help to clarify whether these compounds are a 
possible new natural antimicrobial source (Davidson 1993).
Phenolic compounds have been used as antimicrobials or antiseptics since 
1867 with the introduction of phenol by Lister. The use of phenol has declined 
because of its high toxicity and low antimicrobial activity, but other phenolic 
compounds have been introduced for use <95 antimicrobials in foods,
3
pharmaceuticals and cosmetics (Davidson 1993). Phenolic compounds, important or 
potentially important in food as antimicrobials may be categorised as those currently 
approved for use in food (alkyl esters of p-hydroxybenzoic acid), those currently 
approved for use other than as antimicrobials (phenol antioxidants) and those that 
occur naturally in food or are added to food through processing (Davidson 1993).
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1.2 Quantitative Structure-Activity Relationships: An approach to 
study antimicrobials in food.
The search for more effective phenolic compounds would be more precise with the 
use of methods that give a quantitative approach in comparing homologous series of 
compounds . Over the years there have been many studies of the toxicity of phenols to 
forms of life or its component parts which have yielded Quantitative Structure- 
Activity Relationships (QSARs). The field of classical QSARs as is known today 
began with the work of Hansch and Fujita, published in 1964, which related 
biological activity for members of a congeneric series with substituents parameters 
representing hydrophobic, electronic and steric effects. Their relative contribution uag 
determined by multiple linear analysis. Their work was based on L.P. Hammett’s 
studies, around 1935 which made what hastomed oof to be an enormous contribution to 
our ability to elucidate organic and eventually biochemical and biological reaction 
mechanisms. Reasoning along the line classically used by organic chemists that 
“similar changes in structure produce similar changes in reactivity”, he postulated that 
the effect of substituents on the ionisation of benzoic acids could be used as a model 
system to estimate the electronic effect of substituents on similar reaction systems 
(Hansch & Leo 1995). Over the three decades following the birth of QSAR, its 
concepts have been validated through the establishment of many equations. This has 
been done across an immense variety of biological systems and compound types and 
has led to marked advances in medicinal chemistry and drug design. It has also been
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used extensively in the agrochemical and environmental toxicology field. There are 
however, only a few examples of its application in food science, principally confined 
to sensory studies (Spillane et al. 1983; Kier 1980).
QSAR represents an important stage in the development of understanding the 
fundamental processes and factors controlling drugs action, including the role of 
lipophilicity, activity prediction, understanding the mechanism of action, drug 
receptor binding sites, direction for improving selectivity of action, etc.
The utility and scope of classical QSAR in many facets of drug design have
been amply demonstrated in the three decades since its inception.(Topliss 1993). The
Pomona College database currently has 120 such examples for phenols alone.
(os tf)
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1.3 Research and experimental objectives.
General objective
The main objective of this work is to assess the antilisterial activity of a series of 
phenolic compounds, improving the understanding of the relationship between 
structure and biological activity allowing a more targeted approach to the use of plant 
antimicrobial ingredients in foods.
Specijic objectives
a. Production of a model using classical QSAR that allows the assessment of 
the antilisterial activity of a congeneric group of phenols using multiple linear 
regression, neural network and fuzzy logic systems.
b. Determination of factors affecting the compounds performance in food.
c. Establishment of some possible mechanism of action of the series based on 
the model suggestion.
d. Determination of antioxidative properties of the series and their relation to 
biological activity.
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CHAPTER 2 
Phenolic compounds: general aspects.
2.1 Introduction
A chemical preservative may be defined as “any chemical which when added to a 
food, tends to prevent or retard deterioration thereof; but does not include common 
salt, sugar, vinegars, spices (or oil extracted from spices), or substances added by 
wood smoke” Code of Federal Regulations, 1977 (Chipley 1993). Knowledge of the 
mechanism of the inhibitory action of these chemicals is helpful in their selection and 
the technical aspects of their application.
Phenolic compounds are among these chemical preservatives, either as natural 
or added substances in foods. The progress of chromatography, especially of modem 
analytical and preparative high-performance liquid chromatography (HPLC) in 
conjunction with new detectors, has made it possible to analyse, both qualitatively and 
quantitatively the different, but frequently similar, naturally occurring phenolics of 
plant species. Few added phenolic compounds have been approved for use in the food 
industry, e.g., parabens.
This chapter will review the positive and negative aspects that make phenols 
possible antimicrobial agents, namely, their special chemical properties, then- 
widespread occurrence in nature and their possible mechanisms of action.
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2.2 Natural occurrence
Although phenolic compounds are present both in the plant and animal world, most of 
them are of plant origin. Plants have developed a range of strategies for defence 
against their predators (microbes and animals); chief of these stratagems is chemical 
defences in the form of compounds with antimicrobial or anti-feeding activity. In turn, 
this has required the plant to evolve specialised, and often unique, biosynthetic 
pathways to manufacture these secondary metabolites. The biosynthetic routes to the 
phenolic compounds are well known. The plant phenols arise biogenetically from two 
main pathways; the shikimate which directly provides phenylpropanoids such as the 
cinnamic acids; and the polyketide (acetate) pathway, which can produce simple 
phenols and quinones. By far the largest group of phenolics are the flavonoids, and 
they are derived from the combination of these two pathways (Harbome 1989a). In 
higher plants the biosynthesis of the Ce, Ce-Ci and Ce-Co compounds is mainly due to 
the production of Ce-Cg precursors followed by the appropriate degradation of the 
corresponding C3 side chains (Figure 2.1) (van Sumere 1989). As illustrated in Figure 
2.1, cinnamic acids, together with benzoic acids are central to the metabolism of plant 
phenolics and many different reactions are possible.
Although the above pathways and the cinnamic acid route may lead to benzoic 
acids, additional biosynthetic routes for benzoic acids have been reported (van 
Sumere 1989).
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Figure 2.1 Scheme of shikimate-cinnamate pathway and the central role of 
cinnamic acids in the formation of plant phenolics (van Sumere 1989).
The chemistry of naturally occurring phenolics is complicated by the fact that 
most compounds are present in the plant in the conjugated form, usually as esters, 
principally with a sugar residue linked through one or more of the phenolic groups.
Phenolic compounds including simple phenols and phenolic acids, 
hydroxycinnamic acid derivatives and flavonoids are bioreactive substances occurring 
widely in food plants. The phenolic acids include the benzoic acid and the cinnamic 
acids. The most widely distributed benzoic acids in nature are p-hydroxybenzoic, 
protocatechuic, vanillic, gallic, syringic, salicylic and gentisic acids . The principal 
cinnamic acids found are p-coumaric, caffeic, ferulic and sinapic acids. There are 
other less common cinnamic acids found in nature, e.g., cinnamic acid itself has been 
reported in plants. Also, o-hydroxycinnamic acid is found, but since it has an OH 
group in the ortho position it cyclises very readily to give coumarin which isJcommon 
odorous principle in plants. The naturally occurring cinnamic acids are the trans 
isomers, which are the most stable (Harbome 1989b). Hydroxycinnamic acids in 
general occur widely in higher plants and plant parts, including many vegetables, 
fruits, grains, and nuts. Several may be present at concentrations sufficient to retard 
microbial invasion and delay rotting of the mature fruit (Beuchat & Golden 1989). 
Less widely distributed phenolic compounds are the aldehydes, often found as 
constituents of the essential oils, and constituents of the wood of conifers. They are 
closely related to the structure of lignin (p-hydroxyvanillin, syringaldéhyde). Among 
the C6-Ci compounds salicylaldéhyde, p-hydroxybenzaldehyde, p-anisaldehyde, and 
protocatechualdehyde are quite common in plants. The former has been found in 
several essential oils, while p-hydroxybenzaldehyde occurs in various Sorghum 
species, vanilla and mimosa; and protocatechualdehyde occurs in seeds and seedlings
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of Cichorium intybus. The latter compound and vanillin were also detected in potato 
tubers. Vanillin is certainly of very widespread origin and occurs in vanilla pod, 
dahlia tuber and in various essential oils. In addition several phenolic aldehydes can 
be released as their sodium salts from the cell walls of grasses by treatment with 
NaOH. Syringaldéhyde is a component of the heartwood of the endocarp of Prunus 
varieties (Harbome 1989a).
Numerous studies have described the inhibitory effect of plant parts and 
extracts on microbial growth (Payne et al. 1989; Evert-Ting & Deibel 1992; Hefnawy 
et a l 1993; Pandit & Shelef 1994). These plant materials have shown different 
inhibitory activities, e.g., cinnamon and cloves were listed as having a strong 
inhibitory effect. Their antimicrobial activity is attributed to eugenol and cinnamic 
aldehyde which are major constituents of the volatile oils of these spices (Conner 
1993). Oregano and thyme have been found to have medium inhibitory activity. 
Thymol, p-cymene and carvaciol were found to be responsible for their inhibitory 
activity (Conner 1993). An example of antimicrobial activity in crop plants was the 
demonstration that resistance of red onions bulbs to Colletotrichum circinans was 
correlated with the presence of cateckol and protocatechuic acid. Similar patterns for 
caffeic acid derivatives were seen with Alternaria resistance in watermelon. Also, 
green peel of Cavendish bananas produced 3,4-dihydroxybenzaldehyde as a defence 
against Gloesporium musarum (Walker 1994).
Other studies have demonstrated antimicrobial activity of phenolic compounds 
directly. Lyon & McGill (1988) tested antimicrobial activity of caffeic, cinnamic, 
ferulic, salicylic, sinapic and vanillic acids on Erwinia carotovora. Total inhibition 
was achieved at pH 6 and 27 °C in nutrient broth with 0.5 mg.ml'1 except for caffeic
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acid and sinapic acid which showed only partial inhibition at O.Smg.ml"1 and at 
1 mg.ml"1 respectively. Herald & Davidson (1983) demonstrated that ferulic acid at 1 
mg.ml"1 and p-coumaric acid at 0.5-1 mg.ml"1 were inhibitory to B. cereus and St. 
aureus. They were less effective against Gram-negative organisms. Many of the 
studies with hydroxycinnamic acids have involved their antifungal properties 
(Baranowski et al. 1980). Quercetin, an end product of hydroxycinnamic acid 
metabolism in plants, coumaric acid, ferulic, caffeic and gallic acids were found to 
have no effect on the growth of eight strains of L. monocytogenes at concentrations of 
O.Smg.ml"1 in tryptone phosphate agar 18h-35 °C (Payne et al. 1989).
Because of the widespread occurrence of phenolic compounds in our food, 
humans ingest large amounts of phenolic compounds , e.g., the approximate daily 
intake for Americans is about Ig. Most phenolic compounds in food are plant 
flavonoids, but others include synthetic antioxidants such as the food additive 
butylated hydroxyanisole (BHA) and butylated hydroxytoluene (BHT), chlorogenic 
acid in coffee, caffeic and ferulic acids in fruits and vegetables, a-tocopherol and 
related compounds in oils from vegetables and grains, the polyphenolic catechins 
found in tea and red wine, camosol in rosemary leaves, and curcumin in tumeric, 
curry and mustard (Huang & Ferraro 1992).
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2.3 Physico-chemical properties of phenolic compounds
The term phenolic can be defined chemically as a substance which possesses an 
aromatic ring bearing atihydroxyl substituent, including functional derivatives (esters, 
glycosides, etc.). It is well known that the functional group in phenols is their 
hydroxyl group (Harbome 1989a).
The phenolic compounds selected for this particular study (C6-Ci and Cg-Cg) 
belong to the benzoic acids, cinnamic acids and benzaldehydes derivatives group. The 
benzaldehydes are included in this group because they are derivatives of the benzoic 
acids (Harbome 1989b). The cinnamic acids are the best known in this group since 
their distribution in the plant kingdom is very wide. Several reasons have prompted 
some people to consider the cinnamic and benzoic acids together. In the first place 
they are both acidic and occur in plant tissues in the form of esters; it has been 
suggested, moreover, that the benzoic acids arise from the cinnamic acids, although 
this has never been definitively proved. Secondly, it is possible to separate them and 
identify them simultaneously on the same chromatographic paper after alkaline 
hydrolysis of the plant extract (Harbome 1989b). The general structure of these series 
of compounds is presented in Figure 2.2.
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Figure 2.2 Nomenclature of benzoic acids (XiCOOH); cinnamic acids 
(X:CH=CHCOOH) and benzaldehydes (X:CHO).
When pure the simple phenols and phenolic acids are colourless but they tend 
to be sensitive to oxidation and may turn brownish on exposure to air. Unless they are 
completely esterified, etherified or glycosylated, they are normally soluble in polar 
organic solvents. With few exceptions, water solubility increases with the number of 
hydroxyl groups present. They dissolve in sodium hydroxide and sodium carbonate 
but in alkaline medium their oxidation is enhanced. Phenols with only a few hydroxyl 
groups are soluble in ether, chloroform, ethyl acetate, methanol and ethanol. Phenolic 
substances are aromatic and therefore show intense absorption in the UV region of the 
spectrum (200-400 nm) (van Sumere 1989). Almost all phenolic compounds possess 
common biological and chemical properties:
a) antioxidant activity
b) the ability to scavenge active oxygen species
c) the ability to scavenge electrophiles
d) the ability to inhibit nitrosation
e) the ability to chelate metals
f) the potential for autoxidation producing hydrogen peroxide in the presence of 
certain metals and
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g) the capacity to modulate certain cellular enzyme activities 
(Huang & Ferraro 1992).
It is necessary to describe the chemical properties of phenols interpreted in 
terms of their electronic structure, since this determines their behaviour in natural 
products and helps in the interpretation of their biological activity. When studying the 
chemical properties of the phenols, it is necessary to consider both the effect of the 
benzene group on the properties of the phenolic hydroxyl and the effect of the latter 
on the properties of the benzene ring to which it is attached. The benzene ring alone, 
can be regarded as a resonance hybrid. This peculiar structure of benzene is due to the 
presence of 6 7t electrons which are not localised in pairs to produce typical double 
bonds, but are delocalised over the whole of the ring, creating an identical electron 
density for each bond. One important consequence of this is that it imparts an 
increased stability to the molecule. The benzene ring often behaves like a saturated 
system, undergoing substitution reactions instead of additions. In phenols, interactions 
may take place between the mobile electrons of the ring and the unshared electrons of 
the oxygen atom. This mesomeric effect (Figure 2.3a) results in a decrease in the 
electron density of the oxygen. When the negative apex created in the ring is high 
enough, electrophilic substitutions can take place. The electronic density is 
particularly high in positions 2, 4 and 6, i.e. ortho and para to the phenolic hydroxyl. 
In another sense, the hydroxyl group functions as a donor of electrons. This facilitates 
the rupture of the O-H bond, conferring the properties of a weak acid (pATa>7) which 
will partially dissociate in water. Phenols are therefore neutralised in alkaline 
solutions where they assume the form of phenolates, ions of the type
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C 6H 5 O'. Phenols are also capable of intra-and inter-molecular hydrogen bonding 
which generally reduces the reactivity of the phenolic groups and makes the 
compounds less soluble (Harbome 1989b).
Phenols can also be subject to oxidation which produces a class of compounds 
known as quinones. Free radicals can also result from oxidation, the first step in the 
attack of oxidising agents on phenols is the removal of a hydrogen atom and the 
formation of a free radical having a singly bound oxygen atom carrying an unpaired 
electron. The radical so formed can dimerise, or react with another radical ,. Free 
radicals can also be formed by reaction with other free radicals and this is the most 
common mechanism. In many cases the hydrogen atoms are readily abstracted by 
other radicals to give a relatively stable (persistent) phenoxyl radical known as a 
radical scavenger.
<A>
♦ ♦ 4
OH OH OH
Figure 2.3 Mesomeric structures of (A) phenol and (B) benzoic acid
(Harbome 1989b).
18
Other groups, e.g. the carbonyl (C=0) group, have an opposite effect. They 
behave as acceptors of electrons. In the case of benzoic acid (Figure 2.3b), the oxygen 
of the CO group accepts a supplementary electron. From these structures, it can be 
seen that the electron density, and therefore the reactivity, is decreased in positions 2, 
4 and 6 while remaining normal in positions 3 and 5 (the meta positions). The end 
result is the deactivation of the benzene ring and an orientation of substitution in the 
meta position (Harbome 1989b).
The carbonyl group of an aromatic aldehyde would have a similar but less 
pronounce effect dye to its lack of the additional oxygen. Aldehydes are intrinsically 
more reactive than carboxylic acids and the side chain is subject to a variety of 
addition and condensation reactions.
To sum up, some substituents of the benzene ring can activate or deactivate 
the ring (with respect to electrophilic substitutions which are by far the most common 
reaction of aromatic compounds), changing the capacity of the compound to react. 
Examples of these substituents are: -NH2, -OH, -O' (strongly activating); -OR,
-COOR (activating); -CO, -N02, -S03 (strongly deactivating) (Pine 1987).
An important consequence of this is that the position of acid-base equilibria or 
the rates of chemical reactions may be strongly dependent on the nature and 
arrangement of atoms attached to functional groups. Structural effects on reactivity
c>
are generally divided into three categories: inductive, steiic and resonance 
(conj ugation) effects ; (Pi ne v w  ^
Inductive effects are the polarisation of one bond by the influence of an 
adjacent polar bond or group. It is greater for adjacent bonds and decreases rapidly 
with the distance between interacting groups. With the exception of the metal atoms
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of organometallic compounds, most heteroatoms found in organic compounds are 
more electronegative than carbon and therefore have an electron-withdrawing 
inductive effect. Electron-withdrawing groups stabilise the negative charge of the 
ionised forms. Positively charged groups and most unsaturated groups fall in this 
category. An electron-donating inductive effect requires substituent groups either 
carrying a negative charge or possessing a dipole with the negative end directed 
toward the reaction centre. Some alkyl groups are included here.
Steric effects arise from spatial interactions between groups. For example, 
acidity can be lowered by steric hindrance to solvation, elevating the value of p/sfa.
Resonance theory was developed from the concepts of quantum mechanics. 
The theory indicates that an electron pair may actually contribute to the bonding of 
more than two nuclei. Such electrons occupy a volume larger than that which is 
implied by the common structural formulae and are said to be delocalised. The 
electron-delocalised species, a resonance hybrid, is energetically more favourable than 
are any of the contributing resonance structures. The enhanced acidity of carboxylic 
acid for example, relative to alcohols can therefore be attributed to delocalization of 
the electron pair of the carboxylate ion (the conjugated base is stabilised by 
resonance). Resonance involves only the delocalization of electrons within a 
conjugated system. Spatial requirement for resonance within a molecule are quite 
important. Delocalization of electrons is most effective when the axis of the 
interacting k orbitals of adjacent atoms are parallel. This requires that the sigma 
framework of the conjugated portion of the molecule is planar.
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Resonance is always a stabilising factor. There is a special stability associated 
with the resonance of aromatic compounds. One important consequence of mesomery 
is that the benzene ring often behaves like a saturated system.
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2.4 Mechanisms of action.
Phenolic compounds are antibacterial agents or biocides, but despite their long history 
as disinfectants and food-pharmaceutical preservatives, their exact mode of action 
continues to be a subject of debate. Although this subject has not been studied in 
detail, the general opinion is that the uptake of cyclic hydrocarbons is a passive 
process (partitioning of these molecules into the lipid bilayer of the cytoplasmic 
membrane). They are considered generally as membrane active agents (Hugo 1967; 
Juven et a l 1972; Russell & Chopra 1990) which is a term used to describe an 
antimicrobial agent that damages the inner^ cytoplasmic membrane. Several such 
compounds are known and include polymyxins, phenols, parabens, biguanides, 
quaternary ammonium compounds and alcohols. The damage of the membrane can 
take several forms including leakage of the cell intracellular material, cell lysis, 
dissipation of the proton-motive force and inhibition of membrane-associated enzyme 
activity. Also phenolic compounds have been implicated in intracellular coagulation 
of cytoplasmic constituents (Russell & Chopra 1990), some are sometimes referred to 
as being protein précipitants (Field & Lettinga 1992) and the toxicity of some has 
been described in terms of their ability to produce radicals (Hansch & Zhang 1995).
The mechanism of the toxicity of phenols has been documented relatively 
poorly. The available data show that as a result of the lipophilic character of these 
compounds, which depends on various physical and chemical characteristics, e.g., 
molecular surface area, molecular volume, and polarity, interactions with lipophilic
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parts of the cell play an important role in the mechanism of toxicity. It can be 
concluded from these studies that interaction of lipophilic compounds with biological 
membranes results in changes of the membrane structure. These modifications affect 
the functioning of the membrane, both as a selective barrier and as a matrix for 
enzymes. The non-specific toxicity effect of lipophilic compounds are likely to be 
exerted in most cases at the level of lipid-lipid and lipid-protein interaction. The 
interaction of lipophilic compounds with the phospholipid bilayer causes dramatic 
changes, e.g., they will disturb the interaction between the acyl chains of the 
phospholipids, leading to modification of membrane fluidity, and eventually may 
result in swelling of the bilayer. Furthermore, the lipid annulus which surrounds 
membrane-embedded proteins will also change, which may cause altered protein 
conformations. This is supported by observations that phenols influence protein-to- 
lipid ratios in the membrane (Sikkena et <2/. 1995).
Some phenolic compounds induced leakage of intracellular constituents. 
Damage to the cytoplasmic membrane is usually manifested by the release of 
intracellular constituents. The first index of membrane injury is potassium leakage, 
followed by inorganic phosphates, pool amino acids and others (Russell & Chopra 
1990).
In some instances phenolic compounds can be more toxic than expected on the 
basis of their lipophilic nature. For example, some weak acids act predominantly by 
dissipating the pH gradient across the cytoplasmic membrane. Current data suggest 
that the mode of action of organic acids is attributed to direct pH reduction of the 
substrate, depression of the internal cellular pH by ionisation of the undissociated acid 
molecule or disruption of substrate transport by alteration of cell membrane
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permeability (Beuchat & Golden 1989). In addition to inhibiting substrate transport , 
organic acids may inhibit NADH oxidation, thus eliminating supplies of reduced 
agents to electron transport systems (Beuchat & Golden 1989). Since the 
undissociated portion of the acid molecule seems to be . . primarily responsible for 
antimicrobial activity, effectiveness depends upon the dissociation constant (p/Q of 
the acid. Because the pÆfa of most organic acids is between 3 and 5, organic acids are 
generally most effective at low pH values, e.g, the effect of pH on the dissociation of 
benzoic acid is shown in Table 2.1
Table 2.1 Effect of pH on the dissociation of benzoic acid (Chipley 1993).
pH Undissociatedd acid (%)
3 93.5
4 59.3
5 12.8
6 1.44
7 0.144
P^a 4.19
Much of the recent work on mechanisms of action of organic acids and esters 
has taken the chemiosmotic model as its basis, and concentrated on three phenomena 
connected with Mitchell’s central concept: acid-base equilibrium, proton donation, 
and energy production by the cells. The maintenance of the internal pH, a homeostatic 
process, is important due to the fact that perturbations in internal pH can be expected 
to cause structural changes in proteins, nucleic acids and phospholipids, and influence 
rates of enzyme action. It is clear that many organisms cease to grow because of 
changes of cytoplasmic pH. When an undissociated acid enters a living cell, it will 
dissociate, since the internal pH is usually higher than the pÆa of the acid. To maintain
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pH, a compensating net transport of protons out of the cell has to take place. 
Alternatively, the preservative itself can be expelled from the cell by active transport 
to neutralise j its effect, as has been demonstrated for several yeast species (Eklund 
1989). The translocation of protons from the inside to the outside of the membrane is 
one of the key features of the chemiosmotic theory (Mitchell 1961, 1973). It explains 
transport phenomena and ATP generation as dependent on the electrochemical 
membrane gradient caused by proton extrusion from the cell. The cell is viewed as 
enclosed by a proton-impermeable membrane through which protons are transported 
to the outside by means of spatially oriented systems (e.g. the electron transport 
chain), thus generating an electrochemical potential, also called the proton-motive 
force. This potential is usually defined as:
Àp = À\j/-ZÀpH (1)
where Axg and ApH are the differences in electrical potential and pH across the 
membrane and Z=2.3RT/F where R, T and F are the gas constant, absolute 
temperature and Faraday constant, respectively. The proton donation caused by 
intruding organic acids in a cell tends thus to be automatically coimr&mcW y  the active 
proton extrusion needed for the membrane to operate as a central organ for energy 
metabolism. However, a constant load on this system may easily deplete cellular 
energy (Eklund 1989).
It was generalised that all weak acids and esters, grouped together as lipophilic 
acids, acted as growth inhibitors for microorganisms by inhibiting the active transport 
of reducing substances into cells. These generalised views have been somewhat
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contradicted by the results obtained for the action of weak acids and parabens. These 
studies compared growth and uptake inhibition of whole cells with uptake inhibition 
in whole cells and membrane vesicles, and the influence of weak acids and parabens 
on the two components of the proton-motive force. Both a weak acid and parabens 
eliminated the pH gradient, while leaving enough of the electrical charge difference 
across the membrane to allow active uptake of amino acids. Thus, transport inhibition 
by neutralisation of the proton-motive force could not be seen as the total explanation 
for the growth-inhibition action of organic acids and esters (Eklund 1989).
The cytoplasmic membrane is made up of phospholipids and proteins, many of 
which possess enzymatic properties. Some phenolic compounds have been 
implicated in the inhibition of membrane enzyme activity. Some inhibitors interact 
with thiol groups found in enzymatic and structural protein. The thiol group derived 
from cysteine residues (HS.CH2.CHNH2.COOH) are vital for the activity of many 
enzymes. Sulfhydryl inactivation, as it is called, can be divided into two broad 
categories, one in which actual combination occurs and so gives rise to inactivation, 
and a second in which oxidation occurs again causing the inactivation. Oxidising 
agents may progressively oxidise sulfhydryl groups to disulphides and even to 
sulphoxide or sulphones (Hugo 1967). Antibacterial agents could also interact with 
amino groups in proteins and enzymes. Because of their interaction with amino 
groups, they will bind to important components in bacterial cell envelopes, e.g., 
proteins, peptide chains in peptidoglycan and the teichoic acids in the cell walls of 
Gram-positive bacteria. The aldehydes for example react with e-NH2 . In Gram- 
negative bacteria, they may react with outer components of the cells, notably 
lipoproteins (Russell & Chopra 1990).
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Because of the lipophilic nature and the protein binding properties of phenols 
some inactivation by organic matter unfortunately occurs. For example, Rico-Munoz 
& Davidson (1983) found that the antimicrobial effects of BHA and TBHQ were 
influenced by the presence of different amounts of casein and com oil. They reported 
that an increase in protein content of the media influenced the inhibitory effect of 
BHA and TBHQ against Staphylococcus aureus, Pseudomonas fluorescens and 
Saccharomyces cerevisiae. In the presence of 3% casein, BHA caused less than one 
log cycle decrease in the growth of St. aureus while the same amount of BHA 
together with higher concentrations of casein (6% and 9%) did not inhibit growth of 
this organism. They also observed that the effectiveness of BHA was reduced by 
small amounts (1.5%-3%) of com oil but that larger amounts (4.5%) had a smaller 
effect on TBHQ. If the lipid theory for inhibition is correct, the effect of com oil 
should be less on TBHQ than BHA, since BHA is less polar and would partition more 
easily into an oil phase making the compound less available to the organisms.
Lien et a l (1968), developed an equation that correlates the binding of phenols 
to bovine serum albumin:
where logP is a lipophilicity parameter. This of course explains why phenols are less 
active in the presence of serum.
On the other hand, there are factors that enhance the antimicrobial activity of 
phenols. Salts are one of these potentiating factors. For example, at 3% NaCl and 100
0.681 log P + 2.489 (2)
n — 19 r = 0.962 5 = 0.13
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ppm BHA, the growth of St. aureus is inhibited completely, whereas only 50 ppm 
BHA is necessary when the salt concentration is raised to 7% (Robach & Stateler 
1980; Kabara 1991).
Some studies have found that toxicity of phenols could be mediated byadual 
mechanism involving lipophilicity and free radical induced oxidative damage. The 
toxicology of phenols is confusing since many phenols, such as a-tocopherol function 
as radical scavengers. The ease with which phenols form radicals makes them 
potentially toxic. In fact it is not clear under which conditions a phenol will serve a 
useful purpose as a radical scavenger and when its action will be a toxic one (Hansch 
& Zhang 1995).
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CHAPTER 3 
Listeria monocytogenes: the organism.
3.1 Introduction
L. monocytogenes is a microorganism widely present in nature and has been isolated 
from plants, soil and surface water samples, silage, sewage, the milk of normal and 
mastitic cows, and human/animal faeces. In 1966, Gray & Killinger published their 
classic review of Listeria monocytogenes and listeric infections in humans and other 
animals. Since then, the organism has been implicated as the causative agent in 
several outbreaks of food-borne listeriosis. This resulted in an increasing interest in 
the organism since the 1980s particularly due to its psychrotrophic nature. Control of 
Listeria in food requires a multifaceted approach. The use of chemical preservatives is 
one possible aspect of this but many antimicrobials approved by governmental 
agencies for use in foods have shown little activity against L. monocytogenes (Junega 
& Davidson 1993). Some studies have been made on the use of plant parts and 
extracts as antilisterial agents. Pandit & Shelef, (1994), found that rosemary and 
cloves were listericidal and that for rosemary, an antioxidant extract, and an ethanolic 
extract, had more bactericidal activity than the aqueous extract. Also, Evert-Ting & 
Deibel, (1992) and Hefnawy et al, (1993) have reported the effect of selected spices 
on L. monocytogenes. They found that cloves, oregano, sage, rosemary, nutmeg, 
onion, garlic, cinnamon, among others had at some concentrations and conditions 
listericidal effects. Faith et a/., (1992) reported the antilisterial activity of liquid smoke 
(i.e.,phenols, formaldehyde and acetic acid) and established the potential of 
isoeugenol for controlling listerial growth in meat. Some studies have also been made
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on the effect of phenolic compounds directly as listericidal agents. Payne et <2/.,(1989) 
studied the effect of cinnamic acids, tannic acids, benzoic acids and parabens on L  
monocytogenes and found that, for the series tested, the parabens were the best, also, 
that the effectiveness of the compounds was similar to that found with other Gram- 
positive bacteria and that in general, there was no difference in susceptibility to the 
compounds between the 8 strains tested. The possibility of the use of these natural 
antimicrobials as antilisterial agents though requires more research to establish their 
real potential.
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I3.2 Taxonomy and culture characteristics
Taxonomy
L. monocytogenes was first described by Murray et al. in 1926 who named it 
Bacterium monocytogenes because of the characteristic monocytosis found in infected 
laboratory rabbits and guinea pigs. It was renamed Listerella hepatolytica by Pirie in 
1927 and given its present name by him in 1940 (Farber & Peterkin 1991). Although 
L monocytogenes was classified for a time by Bergey’s Manual of Determinative 
Bacteriology (Seeliger & Jones 1987) in the family of Corynebacteriaceae, it is listed 
in the latest edition of Bergey’s together with Lactobacillus, Erysipelothrix, 
Brochothrix, and other genera, in the section entitled Regular, Nonsporing Gram- 
positive Rods.
General characteristics
L. monocytogenes is a Gram-positive, nonsporeforming, facultativelijanaerobic rod 
with peritrichous flagella. Biochemically, L. monocytogenes is catalase positive, 
oxidase negative, urease negative, indole negative, methyl red positive and Voge- 
Proskauer positive (Lovett 1990). Its fermentation of glucose produces acid but no 
gas, and the fact that it does not hydrolyse gelatin, casein or milk is of particular 
importance in the food industry. It expresses a (J-haemolysin which produces zones of
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clearing on blood agar. Based on their pattern of [3-haemolysis on sheep blood agar in 
the presence of (3-haemolytic Staphylococcus aureus and Rhodococcus equi, the 
CAMP test is particularly useful for differentiating species of Listeria (pathogenic 
from non-pathogenic strains) (Farber & Peterkin 1991). Four basic serological types 
of L. monocytogenes based on somatic (O) and flagella (H) antigens have been 
described. Serotypes 1, 3 and 4 were differentiated on the basis of 0  antigens, 
whereas identification of serotype 2 was based on a unique H antigen. These 
serotypes have subsequently been divided into a total of 13 subgroups (Ryser & 
Marth 1991).
Growth characteristics
Some of the characteristics of Listeria monocytogenes important to food processors 
are the temperature, pH and salt concentration that it tolerates. Listeria 
monocytogenes was originally reported to grow at temperatures between 3 and 45°C 
with optimal growth occurring at 30-37°C (Ryser & Marth 1991). Walker et <3 / .(1990) 
confirmed the ability of this pathogen to multiply at even lower temperatures, with 
three strains exhibiting generation times of 62 to 131 hours in chicken broth and 
pasteurised milk, respectively, during extended incubation at -0.1 to -0.4°C. The 
ability of this organism to initiate growth at low temperatures posses a serious threat 
to the food industry and particularly to manufacturers of dairy products. Besides the 
obvious effect of temperature on Listeria growth rates, several reports suggest that 
virulence of the bacterium is increased when it is grown at low rather than high 
temperatures (Ryser & Marth 1991). Special thermal resistance has also been
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suggested for Listeria. It seems that intracellular^located Listeria may be able to resist 
pasteurisation. The reports in the literature are contradictory. Two recent 
developments may help to explain the discrepancies in the literature. The first is the 
phenomenon called the heat shock response in which the organism acquires 
thermo tolerance if exposed to sublethal temperatures before been subjected to the 
final test temperature. This has been demonstrated in both milk and meat systems. The 
second development concerns the method for recovering heat-stressed orgamsmsTThe 
use of anaerobic techniques can lead to recovery of significantly more cells than are 
recovered in the presence of oxygen. The sensitivity of heat-stressed microorganisms 
was believed to be due to the inactivation of the enzyme catalase and superoxide 
dismutase during heating. So, organisms that are grown at 39-43°C develop 
thermotolerance and hence can survive pasteurisation. Also, the anaerobiosis in the 
food environment could help towW sorutval (Farber & Peterkin 1991).
L. monocytogenes minimum pH required for initiation of growth ranges from 
5.0 to 5.7 at 4°C and from 4.3 to 5.2 at 30°C. With respect to pH, according to the 
ninth edition of Bergey’s Manual of Systematic Bacteriology (Seeliger & Jones 
1987), L. monocytogenes can only grow at pH values from 5.6 to 9.6, with optimal 
growth occurring at neutral to slightly alkaline pH values. A recent listeriosis outbreak 
linked to consumption of fermented dairy products has reopened the issue of 
minimum pH requirement for growth which has now been revised downward. Farber 
et al. (1989) recently observed growth of Listeria monocytogenes at 30°C in BHI 
acidified with HC1 to a value as low as 4.3. It is also evident from different studies 
that L. monocytogenes can tolerate exposure to acid far better at chill than ambient
* in^ lion
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temperatures. Nevertheless, the data indicate that L. monocytogenes is unlikely to 
initiate growth in food products which have a pH <5.2 (Ryser & Marth 1991).
Resistance of L. monocytogenes to sodium chloride is well documented. 
According to the ninth edition of Bergey’s Manual of Systematic Bacteriology 
(Seeliger & Jones 1987), L. monocytogenes can grow in Nutrient Broth supplemented 
with up to 10% (w/v) NaCl.
Detection and isolation
In terms of selective agars, Oxford, modified Oxford, and LPM media are still the 
most widely used in North America, with PALCAM and Oxford being the most 
popular in Europe (Farber 1993). Various selective agents including potassium 
tellurite, nalidixic acid, and acriflavine have been proposed to isolate the organism 
from food samples. The Oxford media has for example, acriflavine, LiCl, esculin, and 
the antibiotics: cefotetan, fosfomycin, colistin (Farber & Peterkin 1991). Enrichment 
procedures have to be used to recover Listeria monocytogenes from food. One method 
is cold enrichment. Samples are diluted in nutrient broth and stored at 4°C. After 24 
hours and once a week thereafter, portions of the enrichment broth were plated onto 
selective media and incubated at 35°C. With this procedure, detection can take up to 
three months. More recently, the incorporation of specific selective agents into 
enrichment media has shortenedthe time required to isolate the organism (Farber & 
Peterkin 1991). Several rapid methods have also been employed (e.g., DNA 
hybridisation and ELISA techniques) (Ryser & Marth 1991).
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Human listeriosis
L  monocytogenes seems to be a normal resident of the intestinal tract in humans but is 
classified as an enteroinvasive pathogen. It possesses a variety of virulent factors. 
These include one or more haemolysins, a monocyte-promoting agent, various cell 
wall cell membrane constituents, toxic oxygen species, and several undefined toxins. 
Once in the bloodstream, the pathogen gains access to target organs (i.e., placenta and 
central nervous system) causing in the host abortion or symptoms that are 
characteristic of meningioencephalitis (Ryser & Marth 1991). The incubation period 
between infection and the onset of clinical symptoms of listeriosis can vary from a 
few hours to 90 days. The in^cctvve dose for listeriosis is not clear, although food 
recovered from a number of patients who developed listeriosis has been generally 
heavily contaminated (>103 cells.g'1) (Farber & Peterkin 1991) The majority of human 
cases of listeriosis occur in individuals who have an underlying condition which leads 
to suppression of their T-cell-mediated immunity. The clinical syndromes associated 
with adult listeriosis include mainly central nervous system infections (meningitis) 
and primary bacteremia, but can also include endocarditis. The highest incidence of 
listeiial infection is usuallymneonates and those older than 60 years. The rate of 
mortality is between 13-34%. The incidence of listeriosis appears to be on the 
increase world-wide, especially in Europe. Although human listeriosis may be caused 
by all 13 serovars of L. monocytogenes, serovars l/2a, l/2b, and 4b cause most of the 
cases (Farber & Peterkin 1991). Human infection has only be caused by L. 
monocytogenes, L. ivanovii and L. seeligeri, but incidences involving the latter two 
organisms are extremely rare.
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3.3 Listeria monocytogenes in food
The recent association of L. monocytogenes with several large food borne outbreaks 
suggests that contaminated food may be the primary source of the organism.
Some examples are an outbreak of listeriosis associated with L. 
monocytogenes serotype 4b among adult patients in Boston hospitals in 1979. Case- 
control studies tentatively identified three foods sources, tuna fish, chicken salad, and 
cheese. The common feature among these was the serving with raw vegetables. 
Another outbreak involving 41 cases occurred in Canada in 1981. As a result of 
analyses on case-control surveys, coleslaw consumption was associated with illness. 
In the summer of 1983, an outbreak of listeriosis associated again with L. 
monocytogenes serotype 4b occurred in Massachusetts and was associated with 
pasteurised milk, in this case 29% of the people infected died. The outbreak that 
raised listeriosis to a higher level of concern among food manufacturers occurred in 
California in 1985. Of the 142 cases, 34% died. This time case-control studies 
implicated Mexican-style soft cheese in which L. monocytogenes type 4b was 
isolated. Another outbreak due to the consumption of soft cheese occur in 
Switzerland. During 1983 to 1987, 122 listeriosis cases with 31 deaths were recorded 
(Farber & Peterkin 1991).
Listeria monocytogenes has been found in a wide range of foods but the cL'r<j 
;procWcVj ctfc. ^  specôl cage. Cheese among these products has been the most 
intensively examined because of its known association with food-borne listeriosis.
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Raw milk must be considered by the dairy processor as a source of contamination 
coming into the plant, since the overall incidence of this organism, world-wide is 
around 2.2%. The organism is able to survive the manufacture and ripening of many 
different cheeses. It seems that lactic acid bacteria used in cheese making slow down 
its growth but do not totally inhibit it. It also survives in cultured butter and even 
yoghurt. The organism obviously grows in the presence of common psychrotrophic 
bacteria in milk. It has been shown that the presence of 'pseudomonads in milk may 
enhance the growth of L. monocytogenes. Some cases of listeriosis have been detected 
in meat products. A wide variety of meats are contaminated with L. monocytogenes. 
The most common serotype found in meats is serotype 1, one exception is British 
pate, where serotype 4b was the most isolated in 1989. Since most cases of human 
illness world-wide appear to be caused by serotype 4b, some investigators contend 
that meats are not involved in food-borne listeriosis outbreaks. Some cases of 
listeriosis though, have been reported with serotype 1. Beside the sporadic cases of 
listeriosis involving meat products, there have been product recalls in USA, UK. and 
Canada including turkey frankfurters, sausages, cookeâ ham, prepared hamburger, hot 
dogs, chicken spread, vacuum packed sliced ham, chicken, and chilli. In egg products, 
it was recently found at low levels in raw liquid egg. Incidence in vegetables has also 
been reported. Of all vegetables analysed for the presence of this organism, only 
potatoes and radishes appear to be regularly contaminated. Recent work has also 
shown that it can be found in individual salad ingredients and in prepacked mixed 
salads. Low levels were found in positive samples and, as in meats, it appears that 
serotype 1 is the predominant serotype found. Sources of contamination of vegetables 
include soil, water, animal manure, decaying vegetation, and effluents from sewage
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treatment plants. This organism can also survive and multiply during storage of 
refrigerated pre-prepared salads. In seafood very little work has been done to examine 
the growth of L. monocytogenes, although they have been implicated in two listeriosis 
outbreaks and some products like crab meat, smoked salmon, lobsters and surimi 
products have been found to be contaminated with the organism, and have been 
recalled from the marked.
A real problem for the food industry cuffWlj is to set the tolerance for the 
microorganism in foods since the minimum number of pathogenic L. monocytogenes 
cells which must be ingested to cause illness in either normal or susceptible 
individuals is not known (Farber & Peterkin 1991).
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3.4 Bacterial resistance to non-specific antimicrobial products.
The term resistance is a well defined concept when applied to antibiotic resistance. 
When applied to antiseptics, disinfectants and preservatives, however the term is less 
clearly defined and is often usedto describe a bacterial strain that is not susceptible to a 
concentration of antibacterial agent used in practice (Russell & Chopra 1990). While 
the mechanisms of resistance of bacteria to antibiotics are well-established, little work 
has been done on mechanisms of resistance to non-antibiotic antimicrobials (Junega & 
Davidson 1993). Resistance may be termed intrinsic or acquired. Intrinsic resistance 
may be defined as a natural (innate) chromosomally -controlled property of an 
organism while acquired resistance results from genetic changes in a bacterial cell and 
ariseseither by mutation or by acquisition of genetic material from another cell. For 
Gram-negative microorganisms, the outer membrane plays an important role in the 
intrinsic resistance against preservative antimicrobials (Junega & Davidson 1993). 
The structure of the outer membrane (Figure 3.1b) of Gram-negative organisms is 
lipophobic in nature due to the presence of lipopolysaccharides (LPS). Deep rough 
mutants on the other hand, tend to be much more lipophilic. Lipophobic molecules 
which can readily enter via thejhyH ^’c, porins would not find any obstacles entering 
Gram-negative cells but a lipophilic molecules will not easily cross this lipophobic 
barrier. Cell wall composition is another factor important in resistance to 
antimicrobials, Mycobacterium for example, are generally more resistant than other 
nonsporing bacteria to bactericides. This intrinsic resistance is undoubtedly limited to
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the cell wall composition, they possess a high wall lipid content and their high 
resistance appears to be related to the amount of waxy material present. In contrast, 
Russell (1991) identified no factors which might lead to intrinsic resistance among 
Gram-positive microorganisms. Research on resistance of various Gram-positive 
microorganisms has focused primarily on the lipid composition of the cytoplasmic 
membrane (Post & Davidson 1986; Bargiota et al. 1987; Junega & Davidson 1993). 
Many antimicrobial preservatives used in foods have some amount of lipophilic 
character, therefore, it seems logical that lipid in the cell membrane may have an 
effect on the ability of these compounds to enter the cell and cause inhibition. Some 
Gram-positive bacteria can express resistance to some biocides when grown in broth 
containing glycerol. The consequent increase in wall lipid acting as a barrier to 
biocide penetration is analogous to the intrinsic resistance presented by the outer 
membrane of Gram-negative bacteria.
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Figure 3.1 (A) The cell envelope of a Gram-negative bacterium. LP:lipoprotein;
LPS:lipopolysaccharide; PL:phospholipid. (B) The cell envelope of a Gram-positive 
bacterium. The secondary wall polymer is frequently teichoic acid. (Russell & Chopra
1990)
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Some organisms survive biocide treatment by producing a glycocalyx (Russell 
& Chopra 1990). In all groups of bacteria examples are found of strains whose outer 
surfaces are covered by more or less adherent layers of protein or polysaccharide. 
Costerton and co-workers (Hancock & Poxton 1988) have coined the term glycocalyx 
to describe all types of polysaccharide material adherent to the cell surface but outside 
the integral elements of the cell envelope. Electron microscopy is also revealing an 
increasing number of cases in which the bacterial surface is covered by a regularly 
packed array of protein subunits, termed an S-layer. In many cases this consists of 
glycoprotein and would be included in Costerton's definition of the glycocalyx. S- 
layers can provide organisms with a selective advantage by functioning as protective 
coats, molecular sieves and molecule and ion traps, as well as promoters for cell 
adhesion and surface recognition and frameworks (Messner & Sleytr 1992). SDS 
polyacrylamide gel electrophoresis has demonstrated that the molecular masses of 
monomers vary from 40,000 to 220,000 Da. Amino acid analysis has shown that they 
are acidic proteins with a considerable amount of lipophilic amino acids and 
practically no sulphur-containing ones. Freeze-etching techniques provide the most 
accurate picture of the structure and orientation of S-layers on intact cells (Hancock 
and Poxton 1988). Other resistance mechanism involves the enzymatic degradation of 
the biocide. Only in few cases this mechanism has been found responsible for intrinsic 
biocide resistance, e.g., intrinsic formaldehyde resistance in some Pseudomonas spp is 
linked to the presence of an aldehyde dehydrogenase which is expressed in these 
resistant strains. In the case of phenolic compounds, phenol-decomposing bacteria 
have been found but phenol degradation is not considered to be responsible for
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resistance since this metabolism occursonly at concentrations below inhibitory or “in- 
use” concentrations.
Acquired biocide resistance can inuobc plasmid-mediated resistance. There is 
little information about the role of plasmids in resistance to most antimicrobials, with 
the exception of recent findings that suggest that antiseptic resistance in 
Staphylococcus may be plasmid linked. Genetic determinants of resistance to heavy 
metals are often found on plasmids and transposons. Some transferable resistance has 
been described in Serratia marcescens. In conclusion , it appears that plasmids are not 
generally involved in resistance of bacteria to biocides and that any such resistance is 
intrinsic and not transferable. There is, nevertheless, evidence that some plasmids are 
responsible for producing surface changes in cells which may be responsible for slight 
alterations in sensitivity of resistance and that the response depends not only on the 
plasmid but on the host cells. There is little evidence, apart from mercury compounds 
and a few reports with formaldehyde, that plasmid mediated resistance to biocides is 
due to their degradation. With respect to resistance acquired by transformation, there 
has been one report of transferability of chlorhexidine resistance by genetic 
transformation and on resistance determined by chromosomal gene mutation.
Studies on the biochemical mechanism of resistance to biocides are not as 
advanced as those on antibiotics. However, at this stage, there is not evidence for 
changes at the target sites as a basis either of plasmid-or chromosomally-determined 
acquired resistance. Since the target of biocide action is frequently the bacterial 
cytoplasmic membrane, changes at this level to confer resistance may not be 
compatible with cell survival (Russell & Chopra 1990).
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CHAPTER 4
Quantitative Structure-Activity Relationships (QSARs): The
theory.
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4.1 Introduction
The quantitative approach to understanding drug action depends upon being able to 
express structure by numerical values, and then relating these values to corresponding 
changes in activity. The first such numerical values, or parameters, to be used in 
attempts at correlations were obtained by physical measurements on the complete 
molecule. The next significant advances were made by attempts to use substituent 
constants, rather than physical measurements on the whole molecule. Around 1935, 
L.P. Hammett made an enormous contribution to our ability to elucidate organic and 
eventually biochemical and biological reaction mechanisms. He postulated that the 
effect of substituents on the ionisation of benzoic acids could be used as a model 
system to estimate the electronic effect of substituents on similar reaction systems 
(Hansch & Leo 1995).
Hammett’s success in treating the electronic effect of substituents on the rates 
and equilibria of organic reactions has been extended to the development of other 
parameters. All the approaches that followed had serious drawbacks, in particular they 
concentrated on one parameter to explain activity (Tute 1971). It was Hansch & Fujita 
(1964) that showed the importance of physico-chemical and other structural properties 
in biological activity developing an empirical equation which relates the biological 
activity of members of a congeneric series with substituent parameters representing 
lipophilic, electronic and steric effects in a multiparameter way.
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QSARs have found wide use in correlating the bioactivity of all kinds of 
organic compounds with biological entities such as enzymes, organelles, single celled 
organisms, organs/tissues, and multicellular organisms. About 15,000-20,000 QSARs 
have been published describing chemical reactions, while about 6,000 equations have 
been developed for biological systems. The Journal o f Quantitative Structure-Activity 
Relationships, published by VCH, attempts to include abstracts of all QSAR papers in 
addition to original papers in the field.
The special importance of the lipophilicity parameter in QSARs is illustrated 
by this extensive literature; Hansch has reported that in a database of some 3000 
biological QSARs, only 15% lack the term for lipophilicity (Topliss 1993).
Since the pioneering work of Hansch, many molecular descriptors have been 
developed and tested to improve the QSAR technique, but it must be recognised that 
QSARs have certain limitations. These include the need to establish the molecular 
properties that control activity and to express these in parameter form, and also, the 
inadequate treatment of three dimensional aspects of the molecule.
Numerous mathematical and statistical methods have been applied to 
quantitative molecular design. One of them is multivariate data analysis using the 
least squares method. The problem with this approach is that non-linear and cross- 
products relations are difficult to account for. The use of new techniques such as 
artificial neural networks and fuzzy logic have eased this problem but their utility is 
limited since a real model is not produced.
In simple terms, quantitative drug design involves the generation of molecular 
or substituent descriptors, and the search for quantitative relationships between these 
descriptors and biological activity. QSARs are used not only in the prediction and
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design of new active compounds, but also in retrospective studies seeking insight into 
biochemical mechanisms of drug action. Classical Quantitative Structure Activity 
Relationship (QSAR) concepts based on the ideas of Hansch and co-workers have 
been successfully validated in many fields, including, medical chemistry, and in the 
agrochemical and environmental toxicology fields (Tute 1990). There are however, 
only a few examples of their application in food science, mainly related to sensory 
studies (Spillane et al. 1983; Kier 1980).
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4.2 Most important physico-chemical parameters
Hansch and Fujita (1964) related biological activity for members of a congeneric 
series with substituent parameters representing lipophilic, electronic and steric 
contributions by means of an empirical equation known as the Hansch equation 
(Hansch 1995):
where C is the concentration of a compound required to produce a specific biological 
effect; P is the 1-octanol/water partition coefficient; a  is the Hammett electronic 
substituent constant and Es is the Taft steric substituent constant (Topliss 1993).
The parameters or descriptors in Hansch’s equation are terms which
describe molecular properties or indices conveying topological information. The 
structural parameters and descriptors to be reviewed in this section, will be classified 
into a number of traditional categories, e.g. electronic, steric and lipophilic terms. 
Even when these parameters are quoted as belonging to an specific category, 
structural parameters are seldom, if ever, a measure of pure effects.
(3)
49
Lipophilicity parameters
A successful drug candidate must have favourable pharmacokinetics properties 
relating to absorption, distribution, metabolism and excretion, which all have 
lipophilicity as a critical determining factor.
In selecting a specific drug it is an advantage to keep lipophilicity to the 
lowest value consistent with achieving the necessary biological effect since toxicity 
tends to increase as drugs become more lipophilic. There are other factors to take into 
account when working with lipophilicity, for example, protein binding is positively 
correlated with the lipophilicity of a molecule in a linear way for a certain range of 
values (Topliss 1993).
The parameters most used to describe lipophilicity in QSAR studies are 
derived from partitioning properties, usually involving a system of two immiscible 
liquids. Partition properties are described by the partition coefficient P (van de 
Waterbeemd & Testa 1987)
where C0 is the concentration of the solute at equilibrium in the oily phase and Cw is 
the concentration of the solute in the water phase.
This was first defined by Berthelot and Jungfleisch in 1872 (Dearden & 
Bresnen 1988) as "The ratio of concentrations at equilibrium of a solute distributed 
between two immiscible phases.
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It has been found that the optimum lipophilicity for distribution of a drug to 
many parts of the body may be at a logP of around 2 (Topliss 1993). In bacteria, logP0 
values (optimum logP values) were shown to be much lower for activity against 
Gram-negative bacteria compared with Gram-positives, (logP0= 4.3 for Gram- 
negatives, and 5.9 for Gram-positives) (Tute 1971). The lower logP0 for Gram- 
negative bacteria may be attributed to the higher lipid content of the cell wall (up to 
25% dry weight) compared with that of Gram-positive species (0-2.6%). If the cell 
wall is rich in lipid, very strong, non-bioactive, adsorption of highly lipophilic 
molecules could occur (Lien et a l  1968; Topliss 1993).
The partition coefficient data published in the literature involve a large variety 
of solvent systems. Smith et al. (1975), after considering such properties as density, 
viscosity, dielectric constant, and mutual solubilities with water, have concluded that 
the n-octanol/water system is a good system to characterise the lipophilic properties of 
a molecule (van de Waterbeemd & Testa 1987). P  is often determined by the "shake- 
flask" method developed by Hansch and Fujita (Leo et al: 1971). However, a number 
of disadvantages, including lack of accuracy, precision and rapidity and a requirement 
for appreciable amountsof material, encouraged the development of new experimental 
methods. Very successful has been the use of chromatographic techniques such as 
reversed phase-high performance liquid chromatography (RP-HPLC) to measure 
lipophilicity (van de Waterbeemd 1992).
In RP-HPLC, a lipophilicity index designated as log K  is obtained, K  being a 
capacity factor calculated according to the following equation:
where Rt, R0 are the retention times of a solute and unretained solute peak respectively 
(van de Waterbeemd & Testa 1987).
Considerable attention, has been given in the literature to comparisons 
between logP and logÆ values (Terada 1986). Usually a good correlation is observed, 
(van de Waterbeemd & Testa 1987), although, it has been difficult to select 
chromatographic conditions which allow analysis of all compounds of a series and 
give linear relationships between the two (Terada 1986). van de Waterbeemd & Testa 
(1987) claim that the use of logK values to calculate log? is unnecessary and that 
logÆ is a valuable index of lipophilicity by itself.
The lipophilicity of a given compound can be calculated by adding the 
lipophilic increments of its constituent groups, substituents or fragments, such an 
operation being justified by the fact that these increments are approximately constant, 
i.e., their value is independent of the parent molecule. There are factors that break up 
the additive-constituent property such as intra- and intermolecular interactions. 
Hansch and Fujita developed a lipophilic substituent constant n to calculate the 
lipophilicity of a molecule from its substituents (van de Waterbeemd & Testa 1987)
K  X  =  l ° g  ^RX — 1 ° S  ^RH ( 6 )
where nx is the lipophilic constant of substituent X, logP refers to the n-octanol/water 
system, and RH and RX are the unsubstituted compound and its X-substituted 
derivative, respectively. However, a number of correction factors were found to be
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necessary to account for structural features such as double bonds, branching and ring 
fusion, and for intramolecular interactions.
Electrical parameters
Hammet in 1940 showed that the chemical reactivity of meta and para substituted 
benzene derivatives could be correlated by
pa* (7)
where is the rate or equilibrium constant for the parent (unsubstituted) molecule, 
and Kx is the rate constant for the substituted derivative. The substituent constant Gx 
refers to the electronic effect of the substituent and is a parameter applicable to many 
different reactions (characterised by different values of p ) whose rate depends on the 
degree of electron-release or withdrawal by the substituents (Tute 1971). Electron- 
withdrawing groups have positive G values while electron-donors have a negative 
value. The most important point to be made is that G values are position-dependent, 
making it necessary to define a para, meta and ortho G value.
The greatest incidence of failures of the simple Hammett equation were 
encountered when substituents capable of accepting or donating a pair of electrons are 
in direct conjugation with the reaction centre. One example is phenols, here the 
through-resonance (direct resonance of substituents with the reaction centre) led to the 
formulation of G for para substituents. Later G+ was formulated for substituents
log
J
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capable of delocalizing a positive charge ( positive for donors and negative for 
acceptors). For meta substituents G\ G+ and o° are essentially the same as Gm because 
direct through-resonance between the reaction centre and substituents is not 
significant from the meta position (Hansch & Leo 1995).
The additivity of sigma is also lost when adjacent groups are not symmetrical. 
Adjacent groups may twist each other out of conjugation with the aromatic system. 
This of course is true with substituents that interact strongly through resonance 
(Hansch & Leo 1995).
Often g or g+ correlates free radical reactions reasonably well. Because 
radicals are uncharged , polar effects modelled by G or G would not be expected to be 
effective in correlating radical reactions. The fact that g+ is more effective in the 
correlations than g  in most of the cases, suggested that through-resonance is 
significant. In most reactions found in the literature the sign of p is negative, implying 
that the radicals are electrophilic in character (Hansch & Leo 1995).
Electronic effects of a substituent X  can be transmitted to a reaction centre by 
three paths; inductive through bonds; field through space and resonance through the 
^-electron system. Some of the parameters developed to account for these are g1 
(inductive effect) and & (resonance effect), also F (field effect) and ^.(resonance 
effect) (van de Waterbeemd & Testa 1987).
The ionisation constant pKa from which g was developed is also used by itself 
as a parameter. pÆa determines the relative amounts of ionised and neutral forms at 
physiological pH. Electron-withdrawing substituents in this case (positive sigma 
constant) produce lower pÆa values (greater acidity) (Hansch & Leo 1995).
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The pÂ'a values are normally taken from the literature as compiled by the 
International Union of Pure and Applied Biochemistry. Alternatively pATa values of a 
variety of benzoic acids and phenols with substituents at ortho, meta- and para 
positions, singly or in combination, can also be calculated using a single correlation 
equation, unless internal hydrogen-bond formation occurs or substituents are 
enormously large (Bijloo & Rekker 1984):
for benzoic acids:
pKa = -0.956(±0.023)ao=PimiP -1.321(+0.073)ct1o + 0.402(±0.030)Es° +4.214(±0.137) 
n = 63 r = 0.9982 j  = 0.043 (8)
for phenols:
pK^ =-2.210(±0.040)co=Pim p -2.053(±0.081>JIo + 9.886(±0.023) 
n = 64 r = 0.9987  ^= 0.079 (9)
Other electronic parameters developed are, the group dipole moment (p.). A 
negative value means that the negative end of the group is pointing away from the 
benzene ring. Also, intra- and intermolecular hydrogen bonding capability is an 
important structural property which can be describe by parameters such as /H„ £w, Vh 
and HB (van de Waterbeemd & Testa 1987). Formula-derived molecular descriptors 
are also available. Graph theory offers a means to encode information on molecular 
size, shape and symmetry, branching and nature of covalent bonds, intramolecular
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distances, nature of heteroatoms, and even some electronic properties. The most 
widely known formula-derived descriptors are the molecular connectivity indices 
originally proposed by Randic in 1975 and introduced in QSAR by Kier & Hall in 
1976 (van de Waterbeemd & Testa 1987). Molecular connectivity indices (%) are 
calculated from so-called 5-values which are assignd to all non-hydrogen atoms. 
Molecular connectivity, the manner in which atoms are connected or branched in a 
molecule, is a fundamental characteristic of the structure. To calculate the value of % 
for a molecule, the molecular skeleton is written down, ignoring hydrogen atoms. A 
number, 8; is assigned to each atom in the molecule which equals the number of bonds 
connected to that atom. Thus 8, =1, 2, 3, or 4 for carbon atoms. A value of each bond 
in the molecule, Q-}, is computed for each pair of bonded atoms i and j. % is computed 
by Cÿ = (St 5j)k"1/2. Bond k is formed between atoms i and j. Finally % is computed for 
the molecule as
X = Z C ij
(Kier & Murray 1975).
(10)
Steric effects
Steric effects on organic reactions account in quantitative terms for the variation in 
reactivity caused by substituents of different sizes and shapes near the reaction centre 
(Hansch & Leo 1995). Each molecule viewed in space occupies a certain volume 
which constitutes an essential molecular property, though limited variation is possible 
as a consequence of flexibility. When a molecule interacts with a receptor, a proper fit 
can occur only when a good spatial complementarity exists between the two 
interacting entities. Steric features are therefore important properties which the drug 
designer needs to comprehend, describe and parametrize in terms of volume, surface 
area, length, width etc. (van de Waterbeemd & Testa 1987).
The problem of steric hindrance on organic reactions has been studied by 
many, but Taft’s success stemmed from his appreciation for the need to separate steric 
and electronic effectsof substituents before any general assault could be made on the 
problem of steric effects (Hansch & Leo 1995). Taft’s Steric Parameter (Es ) is one of 
the first parameters produced and it is frequently used in QSAR studies. Es comes 
from physical organic chemistry and was derived by Taft (1956) from acid-catalysed 
hydrolysis of esters (van de Waterbeemd & Testa 1987):
where kR and kMe are the acid-catalysed rate constants of hydrolysis of RCOOR’ and 
MeCOOR’, respectively. The bulkier the substituent, the more negative is the steric 
parameter Es. This initial parameter was criticised, and Hancock et al. in 1961 have 
proposed corrections to distinguish hyperconjugation from pure steric effect, this new 
parameter was called Esc. Another correction has been proposed by Palm (1971) to 
take into account the contribution of both C-H and C-C hyperconjugation ( Es° ). A 
steric parameter for aromatic ortho substituents £'s(01th0) was also derived to account for 
ortho effects in the molecules (van de Waterbeemd & Testa 1987).
The Taft parameter is correlated not only with other steric parameters like the 
van der Waal’s radius ( ry ), but also with electronic terms, leading Charton to define a 
new set of steric parameters designated as upsilon (u) and based on van der Waals 
radii (van de Waterbeemd & Testa 1987):
'ü X = , v X - r vH (12)
The effective size of an atom or group is measured by the van der Waals 
radius of that atom or group (rv ). When two atoms which are not bonded together 
come within each other’s van der Waals radii, strong repulsion takes place. Spatial 
interactions are in part simply a consequence of the fact that two objects cannot 
occupy the same space at the same time. This steric effect plays an important role in 
the interpretation of chemical reactivity (Pine, 1987).
The volume occupied by a molecule, i.e. impenetrable for other molecules 
with thermal energies at ordinary temperatures is called the van der Waal’s volume 
(Vw). The calculation of Vw assumes knowledge of bond distances, i.e., intermolecular
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van der Waals radii (rw) and shapes characteristic of atoms in various molecular 
configurations (Bondi 1964). Most of the important bond distances and angles in 
organic chemistry are well known. The Vw is another steric parameter used in QSAR 
studies.
Other steric parameters include, the molar refractivity ( MR ) and Parachor ( 
Pr ). Parachor has been little used and it is now practically abandoned in QSAR work, 
mainly because of its high correlation with logP. In contrast, MR is a frequently used 
parameter. By definition MR encodes information on substituent volume, and in 
addition it describes group polarizability and hence cohesion.
de Waterbeemd & Testa 1987)
Verloop and coworkers in 1976 have considered substituents in the 3D space 
and developed a set of steric descriptors called the sterimol parameters which define 
the steric dimensions of a givensubstituent along several fixed directions. The length 
of the substituent along the axis of the bond between the substituent and the parent 
molecule is called L. The minimum width ( B\ )  and the maximum width ( B5) (van de 
Waterbeemd & Testa 1987).
Molecular connectivity can also be used to encode structural information. This 
information is in part steric, as indicated by the fact that the molecular connectivity
(13)
where n is the index of refraction, MW is the molecular weight and d is density (van
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parameters l% and 1)(v correlate very well with MR (van de Waterbeemd & Testa 
1987).
One of the major problems found in the application of all the parameters 
mentioned has been the effect of ortho substituents. Since ortho substituents in 
aromatic systems are bound close to the side chain, all kinds of proximity effects, such 
as steric and electronic effects, can be significant. In each case some solutions have 
been proposed and some ortho parameters developed. Nevertheless, there are still 
problems in accounting for ortho effects.
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4.3 Modelling QSAR
Multiple linear regression
Mathematical models can be constructed that relate biological activity of chemical 
compounds to their physico-chemical properties. This is usually done for QSAR 
studies using multiple linear regression (MLR) by the method of least squares.
Hansch and his co-workers demostrated that biological activity of chemical 
compounds is a mathematical function of their physico-chemical characteristics such 
as lipophilicity, size, and electronic properties. The embodiment of these ideas into a 
concrete model is affected by fitting biological activity to linear or parabolic functions 
of physico-chemical properties of the form:
A = Cq + + C2 X 2 +... (14)
where A is a physico-chemical property.
MLR is used to determine the values of the coefficients and constant, Q  , for
any chosen combination of n compounds or combination of parameters which 
minimise the variance between the data and the model. The overall fit of the equation 
to the given data is expressed by the correlation coefficient r, or coefficient of 
determination r2 . The significance of the coefficients and constant is given by tests 
like the F- and f-tests with an acceptable level of p<0.05 which is common in
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biological work. Certain assumptions have to be met when using MLR. Normality 
which is the assumption that each variable and all linear combinations of the variables 
are normally distributed. A way to screen for normality is to observed that the errors 
(residuals between predicted and obtained scores) are symmetrically distributed 
around a mean value of zero (Figure 4.1b). Linearity which is the assumption that 
there is a straight line relationship between all pairs of variables. Linearity is normally 
diagnosed from residual plots. In plots where residuals are plotted against predicted 
values, nonlinearity is indicated when most of the residuals are above the zero line on 
the plot at some predicted values and below the zero line are other predicted values 
(Figure 4.1c). Finally homoscedasticity which is the assumption that the variability in 
scores of one variable is roughly the same at all values of the other variable (Figure 
4. Id).
In most instances of multiple regression, the researcher has a number of 
possible independent variables from which to choose for inclusion in the regression 
equation. To assist in the process of finding the best regression model, the researcher 
can follow one of two general approaches: a sequential search process or 
combinatorial methods.
Sequential search approaches have in common the general approach of 
estimating the regression equation with a set of variables and then selectively adding 
or deleting variables until some overall criterion measure is achieved. One example is 
backward elimination, which involves computing a regression equation with all the 
predictor variables, and then going back and deleting independent variables that do 
not contribute significantly. Another is Stepwise forward estimation where rather than 
deleting variables, each variable is considered for inclusion prior to developing the
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equation. The steps for this procedure which was used in the work presented here, are 
described in Figure 4.2. The combinatorial methods are generalised search processes 
across all possible combinations of independent variables.
PREDICTED (Y) PREDICTED an
PREDICTED (Y) PREDICTED (Y)
Figure 4.1 Plots of predicted values of the dependant variable (Y) against residuals, 
showing (A) assumptions met, (B) failure of normality, (C) non-linearity and (D) 
heteroscedasticity (Tabachnick & Fidell 1989)
When comparing regression models, the most common standard used is 
overall predictive fit which is provided by the coefficient of determination r2 . This 
approach has one drawback: as more variables are added, it can never be decrease. 
The idea is to find the smallest number of predictors which result in almost identical 
coefficients of determination. To compare between models with different numbers of 
predictors the adjusted coefficient of correlation has to be used. Wilkinson & Dallai in
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1981 developed tables for critical r2 when forward selection procedures are used for 
statistical addition of variables. The selection of additional variables stops when the 
F-to-enter value for the next variable falls below the present value of F.
To validate the regression model, there are four approaches that could be used 
(Raudys & Jain 1991):
a) The Resubstitution method, where all the observations are used to design the model 
and usedagain to estimate its performance.
b) The Hold-Out method where the data aftdivided into a design set and the remaining 
portion (the test set) is used to estimate the error rate.
c) The cross-validation method where k observations of the total population or sample 
are used as a design set and its error rate is estimated using the remaining 
observations. This process is repeated for all distinct choices of k patterns and then 
the average of the error rates is computed. One choice is to make k=l, yielding the 
well-known leave-one-out method and,
d) The Bootstrap method where a sample is formed from the total number of 
observations by sampling with replacement.
It is important to note that multiple linear regression equations can only be 
meaningful when a number of requirements are met. Two points are particularly 
important, namely a low collinearity between independent variables, a ratio of 
observation to independent variables of at least 5:1.
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Step sequence Sequence of analysis
Select predictor variable to examine 
criterion: highest correlation with dependent
2 Is percent variation explained statistically significant? > NO
YES
YES
No prediction possible 
with multiple regression.
Are there other variables? 1 i-------1
YES
T ~
Select a new variable to be added to 
predictive equation.
Criterion: Highest partial correlation 
with dependent variable
Is variance explained by all variables 
now significant?
Criterion: partial F test for 
each variable in equation.
NO
Drop nonsignificant variables
|Final.predictive equation
Examine appropriateness
Figure 4.2 Simplified stepwise regression procedure (Tabachnick & Fidell 1989) 
Artificial Neural Network
In the models obtained with MLR, third and higher order terms as well as cross- 
product terms, corresponding to interactions between physico-chemical properties, are 
not used in practice. While Eq. 14 has a simple form, its flexibility is somewhat
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limited. The consequence of this limited flexibility is the emergence of outliers whose 
biological activities cannot be adequately accounted for solely on the basis of their 
physico-chemical properties. In order to alleviate this weakness, Hansch and his co­
workers introduced indicator variables and used them as adjuncts to the usual 
parameters. Usually several indicator variables are required for a particular modelling 
exercise. Significantly enough, in many cases they account for a major part of the 
variance. Since indicator variables are specially designed to deal with outliers in a 
particular dataset, they are not useable for modelling other datasets. A modelling 
method that avoids indicator variables is therefore desirable (Andrea & Halayed, 
1991).
Recently artificial neural networks (ANN) have successfully been used in 
building QSARs.(Aoyama et a l 1990, Andrea & Halayeh 1991, Salt et a l 1992, Ajay 
1993, Hirst et a l 1994a, Hirst et a l 1994b, Maddalena & Johnston 1995). The main 
reason for this is their non-linear feature extraction capability (Andrea & Halayeh
1991).
An artificial neural network is a an information processing system that 
consists of many interconnected processors called neurons. The first definition of a 
simple synthetic neuron model was formulated in 1943 by McCulloch-Pitts (Zurada
1992). This is illustrated in (Figure 4.3) for the case of only two input variables.
A neuron performs a weighted sum of the incoming signals x, and sendsout a 
signal o, which is a function of this weighted sum. The output of every neuron is 
expressed by a non-linear function/(wlx) ovf{net) which is typically the sigmoid. This 
function is often referred Bas the activation function of the neuron (Figure 4.4; Eq. 15).
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Processing
nodeInputs ; Weights and connections Output response
Figure 4.3 Model diagram of a neuron
OUTPUT
0.5
NET
Figure 4.4 The sigmoid activation function (Fu 1994)
f ( n e t )  =  l +  e -w  (15)
where X >0 controls the slope or steepness of /(net). The scalar product net computes 
the state of the node in terms of its threshold value, the weight of its incoming link, 
and the state variable (Eq. 16)
67
net  =  M'A" - 1 ( 16)
where t is a threshold which needs to be exceeded by the weighted sum of signals for 
the neuron to be fired.
A continuous perceptron as the one in Figure 4.3 can be trained to derive its 
weights by means of interactive learning algorithms using gradient-deseent 
techniques.
The neurons may be organised into layers which provide nonlinearities for the 
network, with signals being propagated generally forward from the input layer to the 
output layer via any hidden layers. A neural network with hidden layer is shown 
schematically in Figure 4.5.
Oi Ok 0K_1
î t r
O  ©  O
oK
Î
Output layer
f k J  -  v kJ
Hidden layer
fi = Wj,
I ) Input layer
Figure 4.5 Feedforward two layer neural network.
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In Figure 4.5 the components hj and ok of vector H and O respectively are calculated 
using Eq. 17 and 18.
(17)
/ / - i  >
rcefj = IW..X; - f j ,
1Ou —
(18)
Neural networks (NN) learn to solve a problem, they are not programmed to 
do so. Learning is achieved by modifying the weights on the interconnections in the 
network in order to improve the network’s response performance to acceptable levels. 
The NN is trained to learn a mapping between input and output signals by presenting 
the network with training data using a learning rule (Hirst et a l 1994a). The goal of a 
learning procedure is to update the weights of the links connecting the nodes, and to 
minimise the average squared system error between the desired and the computed 
outputs. For a learning instance p, the error is defined as:
(19)
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where dpk and opk are the desired and the computed outputs for the kth output 
respectively, and K is the total number of output patterns (nodes). The average error 
for the whole system is defined as:
£  =  ^ - I E K k - ^ t )2 (20)2 r p=ik=ix
where P is the total number of instances or training patterns (Adeli & Hung 1995).
One of the most used learning rules, the delta learning rule best known as the 
backpropagation training algorithm, propagate backward from the output layer 
through the hidden layers toward the input layer. After training, the neural network 
operates in a feedforward manner. During training, input patterns are submitted to the 
network. The weight connections are adjusted so that the current least mean square 
classification error is reduced. This process is carried out until the training set is 
learned within an acceptable overall error (Caudill & Butler 1992).
As expressed before, the capacity of ANN to model nonlinear features and 
cross terms is the major motivation for the application to QSAR analysis. Even 
though NN has this merit, its shortcoming is the fact that using nonlinear functions to 
represent the input-output mapping makes interpretations of the model difficult. Most 
QSAR studies fall into two categories 1) Those concerned with determining the 
physico-chemical parameters that affect biological activity and 2) Those interested in 
extracting as much information as possible from the data set so that generalisation 
abilities are enhanced. So far, ANN has proved useful in the prediction field but it has 
been difficult to interpret the relationship between the activity of a compound and its
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properties modelled by ANN, because non-linear terms are considered implicitly in a 
multidimensional function. Some people have demonstrated though, that 
considerations of the internal structure of the network (weights) enhance the 
applicability of ANN to both select the important parameters and derive useful 
predictive relationship between them (Maddalena & Johnston 1995).
Fuzzy systems
Neural and fuzzy systems share a key advantage over traditional statistical estimation 
in that they are model-free estimators. They estimate a function without requiring a 
mathematical description of how the output depends functionally on the input as they 
learn from samples. Neural and fuzzy systems differ in how they estimate sampled 
functions. The neural approach requires the specification of a non-linear dynamic 
system, the acquisition of a sufficiently representative set of numerical training 
samples, and the encoding of those training samples in the dynamic system by 
repeated learning cycles. The fuzzy system requires only that a linguistic “rule 
matrix” be partially filled in by an expert (Kosko 1992).
Fuzzy logic, introduced by Lotfi Zadeh in 1965, provides a tool for preserving 
vagueness rather than eliminating it by arbitrarily imposing dichotomy. Any statement 
can be fuzzy. The tool that fuzzy reasoning gives is the ability to reply to a yes-no 
question with a net" quite-yes or no answer. Fuzzy logic starts with the concept of a 
fuzzy set. A fuzzy set is a set without a crisp, clearly defined boundary. It contains 
elements with full or partial membership to the set.
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Fuzzy set theory
Fuzzy logic claims that all things in life are a matter of degree. In this sense, the 
elements X of a set A, are considered to have a membership value proportional to the 
grade to which they belong to A. The membership value of 1 is assigned to those 
elements that fully belong to A, while 0 is assigned to elements that do not belong to 
A. The more an element X  belongs to A, the closer to 1 its grade of membership p A(X )- 
A Membership function then is a curve that defines how each point in the 
input space is mapped to a membership value between 0 and 1. Using the set of tall 
people as an example, Figure 4.6a presents the well-defined (crisp) boundary of a 
classical set, which says that people taller than six feet are officially considered tall. 
But such a distinction is clearly absurd, it is unreasonable to call one person short and 
another tall when they differ in height by a small amount. Figure 4.6b shows a 
smoothly varying curve that passes from not-tall to tall. The output-axis is a number 
known as the membership value between 0 and 1. The curve is known as the 
membership function as is often given the designation p.
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1
Degree of 
membership
not tall (|i=0.0)
0
height
Definitively a tall 
person (p=0.95)
1
really not very 
tall at all (ji=0.30)
0
Figure 4.6 Membership functions (A) sharp-edged, and (B) continuous.
Logical operations
Two fuzzy sets A and B can undergo several operations. Figure 4.7 shows some 
particular correspondence between multivalued logical operations for AND, OR and 
NOT. In more general terms, they have been defined as the fuzzy intersection or 
conjunction AND, fuzzy union or disjunction OR, and fuzzy complement NOT. In 
this Figure, what are called the classical operators for these functions, are also 
defined: AND:mini OR:max, and NOT additive complement.
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A yx B A B A ^ /
A and B A O R B
N o t ^ A ^ ^z  X
AND  
min (A,B)
OR 
max (A,B)
NOT
(1-A)
Figure 4.7 Multivalued logical operations.
Fuzzy associative memories
Fuzzy associative memories (FAMs) has been successfully applied in fields such as 
automatic control, data classification, decision analysis, expert systems, and computer 
vision (Jang & Gulley 1995). F AM are transformations that map fuzzy sets to fuzzy 
sets using fuzzy logic. These fuzzy systems are referred To )s memories because they 
continuously map input to outputs as a simple neural network does. However, FAMs 
do not need to be trained because they directly encode structure knowledge as 
linguistic information (Kosko 1992).
A F AM system encodes and processes in parallel a F AM bank or set of F AM 
which resemble the structure of If-Then rules present in traditional symbolic expert 
systems. Conditional statements, if-then rules, are the things that make fuzzy logic 
useful. A simple fuzzy if-then rule assumes the form if x is A then y is B, where A and 
B are linguistic values defined by fuzzy sets in the universe of discourse X  and Y of 
fuzzy variables x  and y respectively. There are different methods for the composition
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of the associations encoded in a F AM system. The most common is the compositional 
rule of inference (Kosko 1992). Interpreting this inference mechanism is a three part 
process (Jang & Gulley 1995):
1) Fuzzify inputs giving a degree between 0 and 1 (e.g., "x is A).
2) Apply fuzzy operator in the case of multiple parts to the antecedent. This consists 
in resolving the antecedent to a single number between 0  and 1 applying a logical 
operator such as AND, OR or NOT.
3) Apply implication method (e.g., implication: “y is 5 ”) which is the modification of 
the fuzzy set B to a degree specified by the antecedent. The most common way to 
modify the output fuzzy set is truncation using the min function.
In general one rule is not enough to accurately model the system at hand. 
Many rules are often required to be aggregated into a single output fuzzy set. Then the 
result set is defuzzified, or resolved to a single number.
As an example of this, Figure 4.8 shows a number of different rules applied in 
the evaluation of a restaurant, e.g., rule 3: if service is excellent or food is delicious 
then tip equals generous. Before the rules can be evaluated, the inputs must be 
fuzzified (step 1) against these linguistic sets, e.g., the food in this restaurant in a scale 
of 0-10 is rated 8 which fits a (X = 0.7 value in the linguistic variable “d e lic io u s”(n ile  
3 of Figure 4.8). In this manner, each input is fuzzified over all the membership 
functions in the antecedent of the rules. Then the second step is the application of 
fuzzy operators. In rule 3 an OR operator max is used. The two antecedents, service is 
excellent and food is delicious, membership functions 0.0 and 0.7 respectively, yield 
the max of the two values (0.7). After this stage, the step 3 involves the application of 
the implication method. The implication method is defined as the shaping of the
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consequence ( a fuzzy set ) based on the antecedent (a single number). Implications 
occur for each rule. This step uses the AND (i.e., min) which truncates the output 
fuzzy set for each rule. In step 4 all outputs sets of step 3 are aggregated in one fuzzy 
set, and finally in step 5 the final fuzzy set is transformed into a single crisp output. 
The most popular defuzzification method is the centroid calculation which gives in 
this example a 16.7% tip as the final answer to the problem presented (Jang & Gulley 
1995).
I. fuzzify inputs
2. apply 
fuzzy
1 .
f o r -
............ -  r ~  -
3. apply 
implication 
method {min)
\  cheap
If service is poor food is rancid then
2.
tip « cheap
t i p  =  1 6 . 7 %
output
If service is good tip -  average
'  excellent
delicious
If service Is excellent o r  food is delicious then tip » generous
f o o d  =  8
y
| overage^
gOOC^ ,^
rule 2 has no dependency on input 2 1 gj—*v—: __ _ A _
©
Li"
4. apply 
aggregation 
method (max)
5. defuzzify 
(centroid)
Figure 4.8 Example of a fuzzy inference system (Jang & Gulley 1995).
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Other applications
Other multivariate statistical tools such as linear discriminant analysis (van de 
Waterbeemd 1992), adaptive least squares (Moriguchi et a l  1992) and partial least 
squares (Verhaar et al. 1994) for correlations; and principal component analysis 
(Skagerberg et al. 1989, van de Waterbeemd et al. 1989), cluster analysis (van de 
Waterbeemd et al. 1989), non-linear mapping (Domine et al. 1994) for pattern 
recognition have also been used but MLR remains the most used statistical technique 
for classical QSAR, given its interpretation capability. MLR gives a straight forward 
model from which useful mechanistic insight can be extracted, and it is easy to use 
and to access.
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CHAPTER 5.
Quantitative Structure-Activity Relationship for the effect of 
benzoic acids, cinnamic acids and benzaldehydes on Listeria
monocytogenes.
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5.1 Introduction
In this chapter, classical QSAR is used to establish a model that allows the assessment 
of the antilisterial activity of a congeneric group of phenols and sheds some light on 
their mechanism of action. Although many antimicrobials have shown little activity 
against the foodborne pathogen Listeria monocytogenes (Juneja & Davidson 1993) 
some success has been reported using plant products (Payne et a l 1989; Evert-Ting & 
Deibel 1992; Hefnawy et al. 1993; Pandit & Shelef 1994). Improved understanding of 
the relationship between structure and antimicrobial activity of these compounds 
would allow a more targeted approach to the use of plants products as antimicrobial 
ingredients in minimally processed foods.
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5.2 Materials and Methods
5.2.1 Organisms and culture conditions
A cocktail of 18 Listeria monocytogenes cultures was used comprising NCTC: 4886, 
5105, 5214, 5348, 7973, 7974, 9862, 9863, 10357, 10527, 10887, 10888, 10890, 
11994, F4642 Scott A, F6861, a New Zealand dairy isolate and an isolate from 
Dauphin cheese.
All bacterial strains were maintained as frozen stocks at -80°C in Protect vials 
(Technical Service Consultants Ltd.). The stock culture was propagated overnight in
tryptone soya broth at 35°C before experimental use.
The bacteria were cultured in tryptone soya broth adjusted to pH 6.2 (+/-) 0.02
with HC1 (1 mol.l1 ) or NaOH (0.1 mol.l1 ) under anaerobic conditions. HPLC 
analysis showed that this was necessary to eliminate phenol oxidation during
experiments. The temperature of incubation chosen was 35°C in the range for optimal 
growth of Listeria monocytogenes, presenting the worse possible case for a model.
5.2.2 Chemicals
All chemicals were obtained from Aldrich, Sigma or BDH laboratories and are listed 
in Table 5.1.
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The phenols were dissolved by slow addition to stirred broth while 
maintaining the pH at 6.2 with 0.1 mol.l NaOH. Different concentrations were 
obtained by serial dilution of a stock solution containing 80 mg.ml"^ test substance, 
prepared immediately before use and sterilised by filtration through 0 .2  pm membrane 
filters before inoculation.
Table 5.1 Phenolic compounds used in the study.
COOH CH=CHCOOH CHOé é é
Substituent Benzoic acids Cinnamic acids Benzaldehyde
.Parent compound X X
2-OH X X X
3-OH X X X
4-OH X X X
2,3-OH X X
2,4-OH X X
2,5-OH X X
2,6-OH X
3,4-OH X X X
3,5-OH X X
2-OH-3-OMe X X
2-OH-4-OMe X X
2-OH-5-OMe X X
3-OH-4-OMe X X
4-OH-3-OMe X X X
2,3,4-OH X X
2,4,6-OH X X
3,4,5-OH X X
3,5-OH-4-OMe X
4-OH-3,5-OMe X X X
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5.2.3 Determination of the lipophobicity parameter K  and other parameters
A 4 mg.ml aqueous solution of each phenol was prepared, adjusted to pH 6.2 and 
analysed by RP-HPLC. The HPLC system consisted of a Spectra system P2000 pump 
(Thermo Separation Products) pump, a Spectra system AS3000 injector and a 
variable-wavelength UV detector Spectra focus forward optical scanning detector
(Spectra physics analytical). Retention times were obtained at 37 C, on a Kromasil 
ODS column (25 cm x 4.8 mm), detection at 280 nm and an injection volume of 50 pi. 
The solvent gradient used was: A: water + 0.5 % formic acid; B: 50 % aqueous 
acetonitrile HPLC grade (Tison) containing 0.5 % formic acid, running linearly from 
0 % to 100 % B in 35 minutes. The capacity factor K was calculated from the peaks of 
the retained and unretained solutes according to equation 2 .
The following groups of parameters were tested in the models:
a) Lipophilicity parameters. The capacity factor K  calculated from RP-HPLC data The 
partition coefficient (logP), calculated according to the method in Leo et al. (1971). 
The Hansch & Fujita hydrophobic substituent constant % calculated from data 
obtained from van de Waterbeemd & Testa (1987).
b) Steric parameters. Taft's steric parameter Es calculated from data in Unger & 
Hansch (1976). The parameter for ortho substituents, E°s taken from Fujita &
Nishioka (1976) and Bijloo & Rekker (1984). The upsilon steric parameter u; the van 
der Waals volume yw, the parachor Pr ; and sterimol (B\ and P5) were all calculated 
from data taken from van der Waterbeemd & Testa (1987). The molecular
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connectivity 1% parameter was calculated according to the method of Kier & Hall 
(1976).
c) Electronic parameters. The ionization constant, pATa, calculated from Equation 8 
(Bijloo & Rekker 1984) for benzoic acids. Other parameters tested in the modelling 
were the Hammett sigma values a  and cr , the polar field parameters, F and (jl ; and 
the resonance effect parameters R and Gr were all calculated from data in Hansch et 
a l (1991). The hydrogen bonding capability, HB and the group dipole moment, ji 
were calculated from data taken from van der Waterbeemd & Testa (1987).
5.2.4 Inoculum
Cells were grown in broth media for 24 hours at 35 °C to give a concentration of
9  -1
approximately 10 CFU.ml adjusted with sterile growth medium to the same optical 
density at 620 nm. Equal volumes (1 ml) of each Listeria monocytogenes culture were
- 4
mixed in a cocktail and 100 pi of a 10 dilution in maximum recovery diluent (MRD) 
was used to inoculate 5 ml of the test medium. This gave an initial concentration of
3  -1
approximately 10 CFU.ml .
5.2.5 Measurement of the biological activity of phenols.
A control growth curve at 35 °C, in tryptone soy broth under anaerobic conditions and
3  - 1
with an inoculum level of 10 CFU.ml , was obtained for the Listeria monocytogenes
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cocktail (Appendix 1). From this, the time taken to reach the end of log-phase was 
determined.
The experiment was repeated in media each containing one of the 44 phenolic 
compounds at one of the nine concentrations (80, 40, 20, 10, 5, 2.5, 1.25, 0.63 and
-i
0.31 mg.ml ). Cultures were sampled at the time corresponding to the end of the log 
phase in the phenol-free medium. Control cultures were run simultaneously. A 
decimal serial dilution series in MRD was prepared from the cultures and the cell 
concentration determined in quadruplicate by the Miles & Misra technique.
From the cell concentration data obtained for each set of conditions, the 
percentage inhibition was calculated as follows:
% Inhibition = 100- O ogX ,—logX0 a,10()^ 
log Cl -  log Co
(21)
where, X y is the final cell concentration at time t; X is the cell concentration of the 
sample at time zero. Cl is the cell concentration of the control at time t and CQ is the 
cell concentration of the control at time zero.
The percentage inhibition was plotted against concentration for each phenol, 
and the biological activity value (BAY) taken as the phenol concentration that 
produced 50 % inhibition of growth compared to a phenol-free control culture 
containing all 18 strains.
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5.2.6 Behaviour of the model in some food systems
Milk: The phenols were added at five different concentrations (5, 2.5, 1.25, 
0.6 and 0.3 mg.mll) to UHT processed fat free milk (0.001 g.m l1 fat) (FF); half fat 
milk (0.017 g.ml fat) (HF); full fat milk (0.039 g.ml fat) (M) and single cream
-i
(0.183 g.ml fat) (SC) and the original pH of 6.4 adjusted to 6.2. Controls were set for 
each medium and the BAY for 2-OH-4-OMe and 3-OH-4-OMe benzoic acids; 2-OH 
and 4-OH-3-OMe cinnamic acids and 2,3-OH ; benzaldehyde. were
determined.
Meat: Thin vacuum-packed slices of cooked topside of beef obtained
commercially (1 g) were immersed in 100  pi of each concentration of the phenols 
(2-OH3-OMe benzaldehyde, 2-OH5-OMe benzoic acid and 3-OH cinnamic acid), 
vortexed for 5 seconds to mix., and inoculated with 100 pi of the Listeria cocktail in
universal bottle. After incubation the samples were stomached in 9 ml of MRD,
serially diluted and plated on Oxoid Listeria selective agar for counting. A control
was set up using MRD as immersion solution.
Soups: Two short life, vacuum packed soups purchased locally were used:
a. Broccoli and Stilton containing vegetable stock, broccoli (18 %), water, onion, 
potato, blue stilton cheese (4 %), lemon juice, soya oil, salt, modified starch, black 
pepper. Original pH 5.4, adjusted to pH 6.2.
b. Smoked haddock chowder containing water, potato, carrot, milk, onion, smoked 
haddock, cream, modified starch, salt, vegetable oil, flavourings, parsley, colours 
(annatto, curcumin), pepper. Original pH 6.2.
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Previously dissolved phenols were added to 1 g of samples to obtain four
- i
concentrations 5, 2.5, 1.25, and 0.6 mg.ml ' After inoculation and incubation serial 
dilutions were made and plated in Oxoid Listeria selective agar for counting.
5.2.7 Analysis of the data
Structure Activity Relationships were explored within these series of compounds 
using stepwise multiple regression analysis (Hair et a l 1992) by the method of least 
squares. Cross-correlations between parameters were evaluated through a correlation 
matrix of the relevant variables. The statistical package used for this work was 
Microfit (Oxford University Press. 286 version 3.0).
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5.3 Results
5.3.1 Models
The BAVs of the phenols were calculated from graphs of % Inhibition against phenol 
concentration. Typical graphs are presented in Figure 5.1. The % Inhibition was 
calculated using equation 21 after 18 h anaerobic growth. This point corresponded to 
the end of logarithmic growth in phenol-free control cultures of the Listeria 
monocytogenes cocktail. The results are shown in ascending order of K  for the 
benzoic and cinnamic acid series in Table 5.2 and for the benzaldehydes in Table 5.3.
From these data and after testing all the parameters calculated in this study, the 
following best multiple regression equations were obtained for the whole series of 
benzoic acids, cinnamic acids and benzaldehydes, excluding the parent compounds:
lo g fT j = 2.57(±0.48)log/if + 0.21(±0.03)pji:a -  2.96(+0.28) * (22)
z! = 4 1  r=0.837 5 = 0 . 4 2  F ( 2 , 3 8 ) :  4 4 . 3 1  ( 0 . 0 0 0 ) .
* 95% confidence intervals in parenthesis.
where n is the number of observations; r the correlation coeficient; s the standard 
error; and F the variance ratio (Fisher test)
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Figure 5.1 Typical graphs used to determine the BAVs of the phenolic compounds 
(C values shown on the right side of the graphs at 50% inhibition)
Table 5.2 BAVs for benzoic and cinnamic acids against Listeria monocytogenes
and parameters used in the model
Substituents log(l/C) K p/C (a)
A. Benzoic acids
2-OH-4-OMe -0.300 4.87 4.29
2-OH-5-OMe -0.299 4.38 192
2 -OH -0.041 4.35 4.03
Bz. acid -0.928 3.99 4.21
2-OH-3-OMe -0.508 3.92 192
2,3-OH -1.294 2.93 192
3-OH-4-OMe -0.628 2.85 4.36
4-OH-3,5-OMe -0.519 2.85 4.34
2,4-OH -1.294 2.81 4.38
3-OH -1.462 2.73 4.10
4-OH-3-OMe -0.519 2.72 4.45
2,6-OH -1.477 2.70 185
2,5-OH -1.589 2.48 192
4-OH -1.180 2.37 4.57
3,5-OH-4-OMe -1.584 2.17 4.24
2,3,4-OH -1.164 1.97 4.27
2,4,6-OH -1.494 1.85 4.20
3,5-OH -1.930 1.84 3.98
3,4-OH -1.476 1.80 4.45
3,4,5-OH -1.415 1.28 4.34
B. Cinnamic acids
Trans- -0.037 5.30 4.21
2-OH -0.228 4.15 4.03
3-OH-4-OMe -0.352 3.83 4.36
3-OH -0.354 3.74 4.10
4-OH-3,5-OMe -1.589 3.56 4.34
4-OH-3-OMe -0.364 152 4.45
4-OH -0.228 130 4.57
3,4-OH -0.890 2.65 4.45
(a) Calculated from Bijloo & Rekker (1984)
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Table 5.3 BAVs for benzaldehydes against Listeria, monocytogenes and parameters
used in the model
Substituents log(l/Q K yw(a) /fc0 fb)
2-OH 4-OMe 0.155 5.36 1.98 -0.55
2-OH 5-OMe -0.545 4.90 1.98 -0.55
2-OH 0.086 4.65 0.49 -0.55
2-OH 3-OMe 0.602 4.30 1.98 -0.55
4-OH 3,5-OMe -0.644 3.41 3.47 0
2,4-OH 0.770 3.37 0.98 -0.55
4-OH 3-OMe -0.378 3.25 1.98 0
3-OH 4-OMe -0.566 3.25 1.98 0
2,4,6-OH -0.204 3.15 1.47 -1.10
3-OH 0.041 3.13 0.49 0
2,3-OH 0.921 2.94 0.98 -0.55
2,5-OH 0.409 2.91 0.98 -0.55
4-OH -0.176 2 .8 6 0.49 0
2,3,4-OH 0.523 2.29 1.47 -0.55
3,4-OH 0.229 2.26 0.98 0
3,5-OH -0.152 2.21 0.98 0
3,.4,5-OH 0.130 1.64 1.47 0
(a) Calculated from data taken from van der Waterbeemd & Testa (1987) 
j  (Calculations based on benzaldehyde as the parental structure.)
(b) Calculated from data taken from Fujita & Nishioka (1976), (Es=0.00 is not taken at
CH3 but shifted to H as used by Bijloo & Rekker (1984)).
I ( Calculations based on substitution ortho to the carbonyl group.)
From the residuals plot of this equation, it was obvious that the benzaldehydes 
were mostly outliers and did not behave . like the benzoic and cinnamic acids. If the 
whole series was separated into subgroups according to the K-mean clustering 
technique (Appendix 3), then the following equations were obtained:
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Benzoic acids:
m
lo g l - I  = 3.32(+0.48)log K + 0m {±032)pKa -  6.35(±1.42) (23)
«=19 /-0.864 i-0.29 F(2,16): 23.79 (0.000)
Cinnamic acids:
l o g M  = 4.24(±1.09)logA:- 0.56(±0.34)pAra -  5.13(11.93) (24)
« = 6  n=0.92 s=0.12 F(2,3): 8.42 (0.059)
where the parameter pK-„ was not significant at the 95% level, making the final 
equation for cinnamic acids as follows:
f  n
l o g l - l  = 3.07(±0.97)logZ- 2.07(±0.53) * (25)
n=6 7^0.846 5=0.147 F (l,4): 10.08 (0.034)
* The compound 4-OH-3,5-OMe cinnamic acid was excluded from the equation. This 
is justified by the loss of the compound during the experiment, detected by HPLC 
analysis of the broth before and after the incubation period.
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Benzoic and Cinnamic acids:
log = 3.54(±0.38)log^ + 0.93(±0.24)p^ -6.42(±1.04) (26)
n=25 7^0.90 J=0.26 F(2,22) 45.57 (0.000)
Benzaldehydes:
log = 0.22(±1.11) log K -  0.29(±0.29)p^ + 2.56(±2.85) (27)
71=16 r=0.34 5=0.48 F(2,13): 0.83 (0.458)
From these results it was clear that equation 26 gave an adequate model of the 
experimental data for benzoic and cinnamic acids. However the statistics for equation 
27 indicate that the lipophilicity and ionisation (pATa) parameters are not useful in 
modelling the antibacterial activity of the benzaldehydes. Testing all the various 
parameters described, the best equation describing the activity of benzaldehydes was:
were Vw is the van der Waals volumes and E°s, an ortho substituent constant^* o )
log -  + 0.25(±0.16) (28)
71=16 7^0.92 5=0.20 F(2,13): 35.95 (0.000)
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Table 5.4 presents the correlation matrix of all variables used in the models showing 
that the parameters are acting independently.
Table 5.4 Estimated correlation matrix of variables 
A. Correlation matrix o f the variables included in the benzoic and cinnamic acids model
log* PA'U
logK 1 .000 -0.179
P^a -0.179 1 .0 0 0
B. Correlation matrix of the variables included in the benzaldehydes model
l/2s°s
^w 1 .000 0 .0 0 1
l/#>s 0 .0 0 1 1 .0 0 0
Figure 5.2 (A and B) shows the correlation between the values calculated from 
the models (equations 9 and 11), the fitted values, and the actual biological activity 
values measured. From this figure and the plot of the residuals two main outliers were 
detected, which are 3,4,5-OH benzoic acid and 3,4-OH benzaldehyde. None of them 
had any experimental justification to be excluded.
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Figure 5.2 Relationship between the BAVs predicted by the models and the 
observed BAVs in broth: (Al) benzoic and cinnamic acid groups; (Bl) benzaldehydes 
with their respective plot of residuals (A2) and (B2).
5.3.2 Validation of the models
In Figures 5.3 and 5.4 the predicted BAV values are plotted against the values 
actually found for the food samples using a limited selection from the phenols used to 
construct the model. For the dairy products, the model was fail safe for three out of 
the five compunds tested, but predicted a lower BAV than was actually observed for 
the other two. For each compound the degree of understimation of the BAV was most
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severe with the single cream, which also had the highest fat content. The values for 
the different milks were however grouped closely together.
With the meat and soups (Figure 5.4), the model was fail safe with the soup 
products tested but fail dangerous with the beef.
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Figure 5.3 Predicted values of the models against observed biological activity values 
for some phenolic compounds in free fat milk (FF), half fat milk (HF); whole milk 
(M) and single cream (SC). Below the 100% correlation line the model is fail safe.
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Figure 5.4 Predicted values of the models against observed biological activity values 
for some phenolic compounds in vegetable soup; fish soup and beef. Below the 100%
correlation line the model is fail safe.
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5.4 Discussion
Although QSAR techniques cannot determine directly a mechanism for the activity of 
a compound, some inference can be made from the parameters which best explain the 
observed biological activity.
In the model for benzoic and cinnamic acids, the two parameters, lipophilicity
and pTQ account for 81 % of the variance in observed activity as indicated by the
2
square of the correlation coefficient (r =0.81). It is well established that lipophilicity 
plays a role in the antimicrobial activity of phenolic acids (Hugo 1967; Lien et a l 
1968; Hansch & Clayton 1973). The model presented here confirms this since the 
higher the logTf value, the lower the concentration required to achieve a 50 % 
inhibition of listerial growth. This indicates that partitioning is required for the 
compounds to penetrate to their target sites or that the lipophilic part of the molecule 
is involved directly in inhibition at the target site itself.
The fact that partitioning through the cell's membrane is a critical step in the 
process is further supported by the role of ionisation, as expressed in the model by the 
pÆa value. The higher the pZa the greater the proportion of uncharged phenolic acids 
present, the more membrane-soluble they are, and the stronger their inhibitory 
activity. This has been observed in other situations where the passage of drugs 
through membranes separating aqueous phases of different pH has been monitored 
and has also been used in other QSAR studies of phenols (Tute 1990).
The parameters used to predict the behaviour of benzoic and cinnamic acids 
were however unable to model successfully the antilisterial activity of the
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benzaldehydes. In this case steric and electronic parameters were the most useful
2
(r =0.85) indicating that partitioning is not important and that benzaldehydes might 
exert their activity on the outside of the plasma membrane. The chemical reactivity of 
the benzaldehydes is largely attributable to the susceptibility of the carbonyl group to 
oxidation and reduction reactions and nucleophilic additions such as Schiff base 
formation (Bowles & Miller 1993). Its ability to bind to critical components such as 
metal ions, sulfhydryl- and amino groups of proteins associated with transport and 
membrane function could explain part of their antibacterial activity. The model 
derived here shows that biological activity values are related to steric constants which 
represent molecular bulk and could signify a limitation on the size and shape of a 
molecule for a good fit to its receptor. The steric constant used in the model is the van 
der Waals volume which involves non-specific and essentially non-directional forces 
such as van der Waals and hydrophobic forces. The negative sign of the Vw term
indicates that the greater the molecular size, the lower its antibacterial activity. E°s,
according to Charton (1971), is largely a measure of the resonance and field effect of 
ortho-substituents and is used to reconcile the biological activities observed with 
different substituent patterns.
The two main outliers found in these models were 3,4,5-OH benzoic acid and 
3,4-OH benzaldehyde which have in common that their OH groups are adjacent to 
each other. In fact all the compounds with this characteristic presented a slightly 
higher activity than the rest of the series, for example 2,3,4-OH benzoic acid, 2,3-OH 
benzaldehydes etc. This may be due to the electronic density of these compounds. It 
has been found that polyphenols in which several OH groups are in alternate 
positions, are more reactive than those with adjacent groups. The charge distribution
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created by alternate positions could inhibit the passage of these compounds through 
the membrane or contact with their receptor.
For application in real foods it is important that the models developed should 
be fail safe; underestimating the inhibition produced by a particular compound. 
Results of the validation trials showed that this was not always the case. Data used to 
produce the models were originally obtained from cultures in TSB the composition of 
which will differ markedly from that of many food systems. It is known that phenols 
can react with protein and that their antimicrobial activity is reduced by the presence 
of serum (Lien et a l 1968; Field & Lettinga 1992). Reaction with the high 
concentrations of protein present is probably the reason for the consistent failure of 
the phenols to achieve the predicted inhibition in meat. Fat is another food ingredient 
that can interfere. Lipophilicity is an important parameter determining the inhibitory 
effect of the benzoic and cinnamic acids. In fatty foods, the more lipophilic 
compounds with potentially higher antilisterial activity would be less effective due to 
partition into the lipid phase. This was apparent with single cream, although the levels 
of fat in skimmed, semi-skimmed and whole milk had no noticeable effect. In 
products which were relatively low in both protein and fat such as the soups, the 
inhibition obtained was better than that observed in TSB.
This work demonstrates that QSAR techniques have potential in predictive 
food microbiology, although the influence of the food matrix on antimicrobial activity 
indicates that more successful models would result from using growth media closely 
resembling the food in question.
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5.5 Summary
The inhibition of a cocktail of 18 strains of Listeria monocytogenes by 25 mono-, di- 
and tri-substituted benzoic and cinnamic acids and 16 benzaldehydes was evaluated 
using the concentration, (Q , required to give a 50 % growth inhibition under
anaerobic conditions at 35°C and pH 6.2 as a measure of biological activity (BAV). 
Using the method of least squares, multiple regression equations were obtained which 
described the contribution of some physicochemical and other structural properties of 
the compounds to their biological activity. The equation that best described the
activity of benzoic and cinnamic acids was l o g ^ j  = 3.54 log Æ + 0.93pKa -  6.42,
where Æ is a lipophilicity parameter determined by RP-HPLC and the effect of 
ionisation is represented by pKa. Benzaldehydes behaved differently, their activity
/ 1  \  i
being best described by the equation log — = -0.23Vw -  0.44— + 0.25, where the
J  E °s
activity is controlled by a steric parameter, the van der Waals volume (Vw), and an
electronic-steric parameter for ortho substituents. Absence of a lipophilicity parameter 
indicates that partitioning into the cell membrane might not be required for 
antimicrobial activity. The models were tested in several food systems which showed 
that in food with a high protein or lipid content antilisterial activity was much lower 
than predicted, making the models unacceptable in such circumstances.
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CHAPTER 6
A comparison of Quantitative Structure-Activity 
Relationships for the effect of benzoic and cinnamic acids on 
Listeria monocytogenes using multiple linear regression, 
artificial neural network and fuzzy systems.
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6.1 Introduction
A comparison beween the performance of Artificial Neural Network (ANN), Fuzzy 
Systems (FS) and Multiple Linear Regression (MLR) methods with regard to their 
ability to fit the biological activity surface of benzoic and cinnamic acid derivatives 
against Listeria monocytogenes and predict their activity is presented in this section. 
Also, MLR and ANN are compared for their ability to select the properties that best 
describe the biological activity of the compounds in order to interpret the model.
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6.2 Methods
6.2.1 Data set
The data set of the antilisterial activity of 19 benzoic acids and 6 cinnamic acids was 
obtained from the experiment in Chapter 5.
6.2.2 ANN model
An in-house back-propagation ANN program written in C by C. Ramirez-Rodriguez 
(Department of Electronic and Electrical Engineering, University of Surrey) was used in 
the study. The program was run on a Sun Sparc 20 workstation. The back-propagation 
algorithm used was similar to the classic back-propagation algorithm with an added fuzzy 
controller for the learning rate.
A 2-layer ANN was used during the studies. All inputs were linearly scaled on a 
range of 0.1 to 0.9 on the basis of the minimum and maximum of the input source range. 
Sigmoidal transfer functions were used in all layers. The networks were trained for 
10,000 learning cycles. The learning rate was monitored by the fuzzy controller and 
varied from 0.9-0.1 using a momentum term of 0.3.
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6.2.3 Optimisation of ANN input parameters
The optimum input parameters used in predicting the antilisterial activity of the benzoic 
and cinnamic acid derivatives (log (1/C)) were determined using a method where inputs 
variables were assigned a value between [0,1] depending on their contribution to the 
prediction of the results. The algorithm for generating these values from a trained two- 
layer ANN was:
For every node j  in the hidden layer
Calculate the maximum absolute value of weight wzy arriving at node j  from input 
variable i, that is
MaxWj = max(| |, | w;51) l<  p < I  l< s  < I  p ^ s  1 < y < /
Scale each w# arriving at j  from input variable i using Maxwj
Normw ü =
Maxwj
For every node k in the output layer
Calculate the maximun absolute value of weight v# arriving at node k from
hidden
node j, that is,
Maxvk =max.(vkp,\vks^ j 1< p < J  l< s  < J  p ^ s  1 < j  < K  
Scale each vkj arriving at output node k from hidden node j  using Maxvj
Norrnv-: =
}l Maxvk
For every node k in the output layer
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For every input variable i in the input layer
Calculate the total contribution of input variable i to the output node k
j - i
Contrki = [Normw- x Normvkj J 
y=1
For every input variable i in the input layer 
Calculate the maximum Contrki
Maxconk = m.?c4Contrkp, Contr^ ) \ < p < I  l < s < I s
Scale Contrki using Maxconk
C o n tr e  (29)
Maxconk
where, Contru is the value between [0,1] indicating the relative contribution of parameter 
i in the value obtained from output neurone k; 1-1 is the number of input units, J-l is the 
number of hidden units; K is the number of output units; wji is the weight connecting
hidden neuron j  with input neuron i, and vjg is the weight connecting output neuron k
with hidden neuron j.
The highly correlated parameters were pruned to force a selection of independent 
parameters in a backwards way (the pruning of parameters was done from an initial input 
of all the descriptors used in the study). To select the parameters, a criterion of a relative 
contribution of 0.5 or higher in a scale of 0-1 was used. The final results were the product 
of 30 nets running independently.
The ability of the ANNs to generalise was examined by using a leave-one-out (N- 
1) cross validation technique. For each given set of input parameters using 25 patterns, 25 
ANNs were trained .each using 24 patterns. At the end of training, each trained ANN was
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used to predict the BAV (log (1/C)) of the missing pattern. The correlation, standard 
error, and leave-one-out cross validation correlation between the predicted and known 
data sets were calculated using 25 trained ANNs.
6.2.4 Multiple Linear Regression model
Structure-activity relationships obtained in Chapter 5 using stepwise multiple regression 
analysis (Hair et al. 1992) by the method of least squares was used in the comparison. 
Cross-correlations between parameters were evaluated through a correlation matrix of the 
relevant variables.
The ability of the MLR model to generalise was also examined by using a leave- 
one-out (A-l) cross validation technique.
6.2.5 Fuzzy model
For the construction of the fuzzy model, the fuzzy variables were first specified with their 
respective range of values: logK and p/fa as input, and BAV as output variables. Fuzzy 
sets were then designed that represented linguistic terms numerically as an expert would 
describe the behaviour of a particular fuzzy variable. The linguistic value associated to 
the fuzzy variables were selected as follows: VS (very small); S (small); M (medium); L 
(large); VL (very large) indicating the changes in behaviour of all variables. Given a 
fuzzy set A (i.e VS), membership functions p^(x)-> [0,1] assigned a real number
between 0 and 1 for any x 6 X (i.e., logif) which defined the fit value of element x in A. 
Membership functions overlapped giving x different degrees of membership to each
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fuzzy set. These membership functions were described in triangular and trapezoidal 
shapes to simplify computation. The fuzzy “rule base” or bank of fuzzy associative 
memory (FAM) rules were then specified (Kosko 1992). The compositional rule of 
inference min-max was then applied to the rule bank to obtain a three dimensional 
control surface, the log (1/C) outputs that correspond to all combinations of values of the 
two input state variables, logAT, p/Ta. For this, an in-house program written in C by C. 
Ramirez-Rodriguez was developed.
6.2.6 Analysis of the data
The criteria used for comparing surface fits of all models were the correlation coefficient
2
r, coefficient of determination r and the standard deviation of the error, a defined by:
1
s = e
1 n
N i
E. = Observedi
f  \  
log—
V ^ 2
-  Calculated log—
(30)
where c. is the concentration of compound i required for 50 % inhibition of Listeria with
respect to the control and N  is the number of points in the data set (Andrea & Halayeh 
1991).
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6.3 Results
6.3.1 Comparison between MLR, ANN and FS
The architecture of ANN used in this work is presented in Figure 6.1.
w .
t,jl
1
2
Figure 6.1 The ANN architecture used in this work.
The weights obtained from the network are presented in Table 6.1 and are the 
data used to calculate the biological activity value predicted by the model. The 
calculations for further predictions are done using equations 17-18.
In Table 6.2, the actual values obtained for the BAVs and the predicted values
for the model are given, together with their standard deviation of the error and the
2
coefficient of determination r . As a comparison, the predicted values obtained in 
previous work for the multiple linear regression (MLR) model, are also given in Table
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6.2, showing a much better coefficient of determination, and standard deviation of the 
error for the model produced with the ANN technique.
Table 6.1 Weights obtained from ANN required to calculate the BAVs.
(A) Wji values
wj, (code) Wj, wji (code) Wji tji
W l,l -1.746099 W l,2 -2.861318 -0.579311
W2,l 0.187213 W2,2 -2.155349 1.253386
W3,l -0.452502 W3,2 -1.069222 -0.394008
W4,l -8.498999 W4,2 -0.396595 5.639418
W5,l -6.404246 W5,2 7.015976 -0.756372
(B) vkj values
1 2 3 4 5 Ki
-1.733502 2.510016 1.115054 -5.718592 2.852588 0.633055
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Table 6.2 BAVs obtained from the MLR, ANN, and FS models and their 
statistics(A) Actual BAVs compared with the predicted values for the MLR, ANN and
FS models.
Substituents Actual BAV MLR (*) ANN FS
Benzoic acids 
2-OH -0.04100 -0.41809 -0.25384 -0.32024
2,3-OH -1.29400 -1.12860 -1.26382 -1.04500
2,4-OH -1.29400 -1.12860 -1.26382 -1.04500
2,5-OH -1.58900 -1.38640 -1.67279 -1.34773
2,6-OH -1.47700 -1.32050 -1.53119 -1.21716
2-OH 3-OMe -0.50800 -0.68353 -0.33004 -0.34467
2-OH 4-OMe -0.30000 -0.00870 -0.25723 -0.35111
2-OH 3-OMe -0.29900 -0.51399 -0.23033 -0.33533
2,3,4-OH -1.16400 -1.41180 -1.43015 -1.33729
2,4,6-OH -1.49400 -1.57200 -1.50536 -1.35040
3-OH -1.46200 -1.06770 -1.42684 -1.23821
4-OH -1.18000 -0.84878 -1.08381 -1.43001
3,4-OH -1.47600 -1.37910 -1.41185 -1.47427
3,5-OH -1.93000 -1.77810 -1.76288 -1.47778
3-OH 4-OMe -0.62800 -0.76162 -0.79386 -0.66281
4-OH 3-OMe -0.51900 -0.74336 -0.73403 -0.75922
3,4,5-OH -1.41500 -2.00840 -1.41852 -1.26461
3,5-OH 4-OMe -1.58400 -1.28750 -1.45899 -1.35310
4-OH 3,5-OMe -0.99200 -0.77922 -0.84252 -0.96996
Cinnamic acids 
2-OH -0.22800 -0.48873 -0.28697 -0.43251
3-OH -0.35400 -0.58377 -0.43011 -0.48962
4-OH -0.22800 -0.33800 -0.22970 -0.62943
3,4-OH -0.89000 -0.78574 -0.81420 -0.83114
3-OH 40Me -0.35200 -0.30952 -0.31508 -0.48007
4-OH 3-OMe -0.36400 -0.30800 -0.26085 -0.52627
(*) l o g f l j  = 3.54(±0.38)log£ + 0.93(±0.24)ptf„ -  6.42(±1.04)
(B) Statistics for the MLR, ANN and FS models
Model n s liiSlir
MLR 25 0.26 0.81
ANN 25 0.12 0.96
FS 25 0.21 0.92
ft=mimber o f compounds ^standard deviation o f the error ^^coefficien t o f determination
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The better fit with ANN can be seen by comparing Figure 6.2a-c. These show 
how the real data (Figure 6.2 a) are modelled by MLR (Figure 6.2 b) and by ANN 
(Figure 6.2c) and how the ANN model accommodates the non-linear relationships 
between the variables used leaving less outliers to account for.
The ability to generalise of the two systems (MLR and ANN) was tested using
the leave-one-out method and the results are presented in Table 6.3. Using the r and 
the s values to evaluate the results the ANN method generalised better than MLR 
showing a better correlation and a lower standard error.
Using the algorithm (29) to evaluate the most contributing parameters in the 
BAVs (Figure 6.3), logÆ, was found to contribute most, followed by pifa and the steric 
parameter Vw after pruning Esc which was highly correlated to log if. This agrees with 
the results obtained from the MLR model. The use of the third parameter, Vw,
suggested by the ANN system did not improve the correlation of the model: r=0.96, 
the same as obtained with the logK and p7fa parameters alone, even though, it gave a 
slightly lower standard deviation (0.10). Also, the leave-one-out method showed
worse generalisation with this extra parameter ( /=0.80 compared with the 0.84).
I l l
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Figure 6.2 Actual against modelled surfaces for the antilisterial effect of benzoic 
and cinnamic acids. (A) BAV: actual values (B) BAV: MLR predicted values (C) 
BAV: ANN predicted values and (D) BAV: FS predicted values. (CONTINUE...)
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Figure 6.2 Actual against modelled surfaces for the antilisterial effect of benzoic and 
cinnamic acids. (A) BAV:actual values (B) BAV: MLR predicted values (C) BAV: 
ANN predicted values and (D) BAV: FS predicted values..
113
Parameters
Figure 6.3 ANN weight analysis for the selection of the most important parameters 
that account for the biological activity of benzoic and cinnamic acids on Listeria
monocytogenes
The fuzzy model was constructed based on the fuzzy membership functions 
shown in Figure 6.4a for logK; Figure 6.4 b for pZa and Figure 6.4c for the BAV (log 
1/C) resulting in the FAM-bank matrix shown in Figure 6.4d. After processing these 
data, the output variable values were obtained and are shown in Table 6.2 and plotted 
in Figure 6.2d. The correlation and standard deviation obtained for this system were 
better than with MLR, but not as good as those found for the ANN system.
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Table 6.3 BAVs obtained from the MLR and the ANN models using the leave-one-
out method and their statistics.
(A) Actual BAVs compared with the predicted values for the ANN model and the MLR model
Substituents Actual BAV Predicted (MLR) Predicted (ANN)
Benzoic acids 
2-OH -0.04 -0.47 -0.31
2,3-OH -1.29 -1.11 -1.24
2,4-OH -1.29 -1.11 -1.24
2,5-OH -1.59 -1.36 -1.69
2,6-OH -1.48 -1.29 -1.64
2-OH 3-OMe -0.51 -0.71 -0.25
2-OH 4-OMe -0.30 -0.35 -0.13
2-OH 5-OMe -0.30 -0.64 -0.22
2,3,4-OH -1.16 -1.43 -1.60
2,4,6-OH -1.49 -1.57 -1.55
3-OH -1.46 -1.06 -1.13
4-OH -1.18 -0.81 -0.78
3,4-OH -1.48 -1.35 -1.30
3,5-OH -1.93 -1.75 -1.51
3-OH 4-OMe -0.63 -0.78 -0.86
4-OH 3-OMe -0.52 -0.77 -0.84
3,4,5-OH -1.42 -2.20 -1.60
3,5-OH 4-OMe -1.58 -1.26 -1.40
4-OH 3,5-OMe -0.99 -0.78 -0.75
Cinnamic acids 
2-OH -0.23 -0.56 -0.31
3-OH -0.35 -0.63 -0.55
4-OH -0.23 -0.38 -0.29
3,4-OH -0.89 -0.78 -0.79
3-OH 4-OMe -0.35 -0.33 -0.21
4-OH 3-OMe -0.36 -0.37 -0.21
(B) Statistics for the ANN and MLR models
Model s 2r
ANN 25 0.23 0.84
MLR 25 0.26 0.75
M—number o f compounds 5 —standard deviation o f the error /"^coefficient o f determination
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Figure 6.4 The fuzzy system inputs: fuzzy membership functions of each linguistic 
fuzzy-set value for (A) logÆf (B) p£a (C) BAV and the (D) FAM-bank matrix for the 
  fuzzy controller.
where VS: very small; S: small; M: medium; L: large and VL: very large.
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6.4 Discussion
As expected, the ANN gave better predictions than the MLR method, indicating that 
the activity of the phenols is somehow non-linearly dependent on the parameters or 
simply that it could deal better with data error. In contrast to MLR, which generates 
regression equations, it was more difficult to interpret the relationship between the 
activity of phenols and their properties modelled by ANN with hidden units because 
of the non-linear terms considered implicitly. Nevertheless, after using the selective 
method created in this work, ANN and MLR agreed in that the most important 
parameters that determined activity in this case were logÆ and p ^ a. A third parameter 
was proposed by the ANN selective system that did not result in a better correlation 
value for the ANN model. The same parameter (Vw) was tested for the MLR system 
and was non-significant at the 95% confidence level although it was significant at 
90%. It seems that though the method of selecting parameters for the ANN system 
appears sound, further work is needed to establish more specific criteria for it.
One advantage of using ANN was that non-linear dependencies could be
automatically incorporated resulting in a better prediction model for the data set used.
2
A coefficient of determination (r ) of 0.96.for the ANN model compared with 0.81 of 
the MLR model gives us a definite test of the advantages of modelling with ANN. 
The lower variation of the errors, 0.12 for ANN compared with 0.26 for the MLR 
model indicates how well this ANN model treats the outliers of the system. Although 
the neural approach has this advantage, it is expensive in computational time and
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there is the problem of determining how many hidden layer neurones there should be 
for a given application. If too few hidden neurones were included, then the network 
could not be trained very well and would not be able to provide a very satisfactory 
input-output mapping. However, if too many neurones are used, in addition to the 
extra time it takes to train, the final network will have a tendency to memorise the 
training data. More important than all these is the fact that we are left with an 
unstructured computational black box.
The fuzzy model also gave a better correlation and standard deviation than 
MLR. This system seems to have more advantages than the ANN system in that no 
representative data have to be input, only an expert is required to give the general idea 
of how the data of a specific example behaves. There are good computer packages 
available free such as FuNeGen (Halgamuge & Glesner 1994) and NEFCON-I 
(Nauck & Kruse 1994) which use neural-fuzzy approaches for tuning the membership 
functions required in fuzzy systems design and. Xfuzzy 1.1 provides a simulation 
environment for fuzzy logic base control systems.
While ANN and FS have better predictive value than MLR, MLR is still 
required to provide a general view of how the parameters involved behave until a 
reliable selective system for choosing parameters for the other methods is found.
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6.5 Summary
The ability of artificial neural networks (ANN), fuzzy systems (FS) and multiple linear
regression (MLR) to fit the biological activity surface describing the inhibition of Listeria
monocytogenes by benzoic and cinnamic acid derivatives was compared. MLR and ANN
were also compared for their ability to select the properties that best describe the
biological activity of the compounds. The criteria used for comparing surface fits of all
2
models were the coefficient of determination r and the standard deviation of the error,
2
s,e- The ANN method gave a better correlation, r =0.96, compared with either MLR,
2 2
r =0.81 or FS, r =0.92 and also a lower standard error, possibily indicating non-linearity 
in the data. The ANN was shown to generalise better than MLR using the leave-one-out 
method. The ANN selection algorithm for the selection of the parameters that contributed 
most to the biological activity of the phenols (logAT and p/fa) agreed with the selected 
parameters of the MLR system.
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CHAPTER 7
Evaluation of the antioxidant activity of phenols and its 
effect on their antibacterial activity : A comparative QSAR
study.
120
7.1 Introduction
Phenolic compounds are antibacterial agents, but despite the extensive research on 
their disinfection and preservative properties, their exact mode of action continues to 
be a subject of interest. Over the years there have been numerous studies of the toxic 
action of phenols in biological systems which have yielded many Quantitative 
Structure-Activity Relationships (QSARs). The Pomona College QSAR database 
currently has 120 examples. With few exceptions the QSAR are based on logP (a 
lipophilicity term) plus an electronic term indicating that electron withdrawal by 
substituents on the aromatic ring increases toxicity.
Many enzymes and secondary compounds of higher plants have been 
demonstrated in vitro to protect against oxidative damage by inhibiting or quenching 
free radicals and reactive oxygen species. This includes the phenols. Phenolic defence 
compounds found in nature include vitamin E, flavonoids and phenolic acids and acid 
compounds incorporating phenolic groups have been repeatedly implicated as active 
antioxidants, e.g., caffeic acid, chlorogenic acid and ferulic acid (Larson 1988). 
Almost all phenolic compounds possess common biological and chemical properties:
a) antioxidant activity
b) the ability to scavenge active oxygen species
c) the ability to scavenge electrophiles
d) the ability to inhibit nitrosation
e) the ability to chelate metals
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f) the potential for autoxidation producing hydrogen peroxide in the presence of 
certain metals and
g) the capacity to modulate certain cellular enzyme activities (Huang & Ferraro 1992).
It has been considered that the antioxidant action of phenols depends on the 
hydrogen-donating capacity of a hydroxyl group in each molecule (Kaneko et a l 
1994).
The fact that phenols form radicals makes them potentially toxic. Some studies 
have found that toxicity of phenols could be mediated by a dual mechanism involving 
not only lipophilicity but also free radical induced oxidative damage. In fact, it is not 
clear under which conditions a phenol will serve a useful purpose as a radical 
scavenger and when its action will be a toxic one (Hansch & Zhang 1995).
Under these circumstances, knowledge of the mechanism of the inhibitory 
action of phenols will help in their selection and in technical aspects of their 
application. This chapter will review some aspects of phenols’ mechanisms of action 
that might affect their usefulness as antimicrobial agents.
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7.2 Material and Methods
7.2.1 Organisms and culture conditions
Listeria monocytogenes F6861, serotype 4b (an isolate from Jalisco cheese 
incriminated in an outbreak of Listeriosis in 1985) obtained from Dr. E. Davies, U. of
Surrey, Food Safety Group. The bacteria were maintained as frozen stocks at -80 °C in 
Protect vials (Technical Service Consultants Ltd.). The stock culture was propagated
overnight in tryptone soya broth at 35 °C before experimental use. The bacteria were
cultured in tryptone soya broth adjusted to pH 6.2 (+/-) 0.02 with H Q  (1 m old1 ) or
- i
NaOH (0.1 mold ) under strictly anaerobic and aerobic conditions. The temperature
of incubation chosen was 35 C. Overnight cultures were washed three times with 
PBS (pH 7.3) before use in the toxicity assay.
7.2.2 Chemicals
All chemicals were obtained from Aldrich, Sigma or BDH. laboratories and are listed 
in Table 7.1.
The phenols were dissolved by slow addition to stirred broth while 
maintaining the pH at 6.2 with 0.1 mold NaOH. Different concentrations were 
obtained by serial dilution of a stock solution containing 80 mg.ml1 test substance,
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prepared immediately before use and sterilised by filtration through 0.2 gm membrane 
filters before inoculation.
Table 7.1 Phenolic compounds.
COOH CH=CHCOOH CHOé é é
Substituent Benzoic acids Cinnamic acids Bcnzaldchydes
.Parent compound X X
2-OH X
3-OH X X
4-OH X X X
2,3-OH X X
2,4-OH X
2,5-OH X X
2,6-OH X
3,4-OH X X X
3,5-OH X
2-OH-3-OMe X X
2-OH-4-OMe X
2-OH-5-OMe X
3-OH-4-OMe X
4-OH-3-OMe X X
2,3,4-OH X
2,4,6-OH X X
3,4,5-OH X
3,5-OH-4-OMe X
4-OH-3,5-OMe X X X
Hydrogen peroxide (30wt %) and copper (II) sulphate (98%) were both 
obtained from Aldrich. The oxidant solution was prepared using 5|iM final 
concentration of copper (II) sulphate in a 1M solution of hydrogen peroxide in TSB
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broth previously kept at 4 °C, as the stock solution. From this, serial dilutions of the 
mixture were made under anaerobic conditions.
7.3.3 Assay for antibacterial activity
To determine MIC values of the oxidant mixture and the phenols, 96-well (flat- 
bottomed) microtitre plates were used. 50|il of bacterial cultures previously diluted in 
MRD were mixed with 200pl of TBS with different concentrations of phenols. Also 
in a different set, 200jil of TBS containing different concentrations of the oxidant 
mixture to give a turbidity corresponding to a final density of about 103 cells.ml"1. Non 
inoculated control wells were set for each concentration of the compounds to account 
for colour. Microtitre plates covered with lids and foil paper were incubated at 35°C 
for 24h under anaerobic and aerobic conditions for the assay of phenols and 
anaerobically only for the assay of the oxidant. Turbidity measurements were done at 
620nm with a Automatic Programmable Microtitreplate Reader (Labsystems 
Multiskan Bichromatic. Labsystems. Finland). An IBM compatible PC with Genesis. 
Version 1.73 software (Labsystems. UK. Ltd) controlled the microplate reader and 
stored the data.
Also, a control growth curve at 35 C, in tryptone soy broth under anaerobic
3  -1
conditions and with an inoculum level of 10 CFU.ml , was obtained for the Listeria 
monocytogenes F6861 (Appendix 1). From this, the time taken to reach the end of 
log-phase was determined. An experiment was set up in media each containing one of 
the 45 phenolic compounds at each of the nine concentrations (80, 40, 20, 10, 5, 2.5,
- i
1.25, 0.63 and 0.31 mg.ml ). Cultures were sampled at the time corresponding to the
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end of the log phase in the phenol-free medium. Control cultures were run 
simultaneously. A decimal serial dilution series in MRD was prepared from the 
cultures and the cell concentration determined in quadruplicate by the Miles & Misra 
technique. From the cell concentration data obtained for each set of conditions, the 
percentage inhibition was calculated using Eq. 21. The percentage inhibition was 
plotted against concentration for each phenol, and the biological activity value (BAV) 
taken as the phenol concentration that produced 50 % inhibition of growth compared 
to a control culture containing the strain but without phenol. For this experiment, all 
phenols were prepared anaerobically and the cultures were incubated anaerobically at 
35°C.
7.3.4 Assay of antioxidant action based on bactericidal action of ' OH
Using the MIC value found previously for phenols as the centre point, four dilutions 
above and below that point were combined with the MIC, MIC/2 and MIC/4 (final 
concentration) of the oxidant in a ratio of 1:1 (lOOjil of the phenol + lOOpl of the 
oxidant). Again 50 pi of the bacterial culture was used in this assay to give an initial 
concentration of approximately 103 cells.ml"1. All the procedures were done under 
anaerobic conditions. Control un-inoculated wells were set for all combinations to 
account for the background colour, and inoculated controls were set for the 0 
concentration of oxidant and 0 concentration of phenols. Turbidity measurements 
were done at 620nm.
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Once the colour background and the control containing only the oxidant were 
subtracted from the absorbance value obtained for all the combinations, those with 
positive values (protective activity shown by more growth than in the control) were 
added together to determine the volume under the curve of concentration of 
antioxidant and oxidant vs. growth (absorbance at 620nm) as shown in Figure 7.1. 
This value represents the amount of inactivation of the phenols by the oxidant, or their 
antiradical activity {VOL).
0.25 MIC oxidant
[Compound]
Figure 7.1 Antiradical activity represented by the volume under the curve.
In addition, the antiradical activity was also expressed as the highest 
concentration of phenol that gave significantly better growth in the presence of MIC/4 
of the oxidant than in the presence of the phenol alone {HQ.
7.3.5 Quantitative Structure-Activity Models.
Parameters
The following groups of parameters were tested in the models:
a) Lipophilicity parameters. The capacity factor K  calculated from experimental RP- 
HPLC data. The Hansch and Fujita hydrophobic substituent constant n calculated 
from data obtained from van der Waterbeemd & Testa (1987) and Hansch e t  al. 
(1995).
b) Steric parameters. Taft's steric parameter Es calculated from data in Fujita & 
Nishioka (1976) and Hansch et al. (1995). The parameter for ortho substituents, E°s
taken from Fujita & Nishioka (1976) and Bijloo & Rekker (1984). The van der Waals 
volume Vw, the length parameter L and the sterimols and Bs) were all calculated
from data taken from van der Waterbeemd & Testa (1987) and Hansch et a l  (1995). 
The molecular connectivity % parameters were calculated according to the method of 
Kier & Hall (1976).
c) Electronic parameters. The ionisation constant, pZa, was calculated from Eq.8 and 9 
of Bijloo & Rekker (1984) for benzoic acids and phenols respectively. The Hammett 
sigma values (Jo=o,p=p,m=m , <To=p,p=p,m=m , cr , g + , the polar field parameters <5 calculated 
from data in Hansch e t  al (1995). The group dipole moment, ji calculated from data 
taken from van der Waterbeemd & Testa (1987) and Hansch e t  al (1995).
ANN model
An in-house back-propagation ANN program written in C by C. Ramirez-Rodriguez was 
used in the study. The program was run on a Sun Sparc 20 workstation. The back- 
propagation algorithm used was similar to the classic back-propagation algorithm with an 
added fuzzy controller for the learning rate.
A 2-layer ANN was used during the studies. All inputs were linearly scaled on a 
range of 0.1 to 0.9 on the basis of the minimum and maximum of the input source range. 
Sigmoidal transfer functions were used in all layers. The networks were trained for 
10,000 learning cycles. The learning rate was monitored by the fuzzy controller and 
varied from 0.9-0.1 using a momentum term of 0.3.
Multiple linear regression
Structure Activity Relationships were also explored within these series of compounds 
using stepwise multiple regression analysis (Hair et al. 1992) by the method of least 
squares. Cross-correlations between parameters were evaluated through a correlation 
matrix of the relevant variables.
7.3.6 Analysis of the data 
QSAR models
All multiple linear regression models were made with the SPSS 6.1 statistical package 
(SPSS software products, Chicago. USA.).
The criteria used for comparing surface fits of all models were the correlation
2
coefficient r, coefficient of determination r and the standard deviation of the error, a 
defined by Eq. 30.
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7.3 Results
7.3.1 Antibacterial and antioxidant activity of phenols.
7.3.1.1 QSAR model using multiple linear regression.
In Table 7.2 the antibacterial activity of phenols against Listeria monocytogenes 
F6861 is presented for anaerobic and aerobic conditions together with the antioxidant 
activity expressed as the volume under the curve {VOL) and also as the highest 
concentration of phenols neutralised by 1/4 of the MIC of the oxidant {HQ. Also, the 
inverse of the log. of the concentration in Moles required to produce 50% inhibition 
of the bacteria (obtained from Eq.21) is presented.
As can be observed from Table 7.2, the MIC values found under aerobic and 
anaerobic conditions are significantly different in the case of the benzoic acids. 
The tendency is for the MIC under aerobic conditions to be greater in the case of 
mono or disubstituted benzoic acids with OH groups, specially in the ortho position to 
the carboxylic group. The opposite (reduction of the MIC value), can be observed 
with highly lipophilic compounds or those not substituted with OH groups in the 
ortho position. The equations that describe these observations are the following:
Table 7.2 Antibacterial and antioxidant activity of the phenols
M lC f^ e r c b ic ) MIC CAerok'c) HC VOL lo en /O
A.Benzoic acids
Benzoic acid 2.50 5.00 0.60 0.0910 1.16
2-OH 2 .1 0
3-OH 5.00 10 .00 2.50 0.0420 0 .6 8
4-OH 5.00 5.00 1.25 0 .1 0 0 0 0.76
2,3-OH 5.00 10 .00 2.50 0.1720 0.89
2,4-OH 10 .00 2 0 .0 0 2.50 0.1900 0.72
2,5-OH 30.00 30.00 7.50 0.1900 0.60
2,6-OH 40.00 40.00 5.00 0.2700 0.71
3,4-OH 80.00 40.00 0 .0 0 0.0000 0.71
3,5-OH 0.26
2,3,4-OH . 1.07
2,4,6-OH 80 0 0 80.00 0 .0 0 0.0000 0.74
3,4,5-OH 160.00 2 0 .0 0 0 .0 0 0.0000 0.82
2-OH3-OMe 2.50 2.50 0 .00 0.1410 1.72
2-OH4-OMe 5.00 1.25 0 .0 0 0.0000 1.92
2-OH5-OMe 5.00 1.25 0 .00 0.0000 1.92
3-OH-4-OMe 40.00 10 .00 0 .0 0 0.0000 1.60
4-OH3-OMe 1.70
4-OH3,5-OMe 5.00 5.00 0 .0 0 0.0000 1.30
3,5-OH4-OMe 0 .6 8
B.Cinnamic ac.
T-cinnamic 1.25 1.25 0 .0 0 0.0440 2.16
2-OH 1.25 1.25 0 .0 0 0.0000 2 .0 0
3-OH . 1.85
4-OH 1.25 1.25 0 .0 0 0.0840 2.16
3,4-OH 1 0 .00 10 .00 0 .0 0 0.0440 1.37
3-OH4-OMe . 1.92
4-OH3-OMe 1.25 1.25 0 .0 0 0.0060 1.92
4-OH3,5-OMe 2.50 2.50 0 .0 0 0 .0 1 0 0 0.76
C.Benzaldehydes
2-OH 2.16
3-OH 1.25 1.25 0 .0 0 0.0000 2.16
4-OH 2.50 5.00 0 .0 0 0.0000 1.92
2,3-OH 0.15 0.15 0 .0 0 0.0000 4.05
2,4-OH 3.05
2,5-OH 0.30 0.30 0 .0 0 0.0000 2.52
3,4-OH 0.60 0.60. 0 .0 0 0.0000 2.40
3,5-OH 1.25 1.25 0 .0 0 0.0000 4.00
2,3,4-OH 0.30 0.15 0 .0 0 0.0000 2.70
2,4,6-OH 0.60 1.25 0 .0 0 0.0000 2 .0 0
3,4,5-OH 2.05
2-OH3-OMe 0.30 0.30 0 .0 0 0.0000 3.00
2-OH4-OMe . 2.52
2-OH5-OMe 2 .2 2
3-OH4-OMe 1.62
4-OH3-OMe 2.50 2.50 0 .0 0 0.0000 1.80
4-OH3,5-OMe 5.00 5.00 0 .0 0 0.0000 1.62
*C—molar concentration
Table 7.3 Parameters used in the models
Substituents ...............Kv K D # , <T+
A.Benzoic acids 
Benzoic acid
-
3.99 4.21 0.42
2-OH - - 4.35 4.03 -0.50
3-OH - - 2.73 4.10 0.54
4-OH - - 2.37 4.57 -0.50
2,3-OH - - 2.93 3.92 -0.38
2,4-OH - - 2.81 4.38 -1.42
2,5-OH - - 2.48 3.92 -0.38
2,6-OH - - 2.70 3.85 -1.42
3,4-OH - - 1.80 4.45 -0.38
3,5-OH - - 1.84 3.98 0 .6 6
2,3,4-OH - - 1.97 4.27 -1.30
2,4,6-OH - - 1.85 4.20 -2.34
3,4,5-OH - - 1.28 4.34 -0.26
2-OH3-OMe - - 3.92 3.92 -0.38
2-OH4-OMe - - 4.87 4.29 -1.28
2-OH5-OMe - - 4.38 3.92 -0.38
3-OH-4-OMe - - 2.85 4.36 -0.24
4-OH3-OMe - - 2.72 4.45 -0.38
4-OH3,5-OMe - - 2.89 4.34 -0.26
3,5-OH4-OMe - - 2.17 4.24 -0 .1 2
B.Cinnamic ac. 
T-cinnamic
- -
5.30 4.21 0.33
2-OH - - 4.15 4.03 -0.50
3-OH - - 3.74 4.10 0.54
4-OH - - 3.30 4.57 -0.50
3,4-OH - - 2.65 4.45 -0.38
3-OH4-OMe - - 3.83 4.12 -0.24
4-OH3-OMe - - 3.52 4.36 -0.38
4-OH3,5-OMe - - 3.56 4.45 -0.35
C.Benzaldehydes
2-OH -1.82 1.62
3-OH 0 .0 0 1.62 - _
4-OH 0 .0 0 1.62 - _
2,3-OH -1.82 2 .11 _ _
2,4-OH -1.82 2 .11 _
2,5-OH -1.82 2 .11 - _
3,4-OH 0 .0 0 2 .11 _
3,5-OH 0 .0 0 2 .11 _
2,3,4-OH -1.82 2.60
2,4,6-OH -0.91 2.60
3,4,5-OH 0 .0 0 2.60
2-OH3-OMe -1.82 3.11
2-OH4-OMe -1.82 3.11 _
2-OH5-OMe -1.82 3.11 _
3-OH4-OMe 0 .0 0 3.11 _
4-OH3-OMe 0 .0 0 3.11
4-OH3,5-OMe 0 .0 0 4.60 - - -
*Vw and a + calculations are based on benzene as the parental structure. 
**Es°’s calculations are based on substitution ortho to the carbonyl group.
Table 7.4 Correlation matrix for the parameters used in equations 36-38.
K P&a HC VOL.
K 1.00 -0.62 -0.46 0.34 0.33
VKa -0.62 1.00 0.03 -0.52 -0.42
G+ -0.46 0.003 1.00 0.14 -0 .1 0
HC 0.34 -0.52 0.14 1.00 0.75
VOL 0.33 -0.42 -0 .1 0 0.75 1 .00
A. Benzoic and cinnamic acids:
M C a n a e r o b i c  = -183.06(+22.74)g + 24.25(±3.60)^ + 337.06(134.19)
«=18 r=0.94 5=15.50 F=54.40 (31)
M I C a e r o b i c  = -T5.05(±2.35)*: -  19.82(±3.29)g + -24.83(±8.99)^ti +153.60(±40.75) 
«=18 r=0.93 5=8.60 F=27.53 (32)
The log of the MIC values gives a slightly better correlation:
f 1 Ï
log
V a e r o b i c  J
= 0.59(±0.06)Æ + 0.28(±0.09)a+ + 0.82(±0.25)pÆ, -  5.92(±1.12)
«=18 r=0.94 5=0.24 F=32.56 (33)
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B. Benzaldehydes:
log -0.30(±0.07)° x -  0.36(10.06)-^- +1.56(10.43)
V anaerobic j
7î=11 r=0.96 5=0.15 F=46.35 (34)
log -0.29(10.12)° x -  0.44(10.09)^- +1.42(10.70)
V aerobic )
71=11 r=0.92 5=0.24 F=21.78 (35)
The values of the parameters used in these models are presented in Table 7.3, 
and their correlation matrix in Table 7.4.
Under strictly anaerobic conditions, the lipophilic parameter K  appears to be 
the only one accounting for the biological activity of the benzoic and cinnamic acids 
but under aerobic conditions two electronic parameters appear in equations 32 and 33. 
By using the jack-knife technique (dropping the outliers as they appear in the model) 
a group of compounds was selected whose biological activity could be completely 
accounted for using a specific parameter in equation 33. These results are presented in 
Table 7.5. The electronic parameters explain mainly the activity of mono- and di-OH 
substituted compounds with at least one OH in the ortho position. All these 
compounds also happen to be of a very low lipophilicity.
1
Table 7.5 Biological activity of phenols expressed as log (1/MICaerobic) totally 
accounted for the parameters shown.
Substituents G+ p tf- K VOL HC
A.Benzoic acids
3-OH X X
4-OH X X
2,3-OH X X X
2,4-OH X
2,5-OH X X
2,6-OH X X X
3,4-OH X
2,4,6-OH X X
3,4,5-OH
2-OH3-OMe X
2-OH4-OMe
2-OH5-OMe X
3-OH4-OMe X
4-0H3,50Me X
B.Cinnamic ac.
2-OH
4-OH
3,4-OH X
4-OH3-OMe
4-OH3,5-OMe
The antiradical experiment showed that only benzoic acids mono- and di-OH 
substituted with a OH in the ortho position were the compounds acting as scavengers 
of OH radicals as shown in Table 7.2. Given the similarities in the kind of 
compounds showing antiradical activity and the compounds selected for the 
parameters g + and p/Q, an attempt was made to correlate HC with the lo g (l/M IC aer0bic) 
for the benzoic and cinnamic groups. This is presented in Eq. 36. From this it seems 
that the terms, <j+ and pKa might be <?ccount,Y\yfor radical activity. The addition of G+ to 
the equation gives a better correlation (Eq. 37). In general terms the HC value is more
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correlated to the calculated p/£a than to G +. The variable VOL was also tested for 
correlation (Eq. 38) but correlated a little less well than HC.
log  i _  >
V a e r o b i c  J
= 0.50(±0.08)^ -  0.09(±0.04)#C -  2.23(±0.27)
»=18 M ).88  ^=0.31 F=24.69 (36)
log<___ 1 _ ^
V a e r o b i c  J
= 0A9(±O.01)K -  0.08(±0.03)7f C + 0.29(±0.1 0)g + -  2.05(±0.23)
«=18 r=0.93 5=0.25 F=21.11 (37)
log ------------- = 0.52(±0.09)^ - 1.73(±0.91) VOL -  2.29(±0.28)
V  M I C a e r o b i c  J
«=18 n=0.86 5=0.33 F=21.67 (38)
No significant correlation was found between VOL or HC and M I C anaerobic- 
Using more precise data than the M I C  values, log(l/C) in Table 7.2, and given 
the fact that this experiment was run as the one in Chapter 5, under relaxed anaerobic 
conditions where the most rigorous measures to exclude oxygen were not taken, it is 
found that the variables that account for antiradical activity were also correlated with 
the biological activity (Eq. 39-41).
lo g fU  = 0.56(±0.08)^ + 0.71(±029)pKa -  0.39(±0.16)£s -  4.55(±1.30) 
zi=18 r=0.89 5=0.28 F=20.32 (39)
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l o g f l j  = 0.44(±0.08)/ï: -  0.12(+0.03)//C + 0.09(±0.24) 
n = n  r=Q.Zl s=0.29 F=27.63 (40)
l o g ^ j  = 0.48(10.08)^-2.3 l(±0.86)yOL + 0.002(10.26)
n=18 ^0 .8 4  i=0.32 f=21.22 (41)
7.3.1.2 QSAR model using ANN technique
To obtain a better surface fit between the real data and the model, and also to visualise 
better the compounds behaviour, ANN models were constructed to account for non- 
linearities. In Figure 7.2a-d the model for the logMICaer0bic vs. K, pKa and a + is 
presented with n=18; r=0.98; 5=0.05 and F=450.1. In Figure 7.3a-d the model for the 
lo g M IC a e ro b ic  vs. K, HC and a + is also shown with n=18; r=0.95; 5=0 .0 8  and F=142.9. 
In Figure 7.2 it can be observed that for this 4-D model, if the electronic parameters 
are plotted for three fixed values of K  (low lipophilicity 1.28, medium lipophilicity 
3.08 and high lipophilicity compounds: 4.87) the lowest activity is shown by low 
lipophilicity compounds (upper graph Figure 7.2.a) and the highest for the high 
lipophilicity compounds (lower graph). Also it is evident that for the compounds with 
the highest and lowest lipophilicities, the electronic parameters are not very important. 
An influence of these electronic parameters can however be observed for compounds 
of intermediate lipophilicity. The surface shown in Figure 7.2a are presented 
individually in Figure 7.2b-d. This observation is similar to the model presented in
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Figure 7.3a-d, if pKa is substituted by the antiradical activity parameter HC. The 
correlation between pKa and HC seems to be the consequence of explaining the 
behaviour of the same set of compounds. In general, it can be observed that for all of 
these models, the higher their antioxidant activity, the lower their pKa value, the more 
negative their G+.value (electron-releasing substituents) or the closer their K  values to 
a range between 2-3, the worst their antibacterial activity.
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Figure 7.2 ANN models for logMIC aerobic -(f-pÆa for K  values of (A) 1.28 (upper 
graph), 3.08 (middle graph) and 4.87 (lower graph), (B) 1.28, (C) 3.08, (D) 4.87.
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(A) (B)
Figure 7.3 ANN models for logMIC aerobic -cC-#C for K  values of (A) 1.28 (upper 
graph), 3.08 (middle graph) and 4.87 (lower graph), (B) 1.28, (C) 3.08, (D) 4.87.
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7.4 Discussion
It is evident from the data shown in Table 12, that the presence of oxygen in 
determining biological activity of the benzoic acids introduces another mechanism of 
action for these compounds whose main activity seem to be explained by their 
lipophilicity. This new behaviour is correlated to their antioxidant activity. Therefore, 
it seems reasonable to think that free radical activity is somehow accounted for by the 
new electronic parameters found in the model describing activity under aerobic 
conditions.
Bulkiness at the ortho position to the carboxylic acid, seems to be an important 
factor determining antioxidant activity in these series. This arrangement may stabilise 
the phenoxyl radical generated by hydrogen abstraction. This stabilisation is thought 
to enhance antioxidant activity (Kaneko et al. 1994). Electronic effects which are 
concerned with the orientation with respect to the aromatic plane of the p-type lone 
pair on the heteroatom para to the hydroxyl group and inductive effects due to groups 
attached to position 2 of those phenols (Burton et al. 1985) are also factors to be 
considered. For example, differences in the reactivity of many of the para -RX 
substituted phenols can be quite simply accounted for in terms of extent of overlap 
between the p-type orbital on X and the aromatic 7t-electron cloud or in other terms 
the angle between the aromatic ring and the -R-H bond. Stabilisation of the phenoxyl 
radical will be maximised when orbital overlap is minimised (Burton et al. 1985).
The models developed with the antioxidant parameters {HC and VOL) suggest 
that the higher the antioxidant activity, the higher the concentration of compound 
required to exert an inhibitory effect. However, the inhibitory activity of some of
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these compounds is also accounted for only by their electronic aspects suggesting that 
whatever their degree of toxicity, it seems to be explained by their ability to produce 
radicals. The same feature that is important in antioxidant activity.
The fact that only compounds with low lipophilicity are found to have 
antioxidant activity against hydroxyl radicals could be explained by the fact that ' OH 
are highly hydrophilic and would be localised and active in aqueous compartments. 
Hence one would not expect lipophilic compounds to be able to reach them (Hansch 
& Zhang 1995).
The ANN models which take into account cross-products and non-linearities 
give very good correlation coefficients. They show graphically how the electronic 
parameters that appear under aerobic conditions explain the behaviour of those 
compounds that have antioxidant activity. Replacing pXa with HC in these models 
still gave a very good fit to the data. To calculate pATa values inductive parameters and 
steric parameters that account for ortho substitution were used. Since ortho 
substitution is an important factor in the antiradical activity of these benzoic acids, it 
could be that these same factors used to calculate pXa, explain antioxidant activity.
1A9
7.5 Summary
The main antilisterial effect of benzoic acids is described by their lipophilicity. The 
presence of oxygen introduces another factor in the mechanism of action for these 
compounds. This new behaviour is correlated to their antioxidant activity and only 
mono- or disubstituted benzoic acids with ortho OH substituents were found to have 
antioxidant activity. Therefore, it seems reasonable to think that the electronic 
parameters found in the model describing activity under aerobic conditions account 
for free radical activity.
^ ^ m ^ = - 1 8 3 . 0 6 ( ± 2 2 . 7 4 ) X  +  2 4 . 2 5 ( ± 3 . 6 0 ) Æ " + 3 3 7 . 0 6 ( ± 3 4 . 1 9 )
M I C aerobic =  - 1 5 . 0 5 ( ± 2 . 3 5 ) X  -  1 9 .8 2 ( ± 3 .2 9 > J  + -  2 4 . 8 3 ( ± 8 .9 9 ) / 7 X ti + 1 5 3 . 6 0 ( ± 4 0 . 7 5 ) .
No activity against hydroxyl radicals was detected for benzaldehydes or cinnamic 
acids.
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CHAPTER 8
Comparative study of the effect of phenolic compounds on 
Gram-positive and a Gram-negative organisms.
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8.1 Introduction
8.1.1 Factors that influence antibacterial activity
Many factors influence antibacterial activity. Among the most important are: the time 
period of exposure; the concentration of the antibacterial and the temperature, all of 
which raise the rate of bactericidal inactivation as they increase. The pH is also an 
important factor, some biocides are markedly influenced by changes in pH, mainly 
due to the fact that :
a) a decrease in pH results in a greater proportion of undissociated acid, found to be 
more inhibitory to growth than the dissociated acid (Stead 1993) and
b) an alteration in the bacterial cell surface occurs. As the pH increases the cell surface 
becomes more negatively charged, so, cationic bactericides become more effective. 
The opposite occurs as pH decreases (Hugo 1967; Russell & Chopra 1990).
Another factor that influences drug activity is the presence of organic matter. 
Highly reactive chemicals tend to lose activity rapidly in the presence of organic 
material with which they combine.
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8.1.2 Mechanism of action of phenolic compounds
Phenolic compounds are antibacterial agents or biocides, but despite their long history 
as disinfectants and food-pharmaceutical preservatives, their exact mode of action 
continues to be a subject of debate.
Phenolic compounds, as with most lipophilic antibacterials, enter Gram- 
positive bacteria readily, probably by passive diffusion and partitioning. Gram- 
negative bacteria, on the other hand, are more complex due to the presence of the 
outer membrane (Lien et a l 1968; Hansch & Clayton 1973; Russell & Chopra 1990) 
which acts as a barrier to penetration to the cytoplasmic membrane (Fig. 3.1). The 
outer membrane of the Gram-negative cell envelope has a bilayer structure. The lipid 
content of the outer leaflet derives exclusively from lipopolysaccharides with the 
lipophobic end directed outwards. If the outer leaflet of the outer membrane was only 
composed of lipopolysaccharides, very few molecules would be able to cross it. 
However, a number of proteins modify its permeability considerably.
QSAR studies have demonstrated that the ideal lipophilic character of an 
antibacterial agent is lower for Gram-negative bacteria than for Gram-positives. This 
may be attributed to the higher lipid content of the cell wall (up to 25% dry weight) 
compared to that of Gram-positives. If the cell wall is rich in lipids, the adsorption of 
highly lipophilic molecules would be very strong, therefore it will be more difficult 
for the compound to reach its site of action. This could make Gram-negative cells 
more resistant to antimicrobials. (Lien et a l 1968).
Lipophilic surface properties of microbial cells have been extensively 
investigated and have been implicated in such biological phenomena as the interaction
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between bacteria and phagocytes, attachment of bacteria to host tissue, adherence of 
bacteria to non-wettable solid surfaces and the partitioning of bacteria between phases 
(Rosenberg et al. 1980). Numerous methods have been proposed to measure cells’ 
lipophilicity and they can be classified into two broad categories. The first measures 
the lipophilic properties of the outer cell surface as a whole (contact angle 
measurements etc.). The second category measures adhesion, including adhesion to 
hydrocarbons (MATH), hydrophobic interaction chromatography (HIC) and adhesion 
to polystyrene and to other hydrophobic solid surfaces. Techniques such as SAT, in 
which a salting-out agent is used to induce aggregation of suspended cells, fall 
somewhere between the two categories (Doyle & Rosenberg 1990).
Phenolic compounds have been implicated in intracellular coagulation of 
cytoplasmic constituents (Russell & Chopra 1990) and some have been described as 
protein précipitants (Field & Lettinga 1992). However, they are predominantly 
membrane active agents, agents that damage the inner membrane (Hugo 1967; Juven 
et a l 1972; Russell & Chopra 1990). Antibacterials that act at the level of the 
bacterial cytoplasmic membrane may inhibit specific membrane-bound enzymes or 
perturb homeostatic mechanisms by a) inducing leakage of intracellular constituents,
b) inducing lysis or c) dissipating the proton-motive force. The bacterial cytoplasmic 
membrane is a vital cellular component since it provides the matrix by which 
metabolism is linked to solute transport, flagellar movement and the generation of 
ATP. It is made up of phospholipids and proteins, many of which possess enzymatic 
properties. Studies with pharmaceutical and food preservatives have demonstrated 
that lipophilic acids and the parabens inhibit the active uptake of some amino and 
oxo-acids in E. coli and B. subtilis (Russell & Chopra 1990). A small number of
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phenols have also been implicated in inhibition of membrane enzyme activity (Hugo 
1967). One way antimicrobial agents affect the function of these enzymes is by 
interacting with thiol groups, derived from cysteine residues, that are vital for the 
activity of many enzymes. Reactions with, or oxidation of, these essential groups 
produces cell inhibition (Hugo 1967). Phenolic acids also affect the proton-motive 
force in cells (Russel & Chopra 1990). When an undissociated acid molecule enters a 
living cell, it will dissociate as the internal pH is usually higher than the acid's p^a, 
thereby acidifying the cytoplasm. To maintain internal pH, a compensating net 
transport of protons out of the cell has to take place (Mitchell 1961, 1973). 
Translocation of protons across the cell membrane occurs via the primary proton 
pumps linked to electron transport and ATP hydrolysis.
8.1.3 Resistance of bacteria to non-antibiotic antimicrobials
For phenolic compounds, it has long been known that qualitative and quantitative 
changes in membrane lipids protects the cells against their inhibitory action (Hugo, 
1967; Diefenbach et al. 1992).
Some organisms survive biocide treatment by producing a glycocalyx (Russell 
& Chopra 1990). In all groups of bacteria there are examples of strains whose outer 
surface is covered by more or less adherent layer of protein or polysaccharide. 
Costerton and co-workers (Hancock & Poxton 1988) have coined the term glycocalyx 
to describe all types of polysaccharide material adherent to the cell surface but outside 
the integral elements of the cell envelope.
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Electron microscopy is also revealing an increasing number of cases in which 
the bacterial surface is covered by a regularly packed array of protein subunits, termed 
an S-layer. In many cases this consists of glycoprotein and would be included in 
Costerton's definition of the glycocalyx. S-layers can provide organisms with a 
selection advantage by functioning as protective coats, molecular sieves and molecule 
and ion traps, as well as promoters for cell adhesion and surface recognition (Messner 
& Sleytr 1992). SDS polyacrylamide gel electrophoresis has demonstrated that the 
molecular masses of monomers vary from 40,000 to 220,000 Da. Amino acid analysis 
has shown that they are acidic proteins with a considerable amount of hydrophobic 
amino acids and practically no sulphur-containing ones. Freeze-etching techniques 
provide the most accurate picture of the structure and orientation of S-layers on intact 
cells (Hancock & Poxton 1988).
This chapter considers general factors that affect the activity of phenols, the 
mechanisms of antibacterial action, possible ways in which they enter bacterial cells, 
and some aspects of bacterial resistance.
Specifically it includes:
a) A comparative study of the antimicrobial effect of the benzoic, cinnamic acids and 
benzaldehydes series studied in Chapter 5 on a Gram-negative microorganism 
(Salmonella enteritidis), a Gram-positive organism (Listeria monocytogenes) and an 
acid tolerant Gram-positive organism (Lactobacillus plantarum).
b) Based on this comparative study, some possible mechanisms of resistance are 
investigated by:
1) Measurement of the lipophilicity of entire cells.
2) Detection of presence of S-layers.
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3) Detection of presence of efflux mechanisms.
c) Mechanisms of action:
1) Study of the activity of phenols on microorganisms with modified 
sulfhydryl groups in their cell membranes to detect activity on outer surface proteins.
2) Determination of the proton-motive force in resting cells before and after 
treatment with phenols.
d) Factors affecting the activity of phenols
1) The effect of proteins.
2) The effect of lipids.
3) The effect of low temperature.
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8.2 Material and Methods
8.2.1 Organisms
Listeria monocytogenes F6861, serotype 4b (an isolate from Jalisco cheese 
incriminated in an outbreak of Listeriosis in 1985) obtained from Dr. E.A. Davies, U. 
of Surrey, Food Safety Group, Salmonella enteritidis, Phage type 4, P I67807 
(Leatherhead Food Research Association culture collection), Lactobacillus plantarum 
INT.L11 (Interprise LTD), and Lactobacillus buchneri ATCC 4005 were used in this 
study.
8.2.2 Maintenance
The strains were kept in Protect vials (Technical Service Consultants Ltd) at -70°C 
and subcultured each month on tryptone soya broth for Listeria and Salmonella and
MRS broth for Lactobacillus to be finally maintained on TSA and MRS slopes at 4°C.
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8.2.3 Effect of phenolic compound series on Listeria, Salmonella and 
Lactobacillus.
8.2.3.1 Culture media and reagents
For L. monocytogenes and S. enteritidis, tryptone soya broth and agar N°1 (Oxoid) 
were used as culture media. For Lact. plantarum and L a d  buchneri a modified MRS 
broth and agar were prepared containing no sodium acetate (to avoid stress) or tween 
80 (to avoid phenol interference). All ingredients were Oxoid or Fison.
The media were adjusted to a pH of 6.2 with HC1 (1M) or NaOH (0.1M) 
before autoclaving.
For the study, a total of 39 phenolic compounds was used Table 3.1.
For section 8.2.3.3.1 the phenols were dissolved in absolute ethanol and frozen
to -20 C before being added to the media. Four concentrations were obtained by serial
- i
dilution, 4, 2, 1, and 0.5 mg.ml with a final concentration of 2.5 % absolute ethanol 
in a 5 ml solution. The pH adjusted to 6.2 (+/-) 0.02 with NaOH (0.1N) and HC1 (1M). 
Sterilisation was by filtration through 0.2 pm Millipore filters before inoculation.
For section 8.2.3.3.2 the phenols were dissolved by slow addition of the
phenol to stirred broth while maintaining the pH at 6.2 with 0.1 mol.l1 NaOH. 
Different concentrations were obtained by serial dilution of a stock solution
- i
containing 80 mg.ml test substance, prepared immediately before use and sterilised 
by filtration through 0.2 pm membrane filters before inoculation.
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8 .23 .2  Inoculum
Cells were grown in broth media for 24 hours at 35°C to give a concentration of
9  -1
approximately 10 CPU.ml adjusted with sterile growth medium to the same optical
- 4
density at 620nm. lOOpl of a 10 dilution in maximum recovery diluent (MRD) was 
used as inoculum for the 5 ml medium used in the experiment. This gave an initial
3  -1
concentration of approximately 10 CFU.ml .
8.2.3.3 Measurement of the biological activity of phenols.
8.2.3.3.1 50 % inhibition of the control as the biological activity value (BAV).
Control growth curves at 35°C, under aerobic conditions and with an inoculum level
3 -1
of 10 CFU.ml were obtained for the three microorganisms used in this study. This 
was done to determine the end of log-phase. This point was selected to measure the 
inhibitory effect of the phenols (Appendix 1).
The experiment was set up with the three microorganisms and 39 phenolic
- i
compounds at four concentrations 4, 2, 1, and 0.5 mg.ml . Two control cultures were 
run at the same time, one with only broth as culture media (Control 1) and the second 
one with 2.5% Ethanol (Control 2) used as concentration zero for each one of the 
microorganisms. Cultures were sampled at the end of log phase of the control after
incubation at 35 C under aerobic conditions. Control cultures were run at the same 
time, with only broth as culture medium. A decimal serial dilution series in MRD was
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prepared from the cultures and the cell concentration determined in quadruplicate by 
the Miles & Misra technique.
From the cell concentration data obtained for each set of conditions, the % 
inhibition was calculated using Eq. 21.
The % inhibition was plotted against concentration for each phenol, and a 
point was taken at a datum 50 % inhibition of the control as the biological activity 
value (BAV).
8.2.3.3.2 MIC values
To determine MIC values of the phenols, 96-well (flat bottomed) microtitre plates 
were used. 50pl of bacterial cultures previously diluted in MRD were mixed with 
200|il of TBS with different concentrations of phenols to give a turbidity 
corresponding to a final density of about 103 cells.ml'1. Non-inoculated control wells 
were sêTup for each concentration of the compounds to account for colour. Microtitre 
plates covered with lids and foil paper were incubated at 35°C 24h under anaerobic 
and aerobic conditions. Turbidity measurements were done at 620nm with a 
Automatic Programmable Microtitreplate Reader (Labsystems Multiskan 
Bichromatic. Labsystems. Finland). An IBM compatible PC with Genesis. Version 
1.73 software (Labsystems. UK. Ltd) controlled the microplate reader and stored the 
data.
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S.2.3.4 Monitoring phenol concentration
To check any changes in the phenolic concentration of the media, a RP-HPLC was 
run before the inoculation period and after the incubation for the experiment of 
section 8.2.3.3.1. Concentrations changes were determined through standard curves 
where the concentrations were plotted against peak areas of the compounds 
(Appendix 2b).
For this purpose, 1 ml of each concentration was placed in 9 ml of distilled
water and frozen at -20 °C for later use. All samples were dan fi’eJ with 0.1 ml of a zinc 
acetate solution (21.9 g zinc acetate + 3 g acetic acid in 100 ml water) followed after 
agitation for 1 minute by potassium ferrocyanide solution (10.6 g in 100 ml water). 
After stirring for 1 minute, they were filtered through a 0.2 pm Millipore filter and 
processed in the HPLC. The HPLC system consisted of a Spectra system P2000 pump 
(Thermo Separation Products), a Spectra system AS3000 injector and a variable- 
wavelength UV detector Spectra focus forward optical scanning detector (Spectra 
physics analytical). Retention times and peak areas were obtained on a Kromasil 
ODS column (25 cm x 4.8 mm), detection at 280 nm and an injection volume of 50 pi. 
The solvent gradient used was: A: water + 0.5 % formic acid; B: 50 % aqueous 
acetonitrile HPLC grade (Fison) containing 0.5 % formic acid, running linearly from 
0 % to 100 % B in 35 minutes.
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8.23.5 Effect of the procedure on the phenol concentration
To detect any possible loss of solute due to the procedure developed, three phenolic 
compounds were chosen to determine the effect of the, freezing, clearing, incubation, 
and filtration procedures and also, acid changes on the final concentration of the 
phenols before and after the experiment.
For this purpose, 2,5-dihydroxy benzoic acid; 2-hydroxy 4-methoxy benzoic 
acid and 2-hydroxy 5-methoxy benzoic acid were selected. The phenolic compounds 
were prepared as in the experiment and samples were taken before and after each step 
of the procedure without inoculum. The following pHs were tested: 6.2, 5.3, 5.0, 4.6, 
4, 3.6 and 3.4 at a concentration of 0.5 mg.ml \
8.2.4 Intrinsic resistance mechanisms
8.2.4.1 Lipophobicity of the cells
8.2.4.1.1 Cultures
Bacteria from 24 hours cultures at 35°C were harvested in buffer appropriate to
method, washed twice and resuspended to give approximately 10^ CFU.ml1 
viable count.
the
by
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8.2.4.1.2 Salt aggregation test
The salt aggregation test (SAT) is a technique for studying the aggregative behaviour 
of cells in increasing concentrations of salting-out agents (primarily ammonium 
sulphate). The technique, introduced by Lindahl et al, 1981 is based on the premise 
that increasingly hydrophobic bacteria will aggregate at correspondingly lower salt 
concentrations. The method was used with 25 |il volumes of each ammonium sulphate 
(Sigma) concentration in 0.002 M phosphate buffer (pH 6.8) dispensed into 24-well 
tissue culture trays (Nunc). After adding 25 pi of bacterial cell suspension in the same 
buffer to each well, the trays were rocked for 2 minutes. The lowest concentration 
showing precipitation, was the SAT value recorded.
8.2.4.1.3 Adherence to polystyrene
Discs 25 mm in diameter from polystyrene were used. The discs were pressed firmly 
onto confluent agar surface growth, for the three microorganisms in the study, 
removed, washed in running water for 2 minutes, fixed in methanol and stained with 
crystal violet. Greater than 50 % coverage of the disc by adherent cells was scored as 
positive (Dillon et a l 1986)
157
8.2.4.1.4 MATH test
The MATH test which measures microbial adherence to hydrocarbons, was originally 
proposed by Rosenberg but the method used in this study was that of van der Mei et 
a l (Reid et a l 1992). Briefly, cells were harvested and washed twice in lOmM 
phosphate buffer (pH 7.0) by centrifugation and resuspended in the same buffer to an 
optical density A (at 600 nm) of between 0.4 and 0.6. Next 150 (il of hexadecane
(Sigma) was added to 3 ml of bacterial suspension, and the two phase system was 
vortexed for two periods of 30 s with an interval of 5 s between periods. 
Subsequently, 10 min was allowed for phase separation and the optical density (A) of 
the aqueous phase was measured again. The percentage of cells in the hexadecane 
fraction was calculated by the formula:
% adhesion = X100 (42)
and was used as a measure of lipophilicity.
8.2.4.1.5 DOS test
The relative lipophilicity of colonies or surface layers of bacteria can be estimated 
from the contact angle of a drop of water on the given surface. The direction of 
spreading (DOS) consists of introducing a droplet of water at the border between two
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surfaces and recording the direction of spreading. By definition, the water drop moves 
away from the more lipophilic one.
Measurements of the colonial lipophilicity of the three organisms in the study 
were made by the DOS method. After the bacterial lawns were allowed to develop for 
48 h, two 5pi water drops were introduced at each of the borders between the bacterial 
growth (half of a petri dish area)and one of the following surfaces: 2 % agar, a cover 
glass and polystyrene). Using agar, glass and polystyrene as reference surfaces, a 
scoring system of 1 to 10 was use to evaluate the relative colonial lipophilicity of 
bacteria (Figure 8.1) (Doyle & Rosenberg 1990).
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1
Figure 8.1 Scoring system for measuring the surface lipophilicity of microbial lawns
by the DOS method.
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S.2.4.2 S-Iayer
8.2.4.2.1 S-layer extraction
Exponential-phase cells (40 ml) were harvested and washed once with distilled water. 
Ten-fifteen mg of moist pellet were suspended per ml of 5M LiCl (Sigma, 99.6%) and
kept at 0°C for 15 minutes, followed by centrifugation (30,000 x g, 15 min). The 
supernatant was designated the crude extract. The pellet was washed once in distilled 
water, resuspended in pre-warmed MRS broth or TSB to an OD at 650nm of 0.5. The
supernatant was dialysed against distilled water overnight at 4°C. Then it was 
centrifuged (30,000 x g 15 min) to obtain the S-layer (Lortal et a l 1992).
5.2.4.2.2 Protein assay
The protein assays on the extracted S-layer for the three microorganisms in the study 
plus an S-layer positive organism, Lact. buchneri (Control) were done using the
Sigma diagnostic protein assay kit (the procedure N0P5656: Lowry procedure). The 
results were expressed as mg of protein per g of wet pellet.
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8.2.4.23 SDS-PAGE
For the determination of the apparent molecular mass of the S-layer protein, SDS- 
PAGE was performed using a 9 % (w/v) acrylamide separating gel (Mini-gel) and a 5 
% stacking gel. The samples were prepared as described in section 8.2-H-l.l. The S- 
layer protein pellet was mixed with 50pl of the 2x SDS-PAGE loading buffer (0.4g 
SDS, 10 % 2-mercaptoethanol, 20 % (w/v) glycerol, 0.002 % bromophenol blue, 3 ml 
of a 150 mM solution of Tris-HCl (pH 6.8) and 4 ml water per 10 ml loading buffer
solution) and boiled at 100°C for 3 min. The samples were applied to a minigel (Bio- 
Rad equipment), and ran at 150 V for 20 min and then at 200 V. Gels were stained 
with Coomassie blue RG250. As a reference, 5pi/ well molecular weight markers for 
electrophoresis (Sigma Dalton Mar K VII-L (14K-70K) and high molecular weight 
markers (30K-200K) were also ran with the samples.(Lortal et a l 1992).
S.2.4.2.4 Electron microscopy
For freeze-etching and fracturing, cells were scraped off 24 h TSA and MRS agar and
fractured at -100°C. Fracture samples were deeply etched for 30 to 60 s and shadowed 
with platinum and carbon. The replicas were floated off onto full-strength commercial 
bleach for two hours before the samples were washed and mounted on grids. 
Preparations were examined in transmission electron microscope to determine the 
presence of S-layers on the three organisms in the study. Lact. buchneri was used as
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an S-layer positive control. The whole procedure was conducted by Dr. Tony Brain, 
King’s College, University of London.
8.2.4.2.S Difference in phenols effect before and after removal of the S-layer.
8.2.4.2.5.1 Sensitivity of cells to phenols before and after removal of S-layer.
To investigate a potential protective role for the S-layer against phenols, before and 
after LiCl treatment, whole cells of the three microorganisms in the study plus Lact. 
buchneri as an S-layer positive control were exposed to sublethal concentrations of 
2,3,4-trihydroxy benzaldehyde, 2-hydroxy 3-methoxy benzoic acid, and 4-hydroxy 
cinnamic acid. The results were expressed as the difference of cell concentration 
between the treated cells and the control (phenol-free) at the end of log phase of each 
organism tested.
The cell concentration was determined by viable count (Miles & Misra 
technique), and the phenols were prepared in TSB or MRS broth and adjusted to pH
6.2. Cultures were incubated under aerobic conditions at 35 C. All test were repeated 
three times.
8.2. H 2 .5.2 RP-HPLC assay
To assay the accumulation of phenols by bacterial cells of the test organisms before 
and after LiCl treatment, 100 ml of an overnight culture were centrifuged (4,000 
r.p.m. 15 min). The resulting pellet was weighed and resuspended in 10 ml Ringer’ 
solution (1/4 strength). Then, 4.5 ml of these suspensions were mixed in a universal
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together with 0.5 ml of 10 mg.ml stock solutions of 2-hydroxy 4-methoxy benzoic 
acid previously dissolved in Ringer’ solution, pH adjusted to 6.2 and sterilised by 
membrane filtration (Mi Hi pore 0.2 |lm). Cultures were sampled at 0, 10, 20, 45, 100
and 130 minutes, centrifuged 14,000 r.p.m., 20 min at 0 C and the supernatant frozen 
at -20 C to be used later for RP-HPLC analysis. The conditions of the analysis being 
the same as in section 8.2.3.4. The concentration in the samples was calculated using 
the calibration curve in Appendix 2b.
8.2.4.3 Efflux systems
To assess the accumulation of benioic acid in energised and de-energised cells, a
14 -1
radiolabelled weak acid probe was used, benzoic acid, [7- C] (0.03 mCi.ml ).
Overnight cultures of the three organisms incubated at 35°C were harvested by 
centrifugation (4,000 r.p.m., 20 min), washed once in 0.9%NaCl and resuspended in 
0.1 M MES buffer (0.1M morpholinoethanesulfonic acid (MES), lOmM MgSO^.7H,O 
and 200mM KC1 adjusted to pH 6.2. Resuspended cells (9 ml) were then energised 
with 1ml of a lOOmM solution of glucose/ 9ml culture for 15 min. at 35°C. 1 ml 
samples of energised cells at a cell density of 0.5-0.7 mg (dry weight) per ml were 
removed and incubated with the weak acid nrobe at a concentration of 8til oer ml
([14C]benzoic acid 7.3 mCi. mmol ') with non labelled benzoic acid at a concentration 
of 2.5 mg.ml '. Samples in triplicate were added to 1.5 ml microcentrifuge tubes at 0, 
45, 100, and 130 minutes and centrifuged at 14,000 r.p.m. at 0°C for 1 minute in a 
microcentrifuge. At 100 minutes a sample was de-energised using valinomycin at a 
final concentration of 5pM for Listeria and 75 pM for
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Lactobacillus. Valinomycin mediates the electrogenic uniport of K+. When added to 
cells it permits the uptake of K+ with the concurrent dissipation of A\\f (Bruno et al. 
1992).Supernatant fluid samples (50 pi) were dispensed into scintillation vials 
containing 4 ml of scintillation cocktail fluid (Sigma, universal fluid for aqueous 
samples)and 0.5 ml perchloric acid (0.6M). The remaining supernatant was then 
removed and the bottom of tubes containing the pellet cut off and allowed to fall into 
separate scintillation vials containing scintillation cocktail fluid (4 ml) and 0.5 ml 
perchloric acid (0.6M). Vials were counted (in CPM mode) for 1 minute each in a
scintillation counter (Wallac 1210, LKB Wallac, UK) using the C-label easy count 
program. Intracellular concentration of benzoic acid was determined by dividing the 
pellet radioactivity (in CPM) by the internal volume of the microorganisms.
To measure the intracellular volume of the organisms in the study, the
distribution of [H] labelled water and [HC] labelled polyethylene glycol (PEG) was 
determined (Rottenberg 1979, Ita & Hutkins 1991). Briefly, to measure the aqueous
volume, [3H]20 (0.03 pCi.pl ' ) at a rate of 20pl per ml of cells was added to 8 ml
overnight cell suspensions, of known cell density. To estimate the extracellular
aqueous volume, [1,2-^C] PEG (0.05 pCi.pl ’ ) was added. The cell suspensions were
then incubated at 25°C for 10 minutes to equilibrate the probes. Seven replicate 
samples (1 ml each) were added to 1.5 ml microcentrifuge tubes and centrifuged at
maximum speed (14,000 r.p.m. at 4 C for 1 minute in a microcentrifuge. Supernatant 
fluid samples (50 pi) were dispensed in scintillation vials containing 4 ml of 
scintillation cocktail fluid. The remaining supernatant was then removed and the 
bottom of the tubes containing the pellet cut off and allowed to fall into a separate
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scintillation vials containing scintillation cocktail fluid (4 ml) and 0.5 ml perchloric 
acid (0.6M). Vials were counted (CPM mode) for 10 minutes each in a liquid 
scintillator counter (Rack beta 1216, LKB Wallac, UK) equipped with a dual label 
counting program. The cytoplasmic volume (U) was determined from the difference 
between the total pellet aqueous volume and the extracellular aqueous volume and 
was calculated from the following formula:
f vm f 14c 11= v< p
w pvjj
(jLtl/ mg dry weight of cells)
where U is the volume of the supernatant sample (fil), [ H] and [ C] are the counts in 
s: supernatant and p: pellet.
Cell dry weights were determined from the standard curve relating the optical 
density or viable cell count to the dry weight of cells (Appendix 4).
Dry weight measurements were done as follows: Sterile membrane filters 
(Gelman 0.45pm) were dried in a microwave oven (power level 9, 5 minutes), 
allowed to cool under desiccation overnight at room temperature and weighed. The 
filters were then washed in 0.01% Tween 80 and placed in the filter unit. Sterile 
distilled water ( 2 x 1 0  ml) was used to rinse the filter and then 50 ml of the sample 
culture passed through the filter. The filter was then redried, cooled and re weighed.
Values of dry weight (mg.ml ) were then plotted against respective absorbance 
values to obtain a calibration curve (Little 1992).
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8.2.5 Mechanisms of action
8.2.5.1 Proton-motive force (pmf)
To determine the effect of phenols on the proton-motive force, the measurement of the 
membrane potential (A\|/) and proton gradient (ApH) are required:
2 3 R T
Ap = Axg —   ApH  (44)
F
where 2.3RT/F (Z)= 59 mV at 25 C (Rottenberg 1979).
Overnight cultures of the three organisms incubated at 35°C were harvested by 
centrifugation (4,000 r.p.m., 20 min), washed once in 0.9%NaCl and resuspended in 
0.1 N MES buffer adjusted to pH 6.2. Resuspended cells (9 ml) were then energised 
with 1ml of a lOOmM solution of glucose/ 9ml culture for 15 min. at 35°C. 0.6 ml of 
energised cells at a cell density of 0.5-0.7 mg (dry weight) per ml were added to 
eppendorfs and treated with 0.4 ml sterile medium (as a control), 3,4,5-trihydroxy 
benzoic acid, 2-hydroxy 4-methoxy benzoic acid and 2-hydroxy cinnamic acid at a 
concentration of 1 and 2 mg.ml"1 in each case. Samples were incubated for 30 minutes 
at room temperature. To a 1 ml portion of each treatment in triplicate was added either
0.01 pM (final concentration) [ H] tetraphenylphosphonium bromide (TPP, 10 
mCi.jimol ) or 0.03 mM (final concentration) [ C] benzoic acid (7.3 mCi.mmol ' ) to 
estimate the Axg and ApH respectively. Butanol (5%) was added to a sample and
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incubated for 60 minutes at 25 C to account for non-specific TPP binding. TPP and
benzoate treated cells were incubated for 15 min. at room temperature. To the 1.5 ml 
microcentrifuge tubes 0.2 ml of silicone oil (2 volumes d: 1.049: 1 volume d:0.968) 
were added. Tubes were centrifuged (12,000 x g , 1.5 minutes), and pellet and 
supernatant samples were removed. Supernatant fluid sample (50 pi) were dispensed 
in scintillation vials containing 4 ml of scintillation cocktail fluid (Sigma, universal 
fluid for aqueous samples) and 0.5 ml pechloric acid (0.6M). The remaining 
supernatant was then removed and the bottom of tubes containing the pellet cut off 
and allowed to fall into separate scintillation vials (Christensen & Hutkins 1992). 
Vials were counted (in CPM mode) for 1 minute each in a scintillation counter
14
(Wallac 1210, LKB Wallac, UK) using the C-label easy count program for the 
benzoate experiment and vials with TPP were counted ( in CPM mode) for 10 
minutes each in a liquid scintillator counter (Rack beta 1216, LKB Wallac, UK).
The membrane potential and the internal pH were calculated as follows:
where C is the concentration of the acid (in: internal; out external), pVa refers to the 
p/C of benzoic acid (Rottenberg 1979)
f C
A\|/ = Zlog
v out y
(45)
' o u t
(46)
Q n= pellet radioactivity (in CPM)/ V (47)
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where V\ is the intracellular volume of the organisms calculated as in section 8.2.4.3 
(Eq. 43).
8.2.S.2 Sulfhydryl groups of bacterial membrane as possible targets of 
bacteriostatic action.
The microorganisms were treated with 2,3-dihydroxy benzaldehyde and also broth
(control) at a concentration of 0.2 mg.ml and examined for their ability to bind 
radioactive iodoacetate to membrane sulfhydryl groups that remained available.
For this purpose, an overnight culture was centrifuged (4,000 r.p.m., 20 
minutes), washed once with 0.9% NaCl and resuspended in 0.1M MES buffer for 30 
min. at 35°C. The cells were then enc i^sdi by adding 1ml of a lOOmM glucose solution 
for each 9 ml of culture, for 15 min at 35°C. Then, 10 ml cultures adjusted to an 
absorbance of 0.55 (600nm) that contained ImM iodo [2-14C] acetic acid (sp. act. 
SmCi.mmole"1 ) were incubated 15 minutes at room temperature as a control (in 
duplicates). The reaction mixture was incubated then stopped by adding unlabeiled 
ImM iodoacetate and washing by centrifugation (4,000 r.p.m., 15 minutes) as 
described above. Then 0.2ml of silicone oil (2 volumes d: 1.049 to 1 volume d: 0.968)/ 
ml of culture) was added, centrifuged at 13000 gr/6 min, and lOOpl of supernatant 
suspended in 4 ml scintillation cocktail The pellet was suspended in 0.5 ml of water 
and counted after addition of 4 ml scintillation cocktail (Morris et al. 1984) and 0.5 ml 
perchloric acid (0.6M). The same procedure was applied to energised cells treated 
with 0.2 mg.ml ' of 2,3-dihydroxy benzaldehyde for 30 min at room temperature. The
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results were expressed as Cin (pellet radioactivity in CPM/V() of labelled iodoacetate 
of treated and non-treated cells.
8.2.5.3 Effect of phenols on the cytoplasmic membrane
Freeze fracture electron micrographs of cells magnified 36000 times were prepared as 
in section “8.2.4.2.Electron Microscopy” to observe changes in the distribution of 
large particles in concave and convex fracture faces. For this a control group of L. 
monocytogenes phenol-free was incubated for 24h at 35°C in TSB.
Treated cells with 3-OH benzoic acid and 3-OH 4-OMe benzoic acid 
respectively were also incubated under the same conditions. These cultures were 
centrifuged and washed once with Ringer’ solution before fracturing.
8.2.6 External factors affecting phenol activity
In order to determine the limits of use in food systems of the models developed in 
Chapter 5, the effect of external proteins and lipids in phenols’ BAVs was studied.
The concentration required to cause a 50 % Inhibition of the Listeria cocktail 
with respect to the control ( as calculated for the models in Chapter 5) were used as 
BAY for the following phenols:
Benzoic acids: 2-hydroxy 3-methoxy-; 2-hydroxy 4-methoxy-, 2-hydroxy 5-methoxy- 
and 3-hydroxy 4-methoxy- benzoic acids.
Cinnamic acids: Trans-cinnamic acid, and 2-hydroxy-.
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Benzaldehydes: 2,3-dihydroxy-, 3-hydroxy 4-methoxy- and 2,3,4-trihydroxy-
benzaldehydes.
8.2.6.1 Effect of increasing concentrations of protein on the phenols BAVs.
Stock solutions containing 40 m g.m l1 of each phenolic compound were added to a
serial dilution (0.1, 0.05. 0.025. 0.013, 0.007 gr.ml ' ) of albumin, bovine 
(BSA)(Sigma) dissolved in TSB (pH adjusted to 6.2) and membrane filtered 
(Millipore 0.2 pm), to give a final phenol concentration corresponding to the 50 % 
inhibition datum obtained previously. Also, a non-phenol control was set up. An
- 4
inoculum of 0.1 ml of a 10 dilution of a Listeria cocktail prepared mixing 1 ml of 
each of the 18 strains of Listeria overnight cultures was used for the 5 ml medium in
the study. After incubation at 35°C for 18 hours under anaerobic conditions, viable 
counts by the Miles & Misra technique were done for each of the treatments. The 
procedure was repeated twice.
8.2.6.2 Effect of increasing concentrations of lipids on the phenols BAVs.
Stock solutions of concentration 40 mg.ml"' of each phenolic compound used in the 
study were added to a serial dilution (50, 25, 10, 5, 2, and 0 %) of hexadecane 
(Sigma) dissolved in TSB, with added glucose (1%) and yeast (0.3%) using 0.3% of 
Brij35 (Sigma) as an emulsifier, pH adjusted to 6.2, to a final phenol concentration of 
phenols corresponding to the 50 % inhibition datum obtained previously. Also, a
- 4
phenol-free control was set up. An inoculum of 0.1ml of a 10 dilution of a Listerial
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cocktail prepared by mixing 1 ml of each of the 18 strains of Listeria overnight 
cultures was used for the 5 ml medium in the study. After incubation at 37 C for 18 
hours under anaerobic conditions, viable counts by the method of Miles & Misra 
technique were done on each one of the treatments in quadruplicate. The procedure 
was repeated twice.
S.2.6.3 Effect of low temperature in the antibacterial activity of phenols.
To determine the effect of low temperature in the antibacterial activity of the phenol 
series, MIC values were determined. 96-well (flat bottomed) microtitre plates were 
used. 50pl of bacterial cultures previously diluted in MRD were mixed with 200|il of 
TBS with different concentrations of phenols to give a turbidity corresponding to a 
final density of about 103 cells.ml1. Non inoculated control wells were set for each 
concentration of the compounds to account for colour. Microtitre plates covered with 
lids and foil paper were incubated at 4°C until the end of the log-phase as determined 
by the growth curve in Appendix 1, under aerobic conditions. Turbidity measurements 
were done at 620nm with a Automatic Programmable Microtitreplate Reader 
(Labsystems Multiskan Bichromatic. Labsystems. Finland). An IBM compatible PC 
with Genesis. Version 1.73 software (Labsystems. UK. Ltd) controlled the microplate 
reader and stored the data.
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8.3 Results
8.3.1 Effect of phenolic compounds on Lact. plantarum, L. monocytogenes and S. 
enteritidis.
In Table 8.1, BAY values obtained from plots % inhibition vs. concentration are 
presented. All values were taken at the end of log phase as determined from a growth 
curve of each microorganism (Appendix 1). Figure 8.2 summarises these results, 
showing that Listeria monocytogenes is more sensitive to the acids than the other 
organisms. For the benzaldehydes Salmonella enteritidis was the most sensitive. This 
data set however was limited by the fact that for many compounds the BAY could not 
be defined (>4).
I I Listeria F6861
EH Lact. plantarum 
F! S. enteritidis
Benzoic ac. Cinnamic ac. Benzaldehyde
SERIES
Figure 8.2 Percentage of compounds in the series of phenols to which the specific
organisms are the most sensitive.
172
Table 8.1 Effect of phenolic compound series (concentration (C) in mg.ml'1 to 
obtain 50 % inhibition value with respect to the control) on Lactobacillus plantarum,
Substituent Lactobacillus Listeria Salmonella
Benzoic acids
.Parent compound >4 1.67 0.35
2-OH >4 0.90 0.90
3-OH >4 >4 >4
4-OH >4 3.00 >4
2,3-OH >4 3.05 >4
2,4-OH >4 0.45 >4
2,5-OH 1.65 >4 >4
2,6-OH >4 >4 >4
3,4-OH >4 >4 >4
3,5-OH >4 >4 >4
2-OH-3-OMe >4 2.00 >4
2-OH-4-OMe >4 1.00 1.90
2-OH-5-OMe >4 1.00 2.00
3-OH-4-OMe >4 3.50 >4
4-OH-3-OMe >4 3.20 >4
2,3,4-OH 1.15 3.20 3.00
2,4,6-OH >4 >4 >4
3,4,5-OH 1.80 3.80 >4
3,5-OH-4-OMe >4 >4 >4
4-OH-3,5-OMe >4 >4 >4
Cinnamic acids
.Parent compound >4 0.75 3.20
2-OH >4 1.42 3.40
3-OH >4 1.00 >4
4-OH 1.50 1.70 >4
3,4-OH >4 4.00 >4
4-OH-30Me >4 2.50 >4
4-OH 3,5-OMe 2.70 4 >4
Benzaldehydes
2-OH >4 2.85 0.60
3-OH 1.10 0.85 0.85
3,4-OH >4 1.10 0.30
3,5-OH 2.00 1.50 0.75
2-OH-3-OMe 2.50 0.80 0.20
2-OH-4-OMe >4 3.8 1.38
2-OH-5-OMe 2.50 1.60 0.35
4-OH-3-OMe 0.80 2.60 1.35
2,3,4-OH 0.25 0.25 0.25
2,4,6-OH 0.40 0.85 1.20
3,4,5-OH 1.55 0.75 0.32
4-OH-3,5-OMe 0.12 2.10 1.70
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The MIC values obtained for the three bacteria under aerobic and anaerobic 
conditions are presented in Table 8.2 and Figures 8.3-8.5. The results are summarised 
in Fig 8.6 showing that in a few cases, aerobic conditions increased the bacterial 
sensitivity to some compounds. Lact. plantarum  again showed a resistance to all three 
series. S. enteritidis and L. monocytogenes were very similar except for the case of 
cinnamic acids, which seem to be specially potent against Listeria. Figures 8.3-8.5 
showed that all three bacteria are more sensitive to high lipophilicity compounds than 
to low lipophilicity ones. Also, they show that ortho substituted compounds are more 
bactericidal, especially in the case of Salmonella.
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Table 8.2 Effect of phenolic compound series (MIC values) on Listeria
(L), LrmWxmzY/uv (Z/zcf.) and gnrgnnW/j (^)
Substituents L.
anaerobic
L.
aerobic
Lact.
anaerobic
Lact.
aerobic
5.
anaerobic
5.
aerobic
MIC (mg. ml'1)
Benzoic acids
Benzoic acid 2.50 5.00 20.00 40.00 2.50 2.50
3-OH 5.00 10.00 20.00 80.00 20.00 20.00
4-OH 5.00 5.00 20.00 40.00 20.00 20.00
2,3-OH 5.00 10.00 20.00 10.00 20.00 20.00
2,4-OH 10.00 20.00 5.00 80.00 20.00 20.00
2,5-OH 30.00 30.00 30.00 15.00 15.00 15.00
2,6-OH 40.00 40.00 40.00 80.00 10.00 5.00
3,4-OH 80.00 40.00 160.00 80.00 40.00 40.00
2,4,6-OH 80.00 80.00 160.00 80.00 10.00 10.00
3,4,5-OH 160.00 20.00 160.00 40.00 40.00 40.00
2-OH3-OMe 2.50 2.50 10.00 20.00 5.00 10.00
2-OH4-OMe 5.00 1.25 10.00 20.00 2.50 5.00
2-OH5-OMe 5.00 1.25 20.00 20.00 5.00 5.00
3-OH-4-OMe 40.00 10.00 40.00 10.00 10.00 10.00
4-OH3-OMe 5 10 40.00 20.00 10.00 10.00
4-OH3,5-OMe 5.00 5.00 80.00 80.00 20.00 20.00
Cinnamic ac.
T-Cinnamic 1.25 1.25 10.00 10.00 5.00 5.00
2-OH 1.25 1.25 10.00 1.25 5.00 20.00
4-OH 1.25 1.25 20.00 20.00 10.00 5.00
3,4-OH 10.00 10.00 40.00 20.00 20.00 20.00
4-OH3-OMe 1.25 1.25 10.00 5.00 10.00 20.00
4-OH3,5-OMe 2.50 2.50 20.00 5.00 20.00 40.00
Benzaldehydes
3-OH 1.25 1.25 5.00 5.00 1.25 1.25
4-OH 2.50 5.00 5.00 2.50 1.25 1.25
2,3-OH 0.15 0.15 .60 .60 .07 .07
2,5-OH 0.30 0.30 1.25 .60 .15 .30
3,4-OH 0.60 0.60 2.50 2.50 1.25 .60
3,5-OH 1.25 1.25 5.00 5.00 2.50 2.50
2,3,4-OH 0.30 0.15 1.25 .30 .15 .30
2,4,6-OH 0.60 1.25 2.50 2.50 1.25 1.25
2-OH3-OMe 0.30 0.30 1.25 1.25 .15 .15
4-OH3-OMe 2.50 2.50 10.00 10.00 10.00 10.00
4-OH3,5-OMe 5.00 5.00 20.00 10.00 5.00 5.00
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Figure 8.3 MIC values for the benzoic acid series on Listeria monocytogenes F6861,
Lact. plantarum  and S. enteritidis.{A) aerobic conditions and (B) anaerobic
conditions.
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Even when the organisms showed differences in their susceptibility to the 
phenols, the main mechanism of action for all three organisms seems to be similar in 
accordance to the models presented in Eqs. 48-60.
Benzoic and cinnamic acids:
Aerobic conditions
log
^  1 _ ^
V ^ a e r o b i c  )
= 3.62(±0.52)log^ + 0.79(±0.31)p^ +0.26(±0.ll)G+ -5.66(±1.41)
%=22 r=0.89 j=0.30 F=18.64 (48)
Strict anaerobic conditions:
log
V  anaerobic J
= 3.62(±0.69) log A: -  2.61(+0.33)
«=22 r=0.79 j= 0 .4 l F=27.24 (49)
Relax anaerobic conditions:
log
 ^ I ^
V ^ a n a e r o b i c  c J
= 3.67(±0.67)logAT + 0.82(±0.3l)pÆ -6.l5(±l.78)
»=22 r=0.8l j=0.39 F= 14.97 (50)
Lactobacillus plantarum: 
Aerobic conditions:
log
z
V  aerobic J
= 1.12(±0.27)log^ -2.10(±0.26)
^=22 r=0.71 j=0.33 F=16.89 (51)
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Relax anaerobic conditions:
l o g l..5l(+0.27)log/r -2.67(±0.18)
anaerobic J
f%=22 r=0.89 ^=0.22 F=66.24 (52)
Salmonella enteritidis:
Aerobic conditions:
log
^
V  aerobic J
= 0.63(±0.52)log^ -0.27(±0.09)G+ - 1.84(±0.19)
M=22 r=0.73 ^=0.23 F=9.27 (53)
Relax anaerobic conditions:
log
A
V aerobic J
= 0.97(±0.14)log^ -0.16(±0.06)G^ -2.05(±0.19)
rz=22 r=0.87 ^=0.17 F=25.86 (54)
Benzaldehydes:
Listeria monocytogenes:
Aerobic conditions
log
z
V  aerobic J
= -0 i3(±0.11) A  -  0.32(+0.12)
n = ll  r=0.85 i=0.31 F=23.58 (55)
Relax anaerobic conditions:
log
 ^ i ^
V anaerobic J
-0.45(±0.07)-d- -  0.19(±0.07)VW -  0.03(±0.13)
«=11 «=0.93 ^=0.20 F = 24.35 (56)
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Lactobacillus plantarum: 
Aerobic conditions
log
^
V aerobic J
=  -0.50(±0.07) —t-  -  0.19(±0.07)VW -  0.45(±0.13)
«=11 r=0.94 5=0.20 F=28.30 (57)
Relax anaerobic conditions:
/  , x
log
V anaerobic J
= -0.45(±0.07) ~  -0.25(±0.07)VW -  0.49(±0.13)
«=11 «=0.94 5=0.19 F=28.94 (58)
Salmonella enteritidis:
Aerobic conditions:
(  1 )  1
log --------------  = -0.60(±0.14)------ 0.37 (±0.16)
»=11 r=0.82 j=0.39 F=18.97 (59)
Relax anaerobic conditions:
log ^___ 1 _ _ ^
V, aerobic J
= -0 .70(±0 .09)± -- 0.25(±0.09)l/lv -  0.08(±0.16)
«=11 «=0.95 5=0.24 F=37.44 (60)
As can be observed from the models for the benzoic and cinnamic acids series, 
the lipophilicity parameter logAT is sometimes accompanied by an electronic 
parameter, especially under aerobic conditions, and this accounts for the effect of 
these phenols on all three organisms. The models for Lactobacillus and Salmonella
1R9
are quadratic with respect to \ogK indicating an optimum value of lipophilicity. It also 
means that compounds with lower lipophilicity values are required to produce the 
maximum antibacterial effect against these organisms than for Listeria where BAY 
increased linearly with logK.
For the benzaldehyde series, an ortho effect electronic-steric parameter and a 
steric parameter (Yw) account for the behaviour of this series in all three organisms.
8.3.2 Monitoring phenolic concentration
To ensure that the differences in BAVs found between the microorganisms was not 
due to the procedure or any metabolic process, phenol concentrations were followed 
before and after the experiment for the acid series. These results are presented in 
Appendix 2a-b (the concentrations presented in Appendix 2a were calculated from the 
calibration curves of each compound in Appendix 2b).
It was found that at concentrations between 1 and 4 mg.ml ' no change in 
phenol concentration could be observed during the experiment. This was not the case
in some instances for concentrations of 0.5 m g.m l1 where different compounds 
produced during the experiment could be seen as new peaks in the RP-HPLC traces. 
The para-hydroxy substituted compounds and the cinnamic acid group were specially 
prone to this. Specific cases were:
a) 4-hydroxy benzoic acid (normal retention time at 10.11 minutes): New peak
at 13.3 minutes.
b) 4-hydroxycinnamic acid (normal retention time at 12.98 minutes): New peak 
at 19.61 minutes.
c) 3,4-dihydroxycinnamic acid (normal retention time at 11.02 minutes): New 
peak at 14.30 and 16.26 minutes.
d) 4-hydroxy-3-methoxycinnamic acid (normal retention time at 13.64 minutes): 
New peak at 19.98 minutes.
e) 4-hydroxy 3,5-dimethoxycinnamic acids (normal retention time at 13.69 
minutes): New peak at 19.50 minutes.
A special problem due to the apparent increase of concentrations after the 
experiment was observed with 2-hydroxy benzoic acid and benzoic acid at all 
concentrations. Similar cases were found at the highest concentration for some other 
compounds. No evidence from peak’ UV spectrum could be found for other 
compounds showing their same peak retention time.
8.3.3 Effect of the analytical procedure on the phenol concentration
To ensure that the phenol concentration remained constant through the analytical 
procedure, it was measured before and after for the benzoic acids. Also, the effect of 
pH on phenol concentration was determined since Lact. plantarum  produces high 
levels of acid (up to final pH of 3.5). As can be observed in Table 8.3, the 
experimental procedure and the acid production did not change significantly (p<0.05) 
the concentration of the phenols, except in the case of 2 -hydroxy 4-methoxy benzoic 
acid where some loss occurred after freezing.
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Table 8.3 Effect of the different experimental procedures on the final concentration 
of three benzoic acids. Based on an initial solution of 0.5 mg.ml •
CONDITIONS 2,5-OH 2-OH 4-OMe 2-OH 5-OMe
Before 0.61 0.39 0.39
After freezing 0.53 0.32* 0.35
After filtration 0.62 0.40 0.40
After clearing 0.66 0.41 0.38
After incubation 0.61 0.38 0.39
At pH: 6.2 0.66 0.40 0.40
At pH: 5.3 0.67 0.42 0.43
At pH: 5.0 0.65 0.41 0.39
At pH: 4.6 0.62 0.40 0.39
At pH: 4.0 0.61 0.39 0.38
At pH: 3.6 0.61 0.38 0.39
At pH: 3.4 0.60 0.37 0.36
Media 0.63 0.39 0.39
Standard deviation 0.046 0.03 0.02
*Value statistically different at a 95% confidence interval.
8.3.4 Lipophobicity of the cells
A comparative study using MATH, SAT, adhesion to polystyrene and DOS was 
performed and the results are shown in Table 8.4. The tests showed that the Gram- 
negative organism was more lipophilic than the Gram-positive. Salmonella showed 
the lowest concentration for precipitation in the SAT test, a positive (more than 50 % 
adherence) test for polystyrene and a DOS of 9 which indicates a highly lipophilic 
organism. A contradiction occurs in the MATH test where a 0% lipophilicity or 
overgrowth was detected for this organism. The differences between the two Gram-
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positive organisms were not so great: Lact. plantarum  being slightly more lipophilic 
than Listeria. All three tests seemed to agree for these organisms.
Table 8.4 Lipophilicity of the cells
Tests Lact. plantarum L. mofzocytoggMgj S. enteritidis
MATH 61.60 (±10)% 53.20 (±7)% *0%
SAT 2.5 (±0)M 5 (±0)M 0.3 (±0)M
Adhesion to P. - - +
DOS 7 5 9
* This test could not be done with Salmonella without obtaining in some cases growth 
during the experiment.
Standard deviations are shown in parenthesis
8.3.5 S-Layer 
S-layer presence
Table 8.5 presents the amount of protein found in the S-layer extract (LiCl) and its 
molecular weight as determined by SDS-PAGE (Figure 8.7). This show the absence 
of an S-layer in Listeria monocytogenes and a possible S-layer in Lactobacillus 
plantarum  and Salmonella enteritidis. In Figure 8.8a-d, electronmicrographs show the 
absence of S-layers in all three organisms when compared with the control {Lact. 
buchneri: Figure 8.8a).
1 R6
S-layer function
In Table 8.6 the sensitivity of cells of Lact. buchneri to a group of phenols before and 
after LiCl treatment is presented. The results indicate that the lack of the S-layer 
makes the organism more sensitive to benzaldehydes but no significant difference 
(p>0.05) were found for the acids.
Figure 8.7 SDS-PAGE protein bands photographs showing from left to right: Lact. 
plantarum, S. enteritidis, L. monocytogenes (no-band) and finally the positive control
Lact. buchneri.
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Figure 8.8 Freeze-fracture electron microscopy faces for (A) Lact. buchneri (S-layer 
positive control) magnified 98,000 times (B) L. monocytogenes F6861 magnified 
98,000 times (C) Lact. plantarum  magnified 98,000 times and (D) S. enteritidis, 
magnified 75,000 times showing absence of S-layer in all three organisms.
PM : Convex cleavage plane o f the plasma membrane.
OM: Convex cleavage plane o f the outer membrane.
S+: Cell surface showing S-layer.
S-:Celia surface showing no S-layer.
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Table 8.5 Presence of a S-layer in the microorganisms of the study.
Organism Total protein in S-layer extract, mg 
g"l of wet pellet.
SDS-PAGE bands (Da)
Listeria monocytogenes 0.20 None
Lactobacillus plantarum 1.2 51,300
Salmonella enteritidis 0.9 57,600
Lact. buchneri (Control +) 1.5 57,600
Table 8.6 Sensitivity of cells to phenols before and after S-layer removal.
Lact. buchneri 
(LiCl treated)
Lact. buchneri 
(NT)
Compounds P
2,3,4-OH benzaldehyde -0.25 0.20
2-OH 3-OMe bz.ac. 0.62 0.67
4-OH cinnamic acid 0.62 0.61
Control 1.00 1.00
*Proportion(P)= (logCfînal-^gQnitial)/AlogQontroi ’ where C: Concentration of cells.
RP-HPLC assay
Assay by RP-HPLC to observe accumulation of 2-OH 4-OMe benzoic acid inside the 
cells of the three organisms was not successful. The supernatant before and after 
treatment gave the same benzoic acid concentration (Table 8.7). HPLC was not 
therefore sufficiently sensitive enough to detect a difference.
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Table 8.7 Concentration of 2-OH4-OMe benzoic acid in the supernatant before and
after inoculation.
Organism Before (mg/ml) After (mg/ml) 130 min.
Listeria monocytogenes 1.3 1.4
Lactobacillus plantarum 1.2 1.1
Salmonella enteritidis 1.2 1.2
Values determined from standard curves in Appendix 2b.
8.3.6 Energy requirements
In this experiment, the accumulation of benzoic acid plus radiolabelled benzoic acid 
inside the cells of L. monocytogenes and Lact. plantarum  were measured. As can be 
observed in Figure 8.9a-b, energised cells of Listeria increased the internal 
concentration of benzoic acid at a lower rate than that of de-energised cells. De­
energised cells of Lactobacillus also accumulated more benzoic acid than energised 
cells. The differences in the case of Lactobacillus were not as great as for Listeria. 
Energised cells of Listeria, in general tended to keep the benzoic acid levels more 
constant over time than those of Lactobacillus. De-energising the cells at 100 minutes 
of the beginning of the experiment did not have any effect on the benzoic acid 
accumulation over the following 30 minutes.
Table 8.8 shows the components of the proton-motive force after the cells had 
been de-energised with valinomycin.
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Table 8.8 Effect of valinomycin in energised cells of L. monocytogenes and Lact.
plantarum
System ZApH (mV) -Ai|/ (mV) -Ap (mV)
L. monocytogenes 40.1 (±20) 83.0 (±7) 123.1
Control
14.2 (±12) 10.6 (±5) 24.8
5.0jaM
valinomycin
Lact. plantarum 47.2 (±18) 98.0 (±10) 145.2
Control
Lact. plantarum 20.1 (±13) 12.1 (±6) 32.2
75.0jlM
valinomycin
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Figure 8.9 Benzoic acid-carboxy l4C accumulation for energised, de-energised and 
energised/de-energised cells of (A) L  monocytogenes and (B) Lact. plantarum.
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8.3.7 Mechanisms of action
Proton-motive force
Figures 8.10-8.12, present the influence of 3,4,5-OH benzoic acid, 2-OH cinnamic 
acid and 2-OH4-OMe benzoic acid on the proton-motive force (Ap), and its 
components (ZApH and Axg) for L. monocytogenes, Lact. plantarum  and S. enteritidis.
All three phenols partially affected the ZApH component of the proton-motive 
force for L. monocytogenes but in the cases of 3,4,5-OH benzoic acid and 2-OH 
cinnamic acid, the cells were able to recover the Ap value by increasing the A\|/ 
component. In the case of 2-OH4-OMc benzoic acid, this did not occur, and even the 
A\\f component partially decreased. The same was seen with Lact. plantarum. S. 
enteritidis proton-motive force, on the other hand, was affected mainly in its Axg 
component, which lead to a lower Ap value.
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Figure 8.10 Effect of increasing concentration of different phenols in the elements 
of the proton-motive force for Listeria monocytogenes.
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Figure 8.11 Effect of increasing concentration of different phenols in the elements 
of the proton-motive force for Lactobacillus plantarum.
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Figure 8.12 Effect of increasing concentration of different phenols in the elements 
of the proton-motive force for Salmonella enteritidis.
Sulfhydryl groups
In Figure 8.13 it can observed that for all three organisms, the accumulation of 
radiolabelled iodoacetate is lower after treatment with 2,3-dihydroxy benzaldehyde 
indicating less available sites for the iodoacetate. It is important to notice also that the 
amount of sufhydryl groups available in the pellet was higher for the S. enteritidis, 
followed by L  monocytogenes, and almost negligible for the Lact. plantarum.
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4000*
705%
H  Phenol-free
I I Treated
Listeria Lactobacillus Salmonella
Microorganism
Figure 8.13 Concentration in the pellet of radiolabelled iodoacetate before and after 
treatment with 2,3-dihydroxy benzaldehyde for L. monocytogenes, Lact. plantarum
and S. enteritidis.
8.3.8 Effect of phenols on the cytoplasmic membrane
In Figure 8.14a-c freeze fracture cells magnified 36000 times are shown before 
treatment (a) and after 24h treatment with 3-OH benzoic acid (b) and 3-OH 4-OMe 
benzoic acid (c). No apparent change could be observed in the cell membrane of L. 
monocytogenes after treatment with either of these phenols.
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F i^ur e 8.14 Freeze fracture cells of L. monocytogenes magnified 36000 times (A) 
Phenol free cells (B) 3-OH henzoic acid treated and (C) 3-OH4-OMe benzoic acid
treated.
U  Concave face 
H  Convex face.
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8.3.9 External factors affecting phenols activity
From the experience obtained during the validation of the models in Chapter 5, it was 
found that food with high content of lipids or proteins could lead to less effective 
antilisterial activity of phenols. From the data in Tables 8.9 and 8.10, it is possible to
-i
derive approximate limits of tolerance to protein ( 0.025 g.ml for the acid series and
0.013 g.ml for the benzaldehyde series) and to fat ( 10% for all series) for the 
phenols used in the model.
Table 8.9 Effect of protein (bovine serum albumin) on phenol activity
Compound Cone.
mg.ml"1
0.1 0.05 0.025
g.ml
0.013 0.007 0
AlogC
Benzoic acids
2-OH 3-OMe 3.0 2.7 3.3 4.2 4.1 4.1 4.0
2-OH4-OMe 1.0 1.8 2.3 3.7 3.9 4.0 3.8
2-OH5-OMe 2.0 2.7 4.3 5.7 5.2 5.5 5.3
3-OH4-OMe 5.0 3.8 4.7 5.8 6.0 5.8 5.5
Cinnamic acid
2-OH 2.0 4.5 5.1 5.3 5.5 5.8 5.4
Benzaldehydes
2,3-OH 0.12 3.8 4.3 6.2 5.8 6.1
3-OH4-OMe 4.0 1.33 2.01 1.5 3.1 4.0 3.9
2,3,4-OH 0.3 2.1 3.5 3.7 5.3 5.1 5.3
*AlogC -  log CCC)ntrol " logQinal. where C=CFU.ml"1.
Table 8.10 Effect of lipids on phenol activity
Cone, 
mg ml"1 50 25 10 5
%
2.5 1.75 0.85 0
Compounds AlogC
Bz. acids
2-OH 3-OMe 3.0 - 3.8 4.8 4.9 4.3 4.6 4.5 5.8
2-OH 5-OMe 2.0 4.8 5.8 6.0 6.1 5.7 5.7 5.8 6.3
3-OH 4-OMe 5.0 - 4.8 5.9 6.0 6.4 5.5 5.5 6.6
Benzaldehydes
3-OH4-OMe 4.0 - 4.9 5.8 5.8 6.3 4.7 5.5 7.2
2,3,4-OH 0.3 3.0 4.1 4.9 4.8 5.1 5.0 5.3 6.8
* AlogC -  logCCOntrol " l°§Q m al where C=CFU. ml’1.
Low temperature
In Table 8.11 the MIC values obtained in mg.ml’1 are shown. Fig. 8.15 gives a 
comparison between the results obtained at 4°C and those obtained at 35°C. In all 
cases equal or lower MIC values were found at 4°C. This is expressed in the following 
models by an increase in the slope of the parameters that describe activity. It seems 
that in both situations the lipophilicity of the compounds is the main characteristic 
accounting for activity. Also the dissociation of the acid is important in both cases. 
The electronic parameter a + which was related in Chapter 7 with free radical activity 
is only present at the higher temperature.
o r v A
At 4°C:
log
V aerobic J
= 4.l3(±0.54)log Æ + 1 . 0 6 ( ± 0 . 3 8 ) -  6.88(±1.67)
«=18 «=0.85 j=0.40 F=29,65 (61)
At 35°C: (Eq. 48)
log
V  aerobic J
= 3.62(±0.52)logA: + 0.79(±0.31)p^ +0.26(±0.11)a+ -5.66(±1.41)
«=22 «=0.89 ^=0.30 F= 18.64
160
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aerobic. 4oC
I I MIC Listeria F6861 
aerobic 35oC
Compound
Figure 8.15 Comparison between MIC values of L. monocytogenes at 4°C and 35°C.
Table 8.11 MIC values obtained for L. monocytogenes F6861 at 4°C
Substituents MIC (mg.ml ' )
(A) Benzoic acids
Benzoic acid 1.00
2-OH 0.50
3-OH 4.00
4-OH 2.00
2,3-OH 8.00
2,4-OH 4.00
2,5-OH 30.00
2,6-OH 40.00
3,4-OH 40.00
3,5-OH 80.00
2,3,4-OH 8.00
2,4,6-OH 80.00
3,4,5-OH 8.00
2-OH3-OMe 1.00
2-OH4-OMe 0.50
2-OH5-OMe 0.50
3-OH-4-OMe 2.00
4-OH3,5-OMc 4.70
(B) Cinnamic acids
Cinnamic acid 0.50
2-OH 0.50
3-OH 0.50
4-OH 1.00
3,4-OH 1.00
4-OH3-OMe 1.25
4-OH3,5-OMe 2.50
8.4 Discussion
Biological activity o f the phenols
In order to explore the ideas of the sites of action of the series of phenols given in the 
models presented in Chapter 5 and to determine possible mechanisms of action and 
resistance to these antibacterial agents, this Chapter was dedicated mainly to a 
comparative study of a Gram-positive organism, Listeria monocytogenes (organism 
modelled), a Gram-negative pathogen, Salmonella enteritidis and an acid resistant 
Gram-positive organism, Lact. plantarum.
As already stated, phenolic compounds, like most lipophilic antibacterials, can 
readily enter Gram-positive bacteria by partitioning. Gram-negative bacteria, on the 
other hand, are more resistant to penetrating antibacterial agents due maybe to the 
presence of an outer membrane. This proved to be true only in the case of the 
cinnamic acids where lipophilicity is a parameter that strongly account for their 
activity. In the case of benzoic acids, the more acid tolerant Lact. plantarum  was the 
most resistant. According to the models developed, the benzoic acids’ biological 
activity is described not only by their lipophilic character but also by electronic 
parameters involving apparently dissociation of the acids and possibly free radicals. It 
is therefore not surprising to find that Lact. plantarum  is less sensitive to this series, 
being the most acid resistant organism. Furthermore, the fact that Lact. plantarum  is 
an obligate fermentative organism and lacks cytochromes could account for its
resistance to free radical action. Cytochromes participate in many types of electron 
transfer reaction, involving the alternative oxidation and reduction of the haem iron. 
Phenols’ free radical activity could well interfere with cytochromes’ normal activity. 
The models developed for Lact. plantarum  show that electronic parameters, even 
under aerobic conditions are not important in the action of phenols against this 
organism.
The benzaldehyde series, on the other hand, as was expected from the results 
given in Chapter 5, did not require to partition to produce their effect in all three 
cases. This strongly suggests that they act on the outside of the cells. The substitution 
of these compounds in the ortho position to the carbonyl group increased enormously 
their antibacterial action. In fact, the ortho substitution of all compounds to the 
carboxyl, cinnamic or carbonyl group increased their activity, though this was only 
true in the case of benzoic acids for those compounds with high lipophilicity. It is also 
worth mentioning that optimal values of XogK were found in the models of Lact. 
plantarum  and S. enteritidis (log/C), indicating that a lower lipophilic character is 
required to achieve maximum antibacterial action in these organisms. According to 
the literature this is expected in cases where the organism is more lipophilic.
Lipophobicity o f the cells
A Gram-negative organism is expected to be more resistant to penetration of the 
phenolic acids due to its greater lipophilic character. If the cell wall is rich in lipids, 
the adsorption of highly lipophilic molecules would be very strong, therefore it will be 
more difficult to reach its site of action (Lien et al. 1967). In this study Salmonella
was found to be the most lipophilic, followed by Lactobacillus which was slightly 
more lipophilic than Listeria. This may account partially for the resistance found in 
Salmonella, especially to the cinnamic acid group compounds. It does not explain 
though the high resistance found in the other Gram-positive organism, Lactobacillus.
S-layer
The actual presence of an S-layer on Salmonella or Lactobacillus is uncertain since 
evidence was found in the protein assay and SDS-PAGE but no S-layer could be 
observed with the electron-micrographs. Even if an S-layer is present, from the results 
with the S-layer containing Lact. buchneri, it would appear that the only compounds 
affected by its presence would be the benzaldehydes. Since S-layers are composed of 
practically no sulphur-containing amino acids, and the benzaldehydes seem to act on 
sulfhydryl groups, these two findings could be correlated.
Efflux systems
When decreased uptake accompanied resistance, decreased permeability or decreased 
binding was the initial proposed explanation. Active efflux as a mechanism to explain 
decreased accumulation came later (Levy 1992). Active efflux may be recognised 
when de-energised cells accumulate more of a substance than do energised cells. In 
this study, L. monocytogenes and Lact. plantarum  were tested for internal 
concentration of radiolabelled benzoic acid. It was found that for both cases, the de- 
energised cells tended to accumulate more of the acid than energised cells. The
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accumulation was even greater for Listeria than for Lactobacillus. This suggest that 
pmf-dependent transport is involved in the efflux of this particular compound, and that 
the active efflux system is more efficient in Listeria than in Lactobacillus. Again, the 
differences between the two Gram-positive organisms could not be explained on The tasis 
of this particular assay.
Mechanisms o f action
For all the phenols studied in this particular experiment, the components of the 
proton-motive force (pmf) most affected was the ApH in the case of the Gram-positive 
organisms, suggesting acidification of the interior of the cells could be one 
mechanism by which these compounds acted. The pmf of the Gram-negative 
organism was only slightly affected which is not surprising due to the fact that 
lipophilic compounds are less free to cross the envelop of Gram-negative organisms.
In general, Listeria seemed better fitted to keep its Ap value constant in the presence 
of phenols. In Lactobacillus ApH was much higher than in Listeria so the change in 
ApH produced by the phenols was not as critical.
Sulfhydryl groups
An aspect that could easily explain the difference in biological activity for the 
benzaldehyde series is the number of sulfhydryl groups available in the outer part of 
the cells tested. Since treatment of the cells of all organisms with a benzaldehyde 
compound made them less reactive to the radiolabelled iodoacetate compound which
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is specific for sulfhydryl groups, suggested that the benzaldehyde was reacting with 
the same groups. Salmonella, specifically presented a high number of available 
sulfhydryl groups, followed by Listeria and finally with a very low number of 
available sites Lactobacillus. This order correlates very well with the resistance of 
these organisms to the benzaldehydes.
External factors affecting the biological activity o f these series 
Lipids and proteins
In Chapter 5, during the modelling of the antilisterial effect of phenols, it was found 
that the model could not be applied safely in cases where high contents of protein or 
lipid in food was found. One important aspect in assessing the mechanism of action of 
an antibacterial agent, is determining which external factors affects its activity. It is 
not surprising to find that phenolic compounds are affected by lipids and proteins. 
Being lipophilic substances, it is evident that they will partition towards the lipid 
phase making the compounds less available to the cells (normally found in the 
aqueous phase). Also, they have been shown to react with proteins, the benzaldehydes 
being one example. It was found that the possible limits of tolerance for these two 
factors are up to 0.025 g.m f1 of protein for the phenolic acids and up to 0.013 g .m f1 
for the benzaldehydes. The lipid content for all series was up to 10%. This is why, 
milk ( 0.039 g.mf' protein) affected phenols’ activity and single cream (18% fat, and 
0.027 g .m f1 protein) were the most inhibitory towards phenols activity. The fact that 
benzaldehydes were the compounds most affected by protein, further supports the
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theory that their interaction with microbial proteins is responsible for the
antimicrobial effect.
Low temperature
The comparison between L. monocytogenes cultured at 35°C and 4°C showed that in 
all cases phenols were slightly more effective at low temperature. This could be 
explained by the combined <?Çkc3o^ temperature and antimicrobial and is presented in 
the models developed by the change in the slope of the two equations. The parameters 
found to explain the behaviour of the phenols in both cases are the same although 
electronic factors were more important at higher temperatures. This finding shows that 
indeed the model developed in Chapter 5 is generally applicable to Listeria for all 
temperatures of concern.
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8.5 Summary
Several aspects concerning mechanism of action, resistance and effect of external 
factors on phenols activity were discussed. For this purpose, a comparative study 
between a Gram-negative organism (S. enteritidis), a Gram-positive acid resistant 
organisms (Lact. plantarum) an the organism of the study (L. monocytogenes) were 
made. In general, Lact. plantarum  showed a special resistance to the phenolic series 
tested. Its high ApH value and its low content of surface sulfhydryl groups might 
explain these findings for the acids and the benzaldehydes respectively. S. enteritidis 
did not show a special resistance to the compounds, except for the cinnamic acid 
group. Since this group’s main activity is explained almost entirely by their 
lipophilicity, the fact that Salmonella was the most lipophilic organism tested could 
explain this.
The phenolic acids are compounds whose main activity is explained by their 
lipophilic character, but electronic aspects, including their dissociation state may be 
important, especially under aerobic conditions. They seem to affect the proton-motive 
force of cells particularly the ApH component. The benzaldehydes, on the other hand 
are compounds whose activity does not seem to depend on partitioning. Sulfhydryl 
groups on the outside of the cell are important targets for their action. All compounds 
tested were adversely affected by the presence of protein and lipids in the medium. 
Benzaldehydes were particularly susceptible in accordance with their proposed 
mechanism of action.
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CHAPTER 9 
Conclusions and future work.
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QSAR has been shown to be a very useful tool in elucidating the mechanism of 
biological action of compounds. As a statistical method, multiple linear regression 
was best at selecting the parameters that describe activity but methods that take into 
account non-linearities are required to give the best predictive models.
The potential use of phenolic com pounds antilisterial agents is limited. The 
most effective compounds found were the benzaldehydes, but these have the 
disadvantages of a strong odour/flavour and their high reactivity towards proteins. At 
moderate pH, the phenolic benzoic acids are effective only at relatively high 
concentrations, so their use could only be considered when combined with other 
preservation methods. In general, the cinnamic acid group showed marked antilisterial 
effect, even when their effectiveness is also reduced by lipids and proteins in the 
medium. They seem less affected by aerobic conditions than the benzoic acids and 
they do not affect the odour/colour of foods. They are also one of the most widespread 
groups of compounds found in nature so there is a variety of natural sources available.
In general, the mechanisms of action for the acid groups seem to be of a non­
specific character, che lipophilicity being the aspect that predominantly explains their 
behaviour. Under aerobic conditions electronic factors have to be introduced to 
explain the behaviour of these groups more fully. These electronic parameters appear 
to be related to the dissociation of the carboxylic acids and also to free radical 
activity. The benzaldehydes behave in a different way, their activity occurring 
principally on the surface of the cells. One of their mechanisms of action is reaction 
with sulfhydryl groups to inactivate or reduce protein activity on the cell envelope.
More work is clearly required in this area. It would be useful to assess the 
influence of other external factors like carbohydrates and metals on the phenols’
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activity, since the models proposed are for use in food with low contents of lipid and 
protein. More validation of the models in food systems themselves is also clearly 
necessary.
The potential for synergy between combinations of compounds and also for 
phenols in combination with other preservative methods could be a fruitful area. This 
could make possible the use of highly flavoured compounds like the benzaldehydes 
by reducing the amounts required.
It would be of particular interest to discover the reasons for the higher 
resistance of Lact. plantarum  to these compounds. This could confirm participation of 
the cytochrome system in the phenols’ action since its presence is one of the main 
differences between the two Gram-positive organisms used in this study.
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APPEND IX 2 a: Concentration o f phenolic compounds found  before and 
o/Tgr zac/? /or LLffgrza mo/zocyfogznej. ya/wcs cz/ g obfaz/W
from  RP-HPLC calibration curves (Appendix 2b).
Compounds 4
mg/ml
Before After
2
mg/ml
Before After
1
mg/ml
Before After
0.5
mg/ml
Before After
Benzoic acids:
Bz.acid 3.9 7.0 2.2 3.7 1.0 2.0 0.43 0.88
2-OH 4.0 5.6 1.9 3.0 1.1 1.6 0.50 0.76
3-OH 4.1 4.4 1.8 2.2 1.0 0.9 0.54 0.75
4-OH 4.0 6.6 1.8 2.8 1.0 0.9 0.43 0.41
2,3-OH 4.0 4.3 2.1 2.3 1.1 1.1 0.57 0.60
2,4-OH 3.8 5.2 2.2 2.6 1.2 1.2 0.43 0.52
2,5-OH 4.0 4.1 2.0 1.7 1.3 1.1 0.61 0.52
2,6-OH 3.8 6.8 2.4 3.4 0.9 1.4 0.44 0.58
3,4-OH 4.1 4.5 1.8 2.4 1.0 1.3 0.48 0.70
3,5-OH 3.8 4.5 2.4 2.4 1.1 1.1 0.50 0.58
2-OH 3-OMe 4.1 3.9 1.9 2.1 0.8 0.8 0.51 0.54
2-OH 4-OMe 4.1 4.0 2.4 2.8 1.3 1.5 0.43 0.57
2-OH 5-OMe 4.2 4.5 1.9 2.0 0.9 0.9 0.50 0.56
3-OH 4-OMe 4.1 4.5 1.9 1.9 0.9 0.9 0.50 0.56
4-OH 3-OMe 4.1 4.2 1.7 1.7 0.9 0.9 0.59 0.57
2,3,4-OH 4.0 3.9 2.0 2.0 1.0 0.9 0.51 0.46
2,4,6-OH 4.0 4.0 2.0 1.9 1.0 0.9 0.43 0.37
3,4,5-OH 4.0 3.8 2.0 2.0 1.0 0.8 0.51 0.52
3,5-OH 4-OMe 4.1 3.8 1.8 1.8 1.0 1.0 0.47 0.50
4-OH 3,5-OMe 3.9 3.8 2.0 2.0 1.2 1.1 0.46 0.45
Cinnamic acids:
Trans- 4.0 3.8 2.0 1.9 1.0 0.9 0.48 0.42
2-OH 4.0 3.9 2.0 2.0 1.0 1.0 0.56 0.60
3-OH 4.0 3.8 1.9 2.0 1.0 1.0 0.48 0.47
4-OH 3.9 * 2.1 * 1.1 * 0.47 C
3,4-OH 4.1 * 1.7 * 1.0 * 0.62 C
4-OH 3-OMe 4.1 * 1.8 * 0.9 * 0.61 C
4-OH 3,5-OMe 4.1 * 2.2 * 1.3 * 0.40 C
Media 4.1 2.0 1.1 0.50
0 0.11 0.21 0.13 0.06
*Runs not done
C: Changes found (new peaks)
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APPEND IX 2b: Calibration cui~ves to obtain concentrations from RP- 
HPLC peak areas. Where C is concentration and PA is Peak area.
Substituent Equation r
Bz. acid C=0.7E-6(0.3E-7)PA-0.03(0.09) 0.994
2-OH C=0.5E-6(0.2E-7)PA-0.01(0.07) 0.997
3-OH C=0.3E-6(0.1E-7)PA+0.08(0.08) 0.996
4-OH C=0.2E-6(0.2E-7)PA-0.17(0.26) 0.959
2,3-OH C=0.8E-6(0.7E-8)PA+0.03(0.02) 0.999
2,4-OH C=0.2E-6(0.1E-7)PA-0.17(0.16) 0.984
2,5-OH C=0.2E-5(0. lE-6)PA+0.10(0.99) 0.986
2,6-OH C=0. lE-5(0. lE-6)PA-0.01 (0.18) 0.980
3,4-OH C=0. lE-6(0.6E-8)PA+0.14(0.09) 0.993
3,5-OH C=0.6E-6(0.8E-7)PA-0.006(0.26) 0.950
2-OH 3-OMe C=0.8E-6(0.5E-7)PA+0.22(0.11) 0.990
2-OH 4-OMe C=0.2E-6(0.2E-7)PA-0.12(0.24) 0.960
2-OH 5-OMe C=0.2E-5(0.7E-7)PA-0.04(0.06) 0.999
3-OH 4-OMe C=0.2E-6(0.8E-8)PA+0.17(0.09) 0.990
4-OH 3-OMe C= 1.0E-7(0.6E-8)PA+0.15(0.13) 0.990
2,3,4-OH C=0.7E-7(0.2E-9)PA-0.01(0.01) 0.990
2,4,6-OH C=0.5E-6(0.8E-8)PA+0.03(0.003) 0.990
3,4,5-OH C=0.7E-7(0.6E-9)PA-0.03(0.02) 0.999
3,5-OH 4-OMe C=0. lE-6(0.6E-8)PA+0.1 (0.10) 0.993
4-OH 3,5-OMe C=0.7E-7(0.3E-8)PA-0.10(0.11) 0.992
Cinnamic acids:
Trans- C=0.3E-7(0. lE-8)PA+0.007(0.008) 0.999
2-OH C=0.7E-7(0.1E-8)PA-0.09(0.05) 0.999
3-OH C=0.3E-7(0.6E-9)PA+0.02(0.04) 0.999
4-OH C=0.7E-7(0.2E-8)PA-0.09(0.07) 0.997
3,4-OH C=0.9E-7(0.6E-8)PA+0.10(0.12) 0.989
4-OH 3-OMe C=0.9E-7(0.6E-8)PA+0.10(0.12) 0.999
4-OH 3,5-OMe C=0.6E-7(0.5E-8)PA-0.15(0.16) 0.984
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2c; CYmccfzfmf/ofz ç/pAcnc/zc ccm/;c^/z^/c^/zr/ 6ç/crc 6z/z<r/ 
a/fc/' C6/C/7 c%/?cn/77c/zr/cr Lc/cr. /z/anfamm c(W 5". c/zrc/vYAY^  af o
-i
cc/zcc/zrm/zc/z c/O. j  mg.m/ .
ca/^mrzcn cwrvcj (Ap/%Wû: 26j
Compounds Lact. s.
Before After Before After
Benzoic acids:
Bz.acid 0.53 0.73 0.50 0.76
2-OH 0.51 0.75 0.54 0.75
3-OH 0.45 0.41 0.43 0.41
4-OH 0.50 0.56 0.57 0.60
2,3-OH 0.48 0.52 0.43 0.52
2,4-OH 0.61 0.58 0.61 0.52
2,5-OH 0.45 0.48 0.44 0.58
2,6-OH 0.47 0.65 0.48 0.70
3,4-OH 0.50 0.58 0.50 0.58
3,5-OH 0.51 0.54 0.51 0.54
2-OH 3-OMe 0.46 0.57 0.43 0.54
2-OH 4-OMe 0.52 0.56 0.50 0.56
2-OH 5-OMe 0.51 0.56 0.50 0.54
3-OH 4-OMe 0.45 0.57 0.59 0.55
4-OH 3-OMe 0.51 0.46 0.51 0.45
2,3,4-OH 0.43 0.37 0.43 0.34
2,4,6-OH 0.56 0.52 0.51 0.52
3,4,5-OH 0.45 0.50 0.47 0.52
3,5-OH 4-OMe 0.44 0.45 0.46 0.46
4-OH 3,5-OMe 0.48 0.42 0.48 0.45
Cinnamic acids:
Trans- 0.53 0.60 0.56 0.46
2-OH 0.48 0.47 0.48 0.45
3-OH 0.46 0.41 0.47 0.42
4-OH 0.61 C 0.62 C
3,4-OH 0.60 c 0.61 C
4-OH 3-OMe 0.44 c 0.40 C
4-OH 3,5-OMe 0.52 c 0.50 C
Media 0.50 0.50
Standard dev. 0.05 0.06
C: Changes found (new peaks)
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APPE/VD/X ^ P ^  c/wjffr.
* * * * * * * * * * * *  q u i c k  c l u s t e r  * *
Initial Cluster Centers.
Cluster LOCK PKA
1 .2148 9.6100
2 .4314 3.8500
Convergence achieved due to no or small distance change.
The maximum distance by which any center has changed is .0000 
Current iteration is 2
Minimum distance between initial centers is 5.7641 
Iteration Change in Cluster Centers
1 2
1 .8970 .3672
2 .0000 .0000
Case listing of Cluster membership.
PHENOLS Cluster Distance
Be 2 .131
2-OH 2 .251
3-OH 2 .120
4-OH 2 .367
2,3-OH 2 .295
2,4-OH 2 .166
2,5-OH 2 .304
2,6-OH 2 .367
3,4-OH 2 .317
3,5-OH 2 .311
2,3,4-OH 2 .183
2,4,6-OH 2 .202
3,4,5-OH 2 .382
2-OH3-OMe 2 .321
2-OH4-OMe 2 .231
2-OH5-OMe 2 .342
3-OH-4-OMe 2 .145
4-OH3-OMe 2 .237
4-OH3,5-OMe 2 .125
3,5-OH4-OMe 2 .134
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Cinn 2 .251
2-OH cinn 2 .238
3-OH cinn 2 .155
4-OH cinn 2 .358
PHENOLS Cluster Distance
3,4-OH cinn 2 .239
3-4-cinn 2 .150
4-3-cinn 2 .164
4-3,5-cinn 2 .249
2-Ohbza 1 .433
3-Ohbza 1 .351
4-Ohbza 1 .205
2,3-Ohbza 1 .075
2,4-Ohbza 1 .659
2,5-Ohbza 1 .423
3,4-Ohbza 1 .696
3,5-Ohbza 1 .179
2,3,4-bza 1 .366
2,4,6-bza 1 .929
3,4,5-bza 1 .897
2-3-bza 1 .440
2-4-bza 1 .698
2-5-bza 1 .278
3-4-bza 1 .332
4-3-bza 1 .182
4-3,5-bza 1 .165
Final Cluster Centers.
Cluster LOCK PKA
1 .4980 8.7588
2 .4687 4.2153
Distances between Final Cluster Centers.
Cluster 1 2
1 .0000
2 4.5436 .0000
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APPENDIX 4 Calibration curves for the determination o f dry weight (DW) values 
from absorbance (Abs) and protein (P) measurements.
(A) L. monocytogenes
1.2
1.0 .
0.0
0.0
" Observed
° Quadratic 
Listeria F6861
Dry weight (mg/ml)
* LW = -051 Abs2 + \14Abs+  0.01 
/=0.99 s=0 F=1253.69
300
200
100
0.0
Observed
Quadratic 
Listeria F6861
Dry weight (mg/ml)
*DW  = -4.00 x 10"5P2 + 0.01P-0.01
r=0.99 s=0 F=151.85
(UJU009) aoueqjosqv
(C) Salmonella enteritidis
1.2 ,
o.o,
o.o
Observed
Quadratic 
S. enteritidis
Dry weight (mg/ml)
*DW  = -0 3 6  Abs1 + 0.73 Abs +  0.02 
r2=0.99 s=0 F=103.54
c  300
a Observed
" Quadratic 
S. enteritidis
Dry weight (mg/ml)
*D W  = -Z.OOx 10"5P 2 + 0 .0 3 P - 0.02
r =0.94 5=0.237 F=8.40
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(B) Lactobacillus plantarum
1.0'
Observed
Quadratic 
Lact. plantarum0.0,
0 . 0
Dry weight (mg/ml)
*DW  = ~0.02Abs2 + 0.27 Abs + 0 .0 0  
r 2= 0 . 9 9  s=0 f = 5 9 9 . 2 3
401
301
20-
10. Observed
Quadratic 
Lact. plantarum0.0
Dry weight (mg/ml)
*DW  = - 1 . . 0 0  x l O " 4 P 2 + 0 . 0 1 P -  0 . 0 2  
r = 0 . 9 8  5 = 0  F =  1 1 5 . 5 5
O-H-O
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(D) Lactobacillus buchneri
0.0
OfO
Dry weight (mg/ml)
*DW = 1.12 Abs2 -0 .08Abs+ 0.03 
^=0.99 5 = 0  F=599.23
Observed
Quadratic 
Lact. buchneri
140
120
100
80,
60«
0.0
Dry weight (mg/ml)
Observed
Quadratic 
Lact. buchneri
DW = -6x10-5 P2 + 0.004P -  0.001
r =0.97 5=0.18 F=15.57
