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Abstract Recently, there has been an upsurge of
activity in image-based non-photorealistic rendering
(NPR), and in particular portrait image stylisation, due
to the advent of neural style transfer (NST). However,
the state of performance evaluation in this field is poor,
especially compared to the norms in the computer vision
and machine learning communities. Unfortunately, the
task of evaluating image stylisation is thus far not
well deﬁned, since it involves subjective, perceptual,
and aesthetic aspects. To make progress towards a
solution, this paper proposes a new structured, threelevel, benchmark dataset for the evaluation of stylised
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portrait images. Rigorous criteria were used for its
construction, and its consistency was validated by
user studies. Moreover, a new methodology has been
developed for evaluating portrait stylisation algorithms,
which makes use of the diﬀerent benchmark levels as
well as annotations provided by user studies regarding
the characteristics of the faces. We perform evaluation
for a wide variety of image stylisation methods (both
portrait-speciﬁc and general purpose, and also both
traditional NPR approaches and NST) using the new
benchmark dataset.
Keywords non-photorealistic rendering (NPR); image
stylization;
style transfer;
portrait;
evaluation; benchmark

1

Introduction

Image-based non-photorealistic rendering (NPR)
lies at the intersection of computer graphics and
computer vision. It has the aim of synthesising
new stylised images based on existing images [1].
This paper focusses on portrait image stylisation.
A comprehensive historical overview of 30 years of
image-based NPR is provided by Kyprianidis et al. [1],
while an overview of the state of the art in 2013 is
given by Rosin and Collomosse [2]. Shortly after this
date the course of NPR dramatically changed with
the advent of deep learning and the huge popularity
of neural style transfer (NST), initiated by Gatys et
al.’s landmark paper [3]. Jing et al. [4] provided a
recent review of NST. However, NST methods still
have limitations, as discussed by Semmo et al. [5].
Despite substantial activity in NPR and image
stylisation, evaluation of reported results is limited,
and falls far below the norms in the computer vision
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and machine learning communities. Some of these
issues were identiﬁed by David Salesin in 2002,
as recounted by Gooch et al. [6]. Kyprianidis et
al. [1] stated that few papers presented structured
methodologies for evaluation, with subjective
side-by-side visual comparison being more typical.
Some authors even argue against performing NPR
benchmarking at all! [7] The problem is that
evaluation of NPR results is less straightforward than
for computer vision or machine learning for a variety
of reasons, including:
• Image stylisation tasks lack ground truth. We do
not have any pairs of inputs with ideal stylised
outputs, and such pairs are not possible even in
principle. Moreover, NPR algorithms are often
designed to produce novel styles, with no prior
examples available.
• Unlike tasks such as classiﬁcation where all
algorithms aim to return the same correct
result, stylisation tasks do not have a unique
output. Many aspects of stylisations can vary,
independently of rendering quality, on dimensions
such as medium (oil paint, crayon) or artistic
school (impressionist, cubist). The vast range
of potential stylisations makes it impossible to
generate all possible correct outputs, even for a
single test image.
• Even if ground truth were available, it is not
clear how to quantify the similarity of a rendered
image to ground truth. Some partial solutions
appear in the literature; their shortcomings will
be described later.
While automated scoring is not possible, evaluation
can be made more systematic by using standard image
sets. At present, few standard benchmark datasets
are available. Mould and Rosin [8] proposed a general
set for NPR, and Rosin et al. [9] presented a set
for portraits. This paper extends the latter with a
reﬁned and extended image set for evaluating portrait
stylisation.
There is a huge amount of portrait photography,
from formal portraiture to selﬁes; social media has
fueled demand for personalised portraits. The surge
in portrait stylisation methods brings a need for
more portrait benchmarking resources. This paper
seeks to improve evaluation methodology for portrait
stylisation, and makes the following three speciﬁc
contributions:
• We present a new structured, three-level, bench-
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mark dataset for the evaluation of stylised portrait
images. Compared to previous benchmarks, more
rigorous criteria were used for its construction.
User studies supplied annotations.
• We give a new methodology for evaluating
portrait stylisation algorithms, making use of the
diﬀerent benchmark levels and annotations.
• We evaluate a wide variety of NPR methods
(both portrait-speciﬁc and general) using the new
benchmark dataset.
This paper follows on from the previous conference
version by Rosin et al. [9], and makes substantial
changes to the earlier NPRportrait 0.1. Overall, less
than a third of NPRportrait 1.0 consists of images
from NPRportrait 0.1 x . The major differences are that:
• More rigorous criteria for image selection were
used compared to version 0.1. This particularly
aﬀected level 1, which was entirely replaced by a
better-controlled image set.
• Images are now more rigorously checked against
the design matrix requirements by running user
studies for validation.
• We extended the benchmark to a third level to
provide more challenging test images.
• The set of NPR algorithms that have been
systematically evaluated has been expanded to
include another six styles from the literature,
ensuring that they cover: (i) both portrait-speciﬁc
and general purpose methods, (ii) both traditional
NPR and NST methods, (iii) stylisation of both
texture and geometry, and (iv) colour as well as
black and white stylisations.
• A new set of experimental procedures is deﬁned,
and used to quantitatively evaluate the NPR
algorithms, whereas the previous conference
version only carried out informal evaluation.
Speciﬁcally, (i) the correctness of perceived facial
characteristics is tested for stylisations (making
use of the benchmark annotations), and (ii)
the quality of the NPR algorithms’ outputs are
checked for trends across the benchmark levels.
The benchmark data (images and annotations) are
available to the research community at https://
users.cs.cf.ac.uk/Paul.Rosin/NPRportraitV1/,
and provide a framework for others to use and to
extend.
x The benchmark released in Ref. [9] was presented at the time as a basic
“version 0.1”, with the intention of performing user studies and extending
the number of levels.
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2

Related work

Two critical elements in benchmarking are the
datasets and the evaluation of the results.
2.1

Benchmark datasets

CVonline [10] lists 1170 unique computer vision
datasets, that collectively (i) incorporate both data
and annotations (e.g., class labels, segmentations),
(ii) cover many areas (e.g., medicine, agriculture),
and (iii) range from high-level applications (e.g.,
detection of various medical conditions), to speciﬁc
low-level tasks (e.g., image registration). Over time
these benchmark datasets have become increasingly
large, especially recently so as to facilitate machine
learning.
The situation in NPR is very diﬀerent. Until
recently, there were no benchmark datasets;
Kyprianidis et al.’s [1] comprehensive overview does
not mention benchmarks, suggesting that they were
not part of the prevailing mindset. Although various
images were occasionally reused as test cases in
the community, these were few in number, and
were typically limited to speciﬁc styles (e.g., the
Peperomia plant for stippling). Mould and Rosin [8]
created NPRgeneral, designed to provide images
for general NPR. It contains 20 images selected to
include a variety of attributes and content, such as
irregular texture, vivid or muted colors, and long
gradients. Images were selected manually, although
some low-level image measures (e.g., colourfulness and
sharpness) provided guidance. The authors identiﬁed
that some speciﬁc images were generally challenging,
suggesting a suitable direction for future research.
Other groups of images were found to be very diﬃcult
for certain categories of algorithm, but not others,
indicating how existing methods can be best deployed
according to the expected nature of the input.
Kumar et al. [11] recently produced an NPR
benchmark that closely follows the principles of
NPRgeneral. Its 32 images were intended to augment
NPRgeneral with more variety and complexity.
The more specialized benchmark dataset
NPRportrait 0.1 was released by Rosin et al. [9].
It contains portrait images, split into two levels
of diﬃculty, each consisting of 20 images. Its
ﬁrst level contained highly constrained portraits:
closely-cropped frontal views of faces with simple
backgrounds. Its second level relaxed the constraints
on pose, lighting, and background, while introducing
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complications of facial hair and varied expressions.
Six NPR algorithms (both portrait-speciﬁc and
general) were applied to the benchmark dataset.
All methods worked reasonably well on level one,
and the domain knowledge used by the face-speciﬁc
methods enabled them to improve the quality of their
stylisations, e.g., preserving elements such as eyes.
At level two, the performance of the portrait-speciﬁc
algorithms declined for some images with more
complex contents; however, the general-purpose
algorithms were equally eﬀective across both levels.
NPRportrait 0.1 took a systematic approach to
selecting images, using a design matrix; the new
dataset NPRportrait 1.0 follows that methodology,
as described in Section 3.
Following a design matrix ensures that a balanced
dataset is created. The issue of data bias has come to
the fore in recent years, particularly for race and
gender [12]. Although the focus is normally on
training data, so as to avoid biased models, here we
are more interested in test data, so that any biases in
NPR methods can be detected, whether the method
uses machine learning or not.
To date, these benchmark datasets have been used
in a variety of ways: to include some stylisation results
from examples taken from the benchmark [4, 13–16];
to systematically test the performance of stylisation
algorithms [17–19]; to provide appropriate test data
as part of the optimisation of preset parameters
for post-processing ﬁlters in BeCasso, an interactive
mobile iOS app for image stylisation [20]; and to
provide a competitive and common set of test images
for a research course on image processing for mobile
applications [21].
2.2

Image quality assessment

Evaluating NPR outputs involves the aesthetic
qualities of pictures, which is subjective and hard
to quantify. Even were a ground-truth stylised image
to be available, neither low-level image comparison
measures such as MSE, PSNR, or SSIM [22] nor more
recent deep learning approaches such as LPIPS [23]
suﬃce. Low-level methods fail to capture important
perceptual and aesthetic aspects; while deep learning
does better, such methods do not always follow
human judgements [24], are prone to overﬁtting, lack
robustness [25], and have not been trained on stylised
images.
Making matters worse, ground truth images are
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likely to be unavailable. Blind image quality assessments exist (e.g., DIIVINE [26], BRISQUE [27]), and
more recently, “opinion-unaware” methods (e.g., ILNIQE [28]) have appeared, avoiding the need for
human subjective scores. However, they are neither
developed for nor applicable to evaluating stylisation.
To cope with the lack of ground-truth before-andafter stylisation images, NST researchers have used
the Fréchet inception distance (FID) [29], which
compares the distributions of two unpaired sets of
images (stylised and unstylised). FID has some
limitations; it assumes that features have Gaussian
distributions, the estimator of FID has a strong bias
even for up to 10,000 samples [30], and is also not
trained on stylised images. Moreover, it requires a
set of ideal images in the target style, which may not
be available.
2.3

Alternative approaches to NPR evaluation

The diﬃculties of performance evaluation in NPR
have been identiﬁed and discussed thoroughly in
the NPR community [7, 31]. A common practice
in NPR is to employ proxy metrics [32] in place of
directly evaluating the aesthetics of the stylised image:
easily quantiﬁable measures, such as performance on
a memory task, could be collected. Unfortunately,
the proxy measure may not be related to the quality
or aesthetics of the image stylisation.
Mould [33] noted that many tasks in NPR have
neither clearly deﬁned success criteria nor ground
truth, hampering both automated evaluation and
evaluation with user studies. He suggested that
the author should identify important characteristics
of interest, and use these to inform a transparent
and structured visual analysis of the results. This
evaluation strategy does not scale up well, but it can
be considered as a fallback position.
User studies are a popular alternative means of
evaluation, and have the strong advantage that
they have the potential to capture all aspects of
human perception including semantics, aesthetics,
and art history. They are a popular tool in the
NST community. However, the traditional NPR
community has reservations about their eﬀectiveness [7, 31–33]. Issues abound: participants may
guess the hypothesis, and provide biased responses;
participants may be careless or may insuﬃciently
understand the task, formulating suitable questions
or tasks is diﬃcult, it is infeasible to verify a user

study’s results other than by re-running the study,
and ﬁnally, it is diﬃcult to compare results from
separate user studies. For example, participants
may assess renderings based less on aesthetics and
style elements than on source image content. Indeed,
“aesthetics” are not deﬁned, with diﬀerent participants
using diﬀerent criteria.
2.4

Portraiture in NPR

Since the early days of NPR there has been particular
interest in generating portraits, from simple line
drawings [34] a quarter of a century ago, to modern
methods that combine deep learning with a dataset
of artists’ portraits to enable stylisation of both
geometry and texture [35]. However, portraits are
one of the most challenging tasks for stylisation
algorithms. Kyprianidis et al.’s [1] assessment from
2013 still holds true: “Portraits are an example
of subject matter currently rendered poorly by
general purpose stylization algorithms since they are
particularly sensitive to distortion or detail loss in
facial regions.” We refer the reader to Zhao and
Zhu’s work [36] for an overview of portrait-speciﬁc
NPR methods prior to deep learning, and to Yaniv et
al.’s paper [35] for references to more recent methods.
In this section we very brieﬂy outline the 11 NPR
algorithms which are evaluated in Section 4. More
detailed overviews of these algorithms are provided
in the Electronic Supplementary Material (ESM).
• Li and Wand’s method [37] combines convolutional neural networks and Markov random
ﬁelds.
• Berger et al. [38] mimic the style of speciﬁc artists’
line-drawings in a data-driven manner, drawing
strokes following the drawing statistics from an
artist’s stroke database.
• APDrawingGAN by Yi et al. [39] uses a
hierarchical system of generative adversarial
networks (GANs) along with a line-promoting
distance transform loss.
• Rosin and Lai’s algorithm [40] stylises the image
with abstracted regions of ﬂat colours plus
black and white lines, adding skin shading and
enhancing facial parts. A modiﬁed version of this
pipeline renders a more abstract version inspired
by the artist Julian Opie.
• Winnemöller et al.’s XDoG ﬁlter [41] can be
conceptualised as the weighted sum of a blurred
source image and a scaled diﬀerence-of-Gaussians
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3.1

(DoG) response of the same image, eﬀectively
applying unsharp masking to the DoG response.
Rosin and Lai [42] create an engraving style
rendering using a dither matrix, which is a
spatially-varying threshold.
Son et al. [43] propose a novel method in which
dots and hatching lines with varying sizes are
regularly spaced along local feature orientations.
Semmo et al.’s [44] oil paint ﬁlter is based
on non-linear image smoothing. The method
uses Gaussian-based ﬁlter kernels aligned to the
main feature contours of an image for structureadaptive ﬁltering.
Doyle et al.’s [45] pebble mosaic stylisation obtains
a superpixel segmentation of the image, and then
converts each superpixel into a 2.5D pebble.
Rosin and Lai [15] apply ﬁltering to generate a
watercolour stylisation, incorporating steps such
as morphological opening and closing, and local
histogram equalisation.

Methodology
Basis

We have constructed a benchmark with three levels
of increasing diﬃculty. The ﬁrst level contains
straightforward images: unoccluded faces with
neutral expressions and simple backgrounds. These
restrictions are common to many existing portrait
stylisation methods. The second level increases
the challenge by introducing complications such as
facial hair and non-neutral expressions. The third
level increases the diﬃculty even further by relaxing
restrictions on lighting complexity, gaze direction, and
distractions such as tattoos. All images have been
annotated with a number of characteristics which
were obtained through a user study.
Overall, our benchmark construction principles
follow those of NPRportrait 0.1. The key considerations are as follows.
Challenging images: The benchmark needs to
include images that are likely to be challenging for
stylisation methods. Revealing weaknesses in the
state of the art helps drive research progress.
Range of diﬃculty: The benchmark should
include images covering a range of levels of diﬃculty,
so as to better assess the performance of NPR
algorithms, i.e., showing when they work, and when
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they fail. A benchmark that is too diﬃcult will
discourage users, limiting community uptake.
Furthermore, some algorithms are designed for
certain types of input (e.g., frontal faces, uncluttered
background). The ﬁrst level should be attainable by
the majority of existing methods.
Small number of images:
The portrait
benchmark should be as small as possible while still
having enough variety to be representative. Three
main factors explain the need for a small dataset.
First, the benchmark is intended for the image
stylisation community, where manual evaluation
(e.g., via user studies) is commonplace; evaluating a
larger benchmark would require more manual eﬀort.
Second, a small benchmark makes comparisons easier,
with a common set of images stylised by diﬀerent
algorithms; this is already done informally with
images such as Lena, but can be formalised with
a standard benchmark. Third, a small benchmark
encourages authors to play fair by showing the
entire benchmark, rather than presenting images for
which their algorithm performs particularly well; this
feature would be undercut by a larger benchmark.
We elaborate below.
Large benchmark datasets are used elsewhere in
computer vision, where ground-truth measurements
can summarize performance in a single number.
Conversely, in stylisation tasks, it is both common and
useful to examine individual results. Evaluations are
often manual, whether less structured (just showing
results) or more structured (careful discussion of
individual images, or conducting a user study). An
evaluation protocol with humans in the loop is timeconsuming, and the fewer evaluations required, the
better.
If the dataset is too large, then researchers will
select subsets. Since diﬀerent researchers would make
diﬀerent selections, the results across diﬀerent papers
would not be comparable, destroying part of the
beneﬁt of a common benchmark. Not only that,
but it becomes possible for researchers to select nonrepresentative results. These dangers can be reduced
by creating a dataset suﬃciently small that it can be
treated in its entirety.
The above seems to argue that the benchmark
should be very small, perhaps only a single image.
However, the benchmark should also cover the
target domain thoroughly, sampling widely over

450

potential input images. The tension between these
two considerations led to the choice of 20 images
per level for both NPRgeneral and NPRportrait 0.1,
balancing the desire for a small benchmark with the
need to show varied content. We also use 20 images
for NPRportrait 1.0.
Representative: Ideally the benchmark should
be representative of the population, i.e., balanced in
terms of perceptually signiﬁcant facial characteristics
such as gender and ethnicity. This will make the
benchmark more useful, as it will ensure that
algorithms have been tested on the likely characteristics of the input data when the algorithms are deployed.
Facial characteristics: Each level of the
benchmark is built according to a design matrix,
where the set of images was chosen to ensure diversity
among several high-level dimensions describing
possible faces. The dimensions vary per diﬃculty
level; for example, while we enforce neutral facial
expressions at level 1, level 2 includes variations in
facial expression. Level 1 is intended to show a broad
spectrum of diﬀerent faces with tight constraints on
pose, lighting, and visibility so as to make the images
straightforward to stylise. Conversely, levels beyond 1
include complications that make stylisations more
diﬃcult.
At level 1, we use the characteristics of gender,
age, attractiveness, and ethnicity. Each characteristic
was quantized into discrete categories. Some of these
characteristics have the drawback that the categories
may not have precise boundaries. Furthermore,
participants in user studies will be inﬂuenced by
their cultural backgrounds, as well as having other
biases, in assessing the characteristics. Nevertheless,
we perceive beneﬁts in using high-level sociological
characteristics over alternative low-level features (e.g.,
smoothness, angularity). Humans have specialised
mechanisms for the visual processing of faces [46],
and from infancy develop mechanisms for judging
high-level properties such as gender, ethnicity, and
attractiveness. In addition, low-level characteristics
are not independently distributed across faces; rather,
they may be bundled in ways that correspond to highlevel groupings.
Gender, age, and ethnicity inﬂuence how we
perceive and remember faces. Studies of eﬀorts to
describe unfamiliar individuals [47, 48] (in the context
of eyewitness reports) found a high prevalence of
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gender, age, and ethnicity as descriptive terms; other
frequently-appearing characteristics such as height
and build are not readily discernible from portraits.
Magnetoencephalography (MEG) studies [49] on
neural responses to faces indicate that gender, age
and identity are determined within a fraction of a
second, and that gender and age information emerge
even before identity information.
Gender, age, and ethnicity can be considered basic
features to describe faces. To this set of features,
we added attractiveness to ensure a wider range of
potential faces; many available photographs portray
models or celebrities, which are not representative of
the population more generally.
The set of facial characteristics for each level is
used to direct the construction of a design matrix
governing the distribution of characteristics within
that level: see Section 3.2. A design matrix provides
a formal mechanism for ensuring both diversity and
balance among the selected characteristics.
Since the image sources will typically not provide
all the above facial characteristics, and moreover some
are inherently ambiguous or subjective, they will be
acquired separately through user studies.
The gap between levels: The diﬃculty gap
between level n and level n + 1 should not be
too great since we desire ﬁne granularity of what
conditions cause algorithms to fail. However, a
large number of levels would make the benchmark
unwieldy. NPRportrait 0.1 provided two levels, with
the potential for more in the future. NPRportrait 1.0
extends this to three levels which enables it to include
more varied, and therefore more challenging, content.
However, there remains scope for further levels which
cover both more complicated scenes (e.g., multiple
people, full bodies, heavy clutter, extreme poses and
expressions) and broader coverage of portrait subjects
(e.g., children, the elderly, more ethnicities).
Variety of image sources: The images should
come from a wide variety of sources so as to
ensure that a variety of cameras, lighting conditions,
backgrounds, poses, and varied levels of professionalism
of the photographers and the subjects are included.
We deliberately decided against creating our own
photographs, and instead selected images from existing
image collections such as Flickr, making the images
diverse in the senses mentioned here.
Image resolution: Most NPR algorithms are
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suitable for medium resolution images, and so all
images have a ﬁxed height of 1024. This also simpliﬁes
running some NPR algorithms as they may have scale
parameters that can therefore be held constant across
the datasetx .
Copyright clearance: Since (manual) visual
evaluation of results remains important, the
benchmark images should not have any copyright
restrictions that would prevent them from being
published along with the derived results. We drew
our images from a variety of sources and they have a
variety of copyright terms, with the majority having
some type of Creative Commons license (https://
creativecommons.org/licenses/) that allows reuse
and modiﬁcation. Some images are in the public
domain. Details about the terms for speciﬁc images
can be found in the ESM.
3.2 Design matrix
For each benchmark level, a set of desired
characteristics is deﬁned that all the images should
have (e.g., be a frontal view). Another set of desired
characteristics should vary (e.g., subjects’ gender,
ethnicity, expression); each of these is constrained
to a set of categories (e.g., {young adult, middleaged adult}). With 20 images in a level, it is not
possible to cover all combinations of characteristics.
Therefore, rather than a full factorial design, a subset
of the possible combinations is sampled in order
to create a reasonably balanced design. We have
used the optFederov function from the R package
AlgDesign [50] with the common, default criterion
of D-optimality [51], which seeks to maximize the
determinant of the information matrix |X T X| of the
design X, and as a result maximizes the information
from the designed experiments. Starting from a
random selection of 20 combinations of desired
characteristics from the factorial design, the Federov
algorithm [52] is applied to iteratively exchange
selected and unselected combinations for optimization.
Five random initializations are attempted so as to
ﬁnd a solution closer to the global optimum.
3.3
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should contain a frontal, approximately upright,
unoccluded view of a single face with a forward gaze.
The images must contain minimal background objects
or clutter, providing a clear separation of the face
from the background. The backgrounds should be
homogeneous, but natural—not manually masked out.
The face should dominate the image, ﬁlling most of
it, and be cropped approximately at the neck. Other
body parts such as the hands are to be excluded. The
subject in the portrait should not have facial hair or
long hair that partly covers the face, and should omit
jewellery or other accessories such as a pipe, glasses,
or hat. Harsh or complex lighting is to be avoided;
only soft lighting is permitted. All subjects should
have approximately neutral expressions.
NPRportrait 0.1 included face shape as a variable
characteristic, identiﬁed using the descriptors {round,
square, oval, heart, long}. At the time it was
noted that these were not strictly deﬁned, with some
attributions of face shape only approximate. Here,
image characteristics are validated by user studies,
and preliminary tests suggested that face shape could
not be reliably determined; hence, we excluded face
shape from the current benchmark.
Another change from the previous benchmark is
that ethnicity has been expanded from three to four
categories, with Asian being split into East Asian
(e.g., Chinese) and South Asian (e.g., Indian). Of
course, with the large number of ethnic groups in the
world [53], and the small size of the dataset, coverage
is necessarily incomplete.
The remaining variable characteristics are
unchanged from version 0.1: gender, age, and
attractiveness. There are two categories for gender,
{male and female}, and for age, {young adult,
middle-aged adult}. Finally, we speciﬁed three levels
of attractiveness: {below average, average, above
average}. It is important to control attractiveness
since there is a tendency in the NPR literature to use
aesthetically pleasing images with attractive and/or
interesting faces. However, stylisation should also be
eﬀective for unattractive or ordinary faces.

Level 1

Level 1 is intended to be straightforward to stylise,
and thus we impose many restrictions. Each image
x However, future NPR benchmarks should revisit the issue of image
resolution. Many commercial stylisation applicationss need to operate on
images of arbitrary size. Moreover, they typically provide a lower-resolution
preview (e.g., when changing interactive settings). Thus stylisation
algorithms should ideally be resolution-independent.

3.4

Level 2

The criteria and design matrix for level 2 are
unchanged from NPRportrait 0.1. Level 2 retains
many of the restrictions enforced in level 1: each
image contains a frontal, approximately upright,
unoccluded view of a single face that ﬁlls most of
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the image. The background should be relatively
plain, but we relax this requirement slightly: some
unobtrusive background content can be present. The
requirement for unadorned faces is also relaxed, and
so some jewellery is allowed. Likewise, level 1’s
requirement for moderate lighting is relaxed. Gaze
direction should be mostly forwards, but need not be
exclusively so. Ages are again restricted to adult, but
age is not used as a control variable.
As in level 1, an equal distribution of gender is
maintained. Facial expressions are distributed among
the categories {negative, neutral, positive}, though
extreme facial expressions were avoided in order to
maintain reliability of ﬁtting face models (used by
some face-speciﬁc NPR algorithms). Level 2 also
includes facial hair; we used the categories {none,
moustache, beard, goatee, stubble}, and assumed
that females had no facial hair.
In level 2, the design matrix does not control for age,
attractiveness, or ethnicity. This was for practical
reasons: with more control factors, it is diﬃcult to
source images that satisfy all constraints. However,
we endeavoured to maintain a reasonable spread of
these characteristics.
3.5

Level 3

Level 3 roughly maintains the previous criteria, but is
not as strict. The cropping can be less tight, the pose
can be less frontal, and background clutter can be
more prominent. Several other factors are modiﬁed
systematically in the design matrix. A variety of
lighting eﬀects are used, categorised as {simple,
complex}: “simple” indicates soft frontal lighting
as used in the previous two levels, while “complex”
encompasses anything else such as side lighting,
back lighting, strong lighting, strong shadows, or
unusual lighting eﬀects. We employ four categories of
expression: {regular, extreme, odd, eyes}: “extreme”
indicates an exaggerated expression, “odd” indicates
an unusual expression such as pouting, grimacing,
an open mouth, etc., and “eyes” indicates that eyes
are not open and forward facing as before. The ﬁnal
variations concern either additions to or occlusions of
the face: skin markings include scars, strong makeup,
or strong specularities, while occlusions are caused
by objects such as jewellery, glasses, or hands.
Even though level 3 criteria are similar to those
of level 2, level 3 does provide a greater challenge
for stylisation algorithms as demonstrated by the

outcome of Experiment 2. As shown in Fig. 4, most
of the worst rated results (28 out of 33) came from
level 3.
3.6

Image selection

The design matrices for levels 1, 2, and 3 are
shown in Tables 1, 2, and 3, respectively. The
next step was to acquire images that satisfy these
design matrices, and are also consistent with our
goals of using a variety of image sources and of
course have copyright clearance and suﬃcient image
resolution. As noted by Rosin et al. [9], the
majority of photographs available online were taken
under uncontrolled conditions, with complicated
backgrounds, non-frontal view, occlusions, or other
factors that make them unsuitable. Moreover,
many do not provide suﬃcient or explicit copyright
clearance.
3.6.1

Level 1

Since level 1 requires the most tightly controlled
images, it required the most work. We gathered 540
photos from sources such as Wikimedia Commons,
Flickr, and Unsplash, as well as photographs from the
authors’ own collections. A user study was carried
out to collect the main characteristics of the faces that
Table 1 Design matrix for level 1. Note that an additional column
for attractiveness was generated (and is used in the experiments), but
for the beneﬁt of the photographed subjects is not displayed in the
paper
Gender

Age

female

middle

Ethnicity
black

female

young

black
black

male

middle

female

young

black

male

middle

black

male

young

black

male

middle

South Asian

male

young

South Asian

female

young

South Asian

female

middle

South Asian

female

middle

East Asian

male

middle

East Asian

female

middle

East Asian

male

young

East Asian

female

young

East Asian

male

young

East Asian

female

young

white

male

young

white

male

middle

white

female

middle

white
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Table 2

Design matrix for level 2

Gender

Expression

Facial hair

male

negative

none

male

neutral

none

female

neutral

—

female

positive

—

male

negative

moustache

female

neutral

—

male

positive

moustache

female

positive

—
beard

male

negative

female

negative

—

male

neutral

beard

female

positive

—

female

negative

—

male

neutral

goatee

female

neutral

—
goatee

male

positive

female

negative

—

male

neutral

stubble

female

neutral

—

male

positive

stubble

Table 3

Design matrix for level 3

Gender

Lighting

Expression/eyes

male

complex

extreme

Skin/occlusion
skin marking

female

complex

extreme

skin marking

female

complex

regular

skin marking

male

simple

regular

skin marking

male

complex

odd

skin marking

male

simple

eyes

skin marking

female

simple

eyes

skin marking

female

simple

extreme

occlusion

male

complex

extreme

occlusion

female

complex

regular

occlusion

male

simple

odd

occlusion

female

simple

odd

occlusion

male

complex

eyes

occlusion

female

complex

eyes

occlusion

male

simple

extreme

regular

female

simple

regular

regular

male

complex

regular

regular

male

complex

odd

regular

female

complex

odd

regular

female

complex

eyes

regular

appear in the design matrix: age, attractiveness, and
ethnicity. We recruited 260 participants (105 females
and 155 males, age 16–78, μ = 33.96, σ = 13.70) who
were self-selected volunteers with diverse backgrounds
who responded to a call circulated to the authors’
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contacts in various places around the world. They
used a web-based application on their own platform
to participate in the user study. All the subsequent
user studies were also conducted with versions of this
web-based application. Each of our 260 participants
was shown a subset of the images (in practice 49),
allowing them to complete the task without undue
burden. They were presented each image in turn
and asked to rate it for: age on a four-point scale,
attractiveness on a three-point scale, and ethnicity
from a list of ﬁve categories.
Users were given a choice of four categories for
the question about age, even though we only use
portraits from two age groups. These groups were
bracketed above and below by the categories child
and old so that we could reject unsuitable images.
We also excluded images that lacked a clear consensus
label. Even though age is in principle well-deﬁned,
we wanted to assess all characteristics from the
appearances in the images.
The most contentious characteristic is attractiveness: the perception of attractiveness is very
subjective, depending on many factors such as age
and gender [54], ethnicity, cultural background,
rural versus urban living [55], and even recent
experience [56]. We assigned an attractiveness score
to each face, calculated as the mean user judgement,
where the user judgements of {below average, average,
above average} are scored as {+1, 0, –1}.
To select faces for the three categories of {below
average, average, above average} we approximate the
distribution of attractiveness scores as normal with
zero mean, and extracted the subsets corresponding
to images that appear in the distribution in the
ranges [−∞, −ασ] and [ασ, ∞] as having below
and above average attractiveness respectively, while
images in the range [−βσ, βσ] are treated as having
average attractiveness.
The categories can be
made distinctive by setting large (or respectively,
small) values for α (or respectively, β), and
therefore discarding a large number of images in
the intermediate ranges [−ασ, −βσ] and [βσ, ασ].
However, choosing a large separation in α/β values
needs to be moderated by the need to have suﬃcient
images to fully populate the design matrix. To
balance these needs, we set α = 1 and β = 1/2.
For ethnicity, in addition to the four categories
listed in Section 3, namely {South Asian, East Asian,
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white, black}, users were allowed the additional
category “other”, which could be used to exclude
portraits that do not clearly ﬁt into the above four
categories.
We did not include gender in this study as apparent
gender can more reliably be assessed, and omitting it
reduced demands on the users. Assessment of gender
was done by the authors.
Those images that had less than 50% consistency in
responses for age and ethnicity in the user study were
excluded. This left a pool of 459 images from which
we drew to fulﬁl the design matrix requirements.
3.6.2 Level 2
Since the design matrix for level 2 did not change, the
images previously used in NPRportrait 0.1 could be
potentially retained. However, the characteristics
of expressions are subtle, and so a second user
study was carried out to determine if the perceived
facial expressions were correct. Initial tests showed
problems with some images, and so the full user
study eventually included the 20 images from
NPRportrait 0.1 plus another 13 images. All 22
participants saw all 33 images. We replaced four of
the original images with new images that more clearly
display the appropriate expression (i.e., negative,
neutral, or positive), as determined by the user study.
In addition, one image was moved from a negative to
a neutral expression.
3.6.3 Level 3
Since the characteristics of this level that need
annotations are straightforward, we did not run a
user study for such characteristics.
3.6.4 Full three-level benchmark
The full set of 60 images selected for the three levels
of the NPRportrait 1.0 benchmark is shown in Fig. 1.
A further user study in which 56 participants (20
females and 36 males, age 21–79, μ = 33.45, σ=12.53)
were shown all 60 images was carried out to check the
four characteristics of gender, age, attractiveness, and
ethnicity. Not only did this conﬁrm that the image
labels were assigned correctly, but it gave us user
responses to be used later in experimental evaluation
of NPR stylisations.
3.7
3.7.1

Evaluation of stylisations
Experiments

Our benchmark allows researchers to use carefully
chosen images to test their NPR algorithms, but as

discussed in Section 2.2, carrying out the next step
of evaluation is not straightforward. In the context
of an application, stylisation may have some precise
goal (e.g., mimicking an existing artist, or enabling
a viewer to identify the rendered object quickly),
which allows for a task-performance metric (e.g., the
“deception score” is used to measure the fraction of
stylised images classiﬁed by a VGG network as being
artworks of the artist for which the stylization was
produced [57]). However, in this paper we do not
assume that such a goal is known (or even exists). To
avoid the diﬃculty of directly comparing outputs
of one algorithm against another algorithm, we
formulate several experiments which are either based
on the aesthetics from single stylisation algorithms,
or else operate indirectly on the aesthetic aspects,
using the four facial characteristics with which
the benchmark dataset is annotated: gender, age,
attractiveness, and ethnicity. It is better to ask
users to make decisions about such characteristics
rather than asking them to score the quality of a
stylisation. Asking about stylisation quality involves
making aesthetic judgements; not only is this diﬃcult
for users and subjective, but the task is often illdeﬁned given the multiple and interacting factors of
content, style, and level of abstraction. In contrast,
the four facial characteristics we use are familiar to all
participants of the user studies, and they can make
judgments with ease.
In summary, we propose two core experiments
involving the full set of images in NPRportrait 1.0
that can be used by researchers. Their general
methodology is described below, while details and
outcomes of running these experiments for the speciﬁc
11 stylisation algorithms covered in this paper are
covered in Section 4.
Experiment 1: Correctness of facial characteristics. This experiment evaluates an NPR algorithm
by measuring how the stylisation aﬀects the four
facial characteristics (gender, age, attractiveness, and
ethnicity) captured in the user studies.
The estimates from the source images can be taken
as a good approximation of ground truth, and it is
expected that in most cases good stylisations would
preserve these characteristics, although this may not
hold for highly abstracted styles, or stylisations that
aim to change characteristics (e.g., beautiﬁcation).
Since the responses in the user studies vary, a
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Fig. 1
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Images comprising levels 1, 2, and 3 of the NPRportrait 1.0 benchmark.

distribution should be captured for each question,
and an appropriate diﬀerence measure applied. One
possibility is to compare characteristics with the earth
mover’s distance (EMD) for ordinal scales (gender,
age, attractiveness) and L1 distance for ethnicity. In
addition to the traditional unsigned EMD, we use
a signed version, computed by modifying Cha and
Srihari’s [58] Algorithm 1 to accumulate the signed
preﬁx sum rather than the absolute preﬁx sum.
Experiment 2: Quality of stylisation across
levels. This experiment checks the robustness of an

NPR algorithm by directly looking at the quality
(as determined by users’ ratings or rankings) of its
stylisations across the three benchmark levels.
One possibility would be to perform a user study
involving a grouping task on the stylised photographs,
but if the user studies were to be carried out remotely,
then the benchmark contains too many images (60)
to view simultaneously on a screen. Instead, ask users
to view a triple of stylised images (all from the same
NPR algorithm) and rank them according to the
quality of the stylisations. The triples are generated
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randomly, with one image from level 1, another from
level 2, and one from level 3 (although the users are
unaware of the three benchmark levels). Robustness
is then measured by the correlations between the set
of user rankings and the benchmark levels. Since the
data is ordinal, it is appropriate to use Kendall’s τ
correlation. Restricting the elements of the triples
to be drawn from diﬀerent levels implies that their
stylisations should be more distinct, and this has
a double beneﬁt. First, it makes the user’s task
easier, as trying to choose between similar quality
stylisations is diﬃcult and frustrating. Second, it
makes the user study more eﬃcient as the user can
answer the questions more quickly and more reliably.
3.7.2

Validating facial characteristics across all
levels

Experiment 1 involves analysing facial characteristics
across all three levels in the benchmark. Therefore,
since not all facial characteristics were carefully
controlled at all levels in the benchmark, we need to
check the consistency of the participants. For each
image, the standard deviation of the user responses
was calculated, and averaged over the 20 images
in each level. This was done for gender, age, and
attractiveness, which can be treated as numerical
values, with each possible value in the user study
mapped to N. For example, attractiveness values
{below average, average, above average} are mapped
to {1, 2, 3}. For ethnicity, which is a nominal value,
the index of dispersion was used instead x . Table 4
shows that gender and age have standard deviations
below 0.5; that is, a clear majority of responses fall
into the same category. The standard deviations for
attractiveness are a little higher, unsurprisingly. The
index of dispersion values range from zero (all ratings
fall into the same category) to one (all ratings are
equally divided between all the categories). Consider
two examples. The image with highest ethnicity
dispersion is the eighth image in level 3, with user

assessments as follows: South Asian: 13, East Asian:
4, white: 3, black: 22, other: 14. The resulting
dispersion score is 0.9, which reﬂects that the mode
response (39%) was below an absolute majority. The
image is challenging (as beﬁts level 3): the ﬁgure
in the portrait has closed eyes, exhibits a strong
expression, and the lighting level is low.
Since level 1 is controlled for ethnicity, images with
signiﬁcant ambiguity of this characteristic should have
been avoided. Indeed, level 1’s largest dispersion score
is 0.6, from the ﬁrst image. Still, a majority of users
agreed; the responses were: South Asian: 15, East
Asian: 2, white: 0, black: 37, other: 2. Overall, as
shown in Table 4, for all four face characteristics, in all
but one case the variations increase with level. This
reﬂects the increasing variation in the images (e.g.,
lighting, pose, occlusion, etc.) as the levels increase,
and thus the diﬃculty gap between levels applies to
human observers as well as stylisation algorithms.

4

Demonstration: Evaluating 11 NPR
algorithms

This section demonstrates the use of NPRportrait 1.0
to evaluate 11 NPR algorithms which cover a wide
range of styles and methods: neural style transfer [37],
XDoG [41], oil painting [44], pebble mosaic [45],
artistic sketch method [38], APDrawingGAN [39],
puppet style [40], engraving [42], hedcut [43], Julian
Opie style [40], watercolour [15]. In addition, the
results from analysing these stylisations allow us to
conﬁrm the requirement (detailed in Section 3) that
the benchmark provides a clear range of diﬃculty
across the three levels.
4.1 Experiment 1: Correctness of facial
characteristics
We conducted Experiment 1 as described in
Section 3.7; with 11 NPR algorithms and the full
benchmark of 60 images, there are 660 stylised

Table 4 Variability of user judgements of face characteristics from source images in the NPRportrait 1.0 benchmark; standard deviations for
gender, age, and attractiveness, and the index of dispersion for ethnicity
Characteristic

Gender

Age

Attractiveness

Ethnicity

Level

1

2

3

1

2

3

1

2

3

1

2

3

Variablity

0.070

0.069

0.087

0.459

0.464

0.486

0.563

0.580

0.603

0.188

0.220

0.301

x A version of the index of dispersion can be applied to nominal values, computed as D = k(N 2 −
N = number of samples, and fc = frequency of category c.


c

fc2 )/[N 2 (k − 1)] where k = number of categories,
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photos. Note that none of these stylisation algorithms explicitly aims to modify the tested facial
characteristics. Some stylised results for each algorithm are shown in Fig. 4; the full set of stylisations is
shown in the ESM. The 225 participants (79 females
and 146 males, aged 17–75, μ = 32.75, σ=11.42)
viewed randomly-selected subsets of 30 stylised images,
so that each image was seen, on average, by 10
participants. For each image they selected the choice
that best matched the image from the list of possible
values for each of the face characteristics (gender, age,
attractiveness, and ethnicity).
Tables 5–7 list the discrepancies in reported face
characteristics for the stylised images, summed
across the 20 images in each level, compared to the
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original portraits. Examples of discrepancy values
for individual images are shown in Fig. 2. To aid
interpretation, large values (i.e., above a threshold)
are marked in red, and in Tables 5 and 7 the threshold
is calculated for each facial characteristic as μ + σ,
where μ and σ are the mean and standard deviation
of the 33 values in the table across the 3 levels and
11 NPR algorithms, respectively. For Table 6, μ and
σ are computed from absolute versions of the signed
distances, and the thresholds are also applied to
the absolute versions of the signed distances so that
both positive and negative discrepancies are treated
equally.
Note that since not all images had the same number
of user responses, the histograms are normalised to

Table 5 Evaluation of facial characteristics of 11 NPR algorithms. Discrepancies for gender, age, attractiveness are signed EMD distances; for
age and attractiveness positive value indicates an increase in judged value after stylisation, while for gender it indicates increased likelihood of
assignment as female rather than male. Larger absolute discrepancies are marked in red: gender  1.24, age  5.48, attractiveness  4.51.
Yellow highlights indicate signiﬁcant diﬀerences between levels for an NPR method (ANOVA at 0.05 level)
Characteristic
Level

Gender
1

2

Age

Attractiveness

3

1

2

3

1

2

3

neural style transfer [37]

0.55

1.15

2.36

7.01

9.19

10.10

−6.32

−8.71

−8.11

artistic sketch method [38]

0.17

−0.33

−1.32

0.04

5.05

7.96

−2.42

−3.62

−2.65

−0.45

0.16

0.02

0.79

3.85

7.12

−0.19

−1.49

−2.64

0.19

−0.24

0.55

−0.61

3.45

2.06

0.32

−1.29

−0.08

APDrawingGAN [39]
puppet style [40]
XDoG [41]

−0.29

−0.40

−0.51

2.44

2.42

−0.03

2.09

0.21

3.85

engraving [42]

−0.25

−0.05

0.34

−2.20

0.02

−0.88

1.37

−0.36

3.76

0.45

−0.41

1.27

0.24

1.59

2.50

−0.80

−1.58

0.88

oil painting [44]

−0.38

−0.34

0.52

−1.42

0.55

−0.79

4.25

2.06

2.86

Julian Opie style [40]

−0.44

hedcut [43]

−1.68

−0.94

−2.76

−3.53

−2.79

−3.74

−2.90

−3.06

pebble mosaic [45]

0.03

−0.77

0.73

0.26

2.45

−0.69

2.42

1.44

1.06

watercolour [15]

0.03

−0.24

0.31

−3.16

−2.91

−0.61

2.72

0.51

3.90

Table 6 Evaluation of facial characteristics of 11 NPR algorithms. Discrepancies for gender, age, and attractiveness are unsigned EMD
distances. Larger discrepancies are marked in red: gender  2.37, age  8.37, attractiveness  7.08. Yellow highlights in two cells in a row
indicate signiﬁcant diﬀerences between two levels for an NPR method (ANOVA at 0.05 level). Where signiﬁcant diﬀerences occur between two
pairs of levels for one characteristic, these are coloured as pairs of yellow and blue, with the overlap coloured as green
Characteristic
Level

Gender

Age

Attractiveness

1

2

3

1

2

3

1

2

3

1.49

2.02

3.53

8.90

11.03

11.23

8.49

10.18

8.58

artistic sketch method [38]

2.21

2.00

4.82

7.57

8.70

11.72

6.94

6.01

6.29

APDrawingGAN [39]

0.97

0.55

2.06

5.50

6.13

9.07

3.81

4.90

7.10

puppet style [40]

0.59

0.73

1.13

6.19

4.74

7.51

5.33

5.06

4.69

XDoG [41]

0.90

0.76

0.99

5.11

5.05

5.02

5.39

4.45

6.25

engraving [42]

0.63

0.61

0.74

4.17

4.34

4.27

4.98

5.29

5.32

hedcut [43]

1.03

1.24

1.45

5.63

4.19

6.31

4.37

4.78

4.79

oil painting [44]

0.65

0.52

0.96

4.23

3.95

3.05

5.32

4.48

4.37

Julian Opie style [40]

1.97

1.09

3.91

6.37

5.88

7.84

6.64

6.16

7.43

pebble mosaic [45]

0.51

1.07

1.81

5.19

4.75

5.87

4.42

5.25

5.98

watercolour [15]

0.49

0.66

0.86

5.49

3.40

4.74

4.62

4.75

5.70

neural style transfer [37]
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Fig. 2 For the ﬁrst image at each of the three levels, discrepancies (unsigned distances) for the perceived facial characteristics obtained from
the user study are shown for each of the stylisations.

Table 7 Evaluation of facial characteristic of 11 NPR algorithms:
ethnicity. Discrepancies are measured using the L1 distance; larger
discrepancies (ethnicity  16.25) are marked in red. Yellow highlights
in two cells in a row indicate signiﬁcant diﬀerences between two
levels for an NPR method (ANOVA at 0.05 level). Where signiﬁcant
diﬀerences occur between two pairs of levels in a row, these are coloured
as pairs of yellow and blue, with the overlap coloured as green
Characteristic
Level

Ethnicity
1

2

3

neural style transfer [37]

20.93

16.10

17.15

artistic sketch method [38]

18.14

15.51

18.75

APDrawingGAN [39]

11.08

12.64

17.50

puppet style [40]

10.83

14.84

17.81

XDoG [41]

8.90

8.02

9.75

engraving [42]

6.37

6.54

7.88

hedcut [43]

9.20

8.48

9.58

oil painting [44]

4.74

4.51

7.58

Julian Opie style [40]

15.82

17.03

16.79

pebble mosaic [45]

6.10

5.91

12.66

watercolour [15]

5.77

6.22

5.66

unit area before computing distances. The signed
EMD distances are useful in showing trends in the
signs of diﬀerences. For instance, the neural style
transfer [37] stylisation has a slight trend to make
people look more femininex , older, and less attractive.
x The value of 2.36 for shift in gender at level 3 is mostly accounted for by
ﬁve of the images that had movements of between one and three quarters
of their distribution from male to female. Three of these images had a
change in the majority gender compared to the ground truth.

On the other hand, the Julian Opie style [40] tends to
make people look more masculine and a little younger.
Under the signed EMD distance, opposite sign
movements (diﬀerences) cancel out, so it is useful
to look at the unsigned EMD distances to check the
overall discrepancy. Table 6 shows that both neural
style transfer [37] and the artistic sketch method [38]
produce renderings that diﬀer substantially from the
ground truth on all face characteristics. This is due
to their highly stylised output, which incorporates
geometric abstraction and distortion. Of course,
this distortion is deliberate to match the target
style. APDrawingGAN [39] is seen to be sensitive
to the complexity of the input; its discrepancies are
reasonably low for level 1, but double at level 3 for
some characteristics. Table 7 shows that ethnicity
is poorly recognised on outputs from the puppet
style [40], which is due to low lighting levels causing
the shading eﬀect to make the faces dark. For
instance, at level 3 the main discrepancies came from
ﬁve such images which were unambiguously classiﬁed
as white from the source portraits, but between 44%
and 88% users classiﬁed the puppet style faces as
black. Signiﬁcant discrepancies were also made in
determining ethnicity from the Julian Opie style [40],
unsurprising given the high level of abstraction.
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We applied ANOVA tests to the signed and
unsigned distances to check for signiﬁcant diﬀerences
between levels for each characteristic and stylisation.
This allowed us to check the eﬀects of increasing
complexity of source images on the NPR algorithms.
Both the artistic sketch method [38] and
APDrawingGAN [39] show signiﬁcant increases in the
perceived age of the portraits as image complexity
increases. This is probably due to the increased
diﬃculty in generating clean renderings, and the
increased number of spurious lines that appear in
the renderings. Table 6 indicates that the perceived
attractiveness of images stylised by APDrawingGAN
[39] exhibits a consistently increasing divergence
from the original photos across levels, and that this is
statistically signiﬁcant. Although the pebble mosaic
stylisation [45] generally produces lower discrepancies
for ethnicity than most of the other stylisations,
we see a statistically signiﬁcant increase in these
discrepancies as the image complexity increases. This
may be due to the constant colour mosaic boundaries,
which eﬀectively dilute skin tone, potentially causing
confusion under challenging lighting conditions.
Table 8 summarises the ﬁndings in Tables 5–7.
The “discrepancies” column indicates if an algorithm
provoked discrepancies in judgement from the
experimental subjects in Experiment 1 for any facial
characteristic; the “levels” column indicates whether
the discrepancies for an algorithm showed signiﬁcant
diﬀerences between the benchmark levels. These
entries do not necessarily indicate that a stylisation
Table 8
Summary of the performance of 11 NPR algorithms
detailed in Tables 5–7. Column “discrepancies” indicates if an
algorithm produced large discrepancies in Experiment 1 for any
facial characteristic; “levels” indicates whether the discrepancies for
an algorithm showed statistically signiﬁcant diﬀerences between the
benchmark levels
Method

Discrepancies

Levels

neural style transfer [37]

yes

artistic sketch method [38]

yes

yes

APDrawingGAN [39]

yes

yes

puppet style [40]

yes

XDoG [41]

yes

engraving [42]
hedcut [43]

yes

yes

oil painting [44]
Julian Opie style [40]

yes

pebble mosaic [45]

yes

watercolour [15]

yes
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Table 9
Correlation coeﬃcients between triplet rankings and
benchmark levels
Method

Kendall

neural style transfer [37]

0.363

artistic sketch method [38]

0.306

APDrawingGAN [39]

0.346

puppet style [40]

0.284

XDoG [41]

0.130

engraving [42]

0.154

hedcut [43]
oil painting [44]

0.202
−0.017

Julian Opie style [40]

0.266

pebble mosaic [45]

0.207

watercolour [15]

0.113

method is “good” or “bad” since the table only
captures a limited aspect of stylisation; rather, the
table is beneﬁcial in focusing on how a stylisation
method can be further developed. It is interesting to
note that a method such as the engraving style can be
considered to be eﬀective both in terms of accuracy of
depicting facial characteristics, and its stability across
the levels. Although engravings have a distinct style,
they are capable of capturing tone and spatial detail if
the engraving has suﬃcient resolution. However, this
does not necessarily make it a preferred algorithm,
as it also has aesthetic limitations.
4.2

Experiment 2: Quality of stylisation across
levels

Experiment 2 described in Section 3.7 was run
on the same 11 NPR algorithms as Experiment 1.
There were therefore 11 × 20 × 20 × 20 = 88,000
possible stylised triplets. The user study had
213 participants (113 females and 100 males, age
17–60, μ = 24.85, σ = 9.18) who saw 30 triples
of images, randomly generated with replacement,
leading to 6390 triples, of which 6171 triplets were
unique. Kendall’s τ correlation is shown in Table 9;
the low correlation values conﬁrm that generalpurpose ﬁltering approaches such as XDoG [41]
and watercolour [15] are least aﬀected by the
increasing complexity across the benchmark levels.
Although they are face-speciﬁc, watercolour [15]
and engraving [42] are also fairly robust since their
renderings are not highly dependent on the face
model, and their results are reasonable despite
inaccurate face detection. The techniques with highest
correlation to the levels are neural style transfer [37],
which has a tendency to create more spurious facial
features (e.g., misplaced eyes) as the images become

460

P. L. Rosin, Y.-K. Lai, D. Mould, et al.

more cluttered; and both the line drawing methods
(artistic sketch method [38] and APDrawingGAN [39])
which often produce fragmented or spurious lines when
there are variations in lighting.
This user study can be further used to analyse both
the benchmark and the NPR algorithms. The triplets
were converted to a global ranking using Wauthier et
al.’s [59] balanced rank estimation method, applied
both (i) separately for each NPR algorithm, and
also (ii) across all NPR algorithms, by aggregating
the local scores for each benchmark image across
the stylisations. Ranking the images in this way
enables us to see which aspects of images lead to
good stylisations either for a speciﬁc algorithm, or
more generally across a range of algorithms. Figure 3
reveals that the top-ranked images, those more
amenable to current stylisation algorithms, tend to be
portraits with frontal views, fairly neutral expressions,
good lighting, and plain backgrounds. Conversely,
bottom-ranked images have one or more of the
following characteristics: non-frontal views, strong
expressions, patterns on the face, strong lighting
eﬀects, and cluttered backgrounds.
The top and bottom three ranked results for each of
the 11 NPR methods are shown in Fig. 4. The lowestranked results contain a variety of artifacts, including
messy rendering, segmentation errors, and rendering
that does not clearly delineate facial components
and structure. We note that the top and bottom
ranked images in Fig. 3 appear in many of the
top and bottom three rankings in Fig. 4 (7 and
6 out of 11, respectively). However, it is possible
that, despite instructions to rate stylisation quality,
the users’ responses in Experiment 2 were biased
by other factors. The images that were top and

Fig. 3

bottom ranked in Fig. 3 according to the overall
quality of their stylisations also have the most and
least attractiveness ratings for source images in the
NPRportrait 1.0 dataset. There is a moderate degree
of correlation (0.4666) between the overall stylisation
rankings and the source image attractiveness rating.

5

Conclusions and future work

Image stylisation is hampered by a lack of benchmark
datasets and objective measures; most papers provide
limited and rudimentary performance evaluation.
This paper has presented a benchmark dataset for
portrait stylisation, structured into three levels to
provide clearly speciﬁed degrees of diﬃculty. The
criteria for selecting images for each level are clearly
speciﬁed, and were used to construct a design matrix.
User studies were used to validate the suitability of
each image with respect to the design matrix.
Alongside the new dataset a new methodology
has been proposed for evaluating portrait stylisation
algorithms. Rather than relying on aesthetic judgments, a challenging and ill-deﬁned task, the user
studies also incorporate more straightforward
judgments, such as identiﬁcation of gender or age.
The new benchmark and methodology enabled
us to evaluate 11 NPR algorithms, both portraitspeciﬁc and general-purpose, and quantitatively
compare them. We identiﬁed the most problematic
images for each NPR algorithm; typical defects are
inappropriate rendering of facial features, messy
rendering, segmentation errors, and rendering that
does not clearly delineate facial components and
structure. Some image types are problematic for
many state-of-the-art algorithms. Typically they

NPRportrait 1.0 benchmark ranked according to Experiment 2 aggregated over all 11 NPR styles.
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benchmark with additional levels, covering more
complicated scenes as well as a broader range of
portrait subjects. Possible complications include
images with multiple people, full bodies, substantial
occlusion, heavily cluttered background, extreme
poses and expressions. Additional portrait subjects
could include children, the elderly, and more
ethnicities. In addition, more NPR benchmarks
should be developed for diﬀerent kinds of content.
For example, landscapes, cityscapes, and animal
portraiture have diﬀerent requirements, and have
evolved traditionally distinctive depiction styles.
Finally, whereas curating images is relatively
tractable, capturing the perceptual and artistic
aspects of stylisations in an evaluation measure
is challenging. Further exploration of evaluation
methods is a key area for future work in NPR.
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