We propose a new copula model for replicated multivariate spatial data. Unlike classical models that assume multivariate normality of the data, the proposed copula is based on the assumption that some factors exist that affect the joint spatial dependence of all measurements of each variable as well as the joint dependence among these variables. The model is parameterized in terms of a cross-covariance function that may be chosen from the many models proposed in the literature. In addition, there are additive factors in the model that allow tail dependence and reflection asymmetry of each variable measured at different locations and of different variables to be modeled. Permutation asymmetry of different variables can also be obtained, thus providing greater flexibility. The likelihood of the model can be obtained in a simple form and therefore the likelihood estimation is quite fast. We use simulation studies to demonstrate the wide range of dependence structures that can be generated by the proposed model with different parameters. We apply the proposed model to temperature and pressure data and compare its performance with the performance of a popular model from multivariate geostatistics.
Introduction
Modeling spatial data is a challenging task as it often requires flexible, but simple and tractable models that can handle multivariate data. In many applications, models for multivariate spatial data are of interest for co-criging; see Furrer and Genton (2011) and references therein. To set up the problem, we assume that we have a p-dimensional random field, Z(s) = {Z 1 (s), . . . , Z p (s)} T , defined at locations s ⊂ R d . In this case, several variables are observed at different locations and the main task is to model dependence both within each variable, Z i (s), i = 1, . . . , p (at different locations), and between different variables.
If Z(s) is a mean-zero Gaussian multivariate random field, only a covariance structure of Z(s) is needed to completely characterize the dependence structure of the field; i.e., the cross-covariance functions C i 1 ,i 2 (s 1 , s 2 ) = cov{Z i 1 (s 1 ), Z i 2 (s 2 )} need to be modeled. A popular approach is to model a matrix of correlations for each variable and cross-correlations of different variables using a multivariate covariogram and a cross-variogram (Chilés and Delfiner, 1999; Wackernagel, 2003) or using pseudo cross-variograms (Myers, 1991) . The linear model of coregionalization (LMC) has been widely used to model cross-covariances;
see Goulard and Voltz (1992) , Wackernagel (2003) , Gelfand et al. (2004) , Apanasovich and Genton (2010) , and the review by Genton and Kleiber (2015) and references therein.
The LMC for a stationary Gaussian process with zero mean assumes a linear structure:
A ikZk (s), whereZ 1 , . . . ,Z r are independent stationary Gaussian processes, so that
where A is a p × r full rank matrix and ρ k (·) are valid stationary correlation functions.
Different structures for the correlation functions have been proposed in the literature, such as the Matérn covariance function; see for example Gneiting (2002) and Gneiting et al. (2007) for a review of covariance functions. Parameters in the LMC can be estimated using the least squares method (Goulard and Voltz, 1992) or using maximum likelihood (Zhang, 2007) .
Despite its simplicity and tractability, the LMC focuses on modeling the cross-covariance structure and may not be appropriate if the joint normality assumption is not valid for the multivariate spatial data under consideration. This can happen, for example, with data with strong joint dependence in the tails (i.e., when large/small values are simultaneously observed more often than predicted by the model), or with data with reflection asymmetry (i.e., when large values are simultaneously observed more often than small values, or vice versa).
To overcome this problem, more flexible copula-based models can be considered. Copulas have been used in a wide range of actuarial, financial and environmental studies; see Krupskii and Joe (2015a) , Genest and Favre (2007) , Patton (2006) and others. A copula is a multivariate cumulative distribution function with univariate uniform U(0, 1) marginals; this function can be used to link univariate marginals to construct the joint distribution function. Sklar (1959) showed that for continuous univariate distribution functions, F 1 , . . . , F n , and a continuous n-dimensional distribution function, F , there exists a unique copula function, C, such that F (z 1 , . . . , z n ) = C{F 1 (z 1 ), . . . , F n (z n )} for any z 1 , . . . , z n .
Some copula-based models have been proposed in the literature to model univariate spatial processes. One popular approach is to use vine copula models in which the joint distribution is constructed using bivariate linking copulas and from which different types of dependence structures can be obtained; see Kurowicka and Cooke (2006) and Aas et al. (2009) for details. The models using vine copulas have been applied to study climate, geology, radiation and other spatial data; see Gräler and Pebesma (2011) , Gräler (2014) , Erhardt et al. (2014) and others. In these models, the dependence structure is selected based on the likelihood, making interpretability difficult. Moreover, likelihood estimation can be quite slow in high dimensions.
Other copula models for univariate spatial data include copulas parameterized in terms of pairwise dependencies, for instance a v-transformed copula of Bárdossy and Li (2008) and a chi-squared copula of Bárdossy (2006) . These copulas are constructed by using a nonmonotonic transformation of multivariate normal variables. As such, they cannot handle tail dependence. Moreover, the likelihood function has no simple form and obtaining parameter estimates in these models is a difficult task. Recently, Krupskii et al. (2015) proposed a factor copula model for spatial data that allows tail dependence and reflection asymmetry to be modeled. Likelihood estimates in that model can be obtained quite easily with some choice of the common factor, even if the number of locations is fairly large. However, to the best of our knowledge, flexible copula models have not yet been studied for multivariate spatial data with replicates, i.e., when there are several variables repeatedly measured at different locations.
In this paper, we extend the approach of Krupskii et al. (2015) and propose a model for stationary spatial data that combines the flexibility of a copula modeling approach, the interpretability of LMC, and the tractability of the Gaussian copula in high dimensions. The model and the corresponding copula are based on the following multivariate random process:
where
are independent common factors with unit exponential distribution that do not depend on the spatial location, s. This choice of the common factors allows different types of dependence structures to be generated and makes parameter estimation in this model fairly easy. The joint dependence of the Gaussian processes, Z i (s), can be modeled using LMC, and therefore the proposed model can be seen as an extension of LMC that allows tail dependence and asymmetric dependence to be modeled. Of course, more complex joint dependence of Z i (s) can be considered as well; see the review by Genton and Kleiber (2015) .
In our model, as well as in many other copula-based models, replicates are needed to estimate dependence parameters. With different sets of parameters in (1) models with the same covariance and cross-covariance structures but with different tail properties can be obtained. Repeated measurements of the multivariate spatial process are thus needed to estimate dependence both in the middle of the joint distribution and in its tails.
The remainder of paper is organized as follows. In Section 2, we describe the model (1) in detail and study its dependence properties. We first define the model in a general case with p ≥ 2, and then, in the following sections, we provide more details about the bivariate case, p = 2. In Section 3, we conduct a small simulation study to show the flexibility of the model when data are modeled both in the middle of the distribution and in the tails. More details on the likelihood estimation and assessing the goodness of fit of the estimated models are given in Section 4. We discuss other choices of the common factors in (1) in Section 5
and also provide more details on the Pareto factors. We apply the proposed copula model to bivariate spatial data of temperature and atmospheric pressure in Oklahoma, USA, in Section 6, and we conclude with a discussion in Section 7.
Copula-Based Linear Model of Coregionalization
We use the following notation: Φ(·) is the cumulative distribution function of the univariate standard normal random variable, whereas Φ Σ (·) is that of the multivariate standard normal random vector with correlation matrix Σ. For simplicity, in the bivariate case with Σ 12 = ρ, we use the notation Φ ρ (·). Small symbols denote the corresponding densities.
We consider measurements of a random multivariate process by assuming that unobserved random factors exist that affect the joint dependence of all measurements of each variable as well as the joint dependence between every two variables. Specifically, we construct the corresponding copula by restricting model (1) to a finite set of locations s 1 , . . . ,
be measurements of a p-variate spatial process that is observed at n different locations and let
Exp(1) are exponential common factors that are independent of Z ij and where Z = (Z 11 , . . . , Z 1n , . . . , Z p1 , . . . , Z pn ) T has a multivariate standard normal distribution with some covariance matrix, Σ Z . Exponential factors allow flexible dependence structures to be generated such that parameter estimation becomes quite fast. We discuss how other distributions of these factors affect the dependence properties of the resulting copula in Section 5. The structure of Σ Z depends on the model for Z; for example, one may use LMC. The correlation structure of W depends on that of Z. For the i-th variable,
and for the i 1 -th and i 2 -th variables (i 1 = i 2 ), 
One can show that 
Spatial data often have strong dependence in the tails and therefore a model that can handle strong tail dependence is necessary. One standard approach to measure tail dependence for a bivariate copula, C, is to use the lower and upper tail dependence coefficients, λ L and λ U , respectively:
Models based on multivariate normality, such as the classical LMC, are therefore not suitable for modeling data with strong tail dependence.
Dependence properties of copula C W n,p depend on the choice of the parameters, α
. For the i-th variable, the proposed copula simplifies to the one introduced in Krupskii et al. (2015) , with the common factor V 0 = α
In particular, it follows that the bivariate copula, C W 2,i , corresponding to the distribution of (u i1 , u i2 ), has lower and upper tail dependence with We define ℓ n (
is called the stable upper tail dependence function of the limiting extreme value copula; see Segers (2012) . We next show when copula C W 2,1:2 has upper tail dependence and compute the limit ℓ(x 1 , x 2 ). For simplicity, we assume that
A similar result holds in the general case and for the lower tail as well; however, in the case of tail dependence, the formula for ℓ( 
The proof is given in Appendix A.2.
Remark 1. The limiting extreme value copula corresponding to C
Reiss copula with parameter λ = ρ 12 ; see Hüsler and Reiss (1989) for more details on the Hüsler-Reiss bivariate distribution. In the general case, C W 2,1:2 is permutation symmetric if and only if δ 1 = δ 2 ; that is, it is permutation symmetric if α
asymmetry of the extreme-value copula can be useful in applications for modeling data that are permutation asymmetric in the tails. We provide more details on different types of dependence structures that can be obtained in the proposed model in the next section.
Dependence Properties
In this section, we conduct some simulation studies to show different dependence structures that can be obtained in our model. For simplicity, we consider the bivariate case. In (1) with
and s 1 , s 2 = 1, . . . , 5. This covariance structure corresponds to a simple model for the bivariate process:
where Z 0 (s), Z * 1 (s) and Z * 2 (s) are independent Gaussian processes with unit variance and exponential covariance functions. In applications, more flexible covariance structures can be selected if needed. The proposed structure is used for illustration purposes whereas similar results can also obtained for different covariance structures.
We consider three sets of dependence parameters, α U , α L and θ, that result in three models with very similar dependence structures within variables 1 and 2; however, cross-dependencies between variables 1 and 2 for these models are significantly different: For these sets of parameters, we define W ij as in (2) with the distance between s 1 and s j equal |j − 1|, i = 1, 2, j = 1, . . . , 5. We assess the strength of the dependence between W 11 and W 1j (dependence within the first variable), between W 21 and W 2j (dependence within the second variable) and between W 11 and W 2j (dependence between two variables), j = 1, . . . , 5. Specifically, we compute for these pairs of variables the Spearman's ρ and
10, where C is the corresponding copula for a given pair and
the reflected copula. The quantities λ q L and λ q U with small values of q are approximations of the tail dependence coefficients, λ L and λ U , respectively; therefore, we use them to assess the strength of the dependence in the tails. We plot these quantities to compare dependence structures generated by these three sets of parameters; see Because θ 1 < θ 2 and the parameters α
are larger for i = 1, the dependence within the first variable is stronger, both in the middle of the distribution and in the tails. For both variables, the dependence in the upper tail is stronger since
In all three models, dependencies within the first and second variables are similar. This can be achieved by decreasing α 
Maximum Likelihood Estimation and Interpolation

The likelihood function
We now show how to obtain the maximum likelihood estimates for the copula parameters in model (2). We assume that we observe N independent samples, w 1 , . . . , w N , from model (2), where
with essentially arbitrary marginals, not necessarily given by cdfs F W 1,i . Here, vector w i,k represents the k-th replicate of the i-th variable measured at n different locations. To estimate the copula parameters, we need to transform the data to a uniform scale, e.g., non-parametrically, as follows: for each i = 1, . . . , p and j = 1, . . . , n, we can define the uniform scores,
), where θ F,i is a vector of parameters for
Because we use data transformed to uniform scores, they are an approximation to U(0, 1) data. Therefore, the dependence parameters can be estimated via a pseudo-likelihood function. As the number of replicates goes to infinity, N → ∞, the likelihood estimates are consistent and asymptotically normal provided that the copula is correctly specified; see chapter 5.9 of Joe (2014) for details. Let θ F = (θ F,1 , . . . , θ F,p ) T . From (3), the pseudo log-likelihood is:
where θ Σ is a vector used to parameterize the correlation matrix, Σ Z .
A conditional copula and interpolation
Let θ F , θ Σ be estimates of θ F and θ Σ , respectively. For a given vector of data (u 1 , . . . , u p )
T and the new vector (corresponding to a new, (n + 1)-th, location), u 0 = (u 1,n+1 , . . . , u p,n+1 ), on the uniform scale, where
. . , p, we can obtain the following conditional distribution:
T . The conditional distribution for the i-th variable is
where u i is a vector of length p such that (u
Using this conditional distribution, we can calculate different quantities of interest, including the conditional expectation, m i , or the conditional median, q 0.5,i , of the i-th variable:
, 4.3 A simplified likelihood function for bivariate spatial data and assessing goodness of fit
In this section, we give more details about the likelihood estimation for bivariate spatial data.
Consider the exponential factor model with the same covariance structure as in Section 3.
Even this simple model has three covariance parameters, θ 0 , θ 1 , θ 2 , and eight dependence
. It might be difficult to estimate all these parameters, particularly if the sample size is not very large. The main reason is that different sets of these parameters may result in models with similar dependence structures. We therefore suggest that the two parameters, α To illustrate these ideas, we consider the following bivariate model:
To simulate spatial data, we use a 5×5 grid on [0, 1]×[0, 1] so that there are n = 25 locations To compare the fitted dependence structure with the data, we calculated the Spearman's correlation matrices for the simulated data set and for the estimated model. We denote these matrices as ρ S and ρ
MLE S
for the data and estimated model, respectively. However, the Spearman's ρ is not a good measure of dependence in the tails of a multivariate distribution. To compare the tail behavior of the two models, we therefore used the tail-weighted measures of dependence proposed by Krupskii and Joe (2015b) . These measures are applied to data converted to uniform scores and defined as correlations of the transformed data. The measures provide useful summaries of the strength of the tail dependence for each pair of variables, with values close to 0 or 1 corresponding to very weak (strong, respectively) dependence in the tails. Unlike many goodness-of-fit procedures studied in the literature, the tail-weighted measures of dependence give information on how the model can be improved to fit the data in the tails better. We denoted the estimated tail-weighted measures of dependence in the lower/upper tail for the data with nonparametric estimates and for the estimated models as
, respectively. We obtained the model-based estimates by simulating data from the estimated models; we used the sample size N = 100, 000. We calculated
The quantities defined above are computed for variable 1, variable 2 (using pairs of the same variable at different locations) and variables 1 and 2 (using pairs of different variables at different locations). For comparison, we also used the further simplified model with
. We found that model 1 fits data slightly better than does model 2, both in terms of Spearman's ρ and the tail-weighted measures of dependence, α L and α U . We therefore report the results for model 1 with the best fit. We also include model 3, which had quite a bad fit in the lower tail; see Table 1 . Table 1 :
for models 1 and 3. Simulated data were used to calculate these values; the sample size was N = 100, 000. 
Non-Exponential Common Factors
Possible extensions of the proposed model include models with the same structure as in (1) and (2) but with a different distribution for the variables Krupskii et al. (2015) showed that if this distribution has heavy tails (for example, the Pareto distribution), the resulting bivariate marginal copula for each variable will have strong tail dependence with the tail dependence coefficient equal to one. On the other hand, distributions with light tails are not suitable for modeling tail dependence.
For a non-exponential distribution of the common factors, it is difficult to obtain the joint copula density in an easy form. Multidimensional integration may be required to calculate the likelihood function. This makes parameter estimation quite complicated, especially if the number of locations and/or variables is large. Nevertheless, in this section, we provide some details for the case when
, where k > 1 is a shape parameter of the Pareto distribution and the scale parameter is equal to 1 (that is, the cdf
. This case can lead to models with desirable properties in some applications. For simplicity, we again assume that α
consider only the case of upper tail dependence. The proof is given in Appendix A.3, and the properties of the Marshall-Olkin copula are discussed by Joe (2014) . This result implies that copula C W 2,1:2 (u 1 , u 2 ) is permutation asymmetric and has tail dependence and that the tail dependence coefficient is less than one. Based on this result, we can construct a model for a univariate spatial process with a common factor and i.i.d. "Pareto noise". 
In this model, the nugget effect is equal to
Both N 0 and λ U can be controlled, depending on the choice of parameters α U 0 , α U 1 , k, to achieve greater flexibility in the model. The model can be readily extended to get both lower and upper tail dependence. However, as the next proposition shows, not all heavy-tailed distributions are suitable for generating flexible tail dependence similar to that in the univariate process model described above. For simplicity, we again assume that α
where F E belongs to the class of subexponential distributions (Chistyakov, 1964) . DenoteF E (w) = 1 − F E (w). Assume that, for
has no tail dependence; that is, the upper tail dependence coefficient is
The proof is given in Appendix A.4. One example of F E that satisfies the assumptions of Proposition 3 is the Weibull distribution with shape parameter 0 < κ < 1. This proposition implies that Weibull factors cannot generate flexible tail dependence between different variables and therefore these factors may be unsuitable for modeling a multivariate spatial process when the dependence between variables is generally weaker than that within each variable.
6 Application to temperature and atmospheric pressure data
Data and marginal models
In this section, we apply our model to estimate the joint dependence structure of daily mean temperature and daily mean atmospheric pressure readings in Oklahoma, USA. We consider Weather patterns can change in winter and therefore we selected observations from May 1st to September 30th, 2015, 153 days in total. To remove serial dependence, we fitted the autoregressive model with 5 lags for both temperature and pressure data. We also included a quadratic trend in the model for the temperature data, as temperatures are usually higher in July and August. We found that spatial covariates (latitude and longitude) improved the fit of the marginal model for the pressure data but not for the temperature data. One possible reason for spatial covariates to have no significant effect on the temperature data is the proximity of the weather stations and a larger variability of these data depending on the orography. We therefore can write the models for univariate marginals as follows:
where temp s,t and prss s,t are average temperature and pressure, respectively, measured at station s at day t; lat s and lon s are spatial coordinates (latitude and longitude) of station s, s = 1, . . . , 17 and t = 1, . . . , 153. We found that the skew-t distribution of Azzalini and Capitanio (2003) and the normal distribution, respectively, fit residuals ǫ s,t and η s,t quite well. We checked the fitted residuals for uncorrelatedness using the Ljung-Box test.
Preliminary diagnostics of the data set
We convert the fitted residuals, ǫ s,t and η s,t , from the marginal models to uniform scores.
For s = 1, . . . , 17, we define
If the marginal models fit the data well, the uniform scores, u 1 s,t , u 2 s,t , t = 1, . . . , 153, should have an approximate U(0, 1) distribution for any s = 1, . . . , 17. We can therefore convert them to the normal scores using the inverse standard normal distribution function:
Under the assumption of joint normality, the vector z t = (z 1 1,t , . . . , z 1 17,t , z 2 1,t , . . . , z 2 17,t ) T has a multivariate normal distribution. We can therefore draw the scatter plots for each pair of variables from the vector z t to check if these plots have the expected elliptical shape for a bivariate normal distribution. The use of the normal scores scatter plots to detect departures from normality has been advocated by Nikoloulopoulos et al. (2012) . We draw the normal scores scatter plots for some pairs of the normal scores in Fig. 2 .
Sharp tails in the normal scores scatter plots of the temperature data indicate that the dependence in the tails of these data is stronger than that of the normal distribution. The sharper lower tails of these scatter plots also indicate that the dependence in the temperature data might be stronger in the lower tail. The figure shows the negative dependence between the normal scores of the temperature and pressure, with a sharper lower right tail, so that the joint distribution of z 1 s,t and z 2 s,t is clearly asymmetric. Models based on the multivariate normality are therefore not suitable for modeling the joint dependence of the temperature and pressure data.
To confirm these findings, we compute the Spearman correlations and the tail-weighted dependence measures, ̺ L /̺ U , from Section 4.2 for each pair of variables from the vector
We use the reflected pressure data, 1 − u 2 s,t , to get positive dependence between the temperature and pressure data. In addition, let ̺ N (u 1 , u 2 ) be the value ̺ L (u 1 , u 2 ) = ̺ U (u 1 , u 2 ) for data generated from the bivariate normal copula with the Spearman's ρ equal to cor(u 1 , u 2 ). If the bivariate copula for the pair (u 1 , u 2 ) is a normal copula, we expect to get close values for ̺ L , ̺ U and ̺ N . If the dependence in the lower (upper) tail is stronger than that for the normal copula, then we expect the value of ̺ L (̺ U ) to be larger than ̺ N . For i = 1, 2, we compute:
Here, the superscripts 1, 2, 12 indicate that the calculated measures are averaged for all pairs of different locations for variable 1 (temperature), variable 2 (pressure) and variables 1 and 2 (to measure cross dependencies). The results are presented in Table 2 . We see that the dependence for variable 1 is stronger than it is for the normal copula in both lower and upper tails. In addition, the cross dependence between variable 1 and (reflected) variable 2 is much stronger in the upper tail. We therefore need a model that can handle tail dependence and asymmetric dependence for the temperature and pressure data.
Estimating the joint dependence
We apply the model (2) to the residuals obtained from the marginal models in Section 6.1 transformed to uniform scores u T .
We select the following linear model of coregionalization:
where the Z 0 , Z * 1 , Z * 2 processes are independent with unit variance and have the powered exponential covariance function, C(d; θ, α) = exp(−θd α ) (θ > 0, 0 < α < 2), with parameters (θ 0 , α 0 ), (θ 1 , α 1 ) and (θ 2 , α 2 ), respectively. Different models can be used to model the covariance structure of Z, including the bivariate Matérn model; we found however that these models did not improve the fit of model (6).
We set two parameters, α 
The results are presented in Table 3 .
We can see that both Model 1 and Model 2 fit the covariance structure quite well; 
|∆ U | for models 1 and 2. We simulated data from the estimated models 1 and 2 to calculate these values; we used N = 100, 000 replicates. 
, suggesting that the exponential factors used to model the tail dependence significantly improve the fit. Similarly, covariance of the vector Z in (2) with a different model yields two nested models (with and without exponential factors) that can be estimated and the likelihood ratio test can be applied to compare these models.
Conclusion
We proposed a new copula model for multivariate spatial data that can handle tail dependence and asymmetric dependence within each variable as well as between different variables.
This model is a generalization of any model based on multivariate normality. The widely used linear model of coregionalization is an example. Parameters in the model can be estimated by likelihood and the formula for the joint copula density is quite simple so that parameters can be computed fairly easily. The model allows simple interpretation when fac-tors affecting the joint dependence of multivariate spatial data exist. While we focused on exponential factors used to model tail dependence and asymmetry in (2), we also discussed how the choice of the distribution of these factors can affect tail properties of the resulting model.
While the proposed model can generate a wide range of dependence structures, it assumes a linear structure when some exponential factors are added to the multivariate Gaussian process. One direction for future research can therefore be to consider models with multiplicative factors or more general models based on the multivariate process:
where {Z 1 (s), . . . , Z p (s)} T is a multivariate Gaussian process and E 0 , E 1 , . . . , E p are factors that do not depend on the location s (not necessarily exponential), introduced to increase the flexibility of the model. The choice of functions f 1 , . . . , f p and distributions of factors E 0 , E 1 , . . . , E p can define the dependence properties of the joint distribution and the resulting copula. Another direction for future research is to study anisotropic factor copula models when the joint dependence of the variables is affected by a location or some other factors.
One way to introduce anisotropy can be, for example, by spatially varying functions f 1 , .
bivariate standard normal random variable with correlation ρ * and
The pdf of
We use the convolution formula to get
If we assume that α U 2 = α L 2 = 0, the formula simplifies to a one-dimensional integral: This integral can be evaluated with very good accuracy via Gauss-Legendre quadrature using 25 − 30 quadrature points; see Stroud and Secrest (1966) for details.
A.2 Proof of Proposition 1
For simplicity, we omit indices for the correlation coefficient ρ = ρ 1:2 1,2 . We have: We use the integration by parts formula with respect to v 1 and v 2 to find that 
where I Case 1: δ 1 > 1, δ 2 > 1. We get 
To compute the integrals in (9), we use the following equality:
exp(θv)φ(v)Φ(qv)dv = exp(0.5θ 2 )Φ θq (q 2 + 1) 1/2 .
This equality can be obtained by differentiating the integral on the left-hand side with respect to the parameter q. We apply (10) to (9) and, after combining all terms, we get: We use (10) Similarly, we can calculate the two remaining terms in (8), and, after combining terms and taking limit as n → ∞, we can show that (4) holds.
Case 2: δ 1 > 1, δ 2 < 1. Denote α * 2 = α 
Similarly, we find that
Therefore, ℓ(x 1 , x 2 ) = x 1 + x 2 . This implies that C W 2,1:2 as well as the limiting extreme-value copula C W 2,1:2 has no upper tail dependence. The remaining two cases when δ 1 < 1, δ 2 > 1 and when δ 1 < 1, δ 2 < 1 are considered analogously.
A.3 Proof of Proposition 2
For c i → ∞, we use the asymptotic property of the sum of two independent Pareto variables
