We place a 2.5% limit on the anthropogenic contribution to the modern 
Introduction
Since the discovery of 81 Kr in the atmosphere (Loosli and Oeschger , 1969) , the geoscience community has sought to apply this noble gas isotope as an environmental tracer. It is predominantly produced by cosmic rays impinging on stable krypton isotopes in the atmosphere and decays by electron capture to 81 Br with a half-life of (2.29 ± 0.11) × 10 5 years (Baglin, 1993) , resulting in a cosmogenic atmospheric 81 Kr/Kr ratio of 6 × 10 −13 (Collon et al., 2004) .
The long half-life, along with its inert chemical nature, makes it an ideal tracer for water and ice in the range of 10 5 -10 6 years, a range beyond the reach of 14 C dating .
The Atom Trap Trace Analysis (ATTA) technique was developed to perform routine 81 Kr analysis. ATTA is a laser-based atom counting method, free of interferences from other isotopes, isobars, atomic, or molecular species.
Since the completion of the third-generation ATTA-3 system at Argonne National Laboratory (ANL) (Jiang et al., 2012) 81 Kr/Kr ratios have been routinely measured in environmental samples with better than 10% precision for a variety of applications using both water (Aggarwal et al., 2015) and ice samples (Buizert et al., 2014) , typically requiring samples sizes of 100 kg of water or 40 kg of ice. As we demonstrate in this paper, recent developments in ATTA have improved the precision of the technique to the 1% level. These advances offer a unique opportunity to probe the effects of human activity on the 81 Kr abundance in our atmosphere. Not only does such a measurement better our understanding of the anthropogenic impact on isotopes in the atmosphere, but it also addresses the potential systematic effects that such activity could have on dating old groundwater, especially as ATTA measurements are pushed to even higher precision.
Since the advent of human nuclear activity, we have potentially been injecting anthropogenic 81 Kr into the atmosphere. Testing of nuclear devices, nuclear fuel reprocessing, and usage of medical isotopes are all potential anthropogenic sources of 81 Kr. Any anthropogenic contribution of 81 Kr from these sources above the precision level of current dating measurements would disturb the atmospheric baseline over the past 100 years thereby adding an unacknowledged systematic error on all 81 Kr-dating measurements. When the viability of 81 Kr as an environmental tracer was initially demonstrated in 1999 using accelerator mass spectrometry (AMS), no difference was measured between a sample of krypton from air before human nuclear activity began and another sample from after the end of atmospheric nuclear weapons testing (Collon et al., 1999) . This measurement carried a one-sigma, relative uncertainty of ∼30%. Subsequently, with the development of the secondgeneration ATTA-2 system, the same experiment was conducted with onesigma, relative uncertainties around the 8% level (Du et al., 2003) . Previous theoretical considerations of anthropogenic 81 Kr estimated the effect to be at or below the 0.01% level (Collon et al., 1999) .
In this paper, we perform two 1% one-sigma relative uncertainty measurements using ATTA to place a 2.5% experimental limit on anthropogenic 81 Kr in the atmosphere at the 90% confidence level. Given the high precision of this limit, we first present a more detailed theoretical model for anthropogenic 81 Kr production in the atmosphere, which sets a new upper limit of 0.15%. We then briefly describe the technical developments that allow ATTA to measure 81 Kr/Kr ratios at the 1% level. Finally, we perform mea-surements of samples from the modern era and before the nuclear age at this uncertainty level and use them to place a limit on anthropogenic 81 Kr.
Anthropogenic 81 Kr Sources
Along with the first experimental limit placed on anthropogenic 81 Kr production (Collon et al., 1999) 14 N and 40 Ar). We calculate these reaction rates by simulating neutrons from a nuclear weapon source at the center of a 1km radius sphere in air using the Monte Carlo N-Particle transport code (MCNP) (Goorley et al., 2013) .
We define the air in our simulation using the breakdown by volume given in Hubbell and Seltzer (1996) . We also allow for the addition of 0-5% water by volume, which replaces the other constituents proportionally and represents the varying moisture in the air given by humidity (Wallace and Hobbs, 2006) .
The spectrum of fission-produced neutrons can be approximated by a Watt spectrum (Shultis and Faw , 1996) , defined as
where E is the outgoing neutron energy in MeV; a and b are parameters that depend on the incident neutron's energy and the isotope undergoing fission, in units of MeV and MeV −1 , respectively; and C is a normalization constant. For these calculations, we used the MCNP default values of a and b which represent an average over incident neutron energies and fissioning nuclei, since the values for specific neutron energies and target nuclei do not vary the results (nuclide production rates) significantly. MCNP uses continuous-energy neutron transport to determine the neutron fluence rate as a function of energy down to thermal energies, and computes nuclide production rates from the energy-dependent fluence rate and the energydependent cross-sections.
For fusion sources we also use the MCNP, but must consider a different neutron spectrum. In fusion weapons the bulk of the thermonuclear energy is produced by four reactions (Glasstone and Lovberg, 1960 )
where reactions (2) and (3) are chiefly used to breed helium-3 and tritium for reactions (4) and (5).
2 In order to reach high enough temperatures for these reactions to begin, a smaller fission bomb boosted by the presence of deuterium and tritium gas is first detonated within the fusion device (Union of Concern Scientists, 2009). We will assume that the energies and products of this smaller fission device are consumed by the fusion fuel and ignore them for the purposes of our calculation. The fusion fuel is typically lithium deuteride (Union of Concern Scientists, 2009), which provides not only deuterium, but lithium-6 and lithium-7 that react with neutrons and breed tritium as well (Kaye & Laby Online, 1995) . Since we are only interested in situations where net neutrons are produced we consider only equations (2) and (4), which produce what we call DD (deuterium-deuterium) and DT (deuterium-tritium) neutrons respectively. We consider them to be mono-energetic neutrons 3 which have the energies shown in equations (2) and (4).
Using these three source spectra (Watt, DD, DT) and our dry to humid Online, 1995) , which is negligible for our purposes given their high mean energies. 4 The 7.3 MeV energy used is the combined total energy of equations (2) and (3) since they have comparable reaction rates. and treat DT as 100 times more likely than DD, due to the larger cross-section (Glasstone and Lovberg, 1960) and the assumption of sufficient tritium availability from lithium reactions. Note that we are considering that the entire explosive yield is generated purely from these fusion reactions, which is an overestimate, but gives a higher upper limit, which we prefer. According to Union of Concern Scientists (2009), 50% (or more) of the energy released in a thermonuclear fusion weapon is generally from the high-energy-neutroninduced fission of natural uranium (that we will consider to be purely 238 U) which is packed into a shell around the whole fusion weapon, so we include that in our calculations as well. Finally, for each fission (whether from fission weapons, or this uranium shell in fusion weapons), we applied direct fission yields of 81 Kr from England and Rider (1994) shown in Table 1 . The error on the reaction rates is ±5%.
We provide the final results of our calculations in Table 2 , aiming to achieve the highest-bounding estimate. Thus the results shown are obtained using the dry air variants (since they produce the higher yields by a factor of 1.2-1.4 against the most humid cases), and applying the 239 Pu yields for neutron-induced fission in Table 1 (which are two orders of magnitude higher than 235 U yields). In total, nuclear weapons testing provides a 81 Kr anthropogenic signal of ≤0.15%, two orders of magnitude higher than the estimate in Collon et al. (1999) due to our accounting for the cross-sections of the reactions over all energies and applying spectra for different devices.
As a check of the validity of our model, particularly in light of our con- from the sample and comparing the rates at which they are loaded into the atom trap. The krypton atoms are first excited by a plasma discharge to a metastable state from which a strong 811 nm cycling transition is available for cooling and trapping of the atoms. There are four stages of cooling and trapping, shown in Figure 1 , that determine the loading rate: (1) transverse cooling, (2) two-dimensional focusing using a 2D magneto-optical trap (MOT), (3) longitudinal slowing via a Zeeman slower, and (4) three- dimensional trapping using a 3D MOT. In the 3D MOT the atoms are confined at the minimum of a quadrupole magnetic field gradient and detected via laser-induced fluorescence using a sensitive CCD camera. To calibrate the efficiency we measure a standard krypton reference gas, which has a 81 Kr/Kr ratio of modern air. The most recent iteration of the ATTA system at ANL, ATTA-3, is described in full detail in Jiang et al. (2012) .
In order to reach the next level of sensitivity and place a more stringent limit on anthropogenic 81 Kr, several upgrades have been implemented on the ATTA-3 system. First, we increased the excited fraction of our krypton atoms by installing an additional turbomolecular pump to compress gas into the source volume. The resulting increase in pressure within the plasma discharge produces higher excitation efficiency and increased throughput in our atom beam, without requiring an increase in sample size. Second, for the longitudinal slowing stage, we have implemented power stabilization feedback on our slowing laser after determining that drifts of ∼10% in laser power can result in larger than 3% shifts in isotope loading ratios. Third, at the detection stage, we implemented a new, ion-based detection method for the stable krypton isotope 83 Kr detailed in Jiang et al. (2014) . Finally, due to the increased speed of our measurements from the above improvements, we now measure our reference gas daily after each sample measurement, instead of only once every two weeks. This improvement removes long-term drifts in the measured isotope ratios, as large as 5%, that can occur within the two weeks.
As a result of the source upgrade we have increased the count rate such that the typical single measurement 81 Kr/Kr error, which is dominated by 81 Kr statistics, has been reduced from ∼9% to ∼3%. All of the upgrades which have improved stabilization and precision have reduced the overall systematic errors from ∼5% to ∼1%.
Measurement Systematics & Procedures
To place an improved limit on anthropogenic Kr-81 in the atmosphere, we use ATTA to measure the 81 Kr/Kr isotopic ratios in two different samples: one from air before the advent of human nuclear activity ("PreAnthropogenic"), and one representing the isotopic abundances in modern air ("Modern").
Any difference in the ratio between these two samples would be interpreted as the anthropogenic contribution to our atmosphere. The PreAnthropogenic sample was prepared at the University of Bern from air in 1944 (Kuzminov and Pomansky, 1980) . LLC performed at the University of Bern shows the 85 Kr activity of this sample to be <1.0 decay per minute per cubic centimeter krypton at STP (dpm/cc). The Modern sample is a commercial bottle of krypton gas purchased in June 2002 and filled at the AGA/Linde facility in Maumee, OH. Although these commercial gases are extracted from air, the exact time of separation is unknown. To ensure that this krypton gas is representative of modern air, we performed LLC at the University of Bern in March 2016 to determine the 85 Kr activity. We measured an activity of 32.1 ± 1.2 dpm/cc. Using the values from Ahlswede et al. (2013) and extrapolating the activity of our krypton gas backward in time, we find it to be consistent with krypton taken from the air in 2002.
As noted in Section 3, the relative efficiency of our system can slowly drift over timescales on the order of one week. 
and gives us the 81 Kr/Kr isotopic ratio with the systematic effects due to these drifts removed. Our standard reference gas is the same as our Modern sample, but it is crucial to note that there are differences in the way that we measure the reference from how we typically measure a sample. This is due to a cross-sample contamination problem, which we describe below (and which is discussed in Jiang et al. (2012) ).
The radio-frequency discharge which excites the krypton also ionizes a fraction of the atoms, and gives them high enough energy to implant themselves inside the surfaces of the source chamber. Because ATTA is used to measure very small amounts of krypton gas (∼ µL of krypton at STP), the gas must be recirculated in our vacuum system for several hours. If there are implanted atoms from previous samples present during the measurement of a new sample, they will be knocked out by the new ions and accumulate as a contaminant within the sample gas volume as the gas is continuously recycled. To avoid this problem during our reference measurements, we measure the standard reference gas without recirculation in order to prevent the accumulation of any significant contamination. We can do this because we have a plethora of reference gas in comparison to the amount of gas we typically have in a sample. However, since we have not previously studied the systematics below the 5% level between the "closed mode" where the gas is recirculated, and the "open mode" where it is not, we cannot simply compare the PreAnthropogenic 81 Kr/Kr isotopic ratio given by equation (6) to unity just because we use the Modern sample as our reference gas. Instead, we must follow the normal procedures for measuring both samples in closed mode in order to avoid any potential systematics from these two different modes of measurement. Fortunately, by doing so, we will also be probing for these very systematics we wish to avoid since the Modern gas will be measured as both sample and reference to 1% precision.
The measurements of the samples are conducted in the following manner.
8 µL of krypton at STP of sample gas is injected into the vacuum system and recirculated in the closed mode configuration. The measurement then takes 2.5-4.5 hours. During the measurement, laser frequencies automatically switch between the different krypton isotopes and thus measure their various loading rates in five-minute cycles. 3.5 minutes is spent on 81 Kr, 1 minute on 85 Kr, and 0.5 minutes on 83 Kr before the sequence repeats. We measure 85 Kr to determine the cross-sample contamination since the 85 Kr isotopic abundances of our samples are known through LLC.
Once the sample measurement is complete, the system is opened to turbo-molecular pumps which remove the sample from the system. Then, with the system left open to these pumps, i.e. the open mode configuration, krypton gas from the reference bottle is flowed through the system at a constant pressure. The loading rates for the krypton isotopes are then measured for this reference gas (which is the same gas as the Modern sample). This reference measurement requires about 2-3 hours. Once the measurement is complete, argon gas is then flowed through the system in the open mode configuration with the plasma discharge active overnight. The argon discharge removes the krypton atoms embedded in the source chamber. This argon "washing" procedure reduces the total amount of contaminant krypton that can outgas from the chamber walls during a measurement to <2% of the sample gas being measured.
Results
Measurements for this experiment were taken in the manner described in Section 4 over the course of a two-and-a-half-month period. Nine measurements were conducted for each of the two samples to obtain sufficient statistical precision for a 1% measurement. Major realignment of the laser system was done at several junctures throughout the period, but never in between sample and reference measurements. The results of these measure- using one-sigma uncertainties.
The two average values agree within error, meaning that we have no significant anthropogenic contribution. Consequently, we report a 2.5% up- 6. Acknowledgements
