In [KO06] the moduli space of Harnack curves of degree d in CP 2 is computed. We generalize this construction for Harnack curves in any toric surface, showing that the moduli space of Harnack curves H ∆ with Newton polygon ∆ is diffeomorphic to R m−3 × R
Introduction
Harnack curves are a family of real algebraic plane curves who are distinguished because their topology is well understood and their amoeba behaves in the simplest possible way. When ∆ is the Newton polygon of the curve, this curve lives naturally inside the toric variety X ∆ . In [KO06] they study the case when X ∆ = CP 2 , that is when ∆ is an isosceles rectangle triangle with sides parallel to the axes. In particular they show that the moduli space of Harnack curves of degree d in
Later, in [CL17] they start generalizing the ideas in [KO06] to any toric surface X ∆ . In particular, they show that the moduli space of Harnack curves with Newton polygon ∆, H ∆ , is connected. In a remark they believe that the generalization can be taken further to compute explicitly H ∆ . We do that in this paper, further studying the structure of H ∆ . . Moreover, we show that H ∆ can be compactified in a natural way similar in spirit to the Deligne-Mumford compactification of M g,n .
Theorem. Let
Theorem. Let ∆ be a lattice polygon. The space H ∆ has a compactification H ∆ with a CW structure which, up to relabelling, is equal to the secondary polytope Sec(∆ ∩ Z 2 )
This compactification is embedded in the moduli space of pointed tropical curves M trop g,n and the border of this space consits of collections of Harnack curves that can be patchworked together to have a Harnack curve in H ∆ .
The paper is organized as follows. In section 2 we give a brief summary of what is known about Harnack curves as well as reviewing basic concepts of amoebas and Cox homogeneous coordinates which are our main tools. We show how to explicitly parametrize rational Harnack curves. In section 3 we look at limits of rational Harnack curves using this parametrization. We use that to compute H ∆ in Section 4. In section 5 we review the construction of the moduli space of pointed tropical curves M trop g,n in order to construct the compactification H ∆ of H ∆ .
Background

Notation
We use the usual toric notation where M ∼ = N ∼ = Z 2 are the lattices of characters and one parametric subgroups of the torus respectively. Let u i be the minimal integer inner normal vector of ∆ corresponding to the side Γ i . We think of ∆ embedded in M ⊗ R so we think u i as elements of N and Laurent monomials as elements of M . We write x v for x v 1 1 x v 2 2 . We write ∂∆ for the border of the polygon ∆ and int(∆) for its interior. In general we use m to denote the number of sides of ∆, n to denote the number of lattice points in ∂∆ and g to denote the number of lattice points in int(∆). For any positive integer k, [k] denotes the set {1, . . . , k}. 
Harnack Curves
Let f be a 2 variable real polynomial with Newton polygon ∆ (i.e. if f (x, y) = i,j a i,j x i y j then ∆ = conv({(i, j) | a i,j = 0}). Given a polygon ∆ a complete toric surface X ∆ can be constructed whose geometry reflects the geometry of ∆ [GKZ08, CLS11] . The real part of the toric variety R∆ can be defined as the (analytic) closure of (R * ) 2 ⊆ X ∆ . Let Γ 1 . . . Γ m be the sides of ∆ (labelled cyclically anticlockwise) and let d 1 , . . . , d m be their respective integer lengths (i.e. d i = |Γ i ∩ Z 2 | − 1). For each side there is a corresponding set in X ∆ invariant under the action of the torus and are called the axes of X ∆ . Let L i be the axis corresponding to Γ i . The zeros of f define a curve C • in (C * ) 2 , let C be its closure in X ∆ . As f is a real polynomial, C is invariant under conjugation and its real part RC = C ∩ RX ∆ is fixed. The arithmetic genus of C is g.
Definition 2.1. A smooth real algebraic curve RC is called a smooth Harnack curve if the following conditions hold:
• The number of connected components of RC is g + 1.
• Only one component O of RC intersects L 1 ∪ · · · ∪ L m .
• O can be divided in m disjoint arcs, α 1 . . . α m , cyclically ordered, such that α j ∩ L j consists of d j points (counted with multiplicities) and α j ∩ L k = ∅ for j = k.
This curves were named after Harnack because he showed in 1876 that curves in the projective plane can have at most g + 1 components [Har76] . Curves which attain the maximum number of components are called M-curves. Hilbert's 16 th problem asks to classify all possible topologies types of M-curves. Harnack curves are M-curves with one component intersecting cyclically every axis of X ∆ . This makes smooth Harnack curves the best behaved curves among M-curves, as Mikhalkin proved that their topological type is unique for a fixed ∆ [Mik00] .
Harnack curves can also be generalized admitting singular curves.
Definition 2.2.
A (possibly singular) real curve RC is Harnack if it is the limit of smooth Harnack curves and its only singularities are compact components retracting to a point.
These singularities are isolated double points which are locally isomorphic to the singularity at the origin of x 2 +y 2 = 0. Harnack curves are best understood through their amoeba. Definition 2.3. Let Log : (C * ) 2 → R 2 be the map Log(z, w) := (log |z|, log |w|)
The amoeba of f is A := Log(C • ).
Harnack curves are special because their amoebas are the most easily understood.
Proposition 2.4. [MR01] Let C be a curve defined over the real numbers with Newton polygon ∆. The following are equivalent:
In general, area(A) ≤ π 2 area(∆) so Harnack curves have the amoebas with maximal area. Smooth Harnack curves are also characterized by having maximal total real curvature or having logarithmic Gauss map totally real [PR11, Mik00].
Amoebas
As Harnack curves are those whose amoeba is best understood, we review basic facts about them. Each connected component of the complement of an Amoeba is convex and for each component there is a point in ∆ ∩ M naturally associated to each. One way to look at this correspondence is through the Ronkin function.
Definition 2.5. For any holomorphic function f :
The Ronkin function is a always a convex function. Its gradient vector ∇R f = (ν 1 , ν 2 ) is given by Remark. The usual definition of spine does not consider affine functions for lattice points which do not have a corresponding component in R \ A. In particular, it differs from our definition whenever C is a non smooth Harnack curve. However, we choose this definition because this way the spine varies continuously when we contract ovals into points.
Cox coordinates
We first review how Cox coordinates work for the toric surface X ∆ . This construction is inspired as a generalization of homogeneous coor-dinates of projective varieties where we have CP 2 = (C 3 \{0})/C * . The general construction consists of removing a closed set from an affine space and then considering the orbits under the action of a group.
As Laurent monomials do not vanish inside the torus, their divisors must be a linear combination of the axes of X ∆ . Precisely we have
where , is the dot product. This implies the following short exact sequence
where Cl(X ∆ ) is the class group of X ∆ and α is the map v → div(x v ). This shows how to compute the class group of X ∆ . Applying the contravariant functor Hom(_, C * ) we have the exact sequence
Where G = Hom(Cl(X ∆ ), C * ) = ker(α * ) ≤ (C * ) m will be the group in the quotient while acting on C m . The exceptional set to be removed is
In other words Z consists of the points which have 0 in at least 2 non consecutive coordinates. This reflects the fact that in a polygon non consecutive sides do not have a common vertex.
Proposition 2.7. [CLS11]
This construction works for the toric variety of any simplicial fan so in particular it works for any 2-dimensional fan. We write [x 1 : · · · : x m ] ∆ for the point in X ∆ corresponding to the orbit of (x 1 , . . . , x m ) under the action of G.
the converse is true only after multiplying by a suitable element of G. Example 1. Let ∆ be any rectangle with edges parallel to the axes. The map α : M → Z 4 is given by the matrix: by (a, b, a, b) where a, b ∈ C * . Z consists of the points where x 1 = x 3 = 0 or x 2 = x 4 = 0. This is exactly CP 1 × CP 1 as given by the classical homogeneous coordinates quotient of CP 1 .
Parametrization of Harnack Curves
Let C be any rational curve. This means there is a birational map φ : CP 1 → C.
Proof. When restricted to φ −1 ((C * ) 2 ) this is given by a pair of rational homogeneous functions (φ 1 , φ 2 ) of degree 0. The points of C \ C • are given by the zeros and poles of φ 1 and φ 2 . This correspond to tentacles in the amoeba whose direction is (− ord a (φ 1 ), − ord a (φ 2 )) for a ∈ φ −1 (C \ C • ). But as the tentacles of the amoeba are always orthogonal to the sides of ∆, the direction of the tentacle is −u i where So our explicit parametrization is of the form
and we call the constants a i,j the parameters. For j = 0 we call them multiplicative parameters and for j > 0 we call them root parameters. For a fixed C this parametrization is not unique, as it may vary when transforming t by an element of the projective linear group or when acting by G. As the curve does not contain the fixed points of X ∆ we must have that if i 1 = i 2 then a i 1 ,j 1 = a i 2 ,j 2 . When f is real we may assume all p i are real so all roots are real or come in complex conjugate pairs. For rational Harnack curves it is natural to expect that the roots must be cyclically ordered. This means that the parameters are lexicographically ordered: (2) where all parameters are real and are cyclically ordered.
Proposition 2.9. [KOS06, CL17] A real curve C is a rational Harnack curve if and only if it is the image of a function φ as in equation
This proposition in particular shows that the space of rational Harnack curves is connected, as the set of cyclically ordered parameters are connected.
Limits of Harnack curves
In this section we study what happens to limits of Harnack curves when tentacles going in diferent directions contract to one. This way we can show a new proof of existence of rational Harnack curves for any polygon ∆, which is simpler as it avoids the use of patchworking. In a sense, this construction is a reverse process from patchworking. The limits are going to be an important tool for computing the moduli space of rational Harnack curves.
We begin by recalling the following well known lemma. Cutting a vertex always cuts down a triangle, the one that has v and its adjacent integer points as vertices. The reason to define cuts this way is because this is the Newton polygon we get when letting two roots of different adjacent sides become equal. Proof. We assume d 1 , d 2 > 1 just to avoid trivial details with the notation using homogenous coordinates of X ∆/v . First note that ∆ cannot be the Newton polygon of C • . This is because
. So the component of R 2 \A of order v can not exist as it would be impossible that it contains a translation of − cone(u 1 , u 2 ). Another way of looking at this is that this component is mapped to a neighbourhood of v under the moment map, but that is impossible as v ∈ C. Let u be the smallest inner normal vector of the new side of ∆/v. By lemma 3.1 applied to the triangle ∆ \ (∆/v) we have that
whereα * is the function defined just like α * but for the variety X ∆/v . This implies that α * • φ =α * •φ. So C • is the image ofφ intersected with C * 2 . Because nowφ has all its roots different and the polynomials in each coordinat has the right degree, by Proposition 2.8 C • must have Newton polygon ∆/v.
The following proposition was noted by Mikhalkin and Rullgard in [MR01] . They sketch two arguments for it, one using complex orientations and the other one using areas. While they say only the complex orientation argument works even when ∆ degenerates, we show how the area argument also works for this case. 
As is arbitrarily small we have that area(A 0 ) = π 2 area(∆) and by maximality of this area C 0 is a simple Harnack curve.
Now we describe the process of obtaining any rational Harnack curve with any Newton polygon by starting with a straight line, dilating and cutting.
3. Perform successive cuts from conv((0, 0), (k, 0), (0, k) by moving the parameters from adjacent edges so they become equal until your polygon is r∆, a dilation of ∆.
Move the parameters such that we get
5. Remove the powers shrinking to ∆ and obtaining t → [p 1 (t) :
The starting curve, a straight line, is trivially a Harnack curve. φ is parametrization of Harnack if and only if φ r is a Harnack curve with Newton polygon r∆. This is because area(Log(φ r )) = r 2 area(Log(φ r )) so maximality of the area of the amoeba is preserved under dilations. Moving the roots preserve being Harnack because of Propositions 2.9 and 3.4. Then all steps preserve being Harnack. The only thing left to prove is that step 3 is combinatorially possible, namely that we can actually get the multiple of any polygon by successively performing cuts from a large enough triangle.
To do this, take a big enough triangle so that it contains ∆. We can translate ∆ and assume that it has one vertex v 1 on the border of the triangle. Let the vertex be ordered cyclically v 1 , . . . , v m . Let x i be the point where the line containing v i and v i+1 intersects the border of the triangle. The coordinates of x i may not be integer but they are certainly rational. By dilating everything by a factor of r for a big enough r we get that rx i has integer coordinates for every i. Then by cutting out every point in the border between rv 1 and rx 1 from the triangle we get a polygon where rv 1 and rx 1 are consecutive vertices. In particular v 2 is in the border of that polygon. By repeating the process of successively cutting the points between rv i and rx i we get a polygon where rv i are its vertices, namely r∆.
Its is unclear whether it is possible to always get directly ∆ through cuts of a large enough triangle, thus avoiding the last step where we need to shrink the polygon. This gives rise to an interesting combinatorial question. Question 1. Given any 2 lattice polygons ∆ 1 and ∆ 2 , is it always possible to get ∆ 2 by doing successive cuts from r∆ 1 for some r ∈ Z?
Moduli Spaces of Harnack curves
In this section we will construct the moduli space of all Harnack curves with fixed Newton Polygon. We consider the moduli space of Harnack curves modulo the torus action. So this is the space of all the possible shapes of an amoeba of a Harnack curve, as the torus actions become translations under the Log map. Let H ∆ be the moduli space of all Harnack curves with Newton polygon ∆ and let H 0,∆ be the moduli space of rational curves in H ∆ . Using Proposition 2.9 it is possible to determine the moduli space of all rational Harnack curves for a fixed Newton polygon ∆. Proof. Recall that two different set of parameters parametrize the same curve if and only if they are the same by precomposing by a Möbius transformation in PGL(R, 2) and acting by the Cox relations G = ker(α * ). The multiplicative parameters a 0,i correspond to actions of the torus (C * ) n in the Cox ring and they are mapped surjectively by α * to the actions of the torus (C * ) 2 in X ∆ . So we can fix the torus action and the Cox relations by setting all of the multiplicative parameters equal to 1. To fix the action of PGL(R, 2) we can just fix the first root parameters of three different sides of ∆. The R m−3 component accounts all the other first parameters of a side as they must be strictly greater than the last root. The R n−m ≥0 component accounts all other parameters which may be greater or equal than the last root.
Following the construction of [KOS06] , the next step is to change the coordinates for this moduli space to the points of intersects of the amoeba with the axes of X ∆ , namely the boundary points C \ C • . The reason behind this change of coordinates is that when the boundary points are fixed, the restriction of f to ∂∆ is fixed. When the coefficients of the monomials in the border of ∆ are fixed the coefficients in the interior can be used as coordinates for all the non rational Harnack curves with the same intersections with the axes.
We explain concretely what we mean by the intersection of the amoeba at the axes. C intersects L i at a i,j for 1 ≤ j ≤ d i . This axis corresponds to cone(u i ) ⊆ N ⊗ R. All characters in the dual of this cone but outside its orthogonal complement are 0 when evaluating in any point in L i . So the appropriate measure of where the curve intersects the axes is the evaluation of Ju i ∈ M as a character, where J is the 2 × 2 matrix that rotates every vector π/2 clockwise. So we say the intersection of the amoeba with the axis L i at a i,j is A i,j := log |φ(a i,j ) Ju i |. Note that this is well defined as φ(a i,j ) Ju i is not zero or infinity because φ(a i,j ) is not any of the torus fixed points.
Naturally, the A i,j are functions that depend on the parameters a i,j but are invariant under the actions induced by PGL(R, 2) and G. Again, fixing the multiplicative parameters to 1 deals with the action of G. So we turn our attention to the action by PGL(R,
acts on the parameters when φ • ψ is written in standard form as in (2).
• When t → t + b the terms become (t + b − a i,j ) so the root parameters change a i,j → a i,j −b while the multiplicative constants remain unchanged.
•
. By Lemma 3.1 we can multiply each term by d so the root parameters change a i,j → da i,j while the multiplicative parameters again remain unchanged.
• When t → From now on, to simplify notation and calculations, we will fix all multiplicative parameters to 1 and relabel the root parameters as a 1 . . . a n together with lattice vectors u 1 , . . . , u n ∈ N that are the minimal integer vectors in their respective directions. This vectors may now be repeated so we can have multiple roots belonging to the same side of ∆. However we obviously keep the cyclical conditions a 1 ≤ · · · ≤ a n which mean that the angle of u i with the ray given by x = 0, y > 0 is non decreasing with respect to i. Besides that the only conditions on u i is that 
Note that the condition that a i = a i+1 imply u i = u j was not included in the above proposition, because Proposition 3.4 implies it is not necessary. However we also assume this so that the Newton polygon is what we would expect. Now with this notation it is easier to write the change of coordinates ρ : R n → R n from root parameters to intersects of the amoeba:
Note that here we use that a i − a j = 0 imply Ju i , u j = 0 so for ρ to be well defined we can set those terms in the sum to be 0. The map ρ descends to a a map R n /PGL(R, 2) → R n /(R * ) 2 .
Theorem 4.3. ρ| H ∆ is a diffeomorphism over its image.
Proof. To prove ρ| H ∆ is a diffeomorphism we need to show that it is proper and that the tangent space of the orbit of PGL(R, 2) generates the kernel and the intersection of the image of ρ| H ∆ with the tangent space of the (R * ) 2 .
Proposition 4.4. ρ| H ∆ is a proper map.
Proof. Suppose with out loss of generality that u 1 = u n and let i be any number such that u i / ∈ {u 1 , u n }. Fix the action of PGL(R, 2) by setting a 1 = −1, a i = 0 and a n = 1. This implies that all roots are in the interval [−1, 1] and are non decreasing. Suppose the intersections of the amoeba are bounded. We will bound by above all a j for 1 ≤ j < i by induction (if u j = u i then a j can never be 0 so we need to show there is an upper bound r with r < 0). The base case a 1 = −1 is trivially bounded. So suppose j > 1 and a j−1 is bounded by above. Suppose also that u j = u i , otherwise a j can be trivially bounded by 0. If a j is arbitrarily close to 0, then for all k with j < k ≤ i we have that − log |a j − a k | becomes arbitrarily large. In particular, the first k with u k = u j satisfies that Ju j , u k < 0, so Ju j , u k log |a k − a j | is arbitrarily large. As ρ i is bounded, there must be a negative term in the sum arbitrarily large in absolute value. As all roots are in the interval [−1, 1], the only way this can happen is that there is an integer h such that Ju j , u h > 0 and |a h − a j | is arbitrarily small. By induction hypothesis, all roots before a j are bounded by above and can not be arbitrarily close to 0 and hence to a j . Then h > j. Let h be the first such that Ju j , u h > 0 and = a h − a j . Then for all k such that Ju j , u k < 0 we have that j < k < h so − log |a k − a j | > − log( ). On the other hand for all k such that Ju j , u k > 0 we have that log |a k − a j | > log( ) and in particular log |a j − a n | > 0. As
Ju j , u k = 0 we have that ρ j > − log( ). As ρ j is bounded by above, can not be arbitrarily small as assumed. Then a j can not be arbitrarily close to 0.
All other bounds can be proven in a similar fashion. This shows that the preimage of a bounded set under ρ| H ∆ is bounded, so ρ| H ∆ is proper. Now consider D to be the Jacobian matrix of ρ| H ∆ . We have that
The 2 directions of the tangent space of the PGL(R, 2) orbit which do not alter the multiplicative parameters provide each a vector in the kernel of the Jacobian. These are (1, . . . , 1) and (a 1 , . . . , a n ). The other direction corresponds to (a 2 1 , . . . , a 2 n ) and it is not in the kernel but its image is in the tangent space of the (R * ) 2 orbit. The tangent space of the (R * ) 2 orbit is two dimensional and given by ( (r 1 , r 2 ), u 1 , . . . , (r 1 , r 2 ), u n ) for r 1 , r 2 ∈ R. But D is symmetric so its image is the orthogonal complement of the its kernel. All vectors in tangent space of the (R * ) 2 orbit are orthogonal trivially to (1, . . . , 1) but being orthogonal to (a 1 , . . . a n ) imposes restrictions on r 1 and r 2 . So the intersection of the image of D with the tangent space of the orbit of (R * ) 2 is 1 dimensional and generated by (a 2 1 , . . . , a 2 n ). The only thing left to prove is the following. 
It is always positive given that a < b < c. Abusing notation, let T (a i , a j , a k ) be the n × n matrix where it the usual 3 × 3 matrix in the submatrix indexed by {i, j, k} and 0 elsewhere. This matrices are semidefinite positive. So if someone is in the kernel of a sum of these matrices then it must be in the kernel of all of them. For dilation of the triangle it is easy to see that D is the sum of matrices of this form.
What is more interesting is that for any polygon D is also a positive sum of these matrices. To see this we use the cutting process from the previous section. For 1 ≤ i ≤ n − 1, let K i be the n × (n − 1) matrix given where the K j,k = 1 if either j = k ≤ i or i ≤ k = j − 1 and 0 otherwise. When cutting the vertex that sits in between a i and a i+1 it is easy to verify that the Jacobian D is changed by K i DK t i and setting a i = a i+1 . If there is no vertex in between a i and a i+1 (i.e. u i = u i+1 ) this same operation fixes the two roots to be equal and considering the corresponding vector as 2u i . When applying this operation to the matrices T (a j , a k , a h ), there are two possibilities. If {i, i + 1} ⊆ {j, k, h} then performing the cut makes it the 0 matrix. Otherwise it remains the same except by deleting a row and a column of 0's. So being a positive sum of those matrices does not change when doing cuts. Starting with a dilation of the unimodular triangle, which we know is the sum of matrices of the form T (a i , a j , a k ) , we perform cuts until get r∆. Further doing the equivalent of the cut operation can be done so all roots have multiplicity r. The matrix we are left with is r 2 D and we have that it is a positive sum of matrices of the form T (a i , a j , a k ) , so D must also be a positive sum of those matrices.
This concludes the proof of theorem 4.3. Now we recall the following proposition which was first proved in [KO06] for X ∆ = CP 2 and generalized in [CL17] for any ∆. We are now ready to proof the main result of this section. Proof. The key is that Theorem 4.3 imply that we can use the boundary points as coordinates for rational Harnack curves. The advantage of these coordinates as opposed to the root parameters, is that they are also defined for the non rational Harnack curves. These coordinates are independent from the areas of the ovals: the boundary points depend only the coefficients of f | ∂∆ while the area of the ovals depend only on the coefficients of f | int(∆) via the holomorphic differentials of C [CL17] . So just as in [KO06] we have that the area of the ovals together with the boundary points form coordinates for H ∆ . Propositions 4.1 and 4.6 together give the desired result.
In [KO06] it is noted that the difference between boundary points can be thought of as normalized areas of the unbounded components of the complement of the amoeba, namely the distances between its tentacles. Another set of coordinates that can be used are heights of the affine functions F v that coincide with the Ronkin function R f in the complements of the amoeba.
The Compactification of H ∆
The goal of this section is to construct a meaningful compactification of H ∆ . Notice that so far we already have part of the border of H ∆ , namely the 0 in the R ≥0 terms of H ∆ . These terms correspond to either the area of a bounded component of R 2 \ A or the transversal length of an unbounded component which corresponds to a point in ∂∆ which is not a vertex. Having a 0 coordinate means that component has contracted to a point (in the bounded case) or has disappeared at infinity as the two surrounding tentacles merged (in the unbounded case). In either case we say that component is contracted.
Let us again first consider the rational case. The space H 0,∆ is parametrized by placing ordered points in a circle RP 1 . This is essentially a part of M 0,n the moduli space of rational curves with n points. In the Deligne-Mumford compactification M 0,n , when two points in the curve meet, it corresponds to a curve with an additional irreducible component where this two points are placed. In [Dev99] M 0,n is covered by (n−1)! 2 cells for each cyclical ordering of their labels and each cell is an associahedron. The faces of this associahedron are in correspondance to subdivisions of the n-gon, where each face corresponds to a curve, diagonals correspond to intersections of curves and labels are given by the sides of the n-gon.
This can be very much resembled in H 0,∆ . Labels are given by the segments of ∂∆ which in turn correspond to tentacles of the amoeba.
We saw in Section 3 that when joining two tentacles that correspond to different segments ∆ is modified by performing a cut in v. However, when performing the cut in v, the part of the curve that escapes to infinity and the remaining curve can switch rolls by using the PGL(R, 2) actions. So the curve is actually splitting into two curves, one corresponding to ∆/v and another one corresponding to the triangle ∆ \ (∆/v). Again, this can be thought of as subdivisions of ∆, with an irreducible curve for each 2 dimensional face. By Proposition 3.4 each of the curves is going to be Harnack. Merging tentacles in the same direction can be seen as removing the corresponding lattice point in the edge from the subdivision. Similarly, for non rational curves, contracting an oval can be interpreted as removing the corresponding interior lattice point from the subdivision. To formalize this idea we will use tropical curves.
Spines as tropical curves
Recall that we defined the spine of a curve to be the corner locus of the minimum of affine linear functions. This is equivalent as being the zero set of a tropical polynomial. So from this definition, it is clear that the spine is a plane tropical curve. However we want to consider them as abstract tropical curves. We review how to construct M trop g,n , the moduli space of tropical curves with n legs and genus g, as this space is key for our compactification of H ∆ . For details of this construction see [Cap12] .
A weighted graph with n legs G is a triple (V, E, L, w) where
• V is a set of vertices
• E is a set of edges which have 2 vertices incident to it. One edge can be incident to the same vertex twice and multiple edges can have the same set of incident vertices (that is, we allow loops and repeated edges).
• L is a set of n legs which are thought of as labelled unbounded half edges which are only incident to one vertex. Formally we can think of L as function from L : [n] → V .
• w is a function V → N which we call the weights of the vertices.
The genus of G is the usual genus of (V, E) plus the sum of the weights on all vertices, that is v∈V w(v) − |V | + |E| + 1. G is said to be stable if all vertices with weight 0 have degree (number of incident edges and legs) at least 3, and all vertices with weight 1 have positive degree. An isomorphism between two graphs with n legs
• For any edge e ∈ E 1 and any vertex v ∈ V 1 , φ E (e) is incident to φ V (v) if and only if e is incident to v.
Let G/e denote the usual contraction of G over an edge e with the additional requirement that if e is a loop incident to v, then the weight of the vertex v in G/e is one more than its weight in G. We assign weights to vertices so that the genus invariant under contractions.
An (abstract) tropical curve is a pair (G, l) where G is a stable weighted graph and l is a function that assigns lengths to the edges of G, in other words, l is a function l :
. The genus of the tropical curve is the genus of the weighted graph. An isomorphism between two abstract tropical curves (G 1 , l 1 ) and (G 2 , l 2 ) is an isomorphism φ of the weighted graphs G 1 and G 2 such that l 1 = l 2 •φ E . Moreover, when (G, l) is a tropical curve such that it has an edge e of length 0, we want to identify this curve to with its contraction along e, that is (G/e, l| E\{e} ). We define the equivalence relation ∼ to be the transitive closure of the two relations described above. So if (G 1 , l 1 ) ∼ (G 2 , l 2 ) we say that the curves are isomorphic.
Given a weighted stable graph G, one can consider the space of all tropical curves over G as the space R G and a length function l :
. We define isomorphism classes of extended tropical curves in the same way as for tropical curves. This way we define M Proof. Harnack curves are parametrized by the heights of the affine function of the Ronkin function. The lengths of the bounded edges of Υ(G) and the heights of these affine functions are related by affine functions. So after fixing the height of 3 affine functions that correspond to affine independent points, the height of the rest of the affine functions can be easily recovered from the lengths of the spine. So Υ is a bijection which is clearly continuous both ways. To give meaning to the border of this space we will need to introduce Harnack meshes.
Harnack meshes
Recall that any height function w : ∆ ∩ M → R induces a regular subdivision of ∆. The polyhedral R = conv({(v, t) | v ∈ ∆ ∩ M t ≥ w(v)}) is a 3 dimensional polyhedral which is only unbounded upwards. For any face
Then S(w) := {∆ F | F face of R} is the regular subdivision associated to w. Given a regular subdivision S consider cone {w | S = S(w)}. The collection of all such cones forms a complete fan in R l . It is easy to see that S(w + h) = S(w) where h is the restriction of any affine function to ∆ ∩ M . So this fan has a 3 dimensional linear space inside every cone. After taking the quotient by this linear space, the resulting fan is called the secondary fan of ∆. In [GKZ08] they showed that this fan is actually isomorphic to the normal fan of a polytope Sec(∆) called the secondary polytope of ∆.
Notice that our notation considers ∆ i as a subset of ∆ ∩ M instead of the actual polygon conv(∆) to keep track of points v ∈ ∆ ∩ M such that v ∈ conv(∆ i ) but not in ∆ i . With further abuse notation to set
Harnack curves were first constructed in [Mik00] by using a technique known as patchworking. This technique was developed by Viro and is widely regarded as one of the most powerful tools for constructing varieties with a desired topology. The ingredients for this construction are a regular subdivision S with 2 dimensional elements ∆ 1 , . . . , ∆ s of ∆, a height function w inducing S and polynomials f 1 , . . . f s such that the Newton polygon of f i is ∆ i and they agree on their common border, that is, for all i, j Proof. The fact that S is non degenerate means that the curves in C are smooth and non transversal in the border so that they can be patchworked together. The construction of Mikhalkin in [Mik00] to prove existance of Harnack curves is by building them as T-curves, that is, curve obtained by patchworking lines using regular triangulations of ∆ with triangles of area 1 2 . This works regardless of the triangulation as long as the signs of the coefficients are the right ones. In particular we may use a triangulation T that refines S. Because the topological type of Harnack curves is unique for a given ∆, the R charts used in the patchworking for any f polynomial defining a Harnack curve are homeomorphic, up to the action of (Z 2 ) 2 on X ∆ . So if the right signs are chosen for polynomials in each of the components of S, the topological type of a curve obtained by patchworking {C 1 , . . . , C s } will be the same as the one by patchworking lines using Mikhalkin's construction with T , which means it is a Harnack curve. Proof. First consider the particular case when S = {∆∩M }. We have that dim(σ(S)) = 0 and, by Theorem 4.7, dim(H ∆ (S)) = dim(H ∆ ) = n + g − 3 = dim(Sec(∆ ∩ M )). Now let S be any non degenerate regular subdivision. Let us compute dim(σ(S)). Note that for w ∈ σ(S), fixing w for 3 affinely independent points of ∆ i fixes w on all of ∆ i . To fix the action by affine functions we can assume that w| ∆ 1 ≡ 0. Suppose ∆ 2 is adjacent to ∆ 1 and let v be any element of ∆ 2 \ ∆ 1 . w(v) can take any positive real value. However after fixing w(v), all of w| ∆ 2 is determined. Furthermore, if ∆ i shares sides with both ∆ 1 and ∆ 2 then f i is also determined. So let I 1 ⊆ [s] be the minimum set containing 1 and 2 and such that conv(
Then w is determined for any v ∈ i∈I 1 
Now if S is degenerate, so that S = ∆ ∩ M , it means that for every v ∈ ∆∩M \ S its corresponding component was contracted. So we omit the coordinate that corresponded to v. Then dim(H ∆ (S)) = | S| − 3 − d. On the other hand for every v ∈ ∆ ∩ M \ S, w(v) can take any value as long as it is sufficiently large. So dim(σ(S)) = |∆ ∩ M \ S| + d. Now to any Harnack mesh we can associate its corresponding spine as an extended tropical curve. Let (C 1 , . . . C s ) ∈ H ∆ (S): Consider the spines of each of the Harnack curves in the mesh but for each segment Γ in the interior of ∆ such that it is contained in ∆ i ∩ ∆ j for some i = j, remove the legs corresponding to Γ in Υ(C i ) and Υ(C j ) and instead place an edge of infinite length between the two vertices who were incident to those legs. The remaining legs have the label given by the boundary segments of ∆. This way we have a map
Proposition 5.7. The map Υ S is an homeomorphism over its image.
Proof. The first assertion follows from Proposition 5.1. The second assertion follows from Proposition 5.5 for the case where S is non degenerate.
For the second assertion, by Porposition 5.5 for any C in H ∆ (S) there exists a t 0 > 0 such that for any 0 < t < t 0 the curve C t obtained by patchworking C is in H ∆ . This defines a path p : (0, t 0 ) → H ∆ . For each polygon ∆ i of S there is a polynomial f i t on the PGL(R, 2) orbit of f t such that every coefficient of f i t outside ∆ i goes to 0 as t goes to 0. In the limit, f i 0 = f i so the remaining curve is C i while the rest escapes to infinity. This means that the lengths of the edges of Υ(C t ) that corresponds to the interior of ∆ i tend to the lengths of the edges of Υ(C i ) as t goes to 0. We can do this for every i, so that all the finite coordinates of Υ S (C) agree with the corresponding coordinates of lim t→0 Υ(C t ). As the infinite coordinates obviously agree as well, we have that Υ(C t ) forms a path (0, t) → H ∆ and the limit of this path when t goes to 0 is Υ(C), so C ∈ H ∆ .
If S is degenerate, let S = {Γ | Γ = conv(Γ ∩ M ) Γ ∈ S}, that is, the finest non degenerate subdivision that coarsens S. As our definition of spine is continuous even when ovals contract, we have that Υ S (H ∆ (S )) ⊆ Υ S (H ∆ (S)) ⊆ H ∆ . Figure 2 shows the space H ∆ together with the subdivisions of the corresponding face in Sec(∆) and the amoebas of the corresponding Harnack meshes. The horizontal axis represents the only root parameter of H ∆ , where going to the left stretches the amoeba vertically while going to the right stretches it horizontally. The vertical axis corresponds to the area of the oval, where going downwards decreases the area while going upwards increases it. H ∆ ∼ = R×R ≥0 corresponds to the interior face together with the bottom open segment which corresponds to H 0,∆ . As the area of the compact oval tends to infinity, all of the bounded edges of the spine tend to infinity, so everything tends to the same point regardless of the root parameter.
Harnack meshes can also be patchworked into non Harnack curves by choosing different polynomials of the PGL(R, 2) orbit. The resulting curves can be thought of as a neighbourhood of H ∆ . Therefore two natural questions arrive. Example 3. When ∆ is the unit square, H ∆ is a segment. When the Harnack meshes of the extremes are patchworked in a non Harnack way, we get a curve whose amoeba has a pinching (see Example 1 in [Mik00] ). From one of the extremes the resulting spine has a bounded edge parallel to X 1 = x 2 and from the other extreme the edge is parallel to x 1 = −x 2 . When the length of the bounded edge goes to 0, both cases meet in the reducible curve. So in this case we would get a complex which is isomorphic to the border of a triangle.
