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Weak Chebyshev Spaces and Best f.!-Approximation 
0. IN’1 KC)DII( I IO:-. 
Let G denote an II dimensional subspace of C]N. hl. the Banach space 01‘ 
continuous real-valued functions on the compact interval ICI. hi \vith the 
uniform norm. Then G is said to be a Ch~~~-rhrr~ .s~h.spuct~ (~tvuk Chrb~3/7c~ 
slrhspnce) if each nonLero function in G has not more than 17 I Icros 
(changes of sign) on ((I, b I. We denote the class of all weak Chcbyshe\, 
subspaces of Cla. hl of dimension 17 by Lt ,,. 
The prototype of weak Chebyshev subspaces arc rhe subspaces oi 
polynomial spline functions with fixed knots (cf. Ih. 7 1). In the llrsr part ot 
this paper WC present a partial converse to this result rcfcrring to a paper of 
Bartelt / I 1. We prove in Theorem 3. i that under some additional 
assumptions on a weak Chebyshev subspace G there exists :L minimal set of 
knots (I --- .I.,, X .I-, t -’ c .Y\ , v,, _ h such what e\ c‘rk g iii G has cithcr ;!I 
most 17, I Lcrox on I.\, ). .I-/, wlicrc i7, ~ dim G, = iiim G :, , ,, , , 01 
vanishes identically thcrc. Hence i( turn5 out that G, IS a Chebyshci 
subspace of C’[.Y, !. .Y, I which Implies that G cm be considered ;I\ 1: 
penernlized \pline slibsp;u! Of C/t/. /?I. Wc ohtairi 111 (his \i:i> :! 
gcnerali,ation of the statement of Theorem 3 in 11 1. Furthcrrnore. applying 
the statcrncnt of Theorem 1 in ! I j KC can easrly show ( I hc~~rern 3.3 ) that the’ 
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converse to Theorem 3.1 is also true. Hence we have obtained a charac 
terization of those elements of W,, which can be decomposed by finitely 
many knots into Chebyshev subspaces. 
In order to prove Theorem 3. I we need some properties of ueak 
Chebyshev subspaces of Cla, bl. At first we show in Theorem 1.4. that for 
every subinterval /c, dj of la. bl the subspace G = G j,c,d, is a weak 
Chebyshev subspace of Clc, dl. Moreover we examine those subspaces in Cl’,, 
the elements of which do not vanish on any subinterval of Im, hi. Suppose 
these spaces have Cheb.whev runk (C-rank) less than or equal to X 
(k < II 1). This means that the dimension of the set of best approximations 
ofJ‘is not g-cater than li for each J’in Cla. bl. We show in Theorem 2.5 that 
C rank < II ~~ 2 implies the Chebyshev property and hav,e therefore obtained 
a new characterization of Chebyshev subspaces. 
In addition to the uniform norm let us consider the L ,-norm on Irr. h 1. In 
the second part of this paper we study the question of whether uniqueness of 
best I>,-approximation holds for those elements of It’,? which satisfy the 
assumptions of Theorem 3. I. It is well known that if G is a Chebyshev 
subspace. then every function /‘ in Clu. bl has a unique best L,~ 
approximation from G (see Rice 18. p. 109 I). But contrary to best I- , 
approximation, where the Chebyshev property is both sufficient and 
necessary for uniqueness of best L, -approximations. there arc non 
Chebyshev subspaces which also guarantee uniqueness of lbest L, 
approximations ofJ’ for every j-in Cla. b I. Recently. Galkin 14 I and Strauss 
[ I41 have established that this phenomenon is even given for subspaces of 
polynomial spline functions. i.e.. for every ,f‘ in Cla. b I there exists a unique 
s,, in S,,, i. where S,,, h denotes the subspace of polynomial spline furctions of 
degree 1;~ with k fixed knots, such that 
1”’ l,f’(s) -- S,,(.Y)i ci.v & ((I $(s) s(s)/ (1.~ for every s in S,,,,, 
L, T, 
It is easily verified that S,,r.h satisfies the assumptions of Theorem 3. I. 
Taking this fact into consideration we define a large subclass I’,, of certain 
weak Chebyshev subspaces for which the assumptions of Theorern 3. I arc 
valid. WC show (Theorems 4.2 and 4.4) that every’ G in c,, guarantees 
uniqueness of best L,-approximations ofJ’ from G for every j in GIN. b 1. I’,, 
seems to us to be the most important subclass of II’!, because every spline 
subspace S,,,,l. and certain continuously composed Chebyshcv subspaccs arc 
contained in I’,, . Hence there follow from our statement the results of Calkin 
/ 4 1 and Strauss I 14 I for S,,r,k and of Carroll and Braess 12 I for certain 
continuously composed Chebyshev subspaces. To prove Theorem 4.4 wc’ 
essentially use a condition established by DeVore and Strauss I I5 1 ensuring 
uniqueness of best L-approximations. This condition is not necessarv’ for 
uniqueness as wc show by, two examples. 
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Furthermore, we present an example where best L,-approximation of 
continuous functions, by elements of IV,, not in p,,. is not unique in general. 
This is even true for weak Chebyshev subspaces which can be decomposed 
by knots into Chebyshev subspaces according to Theorem 3.1. For 
generalized spline subspaces, therefore. uniqueness does not hold in general. 
Finally we define a subclass V,, of W,, the elements of which do not satisfy 
the assumptions of Theorem 3.1. However. using the same kind of argumer&s 
as in the proof of Theorem 4.4 it is easily verified that also every G in C’,, 
guarantees uniqueness of best L,-approximations. 
I. RESTRICTED WEAK CHERYSHEV SURSPA~ES 
We distinguish the following zeros of a function J‘ in Cja. h 1: 
DEFINITION 1.1. A zero s,, E (a. b) of f‘ is said to be a zero ,cYrh u 
change of siglr if in each neighborhood of x,, there exist two points s, < 
.Y,) < .Y? such that f(s,) S(.u?) < 0. A n isolated zero x,, E (CJ. h) offis said to 
be a double zero iffdoes not change sign at so. Two zeros s,. .Y? off‘ are 
said to be separated if there is an s,,. s, < s,, < s:. such that ,f(.u,,) f 0. Let 
Z(f) = /.Y E la. bl: f(x) = O} and let lZ(j’)l be the number of zeros ofj‘on 
la. bl. 
We first prove that each subspace G of G obtained by restricting G to a 
subinterval Ic, d I of la, b I is weak Chebyshev provided that G is weak 
Chebyshev. To do that we need the following characterization of Jones and 
Karlovitz 16 I: 
LI~MMA 1.2. Let G be an tt-dimensional subspace of’ Clu. hi. Then the 
follorcing cottdiiions ure equicalent: 
(i) GE W,,. 
(ii) Git>etz a = .Y,, < s, < ( -Y,, , i. s,, = b. there e.uists u g t G. 
g f 0. such that 
(-1)” ’ g(X) > 0. .Y, , < s < I,. i T I . . . . . tt. 
(iii) [f‘s,. g, . . . . . g,, is n busis oj‘ G. then a 6 t, ( t, < .’ < t,, & b. u b 
s, < sz < .” < s,, < b itnpl]y 
det ~ g,(li)l det g,(s;)l > 0. 
Applying this lemma and the definition of weak Chebyshev subspaces. it 
is easy to she\+ 
BEST f,I-APPROXIMATION 5: 
LEMMA 1.3. Let G be an n-dimensional subspace of C’la, bl. Then the 
following conditions hold: 
(i) If G E W,. then there exists a g E G with exactly> II - 1 changes of 
sign on (a. b). 
(ii) If G & W,,, h t en there exists a g E G with at least II changes of 
sign on (a, b). 
We are now in a position to state our first result. 
THEOREM 1.4. Let G E W,. If a < c < d < b. then the space G = G ~,~.,~ll 
is a irseak Chebyshec subspace of C’[ c. dl Mith dimension less tharz or equal 
to Il. 
Proof. Let m be the dimension of G. We only examine the case when 
m < n. Suppose first that a = c < d < b. We show that (? is weak Chebyshev. 
Since m < n, there exists a basis { g, , gz ,..., g,,} of G such that (I? = 
span{h, . . . . . h,,}, where hi = g; l,tr,d,. [=I,.... mandg,=Oon [a,d].i=m+ 
l,.... I?. 
Let God = { g E G: g = 0 on la. d 1 1. Then G,,,, = span ( g,,, _ , ,.... g,,}. 
Assume now that G’ is not weak Chebyshev. This implies that there exists a 
function SE span{ g, ,..., g,} with at least m changes of sign on (a, d). By 
Lemma 1.3 there exists a function g E G,, with at least n - m - 1 changes of 
sign on (d, b). Since g E G,,, it follows that g = 0 on [a. dl. Then, for 
sufficiently small k > 0. either the function S + kg or the function S ~ kg has 
at least m changes of sign on (a. d), n - m - 1 changes of sign on (d. 6) and 
a further one on a neighborhood of d. Hence we have found a function in G 
having at least n changes of sign. But this contradicts the hypothesis of G to 
be a weak Chebyshev subspace of Cla, bl. = 
Assume now that a < c < d < b and= let G = G I,~,.~,, with dim F := r. Then 
it follows from the first case that G is a weak Chebyshev sukspace of 
Cla. d 1. Therefore replacing the subspace G by the subspace G we can 
conclude as in the first case and get the desired statement. 
2. WEAK CHEBYSHEV SUBSPACES AND CHEBYSHEV RANK 
In this section we are interested in those subspaces G for which the set of 
best ,!,, -approximations off from G has dimension less than or equal to li 
(k < n - 1) for every f in Cla, b]. This property has been investigated by 
Rubinstein 191 and Zuhovickii 1161 in subspaces of C(Q), where Q is a 
compact Hausdorff space. 
DEFINITION 2.1. Let Q be a compact Hausdorff space and let G be a 
subspace of C(Q) with the uniform norm. G is said to be of Chebwhev rank 
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(C-rank) less than or equal to X, if, for each j‘ E C’(Q). the XL of btxt apprux 
imations Pr,(,f) of/from G is at most a li dimcnbional polyhedron. G is said 
to be of C rank k. if G is of C rank b X hut not of C rank ‘.a A I. 
Kubinstein has obtained the t,llowing ciiaractrrllatlorl 01 \ubspacex 01 
C rank h h. 
WC are particularly interested in subspaces 6’ of’ i rank ’ 11 I. II 
follows directly from Theorem 2.2 that: G has C rank -* II ! il’ anJ oni) 11 
for any .Y E Q there exists a g E C with g(.\-) + 0. 
Considering this property we call a point .\- Cc Q r7onrrrui.shir7q with repect 
to G if there is a g E G with g(.~) f 0. In the following .‘with rebpec~ to G” 
will be omitted. 
Consequently G has C rank % 17 1 II’ and OIlI) ii t’xh \ :- Q I\ 
nonvanishing. Equivalently. G has C rank II if and only if there LYISI\ :1n 
.\‘E Q with g(.F) = 0 for every g E G. 
Using the statement of Theorem 2.2 and our above conclusion> \\e are 
able to determine the C-rank of certain subspaces of C(tr. hj. 
EXAMI’Ltf i. Let G be an n-dimensional subspace of C’ltr. hi and let CI 
contain a positive function. Then G has C rank & II ~~ 1. 
ESAMI’Lt-. ii. Let u < .I-, ( .Y? L. ‘II c .vh \ h be any partition 01 ICI. hj. 
Then by S,,l.i = span { I. .\- . . . . . .?I. (.v .Y, ,‘I’ . . . . . (.t- .X), )“, ! \ve denote the 
subspace of polynomial spline functions of degree ~1 with X fixed knots .Y, 
s . >, . . . .\‘A * Obviously. dim S 1ll.h - 117 + X + I. Using the statement 01 
Theorem 2.2 it is easily verified that S,,,,, has C rank h. 
We are now interested in those G E I+‘,! which have. for some X -: 0. 
C-rank G I\. Furthermore. suppose that C; does not contain any l‘unctwn 
vanishing identically on subintervals of IN. h j. We can then show that these 
subspaces are even Chebyshev provided that I, b II 2. To prow this 
statement we need some properties on weak Chebyshev subspaccs of Cltr. h j. 
LEMMA 2.3 (Stockenberg / 13 1 ). Let G E IV,?. T/w~7 the ~bllon~ing 
conditions hold: 
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LEMMA 2.4 (Sommer and Strauss [ 11 1, Stockenberg [ 121). Let G E W,,. 
Then there exists an (n - I)-dimensional weak Chebysher subspace of G. 
We are now in a position to state our main theorem of this section 
'~HFOREM 2.5. Let G E IV,, atld let G hare Crank & II 2. !r’ /IO 
nonzero g E G ryanishes identicall!, on a nondegenerate subinltwwl o/’ la. h I. 
rhett G is a Chebyshev subspace. 
Prooj: Since G has Crank ,< II ~~ 2, it follows from our above 
considerations that each s E la, bl is nonvanishing. Let g be any function in 
G with at least n zeros. Then by assumption on G all zeros of g arc 
separated. because otherwise g would vanish identically on some subinterval 
of la. bl. Now applying Lemma 2.3 we can conclude that g has precisely II 
zeros s, < .. < s, and g(s) = 0 for all A- with .Y < .Y, and .Y 3 s,,. Then our 
assumption on G implies that s, = a and x,, = b. Thus lve have shown that G 
is a Chebyshev subspace on la. 6) and also on (a, b I. i.e., each ,< E G has at 
most n ~ I zeros on these intervals. 
Suppose now that G is not Chebyshev on la, bl. Then arguing as abo\,e 
we obtain a function SE G such that S has precisely n zeros 6’ = .Y, < 
.Y: < < s,, = b. where at .Y: . . . . . s,, , there are changes of sign of S. By 
Lemma 2.4. there is a basis ( g,,. g, . . . . . g,, , / of G such that g,,. ,g, . . . . . g, 
span an (i + I)-dimensional weak Chebyshev subspace of G. i = O..... II ~ 1. 
Without loss of generality let gj have exactly i changes of sign on ((I. h). i = 
0 . . . . . n I. We distinguish two cases. 
Case I (n even, say, n = 2~). Then for sufficiently small c :> 0. the 
functions g ~ cgZA, k = 0 . . . . . p - I, have n zeros on la. b I. Now arguing as 
above we can conclude that g?,(a) = g,,(b) = 0. li = O..... p ~ I. Similarly. 
for sufficiently small c > 0. the functions gZk k cglh , . li = I..... p ~ I. have 
at least 21i changes of sign on (a, b) and. in case gZh ,(a) # 0 or 
gZl. ,(b) # 0. at least one further change of sign at a neighborhood 01‘m or b. 
respectively. However, these functions belong to the weak Chebyshe\ 
subspaces span{ g,, g, ,.... g2k} and, therefore, each such function can have at 
most 2k changes of sign. This implies that g,, ,(a) = g?k ,(b) = 0, rC: = l,.... 
p -- 1. Thus there exist II - I linearly independent functions g,,...., g,, J in G 
vanishing at a and 6. But this contradicts the hypothesis that G has 
C-rank < n - 2. 
Case II (tz odd). We proceed analogously. 
This completes the proof of Theorem 2.5. 
Remark i. It follows immediately from the first part of the proof of 
Theorem 2.5 that C-rank n - 1 already implies that G is a Chebyshev 
subspace on la, b) and also on (a, bJ. 
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Remark ii. The statement of Theorem 2.5 corrects the statement of 
Theorem 2 of Bartelt [ 11. His theorem was stated for subspaces containing 
the constants (recall that such subspaces have C-rank < n ~ I), however. in 
[ 11 1 a counterexample has been presented. 
3. GENERALIZED SPLINE SUBSPACES 
Now we are able to prove that weak Chebyshev subspaces. under 
appropriate hypotheses, can be considered as generalized spline subspaces. 
THEOREM 3.1. Let G E W,, and let euch )I E la, b 1 be tzotzr~anishittg. 
Assume also that there exists a 6 > 0, such that. if g E G atId g = 0 otz 
Ic, d] c la, b], then d - c > 6. Then there exist knots a = s,, ( .Y, < ... < 
.Y, = b such that the subspaces Gi = G I,\., , \.,, are Cheb,,shec subspaces qf 
Clxim,, xi) with dimension n,, i = I,..., s. 
Proof First we follow the lines of Bartelt / 1. Theorem 3 I: There exist 
points a = J’,, < J’, < ... < ~9, = b such that no nonzero g E G”; vanishes iden 
tically on a subinterval of 1.1’; , . ~3; 1, where G, = G i, ~, ,_ >,, Using 
Theorem 1.4 we have that every c, is a weak Chebyshev subspace with 
dimension m,. We also show that Gi has C-rank < m, -- 1. Suppose that, for 
some iE (l,.... r}. this property is not given. Then there exists an .r’E 
1~1,  , ~9~ ] such that g(f) = 0 for every g E Gi. This implies that g(.?) = 0 for 
every g E G. a contradiction. 
Thus we have shown that. for i = I..... r. 6, is an tn,-dimensional weak 
Chebyshev subspace of Cl )li , , .I’; I with C-rank < mi ~ I and no nonzero 
g E Gi vanishes identically on a subinterval of 1.1’; , . ~‘~1. Therefore it 
follows from the remark following the proof of Theorem 2.5. for i = I,.... Y, 
Gj is a Chebyshev subspace on (J), , . ~1~ I and also on j j-i , . )ti). If Gi is 
even Chebyshev on I .I’~ , , ~‘~1. then we are done. But if. for some i E ( I..... r/. 
(?; is not Chebyshev there, then we divide I jsi , , J‘! I and choose a further 
knot yi = (.ri , + ~;)/2. This implies that both G 1, , ,, ;,, and G I,?,, (II are 
Chebyshev subspaces with dimension m,. This we may do for all intervals 
I j’i , , yi 1. i = l...., r. on which C?; is not Chebyshev. We end up with a set of 
knots a = s,, < X, < ... < X, = b such that. for i = I ,.... s. Gi = G ~ ,.,, ,. , , is 
Chebyshev with dimension tz;. This completes the proof of Theorem 3.1.’ 
Remark i. Following the lines of Theorem 3 in 1 I ) it is easily verified 
that the set of knots constructed in the proof of Theorem 3. I is a minimal 
set. 
Remark ii. If we assume that G has C-rank < n - 2, then the intervals 
I )vi , , yi 1 must not be divided. Instead we apply Theorem 2.5. To do this we 
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show that all subspaces G, have C-rank < mj ~ 2, i = I,.... r. For a fixed i let 
g Ini I I’ g, be linearly independent functions in G such that gi = 0 on 
I Jli , ) ;y/,’ ylzzi + l....) ~1. Now suppose that Gi fails to have C-rank < 
M, ~ 2. This implies that there exist m, - 1 functions g,. gz ,..., g ,,,, , E G 
which are linearly independent on 1 yi , , ~‘~1 and have two common zeros 
there. Therefore the functions g, ,...: g,,,-, , g,, + , ,..., g, have at least two 
common zeros on Irim,, ~~1. However, this contradicts the hypothesi:s that G 
has Crank < n - 2. Thus we have shown that 6i has C-rank < m, ~ 2, i = 
1 . . . . . r. Now using Theorem 2.5 we conclude that G, is a Chebyshev subspace 
of Cl ?‘;- , . ~‘~1 with dimension m,, i = l..... Y. 
Remark iii. The essential difference between Theorem 3 in 11 I and 
Theorem 3.1 is as follows: In Theorem 3 in [ I 1 it is assumed i.hat the 
constants belong to G. In Theorem 3.1 we only need that each s E la, b I be 
nonvanishing. This is really a weaker assumption as the following example 
shows: Let G = span{ g,,, g,} c CIO. 31. where the functions g,,. g, are 
defined by g,(.u) = s’ - 3-u and 
g,(x) =x -- 1. if .Y E IO. 1 I. 
= 0, if sE 11.21. 
= x ~ 2. if sE 12.31. 
Then it is easily verified that G is weak Chebyshev and satisfies the 
assumptions of Theorem 3.1. But G does not contain any positive function. 
Remark iv. The condition on the length of the zero intervals in 
Theorem 3.1 cannot be omitted as has been shown in 11 1. 
We now present an example showing that because of the choice of the 
knots .I’, . .rz . . . . . J’,~~, it is generally necessary to divide some intervals and to 
add further knots. Let G = span{ g,, gZ, g,} c Cl-l, 3 I. where the functions 
g, . gr , g, are defined by g,(x) = 1. 
and 
g2(x) = .u( 1 - x2 ). if .uE I-1. II, 
= 0, if sE 11.31. 
g?(x) = XL, if xE I-1. 11. 
= 1. if XE 11-31 
Then it is easily shown that G is weak Chebyshev and has C-rank 2. Now 
following the lines of the proof of Theorem 3 in I 1 ] we get J’, = 1 as the only 
knot. However, G, = G /, ,., , is not Chebyshev on I~- 1. 1 I. Therefore we 
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have to divide the interval / 1. 1 1 a further time and obtain, finally. the 
knots X, = 0 and s, =: 1. 
It turns out that a similar result as in Theorem 3. I can be obtained for a 
certain subclass of those elements of M-‘,, which have C-rank II. 
-rHFOREV 3.2. Lcr G t I+,>. Ler .\’ t la. h / and le1 ,T(.Y) =~ 0 ,/or. e~‘rrj 
g E G. Assurt~e also that thrre e.yists (I ci -\ 0 surh [hat. if’,? E G attd g E 0 OII 
IL-. dl (-- la. 01. rhetl d--~ c > 0. 7’h en lhcw r).uist knots LI I,, (\ \‘, I _ 
.Y\ = h .such that the subspaces G, ~~ G #, j, i \ , aw ~twlh Cheb~~rhm ~\,rr/t 
rfitnetlsiott tl, (t?, <> 0). i -- I . . . . . y. E’lrrthcrttlore. tlo tiotl~wo 4 G G, i.riuishc5 
ia’cnticall~~ otl it tmndqytteratc ,subitltcjrr,ol o/’ / v’, , . s, ,. 
Arguing as in the proof of Theorem .t. I we can easily verify the abo\,e 
statements. Weak Chebyshe\ subspaces of the same type as those in 
Theorem 3.2 have been investigated by Sommer and Strauss 11 I I and 
Stockenberg I 13 1. 
Now we sho\v that the converse of Theorem 3. I is also true. 
ProoJ: Bartelt Il. Theorem 41 has proved that 6’ is weak Chebyshe\ 
under the additional assumption that the constants are contained in every (;, 
Since each Chcbyshev subspace contains a positive function (see Karlin and 
Studden 17. p. 28 I). the first sentence of the conclusion of Theorem 3.3 
follows directly from Theorem 4 in 1 I j. Because of the existence of a posititc 
function in G. the second sentence follo~vs immediately- too. 
We call \ceak ChcbysheL subspace\ \uch as the one constructed ill 
Theorem 3.3 “continuously cornposed Chebyshe\ \ubspaces” (CC‘ 
subspaces). In particular, if II, =-- tn. i ~- I..... 5. then 6 is a subspace of spilnc 
functions \vith .5 I fixed knots of multiplicit\ tn I. 
In addition to the uniform norm let the L ,-norm be endowed on C’ju. h 1. 
For every subspace G of Cla. h / consider the set o/‘twsr I., irppro.uitt?utiotl 
of a function ,f’from G 
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We need the following condition established by DeVore for one-sided 1. ,~ 
approximation and by Strauss 1 I5 1 for L ,-approximation. 
DEFINITION 4.1. Let G be a subspace of Cla, b I. Let each g E G have 
only finitely many separated zeros. We say that G satisfies condition A if’. 
for every nonzero function g,, E G and every finite subset Z =: {zi}:’ I of 
Z( R,,) I? (u, b) (r E ;I!), there exists a nonzero function x1 E G satisf!ying: 
(i) (-l)‘~,(s)>O.sE/z, ,.zi).i-I ,.... I’+ I.;,,=fr.;,.,:;/,.anci 
(ii) if g,, = 0 on an open subset M of la. h 1, then g, = 0 on ,41. (Recall 
that Z( R,,) is the set of zeros of g,, on la, b 1.) 
If Y :: I. then Z = 0. Therefore. the existence of a nonnegative function in 
G is required. 
Strauss I 15 I has proved the following result: 
THEOREM 4.2. Let G be at7 n-dimensional subspace of’ Cl a. h I safigfj-ittg 
condition A. Theta P:,(.f) is a sitgleton for er’erj’.f E Cla. b 1. 
Now we show that for a large class of weak Chebyshev subspaces condition 
A is satisfied. By Theorem 4.2. therefore, uniqueness of best L,~ 
approximations follows. We also show that, in particular. the subspaces of 
polynomial spline functions and the CC subspaces belong to that class. We 
define 
I~‘,, = (G E I+‘,,: G fulfills the hypotheses of Theorem 3. I /. 
Recall that. by Theorem 3.1, I’,, contains exactly those elements G E It’,, 
which can be decomposed by finitely many knots into Chebyshev subspaces. 
/ Now let GE I,, and let N=.Y,,<.Y, ‘; ... c s, = b be knots of G as in 
Theorem 3. I. We define for any i. j E 10. I . . . . . s 1. i < j 
G,,={gEG:g=Oon Is,,.Y,]}. dim G,, = tn!, . 
In general. the subspace Gji is not weak Chebyshev. Howe\,er. we are able 
to define a subclass of V,, for which every G,; has this property. 
cf,! = (G E V,,: I bd Z(g): < m,, for every g E G,,. i. ,j E (0 . . . . . s /. I’ < ,j}, 
Here bd Z( 8) denotes the set of all boundary points of Z(s) and 1 bd Z( g)i 
denotes the number of all boundary points of Z(y). 
We are now in position to present some important examples of elements 
of F,, . 
EXAMPLE i. Let 117. k E vu with m + k + I = n. Let II = x,, K s, i . .. < 
.Y~, , = h be a partition of la. bl. Consider the subspace S,,,,, of polynomial 
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spline functions of degree m with k fixed simple knots s, ,.... .vh as defined in 
Section 2. It is well known (cf.. e.g., Karlin and Studden (7. p. 18 I) that G = 
S ,,,. k E IV,,. Now it is easily verified that for any i. j E {O . . . . ~ k + 1 1. i ( ,j. 
Gii = span{ (.u, ~ s)‘; . (.u? - .r)‘l’ . . . . . (si ~~ .u)‘v . (.u -~ .ui)! . (s X, , ,)‘Y . . . . . 
(s ~ ,Y~): }. This implies that dim G;, = m,, = k f i -j -t 1. By counting 
zeros of splines as in Schumaker 110, p. 288-289 I. it immediately follows 
that ! bd Z( g)l < k -t i-j + I = tni,. for every g E G,i. Hence S,,,,, E p,,. 
This result is also true for knots with multiplicity less than m + I. 
EXAMPI.~: ii. Let G be constructed as in Theorem 3.3. Then it is easy to 
show that, for any i, j E {O..... s}. i < j. G,, has a basis consisting of: For p m.: 
,j + l...., s. np ~ 1 functions vanishing identically on 111. s,, , 1 and linearly 
independent on Is,] , . s,, / and, for p = I..... i. II,, I functions v,anishing 
identically on I.Y,,, 01 and linearly independent on I.\.,’ , . .\.,,I. Hence 
dimG,,=x; ;,,II,,+\” ,II (s ji i)=ttz -/’ 
Let g E G;,. Then (bd Z( g)(;< /I,> ~~ ; on I.Y,, 
I, 
, , s,, 1, p ~ 1 . , i. j + I . . . 1. 
This implies that Jbd Z( g)J < rnii which shows that G belongs to p),. 
L,-Uniqueness for subspaces of polynomial spline functions has been 
recently shown by Galkin 14 I and Strauss I14 I and for some special CC 
subspaces by Carroll and Braess 12 /. We are now able to establish L,- 
uniqueness for each subspace G in I’,,. Then, in particular. from our theorem 
there follow ail of these results. 
We need the following fundamental lemma: 
LEMMA 4.3. Ler G E P,, Then, for art>) i. ,j E {O . . . . . s /. i cx j: 
(i) G;, is klseak Cheb,>sherl n,ith dimerzsion mii : 
(ii) For eterJ futzctiorl g, E G;, [here is a .fitnction i, E G such thar 
S, = g, on /s;.b] atzdg, =O ot? la.s,l; 
(iii) For ererj’ function gz E G,, there is a ,function i2 E G such [hut 
Sz = g2 ot1 la.sil and g2 E 0 on lx;. bl. 
ProqJ (i) Suppose that Gi, is not weak Chebyshev for some (i.,j). Then 
there exists a go E Gi, with at least m,; changes of sign on (a, 6). Since g,, = 0 
on l-yi, -y,I. /bd Z(g,,)l > “,, + 1, in contradiction to the hypothesis G E pl,. 
We prove now (ii); (iii) follows analogously. Let Ri, = (g i,.,,,h,: g E G,,J. 
dim R,i = r,;. Obviously. ri, <m,,. The statement will be proved if we can 
show that vz ,,, = rii, where m,,i = dim G,,;. Using Theorem 1.4 we conclude 
that Rj, is weak Chebyshev. Therefore by Lemma 1.3 there exists a function 
g, E G;, with r,;- 1 changes of sign on (s;. b). This implies that 
I bd Z( g, )/ > rii on Isi. b I. If rii = m,,. then it follows from the hypothesis on 
Gij that Ibd Z( g,)l < mi, = r,, and. therefore. g, = 0 on la. x,]. This implies 
that g, E G,,,. Then it follows from the hypothesis on G,,, that / bd Z(g,) & 
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moi. Thus we have shown that m,, == rii = 1 bd Z( g,)i < m,,i. Hence observing 
that qi < mii we get the desired equality m,,j = rii. 
Now assume that rij < mii. Then there ‘exist exactly m,, - rii linearly 
independent functions in Gij vanishing identicaily on IX,. b I. This implies 
that dim Gj, = m,, = mii - r,,. Let G;, be spanned by the functions k,. 
h? . . . . . It,,,,. If there exists a g E G,, such that g= g, on [a, s, 1, then jr ~ g, is 
an element of G,,j satisfying 1 bd Z( g ~ g,)I > rii. Since G,,i c Gij, it follows 
that m,,; < r;,. Hence the preceding arguments ‘show that m,,, = rii. If there 
does not exist any SE Gi, such that g= g, on [a. xi\, then the space 
has dimension m,, + 1. By Lemma 1.3 there exists a g? E Gii with at least VZ,, 
changes of sign on (a, xi). This implies that 1 bd Z( gz)l > m,, t 1 on 1~. s;/. 
As g2 = CI’lt, a,h, + bg,. / bd Z( gz)~ = / bd Z( g,)l > rij on Isi. li 1 and. 
therefore. 1 bd Z( gz)l > mi$ + 1 + rii = lni, - rii + 1 + rii = m,, + 1. But this 
contradicts the hypothesis that / bd Z( g)j < mjj for every g E G,,. (Recall that 
h, . . . . . h,,,< span an m,,-dimensional weak Chebyshev subspace and, therefore. 
the coefftcient b in the representation of gz must be nonzero.) This completes 
the proof of Lemma 4.3. 
We are now in position to state the main result of this section. 
THEOREM 4.4. Let G E p,,. Then G satisfies conditiorr A. 
Proof Let g, E G and let Z c %(g(,)n (a, b) be a finite set. We 
distinguish two cases: 
Case I. Let g, not vanish identically on any nondegenerate subinterval 
of Ia. b]. Let Z= {z,,}; \ (r E “j). Then it follows from Lemma 2.3 that 
r < II. Using Lemma 2.4 we find an r-dimensional weak Chebyshev subspace 
of G, and by Lemma 1.2. therefore. there is a nonzero g E G such that 
(- I)” f(x) > 0. x E (.zI, , . z,, 1. p = I ,.... r, z,) = a, z,. = b. 
Case 2. Let g, vanish on a subinterval of la. b j. 
We have to distinguish. once more, three cases: 
Case i. Let I = Ix;, x, I, a < s, < x, < b such that g,) = 0 on I anti g,, does 
not vanish identically on any nondegenerate subinterval of la. x,/. Using 
Lemma 4.3 we find a S, E Gi, with g,, 1 g, on la, s,]. By hypothesis on G;,. 
1 bd Z( c,,)l < mi, and, therefore, / bd Z( go)1 < mi, - 1 on la, x,). Then the 
assumption on g, implies that g, has at most mrr ~ 1 zeros on la, x,). Let 
Zn (a.~~)= (z,};~: (rE P\i). Then r<mi,. Using Lemmas 2.4 and 1.2 we 
obtain a nonzero function gE G;, such that 
( - 1)’ g(s) > 0. xE IzI, ,,z,,l. p= l...., r. 7 -a, i,=.y, ill - 
In particular. S = 0 on 1.~~’ b 1. 
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Case ii. Let I = Ix;. .Y;/. a < .Y, K .Y, < b such that g,, = 0 on I and g,, 
does not vanish identically on any nondegenerate subinterval of I.\-, . b j. Here 
we can conclude as in Case ii. 
Curse iii. Let I, = la, x,, 1 and I, = j-vi. .\.,I. .Y,, q -vi. such that <qI, = 0 on 
I, U I2 and g,, does not vanish identically on any nondegenerate subinterval 
of Is,, . .)ii 1. Using Lemma 4.3 we find a S,, E Gi, with S,, = K,) on IN. .Y, /. This 
implies that the linear subspace 6 = G,,,] /? G,, has dimension ti 2 I. 
We show that G’ is even weak Chebyshev. Suppose that (; fails to be weak 
Chebyshel. Then there exists a K, E <? with at least tl changes ot’ sign on 
(.\-),. .Y,). Since g, t G. it follows that g, :- 0 on la. .Y,~ j ‘d is,. ir j. This impiles 
that ‘bd Z( K,)! 3 d + 2. Now using that (? ;: G,,,, \I c conclude that 
~ bd Z( s, )I < in,,,, Therefore vz ,,,, 3 tl t 2. Hence thrre exist 117 Oh d . 
functions In G,,,, linearly independent on 1.~;. h} and a function g, E G,),, with 
at least /7~,,~ 11 I changes of sign on (s,, h). Therefore. for sufficienti> 
small c > 0. tither the function g, + q: or the function g, cg has at least : 
f~7,1/, d I changes of sign on (s,. b). at least (1 changes of sign on (.Y,,. .Y; ) 
and a further one at a neighborhood of .v!. This implies that one of these 
r r functions h,lh nt least 117,,,, changes of sign on (.vii. (1). Hut this contradicts the 
hypothesis that G,,,, is weak Chebyshev. Thus we hake shown that G is :I 
weak C hebyshev subspace. 
Next we ,how that go has at most (1’ I Leros on (.Y/, .\, ). Assume that 
lZ(g,,): $2 cl on (.Y ,,.. Y,). Then g,,(s,,) =- g,,(s,)- 0 implies that Z(~,,J :;-‘d 1 2 
on I .Y!, , .I:, /. From g ,) = g,, on la. .Y: I and <$,, E G,, it follows that IZ( g,,)i < /v,, 
on I-Y,!. .v’, j. Therefore d < 07,,, _= dim G,, Now using the fact that c (I G,~ lie 
find )?I,, d functions in G,, linearly independent on la. .I-,, j and ;I junction 
S E G with at least 117(, d ~~ I changes of sign on (a. .\‘,,I. Let 177 be the 
number of all zeros of g,, on 1s ,,. .yi) and r, the number of all common /eras 
of g,, and g on 1.~~~. .yi /. We classify the other MI -- I., zeros of s,, on I.\.,#. 1, i 
as follous: 
Let 1’: be the number of all double zeros with the propert! that for each (II 
these Leros there exists a neighborhood L: such that K,,(.Y) ,@(.I) 4 f., I’~~r e\cr! 
.Y E c ‘. 
Let y1 be the number of all double zeros with the propert! thar lor citch 01 
these zeros there exists a neighborhood C: such that g,,(s)g(r) Y: 0 ior ever) 
.Y E C’. 
Let I’~ be the number of changes of sign. 
In the case when g(s,,) # 0. the zero .Y,, of g,, is not considered in the above 
classification. because by Definition 1.1, .yli is neither a double zero nor a 
zero with a change of sign of xl). Thus we have 
w7 = r, + r, + r, t rl -t I. 
:= r, i r, i I’, + r,,. 
if ,@(s,,) f 0. 
if ,&.u,,) = 0. 
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We distinguish two cases: 
Case i (r? > r3 or r2 < r3, respectively). Without loss of generality let 
rJ > ri. Then for sufftciently small c > 0 the function g,, ~ cg has at least 
m,, -- d ~ 1 separated zeros on (a, xh) and at least rl + r, i- 2r, 3 r, + rz t 
r,tr,+l>m separated zeros on [ ,Y), . si I. This implies that 
ibdZ(g(, -cg)l>m +mi,-d- I >d + 2 +m;,-d-1 =rnir + 1 on Ia.s,l. 
,4s g, = g,, on (a, .Y; 1, 1 bd Z( g,, ~-. cgjl 3 m,, + 1. However. the function 
g,, -- cg is an element of Gi, and, therefore. we get a contradiction to the 
hypothesis that 1 bd Z( g,, ~ cg)l < m,, 
Case ii (rL = r,). Without loss of generality let g,, g 3 0 OII some 
neighborhood of sh (otherwise we take --g). Then for sufficiently small c ? 0 
l.he function g,, ~ c,@ has at least t?zi, -- d - I separated zeros on (a, .u,,) and at 
least 
r, + rl t 2rz + I = r, t r? + rl + r, + I = m. if g(.~,, ) f 0. 
r, i rI + 2r, = r, + r? + r, -t- r4 = m. 
separated zeros on /s ,,. x,) (in the case when g(s,,) # 0 there exists at least 
one zero in some neighborhood of Sir). This implies that 1 bd Z( g,, cg)~ > 
V?l,,< -- ri ~ I + tn > mi, ~ d ~ 1 + d + 2 == tni\ + I. a contradiction as has 
been shown in Case i. 
Thus we have proved that iZ( g,,)l < d --- I on (x,,. .r,). (Note that this 
property holds for every function g E G”). Now let Z PI (s,~, .u,) := /:,‘i:i : 
(r E I’.). Then. as in Case 1. we get a function gE 6 satisfying condition A. 
Thus we have shown that G satisfies condition A. 
In general. condition A is not necessary for uniqueness of best L, 
approximations. We show this by two examples. In particular. we will see 
that the weak Chebyshev property is not sufficient for L,-uniqueness. For 
this we need a characterization of L,-uniqueness established by Cheney and 
Wulbert 13 I. 
THEOREM 4.5. Let G he a subspace of‘ Cla. bl. Theu [he jbllo~~i~g 
cotzditiorls are equivalent: 
(i) For arz~‘f’E Cla. b] the set P:,(f) is at most a singleton 
(ii) If for any function fE Cla, bl u)ith 0 E P:,(f). there exists a 
func/iorr g E G with Z(g) 1 Z(J). rhen g = 0. 
For special subspaces of C’la. bl we can present Corollary 4.6. To do this 
let G be a subspace and let 
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z,, = is: la. bl + ‘1,: s(x) E(0. --I. I/> 
./I 
( g(x) s(x) ds = 0 for every g E G ‘. 
t, \ 
By a theorem of Hobby and Rice 15 /. C,, is always a nonempty set. 
COROLLARY 4.6. Let G he a subspace q/‘Cla. b 1. Let j70 110~1~t~ro g E G 
t,anish identica1i.r’ 017 II nondegerlerute subirrterval (?I’ Iu. b 1. Assume ulso thar 
rhe Lebesgue measure ,u(Z( g)) == 0 for elserd’ non=et-o g E G. Then rhc 
,follo~r~ing conditions are eqiivalenr: 
(i) [f there are Jiuzcrions J‘E Clu. bl arld g E G such thut 0 t P:,(,/‘) 
arld Z(g) ) Z(f). then g = 0. 
Pro@: Let 0 E Pj,(J’) and gI, E G. ,g,, & 0. with Z( g,,) 1 Z(J). B> the 
well-known characterization theorem for best 1, ,-approximation I see Rice 
(8. p. 103 I). we obtain 
Then, since p(Z( go) = 0 and Z(g,,) 13 Z(J). this is equivalent to 
This implies that s = sgn f E 2‘, and Z( g,!) J Z(s). g,, f 0. 
Remark. It turns out that this characterization is also true for arbitrar) 
one- and two-dimensional subspaces of Cla. b 1. But we do not know if it is 
also valid in the higher dimensional case. 
Using the above results we can prove that condition A is not necessary for 
L ,-uniqueness. 
EXAMPLE i. Let G = span{ g,,} c Cl- I. I I. where go is defined by 
g,,(x) = -$Y, if sE /-1.01. 
= s. if s E IO, 1). 
Then it is easily verified that there exists no function f E Cl- 1. 1 1 for which 
s = sgn f E C,, and Z(s) c Z( g,,). Using Theorem 4.5 and Corollary 4.6 we 
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can then conclude that every f E C[ -1, 1 1 has a unique best L, 
approximation from G. However. condition A is not satisfied. 
EXAMPLE ii. Let G = span{ g,,. g, } c CIO. 4 j and let the functions g,, 
and g, be defined by g,,(x) = I and 
g,(x) =x - a. if .uE 10. u/. 
= 0. if .Y E 1~. 4 ~ ~1. 
=.u-(4--a). if .uE /4--u,41. 
where 1 < LI < 2. Let some f E CIO. 4 1 be given such that s,, = sgn f E 2,, . 
Then sg has at least one zero on 10, a) and at least one on (4 ~ U, 4 1. 
However, there does not exist any nonzero g E G with zeros on IO. a) and on 
(4 - U, 4 1. Therefore Corollary 4.6 shows that G guarantees L ,-uniqueness. 
Now setting x,, = 0, X, = u, X? = 4 - CI. x3 = 4 we cannot find any nonzero 
g E G such that (-l)i g(x-) > 0, x E Is,. s, , , I. i = 0. 1. 2. which implies that 
condition A is not satisfied. 
The next example shall illustrate that. contrary to subspaces of polynomial 
spline functions. L,-uniqueness does not generally hold for subspaces of 
generalized splines. 
EXAMPLE. Let G = span{ g,, g,} c CIO, 41, where g,,(x) = 1 a,nd g, is 
as in Example ii, with CL = 1. This shows that GE WI. Now setting -yg = 0, 
s, = 1. s, = 3 , ,Y~ = 4 we can conclude that the subspace Gj = G I,.,, ,, ,,,. 
i = 1, 2, 3, is Chebyshev. Therefore G E Vz. However. G & p2. since G,, = 
span{ g, ) and 1 bd Z( g,)I = 2. Now it is easily shown that the function s,, 
defined by 
s,,(x) = 1. if xE 10. 1). 
= 0, if s=l. 
= -1. if .uE (1,3), 
= 0. if .Y = 3, 
= 1. if xE (3.41. 
is contained in C,. Obviously, Z(g,) I Z(s,,). Hence the statements of 
Corollary 4.6 and Theorem 4.5 show that G does not guarantee L,- 
uniqueness. 
Considering the proofs of Lemma 4.3 and Theorem 4.4 it turns out that all 
arguments occurring there can also be applied to those weak Chebyshev 
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subspaces which fulfill the hypotheses of Theorem 3.2. 1‘0 show this we 
define the subclass v,, of W,, by 
i,, (G E It’,,: G fulfills the hypotheses of Theorem 3.2 i 
For each g E i’,,. let II =. s,, I .v, * K s$ : h be knots as in Theorem 3.2. 
Let G,, and M,, be defined as in the case when G E I’,,. Let 
I’,, :_ {G E I’,,: 1 bd Z(g) & UI,, for e\er) ,g t C;,: . i.,jc io . . . . . \:. i ‘~ ,/~ 
and jZ( g)~ \r II 1 cm (fi. h) and on (cf. h 1 fi)r c\~ry g t G whicli 
does not vanish on a nondegenerate submter\ai 01’ ELI. h / :. 
Then Theorem 4.7 is an immediate consequence 01‘ the arguments 
occurring in the proofs of Lemma 4.3 and Theorem 4.4. 
THEOREM -1.7. Lt?: G E ?,,. Then G .satis/ies cotdiriotl A. 
Therefore by Theorem 4.2. ever!’ (; c I=,, guarantees I-, uniqucncsb. 
However, simple examples show that this property is not generalI!, given if 
G E F,,. 
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