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Abstract
We work on two main topics; thermodynamics of one dimensional classical magnetic
models and the long range dipolar interaction on the pyrochlore lattice. These are
somewhat unconnected, and so we will summarise them separately.
We will use the transfer function technique to solve the plane rotator with near-
est and next nearest neighbour interactions, the continuous spin Ising model with
nearest neighbour interactions and a magnetic field, and the Heisenberg model with
nearest and next nearest neighbour interactions, all exactly. For the plane rotator
model and the Heisenberg, we find that the models with nearest and next near-
est neighbour interactions are thermodynamically equivalent to models with nearest
neighbour interactions and a magnetic field. We investigate the zero temperature
phase transition in all models. For the case of the plane rotator and Heisenberg mod-
els, this is between a pure antiferromagnet and a spiral state, and for the continuous
Ising model it is between a ferromagnet and an antiferromagnet. We investigate
the thermal effects on the phase transition, and find a fluctuation driven crossover
(rather than transition due to the dimensionality) which stabalises collinear states.
We also investigate magnetisation of the models as well, and find that the continuous
spin Ising model (particularly) exhibits strong field dependence, staying magnetised
well beyond the associated temperature of the field.
We then move from the exact calculations to approximate solutions of the transfer
function problem in order to investigate the one to two dimensional crossover for the
plane rotator and the continuous spin Ising models. For the plane rotator, we use
the trapezium rule, and therefore investigate the p-state clock model, a model that
has been studied in its own right as it displays two phase transitions. We find two
peaks in the specific heat, which are not thought to be responsible for the transition.
We find a single transition for the continuous spin Ising model which we believe to be
essentially the same as the Ising transition, but with a reduced critical temperature.
We then move on to the pyrochlore lattice, studying a family of compounds
R2M2O7 with R=Gd, Tb, Ho and Dy, and M= Ti or Sn. We model all these with
a classical model containing nearest and third nearest neighbour Heisenberg model,
crystal field interactions, and the dipolar interactions. We develop a new technique
to calculate the dipole spin-spin interaction strengths directly in real space, and
use a minimisation procedure to optimise the model. We find the associated phase
diagram subjected to states containing no more than 32 distinct spins. We find
states for all the compounds, which agree with experiment for all except Gd2Ti2O7
which remains controversial.
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Chapter 1
INTRODUCTION AND BASIC MAGNETISM
1.1 Thesis Overview
This thesis has two main strands, which we will deal with largely separately. We
will be interested in the thermodynamics of one dimensional classical magnetism,
and groundstates of long range interactions in three dimensions.
We will be concerned with condensed matter systems, in which materials are
made which form fully ordered lattices. There can be many elements in these com-
pounds which interleave in some way. The electrons in the compound can be de-
localised, in which the electrons are not associated with a given element and move
around forming a metal. On the other hand, they can localise, becoming bound to
a particular type of atom in the compound (called an insulator), which we shall be
interested in. When (at least) one of the elements has a residual magnetic moment
from the localised electrons these moments can have structure. We will begin with
introducing the basics of lattices and the way these moments are generated from
Sec.1.2.1 onwards. It is the structure of the moments, the ordering of them, which
we will be interested in. At high temperature, the moments are not correlated, and
given the direction of one moment, we know very little about moments a long way
away. At low temperature, the moments collectively align, and if they align across
the whole system we get magnetism. We will be concerned with how this process
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happens, but we will be working with a one dimensional model of this process. In
three dimensions this process may occur spontaneously at some temperature, called
a phase transition. This is not allowed in one dimension (at finite temperature),
and so we will essentially have no phase transitions, but we may still observe the
correlations that would become the order increase as we reduce the temperature.
We will introduce the basics of thermodynamics, and the basics of the technique
that we use in Chapter.2.
We will be studying three one-dimensional models at the same time, using related
but different new techniques. Though some aspects of the technique have been
used before, we extend the results found for each of the models that we study.
Originally, this was motivated by trying to model Ho2SbGaxCr1−xO7, which has
isotropic Cr3+ spins. As the concentration of chromiums is varied, we move between
regimes; uncoupled chromiums, weakly coupled chains, and a fully three-dimensional
(though unknown) geometry which gives us experimental access to the percolation
threshold. We will not investigate the fully three dimensional geometry at all, but
will exactly solve the thermodynamics for the other two regimes. We will begin by
solving small clusters of chromiums, which will begin with Curie-Weiss and then is
(trivially) extended beyond to include more neighbours. We show the fitting that
one could do in order to extract out the density of small clusters from measuring
the bulk susceptibility experimentally. We then move on to the regime where we
have one dimensional chains of chromiums. Due to the isotropy of the chromium
spins, we may model them with a Heisenberg interaction and attempt investigate the
thermodynamics of such a model. We include a magnetic field (or second neighbour
interactions) as we wish to investigate the magnetisation of the compound. Once we
have our exact analysis for the Heisenberg model, we study other magnetic models in
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one dimension that are related but solve in slightly different ways. We look at three
one dimensional models; the plane rotator, the continuous spin Ising model, and the
Heisenberg model. We exactly solve these one dimensional models in Chapters.3,
4 and 5 respectively using transfer functions. We put the Heisenberg model last in
this thesis because it is more complicated than the other models, but was originally
solved first due to the motivation.
The plane rotator and Heisenberg models have been solved previously, but only
for nearest neighbour interactions [9,10]. Here, we extend the result to nearest and
next nearest interactions for these models, and nearest neighbour and magnetic field
for all three models. We find that when the Hamiltonian and the spins exhibit
the same symmetry, there exists a floating basis which maps nearest neighbour
interactions on to magnetic fields, and next nearest neighbour interactions on to
nearest neighbour interactions. There is very little previous work on the continuous
spin Ising model. We do not find a closed form solution for the nearest neighbour
model due to the anisotropy between the spin and Hamiltonian symmetry. By
including two interactions, we may investigate frustration, the thermal fluctuations
around a zero temperature first order transitions and the magnetisation properties
of all the models, which we do in Chapter 6. To this end we find the phase diagram
for all three classical models which are very similar and are entirely new. The
extensions to Curie Weiss and the Heisenberg model were intended to be used to fit
data for Ho2SbGaxCr1−xO7, and although that has not been done, more work has
been carried out in that area elsewhere [11], along with using the exact solutions to
investigate the compound. Although we investigated the model due to this specific
compound, there exist other compounds that one can use the models to investigate
[12,13]. For example, the nearest and next-nearest neighbour Heisenberg model can
3
1.1. Thesis Overview
be used to model SrGd2O4 [14,15], in which there are chains of isotropic gadoliniums
with two natural bond distances. We may use the other models to investigate this
family of rare earth compounds, such as SrTb2O4 and SrHo2O4, though no further
theoretical work has been done in this area [16].
This is when the motivation for studying thermodynamics takes a departure
from attempting to model the compound, to trying to investigate finite temperature
phase transitions. These are strictly prohibited in one dimension, and so we use the
one to two dimensional crossover. There exist very few solutions to two dimensional
models. The only model that has been fully solved in two dimensions is the Ising
model (and related Potts models). We consequently use our technique to investi-
gate other non-trivial models, though only approximately. Again, we could use the
calculations to fit classical magnetism in two dimensions [17–19], but here we only
investigate the theoretical side. The geometry we use is unique, though similar ones
have been investigated before. In chapter 7 we will consider the one to two dimen-
sional crossover, using similar techniques to the previous sections, though we work
numerically rather than exactly. We first look at the Ising model, and find a peak in
the specific heat which grows with increasing system size at the (known) transition
temperature. We then look two of the continuous models. No exact solutions to the
model exist in two dimensions, though various limits are known exactly [20]. We
first investigate the clock model, which is a discrete version of the plane rotator and
is thermodynamically related. We find two anomalies in the specific heat, which
appear to increase in height as we enlarge the system size, but we cannot say that
they diverge. We believe the lower peak is associated with the discreteness, while the
upper peak is the underlying peak for the plane rotator. We use mean field theory
to investigate the lower peak, using the Ising model to describe the transition, and
4
1.1. Thesis Overview
find good agreement. We then investigate the continuous spin Ising model which
has one anomaly in the specific heat which diverges much more quickly than for
the clock model. We use mean field theory to model the phase transition and find
excellent agreement. More work on using the technique to get to two dimensions
will appear in [21] and [22].
We now move on to the second part of the thesis. We will be looking at a family
of compounds; rare earth pyrochlores, of the form R2M2O7 where R is a rare earth
compound, M is a transition metal and O is oxygen. We detail the experiments
and compounds in Chapter 8. The magnetic moments align because there are inter-
actions between them, which come in several styles; exchange, anisotropy and the
ever present dipolar interaction, as discussed more in §.1.2.4 when we introduce the
basics of magnetism. These interactions decide what the orientation of the moments
should be. We will be working with the dipolar interaction, which, it turns out,
causes moments at very long range to still interact. It is this long range interaction
which is the difficult part, in which a single moment interacts with many others over
a long range, and we will be concerned with controlling this interaction in order to
find the types of ordering that the interaction requires.
This work was originally motivated by further investigations into Gd2Ti2O7, de-
tailed in [23], for which the dipolar interaction is the dominant interaction which can
lift the degeneracy left by the geometric frustration. We study several compounds
here, and attempt to model them with one classical model. This model contains
several terms, one of which is the dipolar interaction, which contains long range
interactions. In order to solve our model, we use a real space minimisation which
maintains the spin length constraint automatically. We develop a new technique to
calculate the dipolar interaction matrix elements, calculating them directly in real
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space, which we go through in Chapter.9. Most importantly, the new technique
separates out the shape anisotropy from the local dipolar spin-spin interaction. The
resulting continuum problem for the shape anisotropy is left unsolved, though we
work in the spherical crystal approximation which provides a known reference (which
we go through in Sec.9.4.1). The usual technique of Ewald is also summarised in
Chapter.9, which we use as a comparison, but it does not separate out the shape
dependence which gives rise to complications at the origin in reciprocal space. We
discuss the consequences of these complications, though more work is done in [24].
We find the zero temperature phase diagram of the classical model in Chapter 10,
and put the compounds in the relevant regions of parameter space, finding good
agreement with experiment. The phase diagram is entirely new, and also provides a
prediction for the groundstates for two of the compounds that we study; Gd2Ti2O7
and Tb2Ti2O7.
1.2 Introduction
Spontaneously broken symmetries are an area of great interest. There are many
examples of where this occurs in nature. For example, the liquid to solid transition
is where the translational invariance is broken and becomes discrete spontaneously.
In the liquid phase, atoms are essentially random, but form small clusters. In the
solid phase the atoms form a well ordered structure, becoming long range ordered. If
one knows where one atom is, one knows where the other atoms must be (on average)
due to the broken symmetry. We will be studying spontaneously broken symmetries
for the special case of magnetism, where the local spin symmetry on every site is
broken by the magnetisation vector. We will be studying how this magnetism is
formed by understanding the crystal structure and the relevant interactions which
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drive the magnetism. We will also be interested in how temperature affects the
magnetism; what happens when you heat a magnet up or cool it down?
We begin by introducing lattices, giving a few relevant examples and concepts.
We then discuss models on lattices; how the electrons interact and the effective
model we get with respect to the spin coming from open shells. We then solve
the effective model that we generate in several situations, indicating the types of
magnetism we may generate from our model.
We will be considering compounds made up of several elements. If one of the
elements has an open shell in the compound, we have the possibility of magnetism;
the electron spins which are not paired may fluctuate, generating some collective
order which maybe the magnetism. We will only be considering insulators, in which
the electrons are localised to a given site, giving us a definite magnetisation available
per site.
1.2.1 Lattices
For the entirety of this work we will work with lattices, and so we introduce them
here in general, before we use particular examples. The compounds that we shall
study form ordered lattices, and when they have several elements these ordered
lattices interpenetrate. We begin with considering one element only, and also begin
with the simplest type of lattices; bipartite. To motivate this idea, we begin with
the linear chain as depicted in Fig.1.1. We note that for the linear chain we can
decompose the lattice into two sites, say A and B sites, and when we do this every
neighbour of A is a B and vice versa; this property is known as bipartite. We call all
sites which are A sublattice A and all sites which are B sublattice B, which means
we decompose our full linear chain lattice into two sublattices. For general lattices
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Figure 1.1: Linear chain with lattice spacing a split into A and B sublattices.
this is not possible, which causes problems for solving the magnetic (or metallic)
interactions on the lattices. We now move on to other types of lattice. The square
Figure 1.2: Triangular lattice with lattice spacings a in the xˆ-direction and b in the
yˆ-direction.
lattice is clearly bipartite, and so we move on to the triangular lattice, where we
cannot divide it into two sublattices seen in Fig.1.2. At this point it is useful to
introduce primitive vectors and the unit cell. The unit cell is the smallest cell we
can draw which we then tile to generate the full lattice and we use the primitive
vectors to tell us how to tile. The unit cell is also the largest repeating cell that we
can draw which when we tile does not overlap. For the square lattice, this is clearly
8
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a square of equal size to the lattice parameters. For the case of the triangular lattice,
the unit cell also contains one atom, and the unit vectors are given by
v1 = (a, 0)
v2 =
(a
2
, b
)
,
for the perfect triangular lattice with b =
√
3
2
a. If we use the primitive vectors vi
then we can tile everywhere on the lattice. A Bravais lattice is one which is defined
by the unit cell and the primitive vectors, such that any site on the lattice can be
created by using
Rn = n1v1 + n2v2,
in two dimensions, and
Rn = n1v1 + n2v2 + n3v3,
in three dimensions, where n1, n2 and n3 are integers and v1, v2 and v3 are the
primitive vectors. We now move on to three dimensional lattices as we will be using
Figure 1.3: Face centered cubic lattice
these later, and we will also use a = 1 from now on. The simplest case is the cubic
lattice, which is trivial. For the cubic lattice the unit cell is a cube around one spin,
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and the primitive vectors are the Cartesian axes, just as in the square lattice. We
now consider more complicated lattices, which will be relevant for later. We begin
with face-centered-cubic lattice shown in Fig.1.3, which is essentially a cubic lattice
but with extra atoms on each face. The primitive vectors are (as depicted in the
diagram) given by
v1 =
(
0,
1
2
,
1
2
)
v2 =
(
1
2
, 0,
1
2
)
v3 =
(
1
2
,
1
2
, 0
)
We quickly mention body centered cubic, which like face centered cubic is essentially
cubic, but has an extra atom in the center of each cube. The final lattice that we
mention is the pyrochlore lattice, which is fundamentally the face centered cubic,
but each “atom” is made up of four; it has four atoms per unit cell. These four
atoms form tetrahedra which corner share on the underlying face centered cubic
lattice. The primitive vectors are the same, but there are four sublattices which are
not connected by the primitive vectors, but by sublattice vectors. It is interesting to
note here that face centered cubic can be regarded as a cubic lattice with four atoms
per unit cell as well, which will be used later. The pyrochlore lattice is detailed
much more fully in Sec.8.
We now move on to the reciprocal lattice, which will be essential for later calcu-
lations, although we cannot directly motivate it here. It is defined by
eiki.Rn = 1,
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where Rn is any site on the real (Bravais) lattice and ki generate the reciprocal
lattice. To solve this equation, we require
ki.Rn = 2pi (1.2.1)
which we may solve using
k1 = 2pi
v2 ∧ v3
v1.(v2 ∧ v3)
k2 = 2pi
v3 ∧ v1
v1.(v2 ∧ v3)
k3 = 2pi
v1 ∧ v2
v1.(v2 ∧ v3) ,
where vi are the primitive vectors for the real space lattices. If we pick on a particular
example then we see that
eik1.v1 = e
2pii
v1.(v2∧v3)
v1.(v2∧v3) = 1
We also see that
Gx = x1k1 + x2k2 + x3k3
If we require that
eiRn.Gx = e
2pii
h
x1
v2∧v3
v1.(v2∧v3) +x2
v3∧v1
v1.(v2∧v3) +x3
v1∧v2
v1.(v2∧v3)
i
[n1v1+n2v2+n3v3] = 1,
for all Gx and Rn, then x1, x2 and x3 must be integer, and so the reciprocal lattice
of a Bravais lattice is Bravais itself, and therefore
eiGm.Rn = 1 ∀ m,n
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We could also solve Eq.1.2.1 using
[k1,k2,k3]
T = 2pi[v1,v2,v3]
−1 (1.2.2)
if we want to work in dimensions other than 3. We introduced both the face centered
cubic lattice and the body centered cubic lattice because it turns out that they are
reciprocal lattices of one another.
We have provided a brief summary of the results we will use for lattices. We will
use the reciprocal lattice extensively later for calculations, while understanding the
lattice itself will also be part of understanding the compounds we will study. We
now move on to magnetism on lattices, so far we have only dealt with the “nuclear”
part.
1.2.2 Atomic Physics
We now briefly discuss atomic physics, focusing on the f-block elements as these
will be studied the most. This will provide the picture of how the elements in free
space behave, although this picture is complicated when we consider a lattice. Each
site contains electrons, each with total spin (S) and orbital angular momentum (L),
which leads to total angular momentum J = L + S. Hund’s rules control how S,
L and J order. The largest energy scale (Hund’s first rule) forces the total spin of
an open shell to be maximal. The second largest (Hund’s second rule) forces the
orbital angular momentum to be minimised, subject to Pauli exclusion. Finally,
the smallest energy scale (Hund’s third rule) means the total angular momentum is
minimised (L and S are anti-parallel) for the first half of the series, and they are
maximised (parallel) for the second half of the series.
12
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Figure 1.4: Sketch of f-electron atoms to indicate the three Hund’s rules. The Lz
state labels are given on the left.
To be clear, see Fig.1.4, where we sketch out the three rules. In Fig.1.4 a) we see
that the spins are all aligned, maximising Hund’s first rule. When we add another
electron Fig.1.4 b), we see that it goes in parallel to the other spins, and in to the
state with the lowest angular momentum. Finally, in Fig.1.4 c) we see that when
we half fill, the next electron goes in such that J is maximised, that is it goes in
the lowest angular momentum state to maximise the residual L. The f-electrons
were chosen as Hund’s rules are dominant in these systems; for transition metals the
crystalline electric field tends to dominate so that Hund’s second rule is over turned.
The crystal field effect stems from the Coulomb interaction of the different orbitals
between the various atoms. For example, transition metals in a cubic oxygen cage
provide a crystal field interaction which splits the orbitals into two types; the t2g
and the eg. The orbital shape notices the local charge structure surrounding it in a
given compound, making some orbitals better than others (or linear combinations
as is the case). For the case of f electrons, the orbital that is picked couples to the
13
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total spin degree of freedom and makes the total spin anisotropic but it does not
over turn Hund’s third rule. We therefore think of the f-electron systems as large J
spins, as J remains a good quantum number unlike transition metals.
1.2.3 The Hubbard Model
The Hubbard model [25,26] is a modification to the tight-binding model [27], which
includes electron-electron interactions. It attempts to provide a model which gives
either a localised moment (which we will be interested in) in the limit, or a band
theory in the other [28]. It is given by
H =
∑
<jj′>σαβ
[c†jσαcj′σβt
αβ
jj′ + c
†
j′σαcjσβ(t
αβ
jj′)
∗] +
∑
jαβ
Uαβ;jc
†
jσαcjσαc
†
jσ¯βcjσ¯β
Where c†jσα (cjσα) creates (annihilates) an electron on site j, with spin σ in the orbital
α, tαβjj′ is the exchange interaction, although usually it is assumed translationally
invariant, and Uαβ;j is the coulomb interaction for two spins sitting on the site j
in orbitals α and β, which again is usually approximated to be site independent.
The hopping term drives the electrons to delocalise, while the coulomb term drives
localisation as it seeks to prevent multiple occupation [29].
1.2.4 From Hubbard to Heisenberg
We now show how to get the basic Heisenberg interaction from the Hubbard model
[30,31], following [32]. We consider the one band, translationally invariant, Hubbard
model given by
H = −t
∑
<jj′>σ
c†jσcj′σ + U
∑
j
c†j↑cj↑c
†
j↓cj↓
14
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≡ −tH1 + UH0,
where the first sum runs over all pairs, and so the complex conjugate is taken care
of by the sum. We will work at exactly half filling, where we have N sites with N
electrons. We will consider the Coulomb term U to be the largest energy scale, and
indeed to begin with U = ∞. In this situation we may only have one electron per
site, though the spin degree of freedom is not chosen. We then use second order
perturbation theory around this state in t to lift the spin degeneracy. However, first
we offer a simple picture to suggest the type of spin interaction that we expect,
before we derive the result. Consider two sites with one electron on each. If the two
spins are parallel, then they cannot hop and so they can’t perturbatively gain the
hopping energy; Pauli exclusion. If the spins are anti-parallel, then we can virtually
hop, paying the energy penalty U , but gaining the hopping energy. We therefore
expect an effective interaction of the form
H = J
∑
<jj′>
Sˆj.Sˆj′ , (1.2.3)
where Sˆj is the spin on site j and J is the energy scale of this interaction. This model
is known as the Heisenberg model, and we now derive it from the Hubbard model.
We use the eigenstates of H0 Hamiltonian, and we project out doubly occupied sites;
we never have two electrons on the same site, though we will virtually excite into
this state, provided we end up back with only one electron per site. Note that the
hopping Hamiltonian only hops one way, and so we necessarily must have H21 in
15
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order to hop back. However, if we write second order perturbation theory we get
− t
2
U
∑
m
〈n|H1|m〉〈m|H1〈n|
= − t
2
U
〈n|H21 |n〉,
where the last equality came from the identity operator
∑
m
|m〉〈m| ≡ I,
which is true for our complete set of eigenstates of H0, and we use n − m ≡ −U ,
the energy penalty for virtual double occupancy. We therefore write out H21
H21 =
∑
<ii′>
∑
<jj′>
∑
στ
c†iσci′σc
†
jτcj′τ
In order to stay in the one particle per site subspace the electrons must hop and hop
back, and so we notice that we must have i = j′ and i′ = j, so we get
H21 =
∑
<jj′>
∑
στ
c†jσcj′σc
†
j′τcjτ (1.2.4)
We then use the usual commutation relations on Eq.1.2.4 to find
H21 =
∑
<jj′>
∑
στ
c†jσcjτ
[
δστ − c†j′τcj′σ
]
We carry out the sum over τ and write it out explicitly as
H21 =
∑
<jj′>σ
c†jσcjσ + c
†
jσ¯cjσ¯ − c†jσcjσc†j′σcj′σ︸ ︷︷ ︸
1
− c†jσcjσ¯c†jσ¯cjσ︸ ︷︷ ︸
2
16
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We now define the following spin operators
Szj ≡
1
2
[c†j↑cj↑ − c†j↓cj↓]
Sσj ≡ c†jσcjσ¯,
from which we see that the term labelled with 2 can be written as
∑
σ
c†jσcjσ¯c
†
jσ¯cjσ = S
+
j S
−
j′ + S
−
j S
+
j′
For the term labelled 1, we explicitly write out the sum over σ, and define the
number operator nσ,j ≡ c†jσcjσ
∑
σ
c†jσcjσc
†
j′σcj′σ = nj↑nj′↑ + nj↓nj′↓
=
1
2
[(nj↑ + nj↓)(nj′↑ + nj′↓) + (nj↑ − nj↓)(nj′↑ − nj′↓)]
= 2SzjS
z
j′ +
1
2
njnj′ ,
where nj = nj↑ + nj↓ is the occupation per site, which in the one particle per site
subspace is 1. Finally, we note that
2Sj.Sj′ = 2S
z
jS
z
j′ + S
+
j S
−
j′ + S
−
j S
+
j′ ,
and therefore we get
H21 = 2
∑
<jj′>
Sj.Sj′ − 1
4
,
and so we recognize that this is the same as the expected Heisenberg model, if we
identify J ≡ 2t2
U
. We now comment on this model, as it will form a central part of our
17
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study. We considered the model for the one band Hubbard model, and indeed there
can be (and are) orbital complications. It was also only derived in terms of spin-1
2
,
but it remains the model for large S, even though the interaction could be more
complicated. Another important feature is that the model here is purely quantum,
but we will mostly solve the classical limit of the model. We have the constraint
S2 = S(S + 1), and we shall mainly work in the limit that S →∞, where the spins
become classical vectors in three dimensions under a constraint. It is also important
to note that we derived the isotropic nearest neighbour Heisenberg model, but in
fact more complicated interactions can (and will) be studied. We therefore consider
the more general spin model
H =
∑
jj′
∑
αβ
Jαβjj′ S
α
j S
β
j′ ,
where the labels (j, j′) represent the lattice positions, and (α, β) represent the Carte-
sian directions of the spins (and interaction strength).
1.3 Solutions to the Heisenberg Model
We now offer some exact solutions to the Heisenberg (some of which have been
offered before [33]), though we will work in the classical limit. In this limit, the
spins are taken to be commuting vectors in three dimensions, and the model is given
by
H =
J
2
∑
<jj′>
Sˆj.Sˆj′ ,
where Sˆj is a unit vector on the site j. It is now useful to introduce an important
idea; the Bloch transform which uses the translational invariance of the model to
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solve it. We define the Bloch transform as
Sˆj =
1√
N
∑
k
eik.RjSk, (1.3.1)
where N is the number of sites in the system, and k are so called Bloch momenta.
If we first consider the one dimensional Heisenberg model and substitute Eq.1.3.1
into it, we find
H = J
∑
k
cos k SkS−k
More generally, in more than one dimension we find
H =
J
2
∑
k
γ(k)SkS−k,
where γ(k) is called the structure factor, given by
γ(k) =
∑
〈0j〉
eik.Rj ,
and is a sum over the nearest neighbours to site 0. Note that the interaction is
now diagonal in k-space. For one dimension this clearly reduces to cos k as given
above. In order to minimise the Hamiltonian, we find the minimum of the structure
factor as a function of k which (can) yield the groundstate. The minimum of the
structure factor is clearly also controlled by the sign of the interaction strength J .
Although we have not discussed it, J can have either sign and need not only provide
anti-ferromagnetism, though it is often hard to explain ferromagnetic coupling as
one expects Pauli blocking to dominate. When J is positive, the minimum in the
one dimensional structure factor is at k = pi, while negative J puts the minimum
at k = 0. If we now interpret these states from the Bloch transform, it is clear that
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when k = pi the spins on each site are of opposite sign, while when k = 0 all the
spins have the same sign. It is very important to note here that we have not Bloch
transformed the constraint, but that these two solutions happen to be consistent
with the constraint, but in general this is not true. We now consider a model where
this idea fails.
Figure 1.5: Example of two atoms per unit. The larger circles are on one sublattice,
the smaller circles are on the other.
Consider the one dimensional case, but with two atoms per unit cell, depicted
in Fig.1.5. Although the lines are depicted differently, they will all have the same
exchange strength J . The trick is to generalise the structure factor to a matrix
which represents each sublattice and the relative coupling. We write the Heisenberg
interaction as
H = J
∑
kαα′
γαα′(k)S
α
k.S
α′
−k
where α represents the sublattice index. For the model drawn above, we use a Bloch
transform to find the matrix of the form
Sαj =
1√
N
∑
k
eik(Rj+cα)Sαk ,
where cα is the vector connecting the sublattices (in general). Here however, we are
performing a one dimensional transform where all the length scales are equivalent,
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and we may therefore make the two sublattices in phase cα = 0, but in general one
cannot. This gives us
γαα′(k) =
 cos k 12 + cos k
1
2
+ cos k 0

We then minimise the eigenvalues over k to find that the minimum is at k = 0 and
would correspond to ferromagnetism. However, this solution is inconsistent with
the spin constraint, and is therefore not relevant. One needs a linear combination of
both eigenvectors (which is k-dependent of the structure factor in order to maintain
the constraint. For example, at k = 0, we get the eigenvectors
∝
 1±√10
1
 ,
whereas for k = pi, we have
∝
 ±1
1

It is important to note here that this issue is exactly the issue that we will have to
deal with when it comes to solving our magnetic model. If we use reciprocal space,
we must maintain the spin constraint which becomes very difficult, and so we are
forced to use alternative techniques.
Other important features of magnetism are multiple-k and Goldstone modes.
The first is best exemplified on the face centered cubic lattice, and so we focus our
attention there for now. We want find the structure factor on the face centered cubic
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lattice and so we define the following
x ≡ eikxRx
y ≡ eikyRy
z ≡ eikzRz
From this, we can set up the nearest, and next-nearest structure factor on the lattice
as
γ(k) =
J1
12
([
x+
1
x
] [
y +
1
y
]
+
[
x+
1
x
] [
z +
1
z
]
+
[
y +
1
y
] [
z +
1
z
])
+
J2
6
[
x2 +
1
x2
+ y2 +
1
y2
+ z2 +
1
z2
]
We then use that
x+
1
x
= 2 cos kx
x2 +
1
x2
= 2(2 cos2 kx − 1),
such that we get
γ(k) =
J1
3
(cos kx cos ky + cos kx cos kz + cos ky cos kz)
+
J2
3
(
2 cos2 kx − 1 + 2 cos2 ky − 1 + 2 cos2 kz − 1
)
We now need to minimise this, and in general solve for the J1, J2 phase diagram,
which can be done in many ways. Here, we seek to illustrate the concept of multiple-
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k, so we start with only the J1 solution, J2 = 0. This gives us
γ(k) =
J1
3
(cos kx cos ky + cos kx cos kz + cos ky cos kz)
We minimise this with cos kx = 1, cos ky = −1, and cos kz = C where C is any
number, and cyclic permutations, which provides a vast degeneracy. We see this
degeneracy in Fig.1.6, where the red line indicate curves in parameter space which are
energetically equivalent. The states which correspond to these are anti-ferromagnetic
planes, which are decoupled entirely perpendicular. This is in fact more complicated
than multiple-k, and we include J2 to simplify the situation. If we include the
interaction as ferromagnetic, then we minimise with cos2 ki = ±1, which stabilises
the points k = {(001), (010), (100)}, seen at the corners of the cube in Fig.1.6. This
state then allows for the formation of a multiple-k structure, as the three ordering
vectors are orthogonal, and as such a linear combination can be set up. The spins
can rotate freely as one of the variables is always free to minimise the structure
factor. Normally a low energy mode is associated with a symmetry of the system; a
Figure 1.6: Red line showing the degeneracy in k-space of the face-centered-cubic
lattice for J1, indicating the possibility of multiple-k states
Goldstone mode. For example, an isotropic ferromagnetic Heisenberg Hamiltonian
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has a well defined groundstate, but it is degenerate to global rotations of all the spins.
This global rotation would then be a zero-energy Goldstone mode, which is the usual
explanation for low energy-modes. However gapless modes can also be described by
the transferal of magnetism between the ordering vectors. For the case of multiple-
k moving spin density between the k leads to low energy modes. These gapless
modes can be confused with the standard Goldstone mode idea, but it represents
different underlying physics. For a multiple-k low energy mode, the perpendicular
components of magnetism become active, and thus the spins can rotate. This is
illustrated in Fig.1.7.
Figure 1.7: Examples of single-q, double-q and triple-q magnetic structures on a
single tetrahedra
1.4 Neutron Scattering
The principal experiment that we study for the magnetism is neutron scattering.
We simply offer the final formula for neutron scattering here, rather than derive the
result. The intensity for neutron scattering Bragg peak at reciprocal wave vector k
is given by
I(k) = |F (k)|2(1− (Sˆ(k).k)2)(S(k))2,
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where S(k) is the structure factor (defined above), F (k) is the form factor and
(1 − (Sˆ(k).k)2) is the orientational factor. The orientational factor means we only
see scattering perpendicular to S(k). The form factor provides an overall envelope to
the scattering, reducing the intensity of large k spots, and stems from the spreading
of the electrons in the orbitals. The nuclear scattering only has the structure factor,
and so if the magnetic scattering is at k = 0, then the two sets of scattering are on
top of one another. However, if the magnetism is anti-ferromagnetic, then new peaks
appear when the magnetism orders. The anti-ferromagnetism is then characterised
by some wave vector, usually chosen to be the one closest to the origin. We then
see copies of this peak related by the underlying reciprocal lattice vectors.
An important feature of neutron scattering is that of domain averaging. One
scatters many neutrons off a sample, and so the magnetism is “seen” in every do-
main structure; we therefore observe the average configuration. On the other hand,
multiple-k magnetism is a sum of possible magnetism structures, and so once again
one sees the average. It is therefore very hard to tell the difference between domain
averaging and multiple-k, though the orientational factor may allow one to deduce
the structure.
1.5 Summary
We have provided a summary of some of the basic physics that we will need; lattices,
atomic physics, the Hubbard and Heisenberg models, and some solutions to the
Heisenberg model. The models we will be using will (at times) be more complicated
than the simple nearest neighbour Heisenberg model, as will become clear, though
we always essentially work classically. The notion of multiple-k magnetism will be
present later, while Goldstone modes will be present from the start. We have also
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introduced the main neutron scattering equation Eq.1.4.1, which will be used in the
study of the pyrochlore compounds.
The rest of the thesis is divided in two; low dimensional magnetism and long range
interactions on the pyrochlore lattice. We have introduced the magnetism which
is relevant to both parts, but further ideas will be introduced in the appropriate
sections.
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Chapter 2
INTRODUCTION TO THERMODYNAMICS
2.1 Chapter Summary
We begin with the general model that we attempt to solve, although we only ever
solve the model in certain parts of parameter space. We will introduce the basics of
thermodynamics, particularly that which is relevant to the physics that will be dealt
with later. We will arrive at the partition function, and then discuss magnetic phase
transitions. We then move on to the Curie and Curie Weiss laws, along with some
trivial extensions. These serve as the simplest examples of thermodynamic calcula-
tions for spin physics, despite being purely quantum. Then there is an overview of
the models that shall be studied; the Ising model (as a reference model for transfer
matrices), the plane rotator, continuous Ising, and Heisenberg model. We discuss
what is already known about them, and what we shall be solving. We then motivate
working in one dimension (as is mainly done here), indicating that we can have
some interesting features. We then solve the nearest neighbour Ising model with
an applied field in full, calculating all the thermodynamics properties that will be
calculated for the later models (energy, specific heat, magnetisation and correlation
functions). We will solve the thermodynamics for each of the models in Chapters
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3, 4 and 5, and present the results in Chapter 6 and elect to split the calculations
from the physics entirely.
2.2 Introduction to Thermodynamics
Having introduced the notion of spin physics, we now move on to the thermodynam-
ics of such physics. We will study so called lattice models and we will only discuss
thermodynamics relevant to these models. We will first restrict our attention to ex-
actly solvable thermodynamics before we examine approximate solutions, and solve
models that fall within the following general model
H = −
∑
n
[
Jx1S
x
nS
x
n+1 + J
y
1S
y
nS
y
n+1 + J
z
1S
z
nS
z
n+1
]
−
∑
n
[
JxNS
x
nS
x
n+N + J
y
NS
y
nS
y
n+N + J
z
NS
z
nS
z
n+N
]
−
∑
n
[BxSxn +B
ySyn +B
zSzn]
−
∑
n
[
Cx(Sxn)
2 + Cy(Syn)
2 + Cz(Szn)
2
]
−hp
∑
n
cos (pφn)− h˜q
∑
n
cos (qθn) (2.2.1)
We consider only classical spins parametrised by
Sˆn = (sin θn cosφn, sin θn sinφn, cos θn)
The first and second terms are simple exchange interactions, and provide the two
dimensional model in the limit N → ∞. The third term is a magnetic field, while
the last three terms are crystal fields. More complicated crystal fields can be studied.
although here we only study models within this general model. We study several
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models, which we now state including the relevant parameters, seen in Table.2.2.
Table.2.2. Table of parameters in Eq.2.2.1 for various models.
Model Jx1 J
y
1 J
z
1 J
x
N J
y
N J
z
N B
x By Bz Cx Cy Cz hp hq
Ising 0 0 α 0 0 0 0 0 β 0 0 ∞ 0 0
Ising 0 0 α 0 0 β 0 0 0 0 0 ∞ 0 0
Plane Rotator α α 0 0 0 0 β 0 0 0 0 −∞ 0 0
Plane Rotator α α 0 β β 0 0 0 0 0 0 −∞ 0 0
Clock α α 0 0 0 0 β 0 0 0 0 −∞ ∞ 0
Clock α α 0 β β 0 0 0 0 0 0 −∞ ∞ 0
Continuous Ising 0 0 α 0 0 0 0 0 β 0 0 0 0 0
Plane Ising α 0 0 0 0 0 β 0 0 0 0 −∞ 0 0
Plane Ising α 0 0 β 0 0 0 0 0 0 0 −∞ 0 0
Heisenberg α α α 0 0 0 0 0 β 0 0 0 0 0
Heisenberg α α α β β β 0 0 0 0 0 0 0 0
XY α α 0 0 0 0 β 0 0 0 0 0 0 0
When Cz = ∞ we project on to only up or down, so Szn → σn, as usual for the
Ising model. When Cz = −∞, we project into the plane, leaving only the φ degree
of freedom. Including hp discretises the φ angle, giving p clock ticks per site. The
continuous Ising has both θ and φ degrees of freedom, but only interacts in the
zˆ-direction, while the plane Ising has only the φ degree of freedom, but is a related
model as the energetics only depend on the “length” of spin in the xˆ-direction. The
Heisenberg model is isotropic, and whose spins are fully three dimensional. Finally
the XY model also has isotropic spin space, but only planar interactions.
We now introduce the central quantity to the calculations. For the entirety of
the calculations, we work in the canonical ensemble; we have fixed particle number
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and the temperature is well specified, which in turn specifies the energy as we are in
the thermodynamic. We envisage a one dimensional chain of spins weakly coupled
to a heat bath (at a temperature T ), with no particles exchanging. We can also
apply a magnetic field which generates a magnetisation, which once again have a
one to one correspondence as we are in the thermodynamic limit.
To calculate, we introduce the partition function. Let us work with discrete states
first, before we move discuss classical models. We will not be working with quantum
mechanics as such, and only deal with thermodynamics for which the eigenbasis is
already known, or the model is automatically diagonal. Let there be a system of N
spins, with t discrete states per site (this idea will have to be modified for continuous
spin models). We therefore have tN total states, an unfeasibly large number to deal
with exactly and completely for any thermodynamically reasonable N . Suppose
we have a Hamiltonian which acts on any given one of the tN states and returns
the energy. We will always be working in the full thermodynamic limit, and so we
introduce the main ideas of thermodynamics. Firstly, we define the entropy by
S = −
∑
n
Pn logPn,
a quantity which we seek to maximise subject to two constraints
1ˆ =
∑
n
Pn
E =
∑
n
nPn,
where Pn is the probability of finding the state n, E is the average energy of the
entire system 1ˆ is the normalisation of the probabilities, and n is the energy of
the state n, which is specified by the Hamiltonian. The sum over n is over all tN
30
2.2. Introduction to Thermodynamics
states. We therefore optimise the entropy with these constraints, so we define two
Lagrange multipliers β (which fixes the average energy) and (logZ − 1) which fixes
the probability. We find
βF = S − βE − (logZ − 1)1ˆ,
which explicitly is given by
βF = −
∑
n
(Pn logPn + βnPn + (logZ − 1)Pn) ,
where we have defined the quantity F which is called the Gibbs free energy. This
quantity we optimise without constraint, which optimises the probabilities under
constraint. We optimise this with ∂
∂Pn
βF = 0 which gives us
logPn = −βn − logZ,
from which we find the two main equations
Pn =
e−βn
Z
Z =
∑
n
e−βn
The quantity Z is called the partition function, and is the central quantity to thermo-
dynamics which we shall calculate. We can relate, for example, the average energy
to the partition function, from
〈E〉 =
∑
n
nPn =
1
Z
∑
n
ne
−βn
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We can trivially write this as a derivative, yielding
〈E〉 = −∂ logZ
∂β
For any quantity controlled by H = H0 + λH1, we can calculate the average as
〈H1〉 = 1
Z
∑
{S}
H1(S)e−βH(S)
= − 1
β
∂ logZ
∂λ
,
allowing us to calculate, for example, magnetisation, or correlation functions. The
Gibbs free energy is explicitly given by
F = E − TS,
which we now interpret; the entropy drives the system to disordered states, preferring
fluctuations rather than order. It is the balance of the energy with the entropy which
provides us with an understanding of phase transitions. It is important to note two
key features of the Gibbs free energy; it is always minimised at constant temperature,
and it is continuous though not necessarily smooth. Jumps in the nth-derivative of
the free energy provide nth-order phase transitions. For first order transitions there
is a discontinuity in the energy which provides a discontinuity in the specific heat.
We will eventually solve the thermodynamics of (some of) these classical models,
always working in one dimension, and we therefore introduce the thermodynamics
of magnetism. Although, as we shall explain later, one dimension prohibits thermal
phase transitions, we begin by discussing magnetic phase transitions in general. It is
known that the Ising model in two or higher dimensions has a phase transition [34], a
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Figure 2.1: Sketch of a phase transition, with a) being second order and b) being
first order
point at which a spontaneous long range correlation appears, as sketched in Fig.2.2.
As we cool the system down, the correlations (that are energetically favourable)
Figure 2.2: Sketch of the long range correlation function for the Ising model in two
or higher dimensions
build up, until at some Tc they span the entire system, breaking some symmetry.
We can see this as a degeneracy in the free energy ; two states with different energies
and entropies become degenerate at Tc, at which point one takes over from the
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other. At this point, there is a huge amount of entropy available from fluctuating
between the two free energy degenerate states, providing the peak in specific heat,
independent of the order of the transition. There is an important aspect of this
phase transition that has been skipped here. We chose the long range correlation
functions, but in fact a spontaneous magnetisation may appear, but only if we take
the thermodynamic limit carefully. We must have
〈M〉 = lim
B→0+
lim
N→∞
N∑
r
〈mr〉,
where 〈mr〉 is the average magnetisation at the site r and 〈M〉 is the average total
magnetisation. If we reverse the order of these limits, the spin inversion symmetry
means that we cannot have long range order, but if we keep the limit as is, we
can have spontaneously broken inversion symmetry. Note that if we took B → 0−
we would have the opposite sign for 〈M〉. A magnetic phase transition is where a
global symmetry is broken and is driven by some collective phenomena between a
large number of spins. If the phase transition is into long range order, then one has
a macroscopic number of spins taking part in the order; a finite fraction compared
to the total number of spins. For other types of order, this fraction may be zero,
though a large number of spins are taking part in the order.
In principle, one can apply some other parameter and move this phase transition
around in temperature, and in some cases it can be moved to zero temperature. At
this point the phase transition is controlled by quantum fluctuations, and one can
investigate the coexistence of quantum and thermal fluctuations near a transition.
In our models, we will also have these zero temperature phase transitions, and we
may therefore investigate the classical fluctuations nearby. Though it is important
to note that the zero temperature transition is first order, and therefore we are not
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investigating a quantum critical point.
The task we therefore set ourselves is to calculate the partition function for a
given Hamiltonian. To begin with, we will calculate the simplest partition function
for a magnetic system, and derive the Curie Weiss law. The Curie Weiss law is also
a central component for the study of real magnetic systems, as we shall see later. It
is also a quantum calculation, and will be essentially the only example of a quantum
thermodynamic calculation here.
2.3 Order Parameters and Critical Exponents
An important aspect of second order (or continuous) phase transitions is that of
universality. Many different models may have the same physics near the phase
transition; we must have long range fluctuations for a phase transition, and so the
details of the model can become irrelevant here. We therefore need to characterise
the transitions in some way and put the models into “universality classes”. The
best way to do this is define critical exponents ; the temperature dependence of some
quantity near the phase transition. The critical exponent is the behaviour of the
order parameter near the transition; a quantity which vanishes at and above TC . In
order to define the critical exponents, we first define the reduced temperature
τ ≡ T − TC
TC
We expect that quantities will diverge like τ−x where x ≥ 0 is some exponent in the
limit T → TC . We therefore define the following critical exponents
CV ∼ τ−α
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χ ∼ τ−γ
ξ ∼ τ−ν ,
where α, γ, and ν are the critical exponents for specific heat, the susceptibility and
correlation length respectively. Note that these exponents are for static systems
which will be the only ones we deal with. Many models have the same critical
exponents. It is believed that the exponents only depend on the dimensionality
of the system and of the spin space, and the range of interactions. For the two
dimensional Ising model we have
α = 0
γ =
7
4
ν = 1,
which is called the Ising universality class. Note that α = 0 means that the specific
heat diverges logarithmically.
For the case of our models, we note that to define the critical exponents, or even
the reduced temperature, one requires TC . For the cases where it exists, we will not
know TC , and therefore cannot calculate any critical exponents.
2.4 Curie Weiss and Generalisations
We derive the thermodynamics for a single spin in a magnetic field (Curie Law), a
single spin with an average field from one neighbour and an applied field (Curie-Weiss
Law). We then extend the calculation, and find the thermodynamics for a single spin
with two neighbours in a triangle, and three neighbours in a tetrahedron, all with an
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applied field, which is new but trivial. We work up to spin S = 3
2
, which amounts to
the case of Cr3+. We are calculating the extensions to Curie-Weiss with a particular
compound in mind; Ho2GaxCr1−xSbO7 [35], in which the chromium forms chains of
magnetic atoms of spins (of length S = 3
2
). The style of the chains depends strongly
on the doping x. For x → 1 the chromiums are very dilute, and so magnetising
the sample produces a weak Curie effect. When x is decreased, the chromiums may
become magnetically correlated with the Heisenberg, but the coordination number
is not known. One only observes the average coordination number for the entire
sample. We therefore calculate the relevant Curie-Weiss laws for the geometries
encountered in the compound, so that one could fit the susceptibility with four free
parameters, which generate the average coordination number.
2.4.1 Curie Law and Curie-Weiss Law
We begin with a single spin in an applied magnetic field. We use the zˆ-axis as the
applied field, and quantise the spin in this direction. We have a spin of length S, and
therefore have 2S + 1 states to sum over. We can trivially write down the partition
function for this, giving us
Z =
S∑
n=−S
eβBn
=
sinh βB(S + 1
2
)
sinh βB
2
To calculate the magnetisation we use
〈M〉 = − 1
β
∂ logZ
∂B
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= β
(
S +
1
2
)
coth
(
βB
(
S +
1
2
))
− β
2
coth
(
βB
2
)
(2.4.1)
For the case of B → 0 we expand the magnetisation, giving us
〈M〉 = βBS(S + 1)
3
We then calculate the inverse susceptibility, yielding
χ−1 =
3T
S(S + 1)
,
which is known as the Curie Law. We next include a mean field interaction stemming
from nearest neighbours. Consider a general pairwise Hamiltonian over some range
H = −
∑
R6=R′
S(R)J(R−R′)S(R′)
We use mean field theory on the interacting part. One calculates the self consistent
response from a test spin feeling a constant field from the neighbours. We therefore
choose a spin S(0) say, and calculate the average of the local exchange stemming
from the surrounding neighbours (the exchange field)
H = S(0).
∑
R6=0
S(R)J(R)
≈ J0λS(0).〈S〉 ≡ J0λS(0).〈M〉,
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where 〈M〉 is the magnetisation that we are attempting to find as a function of
applied field and temperature, λ is the coordination number, and
J0 =
∑
R6=0
J(R),
the average of the interactions. For exchange interactions, we expect this to simply
be sequence of interaction strengths which become exponentially small. We calculate
the partition function giving
Z =
S∑
n=−S
eβBn+βJ0λ〈M〉n
=
sinh βB˜(S + 1
2
)
sinh βB˜
2
,
where βB˜ ≡ βB + βJ0λ〈M〉. We find that the magnetisation is given by the same
expression as before in Eq.2.4.1, but with the substitution B → B˜. At high tem-
perature, it is clear that the magnetisation is proportional to the applied field, and
so taking the limit B → 0 is equivalent to B˜ → 0. This will not be true for all
temperatures (as we shall see), but at high temperature is a valid assumption. We
find (after re-arranging)
〈M〉 = BS(S + 1)
3(T − λJ0S(S+1)
3
)
From this we may write the susceptibility as
χ =
S(S + 1)
3(T − Tc) ,
where Tc =
λJ0S(S+1)
3
, the Weiss field, which provides an offset in the linear relation
between inverse susceptibility and temperature. Physically, one applies a magnetic
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field which polarises the sample slightly; Curie’s law. Internal interactions then
interfere with this. If the interactions are ferromagnetic then the response is larger
than one would expect, and if they are antiferromagnetic the response is smaller.
This field is called the Weiss field and we can attempt to find the average interaction
between spins from this. Practically, one uses the slope of the inverse susceptibility to
find the length of spin, and the intercept to find the mean field average interaction.
However, we can calculate much more accurately the offset to the Curie law, by
considering specific cases of (different geometries of) spins.
2.4.2 Extensions to the Curie Law
Let us begin by denoting the partition function for the Curie law by Z1 as this will
make generalising more obvious. We begin with a spin in a magnetic field, with one
nearest neighbour. For two spins, we seek to include a Heisenberg interaction, and
so we use the result
H = JSˆ0.Sˆ1 = J
2
[
(Sˆ0 + Sˆ1).(Sˆ0 + Sˆ1)− Sˆ20 − Sˆ21
]
,
where the last two terms do not contribute to the thermodynamics, as they are
cancelled out when we take logZ. Thus for the partition function we have
Z2 =
∑
{Sˆ0,Sˆ1}
eβB(S
z
0+S
z
1 )+
βJ
2
(Sˆ0+Sˆ1).(Sˆ0+Sˆ1),
where we must sum over all the states, and controlling this sum is the aim. For two
spins, it is particularly easy. We note that the interaction is the form of Tˆ.Tˆ for
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some spin, and thus we use the Stotalz basis to represent the summation, given by
Z2 =
2S∑
T=0
T∑
p=−T
eβB(S
z
1+S
z
2 )+
βJ
2
T (T+1)
=
2S∑
T=0
sinh
(
βB
(
T + 1
2
))
sinh
(
βB
2
) eβJ2 T (T+1)
For the case of chromium, we have S = 3
2
, and thus four terms in the sum, explicitly
Z2 = 1 +
1
sinh
(
βB
2
) (sinh(3βB
2
)
eβJ + sinh
(
5βB
2
)
e3βJ + sinh
(
7βB
2
)
e6βJ
)
The magnetisation per spin is given by
m2 = − 1
2β
∂ logZ2
∂B
,
and in the limit J → 0 must agree with the Curie Weiss magnetisation
m1 = − 1
β
∂ logZ
∂B
Similarly one can calculate the partition function for the triangle, but more care is
needed to calculate the partition function, as we have the sum of three spins, and
there are therefore multiple representations of each Sztotal state. For S =
1
2
we have
0 1
2
1 3
2
2
1 1
2 1 1
3 2 1
4 2 3 1
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Figure 2.3: Magnetisation including one neighbour.
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Along the top is Sztotal, and going down is the number of spins being added together,
and the number is the number of representations of that particular spin state. For
S = 1 we have
0 1 2 3 4
1 1
2 1 1 1 1
3 1 3 2 1
4 3 6 6 3 1
and for S = 3
2
we have the ever more complicated
0 1
2
1 3
2
2 5
2
3 7
2
4 9
2
5 11
2
6
1 1
2 1 1 1 1
3 2 4 3 2 1
4 4 9 11 10 6 3 1
(2.4.2)
For the triangle, we have the Hamiltonian
H = JSˆ0.Sˆ1 + Sˆ1.Sˆ2 + Sˆ2.Sˆ1 = J
2
(Sˆ0 + Sˆ1 + Sˆ2).(Sˆ0 + Sˆ1 + Sˆ2)− Sˆ20 − Sˆ21 − Sˆ22,
which leads us to the partition function given by
Z3 =
∑
{Sˆ0,Sˆ1,Sˆ1}
eβB(S
z
0+S
z
1+S
z
2 )+
βJ
2
(Sˆ0+Sˆ1+Sˆ2).(Sˆ0+Sˆ1+Sˆ2)
=
3S∑
T= 1
2
T∑
p=−T
eβBp+
βJ
2
T (T+1)g(T )
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Figure 2.4: Magnetisation including two neighbours.
=
3S∑
T= 1
2
sinh
(
βB
(
T + 1
2
))
sinh
(
βB
2
) eβJ2 T (T+1)g(T ),
where g(T ) is the number of representations for each given T , given by the table
above for S = 3
2
in Eq.2.4.2. Once again magnetisation is obtained via
m3 = − 1
3β
∂ logZ3
∂B
,
and we compare to the Curie-Weiss in the limit J → 0. For the tetrahedron we
have essentially the same result, given by
Z4 =
4S∑
T=0
sinh
(
βB
(
T + 1
2
))
sinh
(
βB
2
) eβJ2 T (T+1)g(T ),
with
m4 = − 1
4β
∂ logZ4
∂B
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Figure 2.5: Magnetisation including three neighbours.
If we calculate the magnetisation for a given problem, we would get us the fitting
procedure
M = m1(β,B) + α2m2(β,B, J) + α3m3(β,B, J) + α4m4(β,B, J),
for the magnetisation, though fitting the inverse susceptibility is not as clear. Note
that we can also calculate the susceptibility from these, given by
χn =
∂mn
∂B
, (2.4.3)
and fit these term by term, but fitting the sum of contributions to the inverse
susceptibility is clearly more difficult.
We have calculated the average magnetisation for a single spin in a magnetic
field, two spins in a line, three spins in a triangle and four spins in a tetrahedron
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Figure 2.6: The simplest domain wall for a ferromagnetic Ising model in one di-
mension
all with a Heisenberg interaction. These are the simplest calculations of a partition
function for magnetism, but it really serves to indicate how Curie Weiss law works.
To use Curie Weiss, one simply uses high temperature in the inverse susceptibility
to predict the intercept; if it is negative (positive) then we expect ferromagnetism
(antiferromagnetism). The slope of the line also gives the size of the spin, indicating
the average charge state on the magnetic ion under consideration.
2.5 Overview
Here we discuss the known features of the models that we solve, and attempt to
motivate our study into one dimension.
2.5.1 Overview of Models
We will solve the exact thermodynamics of several one dimensional models. We
will introduce the Ising model [36] to motivate the use of transfer matrices (which
will become transfer functions for the continuous models) using only the standard
techniques to solve the basic J1−J2 model. The Ising model is known to have a phase
transition in two dimensions, where a spontaneous magnetisation appears with only
nearest neighbour interactions. It serves as the archetypal model of a magnet, whose
thermodynamics are fully understood in one and two dimensions. The excitations
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are well defined domain walls, as seen in Fig.2.6. In one dimension, it is clear that
there are N (or N −1) bonds for the excitation to delocalise on, providing −T logN
for the entropy. The energy penalty for one domain wall independent of position is
2J . The free energy is therefore
F = 2J − T logN
Thus the one dimensional Ising model always has domain walls in the thermody-
namic limit at any finite temperature, destroying order. This argument is true
for other one dimensional models, whose excitations are always present due to the
macroscopic entropy and a finite energy penalty.
The two dimensional Ising model is the first exactly solvable model of a magnetic
phase transition. It was known to have a transition at 2βc = log(1 +
√
2) [34, 37]
via duality, before Onsager provided the exact solution [38] and Yang provided
the formula for the spontaneous magnetisation [39]. Many generalisations of the
model are exactly solvable including the n-vertex (n = 2 [40], n = 8 [41]) and the
Potts model [42]. For the two dimensional Ising model, the excitations are short
range domain walls, where once again the entropy scales with the number of bonds.
However, the energy term does depend on the structure of the domain wall, leading
to the phase transition where the temperature becomes sufficiently high to overcome
the domain penalty. At low temperature we have a single dominant (macroscopic)
domain which provides the magnetic order. For the particular case of the Ising
model, we heat the system up, and domains of the opposite magnetisation start to
grow. At the phase transition there are equal amounts of both domains, but both
domains exist over the entire sample. As we heat further, the domains shrink into
tiny patches, but we still have equal amounts of both such that there is no symmetry
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broken overall. It is the balancing of energy penalty to entropy gain which is at the
center of all phase transitions in thermodynamics.
For the continuous models, we begin with the plane rotator model, or two di-
mensional XY-model. It is based on the standard XY-model, but the spins are
constrained to only point within a plane. This model has received a huge amount of
interest in two-dimensions due to its interesting ordering properties [10,43–47]. The
Mermin-Wagner theorem [48–50] prevents long range order due to the isotropy in
spin space. The low energy excitations of the model are very large scale variations
of the magnetisation vector due to the isotropy of the model. However, the model is
proven to exhibit power law correlations for sufficiently low temperature [20], indi-
cating that there must be a phase transition of some sort. There are three options
lim
r→∞
〈S0.Sr〉 =

e−
r
ξ
1
rp
A
 ,
where A is a constant. If we get a power law then
lim
V→∞
1
V
〈S(0).
∫
dr S(r)〉 → 0
Although there are an infinite number of spins involved with the correlation, there
is not a macroscopic fraction, and so we do not get long range order. A new type of
mechanism was required to produce a phase transition from the state with no long
range order (power law correlations) to a state with no long range order (exponen-
tial correlations), and Kosterlitz and Thouless provided a possible explanation [50].
They showed that the low energy excitations of the effective model were vortex anti-
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vortex pairs. At low temperature these vortices would be bound pairs, but at some
temperature, the BKT-transition, the bound pairs would unbind and extend to in-
finite range, destroying order. Intuitively, the logarithmically interacting vortices
provided the same free energy contribution as the free energy, viz
F = EV log r − T log r
where EV is the energy of the vortex anti-vortex pairs, and r is the separation, and
so expect a transition at T ∗ = EV to unbound vortices, where the entropy demands
that they extend to long range.
The J1 − B model has been approximately solved in one dimension and two
dimensions [10]. Here, we solve the J1 − JB and the J1 − J2 model.
We will then solve the so-called continuous-spin Ising model [51], or (“pseudo”
Ising model [52]). Very little literature exists on this model [51, 53, 54], although it
is known to have a phase transition in two or higher dimensions [55]. Monte Carlo
analysis on this [52] finds a phase transition, and the authors believe it to be the
same as the Ising model but with a reduced Tc. Here, as with all the models, we
will only work in one dimension, and provide the exact solution to the J1−B model
before attempting to find approximately the two dimensional limit. This model is
the same as the regular Ising model, in that the spins only interact in the zˆ-direction,
although the constraint σ = ±1 is relaxed to σ ∈ [−1, 1], such that the spins are
fully three-dimensional. The excitations are again local domain walls, and so one
would expect a transition in two-dimensions just as in the Ising model though the
fluctuations affect where the phase transition takes place. The model has the ability
to weaken the magnetisation component (by fluctuating locally) as well as setting
up domain walls.
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We finally move on to the classical Heisenberg model. This model has received a
large amount of attention as it is central to the study of isotropic magnetism [56–59].
In three-dimensions, it is proven to have a finite transition temperature [60–62], while
in two-dimensions Mermin-Wagner suggests that there should be no phase transition
[63, 64] at finite temperature. This is due to a divergent number of low energy (or
low momentum) excitations which are presumed to prevent the system from finding
the ground state other than at zero temperature. Frustrated J1 − J2 models are
believed to have a transition if the appropriate Ising variables are examined [65].
In one dimension, the thermodynamics for some models have been exactly solved;
for example, the nearest neighbour zero field partition function has been known for
a long time [57]. Including a field has been done infinitesimally [56] in terms of
Wigner-3j symbols, and later numerical studies have provided the calculation for
finite fields [66]. Finite clusters with arbitrary internal interactions have also been
solved exactly by direct integration of the partition function [67]. Here we provide
the solution to the J1 −B and J1 − J2 model.
In summary, we will provide the solution to the continuous spin Ising model with
nearest neighbour interactions and a field, the J1− J2 Heisenberg and plane rotator
models, along with correlation functions for all models. The continuous Ising model
has never been studied in detail, and correlation functions for the two continuous
models have not been found before.
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2.5.2 Motivation for One Dimension
Before we motivate one dimension, first we specify what we mean by one dimension,
as we use a slightly subtle definition. We will be considering models of the form
H =
∑
j1,j′1,j2...j
′
d
Sj1,j2...jdJj1,j′1,j2...j′dSj′1,j′2...j′d ,
where d will define our dimensionality. We will only be studying short range interact-
ing models when we study the thermodynamics, and so we only define dimensionality
for short range models. We also only work in the thermodynamic limit, and therefore
only discuss with reference to that here as well. There exists a way of labelling the
sites such that the effective geometry has the bonds over a minimum range |j − j′|.
We then use d and only d indices in order to label our lattice. If we use more la-
bels, then we create a bond over an infinite range, which means we do not have the
correct effective geometry. With this definition, one dimension becomes a lattice for
which all bonds are short range, and there exists one infinite direction and one finite
direction such that the aspect ratio is zero. Domain walls may then stretch across
the side with finite length with a finite energy cost and then delocalise along the
longer direction to gain from entropy, wiping out order at any finite temperature.
In two dimensions, the effective geometry is two infinite directions with a constant
aspect ratio, such that domain walls may not stretch across the entire system. In
this way phase transitions are not strictly prohibited.
While there are no finite temperature phase transitions in these models, one di-
mension may still exhibit crossovers. We may therefore find phase-diagrams, where
we associate phase boundaries with the one dimensional analogue of phase transi-
tions. For example, in the fully three-dimensional compound spin-ice, one observes
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a standard crossover, where entropy comes out smoothly across a temperature re-
gion, and we go from a collection of states to a smaller collection of states. For
the particular case of spin-ice, this crossover is from all Ising spin states in the py-
rochlore lattice to the states only satisfying the “two-in-two-out” ice rule for each
tetrahedron. For these one dimensional models, a distinction should be made; we are
observing what would become the phase transition in higher dimensions, but is not
allowed. In one dimension, the state at high temperature is the disordered state, and
at low temperature it is still a disordered state. However, at low temperature, one
may have very large regions of the two dimensional groundstate (antiferromagnetic
or ferromagnetic), but a domain wall is necessary, preventing full long range order.
For example, the Ising model exhibits a broad peak for one dimension, which goes
from the disordered state to one that mimicks the ordered state but is not allowed
to have long range order.
We are also permitted zero temperature transitions, and so we can investigate
how temperature affects these. These one dimensional models also offer the one- to
two-dimensional crossover if we have one local and one non-local interaction. We
will provide some calculations to this effect, as they provide a technique to limit to
two-dimensions where phase transitions are permitted. However, most of the work is
done in purely one dimension here. It is also worth noting that one dimension may
have phase transitions, if the model is non-local (mocking up higher dimensions),
and contains no continuous symmetry. For example, the Ising model with a single
weak long range interaction [68], given by the Hamiltonian
H = −J
∑
n
σnσn+1 − J2
N
∑
n>m
σnσm
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in the limit N →∞ has a finite transition temperature given by
J2
Tc
= exp
[−2J1
Tc
]
Transitions are permitted in one dimensional non-continuous models, if the exci-
tations (and associated entropy) are non-trivial. However, given the definition of
one dimension above, we would not consider this a strictly one dimensional model,
and in fact using long range interactions to create non-trivial excitations is a way of
investigating the one-to-two dimensional crossover (see Chap.7).
2.6 Technique overview
There are many techniques available to calculate (or approximate) the partition
function and therefore the thermodynamics, such as series expansions (in some small
parameter), renormalisation group, transfer functions, and Monte Carlo. We will use
transfer functions, which are related to transfer matrices, but are used for continuous
spin models, and Monte Carlo as a cross check for some of the calculations.
A series expansion (or high temperature) expansion is typically simply a Taylor
series of the partition function
Z =
∑
{S}
e−βH(S) =
∑
{S}
∞∑
p=0
(−βH(S))p
p!
We then calculate the series term by term. This technique prohibits the calculation
of the partition function at the phase transition, but it may be calculated close to
the transition, and therefore may be used to get close.
Numerical simulation is used to calculate the dynamics of the system, sampling
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phase space in order to “mock-up” the partition function. These techniques are
often used as they are relatively easy to calculate with, but offer no exact results.
We will use Monte Carlo briefly as a cross check for some of our calculations, but
will not investigate using this technique.
Finally, renormalisation group is a technique which uses the idea of universality.
Near the phase transition, it is expected that the microscopic details of the model
are not important, and that the physics is only dominated by long range effects (as it
must be for a phase transition to occur). Therefore, many models are controlled by
the same underlying physics, and one can attempt to classify the various models into
ones which behave the same; universality classes. Renormalisation group rescales
the parameters (or variables) in such a way to indicate whether there will be a finite
temperature transition, which parameters are important at the transition, and the
power laws near the transition of quantities. It is usually calculated on a field theory
which corresponds to the original lattice model, although for some models (like the
Ising model) one can use decimation to calculate on the original model. We will not
be using renormalisation group at all, but will use classical field theory to calculate
the low energy excitations of some of our models.
2.6.1 Discrete Spin Models and Transfer Matrices
To calculate the partition function for a discrete spin model, one attempts to calcu-
late the following
Z =
∑
{S}
e−βH(S),
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where the summation is over all possible states {S} and H(S) is the Hamiltonian,
which gives the energy of the state S. Quantum mechanically one would use
Z =
∑
n
〈n|e−βH |n〉
for some complete set of states |n〉, which could be the eigenstates of the Hamil-
tonian. Note that one must control the operator nature of the Hamiltonian in the
exponential, which means that using the eigenstate of the Hamiltonian is, as far as
is known here, the best choice if available, yielding
Z =
∑
n
e−βn
Obviously, both here and in the classical discrete spin case, we have an exponentially
large state space to sum over. The summation yields tN terms in the sum for N
spins with t degrees of freedom per spin. The partition function yields the relevant
thermodynamic quantities via differentiation (of the partition function itself or the
logarithm of the partition function) from
e−βF = Z (2.6.1)
which gives us
〈E〉 = −∂ logZ
∂β
CV =
∂〈E〉
∂T
〈M〉 = − 1
β
∂ logZ
∂H
∣∣∣
H→H∗
,
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where H∗ is usually 0 representing the zero field magnetisation, although H∗ is
general. We elect to work in one-dimension here, which yields a unique way of
factorising the partition function into transfer matrices for finite range interactions.
We can in principle solve arbitrary range interactions, though the transfer matrices
themselves grow. We will go through the method of transfer matrices for the simple
case of the Ising model later and only offer an outline here. The method turns the
summation over states into matrix multiplication, and so, for periodic boundary
conditions, we can write the partition function as
Z = Tr
N∏
n=0
T → λN0
(
1 +
(
λ1
λ0
)N
+
(
λ2
λ0
)N
+ . . .
)
,
where T is the transfer matrix, from which we define
T |n〉 = λn|n〉,
λn is the n
th eigenvalue, and λ0 is the largest one. Using this decomposition, we
see that if λ0 > λ1 > λ2 . . . > 0 then the partition function is dominated by the
largest eigenvalue. Moreover, if we are in the thermodynamic limit, then the largest
eigenvalue is exactly the partition function, containing all the details of the thermo-
dynamics. This will be the limit that we always work in. The free energy per spin,
in the thermodynamic limit, is therefore
F = − 1
β
log λ0
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Using the transfer matrix technique yields normalised expectation values for opera-
tors A as
〈A〉 = 〈0|A|0〉〈0|0〉
and correlations as
〈S0.Sp〉 = 〈0|S0T
p−1Sp|0〉
〈0|T p−1|0〉 p > 0
for a given type of spin S.
2.6.2 Continuous Spin Models and Transfer Functions
When considering continuous spin models, the summation over the states in the
partition function becomes an integral over parameter space. In general one has
Z =
∫
RpN
dre−βH(r),
for an N particle system, where RpN is the relevant N dimensional parameter space
with p degrees of freedom per site, and r is the relevant pN dimensional vector.
Historically continuous models were first studied by Fischer [9], who found that the
nearest neighbour Heisenberg model was exactly solvable, which turns out to be
a general result for the isotropic models that we will study. This is the first use
of transfer functions for solving thermodynamics, which is the technique that we
apply. Other nearest neighbour continuous models may be solved in one dimension
using transfer functions, namely the plane rotator [10, 69]. Here we extend these
calculations to the inclusion of a magnetic field, and a second neighbour interaction
for some of the models.
We consider the particular case of a one dimensional lattice, with quadratic
pairwise interactions of finite range (or linear interactions on single spins), with a
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translationally invariant interaction (which can, in principle, be relaxed). We also
consider classical spins which we parametrise via two angles to maintain the spin
constraint
Sˆn ≡ (sin θn cosφn, sin θn sinφn, cos θn)
For the plane-rotator model the spins are two-dimensional, given by
Sˆn ≡ (cosφn, sinφn, 0),
where we have constrained θn =
pi
2
on all sites. Using the 3-dimensional spin space
for now, we find the partition function as
Z =
∫
dSˆN
4pi
∫
dSˆN−1
4pi
. . .
∫
dSˆ0
4pi
e−βH(g(Sˆn...Sˆ0))e−βH(g(Sˆn+1...Sˆ1)) . . . e−βH(g(SˆN ...SˆN−n)),
where the Hamiltonian H(g(. . .)) is a function of a function of a finite number of
spins n. We can perform the integrals one at a time if we solve the following integral
equation
zf(θ1 . . . θn+1;φ1 . . . φn+1) =
∫ pi
0
dθ0
2
∫ pi
−pi
dφ0
2pi
e−βH˜(Sˆn+1...Sˆ0)f(θ0 . . . θn;φ0 . . . φn),
where H˜ is the local part of the total Hamiltonian, which has pairwise interactions
up to some range n+1, and may have single spin interactions (like a field). We have
to include appropriate boundary conditions on the eigenfunctions f(x), although in
the thermodynamic limit these are never important. In this limit, the application
of the integral operator a large number of times forces the eigenvalue (and relevant
eigenvector) to converge to the largest one (the power method). If the integral
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operator satisfies the eigen equation
zn|ψn〉 = Kˆ|ψn〉,
then a large number of applications of the operator projects us onto the largest
eigenstate. In other words
KˆN |ψ〉 ' zN |ψ0〉〈ψ0|ψ〉,
which in the thermodynamic limit turns into an equality. Thus we find the largest
eigenvalue of the integral equation, which yields the partition function (and therefore
free energy per spin) through 1
N
logZ ' log z where the approximation is due to the
boundary conditions (which in the thermodynamic limit becomes an equality again),
and will be dealt with in more detail for the cases of particular models.
Once again, expectation values and correlation functions may be calculated. One
wishes to calculate correlations in exactly the same way as Eq.2.6.2, except the spins
are vectors, and so one must transfer the spin the relevant number of times to get the
correlation function at range p. If we want the long range correlations, the transfer
of this spin converges to the largest eigenvalue of the new operator. We will therefore
use the method of transfer functions (or transfer matrices) to solve one-dimensional
factorisable models.
2.7 Ising
We begin with the regular Ising model in one dimension. This has discrete energies,
so the transfer integrals are not relevant, but we start here to introduce the basic
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ideas. The model is given by
H = −J
∑
n
σnσn+1 −B
∑
n
σn,
where σ = ±1, J can be positive (negative) yielding ferromagnetism (antiferromag-
netism), and B is the applied magnetic field, polarising the spins. We begin with this
model (despite it being very well known) to simply illustrate the calculations which
will appear later for the more complicated models. There will be no improvements
in understanding from applying the technique to the one dimensional Ising model.
For negative J with B 6= 0 we can examine the simplest possible case of frustration.
This model is relatively simple to solve, but serves as a useful starting point for the
idea of transfer matrices. The partition function for open boundary conditions with
N spins is given by
Z =
∑
{σ}
e−βH(σ,σ
′),
where H(σ, σ′) is the pairwise Ising Hamiltonian, and {σ} means a sum over all pos-
sible configurations (2N) of the spins. We notice that the Hamiltonian is factorisable
(there are many choices of this, so we choose the symmetric one here).
H = − B
2
σ0 −
[
B
2
σ0 + Jσ0σ1 +
B
2
σ1
]
−
[
B
2
σ1 + Jσ1σ2 +
B
2
σ2
]
− . . .−
[
B
2
σN−1 + JσN−1σN +
B
2
σN
]
− B
2
σN ,
for open boundary conditions with N +1 spins. The partition function, which is the
exponential of the Hamiltonian is therefore a product over each element, given by
Z =
∑
{σ}
e
βBσ0
2
[
N∏
n=0
Vσnσn+1
]
e
βBσN
2 ,
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where we have defined the following
Vσ′σ = e
βBσ′
2 eβJσ
′σe
βBσ
2
The extra terms in the partition function cater for the missing terms in the product.
We now recognise that we can turn the sum over spin states into a sum over elements
of a matrix if the elements of the matrix take the values from the summation.
Z =
∑
σ0=±1
e−
βBσ0
2
∑
σ1=±1
Vσ0σ1
∑
σ2=±1
Vσ1σ2 . . .
We re-write the product as matrix multiplication as follows
∑
σ=±1
Vσσ′vσ →
 V++ V+−
V−+ V−−

 v+
v−

In matrix notation, we get the following transfer matrix
Vσσ′ =
 eβJ+βB e−βJ
e−βJ eβJ−βB

Every time we multiply by another Vσσ′ we perform one of the summations. We want
to sum over N + 1 variables, and so we set up N matrices, along with two vectors at
the edge (due to the open boundary conditions). We now diagonalise the transfer
matrix, which we shall do in general here, as the basic idea will be used extensively.
We create the unitary matrix whose columns are the (normalised) eigenvectors of
the transfer matrix V
U =
[
u0 u1 . . .um
]
,
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for an m×m problem. We then write that
V U = UD
→ V = UDU−1,
where D is the diagonal matrix containing the eigenvalues zi of V . To calculate the
partition function, we need to multiply N of these matrices together, giving us
Z = L†
[
UDU−1
]N
R
= L†UDNU−1R,
where L and R are the vectors which are left over when dealing with open boundary
conditions. We then use that
D = diag[z0, z1 . . . zm],
which, when we raise to a large power, tends towards the largest eigenvalue. For the
Ising model, which is currently 2× 2, we have that
Z =
[
e
βB
2 e−
βB
2
]
U
 z0 0
0 z1

N
U−1
 eβB2
e−
βB
2
 ,
where U is the relevant unitary transformation to diagonalise the transfer matrix.
This yields the partition function as
Z ≈ zN0 e−βB ≡ zN0 αB,
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where z0 and z1 are the larger and smaller (respectively) eigenvalues of the transfer
matrix, given by
z0 = e
βJ cosh βB +
√
e2βJ(sinh βB)2 − e−2βJ
z1 = e
βJ cosh βB −
√
e2βJ(sinh βB)2 − e−2βJ
The extra term in the partition function is from the boundary, but when we calculate
the free energy per spin, it does not contribute as it does not scale with N . Thus
the free energy per spin is given by
F = − 1
β
log
[
eβJ cosh βB +
√
e2βJ(sinh βB)2 − e−2βJ
]
+O
(
zN1
zN0
)
, (2.7.1)
where the last term vanish completely in the thermodynamic limit. We plot the
partition function in Fig.2.7 for the simple case of J1 = 1 and B = 1. This indicates
that the partition function simply exponentially grows at low temperature which is
clear from Eq.2.7.1. The partition function for a periodic system is given by
Z = Tr e−βH(σ,σ
′) = TrTN ,
where H(σ, σ′) is the pairwise Ising Hamiltonian, and T is is the transfer matrix.
Note here that we have no edge terms and so the free energy is the same as the
open boundary condition case. We can now calculate thermodynamic quantities
via differentiation of the free energy. We calculate these quantities now to give
indications of how they look. The average energy is given by
〈E〉 = −∂F
∂β
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Figure 2.7: Partition function per spin for the Ising model with J1 = 1 and B = 1.
For the case of the Ising model, we have an explicit representation of the partition
function, and so direct differentiation is possible. Later on, this will not be possible.
We see in Fig.2.8 the energy of the Ising model with J1 = 1 and B = 1. We see a
smooth function of temperature (as expected for one dimension). We may also find
the specific heat, the derivative of the energy with respect to temperature, seen in
Fig.2.9. Once again a smooth function in temperature, with a smooth peak around
T = 1. More discussion and interpretation of the form of these graphs will be given
later when we calculate them for the continuous models. We also calculate the zero
field magnetisation, given by
〈M〉 = − 1
β
∂ log z
∂B
∣∣∣
B→0
,
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Figure 2.8: Energy for the Ising model with J1 = 1 and B = 1.
Figure 2.9: Specific heat for the Ising model with J1 = 1 and B = 1.
which is given later on in Fig.6.27, as we will use it later. We may also want the
(normalised) correlation function of the spins, given by
〈σ0σn〉 =
∑
{σ} σ0σne
−βH(σσ′)
Z
,65
2.7. Ising
which we can calculate using
〈σ0σn〉 = 〈a|T
NσV nσTN |a〉
〈a|T 2N+n|a〉
= 〈0|σV
n
zn
σ|0〉,
where σ is the zˆ-component Pauli matrix
σ ≡
 1 0
0 −1

We plot the spin-spin correlations in Fig.2.10, for several values of distance. We
see the expected saturation at low temperature, with the reduction in correlations
as the temperature is increased as expected. Using transfer matrices, we can also
Figure 2.10: Spin-spin correlations for the Ising model with J1 = 1 and B = 1.
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consider longer range interactions, such as the J1 − J2 Ising model
H = −J1
∑
n
σnσn+1 − J2
∑
n
σnσn+2
To solve this, we use a “floating basis”, in which we use the next spin to define our
local zˆ-axis. As we only have Z2 symmetry, this amounts to redefining “up” and
“down” at each stage. The mapping is given by
τn ≡ σnσn+1, (2.7.2)
which makes use of the spin inversion symmetry of the Hamiltonian σ → −σ. Using
this mapping, we map the longer range model onto the field, if we identify J1 ↔ B
and J2 ↔ J . For the Heisenberg and plane rotator models, using this change of
zˆ-axis is very useful and allows us to solve the more complicated models in the
same way. This is a generic and known feature of models where the spin symmetry
and Hamiltonian symmetry are in the same class. We reduce the range of the
interaction by one using this trick, so the matrix goes from 2p × 2p → 2p−1 × 2p−1
for an interaction of range p, although in general this transformation is unhelpful as
it generates a p-particle interaction.
We have therefore found the partition function for the Ising model in the thermo-
dynamic limit. The importance of this is the use of transfer matrices, which will be
used judiciously (although as transfer functions) in the continuous spin models. The
various thermodynamic quantities (that shall be studied later) have been plotted to
indicate their form, and how to calculate them. We will extend the calculations to
investigate the physics, however the calculations themselves will always be the same.
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2.8 Summary of Following Sections
In the next four chapters, we will solve the thermodynamics for three models and
present the results. In Chapters 3, 4 and 5 we will solve the mathematics of the
thermodynamics of the plane rotator model, the continuous spin Ising model, and the
Heisenberg model respectively. We will provide the method of finding the partition
function, and all basic thermodynamic quantities for each model in turn, though we
will offer no discussion of each model. In Chapter 6 we will discuss the results of
each model. We will provide the “phase diagram” for each one dimensional model
(though first we clarify exactly what we mean by phase diagram in one dimensional
models), and discuss the magnetisation of each model under a weak applied field.
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Chapter 3
PLANE ROTATOR MODEL
3.1 Chapter Summary
Here we provide the solution to the J1-B and J1-J2 plane rotator model which has
not been calculated before. Although the model has been studied before using trans-
fer functions [10], the solution was only provided for zero field and nearest neighbour.
For the zero field case, the eigen function of the transfer equation becomes a constant
for this model, but here we solve the equation, which allows us to solve both J1-B
and J1-J2. We first show how to represent the partition function as the solution
to an eigenvalue problem. We provide a low and high temperature expansion of
the eigenvalue problem, before solving the equation directly. For the plane rotator,
we solve the eigenvalue problem in reciprocal space, expressing the problem as an
infinite dimensional matrix of Bessel functions, which can be truncated due to their
convergence properties. We then show how to calculate the thermodynamics prop-
erties from this eigenvalue. We provide the results from the model in Chapter 6,
along with the other models, in order to separate the mathematics from the physics.
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3.2 Partition Function for the Plane Rotator
3.2.1 The Transfer Equation
To introduce the idea of transfer functions, the analogue of transfer matrices for
continuous spin models, we study the plane rotator model, or two-dimensional XY-
model. We study the one dimensional version, with nearest neighbour and next-
nearest neighbour interactions, given by
H = −J1
∑
n
[
SxnS
x
n+1 + S
y
nS
y
n+1
]− J2∑
n
[
SxnS
x
n+2 + S
y
nS
y
n+2
]
If we had fully three dimensional spins, then this would be the XY-model. However,
we elect to work with only one degree of freedom per site and investigate the plane
rotator. We therefore parametrise our spins with
Sˆn = (cosφn, sinφn, 0) ,
yielding
H = −J1
∑
n
cos(φn − φn+1)− J2
∑
n
cos(φn − φn+2)
Note our unconventional choice of sign for the parameters. For J1 only, we have
positive (negative) J1 yielding ferromagnetism (anti-ferromagnetism). This choice
of sign simply makes the analysis easier. We wish to calculate the partition function
given by
Z =
∫
D [φ] e−βH ,
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where we integrate over all parameter space. We can write this integral explicitly
as
Z =
∫ pi
−pi
dφ0
2pi
∫ pi
−pi
dφ1
2pi
. . .
∫ pi
−pi
dφN
2pi
eβJ1
P
n cos(φn−φn+1)+βJ2
P
n cos(φn−φn+2)
for an open chain of N spins. We begin with a change of basis, as this makes the
analysis slightly easier. We introduce the floating basis, with
ψn = φn − φn−1,
which is the relative angle between the spins. We can do this as the Hamiltonian
only depends on this difference, and not the absolute angles, and we have a closed
integral. We are integrating periodic functions over a closed angle, and thus we
can change variables in this way without worry. This transforms the full partition
function into
Z =
∫ pi
−pi
dψ0
2pi
∫ pi
−pi
dψ1
2pi
. . .
∫ pi
−pi
dψN−1
2pi
eβJ1
P
n cos(ψn)+βJ2
P
n cos(ψn+ψn+1)
Note that the new Hamiltonian is the same as if we’d started with a nearest neigh-
bour interaction and an applied field in the plane of the spins. This analogue is true
for the Heisenberg model too, if we make the change of coefficients J1 ↔ B and
J2 ↔ J1. We now notice that, just as in the regular Ising model, we can factorise
the Hamiltonian as
H =
J1
2
cosψ0 + J2 cos(ψ0 + ψ1) +
J1
2
cosψ1 + . . .
J1
2
cosψN−1, (3.2.1)
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which allows us to factorise the partition function into
Z =
∫ pi
−pi
dψN−1
2pi
eβ
J1
2
cosψN−1
N−2∏
n=0
[∫ pi
−pi
dψn
2pi
e
βJ1
2
cosψn+βJ2 cos(ψn+ψn+1)+
βJ1
2
cosψn+1
]
e
βJ1
2
cosψ0
We then notice that we can represent this as a transfer equation. Consider the
integral equation
fn+1(ψn+1) =
∫ pi
−pi
dψn
2pi
e
βJ1
2
cosψn+βJ2 cos(ψn+ψn+1)+
βJ1
2
cosψn+1fn(ψn)
or fn+1 = Kˆ(fn),
where the bottom notation is symbolic, meaning we have an integral operator Kˆ
which acts on the function fn and transfers it. To return the partition function, we
apply this integral operator N − 1 times, and thus we have
Z =
∫ pi
−pi
dψN−1
2pi
eβ
J1
2
cosψN−1KˆN−1f0
We then use the idea that the application of this operator a large number of times
will converge to the largest eigenvalue
KˆNf = zN0
[
p∑
n=0
an
zNn
zN0
]
,
with z0 > z1 > . . . zp > 0 for a p dimensional operator, which here is infinite
dimensional for some boundary function f . The boundary conditions f0 and fN−1
do not play a role in the thermodynamics, as in the regular Ising model because
they do not depend upon N . Thus, we can neglect the overlap coefficients an, and
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simply solve the eigenvalue eigenfunction problem
zf(ψ′) =
∫ pi
−pi
dψ
2pi
e
βJ1
2
cosψ+βJ2 cos(ψ+ψ′)+
βJ1
2
cosψ′f(ψ) (3.2.2)
This approach is exact in the thermodynamics limit N →∞. The boundary terms
which do not play a role numerically do control the functionality of the eigenfunction.
If we have only next nearest neighbour interactions then the eigenfunction must be
a constant. This is clear as
f0 = e
βJ1
2
cosψ0 ,
and so if J1 = 0, then we simply have a constant. For this case, we find a particularly
trivial eigenvalue as
z(J1 = 0) =
∫ pi
−pi
dψ
2pi
eβJ2 cosψ = B0(βJ2),
where B0 is the zeroth modified Bessel function of the first kind; see Appendix.A
and has been found before by [10]. Note, that if we only have a nearest neighbour
interaction, we have the same partition function, as we do not use the floating basis,
and thus Z(J2 = 0) = B0(βJ1). It should also be noted here that our choice of
Hamiltonian in the transfer equation was indeed a choice, here the symmetric one.
It amounts to the choice of factorisation in Eq.(3.2.1). One could actually choose
H =
∑
n
αJ1 cosψn + J2 cos(ψn + ψn+1) + (1− α)J1 cosψn+1 (3.2.3)
For any α, with the symmetric choice being α = 1
2
. These other choices lead to much
nicer representations for the partition function in the end, as we shall see, but lead
to complications with the eigenfunctions as we have complicated the Hermiticity.
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We shall deal with this when it arises.
The task we therefore have is to solve the transfer equation Eq.(3.2.2) for the
largest eigenvalue and associated eigenfunction. There are many ways to solve the
equation, the most obvious being to simply directly integrate it. We will use this
method as a cross check, discussing it more in Sec.6.2. However, direct integration
includes an error in the calculation which is not clearly under control. Instead, we
solve the equation exactly, and use the underlying basis to truncate the calculation.
Another na¨ıve way one might proceed is a high temperature expansion, using the
inverse temperature as a small parameter. We will provide this now, along with a
low temperature expansion, before providing the exact solution to the eigenvalue
equation.
3.2.2 High Temperature Expansion
We can perform a temperature expansion for the eigenvalue for the plane rotator
model. We expand the eigenvalue (and eigenfunction) in powers of inverse temper-
ature x ≡ βJ1. We consider the non-field case for the plane rotator model, which
(as we have seen) has a particularly trivial partition function given by the zeroth
modified Bessel-function. The transfer equation we consider is
zf(cosψ) =
∫ pi
−pi
dφ
2pi
ex cos(φ+ψ)f(cosφ)
We notice that the average of cosine on closed boundaries is zero, so we expand in
quadratic order, yielding
(
z0 + x
2z2
) (
α0f0(cosψ) + α2x
2f2(cosψ)
)
=
∫ pi
−pi
dφ
2pi
(
1 +
x2 cos2(φ+ ψ)
2
)
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× (α0f0(cosφ) + α2x2f2(cosφ))
At O(x0), we find that the eigenfunction is a constant, and that z0 = 1. At O(x2)
we get
z2 + α2f2(cosψ) =
∫ pi
−pi
dφ
2pi
(
α2f2(cosφ) +
cos2(ψ + φ)
2
)
We may perform the integral over the cos2(ψ) term, yielding 1
4
. We are therefore
left with
z2 + α2f2(cosψ) =
1
4
+
∫ pi
−pi
dφ
2pi
α2f2(cosφ)
The left hand side depends upon ψ and the right hand side does not, so we must
have that f2 is zero. To quadratic order we get
z ≈ 1 + x
2
4
Which agrees with the numerics, as given by Fig.(3.1).
3.2.3 Low Temperature Expansion
We may also perform a low temperature expansion on the transfer function for the
plane rotator model. This technique is slightly subtle, as the expansion is non-
perturbative. We consider the same transfer equation as the high temperature,
though for this we include the next neighbour interaction
zf(ψ) =
∫ pi
−pi
dφ
2pi
ex cosφ+y cos(φ+ψ)f(φ),
where x ≡ βJ1 and y ≡ βJ2 and we use a non-Hermitian representation. We then
use the ansatz that the eigenfunction at very low temperature tends to become a
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Figure 3.1: The actual calculation of the partition function (red) along with the high
temperature expansion (green) for the plane rotator model with nearest neighbour
interactions.
Gaussian, and at T = 0 it becomes a δ-function. The idea behind this is that
the eigenfunction represents the thermal angle distribution of the spins. At high-
temperature it is a constant (as we saw above), as the spins are random, and at
low temperature the correlations are generated such that they are all parallel (for
ferromagnetism). We choose the ferromagnetic groundstate to be around φ = 0, and
we expand the cosines as quadratics; at low temperature the spins are presumed not
to fluctuate a lot, and so we expand them around some local groundstate. This gives
us
ze−
α
2
ψ2 = ex+y
∫ pi
−pi
dφ
2pi
e−
x
2
ψ2− y
2
(ψ+φ)2−α
2
ψ2
In the low temperature limit, we can let the limits of the integral diverge as the
Gaussian terms make the edges of the integral irrelevant in the limit. We calculate
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the integral which gives us the self consistent equation
ze−
α
2
ψ2 =
ex+y√
2pi
√
x+ y + α
e
„
y2
(x+y+α)2
− y
2
«
ψ2
We then choose α to be consistent, which gives us the behaviour of the eigenfunction
and eigenvalue. We therefore solve the cubic equation in α
α
2
[βJ1 + βJ2 + α]
2 = (βJ2)
2 − βJ2
2
Taking the limit β →∞ yields that α ∼ β, which gives
z ∼ e
γ1β
√
γ2β
,
where γ1, γ2 are constants that depend only on J1 and J2. This gives the specific
heat to be 1
2
as T → 0, as is expected.
3.2.4 Reciprocal Space Expansion
To solve Eq.(3.2.2) exactly, we need to find the natural basis for the eigenfunctions.
For this problem this turns out to be Fourier space. To make this clear, we use the
identity given by Eq.(A.1.16), which we write here for clarity
ex cosψ =
∞∑
l=−∞
Bl(x)e
ilψ,
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where Bl is the l
th-modified Bessel function of the first kind. We expand the expo-
nentials in the transfer equation using this, which gives us
zf(ψ′) =
∑
l1
∑
l2
∑
l3
Bl1
(
βJ1
2
)
Bl2 (βJ2)Bl3
(
βJ1
2
)∫ pi
−pi
dψ
2pi
eil1ψ+il2(ψ+ψ
′)+il3ψ′f(ψ)
We therefore expand the eigenfunctions in a Fourier basis given by
f(ψ) =
∞∑
n=−∞
αne
inψ,
which gives us
z
∑
n′
αn′e
in′ψ′ =
∑
l1,l2,l3
Bl1
(
βJ1
2
)
Bl2 (βJ2)Bl3
(
βJ1
2
)∫ pi
−pi
dψ
2pi
eil1ψ+il2(ψ+ψ
′)+il3ψ′
∑
n
αne
inψ
We wish to turn this into a matrix equation, and so we multiply both sides by
e−imψ
′
,
and integrate both sides with respect to ψ′, yielding
zαm =
∑
n
αn
∞∑
l1=−∞
∞∑
l2=−∞
∞∑
l3=−∞
Bl1
(
βJ1
2
)
Bl2(βJ2)Bl3
(
βJ1
2
)
×
∫ pi
−pi
dψ
2pi
∫ pi
−pi
dψ′
2pi
e−imψ
′
eil1ψeil2(ψ+ψ
′)eil3ψ
′
einψ,
which we recognise as a matrix eigenvalue eigenvector equation, given by
zαm =
∑
n
Tnmαn
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We then perform the integrals over the angles, yielding
∫ pi
−pi
dψ
2pi
eiψ(l1+l2+n) = δl1+n=−l2∫ pi
−pi
dψ′
2pi
eiψ
′(−m+l2+l3) = δ−m+l2+l3=0, (3.2.4)
which, after putting the Kronecker-delta functions into the transfer matrix gives us
Tnm =
∞∑
l=−∞
Bl+n
(
βJ1
2
)
Bl(βJ2)Bl+m
(
βJ1
2
)
(3.2.5)
We therefore have to diagonalise this infinite dimensional matrix for the largest
eigenvalue. At first sight, it seems we have not moved the problem forward, however
we have represented the problem in a very useful way. For any non-zero temperature,
the matrix has exponentially decaying elements away from the origin. Numerically,
we therefore truncate the matrix to some range in ±n,m, say N,M for which we
have a numerically exact (ie. up to some numerical accuracy) answer for the matrix
above some temperature, below which the truncation becomes inaccurate. Consider
the high temperature limit, β → 0. If β = 0, then Bn(βJ) = δn0, and thus the matrix
becomes one element, given by T = [B0(0)]
3 = 1 yielding the infinite temperature
eigenvalue trivially. When we lower the temperature, we simply increase the number
of elements that we include.
3.2.5 Calculating Thermodynamic Quantities
We now move on to the calculation of thermodynamic quantities; energy, specific
heat, and correlation functions. To calculate thermodynamic quantities, we could
use numerical differentiation of the partition function. However, the zero temper-
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ature limit of the partition function is poor as it diverges, and so we use exact
differentiation along with perturbation theory. The transfer matrix, for a change in
any small parameter (like temperature), is given by
T (x+ δx) = T (x) + δx
dT
dx
(x) + . . .
The eigenvalue is also given by
z(x+ δx) = z(x) + δx
dz
dx
(x) + . . .
We therefore have
〈0|T (x+ δx)|0〉 = z0(x+ δx),
where 〈0| is the eigenvector of the transfer matrix associated with the eigenvalue z0,
and so we find that
z(x+ δx) = z(x) + δx〈0|dz
dx
|0〉
Note that for the models considered here, the energy (related to the first derivative
with respect to β) is smooth, and so we use numerical differentiation of the energy for
specific heat. We therefore only have to calculate derivatives of the Bessel function
with respect to any parameter we wish to average over. For example, the energy,
given by logarithmic differentiation with respect to β, gives us
〈E〉 = 1
z
〈0| ∂
∂β
[ ∞∑
l=−∞
Bl+n
(
βJ1
2
)
Bl(βJ2)Bl+m
(
βJ1
2
)]
|0〉,
where z is the largest eigenvalue of the transfer matrix, and 〈0| is the associated
eigenvector. We use the identity for differentiation of a Bessel function, given by
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Eq.(A.1.17), to find
〈E〉 = 1
2z
〈
0
∣∣∣ ∞∑
l=−∞
{J1
2
[
Bl+n+1
(
βJ1
2
)
+Bl+n−1
(
βJ1
2
)]
Bl(βJ2)Bl+m
(
βJ1
2
)
+J2Bl+n
(
βJ1
2
)
[Bl+1(βJ2) +Bl−1(βJ2)]Bl+m
(
βJ1
2
)
+
J1
2
Bl+n
(
βJ1
2
)
Bl(βJ2)
[
Bl+m+1
(
βJ1
2
)
+Bl+m−1
(
βJ1
2
)]}∣∣∣0〉
=
1
2z
〈0|
[
J1
2
(Tn+1,m + Tn−1,m) + J2 (Tn+1,m+1 + Tn−1,m−1) +
J1
2
(Tn,m+1 + Tn,m−1)
]
|0〉,
where the last line relates the elements back to the original transfer matrix elements
that we have already calculated. We can then numerically differentiate this with
respect to temperature in order to get the specific heat.
We may wish to calculate correlation functions, which once again are given by
differentiation of the transfer matrix. In the transfer matrix language, correlation
functions are given by
〈Sˆp · Sˆ1〉 = 1
zn+2N
〈a|TN SˆpV nSˆ1TN |a〉
〈a|0〉〈0|a〉 ,
where we takeN to be large enough to converge left and right. This essentially means
we choose |a〉 = |0〉. The matrix V is the modification of the original matrix T by
including the chosen spin. For each model, this procedure will end up differently.
For the case of the plane rotator, we attempt to calculate the spin-spin correlation
at range p, given by
〈Sˆ0.Sˆp〉
zp
=
〈cos(φ0 − φp)〉
zp
=
〈cos(ψ0 + ψ1 + . . . ψp−1)〉
zp
,
where φ is in the non-floating basis, and ψ is floating. We then write the cosine in
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exponential form, which allows us to re-write the sum of the angles as a product of
exponentials of the angles, viz
〈S0.Sp〉 = 1
2
[
〈0|Te
iψ0
z
Teiψ1
z
. . .
T eiψp−1
z
|0〉+ 〈0|Te
−iψ0
z
Te−iψ1
z
. . .
T e−iψp−1
z
|0〉
]
,
where we have defined
T˜± ≡ e
±iψT
z
The inclusion of the correlations simply changes the transfer matrix that we must
use (in the floating basis), yielding
〈S0.Sp〉 = 1
2
(
〈0|T˜ p−1+ |0〉+ 〈0|T˜ p−1− |0〉
)
We therefore have to calculate the matrix T˜±, which turns out to be relatively easy.
It is given by
T˜ nm± =
∞∑
l1=−∞
∞∑
l2=−∞
∞∑
l3=−∞
Bl1
(
βJ1
2
)
Bl2(βJ2)Bl3
(
βJ1
2
)
×
∫ pi
−pi
dψ
2pi
∫ pi
−pi
dψ′
2pi
e−imψ
′
eil1ψeil2(ψ+ψ
′)eil3ψ
′
einψe±iψ
This simply changes the Kronecker-delta functions in Eq.(3.2.4) for one of the indices
when we integrate over the angles, giving us
(T˜+)nm =
∑
l
Bl+n+1
(
βJ1
2
)
Bl(βJ2)Bl+m
(
βJ1
2
)
= Tn+1,m
Note that T˜− = Tn−1,m which provides the same overlap for this Hermitian repre-
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sentation, and so we only need one transfer matrix. This gives
〈S0.Sp〉 = 〈0| [T+]
p−1
zp
|0〉
Note, that while one can calculate the correlation functions as posed here, in reality
we use the non-Hermitian representation, (which could in principle be used for all
the models). From Eq.(3.2.3), we use the choice α = 1. As we shall see, the transfer
matrix is much simpler, and would allow the one to two dimensional crossover to be
analysed. We use
zf(ψ′) =
∫ pi
−pi
dψ
2pi
eβJ1 cosψ+βJ2 cos(ψ+ψ
′)f(ψ)
We expand the exponentials in terms of Bessel functions, and expand the eigenfunc-
tions in reciprocal space, and use the same analysis as was used prior, to arrive at
the simple expression
Tnm = Bn(βJ2)Bn+m(βJ1),
with the correlation transfer matrix being related in the same manner as previously.
Care must be taken with the non-Hermiticity as there is a left and right eigenvector
T |vR〉 = z|vR〉
〈vL|T † = 〈vL|z,
with the normalisation 〈vL|vR〉 = 1. Note, that we could choose any α, which in
general gives us the transfer matrix
Tnm = [Bn(βJ2)]
αBn+m(βJ1) [Bm(βJ2)]
1−α ,
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though we can only use this for ferromagnetism as the Bessel functions become neg-
ative for negative argument (antiferromagnetic interactions), which for non-integer
α is a problem.
3.2.6 Summary
We have provided the solution to the plane rotator, for the partition function and
various thermodynamic quantities. We have represented the partition function in
terms of an integral equation using the method of transfer functions, and then re-
duced the problem to that of finding the largest eigenvalue of an explicit infinite
dimensional matrix. The elements of this matrix become numerically irrelevant af-
ter some range for any given temperature, and we may therefore truncate it in order
to diagonalise. Correlation functions have also been found in terms of this ma-
trix, and all thermodynamic quantities may be calculated by differentiation (either
exactly or numerically). We will provide the results for this model in the results
section, but we use the basic ideas presented here to solve two more models first;
the continuous spin Ising model and the Heisenberg model.
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Chapter 4
CONTINUOUS-SPIN ISING MODEL
4.1 Chapter Summary
Here we provide the solution to the J1-B continuous spin Ising model. This model
has not been solved at all thermodynamically, and hence all of this chapter is new
work. We show how to represent the partition function as the solution to an eigen-
value problem. We provide a low and high temperature expansion of the eigenvalue
problem, before solving the equation directly. For the continuous spin Ising model,
we solve this using recursion relations, though an “exact” solution is provided as a
further cross check. We then show how to calculate the thermodynamics properties
from this eigenvalue. We provide the results from the model in Chapter 6, along
with the other models, in order to separate the mathematics from the physics. We
also solve the so called plane Ising model, an Ising model that only has one degree
of freedom per site which is continuous.
At the end of the chapter we solve a related model known as the plane Ising
model. This model has also never been solved before, and we find the solution for
J1-B-∆ where ∆ is anisotropy which moves between the plane Ising model and the
plane rotator.
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4.2 Partition Function for the Continuous Ising
Model
4.2.1 The Transfer Equation
We now move on to the “continuous” version of the Ising model given by the Hamil-
tonian
H = −J
∑
n
SznS
z
n+1 −B
∑
n
Szn = −J
∑
n
cos θn cos θn+1 −B
∑
n
cos θn,
where Sn = (sin θn cosφn, sin θn sinφn, cos θn), and we have included a field in the zˆ-
direction which polarises the spins. Once again we have chosen the unconventional
sign of the parameters to make the analysis slightly easier. The spins are fully
three-dimensional, but only interact in the zˆ-direction. The low temperature will be
clearly dominated by maximal spin, and so we expect similarities to the Ising model.
Once again however (as will be shown later) the excitations are domain walls, whose
width turns out to be of order the lattice spacing, and so no order is possible. The
full partition function is given by
Z =
∫ pi
0
sin θ0e
βB
2
cos θ0
dθ0
2
∫ pi
0
sin θ1
dθ1
2
. . .
×
∫ pi
0
sin θNe
βB
2
cos θN
dθN
2
eβJ
P
n cos θn cos θn+1+
βB
2
P
n(cos θn+cos θn+1)
Just as in the plane rotator model, we factorise the Hamiltonian into local parts
which extend over some range (here only to neighbours), and transfer them and
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therefore we consider the operator equation
fn+1(cos θ
′) =
∫ pi
0
dθ
2
sin θeβJ cos θ cos θ
′+βB
2
(cos θ+cos θ′)fn(cos θ)
or fn+1 = Kˆ(fn)
We wish to use this operator a large number of times to return the partition function,
and so we run it forwards and backwards. Here, we have a Hermitian representation
which means that the operator is it’s own inverse (going forwards and backwards
are equivalent), and therefore we can write the boundary conditions as
f0(cos θ0) = e
βB
2
cos θ0 ; fN(cos θN) = e
βB
2
cos θN
and therefore write the partition function as
Z =
∫ pi
0
sin θN
dθN
2
f †NKˆ
Nf0
In the large N limit, the integral operator converges to the eigenfunction associated
with the largest eigenvalue, as before, while the corrections do not scale with N
(stemming from boundary conditions), and so can be neglected for the thermody-
namics. We therefore have the transfer equation
zf(cos θ′) =
∫ pi
0
dθ
2
sin θe
βB
2
(cos θ+cos θ′)+βJ cos θ cos θ′f(cos θ), (4.2.1)
which we have to solve for the eigenvalue and eigenfunction. We then have the
partition function per spin through
1
N
logZ ≈ αB
N
+ log z0,
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where αB does not depend on N , and is only boundary dependent and therefore
does not contribute to the thermodynamics. Once again we made a choice for the
factorisation of the Hamiltonian. Here we have the symmetric version, and in fact
we will only work with the symmetric version here, though once again one has the
choice
H =
∑
m
(βJ cos θm cos θm+1 + βB(1− α) cos θm + βBα cos θm+1)
for any real α. Once again, one may perform low and high temperature expansions
for the transfer equation before we attempt to find the natural basis for the problem
(for which new complications will arise).
4.2.2 High Temperature Expansion
We can calculate the partition function for the continuous-spin Ising model for high
temperature using perturbation theory. To make the integration variable more nat-
ural, we use u ≡ cos θ which we shall use later. We consider the case with no applied
field, though for this model the eigenfunction turns out to still be non-trivial. We
consider the transfer equation
zf(u) =
∫ 1
−1
dv
2
exuvf(v)
where x ≡ βJ . We expand each term in a power series in x2 as x→ 0 to get
(
z0 + x
2z2
) (
f0(u) + x
2f2(u)
)
=
∫ 1
−1
dv
2
(
1 +
x2u2v2
2
)(
f0(v) + x
2f2(v)
)
88
4.2. Partition Function for the Continuous Ising Model
We first notice that f0(u) = α0 and must be a constant as the kernel for this term
has no u dependence at O(x0). This gives us the first term in the expansion z0 = 1.
We next calculate the correction. For the terms in u to balance, we notice that
f0(u) = α2u
2 for some constant that we shall find. Thus the O(x2) term gives
x2z2 + x
2u2α2z0 =
∫ 1
−1
dv
2
[
x2u2v2
2
+ α2x
2v2
]
from which we get
z2 =
u2
6
+
α2
3
− u2α2
We need to cancel the term in u and thus we find α2 =
1
6
, from which we find
z ≈ 1 + x
2
18
,
which agrees with the numerics for high temperature as in Fig.(4.1).
Figure 4.1: The actual calculation of the partition function (red) along with the
high temperature expansion (green). for the continuous-spin Ising model
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4.2.3 Low Temperature Expansion
One can also perform a low temperature expansion on the same model. Once again,
we examine the same eigenvalue equation, but in the limit x→∞. For this limit, we
expect the physics to be dominated by ferromagnetism which means the points u =
±1 needs to be controlled. To do this, we elect to use the variable θ rather than u.
Given that the expression will be dominated by the regions around ferromagnetism,
we only include the regions around these points ie. θ = pi and θ = 0. We therefore
get
zf(cos θ′) =
∫ 
0
dθ
2
sin θex cos θ cos θ
′
f(cos θ) +
∫ pi
pi−
dθ
2
sin θex cos θ cos θ
′
f(cos θ)
=
∫ 
0
dθ sin θex cos θ cos θ
′
f(cos θ),
where we have used the fact that the eigenfunction (and the Kernel) are symmetric
with respect to cos θ. We expect the fluctuations to be small around the ferromag-
netism, and therefore expand for small θ to quadratic order
zf(θ′2) =
∫ 
0
dθθex−
x
2
(θ2+θ′2)f(θ2)
We make θ2 the integration variable, with the substitution θ2 ≡ ψ
x
, and then use the
ansatz
f
(
ψ
x
)
= e−
αψ
x
This provides us with the self-consistent equation for the parameter α
ze−
αψ′
x = ex
∫ x2
0
dψe−
ψ+ψ′
2 e−
αψ
x
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If we choose α = x
2
, the equation is self-consistent, and we are simply left with the
eigenvalue (in which we use the limit x→∞ to get the upper limit of the integral).
z =
ex
2x
∫ ∞
0
dψe−ψ =
ex
2x
,
from which we see that the specific heat goes to 1 for x→∞ as expected.
4.2.4 Legendre Basis Expansion
We therefore want to find the largest eigenvalue of the integral operator. To solve
this, we choose to turn it into a matrix equation, by expanding the eigenfunction in
some orthogonal basis. We let u = cos θ such that
∫ pi
0
sin θ
dθ
2
→
∫ 1
−1
du
2
We notice that the new measure is the natural measure for which the Legendre
polynomials are orthogonal. Thus we expand the eigenfunction in this orthogonal
basis as
f(u) =
∞∑
n=0
√
2n+ 1αnPn(u)
This converts the continuous eigenfunction problem into a discreet eigenvector prob-
lem, whose eigenvalues are exactly the same. We can always recover the continuous
eigenfunction by
f 0(cos θ) =
∞∑
n=0
√
2n+ 1α0nPn(cos θ),
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where f 0 and α0 are the largest eigenfunction and eigenvector respectively. From
this we get
z
∞∑
l=0
αl
√
2l + 1Pl(v) =
∞∑
n=0
αn
√
2n+ 1
∫ 1
−1
du
2
eβJuv+
βB
2
(u+v)Pn(u)
We multiply both sides by a Legendre polynomial, and integrate; in other words we
“multiply” by
√
2m+ 1
∫ 1
−1
dv
2
Pm(v),
to get
zαm =
√
2m+ 1
∞∑
n=0
√
2n+ 1
∫ 1
−1
du
2
∫ 1
−1
dv
2
Pm(v)Pn(u)e
βJuv+βB
2
(u+v)αn
We now recognise the transfer matrix, defined as
Tmn =
√
2n+ 1
√
2m+ 1Hmn
Hmn =
∫ 1
−1
du
2
∫ 1
−1
dv
2
Pn(u)Pm(v)e
βJuv+βB
2
(u+v),
where the subscript-superscript notation means nothing mathematically, but makes
the recursion relations that we use easier to understand later. It should also be read
in the order subscript-superscript which relates to row-column respectively. We can
perform the integral over v using the identity given in Eq.(A.1.9) to get the integral
in terms of the m-th modified Bessel function of the first kind
Hmn =
∫ 1
−1
du
2
Pn(u)Im (xu+ y) e
yu,
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where x ≡ βJ and y ≡ βB/2. For the cases of the plane-rotator and the classical
Heisenberg models, the limit B → 0 yields a constant eigenfunction. Here the zero
field case is given by
Hmn (B = 0) =
∫ 1
−1
du
2
Pn(u)Im(xu)
Even the simplest term in this matrix is given by
H00 (B = 0) =
∫ 1
−1
du
2
sinhxu
xu
,
which is defined as the hyperbolic sine integral. The task is therefore to find the
eigenvalue and eigenfunction of the matrix Hmn , though the elements of this matrix
are non-trivial unlike the other models. We will offer two ways of generating the
matrix elements.
4.2.5 Recursion Relations
We seek to diagonalise the matrix T , but even generating the matrix elements is a
non-trivial task. We therefore resort to a more subtle method; recursion relations.
This method will be exact up to any numerical accuracy, as will be clear when we
use the method. To generate the matrix elements, we note that the integrals are in
terms of Bessel functions and Legendre polynomials which have recurrence relations.
We may use these to generate recurrence relations between the integrals themselves,
and so we generate three such equations given by
Hm−20 =
(
2m− 1
m− 1
)(
(Im−1(y + x)ey − Im−1(y − x)e−y −Hm−10 y)
x
)
−
(
m
m− 1
)
Hm0
(4.2.2)
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Hm−21 =
(
y−1
y
)
Im−1(y + x)ey −
(
y+1
y
)
Im−1(y − x)e−y
x
2m− 1
m− 1
+
(m− 1)Hm−20 +mHm0
y(m− 1) −
y(2m− 1)
x(m− 1) H
m−1
1 −
m
m− 1H
m
1 (4.2.3)
Hm−1n+1 = H
m+1
n−1 −
n−m
n+m+ 1
(Hm−1n−1 −Hm+1n+1 )
− y(2n+ 1)
x(n+m+ 1)
(Hm−1n −Hm+1n ) +
y(2m+ 1)
x(n+m+ 1)
(Hmn−1 −Hmn+1) (4.2.4)
where n 6= m. See Appendix B for the derivations. Under the assumption
lim
n→∞
Hmn → 0
lim
m→∞
Hmn → 0
which is guaranteed by the Bessel functions which have the limit
lim
n→∞
In(x)→ 0
exponentially, we can use the recursion relations to find the matrix to machine
accuracy provided we have n and m sufficiently large at the boundary. For the case
of zero field, we find the matrix has the form (for even N)

H00 0 H
2
0 . . . H
N
0
0 H11 0 . . . 0
H02 0 H
2
2 . . . H
N
2
...
...
...
. . .
...
H0N 0 H
2
N . . . H
N
N

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The elements at the boundary tend to zero for large N and so we truncate the
matrix to some order N . The field couples in the odd terms of this matrix. To use
the recursion relations, we use that the scale of the relation is automatically given by
the Bessel functions. We first use Eq.(4.2.2). We start with the terms furthest away
from the origin as zero, and seed the next element with the Bessel functions given
in the recursion relation. For large enough N , this value is close to zero and does
not affect anything. We run the recursion relation backwards towards the origin.
When we get to the origin, we do not have to rescale the first term, as the Bessel
functions themselves have set the scale. We then use Eq.(4.2.3) which gives us the
terms one inside from the edge, and run it in exactly the same way. Finally we
use Eq.(4.2.4) which allows us to calculate everywhere in the matrix, apart from
at the edges, whose terms are given by the previous two recursion relations. We
then diagonalise the matrix Tmn to find the largest eigenvalue, from which we can
calculate the appropriate thermodynamic quantities.
4.2.6 Thermodynamic Quantities
Once again, we use perturbation theory to find thermodynamic quantities. For the
energy, we require
∂Tmn
∂β
=
√
2n+ 1
√
2m+ 1
[∫ 1
−1
du
2
Pn(u)
(
eyu
∂Im(xu+ y)
∂β
+BueyuIm(xu+ y)
)]
,
from which we get
(
∂T
∂β
)m
n
=
J
(1 + 2n)(1 + 2m)
[
nmHm−1n−1 + n(m+ 1)H
m+1
n−1
+(n+ 1)mHm−1n+1 + (n+ 1)(m+ 1)H
m+1
n+1
]
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+
B
2n+ 1
(nHmn−1 + (n+ 1)H
m
n+1)
Similarly we can calculate 〈Sz〉 (the magnetisation) and 〈SznSzn+1〉 (the nearest neigh-
bour correlation function), by calculating
〈Sz〉 = 2
β
〈
0
∣∣∣∂z∂y ∣∣∣0〉
z
〈SznSzn+1〉 =
1
β
〈
0
∣∣∣ ∂z∂x ∣∣∣0〉
z
To calculate longer range interactions, we wish to calculate
〈Sz0Szp〉 =
1
zp
〈cos θ0 cos θp〉
Unlike the plane rotator there is no floating basis, and so we may simply integrate
over the spins that we are correlating. We get two modified transfer matrices, ie.
〈Sz0Szp〉 =
1
zp
〈0|T˜mn (Tmn )p−2T˜mn |0〉; p ≥ 2
where T˜ is defined by
z˜f˜(v) =
∫ 1
−1
du
2
eβJuv+
βB
2
(u+v)uf˜(u)
which is the modified transfer matrix for the inclusion of the spin. For the case of this
model, the correlation moves us from the symmetric subspace to the anti-symmetric
one, where
f(u) = f(−u)
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f˜(u) = −f˜(−u)
For very long range correlations, the T p−2 converges to the groundstate, and so we
may calculate
lim
p→∞
T p → |0〉zp〈0|
lim
p→∞
〈S0.Sp〉 → 〈0| T˜
z
|0〉〈0| T˜
z
|0〉
However, as stated before, T˜ is anti-symmetric, and is therefore orthogonal to the
groundstate, telling us that there are no infinite range correlations (no long range or-
der), so we must use the excited eigenstate corresponding to the new anti-symmetry,
yielding
lim
p→∞
〈S0.Sp〉 → 〈0| T˜
z
|1〉
(
z˜
z
)p−2
〈1| T˜
z
|0〉,
where z˜ is the eigenvalue associated with the eigenstate 〈1|. This scales away as
(
z˜
z
)p
,
which gives the correlation length for long range, given by
e−
p
ξ ∼
(
z˜
z
)p
ξ =
1
log
(
z
z˜
)
We may use recursion relations to generate the matrix elements of the transfer
matrix. However, we may cross check this by calculating the elements directly.
We have also shown how to calculate various thermodynamic quantities using the
97
4.2. Partition Function for the Continuous Ising Model
recursion relations.
4.2.7 Exact Method
We now offer an exact way of calculating the partition function for the case of
zero field (although in principle a field could be added). Once again, the previous
method is also exact, though not necessarily in the same sense. Here, we have a
convergent summation, whereas the recursion relations rely on seeding the relations
with a sufficiently small number. It turns out that these two methods are completely
equivalent, and so we offer this as a cross check of the recursion method. We use the
identity from scattering theory that shall be used in full for the Heisenberg model,
to find
exS
z
nS
z
n+1 = ex[unun+1+(1−u
2
n)
1
2 (1−u2n+1)
1
2 cos(φn−φn+1)]
∣∣∣
φn−φn+1=pi2
=
∞∑
l=0
(2l + 1)Il(x)
[ l2 ]∑
m=−[ l2 ]
P 2ml (un)P
2m
l (un+1)(−1)m,
where we have used the identity
P 2ml (x)P
2m
l (x) = P
−2m
l (x)P
−2m
l (x)
and [. . .] means integer part of. We use the same ideas as were used previously to
turn the integral problem into a matrix problem to find
Tmn =
√
2n+ 1
√
2m+ 1
∞∑
l=0
(2l + 1)Il(βJ)
[ l2 ]∑
p=−[ l2 ]
(−1)pQ2plnQ2plm,
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where we have defined
Q2pln ≡
∫ 1
−1
du
2
Pn(u)P
2p
l (u)
In order to perform these integrals we use the method as given in [70]. We use the
representation of of the associated Legendre polynomials of the form
Pml (u) =
(−1)m
2ll!
√
(l +m)!√
(l −m)!(1− u
2)−
m
2
dl−m
dul−m
(u2 − 1)l
We then perform the differential part. We find that
dl−m
dul−m
(u2 − 1)l = 20(2u)l−m l!
m!
(u2 − 1)m p = 0
+ 21(l −m)(2u)l−m−1 l!
(m+ 1)!
(u2 − 1)m−1 p = 1
+ 22
(l −m)(l −m− 1)
2
(2u)l−m−2
l!
(m+ 2)!
(u2 − 1)m−2 p = 2
+ . . .
from which we find (after carrying the previous terms into the expression)
Pml (u) =
[ l−m2 ]∑
p1=0
ul−m−2p1(1− u2)p1+m2 (−1)
p1+m
√
(l +m)!
√
(l −m)!
2m+2p1(m+ p1)!p1!(l −m− 2p1)!︸ ︷︷ ︸
αml,p1
(4.2.5)
This gives us an expression for the integral
Qm1,m2l1,l2 ≡
∫ 1
−1
du
2
Pm1l1 (u)P
m2
l2
(u)
=
[ l1−m12 ]∑
p1=0
[ l2−m22 ]∑
p2=0
αm1l1p1α
m2
l2p2
∫ 1
−1
du
2
ul1−m1−2p1+l2−m2−2p2(1− u2)p1+p2+m12 +m22
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from this, using the identities
β(x, y) ≡
∫ 1
0
dt tx−1(1− t)y−1
β(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
We find that
Qm1,m2l1,l2 =
[ l1−m12 ]∑
p1=0
[ l2−m22 ]∑
p2=0
αm1l1p1α
m2
l2p2
2
×
(
Γ
(
1
2
(l1 + l2 −m1 −m2 − 2p1 − 2p2 + 1)
)
Γ
(
1
2
(m1 +m2 + 2p1 + 2p2 + 2)
)
Γ
(
1
2
(l1 + l2 + 3)
) )︸ ︷︷ ︸
t
m1,m2
l1,l2,p1,p2
Thus we get an expression for the transfer matrix again
Tmn =
√
2n+ 1
√
2m+ 1
∞∑
l=0
(2l + 1)Il(βJ)
[ l2 ]∑
p=−[ l2 ]
(−1)p
[ l−2p2 ]∑
p1=0
[n2 ]∑
p2=0
[ l−2p2 ]∑
p3=0
[m2 ]∑
p4=0
α2pl,p1α
0
n,p2
2
α2pl,p3α
0
m,p4
2
t2p,0l,n,p1,p2t
2p,0
l,m,p3,p4
This expression is numerically much slower than the recursion relation due to the
large number of summations, however, it serves as an exact calculation which we can
check the recursion relation against. We get numerical accuracy, though the code
runs an order of magnitude slower at low temperature in order to get the accuracy.
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4.3 Plane Ising Model
We briefly introduce an alternative model to the continuous Ising model, where
rather than three dimensional spins, we have planar spins, though the energetics are
still only controlled by the length of the spin in some direction. We introduce it
here, although it lies somewhere between the Ising model and the plane rotator. It
shares the same mathematics as the plane rotator, and indeed the model we consider
is a generalised plane rotator, but for for special cases it becomes an Ising model of
sorts, and so we include the model here. Consider the following model
H = −J
∑
n
SxnS
x
n+1 + ∆S
y
nS
y
n+1
For the case ∆ = 1 we clearly get the plane rotator model, but for ∆ = 0 we get an
Ising like interaction but with the φ degree of freedom. Once again the constraint
σ = ±1 is relaxed to σ ∈ [−1, 1]. The zero field solution is non-trivial (like the
continuous spin Ising model), and so we begin there. It is clear that the transfer
equation we must solve is
zf(ψ) =
∫ pi
−pi
dφ
2pi
eβJ cosφ cosψf(φ)
The natural basis for the model is Fourier space, and thus we get
z
∑
n
αne
inψ =
∑
l1l2
Il1
(
βJ
2
)
Il2
(
βJ
2
)∫ pi
−pi
dφ
2pi
eil1(φ+ψ)+il2(φ−ψ)+imφ,
which gives us the transfer matrix
tnm =
∑
l1l2
Il1
(
βJ
2
)
Il2
(
βJ
2
)∫ pi
−pi
dφ
2pi
∫ pi
−pi
dψ
2pi
eil1(φ+ψ)+il2(φ−ψ)+imφ−inψ
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We then find, after integrating the over angles
Tnm = In+m
(
βJ
2
)
In−m
(
βJ
2
)
(4.3.1)
We may include a field in the xˆ-direction, which gives us
zf(ψ) =
∫ pi
−pi
dφ
2pi
eβJ cosφ cosψ+
βB
2
(cosφ+cosψ)f(φ),
which, using exactly the same mathematics gives us
Tnm =
∑
l1,l2
Il1
(
βJ
2
)
Il2
(
βJ
2
)
Il1+l2+n
(
βB
2
)
Il1−l2−m
(
βB
2
)
If we take B → 0, this yields the same result as Eq.4.3.1. We may also solve the
model as a function of ∆ which allows us to turn on anisotropy smoothly. We
consider the Hamiltonian
H = −J
∑
n
SxnS
x
n+1 + ∆S
y
nS
y
n+1 −B
∑
n
Sxn
= −J∆
∑
n
cos(φn − φn+1)− J(1−∆)
∑
n
cos(φn) cosφn+1)−B
∑
n
cosφn
which gives us the transfer equation
zf(ψ) =
∫ pi
−pi
dφ
2pi
e
βJ(1+∆)
2
cos(φ−ψ)+βJ(1−∆)
2
cos(φ+ψ)+βB
2
(cosφ+cosψ)f(φ)
After the same mathematics again, gives us
Tnm =
∑
l1,l2
Il1
(
βJ(1 + ∆)
2
)
Il2
(
βJ(1−∆)
2
)
Il1+l2+n
(
βB
2
)
Il1−l2−m
(
βB
2
)
,
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which once again, when ∆ = 0 returns the same answer as before. Moreover, ∆ = 1
provides the same transfer matrix as the plane rotator given in Eq.3.2.5. This
representation allows us to smoothly include anisotropy to the plane rotator model,
or consider the Ising model with one degree of freedom per site.
In the results section we do not discuss this model, although we expect it to be
“similar” to the continuous Ising, with domain walls (of some sort) controlling the
excitations, although the energy scales will be different. Including the parameter ∆
drastically changes the nature of domain walls; for ∆ = 1 they are ill defined and
infinitely long range (as will be explained in the results section). However, when
∆ 6= 1, (here we only consider ∆ ≤ 1), then domain walls suddenly have finite
extent, and so the model becomes Ising like.
4.3.1 Summary
We have provided the solution to the continuous spin Ising model, for the partition
function and various thermodynamic quantities. We have used the method of trans-
fer functions in order to calculate the partition function, and have demonstrated
how to calculate quantities from this transfer function (matrix). We have provided
two methods to find the elements of the transfer matrix in order to provide a cross
check. The plane Ising model has also been solved, although very little attention
will be given to this model.
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Chapter 5
HEISENBERG MODEL
5.1 Chapter Summary
Here we provide the solution to the J1-B and J1-J2 Heisenberg model. Once again,
this is new work, and like the plane rotator, the model has only been solved when
the eigenfunction is a constant [9]. Many approximate solutions exist, such as in-
cluding a field [56], or directly integrating over small clusters [67]. In the same spirit
as the other models, we first show how to represent the partition function as the
solution to an eigenvalue problem. We solve the eigenvalue problem exactly, using a
Legendre basis to represent the eigenfunction, and once again express the problem
as an infinite dimensional matrix of Bessel functions, which can be truncated due to
their convergence properties. We then show how to calculate the thermodynamics
properties from this eigenvalue. For the J1-J2 Heisenberg model, the focus is on
the correlation functions, which are particularly complicated due to spin space and
nature of the floating basis.
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5.2 Partition Function for the Heisenberg Model
Finally, we move on to the classical one-dimensional Heisenberg model. We consider
the Heisenberg model with a field (or equivalently first and second nearest neighbours
as will be seen later), with open boundary conditions, given by
H = −J
∑
n
Sˆn · Sˆn+1 −B
∑
n
Bˆ · Sˆn,
where Sˆn is a three dimensional unit vector on the n-th site, B is the amplitude of
the field, and Bˆ is the field direction, and we have chosen an unconventional minus
sign to make the later analysis more natural. Clearly, the partition function is given
by
Z =
∫
dSN
4pi
∫
dSN−1
4pi
. . .
∫
dS1
4pi
e−βH(SˆN ,SˆN−1...Sˆ1;J,B),
and so we can set up a transfer function given by
fn+1(Sˆn+1) =
∫
dSn
4pi
eβ(JSˆn·Sˆn+1+
B
2
Bˆ·(Sˆn+Sˆn+1))fn(Sˆn)
We have the starting condition (stemming from the open boundary)
f1(Sˆ1) = e
BBˆ·Sˆ1
2 ,
such that the partition function is given by
Z =
∫
dSN
4pi
e
BBˆ·SˆN
2 fN(SˆN)
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Once again, the application of the integral operator N times (in the thermodynamic
limit) projects us onto the largest eigenvalue, and so we solve the eigenvalue equation
zf(Sˆn+1) =
∫
dSn
4pi
eβ(JSˆn·Sˆn+1+
B
2
Bˆ·(Sˆn+Sˆn+1))f(Sˆn)
This yields the partition function through Z = zNαB, where once again the bound-
ary term αB does not contribute to the thermodynamics. For this model, the zˆ-axis
is defined by the magnetic field (globally), as the interactions are spherically sym-
metric, thus we write
H = −J
∑
n
Sˆn.Sˆn+1 −B
∑
n
Szn,
with
Sˆn = (sin θn cosφn, sin θn sinφn, cos θn)
= ((1− u2n)
1
2 cosφn, (1− u2n)
1
2 sinφn, un)
For the case with B = 0, we find that the eigenfunction is a constant. The open
boundary condition is clearly f1 = 1, and as the interaction is isotropic, the integrand
cannot depend on the next spin viz
zf(Sˆ2) =
∫
dS
4pi
eβJSˆ1·Sˆ2
=
∫ 2pi
0
dφ
2pi
∫ 1
−1
du
2
eβJu
We can always redefine u (the zˆ-axis), which does not change the integral itself, and
so f(Sˆ2) must be a constant, yielding the partition function (found originally by
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Fischer [9])
Z(B = 0) =
sinh βJ
βJ
(5.2.1)
For the case of finite field, more analysis is needed. For the case of nearest neighbour
interaction, and a magnetic field, we use the magnetic field to define the global zˆ-
axis, and expand the dot product as follows
exp
[
xSˆ1 · Sˆ2
]
= exp
[
x
(
u1u2 + (1− u2) 12 (1− u1) 12 cos(φ1 − φ2)
)]
We then use the plane wave expansion Eq.(A.1.10), and once again we use un ≡
cos θn. Substituting the scattering expansion into the eigenfunction equation we get
zf(Sˆn+1) =
∞∑
l=0
l∑
m=−l
∫ 2pi
0
dφn
2pi
∫ 1
−1
dun
2
Il(βJ)(2l + 1)P
m
l (un)P
m
l (un+1)
×eim(φn−φn+1)eβB2 (un+un+1)f(Sˆn)
We can perform the integral over the azimuthal angle, noting that the eigenfunction
only depends on cos θ (coming from the boundary condition) so that f(Sˆ) ≡ f(Sz).
The integration over φ means the only contribution is for when m = 0, yielding
zf(un+1) =
∞∑
l=0
(2l + 1)Il(βJ)
∫ 1
−1
dun
2
f(un)e
βB
2
(un+un+1)Pl(un)Pl(un+1)
We then expand the eigenfunction in the same Legendre basis, using
f(u) =
∞∑
n=0
√
2n+ 1αnPn(u),
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where we have included the extra factor
√
2n+ 1 as a convenient normalisation.
Upon substitution, and “multiplying” through by
√
2m+ 1
∫ 1
−1
dun+1Pm(un+1),
and using the orthogonality of the Legendre Polynomials yields the matrix repre-
sentation of the transfer function, defined as
Tmn =
√
2n+ 1
√
2m+ 1
∞∑
l=0
(2l + 1)Il(βJ)Cnl
(
βB
2
)
Cml
(
βB
2
)
,
where we have defined
Cnl(x) ≡
∫ 1
−1
du
2
Pn(u)Pl(u)e
xu
We thus diagonalise this matrix for the largest eigenvalue, yielding the partition
function. However, the function Cnl(x) is not trivial to calculate. It has been
evaluated numerically previously, and expanded and represented in terms of Wigner-
3j symbols [56]. We use the identity given by Adams [71], for the expansion of a
pair of Legendre polynomials in terms of one polynomial
Pn(x)Pm(x) =
min(n,m)∑
r=0
α(m− r)α(n− r)α(r)
α(n+m− r)
(
2n+ 2m− 4r + 1
2n+ 2m− 2r + 1
)
Pn+l−2r(x),
where
α(n) =
1.3.5 . . . (2n− 1)
2.4 . . . 2n
=
Γ(2n+ 1)
22nΓ(n+ 1)Γ(n+ 1)
,
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where the second representation allows us to define α(0) = 1 and for fractional
arguments, though in practice we only ever use the top expression. We can check
the normalisation of this expression;
∫ 1
−1
du
2
Pn(u)Pl(u) =
δnl
2n+ 1
=
min(n,l)∑
r=0
α(l − r)α(n− r)α(r)
α(n+ l − r)
(
2n+ 2l − 4r + 1
2n+ 2l − 2r + 1
)
×
∫ 1
−1
du
2
Pn+m−2r(u)
The final integral, when multiplied by P0(u) is clearly δn+m−2r,0, yielding
α
(
n− l
2
)
α
(
l − n
2
)
1
n+ l + 1
We then note that α(n) is zero for n < 0, yielding the required normalisation. We
then use the identity for the Bessel function given in Eq.A.1.9 to find that
Cnl(x) =
min(n,l)∑
r=0
α(l − r)α(n− r)α(r)
α(n+ l − r)
(
2n+ 2l − 4r + 1
2n+ 2l − 2r + 1
)
In+l−2r(x)
We now have a way of calculating the partition function for the Heisenberg model
with an applied magnetic field. Once again, we use perturbation theory to calculate
thermodynamic quantities and the derivative matrices are exactly calculable using
the identities for derivatives of Bessel functions. We have represented the partition
function for the J1−B model in terms of the largest eigenvalue of a transfer matrix.
In principle this matrix is infinite dimensional, but the convergence of the Bessel
functions makes it numerically finite. We now move on to the J1 − J2 model. For
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the case of next nearest neighbour interactions, we have the model
H = −J1
∑
n
Sˆn · Sˆn+1 − J2
∑
n
Sˆn · Sˆn+2,
and the transfer function is given by
zf(Sˆ′, Sˆ′′) =
∫
dSˆ
4pi
e
J1
2
Sˆ·Sˆ′+J2Sˆ·Sˆ′′+J12 Sˆ′·Sˆ′′f(Sˆ, Sˆ′)
The boundary condition now tells us that the eigenfunction can only depend on the
dot product between the two spins. We once again expand in the Legendre basis,
and notice that the nearest neighbour interaction plays the role of the magnetic
field, although it can be different on every site. In fact, we are changing the local
zˆ-axis at each stage by defining it as the “first” spin; the one we integrate over.
This becomes important when we calculate the correlation functions, as we must
rotate the basis at each stage after each integration. The thermodynamics of this
model are exactly the same as the one with the field. We get the same transfer
matrix, but with the appropriate coefficients swapped, J1 ↔ B and J2 ↔ J . This
is exactly the same as when we used the floating basis in the plane rotator model,
and shows that the thermodynamics of these isotropic models is the same for a
field and nearest neighbour interaction, and nearest neighbour and next neighbour
interactions. Although they have the same thermodynamics, they are not the same,
and this is most obvious when we calculate the correlation functions for the two
models. We calculate the correlation function for the nearest neighbour model first,
and then the J1-J2 correlation functions.
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5.2.1 Correlation Functions
There are two types of spin correlations; parallel and perpendicular. They have a
different structure, and so we calculate them separately. We begin with the J1-B
model, for which there is a global zˆ-axis. We may then calculate the correlations
parallel and perpendicular to the field. To calculate the correlation function, we
calculate the following
〈Sˆn · Sˆ1〉 = 1
zn+2N
〈a|TN SˆnV nSˆ1TN |a〉
〈a|0〉〈0|a〉 , (5.2.2)
where N is taken to be very large such that TN |a〉 converges to the groundstate
transfer function (as before) and cancels the factor of 1
z2N
, and V is the modified
transfer function for including the chosen spin which depends on the type of corre-
lation which is being calculated. If we simply choose |a〉 = |0〉 then the analysis is
much simpler, and we can neglect any extra factors. The parallel z-component of
the correlation function yields a transfer matrix of the form
(Tnn′)
01
CC =
∞∑
l=0
√
1 + 2n
√
1 + 2n′(1 + 2l)Il(βJ)Cnl
(
βB
2
)
dCn′l
dx
(
βB
2
)
,
where we have included the superscripts for derivatives, and we have used the rep-
resentation
Sˆn =
(
[1− u2n]
1
2 cosφn, [1− u2n]
1
2 sinφn, un
)
We have simply included a u in the integral, which is clearly just a derivative. Thus
we find the parallel component of correlation is given by
〈SzpSz1〉 =
1
zp
〈0|T 01CC(T 00CC)p−2T 01CC |0〉 p ≥ 2
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We can trivially calculate the derivative of the integral Cnm, which is given by
dCnl
dx
(x) =
l
2l + 1
Cnl−1(x) +
l + 1
2l + 1
Cnl+1(x)
The perpendicular components, however, are more difficult to calculate. We have
to include the extra cosine or sine in the φ integral, which gives m = 1 rather than
zero as before. The extra [1− u2] 12 must also be included, yielding
T˜nn′ =
√
2n+ 1
√
2n′ + 1
∞∑
l=0
(2l + 1)Il(βJ)
×
∫ 1
−1
du
2
∫ 1
−1
du′
2
Pn(u)Pn′(u
′)P 1l (u)P
1
l (u
′)[1− u2] 12 eβB2 (u+u′),
which yields two integrals
C˜nl(x) =
∫ 1
−1
du
2
Pn(u)[1− u2] 12P 1l (u)exu
And
D˜nl(x) =
∫ 1
−1
du
2
Pn(u)P
1
l (u)e
xu,
the first of these is, once again, trivial (using the recursion formulae), we find that
C˜nl(x) =
√
l(l + 1)
2l + 1
(Cnl−1(x)− Cnl+1(x))
However, D˜ is harder to calculate. We once again use the recursion formula for the
Legendre to find
D˜nl(x) =
√
l(l + 1)
2l + 1
(Dnl−1(x)−Dnl+1(x)),
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where
Dnl(x) =
∫ 1
−1
du
2
Pn(u)Pl(u)√
1− u2 e
xu
=
∫ pi
0
dθ
2
Pn(cos θ)Pl(cos θ)e
x cos θ
We use the identity
1√
1− 2x cos θ + x2 =
1√
1− xeiθ√1− xe−iθ
≡
∞∑
n=0
xnPn(cos θ)
=
∞∑
n=0
xn
n∑
m=0
α(m)α(n−m)ei(n−2m)θ,
which yields
Dnl(x) =
pi
2
n∑
m1=0
α(m1)α(n−m1)
l∑
m2=0
α(m2)α(l −m2)
×
∞∑
m=m∗
α(m−m1 −m2)α(m+m1 +m2 − n− l)(1 + 4m− 2n− 2l)I2m−n−l(x)
We recognise new transfer matrices given by
(T˜nn′)
00
CD =
∞∑
l=0
√
2n+ 1
√
2n′ + 1(2l + 1)Il(βJ1)D˜nl
(
βB
2
)
C˜n′l
(
βB
2
)
,
from which we find
〈SypSy1 〉 = 〈SxpSx1 〉 =
1
zp
〈0|T˜ 00CD
(
T˜ 00DD
)p−2
T˜ 00DC |0〉
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The correlation functions for the J1 − J2 Heisenberg model are significantly more
involved due to the change of basis at each stage. We wish to calculate the quantity
〈Sˆn.Sˆ0〉 = 1
zn
〈0|SˆnT nSˆ0|0〉 (5.2.3)
The basic idea is to change the basis at each stage, and calculate how the distortion
(due to the correlation) is transferred down the chain. The issue with the calculation
is that the J1− J2 Heisenberg model has a floating basis as there is no global zˆ axis
defined. Thus, we must rotate the basis at each stage. This idea is also in the plane
rotator, but there spin space is much simpler, which means the change of basis
factorises in a relatively simple manner. Here however there is no such factorisation.
We begin with representing the chosen spin Sˆn in the basis of the two next spins,
Sˆn+1 and Sˆn+2 as follows
Sˆn = Sˆn+1un + Sˆn+2[1− u2n]
1
2 cos(φn − φn+1)[1− u2n+1]
1
2
− Sˆn+1 − un+1Sˆn+2
[1− u2n+1]
1
2
cos(φn − φn+1)un+1[1− u2n]
1
2
+
Sˆn+1 ∧ Sˆn+2
[1− u2n+1]
1
2
sin(φn − φn+1)[1− u2n]
1
2 , (5.2.4)
where un ≡ cos(θn) is the angle between Sˆn and Sˆn+1 which means we describe the
spin Sˆn with Sˆn+1 as the local zˆ-axis. The crucial step is to now transfer the basis
at each stage using this. The final term in Eq.(5.2.4) turns out to be zero when
we transfer it as it is antisymmetric with respect to the φ integral, and so we may
neglect it always. This leaves us with three terms, which we use as the natural basis
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at each stage. If we set up the local basis
V †n =
(
Sˆn, Sˆn+1,
Sˆn − unSˆn+1
[1− u2n]
1
2
)
, (5.2.5)
and then consider the transfer equation
V †n+1 = V
†
nT ,
where T is a matrix of the transfer matrices, each term in which acts on the rele-
vant component of Vn and transfers it. If we begin with the simplest case, simply
transferring the spin itself, then we start with transferring the spin along the chain
with the transfer matrix T
T (Sˆn)
We replace the spin by the representation from Eq.(5.2.4) yielding
T (Sˆn) = Sn+1T
01
CC + Sn+2T˜
00
CC −
(
Sˆn+1 − un+1Sˆn+2
[1− u2n+1]
1
2
)
T˜ 10CD
We wish to do this for each term in the new basis in Eq.(5.2.5), and thus we find
T (Sˆn+1) = Sn+1T
00
CC (5.2.6)
T
(
Sˆn+1 − un+1Sˆn+2
[1− u2n+1]
1
2
)
= Sn+2T˜
00
DC −
(
Sˆn+1 − un+1Sˆn+2
[1− u2n+1]
1
2
)
T˜ 10DD,
where we have used
Sˆn − Sˆn+1un
[1− u2n]
1
2
= Sˆn+1un + Sˆn+2 cos(φn − φn+1)[1− u2n+1]
1
2
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− Sˆn+1 − un+1Sˆn+2
[1− u2n+1]
1
2
cos(φn − φn+1)un+1
+
Sˆn+1 ∧ Sˆn+2
[1− u2n+1]
1
2
sin(φn − φn+1),
which trivially comes from Eq.(5.2.4). At each stage, we may relabel the spins and
thus we can represent these equations in the transfer matrix T , yielding
T ≡

T 01CC T˜
00
CC −T˜ 10CD
T 00CC 0 0
0 T˜ 00DC −T˜ 10DD

from which the correlations are given by
〈Sˆn.Sˆ0〉 = 1
zn
[
〈0| 0 0
]
T n−1

|0〉
0
0

where 1
zn
normalises the correlation function. This provides us with the way to
calculate the spin-spin correlation function for the J1 − J2 Heisenberg model.
Calculations of the correlation functions for J1-J2 are provided elsewhere [72],
and will not appear in this thesis.
5.3 Summary
We have solved the thermodynamics of the J1−J2 Heisenberg model, calculating all
the standard thermodynamic quantities, and writing the partition function in terms
of an infinite dimensional matrix which we must diagonalise. Once again, the matrix
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has numerical convergence at any temperature due to the Bessel functions, though
we are limited and cannot go to very low temperature as the matrix does become
very large. We therefore truncate the matrix, and diagonalise, and do not go below
T ∼ 0.1 for this model, though in principle we can. For this, and all other models,
the interesting physics that we investigate is at a temperature around T ∼ J , while
the zero temperature physics is essentially exactly solvable.
We have now offered the solutions to three one dimensional classical spin models.
We will now move on to the results for all of them, as we may draw parallels between
them, especially the plane rotator and the Heisenberg models. We will also offer a
real space technique to solve the integral equations, which we shall use more fully
in the one to two dimensional crossover chapter (7), and we also use Monte Carlo
simulations for the plane rotator and Heisenberg models.
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RESULTS
6.1 Chapter Summary
In Chapters. 3, 4 and 5, we have reduced the calculation of the partition function of
various models to that of finding the largest eigenvalue of an integral operator. The
work which appears in this chapter is entirely new, apart from the summary of Monte
Carlo. We provide the results of the models, starting with the continuous Ising, then
the Heisenberg, and finally the plane rotator model. This order is chosen as the
“discrete”-like nature of the continuous Ising model means it should be interpreted
somewhat separately from the other two. Before we present the results, we offer
two alternative techniques that can be used as a cross check, directly integrating
the transfer equations, and Monte Carlo, which both have slightly more versatility
(though are not exact). Then we offer the results, providing the one dimensional
“phase”-diagram (and describe what we mean by one dimensional phase transitions
which are prohibited). The phase diagram that we find has not been found before,
as we have access to exact thermodynamics. We also investigate the magnetisation
of the models, finding the that continuous spin Ising model exhibits very strong field
dependence, while the Heisenberg and plane rotator models do not.
118
6.2. Integral Equation Method
6.2 Integral Equation Method
As a cross check of the exact method, one may directly solve the integral equations.
To do this, one discretises the integral, just as one would normally for any numerical
integration, and then iteratively solve the eigen equation. In general, for the simplest
problems, we have an integral equation of the form
zf(v) =
∫ b
a
duK(u, v)f(u),
where z and f(x) are the eigenvalue and eigenfunction of the integral operator, with
K(u, v) being e−βH. We use a trapezium rule for the integral, given by
∫ b
a
f(x)dx ≈
N∑
n=0
αnf
(
a+
n
N
)
,
where
αn =
b− a
N
n 6= 0, N
α0 = αN =
b− a
2N
,
for N steps, to write
zf(ui) =
∑
j
Kijf(vj),
where Kij is the kernel of the integrand evaluated at the appropriate point (ui, vj).
The matrix is then diagonalised using the power method, which we shall briefly ex-
plain here as a useful technique for diagonalisation problems. We have the eigenvalue
problem
z|f〉 = K|f〉
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We start with a test state |a1〉, which must not be an eigenstate of the matrix K
satisfying
K|n〉 = n|n〉
We then expand this state in the unknown eigenbasis of K,
|a1〉 =
∑
n
αn|n〉
We then apply the matrix K to the starter state, finding
K|a1〉 =
∑
n
αnn|n〉 ≡ |a2〉
We normalise the new state |a2〉, with the normalisation being the first guess of the
largest eigenvalue, and replace the test state with the new one |a1〉 → |a2〉. We then
apply the matrix many times, repeating this process, yielding
KN |1〉 =
∑
n
an
N
n |n〉
Which converges exponentially to the largest eigenvalue and eigenvector, with con-
tributions to other eigenvalues and eigenvectors scaling away as
∆n ∼
[
n
0
]N
,
where 0 > 1 > . . .. We have three integral equations that we seek to solve
zf(v) =
∫ 1
−1
du
2
exuv+
y
2
(u+v)f(u)
zf(φ) =
∫ pi
−pi
dψ
2pi
ex cos(φ+ψ)+
y
2
(cosφ+cosψ)f(ψ)
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zf(v) =
∫ 1
−1
du
2
∫ pi
−pi
dψ
2pi
∫ pi
−pi
dφ
2pi
ex(uv+(1−u
2)
1
2 (1−v2) 12 cos(φ−ψ))+ y
2
(u+v)f(u)
This provides a cross check for all our models. Note, this method (while approx-
imate) allows many more options than the exact methods. For example, one can
include crystal field interactions or longer range interactions. This technique works
well, though it is limited by the ability to store either the matrixKij (if small enough)
or the eigenstates. This issue manifests itself in two ways; numerical accuracy or
range of interactions.
The first issue is obvious, stemming from errors in the trapezium rule. The
technique is never exact, but it can offer solutions to more complicated Hamiltonians,
where expansion in basis functions becomes too difficult. Moreover, temperature
smooths the eigenfunctions such that the trapezium rule accuracy improves with
temperature. The technique works like a high temperature expansion, which is
exact at infinite temperature as the integrand tends to a constant
lim
β→0
e−βH = 1,
for which the trapezium rule is exact. Also, the plane rotator model has no boundary
in the integral so that the trapezium rule is significantly more accurate.
The second issue is slightly more subtle, and relates to how the eigenfunction
scales with the range of interaction. Here we have only restricted ourselves to J1−J2
but longer range interactions may be tackled numerically. For example, the J1 − J3
continuous spin Ising model for example has a transfer integral equation of the form
f(u2, u3, u4) =
∫ 1
−1
du1
2
e
βJ1
2
(u1u2+u3u4)+βJ3u1u4f(u1, u2, u3)
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The longer range the interaction, the more degrees of freedom there are which need
to be described, so that the transfer matrix will become exponentially large.
We will use this real space method in the one to two dimensional crossover
chapter, but we began discussing it here as it serves as a cross check of the results.
We have used it to check the expansions in terms of either Bessel functions or
Legendre polynomials for the various models.
6.3 Monte Carlo Simulations
The standard technique for tackling large scale thermodynamics is to use Monte
Carlo simulations. Here, we will offer a brief introduction to the method, specifically
the Metropolis algorithm, and show comparisons to the exact result to indicate pros
and cons of each.
The basic idea behind Monte Carlo analysis is to make many random moves
in some state space, calculate some quantity (like energy), and weight each move
appropriately (like a Boltzmann weight). If one uses a truly random sampling, one
would have to make very many moves, and so here we do not use a fully random
move at each step. For the case of thermodynamics, one must “order” the states
according to their energy. One must also fluctuate the state so that the moves go
up and down in energy to assess the local susceptibility to fluctuations. Near a
phase transition, the energy landscape becomes flatter, allowing much more large
scale fluctuations. In the classical groundstate, there is a local pN -dimensional (p
degrees of freedom per site, N sites) quadratic potential providing the low energy
excitations.
We begin with a brief discussion of detailed balance. This is the idea of re-
versability; we wish all moves to be reversible, but the probability of going one way
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verses the other need not be the same. Moving up in energy is different to moving
down due to the growing of the state space; there are many more states which are
higher in energy than lower, and so we must balance this. If we wish to consider
moving state S1 to state S2 then we must balance this with the inverse S2 → S1,
according to
P (S1)G(S1 → S2) = P (S2)G(S2 → S1)
→ G(S1 → S2)
G(S2 → S1) =
P (S2)
P (S1)
,
where P (α1) is the probability of finding the state α1, and P (α1 → α2) is the
probability of moving from one state to the other. Next we have that
G(S1 → S2) = g(S1, S2)A(S1, S2),
where g(α1, α2) is the probability of selecting the new state, and A(α1α2 is the
acceptance probability. For a finite set of states (2N for the Ising model), then
g(S1, S2) = g(S2, S1), and so we are left with
A(S1, S2)
A(S2, S1)
=
P (S2)
P (S1)
If we choose A(S1, S2) = min
(
1, e−β(E2−E1)
)
then we have
A(S1, S2)
A(S1, S2)
=
min (1, x)
min
(
1, 1
x
) = x,
where x = e−β(E2−E1). Thus for any x 6= 1 we have that the ratio of acceptance is
indeed P (S1)
P (S2)
, the Boltzmann weight. This particular choice of acceptance probability
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is the Metropolis algorithm, although anything which satisfies
A(S1, S2)
A(S1, S2)
=
P (S1)
P (S2)
g(S1, S2)
g(S2, S1)
,
is sufficient for detailed balance. To run Monte Carlo, we therefore start with some
state. We always choose this state to be the zero temperature groundstate (or one of
these groundstates) as this avoids thermalisation issues. We then choose a new state
and perform the Metropolis algorithm. If we accept the new state, we throw away
the old state and begin again. However, an important aspect of this procedure is
the choice of the new test state; choosing a new state in the whole state space means
we would seldom accept. We wish to accept states around half of the time in order
to fluctuate the state sufficiently. We therefore choose a pN -dimensional hypercube
Figure 6.1: Choosing new states in from the original state (in red), either using
random choices or a restricted choice.
in state space around the current space, of some size less than the whole of state
space, and randomly move within this cube. We can envisage this in Fig.6.1, where
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we either move randomly in phase space from the original state, or we attempt to
move close to our current state. We imagine a square around the current state, in
which we choose a state to attempt to move to. Note that the size of this cube has
to respect the measure of the original state space, and more importantly the size is
temperature dependent. Here, we use a box size of the form
L = γT pe
− T
T0 ,
which maintains the acceptance rate of 1
2
for some temperature range. The parame-
ters γ, p and T0 must be chosen for each system, and also for how far in temperature
one wishes to run for. To be concrete, we use γ = 22, p = −1
2
and T0 = 1 for the
32 spin Heisenberg model to give an acceptance rate of roughly 1
2
for T ∈ [0.1, 10].
Thermodynamic quantities can be calculated from averages in the simulation, the
simplest quantity being the average total energy, given by
〈E〉 = 1
NA
NA∑
n=1
En,
where En is the energy at each accepted move (to ensure we do not over count each
state), and NA is the number of accepted moves. We also have
α =
NA
NT
,
where NT is the total number of attempted moves, and we try to ensure α ∼ 0.5 for
optimal efficiency. We can calculate the specific heat as
CV =
β2
N
[〈E2〉 − 〈E〉2]
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= 〈(〈E〉 − E)〉2,
with N as the total spins. Direct differentiation of the average energy will not
work here as there would be too much noise on the quantity. We may also want to
calculate the magnetisation and susceptibility matrix, given by
〈mi〉 = 1
NNA
∑
n
(Si)n
χij = 〈[〈mi〉 −mi] [〈mj〉 −mj]〉
However, for the magnetisation to be thermodynamic, we must add a field, otherwise
〈m〉 = 0 necessarily. It is here that we find the boundary problem with the u variable.
If the Monte Carlo step tries to make u > 1 or u < −1 then we must control this.
The method used here is to flip the angle φ when this happens. When we attempt
to make the move un > 1, instead we move
φn → φn + pi
We also avoid this problem if we add an infinitesimal field in the xˆ-direction rather
than the zˆ-direction.
We now move on to the results. We simulated the Heisenberg model on a ring at
first, with nearest neighbour interactions only. We compared this with the infinite
chain result Eq.5.2.1, for rings of size 8, 16, 32, 64 and 128 to assess finite size effects.
At each stage, we ran two simulations with 50000 and 2000000 steps to assess the
noise. The “best” results are obtained with 32 spins with the larger simulation time.
Note that we are comparing a periodic ring with an open chain, and thus we expect
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an error of the form
ZT =
1
N
zN−1 → F = N − 1
N
log z,
providing a 1
N
correction to the results, which proved to be sufficiently small for the
32 spin system. We could compare with an open ring, however, the low temperature
energy is then wrong as we miscount the number of bonds, and so we elect to use
the correct bond number, and the wrong entropy. We begin with the energy, and
Figure 6.2: Energy for 8 spins in a ring for the Heisenberg model
for now only use the larger run size, as the noise aspect shows up in the specific heat
more than the energy. In Fig.6.2 we see the energy for 8 spins. The smooth line
is the exact result from Eq.5.2.1. We see good agreement until high temperature
as the energy was correct at low temperature (by construction) but the entropy is
wrong. There is a missing mode from the independence of the relative orientations
of the end, which means that the free energy is wrong. For 16 spins, we see that
this difference in Fig.6.3, we see that there is very little difference between the exact
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Figure 6.3: Energy for 16 spins in a ring for the Heisenberg model
curve and the Monte Carlo. For 32 spins, we see even less difference, but for 64
Figure 6.4: Energy for 32 spins in a ring for the Heisenberg model
spins we begin to see noise, as we have not let the simulation run long enough to
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Figure 6.5: Energy for 64 spins in a ring for the Heisenberg model
thermalise. We now turn to the specific heat capacity, which inherently shows more
Figure 6.6: Specific Heat capacity for 128 spins with a) 50000 steps and b) 2000000
steps.
scatter. We begin with the worst example here, of 128 spins with the small and large
run, seen in Fig.6.6 a) and b). We can see that Fig.6.6a) has far too much noise.
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Clearly more simulation time is needed to thermalise. Even Fig.6.6b) has too much
noise on to be confident in the answer, indicating that the largest system needs a
very large number of steps to thermalise. For the case of 64 spins, seen in Fig.6.7
Figure 6.7: Specific Heat capacity for 64 spins with a) 50000 steps and b) 2000000
steps.
we see much less scatter on the larger run time, though the low temperature region
is still poor. With less steps, the noise is very poor, as always. For the case of 32
spins in Fig.6.8, we see the best results for the larger run time, indicating that we
have come close to thermalising this system at low temperature. Finally, 16 spins
in Fig.6.9 has less noise, but we may observe more finite size effects.
We now move on to a non-trivial example, the J1 − J2 plane rotator, whose
partition function is new. We use 128 spins and 4000000 steps to achieve good
agreement between the Monte Carlo data and the exact solution. We simulated
the ferromagnet as the simplest case to test the method, with J1 = J2 = 1 which
is unfrustrated. The error we get as of the order ∼ 1% due to the finite, periodic
simulation we use. We see that the exact method and the Monte Carlo simulation
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Figure 6.8: Specific Heat capacity for 32 spins with a) 50000 steps and b) 2000000
steps.
Figure 6.9: Specific Heat capacity for 16 spins with a) 50000 steps and b) 2000000
steps.
agree (for the simulated systems), but the simulation is limited by noise. Our exact
solutions have no noise and therefore we will only use the transfer equation technique
from now on.
We have only presented the most basic Monte Carlo simulations as a cross check,
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Figure 6.10: Specific heat capacity for the J1-J2 plane rotator model with 128 spins
with 4000000 steps. We have J1 = J2 = 1
though we find that they agree with much more advanced simulations done elsewhere
[73–75]. We include the discussion on Monte Carlo as we used it as a comparison,
but it also allows an intuitive understanding of other Monte Carlo results, and the
benefit of the exact work done here.
6.4 Results
We now provide the phase diagrams for the relevant models, and attempt to ratio-
nalise and explain them. We provide several calculations for each model; usually
specific heat, magnetisation, nearest and next-nearest correlation functions, and
longer range correlation functions. For each of the models there is a zero tempera-
ture phase transition, either at B
J
= 1
2
for the continuous spin Ising model, and at
J1
J2
= 1
4
(or B
J
= 1
4
) for the plane rotator and Heisenberg models. This difference
stems from the first model having no continuous symmetry. Firstly we clarify what
we mean by a “phase”-diagram in these one dimensional models.
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We have discussed phase transitions before, and how we are not allowed them in
one dimension at finite temperature. We are, however, permitted zero temperature
transitions and crossovers. If we investigate the ferromagnetic nearest neighbour
Ising model in one dimension, we still find a smooth peak in the specific heat. This
peak would become the phase transition if we worked in two dimensions, but is
prohibited from diverging. Thus the crossovers that we investigate are the remnants
of the phase transition in one dimension.
These models all exhibit zero temperature phase transitions, which we may in-
vestigate. The transition is not allowed at finite temperature, and so it becomes a
crossover immediately, but it may become very sharp as we near the first order zero
temperature phase transition. A crossover is a smooth change of behaviour between
two states, which are not symmetrically different. For example, the one dimensional
Ising model exhibits a crossover from no ferromagnetic order to one in which there
is no long range ferromagnetic order, but there are short range ferromagnetic cor-
relations which grow as we decrease the temperature. There is a crossover in the
behaviour around T ∼ J
2
.
We now clarify what we mean by phase diagram; we associate smooth peaks in
the specific heat with crossovers and find the associated diagram of crossovers. We
do this because we may observe fluctuation driven crossovers; the remnant of order
from disorder in higher dimensions. One state is thermally destabalised by another,
but we see no order into either state.
We will investigate the crossover between ferromagnetism and anti-ferromagnetism
for the Ising models, and an anti-ferromagnet at k = pi and k = pi+δ for the isotropic
models. When we study continuous spin models, this is the first thermodynamic in-
vestigation of spiral states. Before we find the phase diagrams, we show the simplest
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Figure 6.11: Specific heat and the energy for the plane rotator with J1 = −1.2 and
J2 = 0.25
of calculations for each of the models to explain the details. In Fig.6.11 we see a plot
of the energy (and specific heat) of the plane rotator model. We see a very smooth
function, limiting to −0.95 at low energy. In Fig.6.12, we see the specific heat for
the continuous spin Ising model with J1 = −2 and B = 1. At low temperature, we
have an anti-ferromagnet due to the interactions. As the temperature is increased,
the remaining ferromagnetic order must be present to high temperature, and so we
observe a smooth crossover to ferromagnetism, followed by a fall off in the specific
heat. The low temperature limit is 1 due to the three dimensional spins, which have
two degrees of freedom. They can fluctuate in two directions, perpendicular to the
direction of the spin. We can expand the partition function as a local quadratic,
yielding the effective partition function
Zeff =
∫
dp dxe−β(p
2+x2) (6.4.1)
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Figure 6.12: Specific heat for the continuous spin Ising model
'
√
pi
β
√
pi
β
(6.4.2)
CV = β
2∂
2 logZeff
∂β2
→ 1 (6.4.3)
Each degree of freedom provides 1
2
to the low temperature specific heat; equiparti-
tion. In Fig.6.13 we see the magnetisation for the continuous spin Ising model, with
J1 = −1 and B = 0.05. We see that the magnetisation survives to a surprisingly
high temperature, roughly T = 0.5. This will be explored more later, but is a feature
of this model. Clearly, we expect 〈M〉 → 1 for a ferromagnet at low temperature due
to the classical spins, and at high temperature we expect very weak magnetisation.
In Fig.6.14 we see the specific heat for the Heisenberg model, with J1 = 1 and J2 = 1
(or field and nearest neighbour interactions). Once again we see very smooth fea-
tures, and a low temperature limit of 1 due to two degrees of freedom per spin. Note
that for the Heisenberg model, we do not go down to a very low temperature. These
135
6.4. Results
Figure 6.13: Magnetisation for the Ising model with ferromagnetic interactions
Figure 6.14: Specific heat for the Heisenberg
exact methods amount to a high temperature expansion, and are exact above some
temperature, below which the Bessel functions themselves become numerically too
large. A second important feature is that the specific heat is achieved via numerical
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differentiation of the (very smooth) energy. There can be two issues here; noise and
truncation errors. Noise should not be a problem with these exact methods, but
truncation errors are always present. We work on a grid which is fine, but not fine
enough to encounter truncation errors beyond the 6th or so decimal place, and so
we have an inherent error in the specific heat. In Fig.6.15 and Fig.6.16 we provide
Figure 6.15: Nearest neighbour correlation function for the Heisenberg model
the nearest neighbour and next nearest neighbour correlation functions. The first
two correlations occur directly in the energy, and so they are larger than one might
expect, and for sufficiently long range the correlations tail off as an exponential.
In Fig.6.17 we see the specific heat for the plane rotator model with J1 = 1.0 and
J2 = 1.0. It is once again very smooth and tends to
1
2
at low temperature due to
the single degree of freedom at low temperature. In Fig.6.18 we see the nearest
neighbour correlation function, which again is a smooth function with 1 as the low
temperature limit.
137
6.4. Results
Figure 6.16: Next nearest neighbour correlation function for the Heisenberg model
6.4.1 Continuous-Spin Ising Model
We calculate several quantities in order to understand the phase diagram of the
continuous-spin Ising model. To begin with we solve zero temperature. We have
antiferromagnetic interactions with an applied field which are in competition. For
large field we have a ferromagnet at zero temperature, and for large interaction
we have an antiferromagnet. At the point B/J = 2 there is a transition between
these two states. This comes from the local field on each spin exactly balancing the
applied field. There are three relevant states at zero temperature therefore, as seen
in Fig.(6.19). The two states which are well ordered will have a low temperature
specific heat of 1 as they have a local quadratic potential to oscillate in. However, the
special state at κ ≡ B/J = 2 will have a low temperature specific heat of 1
2
as half
of the spins are free to move around. The magnetisation of the ordered ferromagnet
(at T = 0) is 〈m〉 = 1, the antiferromagnet is 〈m〉 = 0, while the special state is
138
6.4. Results
Figure 6.17: Specific heat capacity for plane rotator with J1 = 1.0 and J2 = 1.0
Figure 6.18: Nearest neighbour correlations for plane rotator with J1 = 1.0 and
J2 = 1.0
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Figure 6.19: The three relevant states to the continuous-spin Ising model at zero
temperature.
Figure 6.20: Specific heat for the continuous spin Ising model near κ = 2
〈m〉 = 1
2
. It is clear that at κ = 2, there is a macroscopic manifold (every other
spin is free to be in any state) and therefore has more entropy associated. We might
therefore expect that this special state thermally destabilises the other two. Having
solved the zero temperature phase diagram, we now see how temperature affects the
zero temperature transition. The specific heat for various values of κ are given in
Fig.(6.20). If we associate features in the specific heat with a “phase” boundary,
we get the diagram as in Fig.(6.21). The dotted line in Fig.(6.21) is the associated
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Figure 6.21: “Phase” diagram of the continuous spin Ising model as found from
specific heat calculations
weak phase transition. To explain the shape of this diagram, we consider what one
na¨ıvely expects. The κ = 2 state has the most entropy, and so destabilises the other
two as a function of temperature, and thus we expect a “V” shape. However, due
to the applied field, there is no symmetry breaking between the κ = 2 state and the
ferromagnet as they are both long range ordered ferromagnets. There is a symmetry
change between the κ = 2 state and the antiferromagnet as the antiferromagnet has
no long range ferromagnetic moment. Thus one sees a crossover in the specific
heat between the κ = 2 state and the antiferromagnet and nothing between it and
the ferromagnet. To justify the phase diagram, we use the magnetisation, as can
be seen in Fig.(6.22). For small values of κ we get finite magnetisation at high
temperature due to the field, then a turn over into zero magnetisation due to the
antiferromagnetic interactions. At κ > 2, there are no features in the magnetisation,
as we move from a partial ferromagnet to a fully ordered ferromagnet, and thus we
see no signature of this.
Magnetisation
We now investigate how applying a field affects this model when it is ferromagnatic.
We will use classical field theory to understand the excitations of the model, in order
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Figure 6.22: Magnetisation for the Ising model with competing interactions near
κ = 2
to justify using the regular Ising model to understand the magnetisation. The field
dependence in the Ising model (and this model) turns out to be very subtle, and
we attempt to understand the dependence. We calculate the average domain wall
separation for the ferromagnetic Ising model in an applied field in order to show
that they depend on the applied field, but not strongly.
We apply an exponentially decreasing field, as seen in Fig.6.23. We reduce the
field by 1
2
each time, and we see that the magnetisation is reducing more slowly
than this; an exponentially weak field produces a relatively large magnetisation to
a surprisingly high temperature. To explain this we examine the excitations of this
model, and see how they compare to the regular Ising model. To do this, we use a
classical field theory, beginning with the partition function given by
Z =
∫
D[θ(x)]e−βL[θ(x)],
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Figure 6.23: Magnetisation for the Ising model with ferromagnetic interactions with
exponentially weak applied field
where the Lagrangian is given by the continuum limit of the continuous Ising model
L =
∫ ∞
−∞
dx cos[θ(x+ δ)] cos[θ(x− δ)],
where x is real space position, a continuous variable, δ is the lattice separation,
taken in the limit δ → 0, and θ is the classical angle field. We expand all functions
to quadratic order
θ(x± δ) = θ(x)± δθ′(x) + δ
2
2
θ′′(x)
cos(θ + dθ) = cos θ − dθ sin θ − (dθ)
2
2
cos θ,
where
dθ ≡ δ
2
2
θ′′(x)± δθ′(x)
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This gives us
L =
∫ ∞
−∞
dx
[
cos θ − sin θ
(
δ2
2
θ′′(x) + δθ′(x)
)
− cos θδ
2(θ′)2
2
]
×
[
cos θ − sin θ
(
δ2
2
θ′′(x)− δθ′(x)
)
− cos θδ
2(θ′)2
2
]
,
and so, to quadratic order, we find
L =
∫ ∞
−∞
dx cos2 θ
[
1− δ2(θ′)2 − tan θδ2θ′′]
We integrate this by parts, and there is no boundary term which affects the ther-
modynamics, yielding
L =
∫ ∞
−∞
dx
[
cos2 θ − δ2(θ′)2 sin2 θ]
We then minimise the functional which gives the dominant fluctuations to the par-
tition function, using
∂
∂x
(
∂L
∂θ′
)
=
∂L
∂θ
,
which gives us the equation of motion
sin2 θ(x)θ′′(x) + sin θ(x) cos θ(x)(θ′(x))2 =
sin θ(x) cos θ(x)
δ2
We then solve this (by multiplying through by 2θ′, and rewriting as a perfect deriva-
tive) that
(θ′(x))2 sin2 θ(x) =
sin2 θ(x)
2δ2
The boundary conditions are either spin up or spin down, corresponding to θ = 0
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Figure 6.24: Domain wall structure for the continuous model in the continuum limit
or θ = pi, which gives θ′(x) ∼ 1
δ
. This means we get a domain wall between an
up domain and a down domain on the scale of one lattice spacing δ, as seen in
Fig.6.24. We can calculate the average length of these domains in the J1 − B Ising
model which will help us understand the field dependence of the magnetisation. We
consider a background of spins which are parallel to the applied field, up. At zero
temperature we only have spins parallel to the field, but as we introduce temperature,
we generate some spins which are anti-parallel to the field. However, the majority of
the spins are still up, and so we envisage a background of parallel spins with a small
bubble of down spins. We therefore have two domain walls, and we can calculate
the average separation of these. Each pair of domain walls has two entropic modes;
they delocalise across the system to gain from positional entropy of the down spins,
and also change the length of the domain. The entropy of the delocation is trivially
T logL for a system of length L, which provides the destruction of long range order.
The change of length of the domain is harder to calculate. We can calculate the
effective partition function for such a domain wall
Zeff = Le
−2βJ
L∑
n=1
e−2βBn + 1,
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where the term e2βJ is the Boltzmann weight for the energy penalty at the boundary,
and the second term sums over the length of the domain with appropriate Boltzmann
weighting, and the final term is the groundstate. We have an L in front of the
summation because we can delocalise the pair of domain walls across the system.
We will take the upper limit of the sum to infinity, but keep the term in front of the
sum as L, yielding
Zeff = L
e−2β(J+B)
1− e−2βB + 1
=
Le−β(B+J)x
2
+ 1,
where we have defined
x =
e−βJ
sinh βB
,
which will be used in a later calculation and is the controlling parameter for the
thermodynamics here. The reason that this is the parameter is not fully understood
yet, but more work will appear on this in [22], in which this parameter is derived
in general. Note that we have assumed that the distance between such domains
is very large, and hence we are in the low temperature limit. The L here tells
us that the groundstate is never relevant, and that there is always a domain of
oppositely orientated spin of some size, as it gains from the delocalising entropy.
We may interpret the parameter x as the thermodynamic cost of making such a
pair of domains, which can be small, but the coefficient is sufficiently large that the
groundstate is never relevant at finite temperature. We may calculate the average
length of these domains
〈l〉 = 1
Zeff
L∑
n=0
ne−2βBn
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Figure 6.25: Average length of domains in the Ising model
= − 1
β
∂ logZeff
∂B
=
e−2βJ
(e−2βJ + 1− e−2βB)(1− e−2βB)
We may take the limit that βB → 0 to find that
〈l〉 ∼ 2T
B
,
which is the limit for small applied fields. That is, when we apply a very small field,
the length of oppositely orientated domains can become very large as it scales with
the inverse of the field. However, there is also a temperature below which βB is
not small, at which point the exponential term e−2βJ requires that 〈l〉 → 0 from
Eq.6.4.4. We see this style of behaviour in Fig.6.25, where the temperature defeats
the field and the domain size is small. This is a rather subtle limit, indicating we
need to know how to order the parameters β, J and B.
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In order to understand the behaviour of the magnetisation, we shall simplify our
model back to the regular Ising model (whose partition function is exactly known,
and whose excitations are equivalent). The partition function for the J1 − B Ising
model, is given by
z =
[
eβJ cosh βB +
√
e2βJ(sinh βB)2 − e−2βJ
]
We wish to calculate the magnetisation, and so we calculate
〈m〉 = − 1
β
∂ log z
∂B
=
[
tanh βB + 1√
1+x2
1 + tanh βB
√
1 + x2
]
x ≡ e
−2βJ
sinh βB
The susceptibility for this model can be calculated directly, yielding the zero field
susceptibility as
χij ≡ ∂〈m〉i
∂Bj
∣∣∣
B→0
= βe2βJ +O(B)
Which only has one component for the Ising model, and diverges as β →∞, as can
be seen in Fig.6.26. It does not show the exponential behaviour of the magnetisation
however, as we have truncated this behaviour to a power series. We expand the
magnetisation in powers of x, in the limit J
B
→∞, to find
〈m〉 = 1− x
2
2
+
3x4
8
− 5x
6
8
+O(x8)
= 1− e
−4βJ
2 sinh2 βB
+
3e−8βJ
8 sinh4 βB
− 5e
−12βJ
16 sinh6 βB
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Figure 6.26: Susceptibility of the J1 −B Ising model
This produces the low temperature limit of 1 for the magnetisation, while the higher
order terms produce the turn over that we wish to examine. Taking the limit B → 0
is not directly possible, as this linearises the sinh βB terms, and causes the magneti-
sation to diverge. In fact, we can only consider the temperature limit where β  B
in order to keep the non-linearity. The parameters are therefore controlled by the
sequence
1 βB  e−βJ ,
where last term ensures that we may make the expansion in x. This also means
that this expansion is only valid for large β implicitly, even though we did not
explicitly expand around this. We can see the plot of this in Fig.6.27, where the
exact magnetisation has been plotted for exponentially weakening fields to show the
strong dependence, and the expansion is plotted. It is clear that it is only good for
low temperature.
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Figure 6.27: Magnetisation of the J1 −B Ising model
We now interpret the physics of the problem, and indicate how we can improve
the calculation. The parameter x is required to be small for the magnetisation to
be saturated. At first site, it appears that the limit B → 0 prevents x from being
small, but the exponential on the top means that x is small for reasonable temper-
ature. Therefore, small fields provide a saturated magnetisation to a surprisingly
high temperature.
We have neglected the effect of having multiple oppositely orientated domains,
which the calculation that we would like to perform. We envisage a finite system with
a density of these domains, whose average length is given in Eq.6.4.4. The number
of these domains is optimised for a given energy to gain from the delocalisation
entropy without coming into contact with one another. The parameter x may also
be interpreted; the exponential on the top is the energetic cost of creating such a
bound pair of domains. For the models with well defined domain walls, this energy
is finite, but for the plane rotator and Heisenberg, this energy is zero and we observe
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very different behaviour.
6.4.2 Summary of the Continuous-Spin Ising Model
The thermodynamics of the continuous-spin Ising model have two aspects; the phase
diagram of the frustrated antiferromagnet and the magnetisation of the ferromagnet.
The phase diagram is clear, and is a very simple example of order from disorder.
The magnetisation is not as clear, as we have a non-perturbative dependence on the
field. In other words
e−βB ∼ 1− βB
is true for βB  1, but not for all temperatures. This conflict means that expansions
of this type are inherently difficult to control. Here, we used the parameter
x =
e−βJ
sinh βB
which is suitable for x  1. It looks as though the limit B → 0 would prohibit
this, but the exponential term controls how fast x goes to zero. In other words, for
any finite, but small B, there is always a temperature small enough such that x is
very small and a suitable parameter for a series expansion. It then clear that this
predicts a magnetisation to a relatively large temperature because when x is not
small, we see the magnetisation is destroyed. For x to not be small, we require a
relatively large temperature in order that the exponential is not dominantly small.
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6.5 Heisenberg Model
We may calculate the same diagram for the classical Heisenberg model too. As
usual, at any finite temperature thermal fluctuations, however, we may calculate
the zero temperature phase diagram to see what we expect.
As said in the technique section, the J1-J2 and J −B models are thermodynam-
ically identical, but the interpretation of them is different. We could find the zero
temperature phase diagram for the model with a field, and we would interpret the
crossovers in the same way as the continuous spin Ising model. However, we elect
to consider the J1-J2 model, which we have to interpret slightly differently. We first
calculate where the zero temperature phase transition is and therefore begin with
the model
H = −J1
∑
n
Sˆn.Sˆn+1 − J2
∑
n
Sˆn.Sˆn+2
If we use the one dimensional Bloch transform of the form
Sˆn =
1√
N
∑
k
eiknSk
Then the Hamiltonian becomes diagonal of the form
H = −
∑
k
(J1 cos k + J2 cos 2k)Sk.S−k
We then minimise the structure factor through
cos k = − J1
4J2
,
meaning we put the spin density down at the appropriate k where the equation is
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Figure 6.28: Depiction of the spiral state verses the normal anti-ferromagnet for
two different values of exchange
appropriate. When J1 > 4J2, we simply have antiferromagnetism, but for J ≤ 4J2,
we get a spiral state with pitch
k∗ = cos−1
[
− J1
4J2
]
,
as seen in Fig.6.28, with a state given by
Sˆn = eˆ0 cos (k
∗n+ φ) + eˆ1 sin (k∗n+ φ)
for two orthonormal basis vectors eˆ0 and eˆ1. This time there is no special state
with macroscopic entropy, though the state at κ ≡ J1/J2 = 1/4 is degenerate to an
infinitesimal spiral. We therefore may not expect any special “shape” to the phase
boundary, however, fluctuations are optimised with collinear spins. Physically one
can see this by considering two spins perpendicular to one another. They cannot
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fluctuate collectively in the direction parallel to either spin (due to the length con-
straint), which reduces the number of degrees of freedom available. Collinear spins
on the other hand can fluctuate collectively in all directions, optimising the entropy.
We therefore expect the antiferromagnetism to destabalise the spiral state thermally
to make use of these fluctuations. In order to investigate the phase diagram, we be-
Figure 6.29: Specific heat for the Heisenberg model fig 19
gin with the specific heat, sweeping through the region of interest in parameter
space, as seen in Fig.6.29. The specific heat for the Heisenberg model is particularly
smooth and so it is not obvious that much is happening around κ = 4. However,
if we look at the first neighbour correlation function, Fig.6.30, then we see more
dramatic behaviour. For |κ| ≥ 4 the correlation function is saturated at ±1, but for
|κ| < 4, we find the low temperature limit of the correlation function is given by
〈Sˆ0.Sˆ1〉 = cos−1
(κ
4
)
(6.5.1)
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Figure 6.30: Nearest neighbour correlation functions for the Heisenberg model
as expected. One also observes this sharp change of character in the next near-
est neighbour correlation function, seen in Fig.6.31. We therefore believe that the
Heisenberg model has the same style of phase diagram as the continuous spin Ising
model, with κ = 4 as the special state. Applying an exponentially weak field for
the Heisenberg model provides exponentially weak magnetisation, unlike in the Ising
models. We see this with ferromagnetic J2 and weak ferromagnetic J1, and observing
the nearest neighbour correlation function, as seen in Fig.6.32. For J1 = 0 we have
two decoupled chains, which ferromagnetically order but do not co-order, providing
a (very small) low temperature entropy for the relative orientation. This system
is not magnetised by an infinitesimal J1 to a large temperature, instead providing
magnetisation to an infinitesimal temperature.
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Figure 6.31: Next nearest neighbour correlation functions for the Heisenberg model
Figure 6.32: Nearest neighbour correlation functions for the ferromagnetic Heisen-
berg model
The reason for this behaviour is due to the isotropy of the spins clearly, where
in the Ising model (and continuous Ising model) we have essentially up or down.
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To examine the field dependence of the Heisenberg model, we use perturbation
theory. Note that in the Ising model, we cannot perform such an expansion as the
system depends exponentially on the field, and any expansion we choose truncates
this strong dependence. Here however, the field dependence is not so strong, and so
we may perform a standard expansion. For convenience of the expression, we will
use the non-Hermitian representation of the transfer matrix, and so first we justify
that we can perform the usual perturbation theory. We use the representation
Tnm =
√
1 + 2n
√
1 + 2mIn(βJ1)Cnm(βB),
which we expand for small B, which as stated before is also a high temperature
expansion. We can easily expand the function C(x) for small argument using the
orthogonality of the Legendre polynomials, and recursion relations, yielding the
expansion for the transfer matrix as
Tnm =
√
1 + 2n
√
1 + 2mIn(βJ1)
( δn,m
2n+ 1
+ βB
[
n
2n+ 1
δn−1,m
2n− 1 +
n+ 1
2n+ 1
δn+1,m
2n+ 3
]
+
(βB)2
2
[ 1
(2n+ 1)(2m+ 1)
×
{
nm
δn−1.m−1
2n− 1 + n(m+ 1)
δn−1,m+1
2n− 1 + (n+ 1)m
δn+1,m−1
2n+ 3
+ (n+ 1)(m+ 1)
δn+1,m+1
2n+ 3
}])
(6.5.2)
The crucial observation is that the leading order term is Hermitian, and has trivial
eigenvalues and associated eigenvectors as it is diagonal. This means we can evaluate
the first and second order corrections to the eigenvalue without any issue. To be
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concrete, consider the first order correction to the eigenvalue given by
z1 = 0〈nL|T1|nR〉0 + 0〈nL|T0|nR〉1 − z0n0〈nL|nR〉1,
where T0 is the field independent term, and T1 is the field dependent term in Eq.6.5.2.
Where |nL〉 and |nR〉 satisfy the non-Hermitian equations
T |nR〉 = zn|nR〉
〈nL|T = 〈nL|zn
Given that T0 is Hermitian, the last two terms cancel, and so we return the same
result as the non-Hermitian case. We simply overlap the new matrix in the old basis
to find the relative correction. First we note that the eigenvalues and eigenvectors
for the unperturbed transfer matrix are given by
zn = In(βJ)
anp = δn,p,
where anp is the p-th coefficient of the n-th eigenvector, and is thus particularly
trivial. Note that we only need the largest term from the transfer matrix as well, as
we are in the thermodynamic limit, as stated before. For the Heisenberg model, we
wish to calculate the magnetisation (or susceptibility), and thus we calculate
〈M〉 = − 1
β
∂ logZ
∂B
χ =
∂〈M〉
∂B
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The first order correction to the eigenvalue (which would give us the magnetisa-
tion) is calculated by the overlap
z(1) = 〈n|T1|n〉,
where T1 is given above. It is clear that it has the form

0 a 0 . . .
b 0 c . . .
0 d 0 . . .
...
...
...
. . .

and therefore has no overlap with any of the groundstate eigenvectors, and thus
we have no leading order correction. This provides us the proof that there is no
magnetisation from the Heisenberg with (exponentially) weak fields, as is found
with the exact solution. Finally we calculate the susceptibility, using the second
order correction. We use the approximation
z(2) =
∑
m6=n∗
〈m|T1|n∗〉〈n∗|T1|m〉
zn∗ − zm +
1
2
〈n∗|T2|n∗〉
≈ 〈0|T1|1〉〈1|T1|0〉
z1 − z0 +
1
2
〈0|T2|0〉
This gives us
z2 ≈ 1
3
[I0(βJ)]
2
I0(βJ)− I1(βJ) +
1
6
I0(βJ),
which gives us a, strictly high temperature, expansion of the eigenvalue for the
Heisenberg model, along with the zero field magnetisation (showing no long range
order) and the zero field susceptibility.
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Figure 6.33: Specific heat capacity for the plane rotator near κ = 0.25
6.5.1 Summary of Results of Heisenberg Model
The phase diagram for the Heisenberg model has exactly the same form as the Ising
model, but at κ = 4 rather than κ = 2. This is the first time the thermodynamics
of spiral solutions has been investigated. The field dependence of the Heisenberg
model is also much weaker than the Ising model, exhibiting exponentially weak
field dependence. This is a consequence of the continuous symmetry which allows
fluctuations perpendicular to the field which reduces the moment along the field
direction.
6.6 Plane Rotator
We finally move on to the plane rotator model. Once again, for competing J1 and
J2, we have two states which as shown in Fig.6.28, but with one less spin dimension
to spiral in. We begin with the specific heat, given by Fig.6.33. We observe the same
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Figure 6.34: Nearest neighbour correlations for the plane rotator
characteristic change of behaviour around κ ∼ 4, with the smooth peak disappearing
towards the zero temperature axis. The behaviour is exemplified in the (nearest
neighbour) correlation function, shown in Fig.6.34. Here, the correlations saturate
at the antiferromagnetic value (−1), before increasing in line with Eq.(6.5.1). We
may also look at the next nearest neighbour correlation function, seen in Fig.6.35,
where the change of behaviour around κ = 4 is found once again. We therefore
believe that the phase diagram is the same as the Ising and Heisenberg models.
We now look at longer range correlation functions for the plane rotator. First we
look at simple ferromagnetic exchange with J1 = J2 = 1, seen in Fig.6.36. We see
that they strongly decay as a function of separation, though at low temperatures
the correlations actually become very long range. We know that the correlations
diverge at zero temperature, but they remain to a relatively high temperature before
decaying, like the magnetisation in the continuous spin Ising model. Next we see the
unfrustrated anti-ferromagnet, with J1 = −1.0 and J2 = 1.0. We observe exactly
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Figure 6.35: Next nearest neighbour correlations for the plane rotator
Figure 6.36: Correlation function for the plane rotator with J1 = 1.0 and J2 = 1.0
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Figure 6.37: Correlation function for the plane rotator model with J1 = −1.0 and
J2 = 1.0
the same behaviour as previously, although with the corresponding change of sign.
Classical Field Theory for the Plane Rotator
We now examine the low energy excitations of the model, just as in the continuous
Ising model. To do this, we use classical continuous field theory. We write the
partition function as
Z =
∫
D [φ(x)] eβJ(
R∞
−∞ dx cos(φ(x))−cos(φ(x+δ))−1), (6.6.1)
where we have elected to subtract off the groundstate energy. We expand the angle
field to second order in δ, and expand the cosine to the same order, yielding
Zeff =
∫
D [φ(x)] e−βJ
R∞
−∞ dx
δ2
2
(φ′(x))2 (6.6.2)
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We solve this using the standard Euler-Lagrange, yielding
∂
∂x
[
∂H
∂φ′
]
= 0 (6.6.3)
→ δ2φ′(x) = C (6.6.4)
→ φ(x) ∼ xC
δ2
+ λ, (6.6.5)
which tells us that the low energy excitations (in one dimension) are very long range
spirals. These long wave length (low energy) excitations are a consequence of the
continuous symmetry of the model.
6.7 Summary of Results of all Models
We have found the low level thermodynamics of three short range one dimensional
models. The continuous spin Ising model exhibits strong field dependence, while the
Heisenberg and plane rotator models do not. They all have a similar phase diagram
for the frustrated antiferromagnetic cases, although the distinction between states
is most obvious for the continuous spin Ising model. The critical point for the
continuous spin Ising model is also different to the other two models due to the
inability to spiral.
6.8 Conclusion
We have studied the thermodynamics of three one dimensional models. Using trans-
fer functions, we have reduced the problem to an eigen problem, where the thermo-
dynamics is all contained within the largest eigenvalue of the integral operator. For
the continuous spin Ising model, we use the Legendre polynomial basis to represent
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the problem as a matrix, and then recursion relations to find the elements of the ma-
trix. For the Heisenberg model we also use the Legendre basis, but we have a more
explicit method of calculating matrix elements. Finally for the plane rotator, we used
a Fourier basis for the eigenfunction to transform the problem to reciprocal space.
Here, once again we had an explicit representation for the matrix elements. For the
continuous spin Ising model, a second transfer matrix was found which provided an
explicit representation for calculating matrix elements exactly. For the other models,
we can approximate the integral equations with discretisation, once again turning
the problem into an matrix eigenvalue problem. The approximate method works
well, though quantities like specific heat, which are second derivatives, are largely
limited by truncation error. The exact methods hit no such problems until sig-
nificantly lower temperature when the size of the partition function itself becomes
unmanageable. We may also compare our results with Monte Carlo simulations,
which have been performed on the Heisenberg model.
We have used the one dimensional analogue of phase transitions in the specific
heat to describe a phase diagram, allowing us to investigate how temperature affects
zero-temperature phase transitions classically. For all three models with frustrated
antiferromagnetic interactions, we found several states which are groundstates at
zero temperature. For the continuous spin Ising model, there is the antiferromag-
net, the ferromagnet, and the ferromagnetic state where half of the spins are not
ordered. For the two continuous models, the three states were the nearest neighbour
antiferromagnet and the spiral. If J2 → ∞ then we have a next nearest neighbour
antiferromagnet seen in Fig.6.38.
We then investigated the thermal properties of this zero temperature transition.
When there is a special state (the Ising model), there is much more entropy asso-
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Figure 6.38: Natural state for J2 →∞, two decoupled antiferromagnetic chains
ciated with the special state, which destabilises the antiferromagnet. For the two
continuous models, the antiferromagnetism destabilises the spiral state, in order to
gain from the fluctuations. Thus the phase diagram of all the models looks essen-
tially the same for all three models and we have the simplest possible example of
an order from disorder transition, or fluctuation induced crossover. Note that if we
included a crystal field we would be able to investigate the simplest case of a spin
flop transition, seen in Fig.6.39.
Figure 6.39: Example of applying a field to an antiferromagnetic system with a
crystal field interaction
The thermodynamics of these models is clearly corrupted at low temperature by
quantum mechanics; the limit S → ∞ is unphysical for any real spin. However,
the theory of phase transitions is believed to be classical, and therefore provided
the low temperature phase is not quantum fluctuation dominated (a dimer phase on
the ladder geometry), we believe that classical thermodynamics is reasonable. This
method has the ability to investigate the one to two dimensional crossover using
a second long range interaction. Here, phase transitions may occur in the limit of
diverging the range of this second interaction (indeed, strictly in this limit only).
However, here we have no phase transitions or critical behaviour, but we have
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a technique which allows investigation into the thermodynamics of such models,
offering an alternative to the often used Monte Carlo.
167
Chapter 7
ONE TO TWO DIMENSIONAL CROSSOVER
7.1 Chapter Summary
We introduce the one to two dimensional crossover technique, that shall be explored
much more fully later work [21] and [22]. We use the same transfer matrix method
to solve the Ising and clock models (which are discrete). We then approximately
solve the continuous spin Ising model in the two dimensional limit using direct
integration of the transfer function, introduced in §.6.2. We use mean field theory
to try to predict the transition in the continuous spin Ising model, and to predict
the lower anomaly in the specific heat for the clock model.
The results we find are new for the models, though they amount to the results
found by other techniques such as Monte Carlo. The technique of using transfer
functions is partially new as has been explained, but the geometry we use to get to
two dimensions is unique. It allows us to only have to integrate over one spin at
a time, rather than the alternative strip geometry, in which one integrates out N
spins. This makes the calculation technically much easier, but amounts to the same
result in which we simply evaluate the largest eigenvalue of a transfer equation. It
is important to note that the previous calculations in one dimension were exact, but
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this technique is approximate as we are numerically solving the transfer equation
using essentially the power method.
7.2 Introduction
Having solved several one dimensional models, (J1-B and J1-J2) we now consider
the one to two dimensional crossover. To achieve this, we consider models of the
form
H =
∑
n
[
Jx1S
x
nS
x
n+1 + J
y
1S
y
nS
y
n+1 + J
z
1S
z
nS
z
n+1
]
+
∑
n
[
JxNS
x
nS
x
n+N + J
y
NS
y
nS
y
n+N + J
z
NS
z
nS
z
n+N
]
,
for some given type of spin (either Ising, or classical in two or three dimensions).
This type of model has partially been investigated before [76], though more usu-
ally the spiral boundary conditions are not used, in favour of cylindrical boundary
conditions [1, 77, 78]. For the one dimensional models, we used exact techniques in
order to turn the problem into a well specified transfer matrix. Here we abandon
this mathematical control in order to include longer range interactions. In practice
we use a sequence of increasing finite values for N up to some (memory limited)
size. We then attempt to fit the infinite limit answer, although in reality it is not
clear how to fit, and so very limited fitting will be done.
We will start with the regular Ising model, whose transition temperature is known
exactly giving us a model to compare results to. For this model, the transfer matrix
is exact, with the only approximation to two dimensions being N . We then gener-
alise this model to the p-state clock model, whose spins are planar but restricted to
p-evenly spaced directions around the unit circle. We regard this model as an ap-
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proximation to the plane rotator, where we discretise the transfer function, though
to a certain extent we study this model in it’s own right, as it is equivalent to the
plane rotator above some temperature. This model is known to have two transi-
tions for p > 4, and we observe two anomalies in the specific heat. We also offer a
mean field theory which seems to approximate the lower peak as an Ising transition
reasonably well, especially for large p, though we cannot prove anything. We also
study the plane Ising model, or anisotropic clock model. We see two interesting re-
sults; a very sharp magnetisation crossover under the application of a magnetic field
which frustrates the p-fold crystal field, and the apparent destruction of the lower
specific heat anomaly, which simply converges to a finite peak as a function of N in
the presence of weak anisotropy. Finally we study the continuous spin Ising model,
which has not been studied in two dimensions. We offer a mean field theory which
seems to predict the observed specific heat anomaly reasonably well, characterising
it as an Ising transition.
We will calculate the specific heat for all models, the average total magnetisation
for the plane Ising model, and the long range correlation function for the regular
Ising model. We will use polynomial extrapolation on the correlation function, and it
is at this point it becomes clear that there is not necessarily a clear fitting procedure.
As always, we begin with the technique we will use, before moving on to the
results. We essentially use the same technique throughout, though there is a slight
subtlety when we calculate for the continuous spin Ising model. We then offer the
results and any theories which help explain the results, for the models.
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7.3 Calculation Technique
We begin with the regular Ising model. As we have seen, we may use the transfer
matrix (or function) technique for these models, and we use that here. However,
as was clear from the J1-J3 Ising model, the transfer equations necessarily grow
exponentially, giving us the limiting factor for our technique. We consider
H = −J1
∑
n
σnσn+1 − JN
∑
n
σnσn+N ,
for a sequence of increasing N , until 2N becomes too large. We begin with the J1-J3
Ising model in order to see the technique in detail, before we trivially generalise it
to arbitrary N . We write the partition function as
Z =
∑
{σ}
e−βH (7.3.1)
=
L∏
n=1
eσ0
∑
σn
Vσn−1σnσn+1eσL
For a system of length L, where
Vσn−1σnσn+1 ≡ e−βJ(
σn−1σn+σnσn+1
2
+σn−1σn+1),
and eσp is the part of the energy that we missed by factorising our Hamiltonian
in the usual way (see §2.6.1) and does not contribute to the thermodynamics. We
wish to turn this into matrix multiplication, but the functions Vijk are not matrices.
We therefore include some redundancy in the summations to turn the problem into
matrix multiplication. The function Vijk takes eight values, and so we arrange these
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in a 4× 4 matrix, with eight zeroes. We therefore define
Tσ1σ2τ1τ2 ≡ δτ1σ2Vσ1σ2τ2 ,
where the delta function controls the zeroes that we include in our new 4×4 matrix
T . We now ensure that matrix of the transfer matrices is the same as producting
the functions Vijk together. We consider the indices of the transfer matrix as a
compound label, viz
Tσ1σ2τ1τ2 ≡ Tij,
where the indices i, j go over four values. Then matrix multiplication is
∑
j
TijTjk =
∑
τ1τ2
Tσ1σ2τ1τ2Tτ1τ2κ1κ2
in the usual way. We now check that this multiplication is the same as the product
by considering
Tσ1σ2τ1τ2Tτ1τ2κ1κ2 = δτ1σ2δκ1τ2Vσ1σ2τ2Vτ1τ2κ2
= Vσ1σ2κ1Vσ2κ1κ2
and we see that the index σ2 on the functions V is being transferred in the way we
desire to return the partition function. We may therefore use the transfer matrices
to generate the partition function by
Z = Tr(T )L (7.3.2)
172
7.3. Calculation Technique
where the matrix multiplication here is over each pair if indices. For the case J1-J3
the transfer matrix is given by
(++,+−,−+,−−)23

eK1+K3 e−K3 0 0
0 0 eK3−K1 e−K3
e−K3 eK3−K1 0 0
0 0 e−K3 e−K1−K3


++
+−
−+
−−

14
,
where (. . .)ij indicates the possible states of the Ising spins σi and σj and K1 = βJ1
and K3 = βJ3.
It is now clear that we can generalise this for arbitrary range of interaction N ,
and simply include more dummy variables in the transfer matrix T . We then find
the largest eigenvalue of the transfer matrix which yields the partition function in
the thermodynamic limit L→∞.
This structure shall be used throughout for the transfer matrix for all models.
We can also exploit two symmetries of the Hamiltonian to make the eigenfunction
more symmetric, and the matrix itself smaller. We can firstly write the Hamiltonian
in symmetric form
H = −J1
N
∑
n
(σnσn+1 + σn+1σn+2 + . . . σn+N−1σn+N)− JN
∑
n
σnσn+N ,
and we may also use the floating basis τn = σnσn+1 yielding
H = −J1
N
∑
n
(τn + τn+1 + . . . τn+N−1)− JN
∑
n
τnτn+1 . . . τn+N−1,
which reduces the number of spins involved in the Hamiltonian by 1, so we can
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calculate up to N + 1 rather than N if desired. Once again we use
〈E〉 = −1
z
〈0|z′|0〉,
where z′ = ∂z
∂β
for the exact energy, and numerical differentiation of this for the
specific heat. For the long range correlation functions, we use
ξ =
1
log
(
z
z˜
) ,
where z is the largest eigenvalue, and z˜ is the largest eigenvalue of the modified
transfer matrix which contains the spin, or simply the eigenvalue of the original
transfer matrix which contains the correct anti-symmetry. We only calculate this
quantity for the Ising model.
For the p-state clock model, we consider the model
H = −J1
∑
n
cos(φn − φn+1)− Jn
∑
n
cos(φn − φn+N)− hp
∑
n
cos pφn,
where hp = ∞, leading to the angles being restricted to p states. Clearly p = 2 is
the Ising model, and p = 1 is trivial. Once again we use transfer matrices, which
are now pN (or pN−1 in the floating basis) dimensional. We set up the matrix as
transferring from the set {φn, φn+1 . . . φn+N} to the set {φn+1, φn+2 . . . φn+N+1} using
the matrix
Tφn+1,φn+2...φn+N+1;φn,φn+1...φn+N
exactly the same as in the Ising model, and we turn the summation over p-states
for φ0 into matrix multiplication.
Finally, we solve the continuous spin Ising model. We will use the same structure
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as before, but we now have a truncation scheme due to the transfer function nature
of the problem. We consider
H = −J1
∑
cos θn cos θn+1 − JN
∑
n
cos θn cos θn+N
which yields the transfer equation given by
zf(u1, u2 . . . uN) =
∫ 1
−1
du0
2
eβJ1u0u1+βJNu0uNf(u0, u1 . . . uN−1),
which we solve using the integral equation method presented in §.6.2. Here, however,
we wish to take the large N limit, and so we elect not to use the trapezium rule
which requires many steps in the region [−1, 1] to be accurate. Instead, we use
q-step Gaussian Legendre integration, where
I =
∫ 1
−1
du
2
f(u) =
∞∑
n=0
f(un)wn ≈
q∑
n=0
f(un)wn,
where wn are weights, and we evaluate the q steps on a non evenly spaced grid.
This integration technique uses that the integrand is well represented by a q-th
order polynomial in the region [−1, 1], which for our transfer function leads to a
temperature above which the integral is exponentially accurate. We therefore have
a qN dimensional transfer function, where to go lower in temperature, one increases
q, and therefore must reduce N .
We now move on to the results, providing the specific heat for all models, along
with any relevant calculations.
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7.4 Results
7.4.1 Ising Model and Clock Model
We begin with the regular Ising model. Throughout, we work with J1 = JN =
1, and ferromagnetic, and only frustrate the system with a field for the plane
Ising model. After the Ising model, we study the p-state clock model, the p-
state plane Ising model and the continuous spin Ising model. In Fig.7.1 we see
Figure 7.1: Specific heat for the Ising model on the spiral lattice.
a sequence of calculations of the specific heat for the Ising model, with N =
3, 4, 5, 6, 7, 8, 10, 12, 14, 16, 18, 20, 22, 24, with the exact two dimensional solution over
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the top as the vertical line at [38]
TI =
2
log(1 +
√
2)
≈ 2.269,
a number which will be used extensively for other calculations. We observe that the
position of the peak is in very good agreement with the exact result, and indeed
grows as a function of N as expected. However, we do not know what the function
is, meaning that we can not simply fit the N → ∞ limit of the peak to find a
sharp peak. We now look at the inverse correlation length, seen in Fig.7.2 with
N = 3, 4, 5, 6, 7, 8, 10, 12, 14, 16, 18, 20. This correlation length should scale as
ξ ≈ ξ0 +
∣∣∣∣1− TTI
∣∣∣∣ν ,
with, for the Ising model, ν = 1 which is known exactly. Here, we have an
anisotropic geometry which adds confusion. For a finite lattice of size L × L, we
expect the correlation length to be cutoff at the length scale L, which leads us to
TI − TL ≈ aL− 1ν ,
where TL is the finite sized pseudo-critical temperature, at which the correlations
span the finite system. For us, we have a system of size N ×∞, and so the full two
dimensional correlations may generate down the spiral, but not perpendicular. We
therefore have no simple way of extracting out the limit N → ∞ as we would like.
We may simply use polynomial fitting to extract out features, but we rarely expect a
polynomial dependence on N . However, in Fig.7.3 we provide the inverse correlation
length (up to J1-J8) but with the polynomial extrapolation over the top, and the
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Figure 7.2: Inverse correlation length for the Ising model on the spiral lattice.
exact solution as the vertical line, which we would expect close to the transition.
We see that the extrapolation agrees reasonably with the exact solution, although
it goes negative, indicating that the fitting procedure is not appropriate. We next
provide the results for the p-state clock model. For the cases p = 3 and p = 4, the
exact solution is known [42]
Tp=3 =
3
2 log(1 +
√
3)
Tp=4 =
TI
2
In Fig.7.4 and Fig.7.5 we see the specific heat for a collection of spiral sizes, with
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Figure 7.3: Inverse correlation length for the Ising model on the spiral lattice with
polynomial extrapolation.
the exact solution over the top, and once again we see good agreement. For p > 4,
it is known that there are two phase transitions, which are both believed to be
Kosterlitz-Thouless like. In Fig.7.6, Fig.7.7, Fig.7.8 and Fig.7.9 we see the specific
heat for p = 5, 6, 7, 8. We can see two smooth specific heat anomalies which grow
as a function of N . The upper peak is p-independent while the lower one decreases
in temperature with increasing p. The vertical lines on the graphs are a mean field
treatment of the lower peak, which we now describe. We reduce our Hamiltonian
to one in which neighbouring spins are either parallel or one clock tick over. This
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Figure 7.4: Specific heat for the p = 3 clock model on the spiral lattice.
turns our model into an Ising model, with two states between neighbouring spins;
parallel or canted. We may write this Hamiltonian down as
H = −J
∑
<ij>
σiσj + 1
2
− cos
(
2pi
p
)
σiσj − 1
2
,
where the clock tick costs the energy cos
(
2pi
p
)
. This allows us to write
H = −J
∑
<ij>
σiσj
1− cos
(
2pi
p
)
2
+
1 + cos
(
2pi
p
)
2

= −JeffHIsing,
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Figure 7.5: Specific heat for the p = 4 clock model on the spiral lattice.
which is simply the Ising model with a rescaled interaction energy. This provides us
with an approximation of the lower transition given by
Tp = sin
2
(
pi
p
)
TI
We cannot prove this to be the lower transition, although we have taken the lowest
energy excitations available to the clock model, and so one would expect this to give
an approximation to that transition. We note that the approximation seems agree
with the peak in the specific heat with increasing p, and thus we include p = 16
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Figure 7.6: Specific heat for the p = 5 clock model on the spiral lattice. The lower
vertical line is our mean field theory, the upper vertical line is from [1].
in Fig.7.10 to show this, where we see reasonably good agreement. Note that we
expect the upper transition to be p-independent; if we regard the clock model as an
approximation of the integral in the plane rotator model, then the transition cannot
depend on p. We therefore expect numerical agreement above some temperature
for a given p between the clock model and the plane rotator, although there could
be (and is) a difference between the two which is too small to notice. For p = 5,
the two transitions are very close, but for p = 8 they are well separated, showing
the independence of p and the upper transition well. In Fig.7.10 we see the case
182
7.4. Results
Figure 7.7: Specific heat for the p = 6 clock model on the spiral lattice. The lower
vertical line is our mean field theory, the upper vertical line is from [1].
p = 8, where the lower peak has gone to very low temperature leaving only the
upper peak visible. Note here we are severely limited in N due to the large p, but
we can see that the upper transition is very much p independent. Note also that
the specific heat anomalies both grow with increasing N , though clearly we cannot
prove whether these peaks converge in the limit N →∞ as is expected.
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Figure 7.8: Specific heat for the p = 7 clock model on the spiral lattice. The lower
vertical line is our mean field theory.
7.4.2 Continuous Spin Ising Model
Finally we move on to the J1-JN continuous spin Ising model. Here we have a
parameter q; the number of integration steps. Note that this means we are studying
a clock model of the continuous spin Ising model, though with unevenly spaced (and
weighted) clock ticks. Here, we regard the approximation only as an error, and thus
we work with sufficiently large q to investigate the temperature we are interested in.
In Fig.7.11 we see the case of J1-J3, with q = 6, 10, 16 indicating how the accuracy
scales with increasing the number of steps in the integration. We see that above
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Figure 7.9: Specific heat for the p = 8 clock model on the spiral lattice. The lower
vertical line is our mean field theory.
some temperature, all procedures agree and we therefore elect to work with q = 6,
allowing us to calculate for N = 3, 4, 5, 6, 7, 8. In Fig.7.12 we see the specific heat
for this sequence of increasing spiral size, where we see an increasing peak. We fully
expect an Ising transition for this model, and so we perform a mean field calculation
with this in mind in order to model the transition. We assume that the continuous
spin Ising model is composed of two types of (uncoupled) fluctuations. The first is
the Ising degree of freedom; the spin may either be up or down. The second is the
continuous part, which allows the spin to fluctuate, but not change the Ising state.
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Figure 7.10: Specific heat for the p = 16 clock model on the spiral lattice.
We begin by simply calculating the mean field magnetisation for one spin surrounded
by λ (four here) neighbours (the coordination number), each with a magnetisation
m. The partition function is simply
Z =
∫ 1
−1
du
2
e4βJum =
sinh 4βJm
4βJm
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Figure 7.11: Specific heat for the continuous spin Ising model, for J1-J3, with
increasing number of integration steps.
for two dimensions. We then calculate the magnetisation on the central site given
by
〈m〉 = ∂ logZ
∂(4βJm)
=
1
tanh 4βJm
− 1
4βJm
(7.4.1)
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Figure 7.12: Specific heat for the continuous spin Ising model for J1-JN . The
right vertical line is the mean field approximation and the left vertical line is the
approximation from [1].
We may then self consistently solve this for m, by extracting the linear term from
the right hand side, assuming that at βc the magnetisation goes to zero
→ TC = 4J
3
,
the Curie law. We now assume, as stated before that the fluctuations decouple from
the Ising degree of freedom
Szn ≡ mn(T )σn
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where m(T ) is given by Eq.7.4.1. This means our two dimensional continuous spin
Ising Hamiltonian is given by
H = −J
∑
<ij>
mi(T )mj(T )σiσj
If we now assume that mi(T ) = mj(T ) = m(T ), and that the fluctuations are site
independent, then we get
H = −J [m(T )]2
∑
<ij>
σiσj
= −JeffHIsing,
allowing us to read off the two equations
TCI = [m(TCI)]
2TI
m(T ) =
1
tanh 4βJm
− 1
4βJm
where TCI is our expected transition temperature. We solve these (numerically)
yielding
TCI ≈ 0.93932
m(TCI) ≈ 0.643396
which we have put on to Fig.7.12 as the right hand vertical line. We see that
this predicts that the fluctuations reduce the moment on each site by about two
thirds before the Ising transition may occur. Clearly, the two fluctuations are not
decoupled, though the approximation seems reasonable if not exact. We have also
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used the technique outlined in [1] to try to predict the transition temperature. They
propose that the transition temperature for a two-dimensional model can be found
from the crossing temperature of the energies of the J1-J2 and the J1-J3 models.
For the normal Ising, this is exact, and one finds the expected Tc from duality. It
must also be true that one can use the crossing of the J1-J2 and the J1-J4 models
and get the same answer, as one does for the Ising model, Here, the crossing of the
energies moves as a function of N , and so the technique is only approximate, so we
extrapolate for the N → ∞ limit of the procedure. We do not believe that it is
an appropriate technique for this model, just as [78] find for other models. We also
have a result from Monte Carlo analysis on the model [52], which finds that
Tc = 0.92± 0.01
for a 150 × 150 system, in good agreement with our curves and the mean field
analysis.
7.5 Conclusion
We have used the transfer function technique to solve several long range models.
We have shown how this technique works for the Ising model, whose solution is fully
understood. We then moved on to the p-state clock model. For p > 5 we find two
anomalies in the specific heat, which grow as a function of N just like the Ising
specific heat. We do now know whether these correspond to the phase transition,
though a simple mean field theory indicates the lower peak is well predicted. The
upper peak is not currently understood, and should be the remaining (invisible)
Kosterlitz Thouless transition.
190
7.5. Conclusion
We then moved on the the continuous spin Ising model. We believe this to
have a transition in two dimensions due to the lack of continuous symmetry. Using
mean field theory, we may predict this transition as being dominated by the Ising
degree of freedom. We find that although the transition may be Ising driven, the
Ising fluctuations couple to the continuous degree of freedom, and so the mean field
theory is insufficient here to be fully accurate.
We now comment on the technique that we have used; we are always limited by
the size of our spiral. We do not know whether an L × L system is better than an
N ×∞ one, but our results for the Ising model indicate that our technique works
well. Clearly the correlation length wrapping around the spiral is not representative
of two dimensions, though periodic boundary conditions for Monte Carlo analysis
on L × L lattices suffers the same problems. If nothing special happens between
N ≈ 20 and N →∞, then our calculations are very good, but we cannot be certain
of this. If the maximum of the peak in the specific heat moves as a function of N ,
then we cannot find TC without further fitting.
Another feature of our technique is that of convergence. We find that the ther-
modynamics of the two models must agree above some temperature, if we regard
the clock model as an approximation of the plane rotator. This agreement is power
law in temperature; the two calculations start to converge very quickly, until the
error between them is not noticeable. The effect of the lower transition is washed
away as a function of temperature, until we are left with the plane rotator. In order
to reduce the temperature above which they agree, we may increase p, and for large
values we can regard the two models the same down to relatively low temperatures.
The same is true for the continuous spin Ising model; when using Gaussian Legendre
Quadrature we find the same exponential convergence.
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Chapter 8
MAGNETISM ON THE PYROCHLORE
LATTICE
8.1 Chapter Summary
We introduce the lattice we will be studying; the pyrochlore lattice. We will show
that the Heisenberg model has macroscopic zero temperature degeneracy on this
geometry, following the work in [79], and then introduce the general classical model
that we will study. This is not a new model, and has been looked at many times
before in reference to the compounds that we study. However, it is usually only
approximately solved due to the inclusion of the dipolar interaction. We then go
through the experimental details for the six compounds that we wish to study,
including any of the known groundstates. We have also studied the compound
Er2Ti2O7 elsewhere [80], but do not discuss it at all here as it is not in line with the
classical model that we study.
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8.2 Introduction
We will be working on a class of compounds, where the magnetic atoms reside on a
pyrochlore lattice. The pyrochlore lattice is the most frustrated lattice experimen-
tally available. Many frustrated lattices have been studied experimentally [81–84],
due to the interesting groundstate properties and excitations. The pyrochlore lattice
was first studied theoretically by Anderson [85], where the issue of zero temperature
entropy was realised for the nearest neighbour Heisenberg model on this geometry.
Rare-earth pyrochlores have been studied in past for the heat capacities [86], but
more recently for their magnetic properties [79, 87, 88]. They may exhibit several
interesting effects; interesting excitations from groundstate degeneracy [89], frustra-
tion [90], and interesting energy spectrum [91].
For the compounds that we study here, there are several interactions which
control the magnetism. We find the compounds are controlled by long range forces
(the dipolar interaction) [92], along with local crystal fields and Heisenberg exchange
[93]. The Heisenberg interaction is frustrated on the lattice, exhibiting a finite
groundstate degeneracy, and so these other interactions may lift this degeneracy. It
turns out that the inclusion of the natural crystal field interaction does not lift the
degeneracy completely as we shall see, and that the dipolar interaction plays a central
role that we study. We will be studying a classical model which we hope captures
the essential physics of the various compounds. For most of the compounds, the
classical model seems to be reasonable, and for the cases of spin ice and gadolinium
it does very well (as will be explained).
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8.3 Pyrochlore Lattice and Frustration
We will be studying compounds of the form R2M2O7, where R is a rare earth (or
f-block) element, M is a transition metal, and O is oxygen. Before we introduce
the lattice, we go through the charge counting. The oxygen will always go 2− due
to electronegativity, while the rare earth will go 3+, leaving the transition metal
to go 4+. There are very few transition metals which go 4+, and consequently we
may only have Ti and Sn as possible substitutions. The R3+ resides on a pyrochlore
lattice, as does the M4+, and the oxygen fills in the gaps. We begin with discussing
the details of the lattice, then the crystal field, before we talk about frustration on
the lattice.
Figure 8.1: The pyrochlore lattice, showing the underlying face centered cubic
lattice. Each different shade of circle depicts different sublattices.
As said before, the pyrochlore lattice is the four atoms per unit cell on an un-
derlying face centered cubic lattice seen in Fig.8.1, which generates corner sharing
tetrahedra as seen in Fig.8.2. If we view the lattice along either the (011), (101) or
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Figure 8.2: The pyrochlore lattice, showing the corner sharing tetrahedra. The
shaded cubes are for clarity.
(110) directions, then we have lines of atoms along these directions and perpendicu-
lar. If we view the lattice along either (111), (11¯1¯), (1¯11¯) or (1¯1¯1) we see alternating
planes of sparse triangular, and Kagome lattices. When we use this projection, the
sparse triangular lattices consist only of one sublattice.
It is also important to understand the local crystal structure around the rare
earth. Each rare-earth tetrahedron has an oxygen in the center, which provides the
dominant crystal field interaction to either point towards or away from the center of
each tetrahedron. There are also six oxygens around the rare earth in a “puckered”
hexagonal ring, depicted in Fig.8.3 which provides an azimuthal anisotropy.
In order to understand the lattice further, we first consider the nearest neighbour
antiferromagnetic classical Heisenberg interaction. For the particular case of the
tetrahedron (or the triangle), the nearest neighbour Heisenberg can be written as a
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Figure 8.3: Depiction of the local crystal structure for each rare earth ion, showing
the two dominant oxygens and the hexagonal ring.
sum over spins in each tetrahedron as follows
H =
∑
〈ij〉
Si.Sj
=
∑
t
∑
〈ij〉t
Si.Sj
=
∑
t
1
2
[
(
∑
i∈t
Si)
2 − 4
]
where the sum over t is a sum over distinct tetrahedra. This energy is clearly
minimised by the condition ∑
i∈t
Si = 0, (8.3.1)
so that each tetrahedron has zero total spin. Each spin has 2 degrees of freedom
per site, and so we have 4 degrees of freedom per tetrahedron (each spin lies in two
tetrahedra). The constraint Eq.8.3.1 reduces this by 3 as the total spin has to be zero
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in all three Cartesian directions, and thus we have one degree of freedom left over per
tetrahedron. We are left with a macroscopic degeneracy, which can lead to several
interesting consequences. It allows other interactions to control the groundstate of
the system, and may have interesting thermodynamics and excitations as a result.
The lattice itself is also geometrically frustrated which means that one can not
necessarily optimise the energy. One can measure frustration via
Φ =
∑
ij
JijSi.Sj
−
∑
ij
|Jij|
,
where the term on the bottom is the absolute minimum of the interaction strengths
Jij, while the term on top is the energy that one can get from the interaction
strengths and the spin length constraint in the groundstate. Any lattice which is
bipartite is not frustrated under antiferromagnetism, and no lattice is frustrated
for ferromagnetism. However, antiferromagnetism on some geometries may be frus-
trated, for example the antiferromagnetic Ising model on the triangular lattice has
Φ = 1
2
, as only two of the three bonds can gain the anti-ferromagnetism. For this
case there is one spin in every three that is energetically arbitrary which provides a
macroscopic degeneracy in the groundstate. The Kagome lattice is also frustrated
for antiferromagnetic interactions, as is the pyrochlore. The cause of frustration
in general is odd numbered loops, which can not have all bonds simultaneously
anti-parallel, which means ferromagnetism is never geometrically frustrated.
When it comes to the modeling of the pyrochlore compounds, we have one major
assumption; we are not dealing with a quantum mechanical model. For the rare earth
systems we study, we have many J states which we believe may be approximated
by a classical model. At finite temperature this should be reasonable, although we
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are only solving this at zero temperature for the groundstates. If we ignore the
quantum mechanics, then we are left with only a few types of interactions. Firstly,
we may have any range classical Heisenberg interactions, and so we include some of
these. Due to the tiny direct overlap of the f-electrons, the Heisenberg interaction
is relatively small, and we already know that there is residual degeneracy if we
have only the Heisenberg model on this lattice. We may have magnetic fields and
onsite anisotropy. We will neglect magnetic fields for this study, but we include a
crystal field interaction which models the oxygen which resides in the center of the
tetrahedra. Finally, we are left with the long range dipolar interaction, which is
present for every magnetic system, but is normally ignored as it is small. We will
justify the use of the classical model more in Chap.8.5. We therefore consider the
general model
H = C
∑
j
(
1−
[
zˆα(j).Sˆj
]2)
+
J
2
∑
j 6=j′
Sˆj.Sˆj′ − 3
(
Rˆjj′ .Sˆj
)(
Rˆjj′ .Sˆj′
)
|Rjj′|3
∣∣∣
Rjj′≡Rj−Rj′
+
J1
2
∑
〈jj′〉
Sˆj.Sˆj′ +
J3
2
∑
〈jj′〉3
Sˆj.Sˆj′ , (8.3.2)
where the first term is the local crystal-field interaction, defined in terms of zˆα(j),
the natural local crystallographic directions, where α(j) is the sublattice index, as
seen in Fig.8.4. The second term is the long-range dipolar interaction between the
assumed classical point-spins, Sˆj, on the pyrochlore lattice, denoted by Rj. The
third term is the nearest neighbour Heisenberg interaction and the final term is
the third neighbour Heisenberg interaction. Before we go through the details of the
model, we go through the experimental details of the compounds that we shall study.
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Figure 8.4: The local crystallographic axes for each of the four sublattices, yielding
zˆ0, zˆ1, zˆ2 and zˆ3.
8.4 Experimental Details
We will be studying Ho2Ti2O7, Dy2Ti2O7, Tb2Ti2O7, Tb2Sn2O7, Gd2Ti2O7 and
Gd2Sn2O7, where the first two compounds are both classed as spin ice compounds;
our focus will primarily be on terbium and spin ice. We begin by discussing spin ice,
then terbium which is similar, before we close with gadolinium, which motivates our
modeling and provides a test of the model that we choose. All the compounds that we
discuss are pure pyrochlore compounds, and we neglect any structural distortions
as we believe the distortions are very small. The magnetic elements are the rare
earths, and are on the right hand side of the series. The atomic physics energy scale
dominates, and so we have high Jz and we wish to find the relative orientation of
these large spins (which we think of as essentially classical).
8.4.1 Spin Ice
Spin ice was first studied as it was thought to provide a mechanism for finding
magnetic monopoles [94]. This stems from a separation of energy scales which allows
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a temperature regime in which magnetic monopoles may be created. Holmium and
dysprosium both have very large crystal field interactions [88], which force the spins
to be only parallel or anti-parallel to the local crystallographic axes seen in Fig.8.4.
The spins are well modeled by only Ising variables [2], up to very high energy scales
where other Jz states become relevant [88]. For holmium we have J =
15
2
and for
dysprosium we have J = 8, and both compounds are believed to be very similar. The
dipolar interaction forces the so called ice rule or two-in-two-out rule [95], where out
of the four spins in any tetrahedron, two point in and two point out, which we shall
derive later. We see in Fig.8.5 an example of a two in two out state, which points in
Figure 8.5: An example of a state satisfying the ice rules; two-in-two-out.
the zˆ-direction. There are clearly six of these states per tetrahedron satisfying the
ice rules, each pointing in either ±xˆ, ±yˆ or ±zˆ. Experimentally, we see only one
broad feature in the specific heat shown in Fig8.6, which is associated with moving
from any Ising states to every tetrahedron satisfying the ice rules. This smooth peak
is the reason that spin ice has the name, there is residual entropy left over after this
peak and we observe no long range order. The monopole idea comes from when we
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Figure 8.6: Specific heat for Dy2Ti2O7 Ramirez et al [2]
have an excitation of the two-in-two-out subspace, which creates one tetrahedron
with one-in-three-out, and another with three-in-one-out. These excitations may
then separate, and interact like magnetic monopoles. We, however, will be studying
the compound for the groundstate properties only, and not discuss the monopole
excitations. The Curie-Weiss temperature for spin ice is θCW ≈ 0.5K, indicating
Figure 8.7: The k = (001) groundstate to spin ice (we refer to this as the spin ice
state), indicating every other plane being out of phase. Dotted lines indicate the
lines of spins that we refer to.
weak ferromagnetic interactions [2]. However, the groundstate to spin ice is believed
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to be at k = (001) which is antiferromagnetic overall, and we now explain. The
state at (001) cuts the lattice into planes which are in phase within the plane, but
not perpendicular. We pick up a phase factor every time we move in the zˆ-direction
of e
ipi
2 and so every other plane is exactly out of phase, and uncoupled to the nearest
neighbour planes. When we put this into the context of Ising spins (pointing in or
out of each tetrahedra), we see Fig.8.7 where every other line of spins is antiparallel
to the next nearest neighbour in the zˆ-direction, and each tetrahedron satisfies the
ice rules. Monte Carlo simulations have been used to observe this state [96], and
Figure 8.8: The strength of the (001) Bragg peak when applying a magnetic field
in the ±(11¯0) direction and sweeping it back and forth [3].
locate the phase transition in the specific heat, though the thermalisation process is
subtle, and we will discuss this later. However, experimentally the groundstate may
be thermalised by the application of a (001) magnetic field [3], as seen in Fig.8.8.
In this experiment, a field is applied in the (11¯0) direction, which couples to half
of the lines of spins seen in Fig.8.7, and is perpendicular to the other two. Of the
lines that do couple to the field, half of them are parallel and half are anti-parallel
in the (001) groundstate. The field therefore destroys the order in these lines as it is
swept back and forth. In doing so, it creates spin flip excitations, which are frozen
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at this temperature, which move around. If the excitation moves on to the lines
perpendicular to the field then they may order the line into the groundstate without
being affected by the field. This allows the k = (001) Bragg peak to grow as the
field is swept back and forth.
Recent experiments have observed the upturn in the specific heat at low temper-
ature that is expected [97] by allowing the system time to thermalise. We believe
thermalisation to be a key issue in understanding spin ice, and also the terbium
compounds which have similar physics.
8.4.2 Terbium Compounds
Terbium has been studied as it has a similar crystal field effect to spin ice, preferring
the high Jz states (J = 6 for terbium), and therefore might offer some insight into
spin ice. However, it turns out that the crystal field levels for terbium are around an
order of magnitude smaller [98], and indeed it is more complicated. This will turn
out to control the physics, and it will not be particularly spin ice like. This reduction
in the crystal field means that the spins are not Ising like, and in fact relax to gain
from other interactions and it has picked up the name “soft spin-ice” as a result. We
study two compounds; Tb2Sn2O7 and Tb2Ti2O7 which have θCW ≈ −12K [99] and
θCW ≈ −19K [100] respectively indicating antiferromagnetic interaction. For the
case of the tin compound, the order is not antiferromagnetic, and is in fact a k = 0
ferromagnet, with the spins canted away from the ferromagnetism [99], as depicted
in Fig.8.9. The titanium compound however is more controversial. Originally, it
was thought to be a spin liquid, dominated by quantum fluctuations [101], which
could be ordered under the application of pressure [102]. However, more recent
results have observed scattering at k = (1
2
, 1
2
, 1
2
) [4]. Just like spin ice, we believe
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Figure 8.9: Groundstate for Tb2Sn2O7 from neutron scattering, with the spins
canted ∼ 12◦ away from the ferromagnetic axis. Dotted lines are to show the canting.
thermalisation is key to the lack of order found originally. The state for the titanium
compound is significantly more complicated as we require 16 spins to describe the
state.
We require 16 spins due to the symmetry of the state. If we consider moving up
the zˆ-axis, just as we did in spin ice, then we cut the system up into planes. Each
plane gains a phase factor e
ipi
4 . Thus every four planes is anti-phase with the next
four and there is no coupling between every other plane, for which the phase is ei
pi
2 .
The same is true in xˆ and yˆ, and so we have a cube of spins, as depicted in Fig.8.1,
containing 16 spins, which we tile in antiphase on a rocksalt superlattice. There are
also therefore 16 independent Bragg peaks which describe the state.
We see the state in Fig.8.10 which is predicted from recent neutron scattering [4],
though we will attempt to explain the state more clearly when we find the state from
the modeling.
The only difference between the compounds is the transition metal substitution,
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Figure 8.10: Groundstate for Tb2Ti2O7 from neutron scattering [4].
which is clearly controlling the physics. We presume that the transition metal mod-
ifies the exchange pathway slightly, which increases the strength of a longer range
bond. It is slightly easier for an electron to hop over the titanium than the tin,
promoting exchange pathways through it. However, there are two natural exchange
pathways through the transition metal, one being closer than the other. We show
the exchange pathways in Fig8.11, where we see a closer bond J2 which goes around
a corner, and the further bond J3 which is straight. The corner in J2 reduces the
strength compared to J3, and so we neglect the second neighbour and only include
third neighbour exchange as our longer range interactions.
The tin compound is also believed to be structurally distorted. It is thought that
the tetrahedra split into two types, one of which grows slightly, and the other shrinks.
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Figure 8.11: Diagram to show the exchange pathways across the transition metal.
Both exchange pathways are mediated by the oxygen in the center, but the closer
second neighbour bond goes round a corner (dashed line), while the longer third
neighbour bond (solid line) is straight. The lighter circles are the rare-earths, and
the darker circle is the transition metal.
The excitation spectrum is believed to support this picture [5], where fairly recent
accurate inelastic neutron scattering results found two bands shown in Fig.8.12.
The higher band, around 25K is thought to be spins waves, while the lower band is
thought to be a spin flip, which has different energy due to this lattice distortion. We
will interpret things slightly differently, believing that the lower excitation is indeed
a spin flip, but we need not use the structural distortion to explain the energy gap.
The interest in this experiment is the unusual swapping of energy scales between
the crystal field and the spin waves, and this concept will be refined later.
8.4.3 Gadolinium Compounds
We finally discuss the compounds Gd2Ti2O7 and Gd2Sn2O7, which we include as
a reference for our model. This compound has been studied previously extensively
in [23], which includes theoretical modeling of the compound. We are using gadolin-
ium as a test for our model, and therefore refer the reader to that thesis, and will
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Figure 8.12: Inelastic neutron scattering off Tb2Sn2O7 showing the two bands [5].
introduce only the basics of the compound here. Gadolinium is special as it has
J = S = 7
2
and L = 0, and so it is isotropic. This means it does not feel any crystal
field interaction, and so is interesting for two reasons. The isotropic Heisenberg
interaction does not order on the pyrochlore lattice, and so we may investigate the
dipolar interaction as well, but also because for our modeling we can always check
taking the crystal field term to zero. It is thought to have some anisotropy [103],
but we will neglect such anisotropies in the modeling, and consider the gadolinium
to be isotropic only.
The Curie-Weiss temperatures for both compounds are anti-ferromagnetic, θCW ∼
−9.9K for the titanium, and θCW ∼ −8.6K for the tin [8]. Experimentally, the tin
compound is well understood, while the titanium compound is controversial, just
like the terbium compounds. Gd2Sn2O7 is known to have order at k = 0, and is
the anti-ferromagnetic spiral state depicted in Fig.8.13. The large degeneracy of
the anti-ferromagnetic Heisenberg interaction on the pyrochlore lattice is lifted with
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Figure 8.13: Groundstate of Gd2Sn2O7 from [6] also known as the Palmer-Chalker
state [7].
the dipolar interaction, choosing one unique state (and symmetric copies), as we
shall show later. The titanate compound is much more controversial, though it is
Figure 8.14: Specific heat capacity measurements from Gd2Sn2O7 and Gd2Ti2O7,
showing the two magnetic peaks in the titanium compound from [8].
known to order at k = (1
2
, 1
2
, 1
2
) [104]. One of the most interesting features is the
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specific heat, which indicates two magnetic transitions, seen in Fig.8.14, while the
tin compound has one first order transition.
It once again requires 16 spins to describe the state for the titanium compound,
and is thought to have 12 ordered spins and 4 spins which fluctuate and have zero
length on average. However, this is it odds with the Mo¨ssbaur which shows that all
sites have a full spin on them. We shall find a different state to this when numerically
solving the classical model, where all the spins are fully ordered, but it is within the
k = (1
2
, 1
2
, 1
2
) subspace.
8.4.4 Summary of Experiments
We have introduced the basics of the pyrochlore geometry and the experimental
details to the compounds that we shall be studying. We will be studying the family
of compounds R2M2O7, with R being Ho (Dy), Tb, or Gd, and M being Ti or Sn.
The spin ice compounds have interesting ordering properties which we attempt to
explain using thermalisation. We will investigate the non-trivial excitations of the
effective model, and explain the magnetisation properties. The terbium compound
was, until recently, controversial. We will investigate the model with carefully chosen
parameters, and find the groundstate for the tin and titanium compounds, which
agree with the neutron scattering experiments. We will also explain the excitations
of the compound using our model. Finally, we will use gadolinium as a reference
for our model, setting the crystal field term to zero. We will find the well known
Palmer-Chalker state for the tin compound, and a different k = (1
2
, 1
2
, 1
2
) state for
the titanium compound. However, our focus will be more on spin ice and terbium.
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8.5 Modelling
We now turn our attention to the modeling of the set of compounds that we wish
to study. As said before, we are studying the model
H = C
∑
j
(
1−
[
zˆα(j).Sˆj
]2)
+
J
2
∑
j 6=j′
Sˆj.Sˆj′ − 3
(
Rˆjj′ .Sˆj
)(
Rˆjj′ .Sˆj′
)
|Rjj′|3
∣∣∣
Rjj′≡Rj−Rj′
+
J1
2
∑
〈jj′〉1
Sˆj.Sˆj′ +
J3
2
∑
〈jj′〉3
Sˆj.Sˆj′
This is a classical model, with unit length spins which are centered on a given site
with no orbital structure. The quantum version of this model has been studied before
[5], although only for the spin wave spectrum and not for the possible groundstates.
The classical version seems an inappropriate model to study, but we justify it in
two ways. Firstly, for gadolinium we expect the model to reasonable due to the
relatively small anisotropy. Secondly, the f-electrons are dominated by the atomic
physics, and so we are expecting large J states (for which there are many available
“directions” for the spin) to dominate. Nonetheless, this is not the true model, but
we use it to investigate the classical groundstates.
In §.8.3 we studied the nearest neighbour anti-ferromagnetic Heisenberg on the
pyrochlore lattice, and found a large groundstate degeneracy. In order to lift this
degeneracy we include more terms, namely a longer range Heisenberg interaction,
the dipolar interaction and a crystal field. The crystal field interaction is designed
to promote the Ising states observed in spin ice, and does not include the hexagonal
ring of oxygens, although this could be included.
We have not mentioned the orbital shape of the compounds that we study, apart
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from gadolinium. We elect to mention it now as we have a particular form for the
crystal field. Terbium has L = 3, and has one electron more than the spherically
symmetric gadolinium. In free space, Hund’s rule dominates and we find that J =
L+ S. The crystal field interaction can then lift the large Jz degeneracy. The pure
L = 3 state which is very “plate-like” is bad for the local oxygen environment, and
so it prefers Jz = 5 and Jz = 4 states rather than the maximum Jz = 6 state. To
see what the state may look like we consider
J−|6, 6〉 = J−|3, 3〉|3, 3〉 = 1√
2
|3, 2〉|3, 3〉+ 1√
2
|3, 3〉|3, 2〉 ≡ |6, 5〉,
where
|J, Jz〉 = |L,Lz〉|S, Sz〉
J−|J, j〉 =
√
(J + j)(J − j + 1)|J, j − 1〉
for any −J > j ≤ J . The lower total angular momentum state is an equal linear
combination of the L = 3 and L = 2 which reduces the “plate-like” shape of the
orbital, allowing it to avoid the hexagonal ring of oxygens around it slightly. In the
same way
J−|6, 5〉 =
√
5
22
|3, 1〉|3, 3〉+
√
5
22
|3, 3〉|3, 1〉+
√
12
22
|3, 2〉|3, 2〉 ≡ |6, 4〉,
which includes some of the L = 1 state as well, again reducing the “plate-like” shape.
Terbium is particularly simple due to the single electron picture, but the other
elements have many more electrons. For example the maximum Jz state for holmium
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is given by
|8, 8〉 = |2, 2〉︸ ︷︷ ︸
S
|3, 3〉|2, 2〉|1, 1〉︸ ︷︷ ︸
L
,
where we have indicated the spin states by S, and the orbital states by L. Here,
any reduction in the maximal Jz state will mix in the L = 0 orbital, which is
pointing directly at the oxygen above, and so we would expect this to be very high
energy. For the case of holmium (and dysprosium where the argument is similar)
we therefore only expect two states |J,±J〉, but for terbium we expect other states
to contribute. Again, we are modeling this classically, and so for holmium we think
of the states as being Ising-like, and so the limit C =∞ provides this. For terbium
on the other hand, we use a crystal field which promotes the states pointing at
the oxygens, but does not demand it. It is now clear that for gadolinium, which
has 2J + 1 = 8 states, the classical model is reasonable, as any linear combination
of these 8 states is allowed, and so the large spin can point anywhere. A third
Figure 8.15: Diagram of the first neighbour exchange pathway. The larger circles
are the rare earth sites, and the smaller circle is the oxygen.
neighbour Heisenberg interaction is also included, which we have discussed before
as going across the hexagon. However, one can be more concrete by considering the
exchange pathways, comparing J1, J2 and J3 and indicating how the tin affects the
pathway. We have drawn the pathways in Fig.8.11. Note that on each line drawn in
Fig.8.11, there is also an oxygen. Thus for the first neighbour exchange, we require
212
8.5. Modelling
a fourth order perturbation, drawn in Fig.8.15, and given by
J1 ∼ t
4
U2V
,
where t is the hopping integral from the Hubbard model, U is the penalty for occu-
pying the oxygen site, and V is the penalty for occupying the rare earth. Next we
Figure 8.16: Diagram of the second and third neighbour exchange pathway. The
larger circles are the rare earth sites, the smallest circle is the transition metal, and
the smaller circles are the oxygens.
consider the third neighbour exchange, which is depicted in Fig.8.16, and requires
ten hops. It is given by
J3 ∼ t
10
U2V 4∆2
=
J21 t
2U2
V 2∆2
,
where ∆ is the penalty for occupying the transition metal site. For the second
neighbour interaction, we reduce this interaction by the overlap between the oxygen
orbital and the transition metal orbital, which are at 60◦ to one another, giving
J2 = α
2J3, where α < 1. There is also another contribution to the second neighbour
interaction, hopping across another rare earth, but once again it scales with α2,
and it contains 1
V 6
, which is much smaller than the transition metal penalty. We
therefore ignore the second neighbour interaction, only using the third neighbour in
our modeling. The contribution ∆ controls how strong the third neighbour exchange
is, and for titanium it turns out that ∆ is smaller and it is cheaper to hop across.
Finally, we have the dipolar interaction, which is very hard to tackle. We devote
§.9.3 and §.9.4 to dealing with this long range interaction, which forms a central
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part of the study. For the compounds we wish to study, we may use the Curie
Weiss temperatures to tell us the relative strength of the interactions. We may also
use crystal field experiments to tell us the approximate energy scale of the crystal
field interaction, though the interpretation of this is only approximate. This is an
important issue of inelastic neutron scattering, but will be discussed more when we
come to the excitations from terbium stannate.
Compound C (K) J1(K) JD(K) J3(K)
Gd2Ti2O7 0 5 ∼ 1 0.2
Gd2Sn2O7 0 5 ∼ 1 0
Tb2Ti2O7 30 ∼ 7 ∼ 1 0.2
Tb2Sn2O7 30 ∼ 7 ∼ 1 0
Dy2Ti2O7 > 500 4 ∼ 1 −
Ho2Ti2O7 ∼ 600 1.5 ∼ 1 −
Table 8.1: Approximate interaction strengths for the various compounds from [90,
105–107]
We will work at zero temperature, solving the (C, J1) phase diagram for J3 =
0 and J3 = 0.1, constituting tin and titanium respectively. The line (0, J1) will
represent gadolinium, while the large crystal field limit will represent spin ice. Before
we find the phase diagram however, we have to “solve” the dipolar interaction. There
is no easy way to generate the interaction strengths as the interaction is infinite
range, and so in principle we would have to sum over infinitely many spins. We
therefore spend some time determining how to solve this problem, generating the
interactions that we desire.
8.6 Summary
We have discussed the pyrochlore lattice and the inherent geometric frustration,
and the experiments related to the compounds we want to study. We have also
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introduced the model that we wish to study, which although classical, we hope
captures the basic physics of the various compounds. We have also attempted to
justify our use of a classical model for these systems, which for some will work
very well and others only partially. Finally, we have Table.8.5 which indicates the
approximate relative sizes of the interactions that feed into our model, and will allow
us to place the compounds on the phase diagram that we find. Before we move on
to the phase diagram itself however, we will generate the new technique we use to
control the dipolar interaction.
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Chapter 9
THE DIPOLAR INTERACTION
9.1 Chapter Summary
We introduce a new technique for calculating the dipolar interaction. We first discuss
the physical issues with the dipolar interaction, and then offer the standard way of
calculating the dipolar interaction, the Ewald technique which we may use as a
comparison for the new technique. For the Ewald technique, we start by calculating
the Madelung sum for NaCl, as the dipolar interaction is very related to the Coulomb
interaction. We start with a simple way of using Ewald, before moving on to a new
implementation of the technique. This has been used before for calculating the
dipolar interaction for the pyrochlore lattice in [80, 108]. It is the same basic idea
as is used elsewhere (error functions), but offers slightly more control and speed.
We then provide the new real space technique, which allows us to calculate the
dipolar interaction in real space rather than reciprocal space. Most importantly,
it separates the short and long range parts of the dipolar interaction, allowing us
to rigorously solve the local part, and leave the long range shape dependent issue
separate. We work in the spherical crystal approximation for the long range part,
which we summarise in Sec.9.4.1, where the shape dependence is simple (a constant
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independent of position and orientation within the sphere). We generate two real
space techniques, which are very similar; the cubic and anisotropic methods. The
cubic method is easier to calculate, but slightly slower. For non-cubic lattices the
anisotropic method is significantly faster.
9.2 Introduction
We wish to study the model given by Eq.8.3.2, which involves the long range dipole
interaction. We therefore have to calculate the interaction strength of this model,
which is a non-trivial task, and so we develop a new technique. We introduce Ewald
first, as a technique we use to compare to, but we only use the real space technique
for the later calculations as it is more direct.
The difficulties with the dipolar interaction stem from physical pathologies of
the Hamiltonian [109], and we generate the physical ideas now before we discuss the
details of the techniques. We will also discuss the Coulomb interaction, which seems
unrelated, but in fact has all of the same issues (and mathematically turns out to
be roughly equivalent) as it is long range. For the case of the Coulomb interaction,
one calculates the charge sum for a crystal called a Madelung sum [110]. For a
charge neutral system (of a given shape), this sum is well defined, but in general it
depends strongly on the way in which the sum is performed and terminated [111].
For an infinite, charge neutral, lattice there are infinitely many positive and negative
sites. The sum is therefore C−+C+ where C± → ±∞, which is not necessarily well
specified. This is known as conditional convergence. We will use the Coulomb
interaction as the first example of using the Ewald summation technique to indicate
the difficulties encountered. The dipolar interaction is long range and also exhibits
conditional convergence, however the consequences are a real effect and care must be
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taken to deal with them. To indicate the physical issues we see that the summation
depends strongly on the boundary of the sample, seen na¨ıvely with
∫
R
d3rVd(r) ∼
∫
R
Ω(θ, φ)
d3r
r3
= Ωd
∫ λ

dr
r
∼ log
(
λ

)
, (9.2.1)
where Vd(r) is the dipolar interaction, Ωd is the angular part of the integral, and
stems from the fact that the dipole interaction scales as ∼ 1
r3
. Normally the angular
dependence of the state means that this is not an issue, and the long range term is
averaged to zero. However, for non zero values of Ωd there is an issue. This strong
dependence on the boundary of the integral is called shape anisotropy, and means
that the shape of the crystal has physical consequences for the interaction. The only
times when Ωd 6= 0 is for ferromagnetic k = 0 states, where the spins line up and the
magnetic field has to go outside the crystal which causes an energetic penalty. In
this situation we must also include the shape of the crystal in the modeling. We will
therefore use a reference for this, called the spherical crystal approximation for which
the value of this penalty is a constant, independent of position and orientation within
the sample (see §.9.4.1). Though Eq.9.2.1 seems to provide a divergent contribution,
in fact we do not observe this for the case of the spherical crystal approximation.
We will use two techniques to calculate the dipolar interaction; Ewald and a real
space summation. Ewald calculates the dipolar interaction in reciprocal space and
gives us access to everywhere apart from k = 0, at which point the technique fails as
we have not explicitly included the crystal shape. The real space technique separates
out the long range shape dependent part from the short range part, allowing us to
calculate the energy of states, even at k = 0. Pure ferromagnetic states at k = 0
pay the long range penalty, but they may “recover” this energy by reconstructing
into a k → 0 state, and become relevant. For example, a ferromagnet can have
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no long range component if it has a domain wall separating two regions of opposite
orientations of ferromagnetism. The energy penalty for the domain wall scales as
∼ L2, while the dipolar energy for the full ferromagnet scales as ∼ L3. Even if the
coefficient of the L3 term is small (though & 1
L
), it is worth making a k → 0 state
which is locally ferromagnetic, but globally an antiferromagnet.
Domain walls are created to recover the long range component of the dipolar in-
teraction, as has been understood for a long time [112–115]. For a long thin sample,
the domain walls lie across the width to minimise the area. If we apply a magnetic
field, the population of the domain walls changes to magnetise the sample, (as the
field is macroscopic), and so the magnetisation is proportional to the field. Once the
field has created a mono-domain ferromagnet, the rate of magnetisation changes as
the field must over turn the spin-spin interactions or crystal fields (which are typi-
cally larger). Moreover, if there is disorder in the sample, the (dipole necessitated)
domains are pinned, and require a finite field to begin repopulating, which is known
as hysteresis. More work on dipole driven domains appears in [116].
9.3 Ewald Summation
9.3.1 Introduction
Long range interactions are in general very hard to calculate [117–120]. They are
either very slow to compute [121], involving summing over long range, or for special
cases or dimensions, are conditionally convergent [122]. We will be interested in
calculating two long range sums; Coulomb sums and dipolar sums. We will use the
Coulomb sum initially for our examples, and then move on to the (related) dipolar
interaction. Calculating Coulomb sums (called Madelung energies [110]) has been a
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long standing problem, where the interaction comes in the form
I =
∑
i6=j
qiqj
|rij| ,
where rij is the separation vector between the charges qi (qj) at the site i (j). In three
dimensions, this sum is ill specified and exhibits conditional convergence. Physically,
for the case of the Coulomb interaction, it means that charges at very long range still
matter for charge neutrality [123], and so great care must be taken when controlling
this sum.
The standard method is Madelung or Ewald [124, 125], where the summation
is split into two parts; a short range part and a long range part. This splitting
is a cunning way of ensuring charge neutrality. The long range part may then be
Fourier transformed into a short range part in reciprocal space, such that it can be
calculated easily. We begin with the basic mathematical idea before applying it to
the specific case of the Coulomb interaction.
The Ewald technique has several stages, and so we summarise them here. We
first split the sum up into two parts, a short range and a long range part. This
part is the regularisation, and we must carefully choose this. The second part is
the Fourier transform, which turns the long range real space part back into a short
range reciprocal space part. Again, we must choose a splitting of the function
such that the Fourier transform is do able, and that it decays quickly in reciprocal
space. However, the greatest care must be taken with the term at k = 0, which
represents the long range part of the sum in real space. The sum that we start with
is conditionally convergent, and depends on the boundary conditions. We therefore
work within the spherical crystal approximation (which we calculate later) which
gives us an absolutely convergent sum and a unique reference. For the case of the
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Coulomb interaction, this is charge neutrality, and for the dipolar interaction it is
shape dependence of the sample. These effects may be included later as extra details,
but here we only work within this approximation. The term at k → 0 we will call
the long range correction, and when appropriate we will extract it out.
We seek to calculate the following quantity
I =
∑
R
f(R),
we may perform the summation in two ways, in real space or reciprocal space. Note
here that we have an unrestricted sum, including R = 0, which is not the case for
the Coulomb and dipole interactions, and we take care to deal with this. We begin
by re-writing our summation in two parts, such that
I =
∑
R
f1(R) +
∑
R
f2(R)
We choose f1 to be the short range part, and f2 to be the long range part. It is also
crucial that the sum over f2 is unrestricted and includes the origin. We then Fourier
transform the long range part, turning it into a short range sum in reciprocal space,
giving us
I =
∑
R
f1(R) +
1
Ω
∑
G
f˜2(G),
where Ω is the associated reciprocal space volume, and we used the Poisson summa-
tion identity ∑
R
F (R) =
1
Ω
∑
G
F˜ (G),
where G is the reciprocal lattice.
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9.3.2 Madelung Sum
We begin with the Coulomb interaction, calculating the Madelung sum for a given
lattice. We therefore calculate
I =
∑
i6=j
qiqj
|rij|
There are clearly many ways of splitting the sum up, and we elect to run through
several schemes before generating the relevent scheme to calculate the dipolar inter-
action effectively. For simplicity, we elect to calculate the Madelung sum for NaCl;
rock salt. This is clearly charge neutral, and the crystal structure is two interleaved
FCC lattices. We first calculate the Madelung sum using a brute force approach,
writing the sum as
I =
∑
j 6=0
cos(2pi(|rx|+ |ry|+ |rz|))
|rj| ≈ 1.7475645946 . . . ,
where the sum runs over a simple cubic lattice everywhere except the origin. This
brute force approach is appropriate only for a very first pass, and we must include
at order 10n sites for n decimal places of accuracy. Note that we must be very
careful with the boundary of the summation. Here we choose a sphere, with equal
positive and negative charges. We included the answer to 10 decimal places here,
as we will compare the techniques to this answer throughout. We now run through
the first example of using Ewald. We will go through the technique for a single
lattice of positive charges, and then add the second negative one in at the end, as
the calculation is essentially the same. The first splitting we elect to use is
∑
r6=0
1
|r| ≡
∑
r6=0
e−λ|r|
|r| +
∑
r
1− e−λ|r|
|r| − λ, (9.3.1)
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we recognise that the first term exponentially decays at large r, while the second
term does not. We have therefore regularised the real space sum. However, the
second term is smooth for small r (where the regular interaction is not), and so we
can Fourier transform it. We find
I =
∑
r6=0
e−λ|r|
|r| − λ+
4pi
Ω
∑
k
λ2
k2(k2 + λ2)
We now find that this is ill defined at k = 0, and so we include the second lattice
of opposite charge in order to have charge neutrality. We include the second lattice
as a copy of the first, displaced by δ, however, we must include the average of the
second lattice which preserves the original symmetry of the lattice, and keeps the
limit k→ 0 analytic. We define the potential on a given site
V (r) ≡
∑
r′ 6=r
1
|r− r′| −
1
6
∑
δ
∑
r′
1
|r− r′ + δ| ,
where δ is the vector to the six nearest neighbours on the other lattice. We split
this other lattice up in exactly the same way as before Eq.9.3.1, and use that
∫
R
d3reik.rf(|r+ δ|) = 4pie−ikδ
∫ ∞
0
dseik.sf(s)
for spherically symmetric functions. We find that
I =
∑
r6=0
e−λ|r|
|r| − λ+
4pi
Ω
∑
k
λ2
k2(k2 + λ2)
[1− γk]
where
γk ≡ 1
6
∑
δ
e−ikδ
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For inversion symmetric systems, such as NaCl, the structure factor is real, and thus
1−γk ∼ k2. We now find that the long range correction is well defined at k = 0 and
so in principal we have a reciprocal space sum which converges as k−2. We extract
out the term at k = 0 as k → 0, finding a constant contribution of
lim
k→0
4pi
Ω
λ2
k2(k2 + λ2)
[1− γk]→ 4pi
Ω
If we add this correction on to the real and reciprocal space sums, then we get
numerical agreement between this method and the literature answer. However, we
may make the term at k = 0 zero, and increase the rate of convergence in reciprocal
space by changing the regularisation that we use and include a second exponential
∑
r6=0
1
|r| ≡ limµ→0
∑
r6=0
e−(λ+µ)|r|
|r| +
∑
r
e−µ|r|
1− e−λ|r|
|r| − λ (9.3.2)
We now find that the k = 0 term is 0 in this limit, and so we have correctly
extracted out the long range correction, however we still only have a slow power law
convergence. We see in Fig.9.1 the calculation of the Madelung constant using the
first splitting in Eq.9.3.1. We see relatively good convergence compared to using
10n spaces. Note that L is the linear size of the cube that we calculate on in real
and reciprocal space, and provided we go far enough we get the correct answer
independent of λ.
We now introduce the splitting that we shall use for the dipolar sums, and the
most effective splitting. This is a new way of calculating using Ewald, although it is
equivalent to the usual method using error functions [126–128]. We use this method
as it gives us more control over the accuracy of the summation, and is much faster
for doing lattice sums. We wish to have strong convergence in reciprocal space, and
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Figure 9.1: Calculation of the Madelung constant for NaCl using the splitting given
in Eq.9.3.1.
so we set up the following general split
1
r
=
1− θ(a− r)C(r)
r
≡ V (r), (9.3.3)
where C(0) = 1 and C(a) = 0. We are making use of the fact that we are calculating
a lattice sum, and so as long as the function matches the Coulomb interaction at
lattice sites, we may choose any function between. We are also not evaluating this
sum at the origin in the original sum, so if we simply make the function zero at the
origin, then we may include the origin. The sum we therefore use is given by
∑
R6=0
V (R) =
∑
R
U(R)
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where U(0) = 0 which allows us to have an unrestricted sum. We now have to pick
the splitting, and we want to pick a function which has strong convergence when
we Fourier transform it. If we choose a smooth function C(r) which is zero at the
origin, and, has n zero derivatives at the origin, then it is clear that when we Fourier
transform we have strong power law decay. This is seen in
C˜(k) =
∫
dxeikxC(x) =
∫
dxeikx
[
i
k
]n
dnC
dxn
(x) (9.3.4)
and therefore, for large k, C(k) ∼ 1
kn
, and we have power law convergence. We
therefore want a function C(x) that has n derivatives at the origin and satisfies the
boundary conditions, and so we elect to use the function
Cn(x) ≡ 1−
∫ x
0
(y(a− y))ndy∫ a
0
(y(a− y))ndy (9.3.5)
which has n zero derivatives at the origin and the point a. a is a parameter which
controls how much of the sum we do in real and reciprocal space, and we choose
to be the first lattice spacing here so that none of the sum is done in real space.
Our splitting is such that the real space sum has converged before the first lattice
spacing, and so we calculate the entire sum in reciprocal space. The parameter n
should also be optimised as it controls stability and speed. Note also that we will
calculate the sum fully in reciprocal space. As seen in Fig.9.2, we see that we have
a function which goes to zero at the origin, with n derivatives, and matches up to
the Coulomb interaction at the first lattice site smoothly.
We extract out the parameter a from the bottom integral in Eq.9.3.5, and cal-
culate the integral
An ≡
∫ 1
0
[y(1− y)]ndy = n!n!
(2n+ 1)!
,
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Figure 9.2: Plot of the function we use to modify the Coulomb interaction, indicating
how it goes to zero at the origin for the case a = 1.
which will normalise our function. We use that
V˜ (k) = 4pi
∫ ∞
0
x
sin(kx)
k
V (x) dx
for spherically symmetric functions. Upon substituting V (x) from Eq.9.3.3, we
integrate by parts in order to convert the double integral in C(x) to a single one,
finding
V˜n(k) =
4pi
An
∫ 1
0
cos kxa
k2
[x(1− x)]ndx
From this we can calculate the Madelung sum for NaCl very quickly, using a large
value of n, and setting a = al, the lattice spacing. We must also choose how
far out in reciprocal space we calculate, which gives us three parameters that we
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can use to optimise the summation. We see in Table.9.3.2 the calculation of the
Madelung constant using the splitting given in Eq.9.3.3. We once again see very
good convergence, with the particular choice n = 20, where L is the size of the
sphere we sum upto in reciprocal space. For L ∼ 20 we find 8 decimal places
of agreement for most values of a, indicating the rate of convergence. Note that
not only have we got convergence to the Madelung constant, but that for vari-
ous values of the parameter a the sum is still converging. This freedom of the
choice of the value a (and n) indicates that the summation is working correctly.
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L a = 0.8 a = 0.85 a = 0.9 a = 0.95 a = 1.0 a = 1.05 Exact
2 -1.829485 -2.155424 -2.436020 -2.666440 -2.842928 -2.96288 -1.747564
3 -3.004405 -2.774606 -2.486757 -2.177036 -1.878438 -1.618249 -1.747564
4 -2.220656 -1.807637 -1.464663 -1.222990 -1.095639 -1.078859 -1.747564
5 -0.9637311 -1.166118 -1.448138 -1.721505 -1.922861 -2.023281 -1.747564
6 -1.497809 -1.793449 -1.978018 -2.035497 -1.992651 -1.896521 -1.747564
7 -2.105578 -1.996440 -1.833666 -1.70586 -1.650763 -1.659465 -1.747564
8 -1.76920 -1.655090 -1.645021 -1.691355 -1.740273 -1.764966 -1.747564
9 -1.647916 -1.714469 -1.760561 -1.769760 -1.759643 -1.749190 -1.747564
10 -1.735797 -1.774402 -1.768658 -1.752280 -1.744561 -1.744842 -1.747564
11 -1.772918 -1.754260 -1.744692 -1.744985 -1.747010 -1.747679 -1.747564
12 -1.750331 -1.743708 -1.745848 -1.747549 -1.747690 -1.747584 -1.747564
13 -1.743636 -1.746583 -1.747711 -1.747629 -1.747577 -1.747577 -1.747564
14 -1.747294 -1.747705 -1.747586 -1.747578 -1.747570 -1.747565 -1.747564
15 -1.747705 -1.747582 -1.747579 -1.747568 -1.747565 -1.747564 -1.747564
16 -1.747564 -1.747579 -1.747566 -1.747565 -1.747564 -1.747564 -1.747564
17 -1.747566 -1.747566 -1.747565 -1.747564 -1.747564 -1.747564 -1.747564
18 -1.747556 -1.747565 -1.747564 -1.747564 -1.747564 -1.747564 -1.747564
19 -1.747544 -1.747564 -1.747564 -1.747564 -1.747564 -1.747564 -1.747564
20 -1.747556 -1.747564 -1.747564 -1.747564 -1.747564 -1.747564 -1.747564
21 -1.747544 -1.747564 -1.747564 -1.747564 -1.747564 -1.747564 -1.747564
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9.3.3 Ewald Summation for the Dipolar Interaction
We can now use these ideas to calculate the dipolar interaction using the Ewald
technique. For the Coulomb sum, we had to worry about charge neutrality, for the
dipolar interaction we worry about the penalty for the ferromagnetic solution at
k = 0. This is a real penalty, and thus we can calculate safely everywhere except at
the origin.
We first calculate the general form of the dipolar interaction in reciprocal space,
before we show how we apply Ewald summation to help us. We write the dipolar
interaction as
H =
∑
jj′
SjJjj′Sj′
We have included the origin in the summation (which would be divergent for the
original dipolar interaction), and so this Jjj′ is not the same interaction, but it
matches up at every non zero point. This allows us to carry the Hamiltonian into
reciprocal space, which necessitates including the term at the origin. We first Bloch
transform the spins in order to carry this interaction into reciprocal space
Sj =
1√
N
∑
k
eik.RjSk,
which gives
H = J
N
∑
jj′
∑
αβ
∑
kk′
SαkS
β
k′e
ik.Rjeik
′.Rj′Jαβjj′ ,
where the indices α, β represent the Cartesian directions, and we are explicitly writ-
ing the matrix structure of the dipolar interaction. For the case of the dipole inter-
action, the function Jjj′ is the double derivative of a function which only depends on
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the separation of the spins (the Coulomb interaction). The differentials complicate
matters, but are not important for now, allowing us to write
Jjj′ = J(|Rj −Rj′|)
We rewrite the vector Rj′ as Rj′ ≡ Rj + x, which gives us
H = J
∑
αβ
∑
k
SαkS
β
−k
∑
x
e−ik.xJαβ(|x|)
We Fourier transform the potential
J(|x|) =
∫
d3q
(2pi)3
eiq.xJ˜(q)
which gives us
H =
∑
αβ
∑
k
SαkS
β
−k
∫ ∑
x
eix.(q−k)
d3q
(2pi)3
J˜αβ(q)
We then use the Poisson identity
∑
r
eit.r =
(2pi)3
Ω
∑
m
δ(t−Gm),
where Gm is the reciprocal lattice. This gives us
H = J
Ω
∑
αβ
∑
k
SαkS
β
−k
∑
m
J˜αβ(k+Gm)
We seek to minimise this as a function of k, and use that the minimum (eigen)value
yields the groundstate. Note that this may not be consistent with the spin constraint,
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and so once the eigenvector is found, it is back transformed to check. For the case
of the dipolar interaction, there are two important features. The interaction term
has matrix structure, and that it can be related back to the Coulomb interaction
allowing us to use the previous ideas. We first note that the dipolar interaction is
also given by
H = J
∑
i6=j
Si.
∂
∂rα
Sj.
∂
∂rβ
V(|rij|)
where α, β label the Cartesian components (as the spins are three dimensional), and
V (x) =
1
x
(9.3.6)
everywhere except x = 0 where V (0) = 0. This is just the Coulomb interaction,
double differentiated, and so we may make use of the Ewald technique. It is easy
to see that differentiating in the Fourier transform simply yields kα for each, and
therefore the result is modified to
H = J
Ω
∑
αβ
∑
k
Sαk S
β
−k
∑
m
(k+Gm)α(k+Gm)βV˜ (k+Gm),
and so we define the dipolar matrix as
Dαβ(k) =
∑
m
(k+Gm)α(k+Gm)βV˜ (k+Gm)
Once again, we must have a modified interaction such that we may include the
origin, but it is clear that we may use the previous functions from the Coulomb
interaction to satisfy this condition and so we use the splitting given in Eq.9.3.3.
We seek to minimise the dipolar matrix as a function of k, and find the minimum
eigenvalue and eigenvector. If the eigenvector is consistent with the spin constraint,
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then we have minimised the dipolar interaction.
The problem has been reduced from the full 3N × 3N (for the whole N particle
system) matrix to a 3p × 3p matrix (for p atoms per unit cell of the underlying
lattice). We have to diagonalise the matrix at every k, though continuity means we
can work on a grid in reciprocal space. We now go through the details of using this
technique for the dipolar interaction.
As noted before, we may use the same function as we found the Coulomb sums,
and therefore we use
V˜n(k) =
4pi
An
∫ 1
0
cos kxa
k2
[x(1− x)]ndx,
which we substitute into the dipolar matrix to find explicitly
Dαβ(k) =
4pi
ΩAn
∑
m
(k+Gm)α(k+Gm)β
∫ 1
0
cos (|(k+Gm)|xa)[x(1− x)]ndx
We now simply have to evaluate these integrals, and sum up the contributions on
the reciprocal lattice at the chosen k. In order to calculate these integrals, we may
simply integrate them directly using the trapezium rule, which works but is slow
(inaccurate) on this interval. Instead, we recognise that the representation of the
interaction that we have chosen is essentially a Bessel function, and so we can use the
associated recursion relations for these. We wish to use relatively large n in order to
make the sum converge more quickly, and so we need fast ways of calculating Bessel
functions. In fact we use two ways to find the potential depending on where we are
in k-space. We use the recursion relation (by integrating by parts) for large k. We
represent using
Vn(k) =
4pi
k2
Bn(bk),
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where
Bn(k) =
1
An
∫ 1
0
dx cos(kx)(x(1− x))n,
from which we find
Bn(k) = 4
4n2 − 1
k2
(Bn−1(k)−Bn−2(k))
However, at small k this fails, and so we Taylor expand giving
Bn(k) = 1− (n+ 1)
(2 + 2n)
k2
2.1
(
1− (n+ 2)
(3 + 2n)
k2
4.3
(
1− (n+ 3)
(4 + 2n)
k2
5.6
(
. . .
×
(
1− (n+ p)
(2p+ 2n+ 1)
k2
2p(2p− 1)
))))
We may now calculate the dipolar matrix by evaluating the integral using either
a Taylor expansion or using recursion relations. In order to calculate the dipolar
matrix for the pyrochlore lattice, we use Appendix.E, which simplifies the numerics.
However, in general we simply find the reciprocal lattice and sum over this. For
example, for FCC, we choose the k point we wish to calculate Dαβ(k) at, and sum
over the reciprocal lattice which is the BCC lattice for this example.
The technique we have used is the same as for the Madelung sums. Once again,
we get the same answer for various choices of the parameters, n and a, indicating
that we have summed correctly. We will provide an explicit example of the dipolar
matrix in order to compare the real space technique to this answer. We choose
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k = (0, 0, δ) (with δ = 0.000001) which gives us

−a 0 0 0 0 0 0 0 −b 0 −b 0
0 −a 0 0 0 −b 0 0 0 −b 0 0
0 0 2a 0 −b 0 −b 0 0 0 0 0
0 0 0 2c 0 0 0 b 0 0 0 b
0 0 −b 0 −c 0 b 0 0 0 0 0
0 −b 0 0 0 −c 0 0 0 b 0 0
0 0 −b 0 b 0 −c 0 0 0 0 0
0 0 0 b 0 0 0 2c 0 0 0 b
−b 0 0 0 0 0 0 0 −c 0 b 0
0 −b 0 0 0 b 0 0 0 −c 0 0
−b 0 0 0 0 0 0 0 b 0 −c 0
0 0 0 b 0 0 0 b 0 0 0 2c

(9.3.7)
with a = 2.0944, b = 1.80757 and c = 1.08347.
9.3.4 The full model
For solving a particular problem, we need to have the full model written in reciprocal
space. We can find the energy matrix and then minimise over k in order find the
minimum eigenvalue. However, this may not be consistent with the spin constraint,
which has become significantly harder to control. For the pyrochlore lattice, and for
the case of the rare-earth pyrochlores, we have a classical model as
H = HC +HD +H1 +H3,
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where HC is the crystal field, HD is the dipolar interaction, H1 is the nearest neigh-
bour Heisenberg interaction, and H3 is the third neighbour Heisenberg interaction.
We represent the crystal field term as
HC = C
∑
i
[
1− (zˆα(i).Sˆi)2
]
= CN − C
∑
i∈t
Sˆi
[
zˆα(i)zˆ
†
α(i)
]
Sˆi
As the crystal field interaction is onsite, there is no k dependence, and so we simply
calculate the 12× 12 matrix, given by
HC =

I0 0 0 0
0 I1 0 0
0 0 I2 0
0 0 0 I3

Where
I0 =
1
3

1 1 1
1 1 1
1 1 1

I1 =
1
3

1 −1 −1
−1 1 1
−1 1 1

I2 =
1
3

1 1 −1
1 1 −1
−1 −1 1

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I3 =
1
3

1 −1 1
−1 1 −1
1 −1 1

We Bloch transform the Heisenberg interaction to give
HJ1 = J
∑
〈ij〉
Si.Sj = J
∑
k
SkγkS−k,
where γk is the nearest neighbour structure factor given by
γk =

0 Iγ01 Iγ02 Iγ03
Iγ10 0 Iγ12 Iγ13
Iγ20 Iγ21 0 Iγ23
Iγ30 Iγ31 Iγ32 0

,
I is a 3× 3 identity matrix, and
γ01 = γ10 = 2 cos(ky + kz)
γ02 = γ20 = 2 cos(kz + kx)
γ03 = γ30 = 2 cos(kx + ky)
γ12 = γ21 = 2 cos(kx − ky)
γ13 = γ31 = 2 cos(kz − kx)
γ23 = γ32 = 2 cos(ky − kz)
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Finally, we find the associated structure factor for the third nearest neighbour
Heisenberg interaction
HJ3 = J3
∑
〈ij〉3
Si.Sj = J3
∑
k
SkΓkS−k,
where
Γk =

IΓ00 0 0 0
0 IΓ11 0 0
0 0 IΓ22 0
0 0 0 IΓ33

,
and
Γ00 = 4
[
cos2(ky − kz) + cos2(kz − kx) + cos2(kx − ky)− 3
2
]
Γ11 = 4
[
cos2(ky − kz) + cos2(kz + kx) + cos2(kx + ky)− 3
2
]
Γ22 = 4
[
cos2(ky + kz) + cos
2(kz − kx) + cos2(kx + ky)− 3
2
]
Γ33 = 4
[
cos2(ky + kz) + cos
2(kz + kx) + cos
2(kx − ky)− 3
2
]
Note that the third neighbour Heisenberg is diagonal in reciprocal space as it only
couples to its own sublattice.
We have generated the general form of the model we wish to solve in reciprocal
space, given by
H =
∑
k
SkS−kJ(k)
which includes the dipole, crystal field, nearest neighbour Heisenberg and next near-
est neighbour Heisenberg interactions. We minimise this over k, and use the min-
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imum eigenvalue as the answer. This provides a lower bound on the energy of the
Hamiltonian, although we must check that the state maintains the spin constraint.
In practice, we use this technique as a cross check to the real space technique that
we will develop (which automatically keeps the spin constraint).
9.3.5 Summary and Comments
We have presented the Ewald technique, an effective way of calculating long range
interactions. We take the interaction and split it into a long range part and a short
range part. We then Fourier transform the long range part into a short range part
in reciprocal space. We may then sum up both contributions quickly to provide the
answer to the original long range real space problem. The details of this splitting
have been calculated in many different ways, starting with the most simple, and
ending with using Bessel-like functions. We will only calculate using the most com-
plicated method as it is the fastest. For the Coulomb interaction, we used Ewald to
control charge neutrality, but for the dipolar interaction, the k = 0 issue is a real
issue. We now take some time to explain the consequences of this.
The dipolar interaction could (in principle) be divergent only for ferromagnetic
states, though we will work in the spherical crystal approximation for which the
penalty is finite. For antiferromagnetism, we are automatically dealing with a k other
than the origin. The long range dipole interaction provides an energetic penalty for
the ferromagnet, involved with putting the magnetism outside of the sample and
paying a large amount of energy. Instead, the dipole interaction prefers to set up
domains of opposite orientation, paying only the surface interaction between the
domains, but gaining the long range dipole interaction for a macroscopic (scaling
with the full volume) number of spins.
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The spherical crystal approximation (which we will go through next) for Ewald
corresponds to taking the limit k→ 0 from three orthogonal directions and averaging
the answer [129].
9.4 Real Space Summation
9.4.1 Shape Anisotropy and the Spherical Crystal Approx-
imation
For this discussion, we will only be considering ferromagnetic states as all other
states have no shape anisotropy and therefore the spherical crystal approximation
only applies to ferromagnets. For short range interactions the shape of the sample
is usually not important [130]. Any interactions which depend only on the surface
scale as L2, and so are irrelevant compared to any tiny interaction which scales as L3.
However, if there is an interaction which is long range, then a spin will interact with
every other spin, no matter how far away the other spins are, and as such the shape
of the sample becomes part of the interaction. In these situations, one must make
any calculation with reference to the particular shape, hence the spherical crystal
approximation [131–133]. Shape anisotropy can have several interesting effects such
as anisotropic magnetisation of the sample. If the magnetisation of the sample is
anisotropic, one na¨ıvely expects an interaction of the form
H ∼ K(l.m)2,
where K is some energy scale, l is a vector which characterises the shape, and m
is the magnetisation vector. When one tries to change m by applying a magnetic
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field, one notices the shape via l. If one has a spherical crystal, the symmetry of the
shape means that rotations of m or l cannot contribute, and so a spherical crystal
can have no such shape anisotropy. However, the dipolar interaction itself knows
about the underlying lattice, and so even for a spherical crystal, anisotropy from
the local part of the dipolar interaction would still be present. However, we may
calculate the shape anisotropy from the long range of the dipolar interaction, which
here is in the continuum limit (as we will explain), which shows that there is no such
anisotropy.
We now calculate the spherical crystal approximation, though we work in general
at first. We wish to calculate the interaction between a single spin at position x
and the entire sample in the continuum limit. The real space technique we develop
involved calculating the lattice part of the dipolar interaction, and separating it
from the long range part (which is turned into a continuum problem). We need a
reference calculation (the spherical crystal approximation) for which the technique
is unique. In the continuum limit, we must have an overall ferromagnetic moment
left in the sample in order for this calculation to be non-zero, which we assume here.
We therefore calculate
Eαβ(x) =
∫
S6=x
d3r V (r,x), (9.4.1)
where V (r, x) is some Hamiltonian between the spin and the continuum of surround-
ing spin density, and we integrate over the entire sample S except for the single spin
which we are considering. Eαβ(x) is the energy of this interaction (where the indices
are the relative orientations of the sample ferromagnet and the chosen test spin), and
depends implicitly upon S. For any short range interaction V (r,x) ≈ δ3(|x − r|),
and so it cannot depend upon the boundary. Moreover, any interaction which only
depends on the surface is less important than any volume dependent interaction
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with a coefficient J > 1
L
. For interactions which do extend to the boundary we can
have a finite energy penalty. If the interaction can be written as a divergence of
another function
V (r,x) = ∇.U(r,x), (9.4.2)
then we can turn the volume integral into a surface integral (using the divergence
theorem), at which point it does explicitly depend upon the shape as well. We work
with the dipolar interaction, and so we get
Eαβ(x) =
∫
S6=x
d3r
∂2
∂rα∂rβ
(−1)
|x− r|
=
∂2
∂xα∂xβ
∫
S6=x
d3r
(−1)
|x− r|
We will calculate the spherical crystal approximation, so we calculate the quantity
Eαβ(x) for x somewhere inside the sphere. We use the point x to define our spherical
polar coordinates, and to define the z-axis, and therefore maintain the azimuthal
symmetry. We therefore calculate
Eαβ(x) = −2pi ∂
2
∂xα∂xβ
∫ pi
0
dθ
2
sin θ
∫ r(θ)

r dr,
where r(θ) describes the boundary of the circle from the point x, and  excludes the
spin itself. We may carry out the integral over r trivially, and we note that
r(θ) = −x cos θ +
√
a2 + x2 sin2 θ,
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where a is the radius of the sphere we are in. Thus we find
Eαβ(x) = −2pi ∂
2
∂xα∂xβ
∫ pi

dθ
2
sin θ
([
−x cos θ +
√
a2 + x2 sin2 θ
]2
− 2
)
We expand out the squared term, and change variables to u = cos θ, and note that
the cross term from the squared bracket is zero. Note also that as we are taking a
derivative, the term 2 can also have no effect. Thus we have
Eαβ(x) = −2pi ∂
2
∂xα∂xβ
∫ 1
−1
x2
(
2u2 − 1) du
2
,
from which we find
Eαβ(x) =
4pi
3
δαβ
Therefore the interaction between a spin and a continuum of spin density in a sphere
gives a constant energy, independent of the size of the sphere and the position
within that sphere. This calculation is for a ferromagnet, and indicates that the
ferromagnetic penalty for a sphere is this constant contribution on every site. For
any state which is not a ferromagnet, we can recover this energy penalty by using
domains which do not have a macroscopic energy cost.
We now make the difference between our problem and the usual approach to the
dipolar interaction clear. As said before in Eq.9.4.2, if we can write the interaction
as an integral over a surface explicitly, then we can calculate the shape dependence
for the dipolar interaction. However, one assumes ferromagnetism for this in the
continuum limit; we have magnetism as the variable and we have a lattice. We must
calculate the short range contributions from the dipolar interaction as these control
the local magnetism, and then see whether the long range contribution modifies the
answer.
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9.4.2 Mathematical Procedure
Here, we provide a new way of calculating the dipolar interaction, separating out the
long range boundary dependant terms from the short range interactions. We will
work in the spherical crystal approximation, in which the long range contribution
happens to be zero and position independent. The mathematical tool we employ is
smoothing, where we end up with a discrete model for the short range part and a
continuum model for the long range part.
We begin with a lattice of spins, which we assume are classical and point like.
The dipolar interaction is given by
H = J
2
∑
j 6=j′
Sˆj.Sˆj′ − 3
(
rˆjj′ .Sˆj
)(
rˆjj′ .Sˆj′
)
|rjj′|3
∣∣∣
rjj′≡Rj−Rj′
=
J
2
∑
j 6=j′
Sˆj.
∂
∂rjj′
Sˆj′ .
∂
∂rjj′
(−1)
|rjj′|
∣∣
rjj‘=Rj−Rj′
,
which we write explicitly as
H = J
2
∑
jj′
Sˆj.

1
r3
− 3x2
r5
−3xy
r5
−3xz
r5
−3xy
r5
1
r3
− 3y2
r5
−3xy
r5
−3xz
r5
−3yz
r5
1
r3
− 3z2
r5
 .Sˆj′
≡ J
2
∑
jj′
Sˆj.D3(Rj −Rj′).Sˆj′ ,
where r2 ≡ x2 + y2 + z2 = (Rj − Rj′)2 and {x, y, z} are the vectors between the
two spins. We assume that the states we generate have some inherent periodicity.
There exists a scale over which the magnetic state repeats itself, which is smaller
than the entire crystal. This is called the magnetic superlattice, on which every spin
is parallel, and can enlarge the original unit cell of the crystal. The superlattice can
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consist of many sublattices, which is the details of the magnetic order. We therefore
break the original lattice up; we have the superlattice vectors which move between
copies of parallel spins (the magnetic periodicity). We then have the sublattice
vectors, which move between the sublattices which generate the magnetic order.
For example, antiferromagentism on a linear chain would have the superlattice as
every other site, and the sublattice vector would be the vector between a pair of sites
(which are anti-parallel). Let the sublattice label be α and the sublattice vector be
xα, and the superlattice primitive vectors be R, which consists of N sublattices. For
example see Fig.9.3. This depicts two distinct sublattices, separated by the vector
x. We then sum over the cubic superlattice generated by the vectors 1, 2 and 3
(equivalent to R).
Figure 9.3: Example of splitting up a lattice with superlattice vectors 1, 2, 3 and
the sublattice vector x
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We calculate the interaction matrix
Jαβ =
∑
R6=0
D3(xαβ +R)
∣∣
xαβ=xα−xβ ,
which is the interaction between sublattice α and β. We can generate the N × N
interaction matrix from this, although in reality, symmetry provides most of the
answer. This interaction matrix can be calculated in many ways, and here we
employ real space smoothing of the spins. Note that the spins can point in arbitrary
directions, as we can always rotate them, so we simply calculate the interaction
matrix, and then minimise the spin directions afterwards. We will use two methods
to calculate the interaction matrix. The first is called the cubic method, and is easier
to understand. The second is called the anisotropic method, and while conceptually
identical, it is mathematically more difficult.
9.4.3 Cubic Method
The central idea to the new technique is that of real space smoothing. We take the
original point spins and smear them out over the lattice. We start with
Sˆ(r) = Sˆδ(r−RWS)
≡ Sˆ
[
δ(r−RWS)− Θ(r−RWS)
VWS
]
+ Sˆ
Θ(r−RWS)
VWS
, (9.4.3)
where WS indicates the Wigner-Seitz cell of the superlattice given by the lattice
constants {ax, ay, az}, and Sˆ is the direction of the spin. Note that Θ is the “top-
hat” function, while δ is the usual Dirac delta-function. We have smoothed the spin
over the maximum possible volume without it overlapping the next spin which is
also smoothed. This creates a smooth spin density everywhere. The bracketed term
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has zero average. Having zero average means that provided this term converges once
we sum it up, then it cannot contribute to the long range continuum problem, so
we have separated the problem into a short range part (which has no long range
average) and a long range problem (the unbracketed term). We will not deal with
this long range problem here, but we will work in the spherical crystal approximation
for which this problem is a constant for ferromagnets.
We can substitute this into the interaction J0α, using that
∑
n
F (xn) =
∑
n
∫
F (y)δ(y − xn)dy,
which means we turn the original sum into an integral. The parts coming from the Θ
functions are therefore integrated, but the terms associated with the delta functions
are simply evaluated. We therefore define and construct
∂3DI3(r)
∂x∂y∂z
≡ D3(r),
where
DI3(x, y, z) =

arctan yz
xr
ln
√
x2+y2
r+z
ln
√
x2+z2
r+y
ln
√
x2+y2
r+z
arctan zx
yr
ln
√
y2+z2
r+x
ln
√
x2+z2
r+y
ln
√
y2+z2
r+x
arctan xy
zr
 ,
which comes from the smooth interaction once integrated. When we put this into
Eq.9.4.3, we get
J0α =
X+∑
x=X−
Y +∑
y=Y −
Z+∑
z=Z−
A(x, y, z) +B(x, y, z) + C0,
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where A(x, y, z) is the short range component of dipolar interaction, given by
A(x, y, z) = D3(x, y, z)− 1
axayaz
[
DI3
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x+
ax
2
, y +
ay
2
, z +
az
2
)
− DI3
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, z +
az
2
)
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2
)
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(
x+
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2
, y +
ay
2
, z − az
2
)
−DI3
(
x− ax
2
, y − ay
2
, z +
az
2
)
− DI3
(
x− ax
2
, y +
ay
2
, z − az
2
)
−DI3
(
x+
ax
2
, y − ay
2
, z − az
2
)
+ DI3
(
x− ax
2
, y − ay
2
, z − az
2
) ]
,
and B(x, y, z) is the long range component stemming from the second Θ-function in
Eq.9.4.3, C0 is a constant term that needs compensating which we correct later.
In performing the sum over A(x, y, z), the terms stemming from the smoothing
add up (they were chosen to not overlap, but fill space), seen in
∫ b
a
f(x)dx+
∫ c
b
f(x)dx =
∫ c
a
f(x)dx,
and so we only have to evaluate these terms at the edge of the chosen summation
limit. We therefore sum over D3(x, y, z), and evaluate D
I
3 at the eight edges of the
chosen summation region (plus half a lattice spacing) with the appropriate phases
from Eq.9.4.4. We find that compensated sum converges much more quickly than
directly summing up the dipolar interaction, decaying as ∼ 1|r|7 for cubic systems
(although we have to perform a fully 3-dimensional sum). We elect to stop the sum
on a cube, but once we have converged the summation the final shape plays no role.
We now consider the constant term C0 which stems from the smooth part of the
interaction. In Eq.9.4.3 we are adding and subtracting a smooth contribution. We
then integrate over the smooth contribution, and have a free choice in the integration
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volume. We therefore choose the volume such that it corresponds to the spherical
crystal approximation; a sphere with an infinitesimal puncture at the site we are
considering. We have currently smoothed over the chosen spin, so we must correct
the calculation by subtracting off the interaction between a spin and an infinitesimal
sphere (the puncture in the spherical crystal approximation). Though this looks like
a task involving a singular integral, it turns out it may still be performed. We start
by writing the dipolar interaction in terms of the Green’s function
Dd(r)ij ∝ ∂
2
∂xi∂xj
Gd(r), (9.4.4)
where Gd is the Green’s function of the Laplacian in d dimensions. Here, we will be
working with d = 3, but when we use the anisotropic real space method, this will
not be the case. We wish to calculate
Eαβ(r) =
∫
V˜
d3r
∂2
∂xi∂xj
Gd(r)
The diagonal terms are given by
∂2
∂x2
(−1)
|r| =
1
3
O23
(−1)
|r| +
1
3
(
2
∂2
∂x2
− ∂
2
∂y2
− ∂
2
∂z2
)
(−1)
|r| ,
where O2d is the Laplacian in d dimensions. We note that the integral of the second
term vanishes for all boundaries, and that the first term may be evaluated using the
identity
O23
(−1)
|r−R| = 4piδ(r−R),
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and so the contribution for a spin inside an infinitesimal sphere is also
4pi
3
δαβ (9.4.5)
We therefore make the constant term
C0 =
1
axayaz
4pi
3

1 0 0
0 1 0
0 0 1

It turns out that the self energy is regular, and also happens to be the same as the
spherical crystal approximation. We may now calculate the real space sum in the
spherical crystal approximation by performing the sum over the discrete sites, adding
the smooth contributions at the edge, and adding on this term which corresponds to
a puncture around the chosen spin. This allows us to calculate the dipolar interaction
for an arbitrary set of sublattices on a cubic or orthorhombic lattice. For the full
formula that we use to calculate using this technique see Appendix.C. At the end of
the next section, we compare this method to the Ewald technique. The long range
smooth part of the interaction has not been controlled at all, but the local part of
the dipolar interaction on a lattice has been calculated exactly.
9.4.4 Anisotropic Method
We now present a more efficient, but more subtle way of calculating the dipolar
interaction in real space. We use the same idea, but instead of smoothing in all
3-dimensions, we split the smoothing process up and smooth in one dimension at a
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time. We begin with the same D3(r), and smooth the spin as follows
S(r) = Sˆ
([
δ(z − Z)− 1
az
Θ(z − Z)
]
+
1
az
Θ(z − Z)
)
δ(x−X)δ(y − Y ),
where we have smoothed over the z-axis initially. We now calculate
J(x, y) =
Z+∑
z=Z−
D3(x, y, z)− 1
az
∫ Z+
Z−
D3(x, y, z) dz︸ ︷︷ ︸
D(x,y)
+
1
az
∫ Z+
Z−
Θ(z − Z±)D3(x, y, z),
(9.4.6)
where the last term is calculated at the boundaries of the z sum, and we can find
the integral exactly as
Dz3(x, y, z) =

− z
2r3
+ z
r
y2−x2
(x2+y2)2
[
1 + x
2+y2
2r2
]
− z
r
2xy
(x2+y2)2
[
1 + x
2+y2
2r2
]
x
r3
− z
r
2xy
(x2+y2)2
[
1 + x
2+y2
2r2
]
− z
2r3
+ z
r
x2−y2
(x2+y2)2
[
1 + x
2+y2
2r2
]
y
r3
x
r3
y
r3
z
r3

Note that D3(x, y, z) is ill-defined as its argument tends to zero (just as previous)
but we can regularise it as we have done here using the primitive function on the
boundary and ignoring the difficulty at the origin. We notice that D(x, y) converges
as 1|z|5 , and moreover ∑
xy
D(x, y) (9.4.7)
converges exponentially, and so this part of the interaction is readily calculated. We
now notice that the final term in Eq.9.4.6 involves several types of terms. We wish
to separate out long range decaying terms from non-decaying terms, and so we find
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that the only non-decaying terms are given as follows
lim
z→∞
Dz3(r) ≡ D2(x, y) =
 y2−x2(x2+y2)2 − 2xy(x2+y2)2
− 2xy
(x2+y2)2
x2−y2
(x2+y2)2

We must now deal with this. Note that there are two of these contributions, as Dz3
is symmetric in z, and we must include the contributions from both planes. We now
use the same theory as used previously, but smooth in the x-axis. Initially we started
with a full three dimensional lattice. We smoothed over the z-axis and turned the
problem into a two dimensional array of lines of spins. Although, we only consider
the ends of these lines, and so we have a two dimensional array of point spins. We
therefore smooth these point spins into one dimensional lines of spins. Thus we use
S(x, y) = Sˆ
([
δ(x−X)− 1
ax
Θ(x−X)
]
+
1
ax
Θ(x−X)
)
δ(y − Y )
In the same spirit as previously, we find
J(y) =
X+∑
x=X−
D2(x, y)− 1
ax
∫ X+
X−
D2(x, y) dx︸ ︷︷ ︸
C(y)
+
1
ax
Θ(x−X±)D2(x, y) (9.4.8)
Once again, C(y) converges as a power law in x and exponentially in y, and we can
find the integral exactly, providing
Dx2 ≡
 xx2+y2 yx2+y2
y
x2+y2
− x
x2+y2
 ,
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and so this is readily calculated once again, and we need only the long range com-
ponent from D2(x, y). Interestingly, we note that
lim
x→∞
D2(x, y)→ 0,
but we must include the integral of these interactions, and so we have to include the
interaction
lim
x→∞
∫ Y +
Y −
Dx2(x, y) dy =
∫∫
dA D2(x, y)
The subtlety here is that we are calculating the corrections to the original calculation,
just as we did when we smoothed over the original spin in the cubic method. We
notice that the diagonal parts of Dx2 look like the following
Dx2 ≡
 ∂xG2 ∂yG2
∂yG2 −∂xG2
 ,
where G2 = ln(r). Therefore, we find that D2 is given by
D2 ≡
 ∂2xG2 ∂xyG2
∂xyG2 −∂2xG2
 ,
and so we must correct C(x, y) with the additional contribution, using Eq.9.4.4 once
again,
1
axay
2pi
2
 1 0
0 −1

Note that there are two of these, just as before, as we have to compensate both
planes in the limit z →∞. We must also compensate D(x, y) in the same way, and
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so we find
∫∫
dA D2(x, y) = lim
z→∞
∫∫
dA Dz3(x, y, z) =
∫∫∫
dV D3(x, y, z),
and so noticing that Dz3 appears to have the form
−1
2
∂zG3 0 0
0 −1
2
∂zG3 0
0 0 ∂zG3

means we compensate D(x, y) with
1
axayaz
4pi
3

−1
2
0 0
0 −1
2
0
0 0 1

In Appendix.C, we provide an explicit formula for both calculations, in order to
exhibit the final result.
9.4.5 Summary and Comments
We have offered a new way of calculating the dipole interaction using a real space
summation. We extract out the long range part from the short range part using
smoothing of the spins. If we use the spherical crystal approximation, then the long
range part is only a constant for ferromagnets and zero for everything else, and
we may deal with simply the short range interactions other than for ferromagnets.
For ferromagnets, as was discussed in the Ewald section, we should replace the
energy with the appropriate domain reconstructed state. We provided two real space
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calculations for calculating the interaction elements. For anisotropic systems, the
cubic method is slower than the anisotropic one, but for cubic systems we see little
difference between the methods. Note that we may check our interaction matrix by
back transforming the structure factor from Ewald,
Jαβ(Rjj′) ∼
∗∑
k
eik.(Rjj′+cα+cβ)γαβ(k)
∣∣∣
Rjj′=|xj−xj′ |
,
up to normalisation, where ∗ means we include the term at k = 0 with the average
of k→ 0 from the three Cartesian directions, and cα are the sublattice vectors. We
sum over discrete k limited to 2pi
N
where N is the size of the cube that we want in
real space.
To compare the new real space technique to Ewald, we calculate the interaction
matrix for a given number of sublattices. This gives us a grid of k points that we can
compare to by adding the real space matrices together with the appropriate phases.
The technique is competitive in computer time, and provides machine accuracy, but
the main advantage is that the matrix elements that we want are calculated directly,
rather than having to back transform them. However, any non-trivial k points, or
states which are larger than the periodicity that we have assumed are not included
in the technique.
9.5 Summary of Methods
We have provided two methods to calculate the long range dipole interaction. The
first is the standard Ewald technique, where one splits the interaction in two parts,
one short range, and one long range. The long range one is then Fourier transformed
to become short range in reciprocal space, and so one has two short range sums
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to calculate. The new technique is to calculate the sum in real space, but limit
ourselves to an inherently periodic structure. We can have as many sublattices as the
computation will allow, but it is exact within this. Within the real space technique,
we offered two ways of calculating; the cubic method and the anisotropic method.
The anisotropic method is more subtle, and slightly harder to control numerically,
but it converges slightly more quickly than the cubic method (and significantly more
quickly on non-cubic lattices).
We may calculate the interaction strengths using the real space technique (rather
than having to back Fourier transform them from the Ewald technique), and find
the zero temperature phase diagram of the model via real space minimisation of
the spins. We may also calculate using Ewald on the reciprocal lattice. We include
the term at k = 0 as the average of k → 0, and back transform the state to
obtain numerical precision between the two techniques. We will find this phase
diagram using only the real space technique, and we are consequently assuming
mono-domains of ferromagnetism if we find ferromagnetic groundstates. We could
use Ewald to find the appropriate k → 0 state instead (which would have a lower
energy), which would be a multi-domain ferromagnet, but we do not here.
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Chapter 10
ZERO TEMPERATURE PHASE DIAGRAM
10.1 Chapter Summary
In this chapter we provide the phase diagram to the general classical model intro-
duced in Chap.8. This phase diagram is entirely new, and allows us to compare all
the compounds that we wish to study using Tab.8.5. First we outline our minimi-
sation technique, and depict the six relevant states for our phase diagram. We then
move on to how we use our technique and the associated issues before showing the
results. We provide two phase diagram; J3 = 0 and J3 = 0.1, though we show two of
each for large and small crystal field strengths. We conclude with comments about
the phase diagram, along with justifying (analytically) several of the groundstates
we find. We finish with discussing the excitations of Tb2Sn2O7, where experimental
data [5] is predicted using our real space technique.
10.2 Introduction
Firstly, we introduce the technique we use in order to minimise our classical model.
We have already shown the real space technique that we use to calculate the dipolar
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matrix, and we shall use these matrix elements in our procedure. This justifies our
focus on calculating the dipolar interaction matrix elements in real space as we are
now going to use them directly. Once we are clear on the technique that we use,
including the limitations, we introduce the six relevant states that we encounter in
the phase diagram. We then discuss the relevant compounds placing them on our
phase diagram. We elect to calculate the full phase diagram in (J1, C) space, with
fixed dipolar strength, as it allows us to see how close the compounds are to predicted
phase transitions. If they are close, we cannot be fully confident of our predictions,
but for most compounds the states are stable. We will find two diagrams, J3 = 0
and J3 = 0.1, representing the tin and titanium compounds respectively. The spin
ice state (as presented in §.8.4.1) is robust to the inclusion of the third neighbour
interaction, while the spiral state (§.8.4.3) and the ferromagnetic state (§.8.4.2) are
easily destabalised to more exotic states which are found in the titanium compounds.
10.3 Technique
We wish to solve the following classical model at zero temperature
H = C
∑
j
(
1−
[
zˆα(j).Sˆj
]2)
+
J
2
∑
j 6=j′
Sˆj.Sˆj′ − 3
(
Rˆjj′ .Sˆj
)(
Rˆjj′ .Sˆj′
)
|Rjj′|3
∣∣∣
Rjj′≡Rj−Rj′
+
J1
2
∑
〈jj′〉
Sˆj.Sˆj′ +
J3
2
∑
〈jj′〉3
Sˆj.Sˆj′ (10.3.1)
The spins are classical spins, parametrised by two angles to maintain the spin length
constraint as stated in Chap.2. The only term which is difficult to control is the
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dipolar interaction, which we have dealt with in Chap.9.
We will work on a finite periodic lattice, and assume that the states have an
inherent periodicity (which is at most the size of the lattice that we use). For
example, we may start with four spins and find the k = 0 phase diagram (note that
pyrochlore is four atoms per unit cell and so k = 0 can be anti-ferromagnetism and
ferromagnetism). If we then enlarge our spin space to sixteen spins, then any state
which we find again from the k = 0 phase diagram, we know to be the groundstate
up to 16 spins. We will always be restricted to a finite number of spins, and so we
can never be certain of our calculations if a groundstate with a larger periodicity is
relevant. We do not expect a larger periodicity to be relevant, but we cannot rule
it out.
We will limit ourselves to 32 spins, finding the phase diagram limited to sym-
metries within this. This allows us access to k = (1/2, 1/2, 1/2), spin ice states and
k = (1/2, 1/2, 0), but nothing larger. For k = (1/2, 1/2, 1/2) we may also use 16
spins with antisymmetry, but prefer to simply use 32 in case k = (1/2, 1/2, 0) were
to become relevant. We use a numerical procedure to minimise our Hamiltonian,
which regularly fails. We therefore have six starting conditions which are the rele-
vant symmetries that we find throughout the phase diagram, and minimise locally
from there into the groundstate. For large crystal fields, this is the only way to
proceed as the optimiser never flips a spin (due to the energy barrier), but at low
crystal fields the optimiser does a good job (where the landscape is much smoother).
We may therefore also use random starting states at low crystal field, and locally
minimise them. For details of the naming procedure and stacking procedure, see
Appendix.F, but for here it is enough to know that we use 32 spins which are in two
cubes of 16. We then tile this antisymmetrically, which we see in Fig.10.1, where
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Figure 10.1: Sketch of the large cube, where each smaller cube represents 16 spins,
and stacking two cubes together gives the 32 spins that we use. We also see the
anti-symmetric stacking of the cubes.
one “column” is the 32 spins we depict in Fig.F.1, and the full cube contains 128
spins.
We now describe the starting states that we use, which are the simplified states
that we find throughout the phase diagram, although they distort. We generate
these states from some exact solutions, which appeared in [23] for the case of the
line C = 0. For the other states, we offer some justification in Sec.10.4.1 as to why
we pick these as our starting states.
We also draw them limited to 16 spins, which for k = (1/2, 1/2, 1/2) we tile
antisymmetrically. We first examine the two natural limits of J1 → ±∞ in the
large crystal field limit, providing the all in state and the ferromagnetic state seen in
Fig.10.3 and Fig.10.2 respectively. If we have no crystal field and antiferromagnetic
interactions, we generate the spiral state, seen in Fig.10.4. This optimises the local
Heisenberg and dipolar energies (see Appendix.D), although is poor for crystal field
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Figure 10.2: The sixteen spins making up the ferromagnetic state. Note that this
is not to scale, and is drawn to make the spins easier to see.
Figure 10.3: The sixteen spins making up the anti-ferromagnetic all in state
interactions. We then have the two more complicated states, the k = (001) spin ice
state, and the k = (1/2, 1/2, 1/2) state. We begin with spin ice, which we depict in
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Figure 10.4: The sixteen spins making up the anti-ferromagnetic spiral state
Fig.10.5. We see the lines of spins along the (110) direction which are parallel. As
we move up the zˆ-axis this alternates. Finally, we show the k = (1/2, 1/2, 1/2) in
Figure 10.5: The sixteen spins making up the spin ice state
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Fig.10.6. This state comprises lines of spins which are parallel along the lines, but
Figure 10.6: The sixteen spins making up the k = (1/2, 1/2, 1/2) state for Tb2Ti2O7.
anti-parallel between neighbouring lines in all directions. We also tile this cube anti-
symmetrically, and so in the next 16 spin cube, all the spins are reversed, whereas
for all other states they are tiled symmetrically. These are the states we start with,
and locally minimise them.
Apart from special points in phase space, these states are never the true ground-
states, having small distortions to gain from the interactions which are orthogonal
to the starting state. However, if we use the starting configurations, the optimiser
will distort the state to the local minimum energy. We now provide an example of
the type of calculation that we do in order to find the phase diagram. In Fig.10.7
we see a cut across the phase diagram at C = 300, varying the Heisenberg inter-
action. The minimum of this curve is the local groundstate, which changes as we
move along. Note that the curve corresponding to the (irrelevant here) spiral state
is not continuous, while the curves which become the groundstate are. This appears
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Figure 10.7: Cut across the phase diagram showing the relative energies of each
starting state.
to be a consequence of the optimiser, which fails to consistently locally optimise the
spiral state at large crystal field. The spiral state is totally opposed to the crystal
field interaction, and so the minimiser randomly optimises this energy first, before
finding the local groundstate. At low crystal field this problem goes away as the
optimiser can move the spins around more freely. We may also use random starting
conditions, although for us there are 232 natural states, and so this procedure only
works at small crystal field again. If we do use random conditions, then we find at
small crystal fields, the states are reproduced in the correct regions of parameter
space, although we still require many attempts. The lines that are groundstates or
near groundstates however are smooth, and so we only need to find the minimum
curve. Note that we work on a grid in parameter space, which leaves an inaccuracy
in the point we identify as crossing. We could improve this with a finer grid, or
extrapolating between the points.
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10.4 Results
We now provide the J3 = 0 phase diagram with JD = 4 always. We begin with the
large crystal field diagram, seen in Fig.10.8. To the far right labeled 4 we see the all
Figure 10.8: The (J1, C) phase diagram for large crystal field with J3 = 0.0. 1 is
the ferromagnet, 2 is k = (1/2, 1/2, 1/2), 3 is spin ice, 4 is all-in-all-out, and 5 is
another k = (1/2, 1/2, 1/2) , and 6 is the terbium ferromagnet. The points are not
on a smooth line due to the parameter space grid we work on.
in state, which again does well for the antiferromagnetic Heisenberg and the crystal
field interactions. To the bottom left, labeled 1 we find the ferromagnet, which opti-
mises both the ferromagnetic Heisenberg and the crystal field but does badly for the
dipolar interaction. At large crystal field, the ferromagnet is along crystallographic
directions, but at small crystal fields, it becomes collinear. The ferromagnetism is
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destabalised by the dipolar interaction before the Heisenberg interaction becomes
antiferromagnetic, to become the k = (1/2, 1/2, 1/2) state, labeled 2, which recovers
the long range dipole and is hence the groundstate for J < 0. We now depict this
k = (1/2, 1/2, 1/2) at low crystal fields. For large crystal fields, the state is the
essentially the same as Fig.10.6, but with the spins distorted towards the local ferro-
magnetism (of each tetrahedron). However, for small crystal fields, the state is very
different, though still within the k = (1/2, 1/2, 1/2) subspace. We depict the state
at C = 0 and J1 = −1 roughly in Fig.10.9, though there are small distortions away
from this state. There is a crossover between this state and the larger crystal field
Figure 10.9: The k = (1/2, 1/2, 1/2) state at C = 0 and J1 = −1, showing the
dominant component of each spin.
state, although due to the lack of change of symmetry we observe no actual phase
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transition. Notice the Cartesian spins, which become energetically unfavourable at
relatively small crystal fields.
The next state we encounter is the spin ice state labeled 3, in our phase diagram,
and is shown in Fig.10.5. This state distorts strongly as we reduce the crystal
field, becoming a collinear state. We then find another k = (1/2, 1/2, 1/2) state,
labeled 5, which is the same as 1, but the spins are distorted away from the local
ferromagnetism to gain from the antiferromagnetic Heisenberg. We then find the
all in state, in the region labeled 4, which is dominated by the crystal field and
Heisenberg interaction, and is symmetrically prohibited from relaxing. We then find
a pocket of ferromagnetism, labeled 6, which is the canted ferromagnet we expect
for Tb2Sn2O7. The spins are once again canted away from the total spin of each
tetrahedron, which is ferromagnetic, but this time all the tetrahedra line up to
produce a global ferromagnet.
We now move on the the small crystal field phase diagram, seen in Fig.10.10.
Many of the phases are the same, except for the inclusion of the state labeled as 7,
which is the spiral state. The spiral state is very opposed to the crystal field, and
so only survives up to C ∼ 5, even as J →∞, and is destabalised quickly by states
which can gain the crystal field interaction. We also see that the spin ice state,
labeled 3 comes down to essentially zero crystal field. We do not know whether the
spin ice state also exists for C < 0. We also see that the second k = (1/2, 1/2, 1/2)
labeled by 4 does not come down to C = 0, but does go to J →∞.
Now we include a small third neighbour interaction and find the associated phase
diagram. This interaction stabalises the k = (1/2, 1/2, 1/2) states, as the third
neighbour bonds go between sites which are anti-parallel in k = (1/2, 1/2, 1/2)
symmetry. We find exactly this, although some states are stable to the inclusion of
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Figure 10.10: The (J1, C) phase diagram for small crystal field with J3 = 0.0. 1
is the ferromagnet, 2 is k = (1/2, 1/2, 1/2), 3 is spin ice, 4 is all in, 5 is another
k = (1/2, 1/2, 1/2) state, 6 is the terbium ferromagnet, and 7 is the spiral state.
this interaction. We start with the large crystal field diagram with J3 = 0.1, seen
in Fig.10.11. For large negative Heisenberg interactions, we find the ferromagnetic
state labeled 1, exactly the same state as was found previously. This state transits
more quickly into the k = (1/2, 1/2, 1/2) labeled 2. We then find the spin ice state
labeled 3, once again the same as before. We find another k = (1/2, 1/2, 1/2) state
labeled 5, which destabalises the terbium ferromagnet completely so that we cannot
observe it in this diagram. Finally, we still have the all in state labeled 4, which has
a higher energy, and so is slightly smaller in area here.
If we move to the small crystal field phase diagram we can see another state
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Figure 10.11: The (J1, C) phase diagram for large crystal field with J3 = 0.1. 1 is
the ferromagnet, 2 is k = (1/2, 1/2, 1/2), 3 is spin ice, 4 is the all-in-all-out state,
and 5 is a k = (1/2, 1/2, 1/2) state.
here, seen in Fig.10.12. Here, we find another k = (1/2, 1/2, 1/2), labeled by 6.
This state completely destabalises the spiral state which was present for the J3 = 0
phase diagram.
We have found two phase diagrams, one for J3 = 0 and one for J3 = 0.1. When
we include a third neighbour interaction, the regions of k = (1/2, 1/2, 1/2) are
vastly increased, indicating that the system is very frustrated in some regions of
parameter space, and unstable to small perturbations. The spin ice state is robust
to the interaction, while the gadolinium spiral and the terbium ferromagnet are both
destabalised quickly.
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Figure 10.12: The (J1, C) phase diagram for small crystal field with J3 = 0.1. 1 is
the ferromagnet, 2 is k = (1/2, 1/2, 1/2), 3 is spin ice, 4 is the all-in-all-out state,
while 5 and 6 are both k = (1/2, 1/2, 1/2) states but with different local spin states.
10.4.1 Comments
Having calculated the two phase diagrams, some comments about the states that
we find and the technique are in order. The phase diagrams that have been found
have not been seen previously, and therefore we may only check our results by com-
paring Ewald and the real space technique. We have used a real space minimisation
technique to solve our model numerically, which automatically maintains the spin
constraint. Therefore, any state within a given periodicity is accessible. Ewald re-
quires a non-trivial linear combination of the eigenvectors in order to maintain the
spin constraint for many atoms per unit cell (in general), and therefore the states
that have been found previously are energetically unfavourable [134]. We now em-
phasise that the phase diagrams that have been offered are modified by Ewald, and
we have not included this here. An important feature is that the ferromagnetic states
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are at k = 0, and not k→ 0. They all pay the long range dipole penalty therefore,
and are energetically worse than they would be if we took the limit. This means
that all ferromagnetic regions should be larger (in parameter space) than they are.
We could use Ewald to find the phase diagram, but for every state we would have
to check that the state was consistent with the spin constraint, hence the reason for
using the real space technique and real space minimisation.
There is also a dramatic effect by including a relatively small third neighbour
interaction. This stems from the high frustration that is present; there are many
states close by in energy at any given point, and so small interactions may stabalise
other states and change the phase diagram drastically. We observe this here, where
the k = (1/2, 1/2, 1/2) states are stabalised almost everywhere.
We may now put the various compounds that we wish to study on the phase
diagram. The simplest is spin ice, which has a very large crystal field, and J1 ∼ 1.5.
This puts the spin ice state as the only possibility, even when we include the third
neighbour interaction. The extensive entropy that is usually studied stems from the
fact that the groundstate is stabalised by weak third neighbour dipole interactions,
which are an order of magnitude weaker than the nearest neighbour ones which
demand two in two out. The spin ice is robust against third neighbour Heisenberg
interactions because for (001), the interaction cancels which means the penalty is
relatively small compared to k = 0 states. The gadolinium compounds live on the
C = 0 line, with J1 ∼ 10, where we see the normal spiral state for J3 = 0 and a
rather complicated k = (1/2, 1/2, 1/2) state for J3 = 0.1. The titanium state is a
prediction from the model, to be tested against more experimental work. We see
similar effects for the terbium compounds which has C ∼ 30 and J1 ∼ 7. We observe
a k = 0 ferromagnet for the tin compound with J3 = 0, and a k = (1/2, 1/2, 1/2)
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state for the titanium compound with J3 = 0.1. Once again, the titanium state
is a prediction. It agrees with the current experimental predictions [4], though we
also predict that the spins are distorted away from the ferromagnetism (of each
tetrahedron) like the tin compounds, and this needs to be verified as well.
Having provided the various states using the minimisation procedure, we now
attempt to rationalise some of the states analytically. Using nearest neighbour
techniques we may explain the spiral state for gadolinium, the two-in-two-out state
for spin ice, and the ferromagnetism for terbium stannate. We begin with spin ice,
and explain the two-in-two-out state. If we have C = ∞, then the spins become
Ising variables, which either point in or out, yielding sixteen states per tetrahedron.
If we ignore the Heisenberg interaction, which is small for the spin ice compounds,
then we are left with the dipole interaction, which, in the Ising variables, is given by
Heff =
JD
2
∑
j 6=j′
σjσj′
zˆj.zˆj′ − 3
(
Rˆjj′ .zˆj
)(
Rˆjj′ .zˆj′
)
|Rjj′ |3
∣∣∣
Rjj′≡Rj−Rj′
=
JD
2
∑
j 6=j′
σjJjj′σj′
If we restrict to nearest neighbours for now, then we may calculate this exactly. We
have that
zˆj.zˆj′ =
1
3
(4δjj′ − 1)
for nearest neighbours, and that
(
Rˆjj′ .zˆj
)(
Rˆjj′ .zˆj′
)
= − 4√
6
,
where we normalise |Rjj′ |2 = 1. This interaction can be written as a sum over
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tetrahedra, yielding
Heff = −4JD
3
+
JD
6
[
6
√
6− 1
]∑
t
(σ0 + σ1 + σ2 + σ3)
2
We then note that the coefficient of the squared term is positive, and so minimised
by being zero, which corresponds to two spins pointing in and two pointing out. If
we include the Heisenberg interaction into this, we have
J
∑
jj′
Sˆj.Sˆj′ = −J
∑
t
(σ0 + σ1 + σ2 + σ3)
2 − 9
2
,
and so we have the stability criterion (at nearest neighbour only)
J <
JD
6
(6
√
6− 1),
for the two in two out ferromagnetic state to remain the groundstate. Note that the
long range dipole interaction changes this result dramatically. The true groundstate
at k = (001) is rather subtle to show, and requires the Ewald technique to show
that the minimum in the eigenvalue is indeed at k = (001).
We may also justify the spiral state for gadolinium, with aid of Appendix.D.
For the case of spin zero, the nearest neighbour dipolar interaction restricted to one
tetrahedron reduces to
H = (Sx0 + S
x
1 − Sx2 − Sx3 )2 + (Sy0 + Sy2 − Sy1 − Sy3 )2 + (Sz0 + Sz3 − Sz1 − Sz2)2
It is easy to see that this is minimised by the spiral state of gadolinium stannate,
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parametrised by
S0 = (−α, α, 0)
S1 = (α, α, 0)
S2 = (−α,−α, 0)
S3 = (α,−α, 0),
where α = 1√
2
, while the Heisenberg part is optimised for any spin zero state.
We now move on to how the groundstate of terbium is ferromagnetic, despite
the antiferromagnetic interactions. At large crystal field strengths, we have seen
that we either have the two-in-two out state or the all in state. As we reduce the
crystal field, the spins may relax to gain from the frustrated Heisenberg and dipolar
interactions, but not for the all in state, which is symmetrically prohibited from
relaxing. We therefore find new states at intermediate crystal fields, which can gain
from the other interactions at the expense of the weakening crystal field. This is
what we find for the terbium style ferromagnets. At infinite crystal fields, the two-
in-two-out states may only point in one of the three Cartesian directions, and so we
label these by xˆi; the total spin in a given tetrahedron. We then calculate the local
exchange field on a given site
M0 = J
∑
〈0j〉
Sj
Assuming that the spins are roughly along crystallographic directions, we can max-
imise the component perpendicular to the spin 0, which allows the spin to distort
maximally. Note that all “2-in-2-out” states are the same energy at order of near-
est neighbour exchange, and the field coming from a general such state is along a
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Cartesian direction xˆj. We let
Sj → zˆα(j)σj + dj,
where σj are the Ising variables, and zˆα(j) are the local crystallographic axes, and
dj are the distortions away from this state, and for spin ice d = 0. A small linear
change in a spin can gain from perpendicular distortions and lose nothing from the
parallel component as it scales as d2. The local field on a given site is given by the
sum of the (Cartesian) fields coming from the two tetrahedra that the chosen spin
lies in. We therefore find that
M0 = J(xˆi + xˆj),
and therefore the component perpendicular to the chosen spin is given by
B⊥ = S0 ∧ (xˆi + xˆj)
To maximise this, we want |xˆi + xˆj| to be as large as possible, which means we want
the two fields to add in parallel giving rise to the ferromagnetism. The ferromag-
netism allows the spins to relax away from the crystallographic directions and gain
energy from the interactions perpendicular to this direction. Therefore, the antifer-
romagnetism is maximised by aligning the two-in-two-out tetrahedra, and allowing
the spins to relax away from the magnetic direction to gain from perpendicular
interactions.
We may also investigate metastable states; for the case terbium stannate we have
the experiment [5] where inelastic neutrons are used to investigate the excitations.
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We may use our numerical procedure to locally minimise the state with a single spin
flipped around in the ground state, and compare the flat band in [5] to the energy
of such an excitation. However, to understand the excitation itself, we first refine
the notion of excitations and spin waves, and their unusual ordering in rare earths.
We call the application of the operator S− a spin reduction. Spin waves correspond
to creating a single delocalised spin reduction, in the form
Sk =
1
N
∑
j
eik.rjSj,
with a corresponding probability of finding this spin flip on each site given by the
associated Bloch phase. This changes the Jz state minimally on each site, while the
dispersion corresponds to how this locally orthogonal distortion moves through the
system. However, although the distortion may be “small” the energy penalty can
be high.
Crystal field excitations are local creatures, and correspond to flipping the spin
a large amount, though the energy for such an event can be much smaller. This
reversal of energy scales comes from the large number of J states in rare-earths;
there are sufficiently many for the states to approximate the classical minima while
spin waves are not minima. For example, in a cubic environment, there are 6 natural
directions towards the cube corners. If 2J + 1 is not large enough, then the spins
cannot notice the cubic symmetry. For more on rare-earths in cubic environments,
see [21].
At high temperature in Tb2Sn2O7, there are two low lying doublets, then a gap
to the higher lying crystal field states [135]. It is thought that these correspond to
Jz = ±5 and Jz = ±4, although the extra hexagonal symmetry will couple in more
states, so this picture is not exact. The groundstate doublet is thus some linear
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combination of Jz states, |φ±〉. This doublet cannot couple to itself as it is not a
Kramer’s doublet, and therefore the states are orthogonal
〈φ±|J|φ∓〉 = 0,
where J is the total angular momentum operator. Thus for the excitation to exist,
the state we excite to must not be φ−. It is thought that the degeneracy of this
doublet is not lifted, but at low temperature the lowest degenerate doublet is split
into two energy levels; the groundstate itself and an excited state, caused by the
local exchange field stemming from the interactions. Previously a crystal distortion
was required to break the degeneracy, but here the local interactions are sufficient
to describe the physics. The observed spin flip is associated with flipping the spin
between the groundstate linear combination |φ0〉 and a different linear combination
corresponding to the spin pointing in a different direction to the exact inverse.
Excitations to the higher states correspond to the spin waves, as the spin only cants
over a small amount between the Jz = 4 and Jz = 5 for example. Again, the spin
waves and spin flips are energetically in the opposite order from normal.
Using the real space technique, we can flip a single spin and let it relax, indi-
cating the energy scale of this excitation. It is this relaxation which is crucial to
understanding the low energy excitations. We find that a system with 16 spins is
insufficient to describe the physics, as the spin which we have reversed is coupled to
itself via the long range dipolar interaction fairly strongly. Hence, we begin with 32
spins. The relaxation of the spin causes the new state not to be exactly opposite
to the old one; if it were then the two states would become a doublet, and there
could be no coupling between the two states. As the spin relaxes the new state
becomes permitted, and we find that the energy scale of the interaction accounts
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very accurately for the low lying excitation observed in inelastic neutron scattering.
Figure 10.13: Depiction of local distortion around flipped spin sited in the center.
a) corresponds to the groundstate spin configuration, while b) has the center spin
flipped, indicating the relaxation of the six nearest neighbours.
We depict the distortion around the spin flip in Fig.10.13, which shows the
groundstate with the ferromagnetic moment in the yˆ-direction with dotted arrows,
and the new distorted state with solid arrows. Local to the flipped spin are six
nearest neighbours. In the terbium ground-state there exists a special ferromagnetic
direction parallel to a Cartesian direction. Once the spin is flipped, it relaxes to
become more anti-parallel to this direction to gain from the anti-ferromagnetic ex-
change. The six nearest neighbours also relax to gain from the flipped spin. The
two spins which lie in the plane perpendicular to the ferromagnetic direction relax
differently from the other four; they become more parallel to this direction, gaining
once again from the antiferromagnetic exchange. The other four spins also increase
their component parallel to the special Cartesian directions, but the components
perpendicular to this are controlled be the dipolar interaction. The perpendicu-
lar component of the spin, parallel to the vector between the relevant spin and the
flipped spin, is increased, gaining from the anisotropic part of the dipolar interaction.
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10.5 Conclusion
We have used a numerical technique to find the zero temperature phase diagram
to our classical model. In chapter 9 we showed how to generate the dipolar matrix
elements, technically the most difficult part of the technique.
Our phase diagram has many groundstates, some of which are relevant to the
compounds that we study. We find the spin ice state at large crystal field, as ex-
pected, which is very robust to the inclusion of a weak third neighbour interaction.
We find the ferromagnetic state (in the antiferromagnetic parameter region) for
Tb2Sn2O7 which is destabalised to a k = (
1
2
, 1
2
, 1
2
) state by a weak third neighbour
interaction in agreement with experiment. We also find gadolinium has the same
property; a k = 0 spiral state at J3 = 0 and k = (
1
2
, 1
2
, 1
2
) for J3 = 0.1. However, for
gadolinium titanate the actual state we predict is not the same as the experimen-
tally predicted state. We force the spin constraint by solving the problem in real
space (which we believe to be the most important energy scale) while the experi-
mentally obtained state does not. However, all other states are in agreement with
experimentally confirmed states.
We have justified many of the states from nearest neighbour arguments, although
without Ewald, groundstates to the long range dipolar interaction are rare. We have
also investigated the metastable spin flip excitation in Tb2Sn2O7 finding excellent
agreement with experiment. We predict the lower band to be such an excitation,
while the upper band is spin waves (in agreement with experiment).
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CONCLUSION
We have used two new techniques to investigate magnetism in various contexts.
Transfer functions have been used to solve the thermodynamics of various one di-
mensional models and the one to two dimensional crossover. We have also used a new
real space technique to calculate the dipolar interaction on the pyrochlore lattice.
We will conclude these sections separately starting with the thermodynamics.
11.1 Thermodynamics Conclusion
We have solved the thermodynamics of several one dimensional models; the plane
rotator (J1-J2 and B-J1), the continuous spin Ising (B-J1) and the Heisenberg model
(J1-J2 and B-J1). We have used transfer functions, the continuous version of transfer
matrices, to solve these models. This technique has been used before for the near-
est neighbour analogue of some of these models, although not extended to second
neighbour interactions, and not at all for the continuous spin Ising model.
Having solved the models, we investigated the temperature effects on the zero
temperature phase transition. Infinitesimal temperature turns this transition into
a crossover immediately, but it still has the character of a transition. The two di-
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mensional order is still present, but is necessarily not long range due to entropic
arguments, but it may extend over a very long distance. We found an asymme-
try around the zero temperature transition, which when temperature is increased
destablises one of the phases more than the other. We found that fluctuations in
collinear states always destabalised states which were “less” collinear (spiral states).
We believe that the three models have qualitatively the same phase diagram, al-
though the critical point is not the same. It is also clear that for isotropic models
(ones for which the spin symmetry is the same as the symmetry of the Hamiltonian),
the J1-J2 model is thermodynamically identical to a B-J1 model, even though the
details of the model (correlation functions, magnetisation) are very different.
We also investigated the magnetisation of the three models under a weak field.
We believe that the Heisenberg and plane rotator are not strongly magnetised by
weak fields, but that the continuous spin Ising model is strongly magnetised. A
very small field produces a large magnetisation to a temperature much larger than
the applied field. We attempted to parametrise this idea, although the behaviour
is Arrhenius and is therefore not Taylor expandable, we found a expansion scheme
which relates the three energy scales; β, B, J1. Provided that 1 βB  e−βJ , the
magnetisation is expandable, and we observe a strong magnetisation.
We then used the transfer function technique to investigate the one to two dimen-
sional crossover by studying J1-JN models for increasing N . For the Ising model this
technique works well, showing a peak in the specific heat at the expected transition
temperature. We then investigated the p-state clock model, finding two anomalies in
the specific heat. The lower peak is well modeled by a mean field theory, indicating
it may be an Ising transition, although we can not prove it. The upper transition
is not understood, although it is associated with the underlying Kosterlitz Thouless
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transition, which would be which is not a divergent peak in the specific heat.
We finally investigated the J1-JN continuous spin Ising model. We believe there
to be a transition in this model due to the lack of a continuous symmetry which
breaks inversion symmetry. We see a peak around TC . 1. Using mean field theory
we find TC ≈ 0.93932, in good agreement with [52]. We use the idea that the
transition is controlled by the Ising character of the spins, not the continuous degree
of freedom, and found the result to be in agreement but an overestimate. Although
we cannot prove there to be a transition, comparisons to the Ising model mean we are
confident that there is a transition, which is unsurprising given that the symmetry
of the model (but not spins) is the same as the Ising model.
Our use of transfer functions offers a complementary technique to Monte Carlo
simulations or high temperature expansions. It is exact on the geometry that we
work on (for discrete models), but has unconventional boundary conditions, with
one infinite dimension and one finite one. It is not clear how this affects the results
compared to square lattice Monte Carlo simulations, but we view it as an alternative
technique to investigate thermodynamics in the one to two dimensional crossover.
We also believe, using the regular Ising model as the basis, that short range inter-
acting models do not depend on the boundary conditions strongly, and so we believe
the technique provides a good limit to two dimensions.
11.2 Phase Diagram Conclusion
We have calculated the dipolar interaction using a new real space technique. It
separates out the long range part of the dipolar interaction (which is a constant for
the spherical crystal approximation), from the short range contribution. Using this
technique, we may use numerical minimisation to find the groundstate of the dipole
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interaction.
We want to investigate several rare earth pyrochlore compounds; Tb2Sn2O7,
Tb2Ti2O7, Ho2Ti2O7 (Dy2Ti2O7), Gd2Sn2O7 and Gd2Ti2O7. The first compound is
a ferromagnet (with antiferromagnetic interactions). The second has k = (1
2
, 1
2
, 1
2
).
The third (and fourth) compounds are spin ice compounds with very large crystal
field interactions. The tin compound for Gd is an antiferromagnetic spiral, while
the titanium compound once again has k = (1
2
, 1
2
, 1
2
).
We generate a classical model which we numerically minimise, using nearest
neighbour Heisenberg, dipolar, crystal field interactions along with third neighbour
Heisenberg interactions, which are zero for tin and small for titanium. We get
agreement with all the experiments in various parameter regimes, indicating that
our model is in agreement with the experimentally determined groundstates for the
compounds, apart from Gd2Ti2O7 where our state has the same symmetry but is
not the same state. We believe the experimental state to be incorrect as the spin
constraint is not maintained, whereas the state we find has the correct symmetry,
and all the spin lengths are the same. We found the phase diagram for the model in
the (J1, C) plane with two values for J3. The third neighbour exchange significantly
affects the groundstates indicating the degree to which the model is frustrated. The
k = 0 states are strongly penalised by this interaction, driving the system into
k = (1
2
, 1
2
, 1
2
) states. Note however that we do not subtract the long range penalty of
k = 0 ferromagnetic states, which are unphysically penalised due to the formation
of domains over long range.
Nearest neighbour interactions were used to justify the groundstate for Tb2Sn2O7,
Gd2Sn2O7 and the two-in-two out state for spin ice. More subtle groundstates may
only be “proved” using numerical techniques (and rigorously proved if the energy
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agrees with the Ewald lower bound).
11.3 Further Work
This work can be extended in many different ways. The one dimensional exact
thermodynamics can be extended to include the plane Ising model, to investigate
the zero temperature phase transition with respect to different degrees of freedom
in spin space. Mainly however, the thermodynamics can be extended by looking
further in to two dimensions, as will be done in [21]. The clock model (and therefore
presumably the plane rotator model as well) appears to have divergent peaks in
the specific heat, in contradiction to previous thoughts. This would be investigated
much more thoroughly. The continuous spin Ising model is fairly clearly understood,
but again, comparisons to the plane Ising model offer insight in to the transition,
especially including the anisotropy parameter ∆. Moreover, one could investigate
a general O(n) model with interactions which have Z2 Ising symmetry. Finally, no
work has been done in this thesis regarding the Heisenberg model in two dimensions,
for which the transition temperature is believed to be zero.
The work on the phase diagram should also be extended to the C < 0 portion,
for which the compound Yb2Ti2O7 is believed to be relevant. Thermodynamics of
the model can be investigated using Monte Carlo, and low energy excitations of the
model can be examined numerically [136].
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APPENDIX A
A.1 Special Functions
In this appendix, we define the special functions that will be used as some are non-
standard notation and normalisation. We begin with the Legendre polynomials,
with the orthogonality relation
∫ 1
−1
du
2
Pn(u)Pm(u) =
δnm
2n+ 1
(A.1.1)
These are the polynomials which are orthogonal on the measure
∫ 1
−1
du
2
(A.1.2)
Which are order n for Pn,
Pn(u) = anu
n + an−1un−1 + . . .+ a0 (A.1.3)
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This also defines the Rodriguez formula for us
Pn(u) =
1
2nn!
dn
dun
(u2 − 1)n (A.1.4)
which, with integration by parts makes the polynomials automatically orthogonal
on the given measure. We also have the recursion relation
uPn(u) =
1
2n+ 1
(nPn−1(u) + (n+ 1)Pn+1) (A.1.5)
We also use the associated Legendre Polynomials given by
Pml (u) =
(−1)m
2ll!
√
(l +m)!√
(l −m)!(1− u
2)−
m
2
dl−m
dul−m
(u2 − 1)l (A.1.6)
From which
Pml (u)P
m
l (u) = P
−m
l (u)P
−m
l (u) (A.1.7)
We may use these polynomials as a basis to build the plane wave expansion. Consider
two unit vectors aˆ1 and aˆ2. If we define the local zˆ-axis as aˆ1.aˆ2 = cos θ, then we
may expand the following
exaˆ1.aˆ2 ≡ ex cos θ =
∞∑
l=0
(2l + 1)Il(x)Pl(cos θ) (A.1.8)
Which clearly defines the coefficients as
Il(x) ≡
∫ 1
−1
du
2
Pl(u)e
xu (A.1.9)
which are the modified spherical Bessel functions of the first kind. We can use the
addition theorem for spherical harmonics to relate this to the associated Legendre
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Polynomials, in which we keep track of the global zˆ-axis, to see
exSˆ0.Sˆ1 =
∞∑
l=0
Il(x)(2l + 1)
l∑
m=−l
Pml (u0)P
m
l (u1)e
im(φ0−φ1) (A.1.10)
The spherical Bessel functions have the following identities
I0(x) =
sinhx
x
(A.1.11)
dIn(x)
dx
=
1
2n+ 1
[nIn−1(x) + (n+ 1)In+1(x)] (A.1.12)
and
In(x)
x
=
1
2n+ 1
[In−1(x)− In+1(x)] (A.1.13)
and are related to the modified Bessel functions of the first kind
In(x) =
√
pi
2x
Bn+ 1
2
(x) (A.1.14)
We also use Bn(x), which are controlled by
Bn(x) =
∫ 2pi
0
dθ
2pi
ex cos θ cos(nθ) (A.1.15)
and have no closed form representation, and come from expanding
ex cos θ =
∞∑
m=−∞
Bm(x)e
imθ (A.1.16)
They satisfy
dBn(x)
dx
=
Bn+1(x) +Bn−1(x)
2
(A.1.17)
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2n
x
Bn(x) = Bn−1(x)−Bn+1(x) (A.1.18)
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APPENDIX B
B.1 Deriving the recursion relations for the Continuous-
Spin Ising Model
Here we derive the recurssion relations for the continuous spin Ising model trans-
fer matrix elements. We use two recursion relations Eq.(A.1.5) and Eq.(A.1.13)
extensively. We begin with the zero field case, and consider the integral
Hmn =
∫ 1
−1
du
2
Pn(u)Im(xu)
with x = βJ . Along the edge of the matrix (m = 0) we find
H0n =
∫ 1
−1
du
2
Pn(u)
sinhxu
xu
Using Eq.(A.1.5) we find
H0n =
1
n
∫ 1
−1
du
2
(
(2n+ 1)Pn−1(u)
sinhxu
x
− (n− 1)Pn−2(u)sinhxu
xu
)
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We then use our definition for the Bessel function given by Eq.(A.1.9) to see this
gives us (after re-arranging)
H0n−2 =
(2n− 1)
(n− 1) (xIn−1(x))−
n
n− 1H
0
n (B.1.1)
For the rest of the matrix we use two recursion relations (Eq.(A.1.5) and Eq.(A.1.13))
simultaneously giving the identity
Pn(u)Im(xu) =
x
(2n+ 1)(2m+ 1)
[
nPn−1(u)Im−1(xu)− nPn−1(u)Im+1(xu) +
(n+ 1)Pn+1(u)Im−1(xu)− (n+ 1)Pn+1(u)Im+1(xu)
]
Which we write in terms Hmn . Then we use that H
m
n = H
n
m (which means we cannot
use the recursion relations for m = n) along with simply relabelling n↔ m to find
mHn−1m−1 −mHn+1m−1 + (m+ 1)Hn−1m+1 − (m+ 1)Hn+1m+1
= nHn−1m−1 − nHn−1m+1 + (n+ 1)Hn+1m−1 − (n+ 1)Hn+1m+1
which gives us
Hn−1m+1 = H
m+1
n−1 −
(n−m)
(n+m+ 1)
(
Hm−1n−1 −Hm+1n+1
)
(B.1.2)
We run Eq.(B.1.1) backwards from the edge, starting the first term with HN0 = 0 for
some N . We then use Eq.(B.1.2) to fill in the rest of the matrix. When we include a
field, we use the same analysis, only the algebra is slightly more involved. We have
the matrix given by
Hmn =
∫ 1
−1
du
2
Pn(u)Im (xu+ y) e
yu
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We once again start by calculating the edge terms, given by H0n
H0n =
∫ 1
−1
du
2
Pn(u)
sinh (xu+ y)
(xu+ y)
eyu
Once again we use Eq.(A.1.5) giving us
H0n =
2n+ 1
xn
∫ 1
−1
du
2
Pn−1(u) sinh(xu+ y)eyu
−(2n+ 1)y
xn
∫ 1
−1
du
2
Pn−1(u)
sinh(xu+ y)
(xu+ y)
eyu︸ ︷︷ ︸
H0n−1
−n− 1
n
H0n−2
Finally, to calculate the leftover integral, we use the identity of the Bessel function
Eq.(A.1.9)
2n+ 1
xn
∫ 1
−1
du
2
Pn−1(u) sinh(xu+ y)eyu = ey
2n+ 1
xn
∫ 1
−1
du
2
Pn−1(u)eu(y+x)
− e−y 2n+ 1
xn
∫ 1
−1
du
2
Pn−1(u)eu(y−x)
=
2n+ 1
xn
[
eyIn−1(y + x)− In−1(y − x)e−y
]
Finally giving us the answer for the first recurssion relation after rearranging
H0n−2 =
(
2n− 1
n− 1
)(
(In−1(y + x)ey − In−1(y − x)e−y −H0n−1y)
x
)
−
(
n
n− 1
)
H0n
(B.1.3)
When we include a field, we couple in the other matrix elements, so we need another
‘edge” recursion relation, for H1n, given by
H1n =
∫ 1
−1
du
2
Pn(u)
[
cosh(xu+ y)
xu+ y
− sinh(xu+ y)
(xu+ y)2
]
eyu
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We once again use Eq.(A.1.5) yielding
H1n =
(2n+ 1)
xn
∫ 1
−1
du
2
Pn−1(u) cosh(xu+ y)eyu − y(2n+ 1)
xn
∫ 1
−1
du
2
Pn−1(u)
cosh(xu+ y)
(xu+ y)
eyu
−(2n+ 1)
xn
∫ 1
−1
du
2
Pn−1(u)
sinh(xu+ y)
(xu+ y)
eyu +
y(2n+ 1)
xn
∫ 1
−1
du
2
Pn−1(u)
sinh(xu+ y)
(xu+ y)2
eyu
−n− 1
n
H1n−2
We use can calculate the integral for the first term, while the other terms can be
related to other matrix elements, finally giving us the second recursion relation after
some algebra
Hm−21 =
(
y−1
y
)
Im−1(y + x)ey −
(
y+1
y
)
Im−1(y − x)e−y
x
2m− 1
m− 1
+
(m− 1)Hm−20 +mHm0
y(m− 1) −
y(2m− 1)
x(m− 1) H
m−1
1 −
m
m− 1H
m
1 (B.1.4)
It is now clear how to obtain the third recursion relation, using Eq.(A.1.5 and
Eq.(A.1.13)). We find the (modified identity)
Pn(u)Im(xu) =
x
(2n+ 1)(2m+ 1)
[
nPn−1(u)Im−1(xu)− nPn−1(u)Im+1(xu) +
(n+ 1)Pn+1(u)Im−1(xu)− (n+ 1)Pn+1(u)Im+1(xu)
]
y
u(2n+ 1)(2m+ 1)
[
nPn−1(u)Im−1(xu)− nPn−1(u)Im+1(xu) +
(n+ 1)Pn+1(u)Im−1(xu)− (n+ 1)Pn+1(u)Im+1(xu)
]
We then notice that the last term can be re-written using Eq.(A.1.5) to give
Pn(u)Im(xu) =
x
(2n+ 1)(2m+ 1)
[
nPn−1(u)Im−1(xu)− nPn−1(u)Im+1(xu) +
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(n+ 1)Pn+1(u)Im−1(xu)− (n+ 1)Pn+1(u)Im+1(xu)
]
y
(2m+ 1)
[
Pn(u)Im−1(xu)− Pn(u)Im+1(xu)
]
We then use the symmetry Hmn = H
n
m and equate, yielding
Hm−1n+1 = H
m+1
n−1 −
n−m
n+m+ 1
(Hm−1n−1 −Hm+1n+1 )
− y(2n+ 1)
x(n+m+ 1)
(Hm−1n −Hm+1n ) +
y(2m+ 1)
x(n+m+ 1)
(Hmn−1 −Hmn+1) (B.1.5)
which we may use everywhere apart from n = m.
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APPENDIX B
C.1 Explicit Formulae for the Real Space Dipole
Interaction
We provide explicit formula for the two methods. As always, we work in the spherical
crystal approximation, and any long range, shape dependent, aspects can be included
if required. We provide the interaction between sublattice 0 and α. The cubic
method is given by
J0α3 =
X∑
x=−X
Y∑
y=−Y
Z∑
z=−Z
D3(x+ c
α
x , y + c
α
y , z + c
α
z )
− 1
axayaz
(
G
[
X +
ax
2
+ cαx , Y +
ay
2
+ cαy , Z +
az
2
+ cαz
]
− G
[
−X − ax
2
+ cαx , Y +
ay
2
+ cαy , Z +
az
2
+ cαz
]
− G
[
X +
ax
2
+ cαx ,−Y −
ay
2
+ cαy , Z +
az
2
+ cαz
]
− G
[
X +
ax
2
+ cαx , Y +
ay
2
+ cαy ,−Z −
az
2
+ cαz
]
+ G
[
−X − ax
2
+ cαx ,−Y −
ay
2
+ cαy , Z +
az
2
+ cαz
]
+ G
[
−X − ax
2
+ cαx , Y +
ay
2
+ cαy ,−Z −
az
2
+ cαz
]
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+ G
[
X +
ax
2
+ cαx ,−Y −
ay
2
+ cαy ,−Z −
az
2
+ cαz
]
− G
[
−X − ax
2
+ cαx ,−Y −
ay
2
+ cαy ,−Z −
az
2
+ cαz
] )
− 1
axayaz
4pi
3
I3
Where In is an n-dimensional identity matrix, and X, Y, Z are the edges of the
summation region, chosen to be large enough to converge the interaction, and cαi is
the i-th component of the vector between sublattice 0 and sublattice α. Note that
if cα = 0, then we must not include the origin in the summation.
The anisotropic method is not as straight forward, due to the choice of regions
to sum over.
J0α3 =
Z∑
z=−Z
A1∑
x=−A1
A1∑
y=−A1
D3(x+ c
α
x , y + c
α
y , z + c
α
z )
−
A1∑
x=−A1
A1∑
y=−A1
1
az
(
Dz3
[
x+ cαx , y + c
α
y , Z + c
α
z +
az
2
]
−Dz3
[
x+ cαx , y + c
α
y ,−Z + cαz −
az
2
])
− T3
+
2
az
X∑
x=−X
A2∑
y=−A2
D2(x+ c
α
x , y + +c
α
y )
− 2
az
A2∑
y=−A2
1
ax
(
Dx2
[
X + cαx +
ax
2
, y
]
−Dx2
[
−X + cαx −
ax
2
, y
])
− 4
az
T2
Where T3 is the 3 dimensional self interaction to be subtracted given by
T3 =
1
axayaz
4pi
3

−1
2
0 0
0 −1
2
0
0 0 1

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and T2 is the 2-dimensional self interaction, given by
T2 =
1
axay
2pi
2
 1 0
0 −1

We also have to choose all the parameters for the summation carefully. We are
taking the limit that Z >> X, and Z >> A1, and X >> A2. These must all be
chosen to calculate the interaction to the desired accuracy. Again, when cα = 0, we
must not include the origin in the summation.
Finally, we set the dipolar interaction up as
E =
∑
αβ
Sˆα · Jαβ3 · Sˆβ (C.1.1)
Where Jαβ3 is a 3N × 3N matrix where N is the number of sublattices.
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APPENDIX D
D.1 Showing the nearest neighbour dipole inter-
action as a sum of 7 quadratics
We now show that the dipole interaction, restricted to nearest neighbours may be
written as a sum of seven quadratics. We define the total spin in a tetrahedron by
T ≡ 1
2
(S0 + S1 + S2 + S3) (D.1.1)
Which allows us to write the Heisenberg interaction as
HH = J˜
∑
〈ij〉
Ti.Tj (D.1.2)
The dipolar interaction is given by
Hd = J
2
∑
j 6=j′
Sˆj.Sˆj′ − 3
(
Rˆjj′ .Sˆj
)(
Rˆjj′ .Sˆj′
)
|Rjj′ |3
∣∣∣
Rjj′≡Rj−Rj′
(D.1.3)
297
D.1. Showing the nearest neighbour dipole interaction as a sum of
7 quadratics
We subsume the “Heisenberg” part of this interaction into the Heisenberg interac-
tion, and simply renormalise the strength. The residual part, restricted to a single
tetrahedron, we write as
H˜ = −3J
2
[
( Sy0 + S
z
0)(S
y
1 + S
z
1) + (S
y
2 − Sz2)(Sy3 − Sz3) (D.1.4)
( Sz0 + S
x
0 )(S
z
2 + S
x
2 ) + (S
z
1 − Sx1 )(Sz3 − Sx3 ) (D.1.5)
( Sx0 + S
y
0 )(S
x
3 + S
y
3 ) + (S
x
1 − Sy1 )(Sx2 − Sy2 )
]
(D.1.6)
We now expand this out, and collect together terms to write it in a more convenient
way, as follows
H˜ = −3J
2
{[
Sx0S
x
3 + S
x
1S
x
2 + S
x
0S
x
2 + S
x
1S
x
3
]
(D.1.7)[
Sy0S
y
1 + S
y
2S
y
3 + S
y
0S
y
3 + S
y
1S
y
2
]
(D.1.8)[
Sz0S
z
1 + S
z
2S
z
3 + S
z
1S
z
3 + S
z
0S
z
2
]
(D.1.9)[
Sy0S
z
1 + S
z
0S
y
1 − Sy2Sz3 − Sz2Sy3
]
(D.1.10)[
Sz0S
x
2 + S
x
0S
z
2 − Sz1Sx3 − Sx1Sz3
]
(D.1.11)[
Sx0S
y
3 + S
y
0S
x
3 − Sx1Sy2 − Sy1Sx2
]}
(D.1.12)
We shall consider the first three terms separately to the second three terms. The
first three terms, we re-write again
{[
(Sx0 + S
x
1 )(S
x
2 + S
x
3 )
]
(D.1.13)[
(Sy0 + S
y
2 )(S
y
1 + S
y
3 )
]
(D.1.14)[
(Sz0 + S
z
3)(S
z
1 + S
z
2)
]}
(D.1.15)
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We then use the idea
(Sx0 +S
x
1 ) ≡
1
2
((Sx0 + S
x
1 + S
x
2 + S
x
3 ) + (S
x
0 + S
x
1 − Sx2 + Sx3 )) =
1
2
(Tx + (S
x
0 + S
x
1 − Sx2 + Sx3 ))
(D.1.16)
For all three terms, which allows us to write the first three terms as
1
4
[
(Sx0 + S
x
1 − Sx2 − Sx3 )2 + (Sy0 + Sy2 − Sy1 − Sy3 )2 + (Sz0 + Sz3 − Sz1 − Sz2)2 − T 2x − T 2y − T 2z − 2
]
Where we have used that the spins are normalised
(Sxα)
2 + (Syα)
2 + (Szα)
2 = 1 (D.1.17)
We now have to deal with the final three terms, which we re-write as
−1
2
{[
(
A︷ ︸︸ ︷
Sy0 + S
y
1 )(S
z
0 + S
z
1) + (S
y
2 + S
y
3 )(S
z
2 + S
z
3) (D.1.18)
( Sz0 + S
z
2)(S
x
0 + S
x
2 ) + (S
z
1 + S
z
3)(S
x
1 + S
x
3 ) (D.1.19)
( Sx0 + S
x
3 )(S
y
0 + S
y
3 ) + (S
x
1 + S
x
2 )(S
y
1 + S
y
2 )
]
(D.1.20)
− Sy0Sz0 − Sy1Sz1 − Sy2Sz2 − Sy3Sz3 (D.1.21)
− Sz0Sx0 − Sz1Sx1 − Sz2Sx2 − Sz3Sx3 (D.1.22)
− Sx0Sy0 − Sx1Sy1 − Sx2Sy2 − Sx3Sy3
}
(D.1.23)
We use the same idea as previous Eq.D.1.16, when considering the first term (A) to
give
1
4
{
[ Ty + (S
y
0 + S
y
1 − Sy2 − Sy3 )][Tz + (Sz0 + Sz1 − Sz2 − Sz3)] (D.1.24)
− [ Ty − (Sy0 + Sy1 − Sy2 − Sy3 )][Tz − (Sz0 + Sz1 − Sz2 − Sz3)]
}
(D.1.25)
299
D.1. Showing the nearest neighbour dipole interaction as a sum of
7 quadratics
Which gives the following answer, for all three terms
−1
2
{[
Ty (S
z
0 + S
z
1 − Sz2 − Sz3) + Tz(Sy0 + Sy1 − Sy2 − Sy3 ) (D.1.26)
+ Tx (S
z
0 − Sz1 + Sz2 − Sz3) + Tz(Sx0 − Sx1 + Sx2 − Sx3 ) (D.1.27)
+ Tx (S
y
0 − Sy1 − Sy2 + Sy3 ) + Ty(Sx0 − Sx1 − Sx2 + Sx3 )
]
(D.1.28)
− Sy0Sz0 − Sy1Sz1 − Sy2Sz2 − Sy3Sz3 (D.1.29)
− Sz0Sx0 − Sz1Sx1 − Sz2Sx2 − Sz3Sx3 (D.1.30)
− Sx0Sy0 − Sx1Sy1 − Sx2Sy2 − Sx3Sy3
}
(D.1.31)
Finally, we notice that this is equivalent to
1
2
[
(Sx0 + S
y
0 + S
z
0 − Tx − Ty − Tz)2 (D.1.32)
+ (Sx1 − Sy1 − Sz1 − Tx + Ty + Tz)2 (D.1.33)
+ (−Sx2 + Sy2 − Sz2 + Tx − Ty + Tz)2 (D.1.34)
+ (−Sx0 − Sy3 + Sz3 + Tx + Ty − Tz)2
]
− 2T 2 (D.1.35)
And so, we can rewrite the dipolar interaction on a single tetrahedron as
H˜ = 3J
2
[1
2
[
(Sx0 + S
y
0 + S
z
0 − Tx − Ty − Tz)2 + (Sx1 − Sy1 − Sz1 − Tx + Ty + Tz)2
+ (−Sx2 + Sy2 − Sz2 + Tx − Ty + Tz)2 + (−Sx0 − Sy3 + Sz3 + Tx + Ty − Tz)2
]− 2T 2]
+
3J
2
(1
4
[
(Sx0 + S
x
1 − Sx2 − Sx3 )2 + (Sy0 + Sy2 − Sy1 − Sy3 )2 + (Sz0 + Sz3 − Sz1 − Sz2)2
− T 2x − T 2y − T 2z − 2
])
The first four quadratics act like a local crystal field, while the last three promote
the spiral state.
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APPENDIX E
E.1 Application of Ewald to the Pyrochlore lat-
tice
The application of this is simple for FCC, but for the pyrochlore we can make use of
the superlattice. As stated before, the compounds we discuss, of the form R2M2O7
have two interleaved pyrochlore lattices, one for the rare earth and one for the
transition metal. If we simply add both lattices together, then we create an FCC
lattice, with half of the sites as non-magnetic. We therefore include titanium into
the lattice which provides a small scale FCC lattice with one atom per unit cell. We
can use eight reciprocal lattice points to set up the full FCC lattice, as follows
K0 = (111) (E.1.1)
K1 = (11¯1¯) (E.1.2)
K2 = (1¯11¯) (E.1.3)
K3 = (1¯1¯1) (E.1.4)
Q0 = (000) (E.1.5)
301
E.1. Application of Ewald to the Pyrochlore lattice
Q1 = (200) (E.1.6)
Q2 = (020) (E.1.7)
Q3 = (002) (E.1.8)
We then recognise that these are structure factor related spots, which gives us four
constraints, allowing us to write the linear combinations
Sk+K0 =
1
2
[−Sk+Q0 + Sk+Q1 + Sk+Q2 + Sk+Q3 ] (E.1.9)
Sk+K1 =
1
2
[Sk+Q0 − Sk+Q1 + Sk+Q2 + Sk+Q3 ] (E.1.10)
Sk+K2 =
1
2
[Sk+Q0 + Sk+Q1 − Sk+Q2 + Sk+Q3 ] (E.1.11)
Sk+K3 =
1
2
[−Sk+Q0 + Sk+Q1 + Sk+Q2 − Sk+Q3 ] (E.1.12)
We write the dipolar interaction as follows
Eαβ =
∑
k
∑
m∈G
S∗αk+QmDαβ(k+Qm)S
β
k+Qm
+
∑
k
∑
m∈G
S∗αk+KmDαβ(k+Km)S
β
k+Km
(E.1.13)
We can substitute in the relations for the structure factors, and then only calculate
half the number of matrices. We can rotate back to sub-lattice representation using
the transformation
U =
1
2

I I I I
I I −I −I
I −I I −I
I −I −I I

(E.1.14)
Where I are 3× 3 identity matrices.
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F.1 Details of the pyrochlore lattice
We use the following naming procedure on the pyrochlore lattice, given in Fig.F.1.
This generates two cubes of sixteen spins, which we stack on top of one another.
Figure F.1: Drawing of the pyrochlore lattice to show the nomenclature we use to
label our sites. The arrow indicates how we “stack” the cubes of spins.
If we have four of these blocks of spins, we have a cube of 128 spins. We then use
periodic boundary conditions on the column of 32 spins, and tile it in antiphase in
the larger cube.
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