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Introduction
Chapter 1
„Der Mensch ist nur Mensch durch Sprache."
(Wilhelm von Humboldt, 1820/1994, p. 20)
Language has been conceived as an essential human ability. The usage of 
language allows us to communicate with others about our inner world: our thoughts, 
emotions, motivations and experiences. For doing so language provides us with the 
ability to produce and comprehend a virtually indefinite number of possible linguistic 
expressions (cf. Hauser, Chomsky, & Fitch, 2002). The work presented in this thesis 
is concerned with one integral part of this fascinating ability: the production of spoken 
language.
Speaking is a particularly impressive skill. It is impressive exactly because in 
everyday life most of us do not perceive the successful production of a meaningful 
and correct utterance as a notable achievement. For most of us speaking is a 
frequent, everyday activity. We are used to arrange our thoughts rapidly into words 
and sentences and often end up producing several thousand words a day (e.g., 
Mehl, Vazire, Ramfrez-Esparza, Slatcher, & Pennebaker, 2007). In addition, we only 
rarely make mistakes when speaking (e.g., Garnham, Shillcock, Brown, Mill, & Cutler, 
1981). Thus, in most cases, producing speech appears to be an easy task, one 
which is neither effortful nor error prone. Yet, in certain situations (e.g., when giving a 
lecture, or writing a thesis) producing language can appear quite complicated. In 
these situations we might struggle to find an adequate word for a specific idea; we 
might hesitate before ending a complex sentence or might fail to articulate a word we 
have in mind. These occasional difficulties reveal that the common impression of 
effortlessness in speaking is deceptive.
When taking a closer look at the processes necessary to successfully produce 
an utterance, it becomes apparent that speaking is a highly complex activity. Most of 
the time, speech is used to convey a speaker’s communicative intention to one or 
more listeners (e.g., providing the listener with information or requesting the listener
1
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to perform some kind of action). Therefore, the speaker needs to prepare an 
utterance in a way which is beneficial to the speaker’s intention and comprehensible 
for the listener. Doing so challenges the speaker with the resolution of several 
problems. First, the speaker needs to select words appropriate for expressing a 
specific intention. That alone is not a trivial task, considering that there is no one-to- 
one mapping of meaning onto language (cf. Bierwisch & Schreuder, 1992). In 
addition, the choice of appropriate words not only demands the speaker’s 
consideration of their meaning, but also their adequacy in the context of the 
communication. The speaker’s task does not end with the selection of words. In order 
to produce a comprehensible utterance, the selected words also need to be arranged 
in a meaningful sequence, which needs to adhere to the grammatical rules of the 
speaker’s language. Finally, the speaker must translate the selected words into 
audible sound, which implies consideration of the words phonological properties and 
their realization in the complex muscle movements of the vocal apparatus. Overall, 
the act of speaking is constituted by a complex system of mental and motor 
processes operating over a variety of different classes of information. The impressive 
speed and accuracy of speaking requires the speech production system to be highly 
automatic and efficient. One central goal of research on human language production 
is to develop an accurate description of the mental representations, processes and 
mechanisms involved in speaking.
The present thesis contains two series of experiments providing contributions 
to two current debates regarding the processes involved in speech production. The 
first series of experiments, which will be presented in Chapter 2, was concerned with 
the mechanism of lexical selection. This mechanism enables the language 
production system to select a target word among concurrently activated alternatives. 
The second series of experiments, which will be presented in Chapter 3, was 
concerned with the extent of temporal and functional separation between semantic- 
syntactic and phonological processes involved in language production. The thesis is 
structured as follows: The introduction section will continue with a short description of 
a current framework of speech production which constituted the theoretical 
foundation for the experimental studies. This is followed by a more specific outline of 
the theoretical debates motivating the present experiments. The experiments 
themselves will be presented in Chapters 2 and 3. Finally, in Chapter 4, a summary
2
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of the results of both studies and a discussion of their theoretical implications will be 
given.
A framework of speech production
The act of speaking is generally thought to be composed of several distinct 
processes, which can be broadly categorized into conceptualization, formulation, 
articulation, and monitoring. These processes are thought to operate over different 
aspects (e.g., semantic, syntactic, phonological) of the lexical knowledge stored in a 
speaker’s mental lexicon. Current models of language production commonly share 
basic assumptions with regard to the major processing steps and the classes of 
information involved in speaking. However, several different accounts of the exact 
structure of the mental representations involved in speech production, the sequence 
and possible interaction of processing steps, and the mechanism guiding lexical 
selection have been proposed. In the following, I will briefly describe a framework of 
the speech production process based on the comprehensive model developed by 
Levelt, Roelofs, and Meyer (1999). This model also served as the theoretical basis 
for the experimental work presented in Chapters 2 and 3. Figure 1.1 presents a 
simplified outline of Levelt et al.’s speech production model.
Processing stages in speech production
Conceptualization. As mentioned above, a speaker needs to transfer a 
communicative intention into a form which is suitable for linguistic expression, that is, 
the speaker must transform a possibly rather abstract communicative intention into a 
form using concepts expressible with language (termed lexical concepts by Levelt et 
al., 1999). This transformation often requires the partitioning of the speaker’s 
intention into an appropriate sequence of information. Furthermore the speaker 
needs to consider several contextual and pragmatic factors, like the knowledge of the 
listener, the course of an ongoing conversation, and the social context of the 
conversation. These considerations have been argued to demand attention and to 
involve conscious processing (Levelt, 1989). The finalized transformation of 
communicative intention into lexical concepts has been termed the preverbal 
message and constitutes the entry point for the stage of formulation. When producing
3
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Figure 1.1. Simplified illustration of the speech production model proposed by 
Levelt, Roelofs, & Meyer (1999). Processing steps are printed in bold lettering. 
The respective levels of representation are printed in italics.
simple one-word utterances during an object naming task (the task used in the 
experiments reported later), the stage of conceptualization constitutes the access to 
an appropriate lexical concept corresponding to the visual information extracted from 
the picture stimulus.
Formulation. The stage of formulation encompasses the transformation of the 
preverbal message into a linguistic form. Formulation includes the access and 
selection of the lexical knowledge of a speaker, stored in the speaker’s mental 
lexicon. According to Levelt et al. (1999), the stage of formulation includes the 
sequential encoding of syntactical, morphological, phonological and phonetic 
information of the intended utterance. First, the appropriate lexical representations 
(these representations are often termed lemmas and detail syntactic information) 
corresponding to the intended lexical concepts are selected. In the case of multi-word 
utterances, the selected lemmas are furthermore assigned grammatical roles and 
ordered into a meaningful and grammatically correct sequence (for discussions of
4
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grammatical encoding see for example Bock & Levelt, 1994; Ferreira & Slevc, 2007; 
Levelt, 1989; Levelt & Meyer, 2000). In the next step, phonological properties 
(including morphological, metrical and segmental information) corresponding to the 
selected lemmas are accessed and encoded. Finally, the gestural scores necessary 
for articulation are accessed during phonetic encoding and a phonetic plan is 
created.
Articulation. The final stage in the speech production process is the 
transformation of the sequential plan of phonetic scores created during formulation 
into muscle movements of the vocal apparatus, ultimately leading to audible sound.
Monitoring. The purpose of monitoring is to detect and ideally prevent 
erroneous speech production. Thus, monitoring processes serve as a control 
mechanism for the other processes involved in speaking. Obviously speakers are 
able to monitor their overt production by listening to their own speech. However, 
Levelt et al. (1999) also assumed that the speech production system includes the 
ability to monitor "inner” speech. This allows the repair of an erroneously prepared 
utterance before actual articulation (see Postma, 2000, for a discussion of different 
theoretical accounts of monitoring).
Mental representations involved in speech production
Current models of speech production generally share the assumption that 
mental representations involved in preparation of an utterance are represented as a 
network of interconnected nodes (e.g., Bloem & La Heij, 2003; Caramazza, 1997; 
Dell, 1986; Dell, Schwartz, Martin, Saffran, & Gagnon, 1997; Levelt et al., 1999; 
Roelofs, 1992). Access to these representations is usually described as the 
activation of nodes in the network, with the possibility of spreading activation along 
the connections between different nodes (see for example Collins & Loftus, 1975; 
Dell, 1986; Roelofs, 1992).
Levelt et al.’s (1999) model centers around the distinction of three types of 
representations: lexical concepts, lemmas, and word forms (see Figure 1.2 for an 
illustration). Lexical concepts are accessed during conceptual preparation. 
Semantically related lexical concepts (e.g., dog, animal, bone) are thought to be 
connected via direct and indirect links with spreading activation between these links. 
A lexical concept in conjunction with its connections to other lexical concepts
5
L e x ic a l  A c c e s s  in  S p e a k in g
Figure 1.2. Fragment from the speech production network of a 
German speaker (adapted from Roelofs, 1992).
represents the meaning of words stored in the mental lexicon. Levelt et al. (1999) 
assume lexical concepts to be holistic representations, in contrast to the assumption 
of distributed featural representations incorporated in other language production 
models (see e.g., Bierwisch & Schreuder, 1992; Dell et al., 1997; Oppenheim, Dell, & 
Schwartz, 2010). Each lexical concept is connected with one lemma node. Lemmas 
represent the first layer of lexical information stored in the mental lexicon. They serve 
as the connection between semantic and phonological representations and allow 
access to syntactic and diacritic properties of words. Activated lexical concepts 
spread activation to their connected lemma nodes. In addition, there is feedback of 
activation from lemmas to their connected lexical concepts. The second layer of 
lexical information—the word form—specifies the phonological properties of words, 
including morphological, metrical, and segmental information. Importantly, Levelt et 
al. propose that only lemmas selected for articulation spread activation to connected 
word forms. Furthermore they assume no feedback from the word-form level to the 
lemma level.
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Selection-by-activation vs. selection-by-competition
All current models of language production share the assumption that not only 
the target representation but also semantically related representations, the semantic 
cohort, are activated during speech planning. For instance, when the conceptual 
representation for dog is activated, other semantically related concepts like animal, 
poodle, bone or Lassie will also receive activation. This co-activation might be the 
result of spreading activation along direct or indirect connections between holistic 
conceptual representations (e.g., Levelt et al., 1999) or activation of shared semantic 
features of distributed representations (e.g., Oppenheim, Dell, & Schwartz, 2010). 
Additionally, most models further assume that activated concepts also automatically 
spread activation to connected lexical representations (e.g., Dell et al., 1997; Levelt 
et al., 1999; but see Bloem & La Heij, 2003; Bloem, van den Boogard, & La Heij, 
2004). Because of the co-activation of target and non-target representations, the 
language production system is confronted with the task to select which active lexical 
representation should be used for further processing and eventual production. At 
present, there are two opposing views on how this selection problem is solved: 
lexical selection-by-activation (e.g., Finkbeiner & Caramazza, 2006a; Mahon, Costa, 
Peterson, Vargas, & Caramazza, 2007) and lexical selection-by-competition (e.g., 
Abdel Rahman & Melinger, 2009; Bloem & La Heij, 2003; Howard, Nickels, 
Coltheard, & Cole-Virtue, 2006; Levelt, et al., 1999; Roelofs, 1992; Starreveld & La 
Heij, 1996). Both accounts share the assumption, that the selection of the target 
representation is a function of its own activation. That is, the higher the activation of 
the target representation the faster or easier the selection will be. Both accounts 
differ, however, with regard to the relevance of non-target activation for the selection 
process. Selection-by-activation accounts propose that a target representation is 
selected when a certain activation threshold is exceeded irrespective of non-target 
activation. In contrast, selection-by-competition accounts propose that target 
selection is hindered by non-target activation, either because target selection is 
based on the level of target activation relative to the activation level of non-target 
representations (e.g., Roelofs, 1992), or as the result of inhibitory links between 
semantically related representations (e.g., Howard et al., 2006). Critically, selection- 
by-activation accounts predict that an increase in non-target activation should have 
no effect (or might even facilitate selection because of the resulting increase in
7
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spreading activation to the target), whereas selection-by-competition accounts 
predict that an increase in activation of non-target representations (relative to target 
activation) should lead to slower target selection.
Evidence in support of lexical selection-by-competition
The issue of competitive vs. non-competitive lexical selection during speech 
planning has been extensively investigated in the past with behavioral experiments 
set up to manipulate the activation levels of target and non-target representations 
during speech planning, most notably with the picture-word interference paradigm. In 
this paradigm participants are asked to name pictured objects while ignoring (visual 
or auditory) distractor words presented in close temporal proximity to the pictures. 
Representations involved in word comprehension and production are thought to be 
connected or partially overlapping (e.g., Bloem et al., 2004; Levelt et al., 1999). Thus, 
automatic processing of distractor words can influence the activation of 
representations in the production network. One essential observation of picture-word 
interference studies is the semantic interference effect: naming an object (e.g., dog) 
takes longer if the distractor word is semantic-categorically related to the target (e.g., 
rat), compared to distractor words with no relation to the target (e.g., pen; La Heij, 
1988; Lupker, 1979; Rosinski, 1977). According to selection-by-competition 
accounts, this semantic interference effect arises because the lexical representation 
of the related distractor receives activation from two sources: (a) the processing of 
the distractor word and (b) the spread of activation from the target. In contrast the 
lexical representation of an unrelated distractor receives activation only from the 
distractor word itself. Consequently, the activation of related distractor words is 
greater than the activation of unrelated distractor words which delays lexical selection 
in the related condition.1
1
It is important to note, that semantic interference effects on the basis of relative activation of 
target and competitor can only occur if the competitor receives more activation from the target than the 
target from the competitor. This is the case, because activation originating at the task-relevant target 
picture is likely to be higher than activation of the task-irrelevant distractor word. In addition, spreading 
activation from the target concept to the competitor word has been argued to be more direct than
8
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Another finding often interpreted as support for selection-by-competition 
accounts is the semantic interference effect in the cyclic-blocking paradigm. In this 
paradigm the participant’s task is to name successively presented objects which are 
either presented in semantically homogeneous (e.g., dog, horse, rat, lion) or 
heterogeneous blocks (e.g., dog, flower, house, car). Average naming latencies have 
been shown to be higher in homogeneous blocks, compared to heterogeneous 
blocks (e.g., Belke, Meyer, & Damian, 2005; Damian, Vigliocco, & Levelt, 2001; Kroll 
& Stewart, 1994). According to selection-by-competition accounts, this effect arises 
because the repeated access to connected representations accumulates activation in 
their semantic cohort (resulting in increased activation of non-target representations), 
whereas in heterogeneous blocks the accumulation of activation is limited (cf. Belke 
et al., 2005; Damian et al., 2001). A similar effect has been shown when objects 
belonging to the same semantic category are not named on consecutive trials but are 
presented interspersed with objects belonging to other categories. Naming latencies 
of objects from the same category have been shown to increase linearly with each 
previously named object from the same category (Brown, 1981; Howard et al., 2006; 
Navarrete, Mahon, & Caramazza, 2010), irrespective of the number of trials between 
objects from the same category (Howard et al., 2006). Howard et al. argued that an 
explanation of this cumulative semantic interference effect necessarily needs to 
include some form of competitive lexical selection. However, recently Oppenheim et 
al. (2010) suggested that the cumulative semantic interference effect, as well as the 
semantic interference effect in the cyclic blocking paradigm can be accounted for by 
an incremental learning mechanism without postulating competition among lexical 
representations (see also Navarrete et al., 2010).
Evidence against selection-by-competition
Recently, selection-by-competition accounts have been criticized on the basis 
of several findings which are not easily reconcilable with the notion of competitive 
lexical selection (e.g., Finkbeiner & Caramazza, 2006a, 2006b; Mahon et al., 2007).
spreading activation from the competitor word to the target word (if there are no direct links between 
semantically related lexical representations, e.g., Roelofs, 1992; Bloem et al., 2004).
9
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One of these findings is the distractor frequency effect, that is, the observation 
that low frequency distractor words interfere more with picture naming than high 
frequency distractor words (Dhooge & Hartsuiker, 2010; Miozzo & Caramazza, 
2003). This finding is problematic for selection-by-competition accounts because low- 
frequency words have been argued to have generally lower (resting) activation levels 
than high-frequency words (cf. McClelland & Rumelhart, 1981; Miozzo & Caramazza, 
2003). Thus, high-frequency words could generally be expected to be stronger 
competitors than low-frequency words according to selection-by-competition 
accounts (but see Roelofs, Piai, & Schriefers, 2011).
However, the major argument against lexical selection-by-competition has 
been the observation that a semantic relation between distractor word and target 
picture in the picture-word interference task does not always lead to interference 
(e.g., Finkbeiner & Caramazza, 2006a; Mahon et al., 2007). Instead, facilitation 
effects (i.e., faster responses with related compared to unrelated distractors) have 
been observed in a number of studies. This includes studies testing for effects of 
associative relations between distractor and target name (e.g., dog -  bone; e.g., 
Abdel Rahman & Melinger, 2007; Alario, Segui, & Ferrand, 2000; La Heij, Dirkx, & 
Kramer, 1990), as well as part-whole relations (e.g., car -  bumper; e.g., Costa, 
Alario, & Caramazza, 2005), and hierarchical relations (e.g., flower -  rose; e.g., 
Costa, Mahon, Savova, & Caramazza, 2003; Vitkovitch & Tyrell, 1999; but see also 
Hantsch, Jescheniak, & Schriefers, 2005, 2009; Kuipers & La Heij, & Costa, 2006). 
Another observation of semantic facilitation was made when semantically related 
verb distractors instead of noun distractors were used in an object naming task 
(Mahon et al. 2007).2 In addition, category-coordinate distractor words, which 
normally induce interference effects, have been shown to induce facilitation if these 
words are presented as masked primes shortly before picture presentation (Dhooge 
& Hartsuiker, 2010; Finkbeiner & Caramazza, 2006a).
2
Another finding by Mahon et al. (2007) cited as problematic for lexical competition accounts 
has been the observation of an “inversed” semantic distance effect. However, the results of two other 
studies contradict this finding, suggesting that closely related distractors interfere more with picture 
naming than distantly related distractors, which is in line with selection-by-competition accounts (Lee & 
de Zubicaray, 2010; Vigliocco, Vinson, Lewis, & Garrett, 2004).
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Because of these observations, it has been proposed that semantic facilitation 
effects, not semantic interference effects, should “hold priority in grounding 
inferences about the dynamical properties of lexical selection” (Mahon et al., 2007, p. 
528) and consequently lexical selection-by-activation accounts should be preferred 
over selection-by-competition accounts (cf. Mahon et al., 2007, Finkbeiner & 
Caramazza, 2006a).
Response Exclusion Hypothesis
Semantic facilitation effects are the natural consequence of the selection-by- 
activation account. Nonetheless, there is ample evidence that activation of 
semantically related non-target representations can also lead to semantic 
interference. Thus, rejecting the idea of competitive lexical selection on the basis of 
semantic facilitation effects still necessitates an alternative explanation of semantic 
interference effects, in particular those in the picture-word interference paradigm.
The response exclusion hypothesis introduced by Finkbeiner and Caramazza 
(2006a; 2006b; see also Janssen, Schirm, Mahon, & Caramazza, 2008; Mahon et al, 
2007) provides such an alternative explanation. Finkbeiner and Caramazza proposed 
that semantic interference effects in the picture-word interference paradigm do not 
reflect lexical processes, but are rather an artifact of the experimental procedure. 
They argued that naming responses need to be assembled in a post-lexical output 
buffer prior to articulation. Importantly, visually or auditory processed words (in 
contrast to picture names) are thought to have privileged access to this buffer. 
Therefore, in a picture-word interference task the distractor word will fill the buffer 
before the picture naming response can enter. Since the distractor word is not part of 
the intended utterance, it has to be excluded before the picture naming response can 
be finalized. The time needed for exclusion of (distractor) words from this buffer is 
thought to be influenced by semantic factors (i.e., the relevance of the distractor word 
for the task at hand, cf. Mahon et al., 2007). Therefore, semantic interference effects 
in picture-word interference studies emerge, because removal of semantically related 
(task-relevant) distractor words from the buffer is more time-consuming than removal 
of unrelated distractor words. Whether semantic interference or semantic facilitation 
effects are observed depends on the interplay of facilitated lexical selection (due to 
spreading activation) and interference in the post-lexical buffer (due to task-
11
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relevance). Mahon et al. argue that the full range of semantic interference and 
facilitation effects reported in the literature can be accounted for by differences in 
task-relevance of the different distractor types (e.g., category-coordinate distractors 
are thought to be more task-relevant than associative distractors in standard naming 
tasks). In addition to the explanation of semantic facilitation and interference effects, 
the response exclusion hypothesis has been argued to be able to account for the 
reversal of semantic interference into semantic facilitation due to visually masking 
distractor words, as well as the distractor frequency effect (see Finkbeiner & 
Caramazza, 2006a, 2006b for discussions).
Focus of the study presented in Chapter 2
Possibly the most critical assumption of the response-exclusion-hypothesis is 
that semantic interference effects (in the picture-word interference paradigm) are 
thought to arise after lexical processing is finished. Empirical support for this 
assumption was provided in a study by Janssen et al (2008). These authors used a 
novel variant of the picture-word interference paradigm, in which participants either 
named the picture or read the word depending on the color of the word. In their 
critical condition Janssen et al. presented the pictures one second before they 
presented the distractor word. Thus, participants had time to prepare the picture 
naming response without possible interference from the distractor word. Janssen et 
al. observed a semantic interference effect in this condition, and argued this 
observation to reflect that the semantic interference effect in picture-word 
interference experiments arises after lexical processing of the picture name is 
completed. However, this conclusion rests on the assumption that the change in 
experimental procedure compared to the standard picture-word interference task 
(introducing a reading task and using the distractor words as the task relevant cue) 
does not affect the processes underlying semantic interference effects in the picture- 
word interference paradigm.
The experiments presented in Chapter 2 aimed at validating this claim by 
comparing semantic effects observable in Janssen et al.’s task version with those 
observed in the standard picture-word interference paradigm. In addition, the 
experiments served as a test of the reliability of Janssen et al.’s observation of 
delayed semantic interference effects.
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Discrete-serial vs. cascading activation flow
It is an established view in language production research that semantic, 
syntactic, and phonological properties of words are distinctly represented in the 
language production network (e.g., Caramazza, 1997; Dell & O’Seaghda, 1992; 
Garrett, 1980a; Levelt et al., 1999; Roelofs, 1992). This distinction is supported by a 
vast number of empirical findings, for instance, by the differential characteristics of 
naturally occurring speech errors (e.g., Fromkin, 1971; Garrett, 1980a, 1980b), and 
selective impairments of access to semantic-syntactic and phonological properties of 
words in brain-damaged speakers (e.g., Badecker, Miozzo, & Zanuttini, 1995; 
Vigliocco, Vinson, Martin, & Garrett, 1999) or healthy speakers experiencing the tip- 
of-tongue (TOT) state (e.g., Brown, & McNeil, 1966; Vigliocco, Antonini, & Garrett, 
1997). However, there is an ongoing debate about the temporal and functional 
relations of the lexical processing steps operating over these representations. As was 
described above, there is a consensus that speech production is constituted by 
several processing steps including conceptual preparation, grammatical encoding 
and phonological encoding. In addition, there is widespread agreement that at least 
during conceptualization not only representations of words which are intended for 
production, but also representations of semantically related words become activated. 
However, different assumptions have been made under which conditions activation 
also spreads to phonological representations. In discrete-serial models of lexical 
access (e.g., Garrett, 1980a; Levelt et al., 1991, 1999) phonological representations 
are only activated after their corresponding semantic-syntactic representations have 
been selected. Thus, when naming an object, semantically related representations 
will become activated at the conceptual and the lemma level, but not at the 
phonological level (see Figure 1.3, panel A). In contrast, models of lexical access 
incorporating cascading activation propose that each activated semantic-syntactic 
representation also spreads activation to corresponding phonological representations 
(e.g., Dell, 1986; Dell & O’Seaghda, 1992; Peterson & Savoy, 1998; Rapp & 
Goldrick, 2000). Therefore, according to cascading models of lexical access, co­
activation of semantically related words at the semantic-syntactic level will also lead 
to co-activation of the corresponding words at the phonological level (see Figure 1.3, 
panel B).
13
L e x ic a l  A c c e s s  in  S p e a k in g
Figure 1.3. Schematic of the activation flow in the conceptual-lexical network 
according to discrete-serial (A) and cascading language production models (B). 
Grey backgrounds depict activated representations. Bold outlines depict lemmas 
which are selected for production. Solid arrows represent forward-spreading of 
activation, dotted arrows represent potential feedback of activation.
Evidence for limited cascading activation
One argument in favor of cascading activation is the mixed error effect 
observed in naturally occurring speech errors. Analyses of word substitution errors 
revealed that these words are more likely to be semantically and phonologically 
related to the actual target word (e.g., rat instead of cat) than is to be expected on the 
basis of probabilities for purely semantic (e.g., dog instead of cat) and purely 
phonological errors alone (e.g., hat instead of cat; e.g., Dell & Reich, 1981; Harley, 
1984; Martin, Gagnon, Schwartz, Dell, & Saffran, 1996; Rapp & Goldrick, 2000). This 
effect is readily explained by cascading activation, because in this case semantically 
and phonologically related non-target words are assumed to be stronger activated 
than purely semantically or purely phonologically related non-target words, which 
makes the former more likely to be erroneously selected. In contrast, discrete-serial 
models cannot account for the mixed error effect on the basis of the word’s activation 
levels. However, it has been argued that the mixed error effect is reconcilable with 
discrete-serial models because it might be the result of internal monitoring
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processes. One function of monitoring is to prevent errors by checking the prepared 
utterance for compliance with the intended utterance. Thus, it is plausible to assume 
that errors are more likely to remain undetected by monitor processes if they are 
semantically and phonologically similar to the intended word, compared to errors 
which are only semantically or only phonologically similar (cf. Baars, Motley, & 
MacKay, 1975; Levelt et al., 1999).
A more direct test of cascading activation was provided by behavioral studies 
investigating phonological activation of words semantically related to the target. As 
noted above, the notion of cascading activation implies that activation will not only 
spread from the target to semantically related representations but consequently also 
to phonological representations connected with them. In a study by Levelt et al. 
(1991) the participant’s primary task was to name pictured objects, but on some trials 
preparation of the picture name was disrupted by the presentation of an auditory 
probe word. For these probe words participants performed a lexical decision task. 
Levelt et al. observed prolonged lexical decision latencies for words with a semantic 
relation (e.g., target picture: sheep, probe word: goat) as well as words with a 
phonological relation to the target picture (e.g., probe word: sheet) suggesting that 
the lexical decision task was influenced by the preparation of the picture naming 
response. Most critically, however, the authors observed no effect for probe words 
phonologically related to semantic category coordinates of the picture name (e.g., 
probe word: goal). Levelt et al. concluded that semantically activated non-target 
representations did not spread activation to their phonological representations. The 
absence of phonological activation mediated by co-activation at the semantic- 
syntactic level has since been confirmed in a number of studies (e.g., Jescheniak, 
Hahne, Hoffmann, & Wagner, 2006; Jescheniak, Hahne, & Schriefers, 2003; 
Peterson & Savoy, 1998). However, proponents of cascading activation models 
argued that cascading activation from the target to phonological representations of 
semantically related words should be expected to be relatively weak and, on account 
of this, possibly hardly detectable in chronometric naming tasks (cf., Dell & 
O’Seaghdha, 1991; O’Seaghdha & Marin, 1997). In line with this reasoning, other 
studies found evidence for semantically mediated phonological activation when 
exceptionally strong semantic relations were tested. In these studies phonological co­
activation of non-target words has been observed for synonymous words (e.g., couch 
-  sofa; Jescheniak & Schriefers, 1998, Peterson & Savoy, 1998) and naming
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alternatives (e.g., rose -  flower; Jescheniak, Hantsch, & Schriefers, 2005; see also 
Costa, Caramazza, & Sebastian-Galles, 2000). In addition, recent studies reported 
mediated phonological activation for semantic-coordinate relations, when the 
experimental procedure was adapted to boost mediated phonological priming effects 
(Abdel Rahman & Melinger, 2008; Oppermann, Jescheniak, Schriefers, & Gorges, 
2010, see also Jescheniak et al., 2006).
In summary, there is ample evidence that some cascading activation from 
semantic-syntactic to phonological representations exists in the language production 
system. However, the amount of cascading activation appears to be limited (for a 
discussion of upper and lower boundaries of cascading activation, see Goldrick, 
2006).
Phonological activation of not-to-be-named objects
The studies discussed in the last paragraph concentrated on cascading 
activation as a direct consequence of preparing an utterance, that is, indirect 
spreading of activation from the target to other representations. In contrast, several 
recent studies focused on cascading activation between semantic and phonological 
representations without a direct relation to target processing. For instance, Morsella 
and Miozzo (2002) used a picture-picture interference paradigm and presented 
participants with pairs of superimposed objects, one of which (indicated by color) was 
to be named. Critically, the not-to-be-named objects (henceforth context objects) had 
either phonologically related names (e.g., target object: bed, context object: bell) or 
unrelated names (e.g., target object: bed, context object: hat). Morsella and Miozzo 
observed faster responses for phonologically related context objects. This suggests 
that the context object’s phonological properties were available during preparation of 
the target object’s name. Similar observations have been made in several other 
studies testing for phonological processing of context objects in naming tasks (e.g., 
Colomé & Miozzo, 2010; Meyer & Damian, 2007; Navarrete & Costa, 2005; Roelofs, 
2008b; see also Humphreys, Boyd, & Watter, 2010) and color-naming tasks (Dumay 
& Damian, 2011; Kuipers & La Heij, 2009; Navarrete & Costa, 2005). The 
observation that visual processing of context objects might be sufficient to trigger 
phonological activation of these object’s names provides strong support for the notion 
of automatic cascading activation from semantic to phonological representations.
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Interestingly, however, a number of other studies observed no trace of 
automatic phonological activation of context objects. For instance, Bloem and 
colleagues (2003, 2004; see also Navarrete & Costa, 2009) found no differential 
effect of phonologically related context objects presented in the context of a word 
translation task. Furthermore, studies using a variant of the picture-word interference 
paradigm also found no phonological activation of context objects if there was no 
conceptual relation between target and context objects (Oppermann et al., 2008, 
2010). Additionally, even in studies using a similar experimental procedure as 
Morsella and Miozzo’s study, phonological activation of context objects was not 
consistently observed (e.g., Jescheniak et al., 2009).
Focus of the study presented in Chapter 3
Overall, there is convincing evidence by now that an object’s name might 
become phonologically activated even when the object is not intended to be named. 
This provides a compelling argument for cascading activation. However, similar to the 
mediated phonological priming effects discussed earlier, the absence of phonological 
context effects in several studies suggests that cascading activation for not-to-be- 
named objects might be limited or modulated by additional factors. In order to further 
evaluate the functional significance of cascading activation in the language 
production system, a better understanding of these modulating factors appears 
necessary. The experiments presented in Chapter 3 investigated the role of one 
potentially modulating factor: the (perceptual) processing demands of target and 
context objects.
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Is There Semantic Interference in Delayed Naming?
Chapter 2
(A slightly adapted version of this chapter has been published as ‘Mädebach A., Oppermann, F., 
Hantsch, A., Curda C., & Jescheniak, J. D. (2011). Is there semantic interference in delayed naming?. 
Journal of Experimental Psychology: Learning, Memory, and Cognition, 37, 522-538.’)
Abstract
The semantic interference effect in the picture-word interference task is 
interpreted as an index of lexical competition in prominent speech production models. 
Janssen, Schirm, Mahon, & Caramazza (2008) challenged this interpretation based 
on experiments with a novel version of this task, which introduced a task-switching 
component. Participants either named the picture or read the word, depending on the 
word’s color. Janssen et al. reported semantic interference in picture naming, 
regardless of whether the word appeared simultaneously with the picture (immediate 
naming), or 1,000 ms after the picture (delayed naming). Because picture name 
retrieval is completed in less than 1,000 ms, the finding in delayed naming was taken 
as evidence against the lexical competition account. In three sets of experiments 
conducted in German and English we tested for semantic effects in Janssen et al.’s 
task-switching version and in the standard picture-word interference task. Using 
identical materials, we obtained sizeable interference effects in the standard task 
(Experiments 2.2, 2.4, and 2.6) but no effects in the task-switching version 
(Experiments 2.1, 2.3, and 2.5). When the word reading trials of the task-switching 
version were replaced with no-go trials (Experiment 2.7), semantic interference 
reemerged in immediate naming but was still absent in delayed naming. The 
experiments question the reliability of Janssen et al.’s critical finding and suggest that 
theoretical inferences about the origin of semantic effects in the standard picture- 
word interference task based on results from the task-switching version used by 
Janssen et al. are difficult to draw.
19
L e x ic a l  A c c e s s  in  S p e a k in g
Introduction
In the picture-word-interference task, participants name a picture while 
ignoring a distractor word presented in close temporal proximity. A classical 
observation is the semantic interference effect. If picture and distractor word are 
semantic-categorically related (e.g., horse-donkey), the response is delayed when 
compared to unrelated picture-word pairs (horse-flower, cf. Glaser & Düngelhoff, 
1984; Jescheniak, Schriefers, & Hantsch, 2003; La Heij, 1988; Lupker, 1979; 
Rosinski, 1977; Schriefers, Meyer, & Levelt, 1990). This effect has been taken to 
reflect competition during lexical selection in prominent language production models 
(e.g., Levelt, Roelofs, & Meyer, 1999; Roelofs, 1992; Starreveld & La Heij, 1995, 
1996).
The selection-by-competition account holds that, when preparing an utterance 
(horse), lexical representations of semantically related concepts (donkey, cow, etc.) 
also become activated. Consequently, the target needs to be selected from the set of 
activated candidates. This process is assumed to be competitive, based on the 
candidates’ activation levels. The semantic interference effect arises because a 
related distractor (donkey) further increases the activation of a competitor already 
activated by the picture, while an unrelated distractor (flower) activates an otherwise 
inactive representation. Thus, a related distractor reduces the difference in activation 
between target and competitor, rendering target selection more difficult.
Recently, Caramazza and colleagues proposed an alternative interpretation of 
the semantic interference effect (see Finkbeiner & Caramazza, 2006a; Mahon, 
Costa, Peterson, Vargas, & Caramazza, 2007; Janssen, Schirm, Mahon, & 
Caramazza, 2008). On their response exclusion account, there is also co-activation 
of lexical representations, which are related to the target, but no competition amongst 
them. Instead, the semantic effect is thought to arise after lexical processing is 
completed, in an articulatory output buffer. Words are assumed to have privileged 
access to this buffer (as compared to picture names) and the output buffer is 
assumed to be able to hold only one production-ready utterance at a time. Therefore, 
when a picture and a word are presented simultaneously (as in picture-word 
interference experiments), the word fills the output buffer and needs to be excluded
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before the picture name can enter it. Critically, the decision process responsible for 
excluding elements from the buffer is assumed to have semantically interpreted 
information at its disposal, such that semantically related words are excluded more 
slowly than unrelated words, leading to semantic interference.
Important evidence in favor of this view comes from Janssen et al. (2008). 
These authors used a novel task-switching version of the picture-word interference 
paradigm. Participants saw picture-word pairs, but other than in the standard version, 
they either named the picture or read the word, depending on the color of the word. 
Janssen et al. contrasted semantically related with unrelated words and, additionally, 
varied the frequency of the picture names. Also, there was one condition, in which 
picture and word appeared simultaneously (immediate naming, Stimulus Onset 
Asynchrony [SOA] 0 ms), and another condition, in which the picture preceded the 
word by 1,000 ms (delayed naming, SOA 1,000 ms). Semantic interference was 
observed in immediate as well as in delayed naming. Janssen et al. argued that the 
effect in delayed naming is in conflict with the selection-by-competition account. 
Because there was ample time to retrieve the picture name before the word 
appeared, the word should not have influenced lexical processing and thus the 
obtained semantic effect can not reflect lexical competition. The effects of the 
frequency manipulation indicated that participants indeed had sufficient time to 
prepare their response in delayed naming. In immediate naming, there was a reliable 
frequency effect, which is assumed to reflect lexical processes (e.g. Jescheniak & 
Levelt, 1994; Oldfield & Wingfield, 1965). This effect vanished in delayed naming. 
This pattern was obtained with speakers of English (Experiment 1) and also with 
speakers of French (Experiment 2). The authors concluded, that their data "remove 
the empirical support from the picture-word interference paradigm for the hypothesis 
of lexical selection by competition“ (p. 254).
This theoretical inference crucially depends on the assumption that semantic 
interference effects in the standard version of the picture-word interference paradigm 
and in the task-switching version used by Janssen et al. reflect one and the same 
cognitive process. This core assumption, however, need not be correct. In the task­
switching version participants need to switch between picture naming and word 
reading, whereas in the standard version they perform picture naming constantly. 
Obviously, this task-switching component makes the former task more demanding 
than the latter, in that it introduces additional processes (as also manifested in the
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latency shifts in the experiments reported later). For example, in the task-switching 
version the distractors are generally more relevant than in the standard picture-word 
interference task, because (a) they represent actual targets on part of the trials (i.e., 
in the 50% word naming trials) and (b) their color informs participants about the task 
to be performed on a given trial. The increased relevance of the words in such a 
situation, then, could well result in qualitatively different processing of the distractors 
as compared to the standard picture-word interference task. Possibly the inclusion of 
the reading task promotes the translation of word stimuli into production-ready 
responses, thereby strengthening the impact of a post-lexical (response exclusion) 
mechanism not relevant in the standard task. Also, the task-switching component 
introduces some additional control processes, responsible for the identification of the 
target modality and the selection of one out of two alternative task sets on each trial. 
In the light of these considerations, it is far from clear whether or not these additional 
processes interact with the processes involved in the standard, no-switch task. 
Perhaps participants need to re-access the lexical representations of the picture 
name after the task decision process is completed in some kind of monitoring 
process (e.g., Dhooge & Hartsuiker, 2010), giving rise to the late semantic effect, 
even though the response has already been prepared and the target word need not 
undergo full phonological encoding anew (accounting for the lack of the frequency 
effect).
In any case, the obvious procedural differences between tasks, in particular 
the task-switching nature of the version used by Janssen et al., should make one 
cautious when drawing strong inferences from results obtained with the one task with 
respect to the interpretation of results obtained with the other task as long as it is not 
clear whether the semantic effects observable in both paradigms are indeed 
functionally comparable. One way to evaluate the comparability seems to be to 
contrast semantic effects with identical materials in both versions of the paradigm. 
The demonstration of comparable semantic effects across tasks would remove part 
of the aforementioned scepticism and thereby strengthen the inference drawn by 
Janssen et al. Albeit the demonstration of differently-sized effects would not 
necessarily reflect functionally different sources of these effects, it would provide 
initial evidence whether the additional processes involved in the task-switching 
paradigm interact with the processes causing semantic interference effects.
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In this article, we report three sets of experiments, each set contrasting 
semantic effects observed with identical experimental materials in the standard 
version and in the task-switching version of the picture-word-interference paradigm. 
We focused on the critical delayed naming condition and tested this condition in all 
task-switching experiments, whereas the (theoretically less informative) immediate 
naming condition was tested only in two experiments. The first set of experiments 
(Experiments 2.1 and 2.2) was conducted in German. Experiment 2.1 tested for 
semantic effects in the task-switching paradigm at SOA 1,000 ms (i.e., delayed 
naming), whereas Experiment 2.2 tested the same materials in the standard picture- 
word interference paradigm at SOA 0 ms. The second set of experiments 
(Experiments 2.3 and 2.4) was also conducted in German and tested another set of 
experimental materials with an independent sample of participants using the same 
task versions as Experiments 2.1 and 2.2. In contrast to Experiments 2.1 and 2.2, 
however, a frequency manipulation was included and two different instruction 
alternatives for the delayed naming task were used. A third set of experiments 
(Experiments 2.5 -  2.7) was performed with native speakers of English. In these 
experiments the materials from Experiment 1 by Janssen et al. were used. 
Experiment 2.5 aimed at replicating the semantic effects reported by Janssen et al. in 
both the immediate (SOA 0 ms) and the delayed naming condition (SOA 1,000 ms) 
of their task. Experiment 2.6, tested the materials in the standard picture-word 
interference paradigm. Experiment 2.7, finally, tested for semantic interference 
effects in a go/no-go version of the task used by Janssen et al. in which the reading 
trials were replaced with no-go trials. In this experiment, again immediate naming 
(SOA 0 ms) and delayed naming (SOA 1,000 ms) were tested.
Experiment 2.1
Experiment 2.1 was a replication of the delayed naming condition in the task­
switching version of the picture-word interference paradigm as reported in Janssen et 
al (2008).
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Method
Participants. Thirty-two native speakers of German participated (mean age = 
22 years, range = 18 -  29 years, SD = 3 years). In this and all other experiments 
conducted in German (Experiments 2.1 -  2.4), most participants were students at the 
University of Leipzig and received either course credit or were paid 6 € in exchange 
for participation. All participants had normal or corrected-to-normal vision. No 
participant took part in more than one experiment reported in this chapter.
Materials. We selected twenty-four line drawings to serve as target pictures. 
For each picture, we selected a semantically related distractor word (i.e., a semantic 
category coordinate). Unrelated picture-word pairs were constructed by recombining 
pictures and words (see Appendix 2-A). The same picture-word pairs were used in 
the naming and in the reading task.
Pictures were sized to fit a 10 x 10 cm square and presented with black 
outlines on a light-grey background. Words were shown superimposed on the 
pictures either in black color, indicating a naming trial, or in dark blue color (RGB: 0 0 
128), indicating a reading trial. These colors correspond to those used by Janssen et 
al. in their Experiment 2, which had yielded a larger semantic effect than their 
Experiment 1, in which the words had been presented in blue or red, respectively. To 
control for possible differences in visual masking by related and unrelated distractors, 
distractors were presented embedded in a rectangular field with the same color as 
the background. The rectangle’s size varied between pictures but was identical in the 
related and unrelated condition for a given picture.3 Eight additional pictures and 
words were selected for the construction of practice trials.
Design. There were two factors: task (picture naming vs. word reading) and 
relatedness (semantically related vs. unrelated). Experimental lists were created 
according to the following criteria: the sequence of the task and relatedness
3
Janssen et al. did not report a control for visual masking in their experiments. However, an 
inspection of the original experimental files of Janssen et al, which where kindly provided to us by 
Niels Janssen, revealed that these authors also presented the words embedded in a rectangle (of 
constant size for all pictures), therefore controlling visual masking in a similar way as in the 
experiments presented here.
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conditions for a given item was counterbalanced in four parallel lists with the use of a 
sequentially balanced Latin square design. For each of these parallel lists eight 
(pseudo-) randomizations were created, resulting in 32 experimental lists overall. 
Randomizations were restricted by the following criteria: (a) the semantic category of 
pictures and words was not repeated on consecutive trials, (b) the phonological onset 
of pictures and words was not repeated on consecutive trials, and (c) the same 
condition was repeated on a maximum of three consecutive trials.
Apparatus. Stimulus presentation and data collection were controlled by the 
NESU program (MPI for Psycholinguistics, Nijmegen). Visual stimuli appeared on a 
19” EIZO S1910 TFT monitor (Eizo Nanao Corporation, Ishikawa, Japan). 
Responses were recorded by a Sennheiser ME64 (Sennheiser Electronics, Old 
Lyme, CT) microphone and response latencies were measured by a voice key.
Procedure. Initially, participants were familiarized with all pictures and their 
names. In the first block on each trial a fixation point appeared for 700 ms and was 
replaced with the picture for 2 sec. After 1 sec, its name additionally appeared 
beneath the picture and cued the participant to read it aloud. In a second 
familiarization block, participants named each picture once without the name 
appearing below it. After familiarization the experiment continued with the delayed 
naming task. Participants were instructed to name pictures or to read words, 
depending on the word’s color. A word printed in black indicated them to name the 
picture and a word printed in blue to read the word aloud. Two blocks of 16 practice 
trials each (composed of practice items) preceded the experimental block. The 
experimental block started with four warm-up trials composed of practice items.
Practice and experimental trials started with the presentation of a fixation 
cross, which was replaced with the picture after 700 ms. The picture was presented 
for 1,000 ms, before the word appeared. After another 500 ms, picture and word 
disappeared simultaneously. Participants were instructed to prepare the picture 
naming response but to delay its execution until the word appeared. Response 
latencies were measured from word onset to speech onset.
Results and Discussion
As in Janssen et al. (2008), data analyses were restricted to picture naming 
trials and the following responses were discarded from the reaction time analyses:
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(a) naming errors, (b) verbal disfluencies (stuttering, utterance repairs, production of 
nonverbal sounds), (c) recording failures, (d) RTs below 300 or above 3,000 ms. 
Errors of type (a) and type (b) were included in the analysis of error rates. RTs 
deviating from a participant’s and an item’s mean by more than 3 SD (calculated 
separately for each condition) were replaced by the respective cut-off value.
Naming latencies did not differ between the related condition (M = 642 ms, SE 
= 28 ms) and the unrelated condition (M = 638 ms, SE = 28 ms), Fs < 1. There was 
also no relatedness effect in the analysis of error rates (related condition: M = 3.4%, 
SE = 0.7%; unrelated condition: M = 5.1%, SE = 0.9%, Ft(1, 31) = 2.84, p = .10, MSE 
= 0.93; F2(1, 23) = 2.13, p = .16, MSE = 1.65.
In conclusion, in Experiment 2.1 we did not observe semantic interference in a 
delayed naming task similar to the one employed by Janssen et al. This observation 
is in contrast to Janssen et al.’s study and the predictions of the response exclusion 
hypothesis.
Experiment 2.2
In order to test whether the absence of a semantic effect in Experiment 2.1 
was due to insufficient sensitivity of the experimental materials, Experiment 2.2 
tested the same materials in the standard picture-word interference task. If, for 
whatever reason, the materials used in Experiment 2.1 are not sensitive to the 
semantic manipulation, we should again find no semantic effect.
Method
Participants. Sixteen native speakers of German participated (mean age = 24 
years, range = 19 -  28 years, SD = 3 years).
Materials. The same materials as in Experiment 2.1 were used, except that 
words were always presented in black color.
Design. Related and unrelated trials were presented intermixed. The 
sequence of the related and unrelated condition for a given item was 
counterbalanced in two parallel lists. For each of the parallel lists eight (pseudo­
randomizations were created, resulting in 16 experimental lists. The randomization 
followed the criteria listed in Experiment 2.1.
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Apparatus & Procedure. Apparatus and procedure were identical to 
Experiment 2.1, with the following exceptions: (a) there was only one practice block 
of 16 trials, (b) participants were instructed to always name the picture, (c) picture 
and word appeared simultaneously (SOA 0 ms) and remained on the screen for 500 
ms.
Results and Discussion
The raw data were treated in the same way as in Experiment 2.1. Averaged 
reaction times and error rates were submitted to an ANOVA with the factor 
relatedness.
Responses were 29 ms slower with semantically related distractors (M = 809 
ms, SE = 30 ms) than with unrelated distractors (M = 780 ms, SE = 24 ms), but in the 
item analysis this effect was significant at a trend level only, F1(1, 15) = 7.10, p < .05, 
MSE = 980.53; F2(1, 23) = 3.05, p = .09, MSE = 3,237.85. More errors were made in 
the related condition (M = 9.1%, SE = 1.5%) than in the unrelated condition (M = 
4.7%, SE = 1.3%), F1(1, 15) = 8.23, p < .05, MSE = 1.10; F2(1, 23) = 9.56, p < .01, 
MSE = 0.63.
Additional cross-experimental analyses including the data from Experiment 2.1 
and 2 confirmed this difference with a significant interaction of relatedness and 
experiment in the analysis of error rates, F1(1, 46) = 11.68, p < .01, MSE = 0.99; F2(1, 
23) = 6.32, p < .05, MSE = 1.48. In the analysis of naming latencies, however, this 
interaction fell short of significance, Fi(1, 46) = 2.35, p = .13, MSE = 1,573.18; F2(1, 
23) = 1.53, p = .23, MSE = 1,980.56. These results provide first evidence that 
materials that are sensitive enough to yield semantic effects in a standard picture- 
word interference task do not necessarily yield comparable effects in delayed naming 
in the task-switching picture-word interference task. However the lack of a robust 
semantic interference effect in the reaction times from Experiment 2.2 demands 
caution in drawing strong conclusions from the absence of a semantic interference 
effect in delayed naming in Experiment 2.1. Therefore we wished to replicate the 
pattern in another set of experiments with new experimental materials.
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Experiment 2.3
Experiment 2.3 used a new set of German materials in order to replicate the 
semantic interference effect in the delayed naming task used by Janssen et al. In 
order to enhance the probability of replicating Janssen et al.’s finding, material 
selection, design and procedure of Experiment 2.3 were more closely adapted to 
Janssen et al.’s experiments (e.g., by including a frequency manipulation). 
Additionally, in order to evaluate the role of strategic effects on behalf of the 
participants, we used two slightly different instructions. Half of the participants were 
explicitly instructed to prepare the picture naming response but to postpone its 
execution until the word appeared (which corresponds closely to Janssen et al.’s 
rationale and had been the instruction used in Experiment 2.1), and the other half of 
participants was instructed to postpone the picture naming response until the word 
appeared. By contrasting the two instructions described above, we wanted to rule out 
that our failure to replicate Janssen et al. in Experiment 2.1 was due to different 
strategies of the participants induced by subtle differences in the instruction.
Method
Participants. Thirty-two native speakers of German participated (mean age = 
21, range = 18 -  27 years, SD = 2 years).
Materials. We selected forty line-drawings of objects, twenty with a high- 
frequency name and twenty with a low-frequency name. High-frequency items had 
an average lemma frequency of 140 occurrences per million words (SD = 113, range: 
46 -  475), and low-frequency names had an average lemma frequency of 3 
occurrences per million words (SD = 2, range: 0 -  8; frequency counts taken from the 
CELEX lexical database; Baayen, Piepenbrock, & van Rijn, 1993). For each picture, 
we selected a semantically related and an unrelated distractor word (see Appendix 2- 
B). Twelve additional pictures and words were selected for the construction of 
practice trials.
Pictures and words were presented as described in Experiment 2.1. The same 
picture-word pairs were used in the naming and in the reading task.
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Design. There were four factors: task (picture naming vs. word reading), 
relatedness (semantically related vs. unrelated), picture name frequency (high vs. 
low), and instruction (prepare response but postpone execution vs. postpone 
response). Task and relatedness were tested within participants and items, 
frequency within participants and between items, and instruction between 
participants and within items. Experimental lists were created similarly to Experiment
2.1. Sequence of task and relatedness conditions for a given item was balanced by 4 
parallel lists in a Latin square design. For each parallel list four (pseudo-) 
randomizations were created following the same criteria as in Experiment 2.1. This 
resulted in 16 experimental lists, each of which was used once under each instruction 
variant.
Apparatus. The same apparatus as in Experiment 2.1 was used.
Procedure. The procedure was similar to Experiment 2.1. The following 
details of the procedure were changed to adapt more closely to Janssen et al.’s 
(2008) study: (a) the second familiarization block was omitted, (b) one practice block 
of 36 trials was presented before the first experimental block, (c) after every 40 
experimental trials was a short pause (with two warm-up items preceding the next 
experimental trial), and (d) participants initiated each trial with a button press. In all 
other regards the procedure was identical to Experiment 2.1.
Participants were either instructed to prepare the picture naming response, but 
to delay its execution until the word appeared (prepare response but postpone 
execution), or to postpone the naming response until the picture appeared (postpone 
response).
Results and Discussion
Analyses were again restricted to picture naming trials. The data were treated 
in the same way as in the previous experiments. Averaged reaction times and error 
rates were submitted to ANOVAs including the factors relatedness, frequency, and 
instruction. Table 2.1 displays the results.
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Naming Latencies (in ms) and Error Rates (in %) from Experiment 2.3
Table 2.1
Condition
Prepare Response but 
Postpone Execution
M %
Postpone Response 
M %
Average 
M %
pictures with high-frequency names
sem-rel 605 1.3 599 1.3 602 1.3
(27) (0.7) (25) (0.6) (18) (0.4)
sem-unrel 617 3.1 597 2.8 607 3.0
(30) (1 .0 ) (27) (1 .1 ) (2 0 ) (0.7)
difference - 1 2 -1.8 2 -1.5 -5 -1.7*/f
(13) (1 .2 ) (13) (1 .1 ) (9) (0.8)
pictures with low-frequency names
sem-rel 597 4.4 602 2 . 2 599 3.3
(2 1 ) (1 .0 ) (29) (0.8) (18) (0.7)
sem-unrel 606 3.4 591 4.4 599 3.9
(2 0 ) (1 .0 ) (26) (1 .2 ) (16) (0.8)
difference -9 1 . 0 1 1 2  2  ns/t 0 -0.6
(8 ) (1.5) (13) (1.4) (8 ) ( 1 .0 )
Note. Standard error of the mean is given in parentheses. sem-rel = semantically related. sem-unrel = 
semantically unrelated. Significance of differences is indicated by superscripts. The first superscript 
indicates the t test by participants. The second superscript indicates the t test by items. ns p > .10, T p < 
.10, * p < .05.
The analysis of naming latencies revealed no effect of semantic relatedness 
(3-ms difference, both Fs < 1), frequency (6-ms difference, both Fs < 1), or 
instruction, F1 < 1; F2(1, 38) = 3.08, p = .09, MSE = 1,265.21. There were no 
significant interactions, all ps >.13. In the analysis of error rates, relatedness 
approached significance, F1(1, 30) = 3.55, p = .07, MSE = 0.50; F2(1, 38) = 4.44, p < 
.05, MSE = 0.32, albeit the direction of this trend was opposite to the one expected, 
(i.e., fewer errors with semantically related distractors than with unrelated 
distractors). Frequency also approached significance, F1(1, 30) = 10.12, p < .01, MSE 
= 0.28; F2(1, 38) = 2.84, p = .10, MSE = 0.79. Further analyses, revealed that this
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latter trend was carried by two low-frequency items with near-synonymous distractors 
("Frosch” [frog] with the distractor "Kröte” [toad] and "Truhe” [chest] with the distractor 
"Kiste” [box], for which the distractors might have induced uncertainty with respect to 
the expected response. After removal of these two items, the frequency trend in the 
error rates was eliminated, both Fs < 1. There was no effect of instruction and there 
were no significant interactions in the analyses of error rates, all ps > .15.
As in Experiment 2.1, there was no semantic interference in the delayed 
naming task, although the experimental procedure and design was similar to Janssen 
et al. Whether or not participants were explicitly instructed to prepare the picture 
naming response as soon as the picture was available had no effect; the absence of 
the frequency effect suggests, that they had prepared the response before the 
distractor appeared in both cases.
Experiment 2.4
Experiment 2.4 tested the same materials as Experiment 2.3, using the 
standard picture-word interference paradigm (SOA 0 ms), to test the sensitivity of 
these materials.
Method
Participants. Sixteen native speakers of German participated (mean age = 23 
years, range = 20 -  28, SD = 2 years).
Materials. The materials were the same as in Experiment 2.3, except that all 
words were presented in black color.
Design. There were two factors: relatedness and picture-name frequency. 
Sixteen experimental lists were constructed in the same way as described in 
Experiment 2.2.
Apparatus & Procedure. Apparatus and procedure were identical to 
Experiment 2.3, with the following exceptions: (a) there was only one practice block 
of 24 trials, (b) participants were instructed to always name the picture, (c) picture 
and word appeared simultaneously and remained on the screen for 500 ms.
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Table 2.2
Naming Latencies (in ms) and Error Rates (in %) from Experiment 2.4
Condition M %
standard task, pictures with high-frequency names
sem-rel 817 3.1
(17) (1 .0 )
sem-unrel 788 4.1
(19) (1.3)
difference 2 9 */** - 1 . 0
(1 0 ) ( 1 .2 )
standard task, pictures with low-frequency names
sem-rel 881 5.0
(16) (1.4)
sem-unrel 825 4.4
(17) (1 .2 )
difference 56***/** 0.6
(13) (1.3)
Note. Standard error of the mean is given in parentheses. sem-rel = semantically related. sem-unrel = 
semantically unrelated. Significance of differences is indicated by superscripts. The first superscript 
indicates the t test by participants. The second superscript indicates the t test by items. * p < .05., ** p 
< .01, *** p < .001
Results and Discussion
The raw data were treated in the same way as in the previous experiments. 
Averaged reaction times and error rates were submitted to ANOVAs including the 
factors relatedness and frequency. Table 2.2 displays the results.
Responses were 43 ms slower with semantically related distractors than with 
unrelated distractors, F1(1, 15) = 17.75, p < .001, MSE = 1,620.84; F2(1, 38) = 19.32, 
p < .001, MSE = 2,001.73. Pictures with high-frequency names were named 51 ms 
faster than pictures with low-frequency names, F1(1, 15) = 31.40, p < .001, MSE = 
1,281.72; F2(1, 38) = 5.22, p < .05, MSE = 10,397.45. There was an interaction of 
relatedness and frequency, which, however, was only significant in the participant 
analysis, F1(1, 15) = 7.02, p < .05, MSE = 432.57; F2(1, 38) = 1.85, p = .18, MSE =
2,001.73. It reflects a trend towards a larger semantic interference effect for the low- 
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frequency targets. Importantly, semantic interference was reliably observed for both 
high and low frequency items, all ps < .02. There were no significant effects in the 
analysis of error rates, all Fs < 1.
The central finding from Experiment 2.4 is the observation of a sizeable 
semantic interference effect (43-ms difference), which is in seeming contrast to the 
absence of such an effect in Experiment 2.3 (3-ms difference in the opposite 
direction). Joint analyses on the data from Experiments 2.3 and 2.4 contrasting the 
semantic effects obtained with the two instruction variants in the delayed naming task 
and in the standard task confirmed this pattern, F1(2, 45) = 9.20, p < .001, MSE = 
1,279.37; F2(2, 76) = 10.03, p < .001, MSE = 1,540.97. Subsequent analyses showed 
that the semantic effect observed in the standard task differed reliably from both the 
semantic effect in the delayed naming task with the instruction "prepare but postpone 
execution”, F1(1, 30) = 19.06; p < .001; MSE = 1,183.27; F2(1, 38) = 15.05, p < .001, 
MSE = 1.969.59, as well as from the semantic effect in the delayed naming task with 
the instruction "postpone response”, F1(1, 30) = 6.76; p < .05; MSE = 1,564.20; F2(1, 
38) = 10.27, p < .01, MSE = 1,332.50.
The results from Experiments 2.3 and 2.4 mirror the results from Experiments
2.1 and 2.2. Janssen et al.'s critical finding of semantic interference in delayed 
naming was not replicated in either Experiment 2.1 or Experiment 2.3. At the same 
time, Experiments 2.2 and 2.4 showed that the materials used were sensitive to 
semantic influences, as testified in significant semantic interference effects observed 
in the standard picture-word interference task. Thus, semantic effects in the delayed 
naming task devised by Janssen et al. evidently do not correspond to semantic 
effects in the standard picture-word interference task. In a next attempt, we tried to 
replicate the original findings from Janssen et al. by adapting our experiments even 
more closely to the original study. For this purpose Experiments 2.5 -  2.7 were 
conducted in English, using the same materials and the same target language as 
Experiment 1 by Janssen et al.
Experiment 2.5
Experiment 2.5 was a replication of Experiment 1 from Janssen et al. (2008). 
Other than in the experiments reported thus far, but in accordance to Janssen et al.,
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we tested both the delayed (SOA 1,000 ms) and the immediate (SOA 0 ms) 
conditions of the task-switching version of the picture-word interference paradigm.
Method
Participants. Thirty-two native speakers of English participated (mean age = 
26 years, range = 18 -  36 years, SD = 4 years). The participants resided in Germany 
at the time of the experiment and were predominantly recruited among exchange and 
graduate students as well as teachers in English schools. All communication in the 
context of the experiment (including recruiting, scheduling, and instructing the 
participants) was done in English. In this and all other experiments conducted in 
English (Experiments 2.5 -  2.7), participants were paid 10 € for their participation.
Materials. The same materials as in Janssen et al. (2008) were used. There 
were forty line-drawings of objects, twenty with a high-frequency name and twenty 
with a low-frequency name with a semantically related word and an unrelated word 
assigned to each picture (see Appendix 2-C). We took the pictures from the same 
source as Janssen et al. (Snodgrass & Vanderwart, 1980), except for five objects 
(acorn, dice, dolphin, rain, rake), for which this database had no entry. In these 
cases, appropriate pictures from our own database were selected. Picture and word 
stimuli were presented as in the previous experiments. Twelve additional pictures 
and words served for the construction of practice trials. The same picture-word pairs 
were used in the naming and in the reading task.
Design. There were four factors: task (naming vs. reading), relatedness 
(semantically related vs. unrelated), picture name frequency (high vs. low), SOA 
(delayed vs. immediate naming). Task, relatedness, and SOA were tested within 
participants and items and frequency was tested within participants and between 
items. In contrast to Janssen et al., SOA was tested within participants, with SOAs 
being blocked and counterbalanced between participant groups. The sequence of 
SOA was used as an additional factor in the analyses. Sixteen experimental lists 
were created as described in Experiment 2.3. Each list was used once in each SOA- 
sequence.
Apparatus. The same apparatus as in the previous experiments was used.
Procedure. The experiment started with a familiarization phase. On each trial, 
a fixation point appeared for 700 ms and was replaced with the picture for 3 sec.
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After 2 sec, its name additionally appeared beneath it and cued the participant to 
read it aloud. Then, the experiment proper started with the practice block (36 trials) 
for either the immediate or the delayed naming task followed by the respective 
experimental block (160 trials). The experiment then continued with the experimental 
block for the second task. After every 40 experimental trials, there was a short pause. 
After each pause, two warm-up trials using practice items preceded the next 40 
experimental trials.
In immediate naming, trials were structured similarly to the standard picture- 
word interference task employed in Experiment 2.2, that is, pictures and words were 
presented simultaneously (SOA = 0 ms) with a duration of 500 ms. In delayed 
naming the trial structure was identical to Experiment 2.1. Participants were 
instructed to prepare the picture naming response but to postpone its execution until 
the word appeared. Response latencies were measured from word onset to speech 
onset. Participants initiated each trial with a button press.
Results and Discussion
Data analyses were again restricted to picture naming trials. The raw data 
were treated as in the previous experiments.4 Averaged reaction times and error 
rates were submitted to ANOVAs, including the factors relatedness, SOA sequence, 
and frequency. Delayed and immediate naming conditions (SOA) were analyzed 
separately. Table 2.3 displays the results.
Immediate naming (SOA 0 ms). Pictures with high-frequency names were 
named faster than pictures with low-frequency names, F1(1, 30) = 31.51, p < .001, 
MSE = 3,665.13; F2(1, 38) = 7.83, p < .01, MSE = 18,919.85. There was a significant 
effect of SOA sequence, with participants being faster, when starting with the 
delayed naming task, F1(1, 30) = 7.10, p < .05, MSE = 58,529.31, F2(1, 38) = 150.48, 
p < .001, MSE = 3,686.39. However, there was no effect of relatedness, F1(1, 30) =
4 During the experiment the picture "airplane” was often named as "plane”. In order to prevent 
unnecessary loss of reaction time data, these responses were not regarded as naming errors and 
included in the analyses reported here. Additional analyses in which the answer "plane” was treated 
as an error, as well as analyses in which the item "airplane” was removed completely yielded the same 
results as the analyses reported here.
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Table 2.3
Naming Latencies (in ms) and Error Rates (in %) from Experiment 2.5
condition
Block 1
M %
Block 2 
M %
Average 
M %
immediate naming, pictures with high-frequency names
sem-rel 961 6 . 6 845 4.7 903 5.6
(32) (2 .1 ) (33) (1 .1 ) (25) (1 .2 )
sem-unrel 958 5.3 831 6 . 6 895 5.9
(32) (1 .1 ) (23) (1.4) (23) (0.9)
difference 3 1.3 14 -1.9 8 -0.3
(18) (2.3) (17) (1 .8 ) (1 2 ) (1.4)
immediate naming, pictures with low-frequency names
sem-rel 1018 6.9 914 5.6 966 6.3
(34) (1 .8 ) (34) (2.3) (26) (1.5)
sem-unrel 1006 4.1 897 5.3 952 4.7
(36) (1.4) (33) (2 .1 ) (26) (1 .2 )
difference 1 2 2.8 17 0.3 14 1.6
(17) (2.6) (2 0 ) (1.5) (13) (1.5)
delayed naming, pictures with high-frequency names
sem-rel 626 6.3 628 4.1 627 5.2
(26) (1 .8 ) (32) (0.8) (2 0 ) (1 .0 )
sem-unrel 634 5.3 631 3.1 632 4.2
(30) (1.7) (30) (0.9) (2 1 ) (1 .0 )
difference - 8 1 . 0 -3 1 . 0 -5 1 . 0
(1 2 ) (1 .2 ) (1 2 ) (1 .1 ) (8 ) (0.8)
delayed naming, pictures with low-frequency names
sem-rel 633 5.3 616 4.1 625 4.7
(31) (1.9) (31) (0.8) (2 2 ) (1 .0 )
sem-unrel 639 4.4 619 2.5 629 3.4
(28) (1.5) (33) (0.6) (2 1 ) (0.8)
difference - 6 0.9 -3 1 . 6  t/ns -4 1.3
(17) (1 .6 ) (9) (0.9) ( 1 0 ) (0.9)
Note. Standard error of the mean is given in parentheses. sem-rel = semantically related. sem-unrel = 
semantically unrelated. Significance of differences is indicated by superscripts. The first superscript 
indicates the t test by participants. The second superscript indicates the t test by items. ns p > .10, t p < 
.10
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1.64; p = .21; MSE = 2,450.60; F2(1, 38) = 1.32; p = .26; MSE = 4,394.41, and 
there were no significant interactions, all ps > .25. The analysis of error rates yielded 
no significant effects, all ps > .11.
Delayed naming (SOA 1,000 ms). The analysis of naming latencies revealed 
no effect of semantic relatedness, both Fs < 1, frequency, both Fs < 1, or SOA 
sequence, both Fs < 1.3. There were no significant interactions, all ps > .15. In the 
analysis of error rates, neither relatedness, F1(1, 30) = 2.71, p = .11, MSE = 0.56; 
F2(1, 38) = 3.51, p = .07, MSE = 0.35, nor frequency, both F s < 1 ,  reached 
significance. There was a trend to fewer errors in the second part of the experiment, 
but this effect was only significant in the item analysis, F1(1, 30) = 1.55, p = .22, MSE 
= 2.90; F2(1, 38) = 6.91, p < .05, MSE = 0.52. There were no significant interactions 
in the analysis of error rates, all Fs < 1.
As expected, and in accordance to Janssen et al., we obtained a robust 
frequency effect in immediate naming, which disappeared in delayed naming 
(interaction of frequency and SOA in the analysis of naming latencies: F1(1, 30) = 
39.58; p < .001; MSE = 1,608.33; F2(1, 38) = 11.75; p < .01; MSE = 6,712.10). In 
contrast to Janssen et al, however, we found no semantic interference effect in 
delayed naming, which replicates our findings from Experiment 2.1 and Experiment
2.3. Perhaps somewhat surprisingly, there was also no semantic interference effect 
in immediate naming. Still, the latter finding is in line with observations from other 
laboratories, which also did not find such an effect in the task-switching version of the 
paradigm (Piai, Roelofs, & Schriefers, 2011; P. Starreveld & W. La Heij, personal 
communication, June 18, 2010). We return to this issue and a possible account for 
the absence of the effect in the discussion of Experiment 2.7 and the General 
Discussion.
However, before doing so, we report Experiment 2.6, in which the materials 
from Experiment 2.5 were tested in a standard picture-word interference paradigm 
with a new group of participants. The aim of this experiment was twofold. On the one 
hand, it again served to test the sensitivity of the English material set. On the other 
hand, it also provided a test for the sensitivity of the population from which we 
sampled our participants. As we mentioned earlier, the participants tested in 
Experiment 2.5 were native speakers of English staying in Germany at the time of 
testing. There is evidence that proficient bilinguals exhibit more effective executive 
control mechanisms than monolinguals (e.g., Bialystok, Craik, & Luk, 2008; Costa,
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Hernandez, & Sebastian-Gallés, 2008). Because our participant group might have 
included more proficient bilinguals than Janssen et al.’s participant group, one might 
suspect that the absence of the semantic interference effect in our replication 
experiment could be due to higher executive control capabilities in our participant 
population. If so, we should not find semantic effects in the standard task either, 
when sampling a new group of participants from that population.
Experiment 2.6
To evaluate the absence of semantic interference in Experiment 2.5, we 
performed Experiment 2.6 with the same materials, using the standard picture-word 
interference task (SOA 0 ms). If the experimental materials or our participant 
population are not sensitive to the semantic manipulation, we should again find no 
semantic effect, but replicate the frequency effect from immediate naming in 
Experiment 2.5.
Method
Participants. Sixteen native speakers of English participated (mean age = 24, 
range = 16 -  32 years, SD = 4 years). As in Experiment 2.5, participants resided in 
Germany at the time of the experiment.
Materials. The same materials as in Experiment 2.5 were used, except that all 
words were presented in black color.
Design. There were two factors: semantic relatedness and picture name 
frequency. Sixteen experimental lists were constructed as in Experiments 2.2 and
2.4.
Apparatus & Procedure. As in Experiment 2.4, the practice block was 
reduced to 24 trials and participants were instructed to name the pictures as quickly 
and accurately as possible. There was one experimental block with 80 trials which 
was preceded by four warm-up trials. Picture and word stimuli appeared 
simultaneously and remained on the screen for 500 ms. In all other respects, the 
procedure was identical to Experiment 2.5.
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Results and Discussion
The raw data were treated the same way as in the previous experiments. 
Averaged reaction times and error rates were submitted to ANOVAs including the 
factors relatedness and frequency. Table 2.4 displays the results.
Responses were 40 ms slower with semantically related distractors than with 
unrelated distractors, F1(1, 15) = 14.26, p < .01, MSE = 1,770.40; F2(1, 38) = 18.52, p
< .001, MSE = 1,873.07. Pictures with high-frequency names were named faster than 
pictures with low-frequency names, F1(1, 15) = 22.91, p < .001, MSE = 1,823.27; 
F2(1, 38) = 3.72, p = .06, MSE = 13,000.69. There was no interaction of relatedness 
and frequency, both Fs < 1. Also, there were no significant effects in the analysis of 
error rates, all Fs < 1.3.
The frequency effect in immediate naming from Experiment 2.5 was 
replicated, and it was of a similar size (58 ms, when compared to 57 ms in 
Experiment 2.5, unrelated conditions only). Most importantly, however, we also 
obtained a sizeable semantic interference effect, which is in sharp contrast to the 
results from Experiment 2.5. This effect rules out that the absence of corresponding 
semantic interference in Experiment 2.5 can be solely attributed to some 
characteristics of our participant population. In addition, it shows that the materials 
used in Experiment 2.5 can produce robust semantic interference effects. Joint 
analysis on the naming latencies from Experiments 5 and 6 (block 1 only for the latter 
experiment, resulting in equal sample sizes of N = 16 participants and an equal 
number of item repetitions for immediate naming, delayed naming, and the standard 
task) confirmed this pattern. There was a significant interaction of relatedness and 
task, F1(2, 45) = 4.72, p < .05, MSE = 1,942.55; F2(2, 76) = 4.97, p < .01, MSE = 
2,510.86. Subsequent analyses revealed that the semantic interference effect in the 
standard task differed significantly from both the semantic effect in immediate 
naming, F1(1, 30) = 4.37, p < .05, MSE = 1,991.07; F2(1, 38) = 4.59, p < .05, MSE = 
2,253.14, as well as from the semantic effect in delayed naming, F1(1, 30) = 9.58, p < 
.01, MSE = 1,807.96; F2(1, 38) = 12.50, p < .01, MSE = 1,937.15.
Thus, with regard to the critical delayed naming condition, we obtained the 
same data pattern with the English materials taken from Janssen et al, as we had 
observed with German materials in Experiments 2.1 -  2.4. Whereas there was no
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Table 2.4
Naming Latencies (in ms) and Error Rates (in %) from Experiment 2.6
condition M %
standard task, pictures with high-frequency names
sem-rel 758 7.2
(2 1 ) (1 .6 )
sem-unrel 712 6 . 6
(18) (1.4)
difference 46 **/** 0.6
(1 2 ) (2 . 0 )
standard task, pictures with low-frequency names
sem-rel 803 6.3
(25) (1.3)
sem-unrel 770 4.7
(18) (1.5)
difference 33 1.6
(1 2 ) (2 . 0 )
Note. Standard error of the mean is given in parentheses. sem-rel = semantically related. sem-unrel = 
semantically unrelated. Significance of differences is indicated by superscripts. The first superscript 
indicates the t test by participants. The second superscript indicates the t test by items. * p < .05, * *p 
< .01.
trace of semantic interference in the delayed naming task, a reliable effect was 
observed in the standard task.
Experiment 2.5 had also tested Janssen et al.’s immediate naming condition. 
In this condition, too, there was no semantic interference, which might be taken as 
further evidence that the special characteristics of the task-switching paradigm 
devised by Janssen et al. can eliminate, or at least attenuate, the usually observed 
semantic interference effect, even when picture and word are presented 
simultaneously. Which particular feature of the task-switching paradigm can be hold 
responsible for this observation? The task-switching version of the picture-word 
interference paradigm adds two components to the standard paradigm: (a) the 
reading task and (b) the task decision (based on the color of the word). While the 
latter element seems to be necessary to ensure that the word is processed in
40
Is T h er e  S em an tic  In t e r f e r e n c e  in D elaye d  Na m in g ?
sufficient depth in the critical delayed naming task, the reading task is not crucial for 
the rationale of Janssen et al.’s paradigm. We therefore conducted another 
experiment in which we omitted the reading task and instead employed a go/no-go 
version of the picture-word interference paradigm, with the reading trials being 
replaced with no-go trials. This change allowed us to test for semantic interference in 
delayed and immediate naming in a paradigm more similar to the standard paradigm. 
If the introduction of the reading task and the need to decide between two task sets 
obscured the semantic interference effect in immediate naming in Experiment 2.5, it 
should become visible in Experiment 2.7.
Experiment 2.7
Experiment 2.7 tested the same English materials as Experiments 2.5 and 2.6, 
but replaced the reading trials with no-go trials in which participants were required to 
withhold their response. This procedural change allowed us to test for semantic 
interference effects in immediate and delayed naming with a task more similar to the 
standard picture-word interference paradigm.
Method
Participants. Thirty-two native speakers of English participated (mean age = 
31 years, range = 19 -  52 years, SD = 10 years). As in Experiments 2.5 and 2.6, 
participants resided in Germany at the time of the experiment.
Materials, Design, Apparatus, Procedure. Experiment 2.7 was identical to 
Experiment 2.5 in all regards, except that all reading trials were replaced with no-go 
trials. Participants were instructed to name the picture if the superimposed word was 
printed in black and not to respond if the superimposed word was written in blue.
Results and Discussion
The raw data were treated as in the previous experiments. Averaged reaction 
times and error rates were submitted to ANOVAs, including the factors relatedness, 
SOA sequence, and frequency. Delayed and immediate naming conditions were 
analyzed separately. Table 2.5 displays the results.
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Table 2.5
Naming Latencies (in ms) and Error Rates (in %) from Experiment 2.7
condition
Block 1
M %
Block 2 
M %
Average 
M %
immediate naming, pictures with high-frequency names
sem-rel 820 5.6 764 3.8 792 4.7
(35) (2.4) (2 0 ) (1.3) (2 0 ) (1.4)
sem-unrel 793 6.3 765 1.6 779 3.9
(36) (1 .6 ) (30) (0.9) (24) (1 .0 )
difference 27**/t -0.7 - 1 2  2 ns/t 13 0.8
(9) (1 .6 ) (16) (1 .8 ) (9) ( 1 .2 )
immediate naming, pictures with low-frequency names
sem-rel 901 6.9 822 3.4 862 5.2
(53) (2.6) (30) (0.9) (31) (1.4)
sem-unrel 8 6 6 3.8 813 1.9 840 2.8
(41) (1.4) (27) (0.6) (24) (0.8)
difference 35ns/* 3  1  ns/t 9 1.5 2 2 t/t 2.4t/t
(23) (2 .2 ) (1 2 ) (1 .1 ) (13) ( 1 .2 )
delayed naming, pictures with high-frequency names
sem-rel 551 3.1 501 2.5 526 2.8
(2 2 ) (0.9) (2 0 ) (1.3) (15) (0.8)
sem-unrel 540 1.9 502 3.1 521 2.5
(2 0 ) (0.8) (19) (1 .1 ) (14) (0.7)
difference 1 1 1 . 2 - 1 -0.6 5 0.3
(1 1 ) (1.3) (6 ) (1.4) (6 ) ( 1 .0 )
delayed naming, pictures with low-frequency names
sem-rel 544 2.5 505 1.9 524 2 . 2
(2 0 ) (1 .1 ) (17) (1.3) (13) (0.8)
sem-unrel 537 2.8 513 3.4 525 3.1
(18) (1 .0 ) (25) (1 .6 ) (15) (0.9)
difference 7 -0.3 - 8 -1.5 - 1 -0.9
(9) (1 .1 ) (1 1 ) (1 .6 ) (7) (0.9)
Note. Standard error of the mean is given in parentheses. sem-rel = semantically related. sem-unrel = 
semantically unrelated. Significance of differences is indicated by superscripts. The first superscript 
indicates the t test by participants. The second superscript indicates the t test by items. ns p > .10, t p < 
.10., * p < .05, ** p < .01.
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Immediate naming (SOA 0 ms). Pictures with high frequency names were 
named 65 ms faster than pictures with low frequency names, F1(1, 30) = 38.87, p < 
.001, MSE = 3,463.06; F2(1, 38) = 10.33, p <.01, MSE = 16,543.08. Naming latencies 
were 17 ms longer in the related than in the unrelated condition, F1(1, 30) = 5.23, p < 
.05, MSE = 1,869.24; F2(1, 38) = 4.24, p < .05, MSE = 3,053.59. There was no 
interaction of frequency and relatedness, Fs < 1. Participants starting the experiment 
with the delayed naming blocks responded faster than participants starting with the 
immediate naming blocks, however, this effect was only significant in the item 
analysis, F1(1, 30) = 1.29, p = .27, MSE = 71,918.95; F2(1, 38) = 66.16, p < .001, 
MSE = 2,216.79. SOA-sequence also interacted with relatedness, albeit only at a 
trend level in the participant analysis, F1(1, 30) = 3.11, p = .09 , MSE = 1,869.24; 
F2(1, 38) = 4.90, p < .05, MSE = 1,520.80. Subsequent analysis revealed that the 
semantic interference effect was restricted to the first SOA-block, F1(1, 15) = 7.23, p < 
.05, MSE = 2,122.48; F2(1, 38) = 9.09, p < .01, MSE = 2,204.67, and not present in 
the second block, Fs < 1. None of the other effects was significant. The analysis of 
error rates showed no significant effect of frequency, Fs < 1, or relatedness, F1(1, 30) 
= 2.17, p = .15, MSE = 1.44; F2(1, 38) = 3.74, p = .06, MSE = 0.67, and no interaction 
between the two factors, F1(1, 30) = 1.54, p = .22, MSE = 0.51; F2 < 1. Participants 
starting the experiment with the delayed naming blocks made fewer errors, but this 
effect was only significant in the item analysis, F1 (1, 30) = 2.68, p = .11, MSE = 4.21; 
F2(1, 38) = 19.74, p < .001, MSE = 0.46. None of the other effects was significant.
Delayed naming (SOA 1,000 ms). There was no effect of frequency, no effect 
of relatedness and no interaction between the two factors, all F s < 1 .  Naming 
latencies were faster for participants starting with immediate naming, but, again, this 
trend was only reliable in the item analysis, F1(1, 30) = 1.89, p = .18, MSE = 
24,081.51; F2(1, 38) = 64.51, p < .001, MSE = 872.49. There was no significant 
interaction of SOA-sequence with the other two factors, all ps > .14. The analysis of 
error rates showed no effect of relatedness, frequency, or SOA-sequence, all Fs < 1, 
and no interaction between these factors, all ps > .20.
For the critical delayed naming condition, the results of the go/no-go version of 
the picture-word interference paradigm used in Experiment 2.7 closely mirror those of 
the task-switching version: there was no semantic interference effect. For the 
immediate naming condition, however, we now observed a semantic interference 
effect. This observation is in contrast to the absence of such an effect in the task-
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switching version used in Experiment 2.5. Why should the omission of the reading 
task enhance the probability to detect a semantic interference effect in immediate 
naming? In a related article, Piai et al. (2011) recently argued that in the task­
switching paradigm introduced by Janssen et al. task decision and picture-word 
processing are done in parallel to some extent, but that preparation of the picture 
naming response is suspended if lexical selection is completed before the task- 
decision process has been finished. If so, the decision process might hide lexical 
semantic interference effects, depending on the relative timing of the task decision 
process on the one hand and the processing of picture and word on the other. This 
view is supported by the observation that task decisions might take up to 300 ms (cf. 
Paulitzki, Risko, O'Malley, Stolz, & Besner, 2009), while lexical selection might be 
resolved earlier at about 250 ms (cf. Indefrey & Levelt, 2004). Thus, semantic 
interference effects might be hidden due to the relatively long task decision process. 
In line with this account, Piai et al. did not find semantic interference effects in the 
task-switching picture-word interference paradigm, neither in immediate (SOA 0 ms), 
nor in delayed naming ( SOA 1,000 ms). If we look at the overall naming latencies in 
the different task versions (unrelated condition of block 1 only) tested with the same 
materials in the present paper, the following pattern emerges. In the task-switching 
paradigm (Experiment 2.5) there was a mean naming latency of 982 ms, and in the 
standard paradigm (Experiment 2.6) there was a mean naming latency of 741 ms. 
Mean naming latencies in the go/no-go task (Experiment 2.7) were positioned in 
between and amounted to 830 ms. Although this comparison involves different 
participant samples, the pattern is suggestive and in line with Piai et al.’s account. 
Given that the go/no-go decision did not prolong preparation of the picture-naming 
response to the same extent as the task decision between reading and naming, the 
chance of detecting a semantic effect in immediate naming should have been 
enhanced. Although our data do not allow one to evaluate whether these overall 
differences indicate that the decision process in the go/no-go paradigm is finished 
before lexical selection is completed (which would not allow lexical competition to be 
resolved in time) or that in a go/no-go task preparation of the picture naming 
response does not need to be suspended (because there is no need to decide 
between the preparation of two different responses), our data strongly suggest that 
the necessity to decide between two different tasks in the task-switching version of 
the picture-word interference paradigm is interacting with the processes involved in
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picture name preparation. Therefore drawing conclusions about the origin of 
semantic interference effects in one paradigm on the basis of semantic effects in the 
other paradigm need to be evaluated in light of the obvious differences between the 
two paradigms.
General Discussion
The finding of semantic interference in a delayed naming task as reported in 
Janssen et al. (2008) provides a serious challenge to the prominent notion of lexical 
competition during speech production. In three sets of experiments conducted in 
German and English we aimed at validating this finding by comparing semantic 
effects in the standard picture-word interference paradigm with those in the task­
switching version devised by Janssen et al. In all three sets of experiments the 
semantic effects were shown to differ considerably between both task versions. 
While we did not observe any semantic interference effect in delayed naming (in 
Experiments 2.1, 2.3, 2.5, and 2.7), the same experimental materials yielded sizeable 
semantic interference effects in the standard picture-word interference paradigm (in 
Experiments 2.2, 2.4, and 2.6). In order to further validate this pattern, we conducted 
a participant-based overall analysis combining the results from the delayed naming 
conditions of Experiments 2.1, 2.3, 2.5, and 2.7. Because the results of Experiment 
2.7 suggest that semantic interference effects might be attenuated in a second SOA 
block, only the data from the first SOA-block of Experiments 2.5 and 2.7 were 
included in this analysis. For the cross-experimental analysis, the naming latency 
data were z-transformed to compensate for differences in variance across 
experiments. This overall analysis confirmed the findings from the individual 
experiments. There was no semantic interference effect in delayed naming, F < 1 for 
naming latencies and F(1, 95) = 2.53, p = .11 for error rates (with fewer errors in the 
related than in the unrelated condition). When the data from Janssen et al.’s study 
were included in the analysis, a small 9-ms trend towards semantic interference 
became visible, but this trend was significant at a trend level only, F(1, 145) = 3.12, p 
= .08, and in fact appears to be almost negligible with np2 = 0.02.5 In comparison, the
5 We thank Niels Janssen for making these data available to us.
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37-ms semantic interference effect observed in the standard picture-word 
interference experiments (Experiments 2.2, 2.4, and 2.6) was highly significant and 
also revealed a much larger effect size, F(1, 47) = 37.89, p < .001, r\p2 = 0.45. Thus, 
these cross-experimental analyses also clearly question the notion of semantic 
interference effects in delayed naming.
Aside from the absence of semantic interference effects in delayed naming, 
the second notable observation of the present study was the absence of semantic 
interference also in the immediate naming condition (SOA 0 ms) of the task-switching 
version (in Experiment 2.5), which is in contrast to the observed semantic 
interference at the same SOA in the standard version (Experiment 2.6) and the 
go/no-go version (Experiment 2.7) of the picture-word interference paradigm. This 
contrastive pattern suggests that the necessity to decide between two tasks (naming 
versus reading) interacts with the processes involved in the preparation of the 
naming response. As Piai et al. (2011) suggested, semantic interference due to 
lexical competition might be hidden at SOA 0 ms in the task switching version, 
depending on the time needed for the task decision process in relation to the time 
needed for picture-word processing. Importantly, the go/no-go version (Experiment
2.7) demonstrates that, even if semantic interference effects are observable in 
immediate naming, they are still absent in delayed naming. In addition, even if the 
necessity to complete the task decision process might conceal semantic interference 
effects originating at early (i.e., lexical) processing stages, it should not affect 
semantic interference effects originating at late (i.e., post-lexical) processing stages 
as proposed by the response exclusion account (for a thorough discussion of this 
issue see Piai et al., 2011). Thus, even on this account, semantic effects in delayed 
naming should be visible, to the extent that they exist. In any case, the contrastive 
pattern adds to the argument that one should be cautious in drawing conclusions 
from semantic effects observed in the task-switching picture-word interference 
paradigm with regard to the processes underlying the single task picture-word 
interference paradigm.
Before discussing the implications of these findings for the current discussion 
regarding the source of semantic interference effects, we first want to focus on 
possible reasons for the discrepant results in the present study and the study by 
Janssen et al. A first thing to note is, that all of our three replication experiments 
(Experiments 2.1, 2.3, and 2.5) used a design and procedure similar to Janssen et al.
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Therefore, a replication of the semantic interference effect in the delayed naming 
condition was to be expected in all three experiments. However, the most surprising 
failure to replicate was Experiment 2.5, because this experiment used the same 
materials Janssen et al. had used in their Experiment 1 and a procedure, which was 
in all important aspects identical to the original study. Whereas Janssen et al. 
obtained a significant 14 ms effect, we observed a non-significant 5 ms difference in 
the opposite direction (7 ms difference in the opposite direction for the first block 
only, which corresponds to the Janssen et al. design). This failure is particularly 
puzzling, as we did replicate another important effect from the Janssen study, namely 
a frequency effect in immediate naming. This latter effect was, moreover, highly 
comparable between studies (57 ms in the present experiment and 52 ms in 
Experiment 1 from Janssen et al., unrelated conditions only), and vanished in 
delayed naming in both studies alike (-3 ms in the present experiment and 2 ms in 
Janssen et al.).
How can one possibly account for this seeming discrepancy regarding the 
semantic effect in the two studies? As mentioned earlier, we used different colors for 
the words to indicate naming and reading trials (black and dark blue vs. blue and red 
in Experiment 1 from Janssen et al.). However, the colors we used were the same as 
those used by Janssen et al. in their Experiment 2 with speakers of French, which 
had yielded a larger semantic effect in delayed naming, possibly because the color 
discrimination was more difficult and resulted in more extensive word processing. 
Therefore, it appears unlikely that this procedural difference can account for our 
failure to replicate Janssen et al.’s result.6
Another issue to consider relates to the task-switching component involved in 
the task used by Janssen et al. Unlike in standard picture-word interference 
experiments, in which participants name pictures on each trial, participants non-
6 The inspection of Janssen et al.’s experimental files revealed another difference in distractor 
presentation. Janssen et al. had presented their distractors always in uppercase letters. By contrast, 
we presented the words in their canonical orthographic form (i.e., initial capital letter in the German 
experiments and all lowercase letters in the English experiments). To test whether this difference 
might contribute to our discrepant findings, we repeated Experiment 2.3 with uppercase distractor 
words and a new sample of 16 participants. Again no semantic interference effect in delayed naming 
was found (differences of - 8  ms and 1.6% between related and unrelated condition, all ps > .05).
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predictably had to switch between picture naming and word reading trials in the task­
switching version. Any such task switch is associated with costs, that is, response 
latencies tend to be longer on trials in which participants performed a different task 
than on a preceding trial as compared to trials in which participants performed the 
same task as on the preceding trial (e.g., Meiran, 1996; Rogers & Monsell, 1995). In 
constructing our experimental lists, we had not explicitly controlled for this factor (and 
Janssen et al. did not report such a control either). Thus, it could be that, by incident, 
there were more task switches on trials with unrelated distractors than on trials with 
related distractors in our experiments, boosting the latencies in the unrelated 
condition and thus wiping out an otherwise present semantic interference effect. 
However, detailed analyses of the data from Experiment 2.5 (i.e., the one using the 
same materials as Janssen et al.) revealed that this was not the case. Collapsed 
over the frequency contrast, 49.0% of all related trials were switch trials as were 
49.5% of all unrelated trials. Task switching had a clear effect in our experiments. In 
Experiment 2.5, switch costs amounted to 26 ms in immediate naming, F1(1, 31) =
5.73, p < .05, MSE = 3,655.02; F2(1, 39) = 6.81, p < .05, MSE = 5,328.37, and to 53 
ms in delayed naming, F1(1, 31) = 51.01, p < .001, MSE = 1,700.45; F2(1, 39) = 
44.23, p < .001, MSE = 2,661.62. Importantly, trial type (switch vs. no switch) did not 
interact with relatedness (all Fs < 1). Corresponding analyses of the data from 
Experiment 2.1, 2.3, and 2.7 confirmed this pattern.
A final issue to consider relates to distributional properties of our latency data. 
Perhaps our failure to detect an overall semantic effect is due to some irregularity in 
our data, such that there is a global trend toward semantic interference which is 
incidentally overwritten by an unexpected reversal of the effect in some part of the 
distribution curve. To address this issue, we computed vincentized cumulative 
distribution curves for the data from Experiment 2.5 (for a detailed description of this 
procedure see Roelofs, 2008a). These data are presented in Figure 2.1.
The corresponding statistical analyses confirmed that there was no reversal of 
the effect of semantic relatedness in any part of the distributional function, and this 
was true for immediate as well as for delayed naming (all Fs < 1, for the interaction of 
decile and relatedness), ruling out that distortions in our data might be responsible for 
the failure to obtain a semantic interference effect in Experiment 2.5. Corresponding 
analyses of the data from Experiments 2.1, 2.3, and 2.7 yielded the same result.
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immediate naming delayed naming
naming latency (in ms) naming latency (in ms)
Figure 2.1. Vincentized cumulative distribution curves for the naming responses in Experiment 2.5. 
The data from the immediate naming condition are presented in the left panel and the data from the 
delayed naming condition in the right panel. Distribution curves are based on participants.
Taken together, we did not obtain semantic interference in the delayed naming 
task devised by Janssen et al., in three sets of experiments performed in two 
different languages and using different materials, while the same materials yielded 
sizeable semantic effects in the standard picture-word interference task. We explored 
several reasons for this discrepancy, such as different variants of instructions in the 
delayed naming task (see Experiment 2.3), the proportion of switch trials and 
possible distributional irregularities in our latency data. These analyses 
unambiguously showed that these factors cannot account for our negative findings.
Of course it would be desirable to discover which procedural details caused 
the discrepant findings between the two studies. However there seems to be no 
obvious reason, why we should not have observed semantic interference in the 
delayed naming tasks in Experiments 2.1, 2.3, 2.5, and 2.7 if one follows the 
predictions of the response exclusion account. At present, we are left with the 
conclusion that Janssen et al.’s finding of semantic interference in delayed naming is 
not very reliable and that such an effect, if ever obtained, is far more elusive than 
semantic interference usually observed in the standard picture-word interference
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task. This conclusion is also supported by recent studies from other labs, in which 
also no semantic interference in delayed naming tasks could be obtained (Piai et al.; 
2011; Spalek, 2010; P. Starreveld & W. La Heij, personal communication, June 18, 
2010).
Where do these findings leave us with regard to the discussion about the 
source of semantic interference effects? The response exclusion account differs from 
the selection by competition account in several aspects. Whereas the selection by 
competition account proposes a general mechanism of the language production 
system, the explanatory scope of the response exclusion account appears to be 
restricted to Stroop-like tasks (i.e., a task involving language production processes in 
the presence of distractor words; cf. Finkbeiner & Caramazza, 2006b). In addition, 
both accounts differ with regard to the driving force behind semantic interference 
effects, with the response exclusion account postulating response relevance as the 
critical factor (cf. Mahon et al., 2007) and the selection-by-competition account 
postulating the relative activation levels of representations (due to spreading 
activation in the conceptual-lexical network) as the critical factor (cf. Abdel Rahman & 
Melinger, 2009; Bloem, van den Boogard, & La Heij, 2004; Roelofs, 1992). However, 
the pivotal difference between the two accounts seems to be the proposed locus of 
the semantic interference effect. Whereas the response exclusion account claims, 
that semantic interference effects are the result of a response exclusion mechanism 
operating in a post-lexical output buffer over phonologically well-formed responses, 
the selection by competition account assumes the semantic interference effect to be 
the result of a selection process at the level of abstract non-phonological lexical 
representations. So far, the most compelling argument for a post-lexical locus of the 
semantic interference effect was provided by Janssen et al. with their observation of 
semantic interference effects persisting in delayed naming (i.e., when lexical 
processing is supposedly finished). However, the experiments reported here clearly 
question the reliability of this observation. We argue that as long as it is not clear 
under which conditions semantic interference effects in delayed naming may arise, 
Janssen et al.’s study should not be considered to be strong evidence for a post­
lexical locus of semantic interference effects. This is of particular importance, 
because most other findings taken to support the response exclusion account, 
provide a challenge to the notion that lexical selection is competitive, but are not 
informative with regard to the locus of the semantic interference effect. This holds
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true for the observation of greater interference for semantically far compared to 
semantically-close distractors (Mahon et al., 2007; but see Lee & de Zubicaray, 
2010; Vigliocco, Vinson, Lewis, & Garrett, 2004), semantic facilitation effects for 
associative (e.g. La Heij, Dirkx, & Kramer, 1990), part-whole (Costa, Alario & 
Caramazza, 2005), or hierarchical relations between distractor words and target 
pictures (e.g. Costa, Mahon, Savova, & Caramazza, 2003; Vitkovitch & Tyrell, 1999, 
but see Hantsch, Jescheniak, & Schriefers, 2005, 2009; Hantsch, Jescheniak, & 
Mädebach, 2010; Kuipers, La Heij, & Costa, 2006) and the distractor frequency effect 
(Dhooge & Hartsuiker, 2010; Miozzo & Caramazza, 2003). Apart from Janssen et 
al.’s study the hypothesis that semantic interference effects in the picture-word 
interference paradigm arise post-lexically in an articulatory output buffer is supported 
by studies using masked prime words. Finkbeiner & Caramazza (2006a, see also 
Dhooge & Hartsuiker, 2010) showed that semantic interference effects can be turned 
into facilitation if distractor words are masked. Because masked prime words 
arguably do not generate phonologically well-formed responses (Finkbeiner & 
Caramazza, 2008), this finding was argued to reflect that the mechanism causing 
semantic interference operates over phonologically well-formed responses, that is, at 
the stage of articulation (Finkbeiner & Caramazza 2006a, 2006b; but see La Heij, 
Kuipers, & Starreveld, 2006, for a different interpretation). However, this 
interpretation is challenged by the recent observation of Abdel Rahman and Aristei 
(2010) who found a semantic interference effect in the picture-word interference 
paradigm when requesting a manual classification response. In this task version 
participants were asked to classify whether the picture name ends in a vowel or a 
consonant. Importantly, this semantic interference effect did not differ from the 
semantic interference effect observed in a standard naming task. Abdel Rahman and 
Aristei (2010) argue that the naming and the classification task both involve lexical 
selection but that the latter task is unlikely to involve an articulatory output buffer. 
Thus, the observation of semantic interference in the classification task is in line with 
the lexical competition account but at variance with the predictions of the response 
exclusion account.
In summary, empirical support for a post-lexical locus of the semantic 
interference effect becomes sparse when the apparently unreliable observation of 
semantic interference effects in delayed naming is removed from the discussion.
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Of course, the experiments presented here cannot be used to decide whether 
or not lexical selection is competitive. One of the main arguments against the lexical 
competition account is that it rests solely on the semantic interference effect in the 
picture-word interference paradigm (see Finkbeiner & Caramazza, 2006a; Mahon et 
al. 2007 for discussions). In line with this criticism, Oppenheim, Dell, and Schwartz
(2010) recently argued, that seemingly related observations like the semantic 
interference effect in the cyclic-blocking paradigm (e.g., Damian; Vigliocco, & Levelt, 
2001; Belke, Meyer, & Damian, 2005) and the cumulative semantic interference 
effect (e.g., Howard, Nickels, Coltheart, & Cole-Virtue, 2006; Navarrete, Mahon, & 
Caramazza, 2010), while being compatible with the selection by competition account, 
might be more parsimoniously explained without resorting to it. Nonetheless, before 
rejecting the idea of competitive lexical selection an alternative explanation for 
semantic interference effects in the picture-word-interference paradigm is needed. 
The consistent absence of semantic interference effects in delayed naming in the 
experiments reported here, calls into question whether the response exclusion 
account in its current form provides a viable alternative explanation for semantic 
interference effects in picture-word interference tasks.
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Ease of Processing Constrains the Activation Flow in the 
Conceptual-Lexical System During Speech Planning
Chapter 3
(A slightly adapted version of this article has been published as ‘Mädebach A., Jescheniak, J. D., 
Oppermann, F., & Schriefers, H., (2011). Ease of processing constrains the activation flow in the 
conceptual-lexical system during speech planning. Journal of Experimental Psychology: Learning, 
Memory, and Cognition, 37, 649-660’.)
Abstract
In three picture-word interference experiments, speakers named a target 
object in the presence of an unrelated not-to-be-named context object. Distractor 
words, which were phonologically related or unrelated to the context object’s name, 
were used to determine whether the context object had become phonologically 
activated. All objects had high frequency names, and ease of processing of these 
objects was manipulated by a visual degradation technique. In Experiment 3.1, both 
objects were non-degraded, in Experiment 3.2 both objects were degraded, and in 
Experiment 3.3 either the target object or the context object was degraded. Distractor 
words, which were phonologically related to the context objects, interfered with the 
naming response when both objects were presented non-degraded, indicating that 
the context objects had become phonologically coactivated. The effect vanished, 
when both objects were degraded, when only the context object was degraded, and 
when only the target object was degraded. These data demonstrate that the amount 
of available processing resources constrains the forward-cascading of activation in 
the conceptual-lexical system. Context objects are likely to become phonologically 
coactivated, if they are easily retrieved and if prioritized target processing leaves 
sufficient resources.
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Introduction
There is an ongoing debate in language production research whether and how 
the activation flow between different levels of conceptual and lexical representations 
is restricted during speech planning. According to the cascading and interactive view, 
there is a widely unrestricted activation flow between different processing levels, 
such that an activated conceptual representation automatically passes activation to 
its associated abstract lexical and phonological representations, which—in turn—may 
even feed back activation to earlier processing levels (cf. Dell, 1986; Dell, Schwartz, 
Martin, Saffran & Gagnon, 1997; Peterson & Savoy, 1998).7
Other accounts, by contrast, maintain that there is a gating mechanism in the 
production system that restricts the activation flow from conceptual and abstract 
lexical representations to phonological representations (cf. Bloem & La Heij, 2003; 
Levelt, Roelofs & Meyer, 1999). More specifically, on these accounts only words that 
are part of the intended utterance are assumed to become phonologically activated, 
whereas competing representations might become activated at a conceptual and an 
abstract lexical level of representation, but this activation is assumed not to percolate 
to the associated phonological forms.
The question of whether and to which extent the activation flow in the 
language production system is restricted has been investigated intensively in the past 
years with a variety of empirical methods, like the analysis of speech errors in healthy 
and impaired speakers (e.g., Dell & Reich, 1981; Dell et al., 1997; Harley, 1984; 
Rapp & Goldrick, 2000), the assessment of naming latencies in behavioral 
experiments (e.g., Jescheniak & Schriefers, 1998; Levelt, et al., 1991, Morsella & 
Miozzo, 2002; Peterson & Savoy, 1998) and electrophysiological methods (e.g., 
Jescheniak, Schriefers, Garrett, & Friederici, 2002; Jescheniak, Hahne & Schriefers, 
2003; Sahin, Pinker, Cash, Schomer, & Halgren, 2009). Taken together, the available 
empirical evidence clearly demonstrates that there is some cascading in the speech
7 These abstract non-phonological lexical representations are often referred to as lemmas, 
and are assumed to code a word’s syntactic properties (e.g., Levelt, Roelofs, & Meyer, 1999) and 
possibly also its lexical-semantic properties (e.g., Vigliocco, Vinson, Martin, & Garrett, 1999).
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production system. Nevertheless, the amount of cascading appears to be restricted 
(for a review see Goldrick, 2006); neither models proposing strictly discrete serial 
processing, nor models proposing fully unrestricted cascading processing can fully 
account for the available evidence. Thus, a central task for current and future 
research seems to be to explore the "continuum of possibilities between these 
extremes” (Goldrick, Dell, Kroll, & Rapp, 2009).
One current line of research investigating the issue of cascaded processing 
has focused on the automatic phonological processing of not-to-be-named objects in 
the context of a naming task. Using multi-object displays, these studies assessed, 
whether the phonological representation of a context object becomes activated, when 
participants are naming a target object (e.g., Jescheniak et al., 2009; Meyer & 
Damian, 2007; Morsella & Miozzo, 2002; Navarette & Costa, 2005; in the remainder 
of this article, we refer to such effects as phonological context effects). Such 
phonological context effects can be taken as evidence that the activation flow from 
conceptual representation up to phonological representations is at least to some 
degree automatic and not restricted to elements of an intended utterance.
The empirical evidence from studies on phonological context effects is as yet 
not conclusive. Studies with the picture-picture interference paradigm have shown 
that a context picture superimposed on a target picture facilitates the naming 
response when the context picture’s name is phonologically similar to the target 
picture’s name (e.g., target picture: "bed”, context picture: "bell”; see Cook & Meyer, 
2008; Meyer & Damian, 2007; Morsella & Miozzo, 2002; Navarrete & Costa, 2005; 
Roelofs, 2008b). This phonological context effect suggests that the word form of the 
not-to-be-named context object becomes activated during speech planning, in line 
with a cascading view (but see Bloem & La Heij, 2003; Kuipers & La Heij, 2009 for a 
different interpretation). Similar context effects have been found in color naming 
tasks, in which the color of a picture or the color of a color patch was named faster, 
when the context object’s name was phonologically similar to the color word as 
compared with an unrelated context object name (Kuipers & La Heij, 2009; Navarrete 
& Costa, 2005).
However, there are also a number of studies that failed to obtain a 
corresponding phonological context effect, using the picture-picture interference 
paradigm (Jescheniak et al., 2009; Bernadette Jansma, personal communication, 
April 2, 2007; R. Verdonschot, N. O. Schiller, & W. La Heij, personal communication,
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October 16, 2007). Studies using a word translation task likewise failed to obtain 
evidence for the automatic phonological activation of context objects (Bloem & La 
Heij, 2003; Bloem, van den Boogaard, & La Heij, 2004). Furthermore, studies using a 
variant of the picture-word interference paradigm found evidence for phonological 
context effects only, when the context object was semantically or conceptually 
related to the target picture. By contrast, for unrelated context objects there was no 
such effect (Oppermann, Jescheniak, & Schriefers, 2008; Oppermann, Jescheniak, 
Schriefers, & Gorges, 2010).
Taken together, the extant data allow for two conclusions. On the one hand, 
there is ample evidence by now that a not-to-be-named context object may become 
phonologically activated, which supports the idea of cascaded processing between 
conceptual representations, abstract lexical representations, and phonological 
representations. On the other hand, the fact that a number of studies failed to obtain 
phonological context effects suggests that visual processing of the context object is 
not sufficient to reliably evoke measurable activation of a context object’s 
phonological form. In view of this situation, it appears plausible to assume that the 
automatic phonological activation of context objects is modulated by additional 
factors. In the experiments presented in this article, we investigated the role of one 
potential modulating factor, namely the ease with which target and context objects 
are processed.
Evidence pointing at a potential role of ease of processing comes from a 
number of studies. In one of these studies, Kuipers and La Heij (2009) used the color 
naming task introduced by Navarrete and Costa (2005). As in Navarrete and Costa’s 
study, naming the color of a colored object was faster, when the object's name and 
the color name were phonologically similar, relative to an unrelated control condition. 
Importantly, Kuipers and La Heij showed that this phonological context effect was 
enhanced, when the objects had been named earlier. Kuipers and La Heij consider 
the possibility that repeated naming of the objects may have strengthened the link 
between their conceptual and lexical representations, which then facilitated the 
transmission of activation boosting the phonological context effect.8
8 In fact the authors favor a different interpretation, according to which the phonological 
context effect results from mis-selection of the context object. Prior object naming could have
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Further support for a connection between the ease of processing of a context 
object and its automatic phonological activation can be derived from a recent eye- 
tracking study on multi-object naming by Malpass and Meyer (2010). In this study, 
participants had to name two simultaneously displayed objects. A set of objects to be 
named first was combined with another set of objects to be named second, with the 
latter being either easy or difficult to name. Malpass and Meyer observed longer gaze 
durations on the first object for displays, in which the second object was easy to 
name compared with displays, in which the second object was difficult to name. 
Because gaze duration is considered to indicate the time needed for identification 
and name retrieval of an object (e.g., Griffin, 2001; Meyer, Sleiderink & Levelt, 1998; 
Roelofs, 2007), this result invites the inference that easy to name second objects 
were processed in parallel with the object to be named first, whereas difficult to name 
second objects were not (or not to the same degree). As a result, an easy to name 
second object interfered with the processing of the first object more strongly than a 
difficult to name second object.
The study of Malpass and Meyer underlines the relevance of the ease of 
processing of an object that is to be named second for the probability of parallel 
processing of both to-be-named objects. In addition, there is evidence that parallel 
processing of multiple objects is affected by the ease of processing of the object to 
be named first. In a study by Meyer, Ouellet, and Häcker (2008), participants were 
asked to name three simultaneously displayed objects one after another. The authors 
manipulated the ease of processing of the object to be named first by contrasting first 
objects with high frequency names with first objects with low frequency names. 
During the saccade from the first to the second object, the second object of the 
original display (the so-called interloper) was replaced by either an identical object, or 
by an object with a homophonous name (e.g., the picture of a baseball bat was 
replaced by the picture of the animal bat), or by an unrelated object. Lexical 
processing of the second object was assessed by measuring gaze durations to this 
object. Gaze durations were shorter in the identical and homophonous conditions 
than in the unrelated condition, and this effect was significantly smaller for difficult 
first objects than for easy first objects. This result suggests that easy first objects
increased the susceptibility of the object names to erroneous selection, thereby enhancing the 
phonological context effect (see also Bloem & La Heij, 2003; Bloem et al., 2004).
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allowed for more extensive parallel (phonological) processing of the second object 
than difficult first objects (see also Experiment 3 in Malpass and Meyer's study for a 
similar result).
Whereas in the studies by Meyer and colleagues all objects in the display had 
to be named, the focus of the present study concerns the potential relation between 
the phonological activation of context objects and their ease of processing in a 
situation in which only the target object was to be named. In this situation, any 
phonological context effect from a not-to-be-named context objects logically requires 
that the context object’s word form can be activated simultaneously with, or in close 
temporal proximity, to the target word form, because only then context processing 
can in principle influence target naming latencies. Thus, phonological context effects 
should only be observable, when context processing up to a phonological level is 
faster than or at least nearly as fast as target processing. However, it is unclear 
whether the emergence of phonological context effects is also dependent on the 
processing demands of the target object. In the present experiments we wanted to 
distinguish between two possibilities regarding the interplay of target processing 
demands and phonological context effects, which we refer to as the relative speed of 
processing hypothesis, and as the resource hypothesis.
Relative speed of processing hypothesis. According to this account, the ease 
of processing of the target object does not directly influence the extent to which the 
context object is processed. Rather, phonological context effects are to be expected, 
if the ease of processing, and thus the speed of processing, is comparable for the 
target and the context object, regardless of whether both objects are easy or difficult 
to process.
Resource hypothesis. According to a second view, the probability of observing 
phonological context effects depends on both the relative ease of processing the 
context object (such that its phonological form can in principle be activated timely) 
and the ease of processing the target object. This account is closely related to the 
perceptual load theory of selective attention (e.g., Lavie, 1995, 2005; Lavie & Tsal,
1994). According to this theory, the perceptual processing of distractors is contingent 
on the processing demands of the target. The crucial assumption is, that while 
perception generally has a limited capacity, target and distractor stimuli are 
nevertheless mandatorily processed as long as processing the target is not 
exhausting the available processing capacity. In particular, in a situation of low
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perceptual load (in which target processing is easy) any remaining capacity would 
spill over to the processing of the distractor. In contrast, in a situation of high 
perceptual load (in which target processing exhausts the available processing 
capacity) no spill over and, consequently, no unintentional processing of the 
distractor should occur. If the processing of context objects in our paradigm follows 
this principle, more demanding target processing should reduce the amount of 
resources available for context processing, and therefore reduce the extent to which 
the context object is processed. This account leads to the—at first sight 
counterintuitive—prediction that any phonological context effect should be eliminated, 
when the target object is particularly difficult to process, even if the context object is 
easy to process.9
Overview of the present study
All experiments presented in this article used a variant of the picture-word- 
interference paradigm (Oppermann et al., 2008, 2010; see also Jescheniak, Hantsch, 
& Schriefers, 2005). In this paradigm participants are presented with displays 
showing two colored objects in close spatial proximity. The object’s color determines, 
which object has to be named (target object) and which object has to be ignored 
(context object). Simultaneously with the presentation of the visual stimuli, auditory 
distractor words are presented, which are phonologically related to either the target 
object, or to the context object, or are unrelated to both. Differences in naming 
latencies between phonologically related and unrelated distractors are used to 
determine, which word forms were activated during speech planning. Distractors 
related to the target are expected to facilitate the naming response, when compared 
with unrelated distractors. This phonological facilitation effect is well established and 
has been observed in numerous studies (e.g., Damian & Martin, 1999; Jescheniak, 
Schriefers, & Hantsch, 2001; Schriefers, Meyer, & Levelt, 1990; Starreveld & La Heij,
9 Note that, according to the perceptual load theory, this prediction specifically holds for an 
increase in perceptual processing demands of the target object. An increase in central processing 
demands (e.g., due to a concurrent working memory task), by contrast, should not decrease the 
resources available for context processing, but might instead lead to a less efficient allocation of 
processing resources to the target object (cf. Lavie, 2005).
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1995). The effect of main interest concerns the distractors, which are related or 
unrelated to the context object. Any activation of the context object's word form is 
expected to surface as an interference effect (i.e., longer latencies in the condition 
with distractors phonologically related to the context object than in the unrelated 
distractor condition), because activation from the picture of the context object and 
from the distractor converges on the word-form representation of the context object, 
making this representation a strong competitor for the to-be-produced response, that 
is, the name of the target object (cf. Jescheniak et al., 2005; Jescheniak & Schriefers, 
1998; Jescheniak, Hahne, Hofmann, & Wagner, 2006; Oppermann et al., 2008).
The choice of the extended picture-word interference paradigm for the current 
study was motivated by the fact that the selection of corresponding materials for use 
in the picture-picture interference paradigm was not feasible. Even the selection of a 
sufficiently large set of phonologically related object pairs with reasonable name 
agreement easily exhausts the possibilities given in a particular language (cf., 
Morsella & Miozzo, 2002), but additionally restricting the experimental materials to 
objects with high frequency names renders item selection impossible. The situation is 
quite different in the extended picture-word interference task, because here only the 
frequency constraint applies to object selection, while the phonological manipulation 
is realized by independently selected distractor words.
In the present study we used objects with high frequency names (henceforth 
high frequency objects), which are particularly easy to process. Such objects are 
typically named faster than objects with low frequency names and provide fast 
access to their phonological representations (cf. Jescheniak & Levelt, 1994; Oldfield 
& Wingfield, 1965).10 Ease of processing was manipulated by means of a visual 
degradation technique. Visually degraded objects are known to be named more 
slowly than non-degraded objects (e.g., Biederman, 1987; Meyer, Sleiderink, & 
Levelt, 1998; Mortensen, Meyer, & Humphreys, 2008). Therefore, processing
10 There is some debate regarding the question of whether these effects are genuine 
frequency effects or rather caused by factors typically correlated with frequency, such as object 
familiarity or age of acquisition (e.g., Alario et al., 2004; Barry, Morrison, & Ellis, 1997, Snodgrass & 
Yuditsky, 1996). However, the precise origin of the effect is not critical for the present purpose, as we 
use word frequency as a reliable and established way to manipulate the ease, with which the 
phonological form of an item can be retrieved.
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degraded objects up to the lexical level can be assumed to be more demanding than 
processing non-degraded objects, probably because perceptual processing is 
rendered more difficult. The visual degrading manipulation allowed us to vary ease of 
processing while keeping all other aspects of the experimental materials constant 
(i.e., the same picture names and the same distractors).
In Experiment 3.1, pairs of unrelated high frequency objects were tested. This 
experiment served two purposes. First, previous studies using the same paradigm, 
which had not explicitly controlled for ease of processing, had not obtained a 
phonological context effect with unrelated object pairs (Oppermann et al., 2008, 
2010). Therefore, any observation of such an effect for high frequency context 
objects would give initial indirect support to the notion that ease of processing does 
influence phonological context effects. Second, a potential phonological context 
effect can be used as the baseline, when evaluating the direct manipulation of ease 
of processing in Experiments 3.2 and 3.3. To anticipate, we did obtain a reliable 
phonological context effect in Experiment 3.1.
Experiment 3.2 tested the same object pairs as Experiment 3.1, but this time 
both objects were degraded. Assuming, that the relative speed, with which the two 
objects can be processed, does not change after applying the same degradation 
manipulation to both objects, the phonological context effect of Experiment 3.1 
should be replicated according to the relative speed account. By contrast, according 
to the processing resources account, the phonological context effect should be 
attenuated or even be eliminated, because processing the degraded target object 
would not leave sufficient resources for parallel processing of the context object to 
the same extent as in Experiment 3.1, and because the processing demands of the 
context object are also enhanced compared with Experiment 3.1.
In Experiment 3.3, finally, only one object -  either the target or the context 
object -  was degraded, while the other was non-degraded. Most important are the 
trials with non-degraded context objects in combination with degraded target objects. 
According to the relative speed hypothesis, we should find a phonological context 
effect, because the phonological form of the non-degraded context object is likely to 
be activated earlier than or at around the same point in time as the phonological form 
of the degraded target object. According to the resource hypothesis, however, the 
phonological context effect should be attenuated or be eliminated because the 
available processing resources are predominantly recruited for target processing.
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Experiment 3.1
Experiment 3.1 provides a first test of whether ease of processing promotes 
phonological context effects. It used pairs of high frequency non-degraded target and 
context objects, for which phonological context effects should most likely be 
obtained, if ease of processing plays a role.
Method
Participants. Thirty-two native speakers of German, most of them students 
from the University of Leipzig (mean age = 24 years, range = 19-29 years, SD = 3 
years), took part in the experiment. In all experiments reported in this article, 
participants received either course credit or were paid 6 € in exchange for 
participation. All participants had normal or corrected-to-normal vision and no known 
hearing deficits. All participants reported to have normal color vision. In all 
experiments presented here, participants with overall error rates exceeding 15% 
were replaced (3 participants in Experiment 3.1). No participant took part in more 
than one of the experiments reported in this chapter.
Materials. Forty objects with high frequency names were used in the 
experiment. They had a mean lemma frequency of 122 per million (SD = 94; range: 
40 -  475; norms taken from the CELEX lexical database; Baayen, Piepenbrock, & 
van Rijn, 1993). Two objects each were combined to twenty unrelated pairs of 
objects without any perceptual, conceptual, semantic, associative, or phonological 
relation between the paired objects. Pictures of the individual objects were sized to fit 
an imaginary square of 10 x 10 cm and then combined to pictures of pairs of objects 
that were spatially close to each other but non-overlapping (see Figure 3.1 for an 
example). In the familiarization and practice phase preceding the experiment proper, 
the single objects were presented in black color. In the experimental trials with object 
pairs, one of the objects appeared in green color (RGB: 0 255 0), and the other 
object appeared in red color (RGB: 255 0 0). For each participant, the color of any 
given object remained constant during the whole experiment. To control for a 
possible effect of object position, versions with reversed left and right position were 
created of each object pair. Color assignment and object position within the object
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Figure 3.1. Examples of the visual displays used in Experiment 3.1 -  3.3. The original 
displays were presented in color (red and green instead of grey and black).
pairs were held constant for each participant but were counterbalanced between 
participant groups.
For each object, a phonologically related distractor word was selected. All 
distractor words were disyllabic and shared the initial consonant or consonant cluster 
and the adjacent vowel with the corresponding object name. Unrelated control 
conditions were constructed by reassigning distractor words such that the distractors 
were unrelated to both objects of the respective pair (see Appendix 3-A for a 
complete list of experimental materials). The auditory distractors were spoken by a 
female native speaker of German. Distractor duration varied between 460 ms and 
741 ms with an average of 614 ms (SD = 73 ms). All auditory materials were digitized 
at a sampling rate of 48 KHz for presentation during the experiment. Eight additional 
objects and distractor words were selected for the construction of practice and warm­
up trials.
Design. The experimental design included two independent variables: primed 
element (target object vs. context object) and relatedness (phonologically related vs. 
unrelated). Both variables were fully crossed and tested within participants and items.
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There were two experimental blocks. In the first block, one object of a pair served as 
the target object and the other object as the context object in all four distractor 
conditions (target related, target unrelated, context related and context unrelated). in 
the second block, the assignment to the role of target and context objects was 
reversed. Within each of the two blocks, the sequence of distractor conditions was 
counterbalanced, using a sequentially balanced Latin square procedure. Also, the 
sequence, in which individual objects appeared as target objects and context objects 
in the two experimental blocks, was counterbalanced between participant groups. In 
all, there were 160 trials. The assignment of colors to the two objects and their spatial 
arrangement were held constant throughout the experiment for a given participant, 
but both factors were counterbalanced between participants. Thirty-two pseudo­
randomized experimental lists were created according to the following criteria: (a) 
picture repetition was separated by at least 8 trials, (b) distractor repetition was 
separated by at least 3 trials, (c) a given distractor condition was repeated no more 
than 3 times, and (d) phonologically similar target objects were separated by at least 
2 trials.
Apparatus. Stimulus presentation and data collection were controlled by the 
NESU program (Max Planck Institute for Psycholinguistics, Nijmegen, The 
Netherlands). The pictured objects were presented on a 19 in. EIZO S1910 TFT-LCD 
monitor (Eizo Nanao Corporation, Ishikawa, Japan) on a light gray background (RGB 
244 244 244). The auditory distractors were presented with Sennheiser HD 280 
headphones (Sennheiser Electronics, Old Lyme, CT) at a comfortable listening 
volume. Responses were recorded by a Sennheiser ME 64 microphone. Response 
latencies were measured to the closest millisecond with a Nesubox-Lite hardware 
voice key.
Procedure. Participants were tested individually in a dimly lit room. They were 
seated comfortably with a viewing distance of about 60 cm to the computer screen. 
The experimenter was separated from the participants by a partition wall. At the 
beginning of the experiment, participants received a written instruction informing 
them that their task was to name pictures of simple objects as quickly and accurately 
as possible. They were then familiarized with the stimulus material by a booklet, 
which contained all pictures used in the experiment, with the expected name of each 
picture written below it. In a first practice block, all pictures were presented separately 
(without distractors) and had to be named with their corresponding name. Non­
64
Ea s e  of P r o c e s s in g  C o n s t r a in s  T he A c t iv a tio n  F lo w
expected responses were corrected by the experimenter. The experiment continued 
with a written instruction informing the participants that they would now see pairs of 
objects, one colored in red and one colored in green. Half of the participants were 
instructed to name the red objects, and half of the participants were instructed to 
name the green objects. This instruction was followed by a practice block with eight 
trials consisting of practice items. The next instruction informed the participants that 
during the remainder of the experiment auditory distractors would be presented over 
the headphones but should be ignored. Again a practice block with eight trials 
followed. Then the first experimental block started. After the first block, the color for 
the cueing of the target objects was changed such that participants, who started with 
naming the green objects, were now instructed to name the red objects and vice 
versa. After another practice block consisting of eight trials, the second experimental 
block started. In all experimental blocks, four warm-up trials, composed of practice 
items, preceded the experimental trials. An experimental session lasted about 40 
minutes.
Experimental trials were structured as follows: On each trial an object pair was 
presented for 1 sec at the centre of the computer screen. Presentation of the auditory 
distractor words started simultaneously with picture onset (SOA = 0 ms). Response 
latencies were measured from picture onset to speech onset. The total length of one 
trial was about 4.5 sec.
Results and Discussion
Observations were coded as erroneous and discarded from the reaction time 
analyses whenever any of the following conditions held: (a) a target object had been 
named with other than the expected name, (b) a non-speech sound preceded the 
target utterance, triggering the voice key, (c) a disfluency occurred or an utterance 
was repaired, or (d) a speech onset latency exceeded 3 sec. Observations deviating 
from a participant's and an item's mean by more than 2 SD were considered as 
outliers and also discarded from the reaction time analyses. After applying these 
criteria, 261 observations (5.1 %) were marked as erroneous and 105 observations 
(2.1 %) as outliers. Averaged reaction times were submitted to analyses of variance 
(ANOVAs). Separate analyses involving the factors relatedness and block were
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Table 3.1
Naming Latencies (in ms) and Error Rates (in %) from Experiment 3.1 (Both Objects 
Non-Degraded).
Condition M %
target related 670 4.8
(14) (0 .8 )
target unrelated 700 4.3
(15) (0.6)
difference 30 ***/*** 0.5
(5) (0.8)
context related 707 5.6
(14) (0.7)
context unrelated 692 5.2
(13) (0.7)
difference 1  5  **/** 0.4
(5) (0 .8 )
Note. Standard errors are given in parentheses. Positive difference scores reflect interference and 
negative difference scores reflect facilitation. Significance of these scores is indicated by the 
superscripts. The first superscript indicates results from the t tests by participants. The second 
superscript indicates results from the t tests by items. * *p < .01, ***p < .001.
conducted for distractors that were related to the target object and for distractors that 
were related to the context object. Table 3.1 displays mean reaction times and error 
rates broken down by primed element (target vs. context object) and relatedness 
(related versus unrelated).
Effects from target related distractors. Phonologically related distractors 
speeded the naming response relative to unrelated distractors, yielding a significant 
effect of relatedness, ^ (1 , 31) = 33.11, p < .001, MSE = 824.29; F2(1, 39) = 20.20, p
< .001, MSE = 1,504.26. Naming latencies were slower in the second block (698 ms) 
when compared with the first block (673 ms), Fi(1, 31) = 18.10, p < .001, MSE = 
1,081.61; F2(1, 39) = 8.30, p < .01, MSE = 2,726.36, presumably reflecting negative 
priming. There was no interaction of block and relatedness, both Fs < 1. There were 
no significant effects in the analysis of error rates, ps > .20.
Effects from context related distractors. Phonologically related distractors 
slowed down naming responses, when compared with unrelated distractors, yielding 
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a significant effect of relatedness, F1(1, 31) = 8.47, p < .01, MSE = 832.86; F2(1, 39) 
= 8.25, p < .01, MSE = 1,284.58. Naming latencies were again slower in the second 
block (713 ms), when compared with the first block (687 ms), F1(1, 31) = 21.38, p < 
.001, MSE = 935.24; F2(1, 39) = 13.09 p < .001, MSE = 1,875.94. There was no 
interaction of block and relatedness, Fs < 1.1. There were no significant effects in the 
analysis of error rates, ps > .20.
Experiment 3.1 showed phonological facilitation from distractors related to the 
target object and interference from distractors related to the context object. The latter 
effect shows that the context object’s phonological form had been activated, as has 
been observed in previous picture-picture interference studies (Morsella & Miozzo, 
2002; Navarrete & Costa, 2005; Roelofs, 2008b). To our knowledge, this is the first 
observation of phonological activation of an unrelated, not-to-be-named context 
object in a study with the extended picture-word interference paradigm. The main 
difference between Experiment 3.1 and previous studies using the same paradigm 
(Oppermann et al., 2008, 2010) is that in the present experiment only easy-to- 
process, high frequency objects had been tested. Thus, the emergence of a context 
effect for high frequency objects gives initial, albeit indirect, support to the notion that 
the ease of processing of a context object has some impact on its automatic 
phonological activation. Experiment 3.2 was performed to provide more direct 
support to this notion.
Experiment 3.2
Experiment 3.2 used the same object pairs as Experiment 3.1. However, this 
time all objects were visually degraded, that is, the processing demands for both 
objects were enhanced. According to the relative speed hypothesis, the phonological 
context effect should be replicated, because the relative speed of processing the two 
objects should not have changed after applying the degradation manipulation. By 
contrast, according to the resources hypothesis, the phonological context effect 
should be attenuated or even be eliminated, because the more demanding target 
object processing leaves less resources for the parallel processing of the context 
object.
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Method
Participants. Thirty-two native speakers of German (mean age = 22 years, 
range = 18-30 years, SD = 3 years) took part in the experiment. None of the 
participants had to be replaced according to the substitution criterion.
Materials. The same object pairs and distractors as in Experiment 3.1 were 
used. Ease of processing was manipulated by using visually degraded versions of 
the pictures. These versions were created by superimposing a mask of parallel light 
gray lines (same color as presentation background) on the original pictures, thereby 
deleting part of the objects’ outline. On average, 47% of the outline of an object was 
deleted (SD = 7%, range: 36 -  68%). All objects were presented in their degraded 
version (see Figure 3.1 for an example).
Design, Apparatus, Procedure. Design, Apparatus and Procedure were the 
same as in Experiment 3.1, with the only exception that during the familiarization 
phase preceding the experiment, participants viewed all objects in their degraded 
version.
Results and Discussion
The raw data were treated in the same way as in Experiment 3.1. After 
applying these criteria, 253 observations (4.9 %) were marked as erroneous and 101 
observations (2.0 %) as outliers. Averaged reaction times were submitted to analyses 
of variance (ANOVAs). Separate analyses involving the factors relatedness and 
block were conducted for distractors that were related to the target object and for 
distractors that were related to the context object. Table 3.2 displays mean reaction 
times and error rates broken down by primed element (target vs. context object) and 
relatedness (related versus unrelated).
Effects from target related distractors. Phonologically related distractors 
speeded the naming response relative to unrelated distractors, yielding a significant 
effect of relatedness, F1(1, 31) = 25.91, p < .001, MSE = 1,085.00; F2(1, 39) = 13.56, 
p < .001, MSE = 2,421.86. Overall naming latencies did not differ across blocks
68
Ea s e  of P r o c e s s in g  C o n s t r a in s  T he A c t iv a tio n  F lo w
Table 3.2
Naming Latencies (in ms) and Error Rates (in %) from Experiment 3.2 (Both Objects 
Degraded)
Condition M %
target related 767 4.5
(17) (0.7)
target unrelated 797 5.3
(15) (0.7)
difference 30 ***/*** -0.8
(6) (0.7)
context related 790 4.5
(14) (0.8)
context unrelated 788 5.1
(15) (0.8)
difference 2 -0.6
(6) (0.8)
Note. Standard errors are given in parentheses. Positive difference scores reflect interference and 
negative difference scores reflect facilitation. Significance of these scores is indicated by the 
superscripts. The first superscript indicates results from the t tests by participants. The second 
superscript indicates results from the t tests by items. ***p < .001.
(781ms and 784 ms, respectively, for blocks 1 and 2), F s < 1 .  However, the 
relatedness effect decreased over blocks (47ms vs. 12 ms), which resulted in a 
significant interaction of block and relatedness, F1(1, 31) = 13.77, p < .001, MSE = 
687.71; F2(1, 39) = 12.89, p < .001, MSE = 1,113.93. The facilitation effect was 
significant in the first block, ti(31) = 5.66, p < .001; t2(39) = 4.70, p < .001, but not in 
the second block t1(31) = 1.91, p = .07; t2(39) = 1.1, p = .27. The analysis of error 
rates showed no significant effects, ps > .20.
Effects from context related distractors. There was no relatedness effect in 
the analysis of naming latencies, Fs < 1. Naming latencies were slower in the second 
block (798 ms), when compared with the first block (781 ms), F1(1, 31) = 6.02, p < 
.05, MSE = 1,654.13; F2(1, 39) = 10.31, p < .01, MSE = 1,544.63. There was no 
interaction of block and relatedness, Fs < 1. There were no significant effects in the 
analysis of error rates, ps > .16.
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As in Experiment 3.1, there was phonological facilitation from distractors 
related to the target object. Critically, and in contrast to the findings from Experiment
3.1, there was no effect from distractors phonologically related to the context object. 
This suggests that the context object had not become phonologically activated. Joint 
analyses on the data from Experiments 3.1 and 3.2 confirmed this pattern. For 
distractors related to the target, there was a highly significant effect of degradation, 
with longer naming latencies for degraded target objects than for non-degraded 
target objects, F1(1, 62) = 21.53, p < .001, MSE = 13,982.43; F2(1, 39) = 171.04, p < 
.001, MSE = 2,230.57, but no interaction of degradation and relatedness, Fs < 1. For 
distractors related to the context object there was a similar effect of degradation, 
F1(1, 62) = 19.75, p < .001, MSE = 12,900.22; F2(1, 39) = 119.52, p < .001, MSE = 
2,710.13, but also an interaction of relatedness and degradation, although it was only 
significant at a trend level in the participant analysis, most likely because this effect 
involves a between participant comparison, F1(1, 62) = 3.04, p = .09, MSE = 484.62; 
F2(1, 39) = 7.94, p < .01, MSE = 315.38.
In summary, degrading target and context object slowed down naming 
responses and led to the disappearance of the phonological context effect. This 
pattern demonstrates that the context objects were processed up to the phonological 
level, when processing of both objects was easy (non-degraded objects in 
Experiment 3.1), but not when processing of both objects was difficult (degraded 
objects in Experiment 3.2). Above, we had reasoned that this pattern is in conflict 
with the relative speed hypothesis, because the degradation manipulation applied to 
both objects should have slowed down processing of both objects to a similar extent. 
The absence of a context effect in Experiment 3.2, then, would provide support for 
the hypothesis that indeed processing demands influence the extent to which a 
context object is processed up to a phonological level. However, one could argue 
that—despite physically comparable manipulations applied to target object and 
context object—the degradation might have slowed down processing of the context 
object more than it might have slowed down target processing, because the context 
object was not in the focus of attention. If this were the case, the absence of a 
phonological context effect in Experiment 3.2 could also be reconciled with the 
relative speed hypothesis. In addition, the results from Experiment 3.2 do not yet 
suffice to determine, whether the enhanced processing demands of the target object,
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or of the context object, or of both were responsible for eliminating the phonological 
context effect. To address these issues, we performed Experiment 3.3.
Experiment 3.3
Experiment 3.3 tested the same object pairs as before. However, now only 
one of the objects within each pair, either the target or the context object, was 
degraded, whereas the other one was non-degraded. Of main interest were the pairs 
of a degraded target and a non-degraded context object, because they allow the 
assessment of the impact of processing demands of the target object for the 
processing of the context object. According to the relative speed hypothesis, there 
should be a phonological context effect, because the phonological form of the non­
degraded context object can be retrieved relatively fast when compared with the 
phonological form of the degraded target object. According to the resources 
hypothesis, by contrast, no such effect should be obtained, because the increased 
processing demands of the target do not leave sufficient resources to process the 
context object up to a phonological level.
The pairs with non-degraded targets and degraded context objects are 
theoretically not telling, because no phonological context effect is to be expected 
according to either hypothesis. According to the relative speed hypothesis, this is the 
case because the context object’s phonological form is activated more slowly than 
the phonological form of the (non-degraded) target object. According to the resource 
hypothesis, this is the case because there are not enough resources for fully 
processing the degraded context object in parallel with the non-degraded target. still, 
these trials were included to avoid that participants would use the degradation as a 
superficial cue to predict the target in a strategic way.
Method
Participants. Thirty-two native speakers of German (mean age = 23 years, 
range = 18-29 years, SD = 4 years) took part in the experiment. None of the 
participants had to be replaced according to the substitution criterion.
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Materials. The same object pairs and distractors as in the previous 
experiments were used. This time, the object pairs always consisted of a degraded 
object and a non-degraded object; see Figure 3.1 for an example.
Design. The experimental design included the three variables primed element 
(target object vs. context object), relatedness (phonologically related vs. unrelated) 
and degradation (target object degraded vs. context object degraded). All variables 
were fully crossed and tested within participants and items. This resulted in 320 trials, 
which were divided into four blocks of 80 trials each. To avoid a strategic use of the 
degradation to predict the target, in each block half of the trials had degraded target 
objects (and thus non-degraded context objects), and the other half of the trials had 
non-degraded target objects (and thus degraded context objects). Two subsets of 
items were created. These subsets differed with regard to which half of the set of 
objects was degraded or non-degraded in a particular experimental block. In the first 
block, all object pairs appeared once in each distractor condition. Ten pairs had 
degraded target objects and the other ten pairs had degraded context objects. In the 
second block, the visual stimuli remained the same, but now the former target objects 
became the context objects and vice versa. In blocks 3 and 4, the degradation of the 
objects within a pair was switched; formerly non-degraded objects were now 
presented in their degraded version, and formerly degraded objects were now 
presented non-degraded. Within each block, the sequence of distractor conditions 
was counterbalanced, using a sequentially balanced Latin square procedure. The 
presentation sequence of the two subsets was counterbalanced across participants. 
overall, every participant was presented each object in the degraded and the non­
degraded version, with each object in each version serving equally often as a target 
object and as a context object. As in the previous experiments, the assignment of 
color to the objects and their spatial arrangement was held constant throughout the 
experiment for a given participant, but both factors were counterbalanced between 
participants. Thirty-two pseudo-randomized experimental lists were created with 
randomizations following the same criteria as in Experiment 3.1 with the addition that 
trials with degraded target objects or trials with degraded context objects were 
repeated on no more than 5 consecutive trials.
Apparatus. The apparatus was the same as in Experiment 3.1.
Procedure. The procedure was the same as in Experiment 3.1, except for the 
following aspects. During the familiarization phase preceding the experiment,
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participants viewed the objects in the form in which they would appear in the first two 
blocks (i.e., half of the objects non-degraded and the other half degraded). After each 
of the four experimental blocks (see above), the target color was changed, so that 16 
participants named the green objects in blocks 1 and 3, while the other 16 
participants named the green objects in blocks 2 and 4. Degradation of the subsets 
of objects was switched after the second block.
Results and Discussion
The raw data were treated in the same way as in Experiment 3.1. After 
applying these criteria, 539 observations (5.3 %) were marked as erroneous and 216 
observations (2.1 %) as outliers. Averaged reaction times were submitted to analyses 
of variance (ANOVAs). Two separate analyses were conducted for distractors that 
were related to the target object and for distractors that were related to the context 
object. Each analysis involved the variables block, degradation (target vs. context), 
and relatedness (phonologically related vs. unrelated). For the factor block and its 
interaction with degradation, the sphericity assumption was violated in some cases. 
In these cases, Greenhouse-Geisser corrected p-values are reported.
Table 3.3 displays the mean reaction times and error rates broken down by 
degraded object (target vs. context object) and primed element (target vs. context 
object).
Effects from target related distractors. Degraded target objects were 
named slower than non-degraded target objects, F1(1, 31) = 336.58, p < .001, MSE = 
1,080.88; F2(1, 39) = 70.60, p < .001, MSE = 7,149.30. Phonologically related 
distractors facilitated the naming response compared with unrelated distractors, 
yielding a significant effect of relatedness in the analysis of naming latencies, F1(1, 
31) = 49.43, p < .001, MSE = 4,035.77; F2(1, 39) = 34.45, p < .001, MSE = 7,315.82. 
Surprisingly, the phonological facilitation effect was larger for non-degraded as 
compared with degraded target objects (49 ms and 29 ms, respectively), which is 
reflected in a significant interaction of relatedness and degradation, F1(1, 31) = 8.32, 
p <.01,  MSE = 1,665.12; F2(1, 39) = 7.77, p < .01, MSE = 2,084.97. Simple 
comparisons showed, however, that the phonological facilitation effect was reliably 
observed for degraded as well as non-degraded target objects, ps < .001. There was
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Table 3.3
Naming Latencies (in ms) and Error Rates (in %) from Experiment 3.3
Target Object Degraded context object Degraded
condition M % M %
target related 740 4.7 676 3.5
(17) (0.8) (18) (0.6)
target unrelated 769 6.2 725 4.6
(16) (0.9) (15) (0.8)
difference 2 9  ***/*** -1.5 f/ns 4 9  ***/*** - 1 . 1
(6 ) (0.8) (7) (0.7)
context related 767 6.4 715 4.8
(15) ( 1 .1 ) (14) (0.7)
context unrelated 771 5.3 720 4.6
(17) ( 1 .0 ) (15) ( 1 .0 )
difference -4 1 . 1 -5 0 . 2
(5) ( 1 .0 ) (4) (0 .8 )
Note. Standard errors are given in parentheses. Positive difference scores reflect interference and 
negative difference scores reflect facilitation. Significance of these scores is indicated by the 
superscripts. The first superscript indicates results from the t tests by participants. The second 
superscript indicates results from the t tests by items.nsf p > .10, f p < .10, ***p < .001.
a main effect of block, F1(3, 93) = 2.73, p = .06, MSE = 3,367.57; F2(3, 117) = 3.80, p
< .05, MSE = 3,007.62, reflecting slight changes in overall naming latencies, but 
there was no clear trend (mean naming latencies for blocks 1 to 4 : 728ms, 740 ms, 
719 ms, 725 ms). Importantly, there were no significant interactions of block with 
degradation or relatedness, ps > .20. The analysis of error rates revealed more errors 
for degraded than non-degraded target objects, although the effect was only 
significant in the analysis over participants, F1(1, 31) = 5.91, p < .05, MSE = 0.40; 
F2(1, 39) = 2.57, p = .12, MSE = 0.74. Fewer errors were made with related 
distractors than with unrelated distractors, F1(1, 31) = 5.15, p < .05, MSE = 0.41; 
F2(1, 39) = 3.69, p = .06, MSE = 0.46. The main effect of block was not significant, 
F1(3, 93) = 2.32, p = .08, MSE = 0.56; F2(3, 117) = 2.16, p = .11, MSE = 0.48, nor 
were any of the interactions between the three factors, Fs < 1.
74
Ea s e  of P r o c e s s in g  C o n s t r a in s  T he A c t iv a tio n  F lo w
Effects from context related distractors. Degraded target objects were 
named slower than non-degraded target objects, F1(1, 31) = 87.99, p < .001, MSE = 
3,781.27; F2(1, 39) =111.33, p < .001, MSE = 3,854.48. There was no effect of 
relatedness, F1(1, 31) = 2.22, p = .15, MSE = 1,170.98; F2 < 1. Naming latencies 
varied across blocks (mean naming latencies for block 1- 4: 738 ms, 758 ms, 734 ms, 
744 ms), which resulted in a significant effect of block, F1(3, 93) = 5.41, p < .01, MSE 
= 2,650.78; F2(3, 117) = 7.31, p < .001, MSE = 2,693.91. There was an interaction of 
block and degradation, F1(3, 93) = 2.80, p = .07, MSE = 2,405.57; F2(3, 117) = 2.98, 
p < .05, MSE = 3,178.34, which reflects a decrease in the size of the degradation 
effect over blocks (degradation effect for block 1 -  4: 70 ms, 56 ms, 40 ms, and 39 
ms). However, the degradation effect was significant at each block, ps < .002. None 
of the other interactions was significant, Fs < 1. The analysis of error rates showed 
no reliable effect of degradation, F1(1, 31) = 3.16, p = .09, MSE = 0.56; F2 < 1.3, and 
no effect of relatedness, F1 < 1; F2 (1, 39) = 1.76, p = .19, MSE = 0.23. Error rates 
differed across blocks, F1(3, 93) = 2.83, p < .05, MSE = 0.63; F2(3, 117) = 2.52, p = 
.06, MSE = 0.57, but there was no clear pattern (mean error rates for blocks 1 to 4: 
4.6%, 6.6%, 5.9%, 4.0%). There were no significant interactions in the analysis of 
error rates (ps > .13).
The results of Experiment 3.3 can be summarized as follows. Degraded target 
objects were named substantially slower than non-degraded target objects. We once 
more found phonological facilitation from distractors related to the target object, 
testifying to the sensitivity of our experiment. Somewhat surprisingly, the facilitation 
effect was smaller for degraded target objects than for non-degraded target objects. 
one possible reason is, that the increase in processing demands of the target object 
not only attenuated processing of the context object, but also the processing of the 
auditory distractor words.11 Another possibility is, that in the case of degraded target 
objects phonological processing might overlap for a longer time with the earlier 
processing stages (due to cascading activation before perceptual and conceptual
11 However, it is as jet unclear how perceptual load of a target affects the processing of 
distractors, which are presented in a different modality. Some authors found an attenuation of 
distractor effects across modalities when perceptual load on the target was increased (e.g., Klemen, 
Büchel, & Rose, 2009), whereas other found no such attenuation (e.g., Rees, Frith, & Lavie, 2001) or 
even an enhancement of distractor effects (e.g., Tellinghuisen & Nowak, 2003).
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processing is finished), than in the case of non degraded target objects, thereby 
partially masking phonological priming effects for degraded targets (see Humphreys, 
Riddoch, & Quinlan, 1988).12
Note, however, that the phonological effect for degraded targets was of the 
same size as the corresponding effect in Experiment 3.1 and 3.2 (phonological 
facilitation effects of 29 ms compared with 30 ms in Experiment 3.1 and 3.2). This 
might suggest that the phonological effect for degraded target objects did not 
decrease, but rather that the effect for non-degraded targets was enhanced 
compared to the other experiments. Given that there was virtually no difference in the 
overall phonological effects for non-degraded and degraded targets in Experiments
3.1 and 3.2, we refrain from giving much weight to the observed difference in 
Experiment 3.3. In any case, the smaller facilitation effect for degraded target objects 
was nonetheless reliable, which shows a sufficient sensitivity for phonological priming 
in naming degraded objects.
Most importantly, there was no effect from distractors related to the context 
object, regardless of whether the context object was degraded or non-degraded. To 
further qualify this finding, we conducted additional analyses, in which we compared 
the context effect with non-degraded (target and context) objects from Experiment
3.1 to the context effects with degraded target objects and degraded context objects, 
respectively, from Experiment 3.3. These analyses revealed reliable differences in 
the context effect observed with non-degraded vs. degraded context objects, F1(1, 
62) = 8.98, p < .01, MSE = 348.55; F2(1, 39) = 7.66, p < .01, MSE = 617.89, and in 
the context effect observed with non-degraded vs. degraded target objects, F1(1, 62) 
= 8.13, p < .01, MSE = 381.20; F2(1, 39) = 9.58, p < .01, MSE = 432.24, providing 
further statistical support to the notion that context object degradation, as well as 
target object degradation, effectively eliminates phonological context effects. 
Experiment 3.3, thus, replicated the finding from Experiment 3.2 demonstrating that 
increased processing demands of the target can disrupt the processing of a context 
object. Importantly, Experiment 3.3 shows that increasing only the processing 
demands of the target object is sufficient to effectively eliminate processing of the
12 We thank an anonymous reviewer for pointing out this alternative explanation.
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context object. This observation is in line with the resource hypothesis, but in conflict 
with the relative speed hypothesis.
General Discussion
In three picture-word-interference experiments, speakers named a high 
frequency target object in the presence of an unrelated high frequency context 
object. The ease of target and context object processing was manipulated by 
presenting either visually non-degraded versions of the pictures or visually degraded 
versions. Distractor words, which were phonologically related or unrelated to the 
context object’s name, were used to determine whether the context object had 
become phonologically activated. Experiment 3.1 showed interference from 
distractors phonologically related to the context object, when target and context 
object were non-degraded. This phonological context effect shows that the high 
frequency context object had become phonologically activated, giving further support 
to the notion that automatic phonological processing of an unrelated context object 
can follow the perceptual processing of that object, even if the object is not to be 
named (e.g., Meyer & Damian, 2007; Morsella & Miozzo, 2002, Roelofs, 2008b). In 
Experiment 3.2, all objects were visually degraded, which led to the disappearance of 
the phonological context effect. This suggests that the amount of phonological 
activation, which a context object may accumulate, depends on the ease of 
processing of that object, with easy to process objects promoting phonological 
context effects. Experiment 3.3 used the same pairs of high frequency objects as 
Experiment 3.1 and 3.2, but this time either the processing demands of the target 
object or processing demands of the context object were increased by visually 
degrading the objects. There was no phonological context effect in both cases, that 
is, visual degradation of the context object as well as degradation of the target object 
effectively eliminated the phonological activation of the context object.
In summary, high frequency context objects yielded a phonological context 
effect, when combined with non-degraded high frequency target objects (in 
Experiment 3.1), while no such effect was obtained, when the processing demands 
of target and context object (Experiment 3.2) or either the processing demands of the 
context object or the target object were enhanced (Experiment 3.3).
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This data pattern is in line with evidence from eye-tracking studies on multi­
object naming, in which participants named a sequence of objects in a prescribed 
sequence (e.g., from left to right). Several studies have shown that in such a situation 
multiple objects can be processed in parallel (Meyer et al., 2008; Morgan, van 
Elswijk, & Meyer, 2008; Morgan & Meyer, 2005). Importantly, two recent studies 
showed that the ease, with which the different objects can be processed, plays an 
important role. More specifically, the gaze duration patterns obtained suggested that 
the extent to which an object, which is to be named second, is processed in parallel 
with the object, which is to be named first, is determined by the ease of processing of 
the object which is to be named first (Malpass & Meyer, 2010; Meyer et al., 2008), as 
well as the ease of processing of the object, which is to be named second (Malpass 
& Meyer, 2010). These results from multi-object naming (reflected in gaze durations 
patterns) correspond to our results on single-object naming (reflected in naming 
latency patterns) and suggest that the parallel processing of to-be-named context 
objects (in multi-object naming) and to-be-ignored context objects (in single object 
naming) follows the same mechanisms and is restricted by the availability of 
processing resources.
Furthermore, the observation that an increase of processing demands of the 
target object reduces processing of a context object confirms predictions from the 
perceptual load theory of selective attention (e.g., Lavie, 1995). In line with this 
theory, not-to-be-named context objects can only be processed if the prioritized 
target processing leaves sufficient resources. The more resources are allocated to 
target processing, the less resources are available for the processing of the context 
object and the less likely the context object becomes phonologically activated. This 
account is compatible with the cascading view, because context processing is still 
conceived as automatic (i.e., not contingent on the intentional allocation of 
processing resources), although it is subject to limitations in processing capacity by 
the intentional allocation of processing resources to the target.
In summary, the present data demonstrate that the amount of available 
processing resources constrains the forward-cascading of activation in the 
conceptual-lexical system. Context objects are phonologically activated, if their 
phonological forms are easily retrieved and if prioritized target processing leaves 
sufficient resources. This observation might explain some of the empirical 
discrepancies between studies using different paradigms, which presumably differ
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with respect to the demands they impose on target processing (e.g., object naming 
vs. word translation, see also Navarette & Costa, 2005).13 Finally, our findings 
highlight the important role of attentional processes and in particular the allocation 
and availability of processing resources in the gating of the activation flow in the 
conceptual-lexical network during speech planning.
13 It might also, at least in part, explain the mentioned failures to replicate Morsella & Miozzo’s 
(2002) finding in the picture-picture interference paradigm. While Morsella & Miozzo did not use 
homogeneously high frequent objects in their experiments, M. Miozzo pointed out to us that they had 
intentionally selected pictures of objects, which were, according to their intuition, particularly easy to 
process (personal communication, September 2, 2010).
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Summary and Conclusions
Chapter 4
The ability to produce fluent and error-free speech requests the rapid and 
efficient processing of conceptual and lexical information in the human language 
production system. Current research on speech production often focuses on the 
mechanisms of lexical access, that is, access to the lexical knowledge of a speaker 
necessary to transform a communicative intention into a well-formed utterance. This 
thesis presented two series of experiments concerned with two current debates on 
the structures and mechanisms of lexical access in speaking. The first series of 
experiments (presented in Chapter 2) relates to the current discussion about the 
mechanism of lexical selection, that is, the selection of lexical target representations 
among alternative representations (see e.g., Abdel Rahman & Melinger, 2009; 
Mahon & Caramazza, 2009). In particular, these experiments aimed at evaluating a 
recent observation of delayed semantic interference effects in a picture-word 
interference task (Janssen, Schirm, Mahon, & Caramazza, 2008), which has been 
argued to refute the prominent notion that lexical selection is competitive. The 
second series of experiments (presented in chapter 3) relates to the question 
whether, respectively to what extent, phonological encoding processes are enabled 
for words which are not intended for articulation (see e.g., Goldrick, 2006; Hagoort & 
Levelt, 2009). The present experiments were motivated by several recent studies 
which had approached this issue by testing for phonological activation of not-to-be- 
named objects, but had reported contradictory results (e.g., Jescheniak et al., 2009; 
Morsella & Miozzo, 2002). In particular, the experiments aimed at evaluating the role 
of processing demands as a potential factor modulating phonological processing of 
not-to-be-named context objects.
Delayed semantic interference effects
An established view on lexical selection— included in many prominent models 
of speech production—is, that lexical selection is competitive (e.g., Bloem & La Heij, 
2003; Levelt, Roelofs, & Meyer, 1999). Lexical selection-by-competition accounts
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hold that the speed of selecting a lexical entry is influenced by the activation of 
concurrently activated alternatives (the competitors). Lexical selection is argued to be 
slower the more competitors are present, respectively the more activated these 
competitors are. Arguably the most prominent empirical support for this position has 
been the semantic interference effect in picture-word interference studies. Naming a 
pictured object is slower if a distractor word (presented in close temporal proximity to 
the object) shares a categorically-coordinate relation with the object name, compared 
with an unrelated distractor word (e.g., Lupker, 1979). The common interpretation of 
this semantic interference effect as an index of lexical competition has recently been 
challenged. instead it has been argued that semantic interference effects do not 
reflect lexical processes, but rather arise through a post-lexical response exclusion 
mechanism (e.g., Finkbeiner & Caramazza, 2006a).
Important empirical support for a post-lexical locus of the semantic 
interference effect was reported by Janssen et al. (2008). These authors employed a 
novel task-switching version of the picture-word interference paradigm in which 
participants either named the pictured object or read the (distractor) word. Using this 
paradigm Janssen et al. observed semantic interference in a delayed naming 
condition, in which lexical processing of the picture name had most likely been 
completed before the distractor word was presented. Consequently, Janssen et al. 
argued that semantic interference effects do not arise at the stage of lexical access, 
but instead after lexical processing is completed, in line with the post-lexical locus 
proposed by the response-exclusion hypothesis.
The experiments presented in Chapter 2 served two purposes. The first 
purpose of the experiments was to test the reliability of Janssen et al.’s observation 
of a delayed semantic interference effect. For this purpose, four of the experiments 
(Experiments 2.1, 2.3, 2.5, 2.7) tested for semantic interference effects with a 
delayed naming procedure, which was (with the exception of Experiment 2.7) 
identical to the one used by Janssen et al. In none of these experiments a delayed 
semantic interference effect was observed. in contrast, the same experimental 
materials yielded robust semantic interference effects in the standard picture-word 
interference paradigm (Experiments 2.2, 2.4, 2.6). The absence of semantic 
interference in the delayed naming in the present experiments can therefore not be 
attributed to insufficient sensitivity of the experimental materials. These observations, 
in conjunction with corresponding reports of other researchers (e.g., Piai, Roelofs, &
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Schriefers, 2011), call into question whether there are substantial semantic 
interference effects in delayed naming.
The second purpose of the experiments presented in Chapter 2 was to test 
whether semantic interference effects observable in the standard, single-task picture- 
word interference paradigm correspond to those in the task-switching version of this 
paradigm devised by Janssen et al. This question was addressed by comparing three 
different versions of the picture-word interference paradigm (Experiments 2.5, 2.6,
2.7). The comparison was made over an immediate naming condition (simultaneous 
presentation of word and picture) in all three versions of the paradigm. In Experiment
2.5, the task-switching version was tested, that is, participants needed to decide 
between the reading and the naming task on each trial. In Experiment 2.6, the 
standard version of the paradigm was tested, that is, participants always performed 
the naming task. In Experiment 2.7 a go/no-go version of the paradigm was tested, 
that is, participants only performed the naming task (similar to the standard version), 
but had to decide whether or not this task was to be executed on a given trial (similar 
to the task-switching version). Semantic interference effects were observed in the 
standard paradigm (no task decision, one task) and in the go/no-go paradigm (go/no- 
go decision, one task), but were absent in the task-switching paradigm (task 
decision, two tasks). This pattern suggests that the necessity to decide between two 
different task sets (reading and naming) has an effect on the processes causing 
semantic interference effects.
In summary, the experiments presented in Chapter 2 suggest that (a) there 
are no semantic interference effects in delayed naming and (b) that the inclusion of 
task decision processes into the picture-word interference paradigm might eliminate 
the commonly observed semantic interference effect.
Both of these findings provide a challenge for the response exclusion 
hypothesis. Following the reasoning of Janssen et al. this hypothesis would predict 
semantic interference effects to arise reliably in delayed naming. How the response 
exclusion hypothesis can account for the now repeatedly observed absence of 
delayed semantic interference effects is at present not clear. The observation that 
task decision processes can impact on processes causing semantic interference 
effects is likewise problematic for the response exclusion hypothesis. It appears 
plausible to assume that task decision processes operate, at least partly, in parallel 
with the preparation of a picture naming response. A recent study by Piai et al.
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(2011) provides an account explaining the observed interaction of task decision 
processes and picture name preparation within a framework of lexical competition. In 
contrast, it is implausible to assume that the task decision process operates in 
parallel with a post-lexical response exclusion mechanism, considering that logically 
a task decision has to be made before a potential response can be excluded (cf. Piai 
et al., 2011). Therefore, the necessity to complete a task decision might delay the 
onset of the response exclusion mechanism. it is conceivable that such a delay might 
maximize semantic interference effects caused by a post-lexical response exclusion 
mechanism. The present data, however, suggest a decrease of semantic 
interference effects due to task decision processes. As of now, it is not clear, how 
this data pattern can be accounted for within the response exclusion hypothesis.
Overall, the experiments presented in Chapter 2 suggest that Janssen et al.’s 
report of a delayed semantic interference effects should no longer be used as an 
argument supporting the response exclusion account. This conclusion holds, as long 
as there is no explanation for the repeated failures to replicate this finding, as well as 
an explanation for the influence of task decision processes on semantic interference 
effects within the framework of the response exclusion hypothesis. Until then, the 
present findings provide a challenge to the response exclusion account while being 
principally in agreement with lexical selection-by-competition accounts.
Phonological activation of not-to-be-named objects
Another central question in language production research has been whether 
phonological encoding processes are restricted to elements of an intended utterance. 
Some speech production models proposed that only elements selected during 
conceptual preparation (e.g., Bloem & La Heij, 2003) or lexical-syntactic encoding 
(e.g., Levelt et al., 1991; 1999) will activate their corresponding phonological word 
forms. other models proposed that activation of phonological representations does 
not depend on selection at earlier processing levels, but instead cascades 
automatically from conceptual to lexical and phonological representations (e.g., Dell 
et al., 1997).
Recently this issue has been investigated by studies testing for phonological 
activation of objects which are not intended to be named. In these studies pictured
84
S u m m a r y  A nd  C o n c lu s io n s
objects have been presented in the context of language production tasks, that is, as 
context to another target stimulus (a pictured object or a written word) which has to 
be responded to. Some of those studies indeed suggest that visual processing of 
context objects might suffice to trigger phonological processing of those object’s 
names (e.g., Morsella & Miozzo, 2002; Navarrete & Costa, 2005). These 
observations imply that activation of the conceptual representation of an object can 
lead to activation of the corresponding phonological representation even when this 
objects is not intended to be named (but see Bloem & La Heij, 2003, for a different 
interpretation). Therefore these phonological context effects provide support for 
cascading activation between these types of representations. interestingly, however, 
other studies found no evidence for phonological activation of not-to-be-named 
context objects (e.g., Bloem & La Heij, 2003; Bloem, van den Boogard, & La Heij, 
2004; Jescheniak et al., 2009). The discrepant results suggest that phonological 
activation of context objects is modulated by additional factors (cf. Meyer & Damian, 
2007; Navarrete & costa, 2005). The experiments presented in chapter 3 
investigated one potentially modulating factor: the processing demands of target and 
context objects. In particular the experiments investigated whether (a) phonological 
activation of context objects depends on the processing demands of the context 
object and (b) most importantly, whether phonological activation of context object 
also depends on processing demands of the target object.
The experiments used an extended version of the picture-word interference 
paradigm (e.g., Oppermann, Jescheniak, & Schriefers, 2008). Participants were 
presented with semantically and phonologically unrelated object pairs. The color of 
the objects outlines (red or green) indicated which object of a pair was to be named. 
Phonological activation of context objects (henceforth phonological context effects) 
was assessed by contrasting the effects of auditory distractor words, which were 
either phonologically related or unrelated to the context object’s name. In all 
experiments the same object pairs and distractor words were tested. Objects were 
selected to be fast and easy to name. For this reason, all objects had high frequency 
names and thus could be expected to provide very efficient access to their lexical 
representations (e.g., Jescheniak & Levelt, 1994, Oldfield & Wingfield, 1965). The 
use of high frequency objects provided a baseline of easy-to-process objects tested 
in Experiment 3.1. Processing demands were then manipulated with a visual 
degradation technique, that is, partial deletion of the object’s outlines. For visually
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degraded objects, object identification and consequently access to the object’s name 
can be expected to be more demanding than for the non-degraded objects (cf. 
Biederman, 1987). In Experiment 3.2 all objects were presented degraded, that is, 
the processing demands of target and context object were similarly enhanced. in 
Experiment 3.3 either the target object or the context object was presented 
degraded, that is, only the processing demands of the target, respectively only the 
processing demands of the context object were enhanced.
The results were as follows: In Experiment 3.1 a phonological context effect 
was observed, indicating phonological processing of the context objects. In 
Experiment 3.2, when both objects were degraded, this phonological context effect 
disappeared, suggesting that phonological context effects are influenced by 
perceptual processing demands. Most importantly, there was also no phonological 
context effect when only the context object, as well as when only the target object 
was degraded (Experiment 3.3). Of particular interest is the latter result for pairs of 
degraded target and non-degraded context objects. In this case, processing 
demands of the context object were identical to those in Experiment 3.1, in which a 
phonological context effect was observed. Nonetheless, the increase of processing 
demands of the target object apparently decreased phonological processing of the 
context object. Therefore, it appears that the emergence of phonological context 
effects does not only depend on processing demands of the context object itself (with 
stronger phonological context effects for easier to process context objects) but also 
on those of the target object (with stronger phonological context effects for easier to 
process target objects). This data pattern is line with the perceptual load theory of 
selective attention (e.g., Lavie, 1995; Lavie, Hirst, Fockert, & Viding, 2004). 
According to this theory, processing of a task-irrelevant stimulus is enabled by a 
"spill-over” of processing resources not needed for processing of the target stimulus. 
Thus, an increase in processing demands of the target object might result in a 
reduction of the processing capacity available for processing of the context object. In 
summary, the phonological context effect observed in Experiment 3.1 provides 
further empirical support for the notion that not-to-be-named objects might 
nonetheless be processed up to the phonological level, thereby also supporting the 
notion of cascading activation in the language production system. However, the 
results of Experiment 3.2 and 3.3 also suggest that the degree of processing of a
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context objects is restricted by the available perceptual processing capacity 
remaining in excess of the resources recruited for target processing.
How do these findings relate to previous studies on phonological context 
effects? Differences in processing demands imposed by experimental materials 
might help to explain why phonological context effects have been observed in some 
previous studies but were absent in others. For instance, most studies in which 
participants responded to target words (in contrast to target pictures as in the present 
study) did not observe phonological activation of context objects, neither in word 
translation tasks (Bloem & La Heij, 2003; Bloem et al., 2004) nor in word reading 
tasks (e.g., Roelofs, 2008b). However, a recent study observed phonological 
activation of context objects in a word association task (Humphreys, Boyd, & Watters,
2010). Interestingly, Humphreys et al. had used colored images of objects, that is, 
images including surface detail. In contrast, the aforementioned studies with word 
translation and word reading tasks had used simple line drawings lacking such 
surface detail. The type of images used by Humphreys et al. has been argued to 
allow for easier object identification and faster naming responses (cf. Rossion & 
Pourtois, 2004). Therefore, with regard to the results presented here, one might 
speculate that the emergence of phonological context effects in Humphreys et al.’s 
study (2010) was promoted by the use of context objects allowing for relatively easy 
object identification. Nonetheless, it is not likely that the emergence or absence of 
phonological context effects in different studies can be attributed solely to differences 
in the (perceptual) processing demands of their respective experimental materials. In 
addition, further consideration of the impact of task characteristics appears 
necessary.
Roelofs (2008b) argued that substantial processing of context objects is 
restricted to tasks imposing specific demands on selective attention. Most previous 
observations of phonological processing of context objects were made in picture- 
picture interference studies. In these studies target and context objects are usually 
presented superimposed on each other (Colomé & Miozzo, 2010; Meyer & Damian, 
2007; Morsella & Miozzo, 2002; Navarrete & Costa, 2005; Roelofs, 2008b). This 
mode of presentation might necessitate allocation of attention to the context object in 
the process of separating it from the target object (cf. Roelofs, 2008b). In the 
experiments presented in Chapter 3 target and context objects were presented in 
separation (although very close to each other). Therefore, one might argue that in
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these experiments identification of the target object did not demand attention to the 
context object, or at least to a lesser degree. Still, the data pattern suggests that 
attention was allocated to the context object, but in this case as a consequence of 
target processing not exhausting available processing capacity, not as a 
consequence of the necessity to separate target and context object. Therefore, the 
present results indicate that phonological processing of context objects is not 
restricted to spatially overlapping presentation of those objects with the target 
stimulus (see also Humphreys et al., 2010). Nonetheless the results also suggest 
that phonological processing of context objects presented in separation of the target 
might be limited to easily processed context objects in the presence of other easily 
processed target objects. In line with this consideration, other studies, which had 
used the same paradigm (and similar displays of non-overlapping target and context 
objects) but not explicitly easy-to-process, high frequency objects did not find 
phonological context effects if there was no additional conceptual-semantic relation 
between paired objects (Oppermann et al., 2008; Oppermann, Jescheniak, 
Schriefers, & Görges, 2010). Therefore, overall, the present results appear to be 
compatible with Roelofs’ (2008b) conclusion "that the spread of activation from 
concepts to word forms is limited and attention dependent” (p. 365).
Conclusions
The empirical evidence presented in Chapter 2 provides new support for the 
idea of a competitive mechanism of lexical selection. However, this support is 
admittedly indirect. The present data mainly contradict Janssen et al.’s observation of 
delayed semantic interference effects and consequently question the assumption of a 
post-lexical locus of semantic interference effects in the picture-word interference 
paradigm (see also Abdel Rahman & Aristei, 2010; Aristei, Melinger, & Abdel 
Rahman, 2011). However, critique of selection-by-competition accounts has not 
relied solely on the existence of delayed semantic interference effects. Other 
findings, argued to be in conflict with lexical competition, are the distractor frequency 
effect (Dhooge & Hartsuiker, 2010; Miozzo & Caramazza, 2003), the reversal of 
semantic interference into facilitation when masked distractors are used (Finkbeiner 
& Caramazza, 2006a; Dhooge & Hartsuiker, 2010), and various other observations of
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semantic facilitation (for a review see Mahon et al., 2007). Therefore any model of 
lexical selection needs to account for these findings as well as semantic interference 
effects. It should be noted that all of these findings can—in principle—be accounted 
for within frameworks of lexical competition (for discussions see e.g., Abdel Rahman 
& Melinger, 2009; Roelofs, Piai, & Schriefers, 2011). Therefore, the critical question 
is whether models rejecting the notion of competitive lexical selection can provide a 
more parsimonious explanation of these findings. The proposed strength of the 
response exclusion hypothesis has been its ability to account for the semantic 
interference effect, the distractor frequency effect and the masked priming effect in 
picture-word interference studies with one non-lexical mechanism (for discussions, 
see Finkbeiner & Caramazza, 2006a; Mahon, Costa, Peterson, Vargas, & 
Caramazza, 2007). Under the assumption that indeed none of these findings reflect 
lexical processes involved in natural language production the most relevant 
observation in need of explanation in terms of lexical selection might be semantic 
facilitation (cf. Mahon et al., 2007). Semantic facilitation effects are the natural 
consequence of non-competitive lexical selection accounts. Janssen et al.’s 
observation of delayed semantic interference effects provided motivation for the 
critical assumption that semantic interference effects (in picture-word interference 
tasks) do not reflect lexical processes. However, removing this observation from the 
discussion questions the validity of the response-exclusion hypothesis, at least as an 
account of semantic interference effects in the picture-word interference paradigm. 
Consequently, non-competitive accounts of lexical selection are challenged to 
provide a (non-lexical) explanation of this type of semantic interference effects. Until 
then the present results indicate that lexical competition should be preferred as an 
explanation of these semantic interference effects. However, critics of lexical- 
selection-by-competition accounts have argued that theoretical inferences about the 
mechanism of lexical selection should not be based on effects in the picture-word 
interference task (cf. Finkbeiner & Caramazza, 2006b; Mahon & Caramazza, 2009). 
In fact, it has been repeatedly argued that semantic interference effects in this task 
are the only reason to assume lexical selection-by-competition (cf. Finkbeiner & 
Caramazza, 2006a, 2006b; Mahon & Caramazza, 2009; Mahon et al., 2007). 
However, there are other observations motivating the idea of competitive lexical 
selection, most notably cumulative semantic interference effects (e.g., Howard, 
Nickels, Coltheart, & Cole-Virtue, 2006) and semantic interference effects in the
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cyclic-blocking paradigm (e.g., Damian, Vigliocco, & Levelt, 2001). Nonetheless, it is 
as of yet not clear, whether these effects necessarily reflect the same processes (see 
e.g., Oppenheim, Dell, & Schwartz, 2010). Therefore, one important task for future 
research appears to be to establish whether or not the seemingly related 
observations of semantic interference are uniformly caused by competitive lexical 
selection.
The experiments presented in Chapter 3 provided further evidence that 
phonological encoding processes are not restricted to elements of an intended 
utterance (e.g., Morsella & Miozzo, 2002; Navarrete & Costa, 2005). Observations of 
phonological activation for not-to-be-named context objects provide an impressive 
example for the notion of unrestricted spreading of activation between conceptual, 
semantic-syntactic, and phonological representations in the language production 
network. In this regard, studies on phonological context effects add to earlier 
evidence from studies on mediated phonological priming effects (e.g., Abdel Rahman 
& Melinger, 2008; Jescheniak & Schriefers, 1998; Peterson & Savoy, 1998) and 
statistical characteristics of speech errors (e.g., Dell & Reich, 1981; Rapp & Goldrick, 
2000). Taken together, these studies indicate that the architecture of the speech 
production system principally allows for at least some cascading of activation. The 
present experiments highlight the relevance of attention and allocation of processing 
resources for the emergence of phonological context effects. It should be noted, 
however, that the present experiments primarily document the impact of perceptual 
processing demands on the phonological activation of context objects. An interesting 
question for future studies therefore is whether the allocation of resources on other, 
lexical processing stages follows similar principles. For instance, following the 
present results, one might suspect that selecting and encoding easily accessible, 
high frequency target representations might allow for more extensive parallel 
processing of non-target lexical representations, than selecting and encoding less 
accessible, low frequency target representations would. However, it should be noted 
that the allocation of processing resources has been argued to be differentially 
affected by different types of task demands. As mentioned above, an increase in 
perceptual load on target processing has been argued to decrease the processing 
capacity available for processing of task irrelevant stimuli (e.g., Lavie, 1995). In 
contrast, however, load on cognitive control functions has been argued to decrease 
the ability to efficiently allocate processing resources to task-relevant stimuli,
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respectively to prevent allocation of processing resources to task-irrelevant stimuli 
(cf. Lavie et al., 2004). Therefore, it is also conceivable that perceptual and lexical 
processing demands of target objects might have different effects on the allocation of 
processing resources to context objects. Furthermore, the alleged difference in 
effects of perceptual and cognitive load suggests that phonological activation of not- 
to-be-named context objects might not only be modulated by processing demands of 
the experimental materials as indicated by the experiments presented here, but also 
by differences in cognitive load imposed by different production tasks (e.g., reading, 
naming, translation tasks). Another important question in this regard is, whether 
phonological activation of not-to-be-named objects is restricted to situations in which 
participants are engaged in a language production task (see Meyer, Belke, Telling, & 
Humphreys, 2007).
Overall, the present experiments as well as observations in related studies 
suggest that phonological processing of context objects might be restricted to very 
specific experimental conditions, which allow or demand the allocation of processing 
resources to the context object (see also Oppermann et al., 2008, 2010; Roelofs, 
2008b). As mentioned above, the present experiments can be taken to suggest, that 
phonological activation of context objects is restricted to easily identified and 
processed objects and a surplus of available processing capacity. One might argue 
that these conditions might almost never be met in a natural context. Nonetheless, 
one might also argue, that in experiments in which visual stimuli were chosen to be 
more naturalistic (conceptual coherent displays in Oppermann et al., 2008; images 
detailing surface information in Humphreys et al., 2010), phonological activation of 
not-to-be-named objects was promoted. Therefore, an important task for future 
research seems to be to determine whether automatic phonological processing of 
not-to-be-named objects can only be induced in relatively artificial experimental 
contexts, or whether it is also of relevance in more natural environments.
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Appendices
Appendix 2-A
Target names and distractors used in Experiments 2.1 and 2.2
Target name Distractor
Semantically related Unrelated
Korb [basket] Eimer [bucket] Fackel [torch]
Burg [castle] Festung [fortress] Kirsche [cherry]
Rock [skirt] Weste [vest] Turm [tower]
Gurke [cucumber] Möhre [carrot] Piano [piano]
Fass [barrel] Tonne [ton] Schraube [screw]
Apfel [apple] Kirsche [cherry] Bett [bed]
Maus [mouse] Ratte [rat] Tonne [ton]
Schüssel [bowl] Topf [pot] Kröte [toad]
Tisch [table] Bett [bed] Esel [donkey]
Nagel [nail] Schraube [screw] Festung [fortress]
Pferd [horse] Esel [donkey] Iglu [igloo]
Frosch [frog] Kröte [toad] Harfe [harp]
Glocke [bell] Hupe [horn] Wurm [worm]
Haus [house] Turm [tower] Eimer [bucket]
Kerze [candle] Fackel [torch] Weste [vest]
Käfig [cage] Zwinger [kennel] Schlips [tie]
Klavier [piano] Piano [piano] Topf [pot]
Korken [cork] Stöpsel [stopper] Hupe [horn]
Zelt [tent] Iglu [igloo] Ratte [rat]
Krawatte [cravat] Schlips [tie] Möhre [carrot]
Raupe [caterpillar] Wurm [worm] Kiste [box]
Truhe [chest] Kiste [box] Stöpsel [stopper]
Torte [cake] Kuchen [pie] Zwinger [kennel]
Flöte [flute] Harfe [harp] Kuchen [pie]
Note. English translations are given in parentheses.
105
L ex ic al  A c c e s s  in S pe ak in g
Appendix 2-B
Target names, their frequency, and distractors used in Experiments 2.3 and 2.4
Target name Frequency Distractor
Semantically related Unrelated
Auge [eye] hf Nase [nose] Kanu [canoe]
Auto [car] h f Moped [moped] Höhle [cave]
Baum [tree] hf Hecke [hedge] Wippe [seesaw]
Berg [mountain] hf Vulkan [volcano] Urne [urne]
Bett [bed] hf Sofa [couch] Kröte [toad]
Buch [book] hf Mappe [folder] Stöpsel [stopper]
Flugzeug [airplane] hf Rakete [rocket] Bohrer [drill]
Fuß [foot] hf Wade [calf] Kiste [box]
Hand [hand] hf Knie [knee] Pflaume [plum]
Haus [house] hf Turm [tower] Ente [duck]
Herz [heart] hf Bauch [belly] Bagger [digger]
Hund [dog] hf Fuchs [fox] Torte [cake]
Kirche [church] hf Moschee [mosque] Lappen [cloth]
Mauer [wall] hf Zaun [fence] Harke [rake]
Pferd [horse] hf Ziege [goat] Mantel [coat]
Ring [ring] hf Kette [necklace] Muschel [clam]
Schiff [ship] hf Kutter [cutter] Hut [hat]
Sonne [sun] hf Komet [comet] Löffel [spoon]
Tisch [table] hf Hocker [stool] Lüfter [fan]
Zug [train] hf Kutsche [carriage] Feile [rasp]
Besen [broom] lf Harke [rake] Knie [knee]
Birne [pear] lf Pflaume [plum] Rakete [rocket]
Floß [raft] lf Kanu [canoe] Wade [calf]
Föhn [hairdryer] lf Lüfter [fan] Bauch [belly]
Frosch [frog] lf Kröte [toad] Kutter [cutter]
Hobel [handplane] lf Feile [rasp] Vulkan [volcano]
Iglu [igloo] lf Höhle [cave] Hecke [hedge]
Korken [cork] lf Stöpsel [stopper] Fuchs [fox]
Kran [crane] lf Bagger [digger] Sofa [couch]
Pizza [pizza] lf Torte [cake] Moschee [mosque]
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Appendix 2-B (continued)
Target name Frequency Distractor
Semantically related Unrelated
Qualle [jellyfish] lf Muschel [clam] Turm [tower]
Quirl [mixer] lf Löffel [spoon] Nase [nose]
Rutsche [slide] lf Wippe [seesaw] Ziege [goat]
Schal [scarf] lf Hut [hat] Hocker [stool]
Schwamm [sponge] lf Lappen [cloth] Komet [comet]
Storch [stork] lf Ente [duck] Kette [necklace]
Truhe [chest] lf Kiste [box] Mappe [folder]
Vase [vase] lf Urne [urne] Kutsche [carriage]
Weste [vest] lf Mantel [coat] Zaun [fence]
Zange [pliers] lf Bohrer [drill] Moped [moped]
Note. English translations are given in parentheses.
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Appendix 2-C
Target names, their frequency, and distractors used in Experiments 2.5 -  2.7
Target name Frequency Distractor 
Semantically related Unrelated
airplane h f ferry chestnut
bed h f couch swab
bottle hf flask cards
bread hf cracker cigar
car hf truck fountain
church hf mosque eagle
dog h f rabbit balloon
eye hf ankle pistol
fish hf clam urn
hand h f shin guitar
heart h f kidney violin
horse hf goat drill
leg h f elbow orange
lips hf brow spade
mountain hf volcano whale
rain hf lightning lizard
shoe hf glove worm
sun hf comet goose
table h f bench onion
train h f carriage screw
acorn lf chestnut ferry
broom lf swab couch
dice lf cards flask
pipe lf cigar cracker
well lf fountain truck
owl lf eagle mosque
kite lf balloon rabbit
cannon lf pistol ankle
vase lf urn clam
flute lf guitar shin
harp lf violin kidney
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Appendix 2-C (continued)
Target name Frequency Distractor
Semantically related Unrelated
saw lf drill goat
pear lf orange elbow
rake lf spade brow
dolphin lf whale volcano
frog lf lizard lightning
snail lf worm glove
swan lf goose comet
carrot lf onion bench
nail lf screw carriage
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Appendix 3-A
List of the object pairs and corresponding distractors used in Experiments 3.1 -  3.3 
Object 1 Object 2 Distractor
Unrelated To Related To 
Object 1 Object 2
Aula Zeiger
[auditorium] [pointer]
Auge
[eye]
Baum
[tree]
Bett
[bed]
Hand
[hand]
König
[king]
Radio
[radio]
Schiff
[ship]
Sonne
[sun]
Tür
[door]
Zeitung
[newspaper]
Stern
[star]
Berg
[mountain]
Ball
[ball]
insel
[island]
Tisch
[table]
Haus
[house]
Auto
[car]
Telefon
[phone]
Mauer
[wall]
Buch
[book]
Kirche
[church]
Herz
[heart]
Soldat
[soldier]
Kopf
[head]
Zug
[train]
Related To 
Object 1
Bauer
[farmer]
Becher
[cup]
Happen
[snack]
Köder
[bait]
Rahmen
[frame]
Schippe
[scoop]
Socke
[sock]
Tüte
[bag]
Zeiger
[pointer]
Stecker
[plug]
Bettler
[beggar]
Socke
[sock]
Aula
[auditorium]
Becher
[cup]
Rahmen
[frame]
Schippe
[scoop]
Köder
[bait]
Happen
[snack]
Bauer
[farmer]
Tüte
[bag]
Fuge
[gap]
Rate
[rate]
Stecker
[plug]
inder
[Indian]
Tinte
[ink]
Haube
[bonnet]
Auster
[oyster]
Theke
[counter]
Mauser
[molt]
Bude
[booth]
Kissen
[pillow]
Hexe
[witch]
Sonde
[probe]
Kolben
[piston]
Zuber
[tub]
Fluse
[lint]
Unrelated To 
Object 2
Bude
[booth]
Hexe
[witch]
Theke
[counter]
Sonde
[probe]
Mauser
[molt]
Tinte
[ink]
Haube
[bonnet]
inder
[Indian]
Auster
[oyster]
Kissen
[pillow]
Brise
[breeze]
Fäule
[rot]
Pfennig
[Pfennig]
Flugzeug Bambus 
[airplane] [bamboo]
110
A p p en d ic es
Appendix 3-A (continued)
Object 1 Object 2 Distractor
Related To 
Object 1
Unrelated To Related To 
Object 1 Object 2
Unrelated To 
Object 2
Kleid Straße Kleister Hunger Strahler Biene
[dress] [street] [glue] [hunger] [emitter] [bee]
Fenster Bier Felge Rippe Biene Rabe
[window] [beer] [felly] [rib] [bee] [raven]
Ring Brief Rippe Kräuter Brise Strahler
[ring] [letter] [rib] [herbs] [breeze] [emitter]
Hund Feuer Hunger Bambus Fäule Motor
[dog] [fire] [hunger] [bamboo] [rot] [motor]
Fuß Rad Fuge Bettler Rabe Kolben
[foot] [tire] [gap] [beggar] [raven] [piston]
Rakete Pferd Rate Kleister Pfennig Zuber
[rocket] [horse] [rate] [glue] [Pfennig] [tub]
Kreuz Mond Kräuter Felge Motor Fluse
[cross] [moon] [herbs] [felly] [motor] [lint]
Note. English translations are given in parentheses.
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Zusammenfassung
Die menschliche Fähigkeit flüssig und weitgehend fehlerfrei zu sprechen ist 
Ausdruck eines komplexen und hoch effizienten kognitiven Systems der 
Sprachproduktion. Zentraler Bestandteil des Sprachproduktionsprozesses ist der 
lexikale Zugriff, d. h. der Abruf des sprachlichen Wissens eines Sprechers aus dem 
sogenannten mentalen Lexikon. Es existieren aktuell unterschiedliche Annahmen 
hinsichtlich der Struktur der an den Teilprozessen der Sprachproduktion beteiligten 
mentalen Repräsentationen sowie der zeitlichen und funktionellen Koordination der 
einzelnen Teilprozesse des lexikalen Zugriffs. Die vorliegende Arbeit stellt zwei 
experimentelle Studien mit Beiträgen zu aktuellen Debatten um die Teilprozesse des 
lexikalen Zugriffs vor.
Verzögerte semantische Interferenzeffekte
Die erste Studie (vorgestellt im zweiten Kapitel der Arbeit) beschäftigte sich 
mit dem Mechanismus der lexikalen Selektion, d. h. dem Prozess der Auswahl eines 
lexikalen Eintrages für die Weiterverarbeitung und letztliche Artikulation aus einer 
Menge möglicher Alternativen. Viele prominente Sprachproduktionsmodelle (z. B. 
Bloem & La Heij, 2003; Levelt, Roelofs, Meyer, 1999) beschreiben lexikale Selektion 
als Konkurrenzprozess. Die Annahme lexikaler Konkurrenz besagt, dass die 
Geschwindigkeit der Selektion eines lexikalen Eintrags von der Anzahl, bzw. Stärke 
der Aktivierung, anderer zugleich aktivierter Einträge beeinflusst wird. Als wichtiger 
empirischer Beleg lexikaler Konkurrenz wird häufig der semantische Interferenz­
effekt in Bild-Wort-Interferenzexperimenten angesehen. In diesen Experimenten 
benennen Probanden Bilder und ignorieren in zeitlicher Nähe präsentierte 
Ablenkerwörter. Besteht eine semantisch-kategoriale Beziehung zwischen 
Ablenkerwort und zu benennendem Bild (z. B. Bild: Hund - Ablenkerwort: Pferd), so 
erfolgt die Benennung langsamer und fehleranfälliger im Vergleich zu 
Ablenkerwörtern ohne semantische Relation zum Bild (z. B., Lupker, 1979; 
Schriefers, Meyer, & Levelt, 1990). Als Alternative zur Interpretation dieses Effektes
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als Indikator lexikaler Konkurrenz, wird aktuell die sogenannte Response-Exclusion- 
Hypothese (z. B. Finkbeiner & Caramazza, 2006a) diskutiert. Die zentrale Annahme 
dieser Hypothese ist, dass semantische Interferenzeffekte im Bild-Wort- 
Interferenzparadigma nicht lexikale Selektionsprozesse sondern einen post-lexikalen 
Selektionsmechanismus widerspiegeln. Wichtige empirische Evidenz für einen post- 
lexikalen Ursprung semantischer Interferenzeffekte wurde in einer Studie von 
Janssen, Schirm, Mahon und Caramazza (2008) vorgelegt. Diese Autoren 
verwendeten eine neue Variante des Bild-Wort-Interferenzparadigmas, in der die 
Aufgabe der Probanden entweder im Benennen des Bildes oder dem Lesen des 
(Ablenker-)Wortes bestand. Die kritische Beobachtung von Janssen et al. (2008) war 
ein semantischer Interferenzeffekt in einer verzögerte Benennungsaufgabe, in der 
die Probanden genügend Zeit hatten die lexikale Verarbeitung des Bildnamens 
abzuschließen, bevor das (Ablenker-)Wort erschien. Aus diesem Befund 
schlussfolgerten Janssen et al., dass semantische Interferenzeffekte—in 
Übereinstimmung mit der Response-Exclusion-Hypothese—erst nach der lexikalen 
Verarbeitung auftreten.
Die in Kapitel 2 vorgestellten Experimente dienten der Überprüfung dieses für 
die Diskussion um den lexikalen Selektionsmechanismus zentralen Befundes. Zum 
einen wurde die Reliabilität der von Janssen et al. berichteten verzögerten 
Interferenzeffekte untersucht. Zum anderen wurden semantische Interferenzeffekte 
in klassischen Bild-Wort-Interferenzeffekten (nur eine Aufgabe: Bildbenennung) mit 
denen in der von Janssen et al. verwendeten Aufgabenwechselvariante dieses 
Paradigmas (Wechsel zwischen Benennungs- und Leseaufgabe) verglichen um den 
möglichen Einfluss von Prozessen der Aufgabenentscheidung auf das Entstehen 
semantischer Interferenzeffekte zu untersuchen.
In einer Serie von 4 Experimenten (Experimente 2.1, 2.3, 2.5, 2.7) konnte 
Janssen et al.‘s Befund verzögerter semantischer Interferenz nicht bestätigt werden. 
Im Gegensatz dazu zeigten die gleichen experimentellen Materialien robuste 
semantische Interferenzeffekten im klassischen Bild-Wort-Interferenzparadigma 
(Experimente 2.2, 2.4, 2.6). Die wiederholten Nicht-Replikationen können demnach 
nicht auf mangelnde Sensitivität der experimentellen Manipulation zurückgeführt 
werden und lassen somit an der Existenz substantieller verzögerter semantischer 
Interferenzeffekte zweifeln. Übereinstimmende Beobachtungen wurden inzwischen 
auch von anderen Forschergruppen gemacht (z. B. Piai, Roelofs, & Schriefers,
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2011). Der Vergleich verschiedener Varianten des Bild-Wort-Interferenzparadigmas 
deutet zudem daraufhin, dass (nicht-verzögerte) semantische Interferenzeffekte 
durch Aufgabenentscheidungsprozesse (Benennen des Bildes vs. Lesen des 
Wortes) überlagert werden können. Mit identischem Material wurden semantische 
Interferenzeffekte im klassischen Bild-Wort-Interferenzparadigma (Experiment 2.6) 
und in einer Go/No-Go Variante (Experiment 2.7), nicht jedoch in der von Janssen et 
al. verwendeten Aufgabenwechselvariante (Experiment 2.5) beobachtet (jeweils bei 
nicht-verzögerter Ablenkerpräsentation). Dieses Datenmuster ist durchaus mit der 
Annahme lexikaler Konkurrenz vereinbar, da die Aufgabenentscheidungsprozesse 
und lexikale Verarbeitung eines Bildnamens zumindest teilweise parallel ablaufen 
können, was eine Beeinflussung oder Überlagerung lexikaler Verarbeitungsprozesse 
durch die Aufgabenentscheidung ermöglicht (Piai et al., 2011). Im Gegensatz dazu 
ist bisher unklar, wie Aufgabenentscheidungsprozesse den von der Response- 
Exclusion-Hypothese propagierten post-lexikalen Antwortausschlussmechanismus 
beeinflussen könnten, da der Ausschluss einer möglichen Antwort logisch den 
Abschluss der Aufgabenentscheidung voraussetzt.
Beide Befunde, sowohl das Nicht-Vorhandensein verzögerter semantischer 
Interferenzeffekte, als auch der Einfluss von Aufgabenentscheidungen auf 
semantische Interferenzeffekte stehen im Widerspruch zur Response-Exclusion- 
Hypothese, sind aber grundsätzlich mit der Annahme lexikaler Konkurrenz vereinbar. 
Die vorliegenden Experimente legen nahe, dass die Befunde von Janssen et al. 
gegenwärtig nicht mehr als Argument zur Unterstützung der Response-Exclusion- 
Hypothese dienen können und lassen daran zweifeln, dass semantische 
Interferenzeffekte im Bild-Wort-Interferenzparadigma Ausdruck eines post-lexikalen 
Selektionsmechanismus im Sinne der Response-Exclusion-Hypothese sind.
Phonologische Aktivierung nicht zu benennender Objekte
Die zweite Studie (vorgestellt im dritten Kapitel der Arbeit) beschäftigte sich 
mit der Frage inwieweit der Abruf phonologischer lexikaler Repräsentationen auf die 
Elemente einer geplanten Äußerung beschränkt ist. Während einige 
Sprachproduktionsmodelle davon ausgehen, dass nur für eine Äußerung selektierte 
Wörter auch bis zur phonologischen Ebene verarbeitet werden (z. B. Bloem & La
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Heij, 2003; Levelt et al., 1999), postulieren andere Modelle, dass Aktivierung 
konzeptueller Repräsentationen immer auch Aktivierung phonologischer 
Repräsentationen zur Folge hat unabhängig von der Selektion für eine geplante 
Äußerung (z. B. Dell, 1986; Rapp & Goldrick, 2000).
In letzter Zeit wurde dieser Frage vermehrt durch die Untersuchung der 
phonologischen Verarbeitung nicht zu benennender Objekte nachgegangen. Einige 
dieser Studien legen nahe, dass die visuelle Verarbeitung von Objekten ausreicht um 
auch deren phonologische Verarbeitung auszulösen (z. B. Morsella & Miozzo, 2002; 
Navarrete & Costa, 2005). Dies impliziert, dass Aktivierung konzeptueller 
Repräsentationen auch ohne Benennungsintention zur Aktivierung phonologischer 
Repräsentationen führen kann und unterstützt somit die Annahme kaskadierender 
Aktivierungsausbreitung im Sprachproduktionssystem. Allerdings konnte die 
automatische phonologische Verarbeitung nicht zu benennender Kontextobjekte (im 
Folgenden: phonologische Kontexteffekte) in einigen anderen Studien nicht bestätigt 
werden (z. B. Bloem & La Heij, 2003; Jescheniak et al., 2009). Diese 
unterschiedlichen Ergebnisse deuten daraufhin, dass das Auftreten phonologischer 
Kontexteffekte durch zusätzliche Faktoren moduliert wird (vgl. Meyer & Damian, 
2007; Navarrete & Costa, 2005).
Die Experimente untersuchten den Einfluss des Verarbeitungsaufwands von 
Ziel- und Kontextobjekten auf das Entstehen phonologische Kontexteffekte. 
Untersucht wurde dabei zum einen, ob der Verarbeitungsaufwand des 
Kontextobjektes dessen automatische phonologische Verarbeitung beeinflusst, und 
zum anderen, ob der perzeptuelle Verarbeitungsaufwand eines Zielobjektes 
ebenfalls Einfluss auf die automatische phonologische Verarbeitung des 
Kontextobjektes hat.
In den Experimenten wurde ein erweitertes Bild-Wort-Interferenzparadgima 
(z. B. Oppermann, Jescheniak, & Schriefers, 2008) verwendet. Den Probanden 
wurden jeweils zwei semantisch und phonologisch unähnliche Objekte präsentiert, 
von denen eines (indiziert durch die Farbe des Objektes) zu benennen war. Die 
phonologische Aktivierung der Kontextobjekte wurde mittels auditiv präsentierter 
Ablenkerwörter bestimmt. Für die Experimente wurden gezielt einfach zu 
benennende Objekte mit hochfrequenten Namen ausgewählt. Die 
Verarbeitungsschwierigkeit wurde dann mittels visueller Degradierung manipuliert, 
d. h. durch das Entfernen eines Teils der Umrisslinien der Objekte. In Experiment 3.1
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wurden alle Objekte intakt präsentiert. In Experiment 3.2 wurden alle Objekte 
degradiert präsentiert, der Verarbeitungsaufwand war demnach sowohl für Ziel- als 
auch Kontextobjekt erhöht. In Experiment 3.3 wurde entweder das Ziel- oder das 
Kontextobjekt degradiert präsentiert, es war also entweder der 
Verarbeitungsaufwand des Zielobjektes oder der des Kontextobjektes erhöht.
In Experiment 3.1 wurde ein phonologischer Kontexteffekt beobachtet. Dieser 
Kontexteffekt verschwand wenn der Verarbeitungsaufwand beider Objekte 
(Experiment 3.2) oder auch nur der des Ziel- oder Kontextobjektes erhöht war 
(Experiment 3.3). Die Ergebnisse zeigen, dass die phonologische Verarbeitung von 
Kontextobjekten durch ihre Verarbeitungsschwierigkeit moduliert werden kann. Von 
besonderem Interesse ist vor allem das Verschwinden des Kontexteffektes durch die 
Degradierung des Zielobjektes. In diesem Fall war der Verarbeitungsaufwand des 
Kontextobjektes identisch zu dem in Experiment 3.1, in welchem ein phonologischer 
Kontexteffekt beobachtet wurde. Die Verarbeitung des Kontextobjektes wurde jedoch 
anscheinend durch den erhöhten Aufwand der Verarbeitung des Zielobjektes 
eingeschränkt. Diese Beobachtung bestätigt Vorhersagen der Perceptual-Load- 
Theorie selektiver Aufmerksamkeit (vgl. Lavie, 1995; Lavie, Hirst, Fockert, & Viding, 
2004). Nach dieser Theorie wird die Verarbeitung nicht aufgabenrelevanter Stimuli 
durch einen Überschuss perzeptueller Verarbeitungsressourcen ermöglicht, d. h. 
durch die Ressourcen die nicht für die Verarbeitung aufgabenrelevanter Reize 
rekrutiert werden müssen.
Zusammengenommen liefern die Experimente in Kapitel 3 weitere Evidenz 
dafür, dass nicht-zu-benennende Objekte dennoch phonologisch aktiviert werden 
können. Dies steht im Einklang mit der Annahme kaskadierender Aktivierungs­
ausbreitung von konzeptuellen zu phonologischen Repräsentationen im 
Sprachproduktionssystem. Zusätzlich weisen die Experimente jedoch daraufhin, 
dass eine substantielle phonologische Verarbeitung von Kontextobjekten durch den 
Verarbeitungsaufwand äußerungsrelevanter Stimuli moduliert wird. Dieser Einfluss 
kann zur Aufklärung der differierenden Befunde zu phonologischen Kontexteffekten 
beitragen. Zudem stehen die Ergebnisse im Einklang mit der Annahme, dass 
substantielle lexikale Verarbeitung nicht-zu-benennender Kontextobjekte 
aufmerksamkeitsabhängig und nur unter spezifischen experimentellen Bedingungen 
beobachtbar ist (vgl. Roelofs, 2008b).
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14Samenvatting14
De menselijke vaardigheid vloeiend en bijna geheel foutloos te spreken is een 
manifestatie van een complex en uitermate efficiënt cognitief systeem om taal te 
produceren. Centraal in het spraakproductieproces staat de lexicale toegang, dat wil 
zeggen: het oproepen van de taalkundige kennis van een spreker uit het zogeheten 
mentale lexicon. Momenteel bestaan er verschillende theorieën met betrekking tot de 
structuur van de mentale representaties die een rol spelen in de deelprocessen van 
de spraakproductie. Hetzelfde geldt voor de chronologische en functionele 
coördinatie van de afzonderlijke deelprocessen van de lexicale toegang. Deze 
dissertatie stelt twee experimentele onderzoeken voor die zich bezighouden met het 
actuele debat omtrent de deelprocessen van de lexicale toegang.
Vertraagde semantische interferentie-effecten
Het eerste onderzoek (voorgesteld in hoofdstuk 2 van deze dissertatie) ging in 
op het mechanisme van de lexicale selectie. Dit is het proces dat bepaalt welk 
lexicaal item uit een aantal mogelijke alternatieven wordt geselecteerd voor verdere 
verwerking en uiteindelijk door de spreker geuit wordt. Veel gezaghebbende 
spraakproductiemodellen (bijvoorbeeld Bloem & La Heij, 2003; Levelt, Roelofs, 
Meyer, 1999) beschrijven lexicale selectie als een competitief proces. Volgens de 
hypothese van de lexicale competitie wordt de snelheid waarmee een bepaald item 
geselecteerd wordt beïnvloed door het aantal andere, op dat moment eveneens 
geactiveerde items, of door de mate van activering daarvan. Als belangrijk empirisch 
bewijs voor lexicale competitie wordt vaak verwezen naar het effect van semantische 
interferentie in experimenten volgens het "picture-word interference paradigm”. 
Hierbij moeten de proefpersonen plaatjes benoemen, terwijl ze nagenoeg 
tegelijkertijd aangeboden afleidende woorden ("afleiders”) moeten negeren. Bestaat 
er een semantisch-categorische relatie tussen de afleider en het te benoemen plaatje
14 I thank Alexandra Kleijn for translating the German thesis summary into Dutch.
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(bijv. plaatje: hond -  afleider: paard), dan kost het benoemen meer tijd en worden er 
vaker fouten gemaakt dan wanneer er geen semantische relatie is tussen het 
afleidende woord en de getoonde afbeelding (bijvoorbeeld Lupker, 1979; Schriefers, 
Meyer, & Levelt, 1990). Van recenter datum is een alternatieve verklaring voor dit 
effect, die de zogeheten “response-exclusion”-hypothese biedt (bijvoorbeeld 
Finkbeiner & Caramazza, 2006a). Deze hypothese stoelt op de aanname dat 
semantische interferentie-effecten in het “picture-word interference paradigm” geen 
lexicaal selectieproces weerspiegelen maar een post-lexicaal selectiemechanisme. 
Een onderzoek van Janssen, Schirm, Mahon en Caramazza uit (2008) leverde 
belangrijke empirische ondersteuning voor een post-lexicale oorsprong van 
semantische interferentie-effecten. Deze onderzoekers gebruikten een nieuwe 
variant van het “picture-word interference paradigm”. Hierbij moesten de 
proefpersonen of het plaatje benoemen of het (afleidende) woord lezen. Janssen et 
al. (2008) stelden vast dat er een semantisch interferentie-effect optrad in een 
vertraagde benoemingstaak waarin de proefpersonen genoeg tijd hadden om de 
lexicale verwerking van de naam van het plaatje af te sluiten voordat het (afleidende) 
woord verscheen. Hieruit concludeerden Janssen et al. dat semantische 
interferentie-effecten — in overeenstemming met de “response-exclusion”-hypothese 
— pas na de lexicale verwerking optreden.
De in hoofdstuk 2 voorgestelde experimenten dienden ertoe deze bevinding te 
controleren die voor het debat omtrent het lexicale selectiemechanisme van centrale 
betekenis is. Enerzijds ging het er daarbij om de betrouwbaarheid van de door 
Janssen et al. beschreven vertraagde interferentie-effecten te onderzoeken. 
Anderzijds ging het om een vergelijking van de semantische interferentie-effecten die 
optraden in klassieke plaatje-woord-paradigma's (slechts één taak: benoeming van 
het plaatje) met die uit het onderzoek van Janssen et al. (waarbij gewisseld werd 
tussen benoemings- en leestaken). Het doel daarvan was te onderzoeken of 
processen die betrekking hebben op taak-beslissingen invloed hebben op het 
ontstaan van semantische referentie-effecten.
In een serie van vier experimenten (experimenten 2.1, 2.3, 2.5, 2.7) kon de 
bevinding van Janssen et al. omtrent vertraagde semantische interferentie niet 
worden bevestigd. Daar tegenover staat dat hetzelfde materiaal duidelijke 
semantische interferentie-effecten liet zien in het klassieke “picture-word interference 
paradigm” (experimenten 2.2, 2.4, 2.6). Dat de bevindingen van Janssen et al. in
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diverse experimenten niet konden worden bevestigd, heeft dus niets te maken met 
ontbrekende sensitiviteit bij de uitvoering van de experimenten. Het is daarom zeer 
onzeker of substantiële vertraagde semantische interferentie-effecten daadwerkelijk 
bestaan. Andere onderzoeksgroepen zijn intussen tot overeenkomstige 
constateringen gekomen (bijvoorbeeld Piai, Roelofs & Schriefers, 2011). De 
vergelijking van verschillende varianten van het “picture-word interference paradigm” 
wijst er bovendien op dat taak-beslissingsprocessen (plaatje benoemen vs. woord 
lezen) invloed kunnen hebben op (niet-vertraagde) semantische interferentie- 
effecten. Met identiek materiaal konden semantische interferentie-effecten worden 
vastgesteld in zowel het klassieke “picture-word interference paradigm” (experiment 
2.6) als in een go/no-go-variant (experiment 2.7). Deze konden niet worden 
aangetoond in de taakwisselvariant van Janssen et al. (experiment 2.5). Dit 
gegevenspatroon is zeker verenigbaar met de hypothese van lexicale competitie. 
Taak-beslissingsprocessen en de lexicale verwerking van de naam van een plaatje 
kunnen namelijk tenminste gedeeltelijk parallel verlopen, zodat het mogelijk is dat de 
taak-beslissing het lexicale verwerkingsproces beïnvloedt of overdekt. (Piai et al.,
2011). Het is daarentegen tot nu toe niet duidelijk hoe taak-beslissingsprocessen 
invloed kunnen hebben op het post-lexicale uitsluitmechanisme, dat gepropageerd 
wordt door de “response-exclusion”-hypothese, aangezien de uitsluiting van een 
mogelijk antwoord logisch gezien betekent dat het taakbeslissingsproces afgesloten 
moet zijn.
Beide bevindingen, zowel het ontbreken van vertraagde semantische 
interferentie-effecten als de invloed van taak-beslissingsprocessen op semantische 
interferentie-effecten, zijn in tegenspraak met de “response-exclusion”-hypothese. 
Wel zijn ze verenigbaar met de aanname van lexicale competitie. De onderhavige 
experimenten suggereren dat de bevindingen van Janssen et al. tegenwoordig niet 
meer als argument kunnen dienen voor de “response-exclusion”-hypothese en 
maken het twijfelachtig of semantische interferentie-effecten in het “picture-word 
interference paradigm” uitdrukking zijn van een post-lexicaal selectiemechanisme in 
de zin van de “response-exclusion”-hypothese.
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Fonologische activering van niet te benoemen objecten
Het tweede onderzoek (voorgesteld in hoofdstuk 3) ging in op de vraag in 
hoeverre het oproepen van fonologische lexicale representaties zich beperkt tot de 
elementen van een geplande uiting. Terwijl sommige spraakproductiemodellen ervan 
uitgaan dat alleen die woorden die een spreker selecteert voor een uiting tot op 
fonologisch niveau worden verwerkt (bijvoorbeeld Bloem & La Heij, 2003; Levelt et 
al., 1999) postuleren andere modellen dat de activering van conceptuele 
representaties steeds ook de activering van fonologische representaties met zich 
meebrengt, onafhankelijk van de vraag of deze ook daadwerkelijk geselecteerd 
worden voor een uiting (bijvoorbeeld Dell, 1986; Rapp & Goldrick, 2000).
In de afgelopen tijd is deze vraag in toenemende mate onderzocht door te 
kijken in hoeverre niet te benoemen objecten fonologisch worden verwerkt. Een paar 
van deze onderzoeken maken aannemelijk dat de visuele verwerking van objecten 
voldoende is om ook hun fonologische verwerking in gang te zetten (bijvoorbeeld 
Morsella & Miozzo, 2002; Navarrete & Costa, 2005). Dit impliceert dat de activering 
van conceptuele representaties tot de activering van fonologische representaties kan 
leiden ook zonder dat de spreker van plan is deze daadwerkelijk te uiten. Zulk 
onderzoek ondersteunt daarmee de hypothese van een cascaderende uitbreiding 
van de activering in het spraakproductiesysteem. In enkele andere onderzoeken 
(bijvoorbeeld Bloem & La Heij, 2003; Jescheniak et al., 2009) kon deze automatische 
fonologische verwerking van niet te benoemen contextobjecten (hierna: fonologische 
contexteffecten) echter niet worden bevestigd. Deze verschillende resultaten wijzen 
erop dat er nog andere factoren een rol spelen bij het optreden van fonologische 
contexteffecten (vgl. Meyer & Damian, 2007; Navarrete & Costa, 2005).
De experimenten onderzochten de invloed van de verwerkingsinspanningen 
van doel- en contextobjecten op het ontstaan van fonologische contexteffecten. 
Daarbij werd er enerzijds gekeken of de inspanning die de verwerking van het 
contextobject kost invloed heeft op de automatische fonologische verwerking 
daarvan. Anderzijds werd er gekeken of de perceptuele verwerkingsinspanning van 
een doelobject eveneens van invloed is op de automatische fonologische verwerking 
van het contextobject.
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In de experimenten werd gebruik gemaakt van een uitgebreid “picture-word 
interference paradigm” (bijvoorbeeld Oppermann, Jescheniak, & Schriefers, 2008). 
De proefpersonen kregen steeds twee semantisch en fonologisch niet verwante 
objecten te zien. Eén daarvan (gekenmerkt door de kleur van het object) moesten ze 
benoemen. De fonologische activering van de contextobjecten werd daarbij bepaald 
door middel van auditief gepresenteerde afleidende woorden. De experimenten 
maakten doelbewust gebruik van eenvoudig te benoemen objecten met 
veelvoorkomende namen. Vervolgens werd de verwerkingsmoeilijkheid opgevoerd 
door de objecten visueel slechter herkenbaar te maken. Daarbij werd een deel van 
de omtreklijnen van de objecten verwijderd. In experiment 3.1 werden alle objecten 
intact getoond. In experiment 3.2 werden alleen slechter herkenbare objecten 
getoond. De verwerkingsmoeilijkheid was daardoor voor zowel het doel- als het 
contextobject groter. In experiment 3.3 was of het doelobject of het contextobject 
slechter herkenbaar. Hierdoor was in het ene geval de verwerkingsinspanning voor 
het doelobject groter, in het andere geval die voor het contextobject.
Experiment 3.1 liet een fonologisch contexteffect zien. Dit contexteffect 
verdween wanneer de verwerkingsinspanning voor beide objecten gelijk was 
(experiment 3.2) en ook wanneer slechts één van beide objecten slechter 
herkenbaar was (experiment 3.3). De resultaten tonen dat de fonologische 
verwerking van contextobjecten beïnvloed kan worden door hun 
verwerkingsmoeilijkheid aan te passen. Interessant is vooral het verdwijnen van het 
contexteffect door het slechter herkenbaar maken van het doelobject. In dit geval 
was de verwerkingsinspanning voor het contextobject identiek met die in experiment 
3.1, waar wél een fonologisch contexteffect werd vastgesteld. De verwerking van het 
contextobject werd echter kennelijk gehinderd door de verhoogde inspanning bij de 
verwerking van het doelobject. Deze bevinding bevestigt de “perceptual-load”-theorie 
van de selectieve aandacht (vgl. Lavie, 1995; Lavie, Hirst, Fockert, & Viding, 2004). 
Volgens deze theorie wordt de verwerking van stimuli die niet relevant zijn voor de 
onderhavige taak mogelijk gemaakt door een overschot aan perceptuele 
verwerkingscapaciteit; dat wil zeggen: capaciteit die niet gerekruteerd moet worden 
voor de verwerking van taak-gerelateerde prikkels.
Alles bij elkaar leveren de experimenten in hoofdstuk 3 verder bewijs voor de 
aanname dat niet te benoemen objecten toch fonologisch kunnen worden 
geactiveerd. Dit stemt overeen met de hypothese van de cascaderende uitbreiding
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van de activering van conceptuele naar fonologische representaties in het 
spraakproductiesysteem. De experimenten wijzen er echter ook op dat een 
wezenlijke fonologische verwerking van contextobjecten beïnvloed wordt door de 
verwerkingsinspanning die nodig is voor prikkels die relevant zijn voor de uiting. 
Deze invloed kan bijdragen tot de verklaring van de afwijkende bevindingen op het 
gebied van contexteffecten. De resultaten komen ook overeen met de aanname dat 
wezenlijke lexicale verwerking van niet te benoemen contextobjecten afhankelijk is 
van de mate van aandacht en alleen kan worden vastgesteld in specifieke 
onderzoekssituaties (vgl. Roelofs, 2008b).
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