In the paper we consider an ordinary differential operator of fourth order with summable matrix coefficients. Absolute and uniform convergence of spectral expansion of a vector function from the class W 1 p,m (G), G = (1, 0) , p > 1 in eigen vector-functions of the given operator is studied, and uniform convergence rate of this expansion on G = [0, 1] is estimated.
Introduction and formulation of results
On the interval G = (1, 0) consider a formal differential operator 
where
T .
In the paper the following theorem is proved.
Then spectral expansion of the vector-function f (x) in the system {ψ k (x)} ∞ k=1
converges absolutely and uniformly on G = [0, 1], and for the residual
where ν ≥ 1,
Obviously, for f (0) = f (1) = 0 condition (1) is trivially fulfilled. Therefore, the following corollary holds: 
where the const is independent of f (x); the symbol "o" depends on the function f (x).
Note that such results for the Schrodinger operator were obtained in the papers [2] - [5] . In the case p = 1, absolute and uniform convergence of spectral expansion in eigen vector-functions of a fourth order operator was studied in the paper [6] .
Auxiliary statements
In order to prove the formulated results, the Fourier coefficients of the vectorfunction f (x) ∈ W 
Proof. At first we give a formula for the eigen vector-functions of the operator L (see [7] )
By definition of the eigen vector-function ψ k (x), the Fourier coefficients f k for µ k ≥ 1 are calculated by the formula
Using the estimations (see [10] , [11] )
we find 1 µ
By virtue of condition (1) 1
In order to estimate the second summand in the right side of equality (7), we use formula (6) for l = 3
Estimate each summand in this equality. Passing to coordinates, we get
Taking here into account the definition of X k3 (0), estimation (8) for s = 0, 3 and the following estimates for the coefficients X kj (0), B k4 (0), j = 1, 2
we get:
Applying estimation (8) for the expression M (ξ, ψ k ), we get
Allowing for this estimation, we find
Using the obtained estimations (12)-(16) in equality (11), we get
Now taking into account inequalities (9), (10) and (17) in equality (7), we get
Lemma 2.1 is proved.
Lemma 2.2 (see [11] ). For the system {ψ k (x)} ∞ k=1 and the number µ k the following estimations are valid
Lemma 2.3 (see [9] ). The system
, µ k ≥ 1, is Bessel system, i.e. for any vector-function f (x) ∈ L m 2 (G) the following inequality is fulfilled:
Lemma 2.4 The systems {exp (−iω j µ k t)} ∞ k=1 , j = 1, 2, satisfy the Riesz inequality for 1 < p ≤ 2.
Proof. As the system {ψ k (x)} ∞ k=x is orthonormed in L m 2 (G), then by virtue of lemma 2.2, the "sum of units" condition (19) is fulfilled. Therefore, each of these systems is Bessel system in L 2 (G) (see [1] ). Besides, for any
where {ϕ k (x)} is any of the above mentioned systems. Therefore, by RieszTorin's interpolation theorem (see [12] ), the Riesz inequality is valid for these systems, i.e.
Lemma 2.5 For the system {ψ k (x)} ∞ k=x the following estimation is valid
Proof. Fix an arbitrary number l ∈ N . By estimations (18), (19) and the Abel transformation, we get
(n + 1) (1 + θ) (n + 1)
Hence, by arbitrariness of the natural number l we get estimation (22). Lemma 2.5 is proved.
Lemma 2.6 For the system {ψ k (x)} ∞ k=1 the following estimation is valid
Proof. For p = 2 estimation (23) is a special case of lemma 2.5 for θ = 1. Consider the case 1 < p < 2 and use the Holder inequality for p =
Having used here lemma 2.5 for θ = 1 − 1 p and estimation (19), we get
Lemma 2.6 is proved.
Lemma 2.7 (see [8] , [9] ). Let {α m } ∞ m=0 be a numerical sequence with the elements α m ≥ 0, β be a complex number for which Re β > 0. Then, in order the inequality
it is necessary and sufficient the existence of a constant K such that for all N = 1, 2, ... the estimation satisfies the Riesz inequality for 1 < p ≤ 2, where
Proof. Consider the second one of these systems and prove for it the Riesz inequality (the first system is considered in the same way). Since µ k ≥ 0 and ω 4 = i, then iω 4 µ k t = −µ k t and |exp (iω 4 µ k t)| = exp (−µ k t). Taking this into account, we get that for any function
. By virtue of inequality (18), for any natural number N it is fulfilled
Consequently, the condition of lemma 2.7 is fulfilled. Therefore, it holds the following inequality
Hence and from (24) the validity of the Riesz inequality for the system
holds. Lemma 2.8 is proved. (18), (19) the first sum doesn't exceed the quantity const f 1,m . For studying the second series we consider the series
and apply lemma 2.1, i.e. estimation (5)
Estimate the series I with different indices. By virtue of lemma 2.5 and condition 0 ≤ α < 3 we find
follows that the given series uniformly converges just to the vector-function f (x), i.e. the following equality is valid:
Now prove estimation (2) for 1 < p ≤ 2. By virtue of equality (31)
Here, taking into account estimations (27)-(30) taken for γ = ν, we get sup x∈G R ν (x, f ) ≤ const C 1 (f ) ν α−3 + ν 
