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Let \ be a nonnegative homogeneous function on Rn. General structure of the set
of numerical pairs ($, *), for which the function (1&\*(x))$+ is positive definite on
Rn is investigated; a criterion for positive definiteness of this function is given in
terms of completely monotonic functions; a connection of this problem with the
Schoenberg problem on positive definiteness of the function exp(&\*(x)) is found.
We also obtain a general sufficient condition of Polya type for a function f (\(x))
to be positive definite on Rn.  2000 Academic Press
AMS 1991 subject classifications: 42B08, 42B10, 46B04.
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INTRODUCTION
Let E be a real linear space. A complex-valued function f : E  C is said
to be positive definite on E ( f # 8(E )) if the inequality
:
n
k, j=1
ck c j f (xk&xj)0
is satisfied for any finite systems of complex numbers c1 , c2 , ..., cn and
points x1 , ..., xn in E.
Given a linear space E and a function \ : E  R satisfying \(x)0,
\(tx)=|t| \(x), x # E, t # R, and \(x)0 on E, we use the notation (E, \).
The pair (Rn, \), n # N, with
\(x) :=&x&p=\ :
n
k=1
|xk | p+
1p
, 0< p<,
\(x) :=&x&= max
1kn
|xk |, p=,
is also denoted by l np . Infinite-dimensional spaces lp are similarly defined.
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Denote by 8(E, \) the class of continuous functions f : [0, +)  R
such that the function f b \ # 8(E ).
In this paper we consider the following two problems.
Problem 1. Let f*, $=(1&t*)$+ , where t+ :=max[t, 0], t # R. Find
*>0, $>0 such that f*, $ # 8(E, \).
If, for some positive * and $, the problem has a solution, we set
*(E, \) :=sup[*>0 : f*, $ # 8(E, \) for some $>0]; (1)
otherwise, *(E, \) :=0.
Problem 2 (Schoenberg problem). Given (E, \) find the quantity
:(E, \) :=sup[*0 : exp(&t*) # 8(E, \)]. (2)
The second problem is connected with the problem of isometric embedding
of (E, \) into the space Lp(0, +), 0< p2 (Bretagnolle, Dacunha
Castelle, Krivine [4], Koldobsky [16, 17], Williams, Wells [39]) and the
problem of isotropic random vectors (Misiewicz [27]). It can be shown
that exp(&t*) # 8(E, \) if and only if 0*:(E, \).
For l np the quantity (2) is known:
:(l np)={
2
p
1
0
if n=1, 0< p;
if n2, 0< p2;
if n=2, 2< p;
if n3, 2< p.
(3)
For 0< p2 the proof can be found in [39] (see Remark 1 for simpler
arguments)1; other cases have been investigated by Koldobsky [15],
Zastavnyi [41, 42, 43] (2< p, n2), Lisitsky [23] (2< p<, n3),
Misiewiez [25] ( p=, n3).
The complete solution of the Problem 1 is known for l n2 only (see
Kuttner [19] if n=1 and Golubov [14] if n2). It follows from the
results of this paper that *(l n2)=2, n # N. The case l
n
2 , *=1 is considered
by Askey [1], Trigub [36], Zastavnyi [41, 42]; for l 22 , *=12 see
Pasenchenko [28]. For l n1 , the particular case of the Problem 1 with *=1
is studied by Zastavnyi [41, 42] (n=2) and Berens, Xu [2, 3], Gneiting
[11] (n # N arbitrary).
In this paper, we investigate general properties of functions in 8(E). In
particular, a result similar to that of KuttnerGolubov is proved (Theorem
2); the equality *(l np)=:(l
n
p) (Theorem 5) and the inequality 0*(R
n, \)
:(Rn, \)2 (Corollary 1) are shown; general sufficient conditions for a
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1 Apparently, this result was known to Schoenberg.
function f # 8(Rn, \) and a criterion for such an inclusion if f = f*, $
(Theorem 4) are obtained; problems connected with positive definiteness of
the function exp(&:\(x)) cos(;\(x)) (Theorem 6) and positiveness of
trigonometric polynomials are also considered.
1. GENERAL PROPERTIES OF POSITIVE DEFINITE FUNCTIONS
Let f, fi # 8(E ). Then:
(1) | f (x)| f (0), f (&x)= f (x), | f (x)& f (h)|22f (0) Re( f (0)&
f (x&h)), x, h # E;
(2) *1 f1+*2 f2 with *i0, f , Re f, f1 f2 # 8(E);
(3) if, for all x # E, the finite limit limn   fn(x)=: g(x) exists, then
g # 8(E );
(4) for any linear operator A : E1  E the function f b A belongs to
8(E1); in particular, f # 8(E1) for any linear subspace E1 from E;
(5) Let Ih be a shift operator defined on the set of functions f : E  C
by Ih f ( } )= f ( }+h), h # E, and let A denote the difference operator
A :=\ :
m
p=1
:pIhp+\ :
m
s=1
: sI&hs+= :
m
p, s=1
:p: sIhp&hs . (4)
Then for all f # 8(E ), [:p]mp=1 # C, and [hp]
m
p=1 # E the function Af is
positive definite on E.
The first three properties are listed, for example, in [38]. The properties
(4) and (5) follow directly from the definition of the class 8(E ). For
instance,
22h :=(Ih&I0)(I&h&I0)=2I0&Ih&I&h
is an operator of the form (4). If A and B are operators of the form (4),
then, clearly, so is the operator AB.
The properties (1) and (5) immediately yield
(6) if f # 8(E ) and A is an operator of the form (4), then for all x,
h # E
|Af (x)|Af (0), |2f (x)& f (x+h)& f (x&h)|2 Re( f (0)& f (h)).
(5)
The latter inequality due to R. Trigub [37].
For the class 8(Rn) the following result is also known.
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Theorem (Bochner [38]). f # 8(Rn) & C(Rn) if and only if there is a
finite nonnegative Borel measure + on Rn such that
f (x)=|
Rn
ei(u, x) d+(u), x # Rn,
where (u, x)=u1 x1+u2x2+ } } } +unxn .
As an immediate corollary, we get the following simple criterion for
positive definiteness in terms of the Fourier transform: if f # C(Rn) &
L(Rn), then f # 8(Rn) if and only if
f (u)=|
Rn
ei(u, x)f (x) dx0, u # Rn.
Defining the class 8(E, \) we assumed the symmetricity of the function
\ and the real-valuedness of f. The following lemma shows that these
assumptions are natural and gives a general way to construct functions
from 8(E, \).
Let P+ denote the set of all finite nonnegative Borel measures on
[0, +).
Lemma 1. (1) Let f : [0, +)  C, f # C[0, +) , f (t) f (0) on
[0, +), and let a function p : E  R satisfy the conditions: p(x)0,
p(tx)=tp(x) for all x # E, t0. If f b p # 8(E), then p(&x)= p(x) for all
x # E. Furthermore, if p(x)0 on E, then f ( | } | ) # 8(R) and f : [0, +)  R.
(2) Let f # 8(E, \), + # P+ , and let . : [0, +)  [0, +) be a
nonnegative Borel function on [0, +). Then for the function
g(t) :=|
+
0
f (t.(s)) d+(s), t0, (6)
we have g # 8(E, \).
Proof. (1) Since f b p # 8(E ), we conclude that
f (tp(&x))= f (tp(x)) for all x # E, t0.
Assume, for a contrary, that p(&x)< p(x) for some x # E. Then for all
t0 we have f (tq)= f (t), where q :=p(&x) p&1(x) # [0, 1). This equality
yields f (tq2n)= f (t) for all t0, n # N. Taking the limit as n   we
obtain f (t)# f (0) on [0, +), which contradicts to the assumptions of
the lemma.
Let p(x)0 on E. If e # E and p(e)=1, then the function f ( p(te))=
f ( |t| ) is positive definite on R and, therefore, f (t)= f (t) for all t0.
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(2) Since f # 8(E, \) and \(x)0 on E, the function f is bounded on
[0, +) and f # C[0, +) . Hence, this implies the integral (6) exists for all
t0 and is a continuous function at t=0. The condition g b \ # 8(E) can
be easily varified. Thus g # C[0, +) and, hence, g # 8(E, \). K
The complete description of the class 8(E, \) is known in the following
cases.
Theorem A. If either p=1 or p=2, then for each n # N
8(l np)={ f (t)=|
+
0
0n, p(ts) d+(s), + # P+= ,
where the function 0n, p can be written out explicitly.
This result is proved by Schoenberg [33, 34] ( p=2) and Cambanis,
Keener, Simons [5], Berens, Xu [3] ( p=1).
Theorem B. If 0< p2, then
8(lp)= ,

n=1
8(l np)={ f (t)=|
+
0
exp(&t ps) d+(s), + # P+= .
If 2< p, then 8(lp)=[ f (t)# f (0)0].
Theorem B is proved by Schoenberg [33, 34] for p=2 and, in the
general form, Bretagnolle, DacunhaCastelle, Krivine [4].
Theorem C. Let \ be a norm on E, dim E3, and assume that there
exist linearly independent vectors a1 , a2 , a3 # E satisfying

t
ln \(ta3+x1 a1+x2a2) } t=1 # L(R2).
Then
8(E, \)=[ f (t)# f (0)0].
For instance, the spaces l np , 2< p, 3n, and C[0, 1] with \(x) :=
max[0, 1] |x(t)| satisfy the above conditions.
Theorem C is proved by Zastavnyi [41, 42, 43]. It contains, as particular
cases, the results for lp , 2< p (Bretagnolle, DacunhaCastelle, Krivine
[4]), C[0, 1] (Einhorn [8]), l n , n3 (Misiewiez [25]), and some later
results for l np , 2< p<, n3 (Lisitsky [23]).
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Definition 1. A pair (E1 , \1) is said to be isometrically embedded in
(E, \) if there is a linear operator A : E1  E such that \1(x)=\(Ax) for all
x # E1 . If either of (E, \) and (E1 , \1) is isometrically embedded in the
other, we say that these spaces are isometric.
For example, since
max[ |x|, | y|]= 12 ( |x& y|+|x+ y| ), x, y # R,
two-dimentional spaces l 21 and l
2
 are isometric.
Definition 2. A pair (E1 , \1) is said to be almost isometrically embed-
ded in (E, \) if, for any =>0, there is a linear operator A= : E1  E such
that
\1(x)\(A=x)(1+=) \1(x), x # E1 .
Lemma 2. (1) If (E1 , \1) is almost isometrically embedded in (E, \),
then 8(E, \)/8(E1 , \1).
(2) If spaces (E, \) and (E1 , \1) are isometric, then 8(E, \)=
8(E1 , \1).
(3) If dim E= and \ is a norm on E, then 8(E, \)/8(l2).
Proof. (1) Let f # 8(E, \). Then, for each linear operator A : E1  E,
we conclude that f b \ b A # 8(E1). For ==1n, n # N, consider the operators
A1n from the Definition 2. We have fn := f b \ b A1n # 8(E1), n # N. Since
f # C[0, +) , for all x # E1 there is a limit limn   fn(x)= f (\1(x)) and,
therefore, f b \1 # 8(E1).
(2) immediately follows from (1).
The third statement was proved by Christensen, Ressel [6]: the well-
known Dvoretzky lemma [29] states that, for all n # N, l n2 is almost
isometrically embedded in any infinite-dimensional normed space; hence
8(E, \)/n=1 8(l
n
2)=8(l2).
Theorem 1. Let a function f : E  C satisfy
(1) f # 8(E) and
(2) there exist +>0, ;>0 such that, for all x # E,
lim
t  +0
( f (0)& f (tx)) t&+=;\+(x).
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Then exp(&t+) # 8(E, \), the set B0=[x # E : \(x)=0] is linear and the
inequalities
} :
m
p, s=1
:p : s \+(x+hp&hs)}& :
m
p, s=1
:p: s \+(hp&hs),
(7)
|\+(x+h)+\+(x&h)&2\+(x)|2\+(h)
hold for any m # N, x, h, [hk]mk=1 # E, and [:k]
m
k=1 # C satisfying
mk=1 :k=0.
Proof. To get (7), multiply (5) (with x, h, [hk]mk=1 replaced by tx, th,
[thk]mk=1 , respectively) by t
&+ and let t  +0. The linearity of B0 follows
from (7). All that remains is to show that the function exp(&\+(x)) is
positive definite on E. Since \(x)0, it follows from the conditions of the
theorem that f (0)>0 (otherwise, f (x)#0 on E and, therefore, \(x)#0 on
E). We define
tn=\ f (0)n; +
1+
>0
and consider the sequences
fn(x) :=\ f (tnx)f (0) +
n
=(1&:n(x))n,
:n(x) :=
f (0)& f (tnx)
f (0)
, x # E.
Since tn  +0 as n  , we conclude that, for all x # E, limn   n:n(x)=
\+(x). Therefore, the finite limit limn   fn(x)=exp(&\+(x)) exists for all
x # E. Since fn(x) # 8(E), the function exp(&\+(x)) is positive definite on E.
Corollary 1.
0*(E, \):(E, \)2. (8)
Proof. The inequality :(E, \)2 is well-known. Furthermore, if
exp(&t*) # 8(E, \) for some *>0, then f (x) :=exp(&\*(x)) satisfies the
conditions (1) and (2) of Theorem 1 with +=*, ;=1 and, therefore, the
inequality (7) holds with +=*. Applying (7) with x=h # E satisfying
\(x)=1, we get |2*&2|2. Thus, *2.
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If, for some *>0, $>0, the function f*, $ # 8(E, \), then f (x) :=
(1&\*(x))$+ satisfies the conditions of Theorem 1 (with +=*, ;=$), and
exp(&t*) # 8(E, \). Therefore, *(E, \):(E, \).
Remark 1. The equality (3) for 0< p2, n2 can be easily obtained
from (7). Indeed, if, for some *>0, the function exp(&&x&*p) is positive
definite on Rn, n2, then by virtue of Theorem 1 the inequality (7)
holds with \(x)=&x&p and +=*. Applying (7) with x=(1, 0, ..., 0),
h=(0, 1, 0, ..., 0), we get |2*p&1|1 and, therefore, * p. Thus :(l np) p
for any n2. Moreover, the function exp(&&x& pp ) is positive definite on R
n
for all n # N, 0< p2, which implies :(l np) p. Hence :(l
n
p)= p for all
n2, 0< p2.
Lemma 2 and Theorem B show that if either dim E= and \ is a norm
on E or (E, \)=lp , then the condition f # 8(E, \) implies f # C (0, +) and,
therefore, *(E, \)=0 in these cases. Thus, studying the Problem 1 (unlike
to the Problem 2) we may assume that dim E< and, moreover, E=Rn.
Theorem D (Le vy). Let \ # C(Rn), 0<*2. Then exp(&t*) # 8(Rn, \)
if and only if there is a nonnegative finite Borel measure + on S n&1 :=
[x # Rn : &x&2=1] such that +(Sn&1)>0 and
\*(x)=|
Sn&1
|(x, u)|* d+(u), x # Rn. (9)
The proof of sufficiency can be found in [38]. The necessity is proved by
Le vy [21] (also, see Koldobsky [16, 17], Kuritsyn [18], Williams, Wells
[39]). We remark that the condition +(Sn&1)>0 avoids the case when
\(x)#0 on Rn.
Remark 2. If \ # C(Rn) and :(Rn, \)>0, then for *=:(Rn, \) the
function \ has the representation (9). Denote by E(+) the linear span of the
support of the measure +. Clearly, 1dim E(+)n. It can be shown that
(Rn, \) and (E(+), \) are isometric and, therefore, 8(Rn, \)=8(E(+), \).
Furthermore, \(x)>0 for all x # E(+), x{0. Thus, studying the
Problems 1 and 2 with \ # C(Rn), we can assume, without loss of
generality, that \(x)>0 for x{0.
Corollary 2. Let \ # C(Rn) satisfy \(x)>0 for x{0. The following
are equivalent:
(1) *(Rn, \)=2;
(2) :(Rn, \)=2;
(3) (Rn, \) and l n2 are isometric.
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Proof. The implication (1) O (2) follows from the inequality (8). The
equivalence of the statements (2) and (3) is a well-known fact: if (2) holds
true, then using inequality (7) with +=2 (or Theorem D with *=2) we
conclude that the equality
2[\2(x)+\2( y)]=\2(x+h)+\2(x&h)
is valid for all x, h # Rn. Therefore, (Rn, \) and l n2 are isometric. Conversely,
assuming that the condition (3) is true, we apply Lemma 2 to conclude
that 8(Rn, \)=8(l n2), which implies *(R
n, \)=*(l n2). Since *(l
n
2)=2 (see
the Introduction), we are done.
2. AUXILIARY STATEMENTS
The following lemma states the substitution rule for integrals of a special
type.
Lemma 3. Let a function p is defined on a set X, and let p(x)0 for all
x # X. For t0 define the sets Bt :=[x # X : p(x)t]. Let (Br , F, +) be a
measurable space with a finite charge, and let f # C[0, r] for some r>0. If the
functions f b p and p are F-measurable, then
|
Br
f b p d+= f (0) G(0)+|
r
0
f (t) dG(t), (10)
|
Br
f b p d+= f (r) G(r)&|
r
0
G(t) df (t), (11)
where right-hand side integrals are RiemannStieltjes ones, and G(t) :=
+(Bt), t # [0, r].
Proof. The equality (11) follows from (10) by integration by parts in
the RiemannStieltjes integral.
Since, by virtue of Jordan expansion, +=(++1 &+
&
1 )+i(+
+
2 &+
&
2 ),
where +\k are nonnegative finite measures on F, it is sufficient to prove
(10) assuming that + is nonnegative and finite. In this case, the integral in
the left-hand side exists because f b p is bounded and measurable. The
RiemannStieltjes integral in (10) does also exist since f # C[0, r] and p is
measurable. Therefore, G is correctly defined and is an increasing function
on [0, r]. For n # N we set tk=krn, 0kn. Then
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} |Br f b p d+& f (0) G(0)& :
n&1
k=0
f (tk)[G(tk+1)&G(tk)] }
= } :
n&1
k=0
|
Btk+1"Btk
[ f b p& f (tk)] d+ }
| \ rn+ +(Br "B0),
where |($) :=sup[ | f (t)& f (s)| : t, s # [0, r], |t&s|$] denotes the module
of continuity of the function f. Letting n   we get (10). K
Remark 3. If p # C(Rn), then the sets Br are closed in Rn for all r0.
So, the assumptions of Lemma 3 are satisfied for any finite Borel charge +
on Br and any function f # C[0, r] . In particular, this is true for d+= gdx,
where dx is the Lebesque measure on Rn and g # L(Br). In this case, the
function G from Lemma 3 is defined by
G(t)=|
Bt
g(x) dx. (12)
Lemma 4. Let p # C(Rn), p(x)>0 for x{0, and p(tx)=tp(x), x # Rn,
t0. Then, for any r>0, f # C[0, r] , h # C1(R), and u # Rn,
F(u) :=|
Br
f ( p(x)) h((u, x)) dx=|
r
0
f (t) tn&1(tu) dt. (13)
In particular, if f is absolutely continuous on [0, r], then
F(u)= f (r) rn0(ru)&|
r
0
f $(t) tn0(tu) dt, (14)
where Br=[x # Rn : p(x)r] and the functions 0,  are defined by
0(u) :=|
B1
h((u, y)) dy,
(15)
(u) :=|
B1
[nh((u, y))+(u, y) h$((u, y))] dy.
If, additionally, h # 8(R), then 0,  # 8(Rn).
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Proof. The proof can be obtained from Lemma 3 and Remark 3
applied to the function g(x)=h((u, x)). In given assumptions on the func-
tion p, it follows that B1 is a compact set in Rn with a positive Lebesque
measure satisfying Bt=tB1 for all t0. Hence,
G(t)=|
Bt
h((u, x)) dx=tn |
B1
h((u, ty)) dy=tn0(tu),
G$(t)=tn&1(tu), t0,
and (13), (14) are proved.
Furthermore, if h # 8(R), then, for any fixed x # Rn, the function h((u, x))
is positive definite on Rn. This immediately yields the positive definiteness
of the function F(u), defined by (13), on Rn for any r>0 and f # C[0, r]
satisfying f (t)0, t # [0, r]. For r=1, f (t)#1 we obtain 0 # 8(Rn).
Apply now (13) with r=2 to a sequence fm # C[0, 2] satisfying fm(t)0
for t # [0, 2], supp fm /[1&1m, 1+1m], and 20 fm(t) dt=1, to get
Fm # 8(Rn) and
lim
m  
Fm(u)=(u), u # Rn.
Therefore,  # 8(Rn). K
Richards raised and solved (see [31] and [32], respectively) the
problem on positive definiteness of the function  in the case when
p(x)=&x&p , h(t)=eit.
Lemma 5. Let p # C(Rn), p(x)>0 for x{0, and p(tx)=tp(x), x # Rn,
t0. Then the following statements are true:
(1) If f # C[0, +) , then f b p # L(Rn) if and only if
|
+
0
| f (t)| tn&1 dt<; (16)
(2) If f # C[0, +) and (16) holds, then, for all u # Rn,
f b p@ (u) :=|
Rn
f ( p(x)) ei(u, x) dx=|
+
0
f (t) tn&1(tu) dt. (17)
Furthermore, if f is absolutely continuous on any [0, r] and limt  +
tnf (t)=0, then
f b p@ (u)=&|
+
0
f $(t) tn0(tu) dt, u # Rn, (18)
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where
0(u)=|
B1
ei(u, y) dy, (u)=|
B1
[n+i(u, y)] ei(u, y) dy. (19)
Proof. Lemma 5 follows from Lemma 4 by taking the limit as r  +.
In the first statement, we set h(t)#1 and note that B1 is a compact set in
Rn with a positive Lebesgue measure. In the second statement, we take
h(t)=eit and apply (13), (14), (15), and the inequality |0(u)|0(0). Since
u{0, it follows from the RiemannLebesgue Theorem that (18) is true
even under the weaker assumption: f (t)=O(t&n) as t  +. K
3. THE STRUCTURE OF SOLUTIONS OF THE PROBLEM 1
Theorem 2. Let \ # C(Rn), *0 :=*(Rn, \)>0. Then there exists an
increasing and continuous from the left function $(*)=$(*, \)>0,
* # (0, *0), such that:
(1) For * # (0, *0), f*, $ # 8(Rn, \) if and only if $$(*);
(2) For *>*0 , f*, $  8(Rn, \) for all $;
(3) $(+0)>0;
(4) If f*0 , $  8(R
n, \) for all $, then $(*0&0)=+; otherwise,
$(*0&0)<+, the function $(*) is defined on (0, *0], and $(*0)=
$(*0&0).
For the space l n2 this result is proved in [14, 19]. Namely, it is shown
that *(l n2)=2 and $(2&0, l
n
2)=+. It follows from Theorem 5 (see
Section 5) that *0=*(l np)>0 and $(*0&0, l
n
p)<+ if either n2 and
0< p<2 or n=2 and 2< p.
Lemma 6. Let \ # C(Rn) be such that \(x)>0 for x{0. If
f+, $ # 8(Rn, \) for some +>0, $>0, then f*, $ # 8(Rn, \) for all * # (0, +)
and f*, $ b \@(u)>0 for all u # Rn.
Proof. It follows from Bochner Theorem and (18) that, for all u # Rn,
f+, $ b \@(u)=$+ |
1
0
(1&t+)$&1 t+&1tn0(tu) dt0.
Since 0(0)>0, f+, $ b \@(0)>0. We need the following result (Kuttner
[19, 20]):
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Suppose that, for some +>0, $>0 and any z0, the inequality
A(+, $, z) :=+ |
z
0
(z+&s+)$&1 s+&1A(s) ds
=+z+$ |
1
0
(1&t+)$&1 t+&1A(tz) dt0
holds. If, for some z>0, A(+, $, x)0 for x # [0, z], then A(*, $, z)>0 for
0<*<+.
Applying this result with A(t)=tn0(tu), u # Rn is an arbitrary fixed,
we conclude that A(+, $, z)=z+$+n $&1f+, $ b \@(zu)0 for all z0. Since
f+, $ b \@(0)>0, we see that A(+, $, x)0 for x # [0, 1]. Therefore,
f*, $ b \@(u)=$A(*, $, 1)>0 for all * # (0, +), u # Rn, which implies
f*, $ # 8(Rn, \).
Lemma 7. If f*, $ # 8(Rn, \) for some *, $>0, then f*, $++ # 8(Rn, \) for
any +>0. Moreover, f*, $++ b \(u)@ >0 for all +>0, u # Rn provided
\ # C(Rn) and \(x)>0 for x{0.
Proof. The first part of the statement follows from Lemma 1 and the
equality
f*, $++(t)=
1
B($+1, +) |
+
0
f*, $(ts1*)(s&1)+&1+ s
&$&+&1 ds, (20)
which is valid for all $, +, *>0, and t0 ((20) is evident for t1 and, for
t # [0, 1), follows from the representation of B-function
(a&b)k++&1 B(k, +)=|
a
b
(x&b)k&1 (a&x)+&1 dx,
b<a, k>0, +>0,
with a=1, b=t*, k=$+1, and x=s&1).
The second part of the lemma follows from Bochner Theorem and the
equality
f*, $++ b \(u)@ =
1
B($+1, +) |
+
0
f*, $ b \@(s&1*u)(s&1)+&1+ s
&$&+&n* ds,
(21)
which holds for all $, +, *>0, u # Rn. (Note that f*, $ b \@(0)>0.) K
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Proof of Theorem 2. Suppose *0=*(Rn, \)>0. In view of Remark 2,
we can assume that \(x)>0 for x{0. In this case, it follows from the
definition of *0 and Lemma 6 that, for all * # (0, *0), there exists $>0 such
that f*, $ # 8(Rn, \). Define the function $(*), * # (0, *0), by
$(*) :=inf[$>0 : f*, $ # 8(Rn, \)]. (22)
Clearly, $(*)0. Moreover, $(*){0 (otherwise, the limit function /[0, 1)(t),
the indicator of the set [0,1), would be continuous on [0, +)). So,
$(*)>0 for all * # (0, *0). It follows from Lemma 7 and (22) that
f*, $ # 8(Rn, \) for * # (0, *0) if and only if $$(*)>0. From Lemma 6 we
conclude that $(*)$(+) for 0<*<+<*0 and, therefore, $(*&0)$(*)
for all * # (0, *0). As a limit case, we get f*, $ # 8(Rn, \) for $=$(*&0),
* # (0, *0) and, therefore, $(*)$(*&0). Thus $(*&0)=$(*), * # (0, *0).
Let $1(*) :=$(*, l 12), * # (0, 2). Kuttner’s results [19] yield $1(+0)>0.
Since 8(Rn, \)/8(l 12), we have $(*)$1(*) for all * # (0, *0). Hence
$(+0)>0.
If $0 :=$(*0&0)<+, then $0>0 and f*0 , $0 # 8(R
n, \).
If f*0 , $ # 8(R
n, \) for some $>0, then the function $(*), defined by (22),
has similar properties on * # (0, *0]; therefore, $(*0&0)=$(*0)<+. K
4. SUFFICIENT CONDITIONS FOR f # 8(Rn, \)
Theorem E. Let m # N. The following are equivalent:
(1) f # C m&1(0, +) and the functions (&1)
k f (k), k=0, 1, ..., m&1, are
nonnegative, decreasing, and convex on (0, +);
(2) f # C m&1(0, +) , (&1)
m&1 f (m&1) is a nonnegative decreasing convex
function on (0, +), and there exists a finite limit limt  + f (t)0;
(3) There is a nonnegative Borel measure + on [0, +), which is
finite for any [0, a], a>0, such that
f (t)=|
+
0
(1&st)m+ d+(s), t>0. (23)
Functions, satisfying the assumption (1), are called multiply monotonic
on (0, +). The formula (23) for multiply monotonic functions has been
obtained by Schoenberg in 1940. The proof of Theorem E can be found in
Williamson [40] (also, see Le vy [22]). For m=1, Theorem E is connected
with the description of characteristic functions of Polya class (Dugue,
Girault [7], Lukacs [24]).
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If f # C[0, +) and the representation (23) holds, then the measure + is
finite on [0, +). Indeed, in this case the function f is decreasing on
(0, +) and, therefore,
f (0) f (t)=|
1t
0
(1&st)m d+(s)|
1(2t)
0
(1&st)m d+(s)

1
2m
+ \_0, 12t&+ , t>0.
The last inequality yields +([0, +))<+. Therefore, the left- and the
right-hand side functions in (23) are both continuous on [0, +). Letting
t  +0 we conclude that (23) holds for t=0 as well.
Using Theorem 2 and Lemma 1 we obtain the following general
sufficient condition for a function f to be in the class 8(Rn, \).
Theorem 3. Suppose \ # C(Rn) and f*, $ # 8(Rn, \) for some $, *>0. If
f # C[0, +) and, for some integer m$, the function f satisfies either the
condition (1) or (2) of Theorem E, then the function g(t) := f (t+), t0,
belongs to the class 8(Rn, \) for all + # (0, *].
Remark 4. One can prove that, for all 0<#1, $ # N, the function
(1&t#)$+ satisfies the condition (2) of Theorem E with m=$. Therefore,
the condition \ # C(Rn) in Theorem 3 can be omitted. It is shown in
Section 5 that:
(1) if \(x)=&x&2 , then Theorem 3 holds true with *=1, $=
(n+1)2. This result due to Askey [1], Trigub [36] (+=*=1, $=
(n+1)2) and Polya [30] (n=1);
(2) if \(x)=&x&1 , then Theorem 3 is valid with *=1, $=2n&1.
This statement is proved by Berens, Xu [3] and Gneiting [11] (+=*=1,
$=2n&1);
(3) if n=2 and \ is a norm on R2, then we can take in Theorem 3
*=1, $=3;
(4) if \(x)=&x&p , 0< p<2, then we can take *= p, $=n$1( p)+
n&1, where $1( p) :=$( p, l 12) is the Kuttner function (see Section 3).
It is proved by Pasenchenko [28] that f12, 1 # 8(R2, & }&2), which implies
(5) if n=2, \(x)=&x&2 , then we can take in Theorem 3 *=12,
$=1. This result is proved by Gneiting [12] for +=*=12, $=1 and is
contained in Pasenchenko’s paper [28] in a weaker form.
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5. A CRITERION OF POSITIVE DEFINITENESS IN TERMS
OF COMPLETELY MONOTONIC FUNCTIONS
A function f is said to be completely monotonic on (0, +)
( f # M(0, +)) if f # C (0, +) and the inequality (&1)
k f (k)(x)0 holds for
all nonnegative integer k and all x>0.
Theorem (HausdorffBernsteinWidder, [9]). f # M(0, +) if and only if
f (x)=|
+
0
e&xs d+(s), x>0, (24)
where + is a nonnegative Borel measure on [0, +) such that the integral
(24) converges for all x>0. The measure + is finite on [0, +) if and only
if f (+0)<+.
It follows from this theorem that any function f # M(0, +) has an
analytic extension onto the right half-plane Re z>0 and for all x>0, t # R
the inequality
| f (x+it)| f (x) (25)
holds (the property of ridge).
Lemma 8. Let c1. Then x&$(x2+1)&c # M(0, +) if and only if $c.
Proof. The sufficiency is shown by Fields, Ismail [10]. The necessity
can be proved as follows: if x&$(x2+1)&c # M(0, +) , then it follows from
(25) (with t=1) that
lim
x  +0
|(x+i)&$ ((x+i)2+1)&c| xc lim
x  +0
x&$(x2+1)&c xc.
Therefore, $c.
Remark 5. It follows from HausdorffBernsteinWidder theorem that if
g # C[0, +) and its Laplace transform
Lg(x) :=|
+
0
e&xsg(s) ds
converges for all x>0, then g(s)0 for s0 if and only if Lg # M(0, +) .
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Suppose that \ # C(Rn) satisfies \(x)>0 for x{0, and denote B1 :=
[x # Rn : \(x)1], S n&1 :=[x # Rn : &x&2=1]. For n2, the support
function of the set B1 is defined by
h(e) :=sup[(u, e), u # B1], e # Sn&1.
Since the compact set B1 is symmetric with respect to the origin and
contains its neighborhood, we have h(&e)=h(e)>0, e # Sn&1.
Denote by m(t, e), t # R, e # Sn&1, n2, the (n&1)-dimensional
Lebesgue measure of the intersection of B1 with the affine hyperplane
[ y # Rn : ( y, e)=t]. Obviously, m(&t, e)=m(t, &e)=m(t, e) and m(t, e)=0
for |t|>h(e).
Theorem 4 (For similar results for the space l n1 see [5, Theorem 3.3]). Let
\ # C(Rn), \(x)>0 for x{0, *>0, $>0, and let a set D/Rn has the
property: [tu : t0, u # D]=Rn. Then
(1) f*, $ # 8(Rn, \) if and only if u # M(0, +) for all u # D, where
u(s)=s&$&1 |
Rn
e&s\*(x)ei(u, x) dx, s>0;
(2) for n2, f1, $ # 8(Rn, \) if and only if e # M(0, +) for all
e # Sn&1, where
e(s)=2n ! s&$ Re \|
h(e)
0
m(t, e)(s+it)&n&1 dt+ , s>0.
Proof. The proof of the first statement is based on the equivalence of
the following conditions:
(a) f*, $ # 8(Rn, \);
(b) f*, $ b \@(u)0 for all u # Rn;
(c) gu(!)=f*, $ b \@(!1*u) !n*+$0 for all u # D, !0;
(d) for all u # D the Laplace transform Lgu belongs to M(0, +) .
The equivalence of the conditions (a) and (b) follows from Bochner
theorem. The equivalence of the conditions (b) and (c) follows from the
properties of the set D. HausdorffBernsteinWidder theorem yields the
equivalence of conditions (c) and (d) (see Remark 5). All that remains is
to find the Laplace transform of the function gu . Obviously, for !>0
|
Rn
(!&\*( y))$+ e
i(u, y) dy=!n*+$ |
Rn
(1&\*(x))$+ e
i(!1*u, x) dx= gu(!).
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The latter equality holds for !=0 as well. Changing the order of integra-
tion and using the substitution !=t+\*( y), t0 for s>0, we obtain
Lgu(s)=|
+
0
e&s!gu(!) d!
=|
Rn
ei(u, y) |
+
0
e&s!(!&\*( y))$+ d! dy
=|
Rn
ei(u, y)e&s\*( y) dy |
+
0
e&stt$ dt
=1($+1) s&$&1 |
Rn
e&s\*( y)ei(u, y) dy=1($+1) u(s).
Note that 1($+1)>0.
The second statement follows from the first one (with *=1, D=Sn&1)
and (18) applied to f (t)=e&st. Namely, for n2, s>0, u=&u&2 e, and
e # Sn&1 we get
|
Rn
e&s\(x)ei(u, x) dx=s |
+
0
e&sttn |
B1
ei(tu, y) dy dt
=s |
B1
|
+
0
e&t(s&i(u, y))tn dt dy
=s1(n+1) |
B1
dy
(s&i(u, y))n+1
=s1(n+1) |
h(e)
&h(e)
m(t, e) dt
(s&i &u&2 t)n+1
=2n ! s Re \|
h(e)
0
m(t, e) dt
(s+i &u&2 t)n+1+ . K (26)
Note that, for n=2, the integration by parts in (26) gives the following
formula
|
R2
e&s\(x)ei(u, x) dx=4 _ c(e) s
2
(s2+&u&22 h
2(e))2
&|
h(e)
0
s2t dm(t, e)
(s2+&u&22 t
2)2& , (27)
where s>0, u=&u&2 e, e # S 1, and c(e)=m(h(e), e) h(e)0.
Example 1. f1, $ # 8(l n2) if and only if $(n+1)2 (see [1, 36, 42]).
72 VICTOR P. ZASTAVNYI
Proof. Take *=1, D=Sn&1 in the first statement of Theorem 4. Then,
for u # Sn&1, s>0, we have (see [35])
u(s)=2n1 \n+12 + ?(n&1)2s&$(s2+1)&(n+1)2.
Applying Lemma 8 we get the required. K
Example 2. f2, $  8(l n2) for all n, $ (see [19] for n=1 and [14] for
n2).
Proof. Take *=2 in the first statement of Theorem 4. Then, for u # Rn,
s>0 we have (see [35])
u(s)=?n2s&$&1&n2 exp \&&u&
2
2
4s + .
Therefore, lims  +0 u(s)=0 for all u{0 and, hence, u  M(0, +).
Example 3. f1, $ # 8(l n1) if and only if $2n&1 (see [41, 42] if n=2
and [3, 11] if n2).
Proof. Applying the first statement of Theorem 4 with *=1 and D=Rn
we get for u=(u1 , ..., un) # Rn, s>0
u(s)=2nsn&$&1 ‘
n
k=1
(s2+u2k)
&1.
The sufficiency of the condition $2n&1 follows from Lemma 8. The
necessity also follows from Lemma 8 if we take u=(1, ..., 1). K
For *>0, n # N, and u # Rn consider the function
gn, *, u(s) :=|
Rn
e&s &x&2
*
ei(u, x) dx, s>0.
Using results of Kuttner [19], Golubov [14], and the first statement of
Theorem 4 (with D=Rn) we obtain
Corollary 3. The function s&$&1gn, *, u(s) is completely monotonic on
(0, +) for all u # Rn if and only if 0<*<2 and $$(*, l n2), where
$(*, l n2), * # (0, 2), is the function from Theorem 2.
Corollary 4. fp, $ # 8(l np) for all n # N, 0< p<2, $n$( p, l
1
2)+n&1.
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Proof. Take *= p and D=Rn in the first statement of Theorem 4. Then
u(s)=s&$&1 ‘
n
k=1
g1, p, uk(s), u=(u1 , ..., un) # R
n, s>0.
Using Corollary 3 with n=1, we obtain u(s) # M(0, +) for the above
mentioned values of $ and all u # Rn. K
Corollary 5. Let \ # C(R2), \(x)>0 for x{0. The following
statements are equivalent:
(1) f1, $ # 8(R2, \) for any $3;
(2) exp(&t) # 8(R2, \);
(3) \ is a norm on R2.
Proof. The implication (1) O (2) follows from Theorem 1 (or Corollary 1).
(2) O (3) by the representation (9) with *=1. To show that (3) O (1),
we use the second statement of Theorem 4 assuming that n=2 and \ is a
norm on R2. In this case, the compact set B1 is convex. Then m(t, e)=
f (t, e)& g(t, e) for t # [&h(e), h(e)], where f is a concave function and g
is a convex function on [&h(e), h(e)]. So, the function m is concave on
[&h(e), h(e)]. Moreover, it is even. Therefore, m is decreasing on
[0, h(e)]. For e # S1, s>0, and $3 from (27) we obtain
e(s)=4 _ c(e)s$&1(s2+h2(e))2&|
h(e)
0
t dm(t, e)
s$&1(s2+t2)2& ,
where c(e)0. Using Lemma 8 (c=2) we get e # M(0, +) for e # S 1 and,
therefore, f1, $ # 8(R2, \). K
It follows from Example 3 that we cannot reduce the value $=3 on the
class of all norms on R2 (\(x)=&x&1 there). Note also that the equivalence
of the conditions (2) and (3) is known (see [26]).
Corollary 6. Let \ be a norm on R2, and suppose that there exist
linearly independent a1 , a2 # R2 such that the function
h( y) :=

t
\(ta2+ ya1) } t=1 , y # R,
belongs to L(R). Then *(R2, \)=:(R2, \)=1.
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Proof. Under the assumptions of Corollary 6, the equality :(R2, \)=1
is proved by the author in [41, 42, 43]. The inequality *(R2, \)1 follows
from Corollary 5, and *(R2, \):(R2, \) by Corollary 1. K
Theorem 5. For all n # N and 0< p
*(l np)=:(l
n
p)
(see (3)). Except for the case when *0=*(l np) # (0, 2), the function $(*, l
n
p) in
Theorem 2 is defined for all * # (0, *0].
Proof. For p=2 the result follows from Corollary 2. If n=1, 0<
p, then l 1p=l
1
2 , and we are done. For n=2, 2< p, note that
norms on l 2p satisfy the assumptions of Corollary 6 (see [41, 42, 43]) and,
therefore, *(l 2p)=:(l
2
p)=1. If n3, 2< p, then norms on l
n
p satisfy the
assumption of Theorem C and, therefore, *(l np)=:(l
n
p)=0. For n2,
0< p<2, it follows from Corollary 4 that *(l np) p. Since :(l
n
p)= p
(Remark 1), using (8) we arrive to the desired conclusion. K
Corollary 7. (1) Let \i # C(Rni), \ i (x i)>0 for x i {0, xi # Rni, 1
ik. If f*, $i # 8(R
ni, \i), then f*, $ # 8(Rn, \) for all $ki=1 $i+k&1,
where n=ki=1 ni , \(x)=(
k
i=1 \
*
i (x i))
1*, x=(x1 , ..., xk), xi # Rni.
(2) Let \i # C(Rn), \i (x)>0 for x{0, 1ik. If f*, $i # 8(R
n, \ i),
then f*, $ # 8(Rn, \) for all $ki=1$i+k&1, where \(x)=(
k
i=1 \
*
i (x))
1*,
x # Rn.
Proof. The first statement immediately follows from Theorem 4. To get
(2), apply (1) with all ni=n and use the property 4, Section 1. K
To end this section, consider the following problem.
Let z=:+i;, :, ; # R. Find z # C such that the function Re e&zt=
e&:t cos ;t belongs to 8(Rn, \).
If either \(x)=&x&1 or \(x)=&x&2 , it has been proved by the author
[41, 42, 44] that Re e&zt # 8(Rn, \) if and only if |arg z|?2n . For
two-dimensional case the following general result takes place.
Theorem 6. Let \ be a norm on R2. Then Re e&zt # 8(R2, \) if and only
if |arg z|?4 .
Proof. Since the function \ is even, it follows from (27) that, for
Re z>0, u=&u&2 e, and e # S1, the following equalities
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|
R2
ei(u, x) Re e&z\(x) dx=4 _c(e) Re z
2
(z2+&u&22 h
2(e))2
&|
h(e)
0
Re
z2t
(z2+&u&22 t2)2
dm(t, e)& (28)
|
R2
Re e&z\(x) dx=Re z&2 |
R2
e&\(x) dx (29)
hold.
If Re e&zt # 8(R2, \), then Re z0. Hence (see Corollary 5) Re e&(z+=) t #
8(R2, \) for all =>0. Using Bochner theorem and (29) we conclude that
Re(z+=)20 for all =>0. Thus Re z20, and the necessity follows.
To prove the sufficiency, assume that |arg z|?4. Then Re z0 and
Re z20. If Re z=0, then z=0, and the required is evident. Assuming that
Re z>0, we get for any t # R
Re[(z2+t2)2 z&2]=Re z2+2t2+t4 Re z&20.
Note that c(e)0 and the function m(t, e) is decreasing on [0, h(e)].
Therefore, (28) yields
|
R2
ei(u, x) Re e&z\(x) dx0, u # R2.
Thus, Re e&zt # 8(R2, \) by Bochner theorem. K
6. POSITIVE DEFINITENESS AND POSITIVE METHODS
OF SUMMATION OF FOURIER SERIES
Let T n=[&?, ?)n denote the n-dimensional torus, Zn is the integer-
valued lattice in Rn, and let ck(g) are the Fourier coefficients of a function
g # L(T n) corresponding to the trigonometric system [ei(k, x)], k # Zn.
Consider the summation method of Fourier series generated by a
compactly supported function . : Rn  C and a parameter =>0:
A=(., g, x)= :
k # Zn
.(=k) ck(g) ei(k, x)=(2?)&n |
T n
K=(., x& y) g( y) dy,
where
K=(., g, x)= :
k # Zn
.(=k) ei(k, x).
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If we take .(x)=(1&\*(x))$+ with \ # C(R
n) satisfying \(tx)=|t| \(x)
and \(x)>0 for x{0, we obtain Riesz means.
For any fixed =>0, the positiveness of the operator A= is equivalent to
the positiveness of its kernel K= .
The following result due to R. Trigub.
Lemma 9. Let . # C(Rn).
(1) If . # 8(Rn), then the series k # Zn .(k) ei(k, x) is the Fourier series
of a nonnegative finite Borel measure on T n. Furthermore, k # Zn .(k)
ei(k, x)0 for all x # Rn provided . is compactly supported.
(2) Let =m>0, m # N, and limm   =m=0. If, for any m # N, the
series k # Zn .(=mk) ei(k, x) is the Fourier series of a nonnegative finite Borel
measure on T n, then . # 8(Rn).
Proof. (1) By Bochner theorem
.(x)=|
Rn
e&i(x, u) d+(u), x # Rn,
where + is a nonnegative finite Borel measure on Rn. For a Borel set
A/T n denote
&(A) :=+ \ .s # Zn [A+2?s]+= :s # Zn +(A+2?s)+(R
n).
Obviously, the measure & is nonnegative and finite on T n, and
.(k)=|
Rn
e&i(k, u) d+(u)
= :
s # Zn
|
T n+2?s
e&i(k, u) d+(u)
= :
s # Zn
|
T n
e&i(k, u) d+(u+2?s)
=|
T n
e&i(k, u) d&(u), k # Zn.
If, additionally, . is compactly supported, then the series reduces to a finite
sum and, therefore, d&(u)=(2?)&n g(u) du, where
g(u)= :
k # Zn
.(k) ei(k, u)0, u # Rn.
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(2) Assume now that, for all m # N,
.(=mk)=|
Tn
e&i(k, x) d&m(x), k # Zn,
where &m is a nonnegative finite Borel measure on T n. Then for any
compactly supported h # 8(Rn) & C(Rn) we have (see 1))
:
k # Zn
.(=mk) h(k)=|
Tn \ :k # Zn h(k) e
&i(k, x)+ d&m(x)0.
Taking h(x)= g($=m x) ei(=mx, u), where $>0, u # Rn, g(x)=>nj=1
(1&|xj | )+ , we get
:
k # Zn
.(=mk) g($=m k) ei(=m k, u)=nm0.
Since the function is compactly supported, the above Riemann sum
approaches the integral as =m  +0. Therefore,
|
Rn
.(x) g($x) ei(x, u) dx0, u # Rn.
By Bochner theorem, we have .(x) g($x) # 8(Rn) for all $>0 and, hence,
. # 8(Rn). K
Lemma 10. Let . # C(Rn) be compactly supported. Then the following
are equivalent:
(1) For all =>0, g # C(T n) satisfying g(x)0, and x # T n there holds
A=(., g, x)0, x # Rn.
(2) For all =>0
K=(., x)0, x # Rn.
(3) There exists a sequence [=m]m=1 satisfying =m>0, limm   =m
=0, and such that for all m # N
K=m(., x)0, x # R
n.
(4) . # 8(Rn).
Proof. The equivalence of (1) and (2) has been already pointed out. (2)
trivially implies (3). The implications (3) O (4) and (4) O (2) are contained
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in the second and in the first statement of Lemma 9, respectively (note
that, for any =>0, the function .(=x) is compactly supported and positive
definite). K
We remark that the results, obtained in the prevoius sections, can be
reformulated in terms of positiveness of the corresponding kernels. For
instance, Corollary 5 and Theorem 3 imply the following
Corollary 8. Let f # C[0, +) & C 2(0, +) be compactly supported, and
let f (2) is a convex function on (0, +). Then, for any norm \ on R2,
0<+1, and =>0, the following inequality
:
k # Z2
f (\+(=k)) ei(k, x)0, x # R2,
holds.
7. SOME UNSOLVED PROBLEMS
Problem 1. Prove that for any function \ # C(Rn) there exists a
function 0 : [0, +)  R such that
8(Rn, \)={ f (t)=|
+
0
0(ts) d+(s), + # P+= .
Problem 2. Prove that *(Rn, \)=:(Rn, \).
Problem 3. Let *0 :=*(Rn, \)>0. Prove that the function $(*) :=
$(*, \), * # (0, *0) is strictly increasing and continuous. Is it true that the
condition $(*0&0)<+ is satisfied for 0<*0<2?
Problem 4. Obtain an explicit upper bound for the Kuttner’s function
$1(*), * # (0, 2) (some results in this direction were obtained recently by
Gneiting [13]).
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