We introduce a novel algorithm, DFL (Discrete Function Learning), for reconstructing qualitative models of Gene Regulatory Networks (GRNs) from gene expression data in this paper. We analyse its complexity of
Introduction
With the availability of genome-wide gene expression data (DeRisi et al., 1997; Spellman et al., 1998) , a lot of interests have been given to modelling GRNs (Bolouri and Davidson, 2002; de Jong, 2002; D'haeseleer et al., 2000; Endy and Brent, 2001; Hasty et al., 2001 Hasty et al., , 2002 Smolen et al., 2000) , which are assumed to be the underlying mechanisms that regulate different gene expression patterns.
Due to the fact that very little data is available about the quantitative values of the concentrations of messenger RNA molecules and the strength of interactions between proteins and DNA, the traditional methods to simulate dynamic systems, like ordinary differential equations, cannot be applied to biological system easily. Therefore, qualitative models, like Generalised Logical Formalism (GLF) (Thomas and d'Ari, 1990; Thomas et al., 1995) and Piecewise Linear Differential Equation (PLDE) (Glass and Kauffman, 1973; Mestl et al., 1995) , are introduced to meet this problem.
However, it is not easy to build such GLF and PLDE models of GRNs. Currently, almost all GLF and PLDE models are built from literature (Alur et al., 2001; de Jong et al., 2001 de Jong et al., , 2002 Ghosh and Tomlin, 2001; Mendoza et al., 1999; Sanchez and Thieffy, 2001; Sanchez et al., 1997) . The manual extraction of knowledge from literature clearly cumbers the applicability of these models and the speed of building them. With the recent development of microarray technology, the expression levels of thousands of genes can simultaneously be obtained at discrete time points. It is a worthy effort to make use of these data to accelerate the building of qualitative models of GRNs.
Our aim is to learn qualitative models of GRNs from discretised microarray gene expression data. The qualitative models of GRNs are a set of discrete functions, which tell the regulatory relations between genes under consideration. In our method, the expression data are assumed to be the products of these functions. Then, we use a reverse engineering method based on information theory to find these functions from gene expression data.
In the identification of functional relations, it is still an open problem to develop an o(N ⋅ n k ) time algorithm for any domain (Akutsu et al., 2000) . In the following sections, we will introduce an algorithm called DFL with the expected complexity of O(k ⋅ N ⋅ n 2 ) to solve this open problem. The DFL algorithm is more efficient and versatile than current algorithm for reconstructing qualitative GRN models like the REVEAL algorithm (Liang et al., 1998) , which is for reconstructing Boolean Networks (BLNs) from binary transition pairs, without loss of prediction performances. In addition, the DFL algorithm is automatic and requires no prior information about the regulatory relations between genes under consideration.
Gene expression data are always noisy. We further introduce a method called ε function to deal with the noise problems in data sets in this paper. The experimental results show that some regulatory relations that cannot be found by the DFL algorithm are successfully identified with the ε function method.
Some probabilistic models, like Bayesian Networks (Friedman et al., 2000; Hartemink et al., 2002; Segal et al., 2003; Friedman, 2004) , Dynamic Bayesian Networks (DBNs) ( (Murphy and Mian, 1999; Ong et al., 2002) and Probabilistic Boolean Networks (PBNs) (Shmulevich et al., 2002) , have also been proposed to model GRNs. In these models, the gene expression data sets are assumed to be generated from a joint distribution. Then, various learning algorithms are used to learn the models which encode the joint distribution from the gene expression data sets Friedman et al., 1998 Friedman et al., , 1999 . In this study, we will focus on the learning of deterministic models. The relation between our method and the probabilistic models will be discussed in Section 6.
The rest of this paper is organised as follows. In the next section, we introduce the theory foundation of learning functional relations from data. We introduce the DFL algorithm and also analyse its complexities in Section 3. We do experiments on both synthetic data sets and gene expression data of yeast cell cycle to validate the DFL algorithm in the Section 4. Then, we propose a new concept called ε function to deal with noise in the data sets in Section 5. The relation between the DFL algorithm and related work are discussed in Section 6. Finally, we summarise the works of this paper in the last section.
Foundation of information theory
We first introduce the notation. We use capital letters to represent random variables, such as X and Y; lower case letters to represent an instance of the random variables, such as x and y; bold capital letters, like X, to represent a set of variables; and lower case bold letters, like x, to represent a instance of X. The cardinality of X is represented by |X|. In Boolean functions, we will use the '+', '·' and '¬' to represent logic OR, AND and INVERT (also called SWITCH) operation respectively.
Our approach is based on the information theory. First of all, we will introduce some fundamental knowledge of information theory. The entropy of a random variable X is defined in terms of probability of observing a particular value x of X as ( ) ( )log ( ).
x H X P X x P X x = − = = ∑ Hereafter, for the purpose of simplicity, we represent P(X = x) with p(x), P(Y = y) with p(y) and so on. For two variables, the joint entropy is defined in terms of the probabilities of all possible configurations of the tuple (X, Y) as ( , ) ( , )log ( , ).
Once we observed X = x, the uncertainty in Y is the entropy of the posterior distribution,
The average value of equation (1) over all possible values of X is the conditional entropy of Y given X (Cover and Thomas, 1991) ,
If X becomes a set of variables X = {X 1 , X 2 , …, X n }, the conditional entropy of Y given X is defined as
Obviously, there are two conditional entropies which capture the relationships between H(X) and H(Y), H(X|Y) and H(Y|X). As illustrated in Figure 1 , these are related with equation (3) (Shannon and Weaver, 1963) : 
In words, the uncertainty of X and the remaining uncertainty of Y given knowledge of X, i.e., the information contained in Y that is not shared with X, sum to the entropy of the combination of X and Y. We can now find an expression for the shared or 'mutual information', I(X; Y), also referred to as 'rate of transmission' between an input-output pair (Shannon and Weaver, 1963) :
The shared information between X and Y corresponds to the remaining information of X if we remove the information of X that is not shared with Y. In other words, mutual information is the measure of the amount of information that one random variable contains about another random variable. From equations (3) and (4), the mutual information can also be represented as
Similar to equation (2), the mutual information between a vector X and Y is defined as
Next, we introduce the following theorem, which is the theoretical foundation of our algorithm. The proof of this theorem is given in Appendix A. 
Methods
In this section, we begin with a formal definition of the problem of reconstructing qualitative GRN models from state transition pairs. Then, we discuss how much data are sufficient to solve this problem. In the following, we introduce the DFL algorithm to solve this problem. Finally, we analyse the complexities of the DFL algorithm.
Problem definition
In qualitative models of GRNs, the genes are represented by a set of discrete variables, V = {X 1 , …, X n }. In GRNs, the expression level of a gene X at time step t + 1 is controlled by the expression levels of its regulatory genes, which encode the regulators of the gene X, at time step t. Hence, in qualitative models of GRNs, the genes at the same time step are assumed to be independent of each other, which is a standard assumption in learning GRNs under the qualitative models, as assumed by Liang et al. (1998) , Akutsu et al. (1999 Akutsu et al. ( , 2000 Akutsu et al. ( , 2003 , Lahdesmaki et al. (2003) and Zheng and Kwoh (2004) . Formally, ∀1 ≤ i, j ≤ n, X i (t), X j (t) are independent. The regulatory relationships between the genes are expressed by discrete functions related to each variables. Formally, a GRN G(V, F) with indegree k (the number of inputs) consists of a set V = {X 1 , …, X n } of nodes representing genes and a set F = {f 1 , …, f n } of discrete functions, where a discrete function f i (X i1 , …, X ik ) with inputs from specified nodes X i1 , …, X ik at time step t is assigned to the node X i at time step t + 1, as shown in the following equation
,
where 1 ≤ i ≤ n. The state of the GRN is expressed by the state vector of its nodes. We use v(t) = {x 1 , …, x n } to represent the state of the GRN at time t, and
is calculated from {x 1 , …, x n } with equation (7). A state transition pair is v(t) → v(t + 1). The input of f i is called the parent nodes of X′, and represented with Pa(X′) = {X i1 , …, X ik }.
When using BLNs to model GRNs, genes are represented with binary variables with two values ON (1) and OFF (0), which means the genes are turned on or turned off respectively. In addition, the f i s in equation (7) are Boolean functions. When using GLFs and PLDEs to simulate GRNs, the f i s in equation (7) are multi-value discrete functions.
The problem of inferring the qualitative model of the GRN from input-output transition pairs (time series of gene expression) is defined as follows.
Definition 3.1: Let V = {X 1 , …, X n }. Given a transition table T = {v(t) → v(t + 1)} where v(t) is the state vector of the GRN model at time t, find a set of discrete functions F = {f 1 , f 2 , …, f n }, so that X i (t + 1) ( i X ′ hereafter) is calculated from f i as follows
where t goes from 1 to a limited constant N. If the F are Boolean functions, then the GRN model is a BLN, otherwise the GRN model is a GLF or PLDE model.
Data quantity
We discuss how much data is necessary to successfully infer F in this section. Akutsu et al. (1999) proved that Ω(2 k + k log 2 n) transition pairs are the theoretic lower bound to infer the BLNs, where n is the number of genes and k is the maximum indegree of these genes.
Theorem 3.1 (Akutsu et al. 1999) : Ω(2 k + k log 2 n) transition pairs are necessary in the worst case to identify the Boolean network of maximum indegree ≤ k.
To meet the requirement of multi-state discrete functions in GLF and PLDE models, we introduce the following theorem, which is a generalisation of Theorem 3.1. The proof of the theorem is also given in Appendix A. Hereafter, we use 'b (base)' to denote the number of discrete level for variables.
In the DFL algorithm, we introduce a coefficient c to determine the actual size of synthetic data sets as follows, ( log ) .
That is to say, the parameter t in Definition 3.1 goes from 1 to N.
Search method
From Theorem 2.1, the problem in Definition 3.1 is converted to finding a set of input genes whose mutual information with i X ′ is equal to the entropy of i X ′ for each gene X i in the GRN.
For n discrete variables V = {X i , …, X n }, there are totally 2 n subsets. Clearly, it is NP-hard to examine all subsets of V exhaustively. However, for GRNs, each gene is estimated on the average to interact with four to eight other genes (Arnone and Davidson, 1997) . Therefore, by restricting the indegree of a gene to a limited integer k, the problem can be solved in polynomial time. Even when we do this compromise, it is still very difficult to solve the problem. As mentioned before, it is still an open problem to develop an o(N ⋅ n k ) time algorithm for identifying functional relations in any domain (Akutsu et al., 2000) . In the following, we will introduce an algorithm called DFL with 
Definition 3.2:
Let X be a subset of V = {X 1 , …, X n }, then ∆ i (X) of X are the supersets of X so that X ⊂ ∆ i (X) and |∆ i | = |X| + i, where |X| denotes the cardinality of X.
To clarify the searching method of the DFL algorithm, let us consider a BLN consisting of four genes, as shown in Figure 3 . In this example, the function of each gene is listed in Table 1 . The set of all genes is V = {A, B, C, D}, and we use X to denote subsets of V. Table 1 Boolean functions of the example, where '+' is the logical OR operation, and '•' is the logical AND operation
Gene Rule
One of the commonly used algorithms to infer BLNs from data is the REVEAL algorithm (Liang et al., 1998) . As shown in Figure 4 , the REVEAL algorithm uses an exhaustive search method, it first searches the subsets with only one gene, then subsets with two genes, and so on. If the REVEAL algorithm finds a subset X that satisfies
I(X; Y) = H(Y)
, it will stop its searching and build models for this gene with X. When compared with the REVEAL algorithm, the DFL algorithm uses a better method when finding the target combination. Firstly, the DFL algorithm searches the first layer, then it sorts all subsets on the first layer according to their mutual information with D′. It finds that {A} shares the largest mutual information with D′ among subsets on the first layer. Then, the DFL algorithm searches through ∆ 1 (A) = {{A, B}, {A, C}, {A, D}}. Next, it will search ∆ 2 (A), …, ∆ k-1 (A), however it always decides the search order of ∆ i+1 (A) bases on the calculation results of ∆ i (A). Figure 1 . The solid line is for the DFL algorithm, the dashed line is for the REVEAL algorithm. The combinations with a black dot under them are the subsets which share the largest mutual information with D′ on their layers. The REVEAL algorithm firstly searches the first layer (the subsets with one gene), then the second layer, and so on. Finally, it finds the target subsets {A, B, C, D} at the fourth layer. The DFL algorithm uses a different heuristics. Firstly, it searches the first layer, then finds that {A}, with a black dot under it, shares the largest mutual information between D′ among subsets on the first layer. Then, it continues to search ∆ 1 (A) on the second layer. Similarly, these calculations continue until the target combination {A, B, C, D} is found on the fourth layer
From the Chain Rule of mutual information (Cover and Thomas, 1991, p.41) ,
not change when trying different X j , to maximise ( ; , ( )) . While checking these subsets, the DFL algorithm will check whether ( ( ); ) ( ).
After finding the target subset Pa(X i ) which satisfies ( ( ); ) ( ),
the DFL algorithm will remove irrelevant variables and duplicate rows of ( ) Figure 5 . Therefore, the DFL algorithm will check all subsets with ≤ k variables in the worst case. 
Analysis of complexity
There are two computationally expensive factors in the DFL algorithm. The first one is the number of subsets. The DFL algorithm guarantees the check of every subset whose cardinality is not larger than k. There are ) in the worst case. Contributing to sort step in the line 7 of the sub routine, the algorithm makes the best choice in current layer of subsets. Since there are (n -1) ∆ 1 supersets for a given single element subset, (n -2) ∆ 1 supersets for a given two element subsets, and so on.
The DFL algorithm only considers 
where log n is for sort step in line 7 of Figure 5 and N is for the length of input table T. By ignoring the minor terms, the time complexity of the DFL algorithm becomes
. The expected complexity of the DFL algorithm comes from three parameters k, b and n. The complexity O((kb k + k 2 log b n)n 2 ) grows quasi-squarely with n when k, b á n, multinomially with b, and exponentially with k.
To store the information needed in the search processes, the DFL algorithm uses two data structures. The first data structure used by the DFL algorithm is a linked list, which stores the state table of every gene during its calculation process. Every gene has two sequences representing its state of current time step and next time step respectively. According to equation (9), the space complexity of the first data structure is
The second one is a two-dimension linked list called ∆Tree of length k where each node in the first dimension is itself a linked list. This data structure is used to store the ∆ supersets in the calculation procedures. More precisely, the first node of this data structure is used to store the single element subsets. If the DFL algorithm is processing {X i } and its ∆ supersets, the second node to the kth node are used to store To store the ∆Tree, the space complexity would be O(kn), since only the indexes of the genes are stored for each subsets. Therefore, the total space complexity of the
Results
In this section, we first introduce the synthetic data sets of BLN models that we use. Then, we discuss the evaluation criterion for the learning of qualitative models of GRNs. Next, we discuss two kinds of experiments of BLNs to validate the efficiency of the DFL algorithm in comparison with the REVEAL algorithm. In the following, we conduct experiments on synthetic data sets to show the sensitivity of the DFL algorithm. Next, we perform experiments on synthetic data set of a GLF model. Finally, we do experiments on yeast cell cycle gene expression profile of Cho et al. (1998) . We implement the DFL algorithm and the REVEAL algorithm with the Java language version 1.4.1. The implementations are included in our software called Discrete Function Learner. The implementation software and the data sets are available at the supplementary website 2 of this paper. We perform our experiments on an HP AlphaServer SC computer, with one EV68 1 GHz CPU and 1GB memory, running Tru64 Unix operating system.
Synthetic data sets of BLNs
We present the synthetic datasets of BLNs in this section. For a BLN consisting of n genes, the total state space would be 2 n . The v of a transition pair is randomly chosen from 2 n possible instances of V with the Discrete Uniform Distribution, i.e., p(i) = 1/2 n , where i is randomly chosen one value from 0 to 2 n -1 inclusively. Since the DFL algorithm examines different subsets in the kth layer of ∆Tree with lexicographic order, the run time of the DFL algorithm may be affected by the different position of the target subsets in the kth layer of ∆Tree. Therefore, we select the first and the last k variables in V as the inputs for all i X ′ . The data sets generated from the first k and last k variables are named as 'head' and 'tail' data sets. There are = f n . If a data set is generated by OR function defined with the first k variables, then we name it as an OR-h data set, and so on.
Evaluation measures
The accuracy, sensitivity and precision are defined in equations (10)- (12). The TP, FP, TN and FN in these equations are defined in 
Experiments for time complexity
In this section, we use OR data sets to examine the complexity of the DFL algorithm.
Experiments when k is fixed, n increases
In this section, the indegree of each gene k is fixed to 3, and the number of transition pairs is calculated with equation (9) where c is 3. The number of genes goes from 20 to 100.
The experiment results are shown in Figure 6(a) , where the time is the average value of 5 experiments on 'heard' data sets and 5 experiments on 'tail' data sets. The run time values are shown in logarithmic value. In all experiments of this kind, both the DFL algorithm and the REVEAL algorithm can find the original BLNs correctly. However, the DFL algorithm is significantly faster than the REVEAL algorithm as shown in Figure 6 (a). 
Experiments when n is fixed, k increases
In this section, the number of genes n is fixed to 20, and k is increased from 2 to 6. Similar to the results of the prior section, both the DFL algorithm and the REVEAL algorithm can find the original BLNs correctly. However, the search times are also significantly different as shown in Figure 6 (b), where the time is the average value of five experiments on 'heard' data sets and five experiments on 'tail' data sets. The run time values are also shown in logarithmic value. As shown in the time complexity of the DFL algorithm O((kb k + k 2 log b n)n 2 ), it will grow in an exponential way with k. In Figure 6 (b), the run time of the DFL algorithm grows approximately linearly in logarithmic coordinate, which means an exponential growth in ordinary coordinate. Also, as indicated by Figure 6(b) , the run times of the DFL algorithm are significantly smaller than those of the REVEAL algorithm in all cases.
Experiments for large n
We do experiments that the number of genes n goes from 1000 to 6000, which is approximately the number of genes with in a yeast genome, in this section. As discussed in the Section 3, each gene is estimated on average to interact with four to eight other genes (Arnone and Davidson, 1997) . Another kind of experiments for k are also done, where n is fixed to 1000 and k goes from 2 to 8. Here, we do not do experiments for the REVEAL algorithm, which has already been inoperative per se.
Again, the DFL algorithm can correctly identify the original BLNs in all experiments. From Figure 7(a) , we see the run time of DFL grows quasi-squarely with n. In Figure 7(b) , the run time of the DFL algorithm grows approximately linearly in logarithmic coordinate with k, which means an exponential growth in ordinary coordinate. 
Experiments of sensitivity
In this section, we do some experiments to show the sensitivity of the DFL algorithm with the OR data sets. We change the number of learning instances (N) in this kind of experiments, since when the data is not enough the algorithm may fail to identify the original BLNs. The results are shown in Figure 8 , where we do experiments for BLNs of n = 50 and n = 100, and each point is the average value of five 'head' and five 'tail' data sets.
Figure 8
The sensitivity of the DFL algorithm. The horizontal axis, N (the number of learning instances), is log-scaled. The right most points of the two curves correspond to the numbers of learning instances obtained by c = 3 of equation (9) Sensitivity measures the percentage of correct positive predictions by the DFL algorithm. From Figure 8 , it is shown that the sensitivity of the DFL algorithm grows linearly with the logarithmic value of the number of learning instances. However, the sensitivity will become one and not increase after the number of learning instances grows to a certain number. That means, if the data is enough, the DFL algorithm can correctly identify the original BLNs.
Experiment on data of a GLF model
In this section, we use the DFL algorithm to find a GLF model discussed in Thieffry and Thomas (1998) and shown in Figure 9 . 
(A, B, C), B' = f 2 (A, C), C' = f 3 (A, B, C).
The learned f i s are truth tables, since we still lack the tools to simplify the multi-value discrete functions like the Kaunaugh maps for Boolean functions. In addition, the activation or repression relations in the graph could be obtained by analysing the correlation coefficient between genes (Bar- Joseph et al., 2003) . The correlation coefficient matrix of the example in Figure 9 is listed in Table 3 .
Table 3
The correlation coefficient matrix of the GLF example in Figure 9 A' B' C′ A 0.2 0.6 -0.7
In the correlation coefficient matrix, positive, negative and zero values indicate activation, repression and no direct interaction respectively. In our example, the 0.2 in the first column of the first line in Table 3 means A gives activation to A', and so on. We see that the activation and repression relations in Figure 9 are correctly identified with the correlation coefficient matrix in Table 3 .
Experiments on yeast gene expression data
In this section, we use the gene expression data of yeast Saccharomyces cerevisiae cell cycle from Cho et al. (1998) , which covers approximately two full cell cycles (Cho et al., 1998) . Lee et al. (2002) reported a GRN related to cell cycle of yeast. The GRN consists of 11 well-known yeast cell cycle regulators, which are Mbp1, Swi4, Swi6, Mcm1, Fkh1, Fkh2, Ndd1, Swi5, Ace2, Skn7 and Stb1. The Mcm1, Swi5, Ace2 and Stb1 are relatively loosely related to other genes. Thus, we only consider the remaining 7 genes. We discretise the data set in Cho et al. (1998) to three and four levels with the equal-width binning unsupervised discretisation method (Dougherty et al., 1995) , then rearrange these expression values to state-transition pairs such that the expression values at current time step are the product of expression values at the prior time step. Finally, we apply the DFL algorithm on the obtained transition table. The learned models are shown in Figure 10 . The DFL algorithm is automatic and requires no prior knowledge of the regulatory relations between the genes under consideration. The DFL algorithm is also quite efficient, only needs less than 0.2 seconds for all experiments done. The literature evidence for regulatory relations represented in Figure 10 are shown in Table 4 . For instance, Swi4 transcription is regulated in late G1 by both SBF(Swi4/Swi6) and MBF(Mbp1/Swi6) (Simon et al., 2001 ). In Figure 10 , these regulatory relations are identified in Figure 10 (a) and (b) respectively.
From Table 4 , we obtain the accuracy, sensitivity and precision of the DFL algorithm, and tabulate them in Table 5 . In Table 5 , we see that approximate 83% of the regulatory relations which have literature evidences are found with the DFL algorithm, when we combine the results from both Figures 10 and 13. It is also shown that the precision of the DFL algorithm is quite high no matter what the bases for expression values are. That means, it is quite probable that the regulatory relations found with the DFL algorithm are biologically meaningful. In Table 5 , it is shown that over 90% of the regulatory relations found by the DFL algorithm are biologically significant. (Lee et al., 2002; Simon et al., 2001) . For example, '*' in the first cell of first line means that Mbp1 gives MBP1 gene autoregulation (Lee et al., 2002) . '3' and '4' represent the regulatory relations found with the DFL algorithm when the bases for expression values are 3 and 4 respectively. M1, S4, S6, F1, F2, N1 and S7 are Mbp1, Swi4, Swi6, Fkh1, Fkh2, Ndd1 and Skn7 respectively.
Table 5
The accuracy, sensitivity and precision of the DFL algorithm and the K2 algorithm To do a comparison with another commonly used model, Bayesian networks, we apply the K2 algorithm (Cooper and Herskovits, 1992) on the same data sets. Then, we calculate the accuracy, sensitivity and precision of the K2 algorithm with respect to literature evidences, and list them in Table 5 also. In Table 5 , it is shown that the measures of the K2 algorithm are substantially lower than those of the DFL algorithm. Another important thing is that the au-toregulations cannot be represented by Bayesian networks due to fact that the structures of them are Directed Acyclic Graphs (DAGs) (Pearl, 1988) . Therefore, the autoregulations are predeterminately missed whatever algorithms for learning Bayesian networks are used. However, the autoregulations are very common in GRNs as shown in Table 4 , in which the diagonal line from upper-left corner to lower-right corner is fully occupied with autoregulation evidences. Some regulatory relations which have literature evidence are not found by the DFL algorithm, as shown in Table 4 . This is also shown by the sensitivity value in Table 5 . There are mainly two reasons for this discrepancy. First, the size of the data set is too small. Second, there is noise in the gene expression data. It is reasonable to expect that the model obtained from the DFL algorithm will become more reasonable when the input data is larger and more precise. Further, there are also some regulatory relations (represented by dashed edges) to be verified yet. When we calculate the measures in Table 5 , we count these relations as false positives.
The ε function method
In this section, we introduce the concept of ε function to meet issues incurred by noise in the data sets.
The definition of the ε function method
When there is noise in the data sets, the requirement of Theorem 2.1 cannot be satisfied strictly. In these cases, we can relax the requirement to obtain a best estimated result.
As shown in Figure 11 , by defining a significant factor ε, if the difference between I(X; Y) and H(Y) is less than ε × H(Y), then the DFL algorithm will stop the searching process, and build the classifier for Y with X at the significant level ε. Because the H(Y) may be quite different for various classification problems, it is not appropriate to use an absolute value, like ε, to stop the searching process or not. Therefore, we use the relative value, ε × H(Y), as the criterion to decide whether to stop the searching process or not.
Formally, we define the ε function as follows.
where ε is a significant factor.
Correspondingly, the line 4 of Figure 5 should be modified.
The ε function is useful to avoid the worst complexity of the DFL algorithm. When data sets are noisy, it is impossible to reach I(X; Y) = H(Y) required in Theorem 2.1. However, the major diversity of Y is still under the influence of its input X. Hence, it is reasonable to expect that I(X; Y) is still much close to H(Y). Hence, if we have found a
, then it is reasonable to stop the searching of the DFL algorithm and to build models with X. Consequently, the worst complexity of the DFL algorithm is reasonably avoided.
Selection of ε value
The choice of ε value should be decided based on the noise level of the data sets. For a given noisy data set, the missing part of H(Y), as demonstrated in Figure 11 , is determined, i.e., there exist a specific minimum ε value, ε m , with which the DFL algorithm can find the original BLN models. If the ε value is smaller than the ε m , the DFL algorithm will not find the original BLNs. Here, we will introduce two methods to efficiently find ε m . First, the ε m can be found automatically by a restricted learning process. To efficiently find the minimum ε, we restrict the maximum number of the subsets to be checked for each i X ′ to k × n. The supposed scope of ε is specified in prior. If the DFL algorithm cannot find BLN for a noisey data set with the specified minimum ε value, then the ε will be increased with a step of 0.01. The restricted learning will be performed, until the DFL algorithm finds a BLN with a threshold value of ε, i.e., the ε m .
Since only k × n subsets are checked for each i X ′ in the restricted learning process, the time to find ε m will be O(k ⋅ n 2 ).
Second, the ε m can also be found with a manual binary search method. Since ε ∈ [0, 1), ε is specified to 0.5 in the first try. If the DFL algorithm finds a BLN with ε value of 0.5, then ε is specified to 0.25 in the second try. Otherwise, if the DFL algorithm cannot find a BLN with a long time, like 10 minutes, then the DFL algorithm can be stopped and ε is specified to 0.75 in the second try. The selection process is carried out until the ε m value is found so that the DFL algorithm can find a BLN model with it but can not when ε = ε m -0.01. This selection process is also efficient. Since ε ∈ [0,1), only 5 to 6 tries are needed to find the ε m on the average.
The optimal estimation of the original BLN model is obtained by setting the ε to the ε m value or a slightly larger value than the ε m .
Obtaining correct truth table from noisy data sets
When data sets are noisy, the DFL algorithm, combined with the ε function method, can still find the correct structure of BLNs, but it is probable that there are two different instances of ( )
Recall that the counts of different instances of ( )
are obtained in the learning process, as discussed in Section 3.3. In the noisy data sets, these count values can be used to obtain the correct truth tables for .
i X ′ In detail, the DFL algorithm finds all the instances of ( )
and chooses the one with largest count value.
Experiments of noisy data sets
The noisy data sets are generated by randomly selection λ% samples, then inverting their output values v′. To examine the performance of the DFL algorithm when dealing with noisy data sets, we generate 100 OR/RANDOM data sets (50 'head' and 50 'tail' data sets) with different noise levels λ from 1% to 20%. The expected cardinality k of the DFL algorithm is still set to k of the generation BLNs in experiments of this section.
Then, we run the DFL algorithm by choosing different ε values for these data sets with the method introduced in Section 5.2. The relation of ε m and λ for OR/RANDOM data sets is shown in Figure 12 (a) and (b), where the ε m value is the average of the 10 sets for each λ value. The relation of ε m and λ for AND data sets is similar to that for OR data sets. As demonstrated in Figure 12 Figure 12(a) and (b) . This is reasonable, since the ( ( ); ) and ( )
are more diverse in RANDOM data sets than those in OR data sets.
The sensitivity of the DFL algorithm maintains 1 for all noisy OR data sets, as demonstrated in Figure 12(c) . In other words, for all noisy OR data sets, the DFL algorithm can correctly find the original BLNs. As shown in Figure 12 (c), the sensitivity of the DFL algorithm for RANDOM data sets does not decrease significantly even when λ increases to 20%. The DFL algorithm correctly finds the original BLNs for over 98% noisy RANDOM data sets, and find 2/3 correct edges of the BLNs for the rest RANDOM data sets. The DFL algorithm also correctly finds the truth table with the method introduced in Section 5.3 for all noisy data sets when the sensitivity is one. For instance, the obtained rules for one RANDOM-h data sets are shown in Table 6 . As shown in Table 6 , the left rules have significantly larger counts than their counterparts in the right side. By using the method introduced in Section 5.3, the rules in the right side will be eliminated and the truth table for this data sets is the 8 rules in the left side. By applying the Karnaugh-map to the obtained truth table, the obtained Boolean function is actually the 1 2 1 2 3 i X X X X X X ′ = ¬ ⋅ + ⋅¬ ⋅ in the original Boolean network. Up till now, the original Boolean network has been successfully identified by the DFL algorithm from this data sets with 10% noise. In addition, the total count value of the rules in the right side is 100 which is exactly 10% × 1000. This means that the rules in the right side are coming from the 10% noise in the data set. Table 6 The obtained Boolean rules from one noisy RANDOM-h data set with 1000 samples and 10% noise. In the original BLN,
Rules from noiseless spl.
Rules from noisy spl. Total count 900 100
The run times of the DFL algorithm do not change severely for data sets with different noisy levels. In other words, the DFL algorithm is still efficient when the data sets are noisy.
ε function for gene expression data
We do experiments on yeast cell cycle data from Cho et al. (1998) too. The results in shown in Figure 13 . As shown in Figure 13 (a) and (b), some regulatory relations that are not found in Figure 10 (a) are identified with the ε function method. For example, the autoregulation of Mph1 and Swi4 are successfully found in Figure 13 (a). In Figure 13 (b), the regulation of Fkh1 by Mbp1 is identified. In addition, the regulation of Fkh2 by Fkh1 is identified in experiments of b = 3 and ε = 0.25 (not shown in Figure 13 ). However, some regulatory relations also disappear when we do compromise in the ε function method. For instance, the regulation of Fkh1 by Fkh2 disappears in Figure 13(a) . Generally, the GRN model tends to become scarcer (contain fewer edges) when the value of ε increases. This is due to the fact that fewer genes can satisfy the requirement of ε function when the value of ε increases. Figure 14 that the model found with the DFL algorithm is more significant than that learned with the K2 algorithm. As we mentioned before, there are no autoregulations found in Figure 14 (b), but 6 out of 7 autoregulations are found in Figure 14 (a). 
Related work
In this section, we discuss the related models, the PBNs and DBNs. We also show that the DFL algorithm combined with the ε value method can be used to infer PBNs and DBNs. More discussion about the relationships of BLNs, PBNs and DBNs is given by Murphy and Mian (1999) and Shmulevich et al. (2002) .
Probabilistic Boolean Networks (PBNs)
To cope with the uncertainty, Shmulevich et al. (2002) introduced the PBNs. The basic idea is to extend the BLN to accommodate more than one possible function for each node (Shmulevich et al., 2002) . A PBN G(V, F) is defined by a set of variables V = {X 1 , …, X n } and a function matrix, F = {F 1 , …, F n }, where F i is defined by equation (13).
where each
is a possible function determining the value of gene X i and l (i) is the number of possible functions for gene X i . The functions
f is referred to as predictors, since the process of inferring these functions from measurements or equivalently, of producing a minimum-error estimate of the value of a gene at the next time point, is known as prediction in estimation theory (Shmulevich et al., 2002) .
The major difference between the PBNs and standard BLNs lies in the F. As shown in Table 6 , the noisy rules learned from noisy data sets contains two truth table of the three input variables, shown on the left and right sides respectively. In BLNs, the functional relations are deterministic, hence only the rules on left side are used as the estimated truth table of . i X ′ However, if we consider this situation from another aspect, the rules on the right side can also be seen as alternative gene expression patterns. That is to say, we can consider building a PBN model with the rules in Table 6 . Formally, we let F i = {f 1 , f 2 }, where f 1 = ¬X 1 ⋅ X 2 + X 1 ⋅ ¬X 2 ⋅ X 3 and f 2 = X 1 ⋅ X 2 + ¬X 1 ⋅ X 2 + ¬X 2 ⋅ ¬X 3 . The probability that f i is selected is estimated by the total counts of rules, i.e., p(f 1 ) = 900/1000 = 0.9 and p(f 2 ) = 0.1. Hence, the DFL algorithm combined with the ε function method can be used to build PBNs efficiently.
Dynamic Bayesian Networks (DBNs)
A Bayesian network for V is the tuple B(G, Θ). G is a DAG whose nodes are in one-to-one correspondence to variables in V, whose edges encode the conditional dependence between variables (Pearl, 1988) . In particular, X i is independent of its non-descendants given its parents Pa i in G (Pearl, 1988) . The second component Θ is a set of parameters which quantify the network. In particular, Θ = ∪ i Θ i , where Θ i is the Conditional Probability Table (CPT) of node X i . The Bayesian network B encodes the joint probability over V by
where Pa i is the set of parents of node X i in G. Bayesian networks have been used to model GRNs (Friedman et al., 2000; Hartemink et al., 2002; Segal et al., 2003; Friedman, 2004) . However, since directed circles are not allowed in standard Bayesian networks, Murphy and Mian (1999); Ong et al. (2002) used the DBNs to model GRNs. The BLN can be regarded as a special case of DBN, where the relations between variables are deterministic (Murphy and Mian, 1999) .
Similar to the discussion in Section 6.1, the DFL algorithm combined with the ε function method can also be used to learn DBNs, even the relations between variables are probabilistic. In DNBs, the expression data are assumed to be generated from a joint distribution rather than a deterministic function in BLNs. The CPT of variables can be estimated with the frequencies of rules, for the same instances of ( ).
i X ′ Pa
For example, for (0, 0, 0) of {X 1 , X 2 , X 3 }, we can have p(0|000) = 137/(137 + 10) = 0.932 and p(1|000) = 0.068 as estimation of ( | ( )) i i P X X ′ ′ Pa based on Table 6 . There is one limitation when learning DBNs with the DFL algorithm. Recall that it is assumed that ∀1 ≤ i, j ≤ n, X i (t), X j (t) are independent in Section 3.1. That means in the DBNs learned with the DFL algorithm, the ( ) i X ′ Pa are all from the prior time step.
Discussions and conclusions
In Bayesian network fields, Friedman et al. (1999) proposed an algorithm for learning Bayesian networks, called as the Sparse Candidate algorithm. The Sparse Candidate algorithm chooses parent nodes for the node under consideration with the similar idea of selecting those having strong relations. One of the statistics, I(X i ; X j , Pa(X i )), used for evaluating the new parent node in the Sparse Candidate algorithm, is similar to the ( ; , ( )) X ′ based on Theorem 2.1. Consequently, the DFL algorithm avoids the exhaustive searching of all subsets of V, which is NP-hard. Secondly, the forward selection is used in the Sparse Candidate algorithm. However, the DFL algorithm uses a better searching scheme, which guarantees the exhaustive searching of all subsets of V with ≤k features.
The contributions of this paper are three fold. First, we systematically analyse a way to find functional relations from an information theory approach. That is if the mutual information between X and Y is equal to the entropy of Y, then Y is a function of X.
Second, we introduce a new algorithm, called DFL, to learn qualitative models of GRNs from microarray gene expression data. The DFL algorithm is a general method to find discrete functional relations. The excellence of the DFL algorithm consists in that the base for gene expression data is adjustable. This virtue makes it possible to find GRN models of binary values (BLNs) and multi-state values (GLF etc.) with a universal tool. The experimental results show that it can correctly find the original model of the synthetic data set, and identify biologically significant models from a very limited gene expression data set. In addition, we analyse the theoretic lower bound of the size of data sets to accomplish the task of finding these discrete functions. The DFL algorithm is superior to currently existing algorithms with the expected time complexity of O((kb k + k 2 log b n)n 2 ), although its worst case complexity is O((b k + k log b n)n k+1 ). We also do experiments on synthetic data sets to validate our analysis about the complexity of the DFL algorithm. In our experiments, we also find that the sensitivity of the DFL algorithm grows linearly with the logarithmic value of the number of learning instances.
At last, we introduce a new concept called ε function to deal with the noise in data sets. The ε function method is useful to find GRN models from noisy data sets. The experiments on yeast cell cycle expression data show that the ε function method is a good supplement to the DFL algorithm. The ε method is also useful to avoid the worst complexity of the DFL algorithm.
As indicated by the dashed edges in Figures 10, 13 and 14(a) , the DFL algorithm finds some regulatory relations, which are not experimentally verified. This suggests that the DFL algorithm can be used to guide the biological research in deciphering the GRNs.
In the future, there are at least two ways to extend the DFL algorithm. First, it is advisable to incorporate other kinds of data, like genome-wide location data, in the learning procedures of qualitative models. Second, we can automatically explore whether a regulator is an activator or a repressor by calculating the correlation between the regulator and the regulated gene as shown in Section 4.5.
