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PRODUCT VECTORS IN THE RANGES OF MULTI-PARTITE
STATES WITH POSITIVE PARTIAL TRANSPOSES AND
PERMANENTS OF MATRICES
YOUNG-HOON KIEM, SEUNG-HYEOK KYE, AND JOOHAN NA
Abstract. In this paper, we consider a system of homogeneous algebraic equations
in complex variables and their conjugates which arise naturally from the range crite-
rion for separability of PPT states. We examine systematically these equations to get
sufficient conditions for the existence of nontrivial solutions. This gives us possible
upper bounds of ranks of PPT entangled edge states and their partial transposes.
We will focus on the multi-partite cases which are much more delicate than the bi-
partite cases. We use the notion of permanents of matrices as well as techniques from
algebraic geometry through the discussion.
1. Introduction
Quantum entanglement is now considered as the main resource for quantum infor-
mation and quantum computation, and distinguishing entanglement from separability
is one of the most important problems in the theory. The most convenient and powerful
criterion is the so called PPT criterion by Choi [2] and Peres [23], which tells us that
the partial transposes of a separable state are positive, that is, positive semi-definite.
But, it is very difficult to determine if a given PPT state is separable or not, and it is
actually known to be an NP -hard problem [4, 6]. In order to determine if a given PPT
state is separable, it is natural to look at the ranges of the state and its partial trans-
poses, as it had been suggested by the range criterion [12]. Apart from the separability
criterion, the notion of PPT is interesting in itself as well. For example, it is closely
related with the question of distillability, which is one of the main open problems in
quantum information theory. See [11].
Special kinds of PPT entangled states, PPT edge states, play an important role
to understand the whole structures of PPT states, because every PPT entangled state
is the sum of a separable state and a PPT edge state. See [20]. Because PPT edge
states have typically low ranks, it is very important to get upper bounds for possible
ranks of PPT entangled edge states and their partial transposes. To do this, we need
to consider a system of algebraic equations arising from the range criterion, as it was
initiated in [16] for the bi-partite 2 ⊗ n cases. The main purpose of this note is to
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provide a rigorous mathematical background to deal with these equations in general
multi-partite cases, using techniques from algebraic geometry.
A (mixed) state on the Hilbert space H =
⊗n
j=1C
dj is a positive semi-definite
Hermitian operator of trace one. Throughout this note, we assume that a state always
means a mixed state. A state on the Hilbert space H =
⊗n
j=1C
dj is said to be separable
if it is a convex combination of pure product states of the form
|ψ1〉〈ψ1| ⊗ |ψ2〉〈ψ2| ⊗ · · · ⊗ |ψn〉〈ψn| ∈ Md1 ⊗Md2 ⊗ · · · ⊗Mdn ,
where Md denotes the algebra of all d× d matrices over the field of complex numbers.
A state is called entangled if it is not separable. For a given subset S of [n] :=
{1, 2, · · · , n}, we define the partial transpose
(⊗n
j=1Aj
)T (S)
of
⊗n
j=1Aj by
(A1 ⊗A2 ⊗ · · · ⊗An)
T (S) := B1 ⊗ B2 ⊗ · · · ⊗ Bn, with Bj =
{
Atj, j ∈ S,
Aj, j /∈ S,
and extend the map to the whole
⊗n
j=1Mdj by linearity, where A
t denotes the transpose
of the matrix A. We say that a state ̺ is of PPT if its partial transpose ̺T (S) is positive
for every subset S of [n]. It is easily checked that every separable state is of PPT, as
it was observed by Choi [2] and Peres [23] for the bi-partite case n = 2. We note that
̺T (S) is positive if and only if ̺T (S
c) is positive, where Sc is the complement of S in [n].
Therefore, it is enough to check the positivity of 2n−1 matrices among 2n matrices, to
confirm the PPT property of a given n-partite state.
For a subset S of [n] and a product vector |ψ〉 = |ψ1〉 ⊗ · · · ⊗ |ψn〉, we define the
product vector |ψ〉Γ(S) up to constant by
(1) (|ψ1〉 ⊗ · · · ⊗ |ψn〉)
Γ(S) := |φ1〉 ⊗ · · · ⊗ |φn〉, with |φj〉 =
{
|ψ¯j〉, j ∈ S,
|ψj〉, j /∈ S.
Note that the range of a density matrix
∑
i |zi〉〈zi| is given by the span of {|zi〉}.
Therefore, if a given PPT state ̺ is separable then there exists a collection Ψ of
product vectors with the property [12] : The range of ̺T (S) is the span of the product
vectors {|ψ〉Γ(S) : |ψ〉 ∈ Ψ} for each subset S of [n]. Therefore, the first step to confirm
separability of a PPT state ̺ is to check the existence of a nonzero product vector |ψ〉
such that |ψ〉Γ(S) belongs to the range of ̺T (S) for each subset S of [n]. A PPT state ̺
is said to be an edge state if there exist no such nonzero product vectors.
Suppose that we are given finite sequences {S1, S2, · · ·Sr} of subsets of [n] and
{D1, D2 · · · , Dr} of subspaces of H. The purpose of this note is to investigate the
system of equations
(2) |ψ〉Γ(Si) ∈ Di, i = 1, 2, · · · , r,
with unknowns |ψ〉 = |ψ1〉 ⊗ · · · ⊗ |ψn〉 in the product CP
d1−1 × · · · × CPdn−1 of
complex projective spaces, and find conditions for which the system of equations (2)
has a nonzero solution, i.e. we are looking for nonzero solutions up to nonzero scalar
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multiplication. These equations have been considered in earlier papers [13], [14] and
[16], for examples. See also [15] for the bi-partite case n = 2.
To do this, it is convenient to define the r × n matrix Σ = [σij ] with entries
σij =
{
−1, j ∈ Si,
+1, j /∈ Si,
which will be called the associated matrix of the sequence {S1, S2, · · ·Sr}. We note
that the number NU of unknowns of the system of equations (2) is given by
NU =
n∑
j=1
(dj − 1),
which is the complex dimension of the manifold CPd1−1 × · · · × CPdn−1. On the other
hand, the number NE of algebraic equations in (2) is just NE =
∑r
i=1 dimD
⊥
i . Now,
we are ready to state the main result of this note:
Theorem 1.1. Let {S1, · · · , Sr} be a sequence of subsets of [n] with the associated
matrix Σ = [σij ]. Then we have the following:
(i) If NE =
∑r
i=1 ki > NU , then the system of equations (2) has no nonzero solution
for generic subspaces Di of H with ki = dimD
⊥
i for i = 1, 2, · · · , r.
(ii) Suppose that NE = NU , and the coefficient of
∏
j α
dj−1
j is nonzero when we
expand the polynomial
(3)
r∏
i=1
(σi,1α1 + σi,2α2 + · · ·+ σi,nαn)
dimD⊥i
.
Then the system of equations (2) has a nonzero solution.
(iii) If NE < NU and the associate matrix Σ has rank r, then the system of equations
(2) has infinitely many solutions.
The case (ii) considers the critical case, in which the numbers of unknowns and
equations coincide. We have exhibited in [15] examples in the two qubit and the two
qutrit cases for which the system of equations (2) has no nonzero solution even though
it has the same numbers of unknowns and equations. We have the same kind of an
example for the four qubit case. See Example 3.3. In the n qubit cases, the condition
in (ii) can be checked by computing the permanent of the associated matrix Σ = [σi,j],
which may be assumed to be a square matrix. It was shown in [30] that the permanent
of an n× n square matrix whose entries are ±1 is never zero if and only if n = 2k − 1
with k = 2, 3, · · · . From this, we may conclude that the coefficient condition in (ii)
is redundant for the n qubit cases, whenever n = 2k − 1 with k = 2, 3, · · · . This is
especially true for the three qubit case. The notion of permanent is also useful in the
theory of entanglement in other contexts. See [31].
The cases (i) and (iii) deal with the over-determined and under-determined cases,
respectively. We need an unexpected rank condition to get the existence of infinitely
3
many solutions for the under-determined case. We do not know if one may remove
this condition, even though we provided an example which strongly suggests the role
of rank condition. See Example 2.4. We will see that the rank condition is redundant
for the bi-partite case, the three and four qubit cases.
In the three qubit case, it is enough to consider four subsets S1 = {1}, S2 =
{2}, S3 = {3}, S4 = ∅ of [3] = {1, 2, 3}, to check the PPT condition. The above
discussions with the statements (ii) and (iii) prove the inequality
(4)
4∑
i=1
rank ̺T (Si) < 4× 23 − 3 = 29
for any three qubit PPT entangled edge states, as it was stated in [1]. It should be
noted [19] that the corresponding inequality is false for the 3 ⊗ 3 case. It is an open
question if the corresponding inequality holds for the 2 ⊗ 4 case. It is also unknown
for the n qubit cases when n ≥ 4.
Theorem 1.1 will be proved in the next section. We consider the multi-qubit cases
in Section 3 to relate the notion of permanents and the existence of a nonzero solution
of the system of equations (2). We also classify 4×4 (+1,−1)-matrices with vanishing
permanents, up to an equivalence relation. In the final section, we consider the problem
of classifying PPT entangled edge states by their ranks of partial transposes, and discuss
related questions.
2. Proof of Main Theorem
2.1. Over-determined case. We let Gr (d, k) denote the set of all subspaces D of
Cd with dimD⊥ = k, which is a manifold of complex dimension k(d − k). See [5,
Chapter 1, Section 5]. We say that a property holds for generic subspaces D in Cd
with dimD⊥ = k if there is a subset W of Gr (d, k) whose complement is of measure
zero such that the property holds for all D ∈ W.
Theorem 1.1 (i) is a consequence of dimension estimates and the Morse-Sard theo-
rem. We will write Pd−1 for the complex projective space CPd−1 to simply the notations.
Consider the following diagram:
(5)
∏n
j=1 P
dj−1
φΓ(S)
∏n
j=1 P
dj−1 
 ι
// Pd−1
where d =
∏
j dj. For S ⊂ [n], the map φ
Γ(S) is the diffeomorphism which sends ([|ψj〉])
to ([|φj〉]), where |φj〉 is given by (1), and [|ψ〉] ∈ P
d−1 denotes the line spanned by
4
|ψ〉. The injective map ι is the Segre embedding which sends ([|ψj〉]) to [⊗
n
j=1|ψj〉]. We
want to show that the set
(6)
r⋂
i=1
(
φΓ(Si)
)−1 (
ι−1(PDi)
)
=
{
([|ψj〉]) ∈
n∏
j=1
P
dj−1 |
(
⊗nj=1|ψj〉
)Γ(Si) ∈ Di
}
is empty for generic choices of Di.
By Bertini’s theorem [7, Chapter II, Theorem 8.18] in algebraic geometry, we may
choose a generic D1 such that ι
−1(PD1) is a smooth manifold of real dimension 2(NU −
k1). Let E1 :=
(
φΓ(S1)
)−1
(ι−1(PD1)). To choose D2, let us consider the universal
bundle U2 over Gr (d, k2) so that we have a diagram:
PU2



// P
d−1 ×Gr (d, k2)
Gr (d, k2)
Each fiber of the vertical arrow over a point ξ ∈ Gr (d, k2) gives the linear subspace
PDξ ⊂ P
d−1 represented by ξ. Via the Segre embedding, we can regard φΓ(S2)(E1) ×
Gr (d, k2) as a subset of P
d−1×Gr (d, k2). Take the intersection (φ
Γ(S2)(E1)×Gr (d, k2))∩
PU2. There are obvious projections
(φΓ(S2)(E1)×Gr (d, k2)) ∩ PU2
p
tt❥❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
q
**❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚
φΓ(S2)(E1) Gr (d, k2)
Let us estimate the dimension of this intersection. For each point η in φΓ(S2)(E1),
p−1(η) is
{D2 ∈ Gr (d, k2) | η ∈ PD2} ∼= Gr (d− 1, k2)
since a subspace of Cd of codimension k2 containing a line lη represented by η is
uniquely determined by a subspace of Cd/lη = C
d−1 of codimension k2. Therefore, the
intersection (φΓ(S2)(E1)×Gr (d, k2))∩ PU2 is a smooth real manifold of real dimension
2(NU − k1) + dimRGr (d− 1, k2) = 2(NU − k1) + 2k2(d− 1− k2).
If q is not surjective, the fiber q−1(D2) = φ
Γ(S2)(E1) ∩ ι
−1(PD2) is empty for a
generic choice of D2 ∈ Gr (d, k2). Let E2 :=
(
φΓ(S2)
)−1
(ι−1(PD2)). Then
E1 ∩ E2 =E1 ∩
(
φΓ(S2)
)−1 (
ι−1(PD2)
)
=
(
φΓ(S2)
)−1 (
φΓ(S2)(E1) ∩ ι
−1(PD2)
)
=
(
φΓ(S2)
)−1 (
q−1(D2)
)
= ∅
(7)
for such a generic D2, so we have the statement (i). Thus we may assume that q is
surjective.
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Applying the Morse-Sard theorem [9, Chapter 3, Theorem 1.3] to the smooth map
q : (φΓ(S2)(E1) × Gr (d, k2)) ∩ PU2 → Gr (d, k2), we find that over a generic choice of
D2 ∈ Gr (d, k2), the fiber q
−1(D2) of q is a smooth manifold of real dimension
2(NU − k1) + 2k2(d− 1− k2)− 2k2(d− k2) = 2(NU − k1 − k2).
For such a generic D2, if we let E2 :=
(
φΓ(S2)
)−1
(ι−1(PD2)), then by (7), E1 ∩ E2 =(
φΓ(S2)
)−1
(q−1(D2)) is a smooth manifold of expected real dimension 2(NU − k1− k2).
Now it is obvious how to proceed. We consider the universal bundle U3 over
Gr (d, k3), the intersection
(φΓ(S3)(E1 ∩ E2)×Gr (d, k3)) ∩ PU3
and the projections to φΓ(S3)(E1 ∩ E2) and Gr (d, k3). If the projection to Gr (d, k3) is
not surjective, then φΓ(S3)(E1 ∩ E2) ∩ ι
−1(PD3) is empty for a generic D3 ∈ Gr (d, k3).
For such a generic D3, if we let E3 :=
(
φΓ(S3)
)−1
(ι−1(PD3)),
E1 ∩ E2 ∩ E3 =
(
φΓ(S3)
)−1 (
φΓ(S3)(E1 ∩ E2) ∩ ι
−1(PD3)
)
is also empty and we have the theorem.
If the projection to Gr (d, k3) is surjective, by the Morse-Sard theorem, we find
that for a generic D3 ∈ Gr (d, k3), φ
Γ(S3)(E1 ∩ E2) ∩ PD3 is a smooth manifold of real
dimension 2(NU −k1−k2−k3). Then letting E3 :=
(
φΓ(S3)
)−1
(ι−1(PD3)), E1∩E2∩E3
is also a smooth manifold of real dimension 2(NU −k1−k2−k3) for such a generic D3.
Continuing this way, the intersection
r⋂
i=1
Ei =
r⋂
i=1
(
φΓ(Si)
)−1 (
ι−1(PDi)
)
eventually becomes empty for generic choices of Di since NU <
∑
i ki = NE . This
proves (i) of Theorem 1.1.
2.2. Critical case. For the statements (ii) and (iii), we need the following theorem
which gives us an algebraic sufficient condition for the existence of nonzero solutions
of the system of equations (2).
Theorem 2.1. Let {S1, · · · , Sr} be sequences of subsets of [n] and {D1, · · · , Dr} sub-
spaces of H =
⊗n
j=1C
dj with ki = dim D
⊥
i . If
(8)
r∏
i=1
(σi,1α1 + σi,2α2 + · · ·+ σi,nαn)
ki 6= 0
in the ring Z[α1, α2, · · · , αn]/(α
d1
1 , α
d2
2 , · · · , α
dn
n ), then the system of equations (2) has
a nonzero solution.
Here, α1, · · · , αn are indeterminates, and Z[α1, α2, · · · , αn]/(α
d1
1 , α
d2
2 , · · · , α
dn
n ) de-
notes the quotient ring of the polynomial ring Z[α1, α2, · · · , αn] by the ideal generated
by αd11 , α
d2
2 , · · · , α
dn
n .
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Proof. Consider the diagram (5). We have to measure the size of the set
r⋂
i=1
(
φΓ(Si)
)−1 (
ι−1(PDi)
)
=
{
([|ψj〉]) ∈
n∏
j=1
P
dj−1 |
(
⊗nj=1|ψj〉
)Γ(Si) ∈ Di
}
.
The cohomology ring of
∏n
j=1 P
dj−1 is well understood:
H∗
(
n∏
j=1
P
dj−1
)
= Z[α1, · · · , αn]/(α
d1
1 , · · · , α
dn
n ).
A proof can be found in any textbook on algebraic topology. See [8, Section 3.2] for ex-
ample. By Bertini’s theorem [7, Chapter II, Theorem 8.18] again, we can choose pertur-
bations PD′i of PDi such that ι
−1(PD′i) are smooth and Poincare´ dual to (α1+· · ·+αn)
ki
for each i = 1, 2, · · · , r. Since the complex conjugation changes the orientation, the
perturbation
(
φΓ(Si)
)−1
(ι−1(PD′i)) of
(
φΓ(Si)
)−1
(ι−1(PDi)) is a smooth submanifold of∏n
j=1 P
dj−1, whose Poincare´ dual is
(σi,1α1 + σi,2α2 + · · ·+ σi,nαn)
ki.
By the transversality theorem [9, Chapter 3, Theorem 2.4] in differential topology, we
can find perturbations Wi in
∏n
j=1 P
dj−1 of
(
φΓ(Si)
)−1
(ι−1(PD′i)) that are still smooth
and intersect transversely. Then the Poincare´ dual of
⋂r
i=1Wi is the class
r∏
i=1
(σi,1α1 + σi,2α2 + · · ·+ σi,nαn)
ki
in the cohomology ring H∗
(∏n
j=1 P
dj−1
)
= Z[α1, · · · , αn]/(α
d1
1 , · · · , α
dn
n ). If the set⋂r
i=1
(
φΓ(Si)
)−1
(ι−1(PDi)) is empty, so is its small perturbation
⋂r
i=1Wi and hence the
cohomology class
∏r
i=1(σi,1α1+ σi,2α2+ · · ·+ σi,nαn)
ki should be zero. This proves the
theorem. 
The statement (ii) of Theorem 1.1 is an easy consequence of Theorem 2.1. In-
deed,
∏r
i=1(σi,1α1 + σi,2α2 + · · ·+ σi,nαn)
ki in the quotient ring of the polynomial ring
Z[α1, · · · , αn] by the relations α
d1
1 = · · · = α
dn
n = 0 should be a constant multiple of∏
j α
dj−1
j , because NE =
∑
i ki =
∑
j(dj − 1) = NU in the critical case.
It is worthwhile to consider the case when all the subsets Si ⊂ [n] are empty. In
this case, σi,j = 1 for every i, j and
r∏
i=1
(σi,1α1 + σi,2α2 + · · ·+ σi,nαn)
ki = (α1 + α2 + · · ·+ αn)
Σ(dj−1).
It is straightforward to check that the coefficient of
∏
j α
dj−1
j in the polynomial
(α1 + α2 + · · ·+ αn)
∑
(dj−1) is
(∑
j(dj − 1)
)
!∏
j(dj − 1)!
> 0. We thus obtain the following.
Corollary 2.2. Let D1, · · · , Dr be subspaces of H with ki = dimD
⊥
i for i = 1, · · · , r.
If
∑r
i=1 ki =
∑
j(dj − 1), then we have the following:
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(i) There always exists a nonzero product vector |ψ〉 satisfying |ψ〉 ∈ Di for 1 ≤ i ≤ r.
(ii) The number of distinct nonzero product vectors |ψ〉 up to constant satisfying |ψ〉 ∈
Di for 1 ≤ i ≤ r is less than or equal to
(∑
j(dj − 1)
)
!∏
j(dj − 1)!
if it is finite.
(iii) The equality holds for generic choices of Di.
We remark that (iii) was obtained in [28, Corollary 3.9].
2.3. Under-determined case. For the proof of the statement (iii) of Theorem 1.1,
we introduce some vector notations. For k := (k1, k2, · · · , kr), m := (m1, m2, · · · , mn)
and α := (α1, α2, · · · , αn), we denote |k| :=
∑
ki, |m| :=
∑
mj and α
m :=
∏n
j=1 α
mj
j .
Let σi := (σi,1, · · · , σi,n) ∈ {−1,+1}
n so that we can write σi · α := σi,1α1 + σi,2α2 +
· · ·+ σi,nαn. By expanding, we write
P k(α) :=
r∏
i=1
(σi,1α1 + σi,2α2 + · · ·+ σi,nαn)
ki =
∑
|m|=|k|
Ak
m
αm
for Ak
m
∈ Z. For convenience, we define Ak
m
to be zero whenever there is a component of
k orm which is negative. For two vectors v = (v1, v2, · · · , vn) andw = (w1, w2, · · · , wn)
in Zn, we say v ≥ w when vi ≥ wi for all i. We begin with the following:
Proposition 2.3. Let D1, · · · , Dr be subspaces of H =
⊗n
j=1C
dj with ki = dimD
⊥
i for
i = 1, · · · , r. If NE =
∑r
i=1 ki < NU and P
k(α) =
∏r
i=1(σi,1α1+σi,2α2+ · · ·+σi,nαn)
ki
is not zero in the ring Z[α]/(α
dj
j )1≤j≤n, then the system of equations (2) has infinitely
many solutions.
Proof. Since P k(α) is the Poincare´ dual of a small perturbation of the intersection
r⋂
i=1
(
φΓ(Si)
)−1 (
ι−1(PDi)
)
=
{
([|ψj〉]) ∈
n∏
j=1
P
dj−1 |
(
⊗nj=1|ψj〉
)Γ(Si) ∈ Di
}
as shown in the proof of Theorem 2.1, the nonvanishing of the class P k(α) implies that a
small perturbation of the intersection is a nonempty smooth manifold of real dimension
2(NU −
∑r
i=1 ki) > 0. Therefore, the intersection always has infinitely many points
and hence we find that there are uncountably many product vectors |ψ〉 satisfying
|ψ〉Γ(Si) ∈ Di. 
The next question is when P k(α) is nonzero in the ring Z[α]/(α
dj
j )1≤j≤n. In [15,
Lemma 2], it was shown that P k(α) is always nonzero in the under-determined case if
n = 2. However it is not true even for n = 3.
Example 2.4. Let n = 3. Let S1 = {1}, S2 = {2}, S3 = {3} and S4 = ∅. Let
d1 = d2 = 2, d3 = 4, and k1 = k2 = k3 = k4 = 1. Then NE = 4 < 5 = NU . In the ring
Z[α]/(α
dj
j ), we have
P k(α) = (−α1 + α2 + α3)(α1 − α2 + α3)(α1 + α2 − α3)(α1 + α2 + α3) = 0
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since α21 = α
2
2 = α
4
3 = 0. Hence P
k(α) may be zero even for the under-determined case
when n = 3. We note that the associated matrix Σ is given by

− + +
+ − +
+ + −
+ + +

 ,
where + and − denote +1 and −1, respectively.
In this example, the matrix Σ has rank smaller than r. This suggests that we may
have to impose a condition on the rank of Σ in order to have the nonvanishing of P k(α).
Here is a criterion, and this completes the proof of (iii) of Theorem 1.1.
Proposition 2.5. Let Σ = (σi,j) be an r × n matrix whose entries are ±1. Let
k1, · · · , kr ∈ Z≥0 and d1, · · · , dn ∈ Z>0. If
∑r
i=1 ki <
∑n
j=1(dj − 1) and the rank
of Σ is r, then P k(α) =
∏r
i=1(σi ·α)
ki is nonzero in the ring Z[α]/(α
dj
j )1≤j≤n for k ≥ 0.
Proof. We fix d1, d2, · · · , dn, Σ and allow k to vary. The proposition is equivalent
to saying that there is an n-tuple of nonnegative integers m := (m1, m2, · · · , mn) such
that |m| = |k|, mj ≤ dj − 1 for every j and A
k
m
6= 0 whenever
∑r
i=1 ki <
∑n
j=1(dj − 1).
This is obvious for k = 0 since A0,0,··· ,00,0,··· ,0 = 1. Suppose that there is a k ≥ 0 for which
the proposition fails. Let k˜ be such a vector with |k˜| minimal.
Consider the following statement for nonnegative integers s and m.
T ks,m : All the coefficients A
k
m
are zero whenever ms = m or ms = m+ 1 and when
mj ≤ dj − 1 for 1 ≤ j ≤ n.
We claim that for a fixed k and given s, if the statement T ks,m holds for some m,
then so does the statement T k−eis,m−1 for every i, where ei denotes the i-th standard basis
vector.
This claim induces a contradiction to the minimality of |k˜| and hence proves the
proposition. Indeed, by the assumption on k˜, T k˜s,m holds for every s and m ≤ ds − 2.
Then the claim says that the statement T k˜−eis,m holds for every s and m ≤ ds − 3. In
particular, Ak˜−ei
m
can be nonzero only when ms = ds−1 for every s, which is impossible
since |m| = |k˜− ei| = |k˜| − 1 <
∑
(dj − 1) = NU . Therefore, all the A
k˜−ei
m
are zero for
every m satisfying |m| = |k˜| − 1 and mj ≤ dj − 1. This contradicts the minimality of
|k˜|.
Now we prove the claim. Suppose that the statement T ks,m holds for some s and m.
For each j, we take the partial derivative of P k := P k(α) with respect to αj to obtain
the following:
∂
∂αj
P k =
r∑
i=1
kiσi,jP
k−ei =
r∑
i=1
kiσi,j

 ∑
|m′|=|k−ei|
Ak−ei
m′
αm
′

 = ∑
|m|=|k|
mjA
k
m
αm−ej .
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We fix an integer ℓ. If we take the coefficient of the monomial αm−eℓ of the equation
above for each j, we get the following system of equations:
m1A
k
m+e1−eℓ
= k1σ1,1A
k−e1
m−eℓ
+ k2σ2,1A
k−e2
m−eℓ
+ · · ·+ krσr,1A
k−er
m−eℓ
m2A
k
m+e2−eℓ
= k1σ1,2A
k−e1
m−eℓ
+ k2σ2,2A
k−e2
m−eℓ
+ · · ·+ krσr,2A
k−er
m−eℓ
· · ·
mℓ−1A
k
m+eℓ−1−eℓ
= k1σ1,ℓ−1A
k−e1
m−eℓ + k2σ2,ℓ−1A
k−e2
m−eℓ + · · ·+ krσr,ℓ−1A
k−er
m−eℓ
mℓA
k
m
= k1σ1,ℓA
k−e1
m−eℓ + k2σ2,ℓA
k−e2
m−eℓ + · · ·+ krσr,ℓA
k−er
m−eℓ
mℓ+1A
k
m+eℓ+1−eℓ
= k1σ1,ℓ+1A
k−e1
m−eℓ
+ k2σ2,ℓ+1A
k−e2
m−eℓ
+ · · ·+ krσr,ℓ+1A
k−er
m−eℓ
· · ·
mnA
k
m+en−eℓ
= k1σ1,nA
k−e1
m−eℓ
+ k2σ2,nA
k−e2
m−eℓ
+ · · ·+ krσr,nA
k−er
m−eℓ
Ifms = m and ℓ 6= s, orms = m+1 and ℓ = s, then LHS are all zero by assumption.
Therefore, we have


— k1σ1,j —
— k2σ2,j —
· · ·
— krσr,j —


t
·


Ak−e1m−eℓ
Ak−e2m−eℓ
...
Ak−erm−eℓ

 = O.
Since the matrix (σi,j) has rank r, so does the matrix (kiσi,j)
t whenever all the
ki 6= 0. Hence, all the A
k−ei
m′
are zero for any i when the s-th component m′s of m
′
is m and ki 6= 0 for all i. If some ki is zero, we can simply remove the i-th column
from the matrix (kiσi,j)
t and Ak−eim−eℓ from the column vector because A
k−ei
m−eℓ
= 0 by our
convention. The modified matrix of (kiσi,j)
t has full rank as well, so the column vector
must be also zero. Therefore, all the Ak−ei
m′
are zero for every i and m′ with m′s = m
and |m′| = |k| − 1.
Now, we claim that Ak−ei
m′
are zero for any i when m′s = m − 1. By expanding
P k(α) directly, we obtain the following:
Ak
m
=
∑
mj=
∑
i ki,j
r∏
i=1
(
ki
ki
) n∏
j=1
σ
ki,j
i,j ,
where ki := (ki,1, ki,2, · · · , ki,n) and
(
ki
ki
)
:=
ki!∏
j(ki,j!)
when ki,j ≥ 0 and ki = |ki|. We
let
(
ki
ki
)
= 0 if some ki,j < 0. Since
(
ki
ki
)
=
∑
j
(
ki − 1
ki − ej
)
,
Ak
m
= σ1,jA
k−ej
m−e1 + σ2,jA
k−ej
m−e2 + · · ·+ σn,jA
k−ej
m−en for each j.
Note that if ms = m, then A
k
m
and A
k−ej
m−ei are zero for i 6= s. We thus have
A
k−ej
m−es = 0 for every j and m with ms = m. Therefore, all the A
k−ei
m′
are zero for any
i when the s-th component of m′ is m− 1 or m. We thus proved the statement T k−eis,m−1
for every i. This completes the proof. 
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In order to apply Theorem 1.1 (iii), it helps to minimize the number r in the system
of equations (2). To do this, we may assume that the associated matrix Σ has pairwisely
non-parallel rows. Indeed, if Si = Sj (respectively Si = S
c
j ) for some i 6= j, then we
can combine two systems of equations |ψ〉Γ(Si) ∈ Di and |ψ〉
Γ(Sj) ∈ Dj into a single
|ψ〉Γ(Si) ∈ Di ∩Dj (respectively |ψ〉
Γ(Si) ∈ Di ∩ D¯j). If r ≤ 3, then it is easy to see that
pairwisely non-parallel rows of Σ are always linearly independent. Therefore, the rank
condition in Proposition 2.5 is automatically satisfied. This is not true for r = 4, as
we have seen in Example 2.4.
If n = 2, then we may always assume that r ≤ 2 by the above argument, so
the rank condition is redundant. For the n qubit under-determined cases, we have
r ≤ NE < NU = n, so the rank condition is also redundant for the three or four qubit
cases because r ≤ 3. Therefore, we have the following. The case of n = 2 is nothing
but [15, Theorem 3, (ii)].
Proposition 2.6. Let n = 2 or dj = 2 with n = 3, 4. Then the system of equations
(2) has infinitely many solutions whenever NE < NU .
It is worthwhile to note that the converse of Proposition 2.5 does not hold. To
see this, we consider the following two matrices in the five qubit case with kj = 1 for
j = 1, 2, 3, 4:
Σ1 =


− + + − −
+ − + + +
+ + − + +
+ + + + +


,
Σ2 =


− + + − +
+ − + + −
+ + − + +
+ + + + +


.
These are of rank three. It is interesting to note that P k(α) = 0 for Σ1, but P
k(α)
is nonzero for Σ2 in the ring Z[α1, · · · , α5]/(α
2
1, · · · , α
2
5). Therefore, the converse of
Proposition 2.5 does not hold.
In the trivial case where Si ⊂ [n] are all empty or [n], P
k(α) = ±(α1+ · · ·+αn)
NE
is always nonzero because NE < NU and (α1 + · · · + αn)
NU 6= 0 in Z[α]/(α
dj
j ) by
Corollary 2.2. By Proposition 2.3, the system of equations (2) has infinitely many
nonzero solutions for any Di with dimD
⊥
i = ki.
3. Multi-qubit cases and Permanents of matrices
In this section, we investigate the multi-qubit cases where dj = 2 for all j so that
NU = n. In the critical case where the numbers of equations NE and unknowns NU
coincide in the system of equations (2), we may assume that ki = 1 for all i because
if ki > 1 we can repeat Si ki times and replace Di by ki hyperplanes. In particular,
we may assume NE = r = n = NU . By Theorem 1.1 (ii), the solvability of (2) is
guaranteed by the nonvanishing of the coefficient of the monomial α1α2 · · ·αn in the
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polynomial (3), which is
(9)
∑
λ∈Sym(n)
σ1,λ(1)σ2,λ(2) · · ·σn,λ(n),
where Sym(n) denotes the set of all permutations of the set [n]. If we multiply the sign
of permutation in each summand, this is nothing but the determinant of the matrix
Σ = [σi,j ]. The number (9) is called the permanent of the matrix Σ, which has been
studied since Cauchy’s era. See the monograph [22]. The permanent of Σ will be
denoted by per(Σ). By Theorem 1.1 (ii), we have the following:
Theorem 3.1. Let {S1, · · · , Sn} be subsets of [n] with the associated n× n matrix Σ,
and {D1, · · · , Dn} subspaces of
⊗n
i=1C
2 with dimD⊥i = 1 for i = 1, · · · , n, respectively.
If per(Σ) 6= 0 then the system of equations (2) has a nonzero solution.
Therefore, in order to check the existence of a nonzero solution of (2) for the n
qubit cases with the same numbers of equations and unknowns, we have to calculate
the permanents of the associated matrices whose entries are ±1. Several authors have
studied permanents of those matrices. It was shown in [29] that if n ≥ 2 is even or
n ≡ 1(mod 4), then there exists an n × n (+1,−1)-matrix A with per(A) = 0. In the
same paper, it was also noticed that there is no 3× 3 (+1,−1)-matrix with vanishing
permanent. It was proved in [17, 24, 30] that there exists an n × n (+1,−1)-matrix
with vanishing permanent if and only if n + 1 is not a power of 2. Therefore, we have
the following:
Theorem 3.2. Let n = 2k − 1 for k = 2, 3, · · · and di = 2 for i = 1, 2, · · · , n. Then
the system of equations (2) has a nonzero solution whenever the number of equations
are less than or equal to n.
The above theorem does not hold even for the two qubit case with n = 2, as it
was discussed in [15]. We recall the following typical example. Let {|0〉, |1〉} be an
orthonormal basis for C2. Let |β1〉 = |00〉 + |11〉 and |β2〉 = |01〉 − |10〉. For two
nonzero vectors |ψ1〉, |ψ2〉 in C
2, we have
〈ψ1, ψ¯2|β1〉 = 〈ψ1|0〉〈ψ¯2|0〉+ 〈ψ1|1〉〈ψ¯2|1〉 = 〈ψ1|ψ2〉.
Therefore, we see that the equation 〈ψ1, ψ¯2|β1〉 = 0 is equivalent to the orthogonality
of |ψ1〉 and |ψ2〉. Similarly, the equation 〈ψ1, ψ2|β2〉 = 0 is equivalent to saying that
|ψ1〉 and |ψ2〉 are parallel. If we put D1 = |β1〉
⊥ and D2 = |β2〉
⊥ then the system of
equations
|ψ1, ψ¯2〉 ∈ D1
|ψ1, ψ2〉 ∈ D2
has no nonzero solution. Note that the associated matrix is given by(
+ −
+ +
)
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with vanishing permanent. We modify this example to get the same kind of a system
of equations for the four qubit case with the same number of equations and unknowns.
Example 3.3. Let subspaces {D1, D2, D3, D4} of
⊗4
j=1C
2 be given by
D1 = (|β1〉 ⊗ |β1〉)
⊥, D2 = (|β1〉 ⊗ |β2〉)
⊥, D3 = (|β2〉 ⊗ |β1〉)
⊥, D4 = (|β2〉 ⊗ |β2〉)
⊥.
Then, we have
|ψ1, ψ¯2〉 ⊗ |ψ3, ψ¯4〉 ∈ D1 ⇐⇒ |ψ1〉 ⊥ |ψ2〉 or |ψ3〉 ⊥ |ψ4〉
|ψ1, ψ¯2〉 ⊗ |ψ3, ψ4〉 ∈ D2 ⇐⇒ |ψ1〉 ⊥ |ψ2〉 or |ψ3〉 ‖ |ψ4〉
|ψ1, ψ2〉 ⊗ |ψ3, ψ¯4〉 ∈ D3 ⇐⇒ |ψ1〉 ‖ |ψ2〉 or |ψ3〉 ⊥ |ψ4〉
|ψ1, ψ2〉 ⊗ |ψ3, ψ4〉 ∈ D4 ⇐⇒ |ψ1〉 ‖ |ψ2〉 or |ψ3〉 ‖ |ψ4〉
(10)
It is clear that there exists no nonzero product vector |ψ1, ψ2, ψ3, ψ4〉 ∈
⊗4
j=1C
2
satisfying all of these equations. Note that the the associated matrix is

+ − + −
+ − + +
+ + + −
+ + + +


,
which has the vanishing permanent. If we take the last three columns then it is equiva-
lent to the associated matrix in Example 2.4. Employing the above method to construct
the example for n = 4 from the example for n = 2, it is easy to construct the same
kind of examples when n = 2k for k = 3, 4, · · · .
We say that two r× n matrices Σ1 and Σ2 are equivalent if Σ2 is obtained from Σ1
by a succession of the following operations:
(i) interchange two rows or columns,
(ii) negate a row or a column.
Interchanging two rows and columns is equivalent to changing the orders of equa-
tions and unknowns in (2), and negating a row or a column is equivalent to conjugating
an equation or an unknown in (2). Therefore, two systems of equations like (2) have
the same solvability if their associated matrices are equivalent.
It is a natural problem to classify all n× n (+1,−1)-matrices with vanishing per-
manents, up to equivalence. The first step for classification is to reduce the number
µ(Σ) of minus signs, that is, the number of −1’s in the entries of Σ. We also denote
by ri(Σ) (respectively cj(Σ)) the number of minus signs in the i-th row (respectively
the j-th column) of Σ.
Proposition 3.4. Suppose that n ≥ 3. For a given n×n matrix Σ = [σij ] with entries
±1, we have the following:
(i) If n = 2m + 1 is an odd number and µ(Σ) ≥ mn − (m − 1), then there exists
Σ′ which is equivalent to Σ such that µ(Σ′) < µ(Σ).
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(ii) If n = 2m is an even number and µ(Σ) ≥ mn −m, then there exists Σ′ which
is equivalent to Σ such that µ(Σ′) < µ(Σ).
Proof. If there is a column with m+1 minus signs then we may decrease the number
µ(Σ) strictly by negating this column, and the same for rows. Therefore, it remains to
consider the case when all the columns and rows have at most m minus signs. Put
I = {i ∈ [n] : ri(Σ) = m}, J = {j :∈ [n] : cj(Σ) = m}.
We note that if |I| ≤ ℓ then
µ(Σ) ≤ m · |I|+ (m− 1)(n− |I|) = mn− n + |I| ≤ mn− n+ ℓ,
and the same for J , where |I| denotes the cardinality of I. Therefore, we have
µ(Σ) ≥ mn− n+ ℓ =⇒ |I| ≥ ℓ, |J | ≥ ℓ.
In case of (i), we have mn − (m − 1) = mn − n + (m + 2), and so it follows that
|J | ≥ m + 2 by assumption. Therefore, for any i ∈ I, there exist at least two j ∈ J ,
say {j1, j2}, with σij = +1. Take any i ∈ I and negate the i-th row, to get Σ
′ with
µ(Σ′) = µ(Σ) + 1. If we negate the j1-th and j2-th columns to get Σ
′′, then we have
µ(Σ′′) ≤ µ(Σ′)− 2 = µ(Σ)− 1.
In the even case n = 2m, we first consider the case µ(Σ) ≥ mn − (m − 1) =
mn− n+ (m+ 1). In this case, we have |J | ≥ m+ 1, and so for any i ∈ I there exists
at least one j ∈ J with σij = +1. We apply the same argument as in the odd n case,
to get Σ′ and Σ′′. In this case, we have µ(Σ′′) ≤ µ(Σ′)− 1 = µ(Σ)− 1.
It remains to prove when n = 2m and µ(Σ) = mn−m, which implies |I| ≥ m and
|J | ≥ m. In this case, we consider the set I × J . If there exists (i, j) ∈ I × J with
σij = +1 then negate the i-row and the j-th column, to get the conclusion. If σij = −1
for each (i, j) ∈ I × J then we see that |I| = |J | = m. In this case we negate the
i-th row for each i ∈ I to get Σ′. Then there exist j ∈ [n] \ J such that cj(Σ
′) > m
since µ(Σ) > |I × J | by the assumption n ≥ 3. Negate this column to get the required
conclusion. 
When n is a power of 2, the following proposition is also useful for classification of
(+1,−1)-matrices with vanishing permanents. We recall the following addition formula
for permanents:
per(A+B) =
n∑
i=0
∑
S,T∈[n]
|S|=|T |=i
per(A[S|T ])per(B(S|T )),
where A[S|T ] is the submatrix of A consisting of rows indexed by S and columns in-
dexed by T , and B(S|T ) is the submatrix of B deleting rows indexed by S and columns
indexed by T . If |S| = |T | = 0 (respectively |S| = |T | = n), we set per(A[S|T ]) = 1
(respectively per(B(S|T )) = 1). See [22, Chapter 2, Theorem 1.4]. This formula holds
for arbitrary n× n matrices A and B.
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Proposition 3.5. Suppose that n = 2k for k = 2, 3, · · · . If an n × n matrix Σ with
entries ±1 has the vanishing permanent, then µ(Σ) must be even.
Proof. We write the n× n matrix Σ = [σi,j] as J − 2P where J is the matrix whose
entries are all +1 and P is a uniquely determined matrix whose entries are 0 or +1.
By the addition formula, we obtain the formula
per(Σ) =
n∑
i=0
(−2)i(n− i)! peri(P ),
where peri(P ) is the sum of all permanents of i × i submatrices of P . See [24]. The
largest natural number Ni such that 2
Ni divides the i-th summand (−2)i(n − i)! is
given by
Ni =


n− 1, i = 0,
n− k, i = 1,
i+
∑k
j=1
⌊
n−i
2j
⌋
i = 2, 3, · · · , n,
where ⌊x⌋ is the largest integer which is not greater than x. We show that Ni ≥ n−k+1
for i = 2, 3, · · · , n. Let n− i = ak−12
k−1 + ak−22
k−2 + · · ·+ a0 be the 2-adic expansion
of n− i. Then we have
∑k−1
j=0 aj ≤ k − 1, because some of ai must be zero by i ≥ 2. It
is easy to see
k∑
j=1
⌊
n− i
2j
⌋
= n− i−
k−1∑
j=0
aj .
Therefore, we have Ni = n−
∑k−1
j=0 aj ≥ n− k + 1, and so
perΣ ≡ (−2)(n− 1)! · per1(P ) ≡ 2
n−kℓ · per1(P ) mod 2
n−k+1,
where ℓ is an odd number. Since perΣ = 0, we see that µ(Σ) = per1(P ) must be an
even number. 
In order to classify 4×4 (+1,−1)-matrices with vanishing permanents up to equiv-
alence, we may consider only the cases µ = 2 and µ = 4, by Propositions 3.4 and
3.5. In the case of µ = 2, one can check that we have only two permanent vanishing
matrices up to equivalence:
Σ1 =


− − + +
+ + + +
+ + + +
+ + + +


,
and its transpose Σt1.
In the case of µ = 4, we have to investigate the following cases:
(i) there are two rows with two −1’s,
(ii) there are one row with two −1’s and two rows with one −1,
(iii) there are four rows with one −1.
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In the case of (i), there is only one matrix with vanishing permanent up to equivalence:
Σ2 =


− − + +
+ − − +
+ + + +
+ + + +

 .
In the case of (ii), there are only three matrices with vanishing permanents up to
equivalence:
Σt2 =


− + + +
− − + +
+ − + +
+ + + +

 , Σ3 =


− − + +
+ − + +
+ + − +
+ + + +

 , Σ4 =


− − + +
+ + − +
+ + + −
+ + + +

 .
We note that Σt2 is equivalent to the associated matrix in Example 3.3 and the transpose
of Σ3 is equivalent to Σ3 itself. In the case of (iii), there is only one matrix Σ
t
4 with
vanishing permanent. If we negate the first row of Σ4 and rearrange the rows and
columns appropriately, then we get the matrix Σt2. Therefore, Σ4 is equivalent to Σ
t
2.
This implies that Σt4 is also equivalent to Σ2. To summarize, we have at most five
inequivalent (+1,−1)-matrices with vanishing permanents up to equivalence:
Σ1, Σ
t
1, Σ2, Σ
t
2, Σ3.
We claim that these five matrices are inequivalent. Since Σi and Σ
t
i have rank i+1
for i = 1, 2, 3, we find that neither Σi nor Σ
t
i is equivalent to Σj or Σ
t
j if i 6= j. It
remains to show that Σ1 (respectively Σ2) and Σ
t
1 (respectively Σ
t
2) are not equivalent.
In other to get another invariant to distinguish them, we consider the difference
πr(Σ) of the two numbers |{i ∈ [n] : ri(Σ) is even}| and |{i ∈ [n] : ri(Σ) is odd}| for an
n× n matrix Σ with entries ±1. If n is even then it is easily checked that the number
πr(Σ) is an invariant under the equivalence relation. The number πc(Σ) may be defined
for columns in the same way. Since πr(Σ1) = 4 and πr(Σ
t
1) = 0, Σ1 and Σ
t
1 are not
equivalent. Similarly, we also check πr(Σ2) = 4 and πr(Σ
t
2) = 0, to confirm that Σ2 is
not equivalent to Σt2.
Theorem 3.6. There exist exactly five 4× 4 (+1,−1)-matrices Σ1,Σ
t
1,Σ2,Σ
t
2,Σ3 with
vanishing permanents, up to the equivalence relation.
We have considered the rank and the invariant πr(Σ) to classify permanent vanish-
ing (+1,−1)-matrices in the 4 × 4 cases. The absolute values of the determinant and
permanent are also obvious invariants under the equivalence relation. The following
example shows that these do not constitute a complete set of invariants.
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Example 3.7. Consider the following two matrices:
A =


− − + +
+ − − +
− + − +
+ + + +


,
B =


+ + + +
+ − + −
+ + − −
+ − − +


.
We can check that
per(A) = per(B) = 8,
| det(A)| = | det(B)| = 16,
rank (A) = rank (B) = 4,
πr(A) = πr(B) = πc(A) = πc(B) = 4.
Note that BBt = 4I4, where I4 is the 4× 4 identity matrix. It is easy to see that if B
′
is equivalent to B, then B′B′t is also 4 times the identity matrix. Since AAt 6= 4I4, A
is not equivalent to B.
We close this section by mentioning an interesting asymptotic result on permanents
by Tao and Vu [26]. For the n × n matrix Mn whose entries are independent and
identically distributed random variables taking values ±1 with probability 1/2 for
each, they showed that asymptotically almost surely, the absolute value of per(Mn)
is n(
1
2
+o(1))n. In particular, the probability that per(Mn) = 0 tends to 0, as n→∞.
4. PPT entangled edge states and related questions
An n-partite PPT entangled state is said to be an edge state if there exists no
nonzero product vector |ψ〉 such that |ψ〉Γ(S) ∈ R(̺T (S)) for every subset S of [n], where
R(̺) denotes the range of ̺. Edge states play an important role in understanding the
structure of the convex set of all PPT states, because every PPT state is the convex
combination of a separable state and an edge state. Furthermore, every extreme point
of the convex set of all PPT states must be a pure product state or an edge state.
The first step to classifying PPT entangled edge states is to consider ranks of them
and their partial transposes. In the d1 ⊗ d2 ⊗ · · ·dn system, we have to consider 2
n−1
subsets {Si} of [n], as it was discussed in Introduction. In this case, we have to solve
the system of equations
(11) |ψ〉Γ(Si) ∈ R(̺T (Si)), i = 1, 2, · · · , 2n−1,
in order to check if a given PPT state ̺ is an edge state or not. We first consider the
following statement:
(E1) If the number of equations NE is less than or equal to the number of unknowns
NU in the system of equations (2), then there exists a nonzero solution.
The validity of the statement (E1) for the bi-partite case has been discussed in [15].
It is related with Diophantine equations arising from the Krawtchouk polynomials,
which play a role in the coding theory [21, 27]. It is not yet solved completely. See also
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[18, Section 7]. Theorem 3.2 tells us that (E1) is true for the n qubit systems when
n = 2k − 1 with k = 2, 3, · · · . On the other hand, Example 3.3 shows that (E1) does
not hold for n qubits with n = 2k.
We note that the number of equations and unknowns in (11) are given by
2n−1∑
i=1
(
n∏
j=1
dj − rank ̺
Γ(Si)
)
and
n∑
j=1
(dj − 1),
respectively. Therefore, the statement (E1) implies the following:
(E2) If ̺ is a PPT entangled edge state then we have
(12)
2n−1∑
i=1
rank ̺T (Si) < 2n−1
n∏
j=1
dj −
n∑
j=1
(dj − 1).
In the bi-partite case M ⊗N , we have the inequality
rank ̺+ rank ̺T < 2MN −M −N + 2,
where ̺T denotes the partial transpose of the bi-partite state ̺. In the 2⊗ 2 and 2⊗ 3
systems, the statement (E2) is vacuously true by the Woronowicz-Horodecki criterion
[10, 32] which says that every PPT state must be separable in these cases. The 2 ⊗ 2
case goes back to the Størmer’s work [25] in the sixties to classify extremal positive
maps between M2, together with the duality [3, 10, 32] between positive maps and
bi-partite entanglement. We note that the statement (E1) is false for the 2 ⊗ 2 case,
as it was discussed in the last section. The validity of (E2) is still open for the 2 ⊗ 4
case. See [18, Section 7]. In the 3 ⊗ 3 system, the statement (E2) is false. Actually,
3 ⊗ 3 PPT entangled edge states ̺ have been constructed in [19] with rank ̺ = 8 and
rank ̺T = 6.
On the other hand, we see that the inequality (12) becomes
2n−1∑
i=1
rank ̺T (Si) < 22n−1 − n,
for the n qubit cases, and get the inequality (4) for the three qubit case. We do not
know if this is true for the 2k qubit cases, even though the statement (E1) is false in
these cases by Example 3.3. We summarize in Table 1.
The system of equations (2) with complex unknowns and their conjugates is essen-
tially a system of real equations due to the conjugation of complex numbers, and it
makes the problem delicate. We could not give a definite answer even for the under-
determined case when the number of equations is strictly less than the number of
equations. So, we ask:
Question 1 Is it possible to remove the rank condition in Theorem 1.1 (iii) ?
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bi-partite cases (k ≥ 2) n-qubit cases (k ≥ 2)
2⊗ 2 2⊗ 2k 2⊗ (2k − 1) 3⊗ 3 n = 2k − 1 n = 2k otherwise
(E1) No No Yes No Yes No ?
(E2) Yes ? Yes No Yes ? ?
Table 1. This table shows validities of the statements (E1) and (E2) in
various cases. Especially, the statements for ‘otherwise’ cases, including
the five qubit case, are completely untouched.
Considering Example 2.4, this is a part of the more fundamental question, which
was conjectured affirmatively in [15] for the bi-partite case of n = 2. The rank condition
is also redundant for the three and four qubit cases as shown in Section 2.
Question 2 Is the converse of Theorem 2.1 true? More precisely, can one find ki, dj
and σi,j such that P
k(α) = 0 in Z[α]/(α
dj
j ) and that a nonzero solution of (2) exists
for every subspace Di with dimD
⊥
i = ki?
We found unexpected relations between the existence of nonzero solutions and the
permanents of (+1,−1)-matrices. It is obvious that the permanent is invariant under
taking the transpose. Therefore, it is tempting to add the operation of transpose, for
the definition of equivalence for (+1,−1)-matrices. But, we could not determine if the
solvability of (2) is invariant under transpose.
Question 3 Is the existence of nonzero solutions for (2) with an associated matrix Σ
equivalent to that with the associated matrix Σt?
The next obvious question is to classify (+1,−1)-matrices up to the equivalence
relation. This must be very hard in general, because it involves the word problem.
Question 4 Find a complete set of invariants to distinguish n× n (+1,−1)-matrices
with vanishing permanents, up to the equivalence relation.
We could answer this question for n ≤ 4. We found five inequivalent 4×4 (+1,−1)-
matrices with vanishing permanents. But, we could not decide if there exists a system
of equations without nonzero solutions with these associated matrices, except for the
case of Σt2.
Question 5 For Σ = Σ1,Σ
t
1,Σ2,Σ3, is it possible to construct equation (2) with the
associated matrix Σ which has no nonzero solution?
One of our main motivations for this study was to understand the inequality (12)
for PPT entangled edge states, as it was proposed in [1] for the three qubit case. It is
an interesting problem to fill up Table 1.
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