Abstract. We introduce new global and local inexact oracle concepts for a wide class of convex functions in composite convex minimization. Such inexact oracles naturally come from primal-dual framework, barrier smoothing, inexact computations of gradients and Hessian, and many other situations. We also provide examples showing that the class of convex functions equipped with the newly inexact second-order oracles is larger than standard self-concordant as well as Lipschitz gradient function classes. Further, we investigate several properties of convex and/or self-concordant functions under the inexact second-order oracles which are useful for algorithm development. Next, we apply our theory to develop inexact proximal Newton-type schemes for minimizing general composite convex minimization problems equipped with such inexact oracles. Our theoretical results consist of new optimization algorithms, accompanied with global convergence guarantees to solve a wide class of composite convex optimization problems. When the first objective term is additionally self-concordant, we establish different local convergence results for our method. In particular, we prove that depending on the choice of accuracy levels of the inexact second-order oracles, we obtain different local convergence rates ranging from R-linear and R-superlinear to R-quadratic. In special cases, where convergence bounds are known, our theory recovers the best known rates. We also apply our settings to derive a new primal-dual method for composite convex minimization problems. Finally, we present some representative numerical examples to illustrate the benefit of our new algorithms.
1. Introduction. We consider the following composite convex optimization problem:
where f and R are proper, closed, and convex from R p → R∪{+∞}. It is well-known that problem (1) covers various applications in machine learning, statistics, signal and image processing, and control. Very often in applications, f can be considered as a loss or a data fidelity function, while R is referred to as a regularizer that can promote desired structures of solutions. In particular, if R is the indicator of a convex set X , then (1) also covers constrained settings.
Optimization methods for solving (1) often rely on a so-called "oracle" [20] to query information for generating an approximate solution. However, such an oracle may not be available in practice, but only its approximation can be accessed. This paper is concerned with inexact oracles to design numerical methods for solving (1) . We first focus on a relatively general convex setting of (1) by equipping f with a global inexact oracle. Then, we limit our consideration to a class of self-concordant functions f in (1) and introduce a local second-order inexact oracle.
The self-concordance is a mathematical concept introduced by Y. Nesterov and A. Nemirovskii in early 1990s to develop polynomial time interior-point methods for convex optimization. This function class, which will be formally defined in Definition 1 below, covers many key applications such as conic programming [3] , graphical model selection [9] , Poisson imaging [11] , logistic regression [33] , and control [19] . Although several inexact first-order oracles have been proposed for the class of smooth convex functions in many settings, see, e.g., [7, 8, 18] , inexact second-order oracles for self-concordant functions have not yet been studied in the literature to the best of our knowledge. Note that the inexact second-order oracles we discuss here are very different from inexact methods for self-concordant minimization, where the subproblems in an optimization routine are approximately solved [16, 30, 31, 33] .
Why inexact oracle?. Inexact oracles arise in many practical problems under different situations. Among these, in the following two cases, inexact oracles appear to be natural:
1. Measurement of errors: We often encounter the measurement of errors during evaluating, storing, and transferring data. This happens frequently in sequential methods or distributed computation, where accumulation of errors clearly affects input data of the underlying optimization problem or communication. Another situation is where we truncate the output of an evaluation to fit a storage device or approximate our computation to reduce execution time as well as memory storages. 2. Inexact evaluation: Inexact evaluations of function values and derivatives arise in many optimization algorithms. For instance, in a primal-dual method where the primal subproblem is approximately solved and thus we cannot evaluate the true function values and derivatives of the corresponding dual function. It also arises when we evaluate the functions and derivatives through its conjugate or through smoothing techniques. These cases also lead to inexact oracle of the underlying functions. As the examples of Section 3 show, the class of functions equipped with inexact second-order oracles is rather large, covering convex (non)smooth functions and self-concordant functions.
Related work. Inexact oracles have been widely studied for smooth convex optimization in first-order methods, see, e.g., [7, 8, 18] . Among these frameworks, [8] provides a general inexact first-order oracle capturing a wide class of objective functions, including non-smooth functions, and covering many other existing inexact first-order oracles as special cases. However, [8] only studied a global first-order inexact oracle to analyze the behavior of first-order methods of smooth convex optimization. Such an oracle cannot be used to study the local behavior of second-order methods, in particular, for self-concordant functions. Moreover, in second-order methods, quasiNewton algorithms are usually approximating the Hessian mapping via secant equations [10, 23] . We show in this paper that this setup can also be cast into our Newton-type methods with inexact oracles. Furthermore, inexact methods for self-concordant minimization, where the subproblems in an optimization routine are approximately solved [14, 16, 30, 31, 33] , are also covered by our inexact oracle algorithmic framework. Alternative to deterministic inexact oracles, stochastic gradient type schemes can be also viewed as optimization methods with inexact oracles [27] . Function values and gradients are approximated by a stochastic sampling scheme to obtain also inexact oracles. Finally, derivative-free optimization can be considered as optimization methods with inexact oracles [6] .
Our approach and contribution. Our approach, inspired by [8] , essentially introduces new global and local inexact second-order oracles and develops some key bounds to design inexact optimization algorithms for solving (1) . While [8] aimed at developing first-order methods, we focus on second-order methods, which not only require inexact function values and gradients, but also inexact Hessian mappings. Moreover, since we design Newton-type methods, we first introduce a global inexact second-order oracle to investigate the global behavior of the proposed algorithms. Then, we also introduce a local inexact second-order oracle to study the local convergence of our second-order methods.
Our contribution. To this end, our main contribution can be summarized as follows: (a) We introduce new global and local inexact second-order oracles for a large class of convex functions. Such a global inexact oracle covers a wide range of convex functions including smooth convex functions with Lipschitz gradient continuity, nonsmooth Lipschitz continuous convex functions with bounded domain, and self-concordat convex functions. For the local inexact oracle, we limit our consideration to the class of self-concordant functions. Relying on these global and local inexact oracles, we develop several key properties that are useful for algorithm development. (b) We develop a proximal-Newton algorithm based on inexact oracles and approximate computations of the proximal-Newton directions to solve the composite minimization problem (1). Our global inexact oracle allows us to prove a global convergence result for the pro-posed proximal-Newton method. When limited to self-concordant class for f , by using the new local inexact oracle, we show how to adapt the inner accuracy parameters of the oracles so that our algorithm still enjoys a global convergence guarantee, while having either R-linear, R-superlinear, or R-quadratic local convergence rate. (c) Finally, we customize our method to handle a class of convex programs in a primal-dual setting, where our method is applied to solve the dual problem. This particular application provides a new primal-dual method for handling some classes of convex optimization problems including constrained formulations. Let us emphasize the following points of our contributions. First, our global inexact second-order oracle is defined via a weighted local norm and via a non-quadratic term and thus very different from the inexact first-order oracle from [8] . Second, our global convergence result is independent of the self-concordance of f . This global convergence result holds for a large class of functions, including Lipschitz gradient convex functions analyzed in [8] . Thirdly, our inexact algorithm covers as special cases the inexact Newton methods from [14, 16, 30, 33] and quasi-Newton methods developed in [10, 31] (see Subsection 4.4) . In these special cases, where convergence bounds are known, our theory recovers the best known rates. Finally, we strongly believe that our theory can be used to further develop other methods such as sub-sampled Newton-type methods rather than just the inexact proximal-Newton method as in this paper.
Paper organization. The rest of this paper is organized as follows. Section 2 recalls the concepts of self-concordant functions and self-concordant barriers from [21, 22] . We also introduce the concept of global and local inexact oracles in this section. Section 3 presents several examples of inexact oracles. Section 4 develops proximal Newton-type methods using inexact oracles. We show that the obtained algorithms achieve both global convergence and local convergence from linear to quadratic rate. We also show that our methods cover some existing inexact methods in the literature as special cases. Section 5 shows an application to primal-dual methods, and the last section provides some representative examples to illustrate the theory.
2. Inexact second-order oracles. We introduce a global and a local inexact oracle concept for self-concordant function class in convex optimization. Utilizing this new notion, we develop several properties of self-concordant functions that are similar to [22] but using inexact oracles.
2.1. Basic notations and terminologies. Let u, v or u v denote an inner product, and u 2 denote the Euclidean norm for any u, v ∈ R p . For a proper, closed, and convex function f :
) denotes the closure of dom(f ), int (dom(f )) denotes the interior of dom(f ), and ∂f (x) := w ∈
. We also use C 3 (X ) to denote the class of three-time continuously differentiable functions from X ⊆ R p to R. S p + stands for the symmetric positive semidefinite cone of dimension p, and S p ++ is its interior, i.e., S p ++ = int S p + . For a three-time continuously differentiable and convex function f :
is symmetric positive definite), we define a local norm, and a corresponding dual norm, respectively as
x due to the Cauchy-Schwartz inequality. Let H(x) ∈ S p ++ be an approximation of ∇ 2 f (x) at x ∈ dom(f ). We define the following weighted norm and its dual norm for any u and v as:
We still have the relation u, v ≤ | u| x | v| * x . 2.2. Self-concordant functions. We recall the self-concordant concept introduced in [21, 22] . This concept has been intensively used in interior-point methods and has recently be used in other applications of machine learning, image processing and control [10, 16, 19, 29, 31, 33] .
we say that f is standard self-concordant.
4 f such thatf is standard self-concordant. Therefore, without loss of generality, from now on, if we say "f is a self-concordant function", then it means that f is a standard self-concordant function.
Let us define a strictly increasing convex function ω(t) = t − ln(1 + t) and its conjugate ω * (τ ) = −τ − ln(1 − τ ). It is known that the following two inequalities are necessary and sufficient characteristics of standard self-concordant functions (see Theorem 4.1.9 in [21] ):
where the right-hand side holds for y − x x < 1. This equivalent characterization of selfconcordant functions motivates us to introduce in the next subsection the notion of inexact secondorder oracles, and analyze the behavior of Newton type methods of self-concordant optimization using such oracles. Intensive theory of self-concordance can be found in [21, 22] .
Inexact oracles for convex functions.
Let f be a convex function with dom(f ) ⊆ R p . Given three mappingsf (·) ∈ R, g(·) ∈ R p , and H(·) ∈ S p ++ defined on dom(f ), we introduce the following two types of inexact oracle of f . 
is required on the right-hand side. Moreover, for any y ∈ R p such that | y − x| x < 1 1+δ0 , we have y ∈ dom(f ). This inexact oracle is defined at any x ∈ dom(f ). Hence, it is referred to as a global inexact oracle. Here H(·) 0 is only required for x in some level set of x 0 , which will be further discussed later. Moreover, it does not require differentiability of f . However, for this inexact oracle if f is twice differentiable, thenf gives an approximation to f , g is an approximation to ∇f , and H is an approximation to ∇ 2 f . We do not require δ 0 and δ 1 to depend on x or y. Clearly, from [21, Theorem 4.1.9], if f is a self-concordant function, then it admits a (0, 0)-global inexact oracle, namelyf (x) = f (x), g(x) = ∇f (x) and H(x) = ∇ 2 f (x) by setting δ 0 = 0 and δ 1 = 0. The second condition "| y − x| x < 1 1+δ0 implies y ∈ dom(f )" in Definition 2 automatically holds if f is self-concordant and H(x) = ∇ 2 f (x) with δ 0 = 0. This condition is often referred to as Dinkin's ellipsoid in self-concordant functions, see [21] . If dom(f ) = R p , then this condition holds. However, when dom(f ) ⊂ R p we need to impose this kind of Dinkin's ellipsoid inclusion in our definition of inexact global oracle.
A global inexact oracle will be used to analyze global convergence of our algorithms developed in the next sections. In order to investigate local convergence of Newton-type methods we also require a local inexact second-order oracle in addition to this global inexact one.
Definition 3 (Local inexact second-order oracle). For a twice differentiable convex function f and a subset X ⊂ dom(f ), a triple (f , g, H) is called a (δ 0 , δ 1 , δ 2 , δ 3 )-local inexact second-order oracle of f on X if (5) holds and additionally the following approximations for the gradient and for the Hessian mapping hold:
for all x ∈ X , where δ := (δ 0 , δ 1 , δ 2 , δ 3 ) ≥ 0 and 0 ≤ δ 0 , δ 3 < 1.
In this definition we allow δ 2 := δ 2 (x) depending on x ∈ X . We note that we only require these two conditions in (6) in a given subset X of dom(f ), therefore this inexact oracle is local. Again, we observe that any self-concordant function admits a (0, 0, 0, 0)-local oracle.
Remark. As we will show in Lemma 4 below, the condition (5) is also sufficient to deduce that | g(x) − ∇f (x)| * x ≤ δ 2 . However, δ 2 will be a function of δ 0 and δ 1 , and δ 2 = δ 2 (δ 0 , δ 1 ) → 0 as δ 0 , δ 1 → 0. Therefore, the first condition (6) can be guaranteed from the global inexact oracle in Definition 2. In order to make our method more flexible, we use the first condition of (6) to define local inexact oracle instead of deriving it from a global inexact oracle as in Lemma 4.
2.4.
Properties of global inexact oracle. Convex functions, including self-concordant functions, have many important properties on the function values, gradient and Hessian mappings [21, 22] . These properties are necessary to develop Newton-type and interior-point methods. This subsection provides some key properties required for the analysis of our algorithms in the sequel in the context of inexact oracles.
The following lemma provides some key properties of our global inexact oracle of f whose proof is given in Appendix A.1. Note that these properties hold for general convex functions endowed with such global inexact oracle. (a) For any x ∈ dom(f ), we have
(c) For any x ∈ dom(f ), the difference between g(x) and the true (sub)gradient of a convex function f is bounded as
2.5. Properties of local inexact oracle. We prove some properties of local inexact oracle in the following lemma, whose proof is given in Appendix A.2.
Lemma 5. Let (f , g, H) be a local inexact oracle of a twice differentiable convex function f on X ⊂ dom(f ) defined in Definition 3. Then, for any u, v ∈ R n and x ∈ X , we have
If, in addition, f is self-concordant, then for any x, y ∈ X , we also have:
3. Examples of inexact oracles. The notion of inexact oracles naturally appears in the context of Fenchel conjugate, barrier smoothing, inexact computations, and many other situations. Below are some examples to show that our definition of inexact oracle makes sense.
3.1. Example 1: The generality of new global inexact oracle. We will show in this example that the class of convex functions satisfying Definition 2 is larger than the class of standard self-concordant functions [22] and Lipschitz gradient convex functions.
(a) Lipschitz gradient convex functions. Let f be a convex function with
-global inexact oracle of f in the sense of Definition 2 with δ 0 = 1, and
for any x, y ∈ dom(f ). The left-hand side inequality of (5) automatically holds since δ 0 = 1. Now, note that
, which means that the right-hand side of (5) holds. The second condition of Definition 2 automatically holds since dom(f ) = R p . This shows that our framework covers the inexact first-order oracle for smooth convex optimization introduced in [8] .
(b) The sum of self-concordant and convex functions. Let us consider a functions f composed of a self-concordant function f 1 and a convex function (possibly non-smooth) f 2 :
We have dom(f ) = dom(f 1 ) ∩ dom(f 2 ). We assume that for any g 2 (x) ∈ ∂f 2 (x) there exists finite constant δ 1 > 0 such that
Then, we can construct a global inexact oracle for f in (12) by considering the triplẽ
and consequently (f , g, H) is a (0, δ 1 )-global inexact oracle of f in (12) by Definition 2. Indeed, since f 1 is self-concordant, it holds that
for all x, y ∈ dom(f ), where the right-hand side inequality holds for any | y − x| x < 1 and g 2 (x) ∈ ∂f 2 (x). Moreover, by convexity of f 2 and (13) we also have
Summing up these two in equalities, we can easily show that the triple (f , g, H) defined above satisfies (5) for (0, δ)-inexact global oracle. As a special case, let us consider the following function:
where f 1 is a self-concordant barrier, f 2 is an L 2 -Lipschitz continuous and convex (possibly nonsmooth) function, and β > 0 is a given parameter. Assume that the domain of
Using these two facts, we can show that
Therefore, we can construct a global inexact oracle for f in (14) 
, and H(x) := f 1 (x), then it is easy to show that (f , g, H) is a (0, δ 1 )-inexact global oracle of f . Indeed, processing as before, the left-hand side inequality of (5) holds for δ 0 = 0. The right-hand side inequality of (5) has to hold for | y − x| x < 1 1+δ0 , which induces a bound on y of the form (
, that is for δ 0 = 0 we have y ≤ 2x. Then, we get
which shows that the triple (f , g, H) is a (0, δ 1 )-global inexact oracle of the nonsmooth convex function f with unbounded domain.
Example 2: Inexact computation.
It is natural to approximate the function value f (x) at x byf (x) such that f (x) −f (x) ≤ ε for some ε ≥ 0. In this case, we can define a new inexact oracle as follows. Assume that the triple (f , g, H) satisfies the following inequalities:
where ε ≥ 0, δ 2 ≥ 0, and δ 3 ∈ [0, 1). In addition, H satisfies the condition that for any (15) is more restrictive than the oracles defined in Definitions 2 and 3 as we show in Lemma 6, whose proof is given in Appendix A.3.
More precisely, we have the following bounds
where δ 0 := 2δ 2 + δ 3 , and
and β ∈ 1, 1 + 2δ2 1+δ3
being the solution of a quadratic equation (always exists):
3.3. Example 3: Fenchel conjugates. Any convex function f can be written as f (x) = sup y∈dom(f * ) x y − f * (y) , where f * is the Fenchel conjugate of f . Borrowing this interpretation, we consider the following general convex function (18) f (x) := max
where ϕ is a standard self-concordant function, and A is a given bounded linear operator. In order to evaluate f and its derivatives, we need to solve the following convex program:
Clearly, u * (x) = ∇ϕ * (A x). As shown in [22] , f defined by (18) is convex, twice differentiable, and standard self-concordant on
The exact gradient and Hessian maps of f are respectively given by
However, in many settings, we can only approximate u * (x) byũ * (x) up to a given accuracy δ in the following sense, which leads to inexact estimations of ∇f and ∇ 2 f .
Definition 7. Given x ∈ dom(f ) and δ ≥ 0, we say thatũ
We show in the following lemma that this triplet satisfies our conditions for inexact oracles. In addition, since u * (x) is unknown, it is impractical to check δ(x) ≤ δ directly. We show how to guarantee this condition by approximately checking the optimality condition of (19) in the following lemma, whose proof is given in Appendix A.4.
Lemma 8. Letũ * (·) be a δ-approximate solution of u * (·) in Definition 7 and (f , g, H) be given by (20) 
Moreover, we have the following estimates:
As an example of (18), we consider the following constrained convex optimization problem:
where φ is a self-concordant function, A ∈ R n×p , b ∈ R n , and U is a nonempty, closed and convex set in R n that admits a self-concordant barrier (see [21, 22] ). The dual function is defined as
is convex and differentiable, but does not have Lipschitz gradient and is not self-concordant in general. Hence, we often smooth it using a self-concordant barrier function b U of U to obtain
where γ > 0 is a smoothness parameter. When γ is sufficiently small, f γ (x) can be consider as an approximation of the dual function f (x) at x. Note that in this case ϕ = φ + γb U . Similar to (19) , very often, we cannot solve the maximization problem (22) exactly to evaluate f and its derivatives. We only obtain an approximate solutionũ * γ (x) of its true solution u * γ (x). In this case, the oracle we obtain viaũ * γ (·) generates an inexact oracle for the dual function f (·). 4. Inexact proximal-Newton methods using inexact oracles. We utilize our inexact oracles to develop an inexact proximal Newton algorithm (iPNA) for solving (1) . Our algorithm allows one to use both inexact oracles and inexact computation for the proximal Newton direction. Therefore, it is different from some recent works on this topic such as [10, 16, 33] . [16, 33] only focus on inexact computation of Newton-type directions, while [10] approximates Hessian mappings using quasi-Newton schemes. Our approach combine both aspects but for a more general setting.
Scaled proximal operator and fixed-point formulation.
A key component of our algorithm is the following scaled proximal operator of a proper, closed and convex function R:
where
++ is a given positive definite matrix for x ∈ dom(f ), and I is the identical operator in R p . Evaluating P x (u) is equivalent to solving the following strongly convex subproblem:
If H(x) is a diagonal matrix, then (23) reduces to a standard proximal operator. In this case, we say that R is proximally tractable if P x (·) can be computed efficiently (e.g., by a closed form or a polynomial time algorithm). Examples of tractably proximal functions can be found, e.g., in [25] . One key property of P x (·) defined by (23) is the following nonexpansiveness [25] :
Using P x , we can express the optimality condition of (1)
into a fixed-point formulation. Indeed, from (26), for any x ∈ dom(f ), we can write:
This shows that x is a fixed point of the mapping R x (·) :
4.2. iPNA with global inexact oracle: Global convergence. We first describe our inexact proximal-Newton algorithm (iPNA) to solve (1) under the general setting.
The inexact proximal-Newton scheme. Given a global inexact oracle (f , g, H) of f , we first build a quadratic surrogate of f at x k ∈ dom(F ) as
(iPNA) for solving (1) consists of two steps:
where d k is called the inexact-proximal Newton direction, α k ∈ (0, 1] is a given step-size, and the approximation :≈ means that z k is computed until satisfying following stopping criterion
Note that one can solve the subproblem in (iPNA) by any first-order scheme, such as FISTA [1] , and check criterion (28) as described in Appendix A.6. Clearly, if δ
, the exact solution of the subproblem in (iPNA).
Global convergence. We now state one of our main results, that is the global convergence of our inexact proximal-Newton algorithm .
k be the sequence computed by iPNA starting from x 0 , where α k is computed as
Then, the following descent property holds:
Then, the inexact Newton decrement sequence {λ k } converges to zero as k → ∞. Consequently, the sequence z k also satisfies
we can further derive from the last inequality that
Now, using (5), we have
. Adding these two inequalities and using (28), we can show that (32)
Note that the function s
with the optimal value s
for all x ∈ dom(f ). Substituting now x = x k into this inequality, we obtain (30). Since F (x k ) ≥ F > −∞, by induction, we obtain from (30) that
Hence, we obtain ∞ k=0 s k 2 < +∞, which yields lim k→∞ ω ] , we obtain z k ∈ dom(f ) by Definition 2. The above optimality condition leads to
By the property of a norm and the definition of our stopping criterion, we have:
Using this limit together with lim k→∞ λ k = 0 into (34), we can conclude that
Finally, the last statement of this theorem is an immediate consequence of the previous one since 
In addition, the proof of (30) holds using this criterion even δ k 4 is nonpositive.
4.3. iPNA with local inexact oracle: Local convergence under self-concordance. In this subsection, we analyze local convergence of (iPNA) for solving (1) with local inexact oracle under the self-concordance of f . The following lemma is key to our analysis, whose proof is deferred to Appendix A.5.
Lemma 10. Let x k be the sequence generated by (iPNA) algorithm. Then:
Based on Lemma 10 and using either full step or damped step we can prove local convergence of (iPNA) in the following theorems.
Theorem 11. Let {x k } be the sequence generated by (iPNA) using a full-step α k := 1 and fix a constant ρ := 0.8. Then:
50 for a given k ≥ 0, then
10 . Consequently, if we choose x 0 ∈ dom(f ) such that λ 0 ≤ 1 10 , then {λ k } converges to zero at an R-linear rate with a factor of ρ.
(ii) If we choose δ and 0 ≤ δ
10
.
Consequently, if we choose x 0 ∈ dom(f ) such that λ 0 ≤ 1 10 , then {λ k } converges to zero at an R-superlinear rate.
(iii) If we choose δ Consequently, if we choose x 0 ∈ dom(f ) such that λ 0 ≤ 1 10 , then {λ k } converges to zero at an R-quadratic rate. In addition, we have
x k converges to zero at the same rate of max λ k , δ 
We note that the left-hand side of (36) is an increasing functions of λ k , r, r k , and δ as in (i), (ii), and (iii), respectively, then utilizing (36), we can directly get the conclusion of (i), (ii), and (iii), respectively. Theorem 12. Let {x k } be the sequence generated by (iPNA) using the damped-step (29) and fix a constant ρ := 0.9. Then:
10 .
Consequently, if we choose x 0 ∈ dom(f ) such that λ 0 ≤ 1 10 , then {λ k } converges to zero at an R-linear rate with a factor of ρ.
(ii) If we choose δ for some k ≥ 0, then
Consequently, if we choose x 0 ∈ dom(f ) such that λ 0 ≤ 1 10 , then {λ k } converges to zero at an R-superlinear rate. Consequently, if we choose x 0 ∈ dom(f ) such that λ 0 ≤ 1 10 , then {λ k } converges to zero at an R-quadratic rate.
x k converges to zero at the same rate as max λ k , δ
Similar to the proof given previously for the full step, if λ k ≤ 1 10 for some k ≥ 0, then from (35) and (37) we can show that as given in (i), (ii), and (iii), respectively, from (38), we can directly get the conclusion of (i), (ii), and (iii), respectively.
Remark. The last statement of Theorems 11 and 12 shows the convergence of subgradient
with the same rate as {λ k },
x k converges to zero with the same rate of {λ k }.
Remark. Due to the complex of (35), we only provide one explicit range of δ k i and λ k by numerically computing their upper bounds. However, we can choose different values than the ones we provided in Theorems 11 and 12.
Relationship to other inexact methods.
We show that our iPNA covers both inexact Newton methods in [14, 33] and quasi-Newton method in [10] . For these special cases, where convergence bounds are known, our theory allows to recover the best known rates.
(a) Inexact proximal-Newton methods. In [14] a proximal Newton method was proposed, where the inexactness lies on the subproblem of computing proximal-Newton direction. This method can be viewed as a special case of our method by choosing δ
e., no inexact oracle was considered in [14] ). In this case, the subproblem (28) reduces to the following one by using δ k 4 = 1 − θ k , with θ k defined in [14] :
where ν k *
For the damped-step proximal Newton method, the corresponding step-size reduces to
, which is the same as the step-size defined in [14] . For the global convergence, [14, Theorem 3 ] is a special case of our Theorem 9 with exact Hessian, gradient, and function values. Furthermore, if we let α k = 1 in Lemma 10, then we get the same local convergence result as shown in [14, Theorem 2] .
(b) Quasi-Newton methods. In [10] , a quasi-Newton method for self-concordant minimization is proposed based on a curvature-adaptive step-size that involves both inexact and the true Hessian. Interestingly, we can recast the algorithms in [10] as special cases of our framework, and can routinely reproduce the same convergence results as in [10] .
To avoid any notation ambiguity, we express related quantities in [10] with a superscript " G " (e.g., α G k means α k in [10] ), and let B inv k be the inverse inexact Hessian B k in [10] . Since f is self-concordant, by using (f , g, H) = (f, ∇f, ∇ 2 f ), we obtain a (0, 0)-global inexact oracle as in Definition 2. Since [10] only deals with the non-composite form, we have R(x) ≡ 0 in our setting. Therefore, our inexact proximal-Newton scheme (iPNA) is reduced to the following inexact Newton scheme with exact oracle: [10] . Moreover, if we set
then from Theorem 9 we get that
In particular, the proof of the descent inequality in Theorem 9 can be simplified as
Minimizing the right-hand side over α k , we obtain an optimal α k as follows:
Substituting this α k into (41) we obtain (40). Rearranging our step-size we get
which is exactly the step-size used in [10] . For the descent property, the conclusion in [10, Lemma
Comparing this with our descent inequality (40), we have
Therefore, we have recovered the main result of [10, Section 4] by using our framework and , from our previous discussion, it follows immediately that we can recover all the local and global convergence results in [10] under the Lipschitz gradient and strong convexity assumptions as considered in [10] .
5. Application to primal-dual methods. We have shown in Subsection 3.3 that inexact oracles of a convex function can be controlled by approximately evaluating its Fenchel conjugate. In this section, we show how to apply this theory to design a primal-dual method for solving composite minimization of a self-concordant objective and a nonsmooth convex regularizer.
We consider the following composite convex problem:
where ϕ : R p → R ∪ {+∞} is proper, closed, and convex, and ψ : R n → R ∪ {+∞} is a smooth convex function. We assume that ψ is self-concordant, ϕ is proximally tractable, and A ∈ R n×p is not diagonal. Problem (42) covers many applications in the literature such as image denoising and restoration [5] , sparse inverse covariance estimation [9] , distance weighted discrimination [17] , robust PCA, and fused lasso problems.
Since ϕ is nonsmooth, and A is not diagonal, the proximal operator of ϕ(A (·)) is not tractable. We instead consider the dual problem of (42). Using Fenchel conjugate, the dual problem of (42) can be written as
which is exactly of the form (1), where f (x) := ψ * (Ax) and R(x) := ϕ * (−x). Under our assumptions, strong duality holds, i.e. (43) is also feasible and G + F = 0. The optimality condition of (42) and (43) Let y * (x) ∈ arg max y∈dom(ψ)
x, A y − ψ(y) . Since the optimal set of (42) is nonempty and ϕ is self-concordant, y * (x) exists and is unique. Moreover, we can show that the exact gradient and Hessian mappings of f are ∇f (x) = A y * (x) and ∇ 2 f (x) = A ∇ 2 ψ(y * (x)) −1 A, respectively. However, in practice, we can only evaluate an inexact oracle of f as (45) g(x) := A ỹ * (x), and H(
that approximate ∇f (x) and ∇ 2 f (x), respectively, whereỹ * (x) is an approximate solution of y * (x) such that Ax − ∇ψ(ỹ * (x)) ỹ * (x) ≤ δ 1−δ as suggested by Lemma 8. Now, we can develop an inexact primal-dual method to solve (42) as follows. Starting from an initial point x 0 ∈ dom(F ), at each iteration k ≥ 0, perform the following steps:
, where δ k is chosen according to Lemma 8 and Theorem 9. 2. Form an inexact oracle g(
Finally, we recover an approximate solution y k :=ỹ * (x k ) of y for (42). The following lemma shows that y k is indeed an approximate solution of (42).
Lemma 13. Let (z k , y k ) be the sequence generated by our primal-dual scheme above. Then
Consequently, if we compute λ k and choose δ k such that
is an ε-solution of the primal problem (42) and its dual (43), i.e., Az
Proof. Since we define y k :=ỹ * (x k ), from (iPNA) and (45), we have
Let us define r
Then, the last condition leads to r k ∈ A y k − ∂ϕ * (−z k ). Hence, we can estimate | r k | x k as follows:
Therefore, we get the second part of (46). We note that Ax
which proves the first part of (46). The rest of this lemma is a direct consequence of (46).
Note that both Az
Hence, we can say that (z k , y k ) converges to the solution of (42)-(43). By Theorems 11 and 12, we can also prove locally linear/superlinear/quadratic convergence rates of the two residual sequences
However, we skip the details.
Preliminary numerical experiments.
We provide two numerical examples to verify several aspects of our theoretical results and also compare our algorithms with some state-ofthe-art existing methods. The implementations were done in Matlab 2018a running on a Lenovo Thinkpad 2.60GHz Intel Core i7 Laptop with 8Gb memory.
6.1. Composite Log-barrier+ p -norm models. This example aims at illustrating several theoretical aspects of our theory developed in the previous sections. For this purpose, we consider the following composite log-barrier+ p -norm model as a special case of (42):
where ϕ : R n → R∪{+∞} is a proper, closed, and convex function, ψ(y) := − m i=1 w i ln(d i −c i y), which can be viewed as a barrier function of a polyhedron P := y ∈ R p | C y ≤ d , A ∈ R p×n , and w ∈ R m + is a weight vector. In our experiments, we focus on the case ϕ is a finite sum of p -norms. Problem (47) has concrete applications including solving systems of linear equations and inequations, Poisson image processing [11, 13] , and robust optimization [2] .
Unlike several existing models, the linear operator A in (47) is composited into a nonsmooth term ϕ, which makes first-order methods to be intractable. Instead of solving the primal problem (47) directly, we consider its dual formulation as in Section 5:
where ϕ * and ψ * are the Fenchel conjugates of ϕ and ψ, respectively. Clearly, since ψ is smooth, one can evaluate its conjugate ψ * as well as the derivatives of ψ * by solving
Let us denote by u * (x) the solution of this problem. Since the underlying function is selfconcordant, one can apply Newton method to compute u * (x) [21] . However, we can only approximately compute u * (x), which leads to inexact oracle for ψ * . Hence, our theory, in particular the results developed in Section 5, can be applied to solve (49) inexactly.
6.1.1. The effect of inexactness to the convergence of iPNA. First, we show how the accuracy of inexact oracles affects the overall convergence of iPNA when solving (48). As indicated by Theorems 9, 11, and 12, iPNA can achieve different local convergence rates, or can diverge. In this experiment, we analyze the convergence or divergence of iPNA under different accuracy levels of inexact oracles. We generate data according to Subsection 6.1.2 below but using A := rand(p, 0.1p), where p = 500. For configuration of the experiment, we set the maximum number of iterations at 100 as a safeguard, but also terminate the algorithm if λ k ≤ 10 −9 and the relative objective value satisfies F (x k ) − F ≤ ε max {1, |F |}, where ε = 10 −11 for the linear convergence rate, and ε = 10 −12 for the quadratic convergence rate, respectively. The optimal value F is computed by running SDPT3 to a high accuracy. The global convergence of iPNA is reflected in Figure 1 , where the sum of errors kmax k=0 δ k 1 presented in (31) of Theorem 9 is given on the left-most plot, the proximal Newton decrement λ k is in the middle plot, and the relative objective residual is on the right-most plot. More precisely, the left-most plot shows the sum of The sum of errors: errors δ 1 arisen from δ, the accuracy of the conjugate function ψ * as shown in Definition 7. If δ is chosen according to Lemma 8 to achieve linear, superlinear and quadratic convergence as in Theorem 11, then the sum of errors kmax k=0 δ k 1 rendering from Theorem 9 is given in the left-most plot of Figure 1 . The blue line is just the sum of errors when iPNA is convergent as required in Theorem 9. The middle plot reveals the inexact proximal Newton decrement λ k computed from different accuracy levels of the subproblem in (28) . Clearly, the more accurate is (28), the faster convergence in λ k is achieved. The right-most plot provides the convergence of the relative objective residuals under different accuracy level δ 4 of the subproblem. Our next step is to verify the local convergence of Theorem 11, and how inexact oracles affect the local convergence of iPNA. By choosing different values of δ we obtain different levels of inexact oracles in ψ * . Figure 2 , Figure 3 , and Figure 4 show an R-linear, R-superlinear, and R-quadratic convergence rate of iPNA, respectively. Here, the reference level ε representing the desired accuracy of the solution is given in the legend of these figures. As we can see from Figure 2 , if we choose the parameters as in Theorems 11(i) and 12(i) to reflect a local linear convergence rate, we observe a sublinear convergence in a few dozen of iterations due to slow global convergence rate, but a fast local convergence at the last iterations. If we multiply the accuracy δ by 10, and 80, respectively, we can see from this figure that the linear convergence is lost, and the method tends to diverge. If we choose the inexact level δ 4 of the subproblem in (28) to 0.8, we also get a significantly slow linear convergence rate, thus confirming our theory. The superlinear and quadratic convergence rates are reflected in Figure 3 and Figure  4 , respectively. Both figures look very similar, but the quadratic convergence case achieves much higher accuracy up to 10 −12 after around 100 iterations. If we increase the inexactness of the inexact oracle by multiplying δ by 10 and 80, respectively, iPNA shows slow convergence or even divergence. If we increase the inexactness δ 4 of the subproblem in (28) to 0.8, we again obtain a much slower convergence rate.
Number of Iterations
6.1.2. Application to a network allocation problem. The composite model (47) can be applied to solve allocation problems. Assume that we have K cities described by polytopes as their possible area
These cities are connected by a delivery network describing the routes between each pair of cities. Our goal is to locate a delivery center y
[i] ∈ P [i] such that the total distances (or the total delivery costs) between these cities is minimized. In order to guarantee
, we use a log-barrier function to handle this constraint. Therefore, one way to model this problem is as in (47), where
where c ij ≥ 0 is the cost that is proportional to the distance between the i-th and the j-th city, and E is the set of edges of the graph describing this network, µ > 0 is a penalty parameter in the barrier formulation (47), and A is a matrix describing the difference operator. We illustrate this model by creating a shape and the optimal site allocation solution through a toy example word UNC and a real example of a US network (http://esciencecommons.blogspot.com/2015/06/howflu-viruses-use-transportation.html) in Figure 5 . Next, we test our methods on a collection of problems generated synthetically. We simulate the data by generating 17 problems with sparse network (ρ = 0.04) and 13 problems with dense network (ρ = 0.15). For problem of size 2p, we generate an l-by-n rectangle area with l = 10 and n = p/5 in our case, with each area a 10 × 10 square. We randomly select p positions from the 2p square. For each chosen position i, with the central point being the origin, we again randomly generates one point as a vertex in each quadrant of the square, and then link them together as the feasible region of site i, where i = 1, 2, · · · , p, and the matrix and vector C and d are generated from all feasible regions. We also generate a random adjacency matrix of size p × p with density ρ = 0.04 and 0.15 as the network, which corresponds to the linear operator A in the model setting. In practice, we choose µ = 10, which is large enough to guarantee that the optimal points are near the boundary of feasible regions. We choose all c ij 's to be 1 in our tests. One can also use different c ij in order to reflect different real situations.
We solve this problem using iPNA as before. Since the problem shares a sparse structure of matrix A, we set the tolerance of the main loop to be tol gap := 10 −10 , and tol sol := 10 −8 , which measures the relative primal-dual gap defined by r gap := |F * +G * | 1+|F * |+|G * | , and the maximum relative solution difference of primal and dual solutions defined by
separately. We terminate our algorithm when both (1) r gap ≤ tol gap and (2) r sol ≤ tol sol hold.
Comparison to other methods.
In this test, we show the advantages of our iPNA to existing state-of-the-arts such as SDPT3: a well-established interior-point solver to solve (47) [28] , ADMM: the alternating direction method of multipliers [4] , and CP: Chambolle-Pock's primal-dual first-order algorithm [5] . We note that since ψ in (47) does not have Lipschitz gradient, existing first-order methods such as proximal gradient-type, Frank-Wolfe, and coordinate descent methods are not applicable due to the lack of theoretical guarantees. We terminate all methods when both tolerance tol gap and tol sol are met. For the first-order methods ADMM and CP, we lower tol sol to 10 −6 , instead of 10 −8 in our implementation. We run CP for 10, 000 iterations to get a solution with a very high accuracy as the ground truth, and compare the relative primal solution error of all algorithms comparing with the ground truth, and the quantity is denoted by qsol, which measures the solution quality of each algorithm. Since there is no convergence rate guarantee at the first phase of iPNA algorithm, we use "n/t" to represent the number of iterations starts from x k jumping into the local quadratic convergence range (measured by λ k ≤ 0.1, where we start to apply Theorem 11, 12) , over the total number of iPNA iterations. If fact, n is the true number of iterations of the second-order method. The results are listed in Table 1 .
The performance profile can be considered as a standard way to compare different optimization algorithms. A performance profile is built based on a set S of n s algorithms (solvers) and a collection P of n p problems. We build a profile based on computational time. We denote by T ij := computational time required to solve problem i by solver j. We compare the performance of solver j on problem i with the best performance of any algorithm on this problem; that is we compute the performance ratio r ij := Tij min{T ik |k∈S} . Now, letρ j (τ ) := 1 np size {i ∈ P | r ij ≤τ } for τ ∈ R + . The functionρ j : R → [0, 1] is the probability for solver j that a performance ratio is within a factorτ of the best possible ratio. We use the term "performance profile" for the distribution functionρ j of a performance metric. In the following numerical examples, we plotted the performance profiles in log 2 -scale, i.e. ρ j (τ ) := 1 np size {i ∈ P | log 2 (r i,j ) ≤ τ := log 2τ }. Figure 6 shows the performance profile of the four algorithms on a collection of the above 30 problem instance. iPNA achieves 24/30 (80%) with the best performance, while ADMM obtains 6/30 (20%) with the best performance. In terms of time, both inexact proximal Newton method and first-order methods outperform SDPT3 in this experiment. We can also see from Table 1 that ADMM gives the best solution quality in most cases, while CP gives the worst solution quality.
6.2. iPNA for Graphical Lasso with inexact oracles. Proximal-Newton-type methods have been proven to be efficient for graphical LASSO [9, 12, 24] . In this example, we also show that our theory can be useful for this problem. Consider a recent graphical LASSO model in [32] . Assume the data matrix has a sparse structure G, then the original model can be written as
where C λ is a soft-threshold operator which serves as the penalty item, that can recover the sparse graph G. Consider the dual problem (15) of [32] . We focus on two-folds of the inexactness: (1) the inexactness of the solution of subproblem (28) , where R(x) ≡ 0 in this case; (2) the Hessian and the Newton decrement measurement reflected by Cholesky decomposition. Instead of using linesearch, we use the step-size given by (29) through self-concordance theory.
For (1), we compute the Newton direction inexactly by controlling the tolerance of the pre- conditioned conjugate gradient (PCG) method to be 10 −3 . For (2), we use an incomplete Cholesky decomposition instead of an exact Cholesky decomposition. In detail, when we compute the lower triangular matrixL such that A ≈LL , we fill all other off-diagonal elements to 0, if the original entry of A is 0. By doing this we take further advantages of sparsity structure of the original method, and bring the inexactness to the Hessian-related quantity indirectly.
For data, we use both the real-world biology dataset from [15] and the synthetic data with sample covariance matrices and the threshold parameter generated from real sparse matrix collection in [32] (https://sparse.tamu.edu/). Since the Newton-CG(NCG) method in the latest paper [32] already compared and beaten QUIC [12] in their experiments, we make use of the chordal property and only compare our algorithm with the algorithm in [32] . Following their paper, we measure the stopping criterion of both algorithms by λ k and set it to be 10 −6 . The results are listed in Table 2 . In Table 2 , p is the dimension of the original graph/data, "iter" means number of iterations in the main loop, "λ e " means the weighted norm λ k which is used by NCG when the algorithm stops, "soldiff" measures the relative solution difference of two methods for primal solution, and "t ratio " represents the time ratio of NCG over iPNA.
From the table we can see that, we perform better than the state-of-the-art algorithm NCG with linesearch for both datasets. Although for some graphs we cannot accelerate too much, we point out that NCG has already taken the advantages of chordal structure and used the linesearch, while we specify a step-size, and the acceleration is highly related to the sparsity and the shape of the graph. Besides, we need slightly more iterations and ended up with a greater λ e , because we did not solve the subproblem to a high accuracy, which leads to a smaller descent. However, we still met the terminating criterion and obtained almost the same solution (soldiff) as NCG. ϕ(x − tH(x) −1 h(x)) for some t > 0 such that x − tH(x) −1 h(x) ∈ dom(f ). If we defineφ(x) := f (x) − ∇f (x 0 ), x , and h(x) := g(x) − ∇f (x 0 ), then, by using ( By letting x 0 = y into this inequality, we obtain exactly (9) .
where the first inequality is from [21, Theorem 4.1.7] , the second and the last are from oracle setting, and the third is from Cauchy-Schwarz inequality. Now we consider the function ψ(t) := −δ 2 t + ω(γt) − ω(αγt) where γ := 1 − δ 3 . Clearly, we can write ψ(t) = γt − ln(1 + γt) − δ 2 t − αγt + ln(1 + αγt). We have ψ (t) = (1 − α)γ − δ 2 − γ 1+γt + αγ 1+αγt , and ψ (t) = (1 + α) 2 + 4αδ2 (1−α)γ−δ2 − (1 + α) > 0 is the minimum point, provided that (1 − α)γ > δ 2 . Substituting this into (54), we obtain f (y) ≥f (x) + g(x), y − x + ω (α(1 − δ 3 )| y − x| x ) , wheref (x) :=f (x) − ε + ψ(t * ). It remains to compute ψ(t * ). For this t = t * , using first-order optimal condition we get ψ(t * ) = γt * − ln(1 + γt * ) − δ 2 t * − αγt * + ln(1 + αγt * ) = .
By computing ψ(t * ) directly with α = 1 − 2δ2 1−δ3 > 0, we obtain the first inequality of (16) . To prove the second inequality of (16) (1 + β) 2 − 4βδ2 (β−1)(1+δ3)+δ2 . Substituting above formulations back to (55), and using the increasing property of ω and ω * , we obtain the second inequality in (16) by letting δ 1 := 2ε − ψ(t * ) +ψ(t * ) ≥ 0 and δ 0 := max {1 − (1 − δ 3 )α, (1 + δ 3 )β − 1}. Finally the lemma is proven by taking α = 1 − 2δ2 1−δ3 > 0 and β as shown in equation (17) . Define H k := H(x k ), f k := ∇f (x k ) and g k := g(x k ) for simplicity. By the triangle inequality,
