Abstract-Since the appearance of Docker in 2013, container technologies for computers have evolved and gained importance in cloud data centers. However, adoption of containers in HighPerformance Computing (HPC) centers is still under discussion: on one hand, the ease in portability is very well accepted; on the other hand, the performance penalties and security issues introduced by the added software layers are often under scrutiny. Since very little evaluation of large production HPC codes running in containers is available, we provide in this paper a comparative study using a production simulation of a biological system. The simulation is performed using Alya, which is a computational fluid dynamics (CFD) code optimized for HPC environments and enabled to run multiphysics problems. In the paper, we analyze the productivity advantages of adopting containers for large HPC codes, and we quantify performance overhead induced by the use of three different container technologies (Docker, Singularity and Shifter) comparing it to native execution. Given the results of these tests, we selected Singularity as best technology, based on performance and portability. We show scalability results of Alya using singularity up to 256 computational nodes (up to 12k cores) of MareNostrum4 and present a study of performance and portability on three different HPC architectures (Intel Skylake, IBM Power9,.
I. INTRODUCTION
During the last decade, hardware virtualization technologies significantly enhanced both their accessibility and ease of use. Coupling this with an abundance of hardware resources, made not only full-stack, but also lightweight virtualization (i.e., containers) the perfect platforms on top of which to build the cloud platforms as we know them nowadays. The increasing popularity of operating system level virtualization, also known as "containerization", is often tightly coupled to other macro-challenges: portability "How to isolate an application and its dependencies?"; security "How to make a safe container?"; reproducibility "How can we reproduce scientific results of a given simulation?"; performance "How can we containerize and still squeeze the maximum performance out of the underlying hardware?". These are just a few of the technical issues related to container technologies.
Due to our High-Performance Computing (HPC) background, we decided to investigate the performance and the portability challenges in this paper. The justification for our interest in performance is trivial: HPC is by definition focusing on maximizing performance while running a single welloptimized parallel task. As such, having yet another software layer for handling containers that are stealing precious resources from our simulation is often seen by HPC scientists as a waste or an unnecessary complication.
However, data centers and HPC centers are becoming unparalleled complex, both from the software and from the hardware point of view. The software layers needed for operating a large production cluster require a slow, unique, error-prone, and often non-portable deployment effort. With the recent enhancements of emerging technologies using instruction sets others that the established Intel x86, also the hardware started requiring extra efforts to both system administrators and users. The first need to deploy custom system software for different Instruction Set Architectures (ISA) (e.g.,, x86, Arm-v8 and IBM Power9), and the latter must refactor their code to exploit emerging technologies better. On the one hand we have the request of absolute performance by pure HPC users, and on the other hand, we have the compromise of trading performance for an easier and more portable deployment of system software and applications.
In this panorama, containerization comes to the rescue, and this is the reason that guided us to focus on the study of performance and portability of different container implementations on several architectures. Since similar evaluations have already shown promising results for small benchmarks, we decided to base our study not on specific benchmarks but on a large production biological simulation involving hundreds of thousands of lines of code. With our work, we aim to assist both HPC end users and HPC system administrators to perform their best choices for finding the optimal scenario regarding performance and portability to run a production scientific application using containers in different supercomputers.
The main contributions of this paper are: i) an extensive scalability test of a production Computational Fluid-Dynamics (CFD) code running leveraging container technology on a Tier-0 HPC system, and ii) a broad study of performance and portability of container-based solutions on three different stateof-the-art HPC architectures, Intel Skylake, IBM Power9, and Arm-v8.
The rest of the document is structured as follows: in Section II we analyze the most relevant works in the literature about technology containers; in Section III we highlight the state-of-the-art on container technologies; in Section IV we describe the HPC production code and the biological simulation that we employ as use case; in Section V we compare the performance of bare-metal execution versus three container solutions using the production HPC simulation; we conclude our work summarizing lessons learned and proposing future work in Section VI.
II. RELATED WORK
Bachiega et. al. [1] survey a large number of recent papers on containers and conclude that the literature lack studies about HPC environments and evaluation of real applications. Given this observation, our work tries to fill this gap.
As we stated in Section I, portability is one of the fundamental reasons to use containers technologies. Kovács [14] compare Docker, LXC, Singularity and KVM virtualization versus bare-metal executions. The comparative tests are performed in a small system (16 cores), using simple benchmarks (Sysbench and IPerf), and they demonstrate that container technologies can obtain close to the bare-metal performance. Our work complements this contribution testing on larger systems (up to 12k cores) a biological production code of thousands of lines.
In the domain of computational biology, O'Connor et al. [17] present a real use case focused on DNA analysis and genome assembly. In the article, the authors present Dockstore, a platform that standardizes Docker tools for portable deployment in cloud or HPC environments. In our work, we analyze not only the portability through containers of biological simulations, but also their performance. Moreover, we discuss the trade-off between portability and performance when building container images.
Hale et al. [10] and Younge et al. [22] test Shifter and Singularity in HPC systems. Both works test and compare bare-metal executions with container ones in supercomputers (Edison of NERSC, and Volta of Sandia). Their experiments consist of synthetic benchmarks and computing tools, i.e., HPCG, HPGMG-FE, IMB, and FEniCS toolkit. We find similar research on [19] , [4] and [15] , each of them measuring container performance targeting HPC systems. Following the same idea, we extend it i) adding Docker ii) extending their portability study using different clusters managing diverse instruction sets iii) using a complex production biological simulation.
Belkin et. al. [2] present a more specialized work focusing on a Cray environment. They deploy Shifter for production runs in Blue Waters, collect usage statistics and compare them with bare-metal executions. Inspired by this work, we study the feasibility of using different container technologies (not only Shifter) in HPC environments and analyze their impact in performance and portability on production codes.
III. CONTAINERIZATION SOLUTIONS
Operating system virtualization, most commonly known as a container, is a lightweight virtualization method that does not require the usage of hypervisors. Instead, containers rely on sharing the host's kernel while isolating system resources through the namespace management. Here namespace refers to the Linux kernel feature that wraps a global system resource into an abstraction layer. This way, all processes belonging to a namespace have their isolated vision of global resources while the rest of host processes stay unaltered. In addition to namespace, containers can also leverage cgroups, another kernel feature that grants control over CPU, memory, network and I/O processes' usage.
Because namespace and cgroups allows several container configurations, we evaluate in our study three common implementations: Docker 1 , Singularity [16] and Shifter [13] . Docker is the nowadays standard of lightweight virtualization in cloud environments. Its usage has been studied for highperformance applications (e.g., in [7] ) where authors show that Docker's ability to share the host's kernel reduces virtualization overhead. Singularity is being adopted by many HPC centers, e.g., CINECA, PSC, SDSC, NSC, and is becoming de-facto the standard container technology for HPC systems. Shifter is widely used on Cray supercomputers and, as seen in Section II, its performance has been thoroughly measured on HPC.
In the following paragraphs, we analyze the implementation features relevant to HPC, and we summarize their main characteristics in Table I .
A. Docker
Docker is not the first container implementation, but it is probably the most disruptive one because it reinvents lightweight virtualization and software developing. Since it was designed for the deployment of microservices, Docker's current architecture entails several challenges and also some risks for HPC systems.
The primary security risk is that Docker relies on a root owned daemon process to build container systems. Consequently, the processes within the container are executed with the host's root permissions, a fact that makes possible to damage the host's system from within the virtualized system. While in a microservices world this fact may not imply worries (since companies precisely know what code will be running inside Docker), in an HPC environment users are usually free to run their programs within containers. Therefore, HPC sysadmins cannot allow such security threat in highperformance centers.
Because Docker fully isolates the container system from the host infrastructure (managing as many namespaces and cgroups as possible), it becomes complex to take advantage of the host's hardware acceleration features. High-performance networks, GPU drivers, host's runtimes and MPI libraries are hidden to the virtualized environment, and thus involving a particular orchestration for containers when trying to run MPI jobs across the host.
Nevertheless, many efforts have been made to suit Docker's architecture with HPC and bring containers' advantages to this field, see e.g., [11] [23] . An attempt to solve the lack of integration of Docker with the host's MPI with wrappers and automatizations has been tested in [8] . A similar approach has been taken with GPUs, developing NVIDIA-docker 2 , which allows users to build Docker images with the software support required for an efficient GPU utilization.
B. Singularity
Singularity appeared as a specific container design targeting HPC systems. It is programmed to create containers as integrated with the host's system as possible while ensuring an isolated environment encapsulating the complete application's software stack. Singularity can leverage Docker images as a way to easily share container images.
Whereas Docker has a complex architecture to build containers (e.g., Docker's daemon), Singularity manages the SUID (Set owner User ID upon execution) method for running privileged system calls necessary to deploy the container's environment before dropping root permissions. Also, Singularity can initiate containers via user namespace avoiding the need for root permissions. Even so, user namespace usage limits the container workflow and it is not compatible with all 2 Information about NVIDIA-docker: https://github.com/NVIDIA/ nvidia-docker versions of the Linux kernel, making container's portability more difficult. Once the container system is ready, the user ID within the container is the same as in the host, enforcing security requirements.
Singularity can be handled as a standard executable by host schedulers and resource managers. Because Singularity only manages Mount and PID namespaces (depending on the configuration), the container can communicate MPI calls of the application through the Process Management Interface (PMI) from the daemon that started Singularity (i.e., with the orted system command). Nevertheless, MPI container-host communication correctly works only if MPI libraries used by the container and by the host are compatible. Likewise, Singularity containers can self-configure GPU compatibility: from Singularity v2.3 onwards, it offers an experimental --nv option which can search and add host NVIDIA drivers inside the container at runtime.
From a productivity point of view, Singularity is easily deployable in computer systems due to its few software dependencies and simple configuration.
C. Shifter
Shifter was released as an alternative to Docker with the focus to HPC environments. Shifter addressed the problem found in Docker workflows by considering that containers must have user permissions and integrate host's runtime. As a result, Shifter can convert Docker images to its format and then instantiate containers inheriting user permissions.
Shifter's architecture is composed by a Command Line Interface (CLI), the ImageGateway, the udiRoot, and the SLURM integration. The CLI offers users the shifter and shifterimg commands to manage container and images respectively. The ImageGateway service provides Shifter with a database of container images, establishes a connection with Docker repositories, and brings the ability to pull/convert Docker images to Shifter format. The udiRoot executables are in charge of verifying the container images' integrity and set up a container environment before granting the control to the user. As with Singularity, Shifter adopts the SUID method to instantiate containers. The SLURM integration component enables the possibility to leverage Shifter usage with the workload manager.
When executing MPI applications, if properly configured, Shifter relies on MPI ABI compatibility 3 to link container's MPI implementation with the system's MPI specific installation. If this feature is not enabled, Shifter can only pass containerized MPI calls to the host if the host MPI version is compatible. To run with GPUs, Shifter offers the possibility to bring to the container all necessary files and environment variables at runtime, yet this action has to be performed by the user or pre-configured by administrators.
As a general comment, Shifter allows the use of Docker for building and testing containers targeting a deployment in HPC. However, its ImageGateway, udiRoot, and SLURM integration require nontrivial dependences installation and configuration.
2) Portability: Where we discuss container portability, executing the same containerized simulation with Singularity in three different architectures and using two techniques to build the container images. 3) Scalability: Where we compare the scalability of the Alya use-case introduced in Section IV comparing performance obtained running it at scale on MareNostrum4 in a Singularity container versus a bare-metal execution. For our evaluations we leverage two biological use cases: -CFD: The simulation of the fluid (blood) through the artery, which is a single code solving the Navier-Stokes equations for fluid dynamics. -FSI: a fluid-structure artery simulation that requires two instances of different codes: the first code studying the fluid sub-domain (where the non-linear deformation of the artery is solved) and the second one simulating the solid sub-domain (where fluid-dynamic parameters such as velocity and pressure of the fluid are computed). Since the CFD simulation is a simple simulation that can run on a small cluster (like Lenox), we used it for comparing the different container solutions and for evaluating their portability. The FSI use case is a more complex and resource demanding simulation. Thus, it is well suited for a scalability study.
Typical production runs of these biological simulations last for thousands of time steps as described in Algorithm 1. We break down the duration of each time step t i = t s + t m + ε measuring the two main computational phases: t s , the duration of the solver, which presents a high number of MPI collectives, and t m , the duration of the matrix assembly, that does not have MPI communication nor synchronization. As time step duration are algorithmically homogeneous, we can study the average phase durations as follows:
We noticed that n = 20 is a good trade-off between overall simulation time and statistical accuracy.
A. Environment
In this research we leveraged four high-end HPC clusters detailed below.
Lenox Cluster is a four-nodes cluster, owned by Lenovo, where we have administrative rights. Each node contains a dual-sockets motherboard, housing 2× Intel Xeon E5-2697v3, with 14 Table II contains a summary of the environment explained in this section, including the architecture details of each cluster (the number of cores per node and the total number of nodes per cluster), software environment details and the biological use case used for each evaluation in the different clusters.
B. Comparison of Containerization Solutions
In this sub-section, we compare performance, overhead and image size of the different container technologies: Docker, Shifter and Singularity. In the evaluation, we use the Lenox cluster because it is the only machine where we have privileged access to deploy, configure and tune the three container technologies.
To build the Docker, Singularity and Shifter images, we first build a common base image with Docker. This base image consists of an Ubuntu 16.04 image downloaded from the official Ubuntu Docker repository 7 . On top of the Ubuntu system, we deployed an OpenMPI 1.10.4 installation without specific support for different network types. Since Shifter needs a Docker image to work with, the system underneath Docker and Shifter images is the same. For Singularity, we built an image through Singularity build command. Both Docker We execute 26 times each one of this benchmarks in each containerization solution using the time command. To the time reported we subtract the five seconds of the sleep and we report the remaining as the overhead introduced by the container deployment. Table IV contains the results of these experiments. We can see that the deployment overhead for Singularity and Shifter is low, less than one second for the sequential execution and increases proportionally with the number of MPI processes when running a distributed application reaching almost 3 seconds with 112 MPI processes and Shifter and 1.5 seconds with Singularity and 112 MPI processes. Docker presents a much higher deployment overhead, going from 91 seconds for the sequential applications and up to 103 seconds for the MPI application in 112 MPI processes.
To evaluate the performance when running a real application within different containerization solutions, we will run the CFD simulation of Alya using the four nodes of Lenox. For this runs, we will use the hybrid (MPI+OpenMP) version of Alya setting different configurations of MPI processes and OpenMP threads.
In Figure 3a , the average time step duration for each version (Bare-metal, Docker, Singularity, and Shifter) when using four nodes of the Lenox cluster (112 cores) is shown. In the xaxis we can see different configurations of MPI processes and OpenMP threads per rank. All our experiments in this sub-section use 112 cores and different configurations of MPI processes and OpenMP threads to see their influence in performance.
We can observe that HPC designed containers (i.e., Shifter and Singularity) can reach performance close to the baremetal one with low variability except in 28 × 4 and 56 × 2 distributions. This variability is inherent to the application as it is present already in the bare-metal run. It can be due to a higher sensibility to system noise, but we did not investigate it further as it is visible in all versions and does not seem to be related to containerization.We can also observe that Docker's performance degrades soon when the number of MPI ranks increase. Up to 16 MPI ranks, Docker's performance is close to the one achieved by Shifter, Singularity, and bare-metal. The execution time increases proportionally when increasing the number of MPI ranks beyond 16.
To have more insights, we analyze the elapsed time in the different phases of the simulation separately. In Figure 3b we can see the elapsed time in the matrix assembly phase and in Figure 3c the elapsed time in the solver phase.
The assembly phase is compute intensive and does not contain MPI communication. We can observe in Figure 3b that Singularity and Shifter containers do not add any significant overhead in this phase. With Docker, we notice a slightly higer execution time for configurations 28 × 4 and 56 × 2, however the measurement variability explained above does not highlight a clear winner for this two cases.
By inspecting the duration of the solver phase in Figure 3c it becomes clear that the primary source of performance loss when using containers is the communication among compute nodes. The solver phase contains a high amount of collective communications, being this the reason for performance loss of the Docker's container. As a reminder, Docker needs a virtual network, which is built on top of the one used in bare-metal. This explains why the overhead of Docker increases with the number of MPI processes.
From this study, we can conclude that Singularity and Shifter containers are the most suitable implementations for HPC environments, as they allow to achieve close to the baremetal performance. Due to Docker networking complexity, its containers lose performance when scaling to a moderate number of processes. Comparing Singularity and Shifter, we find that Singularity is much more mature and easily installed than Shifter. For this reason on the following sections we will focus only on Singularity.
C. Portability and Performance Tests
Containerization is widely used thanks to its software portability. Nevertheless, containers are still limited by hardware specific attributes. For instance, it is not possible to execute a container from an image built to run on an x86 computer architecture in a PowerPC processor, because of the underlying different instruction set. The only way to leverage heterogeneous hardware with container technologies is to build container images for every architecture and compile the application that is going to be executed inside the container with support for host's processor features.
To increase the complexity, current HPC data centers offers various MPI flavours leveraging the network technology underneath, e.g., Infiniband, Mellanox or Omni-Path interconnections. Hence, one container can contain a very generic MPI deployment to be highly portable (in exchange of performance), or be fully integrated with the high-performance network of the host (leading to worse portability). image leverages the MPI high-performance network of the host (e.g., using Omni-Path in MareNostrum4 and Infiniband in CTE-POWER). We performed an integration of the container environment with the host MPI libraries. This way, the container invokes MPI taking advantage of the underlying specific configuration of the host. We achieved this by user-binding all necessary libraries and files from the host to the container at runtime via Singularity command line options. Also, we had to adapt PATH, LD LIBRARY PATH container environment variables so the container can find the new executable and libraries. Following this method, we can use the MPI installation of the host (presumably optimized for it), yet sacrificing image portability as the image will only be able to run on the host it has been built for.
MareNostrum4 -In Figure 4 we show the average elapsed time of 20 time steps when running in MareNostrum4 three versions of the CFD simulation of the artery. We compare the bare-metal execution, the Singularity self-contained MPI container, and the Singularity system-specific MPI container.
In the y-axis we can see the average elapsed time in seconds • Bare−metal Singularity system−specific Singularity self−contained and in the x-axis the number of nodes used. As we have seen in the previous section that the number of threads does not affect the performance of containers and we want to focus on the performance of different MPI libraries, these executions have been performed with the pure MPI version of the application launching one MPI process per core. We notice that the self-contained container gets close to bare-metal performance with a small number of nodes, but suffers a notable performance degradation when we increase their number. In contrast, system-specific MPI container does not suffer that effect.
CTE-POWER -The CTE-POWER cluster is powered by an IBM Power architecture; therefore, we cannot reuse MareNostrum4 images because of binary incompatibility. As we needed privileged rights to build images, we created a virtual machine with Qemu 9 emulating a ppc64le architecture • Bare−metal Singularity system−specific Singularity self−contained • Bare−metal Singularity system−specific Singularity self−contained in our personal laptop. There, we built both Singularity images with OpenMPI 3.0.0 (to ensure MPI compatibility with CTE-POWER) and Alya's software stack in the same way we did for the other architectures. In Figure 5 we can see the elapsed time for the CFD simulation in the CTE-POWER cluster (chart axes as in Figure 4 ). Although the number of nodes available in this cluster is smaller than in MareNostrum4, we are still able to identify the same tendency in performance. While the system-specific container leverages the Mellanox network and maintains almost bare-metal execution time, the self-contained one decreases its performance proportionally to the number of nodes.
ThunderX -To evaluate containers in ThunderX, we repeated the containerization process: we emulated an aarch64 machine with Qemu, built two containers and submitted the jobs to the SLURM workload manager. In this case, though, both containers and bare-metal executions present identical performance as remarked by Figure 6 . Since ThunderX does offer a 40 GbE network, all executions accomplish MPI communications through Ethernet using TCP protocol, making • Bare−metal Singularity system−specific Singularity self−contained • Bare−metal Singularity system−specific Singularity self−contained the monitored time dominated by the physical network communication time, or in other words, making the software implementations of the communication layer negligible compared to the monitored time (i.e., both self-contained and systemspecific images use the same network). From this study, we can conclude that the performance of containerization techniques does not depend on the underlying CPU architecture but on the network available. And more important, we have seen that entirely transparent portability between different architectures cannot be achieved using containers.
To finish this section we present the elapsed time of the solver from the same executions in the different architectures. We do not include the results for the assembly phase, as they do not provide relevant information. As we saw in the previous section, the assembly phase is not affected by the MPI performance. In Figures 7 and 8 we can see performance of the different containers in MareNostrum4 and CTE-POWER. We do not include the ThunderX corresponding one because it does not show any information different from Figure 6 . In all the cases the Singularity system-specific container presents performance very close to the bare-metal one, while the self-contained container degrades its performance when trying to scale beyond five nodes in both architectures.
After presenting these results, we can conclude that the expected performance varies depending on the MPI integration with the host and the number of nodes assigned to one application. On the one hand, when running with a small number of MPI ranks, the most clever option is to build containers as generic as possible to improve portability among supercomputers with the same architecture. On the other hand, when using a large number of cores, our tests show that it is more effective to tune the container configuration specifically for the host. It will also be a right approach from the system administrators point of view to provide optimized containers as a base image for users who wish to containerize their applications.
D. Singularity's Scalability
The last part of our container evaluation consists of a scalability test in MareNostrum4 using up to 256 nodes (12.288 cores) running 1 MPI rank per core (thus, again focusing on MPI scalability). For this, we will reuse the Singularity selfcontained MPI and system-specific images built previously and see how they behave with the FSI use case of Alya (to increase the complexity of the runs). We use this simulation as it is a highly scalable HPC use case. Figure 9 shows our scalability results where the FSI simulation is executed with bare-metal and the two containers. Once again, we can determine that tuned containers reach bare-metal performance independently of the type of MPI application, and can scale up to thousands of cores, obtaining a performance close to bare-metal. We decided to cut Singularity self-contained image execution at 128 nodes because the FSI simulation of Alya was extremely slow and very likely to experience network failures when running without the host's MPI.
VI. LESSONS LEARNED AND CONCLUSIONS
In this paper, we presented an extensive evaluation of three container technologies analyzing their deployment and performance under a production HPC workload. Due to the cross-disciplinary nature of our study, we provide some highlevel best practices in this section that can help different profiles of experts, together with our final remarks.
System administrator -From a sys-admin point of view, Docker represents the standard de-facto in cloud environments, although, in its current state of development, Docker presents some security and performance issues, which makes its adoption in HPC centers very unlikely. Even when in a cloudlike environment system administrators control the content of Docker containers, in HPC containers are deployed by users. Since Docker relies on root owned daemons, user containers can introduce unwanted security issues in a large HPC system. Singularity is gaining attention in the HPC domain due to its ease of deployment, use, and integration with both MPI and SLURM. We also looked at emerging solutions like Shifter, which seems to follow the trend of Singularity regarding its lightweight overhead. Nevertheless, we still do not suggest Shifter as a general solution, because it is bound to Cray systems, limiting de-facto its usability and portability to nonCray systems.
Facility manager -In our work, we also considered containers as a portability solution to mitigate the divergence of architectures appearing on the HPC market. We tested three clusters with three different architectures representing the state-of-the-art HPC systems: the x86 architecture in the Intel Platinum CPUs, the Arm one in the Cavium ThunderX CPUs, and the Power one in the IBM Power9 CPUs. We evaluated the performance of a production biological use case in three production systems, and our findings should help an HPC facility manager in planning the services to be offered to the users. As Singularity is the container solution delivering more performance, we quantified the trade-off between portability and performance when building Singularity images. We demonstrated that it is possible to deploy a stand-alone image that is independent of the software stack in the host. However, we have also shown that the performance of a stand-alone image is far from the one obtained in bare-metal executions. We suggest to facility manager to provide to the users a base image linking with the libraries specific for their system. This way the users can add their application to the base image provided and achieve performance comparable to bare-metal. Last but not least, we analyzed the setup time of jobs using containers to quantify the fraction of time lost in container bookkeeping. This has an impact on the overall efficiency of the HPC facilities and we can expect that a good facility manager wants to maximize the time spent in user computation and minimize system software overhead. Once more, we suggest the adoption of Singularity because the setup overhead introduced by Docker is not negligible. We are conscious that our study focuses on performance of computation and communications but lacks a deeper study of I/O and distributed storage that could be of interest for a facility manager. We think that our findings e.g., about network limitations in Docker, can extend to a distributed I/O system, but we leave this for a future work.
HPC expert -The performance comparison of the three container technologies has shown that Singularity and Shifter can provide performance equivalent to bare-metal in up to 112 MPI ranks. Docker, au contraire, presents a performance degradation due to communication overhead. We verified that this overhead is explained by the network virtualization inherent to the Docker's approach. An HPC expert should take into account these observations to maximize the performance when adopting container solutions for HPC system's deployment. We also presented a scalability test of a production biological simulation using up to twelve thousand cores of a Tier-0 cluster (MareNostrum4). With our test, we measured that container technology can scale at the same rate as bare-metal. An HPC expert should be warned however that good scalability of container technology comes at the cost of sacrificing portability, as we also demonstrated.
Field scientist -The last comments that we provide are for a field scientist willing to studying a variety of problems taking advantage of HPC technologies, but without being necessarily an HPC expert. Under this light, the main paper's conclusion is that, in the case of HPC-based simulation code, it is possible to stratify the kind of containerization targeting a wide variety of scenarios. In particular, a field scientist may be interested in both a cloud-like and an HPC deployment of a simulation code (in our case, Alya). The goal may be to use the code in the biomedical context running cell, tissue and organ level simulations of a given system (cardiovascular, respiratory, etc.). As such, field scientists are more interested in exploring a flexible deployment method, allowing them to run sets of simulations of different computational cost than in a single and heroic large-scale run. Then, while Docker allows a flexible solution for smaller simulations, Singularity provides great efficiency for larger ones. Smartly combining both options should provide a well-suited solution for a flexible HPC or cloud-like deployment without sacrificing performance in any case.
