The binocular energy model provides a good description of the first stages of cortical binocular processing. Three important determinants of the responses of neurons under this model are the disparity of a stimulus, its spatial variation in disparity and its second-order luminance statistics. The influence of the latter two factors on the disparity tuning of the energy model were investigated. While each can have a significant effect on the energy response, neither presents a significant challenge when one considers the range of variation expected in natural images. The response of the energy model to natural binocular images was also investigated. The strongest responses were found for model neurons tuned to small disparities. This trend was more evident for vertical than for horizontal disparity, and flattened rapidly as image eccentricity increased. These results are predicted on the basis of simple geometrical considerations, and are reflected in both physiological and psychophysical measures of the disparity tuning of the visual system.
Introduction
As a result of the lateral separation of our two eyes, points in three-dimensional space tend to project to slightly different locations in the two retinal images. The resulting differences in the two images, or binocular disparities, are a powerful cue to threedimensional shape. In order to exploit this information, the visual system needs to solve the binocular correspondence problem-that of deciding which points in the left and right image correspond to the same physical location.
Although this is a difficult computational problem, convergent evidence has emerged of how this might be achieved. Computationally, algorithms in which disparity detection depends on locating appropriate samples from the two eyes, so as to maximise their cross-correlation, have proved highly successful (Brown, Burschka, & Hager, 2003) . It has been proposed that the human visual system might also solve the correspondence problem using an approach similar to cross-correlation (Banks, Gepshtein, & Landy, 2004) . Also, single cell electro-physiological studies have provided detailed descriptions of the response properties of binocular neurons in the primary visual cortex (Durand, Zhu, Celebrini, & Trotter, 2002; Prince, Cumming, & Parker, 2002b; Prince, Pointon, Cumming, & Parker, 2002a) . These responses are well described by the binocular energy model (Fleet, Wagner, & Heeger, 1996; Ohzawa, DeAngelis, & Freeman, 1990; Qian, 1994 ). An important characteristic of this model is that it may be considered as an approach to binocular correspondence that is closely related to cross-correlation algorithms.
Psychophysical and physiological studies that allow us to characterise the binocular visual system in this way have typically employed highly artificial stimuli, such as random dot patterns, bars and sinusoidal gratings. While these patterns offer great analytic power as a result of their simplicity, they do not directly assess how the visual system would respond to natural binocular images. This is an important question if we are fully to understand binocular vision.
To address this question, a number of issues need to be considered. According to the binocular energy model, cell responses are sensitive to the degree of correlation between samples from the left and right eyes' views following monocular filtering. For random-dot input stimuli with a constant disparity, the shape of the disparity tuning function matches the shape of the cross-correlation of the left and right filters (Prince et al., 2002a) . Other stimuli will produce different disparity tuning functions. That is, the manner in which the filter's response is modulated, as the disparity of the stimulus is varied away from the preferred disparity of the filter, depends on the stimulus. This is an important consideration when comparing the responses of disparity-tuned filters to white noise and to natural inputs.
The correlation between the filtered left and right images will also depend on the local variation in disparity. If the right eye's image is simply a shifted version of the left eye 0 s, then samples taken with an appropriate shift will be perfectly correlated. If however disparity changes from one point in the image to another, there may be no disparity at which a perfect correlation exists. Banks et al. (2004) argued that human vision is consistent with a cross-correlation model that provides piecewise frontoparallel estimates of the depth map. That is, there is no attempt to explicitly model disparity variation at this stage of processing. The extent to which this is a significant problem in solving the binocular correspondence problem depends on the degree of such local variation in natural images.
A final important consideration is the distribution of disparity tunings of binocular neurons. All other things being equal, the greatest response from a binocular energy unit is expected when the disparity tuning of the unit matches the mean disparity of the image sample. It is reasonable to assume that the tuning properties of neurons are matched to the disparities present in the natural environment that they serve to encode, and that a statistical analysis of binocular disparity in natural images should prove insightful in understanding the distribution of disparity tunings in real images.
In this study, the impact of each of these issues on the responses of a simple binocular energy model are considered. This model is outlined in Section 2. In Section 3, the influence of the luminance statistics of image samples on the disparity tuning of energy units, and the importance of this for natural images, are considered. In Section 4, the extent to which variations in disparity would disrupt the solution of the binocular correspondence problem, for a model that does not seek explicitly to accommodate such variations, is assessed. Together, these two sections address the question of how known statistical properties of natural images would be expected to influence the response of the energy model. In Section 5, the expected distributions of binocular disparities in natural scenes are used to predict the response distributions of energy units to natural images, and the responses of the model to a number of such images are presented. Finally, the extent to which these analyses can be used to understand the disparity tuning of the visual system is discussed.
The binocular energy model
Many cells in cortical area V1 may be described as binocular in that they have well-defined receptive fields in the two eyes, and may therefore be stimulated by presentation of images to either, or both, eye(s) (see DeAngelis, 2000 and Neri, 2005, for reviews) . These receptive fields are well described by the binocular energy model (Fleet et al., 1996; Ohzawa et al., 1990; Qian, 1994) , in which each eye's receptive field is modelled as a Gabor filter. In the current study, both one-dimensional and twodimensional implementations of this model were used. In the one-dimensional implementation, each eye's receptive field was modelled as:
Here, x L,R determine the location of the filter, f its preferred frequency, r 1 its bandwidth, and L, R refer to filters that respond to the left and right eye's images, respectively. For the two-dimensional implementation, each eye's receptive field was modelled as:
Here, x L,R , y L,R determine the location of the filter, f and h its preferred frequency and orientation, r and g its bandwidth, and L, R refer to filters that respond to the left and right eye's images, respectively. For the sake of simplicity, the remainder of this section will focus on the one-dimensional case. The response of the filter to the image I L;R ðxÞ is given by its convolution with the image:
This energy response can be understood in terms of the phase signal and the amplitude signal (Fleet et al., 1996) , which are given by:
and
respectively. The spatial derivative of the phase signal is referred to as the instantaneous spatial frequency:
The phase signal, amplitude signal and instantaneous frequency are not the same as the concepts of phase, amplitude and frequency in the Fourier transform, but are descriptions of the response of the Gabor filters to the image at each spatial location. These concepts are important for understanding the disparity tuning of binocular energy units, which will now be described.
A binocular energy unit can be constructed by combining responses from filters sensitive to the left and right eyes' inputs: Fleet et al. (1996) showed that the binocular energy response can be described in terms of the monocular amplitude and phase signals as follows:
where Du(x) is the phase difference between the left and right signals:
The response of a binocular energy unit depends on the disparity of the input stimulus, and the disparity tuning of the unit (that is, how its response is modulated by disparity). The latter is influenced by the relationship between the left and right filters, and it is possible to build energy units tuned to different disparities by altering this relationship. One way in which this may be altered, for example, is to introduce a positional shift, such that the two filters are identical in structure, but located at different positions for the two eyes. Such a neuron will tend to give its strongest response when the values of the monocular phase signals are equal. When the right eye's input is simply a translated version of the left eye's input, this will occur when the disparity matches the disparity shift of the filter, since in this case the two monocular filters are sampling identical portions of the input. If the disparity of the input is not matched to the preferred disparity of the filter, the phase difference will tend not to be zero, and the energy response will reduce. The rate at which the energy response reduces as a function of disparity will therefore depend on the rate at which the phase signal varies with spatial location. This is the instantaneous frequency introduced in Eq. (7). For white noise stimuli, this will tend to match the frequency tuning of the underlying filters (Fleet et al., 1996) . For natural images, which are dominated by energy at low spatial frequencies, the instantaneous frequency will 1 The relationship between r and the half-response bandwidth b is given by
tend to be lower than the tuning frequency of the filter. As a result, disparity tuning is expected to be broader for natural images than for white-noise inputs. This is explored in the following section. In the simulations reported, model energy neurons with horizontal and vertical tuning and preferred spatial frequencies of 2.4, 4.8, 7.2 and 9.6 cycles/degree were used. The standard deviations of the Gaussian envelope, r and g were set at 0:39 f and 0:78 f arc min, respectively. These values give a spatial frequency bandwidth of 1.5 octaves (Tsai & Victor, 2003) , which is similar to the average bandwidth of V1 neurons (DeValois, Albrecht, & Thorell, 1982; Read & Cumming, 2003) . Two-dimensional receptive fields were elongated in a direction parallel to the orientation tuning of the cells, again in keeping with physiological results (Jones & Palmer, 1987; Ringach, 2002) . In the simulations that use two-dimensional filters, populations of vertically oriented neurons, with position shifted horizontal disparity tuning, and horizontally oriented neurons, with position shifted vertical disparity tuning, were modelled to determine the distribution of responses as a function of disparity. All simulations were performed using Matlab.
3. The influence of luminance statistics on the population response of disparity-tuned binocular energy units
The disparity tuning function of a binocular energy unit depends not only on the nature and relation between the monocular receptive fields, but also on the luminance information in the input image. In contrast to the random dot stimuli often used in empirical studies, significant correlations exist between the luminance values of nearby pixels in natural images. As a result of these correlations, the Fourier amplitude spectrum of natural images is not flat, but takes the form:
with an exponent a of around 1 (Burton & Moorhead, 1987) , although there is considerable variation in this value across images (van der Schaaf & van Hateren, 1996) . In this section, the influence of the Fourier amplitude spectrum of natural images on the expected disparity tuning of the energy model to such stimuli was investigated.
One dimensional image samples were generated from Gaussian white noise, which was filtered in the Fourier frequency domain, so that the amplitude spectrum took the form described by Eq. (11), where the value of a was varied between 0 and 3. A value of a ¼ 0 describes a white noise stimulus; as a increases, the samples become progressively more dominated by their low spatial frequency components. Examples of the signals used are given in Fig. 1 . The responses of the energy model described in Section 2 were calculated for 10,000 samples of each value of a. The mean energy responses over these samples, for a values of 0, 1 and 2, are shown in Fig. 2a . In each case, the responses have been divided by the peak responses (which occurred at a disparity of 0) to facilitate comparison of the shapes of the distributions. As the value of a is increased, the tuning for disparity becomes broader. This is quantified in Fig. 2b , in which the half-width at half-height of the disparity tuning function is plotted as a function of a. One important factor responsible for this broadening of disparity tuning is that the instantaneous frequency of the filter responses decreases as the exponent is increased, and the Fourier amplitude spectrum becomes progressively more dominated by its lower frequency components. The modal instantaneous frequency response of the left filter is plotted in Fig. 2c . This was calculated using simple differencing: Qiu, Yang, & Koh, 1995) . The mode rather than the mean is plotted since the latter is strongly influenced by instabilities in the phase signal in the neighbourhoods of phase singularities (Fleet & Jepson, 1993) . The mode of the instantaneous frequency estimates decreases as a increases. This describes a decrease in the rate at which the phase signal varies as a function of spatial location, and therefore the rate at which the phase difference between the left and right signals will vary as a function of disparity. One result of the broadening of the disparity tuning function is an increase in the proportion of samples for which the largest energy response was produced by an energy unit tuned to a disparity other than the correct disparity. Fig. 2d plots histograms of the proportion of samples for which each disparity-tuned unit gave the largest response, for a values of 0, 1 and 2. In all cases, there is a peak at the correct disparity. However, for larger a values this peak is smaller, and there is an increase in the proportion of samples for which the largest response is produced by units tuned to disparities close to, but different from, the correct disparity. Fig. 2e plots the proportion of samples for which the largest response was produced by the unit tuned to the correct disparity, as a function of a. As a increases, this proportion decreases.
The problem of false peaks in the energy response may be understood by referring to Eq. (9). The energy response is influenced both by the difference in the monocular phase signals, and by the monocular amplitude signals. For a given sample, the largest response might therefore be produced at a disparity for which the phase difference is not zero, but for which the monocular amplitude was large. This problem of false energy peaks can be ameliorated by normalising the binocular energy response by estimates of the monocular amplitude:
This normalisation removes the influence of variations in the amplitude signal, and produces the largest responses for those units tuned to disparities for which the phase difference is minimised. Disparity tuning functions for this normalised energy response are plotted in Fig. 2f , for a values of 0, 1 and 2. The shape of these functions is very similar to that of the unnormalised functions ( Fig. 2a) , since in both cases they depend on the instantaneous frequency of the filter responses. However, the problem of false energy peaks is reduced, since maximum responses will now only occur when the difference in the interocular phase responses is minimised, which occurs for units tuned to the correct disparity. Although for clarity this is not shown in Fig. 2e , the greatest normalised response was produced for units tuned to the correct disparity for 100% of signals.
The above analysis suggests that responses of the energy model will be less narrowly tuned for disparity for natural images samples, which are dominated by low frequency components, than they are for the white noise samples used in many empirical studies. Fig. 3 shows the results of the model applied to samples drawn from natural images. Image samples were derived from the database described by van Hateren and van der Schaaf (1998). Forty images were selected at random from this database. For these images, 1 pixel was equal to approximately 1 arc min of visual angle. 100,000 one-dimensional samples were drawn from these images. Left and right image samples were identical, and therefore represent an idealised situation in which the disparity is zero at all locations within the sampled region. Left and right eye's samples from each original image, IðxÞ, are given by:
where l is the length of the sample (l = 256 in the simulations described here). Fig. 3a shows the half-width at half-height of the disparity tuning function as a function of the frequency tuning of the filters, for both white-noise and natural images samples. Disparity tuning is slightly broader for the natural images samples. Fig. 3b shows the proportion of samples for which the largest response was produced by the energy unit tuned to the correct disparity of zero, again as a function of the frequency tuning of the filter. The proportion of samples for which the maximum response is generated by a unit tuned to the incorrect disparity is larger for natural image samples than for white noise samples. However, given that the average exponent of natural images is around 1, these results plotted in Fig. 2 predict that this effect should be relatively insignificant; this is seen in the comparison between natural image and white noise samples in Fig. 3 .
Disparity variability and the binocular energy response
Another factor that will have important consequences for binocular energy responses is the variability of disparity within the receptive fields of filters. So far, only the idealised situation in which the right eye's image is a translated version of the left eye's, and the disparity is constant at all positions within the energy unit's receptive field, has been considered. In general, disparity will vary from one point on a surface to the next, as for example on a surface that is slanted in depth relative to the observer. It would be possible to construct a correlation algorithm that attempted to model such variations locally, by measuring the correlation between spatially warped as well as translated image samples. However, Banks et al. (2004) have argued that the visual system does not operate in this way. Both the facts that stereopsis is subject to a disparity gradient limit (Burt & Julesz, 1980) , and that our ability to resolve local variations in disparity decreases as disparity amplitude increases, demonstrate that stereoscopic performance tends to decrease as the variation in disparity in a local spatial neighbourhood increases. Consequently, Banks et al. (2004) argue that disparity is estimated by the human visual system using an algorithm in which surface (14)). The peak normalised response is always given by the unit tuned to the correct disparity in this idealised case (not shown).
structure is approximated by piecewise frontal surface patches. In this section, the consequences of local disparity variation for binocular energy responses, in the form of linear gradients of disparity, was addressed. Image samples were again derived from the database described by van Hateren and van der Schaaf (1998), as described in Section 3. However, in this case the right eye's sample was a magnified or reduced version of the left eye's sample, so as to introduce a disparity gradient. The right eye's samples from each original image, IðxÞ, are now given by:
Given the discrete samples used here, linear interpolation between left image pixel values was used to determine appropriate values for the right image samples. To confirm that sampling artefacts did not affect the results, the analysis was repeated with the images subsampled by a factor of two. This subsampling did not affect the results. Values of m of between 0 and 0.04 were used. These samples were then analysed using the same methods as those described in Section 3. Fig. 4a shows the mean binocular energy response, normalised according to Eq. (14), as a function of disparity, for samples with 0% and 4% disparity gradients. It is clear that the mean normalised disparity tuning function is unaffected by disparity gradient.
However, Fig. 4b plots the proportion of samples for which the maximum response was produced by the unit tuned to the correct disparity. Correct disparity is here defined as the disparity at the centre of the receptive field of the energy unit, which is also the average disparity across the receptive field. The likelihood that the unit producing the greatest response is one other than that tuned to the correct disparity increases as the disparity gradient increases, and the correlation between the left and right image samples at the mean disparity decreases. Thus, whereas with perfect correlation 100% of samples gave the largest normalised energy response at the correct disparity, this is true for only 53% of samples with a disparity gradient of 3.5%. Fig. 4c plots the RMS error that results from disparity estimation based on a simple winnertakes-all strategy, in which disparity is estimated to be the same as the disparity tuning of the unit producing the largest normalised energy response. For this simple disparity estimation strategy, error increases as disparity gradient increases.
To determine the extent to which this would cause difficulties for a stereo algorithm based on energy responses under natural conditions, it is necessary to consider the distributions of disparity gradients that would be expected in natural images. Yang and 
Purves (2003) provide data that may be used to estimate the distribution of disparity gradients. They measured the local slant of surface patches in a database of range images. From this database, they were able to calculate distributions of the distances to points in the scene and the local orientation of surface patches, in terms of the angle of tilt and slant of a surface patch fit through the range data samples. A good approximation to these distributions is given by a combination of linear and exponential functions, for distance, and a Gaussian function, for slant:
Here, D p is the most likely distance to be observed, j the exponential decay parameter, and k 1 and k 2 ensure that the area under the function sums to 1. For the slant probability distribution, h p and m give the peak and standard deviation of the Gaussian function, respectively. These functions, which fit the data in Yang and Purves (2003) closely, are given in Fig. 5 . Both the distance to and the slant of the surface are necessary to estimate the disparity gradient that would be created for an observer viewing that surface. For a surface slant of h at a distance from the observer of D, and an interocular distance I the disparity gradient g is given by:
The magnitude of the disparity gradient thus increases monotonically with surface slant (for values between 0°and 90°) and decreases with increasing distance. Assuming an interocular distance of 65 mm, the range of disparity gradients plotted in Fig. 4 would correspond to a range of surface slants up to 15°for surfaces viewed at a distance of 50 cm, or 47°for surfaces viewed at a distance of 2 m.
To determine the distribution of disparity gradients that would be expected in the natural environment, we need to combine this function with the two-dimensional probability distribution of distances and slants. While this is not presented by Yang and Purves, who provide instead the marginal distributions of distance and slant, it can be constructed under the assumption that the two distributions are independent.
The distribution of disparity gradients that would be produced from surface patches drawn from this distribution was simulated numerically. 66,000 random samples of distance and slant, drawn from the distributions in Fig. 5a and b, were generated, and for each the disparity gradient was calculated according to Eq. (20), again assuming I = 65 mm. This resulted in the distributions of disparity gradients shown in Fig. 5c . Three distributions are given, using different values for the close peak in the distance distribution. One distribution is given for this value set at 3.5 m, the distance at which Yang and Purves found a peak in their empirical data. However, the dearth of samples with distances closer than this reflects the choice of viewing conditions, which excluded positioning the camera very near to large objects. It is likely that in many conditions closer surfaces would be more prominent, so the simulation was also run with this peak at 0.5 and 1.0 m.
These results show that the majority of local disparity gradients in images will in fact be expected to be small. For all three distance distributions simulated, the probability distributions peak at gradients of around 2%, values for which correct disparity estimates would be obtained for 70% of samples using a simple, winnertakes-all algorithm based on the output of a single normalised en- ergy unit. Fig. 5d plots the cumulative probability distributions, showing that 90% of samples have disparity gradients of less than 10% for a model with parameters matching Yang and Purves' empirical results. In other conditions, with smaller cut-off values for the range of distance, two effects are evident. First, the location of the peak in the probability distribution is unchanged. Second, as closer image samples are introduced, a much more prominent tail of large disparity gradients is introduced. Burt and Julesz (1980) showed that stereopsis is subject to a disparity gradient limit, and fails as the gradient approaches 1.0. The vast majority of disparity gradients expected in the natural environment, on the basis of the distance and slant distributions described by Yang and Purves (2003) , are well below this limit and would thus be expected to pose no difficulties for human perception. However, successful disparity estimation for many of these gradients would require more complex processing than the simple winner-takes-all algorithm outlined above. Even for the very small range of gradients examined here (up to 3.5%), around 50% of samples produce peak responses at disparities not corresponding to the correct disparity. More complex processing of the energy responses must therefore be involved in order to support stereopsis for the much larger range of gradients tolerated by human vision. This is entirely in keeping with known physiology, in that neural responses at the initial stages of binocular processing modelled here do not correspond with perceived depth (Cumming & Parker, 1997) .
Responses to natural images
Before analysing the responses of the binocular energy model to natural images, it is instructive to consider what disparities we would expect to see in these images. That is, over an ensemble of such images, what is the expected probability distribution for binocular disparity, and how is this affected by parameters such as the location in the images, or the distance at which the observer is fixating? These questions have been addressed theoretically in previous studies (Hibbard, 2007; Read & Cumming, 2004) , and the main observations of these studies are summarised here.
When we look around our environment, we fixate our eyes onto objects in the scene such that approximately the same point in the world projects to the centre of each eye's image. A consequence of this simple fixation strategy is that the expected distribution of binocular disparity over an ensemble of images depends on the location in the image. Close to the centre of the image, points are highly likely to belong to the object that is currently fixated. This means that they will be approximately the same distance away from the observer as the fixation distance, and hence have disparities close to zero. The disparity of points away from the centre of the image will vary as a function of their visual direction as well as their distance (Erkelens & van Ee, 1998) . Additionally, as we move away from the centre of the images, the probability increases that points will belong to objects in the scene other than the one that is fixated, which may well be at distances considerably different from the fixation distance. When considered over an ensemble of images, the variability in distance, and therefore horizontal disparity, will increase as we move away from the centre of the image. The distribution of disparities is also expected to depend on the direction of disparity under consideration. As a simple geometrical consequence of the fact that our eyes are separated horizontally in our heads, disparities in the horizontal direction are expected to cover a broader range than disparities in the vertical direction. The magnitude of these relatively small vertical disparities also depends on the location in the image (Bradshaw, Glennerster, & Rogers, 1996) . Finally, the distribution of disparities will vary with the range of distances in a scene. Binocular disparity scales approximately inversely with the square of distance, meaning that the same degree of depth separation between points produces a progressively smaller disparity as the distance to those points increases. Scenes characterised by predominantly distant objects would therefore be expected to contain many more disparities close to zero than scenes containing closer objects.
Here, the extent to which these considerations predict the tuning of the visual system to binocular disparity is established, by firstly analysing the responses of an implementation of the binocular energy model to a series of natural, binocular images, and subsequently comparing these responses to physiologically and psychophysically established properties of the binocular visual system.
Image capture and analysis
Images were captured using two Nikon Coolpix 4500 digital cameras, harnessed in a purpose-built mount that allowed the inter-camera separation, and the orientation of each camera about a vertical axis, to be manipulated. This is a simplification of the situation for human binocular vision, in which there are potentially three degrees of freedom for each eye (rotations about horizontal and vertical axes, and the line of sight). The analyses presented here focus on situations in which vergence in approximately symmetrical and elevation is close to zero. In this case, the expected cyclovergence, which is not possible in the camera setup used, is negligible (e.g. Porrill, Ivins, & Frisby, 1999) . In all cases, an intercamera separation of 65 mm (representative of the typical human interocular separation) was used. The cameras were oriented so that the same point in the scene projected to the centre of each camera's image, so as to mimic the typical human fixation strategy.
Two classes of scene were investigated. In the first, images were collections of natural objects (fruit, vegetables, stones, shells, plants) arranged in ''still-life" collections. These were displayed in a Verivide light cabinet, with D65 illumination, and were viewed from a distance of less than 1m in all cases. The second collection was of outdoor scenes, taken in the quad of St Mary's college in St Andrews (to include trees, flowers, lawns) or on the beach (to include the beach, rocks). In all cases, fixation distances were of the order of several metres. 41 indoor and 13 outdoor scenes were included in the analysis. Examples of the images used are given in Fig. 6 .
Images were captured at a resolution of 1600 Â 1200 pixels. They were then calibrated to take account of the characteristics of the cameras. Firstly, images were calibrated using a camera calibration toolkit that is available online.
2 This allowed us to correct for lens distortions, calculate the effective focal lengths of the cameras, and to transform the images into a ''pinhole-camera" model. That is, the spatial location of each pixel in the image is described in terms of the visual direction through the centre of the lens that will project onto that pixel. The final resolution of the images was 1 pixel per arc minute of visual angle. The images were also calibrated to take account of the colour characteristics of the cameras, by capturing colour patches from a Macbeth Colorchecker DC chart, and using these to map RGB camera values to CIE LAB values (Hong, Luo, & Rhodes, 2001) . Subsequent analyses were performed on the luminance information only.
Results
For every location in a collection of 54 binocular images, the responses of a population of model binocular energy neurons were calculated. Fig. 7a shows the mean normalised energy response, as a function of the disparity relative to that of the unit producing the greatest response for each sample. These results are for filters tuned to horizontal disparity, with a frequency tuning of 2.4 cycles/degree, and for samples taken from within 0.5°of the centre of the indoor images. Also plotted is the mean response of the same filter to 1000 white noise samples with a disparity of zero. The shape of the tuning for relative disparity is broadly similar in each case, although for the natural images sample the extent to which the response is modulated by disparity is much reduced.
The width of the disparity tuning is plotted in Fig. 7b . Results are not plotted as the half-width at half-height, since responses did not drop to half of their maximum. The metric used instead was the difference in disparity between the units producing the maximum response, and that producing the response at the centre of the first trough in the response function. This is plotted as a function of image eccentricity, and the frequency tuning of the filter. Tuning width decreases with increasing frequency tuning, as expected, and is not affected by eccentricity. Fig. 7c plots the tuning width, for samples in the centre of the images, as a function of the frequency tuning. Results are plotted for indoor and outdoor scenes, in comparison with the width of the spatial receptive field of the even-symmetric filters, measured using the same metric. The tuning width for relative disparity is the same for the two classes of images, and is only slightly broader than the width of the central excitatory region of the underlying even-symmetric spatial filters. Fig. 7d plots the mean normalised energy response as a function of the absolute disparity tuning of the energy units. Again, results are for filters tuned to horizontal disparity, with a frequency tuning of 2.4 cycles/degree, and are plotted for samples taken from three different eccentricities, for the indoor images. Results are normalised by the maximum average response in each case, to facilitate comparison of the shapes of the functions. For samples taken from the centre of the image, the mean response for units tuned to zero disparity is greater than the mean response for units tuned to other disparities. This trend is not evident when one considers samples taken from locations away from the centre of the image. This result is consistent with the prediction that, at least in the centre of the image, disparities in the images are expected to be close to zero.
Results for units tuned to vertical disparities are shown in Fig. 8 . Fig. 8a and b show the relative disparity tuning width, plotted in the same way as in Fig. 7b and c. The modulation of the mean response as a function of disparity relative to that of the unit given the greatest response is the same for horizontal and for vertical disparity. The mean response as a function of absolute disparity tuning is given in Fig. 8c . Again, for central image locations, mean responses are greater for units tuned to zero disparity. The fall off in mean response for units tuned to other disparities is greater than was observed for horizontal disparities-falling to 90% of the maximum for horizontal disparities but 70% for vertical disparities. There is also evidence of a peak in the average response around zero disparity for samples taken from all three image eccentricities. These differences are consistent with the expectation that vertical disparities will tend to be smaller than horizontal disparities, at all locations in the image.
Results were also analysed in terms of the distributions of the preferred disparities of the units given the largest response for each sample. The distributions of these peak responses are plotted Fig. 6 . Examples of the stimuli used. The top row shows an indoor scene, the bottom row an outdoor scene. In each case, the left and centre images are arranged for uncrossed viewing, and the centre and right images for crossed viewing.
in Fig. 9 . Separate graphs are plotted for three different image eccentricities, and for indoor and outdoor scenes, so that the effects of these attributes can be assessed. Fig. 9a and d , which show results for the central regions of the images, demonstrate a clear peak around zero. That is, model neurons tuned to disparities close to zero were more likely to be the most responsive than model neurons tuned to other disparities. This result is in line with the predictions outlined above-small disparities are expected in the centres of images. Fig. 9b , e, and c, f, show histograms for increasingly eccentric image locations. It is clear that the peaks observed around zero for central image locations flatten rapidly as eccentricity is increased. Again, this is consistent with geometric predictions, since a broader range of distances (and hence disparities) is expected with increasing image eccentricity. Finally, comparing the two rows of graphs shows a clear effect of the type of image under consideration; at all eccentricities the peak around zero is more evident for the outdoor scenes than for the indoor scenes. Once more, this is as predicted-the outdoor scenes would be expected to contain objects at further distances, therefore producing smaller binocular disparities.
These results represent the purely binocular influence on the energy response, which was isolated by incorporating a stage of normalisation, described in Section 3. Fig. 10 highlights the importance of this normalisation by plotting the unnormalised responses in the same manner as Fig. 9 . It is clear that the maximum responses are spread evenly across the range of disparities assessed. This is to be expected, since the responses are determined by factors in addition to the disparities in the images Eq. (9). Fig. 11 plots results for two different directions of disparityhorizontal and vertical. Clearly, the results are more peaked for vertical disparity. Again this matches the predictions, since vertical disparities are expected to be much smaller than horizontal disparities.
Comparison with psychophysical data
The distributions of the disparity tuning producing the largest responses are in good qualitative agreement with the geometrical predictions of the distributions of disparity outlined earlier. The question now posed is whether these results can be used to understand the disparity tuning of the visual system. Two aspects of this tuning are addressed-the relative tuning to horizontal and vertical disparity, and the effect of image eccentricity. These were picked since they have clear and well-documented effects on Panum's fusional limit, a measure of the range of disparities over which binocular images may fused into a single percept.
Horizontal and vertical disparity
The distribution of responses for units tuned to vertical disparity is more sharply peaked around zero than the distributions for units tuned to horizontal disparity. This is in broad agreement with geometrical predictions (Hibbard, 2007; Read & Cumming, 2004;  Schreiber, Crawford, Fetter, & Tweed, 2001) . Schreiber et al. (2001) calculated that an optimal stereoscopic visual system should tolerate vertical disparities of up to 0.1°at the fovea, rising to 0.7°at an eccentricity of 3°. Fig. 12a plots the proportion of peak responses falling within the expected optimal tolerance range. In general, a majority of the maximum responses are produced by units tuned to disparities outside this range. Since these tolerance zones reflect the disparities that are predicted to be encountered, it is clear that these maximum responses do not solely reflect the underlying distributions of disparities.
The distributions of maximum energy responses can also be compared to Panum's fusional limit, a psychophysical measure of the range of disparities over which the left and right images are fused into a single percept. Qin, Takamatsu, & Nakashima (2006) estimated a fusional limit for horizontal disparities of 32-40 arcmin in the fovea. Fig. 12b plots the proportion of points lying within this limit, estimated as the central value of the stated range. The majority of maximum responses are found for units tuned to disparities outside these fusional limits. The exact link that we would expect between the fusional limit and the underlying disparity tuning is not clear, however, since depth perception, and therefore disparity processing, does occur for unfused stimuli, with disparities falling outside the fusional range. An analysis of the variation of the fusional limit between horizontal and vertical disparities, and with eccentricity, does however allow us to determine whether this variation corresponds to the changes in the distributions of disparities as a function of these factors. Qin et al. (2006) estimated the foveal fusional range for vertical disparities as between 19.2 and 25.6 arc min. Fig. 12b also plots the proportion of maximum responses for units tuned to vertical disparity that fall within this range. Again, the majority of maximum responses occur for units tuned to disparities outside the range. The proportion of points falling within the range is smaller for vertical disparities than for horizontal disparities. Thus, although the fusional range and the spread of maximum responses across disparity are both smaller for vertical than for horizontal disparity, the change in fusional range is not such that it incorporates a constant proportion of maximum responses for the two directions of disparity.
Image eccentricity
The distribution of maximum responses broadens as eccentricity increases. Again, this is in line with geometrical predictions, and is echoed by an increase in Panum's fusional limit with increasing eccentricity. Again, we can address the question of whether this increase in fusional limit is of an appropriate magnitude to accommodate the effects of eccentricity on the distribution of responses. The proportion of points lying with Panum's fusional limit, as a function of eccentricity, is plotted in Fig. 12c . Hampton and Kertesz's (1983) estimate that Panum's fusional limit is approximately 0.25°in the centre of the image, and increases at a rate of 0.13°of disparity per degree of image eccentricity, was used. This gives a different value from that reported by Qin et al. (2006) , reflecting differences in psychophysical techniques and criteria. Again, a majority of maximum responses occur for disparities larger than Panum's fusional range. The proportion of responses falling within the range increases with increasing eccentricity. It is clear then that, although there are qualitative similarities between the effects of disparity direction, and eccentricity in the images on Panum's fusional limit and the results found here, there are also clear marked differences when quantitative comparisons are made.
Comparison with physiological data
A recent comprehensive analysis of the disparity tuning of cortical cells in V1 found that the tunings of cells cluster around zero (Prince et al., 2002b) , as might be expected from the geometrical analyses of Read and Cumming (2004) and Hibbard (2007) . The range of peak tunings for horizontal disparity is not affected by eccentricity (Durand et al., 2002; Prince et al., 2002b) . However, the frequency of the disparity tuning function for individual neurons, which is inversely related to the breadth of disparity tuning, is negatively correlated with eccentricity in both V1 (Prince et al., 2002b) and MT (DeAngelis & Uka, 2003) . These results demonstrate that disparity tuning is broader at eccentric locations in the images, and thus that the range of disparities to which individual neurons respond increases with eccentricity.
Differences in the range of disparity tunings of cells tuned to horizontal and vertical disparity have been reported in physiological studies. Cumming (2002) found that cells are tuned to a wider range of horizontal disparities than vertical disparities. However, when we attempt to establish quantitative similarities, marked differences are evident between the geometrically predicted difference in the distributions of disparities, psychophysical estimates of the fusional limit, and the distributions of peak responses presented here.
The range of vertical disparities is expected to be an order of magnitude smaller than the range of horizontal disparities (Read & Cumming, 2004) . This contrasts with a 60% difference in Panum's fusional limit (Qin et al., 2006) and a difference of approximately 3-4 times in the range of horizontal and vertical disparities reported in physiologically studies (Cumming, 2002) . Some of the possible reasons for these discrepancies are discussed in the following section.
Conclusions
A general consensus has emerged in recent years that a simple energy-based correlation model forms the first stage of binocular processing. The experimental evidence upon which this consensus is built has typically derived from the use of artificial stimuli. If we are to make use of the substantial knowledge gained from such experiments in order to understand binocular vision in the real world, it is important to consider the properties of natural images, and how these are likely to affect the responses of binocular neurons. Two aspects of any natural binocular image, its luminance statistics and the local variation in disparity that it contains, were considered. Each of these was shown to have a potentially substantial impact on the likelihood with which an energy-based model can solve the binocular correspondence problem.
By making some simple assumptions about the structure of the environment, we are also able to predict the distributions of disparities that we would expect to see in natural scenes. In all cases, these predictions were reflected in the responses of the energy model. That is, the largest responses tended to occur for small disparities; the response distribution as a function of disparity increased with increasing image eccentricity; and these distributions were more narrowly tuned for vertical rather than horizontal disparity, and for outdoor scenes than for indoor scenes.
These predictions also have direct physiological and psychophysical corollaries. Observers fuse a greater range of horizontal than vertical disparities, and a greater range of disparities in eccentric rather than central image locations. Single cell recordings also demonstrate a clustering of preferred disparities around zero and tuning to a greater range of horizontal than vertical disparities.
Although the distribution of preferred disparities of neurons in V1 does not increase with eccentricity, the range of disparities that is encoded by individual neurons does. This would help to ensure that a relatively constant proportion of images would produce significant activation in individual neurons. As the distribution of expected disparities broadens, the disparity tuning of individual neurons would also have to broaden if they were to respond to a similar proportion of input stimuli. This is exactly the effect of eccentricity on the breadth of disparity tuning found in V1.
While clear qualitative links may be drawn between theoretically predicted disparity distributions, physiologically and psychophysically measured disparity tuning, and the model responses shown here, it was not possible to establish a close quantitative agreement. A number of factors are likely to contribute to this outcome. Firstly, the distributions of maximum responses do not reflect the underlying distributions of disparities directly. Normalised binocular energy responses will be affected by a number of factors in addition to disparity, including variations in disparity within the receptive fields of the units, and binocularly uncorrelated noise. This relates to the important point that the responses of cells in V1 represent only the first stage of disparity processing. Other reasons why close quantitative similarities might not be expected include the need of the visual system to accommodate inaccuracies in convergence and hence a wider range of disparities than might otherwise be expected, and the fact that binocular depth perception is possible beyond the range over which fusion occurs.
Despite such limitations, one interesting feature of the results is that the distribution of energy responses varies depending on whether we consider indoor scenes, containing relatively close objects, or outdoor scenes. It has been proposed that the range of disparities present in a pair of images could be used by the visual system as a cue to viewing distance (Glennerster, Rogers, & Bradshaw, 1998 ). This result shows that such a strategy would be feasible, and also that it would be possible to make estimates of viewing distance directly on the basis of the response of a population of energy-type neurons, without the need to scale disparities or even to solve the correspondence problem fully.
