We examine the information content of the CBOE Crude Oil Volatility Index (OVX) when forecasting realized volatility in the WTI futures market. Additionally, we study whether other market variables, such as volume, open interest, daily returns, bid-ask spread and the slope of the futures curve, contains predictive power beyond what is embedded in the implied volatility. In out-of-sample forecasting we find that econometric models based on realized volatility can be improved by including implied volatility and other variables. Our results show that including implied volatility significantly improves daily and weekly volatility forecasts, while including other market variables significantly improves daily, weekly and monthly volatility forecasts.
Introduction
Accurate volatility forecasts are crucial for portfolio optimization, options and derivatives pricing, value-at-risk modeling, and hedging. Forecasting volatility has traditionally been done using the generalized autoregressive conditional heteroscedasticity (GARCH) approach of Bollerslev (1986) and Engle (1982) , also in energy commodity markets (see e.g. Marzo and Zagaglia (2010) and Wei et al. (2010) ).
A breakthrough in volatility measuring was provided when Andersen and Bollerslev (1998) introduced realized volatility as the sum of squared intra-daily returns. This made volatility almost an observable variable which can be modeled straightforwardly with standard time-series techniques.
It has long been recognized that there are other sources of information about future volatility than realized volatility. A natural candidate is the market's expectation of future volatility, commonly referred to as implied volatility (IV) . Some previous studies (e.g. Lamoureux and Lastrapes (1993) ; Jorion (1995) ; Agnolucci (2009)) argue that forecasts obtained from implied volatility are both biased and inefficient.
Evidence that IV improves volatility forecasts has also been presented (e.g. Day and Lewis (1993) ; Szakmary et al. (2003) ; Doran and Ronn (2005) ; Agnolucci (2009) ).
According to Jorion (1995) , a failure to unearth IV's predictive power can only be interpreted in two ways; inefficient information processing in options markets or misleading test procedures. In highly liquid and transparent markets such as the WTI futures market the former is unlikely. Left is the latter, and in particular the discussion about the bias of the Black-Scholes (BS) formula (see e.g. Doran and Ronn (2005) ). A way to avoid this possible problem (and several others) is to use a volatility 2 index which is based on the market price of variance. Such an index was introduced for the WTI futures market in 2008 and is one of the main units of analysis in this paper. Volatility has also been linked to several other market variables. For instance, the relationship between volume and volatility is widely documented (e.g. Clark (1973) and Gallant et al. (1992) ). In addition to possibly improve volatility forecasts, including additional variables in the analysis can increase our understanding of the market.
Even though realized and implied volatility in equity markets has been extensively studied (see e.g. Bollerslev et al. (2013) and references within), much less work has been done in this field for commodity markets. This is particularly suprising for the oil market,considering the market's economic importance (Sadorsky, 2006) . Wang et al. (2008) studied the realized correlation between oil and gas markets and found the use of RV in energy markets to be highly appropriate, especially in areas such as volatility forecasting. Martens and Zein (2004) compared forecasts obtained from a long-memory model of RV with options-implied volatility for the WTI futures market.
They found that both RV and IV contain useful information in volatility forecasting.
Little work has been done regarding the WTI IV index, due to its recent inception.
An exception is Padungsaksawasdi and Daigler (2013) who studied the return-IV relation, and concluded that IV increases with negative returns.
In this paper we examine the role of both volatility implied from the OVX and observable market variables when forecasting volatility for the WTI futures market. We apply the simple HeterogenousAutoregRessive (HAR) model of Corsi The main findings can be summarized as follows. First, we find that including information from the OVX significantly improves the day-ahead and weekahead volatility forecasts. Second, the exogenous market variables improve volatility forecasts for daily, weekly and monthly horizons. Of the additional explanatory market variables, the daily returns is the most important factor to improve volatility forecasts.
The rest of the paper will unfold as follows. Section 2 provides a description of the WTI crude oil market and data (high-frequency data used for estimation of realized volatility, implied volatility index and other market variables). Chapter 3 presents the results and Chapter 4 concludes.
The data set and preliminary analyses

The data
The data used in this paper are obtained from the CME Group and contain all trades of WTI futures contracts made through the CME Globex electronic trading platform from May 16 2007 through May 15 2012, for a total of 173.4 million ticker observations. A single WTI futures contract represents 1000 bbl of oil for physical delivery in Cushing Oklahoma. Front month trading ends on the third business day prior to the 25th of the month prior to delivery. If the contract is held until expiry physical delivery must be undertaken during the following month according to the specifications in the contract. Rolling is set to happen on the business day prior to the 9th every month.
Trades happening more than 24 hours before closing and trading days with an early close (i.e before 16:15 ET) are also removed. 2 This leaves a total of 1246 trading days in the sample. In the next subsections we provide a detailed description and preliminary analyses of all the variables that will be used in the subsequent models. Andersen and Bollerslev (1998) proposed to use the realized variation as a proxy for the integrated variance. Realized variance can be written as the sum of squared intra-daily returns. Throughout this paper the measure realized volatility (RV) will be used and is defined as:
Realized volatility
where M is sampling frequency, i.e., the number of equally spaced intraday returns r 2 t,j used in calculation of RV ar t for a given day t.
To calculate the daily realized volatility, we first extract ticker prices prior to every minute over each trading day, i.e., the previous tick interpolation method, as recommended by Hansen and Lunde (2006) for theoretical reasons.
The choice of sampling frequency has a direct effect on the accuracy of the Realized Volatility (RV) measure. High sampling frequency is desirable and causes more information about the volatility of the underlying process to be captured. This 6 can be seen in the last two columns of table 1; the realized measures based on higher frequencies display a higher autocorrelation.
There are, however, upper boundaries for sampling frequency. As frequency increases, microstructure noise increases. The optimal sampling frequency depends ultimately on the market liquidity. Andersen et al. (2001) argue that for a liquid market (which WTI futures market clearly is) 5-minute sampling interval is optimal.
The same sampling frequency was chosen by e.g., Bandi and Russell (2006), Andersen et al. (2007) and Patton (2011) . We follow these authors and and use a sampling frequency of five mintues in this study. Figure 4 shows that there is no apparent monthly or weekly cycle in the RV measure. Although we study the WTI futures market at a daily frequency in this paper, we still provide some additional information about the market inferred from the high frequency data. Figure 4 (b) shows that early morning and mid-day has higher activity and volatility than the hours from 17:00 to 01:00 ET. There is an increase in volume and volatility at around 02:00 ET, which could represent markets opening in Europe and as markets open in the US there is another, even more distinct, rise in volatility and market activity. The drop at around 11:00 ET matches well with both markets closing in Europe and lunchtime in the US. However, we do not investigate intra-daily variations further. has become an important instrument for trading oil price volatility (Whaley, 2008) .
Implied volatility
The options underlying the OVX are options on the United States Oil fund (USO), an exchange traded fund (ETF) established to replicate the returns of the WTI benchmark price. This investment vehicle reduces transaction costs for investors seeking exposure to the oil price. Since USO needs a management and it is exposed to hedging risks it is unable to completely replicate the price of oil. This is obvious from 4 The rolling window for each month is publicly announced on the company website but further details about the rolling is not available to the market. It is therefore impossible to know the exact composition of the USO's contract holdings during this window other than it is likely to be shifting towards the second position.
Over the course of one month the fund will therefore be holding mainly second position contracts about half of the days and first position contracts the other half. Because both the underlying and the options are traded side by side in a very liquid market with minimal transaction costs, prices are likely to be highly synchronized.
It is therefore unlikely that the market will suffer from asymmetric information dissemination, which according to Jorion (1995) is a frequent source of measurement errors when investigating implied volatility.
Volume
Clark (1973) states that both traded volume and volatility are driven by the same underlying "news"-variable and will therefore be positively correlated. According to this theory, it is primarily the number of trades that will capture the content of this news variable. This relationship has been widely documented for stock markets for instance by Gallant et al. (1992) and Andersen (1996) .
The contract specifications in the WTI futures market disturb the information content of the volume variable because of the previously mentioned monthly cycle.
Volume on first position will start to decline as the contract nears expiry and volume on second position contract will increase as it closes in on first position as shown in figure 1. Rolling the contracts further away from expiry such as USO does, does little in removing this cycle. Therefore the volume traded is driven mostly by the structure of the market.
An alternative description of the volume-volatility relation, based on the microstructure theory described by O'Hara (1995) , is grounded in different types of traders with asymmetric information. The theory states that informed traders will prefer to trade larger quantities, therefore the trade size has information content for prices (Kim and Verrecchia, 1991) . However, this information can potentially be "hidden" by breaking a large trade into smaller parts, which according to (Chakravarty, 2001) , is a widely used tactics.
Either way, it is possible that number of trades and the size of trades provide different information and are therefore linked differently to the volatility in the WTI futures market. We therefore decompose volume into these two components. Figure   6 plots number of trades and average size of trades calculated for each day of the month. The figure shows that the cyclic variation in volume is mainly evident in the number of trades component. We removed the cyclical component by running regression with dummy variables for each day of the month.
Open interest
Open interest is a variable which shows how many bets market participants already in petroleum futures markets. Figlewski (1981) found that open interest is positively correlated with volatility in futures markets using a monthly average of open interest.
Since taking physical delivery of the oil is certainly not the goal of many of the subjects trading oil futures, open interest is a highly cyclical variable depending on the days to maturity of the contract, as described in the previous section. We remove the cyclical component in the same way as for number of trades. Doran and Ronn (2005) found a positive correlation between price returns and volatility in energy markets, contrary to the "leverage effect" found in equity markets.
Daily returns
Their explanation is it that higher commodity prices represents a threat to economic activity for energy importing countries. For oil markets this "inverse leverage effect" has been confirmed by Wei et al. (2010) who found significant indications of its existence in the ICE Brent market. However, together with Wang et al. (2008) , Agnolucci (2009) and Padungsaksawasdi and Daigler (2013) found no evidence of such effects in the WTI futures market. Padungsaksawasdi and Daigler (2013) also conclude that although behavioral theories proved weak explanations for returnvolatility relations in commodity markets they make more sense than the leverage hypothesis.
At a more fundamental level Kilian (2009) argues that changes in the oil price are primarily driven by the demand side and makes the distinction between precautionary demand and aggregate demand, pointing out their different effects on the US economy.
Precautionary demand with negative effects, and aggregate demand with positive effects. The author concludes that the price build up since late 1990s is mainly the result of aggregate demand while during instances of political instability prices are driven by precautionary demand.
We do not have strong expectations about the sign of the leverage effect. However, we expect that positive and negative returns might have different impact and we allow for this in our estimation.
Bid-ask spread
The bid-ask spread (BAS) has been found to have a positive correlation to price volatility (e.g. Bollerslev and Melvin (1994); Roll (1984) and Wang and Yau (2000) ).
The BAS is commonly divided into three components which it must cover. The processing cost of orders, the cost for market makers of holding the futures (i.e. the cost of hedging) and the cost of adverse information. The cost of processing orders through the Globex electronic trading platform is minimal, and the instruments available to market makers make hedging their portfolio efficient. The variation in cost of hedging will therefore be driven by the cost of variance which is reflected 15 in the OVX. One would therefore suspect some correlation between the BAS and the OVX. Our data set does not contain bid and ask quotes. therefore we use the effective spread (spread calculated from actual trades). Schultz (2000) and Huang and Stoll (1996) showed that the Roll-estimator (Roll, 1984) is an appropriate measure of spreads when applied to intra-daily data for liquid markets. Roll-estimator is based on the recognition that if trades fluctuate between spreads, returns will be negatively autocorrelated. The bid-ask spread is calculaed as follows:
where ∆P is the price difference between two consecutive trades and T is the number of trading pairs during the day.
Futures curve slope
According to Litzenberger and Rabinowitz (1995) the crude oil market is expected to exhibit backwardation. The cause is that owning an extractive resource is equal to owning a call option with a pay-off equal to the spot price and strike price equal to the extraction cost. The producer will therefore evaluate the price of this option against having oil out of the ground. Without backwardation, this option would not be exercised (hence, no production), just as an option on a stock without dividend would not be exercised before expiration. In times of high volatility this option becomes more valuable which in turn requires stronger backwardation for the option to be 16 exercised. The volatility should therefore be positively correlated with the degree of backwardation (Litzenberger and Rabinowitz, 1995) . Kogan et al. (2009) expand this theory based on a production economy framework.
By observing that since capital investments for oil production are irreversible, the supply of oil would also be inelastic and futures prices volatile. Since spot prices are affected by the degree of optimality of the production capital stock, the absolute value of the slope will be larger when there is a large deviation from this optimality. This leads to a V-shaped relationship between volatility and the shape of the futures curve.
In other words, an increasing degree of contango will also be positively correlated to volatility. The measure of the slope of the futures curve used by Kogan et al. (2009) is the following one:
where P t,6 is the latest price tick observable at day t for the 6th position and P t,3 for the 3rd position. In order to allow for the V-shaped relationship to be captured we will split the SL t variable into SL + t and SL − t after demeaning it: The RV measure seems to be noisier than the implied volatility measure. This should be expected since the OVX measure is the 30-day expected volatility while the RV is the instantaneous daily volatility.
Data summary
From the panel showing the slope of the futures curve it is apparent that over the period, the market was mainly in contango. Since the values have been demeaned, this graph has been shifted down and the dotted line shows the original zero-line. The variable appear to be well correlated to the RV and IV measures. It also indicates a positive correlation between the value of the slope and volatility, as was suggested by Kogan et al. (2009) . During and after the large price decline in the second part 5 For descriptive statistics see Table 12 in Appendix.
of 2009 the steep slope of the futures curve would indicate that there was a large discrepancy between the actual capital stock and the optimal capital stock after the large decline in price.
The bid-ask spread appears to be correlated to the volatility variables from the beginning of the period until about the end of the first quarter of 2009 which can be explained by the high OVX levels, as an indication of market makers' cost of hedging.
At that point the bid-ask spread settles at a low and narrow band. It is likely that this change is caused by a structural change in the market. For instance the entry of a more sophisticated market maker.
Another possible explanation is based on the observation that the reduction in bid-ask spreads happens at the beginning of the price recovery and when world markets displayed less turmoil. At this point it could be that market participants
were less uncertain about the direction of the market and that the role of adverse information was reduced. At the end of the period is seems that there is some increase again in the BAS. At that point in time prices had again reached historically high levels.
Results
This chapter first explains the HAR-RV model of (Corsi, 2009) . Then, the model is expanded by adding implied volatility and other explanatory variables. The resulting models are fitted to the sample values of daily, weekly and monthly RV using OLS regression. Each regression is performed for both the levels of RV and the first difference of RV. The models are then evaluated for out-of-sample predictions, again for the three different time-horizons and for both levels and first differences.
Model framework
The heterogeneous market hypothesis, postulated by Müller et al. (1997) , claims that the asymmetric behavior of volatility is based on trader's different time-horizons.
In brief, the short term trader will be influenced by both short term and long term volatility while a long term trader is not easily influenced by short term volatility.
This gives rise to HAR-RV model, which is an approximate long-memory cascading model of realized volatility (Corsi, 2009 ). According to Andersen et al. (2007) the model has shown remarkably good forecasting performance comparable to the much more complicated long-memory ARFIMA model.
Realized volatilities over different time-horizons are defined as a simple average of the daily quantities. Weekly realized volatility (with 5 trading days per week) is defined as:
where RV is the realized volatility measure defined by equation 1. Monthly volatility is defined analogously. The partial volatility process at each level of the cascade is assumed to be a function of past realized volatility at the same timescale and the expectation of the next period values of the longer term partial volatilities (except for the monthly timescale which only has the AR(1) structure). With latent partial volatility defined asσ
t the model is shown below:
where RV By recursive substitution of the partial volatilities and settingσ
t , the model can be written as follows:
From this process of latent volatility the time series model of realized volatility becomes:
where ω t+1d =ω
is a a three factor stochastic volatility model labeled HAR(3)-RV with a simple autoregressive structure enabling treatment of volatilities realized over different intervals. A benefit of having such a simple model is that it can easily be extended by adding additional regressors. 
Implementation
The HAR-RV model is extended by adding additional regressors, similarly in principle to what was done by Haugom et al. (2011) for the electricity market. Two main extensions are made; one using the IV measure, and one using the exogenous variables discussed in section 2. The specifications are shown in the following equations:
HAR-RV-IV:
HAR-RV-EX:
HAR-RV-IV-EX: represents the slope of the futures curve as specified by equations (4) and (5).
Additionally, the models are used to predict weekly and monthly RV. When doing so the definition in equation 6 is used. In other words the models are used to predict next week's average volatility and next month's average volatility.
As was mentioned in section 2. 
In-sample modeling
The models described in the previous section, together with the original HAR-RV model from equation 8, were estimated for the levels of RV and the percentage changes of RV. This was done for three different horizons, next day, next week and next month. The results are shown in Table 2, Table 3 and Table 4 . Table 2 shows the results for the day-ahead models. Firstly, it is clear that all three coefficients in the HAR-RV (1) model are highly significant. More weight is put on the variables with a shorter time horizon and it appears that one-day volatility has the strongest influence on the next day's volatility level in the WTI futures market.
This would be expected according to the model's underlying assumption that short term traders are mainly concerned about short term volatility.
When adding the IV variable in model (2) One can also observe an increase in the R-squared values for both models (2) and (3) which indicates that adding the variables improves the original model. This means that large returns (both positive and negative) increase volatility, but the increase is larger for negative returns, indicating a leverage effect.
The BAS measure also has a significant impact on volatility. However, as we can see from figure 7 there seems to be a structural change in the BAS from May 1 2009.
We therefore split the sample into two sub-samples. 6 We find that the coefficient is significant in the first sub-sample, but not in the second. This is not surprising since the behavior of the variable changed substantially at that time. This supports our assumption that the market structure changed at May 1 2009. One possible explanation would be the entry of a new market maker.
When combining all the variables in model (4) the R-squared value indicates that
both the IV and the EX measures contain additional information to that provided by the RV measures. By comparing the R-squared value for (2) and (3) it seems evident that the EX variables contain more information than the IV about next day volatility.
Additionally, the increase in R-squared values induced by the IV variable is similar regardless of whether the model contains EX variables or not, implying that the IV variable contains separate information from the EX variables.
In general, the same effects from adding the IV and EX variables are seen in the RV coefficients when the models are fitted to the percentage change of RV. Slightly different effects from adding the IV and EX variables can be inferred from the R-squared values. They suggest that the information content of the IV variable is larger when predicting change than levels. The same is seen for the EX variables when looking at the R-squared values in model (7).
The slope of the futures curve is unable to explain changes in volatility in model (7) and (8), but is a highly significant explanatory variable for levels of volatility seen in models (3) and (4).
Fitting the same four models to average RV over the next five days is presented in table 3. It is clear from (1) that the weight of the coefficients and the statistical significance is shifted towards the weekly measure of past volatility compared to when the model was fitted to daily values. When adding the IV variable, seen in model (2) the reduction of the RV coefficients is largest for the monthly measure but also substantial for the weekly and daily measure. In contrary to the daily horizon the effect of the monthly RV variable remains highly significant. It should also be noted that the IV measure is again the most important explanatory variable with the highest coefficient and significance.
In the case of estimating the model for weekly averages of RV, adding the EX variables still reduces all the RV coefficient but to a lesser extent than the IV variable.
From the R-squared values it is seen that the increase from (1) to either (2) or (3) When fitting the models to the first difference of weekly RV, model (5) in table 3 shows that the weight has been shifted towards the weekly measure of RV. Adding the IV measure induces the same effect as seen when fitted to RV values and the magnitude of all the RV-coefficients are reduced. Further, the effects from the EX variables, particularly in the OI variables, are slightly stronger in a statistical sense.
The in-sample fittings of the models to monthly RV measures are presented in table 4. For the monthly time-horizon the effect of the long term component of the time-series is the one with the highest significance and highest coefficient. This is evident for both levels and the first difference of the monthly RV.
Adding the IV variables, as seen in model (2), again reduces all coefficients and it becomes the main explanatory variable. The biggest reduction is now seen in the weekly RV measure but its statistical significance as well as the size of the coefficient is lower than when fitting the model to daily and weekly measures of RV.
The effect of adding the EX variables, as seen in model (3) of table 4, reduces the RV coefficients to a less extent than for the daily and weekly horizon. The negative returns and the BAS variable are still highly significant. Additionally, the effect from the number of trades becomes significant. Of the return variables only the negative returns now have any explanatory power. In addition, the number of trades has a significant impact when the models are estimated for the monthly measure of volatility.
The model combining both IV and EX variables (4) displays a higher R-squared value than models (1), (2) and (3). But the increase from adding the IV variable, seen from (3) to (4), is much less than what was observed for the daily and weekly 28 horizon. This could indicate that when it comes to a monthly horizon the IV variable has less additional information to that provided by the HAR-RV-EX model.
For the first difference of monthly volatility, as seen in models (5)- (8) (2)- (4) and (6)- (8) are extensions of the model proposed by Corsi (2009) 
HAR-RV HAR-RV-IV HAR-RV-EX HAR-RV-IV-EX HAR-RV HAR-RV-IV HAR-RV-EX HAR-RV-IV-EX
(1) 
Out-of-sample forecasting
Out-of-sample predictions are used to make direct comparisons of the performance of the models relative to the actual values of the time series.
The choice of estimation-window for out-of-sample predictions will affect how the models are performing. On the one hand a larger window will make the model estimates more reliable as the underlying data sample increases and on the other hand a large window make the model less adaptable to changes in the market. Table   5 displays the mean squared error (MSE) for predictions made by two of the model specifications when using four different rolling windows. The numbers indicate that a two year window is preferable. Based on this crude comparison, a two year window rolling window is chosen for subsequent out-of-sample predictions.
In order to evaluate the relative performance of volatility models Mincer and Zarnowitz (1969) suggested running a regression as described by the following equation:
where RV t+1 is the observed realized volatility at t+1,v M odel1,t is the forecast obtained The regressions in table 9 show that when predicting RV one day ahead, adding both IV and EX variables significantly improves forecasting. When comparing the HAR-RV-IV model and the HAR-RV-EX the regression is inconclusive. This shows that the performance of the two models is comparable in making predictions. The coefficients indicate that the IV is slightly better at predicting the level of volatility, while the EX variables are slightly better at predicting the one-day change in volatility.
When comparing the combined model to the other models the tests all show that the 7 Additional comparison statistics such as the mean square error (MSE) and the mean absolute error (MAE) for RV t+1 and ln( RVt+1 RVt ) predictions can be found in the Appendix. combined model outperforms the other models.
In the comparisons of the predictions of the various models for the one week When comparing the monthly predictions seen in Table 11 a similar pattern to the one in 10 is seen. The EX variables clearly contribute more to the precision of the predictions than the IV variables. When comparing the predictions of the HAR-RV-IV and the HAR-RV-EX it is evident that the latter is performing better for both levels and differences. Nevertheless, the IV variable still leads to an improvement to the HAR-RV-EX model when levels are predicted. When predicting changes the combined model does not perform any better than the simpler HAR-RV-EX model.
Conclusion
In this paper we combine realized volatility with implied volatility (IV) and other explanatory market variables (EX) in a forecasting model based on the HAR-RV model described by Corsi (2009) . As a proxy for IV the oil volatility index published by the CBOE is used. Market variables added to the model are volume, open interest, daily returns, the bid-ask spread and the slope of the futures curve.
Our results show that the HAR-RV model fits the RV time series significantly better when both the IV and EX variables are added to the model. The effect of adding the IV variable is strongest when the model was fitted to next-day levels and weakest when the model was fitted to next-month percentage changes in RV. The effect of adding the EX variables is stronger for the longer horizons than the short.
The daily return variables have highly statistically significant effects for both RV levels and differences for all time-horizons. The bid-ask spread and the slope of the futures curve also have significant effects when modeling realized volatility for WTI futures.
The results for the out-of-sample forecasting shows that the largest improvement is obtained by adding both the IV-measure and the EX variables. Implied volatility is the strongest driver for short-term predictions, whereas other market variables (particularly the bid-ask spread) are most relevant for long-term forecasts.
This work shows that including implied volatility and other market variables improves volatility forecasts for the WTI futures market. An additional finding is that leverage effects (the relationship between past returns and volatility) is very different from the one found in equity markets. It has a V-shape, meaning that large returns (both positive and negative) increase volatility in this market. We suggest the leverage effect for oil, as well as other commodities, to be investigated further. 
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