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ON THE ADDITIVITY OF STRONG HOMOLOGY FOR LOCALLY COMPACT SEPARABLE
METRIC SPACES
NATHANIEL BANNISTER, JEFFREY BERGFALK, AND JUSTIN TATCHMOORE
ABSTRACT. We show that it is consistent relative to a weakly compact cardinal that strong homology is additive
and compactly supported within the class of locally compact separable metric spaces. This complements work
of Mardesˇic´ and Prasolov [1] showing that the ContinuumHypothesis implies that a countable sum of Hawaiian
earrings witnesses the failure of strong homology to possess either of these properties. Our results build directly
on work of Lambie-Hanson and the second author [2] which establishes the consistency, relative to a weakly
compact cardinal, of limsA = 0 for all s ≥ 1 for a certain pro-abelian group A; we show that that work’s
arguments carry implications for the vanishing and additivity of the lims functors over a substantially more
general class of pro-abelian groups indexed by NN .
1. INTRODUCTION
Among the more prominent homology theories defined for general classes of spaces is strong homology.
This theory exhibits a number of desirable features:
• It satisfies the Eilenberg-Steenrod axioms for paracompact pairs (X,A) and, hence, coincides with
singular homology on the category HCW of spaces having the homotopy type of a CW complex.
• It coincides with Steenrod homology on the category MC of metric compacta.
• It is strong shape invariant.
Two further such features, defined just below, were the focus of Mardesˇic´ and Prasolov’s 1988 study [1].1
Definition 1. A homology theory H∗ is additive on the class C of topological spaces if for every natural number
p and every family {Xα |α ∈ A}with each Xα and
∐
A Xα in C, the map
i∗p :
⊕
A
Hp(Xα)→ Hp(∐
A
Xα)
induced by the inclusion maps iα : Xα →֒ ∐A Xα is an isomorphism.
A homology theory is compactly supported on the class C of topological spaces if for every natural number
p and X ∈ C, the inclusion maps iKK ′ : K → K ′ and K → X among compact subsets K,K ′ of X induce an
isomorphism
colim(Hp(K), i
∗
KK ′)→ Hp(X).
Mardesˇic´ and Prasolov succeeded in showing that if the Continuum Hypothesis is assumed then strong
homology fails to exhibit either of the above properties, even on so restricted a class as that of the closed
subsets of R3. Since that time, the obvious complementary questions have remained open, namely, those
of whether it is consistent with the ZFC axioms for strong homology to be additive, or to have compact
supports, on any natural class of topological spaces properly extending MC. These appear as Questions 7.3
and 7.4 of [2], for example (see also that work’s introduction for a fuller history of this problem). Our main
theorem provides an answer to both these questions.
Theorem 1. If the ZFC axioms are consistent with the existence of a weakly compact cardinal, then the ZFC axioms
are consistent with the assertion that strong homology is compactly supported, and therefore additive, on the class of
locally compact separable metric spaces.
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1The additivity property was introduced in Milnor’s [3]; the property of having compact supports may first have appeared in [4,
Exercise IX.C.1].
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In the process of arguing Theorem 1, we will in fact show that on the class of locally compact separable
metric spaces (or, equivalently, locally compact Polish spaces), the two aforementioned questions are one
and the same; see Theorem 3 below. Our main theorem, in consequence, is in some sense sharp: Lisica in [5]
exhibited two separable metric spaces on which strong homology fails in ZFC to have compact supports,
but neither of those examples is locally compact. A restriction to metric spaces, similarly, is dictated by
Prasolov’s non-metrizable ZFC counterexample to the additivity of strong homology [6].
Our witness to Theorem 1 is the model VP of [2], in which P is a finitely supported iteration of Hechler
forcings which is of weakly compact length. Our proof has four main components. In the first, we introduce
algebraic objects, Ω-systems of abelian groups, which capture the computational core of the questions listed
above. In the second, we show that the arguments of [2] generalize from their original target of a single
inverse system A to apply to all Ω-systems of abelian groups. In our third step, we conclude from these
arguments that, in VP, the higher derived limit functors lims are additive in the context of Ω-systems of
abelian groups. In our fourth and concluding step, we show that this form of additivity is equivalent both
to strong homology being additive, and to strong homology having compact supports, on the category of
locally compact separable metric spaces.
Before beginning, we note one further appealing aspect of our results. In anymodel of set theorywitness-
ing Theorem 1, two of the main homology theories extending Steenrod homology beyond the class of metric
compacta coincide on the category of locally compact separable metric spaces; each theory thereby inherits
the known desirable features of the other. These two theories are strong homology and Steenrod-Sitnikov
homology. The latter is simply defined as the compactly-supported extension of Steenrod homology; it was
introduced largely to witness the duality theorem we cite just below [7, 8]. We collect these effects in the
following corollary; here and below, we restrict our attention to integral homology groups.
Corollary 1. If the ZFC axioms are consistent with the existence of a weakly compact cardinal, then the ZFC axioms
are consistent with the following:
• Steenrod-Sitnikov homology is strong shape invariant on the category of locally compact separable metric
spaces.
• Strong homology satisfies Sitnikov duality for any locally compact subspace of a sphere (see [8, p. 80]).
• On the category of locally compact separable metric spaces, the Steenrod-Sitnikov and strong homology the-
ories coincide, and are axiomatized by the axioms for Steenrod homology together with the axiom of compact
supports.
The corollary is immediate from Theorem 1 together with the definitions and assertions in the first pages,
e.g., of [1, 8]. It may be read as describing a highly canonical homology theory in any model witnessing
Theorem 1.
2. BACKGROUND AND PRELIMINARY DEFINITIONS
We will use ω to denote the set of nonnegative integers. Let Λ be a partial order and s ∈ ω. If ~x ∈ Λs+1
and i ≤ s, we define ~xi := (x0, . . . , xi−1, xi+1, . . . , xs). If σ is a permutation, we let sgn(σ) = 1 if σ is even
and −1 if σ is odd. We will write σ~x to denote the result of permuting the coordinates of ~x with σ so that
the ith coordinate of σ~x is xσ(i). Recall that a partial is a lattice if each pair of elements x, y has a least upper
upper bound x ∨ y and greatest lower bound x ∧ y. If ~x is an s + 1-tuple of elements of a lattice, we will
write ∧~x for
∧s
i=0 xi. If x, y ∈
ωω, we will write x ≤ y to mean x(i) ≤ y(i) for all i ∈ ω. We will use Ω to
denote the lattice (ωω,≤).
Suppose that G = (Gx, px,y, Λ) is an inverse system of abelian groups where Λ is a lattice. If ~x ∈ Λs, let
G~x denote G∧~x. Similarly, p~x,~y will be used to denote p∧~x,∧~y. An element Φ ∈
∏
~x∈Λs G~x is alternating if
whenever σ is a permutation of s and ~x ∈ Λs, Φσ~x = sgn(σ)Φ~x. If s ≥ 0, let C
s
alt(G) denote the set of all
elements of
∏
~x∈Λs+1 G~x which are alternating. Define C
−1
alt(G) := limG and C
s
alt(G) = 0 if s < −1.
For each s ≥ 0 define δ : Csalt(G)→ Cs+1alt (G) by
δΦ(~x) :=
s∑
i=0
(−1)ip~x,~xi(Φ(~x
i)).
Additionally, define δ : limG→ C0alt(G) by δΦ(x) = px(Φ)where px : limG→ Gx are the maps associated
to the inverse limit. It is routine to verify that δ2 = 0 and hence that (C∗alt(G), δ) is a cochain complex. We
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note that limsG is isomorphic to Hsalt(G) [9, Corollary 11.47]; we will treat this as our working definition
of limsG.
3. Ω-SYSTEMS OF ABELIAN GROUPS
In this section we will introduce some specialized terminology and symbols which will render the results
of later sections easier to state. The main notion introduced here is that of an Ω-system of abelian groups;
these appear in calculations of the strong homology groups of countable disjoint unions of compact metric
spaces.
AnΩ-system of abelian groups G is specified by an indexed collection {Gn,k | n, k ∈ ω} of finitely generated
abelian groups along with compatible homomorphisms pn,j,k : Gn,k → Gn,j for each n and j ≤ k. Such
data gives rise to the following additional objects:
• For each x ∈ Ω define Gx :=
∞⊕
n=0
Gn,x(n) and Gx :=
∞∏
n=0
Gn,x(n). We regard Gx as a subset of Gx.
• For each x ≤ y ∈ Ω a homomorphism px,y : Gy → Gx defined by px,y :=∏∞n=0 pn,y(n),x(n).
Observe that px,y mapsGy intoGx. We will denote the inverse system (Gx, px,y,Ω) byG and (Gx, px,y,Ω)
by G.
Finally, defineGk to be the inverse system indexed byΩwhere (Gk)x consists of the elements ofGx with
support contained in the kth coordinate. A crucial point in what follows is the fact that G ∼=
⊕
k∈ωGk in
the category of pro-abelian groups.
We will see in Section 7 that the question of the lims-additivity of Ω-systems is deeply related to that of
the additivity of strong homology. For now, to provide intuition, we merely state where Ω-systems arise.
Given compact metric spaces {Xn | n ∈ ω}, we have a resolution of each Xn as a sequence of compact
polyhedra Xn,k. For any given s, we obtain an Ω-system of abelian groups G by taking the homology
pro-groups Hs of these resolutions. There is also a standard, related way of constructing a resolution of∐
n∈ω Xn (see e.g. [1, Theorem 6]). For s as above, the pro-group G is the sth homology pro-group of this
resolution.
A classical obstruction to the additivity of strong homology is the vanishing of the higher derived limits
of the pro-abelian group A, given by the Ω-system A in which An,k = Z
k and pn,j,k : Z
k → Zj is the
projection onto the first j coordinates. A is denoted B in, e.g., [1], [2].
4. HIGHER COHERENCE AND THE DERIVED LIMIT lims
The study of the triviality of coherent families of functions indexed by ωω dates to [1]; there, Mardesˇic´
and Prasolov showed that the additivity of strong homology implies that every coherent family is trivial.
Higher-dimensional variants of these notions were introduced in [10]; these encoded the behaviors of the
higher derived limits associated to the system A described above. In this section, we further generalize
these notions to s-coherence and s-triviality for arbitraryΩ-systems G, and we analyze their relationship to
these systems’ associated higher derived limits.
Fix an Ω-system of abelian groups G and an s ≥ 1. We say that Φ ∈ Cs−1alt (G) is an s-coherent family for
G if δΦ is an element of Csalt(G). Φ is an s-trivial family for G if there is a Ψ ∈ C
s−1
alt (G) such that δΨ = 0
and Ψ−Φ ∈ Cs−1alt (G). If G is clear from context, we will simply write “Φ is s-coherent” or “Φ is s-trivial.”
Observe that Φ is s-coherent if and ony if it represents an element of lims−1G/G. Similarly Φ is s-trivial if
and only if it represents an element of the range of the map lims−1G→ lims−1G/G. We will often consider
the subfamilies Φ ↾ X of such Φ associated to some subset X of Ω. By Lemmas 2 and 3 below, when X is
≤∗-cofinal, conclusions about these subfamilies tend to apply to Φ itself.
Remark 1. If G is the system Amentioned before, then the above definition of s-trivial is equivalent to the
one given in [2, Lemma 2.5]. The two definitions agree when lim1G = 0 but in our general setting the
present definition seems more appropriate. To see that such limits may indeed fail to vanish, consider the
Ω-system Z in which Zn,k = Z and pn,k,k+1(z) = 2z; in this case, lim
1 Z =
∏
ω Z2/Z 6= 0. Such systems
arise in the computation of the strong homology groups of sums of dyadic solenoids.
Though the behavior of lim1G may vary with our choice of Ω-system G, the following lemma shows
that its higher derived limits will not.
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Lemma 1. Let G be anΩ-system of abelian groups. If s ≥ 2, then limsG = 0.
Proof. Let G and s ≥ 2 be fixed. Observe that G =
∏
∞
k=0Gk. By [9, Theorems 11.52 and 14.9], lim
nGk = 0
for all k. By [9, Corollary 12.15],
limsG = lims
∞∏
k=0
Gk =
∞∏
k=0
limsGk = 0.

For each n ∈ ω, define x ≤n y to mean that x(i) ≤ y(i) whenever n ≤ i. If x ≤n y for some n, then we
write x ≤∗ y.
Lemma 2. If X ⊆ Ω is ≤∗-cofinal, then X is ≤n-cofinal for some n.
Proof. Suppose not. For each n, let yn ∈ Ω be such that there is no x ∈ X with yn ≤n x. Define y ∈ Ω by
y(n) = max{y(i) | i ≤ n}, noting that yn ≤n y for all n. By assumption, there is an x ∈ X and n such that
y ≤n x. But now yn ≤n y ≤n x, a contradiction. 
The next lemma generalizes [2, Lemma 2.7] and will play a similar role in our generalization of that
work’s results.
Lemma 3. Let G be an Ω-system of abelian groups. If X ⊆ Ω is ≤∗-cofinal, Φ is an s-coherent family for G, and
Φ ↾ X is s-trivial, thenΦ is s-trivial.
Proof. By Lemma 2, X is ≤n-cofinal for some n. Fix Ψ ∈ Cs−1alt (
⊕
i<nGi) and Θ ∈ C
s−1
alt (
⊕
i≥nGi) such that
Φ = Ψ + Θ. Since Φ ↾ X = Ψ ↾ X + Θ ↾ X, the family Θ ↾ X is s-trivial. Hence by [9, Theorem 14.9], Θ is
s-trivial. Since Ψ ∈ Cs−1alt (G), it too is s-trivial, concluding the proof. 
The next lemma records the relationship between the triviality of s-coherent families for G and the van-
ishing of the derived limits ofG. It may be read as asserting that lims+1G = 0 if and only if every s-coherent
family for G is s-trivial.
Lemma 4. Let G be an Ω-system of abelian groups and s ≥ 1. lims+1G = 0 if and only if the natural map
limsG→ limsG/G is a surjection.
Proof. By Lemma 1, lims+1G = 0. The conclusion now follows from the exactness of the portion
limsG→ limsG/G→ lims+1G→ 0
of the long exact sequence associated toG/G. 
5. A VANISHING THEOREM FOR limsG
In this section, we prove a generalization of the main result in [2]: we show that if κ is weakly compact
then a length-κ finitely-supported iteration of Hechler forcings forces that for any s ≥ 1 and Ω-system G,
every s-coherent family for G is trivial. Recall that Hechler forcing consists of pairs q = (tq, fq) where
fq ∈ ωω and tq is a finite initial part of fq. We will refer to tq as the stem of q. Define r ≤ q if tq is an initial
part of tr and fq ≤ fr.
We will let Pκ denote the finite-support iteration of Hechler forcing of length κ. In other words, elements
of Pκ are finite functions qwith domain contained in κ such that if α ∈ dom(q) then q(α) is a nice Pα-name
for a Hechler condition. For α < κ, we let h˙α denote the αth Hechler real.
Theorem 2. If κ is a weakly compact cardinal, then Pκ forces that whenever G is anΩ-system of abelian groups and
s ≥ 2, then limsG = 0.
Proof. By Lemma 4, it will suffice to show that Pκ forces that for any Ω-system G and s ≥ 1 the natural
map limsG→ limsG/G is a surjection. By our remarks above, this is equivalent to showing that Pκ forces
for each such s and G that every s-coherent family for G is s-trivial. As noted, this fact for the system
G = A comprises the main result of [2]; our proof of Theorem 2 will consist in showing that, with minor
modifications, the argument of [2] in fact applies to anyΩ-system of abelian groups G.
We will argue the cases of s = 1 and s > 1 separately. Before beginning, we will recall the combinatorial
mainspring of both of these cases, namely, a higher-dimensional ∆-system lemma packaging some of the
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large cardinal effects of κ on indexed families of conditions in Pκ. We then treat the case of s = 1. The
cases of s > 1 involve increasingly elaborate combinations of “error-terms”; to describe these effectively
will require some further preparatory remarks, which will heavily reference [2]. Portions of our argument
will even follow [2] verbatim.
The argument-strategy in all cases is the following: we will show that for any q ∈ Pκ forcing that some
family Φ˙ for some Ω-system G˙ is s-coherent, there exists a q∅ ≤ q and a Pκ-name B˙ such that
q∅  “B˙ is a cofinal subset of κ and Φ˙ ↾ {h˙α | α ∈ B˙} is s-trivial”.
As any Pκ-condition forcing that B˙ is cofinal in κ forces also that {h˙α | α ∈ B˙} is ≤∗-cofinal in Ω, this will
imply Φ˙ to be s-trivial by Lemma 4 above. For ease of reading, we will tend to abbreviate the indices
hα organizing our argument as α, writing Φα,β in place of Φ(hα,hβ) and pα∧β,β for the bonding map
Ghβ → Ghα∧hβ , for example. Relatedly, we will write Φ ↾ B for families Φ ↾ {hα | α ∈ B} as above. Within
such a framework, the utility of the following lemma should be easy to imagine.
Lemma 5 ( [2]). Let n be a positive integer and let {q~α | ~α ∈ [κ]
n} be a family of conditions in Pκ, a length-κ
finite-support iteration of Hechler forcings. Let u~α = dom(q~α). Then there is an unbounded set A ⊆ κ, a family
〈u~α | ~α ∈ [A]
<n〉, a natural number ℓ, and a set of stems 〈ti | i < ℓ〉 such that
(1) |u~α| = ℓ for all ~α ∈ [A]
n, and if η is the ith element of u~α then tq~α(η) = ti.
(2) A and 〈u~α | ~α ∈ [A]
≤n〉 satisfy
(a) for all ~α ∈ [A]<n,
(i) if β ∈ A and ~α < β, then u~α < β,
(ii) if ~β ∈ [A]≤n satisfies ~α ⊑ ~β, then u~α ⊑ u~β,
(iii) the set {u~α⌢〈β〉 | β ∈ A\(max(~α) + 1)} forms a ∆-system with root u~α;
(b) for allm ≤ n and all ~α, ~β ∈ [A]m,
(i) |u~α| = |u~β|, and
(ii) if ~α and ~β are aligned, then u~α and u~β are aligned. (Two finite sets of ordinals u and v are
aligned if |u| = |v| and |u ∩ α| = |v ∩ α| for all α ∈ u ∩ v.)
(3) q~β ↾ u~α = q~γ ↾ u~α for all ~α ∈ [A]
<n and ~β,~γ ∈ [A]n such that ~α ⊑ ~β and ~α ⊑ ~γ.
The lemma is a combination of Lemmas 3.3 and 4.3 in [2].
We now argue the case of s = 1. Let q ∈ Pκ force that Φ˙ is 1-coherent for G˙. By the above remarks,
we may, for simplicity, take Φ˙ to be a sequence of Pκ-names {Φ˙α | α ∈ κ} with each Φ˙α in G˙h˙α . Let
A0 = κ\(max(dom(q)) + 1); much as in the proof of [2, Theorem 4.5], we begin by fixing for each α < β in
A0 a qαβ ≤ q and nαβ ∈ ω for each α < β in A0 such that
qαβ  “h˙α ≤ h˙β and Φ˙α(n) = p˙αβ(Φ˙β)(n) for all n > nαβ”.
This is possible because q forces that Φ˙ is 1-coherent. Applying the weak compactness of κ, we thin A0 to
a cofinal A1 ⊆ A0 such that nαβ equals some fixed n for all α < β in A1. We then apply Lemma 5 to the
collection 〈qαβ | (α,β) ∈ [A1]2〉 to find a cofinal A ⊆ A1, u∅, 〈u〈α〉 | α ∈ A〉, ℓ, and 〈ti | i < ℓ〉 as in the
statement of the lemma.
Let q∅ = qα,β ↾ u∅ for some α < β in A. Similarly, for each α ∈ A choose some β > α in A and
let qα = qα,β ↾ uα. By Lemma 5, these definitions are independent of our choices. Observe also that as
q∅ =
⋂
(α,β)∈[A]2 qα,β and each qα,β ≤ q, we have that q∅ ≤ q. Let B˙ be a P-name for the set of α ∈ A
such that qα ∈ G˙, where G˙ is the canonical Pκ-name for the Pκ-generic filter. This is the q∅ and B˙ we seek,
as described above.
Claim 1. q∅  “B˙ is cofinal in κ”.
Proof. Fix r ≤ q∅ and n < k; it will suffice to find an α ∈ (A\η) such that r and qα are compatible. To this
end, note that as 〈u〈α〉 | α ∈ A〉 forms a ∆-system, there exists an α ∈ (A\η) with u〈α〉\u∅ ∩ dom(r) = ∅.
Since qα ↾ u∅ = q∅ and q∅ ≥ r, the conditions qα and r are indeed compatible, as desired. 
Claim 2. q∅ forces that, for all α < β in B˙, there is a γ ∈ (A \ β + 1) such that qα,γ and qβ,γ are in G˙.
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Proof. Fix r ≤ q∅ and α < β such that r forces both α and β to be in B˙. By the definition of B˙, we may
assume that r extends both qα and qβ. It then suffices to find a γ ∈ (A \ β + 1) such that r, qα,γ, and
qβ,γ all have a common extension r
′. By construction, the families
{
u〈α,γ〉 \ u〈α〉
∣∣ γ ∈ (A \ β + 1)
}
and{
u〈β,γ〉 \ u〈β〉
∣∣ γ ∈ (A \ β+ 1)
}
each consist of pairwise disjoint sets. We can therefore find a γ ∈ (A\β+1)
such that (u〈α,γ〉 \ u〈α〉) ∩ dom(r) = ∅ and (u〈β,γ〉 \ u〈β〉) ∩ dom(r) = ∅. By item (2.b.ii) of Lemma 5, the
domains u〈α,γ〉 and u〈β,γ〉 are aligned, hence by item (1) of that lemma, the stems in qα,γ and qβ,γ match
whenever their domains intersect. Any lower bound (see [2, Lemma 4.1]) for r and qα,γ and qβ,γ is then
an r ′ such as we had sought. 
Fix now a Pκ-generic filter with q∅ ∈ G. We work in V [G]; undotted names will denote their interpreta-
tion therein. We claim that the family Ψ defined for each α ∈ B by
Ψα(k) =
{
0 k ≤ n
Φα(k) k > n
1-trivializes Φ ↾ B. Only that δΨ = 0 is less than obvious. Observe, though, that δΨα,β(k) = 0 for all
α < β in B and k ≤ n. For α < β in B and k > n, fix a γ as given by Claim 2; that claim together with the
definitions of qα,γ and qβ,γ implies the following:
δΨα,β(k) = pα∧β,β(Ψβ)(k) − pα∧β,α(Ψα)(k)
= pα∧β,β ◦ pβ,γ(Ψγ)(k) − pα∧β,α ◦ pα,γ(Ψγ)(k)
= pα∧β,γ(Ψγ)(k) − pα∧β,γ(Ψγ)(k)
= 0 .
This concludes the argument of the case s = 1.
One consequence of the above argument is a lemma which we will apply in the following section; we
pause to record it:
Lemma 6. The following is forced by Pκ: for every c : [κ]
2 → ω there is a cofinal B ⊆ κ and n ∈ ω such that for
every α < β ∈ B, there is a γ > α,β such that c(α, γ) = c(α,β) = n and hα, hβ ≤ hγ.
To see this, let q ∈ Pκ force that c˙ is a function [κ]2 → ω and proceed as above: choose for each α < β in
A0 = κ\(max(dom(p)) + 1) a qα,β ≤ q and nαβ such that
qαβ  “h˙α ≤ h˙β and c˙(α,β) = nαβ”.
The argument through to Claim 2 then applies unchanged, and proves the lemma.
For the cases of s > 1, our argument-strategy will be the following: let q force that Φ˙ ∈ C˙s−1alt (G˙) is
s-coherent for G˙, or in other words that δΦ˙ ∈ C˙salt(G˙). We will define a q∅ ≤ q and Pκ-names B˙ and Θ˙ such
that
q∅  “B˙ is a cofinal subset of κ and Θ˙ ∈ C˙
s−1
alt (G˙) and δ(Θ˙ ↾ B˙) = δ(Φ˙ ↾ B˙)”.(1)
Clearly, q∅ then forces that δ((Φ˙ − Θ˙) ↾ B˙) = 0, and hence that Ψ˙ ↾ B˙ := (Φ˙ − Θ˙) ↾ B˙ is an s-trivialization of
Φ˙, as desired.
The terms of the family Θ˙ ↾ B˙ are defined from differences among the terms of the family Φ˙; as noted,
these definitions grow increasingly elaborate as the parameter s rises. Wewill follow the scheme introduced
in [2] for describing them; recalling it will occupy the next two pages.
Definition 2. For any nonempty τ in [κ]<ω, a subset-initial segment of τ is a sequence σ1 ⊆ · · · ⊆ σm ⊆ τ
such that
• m ≤ |τ| and
• |σi| = i for all i with 1 ≤ i ≤ m.
We write ~σ ⊳ τ to indicate that ~σ is a subset-initial segment of τ. Ifm = |τ|, then we call ~σ = 〈σ1, · · · , σm〉 ⊳
τ a long string or long string for τ.
Fix now an Ω-system G and suppose that 〈hα | α < κ〉 is an injective sequence of elements of ωω.
Suppose that for each positive integer s the familyΦs = {Φ~α | ~α ∈ [κ]
s} is s-coherent for G, where each such
Φ~α is an element of Gf, where f = ∧i<s hαi . Let
~Φ denote the family {Φ~α | ~α ∈ [κ]
<ω, ~α 6= ∅}. Suppose
also that to each nonempty τ ∈ [κ]<ω we have assigned an ordinal ατ < κ in such a way that
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• if τ = {η}, then ατ = η and
• if ρ ( τ, then αρ < ατ.
Given a nonempty τ ∈ [κ]<ω and subset-initial segment ~σ ⊳ τ, write ~α[~σ] to denote the sequence 〈ασi | 1 ≤
i ≤ |~σ|〉; note that this sequence is increasing by assumption. We will also sometimes write ~α(τ) to denote
the increasing sequence enumerating τ.
For ~α ∈ [κ]<ω of length at least two, let
e
~Φ(~α) =
∑
i<|~α|
(−1)iΦ~αi
When the family ~Φ is clear from context, it will be omitted from the superscript above. Observe also that,
for obvious reasons, we have notationally suppressed the bonding maps p∧j∈s αj,∧j∈s\{i} αj rendering the
above sum meaningful; we will continue to do so below.
Since each family Φs is s-coherent, the function e(~α) is finitely supported for any ~α ∈ [κ]<ω of length at
least two. We write e(~α) for the restriction of e(~α) to its support.
We now record a series of formal equalities. First, for all ~α ∈ [κ]<ω of length at least three, let
de(~α) =
∑
i<|~α|
(−1)ie(~αi).
Observe that de(~α) is well-defined and equals 0 for all such ~α. If L is some linear combination of the form∑
i<ℓ
ai e(~αi)
with all ~αi of length at least three then let
dL =
∑
i<ℓ
ai de(~αi)
For such an L also let
L ∗ β =
∑
i<ℓ
ai e(~αi, β)
for any β ∈ [κ]<ω with ~αi < β for all i < ℓ, where e(~αi, β) = e(~αi⌢〈β〉). It is to ensure that operations such
as d and ∗ are defined that we begin from a family of families ~Φ; ultimately, however, only the data of Φs
will matter to our stage-s applications of this framework (see [2, p. 25] for further discussion of this point).
Finally, if j is less than |~αi| for all i then let
Lj =
∑
i<ℓ
ai e(~α
j
i)
For integers s ≥ 2we now recursively define interrelated
• expressions As(ρ) parametrized by ρ ∈ [κ]s,
• expressions Ss(τ) and Cs(τ) parametrized by τ ∈ [κ]s+1, and
• statements us(τ) parametrized by τ ∈ [κ]s+1.
These expressions will depend at once on G, ~Φ, and the collection {ατ | τ ∈ [κ]<ω} fixed above, but this
dependence will always be contextually clear enough that we will notationally ignore it.
To begin, let
A2(ρ) = e(~α(ρ), αρ)
for each ρ ∈ [κ]2. Next, given s with 2 ≤ s < ω and τ ∈ [κ]s+1, if As(τi) has been defined for all i ≤ s, let
Ss(τ) = de(~α(τ), ατ) −
∑
i<n+1
(−1)id[As(τ
i) ∗ ατ],
Cs(τ) = e(~α(τ)) −
∑
i<s+1
(−1)iAs(τ
i),
and let us(τ) denote the conjunction of the following two statements:
• There exists an e such that e(~α[~σ]) = e for every long string ~σ ⊳ τ.
• For all nonempty ρ, σwith ρ ( σ ⊆ τ, we have gαρ ≤ gασ .
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Lastly, let
As+1(τ) = (−1)
s+1Cs(τ) ∗ ατ.
Several comments are at this point in order:
(1) The interrelations of these expressions is strictly a matter of the arithmetic of the operations e, d,
∗, and +, and the order-relations of the functions associated to ~α. In other words, though these
interrelations were first argued for the Ω-system A, they will hold for any Ω-system G taking its
place. Below, we record the main lemma connecting these expressions, then proceed directly to the
s > 1 case of our theorem; the proof of the lemma in [2, pp. 25-28] applies in our context without
change.
(2) The roles of the above-described expressions in our argument is as follows: As(ρ) is the value
we assign to the functions Θ~α(ρ) evoked at (1) above. The assertion us(τ) records those order-
relations and difference-relationswhich any q~α(ρ) in the Pκ-generic filterG enforces. In the presence
of us(τ), the expression Ss(τ) amounts to the computation showing that Cs(τ) = 0, and in light
of our assignments As(ρ) = Θ~α(ρ), the global vanishing of Cs ↾ [B]
s+1 amounts to the relation
δ(Φ ↾ B) = δ(Θ ↾ B) we had taken as our goal at (1).
Lemma 7. Ss(τ) = 0 for all 2 ≤ s < ω and τ ∈ [κ]s+1. If also us(τ) holds, then
0 = Ss(τ) = (−1)
s+1Cs(τ).
The lemma combines Lemmas 6.3 and 6.4 of [2].
Fix now s > 1. We will show in the manner described above that every s-coherent family for an Ω-
system G in VPκ is s-trivial. To that end, let q ∈ Pκ force that Φ˙s = {Φ˙~α | ~α ∈ [κ]
s} is s-coherent for an
Ω-system G˙. Observe that we may without loss of generality (i.e., up to Ω-system isomorphism) assume
that the generating set of each G˙n,k comprising G˙ lies in V . Let A0 = κ \ (max(dom(q)) + 1). Much as
before, for all ~α ∈ [A0]s+1 there exists a condition q~α ≤ p0 such that q~α  “h˙α0 ≤ · · · ≤ h˙αi ≤ · · · ≤ h˙αs”
and q~α decides the value of e˙(~α) to be equal to some e~α ∈ V ; this is because e˙(~α) is forced to have finite
support, with its values falling thereon in the finitely-generated groups G˙n,k. Apply the weak compactness
of κ to thin A0 out to a cofinal A1 ⊆ κ such that e~α equals some fixed e for all ~α ∈ [A1]
s+1.
Now apply Lemma 5 to
〈
q~α
∣∣ ~α ∈ [A1]s+1
〉
to find an unbounded A ⊆ A0 together with sets 〈u~α |
~α ∈ [A]≤s〉, a natural number ℓ, and stems 〈ti | i < ℓ〉 as in the statement of the lemma. Next, define
conditions 〈q~α | ~α ∈ [A]
<s〉 as follows: for each ~α in [A]≤s let ~β be an element of [A]n+1 such that ~α ⊑ ~β
and let q~α = q~β ↾ u~α. As above, by Lemma 5, these definitions are independent of all of our choices of
(n + 1)-tuples ~β. Moreover, the fact that q∅ =
⋂
~α∈[A]s+1 q~α implies that q∅ ≤ q.
We claim that q∅ forces Φ˙
s to be trivial. This we argue by first partitioning A into s + 1 disjoint and
unbounded subsets {Γi | 1 ≤ i ≤ s + 1}. Let B˙ be a Pκ-name for the set of α ∈ Γ1 such that q〈α〉 ∈ G˙, where
G˙ is the canonical name for the Pκ-generic filter. By exactly the same reasoning as in the proof of Claim 1,
q∅  “B˙ is unbounded in κ”.
Claim 3. Fix τ ∈ [κ]s+1. The condition q∅ forces the following to hold in VPκ :
Suppose thatm and {ασ | σ ∈ [τ]<m and σ 6= ∅} are such that
• 1 < m ≤ s+ 1,
• α{η} = η for all η ∈ τ,
• αρ < ασ whenever ρ is a proper subset of σ,
• ασ ∈ Γ|σ| for all nonempty σ ∈ [τ]
<m, and
• for any 1 ≤ ℓ < m and subset-initial segment ~σ ⊳ τ of length ℓ, we have q~α[~σ] ∈ G˙. In particular, η ∈ B˙ for
all η ∈ τ.
Then there exist {ασ | σ ∈ [τ]m} ⊆ Γm which together with {ασ | σ ∈ ([τ]<m\{∅})} satisfy
• αρ < ασ whenever ρ is a proper subset of σ, and
• for any subset-initial segment ~σ ⊳ τ of lengthm, we have q~α[~σ] ∈ G˙.
The proof of this claim (Claim 6.7 in [2]) applies wholesale in our context as well. We therefore proceed
to the conclusion of our argument. As in the s = 1 case, we now work in V [G], whereG is a Pκ-generic filter
containing q∅; undotted names will again denote their realizations in V [G]. We begin by specifying for each
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nonempty σ ∈ [B]≤s+1 an ordinal ασ < κ in such a way that the collection
{
ασ
∣∣ σ ∈ [B]≤s+1
}
satisfies the
following:
• α{η} = η for all η ∈ B,
• αρ < ασ whenever ρ is a proper subset of σ,
• ασ ∈ Γ|σ| for all nonempty σ ∈ [B]
≤s+1, and
• for every τ ∈ [B]s+1 and every subset-initial segment ~σ ⊳ τ, we have q~α[~σ] ∈ G.
The construction of
{
ασ
∣∣ σ ∈ [B]≤s+1
}
proceeds via a straightforward recursion on |σ|, invoking Claim 3.
The s-coherent familyΦs and collection
{
ασ
∣∣ σ ∈ [B]≤s+1\{∅}
}
determine expressionsAs(ρ) for all ρ ∈ [B]s
and expressions Ss(τ) and Cs(τ) and statements us(τ) for all τ ∈ [B]s+1. Note that our choices of q~α[~σ], B,
and
{
ασ
∣∣ σ ∈ [B]≤s+1
}
ensure that us(τ) holds for all τ ∈ [B]s+1.
For each ρ ∈ [B]s, let Θ~α(ρ) = As(ρ). It follows from the definition of As(ρ) and the fact that us(τ)
holds for all τ ∈ [B]s+1 that As(ρ) is a finitely-supported function with domain G∧~α(ρ). To show that Φs is
s-trivial, it will suffice to show that
e(~α(τ)) =
∑
i<s+1
(−1)iΘ~α(τi).(2)
for all τ ∈ [B]s+1, thereby realizing the plan described at (1) above. Fix such a τ. The above equation is
easily seen to be equivalent to the assertion that Cs(τ) = 0. By Lemma 7 and the fact that us(τ) holds,
0 = Ss(τ) = (−1)s+1Cs(τ). In consequence, Cs(τ) = 0. This shows that equation (2) holds for an arbitrary τ
hence that Φs is trivial. 
6. AN ADDITIVITY LEMMA FOR limsG
The additivity of lim0 is a ZFC fact (this follows, for example, from the proof of [1, Theorem 9]). We are
now in a position to show that Pκ forces the additivity of lim
s forΩ-systems, for all s ≥ 0.
Lemma 8. If κ is a weakly compact cardinal, then Pκ forces that whenever G is an Ω-system of abelian groups and
s ≥ 0,
⊕
k lim
sGk → lims⊕kGk is an isomorphism.
Proof. If s ≥ 2, then by Theorem 2, limsG = limsGk = 0 and there is nothing to show. The case of s = 0
was discussed above. Suppose therefore that s = 1 and let Φ ∈ C1alt(G) represent an element of lim
1G.
Define
c(α,β) = min{k ∈ ω | Φ(hα, hβ) ∈
k⊕
i=0
G(hα∧hβ)(i)}.
By Lemma 6, there is a cofinal B ⊆ κ such that if α < β are in B, then there is a γ > α,β such that c(α, γ) =
c(β, γ) = k. By replacing B with a cofinal subset if necessary, we may assume that X := {gβ | β ∈ B} is
≤n-cofinal for some n ≥ k. Since
δΦ(hα, hβ, hγ) = Φ(hβ, hγ) −Φ(hα, hγ) +Φ(hα, hβ) = 0
it follows that Φ(hα, hβ) ∈
⊕n
i=0G(hα∧hβ)(i). Let Φ = Ψ ⊕ Θ where Ψ ∈ C
1
alt(
⊕n
i=0Gi) and Θ ∈
C1alt(
⊕
i>nGi). Since X is ≤
n-cofinal and Θ ↾ X = 0, [9, Theorem 14.9] implies that Θ represents 0 in
lim1
⊕n
i=0Gi. Thus Φ and Ψ represent the same element of lim
1G. 
Remark 2. We do not know if every 1-coherent family being 1-trivial implies the s = 1 case of Lemma 8, as
happens for s > 1.
7. THE RELATIONSHIP BETWEEN ADDITIVITY AND COMPACT SUPPORTS FOR STRONG HOMOLOGY
In this section, we relate the compact supports and additivity properties of strong homology with lims-
additivity forΩ-systems. Our main theorem is the following:
Theorem 3. The following are equivalent:
(1) Strong homology has compact supports on the class of locally compact separable metric spaces.
(2) Whenever {Xi | i ∈ ω} are compact metric, the natural map
⊕
i(Hp(Xi))→ Hp(∐i Xi) is an isomorphism
for each p.
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(3) Whenever G is an Ω-system of abelian groups and s ≥ 0, the natural map
⊕
k lim
sGk → lims⊕kGk is
an isomorphism.
By Lemma 8, if κ is weakly compact then item (3) is forced by Pκ, hence the implication (3)⇒(1) will
complete the proof of Theorem 1. The implication (1)⇒(2) holds much more generally, by the following
remark.
Remark 3. Observe that any compactly supported homology theory satisfying the Eilenberg-Steenrod ax-
ioms satisfies Milnor’s additivity axiom; this follows from the fact that any compact subset of a topological
sum is contained in finitely many summands, together with the (axiomatically given) finite additivity of
the theory.
Proving Theorem 3 will require more of the machinery of strong homology than we have used so far;
in particular, we will invoke both the first and second Miminoshvili exact sequences. For the reader’s
convenience, we begin by recalling these sequences, along with two related corollaries instrumental in
computations of strong homology groups. For explicit constructions of the s-stage strong homology groups
H
(s)
n therein, as well as proofs of Theorem 4 and its corollaries, the reader is referred to [1, Section 4]. In the
following, Hn(X) denotes the pro-abelian group consisting of the nth singular homology groups of spaces
in X, with connecting homomorphisms those induced by the maps in X.
Theorem 4. For all integers p and s ≥ 0 there exist functors H
(s)
p : pro-Top→Ab and maps js−1,sp : H(s)p → H(s−1)p
which together satisfy:
(i) H
(0)
n (X) = limHn(X).
(ii) For each integer n, there exists an exact sequence
0 lim1Hn+1(X) H
(1)
n (X) H
(0)
n (X) lim
2Hn+1(C) · · ·
· · · limsHn+1(X) H
(s)
n−s+1(X) H
(s−1)
n−s+1(X) lim
s+1
Hn+1(X) · · ·
which is natural with respect to morphisms of pro-abelian groups X.
(iii) For each integer n, there exists an exact sequence
0 lim1s H
(s)
n+1(X) Hn(X) limsH
(s)
n (X) 0.
which is natural with respect to morphisms of pro-abelian groups X.
The following two corollaries appear as Corollaries 1 and 2, respectively, in [1] and will feature in our
proof of Theorem 3. In the first of these, vanishing higher derived limits of intervals of homology pro-
groups determine intervals on which the approximations H
(s)
p (X) to strong homology groups stabilize.
Corollary 2. Let 1 ≤ s0 ≤ s1 be such that for a given integer p one has
limtHp+s(X) = 0, s0 ≤ s ≤ s1, t > 0.
Then the homomorphisms jt−1,tp yield isomorphisms
H
(s0−1)
p (X) ≈ · · · ≈ H
(s)
p (X) ≈ · · · ≈ H
(s1)
p (X)
for s0 ≤ s ≤ s1.
The second corollary records conditions under which the s-stage strong homology groups converge to
the groups Hp(X).
Corollary 3. Let s0 ≥ 1 be such that for a given integer p one has
limtHp+s(X) = 0, s0 ≤ s, t > 0.
Then the homomorphisms js−1,sp and j
s
p : Hp → H(s)p induce isomorphisms
H
(s0−1)
p (X) ≈ · · · ≈ H
(s)
p (X) ≈ · · · ≈ Hp(X), s0 ≤ s.
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The last ingredient in our proof of Theorem 3 is the existence of a Mayer-Vietoris exact sequence for
strong homology. This follows from the fact that strong homology satisfies the Eilenberg-Steenrod axioms,
but we record a more concrete proof.
Lemma 9. Suppose that X is paracompact and U1, U2 are closed subsets of X such that U1 ∪U2 = X. Then there is
a Mayer-Vietoris sequence for the triad (X;U1, U2).
Proof. We assumeU1∩U2 6= ∅, as otherwise this is just finite additivity. By [9, Theorem 19.5], there are long
exact sequences for the pairs (X,U1) and (U1, U1 ∩ U2). Observe that since U1 and U2 are both closed in
X, the map U1/U1 ∩ U2 → X/U1 is a closed map and, therefore, since it is also bijective and continuous,
a homeomorphism. By the strong excision property ( [9, Theorem 19.9]), the map k∗ : H∗(U1, U1 ∩ U2) →
H∗(X,U1) is an isomorphism. Under these conditions, we generally obtain a Mayer-Vietoris sequence (see
[4, Theorem 15.3]) 
Having collected the necessary machinery, we now turn to the proof of Theorem 3.
Proof of Theorem 3. We show the bi-implications (3)⇔ (2) and (1)⇔ (2).
First we will show that (3) implies (2). For each i, fix a resolution Xi → Xi such that Xi is an inverse
sequence of compact polyhedra. Let X be the induced resolution of X =
∐
i Xi. For C an inverse system of
spaces, let H
(s)
p (C) denote the s-stage strong homology group described in Section 4 of [1].
Claim 4. Hp(X) = H
(1)
p (X) and Hp(Xi) = H
(1)
p (Xi)
Proof. Observe that since Xi is a sequence, lim
s
Hn(Xi) = 0 for any n and s ≥ 2. By (3) together with the
additivity of singular homology, limsHn(X) = 0. When C = X or Xi, the section of the first Miminoshvili
exact sequence given by
limsHp+s(C) H
(s)
p (C) H
(s−1)
p (C) lim
s+1
Hp+s(C)
implies that H
(s)
p (C) ≈ H
(s−1)
p (C) for s ≥ 2. Application of the second Miminoshvili exact sequence com-
pletes the proof of the claim. 
In particular, (3) will imply (2) if it implies that the induced map
⊕
iH
(1)
p (Xi) → H(1)p (X) is an isomor-
phism. By the naturality of the first Miminoshvili exact sequence, there is a diagram with exact rows of the
form
0
⊕
i lim
1
Hp+1(Xi)
⊕
iH
(1)
p (Xi)
⊕
iH
(0)
p (Xi) 0
0 lim1Hp+1(X) H
(1)
p (X) H
(0)
p (X) 0
By (3), the map
⊕
i lim
1
Hp+1(Xi) → lim1Hp+1(X) is an isomorphism. By the additivity of Cˇech Ho-
mology (see [1, Section 7]), the map
⊕
iH
(0)
p (Xi) → H(0)p (X) is an isomorphism. By the Five Lemma, we
conclude that the map
⊕
iH
(1)
p (Xi) → H(1)p (X) is an isomorphism, completing the proof of the implication
(3)⇒ (2).
Next we will show that (2) implies (3). Let G be an Ω-system of abelian groups. Fix for each (n, k)
a compact polyhedron Xn,k which is a Moore space M(Gk,n, 1) together with maps fn,k : Xn,k → Xn−1,k
such that the inducedmap onH1 agreeswith pn,k. Let Xk = limn Xn,k and X =
∐
k Xk. By the compactness
of each Xn,k, each Xk is compact and the map Xk → Xk = (Xn,k, fn,k,ω) is a resolution. We also have, as
usual, the induced resolution X → X in which X is indexed by Ω. The homology pro-groups of X are the
constant system
⊕
k∈ω Z in dimension 0, G in dimension 1, and 0 in all other dimensions. In particular, by
Corollary 2 above, for each p < 0we haveH
(0)
p (X) ≈ H
(1)
p (X) ≈ . . . ≈ H
(−p)
p (X) and by Corollary 3 we have
H
(1−p)
p (X) ≈ H
(2−p)
p (X) ≈ . . . ≈ Hp(X). Similarly, H
(1)
p (X) ≈ H
(2)
p (X) ≈ . . . ≈ Hp(X) for all p ≥ 0. Similar
statements holds for each Xi. In particular, since H
(0)
p is always additive and by (2) an appropriate form of
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additivity holds forHp, the natural map
⊕
i(H
(s)
p (Xi))→ H(s)p (X) is an isomorphism for each integer p and
s ≥ 0. Item (3) now follows from an application of the Five Lemma to the following diagram with exact
rows obtained from the first Miminoshvili exact sequence
⊕
iH
(s−1)
−s (Xi)
⊕
iH
(s−2)
−s (Xi)
⊕
i lim
s
H1(Xi)
⊕
iH
(s)
1−s(Xi)
⊕
iH
(s−1)
1−s (Xi)
H
(s−1)
−s (X) H
(s−2)
−s (X) lim
s
H1(X) H
(s)
1−s(X)
⊕
iH
(s−1)
1−s (Xi)
For the implication (1)⇒ (2), see Remark 3 above.
Finally, we will show that (2) implies (1). The template for our argument is Milnor’s well-known proof
of Lemma 1 in [3]. Let X be a locally compact separable metric space and fix open sets 〈Un | n ∈ ω〉 such
that
• Un ⊆ Un+1 for each n,
• Un is compact for each n, and
•
⋃
nUn = X.
Observe that the sequence ofUn is cofinal in all compact subsets ofX, so it suffices to show that lim−→nHp(Un) =
Hp(X) for each p. Let L ⊆ X× [0,∞) denote the space
L = U0 × [0, 1] ∪U1 × [1, 2] ∪U2 × [2, 3] ∪ ...
Claim 5. The natural projection map π : L→ X is a homotopy equivalence.
Proof. We construct a homotopy inverse. Fix 〈Cn | n ∈ ω〉 closed subsets of X such that
• Cn ⊆ Un for each n,
• Cn ⊆ Cn+1 for each n, and
•
⋃
n C
◦
n = X.
To see that this is possible, let Cn = {x ∈ Un | B1/n(x) ⊆ Un}, for example.
Using Urysohn’s Lemma, fix continuous functions fn : X→ [0, 1] such that fn ↾ Cn = 0 and fn ↾ X\Un =
1. Observe that for each x, fn(x) = 0 for all but finitely many n. In particular, the sum
∑
n fn(x) is well-
defined. Moreover, (
∑
n fn) ↾ Ck, being the finite sum f0 + . . .+ fk, is continuous. Since the interiors of Ck
coverX, the sum
∑
n fn is continuous for any k. We claim that themap f : X→ L given by x 7→ (x,∑n fn(x))
is a homotopy inverse to the projection map. The composition π◦ f is the identity and a homotopy between
idL and f ◦ π is given by
(x, y, t) 7→ (x, (1− t)y+ t∑
n
fn(x)).

Let L1 ⊆ L be the union of all Un × [n − 1, n] with n odd. Similarly, let L2 ⊆ L be the union of all
Un × [n − 1, n] with n even. Observe that, by (2) plus the homotopy axiom,
H∗(L1) ≈ H∗(U1)⊕H∗(U3)⊕H∗(U5)⊕ · · · ,
with a similar assertion for L2. Since L1 ∩ L2 is the disjoint union of the Un × [n],
H∗(L1 ∩ L2) ≈ H∗(U1)⊕H∗(U2)⊕H∗(U3)⊕ · · · .
Since L1 and L2 are closed in L and L is paracompact, there is a Mayer-Vietoris sequence for the triad
(L; L1, L2). The homomorphism
ψ : H∗(L1 ∩ L2)→ H∗(L1)⊕H∗(L2)
in this sequence is readily computed, and turns out to be the following:
ψ(a1, a2, ..., 0, 0, ...) = (a1, pa2 + a3, pa4 + a5, · · · )⊕ (−pa1 − a2,−pa3 − a4, · · · ) .
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Here an denotes a generic element of H∗(Un) and p : H∗(Un) → H∗(Un+1) denotes the inclusion homo-
morphism. It is convenient to precede ψ by the automorphism α of H∗(L1 ∩ L2) which multiplies each hn
by (−1)n+1. After shuffling the terms on the right-hand side of the formula above, we obtain
ψα(a1, a2, · · · ) = (a1, a2 − pa1, a3 − pa2, a4 − pa3, · · · ).
It is clear from this expression that ψ has kernel zero and has cokernel isomorphic to the direct limit of the
sequence {H∗(Un)}. Now the Mayer-Vietoris sequence
0 −→ H∗ (L1 ∩ L2) ψ−→ H∗ (L1)⊕H∗ (L2) −→ H∗(L) −→ 0
completes the proof. 
As noted, in conjunction with Lemma 8, the theorem just proven implies Theorem 1.
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