A sensory-sensory learning paradigm was used to measure neural changes in humans during acquisition of an association between an auditory and visual stimulus. Three multivariate partial least-squares (PLS) analyses of positron emission tomography data identified distributed neural systems related to (i) processing the significance of the auditory stimulus, (ii) mediating the acquisition of the behavioral response, and (iii) the spatial overlap between these two systems. The system that processed the significance of the tone engaged primarily right hemisphere regions and included dorsolateral prefrontal cortex, putamen, and inferior parietal and temporal cortices. Activity changes in left occipital cortex were also identified, most likely reflecting the learned expectancy of the upcoming visual event. The system related to behavior was similar to that which coded the significance of the tone, including dorsal occipital cortex. The PLS analysis of the concordance between these two systems showed substantial regional overlap, and included occipital, dorsolateral prefrontal, and limbic cortices. However, activity in dorsomedial prefrontal cortex was strictly related to processing the auditory stimulus and not to behavior. Taken together, the PLS analyses identified a system that contained a sensory-motor component (comprised of occipital, temporal association and sensorimotor cortices) and a medial prefrontallimbic component, that as a group simultaneously embodied the learning-related response to the stimuli and the subsequent change in behavior.
Introduction
The study of the relationships between stimulus and response factors in associative learning has a rich behavioral history (Bower and Hilgard, 1981; Domjan and Burkhard, 1982) . Converging evidence across a number of behavioral studies suggests basic mechanisms are used across species in the acquisition of information about stimulus-stimulus relations, which interact with, and modify, responses. Some significant strides towards understanding the neural basis of associative learning have also been made. A central role for the cerebellum and cerebellar nuclei in certain forms of classical conditioning has been established (Lavond et al., 1993; Molchan et al., 1994; Logan and Grafton, 1995; Blaxton et al., 1996; Schreurs et al., 1997) . The hippocampal formation, though usually associated with aspects of explicit memory, appears to serve some key role in more complex classical and operant conditioning paradigms (Sutherland and Rudy, 1989; Daum et al., 1992; Channon et al., 1993) . A large body of work has demonstrated that sensory systems are sensitive to the relations of stimuli to behavior and adapt to the changing meaning of stimuli in the world (Weinberger and Diamond, 1987; Bakin and Weinberger, 1990; Gonzalez-Lima, 1992; Recanzone et al., 1992; Molchan et al., 1994) . On the motor output side, several researchers have observed modulation of motor system activity as a new response is acquired (Seitz et al., 1990; Aizawa et al., 1991; Grafton et al., 1992; Jenkins et al., 1994; Karni et al., 1995) . Taken together, a number of brain areas have been identified that can code temporospatial relations among stimulus events, in addition to areas associated with modifying behavioral output in learning tasks. Most of the previous work has emphasized one of these domains (stimulus-stimulus associations or responses). In the present study, we combined these two emphases to determine whether there is convergence between the neural systems that process the stimulus significance and those engaged in modifying behavioral responses.
To answer this question, we studied the neural effects of sensory-sensory associative learning. In the present task, an auditory stimulus came to predict the onset of two visual stimuli. To provide an objective measure of acquisition, a button press to one of the two visual stimuli was required. As there was a temporal relation between the auditory and visual stimuli, the expectation was that subjects would learn this association, and show progressively faster reaction times on trials where the auditory stimulus preceded a visual target. We expected to see this learning ref lected in a changed neural response to the tone as the association was learned. Positron emission tomography (PET) regional cerebral blood f low (rCBF) was used to measure distributed patterns of functional brain activity. The issues we examined were whether there were patterns of activity most related to: (i) the change in the neural response to the tone as it acquired associative strength; (ii) the behavioral change as the stimulus-stimulus association was learned. Finally, we examined the extent of the overlap between these two patterns.
used: a circle made of thick concentric lines (target) and one made of thin lines (distractor, see Fig. 1a ). The outer diameter of the circles was 13 cm, so the stimuli subtended ∼13°of visual angle. A fixation cross (2 × 2 cm) was displayed on the computer screen between stimulus presentations. The auditory stimulus was a 1 kHz FM tone (65 dB) presented through headphones. All stimuli were presented for 500 ms. On non-paired training trials and on trials presented during the scans, the interstimulus interval (ISI) ranged from 2 to 12 s (in 2 s increments, mean 7 s). On paired training trials, the visual stimulus was presented 250 ms after the onset of the auditor y stimulus (Fig. 1c) . Stimulus presentation and recording of responses was done using Superlab software (Cedrus) on a Macintosh LC II computer. A white curtain surrounded the visual field of the subject while in the scanner, and background illumination was dim to reduce the possibility of extraneous visual stimulation.
Task
The behavioral protocol is presented graphically in Figure 1b . Subjects were told that three stimuli would be presented, two visual and one auditory. The thick-lined circle was designated as the target and the other the distractor, and subjects pressed a key on a keyboard using their right hand when it appeared. The temporal relation between the auditory stimulus and the two visual stimuli was manipulated in two phases (low probability and high probability). During the low-probability phase, 12% of tones predicted a visual event [P(visual stimulus|tone) = 0.12] and this was increased to 80% in the high-probability phase [P(visual stimulus|tone) = 0.80]. To ensure equivalent learning to the two visual stimuli, equal numbers of targets and distractors were presented and the tone preceded the target and distractor an equal number of times. The use of two probabilities allows for the examination of brain systems involved in basic perceptual processing, and how they change following the introduction of the temporal relation. We expected that following the change in the temporal relation, the predictive ability of the tone would increase, and reaction times on paired trials, where the tone preceded the target, would become faster than on unpaired target-alone trials. Reaction time measures (RT) have been used before as a reliable index of conditioned expectancy (Perruchet, 1985) .
Scans
Each scan consisted of 10 presentations of the single stimulus, and are analogous to CS probe trials in a standard classical conditioning experiment. All six scans were embedded within a series of training trials to minimize awareness of the scan. The first two PET scans, one of the visual distractor and one of the tone, were taken during the low-probability phase. The four remaining scans, three tone scans followed by one visual distractor scan, were done during the high-probability phase.
The experiment began with 10 training trials before scan 1 and 11 training trials after. For the remaining scans there were 25 training trials before and 25 training trials after the scan, then a 2 min break (5 min between scans 1 and 2). The tone scan taken during the low-probability phase measured the activity elicited by the tone when it had little association with a visual event (tone -low probability: TLP). Scans 3-5 (tone -high probability: THP1-3) provided a measure of tone-elicited activity as the association between the tone and visual events was acquired. It should be noted that because the target visual stimulus was never presented during scans, motor responses were not made during the scans.
In addition to these learning-related changes in activity, this combination of scans allowed us to address two important non-associative factors. First, since acquisition of the association between auditory and visual stimuli proceeded forward in time, the changes of rCBF ref lecting acquisition would be confounded with non-specific effects of time such as adaptation and sensitization. These non-specific effects were expected to be revealed as sequential changes across all six scans, regardless of stimulus modality. A second non-associatve factor in this task is the discrimination between auditory and visual modalities. The inclusion of scans consisting of only auditory or visual stimuli allowed us to determine explicitly those brain regions simply involved in differentiating the stimulus modality, independent of learning-related effects. As we expected to identify neural patterns related to these non-associative factors, they were explicitly modeled in the statistical analysis (see below).
After the experiment concluded, subjects were debriefed to ascertain whether they had any overt awareness of the stimulus relations and then they were informed as to the relation among stimuli.
Image Analysis
A ll images from a subjects were spatially transformed to facilitate intersubject averaging and identification of common areas of change. For a subject, all image volumes were registered to the initial scan to correct for head motion across the experiment (A IR software, Woods et al., 1992) . The images were then transformed to an rCBF template conforming to a standard brain atlas space (Talairach and Tournoux, 1988) , and smoothed with a 10 mm isotropic Gaussian filter to reduce individual anatomic variability (SPM95, Friston et al., 1996) . Voxel values within a transformed image volume were then expressed as a ratio of the average counts for all brain voxels within a scan.
Partial Least Squares
PLS was chosen as the primary analytic tool because it is optimized to detect activity patterns across the entire brain. In this study we examined these activity patterns as they related to two fundamental aspects of learning: stimulus parameters and behavioral outcome. Three separate PLS analyses were applied to these data to answer the three questions we had posed. The first analysis, design-brain PLS, examined the relations between experimental design factors and brain activity. The design-brain PLS was conducted to reveal how the change in the associative significance of the tone was expressed in the brain. The second analysis, brain-behavior PLS, examined the relations between behavior immediately preceding each scan with rCBF within the scan. This First and second PET scans (visual distractor, VD1 and tone-low probability, TLP) were conducted following a block of trials when the tone did not predict the visual stimuli. The thick vertical line after the TLP scan marks the change in tone significance such that, across trials, the probability that a visual stimulus would follow the tone increased to 80% (THP). Scans 3-5 were of the tone alone (THP1-3) and the final scan was of the visual distractor (VD2). (C) Time line indicating the 250 ms overlap of the tone and visual stimulus on a trial in which the tone predicted a visual event.
brain-behavior PLS identified the neural systems showing a change in the relation to behavior as the association was learned. The final analysis, design-brain-behavior PLS, revealed the overlap between the system involved in processing the change in the significance of the auditory stimulus and that which mediated the change in behavior. The final analysis has been implemented in other contexts (Streissguth et al., 1995) and here we use it to address a neurophysiological question.
Implementation and Interpretation of PLS
PLS is a family of multivariate statistical techniques that describes the relations between any set of exogenous measures, like experimental design or behavioral measures, and a set of dependent measures, in the present case brain images. PLS has been used extensively for one-dimensional images from spectrographs, as in chemometrics or remote sensing, and in toxicology and behavioral teratology (e.g. Hellberg et al., 1986; Heise et al., 1989; Streissguth et al., 1993) , and more recently has been adapted for use with functional imaging data Nyberg et al., 1996a; Schreurs et al., 1997) . The term 'partial least squares' refers to the computation of the optimal least-squares fit to part of a correlation matrix. This part is the 'cross-block' correlation between the exogenous and dependent measures. PLS is similar to principal components or eigenimage analysis (Moeller et al., 1987; Friston et al., 1993) , but one important feature of PLS is that we constrain the solutions by incorporating prior knowledge of experimental design (scans) or behavior. Moreover, it is ideal for data sets where the measure within a block are highly correlated (e.g. the brain) because items within a block are not adjusted for these correlations (cf. canonical correlation).
We present the essential details of the three PLS analyses here; a more explicit mathematical description of PLS can be found in McIntosh et al. (1996a) . For the design-brain PLS, the cross-block correlation between orthonormal design contrasts and each voxel of the image data set were examined. Two of these contrasts explicitly coded the two non-associative effects: time effects and stimulus modality. For the brain-behavior PLS, scan-specific correlations were computed between the rCBF within a scan and the behavior measure preceding that scan. These correlation 'maps' made up the cross-block correlation matrix. Singular value decomposition (SVD) was used to decompose the cross-block correlation matrix into orthogonal pairs of singular vectors or latent variables (LVs), which account for the covariance in the matrix in decreasing order of importance. These vector pairs ref lect a symmetric relationship between those components of the experimental design (or behavior) most related to brain activity on one hand, and the optimal pattern of image-wide activity related to the identified design/behavior components on the other. This second vector can be displayed in image space, and because it is derived from SVD, we have called it a singular image; the numerical weights within the image are called saliences. The singular image from the design-brain PLS identifies the collection of voxels that as a group is most related to the design effects expressed in the LV. The singular image from the behavior-brain PLS identifies the collection of voxels that as a group relate to a change in behavior.
A second piece of information obtained from PLS are brain scores for each latent variable, which are similar to factor scores. Brain scores indicate how strongly individual subjects express the patterns on the latent variable. The scores are the dot product of subject's within-scan rCBF and the singular image on a particular LV. In the design-brain PLS, we plot brain scores by scan to show the subject variation in the singular image across scans. In the brain-behavior PLS, we plot behavior by brain scores within each scan to indicate those points in the experiment when brain-behavior correlations are similar and when they differ.
Assessment of Significance
Statistical assesment for PLS was done using permutation tests and bootstrap estimation of standard errors. The permutation test assessed whether the effect represented in a given singular image is sufficiently strong, in a statistical sense, and the standard error estimates of saliences assessed the reliability of peak saliences in the singular image.
Statistical significance of each LV was assessed by computing the squared multiple correlation (R 2 ) from the regression of brain scores on the design contrasts for the design-brain PLS, and for the regression of brain scores on behavior for the brain-behavior PLS. Significance of the R 2 was assessed by means of a permutation test, using 2000 permutations (Edgington, 1980; McIntosh et al., 1996a ; Braun et al., 1998) . Since the brain scores are derived in a single analytical step, it is not necessary to correct for multiple comparisons as is done for univariate image analyses (e.g. Worsley et al., 1992; Friston et al., 1995) .
To determine the stability of the maximal saliences identified on the LVs, the standard errors of the saliences were estimated through 100 bootstrap samples (Efron and Tibshirani, 1986; Braun et al., 1998) . A salience whose value depends greatly on which subjects are in the sample is less precise than one that remains stable regardless of the sample is chosen (Sampson et al., 1989) . Figures and tables that present the results show regional maxima and minima where the salience was greater than twice the standard error. (The MATLAB and C-code for PLS is available through anonymous FTP at ftp.rotman-baycrest.on.ca/pub/randy/pls.)
To aid in the interpretation of the singular images, univariate analyses were performed for the peak voxels identified in the PLS analyses. Differences in activity across scans were assessed using a univariate repeated-measures regression analysis (Pedhazur, 1982; Grafton et al., 1991) with three orthogonal contrasts. The first two contrasts coded the non-associative effects of time and modality effects (auditory versus visual). The third contrast compared the unpaired tone scan with paired tone scans. Correlations of behavior and rCBF within each scan were computed for voxels identified in the behavior-brain PLS. These regression and behavior correlations were used only as descriptive statistics. Inferences were based on the permutation and bootstrap tests described above.
Design-Brain-Behavior PLS
The two block cases examining design-brain or brain-behavior relations are simple implementations of PLS analysis. It can be extended to describe the relations among several blocks connected according to any path diagram (e.g. Streissguth et al., 1993) . The algorithm for the design-brain-behavior, or multiblock, PLS analysis is described in the appendix. The model tested here assumed the relation between design factors and behavior was mediated through the brain (i.e. no direct connection between design and behavior). This analysis operated simultaneously on the matrix of correlations between design contrasts and brain images and the matrix of correlations between brain images and behavior. Thus, the design-brain-behavior PLS identified the collection of voxels that showed a change in activity ref lecting some component of the experimental manipulation and also showed a systematic relation to behavior. Figure 2 shows the changes in mean RT to the target stimulus for unpaired and paired trials across scans 2-6. Behavior prior to scan 1 was not analyzed because of the small number of trials for this block. To facilitate the visualization of the learning curve, the reciprocal of RT has been plotted. A differential response on paired and unpaired trials emerged across the five blocks as assessed by repeated-measures A NOVA [scan × stimulus interaction: F(4,36) = 4.69, P < 0.025] and Newman-Keuls post-hoc analysis. RTs did not differ in the low-probability trials (TLP). When the predictability of the tone increased, we found an expected decrease in RT on paired trials (Hershenson, 1962) , which was maintained throughout training (THP1, THP2, THP3, VD2 > TLP, P < 0.01). However, the facilitation of RT initially extended to both paired and unpaired trials, indicative of a generalized enhancement of RT (THP1, THP2> TLP, P < 0.05). By the end of training, RT on unpaired trials returned to baseline (TLP) levels (THP1 > THP3,VD2, P < 0.05). The finding of an initial generalization followed by the return to baseline on unpaired trials suggests that an associative process mediated the differential effects on RT. The pattern of change in RT seen in the present study has been obser ved in other behavioral conditioning studies (e.g. Perruchet, 1985) . Based on debriefing reports, four subjects were aware of the temporal correlation between the auditory and visual stimuli. Those who detected the relationship did not differ behaviorally from those who did not.
Results

Behavior
Image Analysis
Design-Brain PLS Five orthonormal (uncorrelated) contrasts were used for the design-brain PLS analysis. Two contrasts accounted for the non-associative factors: one represented a linear trend coding non-specific time effects, and the second compared the average of the two visual stimulus scans to the average of all tone scans to identify general modality differences. The remaining three contrasts compared each tone scan to the average of subsequent ones (i.e. TLP versus the mean of THP1, THP2, and THP3, etc.; these are also known as Helmert contrasts). It is important to note that the outcome of the design-brain PLS is the same if the two non-associative factors are removed prior to the analysis of experimental effects.
Five latent variables were identified, and the first two accounted for the expected non-specific time effect and the differences between auditory and visual stimulation respectively. Plots of brain scores by scan for LV1 and 2 are shown in Figure 3 . The plot for LV1 (Fig. 3A) shows a progressive decrease in brain scores across time, which indicates a general time effect. This is probably a combination of adaptation or sensitization and perhaps motor learning as subjects became more proficient at responding to the target. The first singular image (not shown) identified ventral occipital and occipitotemporal regions showing positive saliences (positively correlated with the pattern of scores, i.e. decreases in rCBF across scans), while negative saliences clustered around motor, premotor and anterior cingulate cortices (increases in rCBF across scans). The pattern of scores on LV2 (Fig. 3B ) distinguished between visual and auditory modalities, with the largest difference between the two visual scans (VD1 and VD2) and the first two tone-only scans (TLP and THP1). The lower scores for scans THP2 and THP3 may ref lect habituation to the tone, although the significance of the difference in these brain scores compared to TLP and THP1 was not formally tested. The singular image identified bilateral superior temporal regions of positive salience (greater rCBF during tone scans) and primary visual cortices showing negative saliences (greater rCBF during visual distractor scans). Both LV1 and LV2 were statistically significant according to permutation tests (LV1: R 2 = 0.36, P ≈ 0.014; LV2: R 2 = 0.33, P ≈ 0.015). The activity pattern most congruent with the change in significance of the tone was obser ved on LV3. The singular image and scores for this LV are presented in Figure 4 , and this LV was statistically significant (R 2 = 0.34, P ≈ 0.015). The maxima from the singular image, univariate summary statistics and stereotaxic coordinates are shown in Table 1 . The pattern of Mean reciprocal reaction time (1/s, ± standard errors) to the target visual stimulus for paired and unpaired trials preceding each of the last five PET scans; higher values indicate faster RTs. Significant differences between paired and unpaired trials are seen for THP3 and VD2 scans (Newman-Keuls, *P < 0.05, **P < 0.01). Significant slowing of RT on unpaired trials is also indicated ( ‡, VD2 < THP1,THP2, P < 0.05). Scan abbreviations are as in Figure 1 . Locations are given in stereotaxic coordinates, approximate Brodmann area and gyral location. Bootstrap ratios are the salience for a given maximum or minimum divided by its bootstrap estimated standard error. Univariate F and probability (Fprob) are from a univariate regression analysis.
brain scores from scan 2 (TLP) through to scan 5 (THP3) very much resembles an acquisition cur ve (Fig. 5B) . Maximum positive saliences for LV3 included right inferior temporal and fusiform gyrus [Brodmann area (BA) 37], a large area starting in the right midbrain with a peak in the ventral-caudal putamen, left cuneus cortex (BA 17 and 18); right lateral extrastriate was salient but somewhat less reliable than the left occipital area. Right inferior parietal (BA 40), premotor (BA 6) and precentral (BA 4) cortices were also reliably salient on this LV. Peak negative saliences were observed in a large expanse of medial prefrontal cortex starting from a ventral region near the ventral extent of the anterior cingulate to a more dorsal component anterior to the genu of the corpus callosum, which extended rostrally to include BA 10 and the medial expanse of BA 8. Right dorsolateral prefrontal cortex was also negatively salient (BA 9). The pattern of brain scores across the scan conditions suggests this LV represents, first, the detection of the change in the temporal correlation from low to high probability. This is indicated by the striking separation of the TLP scan from the other tone scans (Fig. 4B) . Secondly, this LV represents the change in associative strength of the tone as the auditory visual association was learned. With reference to the experimental question, the singular image for LV3 represents the pattern of image-wide activity most related to processing the change in the associative value of the tone. The final two LVs were not significant by permutation tests and the maximum saliences had unacceptably large variances by bootstrap, which corresponded to a weaker spatial signal than seen on the preceding three LVs. These LVs were not considered further.
Brain-Behavior PLS
The index of associative learning used for this analysis was the difference in mean reaction time (diffRT) between paired and unpaired trials for a subject across all training trials preceding scans 2-6. As for the analysis of mean RT, the first scan was not Talairach and Tourneaux (1988) . Slices start at -28 mm from the anterior commissure-posterior commissure line at the top left slice and move in increments of 4 mm to +40 mm at the bottom right; left is the subject's left and the top is anterior in the image. Voxels with saliences greater than twice their standard error are shown, with positive saliences in white and negative in black. (B) Plot of the brain scores for each subject across scans; each subject is indicated by a different symbol with brain scores connected by a line across tone scans. Scan abbreviations are as in Figure 1. included since there was not a sufficient number of trials with RT measures. For each of the five scans, the correlation of diffRT and each voxel was computed, resulting a brain-behavior correlation map for that scan. The PLS analysis was done on these five correlation maps.
Five latent variable pairs were also identified on this analysis. Of these, the first was most related to the change in the behavior, and was significant by permutation test (R 2 = 0.52, P ≈ 0.008). Of particular interest on this LV was the change in the covariation pattern across the four tone scans, which can be seen in the scatterplots of the behavior with brain scores within each scan (Fig. 5B) where larger values for behavior indicate faster RTs on paired than unpaired trials and thus better learning. There was no correlation between behavior and brain scores for the TLP scan, which switched to strong positive correlations for the three THP scans. The correlation on the final scan, which ref lected the relation between diffRT and the activity elicited by the visual distractor in salient areas, was low and similar to that seen for the TLP scan. We expected the neural representation of the change in behavior to ref lect the significance of the tone, and this is shown in three aspects of this LV. First, the tone did not have associative significance preceding the TLP scan (pre-TLP, Fig. 2) , and activity elicited by the tone on this scan was not correlated with performance. Secondly, as learning proceeded (pre-THP1, THP2 and THP3), the correlations of behavior with activity elicited by the tone were strong. Finally, the correlations were specific to the tone, which can be seen in the lack of a relationship between the large diffRT at the end of training (pre-VD2, Fig. 2 ) and the activity elicited by the visual distractor. Because a marked change in the relation between brain and behavior scores occurred at the point in training when the differentiation between paired and unpaired trials emerged, we interpret this LV to represent the activity patterns supporting the behavioral response to the tone as the association between stimuli strengthened.
The neural system related to behavior is shown in the singular image for LV1 (Fig. 5A) and Table 2 lists maxima, univariate summar y statistics, and their stereotaxic coordinates. The univariate correlations show that on the whole, the peak voxels identified on the LV showed a pattern of correlations distinguishing the three THP scans from the TLP and VD2 scans. For areas with negative saliences, increased rCBF was associated with smaller diffRTs, and conversely, for areas with positive saliences, increased rCBF was associated with larger diffRTs.
Regions showing negative saliences included a similar expanse of medial prefrontal cortex to that noted for the design analysis. More dorsally, a region of negative saliences was noted in the right hemisphere, which spanned the retrosplenial cortex (BA 29/30). Areas with positive saliences were mainly in right hemisphere with the exception of dorsal and lateral occipital cortices (BA 18/19). Opposite to the pattern in the design-brain analysis, the salient right occipital areas were extensive than the left. A large expanse of positive saliences were also present in right inferior to middle temporal cortex (BA 37), right and left premotor cortices and right prefrontal areas (BA 6 and 46 respectively).
Design-Brain-Behavior PLS
This analysis revealed brain areas common to both the design and behavior for scans 2-6. Three matrices were used: a matrix of four orthonormal Helmert contrasts, the diffRT measures (from the brain-behavior PLS), and the corresponding brain images from the five scans. One singular image was identified and its pattern of scores shows the strongest convergence of the effects of design and behavior. Specifically, this ref lected the change in associative significance of the tone. The patterns of scores and saliences were opposite in sign, but otherwise similar to those seen for LV3 in the design-brain PLS and LV1 in the brain-behavior PLS, both of which revealed learning-related changes.
The singular image representing those brain regions simultaneously related to design effects and behavior is presented in Figure 6 . The dominant areas on the singular image with positive saliences were the ventral anterior cingulate, medial prefrontal cortex and right posterior cingulate extending into retrosplenial cortex. Negative saliences were prominent in the right hemisphere in the middle and superior temporal gyrus, near auditory association cortices, bilateral occipital cortices, anterior parietal, premotor, and somatosensory and bilateral motor cortices. Table 3 presents the stereotaxic coordinates, minima and maxima from the singular image, and univariate summary statistics.
The pattern of scores for the design side of the model was similar to that seen on LV3 in the design-brain PLS, and distinguished the TLP scan from THP2 and THP3. The singular images from these two LVs had a correlation of -0.53, indicating a moderate overlap. The correlations of the design-brainbehavior singular image with those from LV1 and LV2 in the design-brain PLS were much lower (0.12 and 0.09 respectively), indicating that the collection of regions represented on LV1 and 2 was not contributing to the observed pattern from the designbrain-behavior analysis. The correlation of brain scores to diffRT in the designbrain-behavior analysis was ver y similar to LV1 in the brain-behavior analysis (correlation between singular images = -0.88). As in the brain-behavior analysis, strong relations between brain scores and diffRT were seen only on the THP scans.
To estimate the strength of the inf luences in the putative causal model linking design, brain and behavior, the correlations between the design contrasts and brain scores, and brain scores and behavior were calculated. The relation of the design and brain scores was substantially weaker (r = 0.15) than the corresponding one between brain and behavior (r = 0.53). This suggests that the salient areas showed variations in activity across the tone scans, but were primarily related to behavior. This difference in correlations is born out by inspection of the scatterplots in the bottom of Figure 6 , where the scatter is much more variable in relation to design (Fig. 6B) , than in relation to behavior (Fig. 6C) . That the salient regions identified in the final PLS analysis were more associated with behavior is also evident from examination of the univariate statistics in Table 3 . More areas showed moderate to high correlations with diffRT in the THP scans than areas showing significant variation in mean rCBF across scans.
Bilateral superior prefrontal cortex (BA 8 and 9) identified in the design-brain analysis was not salient in the present analysis (Fig. 6 ) or in the brain-behavior analysis (Fig. 5) . In fact, the salience estimates for these regions on the singular image related to behavior were very near zero, suggesting that while these Locations are given in stereotaxic coordinates, approximate Brodmann area and gyral location. Bootstrap ratios are the salience for a given maximum or minimum divided by its bootstrap estimated standard error. Columns r are the correlation of RT difference and rCBF at the voxel for each of the five scan conditions (TLP = tone, low-probability phase; THP1-3 = tone scans 1-3, during high-probability phase, VD2 = visual distractor scan 2). A correlation of 0.64 has a probability of 0.05.
regions were involved in processing the significance of the stimuli (Fig. 5 ), they were not part of the neural system that showed a learning-related change in its effect on behavior (Fig. 6 ).
Discussion
Neuroscience investigations most often explore design and brain, or behavior and brain relations, two domains at a time.
Here, we explore the three domains together, and find that there is overlap between the pattern of activity related to the changed associative value of the tone and the pattern related to behavioral change. Such an alignment argues for a central role of the identified functional system in processing the change in stimulus contingencies and in utilizing this information in an associative manner to coordinate the behavioral response in this task. The brain areas in this pattern were less related to the stimulus, or design, than to the response. In the present study, this is not surprising: the physical parameters of the stimuli did not change, only their meaning. But in studies where the stimulus parameters or cognitive processes differ between tasks, a stronger relation of the design to brain activity may be expected.
Changes in activation patterns in response to the tone were identified when there was no change in visual stimulation and no motor response. The patterns of activity measured during the scans arose in response to non-target stimuli. In tone scans, only the tone was presented; during the distractor scans, only the visual distractor was presented. Design-brain PLS LV3 identified a pattern of activity that differentiated low-from high-probability tones. Since activity patterns that could be attributed to nonspecific time effects and differences in stimulus modality were accounted for on other, independent, singular images (LV1 and 2), the pattern across the LV3 singular image elicited by the tone most likely ref lects the emergence of a learned expectancy of the tone-visual stimulus relationship. The brain-behavior PLS identified a strong pattern of imagewide covariance that we interpret as ref lecting a neural system subserving the conditioned use of the auditory-visual stimulus relation to affect performance. Using behavioral data acquired up to the point of scanning, we noted a systematic and robust relation of brain and behavior that preceded the change in the behavioral response. The RTs for paired and unpaired trials were not significantly different for the THP1 scan, but the correlation Areas negatively salient (colored black) showed greater rCBF in THP scans compared to TLP, while positively salient areas (colored white) showed greater rCBF in the TLP scan. In terms of difference RT, regions of negative saliences showed positive correlations with difference RT in the THP scans and areas that were positively salient were negatively correlated with difference RT in the THP scans. between brain scores and behavior was strong and was maintained across subsequent THP scans. This indicates that the system processing the associative significance of the tone was related to performance early in training, before the complete separation between paired and unpaired RT emerged for all subjects (see Fig. 2 ). This neural system responded uniquely to the tone, since activity elicited by the visual distractor in this collection of regions did not relate to behavior, even though the difference between paired and unpaired trials was still large by this point in the experiment. Since the singular image was reliable across subjects (as indicated by bootstrap), the interpretation of the neural system as that most related to the associative response to the tone that affected behavioral change is warranted.
At a general level, the singular images from all the three PLS analyses identified a common distributed neural system consisting of a more lateral 'sensory-motor' component and a more medial 'frontal-limbic' part. The sensory-motor component consisted of pre-and postcentral cortical regions, temporal cortices near auditory associated regions, and occipital cortices. The frontal-limbic system consisted mainly of medial prefrontal areas including anterior cingulate and posterior regions around retrosplenial cortex. Regions in the lateral sensory-motor component (positively salient in Figs 4 and 5, and negatively salient in Fig. 6 ) showed greater activity as the tone acquired associative meaning and were positively correlated with performance. The frontal-limbic component (areas negatively salient in Figs 4 and 5, and positively salient in Fig. 6 ) showed decreasing activity as the tone acquired associative meaning and was negatively correlated with performance. These two components were most evident in the design-brain-behavior PLS analysis (Table 3) .
The PLS analysis uses information from throughout the image. The contributions of areas across a singular image are not equal, in the sense that there is variation in the saliences across regions, but the areas are identified because they respond as a system to the design manipulations, and act as a system to affect behavior. The brain scores derived from PLS act as the index of this system-level activity. Examination of the saliences across singular images (with constraints based on the reliability of the salience estimate) provides an assessment of the regional contribution to the activity of the distributed system. The constituents of the system identified in the present study correspond well to those identified in other studies of associative or procedural learning tasks, as we elaborate below.
Regional Contributions
Of the areas that were salient on the singular images, the dorsal prefrontal regions (BA 8 and 9) were found only in the designbrain analysis and were part of the medial prefrontal-limbic component. These cortical areas have been identified in other PET studies of motor learning Jueptner et al., 1997) , eyeblink conditioning (Schreurs et al., 1997) and conditional associative learning , suggesting they may have some role in associative behaviors. Lesion studies have shown that dorsal frontal damage compromises some associative behaviors (Petrides, 1985; Petrides and Pandya, 1994) . Based on the present findings, the role of these prefrontal areas may be in task demands not related to the actual response. A possible interpretation is that these areas are allied with detection of the association between stimuli, but that the impact on behavior is propagated onto other areas.
Both temporal (perhaps auditory association) and occipital cortices showed changing activity patterns across the experiment that related to both task and to behavior. Several investigators have noted changes in sensory cortices as the behavioral relevance of sensor y stimuli changed. Such learning-related effects have been detected in primary sensory structures as early as the cochlear nuclei in the auditory system (Woody et al., 1992) , and in primary auditory cortex in monkeys (Recanzone et al., 1992) and humans (Molchan et al., 1994; Schreurs et al., 1997) . Our results add to these by showing that learning about a stimulus in one sensory domain (auditory) can affect activity in areas in the domain of the associated stimulus (visual). Perception in a natural environment frequently involves the combination of sensorial experiences (Stein and Meredith, 1993) , and thus information from one sensory modality will inf luence perception in another. Psychophysical studies have shown cross-modal inf luences between auditory and visual systems in the perception of motion, stimulus intensity and speech (McGurk and Macdonald, 1976; Stein et al., 1996; Sekuler and Sekuler, 1997) . Early evoked potential (EP) work (Durup and Fessard, 1935) noted that an EP at the occipital electrodes developed as an auditory stimulus came to predict a visual event. More recently, the reverse inf luence was observed in the rat, where activity in auditory cortex was elicited by the presentation of a light that predicted a tone (Cahill et al., 1996) . EP measures taken in humans during sensori-sensorial association of auditory with visual stimuli showed a focal increase in the auditory EP at electrodes located over the occipital lobe (Bruneau et al., 1990) . This is closely analogous to the results we obtained in the present study. What we add to the EP results is the possibility that the learning-related changes in occipital activity resulted from the acquisition of the auditory-visual associations. Moreover, the occipital regions are also part of the distributed neural system that is related to behavior. The distributed nature of stimulus-response mapping is confirmed by single-cell work in monkey motor cortex, where cell firing patterns show strong temporal covariance with the presentation of the signal stimulus and with the coordination and execution of the response (Zhang et al., 1997) . Similar patterns of cell responding have been observed in the hippocampus and adjacent cortical areas (Wilson et al., 1990) . One possible factor that may have contributed to the changes in occipital cortex was focused attention to the visual domain in anticipation of an upcoming target. Event-related potential studies have found that shifts in visual attention modulate activity in extrastriate but not striate cortices (Clark and Hillyard, 1996) . However, the occipital area identified presently was part of a larger system whose activity changed across scans as the association was acquired. Such a change would not be expected if attention was the only modulating effect. We favor the interpretation that the change of activity in the occipital areas resulted from a learned expectancy concerning the tone and visual stimuli. In this view, learning and attentional processes are not independent, but work together in identifying salient features in the environment and using that information to facilitate responses. Such a position has been echoed by some learning theorists who view associative learning as the reallocation of attention to what is important in the environment (Mackintosh, 1975) .
Motor and somatosensory cortices were salient, but more so in the right hemisphere, ipsilateral to the hand making the response. Such laterality has been noted in some other PET motor learning studies (Seitz et al., 1990; Grafton et al., 1995) ; it is not clear why. Since there were no responses during the scans, the activity in sensorimotor regions may ref lect anticipation of the response rather than the response per se. Studies that have examined activation in anticipation of motor movements have noted changes in motor-related regions, several of which overlap those identified in the present study. The overlapping regions include not only sensorimotor (BA 3, 1 and 2) and premotor (BA 6) regions, but also dorsal prefrontal areas 8 and 9, and middle prefrontal area 10 (Deiber et al., 1996) . Similar to occipital and temporal cortices, the change in involvement of these regions could ref lect increased anticipation of the required motor response subsequent to the auditory cueing of a visual event.
The putamen was part of the sensory-motor component and was most salient in the design-brain PLS analysis. Electrophysiological and 2-deoxyglucose mapping work has documented activity patterns in the striatum and connected midbrain structures related to the learned significance of stimuli (e.g. substantia nigra) (Gonzalez-Lima and Scheich, 1986; Apicella et al., 1992; Schultz et al., 1993) . Furthermore, the regions of monkey striatum containing neurons sensitive to presentation of a behavioral cue seem to be distinct from those related to the actual execution of a learned motor response (Aosaki et al., 1995; Brown et al., 1995; Apicella et al., 1992 Apicella et al., , 1997 . Our results suggest that a similar segregation exists in the humans; confirmation awaits further study.
The anterior and posterior cingulate cortices were salient and were part of the medial frontal-limbic dimension. The regions of anterior cingulate cortex were much more ventral than those most related to the execution of a motor program (Paus et al., 1993) , and the posterior extent lay in the retrosplenial area in the transition between the hippocampus and cingulate cortex. A similar activity pattern has been observed that distinguished the learning of a series of faces from recognition of the encoded faces . Other PET studies of associative learning have identified posterior cingulate cortex activation that follows the change in stimulus associations (Molchan et al., 1994; Schreurs et al., 1997) . Electrophysiological studies of associative learning in the rabbit by Gabriel and colleagues (for review see Gabriel, 1993) consistently note changes in cell firing patterns in anterior and posterior cingulate cortices that follow the acquisition of learned behavior.
In summary, the present results are congruent with the idea that in the course of normal operations, learning is the result of distributed interactions among several brain regions (McIntosh and Gonzalez-Lima, 1994) . We identified a system, characterized along a sensory-motor and medial frontal limbic dimension, that, as a whole, showed a change in activity as the tone acquired significance and was related to the learning-related change in behavior. The specific dynamic relations among elements of this system await further elucidation (e.g. McIntosh and Gonzalez-Lima, 1994) . At present it is helpful to interpret the identified patterns of image-wide activity as a functional system mediating the learned association between auditory and visual events. Other research that explicitly examines neural interactions has quantified changing interrelations related to learning and memory Nyberg et al., 1996b) . Here we show the overlap of systems that detect and respond to changes in the temporal relations among stimuli, and systems that use the learned association to mediate behavior. In a sense, we have identified a neural pattern that simultaneously represents 'cause', the detection of a change in temporal contingency, and 'effect', the resultant change in behavior.
