Abstract: Personalized or precision medicine is a new paradigm that holds great promise for individualized patient diagnosis, treatment, and care. However, personalized medicine has only been described on an informal level rather than through rigorous practical guidelines and statistical protocols that would allow its robust practical realization for implementation in day-to-day clinical practice. In this paper, we discuss three key factors, which we consider dimensions that effect the experimental design for personalized medicine: (I) phenotype categories; (II) population size; and (III) statistical analysis. This formalization allows us to define personalized medicine from a machine learning perspective, as an automized, comprehensive knowledge base with an ontology that performs pattern recognition of patient profiles.
Introduction
Personalized medicine, or precision medicine [1] , is a new paradigm that gained considerable interest within the last few years in the medical and biomedical research community [2] [3] [4] [5] [6] . Initially, sparked by the technologies that have been developed for the Human Genome Project [7] [8] [9] there is an increasing effort to convert the principle ideas underlying personalized medicine into the medical and clinical practice. An informal definition of personalized medicine has been provided by Ginsburg et al. [10] stating:
Personalized medicine is a broad and rapidly advancing field of health care that is informed by each person's unique clinical, genetic, genomic, and environmental information.
So far, numerous articles have been published elaborating on different aspects around the above informal definition [2, [11] [12] [13] . However, currently, there exist no practical design or implementation protocols that would provide a well-defined realization of personalized medicine [14] . As a consequence, the experimental design suitable to establish the paradigm of personalized medicine as a clinical standard, is largely unclear.
In this paper, we elaborate on three key factors that are in our opinion crucial in order to enable a practical realization of personalized medicine. These factors are also important for the definition of its experimental design. As a result from our discussion, we will provide a definition of personalized medicine from a machine learning perspective. This definition will be more clear for the machine learning community than the above given informal characterization by Ginsburg [10] .
Three Key Factors of Personalized Medicine
There are many factors that have to be taken into account in the experimental design of a biomedical study. In the following framework of personalized medicine, we highlight three major factors: (I) phenotype categories; (II) population size; and (III) statistical analysis. In Figure 1A , we illustrate these three factors as dimensions, whereas for each dimension we distinguished between the ideal setting (unlimited population size for instance) and a realistic scenario (limited population size with under-representation of some disease phenotypes for instance).
The first factor, referred to as "phenotype categories", represents our knowledge about human diseases, including their potential subtypes. For instance, the evolving definition of breast cancer molecular subtypes [15] [16] [17] is an example for our incomplete knowledge of complex diseases such as cancer. In their seminal work, Perou and colleagues identified up to five molecular subtypes [15, 18, 19] . More recently, Curtis et al. jointly analyzed copy number alterations and gene expression profiles from the largest breast cancer dataset to date (2000 tumors; referred to as METABRIC) and discovered 10 different subtypes [17] ; however, the robustness of this new classification still remains to be demonstrated. The problem that results from this incomplete recognition of disease phenotypes is that a disorder that is not known cannot be screened and investigated. This is illustrated in Figure 1 by the fainted green patients at the beginning of the dimension "phenotype categories" reflecting our real knowledge.
In a similar way, the lack of differentiating between subtypes of diseases may impair the treatment of diseases because every patient within the broader categories will receive the same treatment despite the fact that a different medication or treatment may be more appropriate. For instance, for breast cancer, chemotherapy is predominantly used in estrogen receptor-negative (ER-) subtype. In contrast, hormone therapy, e.g., using tamoxifen or anastrozole, is used for treating estrogen receptor (ER+) and progesterone receptor (PR+) subtypes.
The second factor, referred to as "population size", is important to consider as a separate dimension because, for orphan diseases, which effect only a very small fraction of the human population, it is practically not possible to collect data from patients with an arbitrarily large sample size. For instance, for ribose-5-phosphate isomerase deficiency [20] , there is so far only a single patient diagnosed [21] . Interestingly, the number of such disorders is surprisingly large. According to [22] , there are more than 5000 disorders categorized as rare. These examples emphasize an important limitation that needs to be considered appropriately.
It is important to emphasize that this factor is not independent of the first factor, the phenotype category. The reason for this is that it is not sufficient to enrol a certain number of patients from breast cancer, but these numbers need to cover all known subtypes in a homogeneous way.
The third factor, referred to as "statistical analysis", represents a statistical inference mechanism to classify, predict, or diagnose a patient by means of statistical methods. In this setting, machine learning approaches, such as pattern recognition, are widely used to develop statistical models from a dataset in order to obtain quantitative results that are subsequently used for inference. However, the quality of a statistical data analysis depends on a variety of factors, including sample size, effect size, and the applied method itself leading to, in reality, an imperfect performance. For instance, for every statistical hypothesis test, one needs to quantify the significance level α, which corresponds to the type I error we are willing to making indicating the false positive probability [23] . 
Experimental Design for Personalized

Advances Required to Implement Personalized Medicine
Ideally, we would like to have complete knowledge about all existing phenotype categories, including disorders, and for each of these phenotype categories, we would have a population of patients of unlimited size. In this setting, the statistical method we apply would allow ideally an error free analysis. This ideal state is represented in the top left corner in Figure 1A if one follows the three dimensions toward their arrow heads. Practically, this ideal state is of course unachievable due to realistic limitations; however, advances in the three key dimensions of personalized medicine will result in an approximation of such an ideal state.
A few remarks to improve upon these three factors: Population size: Enrolling more patients can improve visibility and facilitate the organization of large clinical trials (community-based/open consortia to allow anybody to contribute; strict regulation still required to avoid garbage-in/garbage-out). A particular problem in this respect is posed by orphan diseases because these would not allow the recruitment of large populations to ensure a sound statistical analysis. Importantly, personalized medicine does not provide solutions for this problem but faces the same problems as traditional medicine.
Phenotype categories: Biomedicine is an intense research field with many laboratories competing and collaborating to better understand biological mechanisms underlying human diseases and their molecular characteristics (genotypes) and phenotypes. Better phenotype categorization can be achieved by better sharing of published and unpublished data/code and results (ontologies, MeSH terms, etc.) as well as more efficient use of biotechnologies and more collaboration to exchange expertise, expensive, and/or cutting-edge technologies through large consortia.
Aside from these specific factors, it is important to emphasize that the research required to obtain a better understanding of phenotype categories is basic (or fundamental) and not translational. This is important to note because, currently, translational medicine is a hot field, but this is a reminder that one can only translate the knowledge to the patient that is actually available [24] . Hence, the lack of the identification of disease categories leads to a lack of the identifiability on the clinical side, with negative consequences for diagnosis, treatment, and prognosis for the patient. For this reason, funding needs to be carefully balanced between translational and basic biomedical research in order to avoid a negative bias.
Statistical analysis: The performance of statistical methods for pattern recognition mainly rely on the prior knowledge with respect to the disease and problem under investigation, quantity, and quality of data, the type of data (the technology used must be relevant to the problem that needs to be addressed), and the algorithm itself. Missing data, for instance, are a factor that can considerably lower the quality of the data despite the fact that a sufficiently large sample may be available. Since missing data are unavoidable in any study (their amount can only be controlled by a good data management but not eliminated), this demonstrates also the general importance of statistical methods.
Statistical analysis is likely the area where the advances might be the most difficult to implement for two reasons. First, computational genomics or similar areas are relatively young research fields where major improvements are still required to obtain a more efficient analysis. Specifically, due to the uniqueness of the data characteristics of new technologies, e.g., next-generation sequencing, the application of proprietary software seems inappropriate at times because such packages are not at the forefront of the statistical analysis developments and are falling behind. This is for instance due to the need for the time-consuming establishment of graphical-user-interfaces (GUIs) in order to make the methods accessible for "non-computational biologists". For this reason, open software endeavours such as R and Bioconductor [25, 26] should receive stronger support because they enable the most efficient adaptation of statistical methods to high-dimensional genomics data. As a positive side-effect, R comes without license fees and, hence, allows the free distribution of software packages within the community to make analysis results fully reproducible [27, 28] . This is in contrast to analysis results that have been obtained by using proprietary software because if one does not have a license, one cannot reproduce the results.
Second, many clinicians and biologists still do not consider statistical analysis, e.g., in the form of computational genomics, as a coequal contribution to biomedicine or biology. For this reason, the education in this area is taken too lightly. This is evidenced by the lack of understanding of many physicians, house officers, and students to correctly interpret the results of diagnostic tests, as found in [29] . Unfortunately, this has not changed over the last three decades [30] , indicating the severity of this problem. This implies an urgent need for deeper educational changes in the curriculum of students in the life and clinical science in the understanding and usage of statistical analysis methods.
A Machine Learning Perspective
Based on the above discussion of personalized medicine, we are now able to formally characterize this field from a machine learning perspective. From this perspective, we can state:
Personalized medicine is an automized comprehensive knowledge base with an ontology that performs pattern recognition of patient profiles.
We visualize a simplified working mechanism of this in Figure 1B . For a patient who presents at a clinic, a variety of quantitative clinical and genomic measurements are conducted, leading to the creation of a patient's profile vector. Each component of this vector corresponds to a biomarker (or feature) necessary to perform statistical analysis. For instance, a profile vector can correspond to gene expression values measured either by DNA microarrays or next-generation sequencing technologies [31] [32] [33] . In this case, a component of a vector represents the gene expression value of an individual gene, mRNA, or even non-coding RNA if RNA-seq data are available. Interestingly, such profile vectors are not sparse but contain informative measurements about the molecular activity of a phenotype on a genomic scale. In contrast, inferred regulatory networks from such data are usually sparsely connected [34] .
In simple terms, such an analysis consists in the comparison/matching of the profile vector of the patient with a comprehensive knowledge base that provides similar profile vectors for a population of patients together with clinical outcome variables, e.g., survival time or reaction to medications. The connection between reference profiles and clinical outcome variables establishes an ontology [35, 36] that allows for inferences for the profile of the patient. Practically, this means that the best matching of the profiles of a patient allows for recommendations (representing the inference step) for the diagnosis, prognosis, and therapeutics of the patient. Ideally, these recommendations are actual decisions in an automized procedure. This automatization step would also be crucial for distinguishing personalized medicine from traditional medicine, which can be seen as a doctor-in-the-loop [37] .
The comprehensiveness of the knowledge base and the ontology is important because, as discussed above for the "phenotype categories", a lack of reference data leads to the omission of disease phenotypes. This implies that personalized medicine is inherently a community effort because individual groups cannot cover the entirety of medicine but can only contribute incremental information.
Finally, we want to note that the three key factors discussed above have a direct effect on the profiles of the patient as well as the knowledge base and the ontology in an interconnected manner. Hence, the quality of the implemented personalized medicine solution is crucially affected by these three factors.
Practical Personalized Medicine
The above given formal characterization of personalized medicine from a machine learning perspective can be seen as idealistic. The reason for this is twofold. First, the comprehensiveness of the knowledge base as well as the oncology assume a complete understanding of all disorders including their manyfold subtypes as well as known treatments for each of these. Currently, we are far away from this stage and in fact have severely incomplete knowledge. Nevertheless, the resulting knowledge base and oncology that can be constructed based on our current information can be very useful. The second reason is with respect to the automatization of the whole process. The realization of this step, at least in a comprehensive manner, is also currently out of reach.
Removing both idealistic requirements from the above characterization, we reach the following pragmatic working definition of personalized medicine.
Working definition: Personalized medicine is a knowledge base with an ontology that performs pattern recognition of patient profiles.
Formulated in this way, it provides a clearer view on the essential four components of this characterization which are as follows:
1. knowledge base; 2.
ontology; 3.
pattern recognition; 4.
patient profiles.
From a more theoretical perspective, the knowledge base can be considered as prior information, and the patient profiles as data. Hence, both components refer to different kinds of "data" used and needed for an analysis. The oncology component, on the other hand, adds the semantic meaning to these two kinds of data by connecting both with each other and clinically relevant interpretations. Finally, the pattern recognition component is the working horse that deals with the various uncertainties and errors within the two kinds of data.
Closing the Loop
The above dissection of our characterization of personalized medicine into a working definition allows the back-connection to our discussion on the experimental design for personalized medicine (see also Figure 1A ). Specifically, the ontology component of our characterization corresponds to the phenotype disease categories, whereas the data components of the characterization, the knowledge base and the patient profiles, can be identified with the data dimension we termed population size. Lastly, the pattern recognition component corresponds to the statistical analysis dimension.
By relating the characterization of personalized medicine with its experimental design, we have a direct approach to its practical realization. This enables without idealistic assumptions a case-by-case implementation of personalized medicine, e.g., for breast cancer and its various subtypes. In this way, a growing knowledge base and ontology for different disorders over time can be eventually integrated with each other to become comprehensive.
Conclusions
The introduction of any new field creates excitement about its potential application areas but also confusion with respect to its practical realization. This is in particular the case for personalized and precision medicine because the wealth of data that accompany these fields poses considerable challenges for their analysis [38] . We think that our discussion describing personalized medicine as an automized comprehensive knowledge base with an ontology that performs pattern recognition of patient profiles eliminates much of this confusion by providing a clear formal definition of this field. This would demystify personalized medicine for the machine learning community so that the focus can be placed on its realization.
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