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1. INTRODUCTION 
In this paper we consider the question of determining the exact number 
of solutions of the two point boundary value problem 
- u” =f( 24) - t sin x in (0, ~1, u(0) = u(7r) = 0, (1) 
for large values of the real parameter t. Here the nonlinearity J’: R + R is 
a C’ function such that the limits 
f* = lim f’(s) 
S’fcc 
exist as real numbers. Through the change of variables u = u/t, problem (1) 
becomes 
- Y”= t-‘S(to)-sinx in (0, 70, o(0) = U(7r) = 0, (2) 
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and, therefore, it is natural to consider the following problem 
-u"=f+u+ -f-v--sinx in (0, n), u(O)=o(n)=O, (3) 
as the limiting problem to (2), that is, “problem (2) with t = co.” how, if 
suitable hypotheses are made on f + and f- , then it is reasonable to expect 
that, for large t’s, problem (2) has the same number of sulutions as 
problem (3). In fact one can consider different cases depending on the posi- 
tioning off + and f ~ with respect o the eigenvalues Jk = k2, k = 1, 2, . . . . of 
the problem -v” = Au in (0, rr), u(0) = u(rc) = 0. The case when there are no 
eigenvalues trictly between f, and f- was considered in [2], where the 
question of uniqueness was treated for a corresponding (more general) 
elliptic problem with Dirichlet boundary conditions. Here we consider the 
case of jumping nonlinearities or crossing of eigenvalues. More precisely, 
we assume all along this paper the following condition: 
(Hl) f-<&<A,< ... <&<f+ <&+,, 
and prove the following theorem. 
THEOREM 1. Assume (Hl ). Then problem (3) has exactly 2k solutions. 
In fact we prove that these 2k solutions are nondegenerate. As a conse- 
quence, by local inversion type arguments, cf. [8, Thm 11, one obtains the 
following result. 
COROLLARY 1. Assume (Hl). Then problem (1) has exactly 2k solutions 
for large t > 0. 
The novelty here is the exactness of the number of solutions of problems 
(1) and (3). Existence of at least 2k solutions was proved by Lazer and 
McKenna [4] using the shooting method and also by Ruf [7] using 
bifurcation arguments. Of course, existence is also established here by 
using bifurcation theory as is [7]. The corresponding elliptic problem in 
dimensions higher than 1 was considered by Adimurthi and Srikanth [ 1 ] 
for the case k = 1 and by Solimini [7] for the case k = 1,2 and for k = 3 
with f, close to A,. 
The paper is organized as follows. In Section 2 we transform problem (3) 
in an equivalent one, namely problem (*)A, which is more suitable to be 
treated by bifurcation techniques. In Section 3 we give a first description of 
the bifurcation diagram. And, finally, in Section 4 we show that all 
solutions of problem (*)A are nondegenerate, completing the description of 
the bifurcation diagram. This allows us to obtain the exactness tated in 
Theorem 1. 
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2. PROPERTIES OF THE SOLUTIONS OF PROBLEM (3) 
In order to simplify the notation we now write 
f-=a, f+=A b,(u)=h+ -CXCIV-, and d(x) = sin x, 
so problem (3) is rewritten as 
-v” = b,(u) - q3 in (0, ~1, u(0) = u(7c) = 0. (4) 
Now we proceed to change problem (4) into one which is more suitable 
to be treated by bifurcation theory. The idea of transforming problem 
(4) into problem (*)i below is due to A. C. Lazer. It is clear that 
vi(x) = 4(x)/(n - 1) is a solution of problem (4) for all 2 > 1, and, in fact, it 
is the only positive solution. Making the change of variables u = w/(2 - l), 
we obtain the equivalent problem 
-w”=!?,(w)-(1-l)@ in (0, n), w(0) = W(7L) =0, 
which has the positive solution w0 = 4 for all i > 1. Finally we rewrite the 
above equation around this solution by letting y = w - 4; 
-y” = b2(y + fj) - n$d in (0,x), Y(o)=Y(~)=o? (*)A 
which has y = 0 as a solution for all i > 1. We observe that, as far as the 
number of solutions is concerned, problems (*)I and (3) are completely 
equivalent for all A> 1. 
We recall that if we denote by K the operator defined by Kz = y if and 
only if -y” = z, y(O) =y(n) = 0, then 
K(C[O, n])c C; [0, TC] = {yd’ [0, TC] I y(O)=y(n)=O}. 
Thus problem (*)A is equivalent to the functional equation in the Banach 
space X= CA [0, rr]: 
Y = SKY + W, Y ), 
where k(A,y)=(l-a)K((y+#)-). Here K:X+X and k:RxX+X are 
compact operators with k(A, y) = o( 11 yj() as y --f 0 in X, for uniformly 
bounded I-intervals. Therefore, we are in position to use the results from 
bifurcation theory [3, 5,6]. As usual we denote by Sk, k 2 1, the set of 
functions y in X, which have exactly k - 1 zeros in the open interval (0, rr), 
and all their zeros, including x = 0 and x = rc, are simple. Also we let 
s: = LJ-SkI.Y’(WO), s, = -s+ k 9 
505/96/l-13 
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and observe that these are open sets in X. From Rabinowitz’s Global Bifur- 
cation Theorem [6] we obtain, for each k > 1, a branch Ck of nontrivial 
solutions (1, y), y f 0, bifurcating at (A,, 0) from the line R x { 0} of trivial 
solutions. From the Existence and Uniqueness Theorem for ODE’s, we 
obtain that Ck c (R x S,) u {(A,, O)}. Moreover, one has that 
Ck=Ck+VC;, with C:nC;={(&,O)} and C: LS:, 
and both CL and CL are unbounded in R x X. 
Next we present a series of facts about problem (*)n which will be helpful 
in describing the bifurcation diagram. 
(A) Each nontrivial solution y of (*)i when 2 > 1 has p B 0 positive 
bumps and n 2 1 negative bumps, where Ip - nj = 0 or 1. To see that n 2 1 
we write (*)n as 
-y” = Ay + (/I - a)( y + (b- (5) 
which shows that y cannot be 2 0 and f 0 in the whole interval [0, rr]. So, 
in particular, (*)n does not have positive solutions. 
(B) If ~$0 is a solution of (*)i, then y is strictly concaue at a 
positive bump and strictly conuex at a negative bump. This is clear for 
y > 0, and, for y < 0, it follows readily from (5), since 
- y" = Ly if yB -4, and -y” = ay + (a - A)$4 if y< -4. 
(C) All positive bumps of a solution y of (*)i have length equal to 
~Jfi and the negative bumps have length > x/$. In fact, at a positive 
bump (a, b) the solution y is a multiple of sin $ (x-a), a <x < b. Now, 
let (a, 6) be a negative bump; multiply (5) by c(x) = sin [rt(x - u)/(b - a)] 
and integrate in (a, b) to obtain 
which gives the result. 
(D) If I = 1, the solutions of (*)2 are given by the continuum y = s# 
with s2 -1. 
(E) If ,l> 1, the function j = (a- A)(1 - a)-‘4 is the only negative 
solution. Moreover, any other solution y of (*)2 has the property that y 2 9. 
Indeed, suppose that y cg in an interval (a, b) with y(u) =$(a) and 
y(b) = j(b). Let z = y - 9. It is easy to check that -9’ = az in (a, b) with 
z(u) = z(b) = 0, which implies z = 0, a contradiction. In order to see that j 
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is the on/y negative solution we use a simple argument of comparison of 
eigenvalues. 
(F) Let O<a<b<~ be such that y(a)=y(b)=O, y(x)<0 and 
(y + 4)) f 0 in (a, b). Let ,u, and $, be, respectively, the first eigenvalue 
and the first eigenfunction of the eigenvalue problem 
-v=Pui(Y+d)$ in (4 61, $(a) = $(b) = 0, 
where 
U,(Y + 4) = 
i 
1 if y+f$>O 
c1 if y + 4 < 0. 
Then we claim that pi > 1. Indeed, multiplying Eq. (5) by, $I and integrating 
by parts, we obtain 
which can be written as 
where 1, = (x~(a,~)I(~+ti)(x) > O}, 1, = (xE(Q,~)~(Y+~)(x) -C O}. 
Since the first and second integrals above are negative and the third one is 
positive, it follows that indeed pL1 > 1. 
(G) It follows from (F) and a argument on comparison of eigen- 
values that, if we replace (a, 6) by a subinterval in the above eigenvalue 
problem, then the first eigenvalue of this new eigenvalue problem is still 
strictly greater than 1. 
(H) As a consequence of (F) and (G), it follows that if we divide 
(a, b) into disjoint parts where (y + 4) 2 0 and (y + 4) < 0, then the part 
where (y + 4) < 0 is connected. Indeed, suppose it is not connected. 
Then there exists a part (a,, b,) c (a, 6) where -y” = Ay, (y+d)(u,) = 
(y + #)(b,) = 0, that is, we have 
-(Y+~)“=l(Y+~)-(il--1,)~ in (4, &J 
(Y + b)(%) = (Y + 4Nhd = 0, 
with y + 4 > 0 in (a,, b,). Therefore, writing w = y + 4, we obtain 
(-w”-Aw,w)= -(i-%1)~60&v<o, 
a3 
190 COSTA, DE FIGUEIREDO, AND SRIKANTH 
which implies that the first eigenvalue with weight a, = ;1 on (a,, b,) is 
strictly less than 1, a contradiction to (G). 
From the above properties we obtain immediately 
PROPOSITION 1. The first branch Cl is described by 
In the next section we will obtain some information on the other branches. 
3. A PRELIMINARY DESCRIPTION OF THE BIFURCATION DIAGRAM 
We start by showing that the branches Ck actually bend to the right of 
1, = k=. 
LEMMA 1. Zf y E S, is a solution of ( *)n then A > &. 
Proof There are two possibilities: (i) (y + 4)) = 0. It is then readily 
seen that -y” = Ay. So y f 0 if and only if y = stik with s in some interval 
[ak, bk], uk < 0 < b,; (ii) (y + 4)) $0. Then, a solution of (*)i satisfies the 
eigenvalue problem 
-y” = m,(x)y in (0, ~1, Y(O) = Y(R) = 0, 
where 
m,(x)=W+O--4 if y+d>O = 
Y 
(6) 
, if y+f+<O. 
So pj(mi) = 1 for some j2 1. Moreover, since y E Sk, we have necessarily 
j= k, that is, pk(mn) = 1. It follows from (6) that m,(x) < 1 with strict 
inequality on a set of positive measure. Therefore, we obtain p,(m,) > 
p,(n) = &/A, which completes the proof. m 
Next we show that a given branch C: extends to + co in the l-direction. 
For that matter we need an a priori bound. 
LEMMA 2. Given M> 1 there exists a constant C > 0 depending on M 
such that IIyllc~ < C for all solutions of (*)i with 1 < ;1< M. 
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Proof If 0 < a < b <n we have from Eq. (*)A that 
(7) 
So it suffices to show that 11 yll c~ < C. From Remark (E) above the negative 
bumps are all bounded from below. To bound the positive bumps, it 
s&ices to show that if a is a zero of y then y’(u) is bounded. However, this 
follows from (7) by taking b equal to the point where y’(b) =O, in the 
negative bump adjacent to a. 1 
It follows directly from Rabinowitz’s Global Bifurcation Theorem, in 
view of Lemmas 1 and 2, that the following result is true. 
PROPOSITION 2. For each k > 2, we have Proj, C: = [A,, cc ). In 
particular, problem (*)1 has at least 2k solutions if A > Akr k > 1. 
4. ALL SOLUTIONS OF (*)1 ARE NONDEGENERATE 
In this section we shall prove the key result of this paper, namely 
Theorem 2 below, a direct consequence of which is Theorem 1. 
THEOREM 2. Let y E Sk be a solution of (*)i for some A > &. Then y is 
nondegenerate and its Morse Index is k - 1. 
For the development of the present section we shall work in the 
framework of the Hilbert space Hi = HA [0, rc]. Clearly, the space X of 
Section 2 is contained in Hi. Let us denote by K:HA -+ HA the (solution) 
operator defined by Kp = y if and only if y E HZ n HA and -y” = p. 
Then, problem (*)A becomes the functional equation 
Y-KCb,(y+d)-@I =O 
in HA. The operator S: y++ K[bA(y + 4) --@I is compact and Frechet 
differentiable at a solution y of (*)i, and its derivative at y is the bounded 
linear operator on HA given by 
S’(Y):$ H KCa,(y + 4M1, 
where 
aj,(y+(b)= A9 
i 
if y+b>O 
4 if y+d<O. 
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In terms of differential equations, q = S’(y)+ if and only if q E HZ n HA 
and -q” = a,(y + #)$. The operator S’(y) is also compact and its eigen- 
values are the inverses of the eigenvalues of problem 
-II/“=wn(r+dM in (0, 7th l)(O) = @(7c) = 0. (8) 
It is well known that (8) has a sequence of eigenvalues O<pi <,u2 -C . . . . 
,uj + + co (here we are using the fact that CI z 0). Let us denote by 
$17 $2, ... the corresponding eigenfunctions, by Ej the subspace of HA 
generated by $, , . . . . tij and by Ef its orthogonal complement in HA, which 
coincides with the subspace generated by yQj+,, tij+*, . . . . 
A solution y of (*)2 is nondegenerate if the operator S’(y) is invertible, 
which is equivalent to saying that pj # 1 for all j. The Morse Index of a 
nondegenerate solution y of (*)I is the number of eigenvalues pj of (8) 
which are < 1. Let A be the quadratic form on Ht defined by 
(9) 
Using the orthonormality in HA of the $is, we obtain for II/ = c,E, ejtij 
that 
A($)= f P,‘l (Pji- l)P,‘. (10) 
j= 1 
So, y has Morse Index n if and only if the quadratic form in (10) has 
exactly the n first coefficients negative. 
LEMMA 3. Let y E Sk be a solution of (*)n. Then the number of eigen- 
values pj which are < 1 is at most k - 1. 
ProoJ With the notation in the proof of Lemma 1 we have 
a,(y+ $) <m,(x), with strict inequality on a set of positive measure. So, 
we obtain p,Ja,(y + 4)) > pk(m2) = 1, which gives the result. 1 
LEMMA 4. Let y E Sk be a solution of (*)1. Suppose that there are exactly 
n eigenvalues pj which are < 1 (We are not saying that pL, + , > 1. So we are 
not assuming that y is not degenerate.) Then, n is the maximum dimension 
of a subspace F of HA, where A is < 0. 
Proof Suppose, by contradiction, that the dimension of F is n + 1. 
Let e,, . . . . e,, 1 be a basis for F. Then, there are scalars bj, 
(j= 1, . . . . n + 1; i= 1,2, . ..) such that 
ej= 5 bjitji. 
i=l 
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Let cl, . . . . c, + i be scalars not all zero such that 
n+l n 
1 cj C Bji*i=O. 
j= 1 i=l 
Then $ = cJ’=+l cjej E Ei. From (10) we obtain A($) > 0, which contradicts 
the hypothesis that A(ti) < 0. 
THEOREM 3. Let ye S, be a solution of (*)).. Then there exists a 
subspace F of HA with dimension k - 1, where A is < 0. 
Let us assume Theorem 3 and give the proof of Theorem 2. 
Proof of Theorem 2. It follows from Lemma 4 and Theorem 3 that the 
number of eigenvalues pj < 1 is at least k - 1. Next, using Lemma 3 
we obtain that there are exactly k - 1 eigenvalues < 1 and 1 is not an 
eigenvalue. So y is nondegenerate and its Morse Index is k - 1. 1 
Thus it remains to prove Theorem 3. Its proof will follow readily from 
Propositions 3 and 4 below, whose proofs will be given in the next section. 
PROPOSITION 3. Let y be a solution of (*)A. 
(i) Suppose 0 <a < b with y > 0 in (0, a) and y < 0 in (a, 6). Let b’ be 
the point where y assumes its minimum in (a, b). Then there exists a function 
$ E HA with supp $ c [0, b’) and A($) < 0. 
(ii) Suppose O<a< b<c<d<z with y>O in (b, c), y<O in (a, b) 
and in (c, d), and assume that ( y + c$- f 0 on (b’, c’), where 6’ [resp. c’] is 
the point where y attains its minimum in (a, b) [resp. (c, d)]. Then, for any 
E > 0 sufficiently small, there exist orthogonal functions tiCb’, t+G”’ E Ht such 
that supp ijCb), supp +“” c [b’ + E, c’ - E] and A is negative definite on the 
subspace (t,kCb’, $“‘) generated by $(b) and I/I(~). 
Now, if all positive interior bumps of a solution y are in the situation of 
Proposition 3 then we are finished. On the other hand, if there exist 
positive interior bumps (b, c) where (y + q5)- = 0 on (b’, c’), we need a 
different argument by means of Proposition 4 below. 
PROPOSITION 4. Let 0 d a < b < c < d d 7~, b’ and c’ be as in Proposition 3 
and assume that (y + 4) - z 0 on (b’, c’). Then, for any E > 0 sufficiently 
small, there exist orthogonal functions I++‘~‘, I,$“’ E HA such that supp @(‘), 
supp *(c) c [b’- 2&, c’ -e/2] and A is negative definite on the subspace 
( lpb), lp’). 
Finally, we come to the proof of Theorem 3. 
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Proof of Theorem 3. Let y E Sk be a solution of (*)n. Since y has k - 1 
interior zeros, we have the following possibilities: 
(i) If k- 1 is an even number, then either (i)r y has (k- 1)/2 
interior positive bumps and no boundary positive bump, or (i)2 y has 
(k - 1)/2 - 1 interior positive bumps and 2 boundary positive bumps. 
(ii) If k - 1 is an odd number, then y has (k - 1 - 1)/2 positive inte- 
rior bumps and 1 positive boundary bump. In all cases, it follows from 
Propositions 3 and 4 that there are k - 1 linearly independent functions in 
HA such that A is negative definite on the space generated by them. [ 
5. PROOFS OF FR~P~SITI~NS 3 AND 4 
We start with two preliminary technical lemmas. 
LEMMA 5. Let /I > 0 be a real number and g(x) a continuously differen- 
tiable function on a given interval [0, T]. Then the solution of 
w” + pw = g(x) in CO, Tl, w(O) = wo, w’(0) = WI 
is given by 
sin fix 
g(x-~)d<+wocos,/$x+wI- 
fi 
and its derivative is given by 
w’(x) = j 
x sin fi 5 sin fix 
O & 
g’b - 04 + fi cm-Bwol+JvosJBx. 
COROLLARY. If in addition to the hypotheses of the above lemma one has 
(i) g(x) > 0, g’(x) > 0 in CO, Tl, 
(ii) w,>O, w,>O, 
(iii) g(0) - flwo 2 0, 
(iv) T-C 7G2 J'h 
then w(x)>0 and w’(x)>0 in (0, T). 
LEMMA 6. Let O<a< b<c<d<n be such that y(x) >O in (b, c) and 
y(x) < 0 in (a, b) u (c, d), where y is a solution of (* ) j.. Assume 742 < b and 
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let 6’ [resp. c’] be the point where y attains its minimum in (a, 6) [resp. 
(c, d)]. Then, we have 
c + (b-b’) < c’ 
and 
y(c + x) dy(b -xl for O<x<b-b’, 
y’(c+x)< -y’(b-x) for O<x<b-b’. 
ProojI Let us introduce the notation 
Y,(X) = Y(C + x)3 y,=y(b-xl, ~,(x)=~(c+x), h(x)=d(b-xl. 
As a consequence of 42 <b we obtain that 
h(x) ’ 4,(X)? db(X)‘4:@)? I&(x)l < I&(x)l, (11) 
for 0 <x 6 71 -c. Now, y, and y, are solutions of the two following initial 
value problems in (0, rc -c), 
-zn = bA(z + dd - b,d$d, z(0) = 0, Z’(O) = 8, (12) 
-z” = bJz + cjc) - b,(4,), z(0) = 0, Z’(O) = 8, (13) 
where 8 = y’(c). With the notation just introduced, the contention of the 
lemma is that 
Y,(X) <Y&J and Y:(x)GY6tx) for O<x<b-b’. 
From now on we break the proof into several parts. 
(i) The function y,(x) + dC(x) is decreasing in (0, c’- c) and is >O 
at x = 0. Let x0 E (0, c’ - c) be the (unique) point where it vanishes; if there 
is no such point take x0 = c’ - c. From the fact that 
0 < Y,(O) + i,(O) < Yb(O) + h(O) 
and from (11) above, it follows that the two functions y, and y, coincide 
in the interval [0, x0]. Observe that they are solutions of the same initial 
value problem 
-z” = AZ in CO, x01, z(0) = 0, Z’(O) = 8. 
If x0 = c’ -c we have that y, = y, in the whole of [0, c’ -c] and, conse- 
quently, c’- c = b - b’ and b-a = d- c = rc/,,6. Also we have that 
yb(x) = A sin($x), with A < 0. So, in the case that x0 = c’ - c, the proof 
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is complete. Therefore, let us assume that x,, < c’ - c and proceed with the 
proof. 
(ii) Let r=min(c’-cc, b- 6’). Assume first that y,+d,>O in 
[0, b-b’]. Then, in the interval (x,,, r), the functions y, and y, satisfy the 
following equations, with the same initial data at x = x,,, 
- ybfT = Ayyb 
-y,” = a( y, + tic) - A$+,. = cry, + (a - AM,. 
Therefore, letting w = yb - yc, we obtain 
w” + Aw = (a - A)( yc + #,), w(xo) = w’(x,) = 0, (14) 
and we are in the conditions of applying the Corollary of Lemma 5, since 
the hypothesis 
r - xg < 7c/( 2fi) 
holds true by virtue of the fact that y, satisfies the equation -yE = Ayyb in 
(0, r) with ~~(0) = 0, y;(O) < 0, and y;(x) < 0 for x in (0, r). Hence, at x = r, 
we obtain that y,(r) < yb(r) and y:(r) <y;(r). But this implies that 
r = b -b’ since, otherwise (if r = c’ - c < b - b’), we would have 
yi.(c’ - c) = 0 < yb(c’ - c), 
contradicting the fact that y, is decreasing at c’ - c. So, in this case, the 
proof is finished. It remains to consider the case in which the function 
y, + 4b is negative somewhere in the interval (0, b - 6’). 
(iii) By Remark (H) it is clear that if y, + 1,4~ has zeros in (0, b-b’) 
then there exist at most two of them, say xi, x2 with x1 <x2 d b - b’ (In 
fact, there can exist at most two zeros in the whoZe negative part under con- 
sideration.) Observe that y, + tib > 0 on (x0, xi) u (x2, b-b’) (assuming 
such an x2 exists) and y, + db <O on (xi, x2). We shall prove that the 
contention of the lemma holds in the interval (x,, r), where 
r = min(c’ - c, b - b’). Then, as done earlier, we will conclude that 
b - b’ < c’ - c. 
If x1 d r we see that in the interval (x,, xi) the situation is exactly as in 
part (ii) involving even the same equations. Now, if x2 < r then, in the 
interval (x1, x2), the functions y, and y, satisfy the equations 
-Y;: = “Y, + (a - n)d,, 
-y: = cry, + (a - A)#,. 
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Therefore, letting w = y, - y,, we obtain 
w” + aw = (A - cl)(qdh - 4,) (15) 
with w(xi) > 0 and w’(x,) > 0. Now, we claim that w’(x) > 0 for all x in 
(x1, xJ. Indeed suppose that this is not the case. Then, there exists a first 
point xb in (x,, x2] with w’(xb) = 0. Consider the function z = w’ in the 
interval (x,, XL). It follows from (14) and (15) that 
z” + a,z = 
i 
(a- A)(Y: + 4:) in (x0, x1) 
(i - a)(& - 4:) in (xl, 4) (16) 
and observe that z(xO) =z(xb) =0 and z(x) >O in (x,, XL). Since z>O, 
(yc + 4,) < 0, (db - 4,) > 0 and A- CI > 0, it follows from (16) that 
a fact which can be translated into a statement about functions on (a, b) 
to lead to a contradiction to (16). 1 
Proof of Proposition 3. (i) Let CI < e < b’ be chosen such that y + 4 > 0 
in (0, e). Let tiO be the first eigenfunction of 
-IcI;;=L40 in (0, e), Il/0(0) = $o(e) = 0, 
and define 
in (0, e) 
elsewhere. 
Since p = 7t2/e2 <x*/a’ = 1, it follows readily that A($) < 0. 
(ii) Without loss of generality we may assume that 71/2 < M, where 
A4 is the point in (6, c) where y attains its maximum (If n/2 > A4 we use the 
change of variables x + 72 -x to reduce to the above case; also, the sym- 
metric case 7r/2 = A4 can be handled by the arguments below or those of 
Proposition 4 to follow.) Moreover, since we are assuming (y + q5- f 0 on 
(b’, c’), it follows that necessarily (y + 4)) $0 on (c, c’). 
Indeed, if (y + 4) - = 0 on (c, c’) then we should have (y + 4) ~ $0 on 
(b’, b), so that letting b _ < b be the smallest number such that (y + 4) - 0 
on (b-, b) and defining c + = c+ b- b- we would obtain y(b-x) = 
y(c + x) = A sin &x, A < 0, for all XE [0, b-b-]. But then, we could 
not have d(c+) < q5(b_) (since this would imply, by continuity, that 
(y+d)(c+ + 5)~ (y+~$)(b~ - 5) for 5 >O small and, hence, since 
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(y+b)-(b--5)20 for t>O small, we would obtain (y+~$-(c++<) 
# 0 for 5 > 0 small). Therefore, it follows that $(c+ ) 3 d(b- ) which 
contradicts our assumption that 71/2 < M. 
Now, let e = b - E, e’ = c + E with E > 0 being sufficiently small so that 
y + 4 > 0 in Z, = (e, e’), let tiO be the first eigenfunction of 
-Il/b:=&o in Z,, tie(e) = IClo(e’) = 0, 
and define 
II/(‘) = {to ;se:here 
As in (i) we see that A($(‘)) < 0. Next, define 
$(2)= ;’ 
i 
in (b’, c’) 
elsewhere, 
and note that from Eq. (*)i we obtain -y”’ = a,(y + d)( y’ + 4’) - &Y, 
which used in the quadratic form A gives 
hence 
A(Ip2’) = J 
Cb’,blnCy+B<Ol 
(a--i)m’Y’+SI~i,,nrr+m<o, (u-AM’Y’. 
Now, in view of the fact that (y + 4) ~ f 0 on [c, c’], the second integral 
above is negative. Therefore, we obtain A(Q?‘~‘) <0 as a consequence of 
where the last inequality follows from Lemma 6. Also, since $(l) and 11/(2) 
are orthogonal, we obtain that A is negative definite on the subspace 
(ICI(‘), Ic/‘2’). In particular this implies that pLjb’*“) (al) < p$“,“’ (an) < 1, 
(where p”(m) denotes the eigenvalues on the interval .Z with weight m) 
and, hence, ZJL(P’+“~‘-‘)(U~) c ZJ$~‘+‘,“-~)(U,) < 1 for all E > 0 sufticiently 
small. For any such fixed E >O, we may therefore choose orthogonal 
functions ijVb), I,?(“) EHA such that supp rjCb), supp $(‘) c [b’ + E, c’ - E], and 
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A(@b’)<O, A($“‘) ~0. Hence, A is negative definite on (tJ’@, II/‘“‘). The 
proof of Proposition 3 is complete. 1 
Proof of Proposition 4. Since (y + c$)- E 0 on (b’, c’), the function 
z = y’ is a solution of -z” = alz = AZ in (b’, c’) with z(b’) = z(M) = z(c’) = 0 
and z > 0 on (b’, M), z < 0 on (M, c’). Therefore, for all E > 0 sufficiently 
small, we have vlb: =111b’~2E,M--E)(ul.)<~~‘,M)(al)= 1 and vlC: = 
Pl 
(M-E.(‘-E/2)(ad)<~~M,r’) (aA) = 1. We let $‘“’ > 0 [resp. +“’ > 0] be a first 
eigenfunction on (b’ - 2&, A4 - E) [resp. (M- E, c’ - ~/2)], with weight aA, 
corresponding to the eigenvalue vlb [resp. vlC]. Again, it follows that A is 
negative definite on ($@‘, II/““). 1 
Concluding Remark. We point out the importance of the method of 
obtaining the exactness result in this paper, through the use of Morse 
Index computations. As a byproduct, we showed that (*)1 possesses olu- 
tions of every admissible Morse Index. Namely, for il, < /z < & + 1, problem 
(*Ii. has 
1 solution of Morse Index 0 (the negative solution j), 
2 solutions of Morse Index 1 (those in SC and S; ), 
2 solutions of Morse Index k - 1 (those in Sz and SF ), 
1 solution of Morse Index k (the trivial solution y = 0). 
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