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ABSTRACT
In this paper we model and analyze a cross-layer integrated
mobility and service management scheme called DMAPwSR
in Mobile IPv6 environments with the goal to minimize
the overall mobility and service management cost for serv-
ing mobile users with diverse mobility and service charac-
teristics. The basic idea of DMAPwSR is that each mo-
bile node (MN) can utilize its application-layer knowledge
to choose smart routers to be its dynamic mobility anchor
points (DMAPs) to balance the cost associated with mobil-
ity services vs. packet delivery services. These smart routers
are just access routers for MIPv6 systems except that they
are capable of processing binding messages from the MN
and storing the current location of the MN in the routing
table for forwarding service packets destined to the MN.
The MN's DMAP changes dynamically as the MN roams
across the MIPv6 network. Furthermore the DMAP service
area also changes dynamically re°ecting the MN's mobility
and service behaviors dynamically. Unlike previous mobil-
ity management protocols such as HMIPv6 that focus only
on mobility management, DMAPwSR considers integrated
mobility and service management. We develop an analytical
model based on stochastic Petri nets to analyze DMAPwSR
and compare its performance against MIPv6 and HMIPv6.
We validate analytical solutions obtained through extensive
simulation including sensitivity analysis of simulation results
with respect to the network coverage model, the MN's resi-
dence time distribution and the DMAP service area de¯ni-
tion.
1. INTRODUCTION
Mobile IPv6 (MIPv6) [7] is a network protocol for enabling
mobility in IPv6 networks. It allows mobile nodes (MNs) to
move within IP-based networks while maintaining on-going
connections. With the advances of IP-based wireless net-
works, and the growth in the number of wireless devices, it
is widely speculated that MIPv6 will become prevalent in
next generation all-IP networks to allow users to maintain
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service continuity while on the go [15].
Two major sources of tra±c in MIPv6 systems are due
to mobility management [2, 13, 12] and service management
[5]. Traditionally mobility management has been considered
separately from service management, as mobility manage-
ment mainly deals with mobility hando®, location update
and location search, while service management mainly deals
with data delivery and applications can always send packets
to the MN by using the MN's permanent IP address.
For next-generation mobile IPv6 networks, MNs are ex-
pected to be very active with signi¯cant mobility. The mo-
bility rate with which subnets are crossed by MNs can be
high, causing a high signaling overhead for the MN to inform
the MN's home agent (HA) and corresponding nodes (CNs)
of the address change. There have been approaches [4, 9,
13, 14, 18] proposed to mitigate this high volume of network
signaling cost, including, most noticeably, IETF work-in-
progress MIP Regional Registration (MIP-RR) [6], Hierar-
chical MIPv6 [16] and IDMP [4]. MIP-RR uses a Gateway
Foreign Agent (GFA) to keep track of the MN's current care-
of-address (CoA) as long as the MN moves within a region,
thereby reducing the network signaling cost when the MN
moves within a region. When the MN moves to a new re-
gion, it registers with a new GFA whose address is updated
to the HA as the current regional CoA. Hierarchical MIPv6
(HMIPv6) [16] is designed to reduce the network signaling
cost for mobility management based on the observation that
statistically local mobility accounts for more than 60% of
movements made by an MN. In addition to a CoA, a re-
gional CoA (RCoA) is also allocated to an MN whenever
the MN enters a new MAP domain. The HA and CNs ide-
ally only know the MN's RCoA, so whenever the MN moves
across a MAP domain and triggers a RCoA address change,
the new RCoA address needs to be propagated to the HA
and CNs. Whenever an MN moves from one subnet to an-
other but is still within a region covered by a MAP domain,
the CoA change is only propagated to the MAP instead of to
the HA and CNs, thus saving the signaling cost for mobility
management. The number of subnets covered by a MAP
domain is static in HMIPv6. That is, MAPs in HMIPv6
are statically pre-con¯gured and shared by all MNs in the
system. Here we note that both MIP-RR and HMIPv6 deal
with mobility management only without considering service
management.
In this paper, we propose and analyze a cross-layer, scal-
able and e±cient integrated mobility and service manage-
ment scheme, called DMAPwSR, with the goal to mini-
mize the network cost incurred for mobility managementHA
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Figure 1: Example Mobility and Service Management Scenarios under DMAPwSR.
and service management in MIPv6 systems. The basic idea
of DMAPwSR is that each mobile node (MN) can utilize
its application-layer knowledge to choose its own dynamic
mobility anchor points (DMAPs) to balance the cost asso-
ciated with mobility management vs. service management.
The application-layer knowledge we used in this paper is the
mobile application's packet arrival rate vs. the MN's mo-
bility rate, or service to mobility ratio (SMR). The MN's
DMAP changes dynamically as the MN roams across the
MIPv6 network. These DMAPs, as in HMIPv6, are smart
access routers (ARs). However, there is no pre-con¯guration
of MAPs in the system as in HMIPv6. Rather, every AR
is \smart" and can be chosen by an MN to act as the MN's
DMAP to reduce the signaling overhead for intra-regional
movements. The DMAP domain size, or the number of sub-
nets in a region covered by a DMAP, is based on application-
layer knowledge embedded in the MN regarding the MN's
mobility and service characteristics.
Our contribution is that we identify the best DMAP do-
main size that can minimize the network tra±c via model-
based evaluation with simulation validation. Unlike HMIPv6
where a MAP has a ¯xed domain size and serves all MNs
registered under it, DMAPwSR considers a per-user DMAP
domain size which can vary dynamically depending on the
MN's runtime application-layer mobility and service charac-
teristics. We show that DMAPwSR outperforms HMIPv6 in
terms of the overall cost incurred per time unit in mobility
and service management in MIPv6 environments.
The rest of the paper is organized as follows. Section
2 describes DMAPwSR for cross-layer integrated mobility
and service management in MIPv6 environments. Section
3 develops a mathematical model based on stochastic Petri
nets to determine the per-user optimal DMAP service area
based on an MN's mobility and service characteristics so
as to minimize the network communication cost induced by
mobility and service management operations. In Section 4,
we compare DMAPwSR vs. HMIPv6 and present analytical
results validated with extensive simulation. Finally, Section
5 summaries the paper and outlines some future research
areas.
2. DMAPwSR WITH SMART ROUTERS
Our proposed DMAPwSR protocol provides cross-layer
integrated mobility and service management to reduce the
network signaling and communication overhead for servicing
mobility and service induced operations. The only require-
ment is that there exist smart access routers (ARs) capable
of processing mobility binding messages issued from mobile
nodes (MNs) to store the current AR locations of the mo-
bile nodes (MNs) who select them to be the DMAP. A smart
router is simply a HMIPv6-aware access router capable of
serving as a DMAP for an MN with an internal routing ta-
ble storing the MN's current care-of-address (CoA) and thus
capable of routing IPv6 packets destined to the MN to the
MN's CoA. Speci¯cally, when an MN crosses a DMAP ser-
vice area (to be determined by DMAPwSR on a per-user
basis), it makes the AR of the subnet just crossed as the
DMAP as in HMIPv6. The MN also determines the size
of the new DMAP service area (or the DMAP domain) for
which the MN makes use of cross-layer knowledge regarding
its mobility and service behaviors. Concurrently, it acquires
a RCoA as well as a CoA from the current subnet and reg-
isters the address pair (RCoA, CoA) to the current DMAP
(the AR of the current subnet) in a binding request mes-
sage. Note that the RCoA could be the same as the CoA
upon the MN's entry into a new DMAP domain. The MN
also informs the HA and CNs of the new RCoA address
change in another binding message so that the HA and CNs
would know the MN by its new RCoA address. When the
HA and CNs subsequently send packets to the MN, they
would use the RCoA as the MN's address. When a packet is
routed to the MN, it will come to the DMAP ¯rst because all
packets with the RCoA as the destination IP address will be
routed through the DMAP ¯rst. The DMAP will examine
the RCoA and, based on the (RCoA, CoA) entry found in
the routing table, route the packet by the MN to its current
CoA.
By inspecting the address pair (RCoA, CoA) stored in the
internal table, the DMAP knows that the MN's address is
actually the CoA and will forward the packet to the MN
through tunneling. If the RCoA and CoA are in the same
subnet, the DMAP can directly forward the packet to theMN without using tunneling. When the MN subsequently
crosses a subnet but is still located within the service area, it
would inform the MAP of the CoA address change without
informing the HA and CNs to reduce the network signal-
ing cost. This \DMAP table lookup" design maps RCoA
to CoA by having the current DMAP maintain an inter-
nal table, so the DMAP can intercept a packet destined for
RCoA and forward it to the MN's CoA. It is e±cient since
the RCoA-CoA routing function can be performed e±ciently
by DMAPs (which are routers) through simple table lookup
operations. It is scalable because the design is scalable to a
large number of MNs by having all ARs in MIPv6 networks
DMAP-enabled and randomly spreading the routing and ta-
ble lookup functions to all ARs in the network. In terms of
security and fault tolerance, it can also leverage existing so-
lutions in HMIPv6 because this design is HMIPv6-compliant
except that a MN dynamically selects ARs to be MAPs.
Figure 1 illustrates the DMAPwSR scheme. When the
MN is in subnet B of DMAP area 2 (the middle DMAP
area), it selects the AR of subnet B as the DMAP. The
MN acquires a RCoA as well as a CoA from subnet B and
an entry (RCoA2;CoAB) is recorded in the routing table
of the AR for subnet B which serves as the MN's current
DMAP. The HA and CNs are informed of the MN's RCoA
address, i.e., RCoA2. When the MN moves to subnet C
but still within DMAP area 2, the MN only informs the
DMAP of the new CoA address (CoAC) without informing
the HA and CNs. After a local binding is made, an en-
try (RCoA2;CoAC) is updated in the routing table of the
DMAP. A CN knows the MN only by its RCoA. When a
CN sends a packet to the MN, it will send it by its RCoA
(i.e., RCoA2) which will be intercepted by the DMAP who
by examining its routing table will know that the MN is
currently in subnet C and will forward the packet to the
MN accordingly. If subsequently the MN moves to sub-
net D in DMAP area 3, since it crosses the DMAP domain
area, it will acquire a new RCoA (RCoA3) as well as a CoA
(CoAD) from subnet D. The AR of subnet D becomes the
new DMAP which will record in its routing table an entry
(RCoA3;CoAD) for packet routing. The new RCoA (i.e.,
RCoA3) is sent to the HA and CNs to inform them of the
RCoA address change. A CN again knows the MN only by
this new RCoA and if it needs to send packets to the MN
it will send them with the new RCoA as the destination IP
address. In our DMAPwSR scheme, the MN appoints a new
DMAP only when it crosses a DMAP service area whose size
is determined based on application-layer knowledge regard-
ing the MN mobility and service characteristics in the new
DMAP service area. We use the packet arrival rate vs. the
MN's mobility rate, or SMR to describe the MN mobility
and service characteristics. Figure 1 illustrates that the
service area size of the DMAP is not necessarily uniform.
The optimal DMAP service area size is dictated by the
MN's mobility and service characteristics. A large DMAP
service area size means that the DMAP will not change of-
ten. The consequence of not changing the DMAP often is
that the service delivery cost would be high because of the
triangular routing path CN-DMAP-MN for data communi-
cation between the CN and the MN. On the other hand, a
small DMAP service area size means that the DMAP will
be changed often so it will stay close to the MN. The conse-
quence is that the communication cost for service data deliv-
ery would be low because of the short CN-DMAP-MN route.
However, a DMAP change involves the cost of informing the
HA and CNs of the RCoA address change. Therefore, there
is a trade-o® between these two cost factors and an optimal
DMAP service area exists.
3. PERFORMANCE MODEL
We develop a mathematical model for analyzing perfor-
mance characteristics of DMAPwSR based on stochastic Petri
net (SPN) techniques. The SPN model resembles that for
modeling an MN's mobility behavior in HMIPv6 and DMAP
[3]. We choose SPN because of its ability to deal with gen-
eral time distributions for events, its concise representation
of the underlying state machine to deal with a large number
of states, and its expressiveness to reason about an MN's be-
havior as it migrates from one state to another in response to
events occurring in the system. The goal is to identify the
optimal DMAP service area based on an individual MN's
mobility and service behaviors and to compare DMAPwSR
with HMIPv6.
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Figure 2: Performance Model based on SPN.
The cost metric that we aim to minimize is the communi-
cation cost incurred per time unit due to mobility and service
operations. The communication cost includes the signaling
overhead for mobility management for informing the DMAP
of the CoA changes, and informing the HA and CNs of the
RCoA changes, as well as the communication overhead for
service management for delivering data packets between the
MN and CNs. Table 1 lists a set of identi¯ed system parame-
ters that characterize the mobility and service characteristics
of an MN in a MIPv6 system.
Symbol Meaning
¸ data packet rate between the MN and CNs
¾ mobility rate at which the MN moves
across boundaries
SMR service to mobility ratio (¸/¾)
N number of server engaged by the MN
K number of subnets in a DMAP service area
¿ 1-hop communication delay per packet in
wired networks
® average distance between HA and MAP
¯ average distance between CN and MAP
° cost ratio, wireless vs. wired network
Table 1: Model Parameters.
The SPN model shown in Figure 2 describes the behavior
of an MN operating under DMAPwSR. We follow the nota-
tion used in our earlier work [3] to de¯ne the SPN model. An
SPN model consists of entities including transitions, places,
arcs, and tokens. A token is used as a marker; it can be
used to represent the occurrence of an event. A place is atoken place-holder to contain tokens representing the num-
ber of event occurrences. The SPN model is constructed as
follows:
² When an MN moves across a subnet area, thus incur-
ring a location hando®, a token is put in place Moves.
The mobility rate at which location hando®s occur is
¾ which is the mobility rate of the MN and thus the
transition rate assigned to Move.
² If the current move is an intra-regional move such that
the guard for transition A will return true, then the MN
will only inform the DMAP of the CoA change. This is
modeled by ¯ring immediate transition A, allowing the
token in place Moves to move to place Intra. Subse-
quently, once the MN obtains a CoA from the subnet
it just enters, it will communicate with the DMAP of
the new CoA change. This is modeled by enabling and
¯ring transition MN2DMAP. After MN2DMAP is ¯red, a to-
ken in place Intra °ows to place Xs, representing that
a location hando® has been completed and the DMAP
has been informed of the CoA change of the MN.
² If the current move results in the total number of
moves being K such that the guard for transition B will
return true, then the move will make the MN cross a
DMAP service area. This is modeled by enabling and
thus ¯ring immediate transition B, allowing the token
in place Moves to move to place Xs in preparation for
a service hando® event. Note that in an SPN, ¯ring
an immediate transition does not take any time.
² If the number of moves, including the current one, in
place Xs has accumulated to K, a threshold determined
by the DMAP representing the size of a DMAP service
area, then it means that the MN has just moved into
a new service area and a service hando® ensues. This
is modeled by assigning an enabling function that will
enable transition NewDMAP when K tokens have been
accumulated in place Xs. After transition NewDMAP is
¯red, all K tokens are consumed and place Xs contains
no token, representing that the AR of the subnet that
the MN just enters has been appointed as the DMAP
by the MN in the new DMAP service area.
The stochastic model underlying the SPN model is a continuous-
time Markov chain with the state representation of (a;b)
where a is the number of tokens in place Moves, b is the
number of tokens in place Xs. Let Pi be the steady state
probability that the system is found to contain i tokens in
place Xs such that Mark(Xs) = i.
Let Ci;service be the communication overhead for the net-
work to service a data packet when the MN is in the i
th sub-
net in the DMAP service area. Let Cservice be the average
communication overhead to service a data packet weighted
by the respective Pi probabilities. The communication over-
head includes a communication delay between the DMAP
and a CN in the ¯xed network, a delay from DMAP to the
AR of the MN's current subnet in the ¯xed network, and
a delay in the wireless link from the AR to the MN. Thus,
Cservice is calculated as follows:
Cservice =
K X
i=0
(Pi£Ci;service) = °¿+¯¿+
K X
i=0
(Pi£i£¿) (1)
Let Ci;location be the network signaling overhead to service
a location hando® operation given that the MN is in the i
th
subnet in the DMAP service area. If i < K, only a minimum
signaling cost will incurred for the MN to inform the DMAP
of the CoA address change. On the other hand, if i = K,
then the location hando® also triggers a service hando®. A
service hando® will incur a higher communication signaling
cost to inform the HA and N CNs (or application servers)
of the RCoA address change. Let Clocation be the average
communication cost to service a move operation by the MN
weighted by the respective Pi probabilities. Then, Clocation
is calculated as follows:
Clocation = PK(°¿ + ®¿ + N¯¿) +
K¡1 X
i=0
fPi(°¿ + K¿)g (2)
The total communication cost per time unit for the Mo-
bile IP network operating under our DMAPwSR sch-eme
to service operations associated with mobility and service
management of the MN is calculated as:
CDMAPwSR = Cservice £ ¸ + Clocation £ ¾ (3)
Here ¸ is the data packet rate between the MN and CNs, and
¾ is the MN's mobility rate. The steady-state probability
Pi, 1 · i · K, needed in Equations 1 and 2 can be solved
easily utilizing numerical method solution techniques such
as SOR or Gauss Seidel [17].
Equations (1), (2) and (3) together allow one to calculate
CDMAPwSR as a function of K and determine the optimal
K representing the optimal \DMAP service area" size that
will minimize the network cost. The optimal DMAP size is
determined from the analytical SPN model, thereby allowing
the optimal DMAP size to be determined when giving a set
of parameter values characterizing the mobile application,
such as SMR. Below we report numerical results obtained
from evaluating the analytical model, when given a set of
parameter values re°ecting the MN's mobility and service
behaviors, as well as MIPv6 network conditions.
4. NUMERICALRESULTSWITHSIMULA-
TION VALIDATION
By utilizing Equations (1), (2) and (3) from solving the
SPN model developed we can obtain the total communica-
tion cost incurred per time unit analytically. In this section
we report numerical results with simulation validation. We
adopt event-driven simulation and use SMPL [11] as our
simulation tool for its simplicity and e®ectiveness.
The analytical model does not have any network model in
mind because all it concerns is the number of subnet cross-
ings by the MN. In simulation, we consider three network
coverage models in simulation to test if the results obtained
are sensitive to the network coverage model used. The ¯rst
network coverage model is a two-dimensional hexagonal-
shape network coverage model as shown in Figure 3. As-
sume that the MN moves in accordance with random walk
[1] by which an MN stays in a subnet for a while and then
moves from the current AR to one of the 6 neighbor ARs
randomly with equal probability of 1/6.
As illustrated in Figure 3, under the hexagonal network
coverage model a subnet area is represented by its center
location with radius r. A DMAP service area of size k has
radius (2k ¡ 1)r where k represents the DMAP service area
size in a regional registration based mobility management(2k-1)r
r
Figure 3: A Service Area under Hexagonal Network
Coverage Model.
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Figure 4: A Service Area under Mesh Network Coverage
Model.
scheme such as DMAPwSR. An MN is characterized by its
own mobility rate ¾ and service rate ¸. When an MN moves
out of a DMAP service area, it incurs a service hando® and
moves into a new DMAP service area with the ¯rst AR it
moves into being at the center of the DMAP service area.
The whole area is wrapped around so the structure can be
reused. That is, if the MN moves out of the simulated area,
its location will be circled to the other side of the simu-
lated area, i.e., its location will be changed from (x, y) to
(-x,-y), thus allowing the simulated area to be reused. The
simulation system maintains the locations of all MNs and
their DMAPs according to the protocol used, e.g., an MN's
DMAP is the ¯rst AR in the new DMAP service area upon
a service hando®.
The second network model is the mesh network coverage
model as illustrated in Figure 4 [1]. In this model, an MN
moves from the current AR to one of the 4 neighbor ARs
randomly with equal probability of 1/4 of moving into a
neighbor subnet.
The third network model is based on real trace data, i.e., a
real world wireless network consisting of access points (APs)
on the campus of Dartmouth College. The trace data [8] col-
lected by CRAWDAD (http://crawdad.cs.dartmouth.edu)
is a comma-separated list of APs on campus along with their
location information expressed in terms of latitude and lon-
gitude values. There are 695 APs on campus. The loca-
tion information of each AP includes the MAC address, AP
name, latitude, and longitude. However, some AP actual lo-
cations are unknown. We remove those APs whose locations
are unknown. Figure 5 shows the distribution of APs on the
x-y coordinate system. In the trace-data based network cov-
erage model, we consider two APs as neighbor APs if they
are separated in distance in the range of [100m, 200m], tak-
ing into account the fact that the AP signal coverage range
is about 300 feet (91.4 m) [10]. For mobility events, when
an MN leaves an AP, it randomly selects one of its neighbor
APs to move into.
Regardless of which network coverage model is being used,
in the simulation we keep track of the locations of all MNs
and their DMAPs based on the mobility and service manage-
ment protocols used. Since the simulation program knows
the locations of an MN and its DMAP all the time, when-
ever a mobility or service management event occurs, such as
the MN moves to another AR or the CN generates a packet
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Figure 5: Access Point Locations at Dartmouth College
Campus
Parameters Default value
¿ 0.025 second
N 1
® 30 hops
¯ 30 hops
° 10
¸ f1/8, 1/4, 1/2, 1, 2, 4, 8, 16, 32, 64g
¾ f1/16, 1/8, 1/4, 1/2, 1g
Table 2: Parameters and Default Values used in
Performance Analysis.
to the MN, it knows exactly the cost incurred in response
to a movement or a service request event.
Below we report analytical results obtained from evalu-
ating the SPN model developed vs. simulation results ob-
tained. Table 2 lists the parameter values used in our anal-
ysis.
4.1 Comparison of DMAPwSR with MIPv6
and HMIPv6
We ¯rst compare performance characteristics of DMAP-
wSR vs. two baseline schemes including MIPv6 and HMIPv6.
For MIPv6, we calculate its total cost per time unit as
follows. The communication cost C
MIPv6
service for servicing a
packet delivery in basic MIPv6 includes a communication
delay from the CN to the AR of the current subnet, and a 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 64  32  16  8  4  2  1 1/2 1/4 1/8
C
o
s
t
 
D
i
f
f
e
r
e
n
c
e
SMR
CHMIPv6 - CDMAPwSR
CMIPv6 - CDMAPwSR
Figure 6: Cost di®erence between MIPv6, HMIPv6 and
DMAPwSR.
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delay in the wireless link from the AR to the MN. Thus,
C
MIPv6
service = °¿ + ®¿ (4)
The communication cost C
MIPv6
location for servicing a location
hando® consists of a delay in the wireless link from the MN
to the AR of the subnet that it just enters into, a delay from
that AR to the CNs to inform them of the CoA change, and
a delay from that AR to the HA to inform the HA of the
CoA change. Thus,
C
MIPv6
location = °¿ + ®¿ + N¯¿ (5)
Following Equation (3), the total cost per time unit for
servicing data delivery and mobility management operations
under MIPv6 is given by:
CMIPv6 = C
MIPv6
service £ ¸ + C
MIPv6
location £ ¾ (6)
For HMIPv6, the placement of MAPs is pre-determined.
That is, there are designated ARs that serve as MAPs for
MNs. We compare DMAPwSR with an implementation of
two-level HMIPv6 in which each MAP covers a ¯xed-size
area, say, covering KH subnets. We utilize our performance
model to obtain performance measures of HMIPv6 with K
set to KH.
Figure 6 compares the communication cost di®erence in-
curred per time unit by MIPv6, HMIPv6 and DMAPwSR
as a function of SMR. The total cost incurred per time unit
by DMAPwSR is computed by Equations (1), (2) and (3)
with the DMAP service area set at the optimal Kopt val-
ues in response to varying SMR values. Figure 6 shows two
lines. The solid line shows the cost di®erence between ba-
sic MIPv6 and DMAPwSR (CMIPv6 ¡ CDMAPwSR), and
the dotted line shows the cost di®erence between HMIPv6
and DMAPwSR (CHMIPv6 ¡CDMAPwSR), as a function of
SMR. We see that DMAPwSR dominates basic MIPv6 when
SMR is low. As SMR increases exceeding a threshold (e.g.,
64 in this case), Kopt approaches 1 under which DMAPwSR
degenerates to basic MIPv6. The reason is that when SMR
is su±ciently high, the MN's packet arrival rate is much
higher than the mobility rate, so the data delivery cost dom-
inates the mobility management cost. Therefore, the MN's
DMAP will stay close to the MN to lower the data delivery
cost, thus making Kopt = 1 in our DMAPwSR scheme in
order to reduce the CN-DMAP-MN triangular routing cost
for packet delivery. Next we observe that the cost di®erence
between HMIPv6 and DMAPwSR (the dotted line) initially
decreases as SMR increases until Kopt coincides with KH at
which point DMAPwSR degenerates to HMIPv6, and then
the cost di®erence increases sharply as SMR continues to in-
crease. We conclude that DMAPwSR performs better than
HMIPv6 when SMR is either low and high.
Correspondingly, Figure 7 shows the cost ratio curves of
CHMIPv6=CDMAPwSR and CMIPv6=CDMAPwSR as a func-
tion of SMR to see the percentage of cost increased when
HMIPv6 or MIPv6 is used instead of DMAPwSR. It exhibits
the same trend as in Figure 6.
4.2 Simulation Validation
To ensure statistical signi¯cance of simulation results, we
use the batch mean analysis technique [11] by which the sim-
ulation period is divided into batch runs with each batch
consisting of 2000 observations for computing the average
value. A minimum of 10 batches were run to compute the
grand mean for the overall network cost metric. Additional
batches are added if necessary until the grand mean is within
95% con¯dence level and 10% accuracy from the true mean.
With the batch mean analysis technique, a simulation run
for collecting a data point will not end until the expected
con¯dence level and accuracy are achieved. To achieve the
con¯dence level and accuracy of 0.95 and 0.05, it normally
takes more than 20,000 observations.
Figures 8 and 9 compare analytical results vs. simula-
tion results for DMAPwSR. Figure 8 shows that an optimal
service area size Kopt exists. Figure 9 summarizes the cost
di®erence between HMIPv6 and DMAPwSR as a function of
SMR. We observe that the cost di®erence between HMIPv6
and DMAPwSR initially decreases as SMR increases until
Kopt coincides with KH at which point DMAPwSR degen-
erates to HMIPv6, and then the cost di®erence increases
sharply as SMR continues to increase. We conclude that
DMAPwSR performs signi¯cantly better than HMIPv6 when
SMR is either low and high. We use solid line for analytical
results and dashed line for simulation results. We observe
that simulation results obtained match well with analytical
results.
The results reported above are based on distance-based
DMAP service areas. We test the sensitivity of simulation
results obtained with respect to the de¯nition of a DMAP
service area, i.e., movement-based vs. distance-based. The
distance-based DMAP service area size is determined by
the distance between the current subnet and DMAP. The 0.4
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Figure 8: Simulation vs. Analytical Results for Ctotal vs.
Service Area Size K in DMAPwSR.
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Figure 9: Simulation vs. Analytical Results: Cost
Di®erence between HMIPv6 and DMAPwSR.
movement-based DMAP service area size is determined by
the number of movements the MN moves away from the
DMAP. Note that the analytical model considers only move-
ment based DMAP service areas, which ignores the possibil-
ity of back-and-forth movements. Hence, by comparing sim-
ulation results based on movement-based DMAP service ar-
eas vs. those based on distance-based DMAP service areas,
we could measure the imprecision introduced by movement-
based DMAP service areas.
Figure 10 compares simulation results obtained under move-
ment based service areas vs. those under distance-based
DMAP service areas for DMAPwSR. We see that the simu-
lation results in general and the trend exhibited in particular
are insensitive to the de¯nition of the DMAP service area.
Next we study the sensitivity of simulation results ob-
tained with respect to the residence time distribution, i.e.,
the distribution of the time an MN stays at a subnet, in-
cluding the normal, uniform and exponential distributions.
Note that all analytical results reported are based on the
residence time being exponentially distributed. Figure 11
compares the cost di®erence between HMIPv6 and DMAP-
wSR under uniform, normal and exponential residence time
distributions. We observe that the trend remains about the
same and the results remain valid irrespective of the type
of time distribution considered for modeling the subnet res-
idence time.
Figure 12 shows optimal K vs. SMR under various time
distributions, We see from this ¯gure that the trend exhib-
ited under these di®erent time distributions is remarkably
similar and the results in general are insensitive to the time
distribution.
So far all results reported are based on the hexagonal net-
work coverage model. Next we test if simulation results
would be sensitive to the network coverage model used, in-
cluding hexagonal, mesh and trace-data based network cov-
erage models introduced in the beginning of this section.
Figure 13 compares the cost di®erence between HMIPv6 and
DMAPwSR under hexagonal, mesh and trace-data based
network coverage models. We observe that the general trends
exhibited by the simulation results obtained under hexago-
nal, mesh and trace-data based network coverage models are
remarkably consistent with each other. Thus we conclude
that simulation results obtained are virtually insensitive to
the network coverage model used.
5. CONCLUSION
In this paper, we study the performance of a novel DMAP-
wSR scheme for integrated mobility and service management
with the goal to minimize the overall mobility and service
management cost. We develop an analytical model based on
stochastic Petri nets to analyze DMAPwSR and compare
its performance against HMIPv6. We validate analytical
solutions obtained thr-ough extensive simulation including
sensitivity analysis of simulation results with respect to the
network coverage model, the MN's residence time distribu-
tion and the DMAP service area de¯nition. Our scheme
outperforms HMIPv6 in terms of the network communica-
tion overhead, the e®ect of which is especially pronounced
when the service to mobility ration (SMR) is either low or
high. The performance gain is in the amount of communica-
tion cost saved per time unit per user, so the saving due to
a proper selection of the best DMAP service area will have
signi¯cant impacts since the cumulative e®ect for all mobile
users over a long time period would be signi¯cant.
For future work, we plan to extend this research to con-
sider other performance metrics such as QoS, network uti-
lization, and request blocking probability. Also we plan
to extend this research to consider DMAP selection issues
based on load balancing principles while still being able to
maintain the optimal regional service area for each MN to
minimize the total network cost incurred to the system.
Lastly, we plan to explore the concept of cross-layer inte-
grated mobility and service management in emerging wire-
less mesh networks by designing a forwarding and resetting
protocol under which the length of the forwarding chain cor-
responds to the DMAP service area size.
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