Abstract. We consider stochastic programming problems with probabilistic constraints involving integervalued random variables. The concept of a p-efficient point of a probability distribution is used to derive various equivalent problem formulations. Next we introduce the concept of r-concave discrete probability distributions and analyse its relevance for problems under consideration. These notions are used to derive lower and upper bounds for the optimal value of probabilistically constrained stochastic programming problems with discrete random variables. The results are illustrated with numerical examples.
Introduction
Probabilistic constraints are one of the main challenges of modern stochastic programming. Their motivation is clear: if in the linear program min c T x subject to Tx ≥ ξ, Ax ≥ b, x ≥ 0, the vector ξ is random, we require that Tx ≥ ξ shall hold at least with some prescribed probability p ∈ (0, 1), rather than for all possible realizations of the right hand side. This leads to the following problem formulation:
where the symbol P denotes probability. Programming under probabilistic constraints was initiated by Charnes, Cooper and Symonds in [7] . They formulated probabilistic constraints individually for each stochastic constraint. Joint probabilistic constraints for independent random variables were used first by Miller and Wagner in [16] . The general case was introduced and first studied by the second author of the present paper in [21, 24] .
Much is known about problem (1) in the case where ξ has a continuous probability distribution (see [26] and the references therein). However, only a few papers handle the case of a discrete distribution. In [25] a dual type algorithm for solving problem (1) has been proposed. Bounds for the optimal value of this problem, based on disjunctive programming, were analyzed in [32] . The case when the matrix T is random, while ξ is not, has been considered in [34] . Recently, in [27], a cutting plane method for solving (1) has been presented.
Even though the literature for handling probabilistic constraints with discrete random variables is scarce, the number of potential applications is large. Singh et al. in [33] consider a microelectronic wafer design problem that arises in semiconductor manufacturing. The problem was to maximize the probability rather than to optimize an objective function subject to a probabilistic constraint, but other formulations are possible as well. Another application area are communication and transportation network capacity expansion problems, where arc and node capacities are restricted to be integers [20, 26] . Bond portfolio problems with random integer-valued liabilities can be formalized as (1) (see [9] for first such attempts). Many production planning problems involving random indivisible demands fit to our general setting as well.
If the decision vector x in (1) is restricted to be integer and T is integer, then there is no need to consider other right hand side vectors than integer. In fact, for any random vector η we have then P{Tx ≥ η} = P{Tx ≥ ξ}, where ξ = η (the roundup of η). This transformation may additionally strengthen the description of the feasible set by deleting some non-integer points.
In Sect. 2 we introduce the key concept of a p-efficient point of a discrete distribution and we analyse properties of such points. In Sect. 3 we define the class of r-concave distribution functions of discrete random variables and we show how r-concavity can be used to derive various equivalent formulations of probabilistically constrained problems. Section 4 discusses a Lagrangian relaxation of the problem. In Sect. 5 we propose a new method, called the cone generation method, for generating lower bounds of probabilistically constrained problems. Section 6 is devoted to upper bounds. Finally, in Sect. 7 we present two illustrating examples.
Although we concentrate on integer random variables, all our results easily extend to other discrete distributions with non-uniform grids, under the condition that a uniform lower bound on the distance of grid points in each coordinate can be found.
To fix some notation we assume that in the problems above A is an m × n matrix, T is an s × n matrix; c, x ∈ R n , b ∈ R m and ξ is a random vector with values in R s . We use Z Z and Z Z + to denote the set of integers and nonnegative integers, respectively. The inequality '≥' for vectors is always understood coordinate-wise.
