The electrochemical monitoring technique developed by Devanathan and Stachurski (1) has been routinely applied to determine diffusion coefficients and solubilities for gases which diffuse through membranes. This technique has been described elsewhere (2, 3) but basiCally consists of first applying a platinum coating to one side of the membrane and then exposing this side of the membrane to the electrolyte and the other side of the membrane to a diffusant gas. A schematic of the overall experimental apparatus is shown in Fig. 1 and a detailed schematic of the permeation test cell is shown in Fig. 2 .
During the experiment, the gas (e.g., Ha) diffuses through the membrane and is oxidized electrochemically on the platinum coating. To analyze such a system, a one-dimensional form of Fick's second law of diffusion is used ac (x, t) o2c(x, t)
where the diffusion coefficient, D, is assumed to be constant and c(x, t) represents the concentration of the diffusant gas (e.g., H~). Initially, an inert gas such as Nz is passed over the membrane which gives c(x,t)=O.O for O<-x<-L for t<0 [2] The diffusant gas is assumed to saturate the surface of the membrane which faces the gas chamber upon introduction of the gas to the membrane c(x,t)=Co at x=0 for t->0 [3] At the other side of the membrane, it is assumed that the concentration of H2 is forced to zero by oxidizing all of the Ha gas under mass-transfer limited conditions
c(x,t)=O.O at x=L for t->0 [4]
The current as a function of time needed to oxidize the hydrogen gas is given by i(t) = -neFAD Oc(x, t) [5] Ox x=L where at steady state the limiting current is neFADCo i~ ---
[6]
L Various analytical methods have been used to approximate the solution of Eq. [1] - [4] in terms of current ratios by using Eq. [5] and [6] as demonstrated by McBreen et al. (4) for the Laplace method * Electrochemical Society Student Member. ** Electrochemical Society Active Member.
and Fourier's method (4)
A third analytical solution was presented recently by Yen and Shih (5) i(~) -1 -exp (-6~) [10] i| Unfortunately, Eq. [7] , [8] , and [10] are not correct over the entire range of ~ despite being derived from well-known analytical methods. This can be seen easily, for example, by inspection of Eq. [7] . The right-hand side of Eq. [7] goes to zero for large values of T instead of going to one, as required. Since the right-hand side of Eq. [7] is the first term only in an infinite series given by (4)
one might expect that adding additional terms would improve the accuracy of Eq. [7] . Unfortunately, adding a large Fig. 3 . The numerical solution to Fick's second law, shown in Fig. 3 , was calculated by expressing Eq. [1] in a finite difference form (Crank-Nicolson) and solving for the concentration as a function of time at each nodal point subject to the boundary and initial conditions given by Eq. [2] - [4] . The current ratio was then predicted, as a function of time, by using Eq. [5] and [6] . The correct dependence of ili| on should follow that given by the numerical solution. As can be seen in Fig. 3 , the prediction based on the Laplace method (Eq. [7] where ie(j) represents the jth experimental value for the current. Here the n current values are obtained at regular intervals from the data set for simplicity. The theory of least squares fitting can be used to determine D and Co. The difference between the experimental values and the predicted values of the current for each data point can be used to determine the two parameters by minimizing the value of R when R is defined as
The IMSL (6) subroutine BCLSF was used in this work to estimate D and Co. This routine solves nonlinear least squares problems by using a modified LevenbergMarquardt algorithm. Since i(j) depends on the diffusion coefficient and the solubility, Eq. [1] , subject to Eq.
[2]- [4] , must be solved numerically for each iteration in the estimation of D and Co. Fortunately, this does not require much computer time because of the high speed of modern computers.
In addition to estimating the parameters, it is equally important to determine confidence intervals for the parameters. Assuming a normal distribution, the confidence intervals can be approximated by [ (7), p. 197]
where tbk is the estimate of the parameter Pk and tL-~;2.af is the value of the t-distribution at the (1 -~/2) x 100% confidence interval with n -m degrees of freedom (dt~. A value for the variance, s~k, can be obtained from
and a value for Ckk can be obtained from the inverse of the approximate Hessian matrix, N, where the elements of the Hessian matrix are given by
greater than about 0.12, and the prediction according to Eq.
[10] deviates from the numerical solution for most of the values of~. Hence, the numerical method is the only accurate solution to Eq. [1]- [4] over the entire range ofv. Equations [6] and [9] and one of the Eq. [7] , [8] , or [10] are often used to determine the diffusion coefficient, D, and the solubility, Co, of the diffusing gas. The classical method typically consists of setting i(~)/i| in one of Eq. [7] , [8] , or [10] to a set fraction (e.g., 0.5) and solving for the dimensionless time, T. Then the actual time, t, to reach this fraction of the limiting current is measured from an experimental current transient. The dimensionless time, v, and the actual time, t, are then used in Eq. [9] with a known thickness, L, to calculate D. The gas solubility, Co, is then calculated from Eq. [6] using the experimentally determined value of i| This procedure used with Eq.
[10] would lead to significant errors in D and Co if the selected current ratio, i(~)/i| was not about 0.65, as indicated in Fig. 3 . This classical procedure is often hard to use because it is difficult to obtain reproducibly flat limiting current curves. Also, one would like to have confidence intervals for D and Co which cannot be obtained when only two values of the experimentally measured current vs. time data are used.
The entire data set from an experimentally measured current transient can be used to determine values for D and Co and their confidence intervals by using a numerical solution technique to predict the current, i, and the nonlinear parameter estimation procedure to determine D and Co by comparison of the experimental values of i to those predicted by the model (Eq. [1]- [4] ). Since the data set consists of n current values and m unknown parameters (D and Co), n functions can be defined Table I were used to create a simulated base data set of evenly spaced points of current vs. time. Using simulated data allows the diffusion coefficient and solubility to be set a priori and then calculated by the four methods presented here. The Crank-Nicolson method was used to solve the model Eq. (Fig. 4) . If real data is being analyzed, Eq. [14] is used to estimate the confidence intervals. One hundred data sets like the one shown in Fig. 4 were generated with 500 data points and analyzed by the numerical method and parameter estimation technique. The resulting 100 values for the diffusion coefficient and solubility were used in Eq.
[19] and [20] to obtain the parameter estimates and their confidence intervals. The results for this case together with other cases with fewer data points but with 100 repetitions for each are shown in Table II . Figures 5 and 6 show the percent errors for the diffusion coefficient and solubility, respectively. These results show that the confidence interval for the parameter estimates become smaller as more simulated data points are used. This observation is expected since as the number of data points increases, the parameter estimates will approach their true values and the confidence intervals will tend toward zero.
Also shown in Fig. 5 and 6 are percent errors in the values for D and Co obtained by applying the three approximate solutions, Eq. [7] , [8] , and [10], with the classical method described above to the simulated data in Fig. 4 . Setting i(T)/i| to 0.5 in Eq. [7] and [8] and solving for T gives TLaplac e : 0.1388 and XFo~ier = 0.1405. Equation [10] provides the correct value for x at i(x)/i| equal to 0.65 as shown in Fig. 3 . Using this value in Eq. [10] gives xYe, a,d Shin = 0.1750. The limiting current, as approximated from Fig. 4 by using a ruler is 9 ~A. The time, t, to reach one-half of the limiting current is 5.5s and to obtain 0.65 of the limiting current is 6.9s. The diffusion coefficients for the Laplace and Fourier equations are obtained from Eq. [9] using t = 5.5s and the respective values for T above. Similarly, the diffusion coefficient for the Yen and Shih equation is calculated by using t = 6.9s and the above corresponding value of x. The solubility can then be calculated for each approximate method by using the calculated diffusion coefficients and approximated limiting current in Eq. [6] . Table III presents a comparison of these results to the numerical method. It is probably not necessary to analyze graphically each of the 100 data sets since the only difference between each data set is the amount of randomly induced noise. As shown in Table III and Fig. 5 and 6 , the numerical method gives a more accurate estimate of the diffusion coefficient and solubility than the approximate methods. It should be mentioned that more than one data point from the current transient could be used to perform the estimation for the approximate methods. However, this would lessen the appeal of the approximate methods and may be more difficult than using the numerical method.
To further illustrate the numerical method technique for estimating diffusion coefficients and solubilities, actual experimental data was analyzed by the four methods described above. The permeation rate of hydrogen gas through a proprietary membrane was measured by the electrochemical monitoring technique as described earlier. The temperature of the electrolysis cell was 25~ and consisted of a 0.bM Na2SO4 electrolyte and a 11.13 mil thick A membrane with an exposed geometric area of 0.125 cm 2. From the resulting current transient, 82 evenly spaced in c time data points were obtained as shown in Fig. 7 . AlCkk though the experimental current transient in Fig. 7 ap-~C~ pears to be smooth, these values were obtained from a ~o~ measured current transient similar to Fig. 4 . Also shown in Fig. 7 are the predicted current transients obtained from D~ the numerical method and the three approximate meth-F ads. The model Eq. [1] - [4] , were solved by the Crankf0) Nicotson method with Ax = 2.783 • 10 -4 cm (1Ol node points) and At = 2.678 x 10-2s (14,936 time steps). Since H real experimental data points were used rather than simuie(j) lated data, the confidence intervals were calculated by i(j) using Eq. [14] . The three approximate methods were also i(t) i| applied to the experimental data. Using Fig. 7 , the limiting L current is approximately 4.047 p~. One-half of this limiting m current value corresponds to a time of 54.69s and 0.65 of n the limiting current corresponds to 72.66s. The results for the hydrogen gas diffusion coefficient and solubility as obne tained by the four methods are shown in Table IV . These N values for the diffusion coefficient and solubility were ~Pk then used in their respective equations (Eq. [5] -[10]) to pre~Pk dict the current as a function of time as shown in Fig. 7 . Pk r Summary R A numerical solution to Fick's second law of diffusion sk can be used with transient current data to obtain estimates sPk and confidence intervals for the diffusion coefficient and t solubility of a gas diffusing through a membrane. Higher tl-~2,dr accuracy is obtained in estimating the diffusion coefficient and solubility by using a numerical method rather than approximate methods, x There are several advantages in using a numerical method with parameter estimation as presented here. First, the estimated parameters depend on all experimental data, not just on two points as they do for the approximate methods. Hence, there is less chance of an error occurring in the estimation. Also, a confidence interval can be constructed for the parameter estimate with only one set of experimental data. Second, the approximate solutions depend on the limiting current value which is sometimes difficult to measure (as in Fig. 4 ) and may vary on subsequent experimental runs. This can significantly alter the parameter estimates. Third, the use of high speed digital computers provides a simple, rapid method to determine parameter estimates and their confidence intervals. Coupling data acquisition hardware and software with such computers would make the approach presented here even more appealing.
