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naturally, given the correct thermodynamic conditions, without any assumptions on the nucleation
location or frequency. The new highly-parallelized HAC model is shown to reduce computation time by a
factor of five for Couette flow in a 78 nm channel as compared to a fully-atomistic simulation. This
speedup is expected to become even greater for larger systems. A general discussion on the
performance of the new HAC model is included along with a discussion of the advantages and
disadvantages, specific to HAC models, of the volume-of-fluid (VOF) method used to track interfaces
within the continuum domain.
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ABSTRACT

A HYBRID ATOMISTIC-CONTINUUM MODEL FOR LIQUID-VAPOR PHASE
CHANGE
Ian A. Cosden
Jennifer R. Lukes
Boiling, evaporation, and liquid-vapor phase change are inherently multiscale
processes.

Current continuum-based numerical models fail to capture the atomistic

nature of the local density fluctuations that lead to vapor nucleation. Atomistic methods,
such as molecular dynamics (MD) simulations, are capable of fully resolving the effects
of individual atomic interactions and nanoscale surface structure on the incipience of
liquid-vapor phase change. Macroscopic problems, however, are still well beyond the
reach of MD simulations due to the prohibitively large computational expense of
modeling discrete particles. Hybrid atomistic–continuum (HAC) models offer a solution.
HAC models limit the use of MD simulations to only a small region where atomisticlevel resolution is necessary, such as near a wall or heater surface, and use continuum
methods away from this region.
In this work a fully parallelized hybrid atomistic–continuum model is developed to
resolve nanoscale features of liquid-vapor phase change. The domain is decomposed into
an atomistic domain, where individual atomic interactions are computed, and a
continuum domain, where the Navier–Stokes equations are solved. The two domains are
v

coupled through an overlap region in which the solutions in both domains are consistent.
The accuracy of the HAC model is demonstrated through the simulation of sudden start
Couette flow, unsteady heat transfer, and the bulk flow of a liquid-vapor interface. The
new HAC model is used to model vapor nucleation at a heater surface and compares well
to analytic solutions for evaporation. Unlike continuum-only methods, the new HAC
model is able to nucleate vapor from liquid naturally, given the correct thermodynamic
conditions, without any assumptions on the nucleation location or frequency. The new
highly-parallelized HAC model is shown to reduce computation time by a factor of five
for Couette flow in a 78 nm channel as compared to a fully-atomistic simulation. This
speedup is expected to become even greater for larger systems. A general discussion on
the performance of the new HAC model is included along with a discussion of the
advantages and disadvantages, specific to HAC models, of the volume-of-fluid (VOF)
method used to track interfaces within the continuum domain.
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1.1

Introduction

Motivation
Phase change heat transfer has applications in many engineering disciplines.

Boiling is capable of providing heat transfer coefficients that are nearly one order of
magnitude greater than the next most efficient convective process, while maintaining
relatively low surface superheat [1]. Despite having been studied for many years much
of the boiling research in the past has focused on the development of empirical
correlations [2].

Unfortunately these correlations apply only to a limited range of

conditions while some of the underlying physical processes of the boiling process remain
unclear. Numerically modeling the boiling process has proven to be a difficult task as
well.

Boiling has all the associated complexities of single phase buoyancy-driven

turbulent flow with the additional complications associated with the presence of a second
phase (interface tracking, interaction between phases, etc.). A better understanding of the
processes occurring at the nano to microscale is necessary to improve the weaknesses in
the current boiling models and correlations [3]. This includes nucleation of vapor-liquid
interfaces and the role of inhomogeneties and intermolecular forces between the solid and
liquid [4].
Recent research has demonstrated roughened surfaces and surfaces with
microscopic features show significantly increased boiling heat transfer performance over

1

conventional flat surfaces (e.g. [4,5]).

Experimental studies suggest that bubble

nucleation from microstructures is different from macroscale boiling [4], as micro-scale
changes to surface geometries have been shown to significantly reduce the boiling
inception superheat [6], increase the heat transfer coefficient [7], and increase the critical
heat flux [8].
Recently, nanoscopically smooth surfaces, free of micon or larger cavities, were
observed to nucleate bubbles with wall superheats as low as ~10K [9]. It was concluded
that nano-scale imperfections were sufficient to initiate nucleation. Arrays of nanowires
[10] and carbon nanotubes [11] have been shown to increase heat transfer coefficients
and the critical heat flux of pool boiling, although the reasons for this are not yet fully
understood. In addition to an increase in the surface area, it has been proposed that the
nanostructures improve the boiling heat transfer by providing a higher density of
nucleation sites which activate at low superheat [11].

Also, the nanoscale cavities

between these individual nanostructures create very high curvature liquid-vapor
interfaces. It has been suggested that this leads to strong capillary forces which act to
pump liquid to the heated area, delaying dry out and the onset of critical heat flux [10].
In addition to modifications to the heater surface, heat transfer fluids mixed with
nanoparticles, which are stably suspended in the liquid, have been shown to increase
CHF by as much as 200% [12]. Increasing CHF could have a significant impact on the
energy efficiency of all boiling applications. In fact, Buongiorno et al [12] predicted that
nuclear reactor power density could be increased by 20% with a just a 32% increase in
critical heat flux.
2

Advances in micromachining have made it possible to create microevaporators
with hydraulic diameters smaller than 100μm resulting in new physics of convective
vaporization not seen in macroscopic tubes.

Still, questions remain about how to

determine and control the pressure drop, heat transfer, and CHF conditions in these
microevaporators [13].
If the underlying mechanisms of the boiling process were better understood it
would be possible to better predict the rate of boiling heat transfer as well as design and
manufacture boiling surfaces to improve performance.
Computational fluid dynamics (CFD) models which use the Navier-Stokes
equations assume the continuity of matter. However, as characteristic length scales
decrease, this central assumption can begin to fail. For liquids, the continuum description
can often still apply at the microscale, but, when length scales fall below approximately
100 nm, high surface-to-volume ratios can lead to new phenomenon not observed at
higher length scales [14]. The continuum approach is no longer appropriate and the fluid
must be modeled as discrete particles.

On the scale of nanometers the liquid vapor

interface is not a sharp boundary but instead is a region of finite thickness. Additionally,
in flows with phase change, bubble formation begins with the density fluctuation of just a
small number of atoms. Clearly a CFD model would be incapable of capturing these
nano-scale phenomena. For this reason, a modeling approach that allows analysis of
fluids at the level of individual atoms has the potential to provide significant insight into
fundamental nucleation processes. Molecular dynamics (MD) simulations serve as an
ideal framework to study the formation of nanobubbles. The molecular dynamics method
3

solves classical equations of motion for individual particles interacting in accordance
with a given potential function. MD can capture liquid vapor phase change naturally,
given thermodynamically correct conditions. Unfortunately, MD simulations are limited
in time (~ns) and length scales (~nm) by computational resources.

Even with

advancements in parallel computing and supercomputers, macroscopic simulations are
still well out of the reach of MD.
One promising new technique designed to overcome the scale disparity between
MD and CFD are hybrid atomistic-continuum (HAC) methods [15] which divide the
simulation domain into a region with discrete particle resolution (MD) and a region with
continuum resolution (CFD). MD is used to resolve only the regions where the atomistic
detail is necessary while the continuum based solver is used for the remainder of the
domain. The advantages of HAC models are twofold. First, the computation cost of
CFD can be significantly less than MD for the same size simulation (i.e. same physical
dimension for the same time period). Thus, if the discrete particle resolution is not
required, the use of CFD can offer a substantial savings in computation time. Second,
given certain conditions (for example steady-state flows [15]) time scales between MD
and CFD can be decoupled leading to nanoscale resolution in macroscopic flows.
Currently HAC models have been developed for dense fluids and single phase flow such
as Couette flow [16], micro/nano-channel flow [17, 18], and flow around corners [19].
The HAC method holds promise for numerically modeling boiling and nucleation
events occurring at the nanoscale. By combining the atomistic resolution of MD to
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capture the initial stages of bubble nucleation with the more computationally efficient
CFD methods, the initial stages of boiling at the nanoscale can be explored numerically.

1.2
1.2.1

Background
Molecular Dynamics Simulations of Liquid-Vapor Systems
Early liquid-vapor MD studies focused on drops (e.g. [20]) or liquid thin films (e.g.

[21]) due to the inherent computational difficulties associated with vapor bubbles. More
recently, studies have begun to look at bubble formation [22] and nucleation rates [23].
Maruyama and Kimura [24] used MD to form a vapor bubble from 5,488 Lennard-Jones
atoms by expanding vertical plates.

Solid atoms lined the top and bottom of the

simulation cell and the other four sides had periodic boundary conditions.

The

interatomic potentials between the solid and liquid atoms were modified to simulate
different wettabilities of the surface. It was shown that a less wettable surface promotes
heterogeneous nucleation. In a similar study, Nagayama et al. [25] used MD to simulate
bubble formation in a nanochannel. A metastable liquid, subject to an inlet driving force,
in a heated channel was modeled for various surface wettabilities. Hydrophilic surfaces
led to homogeneous bubble nucleation while hydrophobic surfaces led to heterogeneous
nucleation.
Novak et al. [26] compared heterogeneous and homogeneous bubble nucleation
using molecular dynamics and found that to obtain homogeneous nucleation rates similar
to heterogeneous rates required temperatures about 10K higher. In a subsequent study
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Novak and coworkers [27] used MD simulations of argon to determine the role of
asperities and indentations on heterogeneous bubble nucleation.

They found that

nucleation events were localized to regions with indentations.

That is, bubbles

preferentially formed at the asperities on the heated surface.
Park et al. [28] presented the first work in MD calculating the surface tension of a
bubble using local normal and transverse pressure components.

This approach is

convenient since it avoids the definition of a bubble radius. They found the surface
tension to scale with the size of the bubble, but not as strongly as predicted by the
Tolman equation. Matsumoto and Tanaka [29] assumed the validity of the Young–
Laplace equation for a nanobubble and calculated the surface tension to be independent
of bubble size.

However, Nagayama et al. [30] proposed that the Young-Laplace

equation was not applicable for the case of a nano-sized bubble. The MD simulations of
Park et al. and Nagayama et al. each consisted of less than 10,000 particles, Matsumoto
and Tanaka used systems consisting of 25,000 and 125,000 particles. The size of these
typical MD liquid-vapor phase change systems is on the order of nanometers with total
simulation times of nanoseconds.
1.2.2

Continuum Approaches to Boiling and Phase Change
Continuum boiling and two phase flow numerical modeling have developed

significantly over the last decade. Son, Dhir and coworkers [31-36] have developed a
level set method to simulate the growing, departure, and merging process of partial
nucleate boiling. Their models, as well as other numerical nucleate boiling simulations
6

[e.g. 37-39], contain two domains: a microlayer and a macrolayer. The microlayer
models a thin, non-evaporating liquid layer beneath a bubble on the surface of a heater.
The flow field and heat transfer within the microlayer are calculated by solving steady
state laminar momentum and energy equations. The microlayer then provides boundary
conditions for the bottom surface of the macrolayer. In the macrolayer the Navier-Stokes
and energy equations are solved with an interface tracking model to track the liquid and
vapor phases. Small regions on the surface, spaced at equal intervals, are chosen as
nucleation sites at which bubbles will be formed. Vapor bubbles are inserted at these
sites at regular intervals based on an assumed wait time, τw, between bubble nucleation
events. This is typical of continuum level boiling simulations; the location and frequency
of bubble nucleation events must be assumed since the models lack the necessary physics
to predict these parameters.
1.2.3

Hybrid Atomistic Continuum Models
The first hybrid atomistic continuum model for a fluid simulation by combining

MD with a continuum approach was developed by O’Connell and Thompson [16]. They
modeled one dimensional Couette flow using constraint dynamics. The atomistic region
was modeled by MD and coupled to a continuum Navier-Stokes based model. They
coined the term Hybrid Solution Interface (HSI) to describe the line/plane where the two
models met.

The two models were coupled by an overlap region to ensure the

consistency of the thermodynamic variables. The overlap region allows for a continuous
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state of stress across HSI without explicitly matching (or imposing) fluxes.

The

following constraint was used in the overlap region,
N

∑ p − Mu = 0
i

(1.1)

i =1

where N is the number of particles in the overlap region, pi is the momentum of the ith
particle, M is the mass of the continuum model in the overlap region, and u is the velocity
from the continuum solution. The MD equation for velocity, modified to include the
constraint, then became:
vi =

pi
1 N p⎤
⎡M
+ξ ⎢
u− ∑ i ⎥
mi
N i =1 m ⎦
⎣ mN

(1.2)

where ξ is the strength of the constraint. O’Connell and Thompson found ξ = 0.01 to be
the ideal value. Smaller values “provided inadequate coupling” while larger values “led
to excessive damping of particle fluctuations and caused substantial deviations from the
base line solutions.” Studies [17-19, 40] since then have found values of ξ=1 to be most
effective at assuring proper coupling.
Since the initial HAC (hybrid atomistic-continuum) model developed by O’Connell
and Thompson subsequent HAC models have differed primarily in the form of the
coupling strategy and the imposition of the boundary conditions. Models have since
evolved to two and three dimensional flows, and been used to study walls with nanometer
scale roughness [17], the flow around corners [40] but always with dense phase fluids.
Expanding the HAC models to include heat transfer is only a very recent addition [18,
41]. The first and only (to date) HAC model that coupled a fluid in the gas phase was
8

developed by Sun et al. to simulate the condensation of gas flow in nanochannels [41].
In their model flow of a gas in a cooled-wall nanochannel was simulated. The coupling
consisted entirely of the gas phase and the condensation was confined entirely to the MD
domain; thus no interface tracking was necessary.
1.2.4

Other Multiscale Methods
Mesoscopic models have recently been introduced to access time and length scales

in between atomistic and continuum models. Mesoscopic methods include lattice gas
(LG) [42], lattice Boltzmann (LB) [43], dissipative particle dynamics (DPD) [44],
Brownian dynamics (BD) [45], and Stokesian dynamics (SD) [46]. These methods are
useful if the system to be modeled requires spatial and/or temporal resolution in this
region. Hybrid models, pairing MD with LB [47] and MD with DPD [48] have also
recently been developed.

1.3

Objective of Present Work
The objective of this dissertation is to develop a hybrid atomistic continuum model

capable of capturing liquid-vapor phase change and boiling incipience on a solid surface.
The model will consist of an MD domain and a CFD domain which will exchange
information through an overlap region where the solution of the two domains will be
consistent. This work will be based on the development of the previous HAC models, in
that it will be capable of mass, momentum, and energy coupling. However, unlike
previous HAC models, this model will be the first to have the capability to capture two
phases in both domains and communicate phase information across the hybrid solution
9

interface. Also unique to this new model will be the ability to model evaporation in both
domains. The new HAC model will also, to date, be the first HAC model code to be fully
parallelized.

This contribution is significant, as HAC simulations still represent a

significant computational expense. Through parallelization substantially larger and/or
longer simulations are possible.

1.4

Outline
This dissertation begins by laying the foundation for the final HAC model. The

components are introduced individually, until they are assembled into a HAC model.
Chapter 2 begins by introducing atomistic region and the molecular dynamics simulations
method. The atomistic-only simulations to calculate the fluid transport properties are
covered at the end of Chapter 2, with the exception of surface tension which is the focus
of the entirety of Chapter 3. The influence of the cutoff radius, an often overlooked
parameter in molecular simulations, on the calculation of the surface tension of
nanobubbles is explained in detail.
Chapter 4 introduces the continuum region and computation fluid dynamics as well
as describing the addition of temperature and evaporation to the continuum solver.
Starting in Chapter 5 the components introduced in the previous chapters are combined to
form a single-phase hybrid atomistic continuum model. The first sections of the chapter
are devoted to isothermal fluid flow, while the final section relaxes the isothermal
constraint and extends the single-phase model to heat transfer.

Chapter 6 lays the

framework for the two-phase HAC model by introducing a new parameter necessary to
10

track the second phase. Chapter 7 builds on this model by extending the HAC model to
include liquid-vapor phase change. Lastly, some concluding remarks are presented in
Chapter 8, including ideas for future work. For the interested reader Appendix A is an
overview of the implementation and framework of the HAC computer code, built from
open source software.
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2

2.1

The Atomistic Domain and Calculation of Fluid Properties

Introduction to Molecular Dynamics
Molecular Dynamics (MD) simulation is a technique to model the behavior of a

system of classical atoms that do not exhibit quantum effects [49].

The particles,

governed by Newton’s equations of motion, interact with a given interatomic potential.
The atoms are allowed to interact for a given period of time, often limited by computer
resources, typically on the order of nanoseconds, over length scales typically on the order
of nanometers.

2.2

Lennard-Jones Potential
To model the interatomic potential the popular two-body Lennard-Jones potential

was used, which has shown good correlation with experimental results for argon. The
potential is simple and has been well studied in the literature, including single-phase
HAC models [16-19, 50-54], and therefore provides a good starting point for the
investigation of liquid-vapor phase change. The Lennard-Jones potential [55], sometimes
referred to as the 12-6 potential, is given by,

⎛ ⎛ σ ⎞12 ⎛ σ ⎞6 ⎞
Φ(r ) = 4ε ⎜ ⎜ ⎟ − ⎜ ⎟ ⎟ ,
⎜⎝ r ⎠ ⎝ r ⎠ ⎟
⎝
⎠
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(2.1)

where r is the distance between atoms, ε is the potential well depth, and σ is the zero
potential distance. The Lennard-Jones parameters for argon are ε = 0.167x10-20 J and σ =
3.40x10-10 m, as well as the mass, m = 6.63x10-26 kg [55].
2.2.1 Non-Dimensionalization
As is often the case with molecular simulations, many quantities are expressed in a
non-dimensionalized form whenever possible. Non-dimensionalization is useful both in
the computer programming of MD simulations, but also in the analysis of results. By
reporting non-dimensional quantities results can be generalized for any values of the
parameters in the Lennard-Jones potential. In this study, non-dimensionalized values are
marked with an asterisk (*) and are reduced using the Lennard-Jones potential well depth
(ε), the zero potential distance (σ), and the atom mass (m). Table 2.1 lists the nondimensionalized forms of the quantities used in this study.
In many cases, however, the use of dimensionalized variables is unavoidable. The
continuum solver, which will be covered in detail in Chapter 4, requires dimensionalized
variables and units, so for continuum and hybrid calculations dimensioned quantities
must be used. In these cases the conversion between a non-dimensionalized quantity and
dimensioned one can be quickly deduced from the relations shown in Table 2.1.
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Table 2.1. Non-Dimensionalized quantities using LJ parameters.

Quantity

Non-Dimensionalization

Length

L* =

Energy

Φ* =
T* =

Temperature

L

σ

Φ

ε

kbT

ε
Pσ 3
*
P =
ε
γσ 2
γ* =
ε
t ε m
t* =
σ

Pressure
Surface Tension
Time

ρ * = ρσ 3

Number Density
Viscosity

μ* =

Specific Heat

cv* =

D* =

Diffusion Coefficient

μσ 2
εm
cvσ
kb

D mε

σ

2.2.2 Lennard-Jones Equation of State
While the Lennard-Jones has been shown to replicate well the thermodynamic
properties of argon (and other elements) obtained experimentally, we will develop this
model generally for a Lennard-Jones fluid. To this end, we will require some insight into
the thermodynamic behavior of the LJ fluid. Fortunately, Nicolas et al. [56] developed
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an equation of state for the Lennard-Jones fluid. The equation of state was a modified
Benedict-Webb-Rubin (MBWR) equation with 33 parameters and was fit to molecular
dynamics calculations over a density range of 0 ≤ ρ* ≤ 1.2 and a temperature range of 0.5
≤ T* ≤ 6.0. More recently, Johnson et al. [57] improved on the Nicolas equation of state
by using new molecular dynamics simulations and arrived at a new set of parameters for
the 33-parameter modified Benedict-Webb-Rubin equation. The result was improved
accuracy near the critical point with a sacrifice of accuracy at high temperature (T* ≥ 4)
and high densities (ρ* ≥ 1). Since we will be concerned with liquid vapor coexistence we
will use the Johnson equation of state for the majority of the determination of state points.
In some cases, particularly at temperatures well below the critical temperature, the
difference between the two equations of state is negligible, and for that reason for the
calculation of surface tension, in Chapter 3 , the Nicolas equation of state was used. The
MBWR equation of Johnson et al. is given by

)+ ρ (x T + x + x T + x T )
(x T + x + x T )+ ρ x + ρ (x T + x T )
(x T )+ ρ (x T + x T )+ ρ (x T )
(2.2)
( x T + x T ) exp ( −γρ ) + ρ ( x T + x T ) exp ( −γρ )
( x T + x T ) exp ( −γρ ) + ρ ( x T + x T ) exp ( −γρ )
( x T + x T ) exp ( −γρ ) + ρ ( x T + x T + x T ) exp ( −γρ )
2

(

−1

12

−2

*3

P* = ρ *T * + ρ * x1T * + x2T * + x3 + x4T * + x5T *
4

+ρ*

7

+ρ*

3

+ρ*

7

+ρ*

11

+ρ*

*−1

*

10

11

*−1

*−1

17

*−2

*−3

*−2

*−2

*2

*−2

*5

*2

*−2

*9

*2

30

*2

*−4

*2

27

*−2

*13

29

*−4

23

26

*−3

*−2

9

19

22

*−3

8

15

*9

18

25

*−2

28

*−2

7

*−2

14

21

24

*−1

*6

13

*8

16

20

*5

12

*−1

*

6

*−3

31

*−4

*2

32

where the constants x1 – x32 and γ are given in [57]. Using Eqn. (2.2) and the Maxwell
construction, the liquid-vapor coexistence (binodal) curve was calculated numerically and
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plotted along with the spinodal curve in Fig. 2.1. The figure shows the phase diagram, in
the reduced temperature and density projection, for which we can expect a bubble to
nucleate within a liquid. Regions above the branch “b” of the coexistence line are stable
vapor, while regions above the branch “d” are stable liquid. The region below branch “d”
of the coexistence curve and above branch “l” of the spinodal curve represents a
metastable liquid, while the region below branch “b” of the coexistence curve and above
branch “v” of the spinodal curve represents a metastable vapor. It is in these regions that
a phase transition is possible, but not required.

Regions below the spinodal curve

represent liquid and vapor. A phase transition must occur within this region to prevent a
violation of the criterion of mechanical stability, ( ∂P* ∂v* ) < 0 [58]. We will frequently
T

be interested in evaporation, that is, the nucleation of a vapor bubble from a metastable
liquid. This region of interest is between the coexistence and spinodal curves marked by
“lcd.”

Condensation, or the nucleation of droplets from a metastable vapor, is expected

in the region “bcv.”
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Fig. 2.1. Coexistence (bcd) and spinodal (vcl) curves for a Lennard-Jones fluid. Point c is the critical point
v and l are the vapor and liquid branches of the spinodal curve, respectively.

2.3

MD Equations of Motion

In a molecular dynamics simulation, atoms move according to Newton’s equations
of motion. The motions of the atoms are governed by Newton’s second law, which for
atom i, is given by:
d 2ri (t ) Fi
,
=
dt 2
mi

(2.3)

where mi is the mass of atom i, Fi is the force exerted on atom i, and ri is the position
vector of atom i. The force acting on atom i is related to the given potential function
(Lennard-Jones in this case) through the following relation:
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Fi = −

d
Φ total ( r1 , r2 ,… , rN ) ,
dri

(2.4)

where Φtotal is the total potential energy that depends on all atomic positions, thereby
coupling the equations of motion for all atoms. To numerically integrate the equations of
motion for the system of atoms a version of the velocity-Verlet [59] scheme was chosen.
Symplectic integrators, such as the velocity-Verlet algorithm, are the most popular
integrators in the molecular dynamics community. Symplectic integrators ensure the
total energy of the system is conserved [60], and despite having higher local errors, show
superior long-time stability when compared to non-symplectic integrators.

Another

advantage, of the velocity-Verlet algorithm is that is requires only one force evaluation, a
very computationally expensive calculation, per time step [61]. The velocity-Verlet
method begins by advancing the position one time step (δt),
r ( t + δ t ) = r (t ) + δ tv (t ) + 12 δ t 2a ( t ) ,

(2.5)

and the velocity by one half of a time step (½δt),
v ( t + 12 δ t ) = v (t ) + 12 δ ta(t ) .

(2.6)

Then, using the updated positions, the forces on each atom are calculated from the
Lennard-Jones potential. Finally, using the new forces to calculate updated accelerations,
the velocities are advanced the full time step,
v ( t + δ t ) = v (t + 12 δ t ) + 12 δ ta(t + δ t ) .
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(2.7)

2.4

LAMMPS

To numerically integrate the molecular dynamics simulations presented here the
software package LAMMPS [62] was used. LAMMPS (Large-scale Atomic/Molecular
Massively Parallel Simulator) is an open source classical molecular dynamics code.
LAMMPS is parallelized by spatially decomposing the simulation domain and then
assigning individual processors subsections of the domain to solve individually. This
makes LAMMPS very efficient and extremely quick. Most importantly, the code is
designed in a modular fashion to facilitate extension, making it an ideal candidate for use
in a hybrid atomistic-continuum model. More detail on the modifications required to the
LAMMPS solvers for the HAC model can be found on the implementation section found
in Appendix A.

2.5

Temperature Control

A typical molecular dynamics simulation of a fixed number of particles, in a closed
periodic system, is a model of a microcanonical ensemble (constant N,V,E) since the
energy is conserved as the equations of motion are integrated. In many cases, it is
desirable to control the system temperature. A system with a fixed number of particles
in a closed periodic system with constant temperature is known as a canonical ensemble
(constant N,V,T) [60].
Multiple techniques exist to model a canonical ensemble. One common technique
is to scale the velocities of the individual atoms to achieve the desired system
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temperature. The temperature of the system is related to the individual atom velocities
through the total system kinetic energy as given by [59]:
3
2

NkbT =

N

1
2

∑mv

2
i i

.

(2.8)

i

The Berendsen Thermostat [65] introduces a velocity scaling factor (λ) to scale the
velocities to attain the desired temperature,
1/ 2

⎡ δt ⎛ T
⎞⎤
λ = ⎢1 + ⎜ 0 − 1⎟ ⎥
⎠⎦
⎣ τt ⎝ T

(2.9)

where, δt is the integration time step, τt is the rise time, T0 is the desired
temperature, and T is the calculated system temperature.

After the velocity-Verlet

scheme has been executed, the system temperature is calculated based on the current
velocities as given by Eqn. (2.8). The velocity components of each atom i are then scaled
to achieve the desired temperature, that is, vi(t)Æ λvi(t).
The rise time (τt) is a measure of the time the system responds to the scaling; the
larger the value of τt, the weaker the scaling. For this study the rise time was set equal to
the integration time step, consequently the scaling factor reduced to:

λ=

3Nk BT0
N

∑ mv

.

(2.10)

2
i

i =1

The Berendsen thermostat is regarded as a simple thermostat that does not truly
model a canonical ensemble [66].

It is efficient for quickly pulling the system

temperature to a desired set point. However, once at that set point the velocities are
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forced artificially and some of the natural velocity fluctuations expected in a canonical
ensemble are dampened. When τt = δt, the thermostat becomes an isokinetic thermostat,
and is frequently just referred to as a simple velocity scaling thermostat. In many of the
constant temperature required systems presented in this study simple velocity scaling
thermostats have been used because of their efficiency at achieving a desired set point.
The use of these thermostats will be discussed later, as they are used.
Other more advanced thermostats, such as the Nosé-Hoover thermostat, provide a
more accurate representation of the canonical ensemble [66]. The accuracy comes at a
price, however, of an additional equation of motion. The idea behind the Nosé-Hoover
thermostat is that through the coupling to an external, constant temperature heat bath, the
system maintains a constant macroscopic temperature, without damping the natural
microscopic fluctuations. The Nosé-Hoover thermostat equations of motion are given by:
dri (t ) pi
=
dt
mi

(2.11)

∂pi −∂Φ
=
− ζ pi
∂t
∂ri

(2.12)

pi2 3
Q ∂ζ
=∑
− NkT
2 ∂t
2
i 2 mi

(2.13)

and

where ζ is an introduced damping coefficient, and Q is a thermal inertia parameter.
Comparing these to Eqns. (2.3) and (2.4) one can see the inclusion of a friction like term
in the force equation with the coefficient, ζ which is governed by the additional
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differential equation, Eqn. (2.13). The result is a feedback mechanism which keeps the
system’s kinetic energy, the first term on the RHS of Eqn. (2.13), close to the desired set
point, the second term on the RHS of Eqn. (2.13), based on the temperature set point.
The value of Q determines the strength of the feedback mechanism and is often a
problem specific parameter.

Due to the difference in the equations of motion, the

velocity-Verlet algorithm presented above must be modified, the details of which can be
found in reference [67].

2.6

Calculation of Transport Properties

To ensure proper coupling between the continuum domain and the MD domain the
transport properties of the fluid must be identical in each domain. These include specific
heat, thermal conductivity, and viscosity. Also, necessary are the diffusion coefficient,
surface tension, and the latent heat of vaporization. In the continuum equations of motion
these quantities are required as inputs to the solution. In the atomistic domain, however,
they are natural outputs of the system, dependent upon the interaction potential. It is
critical, for obvious reasons, that the same fluid is modeled in each domain. Therefore,
the continuum solver must be supplied with fluid properties that are equal to the atomistic
properties, whatever they may be. To determine the atomistic fluid properties, separate
MD simulations were run with homogeneous fluids at different state points to determine
the specific heat, thermal conductivity, viscosity, diffusion coefficient, and latent heat of
vaporization.

The final fluid property, surface tension, must also be calculated from

separate MD simulations. However, due to the complexities associated with calculating
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surface tension, it is handled in far more detail in Chapter 3. The calculation technique
and resulting values of the other properties are described here.
2.6.1 Determination of State Points
Temperature is not the only thermodynamic quantity which will affect the transport
properties. The molecular scale properties could be a function of temperature, density,
and/or pressure. Here we will just account for the influence of temperature which will
offer a significant improvement over the assumption that properties are constant. In the
continuum solver we will assume that the fluid (liquid or vapor) lies along the
coexistence curve. This assumption, which will be explained in more detail later, stems
from the VOF solver requirement that the density of a single phase fluid be constant.
Also, because we wish to simulate evaporation, it is expected that much of the fluid,
whether it exists as vapor or liquid, will be near the coexistence curve. As a result of this
assumption, the temperature of the fluid also dictates the density. Five liquid and five
vapor state points were chosen at regular intervals along the coexistence curve away from
the critical point. They are shown below in Fig. 2.2. At temperatures approaching the
critical point, the slope of the coexistence curve steeply sharpens. To prevent problems
associated with state points near the critical point, we will limit our investigation to
temperatures under T*=1.2.
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Fig. 2.2. The 10 state points chosen to calculate viscosity, thermal conductivity, and specific heat. The
coexistence and spinodal curves are calculated from [57].

The chosen state points range from T*=0.8 to T*=1.2 (96.77 K to 145.15 K). For
each state point independent simulations were run and the resulting properties averaged.
Simulations were run until standard error of the mean fell below 2.6% of the mean 1 . This
ensured that a sufficient number of independent simulations were run. The results are
tabulated in the following sections.

1

The 2.6% metric was arrived at by the desire to have the extent of the 95% confidence interval of the
standard error (or 1.96 times the standard error) to be less than 5% of the mean value.
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2.6.2 Thermal Conductivity
The thermal conductivity, k, can be determined from an MD simulation using the
Green-Kubo formula [68]:
k=

V
3k BT 2

∞

∫ j ( 0 ) ⋅ j ( t ) dt
0

(2.14)

where V is the volume of the domain, T is the system temperature, and the quantity inside
the angular brackets is the autocorrelation function of the heat flux tensor j given by

j(t ) =

⎤
1⎡
1
⎢ ∑ ei v i + ∑ ∑ ( Fij ⋅ v i ) rij ⎥
V⎣ i
2 i j , j ≠i
⎦

(2.15)

Here, rij is the distance between atoms i and j, Fij is the force due to atom j acting on
atom i, vi is the velocity of atom i, and ei is the per atom energy given by the sum of the
potential and kinetic terms:
1
ei = ∑ Φ LJ ( rij ) + mi v i
2
j ≠i

2

(2.16)

where ФLJ is the Lennard-Jones potential and mi is the mass of atom i.
The heat flux autocorrelation function was calculated in separate MD simulations
at different temperatures. The dependence of temperature is obvious in Eqn. (2.14) as the
integral prefactor 1 T 2 , but less immediately obvious is the temperature dependence of
the autocorrelation function. In each simulation a Nosé-Hoover thermostat [66] was used
to maintain the constant temperature simulation while minimizing the impact of the
thermostat on the local thermal fluctuations.
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Each simulation consisted of 4,000 atoms initialized in an FCC structure with a
lattice parameter consistent with the desired average density. The simulations began with
an initialization period of 200,000 time steps (the time step was set to Δt* = 0.02) to
allow the fluid to equilibrate. After the initialization period, a production period of
400,000 time steps was run where the heat flux tensor was recorded at every time step.
The upper limit of the integral in Eqn. (2.14) was cut off at 2,000 time steps. The twenty
different intervals (of 2,000 time steps) within the total 400,000 time steps in the
production period were averaged to get the final thermal conductivity value. The results
for the liquid and vapor state points are tabulated in Table 2.2.
Table 2.2. Calculated values of thermal conductivity for liquid and vapor state points from independent
MD simulations

Thermal Conductivity (k*)
State
Point

T*

ρ*

No. of runs

k* (mean)

Standard error

Standard error
(% of mean)

0.001
0.003
0.005
0.008
0.013

2.6%
2.6%
2.0%
2.0%
2.0%

0.141
0.076
0.088
0.081
0.050

2.2%
1.5%
2.0%
2.2%
1.7%

Vapor
1
2
3
4
5

0.8
0.9
1.0
1.1
1.2

0.006
0.015
0.030
0.055
0.101

28
28
20
20
20

0.045
0.113
0.248
0.395
0.648
Liquid

1
2
3
4
5

0.8
0.9
1.0
1.1
1.2

0.799
0.751
0.701
0.643
0.567

20
20
20
20
20

6.253
5.190
4.506
3.702
2.964
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2.6.3 Viscosity
In a similar approach as the thermal conductivity, the viscosity, μ, can be calculated
through the autocorrelation function of the shear stress [68]:

μ=

V
k BT

∫

∞

0

qαβ ( 0 ) ⋅ qαβ ( t ) dt

(2.17)

where, the shear stress, qαβ, is given by the off-diagonal terms (i.e. α ≠ β) of the stress
tensor

qαβ = −

⎤
1⎡
1
⎢ ∑ mi viα viβ + ∑ ∑ rijα Fij β ⎥
V⎣ i
2 i j , j ≠i
⎦

(2.18)

where α and β are the x, y, or z component, viα is the velocity of atom i in the α direction
rijα is the distance in the α direction between atoms i and j, and Fijβ is the β component of
the force due to atom j acting on atom i.
The shear stress autocorrelation function was calculated in separate MD
simulations at different temperatures just as with the thermal conductivity measurements.
Again, a Nosé-Hoover thermostat was used to maintain the constant temperature
simulation while minimizing the impact of the thermostat on the local thermal
fluctuations. The resulting viscosities are shown in Table 2.3. In cases where the
kinematic viscosity, ν, is needed as a function of temperature, the dynamic viscosity is
divided by the appropriate density.
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Table 2.3. Calculated values of dynamic viscosity for liquid and vapor state points from independent MD
simulations.

Viscosity (μ*)
State
Point

T*

ρ*

No. of runs

μ* (mean)

Standard error

Standard error
(% of mean)

0.0005
0.0010
0.0009
0.0020
0.0028

2.6%
2.5%
1.2%
1.9%
1.9%

0.032
0.032
0.023
0.012
0.010

1.5%
2.1%
1.9%
1.2%
1.4%

Vapor
1
2
3
4
5

0.8
0.9
1.0
1.1
1.2

0.006
0.015
0.030
0.055
0.101

28
20
20
20
20

0.017
0.040
0.073
0.108
0.147

Liquid
1
2
3
4
5

0.8
0.9
1.0
1.1
1.2

0.799
0.751
0.701
0.643
0.567

20
20
20
20
20

2.169
1.566
1.200
0.949
0.702

2.6.4 Specific Heat
The specific heat can be calculated from the fluctuations in the kinetic energy δEk
in a microcanonical ensemble by [68]
3k ⎡
2
cv = B ⎢1 −
2 m ⎢ 3 N ( k BT ) 2
⎣

(δ Ek )

2

⎤
⎥
⎥⎦

−1

(2.19)

where the angled brackets represent a time average and δEk is the fluctuation of the
kinetic energy about the mean kinetic energy for the microcanonical simulation, i.e.

δ Ek = Ek − Ek .
Unlike the viscosity and thermal conductivity calculations a thermostat cannot be
used since this expression is only valid for the microcanonical ensemble – an NVE
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simulation. However, since our intent is to determine the specific heat at different
temperatures some form of temperature control is necessary. Each simulation is started
with a Nosé-Hoover thermostat set to the desired temperature.

The simulation is

thermostatted during the initialization period after which the thermostat is turned off and
the total system energy is fixed (i.e. an NVE simulation). The temperature may drift
slightly, but given a sufficiently long initialization period the temperature fluctuates about
the desired temperature.

The kinetic energy fluctuations are then recorded for the

specific heat calculation.
Each system consisted of 4,000 atoms at the desired density. The thermostatted
initialization period of 200,000 time steps (Δt* = 0.02) was followed by a production
period of 200,000 time steps with the thermostat turned off.
Table 2.4. Calculated values of specific heat for liquid and vapor state points from independent MD
simulations.

Specific Heat (cv*)
State
Point

T*

ρ*

No. of runs

Standard error

Standard error
(% of mean)

1.57
1.62
1.71
1.83
2.06

0.002
0.004
0.005
0.010
0.018

0.2%
0.3%
0.3%
0.5%
0.9%

2.43
2.32
2.18
2.08
2.06

0.010
0.007
0.006
0.004
0.005

0.4%
0.3%
0.3%
0.2%
0.2%

cv* (mean)
Vapor

1
2
3
4
5

0.8
0.9
1.0
1.1
1.2

0.006
0.015
0.030
0.055
0.101

20
20
20
20
20
Liquid

1
2
3
4
5

0.8
0.9
1.0
1.1
1.2

0.799
0.751
0.701
0.643
0.567

20
20
20
20
20
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2.6.5 Self Diffusion Coefficient
The self-diffusion coefficient, D, governs the evolution of concentration, or
density, of a single species in itself.

It can be calculated from separate MD-only

simulations using an autocorrelation function of the particle velocities, r , given by the
expression [68],
D=

1 ∞
r ( 0 ) ⋅ r ( t ) dt
3 ∫0

(2.20)

In a manner similar to the viscosity and thermal conductivity, the self-diffusion
coefficient was calculated from separate MD only simulations with a Nosé-Hoover
thermostat was used to maintain the constant temperature simulation while minimizing
the impact of the thermostat on the local thermal fluctuations.
The simulations were initialized in an FCC structure at the average desired density.
The fluid was then allowed to equilibrate for 20,000 time steps (Δt* = 0.02) while being
thermostatted at the given temperature set point.

Then for 5,000 times steps the

individual atom velocities were recorded every 10 time steps. These velocities were then
used to calculate the self-diffusion coefficient given by Eqn. (2.20).
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Table 2.5. Calculated values of specific heat for liquid and vapor state points from independent MD
simulations.

Self-Diffusion Coefficient (D*)
State
Point

T*

ρ*

No. of runs

D* (mean)

Standard error

Standard error
(% of mean)

9.5 x 10-3
2.7 x 10-3
9.3 x 10-4
7.1 x 10-3
4.35 x 10-3

2.1%
0.5%
0.2%
1.4%
0.9%

2.9 x 10-4
2.3 x 10-4
8.1 x 10-4
1.1 x 10-3
1.9 x 10-3

1.1%
0.6%
1.7%
1.8%
2.1%

Vapor
1
2
3
4
5

0.8
0.9
1.0
1.1
1.2

0.006
0.015
0.030
0.055
0.101

8
8
8
8
8

0.900
0.980
1.059
1.019
0.949

Liquid
1
2
3
4
5

0.8
0.9
1.0
1.1
1.2

0.799
0.751
0.701
0.643
0.567

8
8
8
8
8

0.052
0.068
0.092
0.123
0.171

2.6.6 Latent Heat of Vaporization
The latent heat of vaporization, hlv, sometimes called the enthalpy of vaporization,
is the endothermic energy required to change from the liquid phase to the vapor phase.
From these simulations we can calculate the average enthalpy per atom as
h=u+

p

ρ

(2.21)

where u is the total energy, p is the pressure and ρ is the density. The total energy is the
sum of the potential, pe, and kinetic energy, ke, given by
1
u = pe + ke = Φ LJ + mv 2
2
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(2.22)

where ΦLJ is the Lennard-Jones potential energy, m is the mass of an atom, and v is the
velocity. The pressure of the system is given by the virial expression
1
P =ρT − *
3V
*

*

*

∑r

*
ij

i< j

d Φ* (rij* )
drij*

(2.23)

The virial pressure, and its calculation, is discussed in more detail in Chapter 3.
The latent heat of vaporization is a fluid property that can be a strong function of
temperature. We will run two separate, MD-only simulations, a homogeneous liquid and
a homogenous vapor, each at the same given temperature. The latent heat of vaporization
is then given by the difference between the enthalpies of the liquid and vapor,

hlv = hl − hv

(2.24)

The temperature was maintained at a constant value using a Nosé-Hoover
thermostat. Each simulation consisted of 12,500 liquid or vapor atoms. The simulations
were initialized in an FCC structure at the average desired density. The fluid was then
allowed to equilibrate for 100,000 time steps (Δt* = 0.02) while being thermostatted at
the given temperature set point. Then for 5,000 times steps the average system enthalpy
was recorded every 100 time steps. The mean enthalpy of these 50 averages was then
taken to be the enthalpy of a single phase. The difference between the liquid enthalpy
and the vapor enthalpy was the latent heat of vaporization.
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Table 2.6. Calculated values of the latent heat of vaporization from independent MD simulations

Latent Heat of Vaporization (hlv*)
State
Point
1
2
3
4
5

T*

No. of runs

hlv* (mean)

Standard error

0.8
0.9
1.0
1.1
1.2

6
6
6
6
6

6.213
5.775
5.249
4.574
3.549

0.0245
0.0265
0.0369
0.0212
0.0294

Standard error
(% of mean)
0.4%
0.5%
0.7%
0.4%
0.8%

2.6.7 Curve Fit Approximations
Because the continuum solver uses dimensionalized variables, the calculated nondimensionalized values for the thermal conductivity, viscosity, specific heat, diffusion
coefficient, and latent heat of vaporization must be converted into dimensionalized
values. Each data set was fit with a third order polynomial in temperature except density,
which was fit with a fourth order polynomial using the coexistence curve calculated from
the Lennard-Jones equation of state. This extra order was possible due to the significant
number of extra points available. Now, the continuum solver, given a temperature, can
calculate all fluid properties using the fit equations. The liquid density, with units of
kg/m3, is

ρl (T ) = −2.003 ×10−5 T 4 + 8.555 ×10−3 T 3 − 1.387T 2 + 94.39T − 795.1

(2.25)

the liquid thermal conductivity, with units W/mK, is
kl (T ) = −2.797 × 10−7 T 3 + 1.064 × 10−4 T 2 − 1.459 × 10−2 T + 0.7875

the liquid specific heat, with units J/kgK, is
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(2.26)

cvl (T ) = 1.151×10−3 T 3 − 0.396T 2 + 42.9T − 984.6

(2.27)

The liquid kinematic viscosity, which was calculated by dividing the dynamic viscosity
calculated in section 2.6.3, by the density, with the units m2/s, is given by

υl ( T ) =

μl ( T )
= −6.578 × 10−13 T 3 + 2.630 × 10−10 T 2 − 3.601× 10−8 T + 1.764 × 10−6 (2.28)
ρl (T )

while the liquid diffusion coefficient, with units m2/s, is given by
Dl (T ) = 2.449 × 10−14 T 3 − 7.007 ×10 −12 T 2 + 7.380 ×10 −10 T − 2.517 ×10 −8

(2.29)

Similarly the vapor phase equations are given by

ρv (T ) = 1.786 ×10−5 T 4 − 7.660 ×10−3 T 3 + 1.269T 2 − 94.47T + 2646

(2.30)

kv (T ) = 3.305 ×10−8 T 3 − 8.471×10−6 T 2 + 8.152 ×10−4 T − 2.870 ×10−2

(2.31)

cvv (T ) = 7.331×10−4 T 3 − 0.2275T 2 + 24.56T − 584.2

(2.32)

υv ( T ) =

μv (T )
= 5.503 ×10−13 T 3 − 2.273 × 10−10 T 2 + 2.905 ×10 −8 T − 1.030 ×10−6 (2.33)
ρv (T )

Dv (T ) = −7.545 × 10−14 T 3 + 1.916 × 10−11T 2 − 1.223 × 10−9 T + 5.604 × 10−8

with units, kg/m3, W/mK, J/kgK, m2/s, and m2/s, respectively.

(2.34)

The latent heat of

vaporization, with units kJ/kg, is given by,
hlv (T ) = −3.125 ×10−4 T 3 + 9.712 ×10−2 T 2 − 10.98T + 593.1 .

(2.35)

It is important to note that these curve fits, are valid only for 96.77 K ≤ T ≤ 145.15 K (0.8
≤ T* ≤ 1.2). Due to the nature of the polynomial curve fits, applying these equations to
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temperatures outside this range could result in transport properties with completely
unphysical values, such as negative thermal conductivity! Application of these equations
to temperatures outside the given range will be strictly prohibited in the model to prevent
any incorrect physical properties.
Finally, the surface tension, which will be discussed at great length in the next
section, Chapter 3, was assumed to be independent of temperature, with units N/m, is
given by:

γ = 0.0122 .
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(2.36)

3

3.1

Surface Tension and the Effect of the Cutoff Radius

Introduction

The last fluid property we must calculate to use in the HAC model is the surface
tension. The surface tension calculation is more involved than that for the previous fluid
properties. Additionally there are some interesting physical insights that can be derived
from a careful examination of the surface tension of nanobubbles and the different
calculation methods found in the literature.

In this chapter we will introduce the

additional rationale behind a more in depth study of surface tension, cover the process of
locating a bubble, compare the results from multiple surface tension calculations, and
finally make note of an important relationship between the cutoff radius and the surface
tension calculation.

3.2

Motivation

Dissipation of excess heat in modern electronic equipment is critical to its
performance and reliability, and is an escalating challenge due to ever-increasing power
densities. The heat loads produced by these increasing power densities are outpacing
existing cooling technologies to the point where performance limitations can be limited
by the lack of cooling [69]. It is predicted that future electronic systems will generate
heat loads exceeding 1,000 W/cm2 and require a 700% increase over the currently
installed cooling capacity [70].
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Phase change heat transfer approaches, such as immersion boiling, offer promise as
an effective means of cooling future electronic systems. Boiling heat transfer is capable
of providing heat transfer coefficients (2,500-100,000 Wm-2K [1]) that are nearly one
order of magnitude greater than the next most efficient convective process while
maintaining relatively low surface superheating. As mentioned previously, recent studies
have shown that bubble nucleation from microstructures is different than macroscale
boiling [71] and micro/nanoscopic surface features have been shown to increase the heat
transfer coefficient [7] and the critical heat flux [8] with various methods including
arrays of nanowires [10] and carbon nanotubes [11]. To further exploit the advantages of
these nanostructured surfaces an increased understanding of the behavior of the surface
tension of a liquid-vapor interface at areas of high curvature is necessary.
In classical nucleation theory, the surface tension of the liquid-vapor interface is a
key parameter in the homogeneous nucleation rate of bubbles [13]. Just as a small
change in temperature can greatly affect the rate of nucleation, a small change in the
surface tension can also have a significant impact on the nucleation rate. Classically, the
effect of curvature on surface tension is given by the Tolman equation [72] and the
difference between the inside and outside pressure of a spherical bubble is given by the
Young-Laplace equation. The applicability of these equations to a bubble on the scale of
nanometers is still under debate. Thus, accurate prediction of boiling and phase change
in the nanoscale cavities present in high performance heat transfer surfaces remains
difficult. On the scale of nanometers the liquid-vapor interface is not a sharp boundary
but instead is a region of finite thickness. Additionally, bubble formation begins with the
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density fluctuation of just a small number of atoms. For these reasons, a modeling
approach that allows analysis of fluids at the level of individual atoms has the potential to
provide significant insight into fundamental nucleation processes. Molecular dynamics
simulation, a computational method that provides such atomistic detail, is an ideal
framework to study the formation and interfacial properties of nanobubbles.

3.3

Previous MD Work

Early liquid-vapor MD studies focused on drops (e.g. [73]) or liquid thin films (e.g.
[74]) due to the inherent computational difficulties associated with vapor bubbles. More
recently, studies have begun to look at bubble formation [75] and nucleation rates [76].
Park et al. [77] presented the first work in MD calculating the surface tension of a bubble
using local normal and transverse pressure components. This approach is convenient
since it avoids the definition of a bubble radius. They found the surface tension to scale
with the size of the bubble, but not as strongly as predicted by the Tolman equation.
Matsumoto and Tanaka [78] assumed the validity of the Young–Laplace equation for a
nanobubble and calculated the surface tension to be independent of bubble size.
However, Nagayama et al. [79] proposed that the Young-Laplace equation was not
applicable for the case of a nano-sized bubble. The MD simulations of Park et al. and
Nagayama et al. each consisted of less than 10,000 particles, while Matsumoto and
Tanaka used systems consisting of 25,000 and 125,000 particles.
In this chapter, four different expressions are used to calculate the surface tension
of a nanobubble from MD simulations. These expressions have been used separately in
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the literature, which may explain the conflicting results and conclusions above. They
have not, however, been compared to each other in the context of a molecular dynamics
simulation. Here, we will determine if they are indeed equivalent in MD calculations
through direct comparison.

The simulations range in size from 6,912 to 256,000

particles, resulting in bubbles ranging in size from approximately 2.4 – 8.4 nm (in argon
units). Spanning a large number of particles allows the exploration of the effect of
curvature on surface tension. Lastly, the impact of an often overlooked aspect of the MD
simulation, the cutoff radius, on calculated quantities such as surface tension is discussed.

3.4

Simulation Method

The truncated Lennard-Jones (LJ) potential was used to model the intermolecular
interactions,
⎧
⎪⎪ 4ε
Φ ( rij ) = ⎨
⎪
⎪⎩

⎛⎛
⎜⎜ σ
⎜ ⎜⎝ rij
⎝

12
6
⎞
⎛σ ⎞ ⎞
⎟⎟ − ⎜⎜ ⎟⎟ ⎟ , rij ≤ Rc
⎠
⎝ rij ⎠ ⎟⎠
0,
rij > Rc

(3.1)

where rij is the distance between atoms, ε is the potential well depth, and σ is the
zero potential distance. The cut-off radius, Rc, was set to 8σ to account for the long range
interactions that influence bubble formation. This is larger than the previous MD surface
tension studies, which have used values ranging from 3.5σ to 5.0σ to reduce computation
time. The choice of the cutoff radius, beyond which all intermolecular interactions are
neglected, can have a significant impact on calculated quantities and will be discussed in
greater detail later. If the LJ fluid is assumed to be argon the LJ parameters are: σ = 0.34
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nm, ε = 1.67x10-21 J, and m = 6.63x10-26 kg. Variables denoted by an asterisk are nondimensionalized using the Lennard-Jones constants, σ, ε, and m. For example: L*=L/σ,
Φ*=Φ/ε, T*=kbT/ε, P*=Pσ3/ ε, γ*= γ σ2/ ε, t* = t ε m σ , and ρ*=ρσ3 (note ρ is a number
density).
Each simulation consisted of a cubic domain of volume L*3, with periodic boundary
conditions in each dimension. Within the domain the total number of molecules, N, and
temperature, T*, were held constant. Simple velocity scaling was used to maintain the
constant temperature condition. The simulations were run using the LAMMPS molecular
dynamics package [62] which was modified to include the additional computations
described in the subsequent sections.

Fig. 3.1. The metastable point used in this study.

Based on the empirical equation of state for the Lennard-Jones fluid of Nicolas et
al. [56] the coexistence and spinodal curves were calculated (Fig. 3.1) to provide a state
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point to initialize the system. A metastable liquid, with an average density below that of
the saturated liquid at the same temperature, is likely to produce a two-phase equilibrium
through a small perturbation. The metastable liquid point T*=0.818 and ρ*=0.6575 (see
Fig. 3.1) was chosen to promote homogeneous bubble nucleation based on the
observations of Park et al. [77]. A time step of t*=0.002 was used. For each simulation
the system was initialized in a face-centered cubic (FCC) structure with a lattice
parameter consistent with the desired average density and allowed to equilibrate. Using
the tagging technique described in the following section, the nucleation of a stable bubble
can be observed in Fig. 3.2. After initialization, the lattice immediately melted into an
unstructured liquid. Early in the simulation (Fig. 3.2a), vapor embryos form throughout
the domain. Quickly the larger bubbles begin to grow as the smaller bubbles merge with
larger bubbles or die out completely (Fig. 3.2b-e) until ultimately a single bubble
emerges (Fig. 3.2f). This single bubble stays relatively stationary and stable throughout
the remainder of the simulation. The system was considered to be in equilibrium after the
single stable bubble formed. Different initial configurations at the same metastable state
point had little impact on the final, single-bubble, equilibrium configuration. The time
required to reach equilibrium ranged from 40,000 – 120,000 time steps depending on the
size of the system. After reaching equilibrium, the system was run for an additional
180,000 time steps during which local quantities (densities, pressures) were sampled and
then time averaged.
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Fig. 3.2. Snapshots of the bubble nucleation process for L*=67.5 (202,612 particles). Screenshot generated
after time step: (a) 14,700, (b) 32,000, (c) 46,800, (d) 66,500, (e) 80,400, and (f) 110,000. The simulation
has been shifted once to ensure the final bubble is centered within the simulation cell. Only the vapor
particles have been shown.

3.5

Bubble Identification

The volume of space occupied by vapor bubbles was determined using the “ghost
atom” grid method developed by Kinjo and Matsumuto [76].

The simulation domain

was divided by a uniform grid with grid points spaced roughly 0.01L* apart. The
potential energy was calculated between a ghost atom located at a grid point and the
nearby (within the cutoff radius) simulation particles. A threshold value of the local
potential energy, used to identify liquid/vapor regions, was calculated to be halfway
*
between the average local potential energy of a homogeneous liquid (at the same ρavg
)

42

and the average local potential energy of a saturated vapor. The volume of space around
a grid point was classified to be vapor if the local potential energy was above this
threshold. The grid points were then used to tag simulation atoms as being either
contained within the vapor region or within the liquid region.

Figure 3 provides

snapshots of a stable bubble showing all particles (Fig. 3a) and vapor particles only (Fig.
3b), which is more convenient for visualization. Simulation snapshots were generated
using Visual Molecular Dynamics [80].

Figure 3 illustrates the difficulties with low

number densities associated with vapor bubbles. Of the 202,612 atoms comprising the
entire simulation only approximately 1,000 atoms were tagged as vapor – about 0.5% of
the simulation.

Fig. 3.3 Snapshot of bubble showing (a) the entire simulation, i.e. all 202,612 particles and (b) only the
1,014 particles tagged as vapor.

Once a single stable bubble had formed, the center of the bubble was located by
using a center of mass technique with the vapor atoms. With the bubble center located,
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the simulation could then be re-centered to place the bubble center of mass at the center
of the cubic domain.

3.6

Surface Tension

In a spherically symmetric system, the pressure tensor can be written as a function
of the radial distance r from the center of the bubble as [81],

P(r )=PN (r ) [er er ] + PT (r ) ⎡⎣eθ eθ + eφ eφ ⎤⎦

(3.2)

where PN(r) and PT(r) are the normal and transverse components of the pressure
tensor and er, eθ, and eφ are unit vectors. The normal component of the pressure tensor
can be written as the sum of the kinetic and configurational terms [73],

PN* (r * ) = PK* (r * ) + PU* (r * )

(3.3)

where,

( )

PK* ( r * ) = ρ * r * T *

PU* ( r * ) = −(4π r * ) −1

∑
i, j

(3.4)

r * ⋅ rij* d Φ * ( rij* )
rij*

drij*

(3.5)

Here, the angled brackets denote a time average. From the condition of hydrostatic
equilibrium,

∇ ⋅ P* = 0 ,

the transverse pressure component of the pressure tensor can be

written as,
PT* (r * ) = PN* (r * ) +
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r * dPN* (r * )
2 dr *

(3.6)

To calculate the transverse pressure component given by Eqn. (3.6) the derivative
of the normal pressure component is necessary.

The data points from the MD

simulations of the normal pressure component were fit to a hyperbolic tangent function
given by [77]:

(

⎡ 2 r * − R0*
1 *
1 *
*
*
PNl + PNv − PNl − PNv tanh ⎢
2
2
D*
⎢⎣

(

)

(

)

) ⎤⎥
⎥⎦

(3.7)

where, PNl* and PNv* are the normal pressures in the liquid and vapor region limits, D*
is a measure of the interfacial thickness, and R0* is the radius of the mean pressure
defined as

(

PN* ( R0* ) = 1 2 PNl* + PNv*

*
) . Using the curve fit to find the derivative of PN , the

transverse pressure component can be calculated using Eq. (3.6) .
Through mechanical arguments on a hypothetical strip cutting the surface of a
bubble, the surface tension can be related to the difference between the normal and
transverse pressure components. The condition for hydrostatic equilibrium, along with
the force and moment balance for the hypothetical strip, gives the following two
equations for the surface tension [24]:
*
γ s1

*

=

γ s2 =

∫

∞

0

∫

(3.8)

⎛ R*S
⎜ *
⎝r

(3.9)

∞

0

2

⎛ r* ⎞ * *
*
* *
⎜ R* ⎟ ⎡⎣ PN ( r ) − PT ( r ) ⎤⎦ dr
⎝ s⎠
⎞ * *
* *
*
⎟ ⎡⎣ PN ( r ) − PT ( r ) ⎤⎦ dr
⎠

where the radius of the surface of tension, Rs, is defined as the radius where the surface
tension acts. This can be found by combining Eqns. (3.8) and (3.9) to give
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∗3
s

R

∫
=
∫

∞

0
∞

0

r ∗2 ⎡⎣ PN* (r * ) − PT* (r * ) ⎤⎦ dr *
r

∗−1

⎡⎣ P (r ) − P (r ) ⎤⎦ dr
*
N

*

*
T

*

*

(3.10)

With the use of Eqn. (3.6), combining Eqns. (3.8) and (3.9) gives a third expression for
surface tension,

γ

*3
s3

1
= − Pl* − Pv*
8

(

)∫
2

∞

0

dPN* *
r
dr
dr *
∗3

(3.11)

With an expression for the radius of the surface of tension the Young-Laplace
equation gives a fourth equivalent expression for the surface tension,

γ s*4 =

1 * *
Rs Pv − Pl*
2

(

)

(3.12)

An in-depth derivation of Eqns. (3.8) – (3.12) can be found in [81]. Equations (3.8)
and (3.9) are derived along identical lines and are functions of the same variables, so one
would expect them to be equal under all circumstances. The simplification used to arrive
at Eqn. (3.11) removes the explicit dependence of PT and Rs from the surface tension
calculation. Although Eqn. (3.12) is the classical Young-Laplace Equation, care must be
taken to use the correct radius, Rs*, which is a function of PT and PN. Analytically, the
four surface tension expressions are equal, but due to the differences in the functional
relationship of the calculated variables (e.g. PT, PN) this may not be the case in a
molecular dynamics calculation. This makes comparing previous studies difficult. For
example, Park et al. [77] calculated surface tension using Eqn. (3.11) while Matsumoto
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and Tanaka [78] used Eqn. (3.12).

In this work, we calculate each expression to

determine if and under what conditions they are in fact equivalent.
Pl* and Pv* in Eqns. (3.11) and (3.12) represent the pressure in the liquid region
limit and the vapor region limit, respectively. These are calculated as the pressure
(hereafter referred to as the virial pressure) of the vapor region nearest the center of the
bubble, and the liquid region liquid farthest from the bubble. The virial pressure is
calculated from the virial expression [68],
1
P =ρT − *
3V
*

*

*

∑r

*
ij

i< j

d Φ* (rij* )
drij*

(3.13)

where at least one of the particles i, j is within the region (of volume V*) of interest.
The equimolar dividing radius, Re*, provides an intuitive measure of the size of the
bubble. It is defined to be the radius if the density profile were a step function (i.e. the
interface is sharp). For a bubble, the equimolar dividing radius is given by:
*
ρ avg
L* 3 = ρ v*

4π * 3
4π * 3 ⎞
⎛
Re ⎟
Re + ρl* ⎜ L* 3 −
3
3
⎝
⎠

(3.14)

The effect of curvature on a small droplet or bubble is given by the Tolman
equation [13]:

γs
Rs
=
γ ∞ Rs + 2δ

(3.15)

where γs is the surface tension for a droplet or bubble, γ∞ is the surface tension of a planar
liquid-vapor interface and δ is the Tolman length given by
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δ = Re − Rs

(3.16)

Note that for a bubble δ is negative since Re < Rs (Fig. 3.4).
The surface tension of a planar interface not only provides a value for γ∞ but also
estimates the infinite limit (as r→∞) of the surface tension. To calculate this quantity a
rectangular domain with periodic boundary conditions on each side was constructed with
a thin liquid film in the center surrounded by vapor regions on either side.
Similar to a bubble, the surface tension of a planar interface is calculated from the
difference between the local normal and transverse pressure tensor components [74]. For
a planar geometry the surface tension, γs,p*, can be expressed as,
*

γ s, p =

1
2

L*x

∫ ( P ( x ) − P ( x ) )dx
0

*
N

*

*
T

*

*

(3.17)

The ½ prefactor arises because there are two liquid-vapor interfaces in the system. To
evaluate the integral the domain is divided into uniform slabs in the x direction. The
normal and transverse pressure components for this planar geometry are calculated in
each slab using the method of Nijmeijer et al. [74].
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Fig. 3.4. Local density, normal pressure, and transverse pressure profiles for L*=40.2. The radius of the
surface of tension, Rs*, and the equimolar dividing radius, Re*, are shown as vertical lines. In this case the
Tolman length, δ = Re* - Rs* , is -1.2.

3.7

Results and Discussion

The density profile, normal pressure, and transverse pressure are shown in Fig. 3.4
for a characteristic system (L* = 40.2). The normal and transverse pressure differ only in
the finite region of the interface due to the presence of surface tension. Rs* can be seen to
align with the pressure curves (minimum in the case of PT and inflection point in the case
of PN) while Re* is located very close to the inflection point of the density curve. Since
the point of inflection of the density curve occurs closer to the vapor side of the interface,
Rs* > Re* for a bubble. The Tolman length, δ* = Re* - Rs*, ranges between -1.0 and -1.4 for
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7.0 < Re* < 24.6. The Tolman length is negative as expected for bubbles. These Tolman
lengths are close to the calculated values of Park et al. [77], which scattered around -0.7
for bubbles with Re* < 9. Although δ* grows slightly with larger bubbles, δ*/Rs* is rapidly
decreasing, suggesting that as bubbles continue to grow the Tolman length should stay on
the molecular scale.
Density profiles for simulations ranging from 6,912 particles (L* = 21.9) to
256,000 (L* = 73.0) are shown in Fig. 3.5. In simulations consisting of fewer than 6,912
particles a region of low density formed but it was difficult to satisfy the assumption that
the bubble was a sphere. This bubble region was so small that the number of particles
tagged as vapor was in the single digits. Therefore, only simulations consisting of more
than 6,912 particles were used in an effort to improve the statistics and satisfy the
spherical bubble assumption made in the derivation of the surface tension expressions.
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Fig. 3.5. Local density profiles from center of bubble for various sized systems ranging from 6,912
(L*=21.9) to 256,000 (L*=73.0) particles. The slope of the interfacial region for L*=73.0 is shown and
varies between 0.26-0.29 for the other bubbles.

As seen in Fig. 3.5, the interfacial region thickness for each bubble is
approximately 5.0σ and appears to be independent of the bubble size. This is expected
since in the large bubble limit the density profile should approach a step function because
the ratio of interfacial thickness to bubble diameter approaches zero. Another measure of
the interfacial thickness, the slope of the center linear portion of each density profile,
ranges between 0.26 and 0.29. Both the liquid and vapor phase densities approach the
saturated liquid density, ρl,eos* = 0.79, and vapor density, ρv,eos* = 0.0069, obtained from
the equation of state [56].
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Fig. 3.6 shows the pressure in the liquid and vapor region limits for each
simulation. From the Young-Laplace equation the difference in pressures, ΔP = Pv* - Pl*,
is expected to decrease as the bubble radius increases. It is interesting to note how the
system establishes this ΔP. The pressure inside the bubble remains nearly constant as the
bubbles become larger, even at the infinite (planar) limit. This vapor pressure is within
7% of the saturated vapor pressure predicted by the equation of state [56], Peos* = 0.006,
but the liquid is still in a stretched state as indicated by the negative pressure. As
expected for the planar interface, the liquid and vapor pressures are found to be identical
because the radius of curvature is infinite.

Fig. 3.6. Virial pressure in the liquid region limit (Pl*) and vapor region limit (Pv*) as a function of the
equimolar dividing radius (Re*). The points at ∞ are calculated from the planar interface simulation.
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Fig. 3.7. Comparison of different methods to calculate surface tension for different bubble sizes. The point
at ∞ is calculated from Eqn. (3.17) for the planar interface simulation.

The surface tension for each simulation was calculated using Eqns. (3.8) – (3.12)
and a comparison of the different expressions is shown in Fig. 3.7. The point at Re* = ∞
corresponds to the surface tension calculated using Eqn. (3.17) for the planar interface.
γ s*1

and

γ s*2 ,

Eqns. (3.8) and (3.9), yield identical results for all system sizes. For smaller

bubble sizes (Re* < 14) the other two equations for the surface tension,

γ s*3

and

γ s*4 ,

Eqns.

(3.11) and (3.12), yield slightly different results. This is due to the difference between
the virial pressure and the normal pressure in the liquid region farthest from the bubble
interface.

As the simulation system size increases the normal pressure, transverse

pressure, and virial pressure converge. This makes physical sense since a homogeneous
fluid far from any interfaces should have a scalar pressure. The smaller systems have not
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yet reached a homogenous liquid state outside the bubble. This can clearly be seen in
both Fig. 3.8 and Fig. 3.9.

Fig. 3.8. Radial pressure profiles for different sized bubbles: (a) Virial pressure, (b) curve fit to the normal
pressure component, (c) transverse pressure component. The radial distance is normalized by half of the
simulation box size, L*/2.

The virial pressure (Fig. 3.8a), normal pressure (Fig. 3.8b), and transverse pressure (Fig.
3.8c) are shown for three bubble sizes as a function of radial distance (normalized by half
of the simulation box size). The region near zero corresponds to the center of the bubble
(i.e. vapor) and the region near one corresponds to the liquid farthest from the center of
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the bubble. In the case of the largest bubble, Re* = 20.2, after the interface region the
pressure in the liquid region has reached a constant value (the flat portion of the curves
near one). This is characteristic of a homogeneous fluid. The pressure in the far liquid
region of the smallest bubble, Re* = 7.0, has yet to reach a constant value. Fig. 3.9 is a
plot of each of the pressure profiles for three different sized bubbles. Here, it is important
to note that the pressures in the liquid region for the individual simulations are
converging to the same value (i.e. P* = PN* = PT*). This becomes more pronounced as the
system size increases and the liquid achieves homogeneity. If the three pressures do not
converge to a single value by the edge of the simulation domain, the region cannot be
classified as homogeneous liquid. The three pressures did not converge in the smallest
bubble and are therefore inadequate to use in surface tension calculations. Since surface
tension calculations require the use of the liquid pressure (Pl*), or the integration of a
pressure difference from the center of the bubble to infinity, the calculation of the surface
tension may not be appropriate for small systems. With this in mind, care must be taken
to ensure that the pressures in the liquid region have converged when using small
simulations for the calculation of surface tension. For the state point used in this study,
the systems are approximately “large enough” to ensure the emergence of a homogeneous
liquid when L* > 37 (Re* > 12).
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Fig. 3.9. Radial profiles of the virial pressure (P*), normal pressure (PN*), and transverse pressure (PT*) for
(a) Re* = 7.0, (b) Re* = 12.0, and (c) Re* = 20.2. The radial distance is normalized by half of the simulation
box size, L*/2.

Each simulation, regardless of size, has a calculated value for the surface tension
larger than the surface tension of the planar interface by a factor between 1.04 and 1.08.
This positive curvature effect is consistent with the Tolman equation, Eqn. (3.15), and the
negative δ, but is smaller in magnitude than the Tolman equation prediction. The Tolman
equation gives a ratio of γs*/γ∞* between 1.12 for the largest bubble and 1.32 for the
smallest bubble.
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The surface tension calculated here from the MD simulations can be compared to
the experimental correlation for argon given by [82]:
1.2927

⎛ T ⎞
γ = 3.823 ×10 ⎜1 − ⎟
⎝ Tc ⎠
−2

(3.18)

where Tc is the critical temperature. Using γ*= γσ2/ε and the Lennard-Jones parameters
for argon given earlier, the experimental surface tension is γ*= 0.75 at T* = 0.818. This is
about 18-20% less than the calculated surface tension of the bubbles and 14% less than
the planar limit surface tension. The difference is likely due to the fact that the LennardJones potential parameters (σ and ε) were not specifically chosen to fit experimental data
for the surface tension of argon.

3.8

Influence of Cutoff Radius

All previous results in this section have used a potential cutoff radius of Rc* = 8.0.
Earlier studies have demonstrated the importance of long range interaction in two phase
Lennard-Jones MD simulations (e.g. [83, 84]). However, there does not seem to be a
consensus as to the appropriate value for this parameter. Recommendations found in the
literature can be as low as 2.5 [85]. MD studies focused on surface tension have used
values for the cutoff radius ranging from 3.5 to 5.0 ([77, 78, 86]). Sinha and coworkers
developed a method using an untruncated potential to evaluate surface tension of a thin
film [87].
To explore the impact of the cutoff radius on the surface tension and the bubble
nucleation process, simulations consisting of 19,652 particles at the same average density
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ρ* = 0.6575 (L* = 31.0) and temperature T* = 0.818 were run with different Rc*. The
cutoff radius was changed both in the MD simulation and in any other calculation
involving pair interactions (e.g. pressure). This is important because the cutoff radius can
affect the system evolution, the equilibrium system configuration, and the numerical
quantities calculated.

Fig. 3.10. The effect of cutoff radius on the local density profile for the same starting system configuration,
L*=31.0. Increasing the cutoff radius increased the size of the bubble obtained.

Fig. 3.10 shows how the density profile changes as the cutoff radius is decreased.
Clearly the long range interactions have a substantial impact on the equilibrium size of
the bubble. In the case of Rc* = 3 the bubble is noticeably smaller than the other
simulations and as a result the remaining liquid is at a lower density. As the cutoff radius
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is increased the density profiles converge somewhere between 6.0 and 8.0. Increasing the
cutoff radius beyond 8.0 does not have an impact on the calculated densities.

Fig. 3.11. The effect of the cutoff radius on the liquid region pressure, for L*=31.0. PNl* is the normal
pressure calculated in the region farthest from the center of the bubble, Pl* is the virial pressure calculated
in the same region.

Pressures in the liquid region limit, for a system size of L* = 31.0, are shown in
Fig. 3.11. Once again the importance of the cutoff radius can be seen. The pressure
decreases as the cutoff radius is increased. PNl* is the normal pressure calculated in the
region farthest from the center of the bubble, Pl* is the virial pressure calculated in the
same region.

Both pressures are larger when calculated using smaller cutoff radii.

Finally, the influence of the cutoff radius on the calculated surface tension is shown in
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Fig. 3.12. Smaller cutoff radii can result in dramatically lower calculated values of the
surface tension. In the case of Rc* = 3.5 the surface tension was 24% below that of the Rc*
= 8 simulation. Increasing the cutoff radius beyond 8 has a very small effect on the
surface tension (<0.8%). This justifies the choice of Rc* = 8 as a reasonable value for this
state point and indicates that larger cutoff radii may not be worth the increased
computational cost.

Fig. 3.12. The effect of the cutoff radius on the calculated surface tension of a bubble, for L*=31.0.

3.9

Conclusions on Surface Tension Calculation

The surface tension of bubbles was calculated for systems ranging from thousands
to hundreds of thousands of particles using four different, but related expressions for
surface tension.

The expressions should be equivalent and begin to converge as the
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system size grows due to better agreement between calculated pressures from the
emergence of a homogenous liquid region. Bubbles with Re* < 12 may be insufficiently
large to calculate the surface tension accurately. This does not mean surface tension for
bubbles with Re* < 12 does not exist, but rather that it cannot be calculated using the
aforementioned techniques with any degree of accuracy. The curvature effect on surface
tension was calculated to be slightly smaller than the amount predicted by the Tolman
equation.
All quantities calculated demonstrated a strong dependence on the choice of the
intermolecular interaction cutoff radius. Density profiles showed that smaller cutoff radii
result in the formation of smaller bubbles and different phase densities. For smaller
cutoff radii (Rc* ≤ 3.5) the surface tension was calculated to be more than 24% less than
the value for Rc* = 8.
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4

4.1

The Continuum Domain and Evaporation Model

Introduction

To model the continuum portion of the domain the open source CFD package
OpenFOAM [92, 93] will be extended to include mass transfer at the liquid vapor
interface as outlined below. OpenFOAM provides the ideal platform for coupling due to
its open source nature and structural design. It lends itself well to minor modifications
and is highly parallel in its implementation. OpenFOAM is already capable of modeling
multiphase flow using the volume of fluid (VOF) approach to track interfaces. The VOF
method is well suited for this problem as it advects the interface using a conservation
equation which, in the absence of mass transfer, assures the volume of each phase is
conserved.
The standard OpenFOAM multiphase solver is isothermal and treats both phases as
immiscible and incompressible. During the boiling process it is expected that a region of
superheated liquid will surround a vapor bubble and evaporate contributing to the bubble
growth.

It is therefore necessary to add temperature to the solver and to include

evaporation at the interface.

4.2

Finite Volume Method (FVM)

The discretization of a spatial region requires the subdivision of a domain into
cells, or control volumes. These cells are contiguous and fill the domain entirely. It
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should be noted that, while OpenFOAM is capable of handling unstructured dynamic
meshes, this study will only employ static, orthogonal meshes. Dependent variables and
other properties are stored at the center of the cell. This is called the “collocated”
arrangement and is an obvious choice, however, for many years it was not used in favor
of a staggered arrangement. By staggering the storage of pressure and velocity, the
staggered arrangement avoided difficulties with the pressure-velocity coupling which
resulted in unphysical checkerboard solutions [63].

Rie and Chow [91] proposed a

simple solution to prevent this problem, and since then the collocated arrangement has
been widely adopted in CFD codes.
The partial differential equations are discretized into a set of algebraic equations
that are typically expressed in the form

[ A][ x] = [b]

(4.1)

where [A] is a square matrix, [x] is a column vector of dependent variables, and [b] is the
source vector. Discretization of each term in the governing PDE is formulated first by
integrating the term over a cell volume V. Most spatial derivative forms are converted to
surface integrals over the cell surface S using the generalized form of Gauss’ theorem:

∫ ∇ ⊗ φ dV =∫ φ ⊗ dS

V

(4.2)

S

where ⊗ is any tensor product or derivative (cross product, divergence, gradient, etc.).
The integrals are then approximated using various schemes, the details of which can be
found in [92, 93].
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4.2.1 Courant Number
Due to the discretization and explicit, time-marching, solution method, certain
stability criteria exist. The CFL, or Courant-Friedrichs-Lewy, condition is a necessary
condition for stability in explicit schemes is given by [63],

C=

uβ Δt
Δxβ

< Cmax

(4.3)

where C is the Courant number, uβ velocity in the β direction, Δxα is the length of the
finite volume cell in the β direction, Δt is the time step, and Cmax is a constant. A value of
Cmax = 1 is typical of explicit time marching schemes to assure numerical stability, but in
some cases a using a value less than unity is beneficial to the convergence of a solution.
For example, in a typical one dimensional problem in the y-direction, the CFL condition
is C =

4.3

u y Δt
Δy

<1.

Volume of Fluid (VOF)

4.3.1 Overview
The OpenFOAM interFoam multiphase solver, as mentioned previously, is based
on the volume-of-fluid (VOF) method for two phases. The VOF method is a finite
volume interface tracking method appropriate for the solution of two phase fluid flow.
The VOF of fluid method is not a stand-alone fluid mechanics solution method. The
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Navier-Sokes equations, modified to include surface tension, must be solved to determine
the flow field.
The volume of fluid method [94] introduces a new variable, the volume fraction,
denoted α, that measures the amount of the traced fluid (fluid 2) in the volume of the
CFD cell. When the cell is empty of the traced fluid, α = 0, which means the cell is full
of the other fluid (fluid 1). When the cell is full of the traced fluid, α = 1. When an
interface between the two fluids is contained with the cell, 0 < α < 1. The VOF method is
desirable for its ability to conserve mass of the traced fluid (and consequently the other
fluid).
4.3.2 Governing Equations
The incompressible Navier-Stokes equations are solved, which are given by the
continuity equation,

∇⋅ u = 0

(4.4)

and using the continuum surface tension model of Brackbill et al. [95], the momentum
equations

(

)

∂ρ u
T
+ ∇ ⋅ ( ρ uu ) = −∇P + ∇ ⋅ ⎡⎢ μ ∇u + ( ∇u ) ⎤⎥ + γκ∇α
⎣
⎦
∂t

(4.5)

where ρ and μ are the density and viscosity of the fluid mixture (see below), γ is the
surface tension, κ is the interface curvature, and α is the volume fraction given by:

α=

ρ − ρv
ρl − ρv
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(4.6)

Here we have already assumed the two fluids we are modeling to be liquid, at a density
ρl, and vapor, at a density ρl. More generally, the VOF method used here is applicable to
any two incompressible, immiscible fluids.
In this single fluid, VOF approach, a generic fluid property F (such as density,
viscosity, specific heat, or thermal conductivity) is then given by a linear interpolation
between the pure liquid property Fl and the pure vapor property Fv,

F = ( Fl − Fv ) α + Fv

(4.7)

In the VOF method the volume fraction, α, is governed by the transport equation
∂α
+ ∇ ⋅ ( uα ) = 0
∂t

(4.8)

This single fluid VOF interface tracking method differs from a two-fluid approach
[96] by not having to account for interface jump conditions.
The curvature of the interface, κ, in Eqn. (4.5), can be calculated as the divergence
of the interface normal vector. That is,

κ = ∇⋅

∇α
.
∇α

(4.9)

Clearly, the curvature is only non-zero in the interface region ( ∇α > 0 ) . As one can see
from Eqn. (4.5), the volume fraction appears in the surface tension term ( γκ∇ α ) in the
Navier-Stokes equations thereby coupling Eqn. (4.5) and Eqn. (4.8).
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4.4

Adding Temperature to OpenFOAM

The standard multiphase solver included in the OpenFOAM package assumes the
two fluids are isothermal. The energy equation is not solved and all properties are
assumed to be constant. If we assume that fluid properties viscosity and surface tension
are not a function of temperature, or at least a weak function of temperature, the energy
equation can be decoupled from the momentum and continuity equation. Neglecting
viscous dissipation, which is common in liquid vapor simulations [e.g. 31-36, 97, 100],
the energy equation is
∂ ( ρ c pT )
∂t

+ ∇ ⋅ ( uρ c pT ) = ∇ ⋅ ( k ∇T )

(4.10)

where T is the temperature of the fluid, ρ is the density, cp is the specific heat, and k is the
thermal conductivity. For this section, the fluid properties (density, specific heat, and
thermal conductivity) are assumed to be independent of temperature. In the interface
region the properties are calculated from a linear interpolation of the pure liquid property
and the pure vapor property, Eqn. (4.7).

The assumption that properties are not

dependent on the temperature will be relaxed later. The energy equation is added to the
solver by solving the above equation after the velocity field has been solved.
To validate the addition of temperature to OpenFOAM solver the results of an
unsteady heat transfer in a single fluid were compared to the analytic solution to the one
dimensional unsteady heat equation:

∂T
∂ 2T
= κT 2
∂t
∂y
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(4.11)

where κT is the fluid thermal diffusivity (κ T = k ρ c p ) . To avoid confusion with the
volume fraction we use κT instead of the more common notation, αT. Since the heat
equation presented here is valid for heat conduction through a homogeneous medium a
similar test case was constructed. The fluid domain was bounded in the y-dimension
between a lower wall and an upper wall, each set to zero velocity. The other boundaries
were set as periodic.
T = T2

T(x,y,0) = T1

L

y
x
T = T1
Fig. 4.1. Schematic of validation setup for testing the addition of temperature to OpenFOAM

The solution to the heat equation for a domain between y = 0 and y = L, initially at
a temperature T = T1, when at t = 0 the temperature at L is suddenly increased to T2, is

⎛ κ T n 2π 2t ⎞
y 2 ∞ T2 cos nπ − T1
nπ y
exp ⎜ −
T ( y, t ) = T1 + (T2 − T1 ) + ∑
sin
⎟
L2 ⎠
L π n =1
n
L
⎝
⎛ κT n 2π 2t ⎞
1 − cos nπ
nπ y
sin
exp
+
∑ n
⎜−
⎟
π n =1
L
L2 ⎠
⎝
2T1

∞
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(4.12)

where κ T = k ρ c p is the thermal diffusivity.
To test the implementation of the energy equation in OpenFOAM the domain was
set to a length of L = 2x10-8 m and the temperature was initialized to T1 = 100 K. At t=0
the upper wall temperature was set to T2 = 150 K. A single fluid phase with properties k
= 0.146 W/mK, ρ = 1366 kg/m3, and cp =506 J/kgK (κT = 2.11x10-7 m2/s) was chosen to
model a fluid close to that of liquid argon.
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Fig. 4.2. Temperature profile OpenFOAM (CFD) modified to include energy equation compared to
analytic solution given by Eqn. (4.12).
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Fig. 4.2 shows the excellent agreement between the analytic solution and the CFD
solution. The CFD data points represent a time average as indicated by the times in
parenthesis in the legend. To make an equivalent comparison, the analytic solution is
averaged over the same time period. The points are not averaged spatially.

4.5

Adding Evaporation to OpenFOAM

As previously mentioned the standard two-phase solver included with OpenFOAM
is unable to account for phase change. As a result, the VOF governing equations used by
the solver, described in section 4.3.2, must be modified to allow for evaporation. We will
only consider evaporation; however, the implementation could easily be generalized to
include condensation as well.
4.5.1 Derivation of Governing Equations
Both fluids, the liquid and the vapor, are treated as incompressible and the total
system mass is conserved. Therefore, any mass that disappears (i.e. evaporates) from the
liquid side of the interface must reappear on the other side of the interface as vapor. For
the general vapor and liquid regions we can apply the conservation of mass during
evaporation. The change of the total mass of vapor, mv, is given by the convective
derivative which can be written as an integral over the total volume of vapor Vv, as,
Dmv
⎡ ∂ρ
⎤
= ∫ ⎢ v + ∇ ⋅ ( ρ v u ) ⎥dV .
Dt
∂t
⎦
Vv ⎣

Equivalently for the liquid region we have,
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(4.13)

Dml
⎡ ∂ρ
⎤
= ∫ ⎢ l + ∇ ⋅ ( ρl u ) ⎥dV .
Dt Vl ⎣ ∂t
⎦

(4.14)

Because we will be considering evaporation, and the quantity of liquid will
decreasing by the amount of mass evaporated, which we will denote mev , and the vapor
will increase by the same amount. We can then re-write Eqns. (4.13) and (4.14) as
⎡ ∂ρv

∫ ⎢⎣ ∂t

⎤
+ ∇ ⋅ ( ρv u ) ⎥dV = mev
⎦

(4.15)

⎡ ∂ρl

⎤
+ ∇ ⋅ ( ρl u ) ⎥dV = − mev .
⎦

(4.16)

Vv

and

∫ ⎢⎣ ∂t

Vl

With the assumption that the liquid and vapor densities are constant and recasting the
volume integral as a surface integral using the divergence theorem we arrive at

∫ u ⋅ ndS =

mev

∫ u ⋅ ndS =

− mev

Sv

ρv

(4.17)

and

Sl

ρl

(4.18)

where n is the unit normal vector of the liquid-vapor phase interface. If we add these two
equations together we get an expression for the entire surface, containing both phases,

∫ u ⋅ ndS = m

ev

S
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⎛ 1
1 ⎞
⎜ − ⎟
⎝ ρv ρl ⎠

(4.19)

using the divergence theorem again and writing this as a volume integral we get

∫ ∇ ⋅ udV = m

ev

V

⎛ 1 1
⎜ −
⎝ ρv ρl

⎞
⎛ 1
1
⎟ = ∫ ρev ⎜ −
⎠ V
⎝ ρv ρl

⎞
⎟dV .
⎠

(4.20)

where, ρ ev is the volumetric evaporation rate. Taking the differential form, we arrive at a
general continuity equation [97]:

⎛ 1 1⎞
∇ ⋅ u = ⎜ − ⎟ ρev ,
⎝ ρ v ρl ⎠

(4.21)

The volumetric evaporation rate occurs only in regions near the interface and is zero
elsewhere (see below for a more details on the calculation of ρ ev ). The momentum
equation is the same as given in Eqn. (4.5) and the volume fraction, α, is the same as Eqn.
(4.6),

α=

ρ − ρv
.
ρl − ρ v

(4.22)

To determine the volume fraction, α, we start with the general mass conservation
equation
∂ρ
+ ∇ ⋅ ( uρ ) = 0
∂t

(4.23)

ρ = α ( ρl − ρ v ) + ρ v .

(4.24)

and Eqn. (4.22) solved for density

Substituting Eqn. (4.24) into (4.23) we get
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ρv
∂α
+ ∇ ⋅ ( uα ) +
∇ ⋅u = 0
∂t
( ρl − ρ v )

(4.25)

then using Eqn. (4.21) to substitute for the divergence of the velocity and simplifying, we
arrive at the volume fraction advection equation
−ρ
∂α
+ ∇ ⋅ ( uα ) = ev .
∂t
ρl

(4.26)

As expected, if there is no evaporation, i.e. ρ ev = 0 , then Eqn. (4.26) becomes the nonphase change appropriate Eqn. (4.8). The energy equation for each fluid is again given
by:
∂ ( ρ c pT )
∂T

+ ∇ ⋅ ( uρ c pT ) = ∇ ⋅ ( k ∇T )

(4.27)

To determine the volumetric evaporation rate we start with a mass balance across
a moving differential interface given by

ρ v ( v v − v i ) ⋅ d A i = ρ l ( v l − v i ) ⋅ dA i

(4.28)

where dAi = dAi n is the area of a differential element of the interface with unit normal
vector n, and vi is the velocity of the interface. The unit normal vector n points into the
vapor and is defined below in Eqn. (4.33). Because the interface area is the same on both
sides in the limit as dAi → 0 we can simplify Eqn. (4.28) to

ρv ( v v − v i ) ⋅ n = ρl ( v l − v i ) ⋅ n = −me′′v
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(4.29)

where mev′′ is the mass flow rate per unit area due to evaporation. It is negative to be
consistent with the previous definition; mev′′ is positive for evaporation and negative for
condensation.

Similarly we can look at the energy balance across the interface by

equating the energy transfer due to conduction and convection on both sides of the
interface,

ρv ( v v − v i ) ⋅ dA i hv + q v ⋅ dA i = ρl ( v l − v i ) ⋅ dA i hl + q l ⋅ dA i

(4.30)

where hv is the enthalpy of the vapor, hl is the enthalpy of the liquid, and q v and ql are
the heat flux due to conduction through the vapor and liquid side of the interface,
respectively. Again, because the interface area is the same on both sides in the limit as

dAi → 0 we can reduce Eqn. (4.30) to

ρv ( v v − v i ) ⋅ nhv + q v ⋅ n = ρl ( v l − v i ) ⋅ nhl + q l ⋅ n

(4.31)

Rearranging and simplifying using Eqn. (4.29) we can get an expression for the mass flux
at the interface

mev′′ =

( q v − ql ) ⋅ n
hlv

(4.32)

where hlv is the latent heat of vaporization, and n is the unit vector normal to the interface
which is calculated from:

n=

∇α
.
∇α
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(4.33)

Then, by using Fourier’s law applied to the heat conduction through the two fluids we
arrive at,

mev′′ =

( kl ∇Tl − kv∇Tv ) ⋅ n .
hlv

(4.34)

To convert to a volumetric source term we multiply by the area of interface (AI) within a
volume V to get:

ρev =

( kl ∇Tl − kv∇Tv ) ⋅ n AI .
hlv

V

(4.35)

where the interface area, AI, can be calculated by the volume integral of the gradient of
the volume fraction [101],
AI = ∫ ∇α dV .

(4.36)

V

Here we can see that ρ ev is non-zero only where AI is non-zero, which happens only
when the gradient of α is non-zero. Thus, evaporation occurs only in the interface region.
This means there can be no spinodal decomposition, or other spontaneous phase
nucleation or separation. The second phase must be introduced to the domain by some
sort of boundary condition or other user intervention or assumption. This is a limitation
inherent to the continuum model, and one of the reasons coupling to molecular dynamics,
where no such limitations exist, is an attractive proposition.
It is common in numerical simulations of film boiling to set the liquid temperature
to be held constant at Tsat [97] while in nucleate boiling it is common to hold the vapor
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temperature at a constant Tsat [36]. These approximations are physically reasonable and
aid the numerical solution of the evaporation rate. Therefore equation (4.27) will only be
solved in one fluid, so no phase change source terms are included. The model developed
is equally valid for condensation with ρ ev being positive for evaporation and negative for
condensation. Equation (4.21) is general for either evaporation or condensation.
Typically in the VOF approach, a generic fluid property F is calculated in the
interface region by interpolating between the pure liquid property Fl and the pure vapor
property Fv, shown in Eqn. (4.7). However, for significant property differences between
fluids, as is often the case in liquid-vapor systems, a linear interpolation scheme can
heavily weight properties toward the larger value.

In such systems, an harmonic

interpolation may be more appropriate [63], which for a generic property F is given by,

1 ⎛1 1 ⎞
1
= ⎜ − ⎟α +
F ⎝ Fl Fv ⎠
Fv

(4.37)

For the Stefan problem, which will be disused in detail in section 4.5.3, it was necessary
to ensure that the properties in the interfacial region (roughly 0.1 < α < 0.9) were not
linearly interpolated with α, but rather strongly weighted towards the vapor properties.
This is because the Stefan problem solution assumes that the liquid is at a constant
temperature so all heat conduction and evaporation takes place on the vapor side of the
interface. As a result, in the solution of the Stefan problem the liquid properties do not
appear anywhere in the solution (i.e. in the interface region). For this reason, both linear
and harmonic interpolation would introduce some liquid properties into the interfacial
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region (roughly 0.1 < α < 0.9) and would not provide a comparable solution.

To avoid

this problem we introduce a density-weighted harmonic interpolation, denoted by a
superscript h, is given by,
⎡ Flα (1 − α ) Fv ⎤
−
⎢
⎥
ρl
ρv
⎣
⎦.
h
F =
α (1 − α )
−

ρl

(4.38)

ρv

Because we know that the vapor density is much smaller than the liquid density, this
approach essentially ensures that any region of interface will have properties that are very
close to those of pure vapor.
4.5.2 Solution Method
Each CFD time step will begin with the solution of the temperature field. With the
temperature distribution at the interface, the evaporation rate is calculated next. Then the
new interface location can be determined through the solution of Eqn. (4.26). The local
fluid properties will then be calculated based on the new temperature field and the
continuity and momentum equations, Eqns. (4.21) and (4.5), can then be solved after
some intermediate steps using the PISO algorithm [63]. The PISO (Pressure Implicit
with Splitting of Operators) algorithm is an efficient method used frequently in
computation fluid dynamics simulations to solve the Navier-Stokes equations in unsteady
problems. The algorithm involves deriving an equation for the pressure by taking the
divergence of the momentum equation and by substituting it in the continuity equation.
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The algorithm, as implemented in OpenFOAM, can be summarized in the
following steps [93, 98]:
1. Set the boundary conditions.
2. Solve the momentum equations to compute an intermediate velocity field.
3. Compute the mass fluxes at the cells faces.
4. Solve the pressure equation.
5. Correct the mass fluxes at the cell faces.
6. Correct the velocities based on the new pressure field.
7. Update the boundary conditions.
8. Repeat from 3 for a prescribed number of times.
9. Increase the time step and repeat from 1.
Additional information on the PISO algorithm and its implementation can be found in
Refs 63, 93, and 98.
4.5.3 Validation of Evaporation Model – Stefan Problem
The CFD evaporation model will be compared to the solution of a benchmark
analytic model, the Stefan problem [99], frequently used to test evaporation models [32,
100, 101]. In this problem (illustrated in Fig. 4.3) a wall is held at a constant temperature
above the saturation temperature causing liquid to evaporate. The liquid-vapor interface,
which is assumed to be a straight line, moves towards the liquid region during
evaporation.
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vapor

liquid

x
Ti = Tsat

Tw > Tsat

Fig. 4.3. Schematic of the Stefan problem to be used as validation for the evaporation model.

The position of the liquid vapor interface, xi(t) is assumed to be initially at the wall
i.e. xi(0) = 0. The boundary conditions for the Stefan problem are

T ( 0, t ) = Tw

(4.39)

T ( xi ( t ) , t ) = Tsat
and the velocity of the interface, ui, is given by

ρv hlvui = −k

∂T
∂x

.

(4.40)

x = xi

The Neumann solution is then given by [100]:
xi ( t ) = 2 β κ v t

T ( x, t ) = Tw +

⎛ x ⎞
Tsat − T0
erf ⎜
⎟
⎜2 κ t ⎟
erf ( β )
v ⎠
⎝
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(4.41)

(4.42)

(

)

where κv is the thermal diffusivity κ v = kv ρ v c p v of the vapor phase and β is determined
from the solution to

β exp ( β 2 ) erf ( β ) =

c pv (Tw − Tsat )

π hlv

.

(4.43)

The time evolution of the interface can be used to benchmark and validate the
evaporation model in the CFD code.
4.5.4 Numerical Results of Stefan Problem
To confirm the evaporation model was correctly implemented in OpenFOAM a
simulation of liquid water, initially in contact with a heater wall, was simulated in a two
dimension domain for a duration of 1000 seconds. Water was chosen due to its large
density difference between its liquid and vapor densities. The 1000:1 density ratio of
water is larger than argon (~150:1), and therefore is expected to be a more difficult
numerical problem to solve. If the model is capable of handling the large density ratio
simulations, later simulations Lennard-Jones argon should be well within the capabilities
of the model. The fluid properties are shown in Table 4.1. The time step was initially set
to 1x10-4 s, however, the time step was adjusted during the run, limited to a maximum
Courant Number of 0.5. A domain of 30 mm x 35 mm was initialized as liquid except for
a 0.5 mm film of vapor along the heater surface. This was necessary for two reasons.
First, without a liquid vapor interface there would be no evaporation – this is a
thermodynamic limitation of the model (see the discussion in section 4.5.1). Second, a
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film smaller than 0.5 mm proved to be unstable as a small numerical fluctuation at the
interface would result in surface tension pinching the film at its narrowest point and
forming a bubble on the surface. To aid in the comparison to the analytic solution, the
vapor in the initial 0.5 mm film, and only the 0.5mm film, was maintained throughout the
simulation at the saturation temperature. The heater wall was considered to extend the
extra 0.5 mm into the vapor film. The domain was divided into 300 x 350 square grid
cells (0.1 mm grid).
The heater wall was assigned a no-slip velocity boundary condition and a constant
temperature boundary condition. The side walls (shown in the positive and negative ydirection in Fig. 4.3) were assigned periodic boundary condition. The boundary opposite
the wall was given an inlet/outlet velocity and phase fraction boundary condition which
consisted of a zero gradient boundary condition for outflow and a fixed value for inflow.
Since the flow was always out of this boundary (due to the evaporation and moving
interface) it was essentially a zero gradient boundary condition. The pressure boundary
condition was zero gradient at the wall and a constant value of 0 at the opposite
boundary. The temperature of the liquid, as defined by α ≥ 0.5, was held at a constant
value equal to Tsat.
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Table 4.1. Material properties used in the Stefan Problem

Property

Liquid (α = 1)

Vapor (α = 0)

1000

1

1 x 10-6

1.48 x 10-5

.5

.0257

4181

1007

Density (ρ) [kg/m3]
Kinematic Viscosity (ν) [m2/s]
Thermal Conductivity (k) [W/(mK)]
Specific Heat (cp) [J/(kgK]
Latent Heat of Vaporization (hlv) [kJ/kg]

2260

The liquid was initialized at Tsat = 100ºC and the heater wall was maintained at
120ºC.

The interface position was then tracked by calculating a weighted average

position weighted by the magnitude of the gradient of the phase fraction. Since this was
a one-dimensional problem, only the average y-position of the interface, yint , was
calculated, which was given by
N cells

yint =

∑ ∇α

yi

i

i
N cells

∑ ∇α

.

(4.44)

i

i

The results are shown in Fig. 4.4. The agreement of the numerical solution and
the analytic solution obtained from Eqns. (4.41) and (4.43) is excellent.
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Fig. 4.4. Comparison of analytic solution Eqn. (4.41) of the Stefan Problem to the new CFD evaporation
model (OpenFOAM).
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5
5.1

A Single-Phase Parallelized Hybrid Atomistic-Continuum Model
Introduction

The preceding chapters have described the individual components that will
comprise the HAC model presented in this chapter and those that follow. Here we will
begin with a HAC model capable of modeling isothermal single phase flow. The model
developed here will be unique from other previously developed single phase HAC
models due to its highly parallel implementation. The efficient parallelization of the
HAC code allows significantly larger systems, resulting in better atomistic averaging,
which in turn provides better results. After the single phase model has been developed, at
the end of this chapter, the isothermal constraint will be relaxed, and the single phase
model will be extended to include heat transfer.
The single phase model developed here is not only a stepping stone to our final
goal of a two-phase HAC model, but it also has some very real physical applications to
which it can be used to help better understand. Nanoscale fluid phenomena are important
in an increasing number of applications such as fluid flow in micrometer- and nanometerscale channels and flow in the vicinity of nanoparticles. MEMS devices and lab-on-achip devices are two examples of current technologies that feature flow at micrometer
and nanometer scales. At these scales, flow patterns can deviate from traditional
continuum behavior, for example nearly frictionless flow in nanotubes [88, 89] and
increased viscosity in nanochannels [90].
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To develop and test this hybrid model we have chosen to model a nano-channel
that can be verified against an analytic solution for Couette flow. The domain is divided
such that one wall is located at the bottom of the atomistic domain and the other wall is at
the top of the continuum domain. The two domains overlap in the center of the channel.

5.2

Domain Decomposition

Fig. 5.1 shows a general schematic of the problem. The domain is subdivided into
an atomistic domain (ΩA) and a continuum domain (ΩC). The two domains coincide in
an overlap region (ΩO) where the two solutions are consistent. In keeping with the same
terminology as O’Connell and Thompson the interface between the two domains is called
the Hybrid Solution Interface (HSI). In our model we choose the origin such that y = 0 is
the HSI. The atomistic domain consists of a solid wall at the bottom of the domain and a
liquid region above. The continuum domain is comprised entirely of liquid with a no slip
wall boundary condition at the top.

ΩC

y

ΩO

x

ΩA

z

HSI
Fig. 5.1. A general schematic of the hybrid method. The atomistic domain (ΩA) and continuum domain
(ΩA) coincide in the overlap region (ΩO).
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The continuum domain is treated as two-dimensional, i.e. only in the xy plane,
while the atomistic domain is three-dimensional. The additional atoms resulting from the
inclusion of the extra (z) dimension serve to provide better averaging of atomistic
quantities as described below.

5.3

Atomistic Domain (ΩA)

The truncated and shifted Lennard-Jones (LJ) potential is used to model the
interactions between fluid particles within the atomistic domain. This potential is given
by
⎧ ⎛⎛
⎪⎪4ε ⎜ ⎜ σ
LJ
Φ (rij ) = ⎨ ⎜ ⎜⎝ rij
⎪ ⎝
⎪⎩

12
6
12
6
⎞
⎛σ ⎞ ⎛ σ ⎞
⎛σ ⎞ ⎞
⎟⎟ − ⎜⎜ ⎟⎟ − ⎜ ⎟ + ⎜ ⎟ ⎟ , rij ≤ Rc
⎝ Rc ⎠ ⎟⎠
⎠
⎝ rij ⎠ ⎝ Rc ⎠
0,
rij > Rc

(5.1)

where rij is the distance between particles i and j, Rc is the cutoff radius, ε is the potential
well depth, and σ is the zero potential distance. If the LJ fluid is assumed to be argon the
LJ parameters are: σ = 0.34 nm, ε = 1.67x10-21 J, and the particle mass m = 6.63x10-26 kg.
A cutoff radius of Rc = 3.5σ is used to reduce computation time.
The solid particles forming the bottom wall are arranged in (1 1 1) planes of an fcc
crystal structure with the same density as the liquid region. The interactions between the
solid particles of the bottom wall use a Lennard Jones potential with the same σ but a
well depth nine times larger (εss = 9.0ε) than the liquid-liquid interactions. This ensures
that the solid crystal structure remains intact. The solid-liquid particle interactions are set
to 75% of the liquid-liquid interactions (εss = 0.75ε) to ensure a no slip boundary
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condition between the wall and the fluid. This is important to facilitate comparison to the
analytic model which assumes no slip. The bottom layer of solid atoms is assigned a
fixed velocity (see Fig. 5.2). The solid atoms above this bottom layer are not constrained,
and are allowed to vibrate freely. The total thickness of the solid wall is set to the cutoff
radius so that the liquid particles do not “see” the empty space beyond the wall. To
prevent particles from leaving the atomistic domain a reflecting boundary condition is
imposed at the top of the atomistic domain (y = yAmax).
5.3.1 Initialization of Atomistic Domain
The liquid region is set up in an FCC structure with a lattice parameter consistent
with the desired average density and allowed to equilibrate during the initialization
period. A time step of 0.002 σ

ε m is used during the initialization period which is

comprised of three stages. First, a very short period (1,000 time steps) of restricted
atomic movement is run to prevent large displacements due to the far from equilibrium
initial configuration. During the second stage (25,000 time steps), two independent
velocity scaling thermostats are used to bring the system to a constant temperature. One
thermostat is used on the liquid region and one on the solid region. Two separate
thermostats are necessary to ensure uniform temperature. Finally, during the last stage
the thermostats are turned off and the system is allowed to equilibrate without direct
temperature control (25,000 time steps).

The thermostats are again activated, and

remained activated throughout the coupling to prevent any system heating or cooling
during the run. The thermostats are used to scale only the thermal degrees of freedom.
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To allow for bulk fluid movement, the average velocity of the fluid is removed prior to
calculating the temperature. The atom velocities are scaled as necessary and the average
fluid velocity is added back. After the initialization period is completed the temporal
coupling to the continuum solution begins.

5.4

Continuum Domain

In the continuum domain the incompressible Navier-Stokes equations are solved,
which are given by,

∇ ⋅u = 0
∂u
1
μ
+ ∇ ⋅ ( uu ) = − ∇P + ∇ 2u
∂t
ρ
ρ

(5.2)

where u is the velocity, ρ is the density, P is the pressure, and μ is the viscosity. The
density of the fluid is chosen to match the average density of the fluid in the atomistic
domain. The use of the correct viscosity is essential for proper coupling to ensure that
momentum diffuses identically in both domains.

The viscosity is calculated from

separate MD simulations and is explained in more detail in Section 2.6.3. For ρ = 1348
kg/m3 and T = 96.8 K, the average viscosity for the 15 simulations was μ = 1.974x10-4 ±
0.029x10-4 kg/ms.
The two dimensional Navier-Stokes equations are solved using the PISO algorithm
[63] implemented in the icoFoam solver in OpenFOAM [93]. A Neumann boundary
condition is applied at the y boundaries and a Dirichlet boundary condition is applied at
the x boundaries in solving the pressure equation. The velocity gradient is set to zero for
outflow at the x boundaries and based on the internal cell value for inflow. The velocity
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at the top of the continuum domain is set to a constant, either zero or vmax if the top wall
is the moving wall in the Couette flow.

5.5

Overlap Region

The overlap region is subdivided into four regions: A→C region, buffer region,
C→A region, and mass flow region (see Fig. 5.2).

ΔxO

Reflecting wall

yAmax

Mass flow region

ΔyO
C→A bins

y

Buffer region

x

A → C bin

yHSI

z

Solid - free
yAmin

Solid - fixed velocity

Fig. 5.2. Detailed schematic of the atomistic domain (ΩA) within one x-direction bin.
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5.5.1

Boundary Condition from Atomistic to Continuum (A → C region)

The velocity boundary condition on the continuum domain is achieved through the
time averaging of the atomic velocities. The atomistic domain is divided into bins
centered on the HSI. Only one A→C bin in is shown in Fig. 5.2, although any number of
bins may be chosen in the x-direction.

The boundary condition for the continuum

velocity (u) in the ith A→C bin is given as the average of the particle velocities (v) within
bin i

1
ui =
Ni

Ni

∑v

k

(5.3)

k

where the angle brackets indicate a time average. The velocity is averaged over a
given number of time steps, typically the total number of time steps since the previous
A→C communication. For this study, an average of 100 atomistic time steps was used.
5.5.2 Boundary Condition from Continuum to Atomistic (C → A region)
The particles in the atomistic domain are coupled to the continuum solution via
constraint dynamics [16]. The C→A region may be divided into multiple bins in the x
and y direction (1x3 for example in Fig. 5.2), and within each bin there may be multiple
continuum cells. Therefore, the average continuum velocity, u , within each C→A bin is
the average of the velocities stored at cell centers within that bin. The mean atomistic
velocity in C→A bin i must be equal to the average continuum velocity, that is,
ui =

1
Ni

Ni

∑v
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k =1

k

(5.4)

The constraint on the velocity of atom j located within C→A bin i is then given by

⎡
1
x j = v j + η ⎢u αj −
Ni
⎣
α

α

α

⎤

Ni

∑ vα ⎥
k

k =1

⎦

(5.5)

where, α is the x, y, or z component and ηα is the constraint strength. The atomistic
velocity of atom j, vj, is found by performing standard MD numerical integration [62] of
atomic accelerations, which are given as
vj = −

1 d
∑ Φ LJ ( rkj )
m dr k ≠ j

(5.6)

The constraint strength, ηα, indicates the strength of the constraint in the α
direction. O’Connell and Thompson, in their one-dimensional coupling, used a constraint
strength of 0.01 (ξ in their paper). It has been our experience, as well as others’ [17], that
the constraint strength should be set to unity to remove the time lag associated with a
value 0<η<1. A value of zero can be used to remove the coupling in a given direction.
5.5.3 Buffer Region
The buffer region, located between the A→C region and the C→A region, serves to
minimize the feedback between the two regions of communication. Within the buffer
region there are no constraints or communication of any kind in either domain. The
buffer region should be as small as possible to reduce the computational expense
associated with overlap, while being large enough to prevent the two regions from “short
circuiting.” For the specific flow configurations investigated here, treating approximately
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30% of the overlap region as buffer effectively minimized any negative interactions
between the A→C region and the C→A region.
5.5.4 Mass Flow Region
Mass conservation is maintained in the atomistic domain through the addition and
subtraction of atoms based on the local continuum flow fields. The number of atoms to
be inserted into or deleted from mass flow bin i, in a single continuum time step, Δtc, is
given by
Pi = ( A i ⋅ ui )( ρ m ) Δtc

(5.7)

where Ai=(Δx0Δz0)n is the area of bin i along yAmax with normal vector pointing into
the atomistic domain, ui is the average continuum velocity at yAmax, ρ is the density, and
m is the mass of an atom. It is important to account for such particle transfers in the

atomistic domain to prevent unphysical values of local number density, which may affect
atomic motions in neighboring regions. A positive value of Pi is indicative of flow out of
the continuum domain and into the atomistic domain. Therefore, if Pi is positive, atoms
are inserted; if Pi is negative, atoms are subtracted. Since Pi is generally a non-integer, it
is rounded to the nearest integer and the remainder is carried to the next insertion/deletion
event. If particles are to be subtracted they are chosen at random from within the mass
flow region bin and deleted.
Particles are added via the USHER algorithm [102]. The goal of the USHER
algorithm, as implemented here, is to find an insertion point r, within each mass flow
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region bin, where the local potential energy is equal to the average potential energy of the
bin. The initial insertion point, r0, is chosen randomly within the bin, and the position is
then updated via a Newton-Raphson method using the target potential energy value.
More details can be found in ref. [102]. Once the insertion point is found, an atom is
inserted and assigned a velocity consistent with the temperature and average velocity
within the mass flow region bin.
5.5.5 Temporal Coupling
Care must be taken when choosing a time step for the hybrid simulation and
averaging time for the atomistic domain. Since OpenFOAM is the driver code, the
continuum time step will dictate the atomistic time step. The time step in the continuum
domain, Δtc must satisfy the CFL condition [63],
uα Δtc
<1
Δxα

(5.8)

where Δxα is the continuum cell length in the α direction and uα is the α component of
velocity. The a priori estimation of a maximum value of uα can be difficult. Due to the
fluctuating nature of the atomistic boundary condition on the continuum solution, an
excessively small time step, on the order of the atomistic mean free time, can result in
very large velocities on the continuum boundary. This, in turn, can cause numerical
instabilities to arise in the continuum domain. For the given geometry, the time step in
OpenFOAM is set to 2 x 10-14 s, which was found to ensure the CFL condition is safely
met within the continuum domain for the simulations presented here. Each continuum
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time step corresponds to 100 atomistic time steps, i.e. Δtc = 100Δta. This allows for
sufficient time averaging of the atomistic velocities.
The exchange of information between the atomistic and continuum domain will
take place at regular intervals using a sequential time coupling [64]. A simulation begins
with the atomistic domain initialization period described in Section 5.3.1. Then at t = 0
the coupling begins and the first C→A communication of overlap region set points
occurs. Next the atomistic domain is advanced 100 atomistic time steps. The averages
from those 100 time steps are used as the A→C boundary condition. The continuum
solution is advanced one continuum time step. The next C→A communication occurs
followed by the next 100 atomistic time steps. This process is then repeated for the
remainder of the simulation.

5.6

Implementation

OpenFOAM serves as the main code and LAMMPS is built as a library to be called
from within it. The incompressible, Newtonian, single phase solver (icoFoam) serves as
the starting point and is modified as detailed below. The OpenFOAM simulation is
initialized through traditional OpenFOAM input files. Because OpenFOAM is the main
code, domain dimensions, and time step are all defined once in OpenFOAM. Then the
atomistic domain is built around these variables. After the continuum initialization, a
single instance of LAMMPS is initialized on all processors. Commands are generated as
strings within OpenFOAM and sent to LAMMPS to execute as though they were read
from an input file. Communication between the two codes is handled through functions
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built into the LAMMPS library interface. A new top-level class is created in LAMMPS
to act as a container to store all the new parameters associated with the hybrid model.
Within the LAMMPS namespace a new fix style is created to scale velocities to the
continuum set point in the specified regions of the overlap region. An additional fix is
created to account for the mass flow between domains, Eqn. (5.7), by adding and
subtracting particles. Within this mass flow fix, the USHER algorithm is implemented
for the insertion of particles. A pseudo code of the modified OpenFOAM solver, named
HacFoam, is shown below in Fig. 5.3.
do set up OpenFOAM
do read input files (inc. coupledProperties)
do set up LAMMPS
do set LAMMPS variables
do read in.LAMMPS
run N_init timesteps of MD for initialization
do set up Overlap region parameters
do c→a communication
for t=0 to t=time
do n_A_timesteps of MD
do a→c communication
do PISO algorithm to solve N-S equations
do c→a communication
if (t=next_write_time) write output
end for

Fig. 5.3. Pseudo code of the HacFoam solver.

The code is designed to simulate an atomistic region with a solid wall as the bottom
boundary in the y-direction as shown in Fig. 5.1. Aside from this feature, the specific
details of the simulation are specified through input files, and therefore no modifications
to the code itself are necessary to simulate many other fluid problems.

For example,

through modifications to the input files, the size and dimensions of the simulation, the
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geometry of the solid wall, the size and number of overlap bins, and even the potential
function in the atomistic region can be changed.
5.6.1 Parallelization
Both OpenFOAM and LAMMPS are fully parallelized and care was taken to
preserve the parallel efficiency of both. HacFoam is designed to run on any number of
processors. For a given number of processors assigned, say Np, both LAMMPS and
OpenFOAM use all the allocated processors.

The entire continuum domain is

decomposed in the OpenFOAM solver into Np regions and the entire atomistic domain is
decomposed into Np regions in the LAMMPS solver. The continuum and atomistic
solutions are then solved sequentially on all processors.
The C→A calculations are reduced using native OpenFOAM parallel functions.
The new fixes added to LAMMPS are parallelized in a manner similar to other LAMMPS
fixes. The USHER algorithm was parallelized by domain decomposition of overlap bins.
Overlap regions that required at least one inserted particle were distributed as evenly as
possible to all processors. This technique obviously is most efficient if the number of
insertion regions is equal to a multiple of the number of processors chosen.
5.6.2 Using the Code
Once the HacFoam application is built from source, the simulation can be built
through user defined variables set through input files. HacFoam, because it is built as an
OpenFOAM application, requires inputs in much the same manner as the traditional
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OpenFOAM solvers. In addition to the standard icoFoam input files, two extra input files
are necessary. The first, coupledProperties, defines the coupling parameters such
as number of overlap bins, size of buffer region, and output frequency. The second,
in.LAMMPS, is the LAMMPS input file. This file is organized in a manner consistent

with typical LAMMPS simulations by using variables (e.g. dimensions and density)
whose values are assigned runtime in HacFoam.

This is done to ensure consistency

between the two domains. The details and length of the atomistic domain initialization,
as described in Section 5.3.1, are specified at the end of the in.LAMMPS file. An
example of all input files required, including the traditional OpenFOAM files, is included
with the HacFoam source code release in the supplementary information.

5.7

Verification Case – Couette Flow

To test the hybrid code, sudden start Couette flow was studied. The entire domain
was initialized to be at zero bulk velocity. At time t = 0 the velocity of the solid wall was
suddenly set to uwall.

The resulting velocity profiles from the hybrid model were

compared to the analytic solution for sudden start Couette flow given by:
u ( y, t ) =

uwall y 2uwall
+
Ly
π

∞

∑
n =1

cos ( nπ )
n

⎛ nπ y ⎞
⎛ ν n 2π 2t ⎞
sin ⎜
exp ⎜ −
⎟
⎟⎟
2
⎜ Ly ⎟
⎜
L
y
⎝
⎠
⎝
⎠

(5.9)

where Ly is the distance between the two walls and ν is the kinematic viscosity. Each
domain (atomistic and continuum) is divided into 20 output bins in the y direction. The
output bins do not necessarily coincide with the overlap bins. The local atomic and
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continuum velocities were averaged spatially within each bin.

Additionally, the

velocities in each bin were time averaged over the time window shown in the legends of
Fig. 5.4 and Fig. 5.5 below. This helped to smooth the natural atomistic fluctuations.
The domain was constructed such that the atomistic domain and continuum domain
were cubic and square, respectively, each with a side of l = 12.7 nm. The atomistic
domain spanned the region from (0, -7.7, 0) nm to (12.7, 5, 12.7) nm while the continuum
region spanned (0, 0, 0) nm to (12.7, 12.7, 0) nm. Thus, the overlap region was 5 nm in
the y-direction, which corresponded to nearly 40% overlap in that direction. The overlap
region was divided into a single bin in the x and z direction and ten equal bins in the ydirection, the first three of which were treated as buffer, the next six were C→A bins, and
the last was the mass flow bin. The total length of the liquid channel (Ly) was 20.4 nm.
There were a total of 42,592 fluid particles and 5,808 solid particles comprising the wall
in the atomistic region. The continuum domain was divided into 100 x 100 square cells.
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Fig. 5.4. Couette flow transient velocity profiles for moving wall in the atomistic domain. The lines are
the analytic solution, Eqn. (5.9), the solid markers are the atomistic (MD) solution, and the open markers
are the continuum (CFD) solution. umax = 135.1 m/s and ymax = 12.7 nm.

At time t = 0 one wall was suddenly set to move with a velocity of ux = umax =
135.1 m/s. Two different test cases were studied. The first, as shown in Fig. 5.4, had a
fixed wall in the continuum domain and the moving wall in the atomistic domain. The
second, shown in Fig. 5.5, had the moving wall in the continuum domain and the fixed
wall in the atomistic domain. Everything else was identical between the two cases. The
transient velocity profiles match well with the analytic solution and the steady state
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profile is linear as expected. The agreement between the analytic solution and the HAC
model is excellent considering these plots are generated from a single simulation. Some
previous HAC studies have averaged results of up to 50 different hybrid simulations to
eliminate fluctuations [19].

Error bars due to time averaging were smaller than the data

markers and are therefore not shown.
It is important to note that for the verification case presented here, many
microscopic parameters, such as the solid-liquid interaction εss and the solid wall density,
were chosen to ensure a no slip boundary condition to enable a direct comparison of the
analytic solution to steady state Couette flow. Excessive slip and fluid ordering near the
wall needed to be avoided for this reason.
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Fig. 5.5. Couette flow transient velocity profiles for moving wall in the continuum domain. The lines are
the analytic solution, the solid markers are the atomistic (MD) solution, and the open markers are the
continuum (CFD) solution. umax = 135.1 m/s and ymax = 12.7 nm.

5.8

HAC Performance

5.8.1 Parallel Efficiency
To demonstrate the parallel efficiency of the coupled code, independent, yet
identical simulations were run on 1, 2, 4, 8, 12, 16, and 32 processors. The simulation
parameters used were those detailed in the previous section for sudden start Couette flow.
The total simulated time was 2 ns. The simulations were run on dual socket single core
3.6GHz Intel Xeon processors with 2GB RAM and 10 GB/sec Infiniband interconnects.
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The total computation time was expressed as a fraction of the single processor time (6741
minutes) and is shown in Fig. 5.6.

If the code were perfectly parallelized, the

computation time should reduce as 1/np where np is the number of processors. This is
shown as the ideal curve in Fig. 5.6 for comparison. Deviation from this ideal curve is
inevitable due to inefficiencies in the parallel algorithms and extra time spent
communicating between processors. However, in calculations using up to 32 processors
the parallel efficiency is excellent. A 95% reduction in computation time, as compared to
the serial (single processor) case, was achieved through the use of 32 processors. This
demonstrates the huge savings HacFoam can offer over other serial implementations of
hybrid atomistic-continuum models.
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Fig. 5.6. Normalized computation time of the HAC code. The HAC model computation times are
normalized to the single processor case. The solid curve (Ideal) represents the expected computation time
if the code scaled perfectly with number of processors. The deviation between the two represents the
combination of communication overhead and additional necessary computations.

5.8.2 HAC vs. Fully Atomistic
The purpose of a HAC model is to reduce the computational cost of an atomistic
simulation without sacrificing accuracy. To determine the computational savings over
fully atomistic simulations, simulations of channels of various widths were compared to
MD-only simulations. The two types of simulations are illustrated in Fig. 5.7. The HAC
model is set up identically to the previously described Couette flow system. The MDonly channel is similar except that it requires an additional solid wall at the top of the
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domain. This wall is a mirror image of the bottom wall. In the case of the MD-only
simulations the distance between the two walls, the liquid channel width (ly), was varied
while the other two dimensions were held constant (lx = lz =12.7 nm). In the case of the
HAC simulations, the size of the atomistic portion (lx = 12.7 nm, wa = 12.7 nm, lz = 12.7
nm) remained unchanged between simulations. Only the y-dimension of the continuum
solution (wc) was increased. The size of the continuum cells was kept constant at 0.127
nm x 0.127 nm. This can be seen in Table 5.1, which shows the number of continuum
cells in the x-dimension remains unchanged while only the number of cells in the ydimension increases for the larger systems. In addition, the growing difference between
the number of particles in the atomistic region of the HAC model and the MD-only
simulation is clearly shown in Table 4.1. Each test case was run for a total simulation
time of 2 ns.
Table 5.1. Number of MD fluid particles and continuum cells in the HAC model and the number of fluid
particles in the fully atomistic simulations (MD only) used to compare total computation time. A diagram
of the channel width, ly*, is shown in Fig. 5.7.

HAC
Channel Width
(ly*)

MD Only

No. of MD fluid
particles

Continuum grid
cells
(No. x x No. y)

No. of fluid
particles

12.7

42,592

100 x 100

73,568

25.5

42,592

100 x 200

116,160

38.2

42,592

100 x 300

158,752

50.9

42,592

100 x 400

201,344

76.4

42,592

100 x 600

285,560
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Fig. 5.7. Schematic of the (a) fully atomistic, MD only, simulation and (b) HAC simulation. Both liquid
regions are the same length, i.e. ly = wc + wa.

Both sets of simulations, the MD and the HAC, were run on 16 processors in
parallel using the same physical processors as described in the previous section. The
total computation time for each simulation was normalized by the time of the smallest
HAC simulation (ly = 12.7 nm). The resulting times (see Fig. 5.8) show a nearly linear
increase in computation time for the MD only simulations and a nearly constant HAC
computation time. For the smallest simulation (ly = 12.7 nm) the HAC simulation was
approximately 20% faster than the fully atomistic simulation. As the channel gets wider,
the computational cost of the atomistic simulation scales nearly linearly with the number
of atoms in the simulation. In the HAC model, the extra continuum computations, due to
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the additional continuum grid points, add a very small amount of extra computation time 2
as compared to the already expensive atomistic calculations. The HAC model for the
largest test case (ly = 76.4 nm) showed a near 5 fold reduction in computation time as
compared to the equal sized MD only case. This trend is expected to continue for larger
systems. At some point the extra continuum calculations will begin to require more
computation time, but still a small fraction of the fully atomistic time. This trend
illustrates the large advantage HAC models offer over fully atomistic simulations.

2

In the HAC model, the fraction of computation time spent on continuum calculations ranged from
7% of the total computation time for the smallest simulation (ly = 12.7 nm), to 11% for the largest
simulation (ly = 76.4 nm). The remaining 93% and 89%, respectively, of the computation time was spent
doing atomistic calculations. In the HAC model the fraction of time computation time spent on atomistic
vs. continuum calculations can depend greatly on a number of simulation parameters, including, the
number of time steps used in the A→C averaging, as well as the cutoff radius used in the atomistic domain.
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Fig. 5.8. Computation time for channels of increasing width. The times are normalized by the smallest
HAC simulation (ly = 12.7 nm) total computation time (524 minutes).

5.9

Non-Isothermal HAC Model

Up to this point this chapter has been focused on an isothermal HAC model. To
relax the isothermal constraint, temperature must be added to the coupled system. For a
monotomic system of N atoms the average temperature of the system is given by [59]

1 N
T=
mi vi2
∑
3kb N i
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(5.10)

where mi is the mass of particle i with velocity vi. This is just Eqn. (2.8) solved for T.
Given the relationship between the particle velocities and the system temperature we can
use Eqn. (5.10) to implement temperature communication in the HAC model.
5.9.1 Atomistic to Continuum (A → C) region
Similar to the velocity coupling outlined in Section 5.5.1 the temperature set point
for the continuum region is calculated from the atomistic domain as the time averaged
temperature in each bin i given by
1
Ti =
3kb N j

Nj

∑ m (v
j

j

j

− vi )

2

(5.11)

where Ni is the number of atoms in bin i, vi is the mean velocity of the atoms in bin i. By
subtracting the mean velocity, vi , only the thermal fluctuations are included. This is
important because we expect there to be bulk fluid flow in many cases, and neglecting to
remove the mean velocity could result in incorrect temperatures.
5.9.2 Continuum to Atomistic (C → A) region
The atomistic temperature in each overlap bin must be scaled to match the
continuum temperature. Simple velocity scaling is used to prevent time delays associated
with other more sophisticated thermostatting techniques.

The fluctuations around the

mean are scaled. The modified, scaled, velocity of atom j within bin i, is given by
v j = ui +

Ti ,C
Ti , A
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(v

j

− ui

)

(5.12)

where the average continuum velocity, u , is given by Eqn. (5.4), Ti,C is the continuum
temperature set point, and Ti,A is the atomistic temperature calculated based on current
MD velocities using Eqn. (5.11).
5.9.3 Temperature Dependent Properties
The relaxation of the isothermal constraints presents the additional complexity of
having fluid properties, such as thermal conductivity and viscosity, which may be
temperature dependent.

As previously mentioned the use of consistent transport

properties is critical to the continuity of conserved quantities between the atomistic and
continuum domains. Some recent HAC models [e.g. 19] have assumed that transport
properties are a weak function of temperature, and apply the model only to relatively
narrow temperature ranges. These models evaluate the properties at a mean temperature,
and then assume them to be constant. For the model developed here, in an effort to add
additional functionality, including phase change, a larger temperature range was required.
Assuming constant properties was determined to be insufficient.

The correlations

developed from MD-only simulations in section 2.6 are used here.
5.9.4 Verification of Temperature Coupling
The temperature coupling of the HAC model was validated using the method
previously described to validate energy equation solver in OpenFOAM in Section 4.4 and
shown in Fig. 4.1. Fig. 5.9 shows the HAC simulation configuration. The domain was
constructed such that the atomistic domain and continuum domain were cubic and square,
respectively, each with a side of l = 12.7 nm. The atomistic domain spanned the region
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from (0, -7.7, 0) nm to (12.7, 5, 12.7) nm while the continuum region spanned (0, 0, 0)
nm to (12.7, 12.7, 0) nm. Thus, the overlap region was 5 nm in the y-direction, which
corresponded to nearly 40% overlap in that direction. The overlap region was divided
into a single bin in the x and z direction and ten equal bins in the y-direction, the first
three of which were treated as buffer, the next six were C→A bins, and the last was the
mass flow bin. The total length of the fluid channel (Ly) was 20.4 nm. There were a total
of 42,592 fluid particles and 5,808 solid particles comprising the wall in the atomistic
region. The continuum domain was divided into 100 x 100 square cells.
The one-dimensional heat equation was solved for a system initially at temperature
TC (T1 in Fig. 4.1). Then, at t = 0 the temperature of the upper wall (the wall in the CFD

domain) was suddenly set to TH (T2 in Fig. 4.1). The temperature of the solid wall at the
bottom of the MD domain was held at TC by scaling the velocities of the wall atoms. A
second velocity scaling thermostat, set to TC, was used to maintain the temperature of a
thin fluid film next to the wall atoms. This was done to remove the contact resistance
between the fluid and the wall. This contact resistance proved to be a significant problem
when the MD wall was heated, and will be discussed in greater detail below. Besides this
small film, the temperature of the other atoms was uncontrolled after t = 0. The entire
domain, both the atomistic and continuum regions, was divided into output bins. The
temperature in each bin was calculated by removing the mean velocity of each bin, so for
output bin k, the temperature is

1
Tk =
3kb N k

Nk

∑ m (v − v )
i

i
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i

k

2

(5.13)

just as was done for the overlap bins in Eqn. (5.11). The output bins are not necessarily
coincident with the overlap region bins. The output bins in the continuum domain were
purposely staggered from the atomistic domain to aid in the plotting of the resulting
temperatures.

Constant
Temperature
(TH)
CFD Domain

Overlap

C→A region
Buffer region
HSI (A → C)

MD Domain
Liquid at TC
Solid at TC
Fixed
Fig. 5.9. Schematic showing the system configuration for the unsteady heat transfer comparison to the
finite difference solution to the heat equation.
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We will compare the HAC unsteady heat transfer in a single fluid to a finite
difference solution to the one dimensional unsteady heat equation

∂ ( ρ c pT )
∂t

=

∂ ⎛ ∂T
⎜k
∂y ⎝ ∂y

⎞
⎟.
⎠

(5.14)

Because the properties are no longer constant, and are function of temperature, we do not
have a closed form analytic solution to the heat equation like we did for the constant
property heat equation, shown in Eqn. (4.12). Therefore, a central difference scheme was
used to numerically solve Eqn. (5.14), using the same property correlations as the
continuum solver for density, specific heat, and thermal conductivity that were calculated
in Section 2.6.7.
The temperature in the output bins in the two domains was calculated at regular
intervals. The temperature in each bin was recorded once every CFD time step. The
recorded MD temperatures were averaged over the length of 1 CFD time step (100 MD
time steps). The recorded temperatures were then averaged over a length of time to
reduce the thermal noise. Since information was exchanged every CFD time step the
CFD boundary condition had considerable thermal noise as well so time averaging was
important in the CFD domain as well. The results are shown in Fig. 5.10. The agreement
between the finite difference solution and the HAC model is excellent. This result gives
us confidence that the heat transfer in the continuum to atomistic direction is functioning
correctly. As mentioned in the previous section, the agreement between the benchmark
finite difference solution and the HAC model is especially noteworthy considering these
plots are generated from a single simulation. Previous HAC studies have averaged
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results of up to 50 different hybrid simulations to eliminate fluctuations [19], but were
not necessary in the model developed here. This is largely due to the fact that the model
has been parallelized efficiently, and significantly larger systems, resulting in better
averaging, are possible. Error bars due to time averaging were smaller than the data
markers and are therefore not shown.
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Fig. 5.10. A comparison of transient temperature profiles in the coupled domain with a hot wall in the
continuum region and cold wall in the atomistic region. The lines (dashed and solid) are the finite
difference solution to the heat equation with temperature dependent properties. Each data point is averaged
over 0.02 ns centered on the time shown in the legend.
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To check the energy transfer in the opposite direction, the two boundary conditions
were reversed.

The temperature of the bottom solid wall in the MD domain was

increased suddenly to TH and the top boundary condition in the CFD domain was held to
TC.

The resulting temperature profiles deviated significantly from the benchmark

solution. The deviation was determined to be a result of two problems unique to the MD
domain.
The first issue was the solid-liquid interaction potential. A solid liquid interaction
(εls) less than unity produced a jump in temperature across the solid-liquid interface. This
is a contact resistance resulting from imperfect heat transfer across the interface. As
described above, to facilitate comparison to the analytic solution of the heat equation a
second thermostat was applied to a small region of liquid adjacent to the solid. This
reduced the effective length of the domain but was effective at removing the solid-liquid
interface from the solution.
The second issue was that of a thermal shockwave spreading through the MD
system. The sudden increase in temperature resulted in a sharp density change in the
region closest to the wall. The result was a wave that traveled through the system that
transported heat much faster than pure conduction. This was not an issue in the previous
simulations with the heated wall in the CFD domain due to the smaller temperature
gradients in the MD domain. When the heated wall was in the CFD domain, the energy
transfer in the C→A region, and therefore MD domain, slowly increased as heat diffused
into the region. To avoid the problems associated with sudden temperature increases, the
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temperature of the hot wall was slowly increased linearly from TC to TH. The heat
equation becomes:
∂ ( ρ c pT )
∂t

=

∂ ⎛ ∂T ⎞
⎜k
⎟
∂y ⎝ ∂y ⎠

(5.15)

with the initial condition
T ( y, 0 ) = TC

(5.16)

and the boundary conditions
T ( y = L, t ) = TC
TH − TC
⎧
t t ≤τ
⎪TC +
T ( y = L, t ) = ⎨
τ
⎪⎩
TH
t >τ

(5.17)

where τ is the time taken to ramp up to the temperature TH. With this new boundary
condition the heat equation was solved numerically using a central difference scheme to
serve as the benchmark solution.
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MD Domain
Thermostatted liquid
Thermostatted solid

Set
point
ramped to T2

Fixed (tethered)
Fig. 5.11. Schematic showing domain setup for heated wall region in MD domain. A second thermostat
was used on the liquid region nearest the solid wall atoms. The set point is ramped using Eqn. (5.17).
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Fig. 5.12. A comparison of transient temperature profiles in the coupled domain with a cold wall in the
continuum region and hot wall in the atomistic region. Each data point is averaged over 0.02 ns centered on
the time shown. The lines (solid and dashed) are the finite difference solution to the heat equation with a
ramped boundary condition and temperature dependent properties.

The results of the atomistic hot wall are shown in Fig. 5.12. The domain was
initially at Tc = 100 K. At t =0 the hot wall was ramped up to TH = 150 K with a ramp
time constant of τ = 0.428 ns.

This ramp time was found to be long enough to prevent

thermal shockwaves from propagating through the system. As was the case when the
heated wall was in the continuum domain, the agreement between the finite difference
solution to the one dimensional heat equation is excellent. As before the results are from
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a single simulation and error bars due to time averaging were smaller than the data
markers and are therefore not shown.
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6

6.1

A Non-Isothermal Two-Phase Hybrid Atomistic-Continuum Model

Introduction

In the previous chapters we have built a hybrid atomistic-continuum model with the
ability to communicate momentum, energy and mass through the coupling of velocities,
temperature, and the communication of mass flow between domains. In this chapter we
add the ability to communicate density and differentiate phases of the same species,
specifically liquid and vapor. In the previous single-phase HAC model, mass coupling
was limited to mass flow between the domains. Here we will develop a model to account
for the large density difference between liquid and vapor. To date, this is the first HAC
model capable of exchanging phase information in the overlap region. A key feature of
this model is that the interface region moves between domains.

6.2

Communication of Phase

6.2.1 Excess Density Fluctuation
It has been previously mentioned that the standard VOF method is based on the
assumption that the two fluids are incompressible and immiscible. Assuming the two
fluids to be liquid and vapor, for a cell i the volume fraction is given as

αi =

ρi − ρv
.
ρl − ρ v
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(6.1)

Clearly, within the continuum solver, α and ρ are related. In the atomistic domain for a
region i, containing Ni atoms, the density is given by
Ni

∑m

k

ρi =

k

Vi

(6.2)

An obvious method for calculating α from the atomistic domain would be to
substitute Eqn. (6.2) into Eqn. (6.1). The problem with this, however, is that given the
inherent natural fluctuations in the density present in an MD simulation, it would not only
be possible, but likely, that α > 1 or α < 0 at some point in the simulation. This could
happen with an instantaneous local density in a vapor region where ρi < ρv or an
instantaneous local density in a liquid region where ρi > ρl for an MD simulation with ρi
ρv ≤ ρi ≤ ρl. This would have no meaning in the VOF solver, as it is limited to 0 ≤ α ≤ 1.

One potential solution would be to truncate or round the calculated value to α = 0
or α = 1, but this presents two additional problems. First, mass would no longer be
conserved. Over time considerable mass could be introduced or removed from the
system via rounding. Second, even though fluctuations outside of the range 0 ≤ α ≤ 1
would be removed, small fluctuations within the range of 0 ≤ α ≤ 1 would be
communicated. For example, if the calculated liquid density in the atomistic region were
calculated to be ~5% less than ρl, then the communicated value of α would be
approximately α = 0.95. This is interpreted as the cell contains 95% liquid and 5% vapor.
From a mass conservation perspective, this would be correct. However, due to the fact

120

that the VOF solver assumes the fluids are immiscible, this would be equivalent to adding
small amounts of the second fluid (vapor in this case) causing a change in fluid properties
and introducing surface tension into the momentum equation.

The introduction of

surface tension to the governing equations of a fluid known to be liquid is more troubling,
and could significantly change the flow field. It is preferable to avoid the introduction of
artificial terms in the momentum equations due to the presence of natural fluctuations of
a homogeneous liquid (or vapor).
Before we address these issues, first let us address an additional complexity
associated with the definition of α as presented in Eqn. (6.1). That is, in the context of a
non-isothermal system, what is the proper value for the liquid and vapor densities in Eqn.
(6.1)? To answer this question we will turn to the Lennard-Jones equation of state [57].
A logical solution would be to define the phase densities as a function of temperature
only as we did with other properties previously in Chapter 2. Given the nature of the
liquid-vapor phase change problem, the coexistence densities, at the cell temperature
could be chosen for ρl and ρl . That is, Eqn. (6.1) would now be

ρi − ρvco (Ti )
α i = co
ρl (Ti ) − ρvco (Ti )

(6.3)

where coexistence is denoted by a superscript co.
Using Eqn. (6.3) we can map α onto the phase diagram with the coexistence (blue)
and spinodal (black) curves calculated from the Lennard-Jones equation of state (see
Section 2.2.2 for details) in Fig. 6.1. Due to the treatment of α in the VOF solver, we are
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forced to treat densities above the saturated liquid (α = 1) and below the saturated vapor
(α = 0) as constant values.
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Fig. 6.1. Mapping of the phase fraction, α, to temperature and density for the Lennard-Jones fluid
calculated from Eqn. (6.3).

We can see the problem with using only this definition of α; any density outside the
coexistence curve would result in the same value of α. Also, as previously mentioned,
we would like to avoid small density fluctuations within the coexistence dome. We can
solve both these problems with the introduction of a new parameter, χ, which represents
the excess density fluctuation compared to the coexistence density, given by
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χ i = ρi − ρ co (Ti )

(6.4)

where the subscript i denotes an arbitrary bin with density ρi and temperature Ti, and ρ co
is the calculated coexistence density at the temperature Ti. We will use χ only in the
region around the coexistence curve, and not within the spinodal curve. This will allow
us to track in the continuum domain the fluctuations natural to the MD simulations,
without rounding and without including them in α.
6.2.2 Atomistic to Continuum Communication
With the introduction of χ we are now prepared to convert between the atomistic
density and continuum density. For an atomistic bin i, we calculate a density ρi and
temperature Ti. Given Ti we can also calculate the spinodal and coexistence densities for
both phases, ρvsp (Ti ) , ρvco (Ti ) , ρlsp (Ti ) , and ρlco (Ti ) . We then calculate α and χ using
the following expressions:
0
⎧
⎪
co
⎪ ρi − ρv (Ti ) 1
α i = ⎨ co
co
⎪ ρl (Ti ) − ρv (Ti ) 1
⎪
1
⎩

if
if
if

ρi ≤ ρvsp (Ti )
ρvsp (Ti ) < ρi < ρlsp (Ti )
ρi ≥ ρ

sp
l

(6.5)

(Ti )

and
⎧ ρi − ρvco (Ti )
⎪
0
χi = ⎨
⎪ ρ − ρ co T
l ( i)
⎩ i

if
if
if
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ρi ≤ ρvsp (Ti )
ρvsp (Ti ) < ρi < ρlsp (Ti )
ρi ≥ ρlsp (Ti )

(6.6)

The resulting α and χ distributions are shown below in Fig. 6.2 and Fig. 6.3,
respectively. It can be seen that the continuum VOF solver is insulated from fluctuations
about the coexistence curve. The region within the spinodal curve represents interface.
The spinodal limits in the calculation of α and χ were chosen because, from a molecular
perspective, a homogeneous fluid at a state point within the spinodal curve is
thermodynamically unstable. The fluid would spinodally decompose into two phases.
Thus, if ρi is calculated to be within the spinodal curve it cannot be a metastable liquid or
vapor and is therefore considered to be interface between two phases. In other words, if
the molecular density were calculated to be below the spinodal curve, a natural
fluctuation in a homogeneous fluid is not the cause; it must be liquid-vapor interface.
To further illustrate the concept of the atomistic to continuum communication, an
isotherm of T=120 K was chosen and plotted below in Fig. 6.4. The horizontal axis
represents the calculated density in the atomistic to continuum region.

The

discontinuities in the plots are located at the spinodal curve and represent the region in
which the density will be fully captured with α (as evidenced by χ = 0). Outside of this
region, it can be seen that α is fixed at either liquid (α = 1) or vapor (α = 0) and all density
changes are treated with χ in a 1:1 manner, in other words, the slope of the χ line is 1.
A natural consequence of the definition of χ is the presence of discontinuities in
both α and χ near the spinodal curve. This is very clear in Fig. 6.4. These discontinuities
did not cause any numerical problems, nor did they lead to any unphysical situations.
Nevertheless, one possible future improvement of this method could be the adoption of a
more smooth approach.
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Fig. 6.2. Modified alpha distribution for the atomistic to continuum communication with the introduction
of χ.
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Fig. 6.3. Distribution of χ for the atomistic to continuum communication.
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Fig. 6.4. Continuum solver input values of α (top) and χ (bottom) as a function of the calculated atomistic
density for a temperature of T = 120K.
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6.2.3 Continuum Solution of χ
Now that χ has been introduced to the continuum domain it must be accounted for
in the continuum solver. The new convection-diffusion equation necessary to solve for χ
in the continuum solver is given by
∂χ
+ ∇ ⋅ ( uχ ) = ∇ ⋅ ( Dχ ∇χ )
∂t

(6.7)

where Dχ is the diffusivity of χ. Because χ is an intensive measure of mass, that is, it has
the same units as density, Dχ is a measure of how mass diffuses in itself. This is known
as the self-diffusion coefficient [68]. To ensure consistency with the atomistic domain,
the self-diffusion coefficient, for use in the continuum solution of Eqn. (6.7), can be
calculated from separate MD-only simulations using an autocorrelation function of the
particle velocities, r , given by the expression [68],

Dχ =

1 ∞
r ( 0 ) ⋅ r ( t ) dt .
3 ∫0

(6.8)

Additional details on the calculation of the self-diffusion coefficient can be found in
Section 2.6.5. Like the other fluid properties it is calculated for both liquid and vapor at
multiple temperatures.
Eqn. (6.7) represents a new differential equation introduced to the continuum
solver. It is discretized and solved using the previous time step velocity field after the
energy equation has been solved and immediately before the volume fraction (α) is
solved. For more details on the implementation of χ and the order of the HAC and
continuum solvers, see the pseudo code outline in Appendix A.
127

6.2.4 Continuum to Atomistic Communication
We now turn our attention to coupling phase and density information in the
continuum domain to the atomistic domain. With the introduction of χ we account for
any excess mass introduced into the continuum solver from the atomistic domain that is
not accounted for in α. Also, we need account for the new definition of α with respect to
the coexistence densities. Thus, for an arbitrary continuum bin j, with a temperature Tj,
the density set point, ρj, for the atomistic domain can be calculated from

ρ j = α j ⎡⎣ ρ lco (T j ) − ρ vco (T j ) ⎤⎦ + ρ vco (T j ) + χ j .

(6.9)

The excess mass included in χ, along with the “regular” mass included in α, can
then be added (or subtracted) in the form of particles. An important feature to note is that
mass is conserved; most is accounted in α while a remainder is in χ. So, for an overlap
bin i, with the density set point, ρi (the average of the densities, calculated from Eqn.
(6.9), of the continuum bins within overlap bin i), the number of particles to be inserted
or deleted, Pi, is given by

Pi =

ρiVi
m

− Ni

(6.10)

where Ni is the current number of particles in the overlap bin i. Obviously if Pi is
positive particles must be added, and if Pi is negative particles must be subtracted. Just
as with mass flow between domains, particles are added to the atomistic domain, with the
specified overlap bin, via the USHER algorithm [102]. Once the insertion point is found,
an atom is inserted and assigned a velocity consistent with the overlap bin temperature
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and average velocity, calculated from the continuum solution. If particles are to be
deleted they are subtracted randomly from within the bin. As was the case with mass
flow Pi is generally a non-integer. It is therefore rounded to the nearest integer and the
remainder for each overlap bin, is carried to the next insertion/deletion event.
The density is matched once per C→A communication event. For example, if there
are 100 MD time steps for every continuum time step the densities in all overlap regions
are matched before the first atomistic time step, after which there is no constraint on the
particle number for the following 100 time steps until the next communication event.
This level of control was found to match the densities between the two domains
effectively while reducing the computational expense associated with more frequent
density matching, such as every 100 atomistic time steps. Deleting particles is a very
cheap computation, but in many cases locating an insertion point via the USHER
algorithm represents a large computational cost and minimizing the number of times the
algorithm is used can greatly reduce the total amount of computation time.

6.3

Conversion of χ to α
The inclusion of χ to account for the excess mass and natural mass fluctuations

presents the potential problem of negative mass. This could occur if χ < − ρ vco (T ) and α
= 0. This scenario, while physically meaningless, does not pose a significant issue to the
continuum solution in terms of numerical stability; the solution of Eqn. (6.7) does not
preclude χ < − ρ vco (T ) in any way. It does, however, present a significant problem when
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communicating density set points to the atomistic region. A negative density set point
would be impossible to achieve. It should be noted that, although it was never observed
in an actual simulation, the negative mass problem could occur given the right set of
circumstances. A large negative density fluctuation in homogeneous vapor, − ρ vco (T1 ) > χ
> 0, could enter the continuum domain with temperature T1. Later if the temperature
changed to say, T2 > T1, suddenly the same value of χ might be less than − ρ vco (T2 ) .
Anticipating the introduction of evaporation (Chapter 7) also poses another
potential scenario of χ < − ρ vco (T ) . Negative mass could appear when a region of liquid
density with a large negative density fluctuation, for example α = 1 and χ < 0, enters the
continuum domain from the atomistic domain. This liquid then evaporates, and the
regions phase converts from α = 1 to α = 0. Without any knowledge of this process the
local value of χ would remain below zero. If this region of fluid re-entered the atomistic
domain, when the density was to be communicated a problem would be encountered if χ
< − ρ vco (T ) . Essentially, more mass than existed was evaporated.
To prevent this, we will convert χ to α when the density, as given by α, is within the
spinodal range, that is, α vsp < α < α lsp . We will only convert within this range because we
do not want to remove any natural fluctuations that might occur outside the spinodal
dome. It is within the spinodal range of α where either active phase change is occurring
or there is a liquid-vapor interface present. For a given bin, the spinodal limits of α are
given by
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ρωsp (T ) − ρvco (T )
αω = co
ρl (T ) − ρvco (T )
sp

(6.11)

where ω is either liquid or vapor (l, v), for example αlsp is the liquid limit corresponding
to ρlsp .
This conversion and subsequent calculations will be performed in each continuum
cell at each continuum time step, but for simplicity the continuum cell subscript i has
been dropped to simplify the notation. Also, from this point forward we will drop the
explicit notation indicating the variables which are a function of the local bin
temperature.
The current values, i.e. before conversion, will be denoted α and χ, and the updated
values, i.e. after the conversion, will have a superscript “new”. So, if α vsp < α < α lsp and χ
≠ 0 we will calculate an intermediate value αT, which can be thought of as a total α. This
“total α”, the volume fraction that would result if all the mass stored in χ were converted,
is given by

αT =

ρT − ρvco
ρlco − ρvco

(6.12)

where ρT is the total density given by α and χ. Substituting the expression for the total
density in terms of α and χ, i.e. Eqn. (6.9), into Eqn. (6.12) we get

(

)

⎡α ρlco − ρvco + ρvco + χ ⎤ − ρvco
⎦
αT = ⎣
co
co
ρl − ρ v
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(6.13)

After some simplification we are left with

αT = α +

χ

ρ − ρvco
= α + αχ
co
l

(6.14)

where αχ is the extra mass accounted for in χ converted from density to volume fraction.
If 0 ≤ αT ≤ 1 then we can simply set α new = α T and χ new = 0 , and the conversion is
complete. If αT > 1 or αT < 0 then we will convert as much as possible and leave the
remainder to be accounted for in χ. This means α new = 1 if αT > 1 (liquid) or α new = 0 if

αT < 0 (vapor) and the remainder is converted to χ. To determine the new value for χ we
start with the requirement that the total mass before and after the conversion remains
constant

α T = α Tnew

(6.15)

Substituting the definition of αT from Eqn. (6.12) we get

α+

χ
ρlco − ρvco

= α new +

χ new
ρlco − ρvco

(6.16)

Rearranging and solving for χ new we get a general expression for the new excesses mass,

χ new = χ + (α − α new )( ρlco − ρ vco )

(6.17)

In the end, the only difference between the starting values and the ending values is the
distribution of mass in α and αχ. To help elucidate the conversion procedure the entire
conversion process is summarized in the flow chart in Fig. 6.5 below.
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Fig. 6.5. Flow chart of χ conversion process. The superscript “new” denotes the value after the conversion

133

6.4

Testing of Phase Communication Algorithm
The phase communication technique developed in this section was tested using a

simple thin film test case. To test the ability to communicate phase in the overlap region,
some simple modifications were made to the previous HAC domain described in Chapter
5. This was done for the sole purpose of algorithm testing, and was not meant to portray
a real physical problem. These modifications are described in the sections that follow.
6.4.1

C→A Liquid Film
A thin liquid film was initialized in the continuum domain, outside of the overlap

region. The entire system was set in bulk fluid motion moving the liquid film towards
the overlap and atomistic domain. The first difference between this simulation
configuration and the one used in Chapter 5 is the atomistic domain’s solid wall was
removed and replaced with a periodic boundary condition (PBC). This eliminated the
need for other, far more elaborate boundary conditions, while allowing particles to leave
the domain. As a result, the atomistic particles that leave the domain along the bottom
(left in Fig. 6.6) boundary are reintroduced at the top (right in Fig. 6.6) of the atomistic
domain. Once atoms enter the overlap region, the particles are quickly scaled to match
the continuum solution, so the influence of the periodic boundary condition is minimized.
The velocity boundary conditions on the continuum solution were fixed to a constant
value, V(y = ymax) = -Vin. The particle velocities in the atomistic region were scaled so
that the average velocity was –Vin. This resulted in uniform bulk flow through the entire
HAC domain. Without this constraint, it took prohibitively long to achieve bulk flow (at
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–Vin). The atoms in the overlap region were scaled but due to the low density and of the
vapor, there were an insufficient number of collisions to transfer momentum to the atoms
outside of the overlap region. Given a substantial amount of time, the vapor atoms in the
atomistic domain would achieve bulk flow, however, to reduce simulation time, the
velocity constraint was used.
1
N

∑v

y

= −Vin

Overlap Region

N

A →C turned off
PBC

Vapor

Vy = -Vin

y

Vapor

Vy = -Vin

Liquid Film

PBC

Flow
Fig. 6.6. Schematic of the liquid film test simulation, with the liquid film starting in the continuum domain.

The A→C communication was turned off to prevent issues associated with velocity
fluctuations.

The continuum solver’s assumption that the flow is incompressible,
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combined with the constant velocity top boundary condition, means that any slight
fluctuations in the boundary condition at the HSI could result in strange fluid behavior in
the continuum region, or worse, a divergent continuum solution 3 . Therefore, for this
problem, where we want to ensure bulk flow, the removal of the downstream A→C
communication is a reasonable modification.

The χ boundary conditions in the

continuum region were set to a fixed value of zero, and due to the direction of the flow
and the removal of the A→C communication, χ remained zero everywhere in the
continuum domain during the simulation.
A rectangular continuum domain with a side of 10.54 nm and an atomistic domain
with dimensions lx = 10.54 nm, ly = 12.3 nm, lz = 21.08 nm were combined with an
overlap region with a thickness of yo = 3.7 nm. The z dimension was chosen to be twice
the x-dimension to improve atomistic averaging. This is often not necessary when the
working fluid is liquid (due to its higher density) but in the case of vapor care must be
taken to ensure all averages were meaningful. A simple way to do this is to extend the z
dimension.
A constant velocity of Vin = 100 m/s was applied to both domains as previously
discussed. The atomistic domain was thermosttated to a constant temperature 100K (T*
= 0.8267) to match the continuum domain which was at the same temperature. Simple
velocity scaling was used and applied to all fluid atoms in the domain. If new atoms

3

This is not a typically a problem with fluctuations at the HSI. It occurs here only because of the
constant velocity boundary condition. We only use it here to guarantee bulk flow to test the two phase
algorithms. Other, more typical HAC boundary conditions, such as constant pressure, would not have such
problems.
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were created in the domain they were added to the group that was thermostatted. A 1 nm
thick liquid film was initialized in the continuum region just outside of the overlap
region. The atomistic domain was initialized in an FCC structure at the average vapor
density. Prior to the start of the simulation the atomistic simulation was allowed to
equilibrate for 65,000 time steps.

This was found to be sufficiently long to melt the

lattice structure and establish a homogeneous vapor. At time t = 0 the coupling began
and the constant velocity Vin was applied everywhere. Of the ten overlap bins, the first
was the A→C bin (in this case turned off), the next two were treated as buffer, the
following six were the C→A bins where density was matched, and the final bin was
treated as a buffer. This final bin, nearest the continuum domain, is normally treated as
the mass flow bin, but due to the periodic boundary conditions and the density scaling
taking place in the overlap regions, it was unnecessary to account for mass flow between
the two domains.
The resulting unsteady non-dimensionalized density profiles are shown in Fig. 6.7.
The atomistic values are non-dimensionalized using ρ * = N V * , where V is the nondimensionalized volume of the atomistic output bin used to generate the plot (see section
2.2.1 for more on non-dimensionalization).

The continuum solution density was non-

dimensionalized using

σ
ρ = ⎡⎣α ρlco − ρvco + ρvco + χ ⎤⎦
m
*

(

)

3

(6.18)

where σ and m are the Lennard-Jones parameters discussed in Section 2.2. This resulted
in a non-dimensionalized density ranging from just above zero to a density of less than 1.
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The domain was divided into bins in the y-direction and the density was averaged
spatially with each bin and for a period of 0.004 ns centered on the time shown in the
legend of each figure. The continuum density is shown as a solid line as a visual aid, but
is simply a connection of the points of each bin.
The liquid film is passes through the overlap region and into the atomistic region.
Consistency between the two domains appears very good, as expected, even in the buffer
bins. One notable exception is the former mass flow bin – the top overlap bin (the
atomistic point closest to the continuum domain). The atomistic density is not controlled
in this bin, like the other buffer bins. This is not a concern, as the density in all other
overlap bins is accurate, and this serves as illustration that the periodic boundary
condition has little impact. Once the atoms in the uncontrolled region move into the
C→A region, the density is quickly scaled to the correct density. This small region has
no influence on the atomistic only region, given these flow conditions.
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Fig. 6.7. Time evolution of liquid film moving from the continuum region, ΩC, (solid lines) to the atomistic
region, ΩC (markers). The buffer bins and former mass flow bin are in the same location for all times.
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To quantitatively confirm the conservation of mass we determine the total mass of
liquid in the continuum domain at t = 0 and compare it to the total mass in the atomistic
domain after the film has fully left the continuum domain. The total volume of liquid
contained in the continuum domain at initialization, VC*, L should be present in the
atomistic domain, while the remainder of the atomistic domain is vapor. Thus, the
expected average atomistic domain density, ρ *A,e , can be expressed as

ρ

*
A, e

=

ρ Lco*VC*, L + ρvco* (VA* − VC*, L )
VA*

(6.19)

where ρ Lco* is the liquid density at 100 K, ρvco* is the vapor density at 100 K, and V A* is the
total volume of the atomistic domain including the overlap region. In words, Eqn. (6.19)
simply states that the atomistic domain should be at an average density equal to vapor
surrounding a liquid film of the same size as the initial continuum film. Given the initial
configuration the expected atomistic density was predicted to be ρ *A,e = 0.06676 . The
actual average density of the entire atomistic domain at t = 0.1 ns (see Fig. 6.7) was
given by ρ *A = N V A* = 0.06665 , less than a 0.2% difference from the expected value.
This excellent agreement gives us confidence that mass was neither created nor destroyed
in the C→A density communication process.
6.4.2 A→C Liquid Film
To test the density/phase communication in the A→C direction the reverse problem
was simulated. A liquid film was initialized entirely within the atomistic domain and the
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entire system was set in bulk fluid motion moving the liquid film towards the overlap and
continuum domain. A schematic of this set up is shown in Fig. 6.8. Many of the
simulation parameters were the same as the previous C→A test.

The y-direction

atomistic boundary conditions were periodic. The velocity boundary conditions on the
continuum solution were fixed to a constant value, Vin. The particle velocities in the
atomistic region were scaled so that the average velocity was Vin. This resulted in
uniform bulk flow through the entire HAC domain. The A→C velocity communication
was turned off to prevent the issues associated with velocity fluctuations mentioned
earlier.

The velocity communication was not necessary because both domains are

controlled to ensure bulk flow through the entire domain.

The A→C density

communication, including α and χ, was activated. The excess density, χ, was initialized
in the continuum domain to be zero everywhere, and at the top y-direction boundary the
gradient of χ was set to zero because of the expected outflow velocity.
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Fig. 6.8. Schematic of the liquid film test simulation with the liquid film starting in the atomistic domain.

As in the previous test case, a rectangular continuum domain with a side of 10.54
nm and an atomistic domain 10.54 nm x 10.54 nm x 21.08 nm were combined with an
overlap region thickness of yo = 3.7 nm.

A constant velocity of Vin = 100 m/s was

applied to both domains as previously discussed.

The atomistic domain was

thermostatted to be held at a constant temperature 100K (T* = 0.8267). Simple velocity
scaling was used, applied to all atoms in the domain. In this case, a liquid film was
initialized in the atomistic domain by setting up a dense (at the average liquid density)
FCC structure surrounded by a less dense FCC structure (at the average vapor density)
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and allowing the structures to equilibrate. The result was a liquid film in equilibrium
with the surrounding vapor. Arriving at a stable liquid film was difficult, as often during
the initialization the film would pinch off and form a drop. To avoid this undesirable (but
natural) result, a thicker liquid film was required.

The two resulting liquid/vapor

interfaces were rather diffuse (see the 0.01 ns subplot in Fig. 6.9), so the approximate
film thickness was 5.5 nm.
The time evolution of the liquid film is shown in Fig. 6.9. The densities are nondimensionalized as they were in the previous section. As in the previous section, the
liquid film moves cleanly from one domain to the other. As well as demonstrating the
qualitative behavior of the liquid film we expect, these plots illustrate the behavior of the
buffer region, the difference between the interface treatment between the two domains,
and the impact of the periodic boundary conditions can be seen.
The first plot t = 0.1 ns is taken just as the liquid film begins to enter the overlap
region. In this plot the presence of the buffer region can be observed by the two atomistic
points above the continuum line. These points have not yet reached the first C→A bin
and are therefore not scaled to the continuum solution like the other bins have been.
Also, the reason the two points differ at all is due to the treatment of interface in the
continuum VOF solver.

If one compares the liquid-vapor interface region before and

after it enters the continuum domain it can be seen that the interface becomes shaper and
less diffuse. What is interesting is that it still conserves mass, so although the interface
shape changes slightly–it is only that–a steepening of the interface. The conservation of
mass will be confirmed next.
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Fig. 6.9. Time evolution of liquid film moving from atomistic region (markers) to continuum region (solid
lines). The three bins that comprise the buffer region and the single mass flow bin are in the same location
for all times
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Due to the fact that the liquid film was initialized in the atomistic domain, the
mass conservation calculation is more difficult than the previous section. The atomistic
domain was initialized at an average density and separated into a liquid film surrounded
by vapor, but we do not know the exact amount of liquid and vapor. Confounding the
problem is the fact that the dimensions of the atomistic domain and continuum domain
are different. Therefore, an evaluation of the conservation of mass through a direct
comparison of domain densities is not possible.
To confirm that mass is being conserved as the film moves between the two
domains we will start with the average density in the atomistic domain. This value is
simply the total number of atoms divided by the total atomistic volume, or

ρ *A, avg = N V A* = 0.327 . This reflects that the domain is part liquid ( ρ Lco* = 0.703 ) and
part vapor ( ρ vco* = 0.0263 ). We will now determine the average density in the continuum
domain after the film has fully passed into the domain, at t = 0.1 ns. Because the
continuum domain is divided into uniform cells, we can simply take the average of the
densities of each continuum grid point and convert to a non-dimensionalized density
using Eqn. (6.18). This gives an average continuum density of ρ C* , avg = 0.371 . We can
now estimate the amount of liquid in the continuum domain by assuming a sharp
interface, which implies that the continuum domain is comprised of either liquid or
vapor, nothing in between. That is,

ρC* , avgVC* = ρ L*VC*, L + ρ v* (VC* − VC*, L )
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(6.20)

where VC* is the total continuum volume, and VC*, L is the volume of the continuum region
that is liquid.

The total volume of the continuum region that is vapor VC* − VC*, L .

Rearranging and solving for the total volume of liquid in the continuum domain as

*
C ,L

V

ρC* ,avg − ρ v* *
=
V
ρ L* − ρ v* T

(6.21)

Now, if we assume that volume of liquid originated in the initial atomistic domain, and
the remaining initial atomistic domain was comprised of vapor we can calculate an
expected initial average atomistic density as we did previously in Eqn. (6.19), and arrive
at ρ *A,e = 0.321 .

Comparing this to the actual initial average atomistic density of

ρ *A, avg = 0.327 , we find that the average density differs by less than 2%. Considering the
approximations necessary to calculate the expected atomistic density, this shows very
good agreement and provides confidence that the A→C density coupling technique is
effective and satisfies mass conservation.
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7

A Hybrid Atomistic-Continuum Model for Liquid-Vapor Phase
Change

7.1

Introduction
With the foundation of the HAC developed up to this point, the final task that

remains is to assemble each individual component to create a HAC model capable of
liquid-vapor phase change. The atomistic domain, given the correct thermodynamic
conditions, is capable of liquid vapor phase change, and in section 4.5 the continuum
model was extended to add evaporation. Here we will briefly review the components of
the final evaporation HAC model and present a comparison of the fully HAC system to
the analytic Stefan problem.

7.2

Atomistic Domain
Phase change is a natural consequence of the thermodynamic conditions within the

atomistic domain. That is, should conditions favor it, modeling evaporation requires no
modification to the molecular dynamics method.
encapsulated in the potential function.

The required physics are all

As we have already seen in Chapter 3,

homogeneous nucleation occurred in a metastable liquid. In this chapter we plan to
explore the influence of a heated solid, and heterogeneous nucleation of a vapor film.
Heterogeneous bubble nucleation, as opposed to homogeneous nucleation, is far more
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common in practical applications, such as boiling, due to the ubiquitous presence of
heated surfaces in boiling processes [13].
Previous MD work involving liquid-vapor phase change and evaporation has been
largely focused on bubble formation in metastable liquids or cavitation. Due to the
difficulties in implementation of constant pressure boundary conditions, relatively few
MD studies have looked at phase change or boiling on a solid surface with a constant
pressure. Novak et al. [26, 27] however, compared heterogeneous and homogeneous
bubble nucleation using a constant normal pressure boundary condition at the simulation
boundary opposite the solid wall surface. They called their simulations isothermal,
isostress, (NPzzT).

Vapor nucleation occurred as a result of increasing the liquid

temperature uniformly, not because of increasing the heater surface temperature. As
such, comparison of their work to the Stefan problem is impossible. The HAC model
developed here will help provide insight into the nanoscale film boiling incipience due to
its unique ability to maintain state points far away (in the C→A region) from the heated
surface. In this case, it might be useful to think of the overlap region as a very complex
boundary condition on the MD domain that will allow for the evaporation of all the liquid
in the domain, while maintaining a constant pressure.

7.3

Continuum Domain
The continuum domain will be treated in the same manner as in Section 4.5, when

we added evaporation to OpenFOAM, with the exception of the addition of temperature
dependent properties for the Lennard-Jones fluid. The correlations for the temperature
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dependence of the fluid properties determined in Section 2.6 were applied.

Because the

Stefan problem assumes the liquid and interface temperatures are fixed at T = Tsat, the
temperature for all cells with α ≥ 0.5 are fixed at T = Tsat.

7.4

Simulation Set up
As in Section 4.5, where we added evaporation to OpenFOAM, we plan to use the

Stefan problem solution as a way to verify the HAC model against simple analytic
theory. Every effort has been made to create a HAC simulation consistent with the
Stefan problem formulation; however, some unavoidable limitations exist due to the
inherent assumptions of the Stefan problem. The simulation configuration, shown in Fig.
7.1, is very similar to the one used previously to test the unsteady heat transfer in section
5.9.4.
Similar to previous configurations, a fixed solid wall is located at the bottom of the
atomistic domain. The first two layers of atoms are fixed, and not allowed to move while
the remaining solid is set to a fixed temperature, Twall, using simple velocity scaling. To
facilitate comparison to the Stefan problem, a second thermostat (labeled as thermostatted
liquid in Fig. 7.1) was necessary to remove the thermal contact resistance between the
solid and the fluid. This thermostat, also with a fixed temperature set point of Twall,
controlled only a thin layer of fluid atoms (liquid or vapor) near the solid wall. With only
the solid wall having a thermostat a large temperature jump was observed at the contact
line between the fluid (either liquid or vapor) and the wall. This resulted in substantially
slower heat diffusion into the fluid domain, and was would have made comparison to the
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Stefan problem impossible. By controlling the temperature of the fluid region very close
to the wall we can minimize the thermal contact resistance. This new fluid thermostat
controlled the temperature of only those fluid atoms that were within this region. This
became especially important when the liquid evaporated. Once the liquid evaporated, the
significantly lower thermal conductivity of the remaining vapor further increased the
thermal contact resistance between the fluid (vapor) and the wall, and dramatically
slowed evaporation. The addition of the second thermostat alleviated this problem.
Unlike previous the previous models, the top boundary condition in the continuum
region is now set to a constant pressure. The velocity gradient was set to zero for outflow
and the velocity was calculated based on the internal cell value for inflow. The solution
to the Stefan problem assumes the liquid is held at a constant temperature, Tsat, so the
temperature of the liquid in the continuum domain is held constant.

This constraint is

not applied to liquid solely in the MD domain, however liquid atoms in the C→A region,
by virtue of the temperature constraints, are scaled to maintain the constant temperature,
Tsat. In other words, the constraint is not applied to the MD domain outside of the
overlap region and the atomistic liquid temperature can evolve at will.
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Fig. 7.1. The HAC model configuration for phase change.

Similar to the other test cases, the simulation begins with just the MD domain. The
liquid region was initialized in an FCC structure consistent with the desired average
liquid density (ρ = 1315 kg/m3). The liquid was thermostatted to a constant temperature
(T = Tsat = 100 K) for approximately 0.2 ns before the HAC coupling was initiated.
During this time the FCC structure quickly melted into liquid. Then, at time t = 0 the
151

coupling began. The temperature of the hot wall, and liquid thermostatted fluid region,
was controlled to be Twall = 145 K.

In the continuum region for all α ≥ 0.5, the

temperature was controlled to T = Tsat = 100 K.

7.5

Variable Time Step
To reduce computation time, a variable time step scheme was used. Given a

maximum allowable Courant number, Cma, the continuum time step was adjusted slowly
to the largest possible value,

Δt =

Cma Δy
uy

(7.1)

Due to fluctuations and potentially explosive evaporation, a maximum Courant number
of 0.1 was used for the HAC Stefan problem. At the beginning of each continuum time
step a new Δtc is determined based on the previous time step’s velocity field. If the
maximum cell C > 0.1, the time step is reduced, if the maximum C < 0.1, the time step is
increased. After the continuum time step has been established, the atomistic time step is
adjusted accordingly such that 100Δta = Δtc. This means that the atomistic time step is
also adjusted based on the flow field in the continuum domain. Because of this time step
coupling, an additional constraint on the maximum continuum time step was required.
Maximum atomistic time steps are determined by the time between atomic collisions
needed to establish local equilibrium. For this problem, a reasonable maximum atomistic
time step is approximately 5 fs. Therefore, the continuum time step was limited to Δtc ≤
1 x 10-13 s.
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7.6

Results

7.6.1 HAC Evaporation
Snapshots of the evaporation process are shown in Fig. 7.2 - Fig. 7.7. The domain
is initially completely liquid, in both the atomistic domain and continuum domain (Fig.
7.2). The beginning of the evaporation process can be seen occurring in the atomistic
domain in Fig. 7.3. During these times the continuum domain is still entirely liquid as
the interface as not yet evaporated into the overlap region. The interface region begins to
move into the overlap region, and consequently into the continuum domain, as seen by
the values of α < 1 in Fig. 7.5 and Fig. 7.6. By Fig. 7.7 the liquid has completely
evaporated from the atomistic domain. All that remains in the continuum domain is a
small amount of liquid at the top of the domain and a small film of un-evaporated
“liquid.” This non-evaporating thin film is an artifact of the difference between the
continuum and atomistic modeling methods.
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Fig. 7.2. Snapshot of the HAC model at 0.18 ns before evaporation has started The continuum (upper left)
and atomistic (bottom right) domain are shown side by side for clarity but actually overlap at the height
shown. The color bar is the legend for the continuum domain.
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Fig. 7.3. Snapshot of the HAC model at 0.44 ns soon after evaporation has begun in the atomistic domain.
The continuum (upper left) and atomistic (bottom right) domain are shown side by side for clarity but
actually overlap at the height shown. The color bar is the legend for the continuum domain.
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Fig. 7.4. Snapshot of the HAC model 0.46 ns. Full fledged evaporation is occurring in the atomistic
domain. The continuum (upper left) and atomistic (bottom right) domain are shown side by side for clarity
but actually overlap at the height shown. The color bar is the legend for the continuum domain.
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Initial stage of non-evaporating film

Fig. 7.5. Snapshot of the HAC model 0.48 ns. The liquid vapor interface has fully moved into the
continuum domain. The continuum (upper left) and atomistic (bottom right) domain are shown side by side
for clarity but actually overlap at the height shown. The color bar is the legend for the continuum domain.
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Evolving non-evaporating liquid film

Fig. 7.6. Snapshot of the HAC model 0.52 ns. The liquid vapor interface has fully moved into the
continuum domain. The continuum (upper left) and atomistic (bottom right) domain are shown side by side
for clarity but actually overlap at the height shown. The color bar is the legend for the continuum domain.

158

Film of un-evaporated “liquid”

Fig. 7.7. Snapshot of the HAC model 0.98 ns after evaporation has continued in the continuum domain.
The continuum (upper left) and atomistic (bottom right) domain are shown side by side for clarity but
actually overlap at the height shown. The color bar is the legend for the continuum domain.

The beginning stages of this non-evaporating film can be seen in Fig. 7.5 and Fig.
7.6. As the evaporating liquid interface moves into the A→C region, the interface
density (0 ≤ α ≤ 1) is communicated to the continuum domain. The large thickness of the
interface region from the MD domain makes it difficult to fully evaporate within the
continuum region. Essentially the film persists due to the limitations of the continuum
evaporation model.
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The continuum evaporation rate is given by Eqn. (4.35) which, by using Eqn.
(4.33) for the interface normal vector, n, we get

ρev =

( kl ∇Tl − kv∇Tv ) ⋅∇α
hlv ∇α

AI
V

(7.2)

For the Stefan problem, we have assumed the liquid to be a constant temperature so

∇Tl = 0 . Thus the evaporation rate is proportional to the dot product of the vapor
temperature gradient with the gradient of phase fraction,

ρev ∝ ∇Tv ⋅∇α

(7.3)

Therefore, if this dot product is zero, there will be no evaporation. Contour plots of α,

∇α , T, ∇T , and ρev in the continuum domain are shown in Fig. 7.8. These plots are of
the same simulation taken at the final time shown in Fig. 7.7 (0.98 ns). As one can see
due to the smaller temperature and α gradients there is very little evaporation occurring at
this non-evaporating film’s two interfaces. As a result this region persists and does not
significantly move. The evaporating interface is moving due to evaporation, but there is
little to no bulk flow. This non-evaporating film is also found in other HAC simulations
using similar continuum grid spacings but different MD initializations. The fact that the
evaporation rate, despite being very small, is non-zero in the film it is expected, that
given sufficient time, the film would evaporate, but due to computational limitations this
was unable to be confirmed.
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Fig. 7.8. Contour plots of the (a) volume fraction, α, (b) gradient of the volume fraction, ∇α , (c)
temperature, T, (d) gradient of the volume fraction, ∇T and (e) evaporation rate ρev at 0.98 ns.
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7.6.2 Comparison to Stefan Problem
In order to compare the evaporation in the HAC model to the Stefan problem, the
interface location in both the atomistic and the continuum domain needed to be tracked.
To this end, the interface was tracked in the continuum region by using the position
weighted average of the magnitude of the gradient of the volume fraction, α. This is the
same technique used in the verification of the addition of evaporation in the continuum
solver (see Eqn. (4.44) and Section 4.5.4). In the atomistic domain, the density in each
MD output bin was recorded at every continuum time step by averaging over the
preceding 100 atomistic time steps. A post processing algorithm was used to extract the
interface position. For a given output time step, starting at the first fluid bin just above
the solid wall, the local atomistic density was compared to the density in the neighboring
bin above. The purpose of the algorithm was to find the point at which the bin densities
went from below the half liquid-vapor density, ρ = 1 2 ( ρl − ρv ) + ρv , to above. We will
consider the location of the density ρ to be the interface position. This is equivalent to
finding the point where, if it was in the continuum region, α = 0.5. Therefore given a bin
with an average density below ρ , which is immediately below a bin whose average
density is above ρ , we assume the interface must be somewhere within those two bins.
To calculate the approximate interface position, yintA , we interpolate the densities of the
two MD output bins,
yintA = ya + ( yb − ya )
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( ρ − ρa )
( ρb − ρ a )

(7.4)

where ya is the y-position of the bin with density ρa (which is below ρ ), and yb is the yposition of the bin with density ρb (which is above ρ ). Again bins a and b are required
to be neighboring bins.

If no two such neighboring bins exist, then the algorithm

assumes the interface does not exist. It has either not yet formed, or has left the domain.
The resulting HAC interface position is shown in Fig. 7.9 with the interface in the
MD region denoted HAC-MD and the interface in the continuum region denoted HACCFD. It is immediately obvious that there is a delay before any evaporation takes place.
Here, the delay is approximately 0.32 ns, but after this delay the liquid evaporates in the
MD domain and the interface moves away from the wall.

Soon, the liquid-vapor

interface moves into the overlap region and finally fully into the continuum domain. The
HAC-MD and HAC-CFD curves generally overlap for the period of time the interface is
in both domains. The two curves do not perfectly align due largely to the difference in
the interface calculation methods described above. The initial deviation is due to the
early (α > 0.5) portion of the interface entering the continuum domain. Because the
continuum interface is calculated using Eqn. (4.44) any non-zero gradient in alpha will
influence the interface location calculation. Thus, if the atomistic region considers the
interface to be at the equivalent of α = 0.5, and in the continuum region only the liquid
side of the interface has entered, i.e., 0.5 < α ≤ 1, then the continuum calculation will
result in a slightly higher interface position. This will be the case until the region has
fully entered the continuum domain. The non-evaporating film has the opposite effect, in
that, in the context of Eqn. (4.44), the presence of the second, albeit small, artifact

163

interface adds more non-zero ∇α below the actual interface. This makes the calculated
interface position slightly lower than reality. This can be seen in Fig. 7.9 where the HACCFD curve deviates from the HAC-MD towards the end of the overlap region (approx.
0.6 – 0.7ns). Since we have already seen that the non-evaporating film does not grow—
its thickness is actually slowly decreasing—it is not expected to have a major impact on
the continuum interface calculation at later time steps.

12
HAC-MD
HAC-CFD
10

Interface position (nm)

Continuum
8

Overlap
6

Atomistic

4

2

0

0

0.1

0.2

0.3

0.4

0.5
0.6
time (ns)

0.7

0.8

0.9

1

Fig. 7.9. Evaporating interface position in HAC model. HAC-MD is the interface position calculated in
the atomistic domain. HAC-CFD is the interface position as calculated in the continuum domain. The
imperfect overlap is due to the difference in calculation method.
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As we saw in Fig. 7.2, the snapshot at 0.18 ns, there is a period of time where no
evaporation takes place and it again clearly shown in Fig. 7.9. There is a finite amount of
time (in this case approximately 0.32 ns) required for a sufficient fluctuation to occur that
will lead to a phase transformation. The delay could also be caused by the atomically
smooth wall surface, making the nucleation of a vapor film difficult due to the lack of a
pit/crevice/indentation which lowers the phase transformation barrier. The initial atomic
configuration and initial conditions also impact the delay time, however, in a series of
other HAC evaporation simulations, every simulation had a non-zero delay time
regardless of initialization. By shifting the HAC model curves by the delay time we can
compare the evaporation rate to the Stefan problem from the point of initial evaporation.
Before comparing the HAC evaporation to the Stefan problem, let us review the
analytic solution method. The analytic solution requires as inputs the vapor properties
hlv, ρ, ν, cp, and k. A reasonable approximation to the physical properties would be to
use the vapor properties evaluated from the curve fits of section 2.6.7 evaluated at the
average fluid temperature, Tavg = 1 2 (Tw − Tsat ) . For example, the density would be given
by ρ = ρ (T = Tavg ) . The properties evaluated in this manner are shown in the first
column of Table 7.1.
Another reasonable approximation of the fluid properties would be to take the
average of the properties at the extremes of the temperatures, Tw and Tsat. For example,
the thermal conductivity would be calculated as k = 1 2 ⎡⎣ k (T = TH ) + k (T = Tsat ) ⎤⎦ . The
properties, evaluated using this method, are shown in the second column of Table 7.1.
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The largest differences between the two methods are seen in the density and the thermal
conductivity.

Table 7.1. Average properties evaluated from the property curve fits used in the Stefan problem
comparison.

Method 1:
Evaluated at
Tavg = 1 2 (Tw − Tsat )

Method 2:
Average of properties
evaluated at Tw and Tsat

93.1

57.1

1.15 x 10-7

1.28 x 10-7

0.007

0.0048

Specific Heat (cp) [J/(kgK]

379

358

Latent Heat of Vaporization (hlv) [kJ/kg]

122

131

Property
Density (ρ) [kg/m3]
Kinematic Viscosity (ν) [m2/s]
Thermal Conductivity (k) [W/(mK)]

To help resolve the significant difference between the densities, a comparison to
the density recorded in the MD domain of the HAC simulation revealed a large
discrepancy between the predicted (93.1 or 57.1 kg/m3) and actual (20.0 kg/m3) density.
This actual density was consistent throughout the atomistic domain once the interface had
left the vicinity of the solid wall. This density is more than a factor of 4 smaller than
method 1. As a result, we will use the observed value for density (ρ = 20.0 kg/m3) in all
the Stefan problem solutions. The other properties are not able to be observed easily in
the HAC simulation in the same manner, so to gauge the impact of the other properties
we will look at multiple solutions to the Stefan problem and compare them to the HAC
simulation. The solution to the Stefan problem using the property calculation methods
above is shown in Fig. 7.10. The HAC solution is seen to fall nicely in between the two

166

analytic solutions. The two analytic solutions both use the observed density, but Analytic
1 curve used the properties evaluated at the average temperature (method 1 in Table 7.1)
and the Analytic 2 curve used the average of the properties calculated at the temperature
limits (method 2 in Table 7.1).
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Fig. 7.10. Comparison of interface position in the HAC model to the shifted analytic solution of the Stefan
Problem. Both Analytic curves use the density determined from the HAC-MD domain, ρ=20 kg/m3.
Analytic 1 is the Stefan problem solution using property calculation method 1: evaluating the properties
(all except density) at the average temperature. Analytic 2 is the Stefan problem solution using property
calculation method 2: averaging the properties (all except density) evaluated at the temperature extremes.
Both analytic solutions are shifted by the HAC delay time (~0.32 ns) to begin at the same time.

The careful reader may notice that the density used in the analytic solution was
matched to the actual atomistic density, but what about the density in the continuum
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solver? The continuum solver portion of the HAC model still used the curve fit density,
as calculated in Chapter 2 from separate MD-only simulations to be a function of only
temperature, in the solution of the energy equation. Given the geometry and nature of the
HAC simulation, this had a very minor impact on the final solution. As a point of
reference, the vapor density given by the curve fit evaluated at Tsat = 100 K is ρ = 15.0
kg/m3, so at 100 K, the curve fit is close to the observed MD density, ρ = 20 kg/m3.
Because the heated wall was in the atomistic domain and the liquid in the continuum
solver was held to be constant at Tl = Tsat, interface temperatures in the continuum solver
hovered near Tsat. This can be seen in Fig. 7.8c. The result is that the HAC continuum
density, as calculated by the curve fit, is a good approximation to the observed atomistic
density.
The impact the properties have on the Stefan problem is considerable and
somewhat problematic.

Prediction or calculation of the properties to the level of

accuracy required is likely beyond the scope of the current model because it would
require extensive MD calculations and possibly even complex multi-dimensional curve
fits. The assumption that the properties are a function of temperature only may be
insufficient for the phase change model. Given these limitations, however, the HAC
model performs well. Within the range of two appropriate property calculations, the
evaporation rate for much of the HAC simulation is in agreement with the analytic
solutions.
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7.7

Discussion
The overall agreement between the HAC model and the analytic solution to the

Stefan problem is very encouraging. A close examination of interface in the MD domain
in Fig. 7.9 and Fig. 7.10 shows an initial period of slower than predicted evaporation,
from approximately 0.32 to 0.45 ns, followed by a period of faster than predicted
evaporation, from approximately 0.45 to 0.55 ns. A clue to the cause of this can be seen
if we compare the evaporation snapshots of the MD domain in Fig. 7.2 - Fig. 7.7. To
facilitate the comparison the atomistic portions of the snapshots have been combined and
are shown in Fig. 7.11. Comparing the density in the vapor region in the initial stages of
evaporation to the density in the final stages, one can clearly see a difference. The vapor
in the beginning stages appears to be at a noticeably higher density. The impact of
thermal and transport properties of the vapor on the evaporation rate has already been
made clear, and now we have visual evidence that the density—of which all the other
properties are technically a function of—is changing noticeably. Increasing the density
in the Stefan problem solution is equivalent to decreasing the thermal diffusivity, since

κ v = kv ρ v c p . This slows the evaporation rate because it takes longer for heat to diffuse
v

into the vapor and longer for the temperature to rise to a sufficient superheat to
evaporate..
As mentioned earlier, there has been no previously published work of Stefan
problem-like evaporation in fully atomistic simulations. The difficulties with imposing a
top boundary condition, and a non-constant number of particles are likely reasons why.
Because of this, there is no ability to compare the atomistic portion of the HAC
169

evaporation to any other simulations. The initial deviation from the Stefan problem could
be due to a uniquely atomistic feature, such as the solid-liquid/solid-vapor interaction, or
simply due to the widely varying properties.

We can explore both of these effects, as

they may be hard to isolate in certain cases, with a more in depth look at the local density
in the fluid region nearest the wall.

Fig. 7.11. Snapshots of atomistic domain during evaporation at (a) 0.18 ns (b) 0.44 ns (c) 0.46 ns (d) 0.48
ns (e) 0.52 ns and (f) 0.98 ns. Snapshots are the same as the atomistic domain in Fig. 7.2 - Fig. 7.7. The
vapor is visibly more dense in the early stages of evaporation (b)-(d) than it is in the later stages (e)-(f).
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Checking the MD output bins soon after evaporation began (approx 0.35 ns) it was
revealed that the two bins in the vapor region were at a density ranging from 200-250
kg/m3. This—as expected from the snapshots—is an order of magnitude larger than the
20 kg/m3 used in the Stefan problem solution. For reference, the liquid density is ~1350
kg/m3.

Fig. 7.12 shows the early stages of evaporation with a new solution to the Stefan

problem with a density of 200 kg/m3. The impact is clear; the HAC model is much closer
to the more dense analytic solution in the early stages of evaporation. By 0.44 ns, the
time corresponding to Fig. 7.3, the density in the vapor regions had dropped to below 130
kg/m3, and not surprisingly, the HAC model has begun to evaporate faster than the more
dense analytic solution.
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Fig. 7.12. Comparison of Stefan problem solutions with a density of 20 and 200 kg/m3 with the HAC
atomistic interface position.

The density is not the only reason for the differing behavior in the early stages of
evaporation. Because the Stefan problem solution was shifted to begin at the same time
as the HAC model, the temperature in the system is not equivalent. The atomistic
domain is slightly hotter than the analytic solution because heat diffused into the liquid
before the evaporation began. Thus, once evaporation begins, the excess heat helps
accelerate the process. When the interface begins to near the continuum domain, the
restriction that Tl = Tsat is imposed and the excess heat is removed. This is when the
HAC curve precisely follows the trend of the analytic solution to the Stefan problem.
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The lack of agreement at early times shows the limitation of comparing HAC
results to an analytic solution. Some approximations are oversimplified, and therefore,
perfect comparison is difficult without a full MD-derived data sets or property tables.
However, the final result should not be trivialized; the HAC model is capable of
capturing the incipience of nanoscale liquid-vapor phase change.

The liquid-vapor

interface seamlessly left the atomistic domain and entered the continuum domain. The
rate of evaporation was as close to the analytic solution as could be expected given the
simulation constraints.
The delay time, the time before evaporation began, could be a physical
phenomenon relating to the amount of time until an extra-large fluctuation results in a
nucleation event. The delay time between nucleation events is a common assumption in
CFD boiling simulations [31-39], presented frequently with little justification. This is
necessary because the models lack the ability to spontaneously nucleate vapor (just as our
continuum solver could not). The new HAC model developed here may offer promise to
help understand the appropriate values to use and the determining factors associated with
the CFD wait time.
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8

8.1

Conclusions

Summary
A fully parallelized hybrid atomistic–continuum (HAC) model, built from the open

source codes LAMMPS and OpenFOAM, was developed to resolve nanoscale features of
single phase fluid flow, two phase non-isothermal flow, and liquid-vapor phase change.
The total simulation domain was decomposed into an atomistic domain, where individual
atomic interactions were computed, and a continuum domain, where the Navier–Stokes
equations were solved. The two domains were coupled through an overlap region.
Separate molecular dynamics simulations were performed to calculate the fluid
transport properties including specific heat, thermal conductivity, viscosity, and latent
heat of vaporization. In addition the surface tension of bubbles formed in a metastable
Lennard–Jones (LJ) argon fluid was calculated. The normal and transverse pressure
components were used to compute a surface tension which was compared to the surface
tension computed from the Young–Laplace equation. The computed surface tension
values differed depending on the calculation method for the smaller systems studied but
the methods converged as the system size increased. It was concluded that surface
tension calculations on small bubbles may not be appropriate since the liquid farthest
from the interface had yet to achieve the pressure profile of a homogeneous fluid.
Density profiles, pressures, and calculated surface tensions were shown to have a strong
dependence on the choice of the cutoff radius. A cutoff radius of 8σ, significantly larger
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than that commonly used in the literature, was recommended for accurate calculations in
liquid–vapor systems.
The OpenFOAM two-phase solver, interFoam, was extended to include heat
transfer and phase change. This was verified through a comparison to the analytic
solution to unsteady heat transfer between parallel plates and the analytic solution to the
Stefan problem. In both cases the agreement between the CFD model and the analytic
solutions was excellent.
The accuracy of the HAC model was demonstrated through the simulation of
sudden start Couette flow, unsteady heat transfer, and liquid film advection. The new
HAC model was shown to replicate the expected results with the use of a single
simulation, unlike previous studies that required the averaging of many separate
simulations. This was due to the highly parallel implementation of the new algorithms.
The hybrid model was shown to reduce computation time by a factor of five for a 78 nm
channel as compared to a fully-atomistic simulation and this speedup was expected to
become even greater for larger systems.
The two-phase liquid-vapor phase change HAC model was used to simulate
evaporation. The liquid-vapor interface successfully nucleated from a HAC domain of
full liquid. This is a significant advancement over traditional continuum-only boiling
models. As mentioned previously, traditional CFD-only models make an assumption
about the nucleation rate (in the form of a wait time between nucleation events) and the
location of the nucleation events. The new HAC model successfully demonstrated the
ability to nucleate vapor near a hot wall in a fully liquid simulation, a feature that current
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CFD only-models lack. As compared to MD-only simulations the HAC model offers a
significant advantage by implementing what amounts to a complex constant pressure
boundary condition. As a result, a more physically realistic simulation can be performed
within the MD domain to study nano-structured surfaces effect on boiling.

8.2

VOF Discussion
The specific solvers and numerical approaches used in the formulation of the final

HAC model, such as the single-fluid VOF two phase solver, were chosen for a host of
different reasons, including accuracy, performance, and accessibility. In this section, in
the specific context of hybrid atomistic-continuum models, some of the strengths and
weaknesses of this particular VOF interface tracking method will be discussed.
To model two phases in the continuum domain the single-fluid VOF method was
employed largely due to its availability in the parallel architecture of OpenFOAM.
Additionally, the VOF method is, by construction, mass conserving. Given the context of
the HAC problem, this was considered to be highly advantageous over non-mass
conserving interface tracking methods. As a result, once implemented, the two-phase
HAC model was able to communicate both phases between the continuum (VOF) domain
and the atomistic domain without any mass conservation issues. Mass was conserved in
each direction of communication in addition to being conserved within the continuum
domain.
Some of the shortcomings of the VOF method, however, became apparent during
the HAC simulations. First, the inherent grid dependence of the VOF method has
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ramifications on the thickness of the liquid-vapor interface. The interface in the VOF
method is always smeared over a few continuum cells. If these cells change size, so does
the thickness of the interface. The traditional justification for this is that in the limit of
decreasing cell size, the thickness of the interface goes to zero, i.e. a step function. In the
case of a hybrid-atomistic continuum model, this proved to be a problem. The impact of
the interface smearing by the VOF method in the continuum domain could be observed
when an interface began in the atomistic domain and was subsequently communicated
into the continuum domain (e.g. Fig. 6.9). The initial interface in the atomistic domain
was more diffuse, i.e. thicker, than the same interface after it had moved into the
continuum domain. Mass was not destroyed, but rather the interface was compressed to
the stable interface thickness in the VOF model. This stable thickness was directly
dependent on the chosen grid spacing.
This phenomenon also contributed to the non-evaporating interface observed in the
HAC evaporation (see section 7.6.1). Ove time the VOF method treated a single thick
(diffuse) interface with some natural density fluctuations as two separate interfaces and
compressed each. The result was a secondary interface below the evaporating liquidvapor interface.

Evaporation compounded this issue by further separating the two

interfaces. These problems are not specific to the grid spacing but they are dependent on
it. Finer continuum grids result in smaller interfaces which are less forgiving of thick,
atomistic-calculated interfaces.
The single-fluid VOF method lends itself well to communication between an
atomistic domain and the continuum domain with the introduction of the excess mass
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variable χ and the use of more sophisticated interpolation schemes such as the densityweighted harmonic interpolation. The question remains, however, how can an arbitrary
interface thickness be introduced to and persist in the continuum domain? The VOF
method by itself will always want the interface to be an approximation to a step function,
realized by smearing the interface over a few grid spacings.
Perhaps with the inclusion of an additional approach, such as the level-set method,
some of these grid dependent interface-smearing problems could be avoided. This is one
possible solution to a difficult problem facing future HAC two-phase interface problems.
The VOF method also assumes the two fluids are immiscible. This assumption, in
many ways is perfectly adequate, however, not physically correct. The atomistic domain
treats each atom as a single species; therefore, liquid and vapor are indistinguishable.
Molecular diffusion at typical continuum time and length scales can be ignored, however
in the simulations accessible to MD, and therefore HAC models, could be significant.

8.3

Future Directions
This study helped lay the ground work for a novel HAC model for liquid vapor

phase change, and can be extended, improved, and applied in many interesting ways. As
these are numerous, they will only briefly be covered here.
The continuum VOF makes two assumptions, which, if relaxed, could substantially
increase accuracy of the model.

The first is the assumption that each phase is

incompressible. By allowing the phases to be compressible, the natural rise in pressure
associated with vapor nucleation would result in localized regions of more compressed
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liquid. In the current, incompressible model, the vapor expansion results in bulk flow
through the entire domain. The second is the immiscibility assumption. Immiscibility in
the continuum domain in many cases is not a problem, however, this constraint is not
present in the MD domain. As a result the two domains are modeling slightly different
physics.
Additionally, improving the fluid property curve fits would further strengthen the
fluid agreement between the atomistic and continuum solver. These could be improved
by either calculating the properties at more points along the coexistence curve, or better
yet, could be extended to a second dimension and include density as an independent
variable

These could be added as two dimensional correlations or a lookup table

employing the use of multivariate interpolation. The limitations of the current property
correlations were clearly evident in the HAC Stefan problem solution in Chapter 7.
The parallelization of the new HAC model could be improved by focusing on the
particle insertion algorithm. It is currently the most expensive coupling function, by a
significant margin.
Long term improvements to the HAC model might include dynamic MD meshing,
which would create or destroy MD domains where necessary. This might be where the
continuum assumption has been found to break down and atomistic resolution is required.
A logical extension of this would also be to allow multiple MD regions, wherever
required. The current model is limited to a single atomistic domain.
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Appendix A – Implementation

A.1 Introduction
LAMMPS [62] and OpenFOAM [93] were chosen as the building blocks from
which the hybrid atomistic continuum model could be built. Both codes offered a
number of advantages over an in-house molecular dynamics code and CFD code. Each
has been in development for over 15 years and as a result represents a much more
sophisticated collection of solvers and features than could be realistically created from
scratch. Because they are both open source, free access to all levels of the source code
was possible, a feature necessary when making any changes to software. Both codes are
written in a highly modular fashion using the programming language C++, which
provided the ability to make substantial changes to certain aspects of the codes while
leaving other aspects entirely untouched.
In this Appendix we will review the details of the code and provide an overview of
the coupling process from a programming perspective.
A.1.1 OpenFOAM
OpenFOAM (Open Field Operation And Manipulation) is a highly modular, open
source, parallelized, finite volume, CFD code.

A collection of libraries, each with

specific functionalities, is linked to executable solvers. The solver applications are built
to simulate specific physical problems. OpenFOAM was developed out of a desire to
build a more flexible and easily modified computational mechanics code by taking
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advantage of the object-oriented nature of the C++ programming language [92]. The top
level syntax is designed to replicate conventional mathematical notation for partial
differential equations. For example, the general transport equation
∂T
+ ∇ ⋅ ( UT ) − ∇ ⋅ (υ∇T ) = 0
∂t

(A.1)

is represented in the code by [93]
solve
(
fvm::ddt(T)
+fvm::div(phi,T)
-fvm::laplacian(nu,T)
);

where fvm stands for finite volume method, a C++ class designed to handle matrices of
this nature, ddt represents the time derivative, div represents the divergence, and phi is
the velocity at the previous time step. Owing to the ability to overload operators any
system of time dependent partial differential equations can be represented in this manner.
Details on the discretization schemes for each derivative in the PDE are specified in input
files, as are the solver details. Additionally, geometry and mesh specifications, fluid
properties, initial conditions, etc., are all specified in multiple input files for a given
simulation.
A.1.2 LAMMPS
LAMMPS (Large-Scale Atomic/Molecular Massively Parallel Simulator) is an
open-source, classical molecular dynamics developed at Sandia National Laboratories.
LAMMPS is written in C++, parallelized with MPI, and organized in a modular structure
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facilitating expansion.

LAMMPS uses spatial decomposition to divide the total

simulation domain into smaller sub-domains, one of which is assigned to each processor.
Each processor performs calculations within its local sub-domain and communicates
information (such as atomic positions) to neighboring processors.

Simulation details,

such as system geometry, potential function, thermostats, etc., are specified in a single
input file read in by LAMMPS and executed sequentially.
A.1.3 Hybrid Code
The HAC code is built using OpenFOAM as the main code while LAMMPS is
built as a library to be called from within it. Unlike the single phase solver presented in
Chapter 5 and Section 5.6, the two phase coupled code began with the native
OpenFOAM solver, interFoam.

InterFoam is designed for two incompressible,

isothermal, immiscible fluids, which uses the volume of fluid (VOF) interface tracking
technique. To eliminate possible errors associated with multiple specifications of the
same variable, and because OpenFOAM is the main code, many of simulation
specifications are set once in OpenFOAM input files and then internally sent to
LAMMPS from within the code itself.

A.2 Modifications to OpenFOAM
The interFoam solver required substantial modifications. First, interFoam needed
to be extended to include temperature and phase change. These additions were described
in detail in Chapter 4. They were made within the context of the solver by adding one
additional differential equation for the temperature, adding additional mass transfer
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calculations, adding temperature dependent properties, and modifying the existing
momentum and pressure equations. Second, additions were necessary to include the
continuum functions necessary for providing C→A and receiving A→C communication.
Lastly, LAMMPS had to be built within OpenFOAM and the LAMMPS simulation
initialized through new OpenFOAM input files.

A.3 Modifications to LAMMPS
Because LAMMPS was not the main code, fewer changes were required.
Additions to the source code were necessary to receive and apply the C→A set points.
Additional functions were necessary to produce and send A→C values to send to
OpenFOAM. These functions will briefly be described here.
First a new top-level class is created in LAMMPS to act as a container to store all
the new parameters associated with the hybrid model. This class stored everything from
the overlap bin dimensions to the current A→C velocity set points.

This class is

initialized upon startup and then the overlap region is created based on input from
OpenFOAM. All communication between the two codes is handled through specific
functions built into the LAMMPS library class. This was done to minimize accidental
communication. In other words, the overlap region is created through a function called
create_overlap_region, which requires inputs of number of bins, size of bin, etc.

This function then calls the appropriate internal LAMMPS functions to set these
variables. The behavior is very much like a public/private class distinction in C++. The
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idea being that the only public functions, from an OpenFOAM perspective, in the entire
LAMMPS object are the library interface functions.
An operation performed at regular intervals within LAMMPS is called a fix.
Examples include thermostats, or applying a constant force to each atom. There is no
practical limit to the number of fixes that can be assigned during the course of a
simulation. Within the LAMMPS namespace a new fix was created to scale velocities to
the velocity and temperature set points from the continuum solver. A second fix was
created to account for the mass flow between domains, by adding and subtracting
particles. A new class, to add particles to a given region using the USHER algorithm was
added and implemented within the mass flow fix. A second new class within the mass
flow fix was necessary to subtract a given number of particles in a given region. The last
fix added provided density control based on a continuum density set point. The same
insertion and deletion classes could be used, as the same insertion and deletion algorithms
were used to match the density as ensure mass flow.
A new class was generated to output data specific to the new coupling functions.
This included, the values communicated between the two domains, the overlap bin
averages.

Also, bin averages of the entire domain of relevant quantities (velocity,

temperature, density, etc.) were taken and written to a file by this new class.
As mentioned in Section A.1.2, LAMMPS is traditionally run through an input file
which contains all the details and instructions to run a molecular simulation. Since many
of the instructions will come from OpenFOAM, the standard input file was used in a less
complete manner. An input file was necessary to specify atomistic-specific variables,
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such as the potential function, neighbor list details, and any atomistic only initialization.
Other details of the simulation that are necessarily related to the continuum domain were
provided by OpenFOAM and are described in the following section.

A.4 HAC Code
Through the combination of the modifications to OpenFOAM and LAMMPS we
can arrive at the hybrid code. A pseudo code of the process is shown below in Fig. A.8.1
and is described here.
Upon initialization, OpenFOAM reads the traditional OpenFOAM input files (ex.
initial conditions, solver details, time step, and total simulation time) plus an additional
input file to specify parameters specific to the coupled code. This is a new file that
specifies all the HAC-specific values such as the number of overlap bins, the size of each
overlap bin, the number of MD time steps to run each continuum time step.
Output is written to multiple files. One file contains bin averages of the atomistic
domain, internal to LAMMPS, done by the new output class.

In following with

OpenFOAM conventions, continuum output is specified in the file controlDict
through the definition of functions.

The values of continuum variables (velocity,

temperature, phase fraction, etc.) are written to files in time-stamped directories. Postprocessing utilities were then necessary to extract the times required and combine with
the atomistic results.
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do set up OpenFOAM
do read input files
do set up domain and initialize variables
do set transport property coefficients
end do
do set up LAMMPS
do set LAMMPS variables (domain size)
do read LAMMPS input
do create atoms
do run N_init time steps of MD for initialization
end do
do set up Overlap region parameters
do c→a communication
for t=0 to t=time
do MD
do set MD set points (from c→a)
do density match and mass flow
do insert particles(USHER algorithm)
do delete particles
end do
for s=0 s=n_A_timesteps
do verlet algorithm to advance MD time
do velocity scaling
do average atomistic values for a→c communication
end for
end do
do a→c communication
do solve Temperature (energy) Eqn
do solve for mdot (phase change)
do solve chi Eqn
do solve alpha Eqn
do convert chi to alpha
do PISO algorithm to solve N-S equations
do c→a communication
if (t=next_write_time)
do write output
end if
end for

Fig. A.8.1. Pseudo code of the hybrid atomistic–continuum model code complete with phase change.

A.5 Isothermal Single Phase Source Code
The source code for the single-phase, isothermal HAC code has been published and is
available online, along with installation instructions, from the Computer Physics
Communications library. For more details and a link to the download site see Ref. [103].
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