We further extend the study, recently initiated by of non-interactive statistical zero-knowledge proofs. Our main focus is to compare the class N ISZK of problems possessing such non-interactive proofs to the class SZK of problems possessing interactive statistical zeroknowledge proofs. Along these lines, we first show that if statistical zero-knowledge is non-trivial then so is non-interactive statistical zero-knowledge, where by non-trivial we mean that the class includes problems which are not solvable in probabilistic polynomial-time. (The hypothesis holds under various assumptions, such as the intractability of the Discrete Logarithm Problem.) Furthermore, we show that if N ISZK is closed under complementation, then in fact SZK = N ISZK, i.e. all statistical zeroknowledge proofs can be made non-interactive.
Introduction
Our Contribution.
In this work, we seek to understand what, if any, additional power interaction gives in the context of statistical zero-knowledge. Thus, we continue the investigation of NISZK, focusing on the relationship between the interactive and non-interactive variants of statistical zero-knowledge. Our first result is that the non-triviality of SZK implies non-triviality of NISZK, where by non-trivial we mean that a class includes problems which are not solvable in probabilistic polynomial-time. The hypothesis holds under various assumptions, such as the intractability of Discrete Logarithm Problem [17] (or Quadratic Residuosity [23] or Graph Isomorphism [18] ), but variants of these last two problems are already known to be in NISZK [6, 4] ).
Furthermore, we show that if NISZK is closed under complementation, then in fact SZK = NISZK -i.e., all statistical zero-knowledge proofs can be made non-interactive. We note that [11] does in fact claim that NISZK is closed under complementation; however, we were not able to verify this claim.
We also show the equivalence of a weakened form of NISZK and NISZK.
Complete Problems. Central to our methodology is the use of simple and natural complete problems to understand classes with rather complicated definitions, such as SZK and NISZK. In particular, we exhibit two natural promise problems and prove that they are complete for NISZK. The two problems refer to the "distance" (in two different senses) of a given distribution from the uniform one. These two problems are natural restrictions of two promise problems shown complete for SZK, in [32] and [21] , respectively. Indeed, our results about the relationship between SZK and NISZK come from relating the corresponding complete problems. This general theme of using completeness to simplify the study of a class, rather than as evidence for computational intractability (as is the traditional use of NP-completeness) has been evidenced in a number of recent works (cf., [18, 27, 34, 1, 2] ) and has been particularly useful in understanding statistical zero-knowledge (cf., [32, 33, 11, 21] ).
The non-interactive model
Let us recall the definition of a non-interactive statistical zero-knowledge proof system from [6] . 2 We will adapt the definition to promise problems. Note that our definition will capture what [6] call a bounded proof system, in that each shared reference string can only be used once. In contrast to non-interactive computational zero-knowledge (cf., [6, 15] ), it is unknown whether any problem that has such a (bounded) noninteractive statistical zero-knowledge proof system also has one in which the shared reference string can be used an unbounded (polynomial) number of times.
A non-interactive statistical zero-knowledge proof system for a promise problem is defined by a polynomial r(n), which will give the size of the random reference string , and a triple of probabilistic machines P, S, and V , where V and S are polynomial-time, such that:
1. (Completeness:) For all x 2 yes , the probability that V ( ; x; P(x; )) accepts is at least 2=3. 2. (Soundness:) For all x 2 no , the probability that V ( ; x; P(x; )) accepts is at most 1=3. where (n) is a negligible function, 3 termed the simulator deviation, and the probabilities in Conditions 1 and 2 are taken over the random coins of V and P, and the choice of uniformly from f0; 1g r(n) . Note that noninteractive statistical zero-knowledge is closed under parallel repetition, so the completeness and soundness 2 Actually, only non-interactive perfect and computational zero-knowledge proofs were defined in [6] . The definition we are using, previously given in [4, 11] , is the natural non-interactive analogue of (interactive) statistical zero-knowledge [23] . 3 Recall that a function is negligible if it is eventually less than 1=g(n) for any polynomial g.
errors (i.e. the probability of rejection (resp., acceptance) for yes (resp., no) instances) can be made exponentially small in jxj.
We also define a weaker notion of zero-knowledge, known as a weak non-interactive statistical zeroknowledge proof system, where we ask only that for every polynomial g(n),there exists a probabilistic polynomialtime simulator S g (whose running time may depend on g), such that the simulator deviation as defined above is at most 1=g(jxj). This is the natural analogue of a notion defined in the interactive setting for statistical zero-knowledge [12] as well as concurrent zero-knowledge [14] . The class of promise problems that possess non-interactive statistical zero-knowledge proof systems is denoted NISZK, and we denote by weak -N ISZK the class of promise problems that possess weak noninteractive statistical zero-knowledge proof systems. Note that by definition, NISZK weak -N ISZK.
De Santis et. al. [11] recently began investigating NISZK. They introduced a promise problem, called Image Density, and claimed that is complete for NISZK and that the latter class is closed under OR and complementation. We were able to verify that some variants of Image Density are NISZK-complete, and indeed the ideas used towards this goal are important to our work. However, we were not able to verify the claim that NISZK is closed under OR and/or complementation, and for this reason, do not rely on this claim in our work.
In this paper, in addition to examining NISZK on its own, we also consider the relationship non-interactive statistical zero-knowledge proofs have with interactive statistical zero-knowledge proofs. In the context of interactive zero-knowledge proofs, another issue that arises in the zero-knowledge condition is the behavior of the verifier. The general definition of zero-knowledge requires that the zero-knowledge requirement hold for any probabilistic polynomial-time verifier. A weaker requirement, called honest verifier zero-knowledge, requires the zero-knowledge condition to hold only if the verifier behaves honestly. However, it is known that these two conditions are equivalent for statistical zero-knowledge, in the sense that every statistical zeroknowledge proof against the honest verifier can be transformed into one that is statistical zero-knowledge against any verifier [20] . Thus, we write SZK for the class of promise problems possessing statistical zeroknowledge proofs (against any polynomial-time verifier or, equivalently, against just the honest verifier).
Note that in the case of non-interactive zero-knowledge, the issue of honest verifiers does not arise since the verifier does not interact with the prover. Also, note that we can always transform a non-interactive zeroknowledge proof into an honest verifier zero-knowledge proof, since we could have the honest verifier supply a random string which can replace the common reference string required for non-interactive zero-knowledge.
That is, NISZK SZK (recalling the equivalence of SZK with honest-verifier SZK).
Our Results
The primary tools we use in our investigation are promise problems that are complete for SZK or NISZK. All the promise problems we consider involve distributions which are encoded by circuits which sample from them. That is, if X is a circuit mapping f0; 1g m to f0; 1g n , we identify X with the probability distribution induced on f0; 1g n by feeding X the uniform distribution on f0; 1g m . Armed with our complete problems, we then begin the work of comparing SZK and NISZK. First we show that the non-triviality of NISZK is equivalant to the non-triviality of SZK. This is shown by giving a Cook reduction from ED to EA. that these questions about non-interactive versus interactive statistical zero-knowledge proofs are actually equivalent to basic, intriguing questions about relationships between natural computational problems whose definitions have no a priori relationship to zero-knowledge proofs. Recall that [11] claim that the second item above holds, and consequently if this claim is valid, then all items above hold. However, as stated above, we were not able to verify this claim of [11] .
The equality of SZK and NISZK has interesting consequences not just for NISZK, but also for SZK. Currently, the best known generic protocol for SZK requires a polynomial number of rounds [29, 21, 20] . For NISZK, however, by [10, 20] , it is known that every problem in NISZK has a constant round statistical zero-knowledge proof system (against general, cheating verifiers) with inverse polynomial soundness error. Whether every problem in SZK has such a proof system is still an open question, which would be resolved in the positive if SZK = NISZK.
A wider perspective
The study of non-interactive statistical (rather than computational) zero-knowledge proofs may be of interest for two reasons. Firstly, statistical zero-knowledge proofs provide an almost absolute level of security, whereas computational zero-knowledge proofs only provide security relative to computational abilities (and typically under complexity theoretic assumptions). Secondly, by analogy from the study of zero-knowledge interactive proofs, we believe that techniques developed for the "cleaner" statistical model can be applied or augmented to yield results for computational zero-knowledge: The proof that one-way functions are necessary for SZK to be non-trivial [30] was later generalized to CZK [31] . More recently, the transformations of honest-verifier zero-knowledge to general zero-knowledge, presented in [8, 10, 9, 20] , apply both to statistical and computational zero-knowledge (whereas the original motivation was the study of statistical zero-knowledge). It is our hope that the current study of NISZK will eventually lead to a better understanding of NICZK, where there are still important open questions such as the conditions under which NP has NICZK proofs.
EA is in N ISZK
In this section, we show that EA has a non-interactive statistical zero-knowledge proof system. Our proof essentially follows the line of reasoning used by [11] The proof of Lemma 2.2, though somewhat technical, uses standard techniques which are implicit in many works. For this reason, the proof is deferred to Appendix C. Given this transformation, it is straightforward to give a noninteractive statistical zero-knowledge proof system for EA:
Non-interactive proof system for EA, on input (X; k)
1. Let Z be the distribution on f0; 1g`obtained from (X; k) as in Lemma 2.2 taking s to be the total description length of (X; k) in bits. Let 2 f0; 1g`be the reference string. 2. P selects r uniformly among fr 0 : Z(r 0 ) = g and sends r to V .
3. V accept if Z(r) = and rejects otherwise.
It is immediate from Lemma 2.2 that the completeness error and soundness error of this proof system are 2 ? (s) . For zero-knowledgeness, we consider the following probabilistic polynomial-time simulator:
Simulator for EA proof system, on input (X; k)
1. Let Z be obtained from (X; k) as in the proof system. 2. Select an input r to Z uniformly at random and let = Z(r).
3. Output ( ; r).
It follows from Part 1 of Lemma 2.2 that this simulator has statistical difference at most 2 ? (s) from the distribution of transcripts of (P; V ). Thus, assuming Lemma 2.2, we have established Lemma 2.1. In fact, we need not require that s be the length of (X; k). Instead, s can be taken to be an arbitrary security parameter, and the completeness, soundness, and simulation error will be exponentially small in s, while the running time of the protocol only depends polynomially on s. We can use this to prove the following, which will be useful to us later.
Proposition 1 If any promise problem reduces to EA by a Karp (i.e. many-one) reduction (even if it is length-reducing), then 2 NISZK.
Proof: A noninteractive statistical zero-knowledge proof system for can be given as follows: On an instance x of , both parties compute the image (X; k) of x under the reduction Karp EA and execute the proof system for EA on (X; k), taking s to be the length of jxj. Hence, the completeness and soundness errors and simulator deviation of this proof system are exponentially small in jxj (rather than j(X; k)j which could be shorter than x). Proof: Let X be an instance of SDU. We assume that log(n) > 5, where n is the output length of the circuit X (otherwise, once can decide in probabilistic polynomial time whether X is a yes or no instance of SDU by random sampling). Let U denote the uniform distribution on n bits. We claim the map X 7 ! (X; n ? 3) is the reduction required by the lemma.
If X 2 SDU yes , then = (X ; U) < 1=n, so X is very close to the uniform distribution, which has entropy n. Proof: Let be any promise problem in weak -N ISZK. As weak -N ISZK is preserved under parallel repetition, we may assume that has a weak -N ISZK proof system (P; V ) with completeness and soundness errors at most 2 ?n on inputs of length n. Let r(n) = poly(n) be the length of the random reference string in (P; V ), and let S be a randomized polynomial-time simulator S such that the statistical difference between the output distribution of S and the distribution of true transcripts of P is at most 1=(3r(n)). (Such an S is guaranteed by the weak -N ISZK property.) Let U denote the uniform distribution on r(n) bits. Let x be an instance of . Define M x to be a circuit which does the following on input s: M x (s): Simulate S(x) with randomness s to obtain a transcript ( ; p). If V ( ; p) accepts, then output , else output 0 r(n) .
We claim that the map x 7 ! M x is the reduction required by the lemma. Suppose x 2 yes . In this case, we know that the random reference string in the output of S has statistical difference less than 1=3r(n) from U. In addition, since the completeness error of protocol P is at most 2 ?n , S(x) can output rejecting transcripts with probability at most 1=(3r(n)) + 2 ?n 2=(3r(n)). Hence, (M x ; U) < 2=(3r(n)) + 1=(3r(n)) 1=r(n), and M x 2 SDU yes . Suppose x 2 no . Since the soundness error of protocol P is bounded by 2 ?n , for at most a 2 ?n fraction of reference strings does there exist an accepting transcript ( ; p). Since M x only outputs reference strings corresponding to accepting transcripts or 0 r(n) , (M x ; U) 1 ? (2 ?n + 1=2 r(n) ) > 1 ? 1=r(n). 
Comparing N ISZK and SZK
Now that we are armed with NISZK-completeness results for promise problems so closely related to problems known to be complete for SZK, we can quickly begin relating the two classes. 
Nontriviality of N ISZK

Conditions under which N ISZK = SZK
Although the reduction given in Lemma 4.1 is a Cook reduction, it is a very special type of Cook reduction, which we call an AC 0 truth-table reduction. We use the special properties of this reduction to show that if NISZK is closed under complement, then in fact NISZK = SZK. We now precisely define the types of reductions we are using, taking care how we define them for promise problems. In other words, a truth-table reduction for promise problems is a non-adaptive Cook reduction which is allowed to make queries which violate the promise, but must be able to tolerate both yes and no answers in response to queries that violate the promise. We further consider the case where we restrict the complexity of computing the output of the reduction from the queries: With this definition, we observe that Lemma 4.1 in fact shows that ED AC 0 ?tt EA, since the formula given in the lemma can be expressed as an AC 0 circuit, and the statement of the lemma shows that the reduction has the robustness properties against promise violations that are required in Definition 4.3.
We say that a class C of promise problems is closed under a class of reductions if ? and ? 2 C implies that 2 C. By the above, if NISZK is closed under AC 0 truth-table reductions, then ED 2 NISZK and hence NISZK = SZK. Thus, we would like to capture the minimal conditions necessary for a promise class to be closed under AC 0 truth-table reductions. Here, care must be taken to because of the possibility of promise violations. Keeping this in mind, we define the following operator on promise problems to capture the notion of an unbounded fan-in AND gate for promise problems: We have defined AND so that it has the weakest promise condition possible to remain well-defined. In particular, we see that AND no ( ) is defined to include x i 's that violate 's promise, as long as just one of them is in no . 2 C, AND( ) 2 C. We also need a way of combining two promise problems: 
A Definitions
Following [17] , we extend the standard definition of interactive proof systems to promise problems - An interactive proof system with two-sided error (c; s) for a promise problem = ( yes ; no ) is a twoparty game, between a verifier executing a probabilistic polynomial-time strategy (denoted V ) and a prover which executes a computationally unbounded strategy (denoted P), satisfying
Completeness: For every x 2 yes , the verifier V with probability at least 1 ? c(jxj) accepts after interacting with the prover P on common input x.
Soundness: For every x 2 no and every potential strategy P , the verifier V accepts with probability at most s(jxj), after interacting with P on common input x. In such a case, we say that the proof system has completeness error c and soundness error s. The error of the proof system is defined as maxfc; sg.
We are mainly concerned with interactive proof systems having the following zero-knowledge property [23] :
The view of an interactive machine consists of the common input, its internal coin tosses, and all messages it has received. We denote by hP; V i(x) the view of the verifier V while interacting with P on common input x. Honest-verifier statistical zero-knowledge proof systems are such where the zero-knowledge requirement is only required to hold for the prescribed/honest verifier V , rather than for every polynomial-time computable V . every honest-verifier statistical zero-knowledge proof system can be transformed into a general statistical zero-knowledge proof system (actually meeting an even stronger zero-knowledge requirement) [20] . 
B Statistical Inequalities
Think of X (resp., Y ) as being generated by picking Z 0 with probability 1 ? and X 0 (resp., Y 0 ) otherwise. Observing that Pr X 0 = x] = 0 on at least one x 2 D, it follows that H(X 0 ) log(jDj ? 1) , and the fact follows.
Comment:
The above bound is tight. Let e 2 D and consider X which is identically e, and Y which with probability 1 ? equals e and otherwise is uniform over D n feg. Clearly, ((; X); Y ) = and H(Y ) ? H(X) = log(jDj ? 1) + H 2 ( ) ? 0.
C Proof of Lemma 2.2 C.1 Flat distributions and the Leftover Hash Lemma
Here, we discuss some standard notions and techniques that will be useful in the proof of Lemma 2.2. We use the clean formulations of these tools given in [21] .
A distribution X is called flat if all strings in the support of X have the same probability. Notice that if X is flat, then by the definition of entropy, Pr X = x] = 2 ?H(X) for every x in the support of X. We quantify deviation from flatness as follows:
Definition C.1 (heavy, light and typical elements): Let X be a distribution, x an element possibly in its support, and a positive real number. We say that x is -heavy (resp., -light) if Pr X = x] 2 2 ?H(X) (resp., Pr X = x] 2 ? 2 ?H(X) ). Otherwise, we say that x is -typical.
A natural relaxed definition of flatness follows. The definition links the amount of slackness allowed in "typical" elements with the probability mass assigned to non-typical elements. In particular, notice that if X is a -flat distribution, then for any parameters s; t > 0, X satisfies the hypothesis of the Leftover Hash Lemma with jRj = 2 H(X)?t ?s , = 2 ?t 2 +1 , and " = 2 ?s . As we will be applying Lemma C.4 to sets of strings, we define, for any pair of positive integers`and k, H`; k to be one of the standard 2-universal families of hash functions mapping f0; 1g`to f0; 1g k (e.g., affine GF(2)-linear transformations).
Definition C.2 (flat distributions):
C.2 Overview of the transformation
The transformation proceeds in four stages, which are roughly described below:
1. Let X 0 consist of many copies of X so that the entropy gap between yes and no instances increases, and the distribution becomes quite flat relative to its entropy.
2. Hash X 0 so that yes instances become close to the uniform distribution while no instances have much smaller entropy than the uniform distribution. That is, let Y be of the form (h; h(X 0 )), where h is uniformly distributed in a 2-universal family with appropriate parameters.
3. Let Y 0 consist of many copies of Y so that for no instances, the entropy deficiency (as compared to the uniform distribution) becomes large and yet Y 0 becomes quite flat relative to its entropy; while yes instances remain close to uniform.
4.
Hash the inputs to Y 0 so that no instances have small support (rather than just small entropy), while keeping yes instances close to uniform. That is, let Z be of the form (Y 0 (r); h; h(r)) where h is uniformly distributed in a 2-universal family with appropriate parameters.
C.3 The formal construction and proof
Let (X; k) be an instance of EA, let m (resp., n) denote the number of input and output gates to X, and let s be the extra parameter in the transformation. By increasing s if necessary, we may assume that s is greater than the total description length of (X; k). Thus, all the intermediate circuits we build will be of size poly(s). Y 0 (r) = y, the distribution of (h; h(r)) has statistical difference at most 2 ? (s) from uniform. Therefore the total statistical difference of Z from uniform is 2 ? (s) .
D Proof of the Flattening Lemma
For every x in the support of X, we let w(x) = ? log Pr X = x]. Then w maps the support of X, denoted D, to 0; m]. Let X 1 ; :::; X k be identical and independent copies of X. The lemma asserts that for every t Observe that E(w(X i )) = P x Pr X = x] w(x) = H(X), for every i. Thus, the lemma follows by a straightforward application of Hoefding Inequality: Specifically, define random variables i = w(X i ), let = E( i ) and = tm= p k, and use The lemma follows.
E Proof of Lemma 4.6
First note that any unbounded fan-in circuit can be efficiently converted into a circuit with only unbounded fan-in NAND gates (allowing also unary NAND gates), with only a constant factor blowup in depth. to such a circuit with only a constant factor blowup in depth. So, as a first step, we observe that C is closed under unbounded NAND. That is, for any promise problem , NAND( ) def = AND( ) 2 C, by closure under unbounded AND and complementation. To generalize this to constant depth circuits with unbounded fan-in NAND gates, we define 
