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Preface
This volume is devoted to the Combined Proceedings of the 2002 Clifford Lectures and the Eighteenth Workshop on
the Mathematical Foundations of Programming Semantics. Both events took place on the campus of Tulane University
from March 20 to March 26, 2002.
The A.H. Clifford Lectures are an annual lecture series hosted by the Mathematics Department of Tulane Uni-
versity in honor of Alfred H. Clifford, a longtime member of the department. Clifford, the father of the algebraic
theory of semigroups, was Professor of Mathematics at Tulane from 1955 until his retirement in the early 1970s. The
lecture series were initiated in 1984, partly funded by a small endowment Professor Clifford donated for the use of
the department.
The 2002 Clifford Lectures were devoted to mathematics, logic, and theoretical computer science. The Clifford
Lecturer for 2002 was Professor Sergei Artemov, an expert in mathematical logic and applications and now a member
of the Graduate Center of the City University of New York. Professor Artemov gave three lectures during the series,
entitled Explicit logic for computer science. In addition to Professor Artemov, a number of leaders in the theoretical
computer science community gave lectures at the event, including:
Samson Abramsky Oxford
Henk Barendregt Nijmegen
Sam Buss UCSD
Nachum Dershowitz Tel Aviv
Yuri Gurevich Microsoft Research
Joshua Guttman Mitre
Juris Hartmanis Cornell
Dexter Kozen Cornell
Rohit Parikh CUNY Graduate Center
Gordon Plotkin Edinburgh
Helmut Schwichtenberg München
Moshe Vardi Rice
The Eighteenth Workshop on the Mathematical Foundations of Programming Semantics began immediately follow-
ing the Clifford Lectures. The meeting featured invited talks by:
Rajeev Alur University of Pennsylvania
Patrick Cousot École Normale Supérieure
John Hatcliff Kansas State
John Mitchell Stanford
John Reynolds CMU
Doug Smith Kestrel
The balance of the MFPS program was comprised of talks contributed by the participants at the meeting.
These proceedings contain articles contributed by some of the participants in the Clifford Lectures, as well as some
papers presenting work reported at MFPS. All of these papers have been refereed to usual TCS standards. Here is a
brief synopsis of the papers in the volume, in alphabetical order:
Justiﬁed Common Knowledge, by Sergei Artemov. Plato’s tripartite deﬁnition of knowledge as justiﬁed true belief
was partially captured by Hintikka’s formalization of the ‘true belief’ components by means of the modal logic of
knowledge. Artemov’s earlier work on the mathematical logic of proofs and its further developments introduced logic
of knowledge with justiﬁcation, which along with the usual knowledge operator F is known, contains assertions t is
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a justiﬁcation for F. The given paper introduces the justiﬁed knowledge operator J which is obtained by collapsing
all evidence terms into one modality J . The semantics of justiﬁed knowledge J as ‘there is a justiﬁcation for ’ is
supported by the realization theorem stating that for any valid fact about justiﬁed knowledge, one could recover its
explicit epistemic meaning by realizing all occurrences of justiﬁed knowledge modalities J by appropriate evidence
terms.
Making knowledge explicit: How hard it is, by Vladimir Brezhnev and Roman Kuznets, answers two well-known
questions concerning logics of explicit knowledge. The authors show that Artemov’s original algorithm of realizing
implicit knowledge assertions in themodal language by explicit evidence terms can produce terms of exponential length
in the size of the initial modal derivation. The paper gives a modiﬁcation of the realization algorithm which takes a
polynomial time and produces evidence terms of, at most, quadratic length. The second result of this paper is due to
Kuznets, who found an S4-modal formula, any realization of which necessarily requires using self-referential proof
assertions ‘t is a proof of a formula that depends on t’. This demonstrates that the explicit reasoning about knowledge
represented by modal logic is inherently self-referential.
Polynomial-size Frege and resolution proofs of st-connectivity and Hex tautologies, by Sam Buss, investigates com-
plexity of Frege proofs of propositional tautologies of st-connectivity of grid graphs. These graphs have rectangularly
arranged vertices with edges permitted only between orthogonally adjacent vertices. The main results include that the
propositional tautologies have polynomial size Frege proofs, and polynomial size T C0-Frege proofs. Conversely, Buss
also shows that constant depth Frege proofs of st-connectivity require near-exponential size.
Abstract canonical presentations, by Nachum Dershowitz and Claude Kirchner. The point of departure for this paper
is the observation that the difﬁculty in solving goals depends greatly on the presentation of the underlying theory being
used. The authors provide a general proof-theoretic setting that relies directly on the fundamental concept of ‘good’
proofs—i.e., ones in normal form, which are deﬁned using well-founded orderings on proof objects. The foundational
framework allows for abstract deﬁnitions of canonical presentations and general characterizations of saturations and
redundancy criteria.
Combining effects: sum and tensor, by Martin Hyland, Gordon Plotkin and John Power. The authors seek a uniﬁed
account of modularity for computational effects. Towards this end, they exploit Moggi’s monadic paradigm using
enriched Lawvere theories, together with their relationship with strong monads. Effects, viewed as theories, are then
composed using appropriate bifunctors on the category of theories. In the present paper, the authors exploit this
approach by giving a theory for the sum of effects, which yields in particular Moggi’s exceptions monad transformer.
They also present a theory of commutative combination of effects, their tensor, which yields Moggi’s side-effects
monad transformer. They also introduce a theory of operation transformers for redeﬁning operations when adding new
effects.
From truth to computability I, by Giorgi Japaridze, is a paper on computability logic, which is a formal theory of
interactive computation. This approach treats computational problems as games and uses logical formalism. Japaridze’s
foundational paper ‘Introduction to computability logic’ of 2003 focused on semantics rather than syntax, and certain
axiomatizability assertions in it were only stated as conjectures. The present contribution contains a proof of one
such conjecture: a soundness and completeness of the deductive system which axiomatizes the most basic ﬁrst-order
fragment of computability logic called the ﬁnite-depth, elementary-base fragment.
On the complexity of the reﬂected logic of proofs, by Nikolai Krupski. Roman Kuznets in 2000 showed that the
satisﬁability problem forArtemov’s logic of proofs LP belongs to the classp2 of the polynomial hierarchy. This paper
considers the so-called reﬂected logic of proofs, RLP, consisting of proof assertions t is a proof of F derivable in the
logic of proofs LP. The system RLP is as expressible as the whole logic of proofs, since every F derivable in LP is
represented in RLP by an assertion t is a proof of F for an appropriate proof term t . The paper establishes an upper
bound (NP) for the decision procedure in RLP, which is better than Kuznets’ upper bound for the logic of proofs.
Furthermore, the paper establishes the disjunctive property for the logic of proofs LP, thus answering a well-known
question in this area.
Referential logic of proofs, by Vladimir Krupski, introduces and studies an extension of the propositional logic of
proofs by the second-order variables denoting the reference constructors ‘the formula which is proved by x’. The
resulting Logic of Proofs with References is proven to be decidable and to provide a complete admissibility test for
ﬁrst-order inference rules expressible in this language.
Logic of Subtyping, by Pavel Naumov, introduces new modal logical calculi that describe subtyping properties of
Cartesian product and disjoint union type constructors, as well as mutually recursive types deﬁned using those type
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constructors. The main results are completeness of the resulting logics with respect to appropriate type universes. The
paper contains some additional results on decidability and cut-elimination in these systems.
Lambek calculus is NP-complete, by Mati Pentus. This paper answers a long-standing question about the complexity
of the Lambek calculus of syntactic categories. It was shown that for both the Lambek calculus and the Lambek calculus
allowing empty premises the derivability problem is NP-complete. It follows that the same holds for the multiplicative
fragments of cyclic linear logic and noncommutative linear logic.
An arithmetic for polynomial-time computation, by Helmut Schwichtenberg. The author deﬁnes a restriction of
Heyting arithmetic that has the property that all extracted programs are feasible. The restrictions consist of linearity
and ramiﬁcation requirements.
Geometrical semantics for Linear Logic (Multiplicative Fragment), by Sergey Slavnov. Linear Logic LL was in-
troduced by J.-Y. Girard as a logic of dynamic interactions. In addition, Girard suggested an analogy between LL and
quantum theory. This paper follows these two intuitions and gives an interpretation of Linear Logic in the language
which is common for both dynamical systems and quantization. It proposes a denotational semantics for Multiplicative
Linear Logic MLL using the language of symplectic geometry. From this point of view, proofs in Linear Logic are in-
terpreted as (geometric approximations to) quantum states and formulas as speciﬁcations for these states. In particular,
the interpretation of linear negation suggests that the dual formulas A and A⊥ stand in the same relationship as the
position and momentum observables. These two observables cannot simultaneously have deﬁnite values, much like
the case of two dual formulas which cannot simultaneously have proofs.
In addition to the above papers, the following two papers presenting work reported at previous MFPS meetings are
included in this proceedings volume:
The computational content of the Lawson topology, by Frédéric de Jaeger, Martin Escardó and Gabriele Santini.
The authors deﬁne an element of an effectively given domain to be Lawson computable if its basic Lawson-open
neighborhoods are recursively enumerable. The Lawson topology is a reﬁnement of the better-known Scott topology,
so a stronger notion of computability than the more standard notion of Scott computability is obtained. For example, in
the power set of the natural numbers in its standard effective presentation, the Scott-computable elements are exactly
the recursively enumerable sets, while the Lawson-computable sets are the recursive sets. Other examples are given.
Algebraic topology and concurrency, by Lisbeth Fajstrup, Martin Raußen and Eric Goubault. This article shows how
concepts from homotopy theory are relevant to studying concurrent programs. The authors give a natural semantics for
semaphore programs based on partially ordered topological spaces studied from the perspective of homotopy theory.
The semantics provides information about such properties of programs as deadlocks, unreachables, serializability, and
essential schedules.
TheOrganizers of both theClifford Lectures andMFPSwant to thank theUSOfﬁce ofNaval Research, and especially
Dr. Ralph Wachter, Software and Computer Systems for their generous support of the meeting. We also want to thank
the National Science Foundation for its support of the meetings.
Sergei Artemov
Computer Science, CUNY Graduate Center,
365 Fifth Avenue, New York, NY 10016, USA
E-mail address: sartemov@gc.cuny.edu (S. Artemov)
Michael Mislove
Department of Mathematics, Tulane University,
New Orleans, LA 70118, USA
E-mail address: mislove@tulane.edu (M. Mislove)
