In this issue of Statistical Methods in Medical Research, we have five review articles written by prominent statisticians conducting research in the area of latent variables with longitudinal data. It is not our intent to cover all the aspects of latent variables, rather the focus is given to joint modelling of a longitudinal response either with a missing-data pattern or with other longitudinal responses, that is, a multivariate response. The authors provide an excellent overview of the statistical advances that have been made to meet the increased need for these tools in medical research.
The first article by Fieuws, Verbeke and Molenberghs deals with high-dimensional multivariate longitudinal responses. Although a common approach is to analyze the outcomes separately, it is clearly appealing to consider joint models that account for dependency between different longitudinal responses in the same subject at the same time, and then repeated over a span of time, since investigators are seldom interested in just one response in isolation. For lower dimension of multivariate longitudinal responses, separate models can be tied together into a multivariate mixed model by specifying a joint distribution for the random effects for each of the longitudinal responses; however, the computational burden increases rapidly as the number of outcomes increases making maximum-likelihood (ML) estimation impractical for highdimensional longitudinal outcomes. The article discusses a pairwise modelling approach based on Fieuws et al.'s work, in which all possible bivariate mixed models are fitted and inference follows from pseudo-likelihood arguments. The pairwise approach has been proposed to circumvent the dimensional limitations in multivariate mixed models, and it is illustrated with an example using 22-variate longitudinal responses of hearing thresholds using multivariate linear mixed models and with seven longitudinal responses of psycho-cognitive functioning measurements using generalized linear mixed models. The method is quite flexible with respect to the type of longitudinal responses, allowing the data analyst to consider linear mixed models, generalized linear mixed models or non-linear mixed models, as well as the combination of the three simultaneously.
The second article by Dunson discusses a latent trait model in the context of multidimensional longitudinal data. The original latent trait models have long been a focus in the social science and psychometrics literature in which studies typically rely on questionnaires or a battery of scales to indirectly measure variables of interest. Many biomedical studies also involve latent traits, since the variables of primary interest often cannot be measured directly. For example, pulmonary function can be considered as a latent trait, which is imperfectly measured through blood pressure and some other indicators of pulmonary symptoms. Depending on the application, latent traits can be introduced primarily to induce dependency in the different measured variables and/or to capture different aspects of a scientific study. So, the interpretation of these latent traits relies on choice of the measured variables and imposed identifiability constraints made. The latent trait can be time-varying trait. The article addresses several important issues in latent trait models, such as identifiability, confounding between the mean and variance and model uncertainty. Dunson's article also discusses an extension of latent trait models to joint modelling of multivariate longitudinal data and event time. Although these models can be estimated through ML, he advocates a Bayesian approach which has a number of advantages. Markov chain Monte Carlo (MCMC) algorithms can be used to estimate posterior distributions of the parameters and latent variables, while ML estimation only produces a point estimate of the parameters with asymptotic standard errors. Such MCMC algorithms can be implemented using the WinBUGS package (http://www.mrc-bsu.cam.ac.uk/bugs/). Often, even for moderately large sample sizes, there may be limited information available about certain parameters, so that asymptotic assumptions may not be justified.
Both the nature of binary responses and missing data pose serious challenges in analyzing longitudinal data which are addressed in the third article by Albert and Follmann. The article discusses models for binary longitudinal data that accommodate non-ignorable missingness. Both intermittent missing data and dropouts are handled by introducing random effects and latent processes that can be shared between the longitudinal response model and the model for the missing-data mechanism. Albert and Follmann also discuss a shared random-effect transition model in which the binary longitudinal outcome is regarded as repeated transitions between state zero and state one. Their shared random-effect transition model incorporates heterogeneity in transition probabilities correlation between the two transition probabilities, and uses a link between the probability of intermittent missing and dropout with these transition probabilities. The shared random effects can be multidimensional, but they are not time-dependent while the shared latent process is a time-dependent process. To specify the longitudinal missing-data pattern, they used a time-dependent discrete variable to code the three categories of missing data: observed, intermittent missing and dropout. The shared random process model by nature is a continuous time process, so it can be modified to accommodate unequally spaced and/or non pre-determined time points, although the example has pre-determined time points. The article also compares these methods to other approaches that account for non-ignorable missingness, and Albert and Follmann illustrate their approaches with a data set from an opiate clinical trial.
The fourth article by Roy discusses the use of latent class models for characterizing intermittent missing-data patterns in longitudinal studies with regularly spaced observation times. Latent class models have been developed as a method for discovering subpopulations with similar response profiles and as a dimension reduction tool. The goal of using latent class is to describe tendencies of a group of subjects and not to describe the exact characteristics of subjects. These models are very useful in longitudinal studies with many follow-up times and intermittent missing data where missing-data patterns could take many different forms. An alternative approach would be to group the response (including missingness response) patterns according to observed variables since in many situations there are natural groupings of subjects based on similar response patterns and the information about these groupings can be quite useful to investigators. However, this would involve subjective or arbitrary, decisions about the grouping. The latent class approach relies on the combination of modeling assumptions and available data to determine which response patterns tend to be similar. At times this leads to the discovery of subpopulations that might have been missed by subjective groupings. Roy's approach in this article allows one to estimate the longitudinal response trajectory conditional on a few latent types of intermittent missing-data patterns. The marginal covariate effects can be obtained by averaging over the latent class distribution; however, the latent class modelling approach provides additional information and the class specific estimates themselves may be of substantial interest. Roy's approach is illustrated by analyzing data from a longitudinal study of depression, where there were 379 unique intermittent missing-data patterns.
The final article by Beunckens, Molenberghs, Thijs and Verbeke gives a general overview of existing approaches for incomplete data under the assumptions of ignorability, non-ignorability or missing-not-at-random. The article reviews a number of viable candidates for a standard analysis, including direct likelihood, multiple imputation, versions of generalized estimating equations, linear mixed models and generalized linear mixed models. Attention should be paid to the interpretation of the fixed population parameters in mixed models involving random effects. Under the classical linear mixed model the regression parameters of the fixed effects have a subject-specific, as well as a population-averaged interpretation. On the other hand, in generalized or non-linear mixed models, the interpretation of the fixed effects parameters in marginal models is different from those in a random-effects model. Finally, the article discusses more advanced modelling approaches, such as inverse weighting in generalized estimating equations, selection and mixture models. The authors illustrate how these methods can be very sensitive to modelling assumptions and conclude with a number of suggestions for sensitivity analyses which are especially useful in patternmixture models. The methods discussed are illustrated with data from an age-related macular degeneration trial. 
