Background: Host immune response is coordinated by a variety of different specialized cell types that vary in time and location. While host immune response can be studied using conventional low-dimensional approaches, advances in transcriptomics analysis may provide a less biased view. Yet, leveraging transcriptomics data to identify immune cell subtypes presents challenges for extracting informative gene signatures hidden within a high dimensional transcriptomics space characterized by low sample numbers with noisy and missing values. To address these challenges, we explore using machine learning methods to select gene subsets and estimate gene coefficients simultaneously.
illustrate the value of the approach in annotating gene expression profiles obtained 66 from single-cell RNA sequencing. The second step generated gene signatures for 67 individual cell types using selected genes from first step and implemented a binary 68 regularized logistic regression for each cell type against all other samples. 69 Results 70 We developed classifiers for subsets of immune cells and T helper cells separately 71 with two main goals. First, we aimed to annotate RNA-seq data obtained from an 72 enriched cell population with information as to the immune cell identity. Second, we 73 developed gene signatures for different immune cells that could be used to quantify 74 the prevalence from RNA-seq data obtained from a heterogeneous cell population. 75 Prior to developing the classifiers, the data was pre-processed to remove genes that 76 have low level of expression for most of samples (details can be found in Meth-77 ods section) and normalized to increase the homogeneity in samples from different 78 studies and to decrease dependency of expression estimates to transcript length 79 and GC-content. Genes retained that had missing values for some of the samples 80 were assigned a values of -1. Next, regularized logistic regression (elastic-net) was 81 performed and the optimal number of genes and their coefficients were determined. 82 Generating and validating an immune cell classifier 83 In development of the immune cell classifier, we determined the optimal number of 84 genes in the classifier by varying the lambda value used in the regularized logistic 85 regression of the training samples and assessing performance. To quantify the perfor-86 mance using different lambdas, a dataset was generated by combining true-negative 87 samples, which were created by randomly scrambling associated genes and their 88 corresponding value from the testing datasets, with the original testing data, which 89 were untouched during training and provided true-positive samples. The accuracy 90 of predicting the true-Positive samples were used to generate Receiver Operating 91 Characteristic (ROC) curves ( Fig. 2a ). Performance using each lambda was quan-92 tified as the Area Under the ROC Curve (AUC). 93 The optimal lambda for immune cell classifier was the smallest value (i.e., highest 94 number of genes) that maximized the AUC. Functionally, this lambda value repre-95 sents the trade-off between retaining the most possible number of informative genes 96 (i.e., classifier signal) in the first step for developing the gene signature later, while 97 not adding non-informative genes (i.e., classifier noise). Consequently, we selected 98 a lambda value of 1e-4 (452 genes) for the immune cell classifier, where the selected 99 genes and their coefficients are shown in Table S1 . 100 To explore correlations between the weights of selected genes with their expression 101 level, we generated heatmaps shown in Fig. 2 , panels b and c. A high level of gene similarity matrix in Fig. 2d . Since in the classifier coefficients are forcing the model 126 to separate biologically close cell types (like CD4+ T cell and CD8+ T cell), the 127 resulted clustering did not find them in close relationship (Fig. 2b) . However, in the 128 case of their expression values, their similarity is remains (Fig. 2d) . 129 marker genes while unresolved samples were from the CD45-gate and classified as 138 non-malignant based on inferred copy number variation (CNV) patterns (i.e., CNV 139 score < 0.04). 140 Following a pre-processing step to filter and normalize the samples similar to 141 the training step, the trained elastic-net logistic regression model was used to clas-142 sify cells into one of the different immune subsets based on the reported scRNA-seq 143 data with the results summarized in Fig. 3a . The inner pie chart shows the prior cell the unresolved samples seemed to be slightly different than the annotated samples 149 as we predicted the unresolved samples to be mainly CD8+ T cells and B cells. 150 The only cell type with low similarity between our classifier predictions and prior 151 annotations was NK cells, where we classified almost half of samples annotated 152 previously as NK cells as CD8+ T cell. Discriminating between these two cell types 153 is challenging as they share many of the genes related to cytotoxic effector function 154 and can also be subclassified into subsets, like CD56bright and CD56dim NK subsets 155 [25]. To explore this discrepancy, we compared all annotated samples based on their 156 CD8 score and NK score provided by the classifier, as shown in Fig. 3b . Although 157 the number of NK cell samples are relatively low, it seems that the NK samples 158 consist of two groups of samples: one with a higher likelihood of being a NK cell 159 and a second with almost equal likelihood for being either CD8+ T cell or NK cell. 160 We applied principal component analysis (PCA) to identify genes associated with 161 this difference and used Enrichr for gene set enrichment [26, 27] . Using gene sets 162 associated with the Human Gene Atlas, the queried gene set was enriched for genes 163 associated with CD56 NK cells, CD4+ T cell and CD8+ T cell. Collectively, the 164 results suggests that the group of cells with similar score for NK and CD8 in the 165 classifier model are Natural Killer T cells. 166 We also analyzed a second dataset that included 317 epithelial breast cancer 167 cells, 175 immune cells and 23 non-carcinoma stromal cells, from 11 patients di-168 agnosed with breast cancer [24] . We only considered samples annotated previously Table S2 . Finally, all generated 283 signatures are summarized in Table S3 . 284 We visualized the expression levels of remained set of genes, which at least occur set demonstrates a balance of these two issues through its highly refined selection 307 of genes that can be fine-tuned using its lambda parameter. Elastic-net logistic regression was used to generate classifiers with 10-fold cross-371 validation after normalizing and filtering two separate RNA-seq datasets that were 372 generated using defined homogeneous cell populations. Subsequently, we generated obtained from ten different studies [36, 37, 38, 39, 40, 41, 42, 43, 44, 45] which were 386 publicly accessible as part of Gene Expression Omnibus [46] . The list of samples 387 is provided as Supplementary Table S1 . Cell types divided into two groups: the (Table S1 ). For devel-408 oping individual gene signatures and cell classification models, we did not use raw 409 data due to sample heterogeneity such as different experimental methods and data In contrast to previous studies that only considered intersection genes [50], in order 428 to avoid of deletion of discriminative genes, we tried to keep genes with high ex-429 pression, as much as possible. However, for most of genes, values for some samples 430 were not estimated. Hence, to deal with these missing values, we used an imputa-431 tion method [51] and instead of mean imputation we set a dummy constant since 432 mean imputation in this case is not meaningful and can increase error. Specifically, 433 we generated a training set for each group of cell types, by duplicating the original 434 training set 100 times and randomly eliminating ten percent of expression values. 435 We next set -1 for all these missing values (both original missing values and those 436 we eliminated) as a dummy constant because all values are positive and it is easy to 437 be learned by the system as noise. This approach makes the system learn to neglect 
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In order to find the optimal number of genes, we tried 7 different lambdas and 454 tested the results over the testing samples (cv.glmnet(family="multinomial", al-455 pha=0.93, thresh=1e-07, lambda=c(0.1, 0.05, 0.01, 0.005, 0.001, 0.0005, 0.0001), 456 type.multinomial="grouped", nfolds=10)). To select the optimal value for lambda, 457 True-Negative samples were generated by randomly scrambling testing datasets, 458 then we generated ROC curves and considered original testing datasets as True- being used as the threshold (after log2 normalization). One-thousand iterations 480 were processed and compiled in order to produce ROC curves with 95% confidence 481 intervals shaded about the averaged ROC curve for each gene set's performance.
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The tested gene sets were the logistic regression gene set, the CIBERSORT gene set 483 [8], the single cell gene set [29] , and the manually curated gene set that had been 484 used previously. The second sheet shows names that used in creating datasets. 
Mel75 Mel88 
