Citation for published version (APA): Dijksma, A., Kurasov, P., & Shondin, Y. (2005). High order singular rank one perturbations of a positive operator. Integral equations and operator theory, 53(2), 209-245. https://doi.org/10.1007/s00020-005-1357-5 Copyright Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).
Introduction

The singular perturbation problem
Let H be a Hilbert space with inner product · , · and let L be a positive selfadjoint operator in H. Denote by (H n ) ∞ n=−∞ the scale of Hilbert spaces associated with L and H: H 0 = H, for n > 0, H n is the Hilbert space dom L n/2 equipped with norm f n = (L + 1) n/2 f , (1.1) and for n < 0, H n is the completion of H with respect to the norm (1.1). In a natural way H n and H −n are duals and the inner product can be generalized to a pairing f, g between the spaces H n and H −n : 210 Dijksma, Kurasov and Shondin IEOT and g, f = f, g * . For ±n, m = 1, 2, . . ., the operator (L + 1) −m/2 is an isometry from H n to H n+m . Finally, H n → H m , n > m, n, m ∈ Z, and the inclusion map is contractive and has a dense range. For more details, see, for example, [33, 2] . Later we redefine the inner product on one of the scale spaces, see (2.1) . In this paper we consider the expression
( 1.2)
It is called a rank one perturbation of L with coupling parameter α, which is a real number, and generalized element ϕ, which is an element of the space H −n \H −n+1 , n = 0, 1, 2, . . .; the perturbation α · , ϕ ϕ is also called an interaction. If n = 0, or more generally, if ϕ ∈ H 0 , the perturbation (1.2) is called regular, otherwise it is called singular. The cases n = 0, 1, and 2 are well known; we give a short overview below. In this paper we focus on high order singular perturbations, that is, on perturbations with n ≥ 3. Then L α is just a formal expression on H 0 and the aim of this paper is to present for this expression (one-parameter families of) self-adjoint realizations, that is, operators or relations, in a Hilbert or Pontryagin space. For the theory of operators on spaces with an indefinite, we refer to [4, 8, 18] . We thank the referee for his useful remarks.
The extension method
Self-adjoint realizations of L α for n ≥ 3 can be obtained by a procedure as used in, for example, spectral theory of formally symmetric differential expressions; see, for instance, [11] . If is such an expression, one associates with a minimal and a maximal realization in a suitable inner product space of functions. The minimal realization is a closed symmetric operator whose adjoint is the maximal realization. The self-adjoint realizations of in the space (assuming they exist) are self-adjoint extensions of the minimal realization and hence restrictions of the maximal one: these restrictions are the self-adjoint boundary conditions. To get good eigenfunction expansion results for the self-adjoint realizations, the inner product space andcommon is that they are constructed starting from the same space H and the same closed maximal operator L max in this space, and where they differ is that subsequently in each case the space H is provided with a different new inner product. In the historically first approach to the singular perturbation problem the inner product is indefinite and leads to a one-parameter family of self-adjoint realizations of L α in a Pontryagin space. We call this family the B-model after F. Berezin [6] who first introduced such models. The B-models were used and further developed in [31, 32, 17, 30, 19, 20, 10, 13, 14, 15] . The other one-parameter family of self-adjoint realizations, which we call the A-model, was proposed recently in [27, 28, 24, 25] . In the case n = 3 it was shown in [27] that a nontrivial realization of (1.2) exists in a Hilbert space. In this paper we show that this is also true for higher singular perturbations.
The relation between the operators in the A-and B-models can be described by the following commutative diagram:
In the middle are the space and the maximal operator we start with. Using the embeddings i and j the operator L max can be pulled backward and pushed forward to the operator A max in the space H A in the A-model on the lefthand side and to the operator B max in the space H B in the B-model on the righthand side, respectively. The space H A can be a Hilbert space or a Pontryagin space, depending on other parameters that come into play. The embedding i is an isomorphism and hence the operator A max is a closed operator in H A . The inner product space H B is a pre-Pontryagin space. The embedding j is continuous but not boundedly invertible, and the operator B max is not closed. It turns out that its closure in the completion of the space H B is a linear relation. In this paper we focus on the operators in the space H B rather than on the closures of these operators in its completion. This makes the comparison between the two models more transparent.
To make sure that the adjoints of the maximal operators are symmetric, additional restrictions on the parameters in the inner products have to be imposed. The selfadjoint restrictions of the maximal operators are the self-adjoint realizations of the singular perturbation.
The regularization method
Another way to generate the same self-adjoint realizations for L α is to apply a regularization method to the formal expression 1 L−z ϕ, ϕ when ϕ ∈ H −n \H −n+1 , n ≥ 3. This procedure is analogous to the regularization of dispersion integrals in quantum field theory, see, for example, [9, 26] : Let a 1 , a 2 , . . . , a n−1 be n−1 positive real numbers, and set b 0 (z) = 1 and b j (z) = (z + a 1 )(z + a 2 ) · · · (z + a j ), j = 1, 2, . . . , n − 1. By the resolvent identity for L we have
which leads to the formal identity
If we substitute real numbers c j−1 for the formal pairings
the righthand side becomes a well defined function which we denote by Q(z):
. Clearly, it is not unique. The family of regularizations Q(z) with fixed positive real numbers a 1 , a 2 , . . . , a n−1 can be parametrized by the polynomials p n−2 (z) with real coefficients and of degree at most n − 2. It can be shown that a change in the numbers a 1 , a 2 , . . . , a n−1 corresponds to a change in the polynomial p n−2 (z). For this reason these numbers are called the normalization points. The functions Q(z) are generalized Nevanlinna functions with [(n − 1)/2] negative squares. The class N κ of generalized Nevanlinna functions with κ negative squares was introduced by M.G. Krein and H. Langer in [21] . Each function from N κ is the Q-function of a symmetric operator with defect indices (1, 1) and a self-adjoint extension in a Pontryagin space with negative index κ. The one-parameter family of self-adjoint extensions of this symmetric operator is interpreted as the family of realizations of L α . This approach leads to the B-model. In a similar way a family of self-adjoint realizations of L α is obtained in the A-model. The Hilbert space structure from the A-model can be explained in part by writing Q(z) as
is a Nevanlinna function and hence the Q-function of a symmetric operator with defect indices (1, 1) and a self-adjoint extension in a Hilbert space. 2) . The two models are compared in Section 5, and in Section 6 we provide some examples.
The cases
We show the differences between the perturbations for 0 ≤ n ≤ 2 and n ≥ 3 and their analogies by briefly recalling some of the results for the smaller values of n; see [2] . (i) If n = 0 or, more generally, ϕ ∈ H 0 , the interaction
where
For α = 0 the second term on the righthand side of (1.6) should be deleted:
(ii) If n = 1, the perturbation (1.5) is relatively form bounded with respect to the sesquilinear form of the operator L and the perturbed operator can be determined using the form perturbation technique. Its resolvent is also given by (1.6). The main difference with the case n = 0 is that the domain of the perturbed operator does not coincide with the domain of the original operator in general, but the perturbed operator is uniquely defined as a self-adjoint operator in the original Hilbert space H; see [33, 2] . Another way to obtain this operator is by considering the restriction L min = L| {u∈Hn∩dom L| u,ϕ =0} (1.7) with n = 1 which is a symmetric operator in H with defect indices (1, 1) . A theorem of Krein states that the resolvent formula 1
gives a one-to-one correspondence between all self-adjoint extensions H τ of L min in H and all τ ∈ R ∪ {∞}. In this case we have
In the case n = 2 the perturbation (1.5) is not relatively form bounded and only extension theory can be applied. The operator L min in (1.7) with n = 2 is 214 Dijksma, Kurasov and Shondin IEOT still symmetric with defect indices (1, 1) . But the perturbed operator is no longer uniquely defined. It is now interpreted as one of the self-adjoint extensions of L min . These extensions can be parametrized by one real parameter γ ∈ R ∪ {∞} as follows:
Here a 1 > 0 is a fixed real number, which plays no essential role: changing a 1 corresponds to changing the parameter γ. The relation between the parameter γ in L γ and the coupling parameter α in L α cannot be established without additional assumptions like homogeneity of the original operator L and the interaction determined by ϕ. Note that Q 2 (z) is a Nevanlina function and a regularization of the expression
) cannot be treated as in the cases n = 0, 1, and 2, because then L min in (1.7) is essentially self-adjoint in H, that is, L min is not closed and its closure is a self-adjoint operator in H. One needs to resort to other methods such as the ones introduced above.
An intermediate space and a maximal operator.
From now on, unless specified otherwise, we assume that the interaction ϕ belongs to H −n \ H −n+1 with n ≥ 3. We choose n − 1 positive real normalization points a 1 , a 2 , . . . , a n−1 and associate with them the polynomials b 0 (z) = 1 and
and the singular elements
In the sequel we assume that the space H n−2 is endowed with the new inner product
The space H and the operator L max
Our first choice for a minimal operator associated with the singular perturbation (1.2) is the operator L min in the space H n−2 :
We frequently identify an operator with its graph to expedite the presentation. 
Here the scalar product in the definition should be understood as the pairing between K and K induced by the inner product · , · of H. The adjoint operator just defined coincides with the standard adjoint operator in the case K = H = K . 
and hence if and
, and
The space H −n+2 in which the maximal operator is defined is too large for our considerations. It is sufficient that it contains the functions
, and the space H n−2 in which the minimal operator acts. In view of the resolvent formula (1.4) we consider the linear space
equipped with the inner product
2) where u, v ∈ H n−2 and u j , v j ∈ C.It is contained in H −n+2 and only a finite dimensional extension of H n−2 . By the resolvent formula (1.4) the space H does not depend on the choice of the normalization points a j . The space is large enough to contain the ranges of the bounded operators 
Vector notation
In the sequel we shall use the following notation. Elements in C n−2 are always considered as column vectors. If u ∈ C n−2 , its entries are denoted by u j :
and we write u * for the row vector
The inner product in C n−2 is given by u, 
and the inner product (2.2) can be shortened to
We extend the vector notation to the pairing:
whenever the pairings on the righthand side are defined, and x, ϕ = ϕ, x * , so that, for example,
These formulas also make sense when u ∈ C n−2 is replaced by a matrix of size (n − 2) × k for some k. Finally, we introduce the (n − 2) × (n − 2) matrix
Then (2.3) can be written as
This formula is the starting point for the maximal operators in the A-and Bmodels, which we introduce in the next two sections.
The A-model
This section concerns the lefthand side of the commutative diagram (1.3) in the Introduction:
Our aim is to construct a one-parameter family of self-adjoint operators A θ acting in an inner product space H A topologically isomorphic to H under the isomorphism i. The self-adjoint operators are restrictions of the operator A max which is the copy of L max under i. They are the self-adjoint realizations of the singular perturbation L α in (1.2). In general the space H A will be a Pontryagin space, but the interesting feature of this model is that when the normalization points a j are mutually distinct the inner product can be chosen so that H A is a Hilbert space.
The space H A and the maximal operator
We consider the space H A = C n−2 ⊕ H n−2 of elements of the form
and endow it with the inner product determined by the Gram matrix
that is, by the formula (see also (2.1)) where
is a non-degenerate Hermitian (n − 2) × (n − 2) matrix whose entries α j,k will be specified later. Thus H A is a Hilbert space if Γ α is positive and a Pontryagin space otherwise. The mapping i :
is a natural topological isomorphism and we define the maximal operator A max in H A as the isomorphic copy of L max in H:
The minimal operator is defined by A min = A * max , the adjoint of A max in H A . Since L max is closed, A max is closed and hence A * min = A max .
Theorem 3.1. The operator A min is given by
and it is symmetric if and only if Γ α satisfies the relation
In this case the symmetric operator A min is the restriction of A max by two conditions:
Note that the operator A min is not isomorphic under i with the operator L min defined in (1.7).
Proof of Theorem 3.1. If F, G ∈ H A , then {F, G} ∈ A min if and only if for all u ∈ C n−2 , u n−2 ∈ C, and u r ∈ H n we have
Choosing u = 0 and u n−1 = 0 we find that for all u r ∈ H n ,
and hence f ∈ H n , g = Lf.
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It follows that for all u ∈ C n−2 and u n−1 ∈ C,
where we used that (L + a n−1 )ϕ n−1 = ϕ n−2 . Choosing u n−1 = 0 we find that
and choosing u = 0 we obtain
The calculations can be traced backwards to complete the proof of the representation of A min . Evidently, dom A min ⊂ dom A max and if Γ α is a solution of (3.2) then A min ⊂ A max , that is, A min is symmetric. To prove the converse, assume that A min is symmetric. Choose an arbitrary vector f ∈ C n−2 and then choose an f ∈ H n such that (3.3) holds and set
Since f is arbitrary, Γ α satisfies (3.2).
The proof of the last statement is left to the reader.
The following theorem shows that if the diagonal entries of the matrix M are mutually distinct, then there are many positive Hermitian solutions Γ α of the equation (3.2); otherwise the Hermitian solutions are necessarily non-positive. Proof. (i) Equation (3.2) implies that all entries α j,k of the Hermitian matrix Γ α are real α j,k = α k,j ∈ R and satisfy the following recurrence relations
These equations show that the last column γ of the matrix Γ α can be chosen arbitrarily among real vectors and that the entries of the first row are determined by the value of the last entry. They allow one to calculate all entries α j,k , j ≤ k.
All entries below the diagonal are determined taking into account that Γ α is symmetric. The solution Γ α depends continuously on γ and if we take γ = e 1 then Γ α is non-degenerate; hence if we consider γ with nonzero first entry, then for sufficiently small values of the other entries the solution will be non-degenerate also. If we choose γ 1 = 0, then the second recurrence equality in (3.4) implies that the first row of the solution is the zero vector and hence the solution has a zero determinant.
(ii) Consider the following family of upper triangular matrices Y
where ξ j , j = 1, ..., n − 2, are arbitrary nonzero complex numbers and X is the (n − 2) × (n − 2) matrix
. Indeed, we have that
and this implies
The last column of the matrix
and this implies that the family of matrices just constructed is described by n − 2 independent (positive) real parameters |ξ j | 2 . (iii) Consider now the case when at least two of the parameters a j , say a 1 and a 2 , coincide. Then the second recurrence relation in (3.4) implies that α 11 = 0 and the matrix Γ α has at least one negative eigenvalue.
By way of example, suppose that all numbers a j are equal, say a j = a. with α l = 0, l = 2, ..., n − 2, that is, Γ α is an anti-triangular matrix
The number of negative eigenvalues of this matrix is equal to
, if n is odd and α n−1 < 0.
The self-adjoint realizations A θ
From now on we assume that Γ α is an invertible Hermitian solution of (3.2). Then A min is a symmetric operator. Its defect indices are (1, 1) and a defect element for
. . .
and using the identity 6) we find that (A max − z)Φ A (z) = 0. By (1.4) with n replaced by n − 1, the element 1 L−z ϕ belongs to H and we have
Among all self-adjoint extensions of A min one resembles the original operator L, namely
where L is the self-adjoint operator on the space H n−2 with dom L = H n . The operator A min can be described as the restriction of the operator A 0 to the set of functions U ∈ dom A 0 satisfying the condition
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To see this it suffices to show that this condition is equivalent to the condition u, ϕ − e * n−2 Γ α u = 0 appearing in the formula (3.1) for A min . This follows from
* Γ α and (3.6) with z = −a n−1 . The operator A 0 will be used to describe all self-adjoint extensions of A min via Krein's resolvent formula. The defect elements Φ A (z) in (3.5) at different points are related by the Hilbert identity
which means that Φ A (z) is a defect function associated with A 0 . The Q-function for the operators A min and A 0 , by definition the solution of the equation
is given by
where c is a real constant and r(z) is the rational function 9) where to obtain the last equality we used (3.6). We normalize Q A (z) by the condition Q A (−a n−1 ) = r(−a n−1 ) or, equivalently, c = r(−a n−1 ), and shall use the fixed Q-function
Formula (3.9) implies that r(z) ∈ N κ1 , where κ 1 is the number of negative eigenvalues of Γ α . Hence κ 1 ≤ n−2. The poles of r(z) lie at the points −a 1 , −a 2 , . . . , −a n−2 on the negative half axis and therefore outside of the spectrum of L. of a Nevanlinna function and a function from N κ1 whose spectra are mutually disjoint. Using the defect function and the Q-function all self-adjoint extensions of A min in the space H A can be described as a one-parameter family of operators by Krein's resolvent formula. This is formulated in the first part of the next theorem. Selfadjoint extensions of A min are restrictions of A max and these are described in the second part of the theorem.
Theorem 3.3. (i)
The resolvent relation 
Proof. The proof of statement (i) is well known; see, for instance, [1] . We prove
Thus U can be written as
in particular, u r ∈ H n . Using the defining relation (3.8) for Q A (z) and its normalization, we obtain
On the other hand using (3.6), the relation between the first components of U and V given by (3.12) and the formula (3.9) for the function r(z) we find that the inner product on the lefthand side is equal to
. It follows that U satisfies the condition (3.11). It is easy to show that this condition determines a symmetric extension of A min . Therefore this extension necessarily coincides with the operator A θ . It follows that A θ is the restriction A max to the set of elements in dom A max which satisfy (3.11). In the case θ = 0 the self-adjoint operator coincides with A 0 .
Note that in terms of A 0 and Φ A (z) the maximal operator A max = A * min can be described as the relation
and the self-adjoint operator A θ as
The first formula follows from (3.7); the second one from arguments in the foregoing proof.
Compressions of the resolvent of A θ
The formula for the skew compression i 
14) The function Q(z) is always a generalized Nevanlinna function, even if the parameters of the model are chosen such that H A is a Hilbert space. The formula for the compression of the resolvent to H n−2 is given by:
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This formula implies that the spectral problem for the operator A θ is equivalent to the following explicit eigenvalue depending"boundary value" problem:
The B-model
In this section we discuss an extended form of the righthand side of the commutative diagram (1.3) in the Introduction: 
The space H B and the operators B min and B θ
We define H B as the inner product space H B = C n−2+ H n−2 with elements of the form
and inner product
The matrix Γ β = (β j,k ) n−2 j,k=1 is a non-degenerate Hermitian (n− 2)× (n− 2) matrix whose entries below the anti-diagonal are defined by
and the other entries will be specified later. We also set
so that by the resolvent identity we have
For later use we define the numbers 
The maximal operator B max is defined by
The operator B max is densely defined. In fact, the set {0} ⊕ H n contained in its domain is already dense in H B : If V ∈ H B is orthogonal to all elements U ∈ {0} ⊕ H n , that is, 
which satisfy the three conditions
Here P is the orthogonal projection onto the subspace { e 1 } ⊥ of C n−2 and with β j as in (4.4) that is, if and only if and use that the elements ϕ, ϕ 1 , . . . , ϕ n−3 are linearly independent modulo H n−4 , we find that
Moreover, (B
10) and Lx − y = x n−1 ϕ n−2 . This last equality can be written as (L + a n−1 )x = y + a n−1 x + x n−1 ϕ n−2 , which implies that x = x r + x n−1 ϕ n−1 (4.11) with x r = 1 L + a n−1 (y + a n−1 x) ∈ H n and y = Lx r − a n−1 x n−1 ϕ n−1 . (4.12) Hence {X, Y } ∈ B max . We substitute (4.10),(4.11), and (4.12) in (4.7) and use (4.9) and we obtain that
If we apply P to both sides and use that x 1 = 0 we get
and if we take the inner product in C n−2 on both sides with e 1 we see F β (X) = 0. Finally, in the same way, if substitute (4.10), (4.11), and (4.12) in the righthand side of (4.8) and use (4.9) and (4.3) with k = n − 2, we get after some calculations and cancellations that it is equal to Recall that so far only the elements below the anti-diagonal of Γ β have been specified, see (4.2) . From now on we assume in addition that
Under this condition one of the three "boundary conditions" determining B + max as a restriction of B max is always fulfilled. Together with the symmetry of the matrix Γ β the matrix equality (4.13) is equivalent to the relations
This implies that the not yet specified elements of Γ β are completely determined by the elements of the first row, which we can choose arbitrarily. Since we want the matrix Γ β to be real, we choose the entries β 1,1 , . . . , β 1,n−1 ∈ R. Under these conditions on Γ β we define the minimal operator
By Theorem 4.1 it is a densely defined symmetric operator on H B . The element
satisfies the equation (B max − z)Φ B (z) = 0, and so it is a defect element for B min . As in the A-model,
Berezin's approach in [6] can be applied to describe all self-adjoint extensions B (self-adjoint in the sense B + = B) of B min as a one-parameter family. Although H B is a pre-Pontryagin space, the parametrization formula is the same as Krein's resolvent formula. To prepare for it we define a self-adjoint extension B 0 of B min , show that Φ B (z) is a defect function for B 0 and construct a Q-function for B min and B 0 . The self-adjoint extension B 0 of B min which we choose to play the key role in the resolvent formula is given by
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Then B min can be interpreted as the one-dimensional restriction of B 0 to the domain
Note that
We have ρ(B 0 ) = ρ(L) and, for z in this set, Φ B (z) in (4.14) can be represented as
This implies the Hilbert identity
which together with the property Φ B (z) ∈ ker (B max − z) yield that Φ B (z) is a defect function and 
where with β j as in (4.4) the polynomial p n−2 (z) is given by
Using B 0 , Φ B (z) and Q B (z) we can now formulate the Berezin-Krein theorem which describes all self-adjoint extensions of B min as a one-parameter family. The proof is similar to that of Theorem 3.3 and is therefore omitted.
Theorem 4.2. (i) The relation
1 B θ − z = 1 B 0 − z − 1 Q B (z) + cot θ · , Φ B (z * ) B Φ B (z).
defines a one-to-one correspondence between all self-adjoint extensions B θ of B min in H B and the numbers θ ∈ [0, π).
(ii) The self-adjoint operator B θ is the restriction of B max described by the formula
The analogs of the formulas following Theorem 3.3 are 
Compressions of the resolvent of B θ
The following formula for the skew-compressed resolvent is valid
which is an analog of formula (3.13).
The formula for the compression of the resolvent 1 B θ −z to the subspace H n−2 ⊂ H B reads as follows:
It implies that the spectral problem for the operator B θ is equivalent to the following explicit eigenvalue depending "boundary value" problem:
Pontryagin space completion and the self-adjoint realizations B θ
We set κ = [(n − 1)/2]. The inner product (4.1) on H B can be written also in the form 
17) where
The natural isometric embedding j 2 from H B into its completion H B is described by the formula
The results proved for the operators in the pre-Pontryagin space H B can be carried over to the closures of these operators in the Pontryagin space H B ; see [31, 17, 13] . 
gives a one-to-one correspondence between all selfadjoint extensions B θ of B min in
On properties of the function Q B (z)
The function Q B (z) is a generalized Nevanlinna function which belongs to the class [13] : N ∞ κ consists of the functions Q(z) ∈ N κ which are holomorphic on C \ R and admit the representation 
and p 2κ−1 (z) is a real polynomial of degree at most 2κ − 1.
In this case, since L is a nonnegative operator, one can say more, see [14] : The function Q 0 (z) is holomorphic on C\R + and its asymptotic behavior at −∞ along the negative real axis is given by
Writing Q B (z) + cot θ in the form (4.18):
one can show that
is independent of θ and
Here
and by calculating the derivatives these numbers can be expressed in terms of the normalization points a j and the parameters β 1,j , j = 1, 2, . . . , n − 2.
Compression of the resolvent of B θ
The function Q B (z) admits not only the representation (4.18) but also the representation (see [13, Section 6] , where the relations between various representations are described): 19) with Nevanlinna function and polynomial
Then by Krein's formula in Theorem 4.2 (i), the formula for the compression of the resolvent of B θ to H takes the form
ϕ, and
This compressed resolvent is a generalized resolvent of the one-dimensional restriction of L in H:
The adjoint of this restriction is given by
It implies that the spectral problem for the operator B θ is equivalent to the following explicit eigenvalue depending "boundary value" problem in H:
Comparison of the models
Evidently, there is a close relation between the A-and B-models. The aim of this section is to describe what the two have in common and to point out their differences. Among other things we discuss the dependence of the models on the parameters and compare aspects of the negative point spectra of the self-adjoint operators.
Minimality of the models
The operator representations of the functions Q A (z) and Q B (z) in the models are unique up to unitary equivalence if
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This implies also that
The parameters of the models
We first list the parameters used in the two models:
Model A : -the normalization points a 1 , a 2 , . .., a n−1 , -the real numbers α 1,n−2 , α 2,n−2 , ..., α n−2,n−2 in the last column of Γ α , -the self-adjoint extension parameter θ A ∈ [0, π).
-the normalization points a 1 , a 2 , ..., a n−1 , -the real numbers
For a given set of normalization points the other parameters are independent and parameterize the models in an unique way. Therefore the two models will be compared in the case where the sets of normalization points are the same. Since the functions in the denominators in Krein's formulas determine the corresponding operators uniquely up to a unitary transformation, it is enough to compare these two functions
Indeed, for θ = 0, the functions
are the Q-functions of A θ and A min and B θ and B min respectively. It is more convenient to compare the following two functions instead:
where and
These two functions coincide if and only if the parameters are related as follows 
Recall that the numbers β j , j = 1, 2, . . . , n − 2 given by (4.4) . This formula shows that there is a one-to-one correspondence between these numbers and the n − 2 entries of the first row of the matrix Γ β :
In the last summand on the righthand side
and, since the matrix in ( 
The relations (5.3) and (5.4) readily imply T dom A θA ⊂ dom B max and that the restriction (3.11) describing A θA which can be written as
is equivalent to the restriction
in the formula for (4.16) for B θB . Hence T dom A θA = dom B θB , and now the intertwining formula (5.5) easily follows.
The spectra of the realizations
Assume the conditions of Theorem 5.1 and assume that ϕ is a cyclic generalized element for L. Then Theorem 5.1 implies that
As the resolvent ( 
and hence σ ess ( B θB ) ⊂ R + . These equalities follow from the fact that the resolvents of A θA and B θB are rank one perturbations of the resolvents of A 0 and B 0 , respectively. Hence the parts in C \ R + of σ( B θB ) and σ(A θA ) are the same. Recall that for θ A , θ B = 0,
where the functions
are the Q-functions of A θA and A min and B θB and B min , respectively, which determine the extensions A θA and B θB up to unitary equivalence. We apply to both sides of (5. 
which has only real zeros. Introduce the disjoint intervals I n−2 = (−∞, −a n−2 ), I n−3 = (−a n−2 , −a n−3 ), . . . , I 1 = (−a 2 , −a 1 ).
As each point −a j , j = 1, 2, . . . , n − 2 is a pole of the function Q A (z) + cot θ A and lim x→−∞ Q A (x) = −∞, this function has exactly one zero, say z j , in each interval 
are the corresponding eigenvectors and
where Q B (z) means derivative of Q B (z) in z. According to (5.1) and (5.2),
As Q A (z) ∈ N 0 we have that Q A (z j ) > 0 for j = 1, 2, . . . , n − 2. Since z j < −a j , the second product is positive and the first product is positive, if j is even, and it is negative, if j is odd. 
which makes it a Hilbert space. The operator B θB however, is not a solution of the realization problem and, from the point of view of scattering theory, its restriction to H + , that is, the operator B + considered above, is the more appropriate Hilbert space operator.
Examples
Here we illustrate the main points in the correspondence between the A-model and the B-model in the simplest cases when ϕ ∈ H −n \ H −n+1 with n = 3 and n = 4. Concrete examples with n = 3 are point-like perturbations of the Laplacian 
also with the interaction ϕ = δ(x). Now the regularized Q-functions are
and , that is, with 1 negative square and with the only one pole of non-positive type at z = ∞.
Derivation of the formulas
where L is realized as the operator of multiplication by the independent variable, say λ, and ϕ = δ(x) is represented by the function
Here Γ(λ) is the Euler gamma-function. Applying the regularization procedure from Subsection 1.4 with equal normalization points a 1 = a 2 = . . . = a n−1 = a > 0 to the formal expression 1 L−z ϕ, ϕ , we obtain the regularization
where the p j 's are real numbers. By the spectral representation of L, the first summand can be written as
For the integral, using a calculation as in the proof of [14, Proposition 2.1], we find
Inserting these results in the expression of Q(z) we see that
where p (z) stands for a polynomial of degree at most with real coefficients. The formulas for Q(z) mentioned in the beginning of this section correspond to the cases d = 4, 5, 6, and 7, respectively. The correspondence between the A-and B-models is given via the relations Q B (z) + cot θ B = (z + a 1 )(z + a 2 ) (Q A (z) + cot θ A ) which imply that β 1 = −α 2 , β 2 = cot θ A , cot θ B = −α 1 .
