Reliable feature correspondence between frames is a critical step in visual odometry (VO) and visual simultaneous localization and mapping (V-SLAM) algorithms. In comparison with existing VO and V-SLAM algorithms, semi-direct visual odometry (SVO) has two main advantages that lead to stateof-the-art frame rate camera motion estimation: direct pixel correspondence and efficient implementation of probabilistic mapping method. This paper improves the SVO mapping by initializing the mean and the variance of the depth at a feature location according to the depth prediction from a single-image depth prediction network. By significantly reducing the depth uncertainty of the initialized map point (i.e., small variance centred about the depth prediction), the benefits are twofold: reliable feature correspondence between views and fast convergence to the true depth in order to create new map points. We evaluate our method with two outdoor datasets: KITTI dataset and Oxford Robotcar dataset. The experimental results indicate that improved SVO mapping results in increased robustness and camera tracking accuracy.
I. INTRODUCTION
Visual odometry (VO) and visual simultaneous localization and mapping (V-SLAM) have been actively researched and explored in the robotics field, including autonomous driving. As cameras become affordable and ubiquitous, being able to estimate camera poses reliably from an image sequence leads to important robotics applications, such as autonomous vehicle navigation.
Matching features between the current frame and previous frames have been one of the most important steps in solving visual odometry (VO) and visual simultaneous localization and mapping (V-SLAM). There are two main feature matching methods: indirect method and direct method. Indirect methods [1] - [3] require feature extraction, feature description, and feature matching. These methods rely on matching the intermediate features (e.g., descriptors), and they perform poorly in images with weak gradients and textureless surfaces where descriptors are failed to be matched. Direct methods [4] , [5] , by contrast, do not need feature description, and they operate directly on pixel intensities; therefore, any arbitrary pixels (e.g., corners, edges, or the whole image) can be sampled and matched, resulting in reliable feature matching even in images with poor texture. However, matching pixels directly requires depths of the pixels to be recovered, and such matching is defined in the direct formulation that jointly optimizes structure and motion. Fig. 1 : Proposed map point initialization strategy. Each initialized map point has a mean depth (black dot) and an interval in which the corresponding feature should lie, as shown by the magenta line. Note that larger depth uncertainty can allow the erroneous match to happen (as illustrated in (a) where the depth filter could converge to the "similar feature" rather than the "corresponding feature"). Our improved map point initialization method using depth estimation from a convolutional neural network (CNN) (see (b)) has lower depth uncertainty for identifying the corresponding feature.
Interestingly, semi-direct visual odometry (SVO) [6] is a hybrid method that combines the strength of direct and indirect methods for solving structure and motion, offering an efficient probabilistic mapping method to provide reliable map points for direct camera motion estimation. Unfortunately, one main limitation in SVO is that the map point is initialized with large depth uncertainty. Fig. 1(a) shows that the initialization of a map point with large depth uncertainty by SVO can lead to erroneous feature correspondence due to the large search range along the epipolar line.
Combinations of existing VO/V-SLAM algorithms with single-image depth estimation from a convolutional neural Near Far Single-image depth prediction The single-image depth prediction model from a CNN demonstrates the illumination invariance property in estimating depth maps, and the colour-coded reprojected map points on a sample sequence of five consecutive frames show the reprojected map points to those frames for camera motion estimation (best viewed in colour). Note that CNN-SVO only predicts depth maps for the keyframes. (Right) Camera trajectory (depicted with line) and map points in magenta generated by CNN-SVO. network (CNN) have been proposed to overcome the limitation of depth uncertainty. Particularly, such combinations have been designed to tackle two classes of problems: dense reconstruction [7] , [8] and map scale recovery [9] . One advantage of these combinations is to initialize the depth search within the optimal convergence basin using depth information from a CNN. In this paper, we propose to initialize new map points with depth prior from a single-image depth prediction CNN [10] (i.e., small variance centred about the predicted depth), such that the uncertainty for identifying the corresponding features is vastly reduced (see Fig. 1(b) ). Because of the robust feature correspondence and small depth uncertainty, the map point is likely to converge to its true depth quickly. Overall, the improved SVO mapping, we refer to as CNN-SVO, is able to handle challenging lighting condition, thanks to the illumination invariance property in estimating depth maps (see Fig. 2 ).
II. METHODS
For the sake of completeness, we briefly cover the working principle of SVO in Section II-A. Next, we detail our improved initialization of the map points in Section II-B.
A. Review of the SVO algorithm
First, we explain the terminology used in the rest of the paper. A feature is one of the 2D points in the image extracted from FAST corner detector [11] . To perform feature correspondence, a small image patch that is centred at the feature location is used to find its corresponding patch in the nearby view; therefore, we refer to feature correspondence as matching small image patches. A map point is a 3D point projected from a feature location whose depth is known. SVO [6] contains two threads running in parallel: tracking thread and mapping thread. In the tracking thread, the camera pose of a new frame is obtained by minimizing the photometric residuals between the reference image patches (from which the map points are back-projected) and the image patches that are centred at the reprojected locations in the new frame. The optimization steps for obtaining camera pose through the inverse compositional formulation [12] can be found in [6] . Concurrently, the mapping thread creates new map points using two processes: initialization of new map points with large depth uncertainty and update of depth uncertainty of the map points with depth-filters; consequently, a new map point is inserted in the map if the depth uncertainty of the map point is small.
Given the camera poses of two frames one of which is the keyframe, the depth of a feature can be obtained using the following two steps: finding the feature correspondence along the epipolar line in the non-keyframe, and then recover the depth via triangulation. Since the occurrence of outlier matching is inevitable, a depth-filter is modeled as a two-dimensional distribution [13] , [14] : the first dimension describes the probability distribution of the depth, and the second dimension models the inlier probability. Therefore, given a set of depth measurements, a depth-filter approximates the mean depth and the variance (the first dimension) of the feature and separates the outliers from the inliers (the second dimension). The depth uncertainty (i.e., approximated variance) of the feature is updated when there is a new depth measurement, and the depth-filter is considered to have converged if the updated depth uncertainty is small. Then, the converged depth-filters that contain the true depths are used to create new map points by back-projecting the points at those feature locations according to their true depth. In this paper, we are focusing on improving the mapping in SVO [6] ; therefore, we assume that the poses of the images can be successfully recovered in the tracking thread.
B. Improved initialization of map points in SVO mapping
The effective implementation of depth-filter in SVO mapping and the use of direct matching of pixels has enabled SVO to achieve high frame rate camera motion estimation. However, SVO mapping initializes new map points in a reference keyframe with large uncertainty, and their mean depths are set to the average scene depth in the reference frame. While such an initialization strategy is reasonable for the scene with one dominant plane-e.g., the floor planewhere the dominant depth information exists, the large depth uncertainty has limited the capability of the mapping to determine the true depths of the map points for the scene in which the depths of the map points vary considerably. Particularly, large depth uncertainty introduces two problems: possible erroneous feature correspondence along the epipolar line in the nearby frames and a high number of depth measurements to converge to the true depth.
With single-image depth prediction as the prior knowledge of the scene geometry, our CNN-SVO is able to obtain a much better estimate of the mean and a smaller initial variance of the depth-filter than SVO to allow it to converge to the true depth of the map point. Fig. 3 illustrates the CNN-SVO pipeline, in which we add the CNN depth estimation module (marked in green) to provide strong depth priors in the map points initialization process when a keyframe is selected-the initialization of depth-filters.
Given a set of triangulated depth measurements, the goal of using depth-filter is to separate the good measurements from the bad measurements: good measurements are normally distributed around the true depth, and bad measurements are uniformly distributed within an interval
Specifically given a set of triangulated inverse depth measurements ρ 1 i , ρ 2 i , · · · , ρ N i that correspond to the same feature, the measurement ρ n i is modeled in SVO using a Gaussian + Uniform mixture model:
i the variance of the inverse depth, and γ i the inlier ratio. Assuming the inverse depth measurements ρ 1 i , ρ 2 i , · · · , ρ N i are independent, the approximation of the true inverse depth posterior can be computed incrementally by the product of a Gaussian distribution for the depth and a Beta distribution for the inlier ratio [13] : Fig. 3 : The CNN-SVO pipeline. Our work augments the SVO pipeline [6] with the CNN depth estimation module (marked in green) to improve the mapping in SVO.
where a n and b n are the parameters in the Beta distribution, and µ n and σ 2 n the mean and variance of the Gaussian depth estimate. The incremental Bayesian update step for a n , b n , µ n , and σ 2 n is described in detail in [13] , [14] . Once σ 2 n is lower than a threshold, the depth-filter is converged to the true depth.
Hence, each depth-filter is initialized with the following parameters: the mean of the inverse depth µ n , the variance of the inverse depth σ 2 n , and the inlier ratio a n and b n . Table I compares the initialization of the parameters between SVO and CNN-SVO. The key difference is that CNN-SVO initializes the mean and the variance of the feature using learned scene depth instead of using the average and minimum scene depths in the reference keyframe. We empirically found that setting the depth variance to 1 (6dCNN) 2 provides adequate room for noisy depth prediction to converge; we will be losing the absolute scale if the depth variance is large (e.g., replacing 6 with a higher number) by allowing more uncertainty in the measurement. Based on the initialized µ n and σ 2 n , a depth interval [ρ min i , ρ max i ] can be defined by
so that the corresponding feature can be found in the limited search range along the epipolar line in the nearby view (see Fig. 1 ). By obtaining strong depth prior from the singleimage depth prediction network, the benefits are twofold: smaller uncertainty in identifying feature correspondence and faster map point convergence, as illustrated in Fig. 4 .
III. EVALUATION
We compare our method against the state-of-the-art direct and indirect methods, namely direct sparse odometry (DSO) I: A comparison between SVO and CNN-SVO in the initialization of parameters. The parameters are defined by some prior knowledge of the scene, where d avg is the average scene depth in the reference keyframe, d CNN the depth prediction from the single-image depth prediction network, d min the minimum scene depth in the reference keyframe, µ n the mean of the feature's inverse depth, and σ 2 n the variance of the feature's inverse depth. SVO CNN-SVO [5], semi-direct visual odometry (SVO) [6] , and ORB-SLAM without loop closure [15] . We use the absolute trajectory error (ATE) as the performance metric that has been used in the aforementioned papers. In addition, we indicate with 'X' for methods that are unable to complete the sequence due to lost tracking in the middle of the sequence (see Section III-A).
To provide depth prediction in the initialization of map points in CNN-SVO, we adopt the Resnet50 variant of the encoder-decoder architecture from [10] that has already been trained on Cityscape dataset. Next, we fine-tune the network on stereo images in KITTI raw data excluding KITTI Odometry Sequence 00-10 using original settings in [10] for 50 epochs. To produce consistent structural information, even on overexposed or underexposed images, the brightness of the images has been randomly adjusted throughout the training, creating the effect of illumination variation. This consideration is useful for a neural network to handle high dynamic range (HDR) environments (see Fig. 2 ).
To design the system with real-time capability, we resize the images to 512 × 256 for depth map inference, and then we resize the depth map back to the original shape for VO processing. While two separate threads have been designed to handle mapping and tracking, GPU is used to provide the depth maps for the keyframes. The hardware is an Intel i7 processor 1 with NVidia GeForce GTX Titan X graphics card.
To scale the depth prediction for other datasets, the scaled depth d current can be obtained by the inferred depth d trained multiplied by the ratio of current focal length f current to trained focal length f trained , that is:
We use eleven KITTI Odometry sequences and nine Oxford Robotcar sequences for performance benchmarking. As for the images, we use the left camera from KITTI binocular stereo setup and the centre camera of the Bumblebee XB3 trinocular stereo setup from Oxford Robotcar. Both of the image streams are captured using global shutter cameras. Note that the ground truth poses from Oxford Robotcar dataset are not reliable for evaluation [16] , because of the poor and inconsistent GPS signals; we still use the ground truth for both quantitative and qualitative evaluation purposes. The frame rates are 10 frames per second (FPS) and 16 FPS for KITTI and Oxford Robotcar, respectively. To maintain the same aspect ratio that is used by the network input, the images in the Oxford Robotcar dataset have been cropped to 1248x376 throughout the evaluation process. We skip the first 200 frames for all the Oxford Robotcar sequences because of the extremely overexposed images at the beginning of the sequences. Since the network has not been trained on Oxford Robotcar dataset, we analyze the scale of the odometry relative to absolute scale for both datasets (see Section III-C).
We set the maximum and the minimum number of tracked features in a frame to 200 and 100, respectively. Regarding the depth-filter, we modify SVO to use 5 previous keyframes to increase the number of measurements in the depth-filters. We also enable bundle adjustment during the evaluation process.
A. Accuracy evaluation
The ATEs of KITTI dataset and Oxford Robotcar dataset are collected with a median of 5 runs, and they are shown in Table II and Table III , respectively. Our system is able to track all the sequences except for KITTI Sequence 01, because of failure to match features accurately in the scene with repetitive structure. We also demonstrate that our competitors fail to track most of the Oxford Robotcar sequences, which contain severely overexposed images. While ORB-SLAM is able to track features in consistent lighting conditions, the vanished textural information in overexposed and underexposed images has resulted in failure to match feature in these HDR environments. The main reason for tracking failure in DSO is its inability of affine brightness modeling to handle severe brightness change in the sequences, and the problem has also been reported in stereo DSO [17] . Scale drift is also noticeable in the trajectories on KITTI dataset produced by DSO and ORB-SLAM (without loop closure). SVO is designed to perform well in a planar scene; therefore, it fails to identify corresponding features effectively in the outdoor scene, where depths of the features can vary considerably. We attribute the robust tracking of CNN-SVO to its ability to match features in consecutive frames with additional depth information, even when the images are overexposed or underexposed (see Fig. 2 ). The qualitative comparison of the camera trajectories can be found in Fig. 5 for KITTI dataset and Robotcar dataset, respectively. In Fig. 5 (b) , an S-like curve is produced by CNN-SVO near the end of trajectory in Sequence 2014-05-06-12-54-54, which is caused by a moving car in front of the camera. Since the network has not been trained on Oxford Robotcar sequences, the experimental results suggest generalization ability to the structurally similar scene. 
B. Runtime evaluation
Local BA (about 29 ms) and single-image depth prediction (about 37 ms) have been the most demanding processes in the pipeline, but both processes are only required when new keyframes are created. Despite the computational demand, we experimentally found that CNN-SVO runs faster at 16 FPS with Oxford Robotcar dataset than 10 FPS with KITTI dataset. This is due to the close distance between frames in high frame rate sequence, and hence lesser keyframes are selected relative to the total number of frames from the sequence. For this reason, real-time computation can be achieved.
C. Scale evaluation
Since the network is trained on rectified stereo images with a known baseline, we examine the scale of the odometry based on predicted depth from the network. The average recovered scale is 1.0183 and 0.9313 with a standard deviation of 0.0793 and 0.0231, for the KITTI and Oxford Robotcar datasets, respectively. We offer two possible explanations for the inconsistent odometry scale. First, as mentioned in the Oxford Robotcar dataset documentation, the provided ground truth poses are not accurate, and the reasons are as follows: inconsistent GPS signals and scale drift in the large-scale map (see Section III in [16] ). Second, the single-image depth prediction network has not been trained on the images in the Oxford Robotcar dataset, so the recovery of the absolute scale cannot be guaranteed.
IV. CONCLUSION
In this paper, we have improved SVO mapping, called CNN-SVO, by initializing the map points with low uncertainty and the mean depth obtained from a single-image depth prediction neural network. The proposed method has two main advantages: (1) features can be matched effectively by limiting the search range along the epipolar line in nearby views, assuming the camera poses are known, and (2) the map points are initialized with lower depth uncertainty, therefore they are able to converge to their true depths faster. With the combination of single-image depth prediction and implementation of depth-filters, CNN-SVO can perform mapping and estimate camera motion reliably. Thanks to the illumination invariance property in the single-image depth prediction network, depth maps produced from overexposed or underexposed images can still be used to facilitate feature correspondence between views, overcoming a key limitation of the original SVO.
Nevertheless, there are still shortcomings we are planning to address in the future. First, the threshold of the map point uncertainty is increased to allow map points with larger uncertainty to be inserted for camera motion tracking. This is due to the limited observations of the corresponding features that can be found in the nearby frame as a consequence of the limited frame rate. Hence, the increase in uncertainty threshold implicitly assumes accurate depth prediction from the single-image depth prediction network. Second, although the network is able to produce depth maps from overexposed images, it still could not produce a useful depth map with a blank image-i.e., completely overexposed image. Because blank images rarely occur in an extended period of time, we estimate the pose of the blank images with a constant velocity model until new features can be extracted. Then local BA is applied to jointly correct the map points and camera poses. This problem can be mitigated using an exposure compensation algorithm [18] . Lastly, we facilitate feature matching by limiting the search space of the corresponding feature along the epipolar line in nearby frames. This feature matching strategy does increase the tolerance of illumination change, but it does not solve the inherent problem of photometric constancy assumption in direct methods. Thus, incorporation of additional photometric calibration [19] can further improve the feature matching performance.
