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by the proposed algorithm is a nonnegative decreasing sequence and converges to a
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1 Introduction
Let R be the real field. A multidimensional array consisting of nm entries is called
a real m-th order n-dimensional square tensor if we define it by
A = (ai1i2...im), ai1i2...im ∈ R, 1 ≤ i1, i2, . . . , im ≤ n.
Throughout this paper, we suppose m > 2. In what follows, we denote the set of
all real tensors of order m and dimension n by Tm,n. Let [n] := {1, 2, · · · , n}. For a
tensor A = (ai1i2···im) ∈ Tm,n and a vector x = (x1, x2, · · · , xn)
⊤ ∈ Rn, we define
Axm−1 ∈ Rn, whose i-th element is given by
(
Axm−1
)
i
:=
n∑
i2,··· ,im=1
aii2···imxi2 · · ·xim , ∀i ∈ [n], (1.1)
and Axm−2 ∈ Rn×n, whose (i, j)-th element is given by
(
Axm−2
)
ij
:=
n∑
i3,··· ,im=1
aiji3 ···imxi3 · · ·xim , ∀i, j ∈ [n]. (1.2)
As defined independently in Qi [23] and Lim [18], we call λ ∈ R an eigenvalue
and x ∈ Rn \ {0} the corresponding eigenvector of A if they satisfy the following
equality:
Axm−1 = λx[m−1],
where x[m−1] ∈ Rn is given by (x[m−1])i := (xi)
m−1, i = 1,2, · · · , n. The spectral
radius ρ(A) of A is the maximum modulus of its eigenvalues, which is given by
ρ(A) = max{|λ| : λ is an eigenvalue of A}.
Here, we refer the reader to the recent monograph [24] for more details of spectral
theory on tensors. Below, we recall the definition of M-tensor.
Definition 1.1 ([6,28]) A tensor A ∈ Tm,n is called
(i) a Z-tensor if all of its off-diagonal entries are non-positive;
(ii) an M-tensor if it can be written as A = sI − B, where B ≥ 0 and s ≥ ρ(B);
(iii) a nonsingular M-tensor if it is an M-tensor with s > ρ(B).
With the above preparations, the so-called multilinear system (a.k.a., tensor
equations) refers to the task of finding a vector x ∈ Rn such that
Axm−1 = b, (1.3)
where A ∈ Tm,n and b ∈ R
n. It has been verified that multilinear systems have
many applications in data mining and numerical partial differential equations, e.g.,
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see [5,7,13,15,26] for applications of this topic. Recently, many results in both
theory and algorithm for (1.3) have been developed in the literature, e.g., [2,4,7,
10,11,13,14,16,17,20,22,25,26]. In particular, some works are mainly contributed
to a special case of (1.3) where the coefficient tensor is an M-tensor [28] due to
its widespread applications and promising properties (see [6,28]). For example,
Ding and Wei [7] first showed that the multilinear system has a unique solution
when the coefficient tensor A of (1.3) is a nonsingularM-tensor and b is a positive
vector. To find a solution to the underlying system (1.3) with M-tensors, some
state-of-the-art algorithms, including the Jacobi, Gauss-Seidel, Newton methods
[7], homotopy method (denoted by ‘HM’) [10], Newton-Gauss-Seidel method [13]
and tensor methods [26] for symmetricM-tensors, tensor splittingmethods [14,20],
and the locally and quadratically convergent Newton-type algorithm (denoted by
‘QCA’) for asymmetric tensors [11], are proposed. Besides, there are some recent
papers devoted to (1.3) with other structured tensors, e.g., see [16,17,22], and
extended models of (1.3), e.g., [2,4,8,19,27].
Indeed, most of the papers mentioned above paid attention to the case where
(1.3) has a positive vector b, and some algorithms are developed under the assump-
tion that the coefficient tensor A is symmetric. However, some real-world problems
may not possess such positivity on b and symmetry property on A, thereby pos-
sibly limiting the applicability of some algorithms. Naturally, the right-hand side
vector b being nonnegative (not necessarily positive) may be more general in some
real-world problems or more useful for promoting a sparse solution (e.g., [15,21])
than the fully positive case. When b is nonnegative, a good news from [9] is that
the system (1.3) with a nonsingular M-tensor has a nonnegative solution, but its
solution may not be unique. Below, we take an example from [9] to illustrate the
nonuniqueness of solutions if b is nonnegative but not positive.
Example 1.1 Let A = (ai1i2i3i4) ∈ T4,2, where a1111 = 1, a2222 = 1, a1112 = −2 and
all other ai1i2i3i4 = 0. It has been proved in [9] that A is a nonsingular M-tensor.
By the definition given in (1.1), we immediately have
Ax3 =
(
x31 − 2x
2
1x2
x32
)
.
Let b = (0,1)⊤ ≥ 0, then it is easy to see that both x∗ = (0,1)⊤ and x⋆ = (2,1)⊤
are solutions of the system Ax3 = b.
Actually, we observe that a common feature of the numerical experiments
presented in most of the existing tensor equation papers is that they only consider
the case where b is a fully positive vector. Therefore, a natural question is that do
these algorithms still work for the case where b is a nonnegative but not positive
vector? If not, can we design some algorithms to handle such a case?
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Taking the aforementioned questions, in this paper, we are interested in the
multilinear system (1.3) with a nonsingular (but not necessarily symmetric) M-
tensor A and a nonnegative (possibly with many zero components) vector b. Al-
though it has been proved theoretically that such a system has one nonnegative
solution (possibly not unique), there is an algorithmic gap. To our knowledge, it
seems that no algorithm is designed for the system (1.3) with a nonnegative b.
Therefore, we aim at introducing an efficient algorithm to solve (1.3) with a non-
singularM-tensor A and a nonnegative vector b, thereby filling the gap from algo-
rithmic perspective. It is noteworthy that the proposed algorithm is well-defined
in the sense that its iterative sequence is a nonnegative decreasing sequence and
converges to a nonnegative solution of the system. Numerical experiments tell us
that the proposed algorithm is efficient and can successfully find a nonnegative
solution as long as the problem under consideration has a nonnegative solution
and an appropriate starting point is taken. However, the state-of-the-art solvers,
e.g., HM and QCA, tailored for (1.3) with a positive vector b may not produce a
desired nonnegative solution in some situations. In addition, just after this article
has been completed, Li, Guan and Wang [12] proposed an algorithm for finding a
nonnegative solution of the multilinear system (1.3). It is shown that an increasing
sequence is generated by the algorithm in [12] and it converges to a nonnegative
solution of the multilinear system (1.3), while our proposed algorithm produces a
decreasing sequence.
The rest of this paper is organized as follows. In Section 2, we briefly review
some basic definitions and properties about structured tensors. In Section 3, we
present a nonnegativity preserving algorithm for solving (1.3), and analyze the
convergence of the proposed algorithm. In Section 4, we report our numerical
results to show the efficiency and novelty of the proposed algorithm. Finally, we
conclude the paper with some remarks in Section 5.
We conclude this section with some notation and terminology. Throughout
this paper, we use lowercases x, y, z, · · · for vectors, capital letters A,B,C, · · · for
matrices and calligraphic letters A,B, C, · · · for tensors. We denote Rn := {x =
(x1, x2, · · · , xn)
⊤ : xi ∈ R,∀i ∈ [n]}, R
n
+ := {x ∈ R
n : x ≥ 0}, where x ≥ 0 denotes
xi ≥ 0 for any i ∈ [n], and R
n
++ := {x ∈ R
n : x > 0} where x > 0 means xi > 0
for any i ∈ [n]. Suppose that θ is a subset of [n], then xθ ∈ R
|θ| represents the
corresponding sub-vector of x ∈ Rn, where |θ| denotes the cardinality of the set θ,
and Aθθ ∈ R
|θ|×|θ| represents the corresponding principal sub-matrix of A ∈ Rn×n.
Besides, I = (δi1···im) ∈ Tm,n denotes the identity tensor, where δi1···im is the
Kronecker symbol
δi1···im =
{
1, if i1 = · · · = im,
0, otherwise,
1 ≤ i1, · · · , im ≤ n,
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and A ≥ 0 denotes a nonnegative tensor, which means that all of its entries are
nonnegative. For a continuously differentiable function F : Rn → Rn, we denote
the Jacobian of F at x ∈ Rn by F ′(x).
2 Preliminaries
In this section, we briefly recall some definitions and properties about structured
matrices and tensors, which will be used throughout this paper.
A tensor A ∈ Tm,n is called a symmetric tensor if all its elements are invariant
under arbitrary permutation of their indices, and it is called a semi-symmetric
tensor with respect to the indices {i2, · · · , im} if for any index i ∈ [n], the (m− 1)-
order n-dimensional tensor Ai := (aii2···im)1≤i2,··· ,im≤n is symmetric. Thus, from
[10] we know that, for any tensor A = (ai1i2···im), there always exists a semi-
symmetric tensor A¯ = (a¯i1i2···im), denoted by
a¯i1i2···im =
1
(m− 1)!
∑
π
ai1π(i2···im), (2.1)
such that Axm−1 = A¯xm−1 and (Axm−1)′ = (m−1)A¯xm−2 for any x ∈ Rn, where
the sum is over all the permutations π(i2 · · · im).
From Definition 1.1, we know that (nonsingular) M-tensor is a generalization
of (nonsingular) M-matrix. Below, we recall some properties of nonsingular M-
matrices, which will be used in the later analysis.
Theorem 2.1 ([3]) Let A ∈ Rn×n be a Z-matrix, then the following statements are
equivalent:
(i) A is a nonsingular M-matrix;
(ii) There exists an x ∈ Rn++ satisfying Ax ∈ R
n
++;
(iii) A−1 exists and A−1 is a nonnegative matrix.
Similarly, some properties of nonsingular M-tensors are shown below.
Theorem 2.2 ([6]) Let A ∈ Tm,n be a Z-tensor, then the following statements are
equivalent:
(i) A is a nonsingular M-tensor;
(ii) There exists an x ∈ Rn++ satisfying Ax
m−1 ∈ Rn++;
(iii) All diagonal entries of A are positive and there exists a positive diagonal matrix
D ∈ Rn×n such that ADm−1 is strictly diagonally dominated, where
ADm−1 = A×2 D ×3 · · · ×m D,
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and
(A×k D)i1···ik−1jkik+1···im =
n∑
ik=1
ai1···imxikjk , ∀k ∈ [m]
with xikjk = Dikjk .
Let A ∈ Tm,n and A¯ ∈ Tm,n be the corresponding semi-symmetric tensor of A
which satisfies (2.1). Then, we can obtain the following relationship between these
two tensors.
Lemma 2.1 ([10]) Let A ∈ Tm,n be a nonsingular M-tensor. Then, A¯ is also a
nonsingular M-tensor.
Based on the above lemma, we can further conclude the following result which
is vital for the convergence analysis of the proposed algorithm in this paper.
Lemma 2.2 Suppose that A ∈ Tm,n is a nonsingular M-tensor and there exists an
xˆ ∈ Rn+ satisfying Axˆ
m−1 ∈ Rn+. Let I¯ = {i :
(
A(xˆ)m−1
)
i
> 0} and suppose I¯ 6= ∅.
Then, for any nonempty subset I of I¯, (Axˆm−1)′II is a nonsingular M-matrix. Here,
(Axˆm−1)′II is a principal sub-matrix of (Axˆ
m−1)′.
Proof Let A¯ ∈ Tm,n be the corresponding semi-symmetric tensor of A which sat-
isfies (2.1). Then, Axˆm−1 = A¯xˆm−1, (Axˆm−1)′ = (m− 1)A¯xˆm−2 and the (i, j)-th
entry of the matrix (m− 1)A¯xˆm−2 is given by(
(m− 1)A¯xˆm−2
)
ij
= (m− 1)
n∑
i3,··· ,im=1
a¯iji3 ···im xˆi3 · · · xˆim , ∀i, j ∈ [n].
By Lemma 2.1, A¯ is a nonsingular M-tensor. Thus, when i 6= j, a¯iji3···im ≤ 0.
Hence, (m − 1)A¯xˆm−2 is a Z-matrix. So, (Axˆm−1)′II =
[
(m− 1)A¯xˆm−2
]
II
is a
Z-matrix. Since
(
A(xˆ)m−1
)
i
> 0 for any i ∈ I, we have xˆI > 0. Thus, we obtain(
Axˆm−1
)′
II
· xˆI = (m− 1)
[
A¯xˆm−2
]
II
· xˆI
≥ (m− 1)
(
A¯(xˆ)m−1
)
I
= (m− 1)
(
A(xˆ)m−1
)
I
> 0,
where we use ‘·’ to represent the matrix-vector product. Thus, it follows from
Theorem 2.1 that (Axˆm−1)′II is a nonsingular M-matrix. ⊓⊔
At the end of this section, we recall two important results on (1.3), which
guarantee that the solution set of the problem under consideration is nonempty.
Theorem 2.3 ([7]) Let A ∈ Tm,n be a nonsingular M-tensor and b ∈ R
n
++. Then,
the system Axm−1 = b has a unique positive solution.
Theorem 2.4 ([9]) Let A ∈ Tm,n be a nonsingular M-tensor and b ∈ R
n
+. Then, the
system Axm−1 = b has a nonnegative solution.
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3 Algorithm and Convergence Analysis
In this section, we are going to present a Newton-type method which can always
preserve the nonnegativity of the iterative sequence for the system (1.3) with a
nonsingular M-tensor A and a nonnegative right-hand side vector b. We will also
state that this algorithm is well-defined and converges to a solution of the system.
For notational convenience, we first define F : Rn → Rn by
F (x) = Axm−1 − b. (3.1)
Then, the system (1.3) is equivalent to F (x) = 0. Furthermore, we have
F ′(x) = (m− 1)A¯xm−2,
where A¯ is the corresponding semi-symmetric tensor, which satisfies (2.1), of the
tensor A.
Hereafter, we describe details of the new algorithm for solving the system (1.3)
in Algorithm 1.
Algorithm 1 (A Nonnegativity Preserving Algorithm for (1.3)).
1: Let x0 ∈ Rn+ satisfying F (x
0) ≥ 0 be a starting point. Choose δ1, δ2 ∈ (0, 1).
2: while ‖F (xk)‖ 6= 0 do
3: Let j ∈ [n] satisfying Fj(xk) = maxi∈[n]{Fi(x
k)}, Ik = {i : Fi(x
k) =
(
A(xk)m−1
)
i
−
bi > 0} \ {j} and I¯k = {ℓ : Fℓ(x
k) =
(
A(xk)m−1
)
ℓ
− bℓ = 0}.
4: Let xk+1
I¯k
:= xk
I¯k
5: Let d¯kj = −x
k
j .
6: for p = 0, 1, · · · do
7: Compute g(p) = Fj(xk1 , · · · , x
k
j−1, x
k
j + δ
p
1 d¯
k
j , x
k
j+1, · · · , x
k
n).
8: If g(p) ≥ 0, then let xk+1
j
:= xkj + δ
p
1 d¯
k
j and stop.
9: end for
10: Let dk ∈ Rn, where dk
I¯k
= 0, dkj = 0 and
dkIk = −
[
F ′(xk)
]−1
IkIk
[
F (xk)
]
Ik
. (3.2)
11: for q = 0, 1, · · · do
12: Comput G(q) = FIk (x
k + δq2d
k).
13: If G(q) ≥ 0, then let xk+1
Ik
:= xk
Ik
+ δq2d
k
Ik
and stop.
14: end for
15: end while
Remark 3.1 Notice that Algorithm 1 needs an initial point x0 satisfying x0 ∈ Rn+
and A(x0)m−1 ≥ b, which can not be guaranteed for an arbitrary x0 ∈ Rn+. For-
tunately, we can obtain such a starting point x0 for Algorithm 1 as follows. Let
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Γ be an index set with respect to zero components of b, i.e., Γ = {i : bi = 0, i =
1, 2, · · · , n}, and ǫ ∈ Rn with ǫi = 10
−3, i ∈ Γ and ǫj = 0, j /∈ Γ . By the nonsingu-
larity of the M-tensor A in (1.3), we can easily obtain a unique positive solution
(e.g., see [7]) of the following perturbed system:
Axm−1 = b+ ǫ. (3.3)
Clearly, the unique positive solution x˜ of (3.3) implies that Ax˜m−1 − b = ǫ ≥ 0.
Therefore, we can employ the state-of-art solvers (e.g., [7,10,11]) to find the unique
positive solution x˜ of (3.3) satisfying F (x˜) = ǫ ≥ 0 and let x˜ be a starting point
x0 of Algorithm 1.
Remark 3.2 Notice that Step 10 in Algorithm 1 is indeed a Newton step. It can be
easily seen from the definition of the index set Ik that the subproblem (3.2) is well
defined in the sense that
[
F ′(xk)
]
IkIk
is always a nonsingular matrix (see Lemma
3.1). If the scale of Ik is relatively small, we can directly compute the inverse of[
F ′(xk)
]
IkIk
and gainfully obtain the accurate solution of (3.2).
Next, we will present a convergence analysis of Algorithm 1, in addition to
showing that the proposed algorithm has some promising theoretical properties.
In what follows, we always suppose that A ∈ Tm,n is a nonsingular M-tensor.
Lemma 3.1 In Algorithm 1, for any k,
[
F ′(xk)
]
IkIk
is a nonsingular M-matrix.
Proof Let A¯ ∈ Tm,n be the corresponding semi-symmetric tensor of A. Then,
A(xk)
m−1
= A¯(xk)
m−1
and (A(xk)
m−1
)′ = (m− 1)A¯(xk)
m−2
. Thus,[
F ′(xk)
]
IkIk
= (m− 1)
[
A¯(xk)
m−2
]
IkIk
.
It follows from Lemma 2.2 that
[
F ′(xk)
]
IkIk
is a nonsingular M-matrix. ⊓⊔
Lemma 3.2 At the k-th iteration of Algorithm 1, let xkj (t) = x
k
j + td¯
k
j and g(t) =
Fj(x
k
1, · · · , x
k
j−1, x
k
j + td¯
k
j , x
k
j+1, · · · , x
k
n). Then, we have the following results:
(i). xkj (t) ≥ 0 for any t ∈ (0,1].
(ii). There exists a positive number t¯ ∈ (0,1] such that g(t) ≥ 0 for any t ∈ (0, t¯ ].
Proof (i). Since Fj(x
k) = (A(xk)m−1 − b)j > 0, clearly, we have x
k
j > 0. Then,
xkj (t) = x
k
j + td¯
k
j = (1− t)x
k
j ≥ 0 for any t ∈ (0,1].
(ii). First, we define
Fjj(x
k) := ∂Fj(x
k)/∂xj , (3.4)
where j is given in Step 3 of Algorithm 1. Then, from Lemma 2.2, we obtain that
Fjj(x
k) = (m− 1)
[
A¯(xk)
m−2
]
jj
> 0. (3.5)
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Since d¯kj = −x
k
j < 0, we have x
k
j + td¯
k
j < x
k
j for any t ∈ (0,1]. Let A :=
A¯(xk)m−2. Then, by a simple computation, we have g(0) = Fj(x
k) > 0 and
g′(t) = Fjj(x
k
1, · · · , x
k
j−1, x
k
j + td¯
k
j , x
k
j+1, · · · , x
k
n)d¯
k
j .
Hence,
g′(0) = Fjj(x
k)d¯kj = (m− 1)Ajj d¯
k
j < 0,
which implies that there exists a positive number t¯ ∈ (0,1] such that g(t) ≥ 0 for
any t ∈ (0, t¯ ]. ⊓⊔
Similar to Lemma 3.2, we have the following lemma.
Lemma 3.3 At the k-th iteration of Algorithm 1, let xk(λ) = xk + λdk and G(λ) =
FIk (x
k + λdk). Then, we have the following results:
(i). xk(λ) ≥ 0 for any λ ∈ (0, 1].
(ii). There exists a positive number λ¯ ∈ (0,1] such that G(λ) ≥ 0 for any λ ∈ (0, λ¯ ].
Proof (i). First, Lemma 3.1 tells us that
[
F ′(xk)
]
IkIk
is a nonsingular M-matrix,
which together with Theorem 2.1 implies that
[
F ′(xk)
]−1
IkIk
is a nonnegative ma-
trix. Thus, it immediately follows from (3.2) that dkIk < 0.
Let A := A¯(xk)m−2 and y := A(xk)m−1 for notational simplicity. By Definition
1.1 and Lemma 2.2, since AIkIk =
[
F ′(xk)
]
IkIk
is a nonsingular M-matrix, its
diagonal entries are positive and off-diagonal entries are non-positive. Thus, it
follows from (3.2) and Step 13 of Algorithm 1 that for any λ ∈ (0,1],
xkIk (λ) = x
k
Ik + λd
k
Ik = x
k
Ik −
λ
m− 1
(AIkIk )
−1 · (y − b)Ik
= (AIkIk )
−1 ·
(
AIkIk · x
k
Ik −
λ
m− 1
yIk +
λ
m− 1
bIk
)
≥ (AIkIk )
−1 ·
(
yIk −
λ
m− 1
yIk +
λ
m− 1
bIk
)
> 0.
Besides, both dkI¯k = 0 and d
k
j = 0 together with Lemma 2.2 lead to the truth that
xkI¯k∪{j}(λ) = x
k
I¯k∪{j}
≥ 0.
Then, for any number λ ∈ (0,1], we have xk(λ) ≥ 0.
(ii). First, for the convenience of notation, without loss of generality, we assume
that In consists of the first |In| elements in [n]. Then, for any i ∈ Ik we have
Gi(λ) = Fi(x
k(λ))
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= ai···i
(
xki (λ)
)m−1
+
∑
(i2,··· ,im) 6=(i,··· ,i)
aii2···imx
k
i2(λ) · · ·x
k
im(λ)− bi,
and
Fi(x
k) = ai···i
(
xki
)m−1
+
∑
(i2,··· ,im) 6=(i,··· ,i)
aii2···imx
k
i2 · · ·x
k
im − bi > 0.
Since A is a nonsingular M-tensor, all of its diagonal entries are positive and
off-diagonal entries are non-positive. Hence, we know that
ai···i
(
xki (λ)
)m−1
> 0 ,
∑
(i2,··· ,im) 6=(i,··· ,i)
aii2···imx
k
i2(λ) · · ·x
k
im(λ) ≤ 0.
and
ai···i
(
xki
)m−1
> 0 ,
∑
(i2,··· ,im) 6=(i,··· ,i)
aii2···imx
k
i2 · · · x
k
im ≤ 0,
What is more, we have xki (λ) < x
k
i . Then,
ai···i
(
xki (λ)
)m−1
< ai···i
(
xki
)m−1
, (3.6)
and at the same time,
∑
(i2,··· ,im) 6=(i,··· ,i)
aii2···imx
k
i2(λ) · · ·x
k
im(λ) ≥
∑
(i2,··· ,im) 6=(i,··· ,i)
aii2···imx
k
i2 · · ·x
k
im .
(3.7)
Hence, by adjusting the value of λ ∈ (0,1], we can guarantee that the sum of the
left-hand sides of (3.6) and (3.7) is nonnegative, i.e., we can find a suitable number
λ¯ ∈ (0,1] such that G(λ) ≥ 0 for any λ ∈ (0, λ¯]. ⊓⊔
Lemma 3.4 Algorithm 1 is well-defined. At the k-th iteration of Algorithm 1, we ob-
tain two nonnegative integers pk and qk such that
xk+1j := x
k
j + δ
pk
1 d¯
k
j ≥ 0, x
k+1
Ik
:= xkIk + δ
qk
2 d
k
Ik > 0, and x
k+1
I¯k
:= xkI¯k . (3.8)
Additionally, we have F (xk+1) ≥ 0.
Proof From Lemmas 3.2 and 3.3, there exist two nonnegative integers pk and qk
such that
xk+1j := x
k
j + δ
pk
1 d¯
k
j ≥ 0 and x
k+1
Ik
:= xkIk + δ
qk
2 d
k
Ik > 0.
Thus, Algorithm 1 is well-defined. Since d¯kj < 0 and d
k
Ik
< 0, we have
0 ≤ xk+1 ≤ xk.
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A is a nonsingular M-tensor, so all of its diagonal entries are positive and off-
diagonal entries are non-positive. We obtain the following:

FI¯k (x
k+1) ≥ FI¯k (x
k) = 0,
Fj(x
k+1) ≥ Fj(x
k
1, · · · , x
k
j−1, x
k+1
j , x
k
j+1, · · · , x
k
n) ≥ 0,
FIk (x
k+1) ≥ FIk (x
k
I¯k
, xkj , x
k+1
Ik
) ≥ 0.
Hence, we conclude F (xk+1) ≥ 0. ⊓⊔
Lemma 3.5 In Algorithm 1, for any k, we always have Jk ⊆ Jk+1, where Jk := {j :
Fj(x
k) = 0, xkj = 0}.
Proof For any i ∈ Jk, we have xki = 0 and Fi(x
k) = 0, that is,
ai···i(x
k
i )
m−1 +
∑
(i2,··· ,im) 6=(i,··· ,i)
aii2···imx
k
i2 · · ·x
k
im − bi = 0.
Since A is a nonsingularM-tensor, its diagonal entries and off-diagonal entries are
positive and non-positive, respectively. Combining this with the fact that xk ≥ 0
and xki = 0, we can obtain that bi = 0. From Lemma 3.4 we know that 0 ≤ x
k+1 ≤
xk and F (xk+1) ≥ 0. Then, xk+1i = 0, and
Fi(x
k+1) = ai···i(x
k+1
i )
m−1 +
∑
(i2,··· ,im) 6=(i,··· ,i)
aii2···imx
k+1
i2
· · ·xk+1im − bi
=
∑
(i2,··· ,im) 6=(i,··· ,i)
aii2···imx
k+1
i2
· · ·xk+1im ≥ 0.
Thus we have
∑
(i2,··· ,im) 6=(i,··· ,i)
aii2···imx
k+1
i2
· · · xk+1im = 0, that is, Fi(x
k+1) = 0,
which, together with xk+1i = 0, implies that i ∈ J
k+1. Then, Jk ⊆ Jk+1. ⊓⊔
Theorem 3.1 The sequence {xk} generated by Algorithm 1 is a decreasing sequence:
0 ≤ xk+1 ≤ xk for all k, and xk → x∗ as k →∞, where x∗ ∈ Rn+. In particular, if bi,
i ∈ [n], is positive, then x∗i is also positive.
Proof From Lemma 3.4, we know that 0 ≤ xk+1 ≤ xk and F (xk) ≥ 0 for each k.
Hence, the sequence {xk} is a decreasing sequence. Moreover, because xk ≥ 0 for
all k, the sequence {xk} is lower bounded, which implies that there exists a vector
x∗ ∈ Rn+ such that, as k →∞, x
k → x∗ and A(x∗)m−1 ≥ b.
If bi, i ∈ [n], is positive, now we will show that x
∗
i is also positive. Assume on the
contrary that x∗i is zero. Since A is a nonsingular M-tensor, all of its off-diagonal
entries are non-positive. Thus,
(
A(x∗)m−1 − b
)
i
=
n∑
i2,··· ,im=1
aii2···imx
∗
i2 · · ·x
∗
im − bi < 0,
which is a contradiction. Hence, x∗i is positive. ⊓⊔
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Theorem 3.2 Let x∗ be the limit point of {xk} generated by Algorithm 1. Then, x∗
is a solution of F (x) = 0.
Proof Suppose on the contrary, the limit point x∗ is not a solution of the equation
F (x) = 0. Let
I∗ = {i :
(
A(x∗)m−1
)
i
− bi > 0} and I¯
∗ = {j :
(
A(x∗)m−1
)
j
− bj = 0}.
Suppose Fi(x
∗) = maxj∈I∗{
(
A(x∗)m−1
)
j
− bj}. Let d¯
∗
i = −x
∗
i and
gi(t) = Fi(x
∗
1, · · · , x
∗
i−1, x
∗
i + td¯
∗
i , x
∗
i+1, · · · , x
∗
n).
Let Fii(x
∗) be defined by (3.4). From (3.5), we have Fii(x
∗) > 0. Hence,
g′i(0) = Fii(x
∗)d¯∗i < 0 and gi(0) > 0.
Therefore, there exists a t¯ ∈ (0,1) such that gi(t) > 0 for all t ∈ (0, t¯ ]. This implies
that there exists a nonnegative integer p∗ such that
Fi(x
∗
1, · · · , x
∗
i−1, (1− δ
p∗
1 )x
∗
i , x
∗
i+1, · · · , x
∗
n) > 0.
Hence, there exists a small neighbourhood N(x∗, ǫ), ǫ > 0, of x∗ such that for any
x ∈ N(x∗, ǫ), we have Fi(x1, · · · , xi−1, (1− δ
p∗
1 )xi, xi+1, · · · , xn) > 0. Since x
∗ is the
limit point of the sequence {xk} generated by Algorithm 1, for all sufficiently large
k,
Fi(x
k
1, · · · , x
k
i−1, (1− δ
p∗
1 )x
k
i , x
k
i+1, · · · , x
k
n) > 0.
Thus, we obtain that
xk+1i = (1− δ
pk
1 )x
k
i ≤ (1− δ
p∗
1 )x
k
i
holds for all sufficiently large k. Therefore, x∗i ≤ (1 − δ
p∗
1 )x
∗
i . Since x
∗
i > 0, this
contradiction implies that the limit point x∗ is a solution of F (x) = 0. ⊓⊔
For the system (1.3) equipped with a nonnegative but not positive vector b,
Theorem 3.2 shows our proposed algorithm is always globally convergent, however
it is unclear, to our knowledge, whether or not the existing algorithms such as
the ones in [10,11] have this convergence property. In the next section, we will
report our numerical results to show our proposed algorithm is efficient when the
right-hand side is nonnegative but not positive.
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4 Numerical Experiments
In this section, we will show the numerical performance of Algorithm 1 (denoted
by ‘NPA’) on the multilinear system (1.3) by implementing it in Matlab. Apart
from this, we will also compare our proposed algorithm with the homotopy method
(denoted by ‘HM’) proposed by Han in [10], whose code can be downloaded from
Han’s homepage1, the globally and quadratically convergent algorithm (denoted by
‘QCA’) proposed by He et al. in [11], and the Matlab script in the optimization
toolbox ‘lsqnonlin’ (denoted by ‘NLSQ’), which is devoted to finding solutions
of nonlinear least square problems. An updated version of NLSQ has been used
in [4] to solve general multilinear systems. All numerical experiments are done in
Matlab R2014a on a workstation computer with Intel(R) Xeon(R) CPU E5-2630
@2.20GHz and 128 GB memory running Microsoft Windows 10. Throughout, we
employ the tensor toolbox [1] to compute tensor-vector products as well as semi-
symmetrization of tensors.
The main contribution of the paper is a nonnegativity preserving algorithm
customized for the multilinear system with a nonnegative but not positive right-
hand side b. Correspondingly, we will show that Algorithm 1 is reliable for the
case with a nonnegative vector b, while HM [10], QCA [11] and NLSQ may not
produce a nonnegative (especially sparse) solution in some scenarios.
Algorithm 1 was implemented as follows. Given a starting point x0, if F (x0) ≥
0, then generate a decreasing sequence {xk} by Algorithm 1 directly. If the condi-
tion F (x0) ≥ 0 is not satisfied, we first obtain a point x˜ by QCA in [11] such that
F (x˜) ≥ 0 and then generate a decreasing sequence {xk} by Algorithm 1 starting
from x˜ (see details in Remark 3.1). We notice that Steps 6-9 and 11-14 of Algo-
rithm 1 are simplest Armijo line search procedures. In our experiments, we set
δ1 = 0.2 and δ2 = 0.5 to update the next iterate x
k+1. Additionally, the subprob-
lem (3.2) is a dimensionality reduced linear system, where the coefficient matrix
[F ′(xk)]IkIk is always a nonsingular M-matrix. So, we will solve such a subprob-
lem directly by the ‘left matrix divide: \’ (the multiplication of the inverse of
a matrix and a vector) if the dimension n is strictly less than 20, i.e., n < 20;
otherwise, we solve the well-defined subproblem (3.2) by the Matlab script ‘pcg’
(preconditioned conjugate gradient method) as used in [11].
The same as the algorithms proposed in [10] and [11], we solve the scaled
system
A˜xm−1 = b˜
of the original one when comparing the three algorithms, where A˜ = 1κA, b˜ =
1
κ b
and κ is the largest absolute value among the values of the entries of A and b.
1 http://homepages.umflint.edu/∼lxhan/software.html
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Besides, as used (suggested) in [10,11], the stopping criterion for HM, QCA, and
NPA is defined by
ReErr := ‖A˜(xk)m−1 − b˜‖2 ≤ Tol, (4.1)
here Tol > 0 is a preset tolerance. For the parameters of QCA, we follow the
settings as used in [11], i.e., δ = 0.5, γ = 0.8, σ = 0.2, and t¯ = 2/(5γ). In the
following, we will show the efficiency of NPA for finding a nonnegative solution to
(1.3) through experiments with synthetic data.
Example 4.1 This example is a modified version of Example 1.1 in Introduction.
Here, we use the same tensorA described in Example 1.1. Clearly, (i). when we take
the right-hand side vector b as b = (0, ζ3)⊤, where ζ is a nonnegative number, the
resulting multilinear system has two solutions (0, ζ)⊤ and (2ζ, ζ)⊤; (ii). when we
set the right-hand side vector b as b = (ζ3, 0)⊤, it then has only one solution (ζ, 0)⊤
to the multilinear system. In our experiments, we consider the aforementioned two
scenarios and take ζ = 2.
As shown in Example 4.1, the multilinear system with a nonnegative but not
positive right-hand side vector b has an analytic nonnegative solution with zero
components. We will use this example to show that our NPA can successfully find
a nonnegative but not positive solution, while HM, QCA and NLSQ may obtain a
fully positive solution. Since this problem is extremely simple, we solve the original
system without scaling technique and use the similar stopping criterion defined in
(4.1) with Tol = 10−10 for all methods. For the both scenarios, i.e., b = (0,23)⊤
and b = (23, 0)⊤, we test three different initial points x0 for the three methods, re-
spectively. All results are listed in Tables 1 and 2, where ‘−’ means that a method
fails to find a solution because either the subproblem approaches to a singular
linear system subproblem or the number of iterations exceeds the preset maxi-
mum iteration 2000, ‘iter’ denotes the number of iterations, ‘time’ represents the
computing time in seconds and ‘solution’ corresponds to an approximate solution
obtained by a method.
Table 1: Numerical results for Example 4.1: (i). b = (0,23)⊤.
x0 = (0, 20)⊤ x0 = (20, 0.001)⊤ x0 = (20, 20)⊤
Alg. iter / time / solution iter / time / solution iter / time / solution
HM – / – / – 27 / 0.41 / (4.0, 2.0)⊤ 13 / 0.16 / (4.0, 2.0)⊤
QCA – / – / – 51 / 0.47 / (4.0, 2.0)⊤ 42 / 0.38 / (4.0, 2.0)⊤
NPA 40 / 0.64 / (0.0, 2.0)⊤ 1 / 0.31 / (0.0, 2.0)⊤ 1 / 0.27 / (0.0, 2.0)⊤
NLSQ 10 / 0.56 / (0.0, 2.0)⊤ 9 / 0.11 / (4.0, 2.0)⊤ 17 / 0.27 / (0.0, 2.0)⊤
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Table 2: Numerical results for Example 4.1: (ii). b = (23, 0)⊤.
x0 = (0.001, 20)⊤ x0 = (20, 0)⊤ x0 = (20, 20)⊤
Alg. iter / time / solution iter / time / solution iter / time / solution
HM 13 / 0.36 / (2.000, 0.000)⊤ – / – / – 13 / 0.23 / (2.0, 0.0)⊤
QCA – / – / – – / – / – – / – / –
NPA 30 / 0.80 / (2.000, 0.000)⊤ 40 / 0.64 / (2.000, 0.000)⊤ 30 / 0.77 / (2.0, 0.0)⊤
NLSQ 22 / 0.52 / (2.002, 0.003)⊤ 19 / 0.17 / (2.001, 0.002)⊤ – / – / –
Notice that both HM [10] and QCA [11] took their starting points as x0 =
b1/(m−1) in their numerical experiments. In fact, such a positive initial point can
ensure that their subproblems are nonsingular in the iterative procedure. However,
if we take a nonnegative but not positive initial point x0, it seems from Tables 1 and
2 that both HM and QCA are no longer valid, while NPA produces a nonnegative
solution with zero components. If we take a fully positive initial point, it can be
seen from Table 1 that HM, QCA and NLSQ may find a fully positive solution
when the multilinear system has multiple nonnegative solutions including at least
one fully positive solution. Interestingly, we can observe from Table 2 that HM
and NPA can successfully obtain a nonnegative solution with zeros when taking a
fully positive starting point. Thus, we guess empirically that HM is also available
to find the nonnegative solution by setting an appropriate positive starting point
when the multilinear system has a unique nonnegative solution. However, HM may
fail to find a desired nonnegative solution if the system has one more fully positive
solution. Promisingly, the proposed NPA works well with different initial points
for Example 4.1. Comparatively speaking, the proposed NPA seems more robust
on finding nonnegative solutions when starting with different initial points.
Below, we consider some higher order sparse nonsingular M-tensors, which
are generated randomly as follows. We first randomly generate a sparse nonnega-
tive tensor B ∈ Tm,n, whose 80% components are zeros and others are uniformly
distributed in (0,1). Then, by setting ω = 0.1 in
s = (1 + ω) ·max
i∈[n]

 n∑
i2,··· ,im=1
bii2···im


and letting A := sI − B, we can see that A is a nonsingular M-tensor since
ρ(B) ≤ max
i∈[n]

 n∑
i2,··· ,im=1
bii2···im

 ,
and s > ρ(B). For the vector b, we first generate a sparse vector x∗ = sprand(n, 1, 0.4)
by the Matlab script ‘sprand’, where 0.4 controls the number of zero components,
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and then let b = A(x∗)m−1 ∈ Rn+. Therefore, we can always ensure that the result-
ing multilinear system has at least one nonnegative but not positive solution.
In this test, we use x0 = (1,1, · · · , 1)⊤ and Tol = 10−10 to be the starting points
and tolerance for all methods, respectively. Here, we only plot the convergence
curve of NPA on this example in Fig. 1 to further support our conjecture (i.e.,
linear convergence rate behaviour of NPA). Moreover, we compare the approximate
solutions obtained by all methods with the known true solution of the multilinear
system in Fig. 2.
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NPA: (m,n)=(5,20)
Fig. 1: Evolutions of the residue defined by ReErr in (4.1) with respect to the
number of iterations. The convergence curve implies that NPA may be linearly
convergent.
It can be easily seen from Figs. 1 and 2 that NPA can return a sparse nonnega-
tive solution to the multilinear system. The convergence curves in Fig. 1 show that
NPA seems to be linearly convergent. Moreover, Fig. 2 show that NPA can per-
fectly find a nonnegative sparse solution to the multilinear system under test. For
the case (m,n) = (4, 20), we can see that HM and NLSQ return a relatively lower
quality solution. Hence, the promising nonnegativity preserving property of NPA
might be helpful to algorithmic design for sparse nonnegative tensor equations
studied in [15,21], which is also one of our future research topics.
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Fig. 2: Comparison on the solutions recovered by the methods.
Finally, we further test a 3-rd order higher dimension case with nonnegative b,
where we generate sparse data in a similar way used in Figs. 1 and 2, i.e., tensor
B ∈ Tm,n is sparse with 60% zeros and the nonnegative b is generated by Matlab
script ‘b=sprand(n, 1, 0.4)’. As shown in Table 2, QCA is not valid for the case
where b is nonnegative with zeros. Therefore, we only compare HM, NPA, and
NLSQ. Since the randomness of B and b, we randomly generate 100 groups of the
data and report the numerical performance of HM, NPA, and NLSQ in Fig. 3. In
our experiments, we take x0 = (10, · · · , 10)⊤ and Tol = 10−8 and the maximum
iteration being 500 for all methods. For the rate reported in Fig. 3, it can be
regarded that the problem is successfully solved if the residue defined by (4.1) is
less than 10−5; otherwise, it can be regarded as failure. Moreover, we regard a
component of an approximate solution as zero if the value of the component is less
than 10−5; otherwise, it is a nonzero (positive) component.
It is clear from Fig. 3 that HM, NPA, and NLSQ can successfully find a solution
to (1.3) with a nonnegative vector b. However, both HM and NLSQ only obtain
positive solutions to the problem. In this case, if ones were concerned about sparse
solutions to (1.3), results here show that NPA seems the most reliable solver.
Moreover, the right two standard error bars in Fig. 3 show that NPA takes less
computing time to find a (sparse) solution than both HM and NLSQ, even though
NPA requires more iterations. From this point, we think that the proposed NPA
is efficient for the problem under consideration.
According to the results reported in this section, we can draw the conclusion
that, compared to HM [10], QCA [11], and NLSQ (‘lsqnonlin’), the proposed
NPA (Algorithm 1) has its own advantages, i.e., it can be applied to a wider
range of cases. In particular, when the multilinear system has multiple nonnegative
solutions, and if our purpose is to get a solution as sparse as possible, the proposed
algorithm may be a better candidate solver to achieve this goal.
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Fig. 3: Comparison for general cases of (1.3) ((m,n) = (3,200)) with nonnegative
b. (i) The top left subplot corresponds to success rate and failure rate, and the
bottom left subplot corresponds to the rate of different types (nonnegative sparse
[#zeros≥ n3 ], nonnegative with zeros [0 <#zeros<
n
3 ], fully positive [#zeros= 0],
and negative) of solutions; (ii) The right two subplots are the standard error bar
on iterations and computing time.
5 Conclusion
In this paper, we mainly studied the multilinear system in the form of (1.3).
We showed that the multilinear system, whose coefficient tensor is a nonsingular
M-tensor and right-hand side vector is nonnegative, always has a nonnegative so-
lution, but the solution may not be unique. Aiming at this case, we proposed a
Newton-type algorithm that can perfectly preserve the nonnegativity of the iter-
ative sequence. Moreover, we show that a nonnegative decreasing sequence gener-
ated by our proposed algorithm converges to a nonnegative solution of the system
under consideration. By numerical experiments, we stated that our method is ef-
ficient and it has advantages over some existing algorithms: when the right-hand
side is nonnegative but not positive, our proposed algorithm can still output a
nonnegative solution of the system, while the others may not produce a nonneg-
ative solution. In the future, we will try to analyze the convergence rate of the
proposed algorithm and apply it to real-life sparse problems.
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