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RESUME 
La vision tubulaire est une déficience visuelle dans 
laquelle seul le champ central de la vision est préservé. 
Elle génère de grandes difficultés dans la vie quotidienne, 
notamment lorsqu’il s’agit de repérer un objet d’intérêt 
dans l’environnement. Des informations tactiles, considé-
rées comme discrètes, personnelles et peu invasives, 
peuvent permettre d’améliorer le comportement de 
recherche visuelle. Dans cette étude, nous avons conçu 
quatre techniques tactiles permettant de localiser un point 
spécifique dans l’espace. Les stimulations tactiles étaient 
soit un seul stimulus soit un train de stimuli transmis dans 
un système de coordonnées cartésien ou polaire. Les 
quatre techniques ont été comparées dans une tâche 
d’orientation de la tête. La plus efficace des techniques a 
été évaluée avec une tâche de recherche visuelle dans un 
environnement virtuel complexe. L’évaluation impliquait 
dix sujets avec un champ visuel artificiellement restreint à 
10°, et un sujet avec une vision tubulaire due à un 
glaucome. Notre dispositif d’assistance a significa-
tivement amélioré l’efficacité de la recherche visuelle 
d’un facteur trois. Le dispositif pourrait être facilement 
intégré dans des lunettes intelligentes et détecter des cibles 
d’intérêt, soit sur demande, soit de façon automatique (par 
ex. les obstacles potentiels), facilitant ainsi, la recherche 
visuelle et la perception spatiale de l’environnement. 
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ACM Classification Keywords 
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INTRODUCTION 
La rétinite pigmentaire et le glaucome sont des affections 
dégénératives de la rétine. Ces deux affections conduisent 
à une perte progressive du champ visuel et éventuellement 
à la cécité [22]. Ces affections, actuellement incurables,
commencent par détériorer la vision périphérique et 
causent ce que l’on appelle la vision « tubulaire » ou « en 
tunnel ». Pour comprendre ce qu’est une vision tubulaire, 
il faut imaginer regarder à travers un tuyau, le champ 
visuel est alors réduit à quelques degrés d’angle. Il peut y 
avoir d’autres symptômes associés comme une gêne 
visuelle importante dans la pénombre (héméralopie) ou 
une adaptation plus lente aux changements de luminosité. 
La vision tubulaire a d’importantes conséquences sur la 
recherche visuelle [38,46], et par conséquent l'autonomie 
des patients [25]. Par exemple des tâches usuelles comme 
trouver un produit sur une étagère ou rechercher un ami 
dans une foule, deviennent très difficiles et chronophages
quand la complexité visuelle de l’environnement s’accroît
[49]et que le champ visuel de l’utilisateur est dégradé[34]. 
ETAT DE L’ART
De nombreuses technologies ont été conçues pour 
améliorer la recherche visuelle et la perception de l’espace 
chez des personnes avec un champ visuel limité. Certaines 
sont basées sur les capacités visuelles résiduelles, mais 
d’autres sont dépendantes des modalités auditives et 
tactiles. Des dispositifs spécifiques à la vision tubulaire 
ont été élaborés afin d’assister la localisation de cibles qui 
sont hors du champ visuel. Certains dispositifs s’appuient 
sur le champ visuel résiduel et reposent sur une projection 
de l’information présente dans la partie aveugle dans ce 
champ résiduel. Une première possibilité consiste à com-
presser l’information visuelle avec une « minification » 
optique [32,33]. D’autres dispositifs utilisent un prisme 
qui dévie l’information visuelle dans le champ visuel 
résiduel [50]. Dans plusieurs dispositifs basés sur la réalité 
augmentée, une information visuelle spécifique (par ex. la 
détection de contours) peut être superposée dans la partie 
intacte du champ visuel [48]. Dans tous ces cas, le champ 
visuel résiduel est surchargé avec plus d’informations 
visuelles, ce qui détériore l’acuité visuelle, perturbe
l’exploration visuelle, et déforme la relation spatiale entre 
les objets [19]. Tous ces inconvénients peuvent avoir un 
impact important sur la recherche visuelle [7]. 
Des technologies d’assistance basées sur l’audition ont 
aussi été proposées. Les systèmes de substitution 
sensorielle convertissent toute une scène visuelle en 
signaux auditifs (ex. « the vOICe »). Ils peuvent fournir à
l’utilisateur suffisamment d’informations pour une tâche 
de locomotion, de localisation ou de pointage [1].
Cependant, même une tâche simple de pointage requiert 
beaucoup de temps et d’attention. De plus, les sons 
naturels de l’environnement, ont un rôle important dans de 
nombreuses tâches de la vie quotidienne. Les personnes 
déficientes visuelles sont donc réticentes à encombrer leur 
système auditif avec des informations additionnelles.  
La substitution sensorielle a aussi été proposée en utilisant 
la modalité tactile. Dans ces systèmes, le principe consiste 
à transformer l’image provenant d’une caméra en un
ensemble de signaux tactiles appliqués sur la langue ou 
l’abdomen [2,3]. Plusieurs expériences réalisées en 
condition de laboratoire montrent qu’il est par exemple 
possible de reconnaître des formes géométriques. 
Cependant, après quarante ans de recherches sur la 
substitution sensorielle, aucun dispositif n’est utilisable 
dans des conditions écologiques [36]. De plus, ils ne sont 
pas utilisables pour localiser un objet spécifique dans des 
scènes naturelles pouvant être surchargées. 
Plutôt que de substituer toute une scène visuelle, les 
dispositifs d’assistance peuvent être utilisés pour localiser 
précisément une cible ou un point d’intérêt dans la scène
[5]. Dans le cas d’un utilisateur avec une vision tubulaire, 
il est possible de guider le regard ou la main vers une 
région spécifique dans l’environnement. Par exemple, il 
est possible de faciliter le pointage vers une cible grâce à 
des sons binauraux en fournissant à l’utilisateur l’azimut 
et l’élévation de la cible [12,31]. Cependant, comme 
mentionné précédemment, les informations auditives 
additionnelles interfèrent avec les sons de 
l’environnement, ce qui réduit leur utilisabilité et peut 
masquer un danger potentiel [27].
Dans cette étude, nous avons conçu un dispositif tactile,
privé et peu intrusif, permettant de localiser des cibles 
spécifiques dans l’espace. Après un état de l’art sur les 
dispositifs tactiles, nous décrivons nos choix de 
conception, ainsi que les différentes expériences que nous 
avons menées dans le but d’améliorer la localisation de 
cibles périphériques. Ces expériences ont été réalisées 
avec un simulateur de vision tubulaire dans lequel le 
champ visuel a été restreint artificiellement. Dans la 
dernière expérience, le dispositif a été testé avec un sujet 
atteint d’un glaucome. 
DISPOSITIFS TACTILES POUR LA PERCEPTION 
SPATIALE 
Les stimulations tactiles ne sont pas en compétition avec 
le traitement de stimuli auditifs ou visuels écologiques. De 
plus, elles permettent de réaliser des discriminations 
spatiales et temporelles avec des performances excellentes 
[21]. Les dispositifs tactiles ont été utilisés dans un grand 
nombre d’applications concernant le guidage, la 
navigation, la notification, les alertes, etc. Par exemple, 
Boll et ses collaborateurs ont utilisé un dispositif tactile 
sur le poignet ou le torse dans le but d’assister la 
navigation et le guidage [24,26]. Les dispositifs tactiles 
peuvent aussi servir de détecteur d’obstacle afin de 
prévenir toute collision pendant un déplacement [9]. Des 
travaux antérieurs ont également porté sur la localisation 
d’une cible spécifique dans l’environnement. Dans ce 
domaine, deux types d’indices ont été décrits par Lehtinen 
et al. ([35]) : les indices que nous appellerons de guidage
(« guiding » cues) et d’anticipation (« preview » cues).
Les indices de guidage fournissent une information 
continue de l’erreur entre la cible et la partie mobile du 
corps, généralement la main. Les indices de guidage 
peuvent inciter l’utilisateur à porter attention à une 
position précise dans l’espace, ce qui est particulièrement 
utile quand la cible est cachée dans une scène très 
fortement encombrée [15,16,35,45]. Par exemple, 
Lehtinen et al. ont placé deux vibreurs dans la paume et 
deux sur le dos de la main des utilisateurs [35]. La main 
des utilisateurs était alors continuellement guidée vers une 
lettre B parmi un ensemble de lettres P distractives. Avec 
le guidage tactile, ils ont observé une réduction 
significative du temps nécessaire pour trouver la lettre B. 
Cependant, les sujets admettaient « se concentrer d’abord 
sur le signal tactile » puis « sauter avec le regard vers la 
zone indiquée». Ce faisant, les sujets ont ignoré le guidage 
tactile continu. Ils ont plutôt utilisé le signal tactile comme 
un indice d’anticipation avant de commencer la recherche 
visuelle dans une région déterminée de l’espace. De plus, 
ils ont mentionné ne pas être convaincus que le guidage 
soit utile après avoir commencé la recherche. Par 
conséquent, il semblerait que les indices de guidage soient 
moins pertinents que les indices d’anticipation. Les 
indices d’anticipation indiquent la direction ou la partie de 
l’espace à atteindre avant qu’une quelconque partie du 
corps ne bouge. Les indices d’anticipation n’accroissent 
pas la charge cognitive, notamment pendant la phase 
d’exploration. Ceci est particulièrement important durant 
une recherche visuelle complexe, et d’autant plus pour les 
personnes avec une vision tubulaire. 
Les indices d’anticipation ont déjà été utilisés dans une 
tâche de recherche visuelle [29,37,44]. Les expériences 
ont montré une réduction significative du temps de 
recherche. Malheureusement, elles ont été utilisées pour 
fournir des informations de directions imprécises (par ex. 
« dans le coin en haut à gauche »), et de surcroît dans un 
espace non surchargé. Ainsi, la question demeure : les 
dispositifs tactiles peuvent-ils assister des personnes 
déficientes visuelles, et plus particulièrement celles avec 
une vision tubulaire, afin de trouver une cible spécifique 
dans l’environnement ? Dans ce cas, les indices d’antici-
pation doivent indiquer une portion précise de l’espace, 
suffisamment proche de la cible d’intérêt pour que celle-ci 
se retrouve directement dans le champ visuel résiduel.
Dans cette étude, nous avons conçu et comparé plusieurs 
types d’indices tactiles d’anticipation (exp. 1). Nous avons 
ensuite utilisé le plus efficace et le plus satisfaisant dans 
une tâche de recherche visuelle avec des sujets voyants sur 
lesquels le champ visuel était artificiellement réduit (exp. 
2). Nous avons finalement validé ce résultat avec un 
patient atteint de glaucome et présentant un déficit visuel 
important (exp. 3). 
EXP 1 : CONCEPTION ET COMPARAISON D’INDICES 
TACTILES PERMETTANT DE LOCALISER UNE CIBLE 
PERIPHERIQUE 
Conception du code tactile 
Dans cette première expérience, nous avons conçu et 
comparé quatre codes tactiles (tacton [5] et référentiel) 
permettant de localiser une cible dans l’environnement. La 
conception du dispositif tactile permettant d’accélérer une 
tâche de recherche visuelle est détaillée dans la seconde 
expérience. 
Référentiel et système de coordonnées 
Dans un dispositif d’assistance à la localisation de cibles 
visuelles, les caméras sont indispensables. Elles peuvent 
être facilement montées sur des lunettes, et peuvent être 
utilisées pour localiser des cibles spécifiques dans une 
scène visuelle. Le système peut aussi intégrer un 
accéléromètre pour compenser une faible résolution 
temporelle de la caméra et procurer la position des cibles 
malgré les déplacements de la tête (voir [30] par ex).
Le plus logique des référentiels pour guider le regard vers 
la cible est celui des yeux avec comme origine, la fovéa. 
En supposant que la cible ait été localisée par la caméra 
attachée à la tête, et que la position des yeux dans l’orbite 
soit connue grâce à un oculomètre portable, l’indice tactile 
peut alors directement indiquer l’erreur entre la fovéa et la 
cible. Cependant, les oculomètres portables sont chers et 
doivent être fréquemment calibrés. Comme les yeux et la 
tête sont synchronisés pendant les mouvements du regard 
[42], la tête peut être un référentiel plus pertinent pour 
assister la recherche visuelle. En effet, cela repose unique-
ment sur la présence de la caméra montée sur les lunettes.
Les indices de guidage peuvent alors directement indiquer 
l’erreur entre la position de la tête et la position de la cible 
dans l’image sans aucune transformation de coordonnées.
La localisation d’une cible dans l’espace repose sur trois 
coordonnées, à savoir l’azimut, l’élévation et la 
profondeur (ou distance). Cependant la profondeur entre 
l'utilisateur et la cible n’est pas obligatoire pour la
recherche visuelle. En effet, quand la cible est localisée 
dans le plan de l’image de la caméra, seules deux 
coordonnées (azimut et élévation) suffisent pour amener le 
champ visuel en face de la cible. Dans le but de 
transmettre ces deux coordonnées, nous avons évalué 
deux systèmes de coordonnées (SC) différents, cartésien 
et polaire, ancrés sur la tête. 
Dans le système cartésien, la position de la cible était 
décomposée en deux indices tactiles successifs dépendant 
de l’orientation de la tête. L’azimut (axe horizontal) était 
présenté en premier, suivi de l’élévation (axe vertical). 
Dans le système polaire, l’azimut et l’élévation de la cible 
étaient convertis en deux stimulations successives 
représentant un angle et une distance radiale (cf. Figure 1). 
Codage des tactons 
Comme mentionné précédemment, les indices 
d’anticipation ne guident pas progressivement vers une 
cible. Après une brève stimulation, l’utilisateur doit être 
capable d’estimer la position de la cible avec une bonne 
précision. Si la stimulation n’est pas suffisamment 
explicite, l’utilisateur devra redemander les indices, ce qui 
n’est pas utilisable. Par conséquent, l’indice tactile doit 
être aussi bref que possible et permettre d’accélérer la 
phase suivante de recherche visuelle. Nous avons évalué 
deux codes tactiles différents (cf. Figure 1).
Le premier est basé sur une seule vibration de durée 
variable correspondant à la grandeur de la coordonnée 
transmise. La durée maximale est de 1,5 secondes. Le 
choix de cette durée était basé sur des pré-tests succincts, 
non-détaillés ici, qui indiquaient que la discriminable était 
possible avec cette durée, et qu’une durée plus longue 
semblait gênante pour les utilisateurs. La durée maximale 
de 1,5 secondes correspondait à un azimut ou une 
élévation maximums de 45°.
Dans le second code, une coordonnée est définie comme 
un train (une séquence) de courtes pulsations de 200 ms 
séparées entre elles par 100 ms. Le nombre de pulsations 
dans le train correspond à la zone cible dans l’espace 
frontal, avec chaque pulsation indiquant une zone de 9°.
Le train comporte cinq pulsations au maximum, 
correspondant au même maximum de 45°. 
Ces deux codes tactiles ont été évalués dans les deux 
systèmes de coordonnées décrits précédemment. Par 
conséquent, nous avons évalué quatre techniques notées:
stimulus continu dans un SC Cartésien (C/Si), train de 
pulsations dans un SC Cartésien (C/Tr), stimulus continu 
dans un SC Polaire (P/Si) et train de pulsations dans un 
SC Polaire (P/Tr). 
Position du dispositif tactile 
Les dispositifs tactiles peuvent être placés sur différentes 
parties du corps humain. Afin d’assister la recherche 
visuelle, une solution serait de placer un dispositif tactile 
Figure 1 : Codage tactile d’une même cible (point rose) 
avec quatre techniques différentes. Deux codes tactiles ont 
été utilisés : le stimulus continu (A,B) et le train de 
pulsations (C,D). Les coordonnées de la cible sont 
transmises dans les SC cartésien (A,C) ou polaire (B,D). Les 
deux coordonnées sont rendues par deux stimulations 
successives (S1, S2) représentées avec des barres grises. 
Dans cette expérience, la position de la cible était choisie de 
façon pseudo-aléatoire dans toute la zone bleue.
autour des yeux. La correspondance entre la stimulation et 
la direction souhaitée regard serait probablement très 
intuitive. Cependant, la sensibilité tactile sur le visage est 
très importante. Le dispositif tactile pourrait rapidement 
provoquer une irritation. De plus, tous les sujets interrogés 
étaient réticents à porter un dispositif sur le visage. 
Les indices directionnels sont le plus souvent transmis par 
des dispositifs tactiles attachés à une ceinture, sur le dos 
ou sur les mains. La ceinture est une solution à la fois 
élégante et non-intrusive pour transmettre l’azimut 
[14,26], mais pas pour l’élévation. Le dos et le torse 
présentent une importante surface tactile, ce qui permet 
d’y placer un nombre important de vibreurs. Les 
premières études ont utilisé des vibreurs placés sur une 
chaise dans le but de transmettre des indices d’anticipation
sur le dos [29,37]. Ce dispositif n’était pas mobile ce qui 
en limitait l’usage. Plus récemment, les vibreurs ont été 
placés dans des gilets [13], ce qui peut freiner 
l’acceptabilité du dispositif d’assistance. 
La main est souvent utilisée [15,16,35,45], ce qui est 
évidemment un avantage quand un mouvement de celle-ci
est requis. En effet, cela évite de transformer les 
coordonnées entre le capteur et l’effecteur, et par 
conséquent facilite les tâches de pointage. Cependant, les 
dispositifs qui sont placés dans la paume de la main 
posent des problèmes de préhension et de manipulation. 
Le dos de la main ou le poignet sont de bonnes 
alternatives. Le poignet peut offrir une discrimination 
efficace des stimuli [10,40]. Contrairement au dos et à la 
hanche, le poignet est impliqué dans le processus visuo-
moteur permettant la coordination œil-main [23]. Un autre 
argument pour fixer le dispositif tactile au poignet est 
l’arrivée des « smartwatchs » dans la communauté des 
déficients visuels. Ces dispositifs possèdent des vibreurs 
pouvant être activés à distance (par ex. en Bluetooth). Si 
nécessaire, des vibreurs additionnels peuvent être attachés 
au bracelet de la montre. 
Évaluation expérimentale 
Nous avons évalué l’utilisabilité des quatre techniques 
dans une tâche d’orientation de la tête. Les sujets portaient 
un casque de réalité virtuelle fournissant un champ visuel 
restreint à dix degrés et un vibreur attaché au poignet (cf. 
Figure 2A). Pour chaque condition, ils devaient estimer le 
plus précisément possible la position d’une cible après 
avoir reçu les deux indices tactiles correspondant à sa 
coordonnée. Nous avons utilisé un design expérimental à 
2x2 facteurs, avec le système de coordonnées (Cartésien 
vs. Polaire) et le code tactile (continu vs. train) comme 
facteurs principaux. Chaque sujet a passé les quatre 
conditions dans un ordre pseudo-aléatoire. Pour chaque 
condition, les vingt premiers essais étaient utilisés comme 
une phase de familiarisation et n’étaient pas inclus dans 
les résultats. Ils étaient suivis par quarante essais où les 
mouvements de la tête étaient enregistrés. 
Dans cette première expérience, un quadrant du référentiel 
était sélectionné aléatoirement pour chaque essai et était 
indiqué par un indice visuel. Dans le repère cartésien, 
deux flèches rouges étaient affichées sur les deux demi-
axes du quadrant choisi. Dans le repère polaire, une barre 
rouge indiquait un demi-axe parmi les quatre possibles.
Les deux coordonnées correspondant à la position de la 
cible dans ce quadrant étaient alors transmises par un seul 
vibreur, séparées par un silence de 0,5s. Ce couple de 
modalités contraignait la stimulation sur un seul vibreur et 
permettait aux sujets de se concentrer uniquement sur le 
décodage de la stimulation tactile des deux coordonnées.  
À la fin de chaque condition, les sujets devaient remplir 
un questionnaire d'utilisabilité (SUS) sur la technique 
qu’ils venaient d’utiliser. Pour chaque sujet, l'expérience a 
duré environ une heure et demie. 
Participants 
Six sujets (quatre hommes et deux femmes, âgés de 
27,2±2,6 ans) ont réalisé l'expérience. Conformément à la 
Déclaration d'Helsinki, ils ont donné leur consentement 
éclairé par écrit, avant de participer à l'étude. L'étude a été 
approuvée par un comité local d’éthique (CLERIT). 
Dispositif expérimental et stimuli 
Les sujets étaient placés dans une scène visuelle 
artificielle contenant seulement un fond bruité 
(ressemblant à un ciel étoilé). Le fond était utilisé pour 
fournir un feedback visuel pendant les mouvements de la 
tête, mais ne fournissait aucune information sémantique 
ou symbolique pouvant servir de repère. Pendant 
l’expérience, le champ visuel du sujet dans le casque de 
réalité virtuelle était réduit à dix degrés par un masque 
noir couvrant toute la périphérie du champ visuel. 
Les stimuli visuels étaient présentés dans un casque de 
réalité virtuelle NVisor® SX-60 HMD (NVIS Inc., USA),
avec une résolution de 1280x1024 pixels, équivalant à
44x33 degrés d’angle visuel. L’orientation de la caméra 
(virtuelle) était directement liée à celle de la tête grâce à 
un système de capture de mouvement cadencé à 60 Hz
(OptiTrack®, Natural Point, USA). Les sujets étaient donc 
libres de regarder autour d’eux (virtuellement) en
bougeant la tête. Les sujets étaient assis sur une chaise fixe 
qui limitait les mouvements de leur tronc. Ils étaient libres 
Figure 2 : Photos d’un sujet voyant équipé avec l’interface 
tactile au poignet et le casque de réalité virtuelle permettant 
de simuler la vision tubulaire. Les mouvements de la tête 
sont enregistrés par un système infrarouge, visible en A. 
Dans l’expérience 1, les sujets ne disposent que d’un seul 
vibreur, placé sur le poignet par une bande cohésive (A). 
Dans les expériences 2 et 3, quatre vibreurs sont placés sur 
le poignet gauche (B). Le quatrième vibreur, placé sur la 
partie antérieure du poignet n’est pas visible sur la photo.
de bouger les yeux mais une croix rouge présentée au 
centre du champ visuel servait de point d’ancrage. 
L’environnement virtuel (EV) était généré et animé par le 
moteur 3D open source Irrlicht (v1.8). Le dispositif tactile, 
spécialement conçu pour l’expérience, utilisait une carte 
Arduino® ATmega1280 et des vibreurs VPM2. Les 
stimuli tactiles étaient transmis via un seul vibreur 
placé sur le dessus du poignet (cf. Figure 2A). Le vibreur 
était calibré pour une fréquence de 250 Hz, optimale pour 
une stimulation tactile sur la peau [39].
Tâche comportementale 
Les sujets ont été testés dans une tâche d’orientation de la 
tête en présence de l'expérimentateur. Le sujet devait 
estimer le plus précisément possible, la position d'une 
cible dans en environnement virtuel. A chaque nouvel 
essai, une cible était générée au hasard dans un espace de 
90°x90° d’angle visuel, centré sur la position de la tête. En 
début d’expérience, chaque sujet devait définir une 
position de repos, avec la tête bien droite. Cette position 
était symbolisée par une sphère verte (2° de diamètre) et 
allumée quand nécessaire. A chaque début d’essai, le sujet 
devait aligner le centre de son champ visuel (indiqué par 
une croix rouge) et la sphère verte. Après une durée de 1,4 
s à 2 s, les coordonnées de la cible étaient transmises avec 
le dispositif tactile. A la fin de la transmission, la sphère 
verte s’effaçait. Le sujet devait alors orienter sa tête vers la 
position de la cible le plus précisément possible, puis 
valider cette orientation en appuyant sur la barre d’espace. 
La validation était toujours suivie par l’affichage de la 
position de la cible (sphère rouge) et de la position estimée 
(sphère blanche). Cette phase permettait au sujet d'avoir 
un feedback de sa performance à chaque essai. Un nouvel 
essai commençait lorsque le sujet était revenu à sa 
position de repos. 
Résultats 
L’erreur de pointage était calculée pour chaque essai, puis 
moyennée par sujet et par technique. Elle correspond à la 
distance entre la position de la cible et celle pointée par le 
sujet. Une analyse de variance à mesures répétées 
(ANOVA-RM) a montré un effet significatif du référentiel 
(Cartésien vs. Polaire ; p<0,05) mais pas d’effet du code 
tactile (Continu vs. Train), ni aucune interaction entre ces 
deux facteurs. La moyenne de l’erreur de pointage liée au 
référentiel cartésien (9,0±2,1) était plus réduite que celle 
liée au référentiel polaire (10,6±1,6) (cf. Figure 3A). 
Afin de révéler l'existence d'un biais cognitif ou moteur 
systématique, comme une sous-estimation ou une 
surestimation des deux coordonnées, nous avons calculé la
moyenne de l’erreur de pointage dans chaque référentiel. 
Nous n’avons pas observé de biais pour le référentiel 
cartésien. Toutefois dans la condition P/Tr, les sujets sous-
estimaient considérablement et systématiquement la 
distance angulaire (test-t, p<0,05, après correction de 
Bonferroni). De même, dans la condition P/Si, les sujets 
surestimaient la distance angulaire (test-t, p<0,05, après 
correction de Bonferroni). De plus, indépendamment des 
techniques, les résultats montrent un effet significatif des 
positions spatiales des cibles (proches/éloignées) sur la 
précision de pointage. Les sujets sont moins bons à 
pointer une cible éloignée, avec un ratio moyen de 1,7. 
Nous avons finalement comparé les scores d’utilisabilité 
pour chaque technique par une ANOVA à deux facteurs.
Nous avons observé un effet significatif du code tactile sur 
l’utilisabilité (p<0,05). Le « train de pulsations » a été 
considéré comme plus satisfaisant que le «stimulus 
continu» (test-t, p<0,05) (cf. Figure 3B). Pendant les 
interviews finales, quatre sujets ont considéré la technique 
C/Tr comme étant leur préférée. Les deux autres sujets ont 
considéré la technique C/Tr comme leur deuxième choix. 
Conclusions sur la première expérience 
Les réponses de pointage sont plus précises dans le 
référentiel cartésien. Nous n'avons pas observé de biais 
systématique et la moyenne de l’erreur est de 9.0 degrés 
d'angle visuel seulement. Au contraire, les stimuli tactiles 
dans le référentiel polaire ont conduit à des résultats 
significativement moins précis, avec des biais 
systématiques. Par conséquent, il apparaît que le 
référentiel cartésien est plus précis pour communiquer la 
position d’une cible à l’aide du dispositif tactile. 
La satisfaction liée à ces deux systèmes n’est pas 
significativement différente. Cependant, le score est 
meilleur lorsque les coordonnées sont communiquées avec 
le « train de pulsations » plutôt qu’avec le « stimulus 
continu ». En combinant précision et satisfaction, la
technique reposant sur un train de pulsations dans un 
référentiel cartésien (C/Tr) est la meilleure parmi les 
quatre que nous avons conçues. De plus, cette technique a 
montré la plus faible variabilité inter sujets et la meilleure 
moyenne au SUS. Le score SUS de cette technique a
atteint 81±12, ce qui correspond à un « bon » dispositif 
[4]. 
Figure 3 : efficacité (A) et satisfaction (B) pour les quatre
techniques conçues. A) L'erreur moyenne de pointage pour 
chacune des techniques est représentée par des barres de 
couleur. La moyenne de l’erreur de pointage par sujet est 
représentée avec des points blancs. La technique C/Tr 
montre l'erreur moyenne la plus faible (8,2°) avec l'écart-
type le plus faible (1,2°). B) Le score moyen de satisfaction
(SUS) pour chacune de ces techniques est représenté par 
des barres de couleur. Le score de satisfaction par sujet est 
représenté avec des points blancs. La technique C/Tr reçoit
le score le plus élevé avec 81,3 ± 12,0.
EXP 2 : RECHERCHE VISUELLE D'UNE PETITE CIBLE 
DANS UN SALON VIRTUEL ENCOMBRE 
Dans cette deuxième expérience, nous avons évalué la
technique la plus efficace et préférée (C/Tr) dans des 
conditions proches d’une situation écologique. Nous 
avons simulé un champ visuel sévèrement dégradé (10° 
d’angle visuel) avec un casque de réalité virtuelle. Les 
sujets étaient immergés dans un salon et avaient pour 
tâche de localiser le plus rapidement possible une cible 
dans cette salle. 
Participants 
Dix sujets (six hommes et quatre femmes, 25,4±1,6 ans) 
ont réalisé l'expérience. Ils ont donné par écrit leur 
consentement éclairé avant de participer à l'étude, 
conformément à la Déclaration d'Helsinki. L'étude a été 
approuvée par un comité d'éthique local (CLERIT).
Environnement virtuel, dispositif tactile et stimuli 
La configuration expérimentale utilisée dans cette 
expérience était identique à celle utilisée dans l’expérience 
précédente. 
Une scène virtuelle représentant un salon a été créée avec 
« Sweet Home 3D® ». Une grande quantité d'objets 
(lampe, chaise, livre, etc.) a été placée de façon homogène 
dans l'ensemble de la scène visuelle (cf. Figure 4A). La 
cible (sphère rose) était placée au hasard dans la scène 
virtuelle, dans une partie de 90° x 90° d'angle visuel. La 
scène virtuelle était centrée sur la position de la tête avant 
chaque essai. Nous nous sommes assurés que la cible et 
les éléments de la scène visuelle ne pouvaient pas être 
confondus. Par conséquent, les teintes roses n’étaient pas 
utilisées dans la scène visuelle. Toutefois, afin d'éviter un 
effet « pop out » de la cible, celle-ci était légèrement 
transparente. Contrairement à une situation écologique, la 
cible était disposée de façon aléatoire dans la scène et non 
sur des objets. Ce choix permet de mesurer des temps de 
recherche non biaisés par le contexte, dépendant 
uniquement de l’assistance tactile. Pendant toute 
l'expérience, le champ visuel à l'intérieur du casque virtuel 
était limité à 10°. Un masque noir était appliqué sur le 
pourtour de la scène, ce qui simulait une vision tubulaire 
sévère (cf. Figure 4B).  
Comme résultat de la première expérience, les deux 
coordonnées de la cible étaient transmises avec deux 
« trains de pulsations » tactiles encodés dans un référentiel 
cartésien. Cependant, afin d’être dans des conditions plus 
réalistes, les indices tactiles étaient transmis dans cette 
expérience par quatre vibreurs disposés autour du poignet 
gauche comme s’ils étaient répartis sur un bracelet (cf. 
Figure 2B). Les vibreurs étaient attachés avec un bandage. 
Nous avons choisi les axes et leurs directions de façon 
arbitraire, en fonction d’une position fréquente de la main 
gauche au repos, la paume vers le bas. Les coordonnées 
horizontales étaient transmises par les vibreurs placés vers 
le pouce (direction droite) et le petit doigt (dir. gauche). 
Les coordonnées verticales étaient transmises par les 
vibreurs de la partie dorsale (dir. haut) et ventrale (dir. 
bas). Comme dans la première expérience, les pulsations 
tactiles avaient une durée fixe de 200 ms séparées par 100 
ms. Le nombre de pulsations dans le train correspondait à 
la zone cible dans l’espace, avec chaque pulsation 
indiquant une zone de 9°. Le maximum de stimuli était de 
cinq et correspondait à l’angle maximal de 45°.
Procédure expérimentale 
Les sujets étaient évalués individuellement dans une tâche 
de recherche visuelle en présence de l'expérimentateur. Le 
sujet devait estimer le plus rapidement possible la position 
d’une cible dans un environnement virtuel. Comme dans 
la tâche précédente, la position de repos de la tête a été 
définie au début de l’expérience, et était marquée dans 
l’EV par une sphère verte (2° diamètre) quand nécessaire. 
Le sujet devait maintenir sa position de repos pendant une 
durée aléatoire entre 700 ms et 1400 ms. Puis, les 
coordonnées de la cible étaient transmises au sujet. À la 
fin de la stimulation, la sphère verte disparaissait, et les 
lumières de la scène s’allumaient. Le sujet devait alors 
rechercher et trouver la cible le plus rapidement possible, 
puis valider sa réponse en appuyant sur la barre d’espace.
Pour chaque technique, le sujet commençait par une phase 
de familiarisation incluant quinze essais qui n’étaient pas 
enregistrés. Ensuite, la phase de test était répartie en deux 
blocs de vingt essais où le temps de recherche et 
l’ensemble des mouvements de tête étaient enregistrés. 
Dans cette expérience, la technique d'assistance était 
comparée à une condition contrôle absolument identique, 
sauf qu’elle n’incluait aucun indice tactile concernant 
l'emplacement de la cible. Chaque sujet a passé quarante 
essais répartis en deux blocs correspondant aux deux 
techniques. Cinquante pour cent des sujets ont commencé 
par la condition contrôle. Les autres ont commencé par la 
technique d’assistance.
L'ensemble de l'expérience a duré environ soixante 
minutes par sujet. À la fin de l'expérience, nous avons 
demandé aux sujets de remplir un questionnaire de
satisfaction (SUS) concernant la technique d’assistance. 
L'analyse des données 
Nous avons mesuré le temps de recherche pour chaque 
essai. Il correspond à la durée écoulée entre l’envoi de la 
première stimulation et la validation du sujet. Cela 
correspond au temps nécessaire pour effectuer la 
Figure 4 : A – Portion de l’environnement visuel. La cible rose 
apparaît en bas à gauche. B – Exemple de la simulation 
artificielle de la vision tubulaire de 10°.
recherche visuelle. La précision temporelle de 60 Hz nous 
a permis d’analyser finement, pour chaque essai, la 
trajectoire de la tête au cours de la recherche visuelle. La 
distance totale parcourue a été calculée pour chaque essai. 
De plus, nous avons calculé un ratio exprimant la distance 
totale sur la distance optimale. La distance optimale est la 
plus courte distance entre le centre du référentiel et la 
cible. Ce ratio est complémentaire au temps de recherche. 
Résultats 
Dans la condition contrôle, nous avons observé différentes 
stratégies de recherche visuelle en fonction des sujets (cf. 
Figure 5). Certains sujets ont effectué un motif de 
balayage sur l'axe vertical ou sur l’axe horizontal (Fig. 5A
et B resp.). D’autres sujets ont effectué des cercles 
concentriques autour du centre de la scène visuelle (Fig. 
5C). Ces motifs particuliers n’ont pas été observés en
présence d’indices tactiles. Dans ces conditions, les sujets 
déplaçaient tout d’abord leur tête sur l'axe horizontal, puis 
sur l’axe vertical (Fig. 5D et E). Nous avons également 
observé chez certains sujets, des mouvements en 
diagonale. Cela suggère une bonne intégration des deux 
coordonnées (horizontales et verticales) avant le 
mouvement de la tête (Fig. 5F). 
Nous avons calculé les temps de recherche médians par 
sujet et par technique. Les moyennes de ces temps de 
recherche médians sont présentées dans la Figure 6A. Les 
sujets passaient en moyenne 16,8±2,5 secondes pour 
trouver une cible dans la condition contrôle ; et 5,4±0,8 
secondes avec des indices tactiles. Nous avons observé 
une différence similaire pour chaque sujet. La différence 
est très significative (test-t, p<0,001). Nous avons 
également calculé la distance médiane parcourue par sujet 
et par condition. Chaque distance a été comparée à la 
distance optimale (distance la plus courte entre la position 
de la cible et la position initiale du sujet). En condition 
contrôle, la distance médiane était en moyenne dix fois 
plus importante que la distance optimale (cf. Figure 6B).
Avec des indices tactiles, ce ratio est en moyenne de 
1,2±0,2. Nous avons observé un ratio similaire pour tous 
les sujets. Par conséquent, l’analyse a montré une 
différence très significative (test-t p<0,001). Nous n’avons 
observé aucune amélioration de leur temps de recherche,
ni de la distance parcourue, que ce soit dans les conditions 
contrôle ou tactile. 
Une des erreurs observées avec la technique d’assistance 
était liée à l'inversion de la direction sur les axes. Nous 
avons calculé les erreurs d'inversion selon une règle 
simple. Une erreur est détectée lorsque la tête se déplace 
dans la direction opposée, et atteint le seuil de cinq degrés 
d'angle visuel. En moyenne, les sujets ont fait 4,5±3,3 % 
(resp. 8,8±4,0 %) d'erreurs d'inversion sur l'axe horizontal 
(resp. vertical). Le score de satisfaction (SUS) pour la 
technique d'assistance était en moyenne de 82±16, ce qui 
est considéré comme «bon» [4]. 
Figure 6 : Performance de la recherche visuelle (A – temps 
de recherche et B- distance parcourue) avec et sans indices 
tactiles. En gris, la condition contrôle sans indices ; en cyan,
la technique d’assistance (C/Tr, voir expérience 1).
Figure 5 : Exemples de mouvements de tête observés 
pendant une recherche visuelle dans les conditions contrôle 
(A, B, C) et tactile (D, E, F). A - Balayage sur l’axe vertical.
B – Carte de densité d’une recherche avec un balayage 
principalement sur l’axe horizontal. C – Carte de densité 
d’une exploration des cercles concentriques. D –
Mouvements ordonnés le long de l’axe horizontal puis 
vertical suivant l’ordre de transmission des deux indices 
tactiles. E – Carte de densité d’un mouvement commençant 
essentiellement par l’axe horizontal. F- Carte de densité 
d’un mouvement intégré. Ici, le sujet a été capable 
d’intégrer les deux coordonnées avant de bouger, puis de 
déplacer la tête en faisant des mouvements obliques vers les 
cibles. Chaque carte de densité représente les mouvements 
de tête d’un sujet pendant un essai. La position de la cible 
et les mouvements de tête ont été normalisés avec une 
transformation symétrique sur l’axe horizontal puis
vertical, en plaçant les cibles dans le coin supérieur droit. 
Le rouge indique des densités élevées et le bleu foncé 
l'absence de position de tête. 
Conclusions de la deuxième expérience 
L‘expérience a montré que le recherche visuelle avec une 
assistance tactile était en moyenne trois fois plus courte. 
De plus, l’assistance tactile était fiable et satisfaisante.
L’expérience a donc clairement démontré l’utilisabilité de 
la technique pour assister une recherche visuelle dans un 
environnement visuellement encombré. 
EXP 3 : ETUDE DE CAS SUR UN SUJET AVEC UNE 
VISION TUBULAIRE 
Dans cette dernière expérience, nous avons souhaité 
vérifier que les résultats observés avec une simulation sont 
vrais pour des utilisateurs déficients visuels. Nous avons 
donc répété l‘expérience avec un sujet ayant un champ 
visuel restreint dû à un glaucome.  
Participant 
Un homme de 47 ans a réalisé cette expérience 
complémentaire. Il s’est porté volontaire suite à une 
annonce passée dans un centre d'éducation spécialisée 
pour déficients visuels (IJA). Il a donné son consentement 
éclairé par écrit avant de participer à l'étude conformément 
à la Déclaration d'Helsinki. Le sujet présentait un champ 
visuel bilatéral de 10° x 15°. Ce sujet avait une perception 
altérée des couleurs et une adaptation lente à la luminosité,
ce qui est souvent observé chez ces patients [43]. 
Environnement virtuel, dispositif tactile et cibles 
Le sujet était placé dans les mêmes conditions que
précédemment, excepté les points suivants. La couleur de 
la cible a été changée en un dégradé de couleur (du jaune 
au blanc), et la transparence a été supprimée. Dans le but 
de réduire l’inconfort dû aux changements de luminosité,
nous l’avons gardée constante pendant toute l’expérience. 
Évidemment, le champ visuel n’était pas artificiellement 
réduit par un masque noir. 
Procédure expérimentale 
La procédure était la même que dans l’expérience 
précédente, à l’exception que la lumière n’était jamais 
éteinte pendant les essais. Le sujet a tout d’abord réalisé 
une série de trente essais (dont dix pour se familiariser)
sans assistance tactile. Puis, il a réalisé une série de trente-
cinq essais (dont quinze pour se familiariser) avec 
assistance tactile. 
Résultats 
Nous avons calculé la durée médiane pour trouver la cible 
avec et sans indices tactiles. Elle était significativement 
réduite avec les indices tactiles (9,4s) comparée à la 
condition contrôle (27,3 s) (Wilcoxon p<0,001). Le score 
de satisfaction (SUS) pour la technique d'assistance était 
de 72,5, ce qui est considéré comme «bon» [4]. 
Enfin, la discussion ouverte avec l’utilisateur nous a 
permis de recueillir des résultats qualitatifs. Celui-ci a 
notamment remarqué que « c'est vraiment une technique 
prometteuse » qui va « l’aider à localiser un objet ». Si elle 
était disponible, il s’en « servirait régulièrement ». Il a 
aussi précisé qu’il a « eu parfois quelques difficultés à 
détecter les vibrations », et que, par conséquent, « il 
faudrait ralentir la fréquence des trains de stimulations ».
DISCUSSION 
Dans la première expérience, nous avons conçu quatre 
codes tactiles différents transmis par un seul vibreur fixé 
au poignet. Les indices d’anticipation étaient transmis 
avant tout mouvement de tête, et visaient à fournir 
l’assistance pour localiser une cible dans un espace 
frontal. La première observation est que tous ces codes 
permettent à l'utilisateur d’estimer correctement la 
position d’une cible dans un repère égocentrique lié à 
l’orientation de la tête, ce qui est similaire à la façon dont 
la mémoire peut stocker des informations spatiales [41]. 
Toutefois, la comparaison directe de ces quatre techniques 
dans une tâche d’orientation de la tête avec une vision 
tubulaire artificielle a montré qu’une succession de 
pulsations transmise dans un système de coordonnées 
cartésien était la plus efficace et la plus satisfaisante. Dans 
cette technique, deux trains de pulsations correspondent à 
l’abscisse et l’ordonnée de la cible relatives à l’orientation 
courante de la tête. Et, un nombre croissant de pulsations 
dans le train indique que la portion recherchée de l’espace 
est plus éloignée de la position actuelle.  
Dans l’expérience suivante, nous avons évalué cette 
technique, considérée comme la plus efficace et la plus 
satisfaisante, dans une situation la plus écologique 
possible. Ainsi, les sujets avaient un champ visuel 
équivalent à une vision tubulaire de 10°. Ils devaient 
trouver une petite cible dans un salon encombré. Les 
sujets portaient un dispositif tactile conçu par nos soins, 
composé de quatre vibreurs répartis autour du poignet. 
Nous avons choisi d’associer une direction par vibreur 
(Haut, Bas, Gauche, Droite) et un axe par paire de 
vibreurs (vertical vs. horizontal). L’évaluation de la 
technique a montré l’efficacité de ce design puisqu’il a 
permis une estimation très efficace de la localisation de la 
cible dans un environnement surchargé. Encore une fois, il 
est important de noter que ce n’est pas une technique de 
guidage mais d’anticipation. L’information est fournie de 
façon brève, avant tout mouvement, et permet d’estimer la 
position de la cible dans un repère centré sur la tête. La 
recherche visuelle, réalisée dans un environnement 
encombré, était trois fois plus rapide avec les indices 
d’anticipation qu’en leur absence. La distance parcourue 
pour trouver la cible était aussi dix fois plus courte avec 
les indices. De plus, tous les sujets testés ont montré une 
réduction significative du temps de recherche et de la 
distance parcourue. Une autre observation importante est 
que les directions étaient dans la grande majorité des cas 
(>90%) correctement interprétée, ce qui suggère d’une 
part que le bracelet permet une bonne discrimination des 
vibreurs autour du poignet, mais aussi que le code que 
nous avons utilisé est facile à décoder.  
Comme nous l’avons mentionné, le choix de la durée des 
stimulations tactiles a été basé sur des pré-tests succincts 
permettant de se situer dans une zone de discriminabilité 
confortable. Au niveau physiologique, la discrimination 
temporelle entre deux stimulations d’une même partie du 
corps est en moyenne entre 25 ms et 40 ms [28]. Il serait 
donc possible d’envisager de raccourcir le temps de 
stimulation. Cependant nous avons noté que le ressenti des 
utilisateurs était très variable. Les sujets voyants 
(expériences 1 et 2) n’ont fait aucun commentaire sur une 
éventuelle optimisation des stimulations, alors que le sujet 
déficient visuel (expérience 3) aimerait les ralentir. Il est 
probable que de nombreux facteurs influencent la 
perception des stimuli tactiles (déficience visuelle 
éventuelle mais aussi fatigue, âge etc.). Il serait donc 
nécessaire de réaliser une étude systématique permettant 
d’optimiser la durée et la fréquence des stimuli. Nous 
pourrions aussi imaginer un système dans lequel 
l’utilisateur peut aisément choisir ces deux paramètres. 
Au cours de l'expérience, nous n'avons pas observé une 
augmentation ou une diminution des performances de la 
recherche visuelle entre les essais. Cette observation 
signifie que l’utilisateur avait besoin de moins de quinze 
essais, correspondant à la phase de familiarisation, pour 
atteindre un bon niveau de performance. Cela suggère un 
apprentissage rapide du code tactile. Enfin, bien que notre 
prototype soit rustique et bon marché (quatre vibreurs 
attachés avec un bandage), il a été de façon surprenante 
très apprécié. Avec des scores de satisfaction et 
d’efficacité très bons, il apparaît que ce dispositif, destiné 
aux personnes ayant un champ visuel restreint, pourrait 
être très utilisable pour transmettre une connaissance a 
priori de cibles environnantes. Une première amélioration 
de notre approche serait d’augmenter sa portée, i.e. 
d’indiquer la position d’objets dans une zone plus large, 
voire de 360° autour de l’utilisateur. Afin d’accroître les 
performances de l’approche nous nous focaliserons sur la 
réduction du temps de transmission des coordonnées tout 
en conservant la bonne discriminabilité des vibreurs. La 
diminution de la durée des vibrations et des intervalles 
serait une bonne piste, mais il y en a d’autre comme par 
exemple la parallélisation du message avec de la 
multimodalité ou encore améliorer la version stimuli 
continu afin de gagner en précision. 
Il était cependant important de valider notre approche sur 
un sujet déficient visuel. Différentes études comporte-
mentales ont déjà montré que cette même approche est 
fiable dans des tâches de cognition spatiale [17,18,47]. 
Néanmoins, les personnes avec une vision tubulaire 
peuvent présenter d’autres déficits tels que la faible 
détection des contrastes, la confusion des couleurs, ou la 
perte de l'acuité visuelle [20,52]. Or ces déficits ne sont 
pas simulés dans cette simulation. Ils peuvent également 
développer des stratégies particulières pour la recherche 
visuelle lors de la perte progressive de leur champ visuel. 
Ces stratégies peuvent entraver les résultats que nous 
avons observés dans cette expérience. Par conséquent, 
nous avons évalué le dispositif sur un sujet ayant un 
champ visuel restreint en raison d’un glaucome. Son 
champ visuel était cohérent avec la simulation, mais sa 
capacité à détecter les couleurs était aussi altérée. Nos
résultats montrent qu’avec des indices d’anticipation, il 
était trois fois plus rapide pour trouver une cible. Le ratio 
est similaire à celui observé avec la simulation, bien que le 
sujet déficient visuel soit légèrement moins rapide pour 
trouver les cibles dans les deux conditions. Une capacité 
plus faible de détection des contrastes et des couleurs 
pourrait expliquer cette différence. Au cours du 
débriefing, le sujet déficient visuel mentionnait qu’une 
partie de son attention était portée sur la discrimination 
des vibreurs actifs. Toutefois, le sujet a montré un grand 
intérêt pour le dispositif d’assistance et le score (72,5) 
qu’il a donné confirme sa satisfaction. Néanmoins, la 
suppression de la transparence a probablement augmenté 
l’effet «pop out» de la cible et faciliter sa détection. 
Cependant dans l’expérience 3, l’effet pop-out était 
identique dans les deux conditions. Et après une analyse 
supplémentaire, le pourcentage de réduction en terme de 
durée entre la condition contrôle et la technique 
d’assistance observé dans les exp. 2 et 3 était similaire 
(67% pour l’exp. 2 et 65% pour l’exp. 3), ce qui confirme 
l’hypothèse que la diminution du temps de recherche dans 
l’exp. 3 est bien due aux informations tactiles.
La prochaine étape consistera à tester l’utilisabilité du
dispositif en situation réelle. Il peut facilement être intégré 
dans des lunettes intelligentes actuellement en développe-
ment (i.e. Google Glass®) ou même commercialisées 
(OrCam®). Tous ces dispositifs sont capables de 
reconnaître et localiser des cibles d’intérêts, et de calculer 
leur position relative à celle de la tête. Les algorithmes de 
vision par ordinateur sont en constante progression, et 
reconnaissent déjà des visages ou des objets avec 
précision. Il est possible de distinguer des milliers d'objets 
sur la base d'images en temps réel [11]. Ces cibles d'intérêt 
pourraient être détectées soit sur demande grâce à des 
commandes vocales, soit être suggérées par le dispositif 
de façon automatique (par ex. des obstacles potentiels ou
des cibles récurrentes), ce qui améliorerait la cognition 
spatiale de l’utilisateur. Une version commerciale de notre 
bracelet tactile pourrait facilement être intégrée dans le 
bracelet d’une « smartwatch » et communiquer par 
Bluetooth. Une étude récente a notamment mis en 
évidence l’intérêt croissant que les personnes déficientes 
visuelles portent aux smartphones et autres appareils 
portables [51]. Il est également intéressant de noter qu’en 
plus de la recherche visuelle, un dispositif tactile sur le 
poignet pourrait être utile dans d’autres situations 
quotidiennes problématiques pour les déficients visuels, 
comme la navigation piétonne [6] ou le transport [8]. 
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