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Abstract
We consider the Sobolev embeddings
E1 :W
1;p
0 ða; bÞ-Lpða; bÞ and E2 : L1;pða; bÞ=f1g-Lpða; bÞ=f1g;
with NoaoboN and 1opoN: We show that the approximation numbers anðEiÞ of Ei
have the property that
lim
n-N
nanðEiÞ ¼ cpðb  aÞ ði ¼ 1; 2Þ;
where cp is a constant dependent only on p: Moreover, we show the precise value of anðE1Þ and
we study the unbounded Sobolev embedding E3 :L
1;pða; bÞ-Lpða; bÞ and determine precisely
how closely it may be approximated by n-dimensional linear maps.
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1. Introduction
Let O be a bounded subset of Rn with smooth boundary, let 1opoN and
consider the embedding
E1 :W
1;p
0 ðOÞ-LpðOÞ;
where W
1;p
0 ðOÞ is the usual ﬁrst-order Sobolev space of functions with zero trace.
This space is a closed subspace of the Sobolev space W 1;pðOÞ: It is well known that
E1 is compact. More precise information about E1 is available via its approximation
numbers, for there are positive constants c1 and c2; depending only on p and O; such
that the mth approximation number amðE1Þ of E1 satisﬁes
c1
m
pamðE1Þpc2
m
; mAN: ð1Þ
We recall that, given any mAN; the mth approximation number amðTÞ of a bounded
linear operator T :X-Y ; where X and Y are Banach spaces, is deﬁned by amðTÞ :
¼ inf jjT  F jX-Y jj; where the inﬁmum is taken over all bounded linear maps
F :X-Y with rank less than m:
Ameasure of non-compactness of T is given by bðTÞ :¼ inf jjT  PjX-Y jj; where
the inﬁmum is taken over all compact linear maps P :X-Y : In our case we have
X ¼ W 1;p0 ðOÞ and Y ¼ LpðOÞ: Then since LpðOÞ has the approximation property for
1pppN; T is compact if and only if amðTÞ-0 as m-N; and bðTÞ ¼
limn-N anðTÞ:
Of course, this is a very special case of quite general results concerning the
approximation numbers of embeddings between function spaces, for which we refer
to [T,ET].
When p ¼ 2 it is possible to sharpen (1) by using the familiar relation
amðE1Þ ¼ 1
l1=2m
between the approximation numbers of E1 and the eigenvalues lm of the Dirichlet
Laplacian. Since the behavior of the eigenvalues is well known, it follows that
lim mamðE1Þ exists; and even sharper statements about the asymptotic behavior of
amðE1Þ can be made. It is natural to ask whether or not lim mamðE1Þ exists when p is
not equal to 2.
In [EHL] a new technique was given for the study of the approximation numbers
of the Hardy-type operator T on a tree G:
ðTf ÞðxÞ ¼ vðxÞ
Z x
0
f ðtÞuðtÞ dt; xAG:
Using this it was shown that T : LpðGÞ-LpðGÞ has approximation numbers amðTÞ
for which lim mamðTÞ exists, when 1pppN: This technique was improved and
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extended in [EKL], where in the case in which G is an interval and p ¼ 2; remainder
estimates were obtained. These results were extended in [L] to cover the cases
1opoN: The papers [LL] and [NS] also contain interesting results about such
operators.
In the present paper we obtain sharper information about amðE1Þ than was
previously known. We deal only with the case in which n ¼ 1 and O is a bounded
interval in the line. The techniques of this paper are based on methods derived from
[DM,EHL,EKL,L,Li2]. In more detail, for the Sobolev embeddings
E1 : W
1;p
0 ðIÞ-LpðIÞ;
E2 : L
1;pðIÞ=f1g-LpðIÞ=f1g;
where I ¼ ða; bÞ;NoaoboN and L1;pðIÞ is the space of all uALplocðIÞ with
derivative u0ALpðIÞ; we show that there is a positive constant ap such that
lim
m-N
mamðEiÞ ¼ apjI j for i ¼ 1 or 2:
Moreover, it turns out that for every mAN; there is a linear map Pm with rank
Pm ¼ m such that
jjE2  Pmjj ¼ apjI j=mXamþ1ðE2ÞXapjI j=ðm þ 1Þ:
For embedding E1 we have that for every mAN; there is a linear map Bm with rank
Bm ¼ m such that
jjE1  Bmjj ¼ apjI j=ðm þ 1Þ ¼ amþ1ðE1Þ:
We also study the best approximation of the unbounded Sobolev embedding
E3 : L
1;pðIÞ-LpðIÞ
by linear maps of ﬁnite rank. We show that for every mAN; there is a linear map Rm
with rank Rm ¼ m such that
jjE3  Rmjj ¼ apjI j=ðmÞ ¼ inffjjE3  Pjj; P linear map; rank Pom þ 1g:
We also show that ap ¼ ð 1ln;IÞ
1=p where ln;I is the ﬁrst eigenvalue of a p-Laplacian
eigenvalue problem.
Our conclusion appears to be the ﬁrst result of this kind in the literature, apart
from the special case p ¼ 2: It remains to be seen whether or not this can be extended
to higher dimensions.
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2. Preliminaries and technical results
Throughout the paper we shall assume that NoaoboN and that I ¼ ða; bÞ:
We also assume that 1opoN and denote by jj  jjp or jj  jjp;I the usual norm on the
Lebesgue space LpðIÞ:
By the Sobolev space W
1;p
0 ðIÞ we understand, as usual, the space of all functions
uALpðIÞ with ﬁnite norm jju0jjp;I and zero trace. We consider the embedding
E1 : W
1;p
0 ðIÞ-LpðIÞ ð2Þ
and deﬁne the norm of E1 by
jjE1jj ¼ sup
jju0jjp;I40
jjujjp;I
jju0jjp;I
: ð3Þ
Plainly jjE1jjoN; moreover, it is well known (see, for example, [EE, Theorem
V.4.18]) that E1 is compact.
We will consider in this paper also the approximation numbers for the embedding
E2 : L
1;pðIÞ=f1g-LpðIÞ=f1g;
where L1;pðIÞ is the space of all functions uALplocðIÞ with ﬁnite pseudonorm
jju0jjp;I which vanishes on the subspace of all constant functions. By L1;p=f1g
we mean the factorization of the space L1;pðIÞ with respect to constant
functions, equipped with the norm jju0jjp;I : Then we have fAL1;p=f1g if and only
if jj f jjp;I ¼ infcAR jj f  cjjp;I : In a similar way LpðIÞ=f1g is deﬁned. The norm of E2
is deﬁned by
jjE2jj ¼ sup
jju0 jjp40
jjujjp
jju0jjp
:
It is obvious that jjE2jj ¼ a1ðE2ÞoN and also limn-N anðE2Þ ¼ 0:
We will also consider the unbounded embedding
E3 : L
1;pðIÞ-LpðIÞ:
Since L1;pðIÞ is deﬁned by the pseudonorm jju0jjp;I and E3 is unbounded, we will
study the best approximation of E3 by linear maps of ﬁnite rank ðanðE3Þ are not well
deﬁned).
Deﬁnition 2.1. Let J ¼ ðc; dÞCI : We deﬁne
A0ðJÞ ¼ sup
jju0 jjp;J40
inf
aAR
jju  ajjp;J
jju0jjp;J
:
ARTICLE IN PRESS
D.E. Edmunds, J. Lang / Journal of Functional Analysis 206 (2004) 149–166152
Since every function in W 1;pðJÞ is absolutely continuous, we can rewrite
A0ðJÞ as
A0ðJÞ ¼ sup
jju0jjp;J40
inf
aAR
jj R x
c
u0ðtÞ dt þ uðcÞ  ajjp;J
jju0jjp;J
:
From this we can see the connection between A0 and the Hardy operator.
Lemma 2.2. Let In be a decreasing sequence of subintervals of I with jInj-0
as n-N: Then fA0ðInÞg is a decreasing sequence bounded above by A0ðIÞ and with
limit 0.
Proof. In this proof we extend uAW 1;pðInþ1Þ outside Inþ1 by a constant, i.e. u0 ¼ 0
outside Inþ1: From the deﬁnition of A0 we have for Iiþ1CIi;
A
p
0ðIiþ1Þ ¼ supjju0 jjp;Iiþ140
inf
aAR
jj R x
c
u0ðtÞ dt  ajjpp;Iiþ1
jju0jjpp;Iiþ1
p supjju0jjp;Iiþ140 infaAR
jj R x
c
u0ðtÞ dt  ajjpp;Ii
jju0jjpp;Ii
p supjju0jjp;Ii40 infaAR
jj R x
c
u0ðtÞ dt  ajjpp;Ii
jju0jjpp;Ii
¼ Ap0ðIiÞ
and so A0ðIiÞXA0ðIiþ1Þ: For A0ðJÞ we have
A0ðJÞp sup
jju0 jjp;J¼1
jj R x
c
u0ðtÞ dtjjp;J
jju0jjp;J
¼ supjju0 jjp;J¼1
Z x
c
ju0ðtÞjdt




p;J
p sup
jju0 jjp;J¼1
Z
J
ju0jp
 1=p
jJj1=p0




p;J
¼ jJj1=p0 :
From this observation it follows that A0ðInÞ-0 as In-0: &
Lemma 2.3. Let J ¼ ðx; yÞCI : Then A0ððx; yÞÞ is a continuous function of x and y:
Proof. Let us suppose that there are x; yAI and e40 such that A0ðx; y þ hnÞ 
A0ðx; yÞ4e for some sequence fhng with 0ohnr0: Then we have that there is e140
ARTICLE IN PRESS
D.E. Edmunds, J. Lang / Journal of Functional Analysis 206 (2004) 149–166 153
such that A
p
0ðx; y þ hnÞ  Ap0ðx; yÞ4e1 for any nAN: But for all h40;
A
p
0ðx; y þ hÞ  Ap0ðx; yÞ ¼ supjju0 jjp;ðx;yþhÞ40
inf
aAR
jj R t
x
u0  ajjp
p;ðx;yþhÞ
jju0jjp
p;ðx;yþhÞ
 supjju0 jjp;ðx;yÞ40 infaAR
jj R t
x
u0  ajjp
p;ðx;yÞ
jju0jjp
p;ðx;yÞ
p supjju0 jjp;ðx;yþhÞ40 infaAR
jj R t
x
u0  ajjp
p;ðx;yþhÞ
jju0jjp
p;ðx;yþhÞ
 
 infaAR
jj R t
x
u0  ajjp
p;ðx;yÞ
jju0jjp
p;ðx;yþhÞ
!
p supjju0 jjp;ðx;yþhÞ40 infaAR
jj R t
x
u0  ajjp
p;ðx;yÞ
jju0jjp
p;ðx;yþhÞ
 
þ infaAR
jj R t
x
u0  ajjp
p;ðy;hÞ
jju0jjp
p;ðx;yþhÞ
 infaAR
jj R t
x
u0  ajjp
p;ðx;yÞ
jju0jjp
p;ðx;yþhÞ
!
p supjju0 jjp;ðx;yþhÞ40 infaAR
jj R t
x
u0  ajjp
p;ðx;yÞ
jju0jjp
p;ðx;yþhÞ
p supjju0 jjp;ðy;yþhÞ40
jj R t
y
u0jjp
p;ðy;yþhÞ
jju0jjp
p;ðy;yþhÞ
p jðy; y þ hÞjp=p0php=p0 ;
and we have a contradiction. Hence A0ðx; y þ hÞ-A0ðx; yÞ as h-0: Similarly we
ﬁnd that A0ðx þ h; yÞ-A0ðx; yÞ as h-0 and the result follows. &
Lemma 2.4. Let J ¼ ðc; dÞCI : Then there is a function fAW 1;pðJÞ such that
A0ðJÞ ¼
jj f jjp;J
jj f 0jjp;J
¼ inf
aAR
jj f  ajjp;J
jj f 0jjp;J
:
Proof. It is possible to ﬁnd a sequence f fngNn¼1 of functions in W 1;pðJÞ such that for
each n in N;
jj fnjjp;J
jj f 0njjp;J
þ 1=n ¼ inf
aAR
jj fn  ajjp;J
jj f 0njjp;J
þ 1=n4A0ðJÞ
and jj fnjjW 1;pðJÞ ¼ 1: Since E is compact, it follows that there exists a subsequence of
f fng; again denoted by f fng for convenience, which converges weakly in W 1;pðJÞ; to
f ; say, and this subsequence converges strongly to f in LpðJÞ: By a standard
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compactness argument we get that fn converges strongly to f in W
1;pðJÞ and then
A0ðJÞ ¼
jj f jjp;J
jj f 0jjp;J
¼ inf
aAR
jj f  ajjp;J
jj f 0jjp;J
: &
Lemma 2.5. Let J ¼ ðc; dÞCI and let f be as in the previous lemma. Then f ðxÞ ¼ 0
only for x ¼ ðc þ dÞ=2; f is monotone and f 0ðcþÞ ¼ f 0ðdÞ ¼ 0:
Proof. Let f be from the previous lemma. Let fþðxÞ ¼ maxf f ðxÞ; 0g and fðxÞ ¼
maxff ðxÞ; 0g; then jj fþjjpp;J ¼ jj fjjpp;J ; f ¼ fþ  f and jfx : f ðxÞ ¼ 0gj ¼ 0: Since
we know that for any gAW 1;pðJÞ; gX0 we have jjg0jjp;JXjjðgÞ0jjp;ð0;jJjÞ (where g is
the non-increasing rearrangement of the function g). Then we have that
jj f þjjpp;ð0;jJjÞ þ jj f jjpp;ð0;jJjÞ
jjðf þÞ0jjpp;ð0;jJjÞ þ jjðf Þ0jjpp;ð0;jJjÞ
¼ Ap0ðJÞ:
Now deﬁne r ¼ jfx : f ðxÞ40g-Jj and gðxÞ ¼ f þðc þ r  xÞ for cpxpc þ r and
gðxÞ ¼ f ðc þ r þ xÞ for c þ rpxpd: Then
jjgjjp;J
jjg0jjp;J
¼ A0ðJÞ;
and jjgþjjpp;J ¼ jjgjjpp;J :
From all this we can see that we have found a function g such that: g is monotone,
gðc þ rÞ ¼ 0 where coc þ rod and ðjjgjjp;J=jjg0jjp;JÞ ¼ A0ðJÞ:
Now we show that gððc þ dÞ=2Þ ¼ 0 (i.e. r ¼ ðc þ dÞ=2Þ: Put J1 ¼ ðc; c þ rÞ and
J2 ¼ ðc þ r; dÞ; then we have
jjgjjpp;J1 þ jjgjj
p
p;J2
jjg0jjpp;J1 þ jjg0jj
p
p;J2
¼ Ap0ðJÞ: ð4Þ
Since A0ðJÞ ¼ jJjA0ðð0; 1ÞÞ; we see that
jjgjjpp;J1
jjg0jjpp;J1
pAp0ðð0; 1ÞÞjJ1jp2p:
For if not then we can deﬁne hðxÞ ¼ gðxÞ on ðc; c þ rÞ and hðxÞ ¼ gðx þ 2ðr þ cÞÞ
on ðc þ r; c þ 2rÞ and we have that infaAR jjh  ajjp;ðc;cþ2rÞ ¼ jjhjjp;ðc;cþ2rÞ and
jjhjjp
p;ðc;cþ2rÞ
jjh0jjp
p;ðc;cþ2rÞ
4Ap0ððc; c þ 2rÞÞ;
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which is a contradiction with the deﬁnition of A0: Similarly we have
jjgjjpp;J2
jjg0jjpp;J2
pAp0ðð0; 1ÞÞjJ2jp2p:
Observe that (4) holds if and only if
jjgjjpp;J1
jjg0jjpp;J1
¼ jjgjj
p
p;J2
jjg0jjpp;J2
¼ Ap0ðJÞ
(do not forget that jjgjjpp;J1 ¼ jjgjj
p
p;J2
). This means that c þ r ¼ ðc þ dÞ=2 and
moreover we can suppose that gðxÞ ¼ gðx þ ðc þ dÞÞ (i.e. gðxÞ is odd with respect
to ðc þ dÞ=2).
Next we show that g0ðcÞ ¼ g0ðdÞ ¼ 0: Note that gðcÞ ¼ gðdÞX0: Suppose that
g0ðcÞ ¼ g0ðdÞo0; then there are a number z40 and a sequence of numbers fxngNn¼1
such that xn4c; xn-c and
gðcÞ  gðxnÞ
c  xn ozo0
(i.e.
R xn
c
g0ðtÞ dtoðxn  cÞz). A similar procedure can be carried out in the
neighborhood of d:
Then we have jzjðxn  cÞo
R xn
c
jg0ðtÞjdtpðR xn
c
jg0ðtÞjpdtÞ1=pðxn  cÞ1=p
0
: And also we
have
A
p
0ðJÞ ¼
R d
xn
jgjp þ R xn
c
jgjpR d
xn
jg0jp þ R xn
c
jg0jp
p
R d
xn
jgjp þ ðxn  cÞjgðcÞjpR d
xn
jg0jp þ ðxn  cÞjzjp
:
Since A0ðJÞ40 and jzj40; plainly
jgðcÞjpojzjpAp0ðJÞ þ jgðcÞjp
and there exists n1AN such that for any n4n1 we have
ðxn  cÞjgðcÞjpoðxn  cÞjzjp
R d
xn
jgjpR d
xn
jg0jp
þ ðxn  cÞjgðcÞ  zðxn  cÞjp
and then
Z d
xn
jgjp
  Z d
xn
jg0jp
 
þ ðxn  cÞjgðcÞjp
Z d
xn
jg0jp
 
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o
Z d
xn
jgjp
  Z d
xn
jg0jp
 
þ ðxn  cÞjzjp
Z d
xn
jgjp
 
þ ðxn  cÞjgðcÞ  zðxn  cÞjp
Z d
xn
jg0jp
 
þ jzjpjgðcÞ  zðc  xnÞjpðc  xnÞ2:
From this it follows that for any n4n1;R d
xn
jgjp þ ðxn  cÞjgðcÞjpR d
xn
jg0jp þ ðxn  cÞjzjp
o
R d
xn
jgjp þ ðxn  cÞjgðxnÞjpR d
xn
jg0jp
:
But this means that for ln ¼ wðxn;dÞg þ wðc;xnÞgðxnÞ we have
A
p
0ðJÞo
R d
c
jlnjpR d
c
jl0njp
for any n4n1:
In view of the antisymmetry of g we deﬁne a function
rnðxÞ ¼ wðc;dþcxnÞgðxÞ þ wðdþcxn;d Þgðd þ c  xnÞ; and have
A
p
0ðJÞo
R d
c
jrnjpR d
c
jr0njp
for any n4n1:
Finally we deﬁne knðxÞ ¼ wðxn;dþcxnÞgðxÞ þ wðdþcxn;dÞgðd þ c  xnÞ þ wðc;xnÞgðxnÞ:
Then for n large enough we have
A0ðJÞo inf
cAR
jjkn  cjjp;J
jjk0njjp;J
:
But this contradicts the deﬁnition of A0ðJÞ: hence g0ðcÞ ¼ g0ðdÞ ¼ 0: &
Now we recall the p-Laplacian eigenvalue problem, which is deﬁned, for
1opoN; l40 and T40 by
ðju0jp2u0Þ0 þ ljujp2u ¼ 0; on ð0; TÞ;
u0ð0Þ ¼ 0; u0ðTÞ ¼ 0:
The set of eigenvalues of this problem is given by
lnðTÞ ¼ ln :¼ 2npp
T
 p
1
p0pp1
for each nAN:
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The corresponding eigenfunctions are u0ðtÞ ¼ c; cAR\f0g and
unðtÞ ¼ T
npp
sinp
npp
T
t  T
2n
  
:
Here for p41 we put p0 ¼ p
p1 and pp ¼ 2Bð1p; 1p0Þ ¼ p=sinðp=pÞ; where B denotes the
beta function. Moreover sinpð:Þ can be deﬁned as the unique (global) solution to the
initial-value problem
ðju0jp2u0Þ0 þ 2
p
p0pp1
jujp2u ¼ 0;
uð0Þ ¼ 0; u0ð0Þ ¼ 1:
Also sinp can be expressed in terms of hypergeometric functions (see [AS, p. 263]),
arcsinpðsÞ ¼ ps1=pF 1
p
;
1
p
; 1þ 1
p
; s
 
;
or
arcsinpðsÞ ¼ B 1
p
;
1
p0
;
2s
p
 p 
;
where Fða; b; c; sÞ denotes the hypergeometric function and B is the incomplete beta
function
Bð1=q; 1=p0; xÞ ¼
Z x
0
z1=q1ð1 zÞ1=p dz;
see [AS].
Moreover, for sA½0; p=2 we have
arcsinpðsÞ ¼ p
2
Z 2s
p
0
dt
ð1 tpÞ1=p
;
(note that this integral converges for all sA½0; p=2).
We note that in this paper we are using the deﬁnition of pp and sinp functions from
the paper [DM] which is slightly different from the deﬁnition of pp and the sinp
function used in [Li1,Li2]. See also [DEM].
Note that as arcsinp : ½0; p=2-½0; pp=2 is strictly increasing then its inverse
function sinp : ½0; pp=2-½0; p=2 is also strictly increasing.
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We extended sinp from ½0; pp=2 to all R as a 2pp periodic function by the usual
way as in the p ¼ 2 case (i.e. from sin).
For later use let us deﬁne cospðtÞ :¼ sin0pðtÞ: We have that
p
2
 	p
jcospðtÞjp þ jsinpðtÞjp ¼ 1 for all tAR;
and
pp ¼ pp0 :
From [DM] we have
Z T
0
sinp
npp
T
t
 	 p dt ¼ Tp0pp
2pðp0 þ pÞ
and
Z T
0
d
dt
sinp
npp
T
t
 	

p
dt ¼ n
ppppp
Tp1ðp0 þ pÞ:
See [Li2] for more information about sinpð:Þ and cospð:Þ functions.
Deﬁnition 2.6. Given J ¼ ½c; dCR we denote by un;JðtÞ the nth eigenfunction of the
p-Laplacian eigenvalue problem on J and by ln;J the corresponding nth eigenvalue.
Note that
u0;J ¼ C;
un;JðtÞ ¼ jJj
npp
sinp
npp
jJj t 
jJj
2n
 c
  
; for nX1
and
ln;J ¼ 2nppjJj
 p
1
p0pp1
; for each nAN;
where pp ¼ p=sinðp=pÞ: It is simple to see that for any nAN; fui;Jgni¼1 is a linearly
independent set.
Lemma 2.7. Let J ¼ ðc; dÞCI : Then
A0ðJÞ ¼
jju1;J jjp;J
jju01;J jjp;J
¼ inf
aAR
jju1;J  ajjp;J
jju01;J jjp;J
¼ 1
l1;J
 1=p
:
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Proof. We can see that
A0ðJÞ ¼ sup
uAKðJÞ
jju1;J jjp;J
jju01;J jjp;J
;
where KðJÞ ¼ f f ; 0ojj f 0jjp;JoN; infa jj f  ajjp;J ¼ jj f jjp;Jg: After taking the
Fre´chet derivative of A
p
0ðJÞ we can see that this lemma follows from the previous
observation about eigenfunctions and eigenvalues for the p-Laplacian problem with
Neumann boundary value conditions together with Lemma 4 (more can be found in
[DKN]). &
3. The main theorem
Deﬁnition 3.1. Let e40 and I ¼ ða; bÞCR: We deﬁne
Nðe; IÞ ¼ inf n; I ¼
[n
i¼1
Ii; A0ðIiÞpe; jIi-Ij j ¼ 0 for iaj
( )
:
From our previous observation that A0ðJÞ ¼ ð 1l1;JÞ
1=p ¼ ðp0pp1Þ1=p jJj
2pp
we have:
Observation 3.2. (i) Given any e40 we have Nðe; IÞoN:
(ii) Let e40: Then there is a covering set of intervals (that is, a set of non-overlapping
intervals)
fIigNðeÞi¼1 such that A0ðIiÞ ¼ e for i ¼ 1;y; NðeÞ and A0ðINðe;IÞÞpe:
(iii) For any nAN there exist e40; such that n ¼ Nðe; IÞ and corresponding covering
sets fIigNðe;IÞi¼1 for which A0ðIiÞ ¼ e for i ¼ 1;y; Nðe; IÞ:
Moreover we can see:
Observation 3.3. Let nAN and eA jI j
2npp
h
ðp0pp1Þ1=p; jI j
2ðn1Þppðp0pp1Þ
1=pÞ: Then Nðe; IÞ¼n:
From this observation we obtain the following two lemmas as in [EEH2].
Lemma 3.4. Let nAN: Then,
anðE1Þp jI j
2npp
ðp0pp1Þ1=p
and
anðE2Þp jI j
2npp
ðp0pp1Þ1=p
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and
inf jjE3  Pnþ1jjp jI j
2npp
ðp0pp1Þ1=p;
where the infimum is taken over all linear maps Pnþ1 : L1;pðIÞ-LpðIÞ with rank less
than n þ 1:
Proof. Let fIign1 be the partition from Observation 3.2 with e ¼ jI j2nppðp0pp1Þ
1=p: Set
Pf ¼Pni¼1 Pi f where
Pi f ðxÞ :¼ wIiðxÞð f ððai þ biÞ=2ÞÞ; where Ii ¼ ðai; biÞ:
We can see that Pi f is a linear map from L
1;pðIiÞ into LpðIiÞ (not necessarily
bounded) and it is a bounded linear map from L1;pðIiÞ=f1g into LpðIiÞ with rank less
or equal to 1. Then rank Ppn and P is a linear map from L1;pðIÞ into LpðIÞ and it is
a linear map from L1;pðIÞ=f1g into LpðIÞ: From [Li1] and Lemma 5 we have that
A0ðIiÞ ¼ supjju0 jjp;Ii40
jjuPiujjp;Ii
jju0 jjp;Ii
: Then we have
jjðE3  PÞf jjpp;I ¼
Xn
i¼1
jjðE3  PÞf jjpp;Ii
¼
Xn
i¼1
jjð f ð:Þ  f ððai þ biÞ=2Þjjpp;Ii
p
Xn
i¼1
A
p
0ðIiÞjj f 0jjpp;Ii
p
Xn
i¼1
jI j
2npp
ðp0pp1Þjj f 0jjpp;Ii
p jI j
2npp
ðp0pp1Þjj f 0jjpp;I :
(Note that jj f  f ðða þ bÞ=2Þjjp;I=jj f 0jjp;IoN for any fAL1;pðIÞ:) From this follows
the third inequality for E3:
The proof of the inequality for E2 is the same, just use that rank Ppn  1 since the
target space is LpðIÞ=f1g:
For the ﬁrst inequality for anðE1Þ we have to deﬁne a new partition of I : Let fIign1
by the partition from Observation 3.2 with e ¼ jI j
2npp
ðp0pp1Þ1=p: Put Ji ¼ ðai þ
jIij=2; bi þ jIij=2Þ for i ¼ 1;y; n  1 and J0 ¼ ða; a þ jI1j=2Þ; Jn ¼ ðan þ jInj=2; bÞ
where Ii ¼ ðai; biÞ: Deﬁne fcign0 and fdign0 by Ji ¼ ðci; diÞ:
Set Gf ¼Pni¼0 Gi f where Gi f ðxÞ :¼ wJiðxÞð f ððci þ diÞ=2ÞÞ; for i ¼ 1;y;
n  1; G0f ðxÞ :¼ f ðaÞ ¼ 0 and Gnf ðxÞ :¼ f ðbÞ ¼ 0 where Ii ¼ ðai; biÞ: Then rank
Gpn1 and G is a bounded linear map from W 1;p0 ðIÞ into LpðIÞ: Since Ap0ðIiÞ ¼ Ap0ðJjÞ
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then as before we have for fAW 1;p0 ðIÞ:
jjðE1  GÞf jjpp;I ¼
Xn
i¼0
jjðE  PÞf jjpp;Ji
¼
Xn1
i¼1
jjð f ð:Þ  f ððai þ biÞ=2Þjjpp;Ji þ jj f jj
p
p;J0
þ jj f jjpp;Jn
p
Xn1
i¼1
A
p
0ðJiÞjj f 0jjpp;Ji þ A
p
0ðI1Þjj f 0jjpp;I0 þ A
p
0ðInÞjj f 0jjpp;Jn
p
Xn
i¼0
jI j
2npp
ðp0pp1Þjj f 0jjpp;Ii
p jI j
2npp
ðp0pp1Þjj f 0jjpp;I :
From this follows the ﬁrst inequality for anðE1Þ: &
From the proof of Lemma 6 we can see that for any n there exists Kn; an n-
dimensional linear subspace of Lp; such that for any fAL1;pðIÞ=f1g (or from any
fAL1;pðIÞ) we have
inf
gAKn
jj f  gjjppp
jI j
2npp
ðp0pp1Þjj f 0jjpp:
Moreover, for any n there exists Rn1; an ðn  1Þ-dimensional linear subspace of Lp;
such that for any fAW 1;p0 ðIÞ we have
inf
gARn1
jj f  gjjppp
jI j
2npp
ðp0pp1Þjj f 0jjpp:
Lemma 3.5. Let nAN: Then
anðE1ÞX jI j
2npp
ðp0pp1Þ1=p
anðE2ÞX jI j
2npp
ðp0pp1Þ1=p
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and
inf jjE3  Pnþ1jjX jI j
2npp
ðp0pp1Þ1=p;
where the infimum is taken over all linear maps Pnþ1 : L1;pðIÞ-LpðIÞ with rank less
than n þ 1:
Proof. First we prove the second inequality for E2: Let fIign1 be the partition from
Observation 3.2 with e ¼ jI j
2npp
ðp0pp1Þ1=p:
From the deﬁnition of A0ðIiÞ we know that for i ¼ 1;y; n there exists
jiAW
1;pðIiÞ; jjj0ijjp;Ii ¼ 1 such that
inf
aAR
jjji  ajjp;Ii ¼ A0ðIiÞ ¼ e:
We extend each ji to I by taking j
0
i ¼ 0 outside Ii and deﬁne fi ¼ ji þ ci where
ciAR is such that fiAL
1;p=f1g:
Let P : L1;pðIÞ=f1g-LpðIÞ=f1g be a bounded linear operator with rank ðPÞon:
Then there are constants l1;y; ln; not all zero, such that
Pf ¼ 0; f ¼
Xn
i¼1
lifi:
Note that fALpðIÞ=f1g: Then, noting that the following summation is over lia0;
jjE2f Pfjjpp;I ¼ jjE2fjjpp;I ¼
Xn
i¼1
jjfjjpp;Ii
X
Xn
i¼1
inf
a
jjf ajjpp;IiX
Xn
i¼1
inf
a
jjfi  ajjpp;Ii jlij
p
X ep
Xn
i¼1
jjf0ijjpp;Ii jlij
pXepjjf0jjpp;I :
Then we have that jjE2  Pjjp;IXe; so that anðE2ÞXe:
We prove the inequality for E3 in the same way as for E2: Let P : L
1;pðIÞ-LpðIÞ
be a linear operator with rank ðPÞon þ 1: Take the system of functions ffigni¼1
considered previously and put fnþ1 ¼ 1; then we have n þ 1 linearly independent
functions from L1;pðIÞ (note that W 1;pðIÞ=fIgCL1;pðIÞÞ:
Then there are constants l1;y; lnþ1; not all zero, such that
Pf ¼ 0; f ¼
Xnþ1
i¼1
lifi:
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Then, noting that the following summation is over lia0 we have
jjE3f Pfjjpp;I ¼ jjE3fjjpp;I ¼
Xnþ1
i¼1
jjfjjpp;Ii
X
Xnþ1
i¼1
inf
a
jjf ajjpp;IiX
Xnþ1
i¼1
inf
a
jjfi  ajjpp;Ii jlij
p
X ep
Xnþ1
i¼1
jjf0ijjpp;Ii jlij
pXepjjf0jjpp;I :
Hence jjE3  Pjjp;IXe and then the third inequality for E3 is satisﬁed.
Now we prove the inequality for anðE1Þ: Take un;I ; the nth eigenfunction of the
p-Laplacian eigenvalue problem on I with Neumann boundary condition. Let fIign1
be the partition from Observation 3.2 with e ¼ jI j
2npp
ðp0pp1Þ1=p: Then we deﬁne
fi ¼ un;IwIi and fiAW 1;p0 ðIiÞ and jjfijjp;I=jjf0ijjp;I ¼ A0ðIiÞ: Let P : L1;pðIÞ-LpðIÞ be
a linear operator with rank ðPÞon: Then there are constants l1;y; ln; not all zero,
such that
Pf ¼ 0; f ¼
Xn
i¼1
lifi:
Noting that the following summation is over lia0 we have
jjE1f Pfjjpp;I ¼ jjE1fjjpp;I ¼
Xn
i¼1
jjfjjpp;Ii
X
Xn
i¼1
jjfjjpp;IiX
Xn
i¼1
jjfijjpp;Ii jlij
p
X ep
Xnþ1
i¼1
jjf0ijjpp;Ii jlij
pXepjjf0jjpp;I :
Thus jjE1  Pjjp;IXe and so the third inequality for anðE1Þ is satisﬁed. &
The previous two lemmas give us:
Theorem 3.6. If jI joN; then
anðE1Þ ¼ anðE2Þ ¼ jI j
2npp
ðp0pp1Þ1=p ¼ 1
l1=pn ðIÞ
and
inf jjE3  Pnþ1jj ¼ jI j
2npp
ðp0pp1Þ1=p ¼ 1
l1=pn ðIÞ
;
where the infimum is taken over all linear maps Pnþ1 : L1;pðIÞ-LpðIÞ with rank less
than n þ 1:
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Thus,
lim
n-N
anðE1Þn ¼ lim
n-N
anðE2Þn ¼ jI j
2pp
ðp0pp1Þ1=p;
where pp ¼ p=sinðp=pÞ:
Final note. After ﬁnishing the paper we learned about the paper [EHS] in which
similar results were proved on trees. Also we would like to mention the paper [BS] in
which the authors carefully studied problems related to Lemma 2.7.
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