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ABSTRACT
Context. In most current debris disc models, the dynamical and the collisional evolutions are studied separately, with N-body and
statistical codes, respectively, because of stringent computational constraints. In particular, incorporating collisional effects into an
N-body scheme has proven a very arduous task because of the exponential increase of particles it would imply.
Aims. We present here LIDT-DD, the first code able to mix both approaches in a fully self-consistent way. Our aim is for it to be
generic enough so as to be applied to any astrophysical cases where we expect dynamics and collisions to be deeply interlocked with
one another: planets in discs, violent massive breakups, destabilized planetesimal belts, exozodiacal discs, etc.
Methods. The code takes its basic architecture from the LIDT3D algorithm developed by Charnoz et al.(2012) for protoplanetary
discs, but has been strongly modified and updated in order to handle the very constraining specificities of debris discs physics:
high-velocity fragmenting collisions, radiation-pressure affected orbits, absence of gas, etc.It has a 3D Lagrangian-Eulerian structure,
where grains of a given size at a given location in a disc are grouped into ”super-particles”, whose orbits are evolved with an N-body
code and whose mutual collisions are individually tracked and treated using a particle-in-a-box prescription. To cope with the wide
range of possible dynamics for same-sized particles at any given location in the disc, tracers are sorted and regrouped into dynamical
families depending on their orbits.
Results. The LIDT-DD code has been successfully tested on simplified cases for which robust results have been obtained in past
studies: we retrieve the classical features of particle size distributions in unperturbed discs, as well as the outer radial density profiles
in ∼ r−1.5 outside narrow collisionally active rings, and the depletion of small grains in ”dynamically cold” discs. The potential of the
new code is illustrated with the test case of the violent breakup of a massive planetesimal within a debris disc. Preliminary results
show that, for the first time, we are able to quantify the timescale over which the signature of such massive break-ups can be detected.
In addition to the study of such violent transient events, the main potential future applications of the code are planet/disc interactions,
and more generally any configurations where dynamics and collisions are expected to be intricately connected.
Key words. planetary systems: formation – stars: circumstellar matter
1. Introduction
1.1. Collisional modelling of debris discs
Debris discs are circumstellar, optically thin dusty discs around
main sequence stars with little or no gas1. Hundreds of such discs
have been detected through the IR-excess associated to the warm
and/or cold circumstellar dust in the micron to centimetre size
range (see reviews by Wyatt (2008) and Krivov (2010)).
The observed dust cannot be primordial, because its removal
time scale due to Poynting-Robertson drag and destructive col-
lisions is much shorter than the system’s age. It must thus be
steadily replenished from a mass reservoir contained in larger,
unseen bodies, most probably through a collisional cascade start-
ing at bodies exceeding the kilometre-size range. Studying the
collisional evolution of such systems is thus of fundamental im-
portance, as it allows to address crucial issues such as the size-
distribution of particles in the disc, the link between the observed
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1 and should not be mixed up with their younger, gas-rich circumstel-
lar counterparts containing primordial material, known as protoplane-
tary discs
dust and its hidden larger progenitors, the total mass in the sys-
tem and its mass loss with time. All these issues are usually nu-
merically investigated with particle-in-a-box codes, with no or
poor spatial resolution, dividing the disc into size bins whose
mutual collisional interactions are treated in a statistical way
(Kenyon & Bromley, 2002; Thebault et al., 2003; Krivov et al.,
2006; Thebault & Augereau , 2007; Lo¨hne et al., 2008; Ga´spa´r et
al., 2012). Such models have greatly improved our understand-
ing of debris discs in the past decade and are essential to under-
stand the formation and evolution of planetary systems.
1.2. Dynamical modelling
For a minority of debris discs (40 to date2), resolved images have
also been obtained. These images are usually obtained at visible
and near-IR wavelengths, but new observational facilities such
as the Herschel Space Observatory are now also providing more
and more images in the mid to far IR (Lo¨hne et al., 2012; Wyatt
et al., 2012; Lestrade et al., 2012; Donaldson et al., 2012; Ertel et
al., 2012). Almost all of these resolved images show pronounced
structures, such as bright clumps, two-side asymmetries, spiral
2 see http://www.circumstellardisks.org
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arms or warps (e.g. Kalas et al., 2005; Golimovski et al., 2006;
Acke et al., 2012; Booth et al., 2013). Understanding the ori-
gin of these structures has been a major objective of debris disc
studies, which have explored, mostly through numerical mod-
elling, several possible scenarios. In many cases, these scenar-
ios involve the presence of a perturbing planet, such as for the
warp of the β Pictoris disc (Mouillet et al., 1997; Augereau et al.,
2001), the brightness asymmetries in the Epsilon Eridani sys-
tem (Kuchner & Holman, 2003) or the confined rings around
HR4796A and Fomalhaut (Wyatt et al., 1999; Chiang et al.,
2009). However, alternative scenarios, such as stellar perturba-
tions (e.g., Augereau & Papaloizou, 2004; Thebault et al., 2010),
interaction with gas (Takeuchi & Artymowicz, 2001; Besla &
Wu, 2007), interaction with the ISM (Artymowicz & Clampin,
1997; Debes et al., 2009; Marzari & Thebault, 2011) or tran-
sient violent events (Kenyon & Bromley, 2005; Grigorieva et
al., 2007) have also been investigated.
The numerical exploration of these different scenarios has
mostly been done using N-body codes, which are designed to ac-
curately follow the development of dynamical structures such as
resonances, migrations, etc (e.g., Reche et al., 2009; Kuchner &
Holman, 2003). The price to pay for the spatial precision allowed
by the N-body approach is that collisions are usually neglected
in such models, which follow the evolution of collisionless test
particles.
1.3. The need for coupled studies
As can be seen, the collisional and dynamical evolution of de-
bris discs are usually studied separately, the focus of collisional
models being mostly global characteristics such as grain size dis-
tributions or mass loss, while dynamical models focus on local
or transient phenomenae that can leave signatures in resolved
images. While such separate studies can (and have) produce(d)
important results, they suffer from unavoidable limitations.
For the purely statistical models these limitations are obvi-
ously the absence of or poor spatial resolution, but also the fact
that dynamical processes might strongly affect impact rates and
velocities and thus the collisional evolution. This might lead to
strong discrepancies in the way some parts of the disc collision-
ally evolve with respect to others.
The N-body collisionless models also suffer from severe
handicaps. The absence of collisions can indeed strongly bias or
even invalidate results obtained in such codes, and this for sev-
eral reasons. As an example, if collisional timescales are shorter
than dynamical ones then collisions can hinder or even prevent
the build-up of dynamical structures. Likewise, the identifica-
tion of dynamically stable and unstable regions in a perturbed
debris disc (be it by a planet or a stellar companion) can also
be strongly affected by collisional activity, as a collision cascade
will steadily produce small grains that can be launched by ra-
diation pressure on highly eccentric or unbound orbits that can
populate regions that are in principle dynamically ”forbidden”.
Unfortunately, the complex interplay between the system’s
dynamical and collisional evolutions is very difficult to handle
numerically, mainly because the particle-in-a-box and the N-
body approaches are radically different in their principles and
structures. However, the first attempts to partially couple dynam-
ics and collisions have been published recently, most of them
taking as a basis the N-body approach into which some collision-
imposed properties are injected.
1.4. First attempts at coupling dynamics and collisions
The most reliable way of including destructive collisions into
an N-body scheme would in principle be by ”brute-force” meth-
ods, where bodies are effectively broken into fragments whose
evolution is then dynamically followed (Beauge & Aarseth,
1990). However, such codes can only follow a very limited num-
ber of collisional fragments and lead in any case to an exponen-
tial increase of the number of particles that very quickly becomes
unmanageable.
An alternative option is to run collisionless N-body runs, and
to post-process them assuming that each test particle stands for a
dust-producing collisional cascade of solids (Booth et al., 2009).
This approach allows to explore very long timescales, up to sev-
eral Gyrs. It has been used to study the signature, in terms of
Spectral Energy Distribution (SED), of the late stages of terres-
trial planet formation (Raymond et al., 2011). However, it has
some important limitations, as it implicitly supposes that colli-
sions and dynamics are fully decoupled, i.e., assuming that col-
lision processes are unaffected by the dynamics, but also that
collisions have no influence on the formation and fate of spatial
structures.
An important recent improvement is the LIPAD code devel-
oped by Levison et al. (2012). LIPAD follows the dynamical
evolution of ”tracers”, representing populations of single-sized
planetesimals and tracks down their mutual collisions. Collisions
change tracer velocities as well as increase or decrease the plan-
etesimal sizes they represent depending on the collision outcome
(accretion or fragmentation). However, this code is designed to
study the earlier stage of kilometre-sized planetesimal accretion
and is not adapted, in its present form, to debris disc studies. It
indeed focuses mainly on the fate of the large growing bodies
and has a very simplified prescription for the dust: all material
below the minimum planetesimal size is into ”dust tracers” hav-
ing a single physical size and that no longer collisionally inter-
act with each other. Furthermore, it neglects the effect of radi-
ation pressure, an effect that is crucial for debris discs because
it creates a strongly size-dependent behaviour of dust particles,
and thus greatly complexifies the numerical treatment of the dust
population.
Amongst the most sophisticated debris discs’ models that
have been developed to date are probably the ”CGA” (Stark
& Kuchner, 2009) and ”DyCoSS” (Thebault, 2012) algorithms.
These codes are different in their principles but both imple-
ment comparable levels of collisional processes into their N-
body main structure. They are specifically designed to esti-
mate how collisional lifetimes of grains are affected by dynam-
ical perturbations, and how this variety of collisional lifetimes
in turn affects the development of dynamical structures (reso-
nances, PR-drag migrations, etc...). Both codes allow the study
of very fine spatial structures and have been used for some spe-
cific cases such as the Neptune-Kuiper-Belt system (Kuchner &
Stark, 2010), debris discs in binaries (Thebault, 2012) or discs
with an embedded or exterior planet (Thebault et al., 2012). They
are however both restricted to specific set-ups, i.e., systems at
collisional and dynamical steady-state under the influence of one
perturbing body only. Moreover, the coupling between dynamics
and collisions is only partial and both codes assume that colli-
sions are fully destructive, i.e., particles having exceeded their
collisional lifetimes are simply removed, and the fate of small
collisional fragments is not followed.
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1.5. ”Tracer” approach
The first attempt at truly coupling the collisional and dynami-
cal modelling of a debris disc was performed with the hybrid
code of Grigorieva et al. (2007). The principle of this approach
is that each particle of an N-body simulation is a ”tracer” (or a
”super-particle”) representing a vast population of particles of a
given size, and that the code tracks mutual collisions between
these tracers. These collisions are then treated with a classical
particle-in-a-box approach, estimating the amount of mass lost
by the impacting tracers and the corresponding mass that is in-
jected into new tracers carrying the collisional fragments cre-
ated. This code was successfully used to identify and quantify
the mechanism of collisional ”avalanches” produced by the shat-
tering of a large planetesimal far inside a dense dust belt. It had
however one major limitation, which is that the number of trac-
ers is constantly increasing and rapidly becomes too much for
the code to handle. As such it was restricted to short timescales,
typically a few orbital periods.
This major limitation has been recently overcome by an al-
gorithm aimed at studying the very different astrophysical case
of young, massive and gaseous protoplanetary discs (Charnoz &
Taillifet, 2012). This code, named LIDT3D, is based on a sim-
ilar ”tracer” approach but integrates a routine to identify super-
fluous and redundant tracers and to reassign these tracers to re-
gions where they are more needed. This procedure prevents the
number of tracers from increasing and allows studies spanning
much longer times. However, LIDT3D cannot be used to study
debris discs, because of the very different physical processes at
play in a protoplanetary disc, in particular the strong homoge-
nizing effect of gas drag that greatly simplifies the dynamics, as
well as the very different collisional regime that prevails, i.e.,
mostly low-velocity impacts instead of high-∆v shattering-and-
fragment-producing ones in debris discs.
Our aim is here to create a new version of the LIDT code,
called ”LIDT-DD”, which keeps the basic tracer architecture of
LIDT3D, but is able to handle the very constraining demands of
modelling debris discs. We present in Section 2 a brief summary
of the main LIDT architecture that will be kept in the new algo-
rithm. In section 3, we first describe the challenging aspects of
debris disc physics and their implications in terms of numerical
handling. We then present the LIDT-DD code itself as well as
an illustrative pedagogical run. Section 4 is devoted to different
tests that have been performed to check the code’s reliability. In
Section 5, we illustrate the potential of this new code by show-
ing some preliminary results for an example set-up of a massive
catastrophic collision within a debris disc.
2. LIDT basic architecture
The basic architecture of the LIDT-DD debris disc model takes
its roots in the LIDT3D code (OPEN-MP) developed by Charnoz
& Taillifet (2012) for the study of primordial protoplanetary
discs. Because of the radical differences between these two as-
trophysical cases, in terms of dominant physical mechanisms but
also regarding the strong constraints imposed by high-velocity
destructive collisions in debris discs (see Sec. 3.1), LIDT-DD
strongly departs from its predecessor, incorporating several new
key procedures, and can be considered as an independent, stand-
alone code. However, before presenting it in great details in the
next section, let us first briefly recall here the basic features of
the LIDT code that remains as the backbone of this new model
(for a more detailed description, see Charnoz & Taillifet, 2012).
2.1. Tracers
The building blocks of the LIDT scheme are ”tracers”, each rep-
resenting a whole population of particles of a given size at a
given location in the system. At each time step, these tracers are
dynamically evolved with a deterministic N-body integrator and
do collisionally interact following a statistical particle-in-a-box
scheme.
Tracers are defined by their position Rt, velocity Vt, the
physical size st of the particles they stand for and the individ-
ual mass mt = 4/3piρs3t of these particles. A tracer represents
a large number Nt of such individual particles, and thus repre-
sents a total mass Mt such as Mt = Nt mt. The whole system is
then composed of N such tracers, a number that can evolve with
time depending on the number of tracers that are needed in ev-
ery region of the disc. For our LIDT-DD debris disc simulations,
N is of the order of ∼ 105, which is the typical maximum total
number of tracers that are needed in our simulations to handle
2 tracers per dynamical category per size bin per spatial cell per
time step (see Sect. 3.7). N will be worked out automatically by
the code at every time step as the number of tracers directly de-
pends on the dynamical and collisional activity within the disc
(see section 3.8 for more details).
2.2. Dynamical Evolution
The dynamical evolution of a tracer representing a cloud of par-
ticles of size s is followed using a lagrangian N-body approach,
integrating at each time step the equation of motion correspond-
ing to one particle of size s at position Rt with velocity Vt. Forces
that are taken into account are the central star’s gravity, stellar
radiation pressure and friction due to turbulent gas. The inte-
grator is a Burlisch-Stoer with a semi-implicit solver (Bader &
Deuflhard, 1983).
2.3. Collision treatment
Once all tracers have been dynamically evolved for a time step,
their collisional evolution is computed in the following way:
the system is divided into a 2-D grid, in (r, z) or (r, θ), of spa-
tial cells, into which the collisional evolution will be followed.
Within each cell, mutual collisions between tracers of each size
group are considered. The first step is to compute average impact
velocities ∆Vi, j between all pairs of sizes si and s j. Then, from
the values of ∆Vi, j and the particles number Ni and N j, the num-
ber of collisions Nci, j between all particles contained in tracer i
and those contained in tracer j within a time step ∆t is derived,
following:
Nci, j ∼ ∆Vi, j.Ni.N j.σi, jVoli, j ∆t, (1)
where Voli, j is the cell’s volume and σi, j = pi(si + s j)2 is the
total cross section during the impact.
Then, for each impacting pair (i, j) a standard collisional out-
come prescription is plugged in to estimate if the collision results
in accretion, rebound or erosion. In the latter case, the number of
collisional fragments produced for each size is estimated using
simple collisional laws (see Charnoz & Taillifet, 2012). For each
fragment size, the number of produced fragments is then added
to the tracers present in the cell corresponding to this size. If no
corresponding tracers are already present, a new one is created.
A key feature of the LIDT scheme is a tracer reassignment
procedure that avoids a unmanageable increase of the number
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of tracers. Its basic principle is that each redundant tracer, when
for instance there are too many tracers of a given size in a given
cell than would be required to give a statistically significant be-
haviour, is taken away (its mass being given to other neighbour-
ing tracers of the same size) and stored in a buffer of ”freed”
tracers that can be used whenever new tracers are created by col-
lisions in other cells.
To avoid too fast movements of the tracers in and out of the
cells, which would put an artificial constraint on the time step,
the (r, θ) grid is rotating at the Keplerian velocity calculated at
the center of each cell.
Note that the collisional spatial grid has necessarily a finite
spatial extension and cannot extend over the whole space where
the dynamical evolution of tracers is followed. There is thus a
region beyond the outer limit of the grid where collisions are
implicitly not taken into account, but this is an acceptable sim-
plification if the outer limit of the grid is located in regions that
are sparsely populated and not very collisionally active.
As a summary, the basic principle of the LIDT scheme can
be schematically presented as follows:
– Step 1: Evolve dynamics,
– Step 2: Create a 2-D grid superimposed onto the tracers to
divide the system in different spatial cells,
– Step 3: Compute relative velocities between tracers in each
cell,
– Step 4: Compute collisional outcomes and produce colli-
sional fragments in each cell,
– Step 5: Create tracers and reorganize them within the sys-
tem.
3. LIDT-DD
3.1. Specificities of debris discs physics
The major changes that have been implemented into LIDT-DD
with respect to the initial protoplanetary-disc version have been
motivated by the specificities of debris discs physics, which im-
pose very strong constraints on the way collisions and dynamics
are to be treated. We present here a brief description of what
these specificities are and how they will affect the numerical
treatment of the system within the LIDT frame.
One crucial difference between protoplanetary and debris
discs is the absence (or strong depletion) of gas in the latter.
While this absence is a simplification in terms of the physical
processes at play, in particular allowing to dispense with the
problematic handling of turbulence and gas disc parameteriz-
ing (see Charnoz & Taillifet, 2012), it does in fact add great
complexity to the system’s dynamical and collisional evolution.
Indeed, in a protoplanetary disc, small grains are strongly cou-
pled to the gas, and gas drag very quickly smoothes out any dis-
parities between orbits of similarly sized particles. As a conse-
quence, the way these particles are produced and the orbits on
which they are released is of little importance, as any initial con-
ditions are very quickly relaxed. The welcome consequence is
that, at any given location in the disc, there is only one possi-
ble dynamics for a given particle size. In numerical terms, this
means that, in a given ”cell” of the LIDT code, only one cate-
gory of tracer is needed to represent one size bin. This is unfor-
tunately no longer the case for debris discs, where the absence of
gas drag makes that initial conditions are never relaxed. So that,
depending on where and how they are produced, particles of the
same size can have very different dynamics despite being in the
same region of the system. This puts very strong constraints on
the numerical treatment, as several categories of tracers might be
needed for each size bin in each cell. A collateral problem is that
this number of categories cannot be known in advance. Another
consequence is that the way new particles (or their tracers) are
produced suddenly becomes an issue, as this will control their
fate and the fate of the new particles they will in turn spawn be-
cause of later collisions; whereas in LIDT3D tracers are simply
automatically given the only possible gas-imposed dynamics in
the region they are produced.
Another major difference with the protoplanetary disc case is
that impact velocities are much higher, partly because the damp-
ing effect of gas drag is no longer present, but also because debris
discs are expected to be dynamically stirred by massive (and of-
ten unseen) bodies (see, e.g., Thebault, 2009, for a discussion on
this issue). These high velocities have dramatic consequences
on the treatment of collisions, because they will lead to very
destructive impacts producing numerous small fragments of all
sizes. In the protoplanetary disc case, no such high-dv impacts
are expected, so that the treatment of collisions was handled in a
very simplified way, i.e., by setting a threshold velocity of 1 m/s,
regardless of the impacting bodies sizes and compositions, be-
yond which all impacts were considered as ”erosive”, and all
erosive impacts resulted in similar outcomes in terms of mass
loss and fragment distribution. Such simplified laws cannot be
used for debris discs, because the outcome of fragmenting im-
pacts strongly depends on parameters such as colliding bodies
mass ratio and velocities (e.g., Benz & Asphaug, 1999). The
consequences of, say, a 100 m/s impact and a 1 km/s one are radi-
cally different in terms of mass loss, size of the largest remaining
fragment or size distribution of the produced debris.
The last fundamental specificity of debris discs is the cru-
cial role played by grains very close to the blowout size scutoff
imposed by radiation-pressure. Using the parameterization with
the ratio β = FPR/Fgrav, which is ∝ 1/s in a wide size range, then
these grains correspond to values very close to β = 0.5 3. As has
been shown by most collisional evolution models, the total geo-
metrical cross section in debris discs, and thus their luminosity at
all wavelengths short of the mid-to-far IR, is dominated by solids
in the scutoff to ∼ 2 − 3 scutoff range (e.g. Thebault & Augereau ,
2007). Unfortunately, contrary to protoplanetary discs where gas
coupling makes them behave very similarly to grains of other
sizes, in gas-poor discs these small grains have a very complex
dynamical and collisional evolution. They are indeed placed by
radiation pressure on high-eccentricity orbits, making them pop-
ulate vast regions extending very far from their production lo-
cation. Conversely, small grains present at any given location in
the disc can potentially originate from far away regions much
closer to star. Furthermore, small grains have strongly varying
orbital (and thus impact) velocities along their elongated orbits.
Last but not least, close to the s ∼ scuto f f limit, this complex
dynamical behaviour becomes extremely sensitive to very small
size differences. Indeed, a grain with a high β produced from a
circular orbit of semi-major axis a has an apoastron
Q = a
1 − β
1 − 2β
(
1 +
β
1 − β
)
=
a
1 − 2β , (2)
So that grains with β = 0.48 have an apoastron of 25a, while
β = 0.45 grains, which are just 7% bigger, reach only 10a. These
extreme characteristics of the particles that happen to be the ones
dominating disc luminosities put very strong constraints on the
3 for the simplified case where they are produced from parent bodies
on circular orbits
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way the code has to handle the critical ∼ [scutoff , 2scutoff] size
range.
3.2. Dynamical evolution
The dynamical computation part of the code is very modular
and could be adapted to the present case. One important update
made to fit debris disc physics was to add Poynting-Robertson
drag, following the equation (Robertson, 1937)
d2r
dt2
= −GM∗
r2
er +
βGM∗
r2
[(
1 − v.er
c
)
er − vc
]
, (3)
where r is the position vector for a particle in the frame of its
central star (of mass M∗), r is its norm, v is the velocity vec-
tor, c is the speed of light and er is the radial normalized vec-
tor used in spherical coordinates. Note, however, that PR-drag
is never dominant in the highly collisional regime that is con-
sidered throughout this paper. Another important change was to
take into account the possibility to handle dynamical perturbing
bodies such as planets or stellar companions.
As in LIDT3D, the dynamical evolution of the tracers is fol-
lowed beyond the outer limit of the collisional grid (see Section
2.3). However, to avoid computing the evolution of irrelevant
tracers too far from the region of interest, an outer limit routDyn
for following their orbits is also imposed, beyond which trac-
ers are considered as lost and are removed from the system.
Contrary to the protoplanetary disc case, this external border has
to be located relatively far out in order to follow the orbits of the
population of small, high-β particles that can have their apoas-
tron very far from the central star. Within the rest of the paper the
dynamical outer border has been fixed to r = 300 AU so that the
smallest bound particles taken into account in the simulations
can come back and collide into their birth ring.
3.3. Particle size sampling
As has been seen in sec. 3.1, small high-β grains are of extreme
importance as they dominate the disc’s luminosity for most ob-
servations. Furthermore, we have seen that these grains’ be-
haviour is very sensitive to small size differences. As a conse-
quence, the resolution between adjacent size bins must be small
enough to have a correct sample of grain sizes in this high-β do-
main.
Another major constraint on the size distribution is that it
should stretch up to bodies that are large enough to sustain col-
lisional cascades on long timescales, i.e., bodies of size smax
should have a collisional lifetime exceeding the simulations’
timescale. This constraint will vary depending on the disc’s
stirring, particle composition and of course on the considered
timescales. To be on the safe side, we take smax = 50 km, which
corresponds to the smallest primordial bodies found by Lo¨hne et
al. (2008) for their highly-stirred simulation after 5 × 109years.
With a classical size sampling where size bins are separated
by a constant increment in logarithmic scale, these two con-
straints put together would lead to a number Nb of size bins that
is much too large to be handled in the simulations, for which
this number can typically not exceed ∼ 60. However, these con-
straints can be relaxed, because a very fine size-sampling is only
needed in the small-size range but not for larger bodies, for
which dynamical behaviours no longer have extreme variations
with size. For these reasons we consider two different scales,
a fine sampling for high-β grains, and a coarser one for all the
other sizes. For the fine sampling domain, the logarithmic incre-
ment in size  f is taken as a free parameter in the [1.05,1.25]
range. This choice of  f , combined with the value for Nb, then
automatically constrains both the limiting size slim between the
fine and coarse domains, as well as the size increment c in the
latter, which is always within the [1.8,2.1] range. Note that the
”coarse” size increment does not reach too high values, so that
the code does not loose too much precision in the size-dependent
treatment of collisions. As a matter of fact, it is comparable to
the size increment considered for the ACE code (Krivov et al.,
2006). Within the rest of the paper we consider a nominal case
with  f = 1.15 for the smallest size bins and c = 2 for the coarse
domain.
3.4. Impact velocity estimates and collision search
For the case of protoplanetary discs, impact velocities ∆vi, j in a
given cell were simply derived from comparing the time-and-
space-averaged local ”excitation velocities” (i.e., departure from
the local circular Keplerian velocity) of all tracers of sizes si
and s j. This fast and linear procedure cannot work in the much
more complex context of debris discs, because of possible short
timescale variations and the potential existence of different
dynamical categories within a same size range. As a conse-
quence, we perform a real-time estimate of all mutual ∆vi, j =(
(Vimx − V jmx)2 + (Vimy − V jmy)2 + (Vimz − V jmz)2
)0.5
val-
ues, where Vim and V jm are Vi and V j velocity vectors
corrected from biases due to finite cell sizes. These biases are
due to the Keplerian shear between tracers at different radial
distances r and the orientation of velocity vectors, because
of different azimuthal positions θ within the cell, which has
to be corrected by virtually rotating the tracers to the same
longitude at the centre of the cell. In practice, to facilitate the
correction process we switch to spherical coordinates. We first
estimate, for each tracer, the departures δVi and δV j from the
local Keplerian velocity. We then correct the magnitude of these
two vectors by a factor accounting for the Keplerian shear, to
obtain the debiased vectors Vim and V jm. This process corrects
both for the difference in radial position within the cell and the
azimuthal one.
3.5. Collision outcome prescription
The simplified 1 m.s−1 velocity barrier between erosion and
accretion used for the protoplanetary disc case is clearly not
adapted to the high-velocity destructive collisions regime of de-
bris discs. We therefore implemented a collision outcome pre-
scription as sophisticated as those commonly used in collisional
evolution particle-in-a-box codes. We chose the energy scal-
ing prescription described in Thebault & Augereau (2007),
where erosive impacts are separated into two regimes, catas-
trophic or cratering, depending on the value of the specific im-
pact energy per target mass unit Qkin = Ecol/Mt, where Ecol =
1/2MpMt∆v2/(Mp + Mt) (kinetic energy of the impact in the
barycentric frame) as compared to the critical specific energy
Q∗:
Q∗ = α1
(
Rtar
R0
)a
+ α2 ρ
(
Rtar
R0
)b
, (4)
where R0 = 1 m, Mp and Mt are the respective mass of the pro-
jectile and target, and ∆v is the relative velocity between the
two bodies colliding. The values for a, b, α, β can be found in
the literature and depends on the physical composition of grains
(e.g. Housen & Holsapple, 1990; Benz & Asphaug, 1999). The
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value that have been used for this study are taken from Benz &
Asphaug (1999): a = −0.38, b = 1.36, α1 = 3.5 × 103 J/kg,
α2 = 3 × 10−8 (SI).
The first term in Eq. 4 represents the strength regime, for
which grains get harder to break as they get smaller (a < 0).
The second term, dominant for larger bodies, is the gravitational
regime, for which bodies get harder to break as they get bigger
(b > 0). The code is able to cope with different chemical compo-
sitions of grains but for the sake of clarity we will assume pure
silicates throughout the rest of this paper.
The fragmenting (Q > Q∗) and cratering (Q ≤ Q∗)
regimes are handled as described in the appendix of Thebault
& Augereau (2007). For cratering impacts we do in particular
distinguish between large-scale craters and grain-hitting-a-wall
small impacts, connecting these two regimes by a smooth poly-
nomial transition. The only simplification that we implement
with respect to Thebault & Augereau (2007) is that we only
consider one power law (instead of two) for the size distribution
of fragmented or cratered fragments. The index p of the power
law is constrained by the mass of the largest remaining fragment
MLF coupled to the mass conservation condition and the con-
straint that there is only one body of mass larger than MLF 4.
This gives
p =
3
−1 − Nmax MLFMtot
, (5)
where Nmax is the number of particles in the size bin of the
largest fragment and Mtot is the total mass of fragments. MLF
is given by the prescription of Fujiwara et al. (1977) for frag-
menting impacts and by that of Wetherill & Stewart (1993) for
cratering ones.
3.6. Creation of collision-fragment ”virtual tracers”
As already mentioned we are tracking all mutual impacts be-
tween tracers within each cell. For each tracer-tracer collision,
we follow the procedure described in the previous section and
estimate the total collisional mass lost by the impacting tracers.
We then distribute this produced mass of collisional fragments
into every size bin spanned by the m < MLF range, following
the size distribution of index p. For every size bins that have
received collisional matter, a new ”virtual” tracer is created, car-
rying the amount of mass received. This tracer is produced at
the position of the largest (that is, the one representing particles
with the largest size) of the two impacting tracers and is given
its velocity vector.
3.7. Dynamical category sorting
At the end of the collision treatment routine, each spatial cell is
thus populated with a vast number of ”virtual tracers”, carrying
the mass of the fragments created by all tracer-tracer impacts, in
addition to the remaining initial tracers that have lost some of
their mass. The next and fundamental step of our procedure is to
reduce this total number of tracers and regroup them into similar
families for which only a few representative tracers are kept.
4 Note that we here implicitly assume that the largest fragment is part
of the size distribution, so that the values for MLF and p cannot be cho-
sen independently and are interconnected. Some alternative prescrip-
tions consider the largest fragment to be outside the power-law distri-
bution. In this case, the coupling is between MLF and the second largest
fragment (e.g Wyatt & Dent, 2002)
Identifying these families is a challenge in the context of the
complex dynamics of debris discs, as LIDT-DD must be able
to sort and regroup tracers not only as a function of physical
size and spatial location (as in LIDT3D), but also according to
their orbits, which can be very different for a given grain size
at a given location (see Section 3.1). Note that for small, high-
β grains this variety of dynamical behaviours for a given grain
size is an issue even in non-perturbed ”quiet” discs. Indeed, at
any given radial distance r, such grains can either have been pro-
duced locally, and thus have their periastron q close to r, or much
further closer to the star, with q << r and thus a very different
orbit, and reach r because of the highly-eccentric orbit imposed
by radiation-pressure.
The sorting method has to be generic enough so that no spe-
cial treatment will be required when applied to different cases
(unperturbed discs, planet/disc interactions, transient massive
break-ups, . . .). We chose the hierarchical cluster analysis of
Ward (1963), which satisfies this requirement and has the advan-
tage of not requiring the user to define in advance the number of
different dynamical populations. This procedure looks for dis-
tinct groups, as defined by the distribution of mutual ”distances”
between tracers in a multi-parameter phase space. The two pa-
rameters that we consider for the cluster analysis are the tracers’
periastron q and apoastron Q, which are enough to constrain a
particle orbit present in a (r, θ) spatial cell. In practice, the dy-
namical family identification is performed in a q + a vs. Q − a
plane, instead of simply q vs. Q one, in order to give the same
weight to q and Q when looking for ”distances” in the parameter
phase space. Note that the longitude of the periastron ω is not
needed for the sorting, because the limited azimuthal extension
of the spatial cell implicitly confines the values for ω within a
narrow range once the q and Q sorting has been done. Likewise,
the particles’ angular position on their orbit is almost fully im-
plicitly constrained by the narrow radial extension of the cell, the
only two possible distinct configurations being particles on their
way ”out” (i.e., moving towards apoastron) or ”in” (moving to-
wards periastron). To distinguish between these two categories,
we simply sort tracers into two subcategories depending on the
sign of their radial velocity vr. The only free parameter for the
sorting is the precision criteria, which determines how different
two populations need to be to be considered as dynamically dis-
tinct. To adjust this criteria we chose the trial and error approach
by performing test runs with an unperturbed disc and chose the
largest possible value that could reliably sort high-β particles as
a function of their different production annulii. Note that this
procedure bears some similarities with the ”closest-streamline-
search” of Stark & Kuchner (2009), except for the crucial differ-
ence that our procedure is able to create new, non pre-existing
dynamical families as the system evolves.
The procedure is summed up in Fig. 1. This plot shows, for
a given spatial cell and a given size bin (corresponding to small
grains with β = 0.44), the tracers’ orbital distribution, in a q + a
vs Q − a plane, before (”init” tracers) and after (”final” tracers)
a collisional time step. We also plot the ”virtual” tracers that
are temporarily created as a result of collisions amongst tracers
corresponding to larger size bins. As can be seen, some of these
virtual tracers will be kept as ”final” tracers by the sorting proce-
dure, while some will be discarded and their mass transferred to
the selected final tracers from their dynamical family (see Sec.
3.8). In order not to loose any dynamical information, tracers
that were present at the beginning of the time step (”init” trac-
ers) have priority over ”virtual” tracers to be selected as ”final”
tracers. The set-up we considered is the one corresponding to
the pedagogical run presented in Sec. 3.10, with an unperturbed
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Fig. 1. Dynamical family sorting procedure. (q + a) vs. (Q − a)
for all tracers, corresponding to the smallest size bin (β = 0.44),
which are present in one given spatial cell. We plot the trac-
ers present at the beginning (”init tracers”) of a collisional time
step, plus the ”virtual tracers” that are temporarily created as a
result of mutual tracer-tracer collisions amongst larger size bins,
and the ”final tracers” that are eventually kept at the end of the
sorting and selection procedure. The thick black lines show the
two dynamical categories identified by the sorting algorithm (see
Section 3.7). The set-up is that of the pedagogical test run, of
an unperturbed disc initially confined to an inner ring of parent
bodies, presented in Section 3.10. The considered spatial cell is
located 8 AU outside the inner birth ring.
disc initially confined to a narrow ring around 12 UA. The spa-
tial cell that is considered in Fig. 1 is located ∼ 8 AU beyond the
ring and is thus mostly populated with small grains whose or-
bits stretch to these regions because of their high-e imposed by
radiation pressure. These grains originating from the inner ring
constitute one of the dynamical families (delimited by the thick
black lines) identified by the sorting procedure, i.e., the one in
the lower-left region of the plot (smaller q and Q). The second
dynamical family, with larger periastron, corresponds to grains
that have been produced locally, as fragments from collisions
involving slightly larger particles.
3.8. Tracer reassignment
As soon as all dynamical categories have been identified
amongst all initial and virtual tracers present in a cell, we then
eliminate all ”redundant” tracers within these families, i.e., only
keeping a small number of representative tracers carrying all the
mass of their category.
Given the potentially large number of dynamical categories
for each particle size at each given location, and to avoid an un-
manageable number of tracers, we only keep a maximum num-
ber of 2 tracers per dynamical family per size bin per spatial
cell. To select these two representative tracers, we give priority
to the ”initial” tracers, i.e., those that were already present at the
beginning of the time step before the collisional stage, and ei-
ther select 2 tracers at random amongst them or, if there is only
one such tracer, select this tracer and choose the other at random
amongst the ”virtual” tracer pool. In the case when there is no
initial tracer at all within a given family, then the two represen-
Fig. 2. Fiducial inner-parent-body-ring run (see Section 3.10).
Evolution of the total number of tracers as a function of time.
tative tracers are directly chosen at random amongst the virtual
population.
Once the two representative tracers have been selected, all
other tracers within the same family are discarded and their mass
is evenly added to each of the two final tracers. All these dis-
carded tracers are turned off and stored to be used at another
time step in other cells when they will be needed. As illustrated
by Fig. 2, this sorting and selection procedure effectively limits
the increase of the number of active tracers after an unavoidable
initial adjustment period.
3.9. Collisional energy dissipation
High-velocity collisions necessarily alter the orbits of impact-
ing bodies and their resulting fragments by redistributing and
dissipating kinetic energy. In simplified collision models where
bodies are treated as inelastically bouncing hard spheres, the ki-
netic energy dissipation is usually modelled by a normal and a
tangential restitution coefficients, N and T , for the relative ve-
locity, whose standard values are N = −0.3 and T = 1 (e.g.,
Thebault & Brahic, 1998; Marzari & Scholl, 2000; Charnoz et
al., 2001; Lithwick & Chiang, 2007). Such a simple prescrip-
tion is impossible to directly implement here given the complex-
ity of the tracer creation, sorting and reattribution procedures.
However, it is possible to post-process tracer orbits to account
for the average energy dissipation induced by collisions.
In practice, at the end of our collision procedure, once all fi-
nal tracers have been selected within a spatial cell, we run an ad-
ditional procedure that treats these tracers as potentially bounc-
ing hard spheres. For each pair of tracers i and j, we first com-
pute mutual collision probabilities the same way as in Sec. 2.3.
Using these probabilities, we then randomly select tracer pairs
that will effectively get their velocity vectors modified by inelas-
tic collisions during timestep dt. For these chosen pairs of trac-
ers, we then assume that an inelastic collision occurs between
two particles having the physical sizes that these tracers stand
for. This collision is treated in the centre of mass frame and each
body’s velocity modified following the N and T prescription
the same way as in Thebault & Brahic (1998) and Charnoz et al.
(2001). This procedure is of course not an exact estimation of
the post-collision evolution of each individual tracer present in a
cell, since a given tracer will have its velocity vector modified by
this procedure typically every ∼ tcoll/dt timesteps. However, on
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timescales exceeding a few tcoll it does accurately model the av-
erage energy dissipation induced by collisional activity, and re-
produces all the expected behaviours predicted for simple cases
(see Sec. 4.3)
3.10. Illustrative test run
To better illustrate the way the code functions, we present a sim-
ple pedagogical run, considering the collisional evolution of an
unperturbed debris disc. The system’s evolution is presented in
Fig. 3, showing snapshots of the tracer’s distribution at different
times.
We start from a narrow ring, between amin = 11 AU and
amax = 12 AU, where all the matter is initially confined (Fig. 3a).
The (r, θ) ”collisional grid”, where the collisional evolution of
solids is treated (see Section 3.5) extends out to 150 AU. This
grid is made of 10 radial and 20 azimuthal cells from 10 to
150 AU and a log-scale is used for the radial spacing between
the cells. The grid is rotating differentially so that each ring (at
same r) rotates at its local keplerian velocity. The outer edge
beyond which the dynamical evolution is not followed is set
at routDyn=300 AU. We consider a β Pic-like A5V star and pure
compact silicates for all solids in the disc. The size distribution
of this population of solids is followed from 50 km down to the
radiation-pressure cut-off size at 2 µm. This size range is divided
into size bins for which the logarithmic spacing is 1.15 for the
critical domain of small grains in the 2 µm to 0.1mm range, and
2 for larger solids (see Section 3.3). The total initial mass of the
disc is 7 × 1024 kg, corresponding to an average optical depth
< τ >∼ 10−3 in the birth ring, and is distributed following a
differential power law in s−3.5 from smax to smin. All the main
parameters for the considered setup are summarized in Tab. 1.
In the earliest stage of the disc evolution, we see the tracers
corresponding to the smallest grains moving out from the birth
ring because of radiation pressure that places them on high-e or-
bits (Fig. 3b). This outward movement of the initial tracers leav-
ing the ring is compensated by the creation of new tracers in the
ring due to impacts amongst larger particles. As a consequence,
the total number of tracers is initially increasing (see Fig. 2).
The increase stops when the small-grain tracers produced in the
ring have had enough time to come back in the ring after having
travelled through their elongated orbits. The number of tracers
thus reaches a plateau after a few dynamical timescales of the
smallest grains, i.e., a few 103 years. After this point, no signif-
icant change is visible when looking at the spatial distribution
of the tracers, since each ”collisional cell” is populated with ap-
proximately 2 tracers per dynamical category per size bin (see
Section 3.7). The importance of these dynamical categories and
of the dynamical class sorting procedure is clearly illustrated in
Fig. 4, showing the spatial distribution of tracers corresponding
to a very small size bin (β=0.4) as well as to the thirtieth size bin
(β = 5 × 10−3), the latter corresponding to larger particles not
affected by radiation pressure. As can be easily seen, the ”big”
tracers are logically confined to the innermost cells of the grid
while the ”small” tracers populate the whole system. In addition
to that, while the number of big tracers is on average close to 4
per collisional cell (2 for those moving towards apoastron and 2
for those on their way back), the number of small grain tracers
is much larger. This is due to the fact that, for these small grains,
there are, for the same given spatial location, several dynamical
behaviours that are possible depending on where the grains have
been produced (see Section 3.1).
It is important to stress that the system has not yet reached
a steady state by the time the number of tracers has reached
its plateau (a few 103 years). It will continue to evolve because
of collisions, which progressively change and redistribute the
amount of mass carried by each tracer. So that even if the global
distribution of tracers no longer changes after ∼ 2 × 103 years
(Fig. 3c & d), the corresponding 2-D maps of the disc’s opti-
cal depth is still evolving long past this point (Fig. 5a & b). The
steady state, for which the optical depth maps no longer evolves,
is reached only after ∼ 105 years.
The computation time to reach 105 years evolution using the
OPEN-MP version of the code on 8 CPUs is ∼ 65 hours. The col-
lisional procedure is by far the most costly in terms of CPU time.
More precisely, for one typical time step the dynamical evolution
procedure (to work out new orbits) takes up only ∼ 1% of the to-
tal computation time, whereas the collisional procedure uses the
remaining 99%. Within this collisional procedure, ∼ 1.5% of the
time is used to compute all tracer-tracer encounters and impact
velocities, ∼ 73% to compute the outcome (fragments) of these
collisions, ∼ 24% to sort out the dynamical families for all trac-
ers and ∼ 1.5% to select all the ”final” tracers that will be kept at
the end of the time step and to reassign the mass onto these final
tracers.
Note that we chose this simple unperturbed example because
it has the pedagogical virtue of allowing to easily distinguish the
dynamical and collisional evolution of the tracers, i.e., the spa-
tial distribution of tracers stabilizes long before their collisional
evolution does. In more complex cases (the ones that are really
interesting to investigate with this code) such easy distinction
cannot be made, because the spatial distribution and the colli-
sional evolution of tracers always change simultaneously (see
for example the case study considered in Section 5).
Table 1. Relevant parameters used for the fiducial test run simu-
lation
Star
Solar type A5V
Mass 1.7Ma
Radius 5R
Grains
Blowout size (scut) 2.06 µm
Material Silicate
Porosity 0
Density (ρ) 3000 kg.m−3
Debris ring population
Material Basalt
Minimum size (smin) 2.06 µm (β = 0.44)
Maximum size (smax) 58 km
Initial radial extent 11 < a < 12 AU
Initial eccentricity 0 < e < 0.1
Initial size distribution r−3.5 Dohnanyi power law
Size sampling  f = 1.15, c = 2
Total mass (Mtot) 7 × 1024 kg
Number of initial tracers 20 000
Optical depth < τ >= 1 × 10−3
Collisional prescription
Q* prescription see Sec. 3.5 (Benz & Asphaug, 1999)
Threshold energy (1 cm) Q∗0 = 10
3 J/kg
Power law index p (see Eq. 5)
Cratering 3 laws (see section 3.5)
Fragmentation Fujiwara et al. (1977)
Notes. Simulation parameters used for the illustrative fiducial inner-
parent-body-ring test run.
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Fig. 3. Fiducial inner-parent-body-ring run (see Section 3.10). 2-D distribution of all tracers at different epochs. The colour scale
indicates the size bins (in µm) represented by each tracer (see text for details).
4. Tests
Testing LIDT-DD is a challenge, as this code is the first of its
kind, and there do not exist reliable results regarding the cou-
pled dynamical and collisional evolution of debris discs that can
be used as references. There exist, however, simplified cases for
which robust results have been obtained in past studies, which
can be used as a benchmark to test the different aspects of our
code.
4.1. Conservation of angular momentum
In the absence of external perturbers, the disc’s angular mo-
mentum needs to be conserved in a problem where all the
forces are central (we do not consider PR-drag in this section).
Fig. 6 presents the evolution of the angular momentum derivative
(dLog(L)/dt) for a few million years of our illustrative test run of
an unpertubed ring (see Sec. 3.10). As can be seen, there are
unavoidable small stochastic variations on short timescales, due
to the tracer selection and reattribution procedure. These varia-
tions remain, however, very limited, less than 2 × 10−14 Yr−1 in
relative amplitude. More importantly, these stochastic variations
do not increase in amplitude and induce no drift of the angular
momentum over long timescales.
4.2. Mass loss
The collisional grinding of a debris disc naturally removes mass
from it because of the blow-out of the smallest grains by radia-
tion pressure. For the case of an unperturbed system left to itself,
the expected temporal evolution of both the system’s total and
dust masses has been investigated in numerous studies. For an
idealized system where the collisional cascade has had enough
time (t > tmax) to reach the largest bodies in the size distribu-
tion, the expected behaviour is a decrease of Mtot and Mdust that
is ∝ t−1 (Dominik & Decin, 2003; Wyatt et al., 2007). However,
this asymptotic behaviour is only expected to be reached at very
late times, which can be longer than a system’s age (e.g., Lo¨hne
et al., 2008). For a more realistic case where t < tmax, detailed
numerical and analytical investigations have shown that the evo-
lution of Mtot and Mdust is much more complex, in particular
9
Kral: The LIDT-DD code : A new self-consistent debris disc model coupling dynamical and collisional evolution.
Fig. 5. Fiducial inner-parent-body-ring run. 2-D geometrical optical depth map after 2000 years (left) and 105 years (right). Note
how the maps greatly evolve between these two epochs, while the distribution of tracers globally stays the same (Fig. 3c & d).
Fig. 4. Fiducial inner-parent-body-ring run (see Section 3.10).
Tracer distribution at 105 years. Only tracers for two size bins
are shown, β = 0.4 (in red) and β = 5 10−3 (in blue).
because of the size dependency of the Q∗ parameter in both the
strength and gravity regimes (Lo¨hne et al., 2008; Wyatt et al.,
2011; Ga´spa´r et al., 2013). We compute both Mtot and Mdust for
our test case of an unperturbed disc and compare our results to
that of these earlier studies.
The normalized total mass evolution displayed in Fig. 7 does
closely match the behaviour obtained and thoroughly analysed
by Lo¨hne et al. (2008): During an initial stage, for which the
collisional cascade has reached a steady-state only for bodies in
the strength regime, Mtot stays almost constant. This phase ends
when t ≥ tb, where tb is the time at which the collisional cascade
has reached objects that are large enough for Q∗ to be in the
gravity regime. After that, Mtot decreases faster, at a rate which
closely matches that predicted by Equ. 39 of Lo¨hne et al. (2008).
Fig. 6. Inner-parent-body-ring test run (see Section 3.10).
Angular momentum derivative variations over time (dLog(L)/
dt).
If we indeed substitute in this equation our own parameters for
the initial size distribution and the Q∗ dependency, then we get
Mtot ∼ M0(1 − 0.0030 t0.3). As can be seen, this behaviour is a
very good fit to our test run at later times. Note that our best fit
is obtained for 1.05M0 instead of M0, but this small difference is
expected, as Lo¨hne’s formula neglects all mass evolution during
the t < tb period.
As for the dust mass (Fig. 8), it first increases during the ini-
tial t ≤ tb phase. This is an expected result, due to the fact that the
equilibrium size distribution of particles in the strength regime
is steeper than the initial PSD (Ga´spa´r et al., 2013). Beyond tb,
Mdust falls off approximately as ∝ t−0.41, which is again fully
compatible with the rate predicted by (Lo¨hne et al., 2008), i.e.,
between t−0.3 and t−0.5 (see Fig.10 of that paper).
4.3. Collisional energy dissipation
There is to our knowledge no reference analytic expression
for how the kinetic energy should dissipate for complex sys-
tems where collisions and dynamics are coupled. Even for an
unperturbed disc, there is no available law for high-velocity
fragment-producing collisions affecting an extended size distri-
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Fig. 7. Inner-parent-body-ring run (see Section 3.10). Evolution
of the normalized total mass of the system.
Fig. 8. Same as Fig. 7 but for total dust mass (all bodies ≤
1 mm).
Fig. 9. Mean eccentricity evolution over time for an unperturbed
narrow ring centered at 1AU with a narrow size distribution and
τ0 = 0.02 (see text for more details)
bution, especially when taking into account radiation pressure.
We can, however, test our code against available results ob-
tained by Lithwick & Chiang (2007) for the simplified case of a
ring made of monosize particles large enough not to be affected
by radiation pressure. To mimic such a monosize-particle case
with LIDT-DD while retaining our collision-outcome prescrip-
tion and tracer creation routine, we consider a system with 10
size bins, but confined within a relatively narrow spread in sizes
(all material that goes below the smallest bin is labelled as ”lost
dust”).
We take the same set-up as the nominal case considered by
Lithwick & Chiang (2007), i.e., a narrow ring at 1 AU from the
central star, a mean tracer eccentricity of 0.01 and an optical
depth τ0 ∼ 10−2. We also chose the standard values N = −0.3
and T = 1 for the collision restitution factors. As an indicator
of how the energy evolves in the system we chose to follow the
evolution of the average eccentricity of tracers in the disc.
The 〈e(t)〉 evolution we obtain (Fig. 9) is very close to the one
obtained by Lithwick & Chiang (2007) in their Fig. 1. for their
”hot” case, with for example an initial decay time of ∼ 2.5× 103
years to reach e0/2.
Another important result from this graph is that the tracers’
dynamical evolution does not suffer from an artificial heating
due to the finite cell sizes. Indeed, the values of < e > that are
reached are far below the ratio ∆ rcell/r ∼ 0.25 between the width
of the spatial cells and their radial distance. This proves the va-
lidity of our Keplerian-shear and azimuthal correction proce-
dures when estimating relative velocities and collision outcomes
between tracers of the same cell.
4.4. Viscous spread
Another consequence of the kinetic energy redistribution after
collisions is the viscous spread of the disc, dissipative collisions
playing here the role of viscosity (e.g., Lynden-Bell & Pringle,
1974). For an unperturbed narrow ring, analytical derivations
predict that the radial width of the ring should expand as ∝ t1/3
(Lithwick & Chiang, 2007). We check this behaviour for the no-
radiation-pressure and narrow-size-distribution case considered
in the previous subsection. As the typical timescale for the ring’s
expansion scales as ∆3 (where ∆ is the ring width) and τ−10 , and
can thus be very long for wide and/or tenuous discs, we follow
Lithwick & Chiang (2007) and consider a very narrow and dense
initial ring, centered at 10 AU, of initial width ∆0 = 0.05 AU.
We consider the same ”optimum” configuration as in Lithwick
& Chiang (2007), i.e., an initial eccentricity distribution such as
the mean radial excursion of the tracers is equal to ∆0.
As can be seen in Fig. 10, for a fixed initial set-up, the evo-
lution of the ring’s width does closely match the expected be-
haviour in t1/3. This is exactly the behaviour expected for a nar-
row ring evolving under dissipative collisions. Moreover, we can
also check that the magnitude of the spreading is fully compat-
ible with viscosity being physical (i.e., collisional) rather than
numerical. To do so we follow Lithwick & Chiang (2007) and
consider the simplifying assumption that the typical time for a
disc to diffuse the width ∆ is
tspread ∼ tcol
(
∆
< e > . r
)2
, (6)
where < e > is the average eccentricity of particles in the
ring, and r the ring’s radial distance to the star. This equation is
valid as soon as ∆ is greater than < e > . r. Replacing tcol by its
approximate value torb/(2piτ), where τ is the optical depth in the
ring when it has reached width ∆, we get
tspread ∼ torb∆
3
2piτ0∆0(< e > . r)2
(7)
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Fig. 10. Viscous spreading: evolution of the radial width of an
unperturbed, initially very narrow and very dense ring (as in
Lithwick & Chiang, 2007). The red crosses indicate the ring’s
full width at half-maximum measured at different epochs. The
green curve gives the theoretical behaviour in ∆ = ∆0(1+C.t1/3),
for the best-fit value C = 0.13
where we used τ ∼ τ0(∆0/∆). Plugging in the parameters con-
sidered for the present set-up (r = 10 UA, ∆0 = 0.05 UA, τ0 =
0.01), we compare estimates given by Equ. 7 with our numerical
results displayed in Fig. 10. We find for example that the typical
time to reach ∆ = 0.25 UA should be ∼ 12000 years, which is
relatively close to the ∼ 10000 retrieved from Fig.10. Likewise,
the time to reach ∆ = 0.37 UA should be ∼ 34000 years, once
again relatively close to the ∼ 40000 obtained in our run.
Note that for this ultra-narrow/very-dense ring case, the
spreading effect is much stronger than it is for the ”nominal”
fiducial ring considered elsewhere in this study (see Sec. 3.10).
This is fully logical and is due to the fact that our nominal ring is
both much wider, ∼ 1 AU instead of 0.05 UA, and more tenuous,
with τ0 = 10−3 instead of 0.015.
4.5. Outward and inward flow of mass
One of the most innovative aspects of the code is the identifi-
cation and sorting of dynamical categories within tracer pop-
ulations and the subsequent tracer-reassignment procedure. As
described in Sections 3.7 and 3.8, these two procedures are rela-
tively complex and they together constitute one of the most crit-
ical part of LIDT-DD.
A test for the reliability of these procedures can be made
with the simplified set-up considered in Section 3.10 of an un-
perturbed inner ring of parent bodies. In this case, in regions
outside the main ring there should be a 2-way flow of small,
radiation-pressure affected grains produced in the annulus and
placed on high-e orbits by radiation pressure: one flow of parti-
5 Note that the ”effective” τ′0 of the particles for which viscous
spreading should be the easiest to identify in our nominal run is even
much less than these 10−3. Indeed, τ0 is dominated by very small
grains which are placed by radiation pressure on very eccentric orbits,
whose radial excursion largely exceeds (and masks) the effect of vis-
cous spreading. The optical depth contained in particles large enough
to be only weakly affected by radiation pressure is lower than τ0. And
the optical depth contained in the larger bodies that control the colli-
sional cascade, and thus the location of the mass reservoir for the ring’s
evolution, is orders of magnitude lower than 10−3.
Fig. 11. Inner-parent-body-ring run at quasi steady-state (see
Section 3.10). Mass carried by tracers corresponding to the
β = 0.4 size bin, located in the fifth radial ring of the spatial
grid (between 29 and 39 AU). Tracers are plotted as a function
of their periastron. Tracers in red are moving outward whereas
those in green are moving inward. The black dotted vertical lines
delimit the radial extension of the first and second radial an-
nulii of the spatial collisional grid. The horizontal red and green
lines correspond to the total mass carried by all outbound and in-
bound tracers, respectively, having their periastron in these first
and second annulii.
cles moving outward towards their apoastron and another flow of
particles moving inwards on their way back to their periaston in
the ring. At steady state, for a given particle size s0, there should
be an almost perfect balance between these two flows, with only
a small excess of outbound grains due to the small amount of s0
grains that have been collisionally destroyed during their stay in
the outer regions on their elongated orbits. In a fully determin-
istic (and fully unachievable) code where all numerical particles
correspond to real physical bodies, this behaviour should be ob-
tained automatically. Here, however, this behaviour is far from
being straightforward, because particles are regrouped into trac-
ers that can in principle be reshuffled, created, destroyed and/or
merged at every collisional time step, depending on the number
of dynamical categories that are identified and the number of
redundant tracers within each of them.
We check if this result is obtained by displaying, in Fig. 11,
the mass contained in all tracers corresponding to the β = 0.4
size bin, which are present, at a given time, in all the azimuthal
cells located in the fifth radial ring between 29 and 39 AU. We
plot these tracers as a function of the periastron of their orbit,
which gives the region of origin of the grains they represent. For
tracers having their periastron in one given radial region, we see
that, although there are significant variations in the mass carried
by individual tracers, the total masses carried by outbound and
inward tracers (green and red lines) are remarkably close, with
only the expected small excess in favour of outbound grains. The
destruction rate, numerically estimated to be of the order of 1010
kg per time step is so low (in outer parts of the disc τ < 10−4)
in this simulation that the red and green lines should be, and are
almost superposed.
4.6. Shape of the Size Distribution
Over the past decade, statistical particle-in-a-box models have
identified several robust results regarding the shape and profile
of the Particle Size Distribution (PSD) of collisional debris discs,
in particular how it might depart from the standard equilibrium
distribution in s−3.5dr (Dohnanyi, 1969). We verify that all these
robust features are obtained when our code is applied to unper-
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Fig. 12. Inner-parent-body-ring run (see Section 3.10).
Differential particle size distribution, at steady state, ex-
pressed in terms of dm/ds, in the main inner ring. The thin black
line corresponds to a distribution in s−3.5 ds, i.e., dm ∝ s−0.5 ds.
turbed discs similar to those considered in those past investiga-
tions.
One well established feature is the waviness of the PSD in
the small-grain domain, which is due to the depletion of un-
bound grains with β > 0.5. This depletion triggers a chain reac-
tion in the PSD: there is an overabundance of grains that should
have been destroyed by the absent unbound grains, i.e., those
just below the β = 0.5 limit, which in turn causes a depletion of
slightly bigger grains that are destroyed by them, causing in turn
an overabundance further up the PSD, etc. (Campo Bagatin et al.,
1994; Thebault et al., 2003; Krivov et al., 2006). This waviness is
clearly visible in Fig. 12, displaying the PSD in the birth ring of
the simplified inner-parent-body ring case considered in Section
3.10. The first peak in the wavy PSD is located at ∼ 1.5 scutoff and
the first dip around 10 scutoff , which is in relatively good agree-
ment with the results obtained by the statistical code of Thebault
& Augereau (2007) (see Fig. 18 of that paper) for a not-too-
dissimilar set-up. The waviness is then progressively damped at
larger sizes and is absent in the s > 100 scutoff domain, a result
also in good agreement with previous particle-in-a-box studies.
Another important feature of the PSD is that its slope is
steeper than -3.5 in the strength regime, i.e., up to objects in the
sub-km range. In the 10−4 m to 102 m range we find dm/ds ∝
s−0.64, corresponding to dN ∝ s−3.64 ds. This −3.64 slope is in
remarkable agreement with the -3.7 slope found by Thebault
& Augereau (2007) and the ”standard” slope of -3.65 recently
found in the extensive study by Ga´spa´r et al. (2012).
Beyond s ∼ 100 m, we clearly see another generic feature of
debris disc PSDs, namely the flattening of the PSD correspond-
ing to the transition from the tensile-strength to the gravity-
dominated regimes (e.g., Lo¨hne et al., 2008).
4.7. Radial Surface Density Profile
Another well established result is that, beyond a narrow colli-
sionally active ring, the surface density naturally tends towards
a radial profile in r−1.5. This somehow counter-intuitive feature
6 arises because small high-e grains produced in the ring spend
most of their time in almost-empty collisionally inactive regions
far outside the ring, where they can safely accumulate, while
6 the ”intuitive” one being that the profile should be in τ ∝ r−3 when
(incorrectly) assuming that small grains produced in the ring are simply
diluted along their elongated orbits (Thebault & Wu, 2008)
Fig. 13. Fiducial inner-parent-body-ring run (see Section 3.10).
Azimuthally averaged radial surface density profile at different
epochs. The thin black solid lines correspond to profiles in τ ∝
r−1.5 and r−2 respectively.
they can only be destroyed during the small fraction of their orbit
spent in the production ring (Strubbe & Chiang, 2006; Thebault
& Wu, 2008). The time tss to reach this radial profile can be rel-
atively long, of the order of the collisional time scale divided by
the fraction of time f the smallest bound particles spend in the
birth ring:
tss ∼ Torb2piτ
1
f
, (8)
where torb is the typical orbital period at the birth ring’s lo-
cation, τ is the optical depth within the birth ring and f is calcu-
lated according to Strubbe & Chiang (2006)’s formula.
Fig. 13 shows the result found with LIDT-DD simulating the
evolution of such an initially confined ring (the set-up consid-
ered in section 3.10) over t = 5 × 105 years. It can be seen that a
steady-state is reached after ∼ 105 years. This value is very close
to the theoretical value tss ∼ 1.1 × 105 years that can be derived
from Equ. 8 when taking torb for the middle of the birth ring at
11.5 AU and calculating f for the β ∼ 0.4 particles that domi-
nate the density profile in the outer regions. Once steady state
is reached, the slope of the radial density profile in the outer re-
gions is close to the theoretical -1.5 value, in accordance with
the conclusions of Strubbe & Chiang (2006) and Thebault &
Wu (2008). Note, however, that the slope is in fact ∼ −1.7, i.e.,
slightly steeper than -1.5. This small difference is expected and
is due to the fact that the -1.5 slope is valid for an idealized
case where all collisions beyond the ring are neglected, whereas
some collisional activity (handled by LIDT-DD) occurs in these
outer regions, thus removing some small grains and steepening
the profile. After the onset of the quasi steady-state, the shape of
the density profile no longer evolves, the only change being the
progressive decrease of the total optical depth, which is due to
the steady erosion of parent bodies in the birth ring.
4.8. Dynamically cold system
Another important result of recent debris disc studies is the pecu-
liar PSD of debris discs that are ”dynamically cold”, i.e., where
the stirring of orbits does not exceed e ∼ 0.01. For this spe-
cific category of discs, Thebault & Wu (2008) found that there is
a strong depletion of small grains, which arises from an imbal-
ance between the rate at which these grains are produced and the
rate at which they are destroyed. Indeed, while they are mainly
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Fig. 14. Dynamically cold run (see Section 4.8). Differential
particle size distribution, at steady state, expressed in terms of
dm/ds, in the main inner ring. The thin black line corresponds to
a distribution in s−3.5 ds, i.e., dm ∝ s−0.5 ds.
produced from collisions amongst larger parent bodies, which
will happen at low velocities (and thus produce few small frag-
ments) if < e > is low , they are destroyed by impacts involving
themselves, impacts which will always occur at high velocities
because the smallest grains are always placed on high-e orbits
by radiation pressure regardless of the low dynamical stirring of
the system (see discussion in Thebault & Wu, 2008).
In Fig. 14 we display the results obtained with LIDT-DD for
such a dynamically cold disc for which e = 0.005. As expected,
the depletion of grains in the s < 0.1mm range is clearly visible,
and the geometrical cross section is dominated by large grains.
Note that for excitation values even lower than e = 0.005, the
disc might enter a very different dynamically ”very cold” regime
for which impacts are no longer fragmenting and mutual accre-
tion is possible.
Another important characteristics of dynamically cold discs,
which directly follows from the dominance of large grains, is
that they should display sharp outer edges. This is exactly what
we obtain when displaying the system’s radial profile in optical
depth (Fig. 15), which abruptly drops just beyond the production
ring. The cut-off in the profile further out (∼ 100 AU) is due to
the limited radial excursion of the smallest particles (β = 0.44) in
the simulation, because they are here created from parent bodies
on nearly-circular orbits, so that their maximum apoastron will
be ∼ a0/(1− 2 β) = 100 AU, where a0 = 12 AU is the maximum
semi-major axis for a parent body in the main ring.
5. A case study: break-up of a massive object
inside a debris disc
The detailed investigation of concrete astrophysical cases ex-
ceeds the scope of the present numerical paper and will be the
purpose of future studies. However, in order to illustrate the po-
tential of this new code for investigating cases that were so far
inaccessible to detailed numerical modelling, we present here
preliminary results for the case study of the violent break-up of
a large planetesimal in an extended debris disc. Such violent and
transient events have been often invoked to explain the presence
of pronounced ”clumps” in some resolved debris discs (Wyatt
& Dent, 2002; Telesco et al., 2005) or the high fractional dust
luminosities of some discs, which are either too high or have too
rapid variations to be explained with steady collisional cascades
(Wyatt et al., 2007; Lisse et al., 2009; Melis et al., 2012). Until
Fig. 15. Dynamically cold run (see Section 4.8). Azimuthally
averaged radial surface density profile at steady state. The thin
black solid lines correspond to radial profiles in τ ∝ r−1.5 and r−2
respectively.
now, such massive collisions could not be directly simulated.
Instead, they were usually modeled with analytical and statisti-
cal order-of-magnitude estimates (e.g Kenyon & Bromley, 2005;
Lisse et al., 2009). An alternative approach is the one by Jackson
& Wyatt (2012), using an N-body scheme, resolving the initial
impact with test particles, each representing a collisional cascade
whose mass is steadily decreased using analytical laws.
The most sophisticated attempt at modelling catastrophic
collisional events is probably the one by Grigorieva et al. (2007).
However, this model could not handle the case of a planetes-
imal exploding inside a disc, and could not be used on long
timescales (see Section 1.5). The case that was investigated was
that of a massive explosion far outside (much closer to the cen-
tral star) the disc, from which only the unbound fragments were
followed as they enter an outer disc at high velocities. This set-
up allowed to use a bimodal dust population (unbound explosion
fragments and larger bound ”field” particles) and only required
short timescales.
5.1. Set-up
As the goal of this example run is not to investigate specific real
systems, such as HD172555 (Lisse et al., 2009) or TYC 8241
2652 1 (Melis et al., 2012) whose detailed study is deferred to
a forthcoming dedicated paper, we consider here only one fidu-
cial case, with one given set of initial parameters, chosen for its
simplicity and illustrative virtues 7.
We first consider an unperturbed debris disc, similar to the
one considered in the test run of Section 3.10, i.e., produced from
a parent body ring confined between 11 and 12 AU. The only
difference being a lower optical depth < τ >= 1× 10−4 in order
to enhance the contrast between the background debris disc and
the fragments created from the impact.
We then consider the catastrophic explosion of a large body
releasing a mass MFtot = 2 × 1022 kg into fragments of sizes
2 µm< s < 10 cm, following a size distribution in dN ∝ s−3.5ds.
This explosion is assumed to take place at 35 AU from the star,
and we assume that the exploding parent body is on a circular
orbit. The mass MFtot corresponds to that of an object of size
7 the detailed study of real astrophysical cases would require the ex-
ploration of a vast range of initial parameters and set-ups and is beyond
the scope of the present paper
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∼ 103 km 8. We implicitly assume that the collision was just
energetic enough so that all of MFtot could escape the potential
of the shattered body. To ensure this, we follow the procedure of
Jackson & Wyatt (2012) and release all fragments from a small
circle corresponding to 100 physical radiuses of a ∼ 103 km
body with a velocity ”kick” randomly distributed between the
escape velocity from the shattered body at this distance, ∼ 150
m.s−1, and 1/4 of the surface escape velocity of this body, ∼ 375
m.s−1.
All relevant initial parameters can be found in Tab. 2.
Table 2. Initial parameters used for the ”massive breakup” run.
All other parameters are identical to those of the fiducial inner-
parent-body ring run described in Tab. 1
Debris ring population
Total mass (Mtot) 7 × 1023 kg
Number of initial tracers 200 000
Optical depth < τ >= 1 × 10−4
Planetesimal release population
Minimum size 2.06 µm (β = 0.44)
Maximum size 10 cm
Initial size distribution dN ∝ s−3.5ds
Initial total mass 2 × 1022 kg
Initial velocity of mass released Vkep + ∆ Vlib / 4
Number of initial tracers 10 000
Initial release distance from the star 35 AU
5.2. Results
Fig. 16 plots, at 4 different epochs, the spatial location of all
tracers with a colour scale giving the size bin corresponding to
each tracer, while Fig. 17 shows the resulting smoothed 2-D map
of the system’s geometrical optical depth.
As can be clearly seen, an outward-propagating spiral struc-
ture builds up. It corresponds mostly to the smallest explosion
fragments, which are pushed on high-eccentricity or unbound or-
bits by radiation pressure. After ∼ 300 years, the smallest grains
in the spiral arm have reached the outer limit of the plotted region
at 200 AU. In parallel, the differential precession of the arm pro-
gressively populates the whole r > 35 AU region with explosion
fragments. The precession rate being faster closer to the star, this
populating process proceeds inside out. Meanwhile, at the radial
location of the impact around 35AU, the largest fragments pro-
gressively form a homogeneous ring because of Keplerian shear.
The development of an outward-propagating spiral after a
massive, fragment-releasing impact is a well known feature that
has been witnessed in previous N-body studies (e.g., Jackson
& Wyatt, 2012). However, we are here for the first time able
to follow the collisional evolution of the released fragments as
they propagate through the disc, as well as the collisional fate
of the fragments that stay in the radial region of the explosion.
In particular, the code takes into account the production of new
generations of collisional fragments from impacts involving the
initially released primordial fragments. Such second, third or nth
generation debris can significantly contribute to the disc’s lumi-
nosity in some regions.
8 In reality, we expect the mass of the shattered planetesimal to ex-
ceed MFtot, as some mass will be contained in fragments > 10 cm, but
we do not worry about these issues in this illustrative run and only con-
sider MFtot as a way to scale the magnitude of the initial impact
LIDT-DD’s handling of collisions gives us the possibility to
estimate the timescale during which the signature of the explo-
sion remains visible in the disc. We see that the system settles
back to an unperturbed 2-D profile in 2 steps. In the outer re-
gions, the propagating spiral and its aftermath are no longer vis-
ible, meaning that their signature drops below the noise level in
the 2-D map, after ∼ 2000 years (Fig. 17 g). The disappearence
of the spiral pattern in ∼ 2000 years is a purely geometrical
effect, as this time is approximately the orbital period of the
small, high-β grains that were released by the initial shattering
(this geometrical effect has also been identified by Jackson &
Wyatt (2012)). But contrary to the collisionless case of Jackson
& Wyatt (2012), for which, even after the fading of the spiral, the
presence of small released grains remained visible in the outer
regions for a rather long time, we find here that collisional de-
struction of these particles prevents them to leave an observable
trace once these 2000 years have elapsed. The situation is very
different at the radial location of the initial release, where the
secondary ring made of the largest primordial explosion frag-
ments is still clearly visible. This secondary ring at the explo-
sion’s location is much more long lived. It takes another few mil-
lion years before it is resorbed in the background level (Fig. 17
h). This slow fading of the secondary ring is due to the progres-
sive grinding down of the largest explosion fragments9, settling
into a collisional cascade that produces smaller and smaller de-
bris, which eventually are blown out by radiation pressure.
Note that these two timescales significantly depend on our
arbitrary choice of initial parameters, mainly the value for MFtot
and the size of the largest explosion fragments, and we insist
that this fiducial set-up was not chosen so as to match a spe-
cific real astrophysical system. The important point is here that,
once a set-up has been chosen, depending on the case that is to
be investigated, then LIDT-DD is able to provide a reliable esti-
mate for the survival time of such transient signatures of massive
breakups. It is also able to evaluate how the luminosity profiles
evolve with time in the wake of the initial violent event.
5.3. Tracers vs real disc
The release of the explosion fragments results in a significant
increase of the number of tracers in the system (Fig. 16). Note
that this increase does not reflect the amount of matter that is
released in the disc, but the fact that the smallest explosion frag-
ments, which rapidly populate the outer regions because of ra-
diation pressure, have different dynamical characteristics than
the matter ”at rest” in the unperturbed debris disc. Since the
code’s structure requires that each collisional ”cell” must con-
tain at least 2 tracers for each identified dynamical category (see
Section 3.7), this means that additional tracers will populate the
cells. These tracers can either be ”primordial” ones released at
the moment of the explosion, or can have been created later as
the primordial fragments pass through the outer disc and spawn
new sub-fragments that need to be represented by new tracers.
As such, the number of tracers that is needed in the system is
decorrelated from the amount of mass that is initially released.
For example, the number of tracers and their locations would
be exactly the same for a simulation with MFtot/10 instead of
MFtot. The difference would be in the number of physical parti-
cles each tracer stands for. This is also why the number of tracers
does not significantly decrease, even long after the effect of the
explosion is no longer visible in the ”real” outer disc (see Fig. 16
9 The timescale for the secondary ring to totally disappear corre-
sponds to the collisional timescale of the biggest bodies in this ring
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Fig. 16. Massive planetesimal breakup run (see Section 5.1). Snapshots of the tracers’ positions at 4 different epochs. The colour
scale gives the physical sizes, in µm, of the particles the tracers stand for. The explosion occurs at 35 AU from a ∼ 1000 km parent
body breakup on a circular orbit (see text for further details).
c and d), simply because a dynamical category, once created in
a cell, is maintained as long as even a little amount of matter
corresponds to it. In the present case, as there is always some
collisional production of new fragments from the excess mat-
ter remaining around 35 AU, there is always some matter that
is produced with dynamical characteristics that roughly match
those of the first initially released fragments. True, the amount
of such newly injected fragments will decrease with time, and
they are no longer visible outside of 35 AU on the 2-D maps af-
ter ∼ 2000 years, but the code is still able to identify and handle
them even when they do not show up in the global density maps,
hence the still large number of tracers at this stage (see Fig. 16
d).
6. Limitations
Despite its many new features and the improvement it brings to
disc studies, LIDT-DD, as all numerical codes, has unavoidable
limitations. The main ones are related to the complexity of the
numerical treatment itself, and especially the tracer-tracer colli-
sion treatment procedure (and the tracer creation and reassign-
ment that follows), which is very time-consuming. This limits
the number of tracers that can be handled to typically a few 105.
While this number allows a relatively good spatial sampling, it is
at least an order of magnitude less than the number of test parti-
cles that can be typically handled in pure N-body codes, or more
exactly N−body codes where the restricted 3-body case applies
(e.g. Reche et al., 2009), so that the spatial resolution will al-
ways be less than in such purely dynamical codes. This also lim-
its the timescale that can be investigated with the present LIDT-
DD version to a few 106 years. While this is enough to study the
evolution of young and bright discs such as β Pic or HR4796A,
it does not allow to follow the evolution of older systems over
their entire lifetime. However, this limitation might not be too
constraining, as many processes shaping the structure of even
very old discs might develop and evolve on timescales shorter
than a few million years.
The fact that only 2 tracers per dynamical family are kept and
that virtual tracers are assigned the same velocity as the larger of
the two initial colliding tracers necessarily introduces small er-
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Fig. 17. Same run as Fig. 16, but this time plotting the total smoothed vertical geometrical optical depth of the system.
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rors in the velocity distribution with every time step. These small
errors are clearly visible in the form of short-term variations of
the system’s angular momentum (Fig. 6). However, they remain
limited in their amplitude (less than ∼0.2%) and have no cumu-
lative effect, since they do not lead to systematic variations of
the angular momentum over long timescales.
The limited number of tracers also introduces a relatively
high noisiness in the density maps that are obtained. This is due
to the finite distances between neighbouring tracers, which can
be relatively large in scarcely populated regions. This noisiness
can be overcome by averaging surface density over larger re-
gions, but the price to pay is in this case a loss in spatial resolu-
tion. Note, however, that this problem affects mainly the regions
that are the most dynamically quiet, whereas dynamically per-
turbed regions, which are usually of main interest in concrete
studies, are much more densely populated in terms of tracers,
thus allowing a much better spatial resolution (see Fig. 17).
Another limitation is that a 2-D (r, θ) collisional grid is used
to compute size distributions. This implicitly assumes a symme-
try in the Z direction for collision rates, an approximation that
might be faulty when considering non-planar cases such as an
inclined planet. A 3-D collisional grid going in the Z direction
as well would solve the problem but would multiply all the cal-
culations by at least a factor Nz (Nz being the number of cells in
the Z direction at a fixed r and θ). Note however, that the dynam-
ical evolution of the system is always 3-D.
7. Summary and perspectives
LIDT-DD is a new code developed to study debris discs, based
on a global approach coupling an N-body handling of the dy-
namics to a particle-in-a-box treatment of collisions. It takes its
basic architecture from the LIDT3D code developed by Charnoz
& Taillifet (2012), for the very different context of protoplane-
tary discs, with ”tracers”, each representing a whole population
of particles of a given size at a given location in the system,
whose collisional interactions are handled, with a statistical ap-
proach, within superimposed spatial cells. It can, however, be
considered as an independent stand-alone code, because of the
major modifications and upgrades introduced to account for the
very constraining specificities of debris disc physics. The three
major such constraints are that 1) impact velocities are much
higher in debris discs, so that collisions are highly destructive
and fragment-producing; 2) The dynamics is much more com-
plex because, contrary to protoplanetary discs, in the absence of
the smoothing effecf of gas drag, initial conditions are not re-
laxed so that all grains retain the characteristics of where and
how they have been produced. As such, there is a very wide
range of possible dynamics for same-sized particles located in
the same region of the disc: ; and 3) the collisional and dynam-
ical evolution of small grains close to the blow-out limit, those
that usually dominate the disc’s luminosity, is extremely sensi-
tive to small size variations.
The main specificities of the new code are the following:
– All mutual tracer-tracer impacts are handled individually and
the produced collisional fragments have orbits derived from
those of their collisional progenitors.
– The collision outcome procedure is now able to handle high-
velocity fragmenting impacts and is comparable in sophis-
tication to those implemented in classical particle-in-a-box
codes (e.g., Krivov et al., 2006; Thebault & Augereau ,
2007).
– In addition to sorting tracers by size and spatial location, the
code is able to sort and regroup them by dynamical fami-
lies, using a specially developed hierarchical clustering pro-
cedure. This allows LIDT-DD to track down and keep a trace
of all the possible dynamical origins for grains present in a
given region of the disc.
– The procedure for tracer creation and reassignment is de-
signed to preserve, in each spatial cell and each size bin, 2
tracers per dynamical family. This prevents both the acci-
dental removal of important dynamical information and the
unwanted increase in the number of tracers used by the code.
In the absence of any reference result for the coupled dy-
namical and collisional evolution of discs that could be used as
reliable comparison, LIDT-DD has been tested on three simpli-
fied cases for which robust results have been obtained in past
studies:
– We are able to retrieve the main features for the particle
size distribution of unperturbed collisional debris discs, such
as its waviness in the small grain domain and its steeper-
than s−3.5 slope in the millimetre-to-subkilometre range. The
value we find for this slope in our nominal test case is -3.64,
very close to the ”standard” value of -3.65 inferred by Ga´spa´r
et al. (2012).
– For the case of an initially narrow ring-like disc, we repro-
duce the results of Thebault & Wu (2008) showing that the
surface density profile beyond the initial ring converges to-
wards a radial decrease in ∼ r−1.5.
– For the case of a ”dynamically cold” disc, with particles on
very low orbital eccentricities, we confirm the result obtained
by Thebault & Wu (2008) and Lo¨hne et al. (2012) that such
a disc is depleted of small grains and dominated by particles
bigger than ∼ 10 scutoff .
In addition to these comparison tests we also independently
check the reliability of our tracer creation and reassignment pro-
cedure by verifying that the mass fluxes of outgoing and ingo-
ing particles in a collisional disc at steady state do almost per-
fectly balance one-another. Moreover, for simplified unperturbed
cases, we verify that the angular momentum of the disc is con-
served and that collisional energy dissipation leads to the ex-
pected decrease of the rms eccentricity of tracers as well as to
the expected viscous spread of the disc.
As an illustration of the code’s potential to tackle yet-
numerically-unexplored astrophysical cases, we consider the
case study of the break-up of a massive planetesimal in an ex-
tended disc. LIDT-DD is able to follow the collisional fate of
the smallest grains released by the break-up, and pushed by ra-
diation pressure on high-e or unbound orbits, as they propagate
outward in the disc. We see the expected formation of outward
propagating spiral arms, which are resorbed, by collisions and
dynamical dilution, after a few dynamical periods. The code is
also able to monitor the fate of the large amount of mass that
stays at the location of the initial break-up. This matter rapidly
forms a ring-like structure, which is much more long-lived than
the outbound spiral and gets resorbed into the disc’s background
after a few million years. It is the first time that a code is able to
estimate the amplitude and survival time of the signatures such
events can leave in a disc.
An exhaustive investigation of this crucial issue of massive
transient collisional events, exploring the wide range of possible
set-ups (location of the break-up, released mass, disc density,
etc.), exceeds the scope of the present code-introducing paper.
This problem will be addressed in a forthcoming study, whose
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main objectives will be to explore individual systems with ”ab-
normal” flux excesses, such as HD172555 (Lisse et al., 2009;
Johnson et al., 2012) or TYC 8241 2652 1 (Melis et al., 2012),
and also to investigate how generic the massive-break-up sce-
nario can be for explaining all bright debris discs with luminosi-
ties that cannot be explained by classical collisional cascades.
Another area of interest for LIDT-DD are the planet-disc
interactions and the extent to which planetary companions can
sculpt debris discs. This issue has been recently explored by
both the CGA and DyCoSS algorithms (e.g. Kuchner & Stark,
2010; Thebault et al., 2012). Although these studies have given
promising results, these codes’ structures limit them to rela-
tively restrictive set-ups, i.e., systems at steady state, with no
more than one planet and with collisional prescriptions assuming
that all impacts are fully destructive, thus neglecting all second-
generation fragments. LIDT-DD is not bound by these limita-
tions and will thus enable the exploration of transient events,
multi-planet systems as well as the feedback of the planetary per-
turbations on the collisional evolution. We stress that the CGA
and DyCoSS codes are by no means obsolete, as they enable a
very high spatial resolution that cannot be attained, for the time
being, with the present code (see Sec. 6).
Another potential application of the code is the puzzling case
of bright exozodiacal discs, which have been identified by in-
terferometry very close to several main sequence stars such as
Vega or Fomalhaut (e.g. Absil et al., 2009; Defre`re et al., 2011).
The estimated dustiness of these hot exozodis is in most cases
far too high to be explained by steady collisional cascade and
alternative scenarios have to be considered (Mennesson et al.,
2013). One possible scenario could be the injection of material
from a planetesimal belt, further out in the disc, which is dynam-
ically destabilized by a perturbing planet. This scenario has been
proven to be dynamically viable, at least for young systems, by
the N-body investigation of Bonsor et al. (2012). However, it
remains to be seen how this inward scattering of large planetesi-
mals can translate into observable small dust. This crucial issue
directly depends on the collisional fate of these bodies and can
be investigated by LIDT-DD. Alternative scenarios for explain-
ing exozodis, such as transient massive impacts, falling evapo-
rating bodies (Thebault & Beust , 2001; Beust & Valiron, 2007)
or pile up due to the complex interplay of PR drag, sublimation
and collisions (Kobayashi et al., 2011), can in principle also be
investigated with LIDT-DD. More generally, LIDT-DD enables
the handling of all complex scenarios where both dynamics and
collisions are expected to play an important role in a debris disc
evolution.
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