We propose a novel uni ed approach for integrating explicit knowledge and learning by example in recurrent networks. The explicit knowledge is represented by automaton rules, which are directly injected into the connections of a network. This can be accomplished by using a technique based on linear programming, instead of learning from random initial weights. Learning is conceived as a re nement process and is mainly responsible of uncertain information management. We present preliminary results for problems of automatic speech recognition.
I Introduction
The resurgence of interest in connectionist models has led several researchers to investigate their application to the building of \intelligent systems". Unlike symbolic models proposed in arti cial intelligence, learning plays a central role in connectionist models. Many successful applications have mainly concerned perceptual tasks (see e.g. 2, 6, 10, 20] ), where discovering explicit rules does not seem either natural, or easy. Connectionist models appear better suited for low level tasks than symbolic ones. Like humans, they rely on learning for perceptual tasks. On the other hand, the learning by example paradigm cannot be stressed too much for emulating any intelligent behavior. In many cases an intelligent behavior follows explicit rules. As a matter of fact, any machine conceived for these situations should not ignore this knowledge.
In order to prove the potential power of the learning by example paradigm, for problems of learning sequences, some researchers have recently shown that explicit rules can also be discovered by learning from tabula rasa con gurations. In particular Cleeremans 3] , Elman 5] , and Williams 22] have demonstrated that a full connected recurrent network is capable of learning small automata. These investigations are very interesting, since they show that connectionist models can learn rules only relying on presentation of examples. However, a closer investigation shows that we cannot stress too much the learning by example paradigm for any problem. Complex tasks may give raise to local minima, and ordinary gradient descent learning algorithms are likely to fail in these cases. At least for feedforward nets, an analysis of this problems has been carried out which allows us to understand the success of Backpropagation 18] in several problems of pattern recognition 11]. However, using the same theory, it can be easily proven that simple examples exist in which the learning algorithm fails to discover the optimal solution.
The integration of explicit knowledge and learning by example appears to be a natural way of evolving intelligent systems based on connectionist models. Our hypothesis is that for a model to be e ective, this integration should be uniform. As a consequence, explicit and learned rules should be represented in the same way by the weight connections of a neural network.
In this paper we address the problem of learning sequences and we assume that the explicit knowledge on such problem is available in terms of automaton rules. Our basic assumption for implementing automata is that of relying on their state equations. In so doing, all the e orts are focussed on nding out a method for injecting automaton rules into the connections of a recurrent network. In section II we demonstrate that automaton states can be coded with neuron activities and, in section III, that each automaton rule can be realized in terms of constraints on the weights. In particular, all the automaton rules can be translated into a set of inequalities according to the linear programming framework.
On the basis of these remarks, in section IV we propose a uni ed approach for integrating explicit knowledge and learning by example paradigm in recurrent neural networks. We propose an architecture composed of two cooperating subnets. The rst one is designed in order to inject the available explicit knowledge, whereas the second one is mainly responsible of uncertain information.
The e ectiveness of the proposed model is currently under evaluation for problems of automatic speech recognition. In section V we report preliminary results for a problem of isolated word recognition. The chosen test, based on our own Italian speech database, is quite di cult, since all the words are composed of nasals and vowels. The purpose of the experiments is mainly that of providing material to discuss on the behavior of the proposed model in practice. Unlike many suggested solutions proposed in literature, which are based only on learning by example 4, 13, 17] , the proposed model is likely to scale up very well when increasing the lexicon.
II Information latching
Let N and U be the set of neurons and external network inputs, respectively. Each neuron receives inputs from N S U. The x i (t) = f(a i (t)) = tanh a i (t) 2 ;
X(t) = x 1 (t)::x n (t)] 0 2 R n ; = jNj + jUj. When feeding the network with a sequence of inputs, the status X(t) represents a codi cation of the information extracted from that sequence.
Let us investigate the possibility of latching the information of a given state. As we will show in the next section, this is very useful in order to investigate the automaton realization. De nition 1.
We say that a given dynamic hidden neuron latches the information @ t 0 , represented by its activation a i (t 0 ), provided that 9 > 0: 8t > t 0 the following inequalities hold: of the neuron output as a boolean status, in that only x b i (t) : = sign(x i (t)) is relevant. Henceforth, when referring to state and state transition in the network, we will assume tacitly that x b i (t) is involved and not the actual output x i (t).
Theorem 1.
Given a generic neuron i, the following facts hold: 
Because of the hypothesis w ii > 2 it follows:
If a i > g(a i ) > 0 then a i > a + i . As a result the rst factor is positive and consequently V < 0. Conversely, if 0 < a i < g(a i ) then a i < a + i and g(a i ) < a + i . Therefore, the rst factor is negative and we have V < 0 again. Hence the stability of a + i follows for each a i 2 (0; 1). A similar proof can be provided for the stability of the other non null solution of (3). The equilibrium point a i = 0 is unstable. In fact, starting from any point in the neighborhood of zero, the state trajectory goes to one of the two stable points a + i , a ? i , according to the initial sign.
The same proof is also valid if the neuron receives a constant input I 0 suchthatjI 0 j < I i . This has the e ect of translating the input line in g. 1. When jI 0 j = I i such line becomes tangent to the curve f(a i ). This situation corresponds to a degeneration of two equilibrium points. A straightforward analysis allows us to check the relationship given for I i in the second statement of the theorem. 2 Now let us consider the e ect of adding a time-variant forcing term I i (t) bounded in module by a constant I 0 such that 0 < I 0 I i . As previously done, let us limit the analysis to the positive solution. From the previous discussion, it follows that the system i (t + 1) = w ii i (t) ? I 0 (7) has a stable equilibrium point + i . We can easily prove that the activation a i (t) of the system a i (t + 1) = w ii a i (t) + I i (t) (8) satis es the inequality a i (t) i (t): (9) By assuming null initial state, eq. (9) is obviously valid for t = 0. Let us suppose that (9) is valid @t; then: a i (t + 1) = w ii a i (t) + I i (t) w ii i (t) + I i (t) = i (t + 1) + I 0 + I i (t) i (t + 1): (10) Because of the previous considerations on the stability of + i (see eq. (7)), the activation i (t), and therefore a i (t), cannot change their sign, and then information latching occurs. In order to prove the third theorem's statement let us consider the case of neuron latched in high state. When an input I i < ?I i is applied, the input line has only one intersection with the curve f(a i ) (see g. 1, line(2)). Therefore, a i (t)'s evolution follows the attractive trajectory towards the unique equilibrium point (see dotted lines in g. 1), which corresponds to a low state boolean value. A similar proof can be given for the low to high transition. 2
This theorem indicates under which conditions information latching occurs. It makes it clear that the more the local weights increase, the more the latching is related to saturated con gurations. Moreover, Theorem 1's second statement de nes the conditions under which the current state is latched. It indicates the limit condition which guarantees information latching, and consequently the state transitions. If we increase w ii then I i increases, thus indicating more robustness in latching information.
The value of w ii also a ects the transient duration L when a state transition occurs: the greater is w ii , the longer is the transient. This behavior is summarized in table 1 for the case of low to high transition. The table was created by assuming a i (t 0 ) = a ? i and I i (t 0 ) = 0. The transient duration is evaluated assuming I i (t) = I i = constant 8t > t 0 . For each column, all the I i values belonging to the interval with extremes given by two subsequent row values determine the number of steps speci ed by rst row value.
III K algorithm: learning by linear programming
As pointed out in the introduction, an \intelligent behavior" often follows rules that can be explicit to some extent. In order to limit the complexity of the learning phase, any intelligent system should exploit these rules. As we will show in section V, the input information is sometimes represented by a continuous signal. However, in these cases, we can derive a symbolic representation of that information by means of an input quantization. The string obtained in such way may contain subsequent repetitions of symbols (e.g. \nnuuummaaa"). In problems of automatic speech recognition these repetitions are related to the phoneme duration. Since we consider uncertain information, the number of repetitions can help detecting low level errors. We assume that a sequence fU(t)g belongs to a certain class c if it is accepted by the particular automaton A c representing class c.
In order to understand how such automaton operates, think of this machine as a cascade of two blocks. The rst one has the task of modeling the duration, and provides a sort of ltering of the input sequence. It produces an instance of a symbol provided that it is repeated at least for a given number of steps (e.g. if that number of steps is 2, then processing of \nnmnuumummaaa" would produce \numa"). The second block is simply a Finite State Automaton (FSA), and represents the basic knowledge we assume on the problem. We notice that, unlike the above mentioned FSA, the cascade of the two blocks may be regarded as a nondeterministic automaton 19] .
In this section we demonstrate how such automaton rules can be realized by network (1) in terms of weight boundaries. This turns out to be very useful for integrating these rules with learning by example 7] .
The rst step is to choose a proper coding of the automaton states by means of the boolean states x b i (t) of neurons in the recurrent network (1). We assume that, for each pair of present and next-state of the FSA, the Hamming distance between the corresponding codi cations is one. Thereafter, for each neuron i it is straightforward to derive the set R i of neuron switching rules from the automaton rules. For each rule r 2 R i we denote Any solution of (12) satis es the requirements arisen from the FSA. It is important to remember that each network state transition in ( 1) may need more than one step, and that the number of these steps depends strictly on the relationship between I i and I i .
This fact is shown clearly in Table 1 .
These considerations make it clear that the evaluation of a region in the weight space in which the automaton rules are valid is very important. A parametric weight representation of this space is quite di cult to achieve. Although more restrictive, a spherical subset of this space can be easily determined by changing equations (12) . The basic idea relies on the computation of the distance d i;r between the weight solutionW i and the hyperplanes 
We can put together equations (12) and (13) 
we obtain the optimal spherical regions in the weights space, having center coordinates W i and radii i . The above described procedure is referred to as K algorithm. The recurrent network (1), with the weights belonging to that spheres, is actually a nondeterministic automaton 19]. Once the weights are speci ed, this automaton becomes deterministic. In section IV the determination of these weights will be proposed by using supervised learning. Example Let us consider a very simple automaton with ordered states having a chain structure (see g. 2a). Basically from each state only a transition to the next-state is permitted.
The generic state S i is coded as follows:
The neural realization can be based on a recurrent network composed of dynamic neurons with w ii > 2. It is worth mentioning that, because of the particular codi cation adopted, the network of g. 2b can be used, instead of a full connected net. Equations (12) An exclusive binary coding is chosen for the inputs and each neuron only receives one bit of the input coding. We can determine the maximum sphere included in the weight space by solving equations (14) As shown in the previous section, the neural realization of the nondeterministic automaton leads to a network whose weights belong to speci c regions of the weight space. The choice of a particular point in that space is associated with the modeling of symbol duration. Moreover, we must remember that the explicit knowledge, de ned by the automaton, is based on the input quantization. If the information is conveyed by a continuous signal, then the quantization just represents an approximated view of the original problem. We can model the duration by using a supervised learning scheme, based on presentation of examples. That learning scheme can also prove useful for dealing with the continuous nature of the input information. In many problems, however, the priori-knowledge injected into the network connections may limit the possibility of learning new rules not speci ed in the explicit model. For this reason, we propose the K-L (priori-Knowledge and Learning) architecture shown in g. 3, which is based on two cooperating subnets, N K and N L , devoted to explicit and learned rule representation, respectively. A third subnet N O takes as input a subset of N K and N L neurons and provides the external output. In the simplest case N O consists of just a single output neuron (see for example section V).
The weights of the rst subnet N K are quickly initialized thanks to the method shown in section III, which permits to begin learning from a con guration that already represents the problem explicit knowledge. Learning the uncertain information is mainly accomplished by the second subnet of the K-L architecture. It is a full-connected recurrent network, randomly initialized, which has the task of discovering hidden rules.
The weights optimization is carried out by means of a modi ed version of Pearlmutter's learning algorithm 16], adapted for discrete time. A formal de nition of the procedure may be found, for example, in 23]. The algorithm has to discover a solution which optimizes the cost function:
where the ag i (t) = 1 means that a supervision request takes place on neuron i at time t, and T is the length of the input sequence. Ordinary gradient descent is accomplished in order to optimize all the weights. A relevant di erence is that N K weights are constrained in the spherical region described in section III, which guarantees that the automaton rules are not destroyed. In the proposed model, learning by example is essentially conceived as a re nement process and it is relieved from the problem of discovering complex deterministic rules. In these cases the only use of learning by example paradigm is likely to fail because of the presence of local minima. These failures can be understood in the framework of complexity theory, where, at least for feedforward nets, it has been proven that the loading problem is NP-complete 12].
A particular class of automata, and consequently of recurrent nets, is of interest for the application we are going to propose. In the following these nets are referred to as chain-like nets. In the next section we discuss of chain-like nets bearing in mind their application to speech recognition.
V Applications to automatic speech recognition
In order to validate our theoretical hypotheses and to better understand the proposed model, we carried out several preliminary experiments of automatic speech recognition. One of our primary goals, for applications in this area, is that of demonstrating the capability of the proposed model to deal with isolated word recognition (IWR) in large lexicons. So far, many attempts to build neural-based classi ers for (IWR) have assumed \small" lexicons (see e.g.: 4, 13, 17]). Neural classi ers have succeeded in problems of acoustic feature extraction, but have not exhibited signi cant results for applications to large lexicons. Basically, this is due to the intrinsic limitations of all the methods which only rely on learning by examples. Although some solutions have been proposed for building modular architectures 21, 13] , the scaling up to large lexicons appears to a be a very serious problem. In order to overcome these di culties, we propose to model each word of a given dictionary with a K-L net. Each one must detect the word for which it is built, and reject all the other words of the dictionary. During the recognition phase, any word to be recognized is presented at all the nets. Simple decision criteria, such as choosing the highest output value, can be used for performing word prediction.
An Experiment of isolated word recognition
Henceforth, we propose an experiment for discriminating 10 Italian words only composed of vowels and nasals. In order to accomplish this task, we selected a hierarchical network architecture in which a rst net N P was devoted to perform phoneme hypotheses, while . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Each net N W i was devoted to detect a word of the dictionary and the highest network output criterion was used to perform word prediction. Fig. 5b shows the particular net chosen for modeling the Italian word /Numa/. The subnet for priori rule representation had a chain-like structure. It was conceived for representing the automaton of Fig. 4 . For each state, subsequent occurrences of the same phonetic symbol do not produce state transitions. The automaton is capable of dealing with phoneme skips. It behaves like a string parser, whose nal accepted states are reached only if the right phoneme string is applied. Basically, automata of this kind solve directly the problem of insertions and deletions of phonetic symbols, which is very important in IWR.
In practice, we want K-L nets to consider state transitions only after 2 or 3 speech frames in order to avoid several noisy predictions of phoneme net N P (see g. 5a and 6a). This feature is particularly useful to decrease the cross-talk from the other words. Moreover it should not be forgotten that nets N W i have to deal with analog values representing the evidence for a given phoneme.
A full-connected network composed of two neurons was adopted as net N L . We investigated the e ect of learning, particularly on N L 's neurons. As we expected from theoretical considerations, rules which were not included in N K automaton net were automatically learned. For example, this fact can be clearly understood by inspecting the behavior of the network associated with the word /Numa/ when the words /Numa/ and /inumano/ are presented at its input, respectively. It is worth mentioning that no discrimination between these words is possible if we consider only the rst subnet, since /inumano/contains /Numa/ as \sub-string". This fact comes out also by inspecting network's state of the rst subnet. However, learning by example makes it possible to develop an internal representation, for neurons of the subnet N L , which permits the discrimination of these two words. A quick glance to g. 5b and g. 6b suggests that the word discrimination is gained thanks to the di erent information coding created in N L 's neurons. This is an explicit example that shows how new rules can be discovered which were not included in the net N K initialized with priori-knowledge. Obviously in this case the discrimination between these words could be attained also directly by using more complex automata injected in N K , since the di erence is quite explicit. In practice we want the learning process to develop rules which do not appear explicit or which are a ected heavily by uncertainty.
A preliminary speaker independent small test based on 284 words was performed. The maximum output decision criterion was adopted. We found a recognition rate as high as 92. 3 % 7] . The task is not simple, since the words considered are only composed of vowels and nasals. We notice that although the dictionary is small (only 10 words), the model proposed is likely to scale up much better than others suggested in literature 4, 13, 17] . This is mainly due to subnet N K , which only accept acoustic strings corresponding to the words that it models. It is worth mentioning that if only a learning by example approach is used for modeling each word, no guarantee at all can be provided to ensure that a given word net do not reacts to other words.
VI Conclusions
In this paper we propose a novel method for integrating \priori-knowledge" with learning by example in recurrent networks. We show that the behavior of nondeterministic automata can be injected into the network's connections. This behavior can be very di cult to learn by using only the learning by example approach, because of the presence of local minima. In the proposed model these optimization procedures must not discover the solution beginning from tabula rasa, but must rather produce a re nement, or to nd out some additional regularities which were not captured by the explicit rules. The preliminary applications to problems of automatic speech recognition are very promising. Most importantly, unlike many proposals for IWR with neural nets, the proposed model scales up very well when increasing the lexicon dimension. Finally, it is worth mentioning that, although mainly conceived for speech recognition and understanding tasks, this model can turn out to be useful for other applications as well.
