We introduce the notion of scattered sets of points of a dual polar space, focusing on minimal ones. We prove that a dual polar space Δ of rank n always admits minimal scattered sets of size 2 n . We also prove that the size of a minimal scattered set is a lower bound for dim(V ) if the dual polar space Δ has a polarized embedding e : Δ → PG(V ), namely a lax embedding satisfying the following: for every point p of Δ, the set H p of points at non-maximal distance from p is mapped by e into a hyperplane of PG(V ). Finally, we consider the case n = 2 and determine all the possible sizes of minimal scattered sets of finite classical generalized quadrangles.
Introduction

Basic terminology and notation
Throughout this paper Δ is the dual of a non-degenerate polar space Π of finite rank n > 1. Namely, Δ is the point-line geometry where the points and the lines are the singular subspaces of Π of dimension n − 1 and n − 2, respectively, with ⊃ as the incidence relation. In other words, Δ is a classical near 2n-gon (Cameron [3] ). A subspace S of Δ is called convex if every point on a shortest path between two points of S is also contained in S. Regarded as a diagram geometry, Δ belongs to the following diagram, where 0, 1, . . . , n − 1 are the types: The elements of Δ of type i are the singular subspaces of Π of dimension n − 1 − i . On the other hand, regarding Δ as a near 2n-gon (as we shall do throughout this paper), the i -elements of Δ are the convex closures of the pairs of points at distance i , namely the convex subspaces of Δ of diameter i . In particular, the 0-and 1-elements of Δ are the points and the lines of Δ and the 2-elements are the quads. The 3-elements are often called hexes. By freely extending this terminology to elements of type n − 1, we shall call them maxes.
• points
• maxes Thus, the maxes are the maximal convex subspaces of Δ (but they are not maximal as subspaces of Δ). Note that the empty set is the minimal convex subspace of Δ. However, we prefer to keep it out of the game. So, throughout this paper all convex subspaces are non-empty, by convention.
We denote by P the point-set of Δ. Obviously, P is a (convex) subspace of Δ, the improper one. For a non-empty subset X ⊆ P, we denote by X the subspace of Δ spanned by X and by C(X) the convex closure of X. In particular, if x, y are distinct collinear points of Δ, then x, y (= C(x, y)) is the line through them. If S is a subspace of Δ, we say that a subset X ⊆ S generates X if X = S.
The distance between two points x, y of Δ will be denoted by d(x, y). The diameter diam(X) of a non-empty subset X ⊆ P is the maximum of {d(x, y)} x,y∈X . Given two non-empty subsets X, Y ⊆ P, d(X, Y ) is the distance between X and Y , namely the minimal value of d(x, y) for x ∈ X, y ∈ Y . In particular, for p ∈ P and X ⊆ P, d( p, X) is the minimum of {d( p, x)} x∈X . A point x of X is closest to p if d( p, x) = d( p, X). We recall that, given a convex subspace S of Δ and a point p ∈ P, there is exactly one point π S ( p) ∈ S closest to p, and d(x, p) = d(x, π S ( p)) + d(π S ( p), p) for every x ∈ S. The function π S : P → S, mapping p ∈ P to π S ( p) ∈ S, is called the projection of Δ onto S, the point π S ( p) being the projection of p onto S.
Given a subspace S of Δ, we denote by Δ S the geometry induced by Δ on S. If S is a convex subspace of diameter i , then Δ S is a dual polar space of rank i (with the convention that lines and single points can be regarded as dual polar subspaces of rank 1 and 0, respectively), and π S is a morphism from Δ to Δ S , namely π S (L) is either a line or a point of Δ S , for every line L of Δ. In particular, if A, B are disjoint maxes, then π B induces an isomorphism from Δ A to Δ B . We have introduced the symbol Δ S , but in the sequel we shall rarely use it, freely writing S for Δ S whenever the context makes it clear that we are regarding S as an induced sub-geometry rather than a set of points.
For a subset X ⊆ P and k ≤ n, we denote by Δ k (X) the set of points of Δ at distance k from X and we put Δ ≤k (X) := i≤k Δ i (X) and Δ <k := i<k Δ i (X). In particular, for a point p ∈ P, Δ 1 ( p) is the set of points collinear with p, Δ 0 ( p) = {p} and Δ <0 ( p) = ∅. Following a well established custom, we denote by ∼ the collinearity relation of Δ and we put p ⊥ := Δ ≤1 ( p). We also put H p := Δ <n ( p).
We recall that H p is a hyperplane of Δ, namely a proper subspace of Δ meeting every line non-trivially (compare Ronan [11] ). We say that H p is the singular hyperplane having p as its deepest point. It is well known (Brouwer and Wilbrink [1] ) that H p is a maximal subspace of Δ, or equivalently, that ∼ induces a connected graph on P \ H p .
Throughout this paper, we shall use the following notation for finite classical polar spaces and their duals.
Polar spaces Duals
As dual polar spaces of diameter 2 are generalized quadrangles, there is no need for a dual notation for them. So, we will never use symbols as DW (3, q) , DQ(4, q) etc. Instead, we will use the usual symbols Q(4, q), W (3, q) etc.
Scattered sets and co-generation
Let Δ be a dual polar space, P be its point-set and n = diam(Δ). We say that a subset X ⊆ P is scattered if (S1) x∈X H x = ∅.
Minimal scattered sets are characterized (among scattered sets) by the following property: (S2) for every x ∈ X, we have Δ n (y) ∩ X = {x} for at least one point y ∈ P.
Given a subspace S of Δ (possibly, S = P), we say that a subset
and only if it is scattered in the dual polar space Δ S . Clearly, a P-scattered set is just a scattered set of Δ.
For a subset X ⊆ P, we put X * := x∈X H x . So, X is scattered if and only if X * = ∅. The properties gathered in the following proposition are quite obvious:
We have X ⊆ X * if and only if X has diameter < n. (5) If X is a convex subspace of Δ and d = diam(X), then X * = Δ <n−d (X). In particular, if X is a max of Δ then X = X * .
Let S be a subspace of Δ (possibly, S = P). We say that a subset X ⊆ S co-generates S if X * = S * .
Note that, if x, y are collinear points, then H x ∩ H y ⊆ H z for every z ∈ x, y . It follows that, if a subset X ⊆ S generates a subspace S, then it also co-generates S. However, the converse is false in general. On the other hand:
Proposition 1.2. Let S be a convex subspace of Δ. Then a subset X ⊆ S co-generates S if and only if it is S-scattered.
Proof. Put d := diam(S). Suppose first that X is not S-scattered. Then there exists a point p ∈ S such that p ∈ Δ <d (x) for every x ∈ X. Therefore Δ n−d ( p) ⊆ X * . However, Δ n−d ( p) ⊆ S * . Hence X does not co-generate S. Conversely, suppose that X does not cogenerate S. Then X * ⊆ H p for some p ∈ S, namely X * contains a point p 1 at distance n from p. Put p 2 = π S ( p 1 ). Then d( p 1 , p 2 ) = n−d and d( p 2 , p) = d. However, d( p 1 , x) < n for every x ∈ X, as p 1 ∈ X * . Hence d( p 2 , x) < d for every x ∈ X. So, X is not S-scattered.
Polarized embeddings
We recall that, given a point-line geometry S and a finite dimensional vector space V , a projective embedding of S in Σ := PG(V ) is an injective mapping e from the point-set P of S to the point-set of Σ such that:
(E1) the image e(P) of e spans Σ ; (E2) every line of S is mapped by e into a line of Σ ; (E3) no two lines of S are mapped by e into the same line of Σ .
The dimensions dim(V ) and dim(Σ ) = dim(V ) − 1 are called the vector and projective dimension of e, respectively. Note that (E2) only says that the image e(L) of a line L of S is contained in a line of Σ . If e(L) is a line of Σ for every line L of S, then the embedding e is said to be full.
Suppose that S has finite diameter n. Then, for p ∈ P we can define H p = Δ <n ( p) as we have done for dual polar spaces in Section 1.1. Suppose that H p is a maximal subspace of S (as when S is a dual polar space or a polar space). Then e(H p ) spans either a hyperplane of Σ or the whole of Σ . Following Thas and Van Maldeghem [13] , we say that e is polarized if e(H p ) spans a hyperplane of Σ , for every point p of S. Remark 1. Projective embeddings as defined above are often called lax embeddings in the literature, to stress on the fact that they are not assumed to be full. Polarized embeddings have been firstly considered for polar spaces, and were called 'weak' in the earliest literature on nonfull projective embeddings of polar spaces.
Remark 2.
It is well known (and not so difficult to prove) that all full embeddings of polar spaces are polarized. In particular, all full embeddings of generalized quadrangles are polarized. On the other hand, every embeddable finite thick dual polar space of sufficiently large rank admits nonpolarized full embeddings (see Section 1.4, Remark 3). Most likely, the same is true in the infinite case as well.
Non-full non-polarized embeddings can be constructed for every embeddable geometry S, starting from any embedding e : S → Σ . If e is polarized, a non-polarized embedding can be produced by extending the underlying division ring of Σ and taking suitable projections (see Ferrara Dentice et al. [7, Remark 1.2] for more details). A few geometries are also known that only admit (non-full) non-polarized embeddings. This is the case for the finite generalized quadrangles of type AS(q) and T * 2 (O), for instance.
The main results of this paper
The following is our first main result. We shall prove it in Section 2. In view of the next theorem, it is convenient to state a few more conventions. Given a dual polar space Δ, the scatter-rank rank scat (Δ) is the maximal size of a minimal scattered set of Δ. By Theorem 1.3, rank scat (Δ) ≥ 2 n , where n = diam(Δ).
If Δ admits at least one polarized embedding, then we denote by rank pol (Δ) the minimal vector dimension of a polarized embedding of Δ and we call it the polarized embedding rank of Δ. Theorem 1.4. For every dual polar space Δ, if Δ admits a polarized embedding, then rank pol (Δ) ≥ rank scat (Δ).
The next corollary immediately follows from Theorems 1.3 and 1.4. Corollary 1.5. Let Δ be a dual polar space of diameter diam(Δ) = n and suppose that Δ admits a polarized embedding. Then rank pol (Δ) ≥ 2 n .
The last section of this paper (Section 4) is devoted to an investigation of minimal scattered sets in finite classical generalized quadrangles. The next theorem summarizes the results we shall obtain in that section: Theorem 1.6. The minimal scattered sets of a finite classical generalized quadrangle have sizes as in the following table:
With the help of Corollary 1.5, one can show the existence of non-polarized full embeddings of a finite thick dual polar space of rank n > 2, provided that n is sufficiently large. (Clearly n > 2 since, as noticed in Remark 2, all full embeddings of generalized quadrangles are polarized.) Indeed, let Δ be a thick dual polar space of rank n > 2. Let m be the minimal projective dimension of a full polarized embedding of Δ and e : Δ → Σ be a full embedding of Δ with dim(Σ ) = m. Let Λ be the set of lines of Σ that meet e(Δ) in at least two points and put Λ := L∈Λ L. Suppose that U is a non-empty subspace of Σ such that U ∩ Λ = ∅. Then we can project Σ onto Σ /U , thus obtaining a full embedding e/U of Δ of projective dimension m − dim(U ) < m. By the minimality of m, the embedding e/U is non-polarized. It remains to be shown that a subspace U as above actually exists. We shall show that, if Δ is finite and n is sufficiently large, then U does exist. Let Δ be finite with lines of size q + 1. So, Σ = PG(m, q). Let P denote the point-set of Δ. It is easy to see that |P| < q n 2 +n . (This upper bound is indeed very broad, but it is sufficient for what we are going to say here.) We have |Λ| < (q + 1)|P|(|P| − 1)/2 < N(q, n) := (q + 1)q 2n 2 +2n /2. So, if N(q, n) < m i=0 q i , then we can take for U a point and we are done. However, m ≥ 2 n − 1 by Corollary 1.5 and, if n is sufficiently large, then N(q, n) < 2 n −1 i=0 q i . Hence U exists, provided that n is not too small.
Remark 4.
In a generalized quadrangle, a scattered set of size 3 is just an acentric triad (Corollary 4.3). Acentric triads exist in Q + (3, q), Q(4, q) (q odd) and H (3, q 2 ). This makes it clear that scattered sets of size less than 2 n can exist.
Remark 5. Theorem 1.6 shows that the inequality rank pol (Δ) ≥ rank scat (Δ) of Theorem 1.4 can be strict. Indeed, if Δ = Q(4, q) with q odd and q ≡ 2 (mod 3), then rank scat (Δ) = 4 whereas all polarized embeddings of Q (4, q) are scalar extensions of the natural embedding of Q (4, q) in PG(4, q) (Thas and Van Maldeghem [12] ), whence rank pol (Δ) = 5 in this case.
Examples. It is well known that DQ(2n, q) admits a polarized full embedding e spin of vector dimension 2 n , called the spin embedding. (We refer to Buekenhout and Cameron [2] for a description of e spin .) So, e spin attains the lower bound 2 n of Corollary 1.5. When q is odd then e spin is universal (Wells [14] ; see also Cooperstein and Shult [6] ). In this case e spin is the unique polarized full embedding of DQ(2n, q), since it attains the lower bound of Corollary 1.5. On the other hand, when q is even then e spin is not universal. In that case DQ(2n, q) also admits a polarized full embeddingẽ with vector dimension 2n n − 2n n−2 , arising from the isomorphism Q(2n, q) ∼ = W (2n − 1, q). If q > 2 or q = 2 = n, thenẽ is universal (Cooperstein [5] ; see also Cooperstein and Shult [6] ). If q = 2 and n > 2, then the universal embedding of DQ(2n, q) has vector dimension (2 n + 1)(2 n−1 + 1)/3 > 2n n − 2n n−2 (Li [8] ; see also Cooperstein and Shult [6] ).
DQ − (2n + 1, q) admits a polarized full embedding e − spin induced by the natural embedding of the half-spin geometry of Q + (2n + 1, q 2 ) (see Cooperstein and Shult [6] for details). The embedding e − spin has vector dimension 2 n , whence it also attains the lower bound of Corollary 1.5. Moreover, e − spin is universal, no matter if q is odd or even (Cooperstein and Shult [6] ). Hence e − spin is the unique polarized full embedding of DQ − (2n + 1, q).
On the other hand, the known full polarized embeddings of DW (2n − 1, q) with q odd and DH (2n − 1, q 2 ) have vector dimensions larger than 2 n . The dual polar space DW (2n − 1, q), q odd, admits a full polarized embedding in
n−2 > 2 n . This embedding is universal (Cooperstein [5] ; see also Cooperstein and Shult [6] ). The dual polar space DH (2n − 1, q 2 ) admits a polarized full embedding in
n . If q > 2 or q = 2 = n, then that embedding is universal (Cooperstein [4] ; see also Cooperstein and Shult [6] ). Li [9] has proved that the universal full embedding of DH (2n − 1, 4) has vector dimension 4 n +2 3 (see also Yoshiara [15] for the case n = 3).
Constructions of minimal scattered sets
Throughout this section Δ is a given dual polar space, P is its point-set and n = diam(Δ). After having proved a few preliminary results (Section 2.1), we shall prove Theorem 1.3 by describing an inductive construction of minimal scattered sets (Section 2.2). More properties of minimal scattered sets will be discussed in Section 2.3.
Preliminary results
Lemma 2.1. Given X ⊆ P and a convex subspace S of Δ of diameter i < n, put X 0 := X ∩ S, X 1 := Δ n−i (S) ∩ X and X 2 := π S (X 1 ). Then all the following hold:
(1) If X is scattered, then X 2 is S-scattered.
(2) If X is a minimal scattered set and X 0 is S-scattered, then X 0 is a minimal S-scattered set.
(3) Suppose that X 2 is a minimal S-scattered set.
Proof. (1) Suppose that X is scattered. Then, for every p ∈ S we have d( p, x) = n for at least one x ∈ X. Clearly, d( p, π S (x)) = i and d(x, S) = n − i . Claim (1) is proved.
(2) Suppose that X is a minimal scattered set and let X 0 be S-scattered. Pick x ∈ X 0 . Then X \ {x} is non-scattered, by the minimality of X. Hence there exists a point p ∈ P such that d( p,
The minimality of X 0 follows.
(3) Suppose that X 2 is a minimal S-scattered set and let x ∈ X 2 . By the minimality of
Corollary 2.2.
We have |X ∩ L| ≤ 2 for every minimal scattered set X and every line L of Δ.
Proof. This immediately follows from (2) of Lemma 2.1, recalling that the lines are the convex subspaces of diameter 1 and a subset Y of a line L is L-scattered if and only if |Y | ≥ 2.
. Then all the following hold:
(1) If both X 0 and X 2 are S-scattered, then X is scattered.
(2) If X 0 is S-scattered and X is a minimal scattered set, then X 2 is a minimal S-scattered set and π S induces a bijection from X 1 to X 2 .
(2) The set X 2 is S-scattered by (1) of Lemma 2.1, since X is scattered. If π S (x) = π S (y) for distinct points x, y ∈ X 1 , then X = X \ {x} would be scattered by (1) . (Take X 0 = X 0 , X 1 = X 1 \ {x} and X 2 = X 2 .) Since this is impossible, π S induces a bijection from X 1 to X 2 . If
Corollary 2.4. For a minimal scattered set X and a max S of Δ, suppose that X ∩ S is an S-scattered set. Then |X| ≤ 2 · rank scat (S).
Proof. This immediately follows from (2) of Lemma 2.1 and (2) of Lemma 2.3. Corollary 2.5. Let S 0 and S 1 be two disjoint maxes of Δ and, for i = 0, 1, let X i be a minimal S i -scattered set. Then X := X 0 ∪ X 1 is a minimal scattered set of Δ.
Proof. The set X 2 := π S 0 (X 1 ) is a minimal S 0 -scattered set, since X 1 is a minimal S 1 -scattered set and π S 0 induces an isomorphism from S 1 to S 0 . So, we can apply (1) of Lemma 2.3 with S = S 0 , obtaining that X is scattered. Moreover, X \ {x 1 } is non-scattered for every x 1 ∈ X 1 , by (3) of Lemma 2.1. Similarly, by permuting the roles of S 0 and S 1 , X \ {x 0 } is non-scattered for every x 0 ∈ X 0 . The minimality of X is proved. Corollary 2.6. Let S be a max of Δ. Then Δ admits minimal scattered sets of size 2 · rank scat (S).
Proof. This immediately follows from Corollary 2.5, by taking S 0 = S, S 1 a max disjoint from S, X 0 a minimal S 0 -scattered set of maximal size and X 1 = π S 1 (X 0 ). 
Proof of
By an inductive application of Corollary 2.5, B i is a minimal A i -scattered set for every i = 0, 1, . . . , n. In particular, B n is a minimal scattered set of Δ. Clearly, |B n | = 2 n . Remark 6. We can choose B i = π A i (B i ) in the above construction. If we do so, then B n is an n-dimensional cube (namely, an apartment of Δ, if Δ is regarded as a building). For instance, for n = 2 we get a quadrangle.
More properties of minimal scattered sets
Let S be a subspace of Δ and X ⊆ S. As remarked in Section 1.2, if X generates S then it also co-generates S. In other words, X * = S * for every generating set X of S. This remark immediately implies the following: Proposition 2.7. Given a subspace S of Δ, let X ⊆ S be a generating set of S. Then all the following hold:
(1) S is scattered if and only if X is scattered.
Our next aim is to prove an analogue of Corollary 2.2 for hyperbolic lines of quads, but first we prove the following: Lemma 2.8. Let X be a minimal scattered set of Δ and a, b be distinct points of X. Then
Lemma 2.9. Given a convex subspace S of Δ and three distinct points a, b, c ∈ S, we have 
Minimal scattered sets and polarized embeddings
In this section we shall prove Theorem 1.4. Throughout this section e : Δ → Σ is a polarized embedding of Δ. Given a subset X ⊆ P of the point-set P of Δ, we denote by X e the span of e(X) in Σ . (2) H x e = H y e for any two distinct points x, y ∈ P.
Proof. Claim (1) follows from the fact that, by assumption, H p e = Σ = P e and H p is a maximal subspace of Δ. Claim (2) is an obvious consequence of (1).
For X ⊆ P, we set
Clearly, X * e ⊇ X * e . Note that this containment is strict, in general. Also, it may happen that X * ⊆ Y * but X * e ⊆ Y * e . However, (2) immediately follows from (1) . In order to prove (1), we only must prove that X * e ∩ e(P) ⊆ e( X * ), the converse inclusion being obvious. Let p ∈ P be such that e( p) ∈ X * e . So, e( p) ∈ H x e for every x ∈ X. By Lemma 3.1, p ∈ H x for every x ∈ X, namely p ∈ X * .
We say that a subset X ⊆ P is co-independent if X * ⊂ Y * for every proper subset Y ⊂ X. Given a subset X ⊆ P, we put e * (X) := { H x e } x∈X . Note that e * (X) is a set of points of the dual Σ * of Σ . The next corollary immediately follows from (2) of Proposition 3.2: Corollary 3.3. If X ⊆ P is co-independent then e * (X), regarded as a set of points of Σ * , is independent.
Claim (2) of Lemma 3.1 also implies the following: Corollary 3.4. We have |e * (X)| = |X| for every subset X ⊆ P.
Put R := P * e and R X := X * e , for a scattered subset X ⊂ P. Then R ≤ R X (but R ∩ e(P) = R X ∩ e(P) = ∅ by Proposition 3.2(1)). By this remark and Corollaries 3.3 and 3.4 we immediately obtain the following, which embodies Theorem 1.4: 
NO YES ? NO e * defined above but with e replaced by e R , then e * R = e * , modulo an obvious identification of the span of e * (P) in Σ * with the dual (Σ /R) * of Σ /R. Note also that, in view of Lemma 3.1(2), the function e * induces an injective mapping from P into the point-set of Σ * . However, this fact does not yet tell us if e * : P → Σ * is an embedding of Δ, namely if it maps lines of Δ into lines of Σ * . In a forthcoming paper we shall prove that, if e is full, then e * is indeed an embedding. (1) |X| ≥ 3.
Minimal scattered sets of finite classical generalized quadrangles
General properties
(2) If |X| = 3 then X is an acentric triad. We now turn to finite classical generalized quadrangles. By Lemma 4.2(5) and Corollary 4.3 (the latter being compared with the information offered by [10] ) we obtain Table 1 , where feasible sizes are written on top and NO (respectively, YES) means that no (at least one) minimal scattered set exists of that size. We put a question mark if, at this earliest stage, we cannot say if minimal scattered sets of that size exist or not for the considered quadrangle. It only remains to answer the question marks in Table 1 . We shall do that in Sections 4.3-4.6. Before that, we need to study certain structures, which we will call dual pseudo-grids and pseudogrids.
Dual pseudo-grids and pseudo-grids
Throughout this subsection, Q is a generalized quadrangle and e : Q → Σ = PG(V ) is a given polarized embedding of Q. We put δ := dim(V ).
Following Payne and Thas [10] , we call a set of mutually non-collinear points of Q an arc of Q. We say that an arc X of Q is totally skew if Y ⊥⊥ ∩ X = Y for every proper subset Y ⊂ X. Lemma 4.4. If X is a totally skew arc of Q, then e(X) is an independent set of points of Σ .
∈ Y e . This shows that e(X) is independent. Corollary 4.5. We have |X| ≤ rank pol (Q) for every totally skew arc X of Q.
Proof. By Lemma 4.4, |X| ≤ δ. We can choose the embedding e in such a way that δ = rank pol (Q).
Lemma 4.6. Given an arc of Q of size |X| ≥ 4, let Y be a set of points of Q such that:
Then all the following hold:
(1) The relation 'being non-collinear' establishes a bijection between X and Y (whence |X| = |Y |).
(3) X and Y are totally skew arcs.
Proof. (1) immediately follows from ( * ) and (2) follows from the fact that X is an arc. We shall prove (3). By way of contradiction, suppose that y 1 ∼ y 2 for two points y 1 , y 2 ∈ Y and let L be the line of Q through them. For i = 1, 2, let x i be the unique point of X non-collinear with y i . As |X| ≥ 4, X \ {x 1 , x 2 } contains at least two points x 3 and x 4 collinear with both y 1 and y 2 . Hence x 3 , x 4 ∈ L, contrary to the hypothesis that no two points of X are collinear. So far, we have proved that Y is an arc. Condition ( * ) immediately implies that X and Y are totally skew arcs.
Given two arcs X, Y of Q of size |X| = |Y | ≥ 4, we say that the pair {X, Y } is a dual pseudo-grid if it satisfies ( * ) of Lemma 4.6. The order of {X, Y } is the number k := |X| = |Y |. By Lemma 4.5, both X and Y are totally skew. Hence k ≤ δ by Corollary 4.5. Moreover, X ∩ Y = ∅.
Given a dual pseudo-grid {X , Y } of order k ≥ 4+h, let x 1 , . . . , x h ∈ X and y 1 , . . . , y h ∈ Y be such that x i ∼ y i for i = 1, . . . , h and put X = X \ {x 1 , . . . , x h } and Y = Y \ {y 1 , . . . , y h }. Then {X, Y } is a dual pseudo-grid of order k − h. We say that {X , Y } contains {X, Y }. We say that a dual pseudo-grid {X, Y } is maximal if it is not contained in any larger dual pseudo-grid and that it is complete if at least one of X or Y is scattered. Clearly, complete dual pseudo-grids are maximal. Also, if {X, Y } is complete and, for instance, X is scattered, then X is minimal scattered. If exactly one of X and Y is scattered, then we say that {X, Y } is weakly complete. If both X and Y are scattered, then {X, Y } is strongly complete. Proof. Note first that X is an arc, by Lemma 4.2(3). By the minimality of X as a scattered set, for every x ∈ X we can choose a point y(x) such that y(x) ⊥ ∩ X = X \ {x}. Put Y = {y(x)} x∈X . Then {X, Y } is a dual pseudo-grid (compare Lemma 4.6).
Thus, searching for minimal scattered sets is equivalent to searching for complete dual pseudogrids. 1(2) . This contradicts the fact that, according to Lemma 4.4 Suppose that e(X ) is dependent. Then, by the Exchange Axiom, there is a point x 1 ∈ X such that {e(x)} ∪ e(X 1 ) is a basis of X e , where X 1 := X \ {x 1 }. Let y 1 be the unique point of Y noncollinear with x 1 . Then X 1 ∪{x} ⊆ y ⊥ 1 = H y 1 . It follows that H y 1 e contains X 1 ∪{x} e = X e . Lemma 3.1(1) now implies X ⊆ y ⊥ 1 , which is a contradiction. Therefore, e(X ) is a basis of Σ . So, if X is scattered we have case (2) .
Suppose that X is non-scattered. Then X ⊆ y ⊥ for a unique point y ∈ Q \ (X ∪ Y ). As above, Y ∩ y ⊥ = ∅. So, x = y. Suppose that x ∼ y. Then y ⊥ ⊇ X ∪ {x}. However, e(X ∪ {x}) is a basis of Σ , whence it cannot be contained in H y e . Therefore x ∼ y. It is now clear that {X ∪ {x}, Y ∪ {x}} is a dual pseudo-grid. Since it has order δ, both sets X ∪ {x} and Y ∪ {y} are scattered. So, we are in case (3). It will be convenient to rephrase the notion of dual pseudo-grid in the dual mode. Let Q * be the dual of Q. An arc of Q is a dual arc of Q * , namely a set of mutually non-concurrent lines of Q * . Let L, M be two dual arcs of Q * , with |L| = |M| ≥ 4. We say that {L, M} is a pseudo-grid if every line of L meets all lines of M but one, and every line of M meets all lines of L but one. Containment between pseudo-grids and maximality of pseudo-grids are defined in an obvious way. The notion of scattered set is dualized as follows: a set L of lines of Q * is co-scattered if every line of Q * misses at least one line of L. Completeness and weak and strong completeness are defined for pseudo-grids just as for dual pseudo-grids. Q(4, q) , q odd Proposition 4.10. The generalized quadrangle Q * = W (3, q) , q odd, admits a pseudo-grid of order 5 if and only if q ≡ 2(mod 3).
Minimal scattered sets of size 5 in
Proof. Two dual arcs
form a pseudogrid if and only if we have the following for a certain ordering of the indices i and j : the point x i j = L i ∩ M j exists iff i = j . We shall construct L and M step-by-step. Our construction will go on smoothly till we prove the existence of the points x 41 , x 42 , x 51 and x 52 . We shall obtain necessary and sufficient conditions for the existence of these points. Those conditions will turn out to be equivalent to q ≡ 2 (mod 3).
Let (·, ·) denote the symplectic form of V = V (4, q) defining W (3, q) . So far, we have constructed the lines L 1 , L 2 , . . . , L 5 , M 1 , M 2 , . . . , M 5 together with the points x i j = L i ∩ M j for i = j and (i, j ) ∈ {4, 5} × {1, 2}. It is also easy to check that L i ∩ M i = ∅ for i = 1, 2, . . . , 5. (The assumption that q is odd is exploited precisely here; indeed, if q was even then L i would meet M i for every i .) The points x i j for i = 4, 5 and j = 1, 2 remain to be determined. For (i, j ) as above, the point x i j exists if and only if the following condition (C i j ) holds:
By (C 41 ) and (C 51 ) we obtain l 2 = 1 − l 1 whereas (C 42 ) and (C 52 ) imply that l 2 = l 1 /(l 1 − 1). Hence 1 − l 1 = l 1 /(l 1 − 1), namely l 1 is a solution of the following equation:
Conversely, if ( * ) has a solution in F q and k 1 , k 2 , l 1 , l 2 are defined as above, the x i j exists for every choice of i = 4, 5 and j = 1, 2. In short, Q * admits a pseudo-grid of order 5 if and only if F q contains a solution of ( * ). This happens if and only if the polynomial X 3 + 1 is completely factorizable over F q , or equivalently, iff 3 divides either q or q − 1, which is to say that q ≡ 2 (mod 3). Proof. As in the proof of Proposition 4.10, we consider a hypothetical pseudo-grid {L,
and we determine conditions ensuring the existence of
Let (·, ·) denote the hermitian form of a four-dimensional vector space V = V (4, q 2 ) defining H (3, q 2 ). We may assume that (·, ·) is linear in the first argument and semi-linear in the second. The fact that L i ∩ M i = ∅ for every i = 1, 2, . . . , 6 is equivalent to the following restriction:
( * ) none of the elements λ 1 , λ 2 , λ 3 , μ 1 , μ 2 , μ 3 belongs to F q .
The condition that for i = 4, 5, 6 and j = 1, 2, 3 the line L i meets M j in a single point gives rise to a condition (C i j ) on the parameters λ 1 , λ 2 , λ 3 , μ 1 , μ 2 and μ 3 . Explicitly, these are the conditions we obtain: 
which is to say that λ 1 /μ 1 ∈ F q , as required by (C 43 ).
The set of conditions (C i j ) ((i, j ) ∈ {4, 5, 6} × {1, 2, 3}) admits several solutions. Here is one of the easiest. Put μ 1 = λ 1 . So, (C 43 ) is satisfied. By (C 53 ) and (C 42 ) it follows that μ 2 = kλ 2 for a k ∈ F * q . By (C 52 ), it then follows that μ 2 = λ 2 . Similarly, using (C 63 ), (C 41 ) and (C 61 ), one can show that μ 3 = λ 3 . By (C 53 ) and (C 63 ), there exist elements α, β ∈ F * q such that
By (C 51 ) (or C 62 ) and (1) ,
Now, for every
We can then define β as in Eq. (2) . Obviously, β ∈ F * q whereas, since λ 1 ∈ F q , none of the elements μ 1 , μ 2 , λ 2 , μ 3 and λ 3 belongs to F q . So, ( * ) holds and we get a pseudo-grid as required. Proof. We will determine all minimal scattered sets of size 5 of Q. Let (·, ·) be the non-singular hermitian form of V := V (5, q 2 ) defining Q. As before, we assume that (·, ·) is linear in the first argument and semi-linear in the second.
Let X = {x 1 , . . . , x 5 } be a minimal scattered set of size 5 of Q and let Y = {y 1 , . . . , y 5 } be the set of points of Q such that {X, Y } is a (necessarily strongly) complete dual pseudo-grid. Without loss of generality, we may suppose that x i ∼ y i for every i ∈ {1, . . . , 5}. Since x 3 ∼ x 4 and x 3 ∼ x 5 , there exist vectorsc 1 ,c 2 andc 3 in V such that: Let W denote the three-dimensional subspace c 1 ,c 2 ,c 3 of V and put W ⊥ := {x ∈ V | (x,ȳ) = 0, ∀ȳ ∈ W }. Since y 1 and y 2 are non-collinear points of Q, we can choose vectorsā andb in V such that y 1 = b , y 2 = ā , (ā,ā) = (b,b) = 0 and (ā,b) = 1. Since W ⊥ has dimension 2 and y 1 , y 2 ∈ {x 3 , x 4 , x 5 } ⊥ , W ⊥ = ā,b . The hermitian form induces a non-singular hermitian form on W ⊥ and hence also on W . It follows that V = W ⊕ W ⊥ . Since x 1 ∼ y 2 and x 2 ∼ y 1 , there exist vectorsā andb in W such that x 1 = ā +ā and x 2 = b +b , or equivalently, there exist k 1 , k 2 , k 3 , l 1 , l 2 , l 3 ∈ F q 2 such that
With respect to the basis {ā,b,c 1 ,c 2 ,c 3 } of V , the hermitian form (·, ·) has the following matrix:
We have put := (c 2 ,c 3 ). Since M is non-singular, + q = 0. For given ∈ F q 2 with + q = 0, we will now determine the conditions that need to be satisfied by k 1 , k 2 , k 3 , l 1 , l 2 , l 3 for X = {x 1 , x 2 , x 3 , x 4 , x 5 } to be a minimal scattered set. We have:
For all i, j ∈ {1, 2, 3} with i = j , letd i j be a vector of V such that
The condition that (d i j ,d i j ) = 0 gives a condition (C i j ) on the parameters k 1 , k 2 , k 3 , l 1 , l 2 and l 3 . We find:
The conditions read as follows:
The conditions (C 12 ), (C 13 ) and (C 23 ) are equivalent with
Conversely, every solution (k 1 , k 2 , k 3 , l 1 , l 2 , l 3 ) of condition (C) for a certain ∈ N will give rise to a minimal scattered set of size 5 of Q. 4.6. Minimal scattered sets of size 5 in Q − (5, q)
We treat the case q = 5 separately in the following lemma. Proof. Consider the following elliptic quadric Q in PG(5, 5) (with respect to a certain reference system):
. , x 5 , y 1 , . . . , y 5 be the points of Q as defined in the following table.
x i y i x 1 = (0, 0, 1, 0, 0, 0) y 1 = (0, 1, 0, 4, 1, 4) x 2 = (0, 0, 0, 1, 0, 0) y 2 = (1, 0, 2, 0, 1, 4) x 3 = (1, 0, 1, 4, 0, 0) y 3 = (1, 0, 0, 0, 4, 1) x 4 = (1, 0, 3, 3, 3, 0) y 4 = (0, 0, 0, 0, 0, 1) x 5 = (1, 0, 3, 3, 0, 2) y 5 = (0, 0, 0, 0, 1, 0) and M = {M j } 5 j =1 of Q * we firstly determine conditions necessary and sufficient for {L, M} to be a pseudo-grid, namely necessary and sufficient for the point x i j := L i ∩ M j to exist iff i = j . Next, we shall determine under which conditions {L, M} is complete. Finally, we shall prove that the set of conditions we have thus gathered admits solutions if and only if q > 2.
As in the proof of Proposition 4.12, (·, ·) is the hermitian form of V = V (4, q 2 ) associated to H (3, q 2 ). Choose vectorsā,b,c,d ∈ V such that x 15 = ā , x 14 = b , x 13 = ā+b , x 25 = c , x 35 = ā +c , x 24 = d and x 23 = c +d . As x 13 ∼ x 23 , we have (ā,d) + (b,c) = 0, namely (b,c) = −ν, where ν := (ā,d). Also, x 34 = ν q−1b +d. Further, we introduce four more parameters λ 1 , λ 2 , μ 1 , μ 2 ∈ F q 2 such that x 12 = ā + λ 1b , x 45 = ā + λ 2c , x 21 = μ 1c +d and x 54 = μ 2b +d . Accordingly,
Clearly, we want that the points x i j defined so far are pairwise distinct. This happens if and only if the following restrictions hold:
The assumption that L i ∩ M i = ∅ for every i ∈ {1, 2, 3, 4, 5} is expressed by the following restriction (R i ):
For (i, j ) = (4, 1), (4, 2), (5, 1), (5, 2) the existence of the point x i j := L i ∩ M j is equivalent to the following condition (C i j ):
Namely, there exist α, β, γ , δ ∈ F q such that:
Finally, L is non co-scattered (namely, it admits a transversal line) if and only if the following holds:
(Note that in the fractions involved in this condition, the expressions occurring at denominators cannot be zero, because of restrictions (R 0 ), . . . , (R 5 ) .) The previous condition is equivalent to the following:
So, L is co-scattered if and only if
Similarly, M is co-scattered if and only if
We shall now look for solutions of the above collections of conditions (R 0 ), . . . , (R 5 ), (C 41 ), (C 42 ), (C 51 ), (C 52 ) that satisfy (R L ) or (R M ). Suppose first that q = 2. Then (R 3 ) forces ν to be a generator of F * 4 and the remaining restrictions (R i ) force λ 1 = μ 1 = ν, λ 2 = ν 2 and μ 2 = 1. It is easy to check that, with λ 1 , λ 2 , μ 1 , μ 2 as above, conditions (C i j ) hold (with α = β = 1 and γ = δ = 0 in (C)). However, neither (R L ) nor (R M ) holds. Indeed, each of the expressions considered in the latter two conditions turns out to be equal to 1. So, in this case {L, M} is contained in a pseudo-grid of order 6 (compare Proposition 4.8 (3)).
For the rest of this proof we assume q > 2. We shall impose some extra restrictions on our parameters ν, λ 1 , λ 2 etc., hoping to find solutions that satisfy those additional restrictions. We first try by taking λ 1 , λ 2 , μ 1 , μ 2 ∈ F q . By (R 0 ), (R 3 ) and (C), α = β = γ = δ = 0, μ 1 = λ 1 , μ 2 = λ 1 − 1, λ 2 = 1 − λ 1 and λ 1 must solve the following equation:
( * ) X 2 − X + 1 = 0.
However, λ 1 ∈ F q according to our present choice. Hence q ≡ 2 (mod 3). (Note that, when q = 2 n , we have q ≡ 2 (mod 3) iff n is even.) Conversely, if q ≡ 2 (mod 3), choose any solution of ( * ) as λ 1 (so, λ 1 ∈ F q ), put μ 1 = λ 1 , λ 2 = 1 − λ 1 and μ 2 = λ 1 − 1 and let ν be any element of F q 2 \ F q . It is easily seen that conditions (R 0 ), . . . , (R 5 ) are satisfied by this choice of λ 1 , μ 1 , λ 2 , μ 2 , ν and (C) is satisfied with α = β = γ = δ = 0. Moreover, both (R L ) and (R M ) hold. So, a complete (actually, strongly complete) pseudo-grid exists in this case.
Suppose now that q ≡ 2 (mod 3). Now, equation ( * ) has no solution in F q , but it admits a solution in F q 2 . We choose a solution of ( * ) as ν and we put μ 1 = ν. Note that, as q ≡ 2 (mod 3), q = 3q 1 + 2 for a positive integer q 1 , and q 1 ≡ q (mod 2). Therefore, ν q = (ν 3 ) q 1 ν 2 = −ν 2 , because ν 3 = −1 and (−1) q 1 = −1 (=1 when q is even). So, We still have ample degrees of freedom in the choice of α, β, γ , δ. We try with β = 0. So, we obtain: λ 2 = ν − α, λ 1 = ν + α, μ 2 = ν/(ν + γ ), μ 2 = (ν + α + δν 2 )/(ν − α).
The last two equations imply
Recalling that ν 3 = −1 and ν 2 = ν − 1, we can rewrite (3) as follows:
As ν ∈ F q whereas α, γ , δ ∈ F q , (4) implies the following:
Assuming to have chosen γ in such a way that
Eq. (5) implies
We now go back to conditions (R 0 ), . . . , (R 5 ). For our choice of λ 1 , λ 2 , μ 1 , μ 2 to satisfy them, we only need to assume that γ = −1 and α ∈ {0, −1}. Comparing this with the first equation of (7) we get the following additional restrictions on γ :
γ ∈ {−2, −1, 0}.
It is easily seen that, with our choice of λ 1 , μ 1 , λ 2 , μ 2 , (R M ) holds whenever α = 0. Condition (R L ) holds iff (γ + 1) 3 = −1. Anyhow, (R M ) is sufficient for our purposes. Note that, in view of (7) , the condition α = 0 is implicit in (8) . So, (6) and (8) are the only restrictions we must assume. At most 5 values of γ are excluded by them. So, when q > 5 we can always find an element γ ∈ F q that does the job. As we have assumed q ≡ 2 (mod 3), q = 5 is the only case which is not included in the above treatment. In this case (6) and (8) actually exclude all possible elements of F q . So, we cannot assume (μ 1 , β) = (ν, 0) in this case. The calculations for the case (μ 1 , β) = (ν, 0) are rather tedious, so we omit them. As we have seen in Lemma 4.15 the proposition holds anyway if q = 5. 
