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Résumé :
Dans ce travail, on s’intéresse à la construction, par la théorie de l’information, d’une classe de poten-
tiels hyperélastiques stochastiques satisfaisant des propriétés fondamentales associées à des théorèmes
d’existence [1]. Un générateur basé sur la résolution, à partir d’un schéma numérique adaptatif [4],
d’une équation différentielle stochastique d’Itô est ensuite introduit et permet d’échantillonner les poten-
tiels hyperélastiques aléatoires ainsi construits. La méthode de modélisation probabiliste ainsi qu’une
méthodologie d’identification inverse (à partir de données expérimentales) sont enfin illustrées sur des
potentiels isotropes classiques tels que les potentiels de Mooney-Rivlin et d’Ogden.
Mots clefs :Hyperélasticité,modèle probabiliste, principe dumaximumd’en-
tropie, équations différentielles stochastiques
1 Introduction
Les lois constitutives des matériaux hyperélastiques dérivent d’un potentiel dont la forme algébrique,
induite par des considérations phénoménologiques et physiques, dépend d’un ensemble de paramètres.
Ces derniers sont typiquement déterminés au travers d’une identification inverse basée sur des données
expérimentales. Or, celles-ci présentent en général une variabilité importante, notamment dans le cas de
tissus biologiques ou de matériaux composites à matrice hyperélastique. Dans ce travail, on se propose
de construire et de générer des modèles probabilistes pour des potentiels hyperélastiques afin de prendre
en compte ces incertitudes.
2 Modélisation stochastique en hyperélasticité
La construction demodèles stochastiques pour des potentiels hyperélastiques est accomplie dans le cadre
de la théorie de l’information [5], en imposant d’une part des contraintes induites par certains théorèmes
d’existence [1] et d’autre part, des contraintes associées au comportement asymptotique en petites per-
turbations [2, 6]. On montre que dans ce cadre, les lois de probabilité de certains paramètres sont condi-
tionnées par les réalisations des modules élastiques (dont les lois sont construites dans [3]), nécessitant
entre autre la construction d’un générateur adapté. Plus spécifiquement, la simulation numérique des
paramètres des potentiels hyperélastiques stochastiques nécessite la génération de variables aléatoires
vectorielles non-gaussiennes à valeurs dans un sous-ensemble de <n. Pour ce faire, l’algorithme adap-
tatif à pas stochastique proposé dans [4] est invoqué.
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3 Illustration numérique
A titre d’exemple, nous considérons la génération du potentiel hyperélastique incompressible deMooney-
Rivlin défini, dans le cadre déterministe, par :
w([F ]) = α
(




‖Cof([F ])‖2 − 3
)
, (1)
pour tout gradient de la déformation [F ] satisfaisant la condition d’incompressibilité, avec α > 0 et
β > 0 afin d’assurer la polyconvexité du potentiel hyperélastique. En accord avec la théorie des petites
perturbations, les paramètres α et β vérifient la condition de cohérence α + β = µ/2. Des modèles
probabilistes pour les paramètres α et β sont alors construits en se basant sur la théorie de l’information
et en ayant recours à un conditionnement vis-à-vis de la partie linéaire. Quelques réalisations du poten-
tiel hyperélastique stochastique construit permettent d’obtenir plusieurs réalisations de la contrainte de
Cauchy dans le cas, par exemple, d’un essai de traction simple. Sur la figure 1 sont représentés quelques
intervalles de confiance de la contrainte de Cauchy pour différents jeux de paramètres contrôlant les
modèles de probabilistes.
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Figure 1 – Intervalles de confiance (à un niveau de probabilité de 0.9) de la contrainte de Cauchy
aléatoire pour différentes valeurs des paramètres du modèle.
On montre enfin que la flexibilité du modèle probabiliste permet en outre de contrôler les fluctuations
des parties linéaire et non-linéaire de la réponse mécanique ce qui s’avère efficace pour l’identification
inverse à partir de données expérimentales.
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