We present methods for approximating the mapping that defines the invariant manifold for two systems exhibiting generalized synchronization. If the equations of motion are known then an analytic approximation to the mapping can be found. If time series data is used then a numerical approximation can be found.
I. INTRODUCTION
The subject of synchronization between identical systems has been of interest since the time of Huygens. Over the last decade it has become clear that even chaotic systems can be synchronized [1] . One example of this is called drive-response synchronization, where
dy dt = F(y) + E(x, y).
Here, E(x, x) denotes coupling between the drive system (x) and the response system (y).
If F is deterministic, and if E(x, x) = 0, then we say the systems are synchronized if y(t * ) = x(t * ). Because of determinism this condition remains true for t > t * .
Some, papers discussing a more general idea of synchronization have also appeared in the literature. Drive-response dynamics for this type of synchronization is given by,
dy dt = G(y; x).
where G and F are permitted to be different functions. In principle, x ∈ IR d , y ∈ IR r , and the dynamics takes place in IR d+r . Intuitively, Generalized Synchronization (GS) is said to occur if the response state, y, is related to the drive state, x, by a time independent function, y = φ(x). If GS occurs then the dynamics takes place on a m dimensional invariant manifold in IR d+r .
An important application for GS comes from control theory. Typically, control schemes work better when the complete state of the plant is known [2] . The application uses measurements from the plant (F) as drive input to an approximate model of the plant (G). If GS occurs then the state of the plant can be approximated from the state of the model via [3] .
Much of the work on GS has focused on three areas. The first area involves attempts to formally define GS. Various definitions can be found in Ref. [4] [5] [6] . These definitions differ in some of their details while Ref [7] suggest that subtleties associated with unstable periodic orbits imply that more that one definition may be required.
A second area of research focuses on mathematical properties of φ. Some rigorous results about the smoothness of φ, and relating smoothness to Lyapunov exponents, can be found in Refs. [4, 5, 8] . Numerical methods for determining the properties of φ can be found in
Refs. [9, 10] . Because φ = 1 when F = G, we also know that φ exist when F is close to G. GS is structurally stable, and has been observed in experimental systems [11, 12] . Also, the mathematical literature regarding the existence, stability and smoothness of invariant manifolds is relevant. See, for example, Refs. [13] [14] [15] .
The last major area of research has focused on detecting the presence of GS from time series data. At this time a variety of methods exist [3, 16, 17] . These methods are indirect in the sense that they indicate that the invariant manifold associated with GS is stable.
However, they either do not approximate φ, or the approximations are local. Thus, there may be as many approximations as date points.
In this manuscript we open a new direction for this research by presenting methods for analytically and/or numerically constructing a smooth global function which approximates φ. If time series from F and G are available then our numerical method yields a statistic that can be used to infer the existence of a stable manifold y = φ(x) or x = φ −1 (y), and exist, but can not be well approximated by smooth functions, then their usefulness is limited.
Therefore, if our numerical statistic indicates that GS does not occur then either φ does not exist, or if it does, then its mathematical properties are probably "so bad" that they prohibit most applications of GS.)
II. ANALYTICAL METHOD
This section briefly describes the analytical method used to approximate φ. Assume the two systems are given by Eq. (1). Taking the total time derivative of y = φ(x) and using Eq. (1) yields
where D x φ is the Jacobian of φ. Equation (2) is a partial differential equation for the unknown function, φ(x). A similar equation arises when estimating center manifolds [18] .
As with center manifolds, assume a series solution
Next, insert Eq. (3) into Eq. (2) and rewrite the result as a polynomial in powers of x. If φ exists then this polynomial must hold for all x on the attractor of the driving system. If the attractor is not a fixed point then it is reasonable to assume that Eq. (2) can hold only if the coefficients of each power of x vvanish. This assumption results in a set of algebraic equation
involving the parameters of F, G, as well as A, B, and M. An approximation to φ(x) is obtained by solving these algebraic equations for A, B, M, etc [19] . This approximation should hold near the attractor for the drive dynamics, but it is not likely to be globally well defined. A similar analysis can be used to approximate x = φ −1 (y).
III. NUMERICAL METHOD
This section briefly describes the numerical methods use to approximate φ. The approach and notation are similar to those in Refs. [20] [21] [22] . Begin by assuming one has two data sets, x(n∆t) ∈ IR d and y(n∆t) ∈ IR r with n = 1, 2, . . . , N, which represent simultaneous measurements of the drive and response systems at a sampling rate ∆t. (If necessary vector representations of the dynamics can be obtained from scaler time series via embedding techniques.) A measure of the dynamics of the drive system can be approximated by
We write φ as a series expansion
where p (I) 's are r dimensional expansion coefficients, and I is an index used to identify individual basis functions, π (I) . Gramm-Schmidt is used to construct basis functions that are orthonormal on the measure given by Eq. (4) [20] . By projecting π (I) onto both sides of Eq. (5), and using orthonormality with y(n) = φ[x(n)], we obtain
The minimum description length criteria is used to determine the value of K at which to truncate Eq. (5). This criteria minimizes
where the first term is the usual maximum likelihood prediction error, and the remaining terms are penalties associated with model complexity. Here,σ 2 is the error in the maximum likelihood prediction, N p is the total number of nonzero p β 's are set to zero if their statistical significance is not distinguishable from zero [21] . A similar analysis can be used to approximate x = φ −1 (y).
IV. AN EXAMPLE
The example uses the following Lorenz equations
as the drive system.
A. Analytical method
To test the analytic method we created response systems from the following two coor- We found that the procedure produced several solutions to the algebraic equations leading to a representation for φ. This is not surprising, given that the method finds invariant manifolds and there are typically several invariant manifold within a dynamical system. For example, all fixed points, and all periodic orbits, are invariant manifolds of the system. For the two examples we found that the solution that produced the simplest φ = 0 also yielded the "correct" coordinate transformation.
We also used the following Lorenz equations as a response system
In the results reported below, we retain terms that are second order in x, and first order and the three tensor M is given by the following matrices
In these equations,
we have ignored terms of order 1/ǫ 2 , (δ/ǫ), (∆/ǫ), and (η/ǫ). For this case we see that ∆ plays the dominant role in φ. The terms proportional to δ have denominators proportional to ǫ. Thus, they have been ignored. It is also clear that this transformation satisfies φ = 1 in the limit δ, ∆ → ∞.
If η = 0 then A = 0, B 33 = 0 but is otherwise unchanged, and the M's are
We have also examined coupling, where the term ǫ(x 1 − φ 1 (x)) is removed from the first equation in Eq. (7) and a term ǫ(x 2 − φ 2 (x)) is added to the second equation in Eq. (7).
For this type of coupling the expressions for A, B, and M are slightly more complicated.
However, they retain the same basic form as those shown above. Finally, we have also used this procedure to approximate φ −1 for this example.
B. Numerical method
To test the numerical method we first show that it can detect the existence of stable synchronization from scalar time series. Equations (6) and (7) were used as the drive and response systems. In order to examine the robustness of our procedure we used a noisy drive signal, x 2 + noise coupled to the second equation in Eq (7). The noise was Gaussian white with zero mean and standard deviation, 10σ where 10 is, approximately, the standard deviation of x 2 .
The tests used simultaneously recorded scalar time series (after transients) of length N = 4000 at a sampling interval ∆t = 0.02. Scalars were obtained using the following arbitrarily chosen projections for the drive and response systems, respectively
Each time series was independently rescaled to mean zero and standard deviation one, and an attractor for each time series was reconstructed using time delay embeddings [24, 23] .
The results of our attempts to approximate φ for δ = ∆ = η = 0 and for δ = 0.02, ∆ = 0.04, and η = −0.03 are shown in Fig. 1 . The figures shows that χ 2 M DL experiences a sharp drop off at ǫ * ≃ 4 when the drive/response systems are identical and a less sharp one for GS. The drop off implies that the numerical procedure has found a relatively accurate approximation for y = φ(x). It also implies that the invariant manifold associated with synchronization and GS is stable. (It is known that, for this system and coupling scheme, stable synchronization to a chaotic driving trajectory occurs when ǫ * ≃ 4 [25] .) The figures also, show that the procedure deteriorates gracefully in the presence of noise.
As a final test we numerically integrated systems with Eq. (6) as the the drive system and the two analytic transformations discussed above as the response systems. We fixed the coupling strength at ǫ = 10 and the actual time series x(n) and y(n) were inserted into the numerical procedure. The results of one of the tests is shown in the Table. The Table 0 indicates that the numerical procedure found a good approximation to the true mapping, φ, even in the presence of moderate amounts of noise. (The results of the other test were similar.)
In conclusion, we have presented an analytical and a numerical method for approximating the mapping that defines the invarint manifold associated with generalized synchronization.
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