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Abstract
A real matrix A is said to have a signed generalized inverse, if the sign pattern of its
generalized inverse AC is uniquely determined by the sign pattern of A. In this paper, we give
complete characterizations of the m  n matrices A which have signed generalized inverses,
for both cases .A/ D n and .A/ < n (where .A/ is the term rank of A, and without loss of
generality we assume n 6 m), and thus solve a problem proposed in [B.L. Shader, SIAM. J.
Matrix Anal. Appl. 16 (1995) 1056]. Using these characterizations, we are also able to show
that the property of having a signed generalized inverse for a matrix A is inherited by all the
submatrices B of A with .B/ D .A/ and is also inherited by all those matrices A1 with
.A1/ D .A/ which can be obtained from A by replacing some nonzero entries of A by zero.
We also consider several special cases of a problem proposed in [R.A. Brualdi, B.L. Shad-
er, Matrices of Sign-solvable Linear Systems, Cambridge University Press, Cambridge, MA,
1995; B.L. Shader, SIAM. J. Matrix Anal. Appl. 16 (1995) 1056] about the characterization
of the matrices in a special triangular block form to have signed generalized inverses. © 2001
Elsevier Science Inc. All rights reserved.
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1. Introduction
The sign of a real number a, denoted by sgn a, is defined to be 1, −1 or 0, accord-
ing to a > 0, a < 0 or a D 0. The sign pattern of a real matrix A, denoted by sgn A,
is the .0; 1;−1/-matrix obtained from A by replacing each entry by its sign. The set
of real matrices with the same sign pattern as A is called the qualitative class of A,
and is denoted by Q.A/.
A real matrix A is called an L-matrix provided that every matrix in Q.A/ has
linearly independent columns. A square L-matrix is called a sign nonsingular matrix
(abbreviated SNS matrix).
An SNS matrix A is called a strong sign nonsingular matrix (abbreviated S2NS
matrix), if the inverses of the matrices in Q.A/ all have the same sign pattern.
The term rank of a matrix A, denoted by .A/, is the maximal cardinality of the
sets of nonzero entries of A no two of which lie in the same row or same column. It
is easy to see that for a square matrix A of order n, .A/ < n if and only if A has an
identically zero determinant (i.e., det QA D 0 for all QA 2 Q.A/).
Let A be an m  n real matrix. An n  m real matrix X is called the general-
ized inverse of A (or Moore–Penrose inverse of A), if X satisfies the following four
conditions:
AXA D A; XAX D X; .AX/T D AX; .XA/T D XA:
It is well known that for each matrix A, its generalized inverse exists and is unique,
which is denoted by AC. If A is an invertible square matrix, then AC D A−1.
Proposition 1.1 gives some basic properties of the generalized inverses of matri-
ces.
Proposition 1.1.
1.
(
AT
C D (ACT:
2.

A O
O B
C
D

AC O
O BC

:
3. .A;O/C D

AC
O

:
4. If A has linearly independent columns, then AC D .ATA/−1AT:
Definition 1.1. A real matrix A is said to have a signed generalized inverse (or
simply say “AC is signed”), if sgn BC D sgn AC for each matrix B 2 Q.A/.
Definition 1.1 is a generalization of the concept of S2NS matrix. In fact, if A is an
SNS matrix (or even if A is only an n  n matrix with .A/ D n, see Theorem 2.A
below), then AC is signed if and only if A is an S2NS matrix.
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From Proposition 1.1 we can easily see that an m  n matrix A has a signed
generalized inverse if and only if AT has. In view of this, we may always assume
that n 6 m for the m  n matrices considered in this paper.
The notion of matrices having signed generalized inverses was first introduced
in [2,4] for L-matrices. An important necessary condition for L-matrices to have
signed generalized inverses is given in [2, Theorem 11.2.10; 4, Theorem 3.3], and
a characterization for L-matrices to have signed generalized inverses is obtained in
[4, Theorem 3.1]. It is also suggested in [4] to study the matrices having signed
generalized inverses in general case (not only for L-matrices).
In this paper, we first obtain in Section 3 a complete characterization for the m  n
matrices A with .A/ D n to have signed generalized inverses. This characterization
only involves the matrix A itself (while the characterization given in [4] involves
each matrix QA in Q.A/). In Section 4, we consider the case .A/ < n 6 m, and also
obtain complete characterizations for the m  n matrices A with .A/ < n 6 m to
have signed generalized inverses. Using these characterizations we are able to show
in Section 5 that the property of having a signed generalized inverse for a matrix A is
inherited by all the submatrices B of A with .B/ D .A/ and is also inherited by all
those matrices A1 with .A1/ D .A/ which can be obtained from A by replacing
some nonzero entries of A by zero. Finally, in Section 6, we study another problem
proposed in [2,4] about the characterization of the matrices in a special triangular
block form (6.1) to have signed generalized inverses. We use the results obtained in
Sections 3–5 to solve several special cases of this problem.
2. Notations and preliminaries
Let TmU D f1; : : : ;mg and TnU D f1; : : : ; ng. Let A be an m  n matrix. If S is
a subject of TmU and T is a subset of TnU, then ATS j T U denotes the submatrix of
A, whose rows have index in S and whose columns have index in T . If T D TnU, we
abbreviate ATS j T U to ATS j : U. The complement of S in TmU (and T in TnU) is denoted
by S (and T ).
We also use the notation .A/ij to denote the .i; j/ entry of the matrix A.
Two m  n matrices A and B are said to be permutation equivalent, if A can be
transformed into B by permuting its rows and columns.
A square matrix A is partly decomposable, if A is permutation equivalent to a
matrix of the following form:
X O
Z Y

; (2.1)
where X and Y are both nonvacuous square matrices. A is fully indecomposable if
A is not partly decomposable. It is well known from the famous Frobenius–König
theorem that if A is a fully indecomposable matrix of order n, then every submatrix
of order n − 1 of A has term rank n − 1.
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In [2, Theorem 11.2.10] and [4, Theorem 3.3], a necessary condition for a matrix
to have signed generalized inverse is given for L-matrices. In Theorem 2.A, we see
that this necessary condition actually holds for general matrices (as pointed out by
the referee of this paper). To show this, we first prove Lemmas 2.A and 2.B (where
the ideas in the proof of Lemma 2.A are essentially the same as those in the proof of
Theorem 11.1.4 in [2]).
Lemma 2.A. Let A be a real matrix of order n such that .A/ D n and A is not an
SNS matrix. Then there exist invertible matrices A1 and A2 in Q.A/; and indices p,
q with 1 6 p 6 n and 1 6 q 6 n such that .A−11 /qp.A
−1
2 /qp < 0.
Proof. Since .A/ D n, there exists a nonsingular matrix B in Q.A/. Since A is
not an SNS matrix, there also exists a singular matrix C in Q.A/. Without loss of
generality, we may assume that B differs from C in exactly one position, say the
position .p; q/, where .B/pq D b, .C/pq D c and b =D c. Thus, we have
det B D det B − det C D .−1/pCq.b − c/ det B fpg j fqg  =D 0: (2.2)
We now take  with 0 <  < jcj, and take
Ai D C C .−1/iEpq .i D 1; 2/
(where Epq is the matrix whose .p; q/ entry is one and other entries are all zero).
Then A1 and A2 are both invertible matrices in Q.A/ and
det Ai D .−1/iCpCq det Ai
 fpg j fqg  .i D 1; 2/: (2.3)
Thus, we have(
A−1i

qp
D 1
.−1/i ;
and so(
A−11

qp
(
A−12

qp
D − 1
2
< 0: 
Lemma 2.B. Let A be an m  n matrix such that .A/ D n and A has a signed
generalized inverse. Then A is an L-matrix.
Proof. Assume that A D (B
C

, where B is a square matrix of order n with .B/ D n.
We now show that B is an SNS matrix, and hence that A is an L-matrix. Suppose not,
then by Lemma 2.A, there exist invertible matrices B1 and B2 in Q.B/, and indices
p; q with 1 6 p 6 n and 1 6 q 6 n such that(
B−11

qp
(
B−12

qp
< 0: (2.4)
We now take sufficiently small  > 0 and take
Ai./ D

Bi
C

.i D 1; 2/:
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Then Ai./ 2 Q.A/, and by Proposition 1.1 we have
Ai./
C D (Ai./TAi./−1Ai./T .i D 1; 2/:
On the other hand,
lim
!0 det
(
Ai./
TAi./
 D lim
!0 det
(
BTi Bi C 2CTC
 D .det Bi/2 =D 0:
So Ai./C is a continuous function of  for sufficiently small . Thus, we have
lim
!0 Ai./
C D Ai.0/C D

Bi
O
C
D (BCi ; O D (B−1i ; O .i D 1; 2/:
Now from (2.4) it follows that sgn A1./C =D sgn A2./C for sufficiently small  >
0. So A does not have a signed generalized inverse since both A1./ and A2./ are
in Q.A/, a contradiction. 
Combining Lemma 2.B and [4], Theorem 3.3, we can obtain the following nec-
essary condition for general matrices to have signed generalized inverses.
Theorem 2.A T2;4U. Let A be an m  n matrix with n 6 m and AC is signed. Then
each submatrix of A of order n either has an identically zero determinant or is an
S2NS matrix.
From Theorem 2.A we see that there are close relationships between matrices
having signed generalized inverses and S2NS matrices. On the other hand, S2NS ma-
trices can be described by signed digraphs. So we introduce some graph theoretical
terminology in the following.
A signed digraph S is a digraph where each arc of S is assigned a sign C1 or −1.
The sign of a subdigraph S1 of S is defined to be the product of the signs of all the
arcs of S1.
A signed digraph S is called an S2NS signed digraph, if S satisfies the following
two conditions:
 The sign of every cycle of S is negative.
 Every pair of paths in S with the same initial vertex and the same terminal vertex
has the same sign.
It is easy to see that any signed subdigraph of an S2NS signed digraph is an S2NS
signed digraph.
Let A D .aij / be a square real matrix of order n. The associated digraph D.A/ of
A is defined to be the digraph with the vertex set V D f1; 2; : : : ; ng and arc set E D
f.i; j/ j aij =D 0g. The associated signed digraph S.A/ of A is obtained from D.A/
by assigning the sign of aij to each arc .i; j/ in D.A/. Clearly, S.A/ determines the
signs of all the off-diagonal entries of the matrix A.
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A well-known result about the relationships between S2NS matrices and S2NS
signed digraphs is the following theorem.
Theorem 2.B T1;2U. Let A be a square real matrix such that all the diagonal entries
of A are negative. Then A is an S2NS matrix if and only if its associated signed
digraph S.A/ is an S2NS signed digraph.
Theorem 2.B will be used later in Sections 4 and 5.
The following theorem gives several necessary conditions of S2NS signed di-
graphs which will be used in Section 6.
Theorem 2.C T5;6U. Let S be an S2NS signed digraph. Then:
(1) S contains no subdivisions of D3 or D03.
Here D3 is the digraph with three vertices x, y, z and four arcs .x; y/; .y; x/;
.x; z/ and .y; z/; and D03 is the digraph obtained by reversing the directions of all
the arcs of D3.
(2) There is at most one arc between any two different strong components of S.
The following theorem was given in [2,4] for L-matrices. By Lemma 2.B we now
know that it is also true for general matrices.
Theorem 2.D T2;4U. Let A be an m  n matrix with m > n > 2 such that AC is
signed and no submatrix of A of order n has an identically zero determinant. Then
either m D n and A is an S2NS matrix or m D n C 1 and A has the same zero pattern
(i.e., the set of positions of zero entries) with the vertex–edge incidence matrix of
some tree.
Theorem 2.D will be used in Section 6.
3. The case .A/ D n
In this section, we give a characterization for an m  n matrix A with .A/ D n
to have signed generalized inverse. We then apply this result to obtain some further
properties about the matrices and some of their submatrices to have signed general-
ized inverses.
Let Sn.m/ be the set of all subsets of TmU with n elements. If T is a finite set
of integers and q 2 T , then we use N.q; T / to denote the number of elements in T
which are less than or equal to q .
The following lemma gives a formula for the .p; q/ entry of AC (when A has
linearly independent columns).
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Lemma 3.A T3;4U. Let A be an m  n matrix with linearly independent columns. Let
p, q be integers with 1 6 q 6 m and 1 6 p 6 n. Let
SA D fT 2 Sn.m/ j ATT j : U is invertibleg: (3.1)
Then we have(
AC

pq
D .−1/
p
det
(
ATA
 X
T : q2T 2SA
.−1/N.q;T /
 det ATT j : U det AT nfqg j fpg : (3.2)
(Lemma 3.A can be proved by using (4) of Proposition 1.1 and the famous Cau-
chy–Binet determinantal formula.)
Notice that if ATT j : U is invertible, then
ATT j : U−1p;N.q;T / D
.−1/pCN.q;T /
det ATT j : U det A

T nfqg j fpg :
So (3.2) can be rewritten as(
AC

pq
D 1
det
(
ATA
 X
T Vq2T 2SA
det ATT j : U2ATT j : U−1p;N.q;T / (3.3)
(where det.ATA/ > 0 since ATA is a positive definite matrix).
The following simple observation can give some help to the proof of Theorem 3.1
below.
Proposition 3.1. Let a1; : : : ; ak be real numbers such that aiaj > 0 for all 1 6
i; j 6 k. Then for all Qai with sgn Qai D sgn ai .i D 1; : : : ; k/; we have
sgn
 
kX
iD1
Qai
!
D sgn
 
kX
iD1
ai
!
:
We now use (3.3) to characterize the m  n matrices which have term rank n and
signed generalized inverses.
Theorem 3.1. Let A D .aij / be an m  n matrix with term rank .A/ D n. Then
AC is signed if and only if A satisfies the following two conditions:
(1) Each submatrix of A of order n either has an identically zero determinant or is
an S2NS matrix.
(2) For each pair of integers p; q with 1 6 q 6 m; 1 6 p 6 n and each pair of sets
T1; T2 with q 2 Ti 2 SA .i D 1; 2/; we have
2Y
iD1
ATTi j : U−1p;N.q;Ti/ > 0 (3.4)
(where SA is defined as in (3.1)).
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Proof. Notice that if condition (1) holds, then the set SA can also be expressed as
SA D

T 2 Sn.m/ j ATT j : U is an S2NS matrix
}
: (3.5)
Necessity. Condition (1) follows directly from Theorem 2.A. For (2), we first note
that .A/ D n and (1) imply that each QA in Q.A/ has linearly independent columns
and thus (3.2) holds for each QA 2 Q.A/. We now suppose on the contrary that there
exist p; q and T1; T2 2 SA with q 2 T1 \ T2 such that
2Y
iD1
ATTi j : U−1p;N.q;Ti/ < 0
say
ATT1 j : U−1p;N.q;T1/ > 0
and
ATT2 j : U−1p;N.q;T2/ < 0:
Take
Ak D
(
a
.k/
ij
 2 Q.A/ .k D 1; 2/
as
a
.k/
ij D

aij ; i 2 Tk;
aij ; i 62 Tk; (3.6)
where  is a sufficiently small positive number. Then by using (3.2) for A1 and A2
we can derive that .AC1 /pq > 0 and .A
C
2 /pq < 0, contradicting the hypothesis that
AC is signed, so (2) holds.
Sufficiency. For each QA 2 Q.A/ and T 2 SA, we have
sgn QATT j : U−1 D sgn ATT j : U−1;
since ATT j : U is an S2NS matrix for any T 2 SA by condition (1). So by condition
(2) and Proposition 3.1 we have
sgn
0
@ X
T : q2T 2SA
det QATT j : U2 QATT j : U−1p;N.q;T /
1
A
D sgn
0
@ X
T : q2T 2SA
det ATT j : U2ATT j : U−1p;N.q;T /
1
A : (3.7)
Thus, using (3.3) for both A and QA, we have
sgn
( QAC
pq
D sgn(AC
pq
and this holds for all QA 2 Q.A/ and all integers p; q with 1 6 q 6 m and 1 6
p 6 n. So AC is signed and the theorem is proved. 
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We notice that one of the differences between Theorem 3.1 and the characteriza-
tion theorem for .AC/pq being signed in [4] is that conditions (1) and (2) of this
theorem only involve the matrix A itself, while the conditions given in [4] involve
each matrix QA in Q.A/.
Two vectors of the same dimension are said to be conformal provided that each
pair of corresponding entries has a nonnegative product. It is now useful to restate
condition (2) of Theorem 3.1 in the following way:
.20/ For each pair A1 and A2 of n  n S2NS submatrices of A containing a common
row  (assume  is the ki th row of Ai .i D 1; 2/), the k1th column of A−11 and
the k2th column of A−12 are conformal.
Condition (20) is expressed in a “local form” in the sense that its notations only
involve the submatrices A1 and A2.
Now it is easy to see that both conditions (1) and (20) are hereditary. That is, if
an m  n matrix A satisfies conditions (1) and (20), then any k  n submatrix B
of A (with k > n) also satisfies conditions (1) and (20). From this observation the
following corollaries follow directly.
Corollary 3.1. Let
A D

B
C

be an m  n matrix with .B/ D n. If AC is signed, then BC is signed.
Corollary 3.2. Let A be an m  n matrix with .A/ D n. Then AC is signed if and
only if for each pair ATT1 j : U and ATT2 j : U of n  n submatrices of A with term
rank n containing at least one common row, the submatrix ATT1 [ T2 j : U has signed
generalized inverse.
Corollary 3.3. Let A be an m  n matrix with .A/ D n. Then AC is signed if and
only if for each integer k with n 6 k 6 2n − 1; every k  n submatrix B of A with
.B/ D n has signed generalized inverse.
As applications of the above theorems, we consider the following examples.
Example 3.1. Let A be an m  n matrix with no zero rows, n > 2 and AC is signed.
If A contains a fully indecomposable submatrix B of order n, then m D n (and hence
A D B/.
Proof. Suppose to the contrary that m > n C 1. Take an .n C 1/  n submatrix C
of A containing B as its submatrix. Then CC is signed by Corollary 3.1. It is also
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easy to see that each n  n submatrix X of C has .X/ D n since C has no zero rows
and B is fully indecomposable (each submatrix Y of B of order n − 1 has .Y / D
n − 1). So by Theorem 2.D, C has the same zero pattern with the vertex–edge in-
cidence matrix of some tree. It follows that some column of B contains only one
nonzero entry (since C has no zero rows), and thus B is not fully indecomposable, a
contradiction. 
Using Example 3.1, we consider the following example which determines all the
matrices with two columns to have signed generalized inverses.
Example 3.2. Let A be an m  2 matrix with no zero rows and no zero columns
.m > 2/. Then AC is signed if and only if A is either an 2  2 S2NS matrix with no
zero entries or permutation equivalent to a matrix of the following form:
a1    ak akC1 o    o
o    o b1 b2    br
T
; (3.8)
where the numbers a1; : : : ; ak; b1; : : : ; br are nonzero and akC1 is arbitrary.
Proof. Necessity. If A contains a fully indecomposable submatrix of order 2, then
by Example 3.1, A is an S2NS matrix of order 2 with no zero entries; if A does not
contain a fully indecomposable submatrix of order 2, then A contains at most one
row with no zero entries and thus A must be permutation equivalent to the form (3.8).
Sufficiency. We only need to show that any matrix of the form (3.8) has signed
generalized inverse. In view of Corollary 3.3, it suffices to show that each 2  2
and 3  2 submatrix of A has signed generalized inverse. These can all be directly
verified. 
By the fact that .AT/C D .AC/T, we see that Example 3.2 actually also deter-
mines all the matrices with two rows to have signed generalized inverses.
Example 3.2 will be used later in Section 6.
4. The case .A/ < N 6 M
In this section, we consider the case .A/ < n 6 m, and give characterizations
for the m  n matrices A with .A/ < n 6 m to have signed generalized inverses.
In the following, we use Nr.A/ and Nc.A/ to denote the number of rows and the
number of columns of the matrix A, respectively.
Lemma 4.1. Let
A D

B O
C D

be a matrix where O is a zero submatrix of A. Then .A/ D Nc.B/ C Nr.D/ if and
only if .B/ D Nc.B/ and .D/ D Nr.D/:
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Proof. The necessity follows from
.A/ 6 .B/ C Nr.D/ and .A/ 6 Nc.B/ C .D/:
The sufficiency follows from
.B/ C .D/ 6 .A/ 6 .B/ C Nr.D/: 
Lemma 4.2. Let A be an m  n matrix with .A/ < n 6 m. Then A can be permu-
tation equivalent to a matrix of the following form:
B O
C D

; (4.1)
where .B/ D Nc.B/ and .D/ D Nr.D/:
Proof. By the well-known König’s Theorem and Lemma 4.1 the result follows. 
From Lemma 4.2 we see that in the case .A/ < n 6 m, we can always assume
that A has the form (4.1), where .B/ D Nc.B/ and .D/ D Nr.D/ (as we will do
in Theorems 4.1–4.3).
The following lemma gives an explicit formula for the generalized inverse of a
matrix
A D

B O
C D

with rank.B/ D Nc.B/ and rank.D/ D Nr.D/.
Lemma 4.3. Let A be an m  n real matrix of the form (4.1), where O is an r  s
zero submatrix. Suppose rank.B/ D Nc.B/ and rank.D/ D Nr.D/. Then we have
AC D

BC O
−DCCBC DC

: (4.2)
Proof. From B.BCB − In−s / D O and rank.B/ D n − s, we have BCB D In−s .
Similarly, we have DDC D Im−r (where In−s and Im−r are identity matrices). Using
these relations we can directly verify (4.2) by the definition of generalized invers-
es. 
Theorem 4.1. Let
A D

B O
C D

be a matrix with .B/ D Nc.B/ and .D/ D Nr.D/: Then AC is signed if and only
if the following two conditions are satisfied:
(1) Both BC and DC are signed.
(2) sgn. QDC QC QBC/ D sgn.DCCBC/ for all QB 2 Q.B/; QC 2 Q.C/ and QD 2 Q.D/:
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Proof. Suppose that AC is signed. Since .B/ D Nc.B/ and .D/ D Nr.D/; we
can take B1 2 Q.B/ with rank.B1/ D Nc.B/ and D1 2 Q.D/ with rank.D1/ D
Nr.D/: We now take
A1 D

B1 O
C D1

2 Q.A/:
Then by Lemma 4.3 we have
AC1 D

BC1 O−DC1 CBC1 DC1

: (4.3)
We now take any QB 2 Q.B/; QC 2 Q.C/ and QD 2 Q.D/; let
QA D
 QB O
QC QD

2 Q.A/
and suppose that (where X, Y , Z and W have appropriate sizes)
QAC D

X W
Z Y

: (4.4)
Then sgn QAC D sgn AC1 , since AC is signed. Thus, by comparing (4.3) and (4.4) we
have
W D O; X 2 Q(BC1 ; Y 2 Q(DC1 ; Z 2 Q(− DC1 CBC1 : (4.5)
Now QB O
QC QD
C
D QAC D

X W
Z Y

D

X O
Z Y

: (4.6)
So by direct verifications from (4.6) we have
X D QBC and Y D QDC: (4.7)
Combining (4.7) and (4.5) we obtain
sgn QBC D sgn BC1 .8 QB 2 Q.B//;
sgn QDC D sgn DC1 .8 QD 2 Q.D//:
Thus, BC and DC are signed.
Now BC is signed and .B/ D Nc.B/ imply that B is an L-matrix (by Lem-
ma 2.B), so for any QB 2 Q.B/, we have rank. QB/ D Nc.B/. Similarly, for any QD 2
Q.D/, we have rank. QD/ D Nr.D/. So, by using Lemma 4.3 again, we have QB O
QC QD
C
D
 QBC O
− QDC QC QBC QDC

.8 QB 2 Q.B/; QC 2 Q.C/; QD 2 Q.D//:
From this the result of the theorem follows directly. 
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Next, we use graph theoretical methods to further study condition (2) of Theorem
4.1. First, we give the following definition.
Definition 4.1. Let A D .aij /; B D .bij / and C D .cij / be m  r , r  s, and s  n
real matrices, respectively. Define the multipartite signed digraph G.A;B;C/ of A,
B and C as follows:
(1) The vertex set V of G.A;B;C/ is taken as
V D X P[ Y P[ Z P[ W;
where
X D fx1; : : : ; xmg; Y D fy1; : : : ; yr g;
Z D fz1; : : : ; zsg; W D fw1; : : : ; wng:
(2) There is an arc from xi to yj (with the sign sgn aij ) if and only if aij =D 0; there
is an arc from yp to zq (with the sign sgn bpq ) if and only if bpq =D 0; there is an
arc from zu to wv (with the sign sgn cuv) if and only if cuv =D 0; and these are all
the arcs of the digraph G.A;B;C/.
Theorem 4.2. Let B, C, D be matrices with Nr.C/ D Nr.D/ and Nc.C/ D Nc.B/.
Suppose that BC and DC are both signed. Then the following three conditions are
equivalent:
(1) sgn QDC QC QBC D sgn DCCBC for all QB 2 Q.B/; QC 2 Q.C/ and QD 2 Q.D/.
(2) sgn DC QCBC D sgn DCCBC for all QC 2 Q.C/.
(3) In the multipartite signed digraph G.DC; C;BC/; every pair of (directed) paths
of length 3 with the same initial vertex and the same terminal vertex have the
same sign.
Furthermore, when B contains no zero column and D contains no zero row (i.e.,
BC contains no zero row and DC contains no zero column), then (3) is also equiva-
lent to the following condition (4):
(4) The matrix
X D
0
BB@
−I1 DC O O
O −I2 C O
O O −I3 BC
O O O −I4
1
CCA (4.8)
is an S2NS matrix, where I1; I2; I3 and I4 are identity matrices with appropri-
ate sizes.
Proof. .1/ H) .2/: Trivial.
(2)H)(3): Suppose that (3) is not true. Then there exist indices i; j and indices
p1; q1 and p2; q2 such that
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DC

ip1
.C/p1q1
(
BC

q1j
> 0 (4.9)
and (
DC

ip2
.C/p2q2
(
BC

q2j
< 0: (4.10)
We now take Ck 2 Q.C/ for k D 1; 2 such that
.Ck/pq D
(
.C/pq if p D pk; q D qk
  .C/pq otherwise .k D 1; 2/; (4.11)
where  is a sufficiently small positive number. Then by (4.9) and (4.10) we will
have (
DCC1BC

ij
D
X
p;q
(
DC

ip
.C1/pq
(
BC

qj
> 0
and (
DCC2BC

ij
D
X
p;q
(
DC

ip
.C2/pq
(
BC

qj
< 0;
contradicting (2).
.3/ H) .1/: Notice(
DCCBC

ij
D
X
p;q
(
DC

ip
.C/pq
(
BC

qj
: (4.12)
So, condition (3) implies that the product of any two terms in the summation of
(4.12) is nonnegative. Also
sgn. QDC/ip D sgn.DC/ip;
sgn. QC/pq D sgn.C/pq;
sgn. QBC/qj D sgn.BC/qj
for all QB 2 Q.B/, QC 2 Q.C/ and QD 2 Q.D/ since BC and DC are both signed. So,
by Proposition 3.1, we have
sgn.DCCBC/ij Dsgn
 X
p;q
.DC/ip.C/pq.BC/qj
!
Dsgn
 X
p;q
. QDC/ip. QC/pq. QBC/qj
!
Dsgn. QDC QC QBC/ij
for all indices i and j . Thus (1) is true.
.3/ () .4/: First we note that the multipartite signed digraph G.DC; C;BC/ is
the same as the associated signed digraph S.X/ of the square matrix X in (4.8). Also,
S.X/ contains no cycles since X is an upper triangular matrix. So we have:
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.4/ () X is an S2NS matrix
() every pair of paths in S.X/ (hence in G.DC; C;BC/ ) with the same
initial vertex and the same terminal vertex have the same sign
() every pair of paths in G.DC; C;BC/ of length 3 with the same initial
vertex and the same terminal vertex have the same sign,
where the last implication follows from the facts that BC contains no zero row and
DC contains no zero column. 
The graph theorectical condition (3) will be used in the proof of Theorem 5.2 in
the following section.
Using Theorem 4.2, Theorem 4.1 can be improved to the following theorem.
Theorem 4.3. Let
A D

B O
C D

be a matrix with .B/ D Nc.B/ and .D/ D Nr.D/: Then AC is signed if and only
if both BC and DC are signed and the matrix X in (4.8) is an S2NS matrix.
Proof. From .B/ D Nc.B/ and .D/ D Nr.D/ it follows that B contains no zero
columns and D contains no zero rows. So, by Theorem 4.2, condition (2) of Theorem
4.1 is equivalent to condition (4) of Theorem 4.2. Thus, the result of the theorem
follows. 
From Theorem 4.3 we see that the case .A/ < n 6 m of the characterization
problem can be reduced to the (earlier) case .A/ D n (for matrices B and DT) and
the problem of determining a matrix of the form (4.8) to be S2NS matrix. In this
sense, we think that the case .A/ < n 6 m of the problem is settled.
5. Sign orders of matrices and their generalized inverses
In this section, we define a sign order ‘’ between real matrices and will show
that, if A1  A and .A1/ D .A/; then AC is signed implies that AC1 is signed and
AC1  AC: This result is a common generalization of several known results involving
the determinations for certain matrices to have signed generalized inverses.
Definition 5.1. Let a, b be two real numbers. We say that “b is sign majorized by
a”, denoted by b  a, if either b D 0 or sgn b D sgn a.
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It is easy to see that the relation “” is reflexive and transitive, and is a partial
order when it is restricted in the set of signs f0; 1;−1g.
Example 5.1. If b1  a1 and b2  a2; then b1b2  a1a2:
Definition 5.2. Let A D .aij / and B D .bij / be two m  n real matrices. We say
that B is sign majorized by A, denoted as B  A, if bij  aij for all i D 1; : : : ;m
and j D 1; : : : ; n:
From this definition we can see that B  A if and only if B can be obtained from
some QA 2 Q.A/ by replacing some nonzero entries of QA by zero.
Lemma 5.1. Let A be an S2NS matrix of order n. B  A and .B/ D n. Then B is
also an S2NS matrix, and B−1  A−1:
Proof. Without loss of generality, we may assume that all diagonal entries of B (and
hence A) are negative. Now A is an S2NS matrix, so its associated signed digraph
S.A/ is an S2NS signed digraph by Theorem 2.B. But S.B/ is a signed subdigraph
of S.A/ since B  A, so S.B/ is also an S2NS signed digraph and thus B is an S2NS
matrix.
Next, we show that B−1  A−1: Clearly, we have .B−1/ii  .A−1/ii .i D
1; : : : ; n/ since .B−1/ii and .A−1/ii are all negative [2]. Now suppose that
.B−1/ij =D 0 for some i =D j . Then by [2, Theorem 3.2.5] we have
−sgn(B−1
ij
D the common sign of all the paths from i to j in S.B/
D the common sign of all the paths from i to j in S.A/
D−sgn(A−1
ij
:
Thus, we also have .B−1/ij  .A−1/ij for all indices i and j with i =D j . So we have
B−1  A−1 as desired. 
The following theorem generalizes Lemma 5.1 from square matrices to rectangu-
lar matrices.
Theorem 5.1. Let A be an m  n matrix such that AC is signed. Suppose that B 
A and .B/ D n. Then BC is signed, and BC  AC:
Proof. First we use Theorem 3.1 to show that BC is signed.
Let B1 be any submatrix of B of order n with .B1/ D n. Let A1 be the submatrix
of A in the same position as B1 in B. Then B1  A1 and .A1/ D n. Also A1 is an
S2NS matrix of order n, since AC is signed implying that A satisfies condition (1)
of Theorem 3.1. So by Lemma 5.1 it follows that B1 is an S2NS matrix, and thus B
satisfies condition (1) of Theorem 3.1.
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We now verify that B satisfies condition (2) of Theorem 3.1. Since A satisfies
condition (2) of Theorem 3.1, so for any 1 6 p 6 n; 1 6 q 6 m and q 2 Ti 2 SB
.i D 1; 2/; we have SB  SA and so
2Y
iD1
ATTi j : U−1p;N.q;Ti/ > 0: (3.4)
On the other hand, we have
BTTi j : U  ATTi j : U .i D 1; 2/:
So by Lemma 5.1 we have
BTTi j : U−1  ATTi j : U−1 .i D 1; 2/: (5.1)
Therefore, by Example 5.1, (3.4) and (5.1) will imply that
2Y
iD1
BTTi j : U−1p;N.q;Ti/ > 0:
Thus, B also satisfies condition (2) of Theorem 3.1, so BC is signed.
Now for each pair of integers p and q with 1 6 p 6 n; 1 6 q 6 m and q 2 T 2
SB  SA, we have BTT j : U  ATT j : U, and thus BTT j : U−1  ATT j : U−1 by Lem-
ma 5.1. So, by using (3.3) for both A and B, we can conclude that .B/Cpq  .A/Cpq
for each pair of integers p and q with 1 6 p 6 n and 1 6 q 6 m: Thus, we have
BC  AC: 
Next, we consider the case .A/ < n 6 m. From Lemma 4.2 we may assume that
A D

B O
C D

;
where .B/ D Nc.B/ and .D/ D Nr.D/:
Theorem 5.2. Let
A D

B O
C D

be a matrix with .B/ D Nc.B/ and .D/ D Nr.D/: Suppose that AC is signed.
Then for any matrix A1 with A1  A and .A1/ D .A/; AC1 is also signed and
AC1  AC.
Proof. Write
A1 D

B1 O
C1 D1

;
where B1  B; C1  C and D1  D. By Lemma 4.1, we have .A/ D Nc.B/ C
Nr.D/. So
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.A1/ D .A/ D Nc.B/ C Nr.D/ D Nc.B1/ C Nr.D1/:
Thus, by Lemma 4.1 again we have .B1/ D Nc.B1/ and .D1/ D Nr.D1/:
Now AC is signed, so BC and DC are signed by Theorem 4.1. Thus, BC1 and D
C
1 are
both signed, and BC1  BC and DC1  DC by Theorem 5.1. Now, by Theorems 4.1
and 4.2, AC being signed implies that the multipartite signed digraph G.DC; C;BC/
satisfies condition (3) of Theorem 4.2. On the other hand, BC1  BC; C1  C; and
DC1  DC imply that the signed digraph G.DC1 ; C1; BC1 / is a signed subdigraph of
G.DC; C;BC/, and so G.DC1 ; C1; B
C
1 / also satisfies condition (3) of Theorem 4.2.
From this we conclude that AC1 is signed by Theorems 4.1 and 4.2.
Next, from .B1/ D Nc.B1/ and BC1 being signed we have rank.B1/= Nc.B1/,
similarly rank.D1/ D Nr.D1/: So by Lemma 4.3 we have
AC1 D

BC1 O−DC1 C1BC1 DC1

:
Since sgn QDC QC QBC D sgn DCCBC for all QB 2 Q.B/, QC 2 Q.C/ and QD 2 Q.D/
and BC1  BC, C1  C; DC1  DC, we have DC1 C1BC1  DCCBC. So we have
AC1  AC: 
Combining Theorems 5.1 and 5.2, we obtain the following general result.
Theorem 5.3. Let A; A1 be two m  n matrices (where n 6 m) with A1  A and
.A1/ D .A/: If AC is signed, then AC1 is signed and AC1  AC:
Proof. The result follows from Theorem 5.1 if .A/ D n, and follows from Theo-
rem 5.2 and Lemma 4.2 if .A/ < n. 
The following result follows directly from Theorem 5.3.
Theorem 5.4. Let B be a submatrix of the matrix A with .B/ D .A/. If AC is
signed, then BC is also signed.
Proof. Without loss of generality, we may assume that
A D

B F
C D

:
Take
A1 D

B O
O O

;
then A1  A and .A1/ D .B/ D .A/: Thus, AC1 is signed by Theorem 5.3 and
so BC is signed. 
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We notice that the conclusion of Theorem 5.4 would not be true without the as-
sumption .B/ D .A/. For example, take
A D
0
BB@
−1 0 0 0
1 −1 0 0
1 1 −1 0
1 1 1 −1
1
CCA and B D

1 1
1 1

(5.2)
(here B is a submatrix of A). Then A is an S2NS matrix and B is not an S2NS matrix.
So AC is signed, but BC is not signed.
Finally, we notice that several known results about matrices with signed general-
ized inverses can be viewed as direct consequences of the results in this section. For
examples, Theorem 2.A (Theorem 11.2.10 of [2] and Theorem 3.3 of [4]), Theorem
3.2 and Lemma 3.7 of [4].
6. Applications to some special cases
In [4], it is shown that if A is an m  n matrix with no zero rows and .A/ D n,
then a necessary condition for AC being signed is that A is permutation equivalent
to a matrix of the following form:0
BBB@
A1 O    O
A21 A2    O
:::
:::
.
.
.
:::
Ak1 Ak2    Ak
1
CCCA ; (6.1)
where each Ai is a matrix of one of the following three types:
(T1) A column with no zero entries.
(T2) An S2NS matrix.
(T3) A matrix having the same zero pattern with the vertex–edge incidence matrix
of some tree.
It is also suggested in [2,4], as a topic of continuing research, to study the follow-
ing problem:
Problem 1 T2;4U. Find necessary and sufficient conditions on the matrices Aij in
(6.1) in order that the matrix (6.1) have a signed generalized inverse.
In this section, we use the results obtained in Section 3 to deal with some special
cases of this problem. We first prove the following lemma.
Lemma 6.1. Let A be an m  n matrix of the following form:
A D

A1 O
c B

; (6.2)
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where
A1 D
0
B@
a1
:::
ak
1
CA ;
a1; : : : ; ak; are nonzero numbers .k > 1/; and .B/ D n − 1.
Let
D D

a1 O
c B

: (6.3)
Then AC is signed if and only if DC is signed.
Proof. The necessity part follows from Corollary 3.1. We now prove the sufficiency
part and assume that DC is signed. Obviously, .A/ D .D/ D n and A satisfies
condition (1) of Theorem 3.1 since D satisfies. We then verify condition (2) of The-
orem 3.1 for A. Let T1 and T2 be two index sets with T1 \ T2 =D ; and both ATT1 j : U
and ATT2 j : U are S2NS matrices of order n.
Case 1. T1 [ T2 contains at most one element in f1; : : : ; kg. Then T1 and T2 satisfy
(3.4) since DC is signed.
Case 2. T1 [ T2 contains two elements in f1; : : : ; kg. Say
T1 D f1g [ R1 and T2 D f2g [ R2;
where R1 and R2 contain no elements in f1; : : : ; kg. Write
Si D fj − k j j 2 Rig .i D 1; 2/;
ci D cTSi j : U and Bi D BTSi j : U .i D 1; 2/:
Then we can write
ATTi j : U D

ai O
ci Bi

.i D 1; 2/; (6.4)
and so
ATTi j : U−1 D

a−1i O
 B−1i

.i D 1; 2/ (6.5)
(we do not care about the entries in ).
We now take T3 D f1g [ R2. Then similarly we have
ATT3 j : U−1 D

a−11 O
 B−12

: (6.6)
For 1 6 p 6 n and q 2 T1 \ T2, we have q 2 R1 \ R2  T3, and N.q; T2/ D
N.q; T3/ > 2. So by (6.5) and (6.6) we have
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ATT2 j : U−1p;N.q;T2/ D ATT3 j : U−1p;N.q;T3/: (6.7)
On the other hand, both ATT1 j : U and ATT3 j : U are submatrices of D and DC is
signed. So by Theorem 3.1 we have
ATT1 j : U−1p;N.q;T1/ATT3 j : U−1p;N.q;T3/ > 0: (6.8)
Substituting (6.7) into (6.8), we see that T1 and T2 satisfy (3.4), and so A satisfies
condition (2) of Theorem 3.1 and thus AC is signed. 
Using Lemma 6.1 and the results obtained in Section 3, we first consider the
following special cases of Problem 1, where k D 2 and A1 is of type (T1).
Theorem 6.1. Let A be an m  n real matrix of the form
A1 O
A21 A2

; (6.9)
where
A1 D
0
B@
a1
:::
ar
1
CA
is a column with no zero entries. Then:
(1) If A2 is also a column with no zero entries, then AC is signed if and only if A21
contains at most one nonzero entry.
(2) If A2 is an S2NS matrix, then AC is signed if and only if the matrix
1 O
A21 A2

is an S2NS matrix.
(3) If A2 has the same zero pattern with the vertex–edge incidence matrix of a tree,
then AC is signed if and only if A21 contains at most one nonzero entry.
Proof. (1) Follows directly from Example 3.2.
(2) Necessity follows from Theorem 2.A. Sufficiency follows from Lemma 6.1.
(3) Necessity. Assume A21 =D O . Let
B D

a1 O
A21 A2

;
where a1 =D 0. Then AC is signed implies that BC is signed by Corollary 3.1. Now
B is an .n C 1/  n matrix and no submatrix of B of order n has an identically zero
determinant. So B has the same zero pattern with the vertex–edge incidence matrix
of some tree by Theorem 2.D. It follows that A21 contains only one nonzero entry.
Sufficiency. If A21 D O , then AC is signed by (2) of Proposition 1.1. Now suppose
that A21 contains exactly one nonzero entry. Then
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B D

a1 O
A21 A2

also has the same zero pattern with the vertex–edge incidence matrix of some tree.
So BC is signed. It now follows from Lemma 6.1 that AC is also signed. 
Next, we notice that if A is an S2NS matrix, then A is permutation equivalent to a
matrix of form (6.1) where each (diagonal block) Ai is a fully indecomposable S2NS
matrix. In view of this, we may replace the type (T2) of S2NS matrices by the type
of fully indecomposable S2NS matrices in considering Problem 1. The following
theorem deals with the special case of Problem 1, where k D 2 and A1 is a fully
indecomposable S2NS matrix.
Theorem 6.2. Let A be an m  n real matrix of the form
A1 O
A21 A2

; (6.10)
where A1 is a fully indecomposable S2NS matrix of order k > 2. Then:
(1) If A2 is a column .a1; : : : ; ar /T with no zero entries, then AC is signed if and
only if either A21 D O or r D 1 and A21 contains exactly one nonzero entry.
(2) If A2 is also a fully indecomposable S2NS matrix, then AC is signed if and only
if A21 contains at most one nonzero entry.
(3) If A2 has the same zero pattern with the vertex–edge incidence matrix of some
tree, then AC is signed if and only if A21 D O .
Proof. (1) The sufficiency part can be verified directly. Now for the necessity part,
suppose that A21 =D O and r > 2. Take an .n C 1/  n submatrix B of A as follows:
B D

A1 O
B21 B2

; (6.11)
where B2 D
(
ai
aj

is a column of dimension 2 and B21 =D O . Then by Corollary 3.1,
BC is signed since AC is signed. Also each submatrix X of B of order n has full
term rank .X/ D n since B21 =D O and each submatrix Y of A1 of order k − 1 has
full term rank .Y / D k − 1 (since A1 is fully indecomposable). So, by Theorem
2.D, B has the same zero pattern with the vertex–edge incidence matrix of some
tree. It follows that some column of A1 contains at most one nonzero entry since
B21 =D O . Thus, A1 is not fully indecomposable, a contradiction. So we have r D 1
when A21 =D O . Now if r D 1 and A21 contains at least two nonzero entries, then the
associated digraph D.A/ is not an S2NS signed digraph by Theorem 2.C. So A is
not an S2NS matrix by Theorem 2.B, and thus AC is not signed by Theorem 2.A, a
contradiction.
(2) Necessity. If both A1 and A2 are fully indecomposable and A21 contains at
least two nonzero entries, then the associated digraph D.A/ is not an S2NS signed
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digraph by Theorem 2.C. So A is not an S2NS matrix and hence AC is not signed, a
contradiction.
Sufficiency. If both A1 and A2 are S2NS matrices and A21 contains at most one
nonzero entry, then A is also an S2NS matrix and thus AC is signed.
(3) If A21 D O , then obviously AC is signed. If A21 =D O and AC is signed, then
each submatrix X of A of order n has term rank n since A21 =D O and A1 is fully
indecomposable. Thus, by Theorem 2.D, A itself has the same zero pattern with the
vertex–edge incidence matrix of some tree, and so some column of A1 contains at
most one nonzero entry since A21 =D O , contradicting the hypothesis that A1 is fully
indecomposable. This completes the proof of the theorem. 
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