We study the complexity of approximating the multimarginal optimal transport (OT) problem, a generalization of the classical optimal transport distance, considered here between m discrete probability distributions supported each on n support points. First, we show that the multimarginal OT problem is not a minimum-cost flow problem when m ≥ 3. This implies that many of the combinatorial algorithms developed for classical OT are not applicable to multimarginal OT, and therefore the standard interior-point algorithm bounds result in an intractable complexity bound of O(n 3m ). Second, we propose and analyze two simple algorithms for approximating the multimarginal OT problem. The first algorithm, which we refer to as multimarginal Sinkhorn, improves upon previous multimarginal generalizations of the celebrated Sinkhorn algorithm. We show that it achieves a near-linear time complexity bound of O(m 3 n m /ε 2 ) for a tolerance ε ∈ (0, 1). This matches the best known complexity bound for the Sinkhorn algorithm when m = 2 for approximating the classical OT distance. The second algorithm, which we refer to as multimarginal Randkhorn, accelerates the first algorithm by incorporating a randomized estimate sequence and achieves a complexity bound of O(m 8/3 n m+1/3 /ε). This improves on the complexity bound of the first algorithm by 1/ε and matches the best known complexity bound for the Randkhorn algorithm when m = 2 for approximating the classical OT distance. successive shortest path and capacity scaling algorithm of Edmonds and Karp [17], the primaldual cost scaling algorithm of Goldberg and Tarjan [25] , the network simplex algorithm of Orlin [45] and many strongly polynomial algorithms [53, 24, 44] . In the exact and directed setting, significant progress has been made by formulating the minimum-cost flow problem using interior-point algorithms [55] . In particular, Daitch and Spielman [13] and Lee and Sidford [32] showed that, by a careful application of interior point techniques with fast Laplacian system solvers [52], they could match (up to polylogarithmic factors) and even improve the complexity bound of previous state-of-the-art algorithms. To the best of our knowledge, the current best known complexity bound of the algorithms in this group for solving the classical OT problem is O(n 5/2 ) achieved by Lee and Sidford's interior-point algorithm [32] .
Introduction
The multimarginal optimal transport (MOT) problem between m ≥ 2 probability distributions [20] , a generalization of the classical optimal transport problem [54] where m = 2, has served as a foundation for numerous applications, in areas such as financial mathematics [15, 18] , physics [50, 5, 8, 39, 2] , economics [7, 6] , and machine learning and statistics [48, 11] . In all of these areas a key challenge in taking multimarginal OT from theory to practice is that of addressing computational scalability [46] .
When m = 2, the multimarginal OT problem is the classical OT problem, basically a minimum-cost flow problem which has been studied thoroughly in combinatorial optimization [49] , leading to numerous efficient algorithms [29, 17, 53, 19, 25, 44, 45, 23, 13, 32] . Examples of such algorithms include the primal cycle canceling method of Klein [29] , the dual ⋆ Tianyi Lin and Nhat Ho contributed equally to this work. rate a monotone scheme into the algorithm to ensure that dual objective function values at multimarginal Randkhorn updates are decreasing. We establish the complexity upper bound O(m 8/3 n m+1/3 /ε) for the multimarginal Randkhorn algorithm, which is an improvement over the multimarginal Sinkhorn algorithm in terms of ε and m.
Organization. The remainder of the paper is organized as follows. In Section 2, we present our first main result by showing that the multimarginal optimal transport problem is not a minimum-cost flow problem in general. The proof is based on the linear programming formulation of multimarginal OT problem and a reduction to a m-dimensional matching problem as m ≥ 3. We also provide the basic setup for the entropic regularized multimarginal OT problem and its dual problem. In Section 3, we propose and analyze the multimarginal Sinkhorn algorithm for approximating the multimarginal OT problem and prove that it is a near-linear-time algorithm. Then we proceed to study the multimarginal Randkhorn algorithm in Section 4 and show that this algorithm achieves a better complexity bound than the multimarginal Sinkhorn algorithm in terms of 1/ε. A few technical proofs are deferred to Appendix A. Finally, we conclude the paper in Section 5.
Notation. We let [n] be the set {1, 2, . . . , n} and R n + be the set of all vectors in R n with nonnegative components. 1 n ∈ R n stands for a vector with all of its components equal to 1. ∆ n is denoted as the probability simplex in R n + : ∆ n = {u ∈ R n + : 1 ⊤ n u = 1}. For a set S, we denote |S| as its cardinality. For a differentiable function f , we denote ∇f and ∇ β f as the full gradient of f and the gradient of f with respect to β. For a vector x ∈ R n and 1 ≤ p ≤ ∞, we denote x p as its ℓ p -norm. For a tensor A = (A i 1 ,...,im ) ∈ R n 1 ×...×nm , we write A ∞ = max 1≤i k ≤n j ,∀k∈[m] |A i 1 ,...,im | and A 1 = 1≤i k ≤n j ,∀k∈[m] |A i 1 ,...,im |, and denote r k (A) ∈ R n k as its kth marginal for k ∈ [m] and each component is defined by [r k (A)] j := 1≤i l ≤n l ,∀l =k A i 1 ,...,i k−1 ,j,i k+1 ,...,im .
For two tensors of the same dimension, we denote the Frobenius inner product of A and B by A, B := 1≤i k ≤n j ,∀k∈ [m] A i 1 ,...,im B i 1 ,...,im .
Lastly, given the dimension n and accuracy ε, the notation a = O (b(n, ε)) stands for the upper bound a ≤ C · b(n, ε) where C > 0 is independent of n and ε. The notation a = O(b(n, ε)) indicates the previous inequality where C depends on the logarithmic function of n and ε.
Multimarginal Optimal Transport
In this section, we show that the multimarginal optimal transport (MOT) problem is not a minimum-cost flow problem when m ≥ 3. We also describe the entropic-regularized multimarginal OT problem and provide the formal specification of an approximate multimarginal transportation plan. Finally, we derive the dual entropic-regularized multimarginal OT and present several properties which are important to our subsequent analysis.
Main result
The problem of computing the multimarginal OT problem between m ≥ 2 discrete probability distributions with n supports has the following form:
where X denotes a multimarginal transportation plan and C ∈ R n×...×n + is a nonnegative cost tensor. For all k ∈ [m], a vector r k = (r kj ) is given as a probability vector in ∆ n .
We see from Eq. (1), that the multimarginal OT problem is a linear programming with mn equality constraints and n m variables. When m = 2, the multimarginal OT problem reduces to the classical optimal transport problem [54] which is known to be a minimum-cost flow problem. Such problem structure is computationally favorable and permits the development of efficient algorithms, including interior-point algorithms [32] . However, it remains unknown if the multimarginal OT problem admits such a structural decomposition when m ≥ 3.
We present a negative answer to this question for m ≥ 3. Before proceeding to the main theorem, we provide a simple yet intuitive counterexample. Example 1. We consider arguably the simplest multimarginal OT problem, with m = 3 measures supported on n = 2 elements each. We consider the n m = 8 entries of a multimarginal tensor transportation plan, and number them slice by slice. A naive enumeration of all the marginal constraints results in nm linear equalities, but some of them are redundant since they involve several times the constraints that the sum of the elements of that tensor sum to 1. The number of required constraints is m(n − 1) + 1, namely only 4 mass conservation constraints are effective in this case. We therefore obtain the following matrix, We form the submatrix by only considering the first, fourth, sixth, and seventh columns of A, and can then check that the resulting matrix has determinant equal to 2, namely,
Therefore, the marginal contraint matrix is not unimodular, illustrating that the multimarginal OT with (m, n) = (3, 2) is not a mininum-cost flow problem. More generally, one can numerically check that the constraint matrix corresponding to m marginals with n points each has size (mn − m + 1) × n m , and that it is not unimodular by selecting a subset of (mn − m + 1) columns (out of n m ) that form a determinant that is neither −1, 0, 1. The constraint matrix itself can be obtained recursively, by defining first L n,1 = I n , to apply next that for t ≥ 2,
where ⊗ is Kronecker's product. In that case L n,m corresponds to the matrix constraint of the dual multimarginal OT problem, which involves constraints of the type (α 1 ) i 1 + (α 2 ) i 1 + · · · + (α m ) im ≤ C i 1 i 2 ...im as mentioned in the next section. The constraint matrix in the primal, specified over the entries of transportation tensors, is A n,m =L ⊤ n,m , whereL n,m is equal to L n,m stripped of m − 1 columns (one for each marginal but for the first), indexed for instance at 2n, 3n, . . . , nm.
In order to demonstrate that the multimarginal OT problem is not a mininum-cost flow problem for general m ≥ 3 and n ≥ 2, we describe a m-dimensional matching problem as a graph-theoretic problem. Note that this problem can be viewed as a generalization of bipartite matching, or equivalently 2-dimensional matching, to m-uniform hypergraphs. Definition 1. Let S 1 , S 2 , . . . , S m be finite and disjoint sets, and let T be a subset of S 1 × · · · × S m . That is, T consists of vectors (z 1 , . . . , z m ) such that z i ∈ S i for all i ∈ [m]. Now M ⊆ T is a m-dimensional matching if the following holds: for any two distinct vectors
In computational complexity theory, m-dimensional matching refers to the following decision problem: given a set T and an integer k, decide whether there exists a m-dimensional matching M ⊆ T with |M | ≥ k. This decision problem is NP-complete even in the special case when m = 3 and k = |S 1 | = |S 2 | = |S 3 | [28, 21] . In particular, such a m-dimensional matching problem is an exact cover: the set M covers each element of S 1 , S 2 , . . . , S m exactly once. We now present our first main result.
Theorem 2.1. The multimarginal optimal transport problem in the form of problem (1) is not a minimum-cost flow problem for any m ≥ 3.
Proof. We prove the result by contradiction. Indeed, assume that the multimarginal OT problem in the form of problem (1) is a minimum-cost flow problem. Then
is a minimum-cost problem since it is equivalent to problem (1) with r k = 1n n for all k ∈ [m]. Noting that (2) is a minimum-cost flow problem with integer-valued coefficient matrix and integer-valued right-hand-side vector in the constraint. Therefore, the integer programming counterpart of problem (2) defined by
must not be NP-hard [49] .
On the other hand, we claim that problem (3) with m ≥ 3 reduces to an m-dimensional matching problem and is hence NP-complete. Indeed, we let S i = [n] for all i ∈ [m] in problem (3) with C and X defined by
and M ⊆ T . The objective function remains zero and any feasible solution is an optimal solution and corresponds to finding an m-dimensional matching or an exact cover. This implies that problem (3) with m ≥ 3 is NP-complete, which is a contradiction. This completes the proof of Theorem 2.1.
Since the multimarginal OT problem is not a minimum-cost flow problem when m ≥ 3, the complexity bound of the standard interior-point algorithm is O(n 3m ) [55] . This is clearly intractable in practice even for modest values of m and n, which is the main motivation of the approximate resolution advocated here, using entropic regularization.
Entropic-regularized multimarginal OT
Building on Cuturi's entropic approach to the classical OT problem [10] , we consider a regularized version of problem (1) in which we add an entropic penalty to the multimarginal transportation objective. The resulting problem has the following form:
where η > 0 stands denotes the regularization parameter, and where H(X) denotes the entropic regularization term:
It is important to note that if η is large, the resulting optimal value of problem (4) may yield a poor approximation to the original problem. While there is an ongoing debate in the literature on the merits of solving the actual OT problem vs. its regularized version [22, 38] , we adopt here the viewpoint that reaching an additive approximation of the actual MOT cost matters and therefore propose to scale η as a function of the desired accuracy of the approximation.
In particular, we propose the following definition.
is called an ε-approximate multimarginal transportation plan if X is a feasible solution for problem (1) and
where X * ∈ R n×...×n + is an optimal multimarginal transportation plan for problem (1) .
With this definition in mind, we aim at developing algorithms for the multimarginal OT problem where the running time of the algorithm required to obtain an ε-approximate multimarginal transportation plan is nearly linear in n m .
Dual entropic regularized multimarginal OT
In this section we present a formal derivation of the dual form of problem (4) . As in the usual 2-marginals OT case [11, 12] , the dual form of the MOT problem with m ≥ 3 remains an unconstrained optimization problem.
We introduce dual variables α i ∈ R n for i ∈ [m] and define the Lagrangian function as follows:
Taking the derivative with respect to X i 1 ...im yields
Setting this equation to zero shows that the optimal solutionX = X(α 1 , . . . , α m ) has the following form:X
Plugging Eq. (6) into Eq. (5) yields the following function:
To streamline our subsequent presentation, we perform a change of variables, β i = η −1 α i , and reformulate ϕ equivalently as
To further simplify the notation, we define B(β) :
To this end, we obtain the dual entropic regularized multimarginal OT problem defined by
We denote β * = (β * 1 , . . . , β * m ) ∈ R mn as an optimal solution of problem (7).
Properties of dual entropic regularized multimarginal OT
In this section, we present several properties of the dual entropic regularized multimarginal OT problem (7) . In particular, we first derive an upper bound for the ℓ ∞ -norm of an optimal solution of that problem.
For the dual entropic regularized multimarginal OT problem (7), there exists an optimal solution β * = (β * 1 , . . . , β * m ) such that
where R > 0 is defined as
Proof. First, we observe that there exists an optimal solution β * = (β * 1 , . . . , β * m ) such that
Indeed, letting β * = ( β * 1 , . . . , β * m ) be an optimal solution to problem (7) , then the claim holds if β * satisfies Eq. (9) . Otherwise, we define m − 1 shift terms given by
Using this construction and the fact that 1 ⊤
Putting these pieces together yields ϕ(β * ) = ϕ( β * ). On the other hand, by the definition of β * and the shift term ∆ β, we obtain that β * satisfies Eq. (9) . Therefore, we conclude that β * is an optimal solution of problem (7) that satisfies claim (9) .
Next, we show that for all
Indeed, for any (j, l) ∈ [m] × [n], we derive from the optimality condition of β * that
Since C is a nonnegative cost tensor, we have
Furthermore, since r jl ≤ 1 and
Combining the bounds (11) and (12) implies the desired inequality (10) . Finally, we proceed to prove that inequality (8) holds true. Indeed, the bounds (9) and (10) imply that
and
Combining the bounds (13) and (14) with the definition of R implies that max 1≤i≤m−1 β * i ∞ ≤ R.
Now it suffices to show that β * m ∞ ≤ R. We first assume that max 1≤j≤n β * mj ≥ 0 and obtain from Eq. (10) that
In addition, Eq.
Putting these pieces together with the definition of R yields that β * m ≤ R. Finally, we study the alternative scenario in which max 1≤j≤n β * mj < 0. Plugging the bound (14) 
Note that min 1≤j≤n β * mj ≤ max 1≤j≤n β * mj < 0. The above inequality shows that β * m ∞ ≤ R. Therefore, we conclude that β * m ≤ R and hence the desired result (8) .
The upper bound for the ℓ ∞ -norm of an optimal solution of dual entropic-regularized multimarginal OT in Lemma 2.2 directly leads to the following direct bound for the ℓ 2 -norm. Corollary 2.3. For the dual regularized multimarginal OT problem (7), there exists an opti-
where R > 0 is defined in Lemma 2.2.
We notice that problem (4) is a special case of the following linearly constrained convex optimization problem: min
where A 1 = m and f is strongly convex with respect to the ℓ 1 -norm:
By [34, Lemma 4.1], the dual objective function ϕ satisfies
This is equivalent to the following inequality using the variable β = η −1 α − 1 m 1 mn :
Therefore, the dual objective function in problem (7) is ηm 2 /2-gradient-Lipschitz with respect to the ℓ 2 -norm. This implies that the squared norm of the gradient is bounded by the dual objective gap [42] . We present this result in the following lemma and provide the proof for the sake of completeness. Step 1: Letr k ∈ ∆ n for ∀k ∈ [m] be defined as
Step 2:
Step 3:
Output: X.
Proof. We derive from inequality (15) 
Summing the inequality over i ∈ [m] yields the desired inequality.
Multimarginal Sinkhorn Algorithm
In this section, we propose and analyze a multimarginal Sinkhorn algorithm along with a new rounding scheme for solving the multimarginal OT problem (1) . Our algorithm generalizes the Sinkhorn algorithm [51, 10] , along with the rounding scheme [1] , from the classical OT setting to the multimarginal OT setting. We prove that this algorithm achieves a complexity bound of O m 3 n m /ε 2 and hence provides the first near-linear-time algorithm in the multimarginal OT setting. The proof idea is inspired by careful inspection of problem (7) and several recent analyses [1, 16, 34] of the Sinkhorn and Greenkhorn algorithms in the classical OT setting.
Algorithmic procedure
First, we describe the algorithmic schemata of our proposed multimarginal Sinkhorn algorithm and rounding scheme, which serve as the subroutines for our main algorithm for solving the multimarginal OT problem; see Algorithm 1. Note that the regularization parameter η = ε 2m log(n) in Algorithm 1 depends on the desired accuracy ε > 0. The multimarginal Sinkhorn algorithm is presented in Algorithm 2. Note that this algorithm can be viewed as a greedy or block coordinate descent algorithm [3, 14, 43, 36] , with a Gauss-Southwell rule, for solving the entropic-regularized multimarginal OT problem (4) . At each iteration, we perform an exact coordinate update step for the selected Ith variable while keeping the other variables fixed. Here the index I can be chosen as: 1
Note that the Gauss-Southwell update rule is equal to the cyclic update rule when only m = 2 variables are available. This implies that our algorithm reduces to the standard Sinkhorn algorithm in the classical OT setting. In contrast, using the greedy coordinate update for the general case when m ≥ 3 is amenable not only to theoretical analysis but is also practical [43, 36] . Our multimarginal Sinkhorn algorithm when m ≥ 3 can be viewed as a greedy version of the classical Sinkhorn algorithm for solving multimarginal OT [2, 46] . We are also inspired by the following optimality condition of problem (7):
where we set the stopping criterion as E t ≤ ε ′ for some tolerance ε ′ > 0, and where the residue term E t is defined by
Given that the multimarginal Sinkhorn algorithm is aiming at solving the entropic-regularized multimarginal OT problem (4), the solution X returned by Algorithm 2 is not necessarily a feasible solution to the original multimarginal OT problem (1). Thus, it is crucial to develop a rounding scheme which transforms X to a feasible solution X to problem (1) . We generalize such scheme in classical OT setting [1] and present it in Algorithm 3. In addition, since the difference between X and X is simply a rank-one tensor , we can compute C, X given C, X efficiently; see [30, Proposition 4] for the case of m = 2.
Technical lemmas
In this section, we provide two technical lemmas which are important in the analysis of Algorithm 1. The first lemma shows that the dual objective gap at iteration t can be bounded by the product between the residue term E t and a constant depending on η, C and {r i } i∈ [m] .
Initialization: X (0) = X. for k = 1 to m do Compute z k = min{1 n , r k /r k (X (k−1) )} ∈ R n and X (k) by for j = 1 to n do X (k)
Output: Y . Lemma 3.1. Let {β t } t≥0 be the iterates generated by Algorithm 2 and β * be an optimal solution of problem (7) . Then, the following inequality holds true:
where E t is defined in Eq. (16) and R > 0 is defined as
Proof. We first claim that the following inequality holds
Assume that this claim is true. Since ϕ is a convex function and β * is an optimal solution, we have
Note that the initialization and update for the variable β in Algorithm 2 imply that
This implies that 1 ⊤ n r i (B(β t ) = 1 for all i ∈ [m], and, also using 1 ⊤ n r i = 1, we infer that
Letting 2m shift terms be defined by
Plugging the bound (20) into Eq. (18) yields
As a consequence, we obtain the conclusion of the lemma. (17): Note that the second inequality is a straightforward deduction of (10) in the proof of Lemma 2.2. Thus, it suffices to show that the first inequality holds true. We establish this by an induction argument. Indeed, this inequality holds trivially when t = 0. Aassume that this inequality holds true for t ≤ T . By the update for β in Algorithm 2,
Proof of claim
). 
This implies that max
Indeed, for any l ∈ [n], we derive from the update formula of β T +1
Since C is a nonnegative cost tensor, we find that
Furthermore, since r Il ≤ 1 and C i 1 ...im ≤ C ∞ , we have
Combining the bounds (22) and (23) implies the desired inequality (21) .
The next lemma gives a descent inequality for the iterates generated by Algorithm 2 with a lower bound on the progress at each iteration. Lemma 3.2. Let {β t } t≥0 be the iterates generated by Algorithm 2. Then, the following inequality holds true:
Proof. We first show that
Indeed, by the definition of ϕ, we have
We derive from the update formula for β t+1 in Algorithm 2 that β t i = β t+1 i for ∀i = I and
Plugging the above equality into Eq. (26) yields that
Combining the above result with the fact that I = argmax 1≤i≤m ρ(r i , r i (B(β t ))) yields the desired inequality (25) . We proceed to prove claim (24) . Indeed, using the Pinsker inequality [9] , we have ρ(r i , r i (B(β t ))) ≥ 1 2 r i (B(β t )) − r i 
which implies the desired inequality (24).
Main results
In this section, we first present a complexity bound for Algorithm 2 for solving the entropicregularized multimarginal OT problem (7) . Theorem 3.3. Let {β t } t≥0 be the iterates generated by Algorithm 2. Then, the number of iterations required by Algorithm 2 to reach the stopping criterion E t ≤ ε ′ satisfies
where R is defined in Lemma 3.1.
Proof. Let β * be an optimal solution of problem (7) and define the objective gap at each iteration as δ t = ϕ(β t ) − ϕ(β * ).
Then Lemmas 3.1 and 3.2 imply that
Putting these pieces together with the fact that E t ≥ ε ′ as long as the stopping criterion is not fulfilled yields that
We now apply the switching strategy [27, 16] to obtain the desired upper bound (27) . Indeed, the above bound implies that δ t+1
The first inequality in this display further implies that
and the second inequality further implies that
Given any given s = δ t 1 ≤ δ 1 , we can apply the switch strategy with the above two inequalities and obtain that the total number of iterations are bounded by t ≤ min
which implies the desired inequality (27) .
Before presenting the main result on the complexity bound of Algorithm 1, we analyze the complexity bound of the rounding scheme in Algorithm 3 and summarize the result in the following theorem. The proof is deferred to Appendix A.1. Step 1: Letr k ∈ ∆ n for ∀k ∈ [m] be defined as (r 1 ,r 2 , . . . ,r m ) = 1 − ε ′ 4m (r 1 , r 2 , . . . , r m ) + ε ′ 4mn (1 n , 1 n , . . . , 1 n ) .
.
We are ready to present the complexity bound of Algorithm 1 for solving the multimarginal OT problem (1) . The proof is deferred to Appendix A.2. Note that the complexity bound presented in Theorem 3.5 is nearly linear in n m , which is the dimension of the decision variable X in the multimarginal OT setting. This is the best dependence on n m that we can hope for in a numerical algorithm. When m = 2, our result recovers the complexity bound of Sinkhorn algorithm [16] in the classical OT setting.
The term m 3 appearing in the complexity bound comes from two places. In particular, the iteration count of the multimarginal Sinkhorn algorithm is proportional to m 2 ; see Theorem 3.3. The choice of regularization parameter η is necessarily proportional to 1/m so that the output returned by Algorithm 2 is close to the optimal solution of problem (1) in terms of objective function value; see Algorithm 1.
Multimarginal Randkhorn Algorithm
In this section, we present a multimarginal Randkhorn algorithm. This algorithm can be viewed as an accelerated variant of the multimarginal Sinkhorn algorithm discussed earlier. Our algorithm generalizes the recently proposed Randkhorn algorithm [35] from the classical OT setting to the multimarginal OT setting. We prove that this algorithm achieves a complexity bound of O n m+1/3 m 8/3 /ε , which improves on the complexity bound of the multimarginal Sinkhorn algorithm in terms of the term 1/ε. The proof idea comes from a novel combination of the techniques for analyzing the multimarginal Sinkhorn and Randkhorn algorithms.
Algorithmic procedure
The multimarginal Randkhorn algorithm is presented in Algorithm 4 and Algorithm 5. The algorithm is a generalization of the Randkhorn algorithm in the classical OT setting [35] .
Both algorithms achieve acceleration by incorporating Nesterov's estimate sequences [41, 42] into a randomized coordinate gradient step. However, they differ in that the multimarginal Randkhorn algorithm performs an exact minimization for the iterates β andβ with a greedy or Gauss-Southwell update rule, while the Randkhorn algorithm performs an exact minimization for the main iterates with a cyclic update rule. In addition, our algorithm differs from a line of existing algorithms which are based purely on coordinate gradient updates [41, 37, 33, 36] .
The multimarginal Randkhorn algorithm in Algorithm 5 relies on the function ρ : R n + × R n + → R + given by:
Moreover, we use the following quantity to measure the per-iteration residue of the multimarginal Randkhorn algorithm:
With this notation in the mind, we provide a complexity bound for Algorithms 4 and 5.
Technical lemmas
We first present two key technical lemmas which are essential in the analysis of Algorithm 4. The first lemma characterizes the progress of the dual objective value fromβ t to β t+1 with a lower bound.
Lemma 4.1. Letting {β t } t≥0 and { β t } t≥0 be the iterates generated by Algorithm 5, the following inequality holds true:
Proof. We first claim that
We derive from the update formula for β t+1 in Algorithm 5 thatβ t i = β t+1 i for all i = I and
Plugging this equality into (31) together with the update for β t+1 I yields that
which implies that ϕ(β t ) − ϕ( β t+1 ) = ρ r I , r I (B(β t )) .
Choose the index I = argmax 1≤i≤m ρ(r i , r i (B(β t ))) and compute β t+1 ∈ R mn by
Sample the index ξ ∈ [m] uniformly and computeβ t+1 ∈ R mn bỹ
Choose the index J = argmax 1≤i≤m ρ(r i , r i (B(β t ))) and computeβ t+1 ∈ R mn by
Increment by t = t + 1. end while Output: B(β t ).
Combining this result with the fact that I = argmax 1≤i≤m ρ(r i , r i (B(β t ))) yields the desired inequality (30) . We proceed to prove claim (29) . Indeed, we observe that
Combining this inequality with the bound (30) yields the desired inequality.
The next lemma gives an upper bound for the objective gap at the iterates {β t } t≥0 . Lemma 4.2. Let {β t } t≥0 be the iterates generated by Algorithm 5 and let β * be an optimal solution of problem (7) . Then, the following inequality holds true:
Proof. We define δ t = E[ϕ(β t ) − ϕ(β * )] and first claim that
Assume that this claim is true. By the definition of θ t , we have
, ∀t ≥ 0.
Plugging this equality into Eq. (33), and taking into account the fact that θ 0 = 1 andβ 0 = 0, yield that
We now use an induction argument to demonstrate that θ t ≤ 2 t+2 for all t ≥ 0. Indeed, the claim holds when t = 0 as we have θ 0 = 1. Assume that the hypothesis holds for t ≤ T ; i.e., θ T ≤ 2 T +2 . Then, we have
Putting these results together yields the desired inequality (32) .
Proof of claim (33): We first define an auxiliary sequences of iterates:
Intuitively, s t+1 is obtained by performing a full gradient descent step atβ t with the different starting pointβ t and the step size 1/(ηm 3 θ t ). Then we observe that
Combining this equality with the bound (29) in Lemma 4.1 yields
Furthermore, by using the convexity of ϕ andβ t = (1 − θ t )β t + θ tβ t , we have
Using Eq. (34), we have
Plugging the results from Eqs. (36) and (37) into Eq. (35) , and rearranging the resulting inequality, yields
Sinceβ t+1 is obtained by an exact coordinate update from β t , we have ϕ(β t ) ≥ ϕ(β t+1 ). By the definition of β t , we have ϕ( β t+1 ) ≥ ϕ(β t ). In addition, a direct computation with the update formula ofβ t+1 and the definition of s t+1 implies that
Putting these pieces together yields
Taking the expectation of both sides of this inequality and rearranging the resulting inequality implies the desired claim (33).
Main results
In this section, we present a complexity bound for Algorithm 5. 
We derive from the update formula forβ t+1 in Algorithm 5 that β t i =β t+1 i for all i = J and
Plugging this equality into Eq. (40) together with the update forβ t+1
Combining this result with the fact that J = argmax 1≤i≤m ρ(r i , r i (B(β t ))) yields the desired inequality (39) . By the definition of β t , we have ϕ(β t ) ≥ ϕ(β t ). Putting these pieces together with the Pinsker inequality [9] yields
Taking an expectation on both sides yields
Using the fact that E[ξ 2 ] ≥ (E[ξ]) 2 and the Cauchy-Schwarz inequality, we have
This further implies that
Combining this inequality with the fact that E ϕ(β t+1 ) ≥ ϕ(β * ) for all t ≥ 0 and Eq. (32) in Lemma 4.2 yields
Furthermore, E i ≥ ε ′ holds true as soon as the stopping criterion is not fulfilled. Given these results, the following inequality holds:
Since this inequality holds true for all j ∈ [t], we assume without loss of generality that t is even and let j = t/2. Then, we obtain that
, which establishes the conclusion of the theorem.
We are ready to present a complexity bound for Algorithm 4 for solving the multimarginal OT problem (1) . The proof is deferred to Appendix A.3. To the best of our knowledge, this is the first complexity bound for an accelerated algorithms in the multimarginal OT setting. In particular, the complexity bound presented in Theorem 4.4 is better than that in Theorem 3.5 in terms of m and ε and also recovers the complexity bound of the Randkhorn algorithm [35] in the classical OT setting when m = 2.
The term m 8/3 appearing in the complexity bound comes from two places. In particular, the required iteration number of multimarginal Randkhorn algorithm is proportional to m 7/3 ; see Theorem 4.3. The choice of regularization parameter η is proportional to 1/m, so that the output returned by Algorithm 5 is close to the optimal solution of problem (1) in terms of objective function value; see Algorithm 4.
Several recent papers have established a complexity bound O(n 2 /ε) for the classical OT problem [4, 47, 31, 26] . This bound is believed to be optimal in the classical OT setting [4] . These techniques are not directly applicable to the multimarginal OT setting, however, as they are based on the minimum-cost flow formulation of the classical OT problem. It is an open problem to establish a lower bound for the multimarginal OT problem in (1).
Conclusions
We have studied the multimarginal OT problem, providing new algorithms and complexity bounds for this problem. We demonstrated that the multimarginal OT problem is not a minimum-cost flow problem. This led us to study alternatives to the standard interiorpoint algorithm. In particular, we considered an entropic-regularized version of the multimarginal OT problem, developing two algorithms-the multimarginal Sinkhorn and Randkhorn algorithms-for solving it. We showed that the multimarginal Sinkhorn algorithm has a near-linear time complexity of O m 3 n m C 2 ∞ log(n)/ε 2 to obtain an ε-approximate multimarginal transportation plan. In addition, we showed that the multimarginal Randkhorn algorithm, an accelerated version of the multimarginal Sinkhorn algorithm, has a complexity bound of O m 8/3 n m+1/3 C 4/3 ∞ log 1/3 (n)/ε . This is an improvement over the multimarginal Sinkhorn algorithm in terms of both ε and m.
Next, we observe that the vector r k (X (0) ) is entrywise larger than r k (X (k−1) ) for all k ∈ [m]. That is to say, r k (X (k−1) ) ≤ r k (X (k−2) ) ≤ . . . ≤ r k (X (0) ) = r k (X).
This implies that
Plugging the bounds (44) and (45) into Eq. (43) yields that
By the definition of Y , we have
Since the tensor X is entrywise larger than X (m) and err 1 1 = 1 − X (m) 1 , we have
Plugging the bound (46) into Eq. (47) yields the desired inequality.
A.2 Proof of Theorem 3.5
We first claim that C, X − C, X * ≤ mη log(n) + 4 m k=1 r k ( X) − r k 1 C ∞ .
where X * is an optimal multimarginal transportation plan, X is returned by Algorithm 1 and X is returned by Algorithm 2 as the subroutine in Algorithm 1 with the input (C, η, {r k } k∈[m] , ε ′ /2). By the definition of {r k } k∈[m] and the fact that m k=1 r k ( X) −r k 1 ≤ ε ′ /2, we have Plugging this inequality into Eq. (48) and using η = ε 2m log(n) and ε ′ = ε 8 C ∞ , we obtain that C, X − C, X * ≤ ε. Thus, it remains to bound the number of iterations required by Algorithm 2 to reach E t ≤ ε ′ /2. Note that Theorem 3.3 implies that
Using the definition of R in Lemma 3.1 and the choice of η and ε ′ , we have
Note that each iteration of Algorithm 2 requires O(n m ) arithmetic operations. This implies that the total arithmetic operations required by Algorithm 2 is O m 3 n m C 2 ∞ log(n)/ε 2 . In addition, computing a collection of vectors {r k } k∈ [m] requires O(n m ) arithmetic operations and the rounding scheme in Algorithm 3 requires O(mn m ) arithmetic operations. Putting these pieces together yields that the desired complexity bound of Algorithm 1.
Proof of claim (48): Using Theorem 3.4, we obtain that X is a feasible solution to problem (1) and
Letting X * be an optimal solution of problem (1) and X ′ be the output returned by the rounding scheme (Algorithm 3) with the input X * and {r k ( X)} k∈[m] , then Theorem 3.4 implies that
By the optimality condition, X = B( β), where β ∈ R mn is an optimal solution of the following problem: min β 1 ,...,βm∈R n B(β 1 , . . . , β m ) 1 − m i=1 β ⊤ i r i ( X).
This implies that X is an optimal solution of the following problem:
min C, X − ηH(X), s.t. r k (X) = r k ( X), for all k ∈ [m].
Since X ′ is feasible for the above problem, we have that C, X − ηH( X) ≤ C, X ′ − ηH( X ′ ).
Combining this with the fact that 0 ≤ H( X), H( X ′ ) ≤ m log(n) [9] yields C, X − C, X ′ ≤ mη log(n).
Combining the bounds (50) and (51) with the Hölder inequality yields C, X − C, X * ≤ mη log(n) + 2 m k=1 r k ( X) − r k 1 C ∞ .
Combining the bounds (49) and (52) yields C, X − C, X * ≤ mη log(n) + 4 m k=1 r k − r k ( X) 1 C ∞ , which implies the desired inequality (48) .
A.3 Proof of Theorem 4.4
Applying an argument to that used in Theorem 3.5, we obtain that C, X − C, X * ≤ ε, where X is returned by Algorithm 4. Then it remain to bound the number of iterations required by Algorithm 5 to reach the criterion E t ≤ ε ′ /2. We have: 
