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Introduction
Dans les prochaines anne´es, les te´le´phones mobiles vont inte´grer des services de plus
en plus nombreux base´s sur le transport de la vide´o. Actuellement, plusieurs proble`mes
techniques doivent encore eˆtre re´solus pour aboutir a` une solution optimise´e.
Lors d’une transmission vide´o sur les re´seaux mobiles, les donne´es doivent eˆtre efficace-
ment comprime´es pour s’adapter a` la bande-passante re´duite. Cependant, plus les donne´es
multime´dia sont comprime´es, plus le flux est sensible aux erreurs de transmission. Lors du
de´codage vide´o, une simple erreur binaire peut entrainer la perte totale d’une se´quence
d’images. Par conse´quent, le flux encode´ entrant dans le de´codeur vide´o du re´cepteur ne
doit pas eˆtre de´grade´.
Dans les transmissions radio-mobiles, le signal arrivant sur l’antenne du re´cepteur est
fortement de´te´riore´ par les perturbations survenant sur le canal (atte´nuation du signal radio,
interfe´rences multiples, effet Doppler). Pour garantir un signal exempt d’erreur a` l’entre´e
du de´codeur vide´o, plusieurs me´canismes de protection sont imple´mente´s dans le re´cepteur.
La premie`re solution consiste a` regrouper les donne´es en paquets prote´ge´s par un code de
de´tection d’erreurs base´ sur un CRC (Cyclic Redundancy Check) ou un checksum. Les pa-
quets, dont l’inte´grite´ n’est pas assure´e a` la re´ception, peuvent eˆtre retransmis (Automatic
Repeat reQuest ou ARQ) ou efface´s. Cependant, ces me´canismes de retransmission peuvent
eˆtre difficilement inte´gre´s dans des sce´narios avec des contraintes de de´lais importantes (la
visiophonie), voir meˆme impossibles dans les situations de diffusion (te´le´vision par satellite).
Pour reme´dier a` ce proble`me de latence, les solutions standards utilisent des codes ro-
bustes de correction d’erreurs, tels que les turbo-codes ou les LDPC (Low Density Parity
Check), pour corriger les erreurs de transmission. Ce principe consiste a` ajouter des redon-
dances dans les paquets transmis et a` les utiliser a` la re´ception pour retrouver les donne´es
originales. Cependant, les redondances introduites par ces codes sont souvent mal propor-
tionne´es. La quantite´ de redondances est parfois surdimensionne´e quand le canal est faible-
ment perturbe´, re´duisant la bande-passante alloue´e aux donne´es. Au contraire, lorsque les
conditions radios sont mauvaises, certains paquets errone´s peuvent ne pas eˆtre corrige´s. Les
paquets sont alors perdus. Dans de telles situations, des techniques de dissimulation d’erreurs
(error concealment) peuvent eˆtre utilise´es dans le de´codeur vide´o. Ces me´canismes exploitent




Ces dernie`res anne´es, des techniques de de´codage conjoint source-canal (Joint Source-
Channel Decoding ou JSCD) ont e´te´ propose´es pour corriger plus efficacement les paquets
errone´s. Ces me´thodes exploitent les redondances re´siduelles contenues dans le flux rec¸u pour
ame´liorer la qualite´ de la vide´o de´code´e. Les redondances re´siduelles peuvent eˆtre de na-
tures diffe´rentes (informations souples, se´mantique et syntaxe du train binaire, proprie´te´s de
paque´tisation, etc.) et ces informations ont un impact variable sur les performances obte-
nues. Durant cette the`se, nous avons introduit une nouvelle me´thode JSCD exploitant a` la
fois les proprie´te´s se´mantiques et syntaxiques du flux vide´o ainsi que le CRC de la couche
Liaison. Cette technique a ensuite e´te´ teste´e sur le dernier standard de compression vide´o :
le H.264/AVC. Une description de´taille´e de la me´thode ainsi que les re´sultats expe´rimentaux
sont fournis dans ce rapport. La version du papier revue soumis a` IEEE Transactions on
Communications est donne´e dans l’annexe B.
Paralle`lement, pour pouvoir inte´grer ces outils robustes dans le re´cepteur, de nombreuses
modifications sont ne´cessaires. Il faut notamment pouvoir faire remonter des paquets conte-
nant des erreurs au niveau du de´codeur vide´o (e´tant donne´ que les traitements robustes sont
imple´mente´s au niveau du de´codeur vide´o). Or, comme nous l’avons souligne´ pre´ce´demment,
les paquets errone´s sont efface´s par les me´canismes de protection avant d’avoir atteint le
de´codeur vide´o. Cette proble´matique a donc e´te´ e´tudie´e dans une deuxie`me phase et a abouti
a` un nouveau principe de couche perme´able. Cette me´thode innovante est imple´mente´e dans
chaque couche protocolaire et consiste a` de´sactiver la de´tection d’erreurs sur les donne´es du
paquet. A la place, le code de de´tection d’erreurs est utilise´ comme un code de correction
d’erreurs pour corriger les champs importants contenus dans l’en-teˆte du paquet. Une fois
l’en-teˆte du paquet corrige´e, les donne´es transporte´es (correctes ou incorrectes) peuvent eˆtre
transmises a` la couche supe´rieure sans risque de perte. En inte´grant ce me´canisme dans chaque
couche protocolaire, les donne´es vide´o errone´es peuvent arriver a` l’entre´e du de´codeur vide´o,
ou` elles sont ensuite traite´es par les algorithmes robustes. Une description plus pre´cise de la
me´thode ainsi que des re´sultats de simulation sont donne´s dans ce rapport. La version du
papier revue soumis a` IEEE Transactions on Communications est donne´e dans l’annexe C.
Pour re´duire l’e´tendue de ce sujet, nous avons limite´ notre e´tude a` la transmission d’un
flux vide´o encode´ en H.264/AVC entre un serveur et un terminal WiFi connecte´s a` Internet.
L’originalite´ de ce travail repose en grande partie sur la prise en compte de l’ensemble
des processus associe´s a` la transmission lors du de´codage robuste de la vide´o. Or, comme
nous l’avons de´ja` mentionne´, les algorithmes de de´codage robuste exploitent les redondances
structurelles du flux rec¸u pour corriger des erreurs. C’est pourquoi, les premiers chapitres de




Organisation de la the`se
Ce rapport est divise´ en quatre chapitres qui sont suivis de trois annexes. Une explication
bre`ve du contenu de chaque chapitre est donne´e ci-dessous :
Le chapitre 1 de´bute par une introduction au codage source. Il pre´sente de fac¸on de´taille´e
les divers outils intervenant dans un sche´ma de compression vide´o, et plus spe´cifiquement,
dans la norme H.264/AVC. Cette norme correspond au dernier standard d’encodage vide´o et
caracte´rise notre re´fe´rence dans ce domaine.
Le chapitre 2 pre´sente l’architecture ge´ne´rale du re´seau Internet dans un environnement
radio-mobile. Il identifie le maillon faible d’un tel syste`me et de´signe les points d’action. Les
protocoles de transmission intervenant sur le support radio sont finalement introduits.
Le chapitre 3 commence par pre´senter les me´canismes associe´s a` la transmission robuste de
la vide´o. Il de´crit ensuite la nouvelle me´thode JSCD exploitant les redondances structurelles
du flux vide´o et le CRC contenu dans les fragments de la couche Liaison. Cette technique
a e´te´ adapte´e au de´codage des re´sidus de pre´diction contenus dans le flux H.264/AVC. Les
re´sultats des simulations sont finalement introduits et illustrent l’inte´reˆt de cette technique.
Le chapitre 4 traite des proble`mes lie´s a` l’inte´gration des outils JSCD dans le terminal. Il
de´crit en de´tail le principe de fonctionnement du nouveau mode`le de couche perme´able base´
sur la correction des en-teˆtes protocolaires. Les re´sultats des simulations, re´alise´es sur les
couches PHY et MAC de WiFi, sont finalement expose´s. Ils mettent en valeur les avantages
apporte´s par la me´thode.
Nous terminons ce rapport par une conclusion ge´ne´rale qui re´sume les travaux pre´sente´s et
propose des the`mes de recherche qui pourraient eˆtre aborde´s ulte´rieurement dans ce domaine.
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Dans ce chapitre, nous de´crivons le principe de fonctionnement des codeurs vide´o, et
plus particulie`rement, du codeur H.264/AVC. La structure fine des flux vide´o ge´ne´re´s par ce
codeur est e´galement de´taille´e. Cette description approfondie sera utile dans les chapitres 3
et 4 portant sur les proble´matiques de transmission robuste.
1.1 Historique
Une pre´sentation de´taille´e de l’e´volution historique des codeurs vide´o peut eˆtre trouve´e
dans [1].
La manie`re la plus simple de re´aliser un codage vide´o consiste a` coder chaque image
du flux par le biais d’un codeur d’images fixes, par exemple JPEG [2]. Dans ce type de
sche´ma, seules les redondances spatiales des images sont utilise´es pour comprimer la vide´o
(codage en mode Intra). Cependant, l’ide´e d’exploiter la corre´lation temporelle entre les
images successives d’un flux vide´o apparaˆıt de`s 1929 [3]. Dans cette approche, seules les
diffe´rences entre les images successives doivent eˆtre transmises au re´cepteur (codage en mode
Inter). Le tout premier standard propose´ par l’ITU-T (International Telecommunications
Union - Telecommuniction), H.120 [4], met en oeuvre cette ide´e. Dans cette norme, les images
sont de´coupe´es en blocs. Les blocs identiques a` leurs correspondants dans l’image pre´ce´dente
ne sont pas code´s et les autres sont traˆıte´s en mode Intra.
Les codeurs de type H.120 sont cependant inefficaces en cas de mouvement d’ensemble de
la came´ra vis-a`-vis de la sce`ne filme´e. Pour re´soudre ce proble`me, la solution a e´te´ d’exploiter
une partie des informations contenues dans l’image pre´ce´dente pour pre´dire les blocs de
l’image courante et de transmettre des donne´es permettant de corriger cette pre´diction [5].
Ce principe a donne´ naissance aux codeurs vide´o hybrides, dont le nom provient du fait qu’ils
utilisent deux techniques de re´duction de redondances : d’une part, une pre´diction temporelle,
d’autre part, une transformation des re´sidus de pre´diction. Cette structure de base a e´te´
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formalise´e par l’ITU-T dans le standard H.261 [6]. Les standards ulte´rieurs, MPEG-1 [7],
MPEG-2 [8], H.263 [9], MPEG-4 Part 2 Visual [10] et H.264/AVC [11] ont essentiellement
repris et ame´liore´ (fortement) cette structure de base de codage hybride.
1.2 Les outils e´le´mentaires pour la compression
Quel que soit le type de codeur (voix, musique, image fixe, vide´o), un certain nombre
d’outils communs permettent de re´aliser la compression du signal. Ces outils, brie`vement










Fig. 1.1 – Sche´ma basique d’un codeur
La pre´diction : ce me´canisme permet d’e´tablir un ensemble de valeurs pre´dites sur les
e´chantillons du signal d’entre´e. Ge´ne´ralement, cette estimation est base´e sur les informations
des e´chantillons de´ja` encode´s du signal. La diffe´rence entre les e´chantillons du signal original et
leur pre´diction permet d’obtenir les re´sidus de pre´diction qui sont plus efficaces a` compresser.
La transformation : Ce proce´de´ consiste a` projeter les re´sidus de pre´diction dans une
base permettant de re´duire la corre´lation statistique entre les e´chantillons des re´sidus de
pre´diction. Cette ope´ration permet de rassembler l’e´nergie du signal sur un faible nombre
d’e´chantillons. Une de´corre´lation optimale des donne´es est obtenue a` partir de la transforme´e
de Karhunen-Loe`ve (Karhunen-Loe`ve Transform ou KLT) qui projette le signal sur les vec-
teurs propres de sa matrice de covariance. Cependant, cette transformation est complexe et
les codeurs traditionnels inte`grent plutoˆt une de´composition en sous-bandes fre´quentielles.
Dans cette cate´gorie, la transforme´e en cosinus discre`te (Discrete Cosine Transform ou DCT)
est de loin la plus utilise´e a` la fois pour sa simplicite´ algorithmique et ses performances [13].
La quantification : Ce proce´de´ permet d’approximer les e´chantillons du signal trans-
forme´ afin de re´duire la quantite´ d’information a` transmettre. Souvent, la pre´cision de cette
approximation est controˆle´e a` l’aide d’un pas repre´sentant la plus petite valeur absolue
repre´sentable, mais e´galement l’incre´ment entre deux valeurs successives a` la sortie du quan-
tificateur. Parmi tous les outils de compression, la quantification est la seule ope´ration a` eˆtre
irre´versible, induisant des pertes d’information. L’objectif de tout codeur est de minimiser la
perte d’information re´sultante sous une contrainte de de´bit en sortie du codeur.
Le codage entropique : Ce me´canisme permet de repre´senter efficacement les symboles
issus du quantificateur en prenant en compte leur fre´quence d’apparition. Ainsi, un mot de
code de longueur variable (Variable Length Coding ou VLC) est associe´ a` chaque symbole en
fonction de la statistique de la source. Les mots de code les plus courts sont attribue´s aux
7
CHAPITRE 1. LA COMPRESSION VIDE´O
symboles fre´quents, et inversement, des mots de code plus longs sont re´serve´s aux symboles
les moins probables. Les codeurs actuels utilisent ce proce´de´ pour encoder les parame`tres de
compression, le plus connu e´tant le codage de Huffman.
1.3 La norme H.264/AVC
En comparaison avec les anciens standards de compression vide´o, le H.264/AVC [14] est
base´ sur une ve´ritable re´volution algorithmique qui permet d’atteindre un seuil de codage qui
n’e´tait pas pre´visible huit ans auparavant. Ces progre`s ont e´te´ rendus possible par l’union des
experts vide´o de l’ITU-T et de MPEG (Moving Picture Experts Group) qui ont e´tabli la JVT
(Joint Video Team) en de´cembre 2001 afin de finaliser la norme. H.264/AVC fut finalise´e en














Fig. 1.2 – Synoptique de transmission de l’information vide´o
Les communications vide´o modernes utilisent la vide´o nume´rique qui est capture´e par le
biais d’une came´ra ou synthe´tise´e a` partir d’outils approprie´s tels que les logiciels d’animation.
Le synoptique de la figure 1.2 repre´sente la chaˆıne de transmission d’un flux vide´o. Dans une
phase de pre´-traitement optionnelle, l’e´metteur peut choisir de traiter la vide´o en utilisant
des techniques de perfectionnement (de´bruitage). Puis, l’encodeur comprime la se´quence
et la repre´sente comme un flux binaire. Apre`s la transmission du signal sur le canal de
communication, le de´codeur de´comprime la vide´o qui peut eˆtre visualise´e apre`s un traitement
e´ventuel des donne´es (lissage des artefacts locaux).
La norme H.264/AVC de´finit la syntaxe et la se´mantique du flux binaire encode´ mais
spe´cifie e´galement les traitements que le de´codeur doit re´aliser pour de´comprimer les donne´es.
En revanche, la norme ne de´finit pas comment encoder les donne´es permettant ainsi aux
entreprises de rentrer en concurrence dans des domaines tels que le couˆt, l’efficacite´ de codage,
la robustesse du flux ainsi que les capacite´s mate´rielles.
Pour re´aliser une transmission efficace dans des environnements divers, l’efficacite´ du co-
dage ne repre´sente pas la seule contrainte. En effet, l’encapsulation des donne´es vide´o dans les
protocoles et les architectures re´seaux correspond a` une e´tape majeure dans le de´veloppement
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Réseaux en mode circuit Réseaux en mode paquet
Couches conceptuelles du H.264
Couches de transport
Fig. 1.3 – Les deux couches normalise´es du H.264/AVC
d’un standard. L’adaptation du flux vide´o dans diffe´rents syste`mes de transmission fut ty-
piquement aborde´e dans les spe´cifications des normes MPEG pre´ce´dentes, mais aussi dans
H.320 et H.324. Cependant, seule une e´troite inte´gration entre les protocoles re´seaux et la
vide´o code´e peut apporter de bonnes performances. C’est pourquoi, H.264/AVC repose sur
deux couches conceptuelles qui sont repre´sente´es sur la figure 1.3. La couche VCL (Video Co-
ding Layer) de´finit une repre´sentation efficace du flux vide´o tandis que la couche NAL (Net-




Une image nume´rise´e est repre´sente´e par une matrice de pixels (e´le´ments de base) a` deux
dimensions, re´sultant d’un e´chantillonnage spatial de l’image se formant sur le capteur op-
tique. Pour une image en noir et blanc, chaque cellule photoe´lectrique du capteur repre´sente
un pixel et fournit un signal e´lectrique proportionnel a` la quantite´ de lumie`re qu’elle rec¸oit.
Pour une image en couleur, un pixel est caracte´rise´ par trois cellules photoe´lectriques super-
pose´es, chacune recouverte d’un filtre colore´ diffe´rent (rouge, vert et bleu). Chaque cellule
permet de transformer la quantite´ de lumie`re colore´e rec¸ue en signal e´lectrique. Un conver-
tisseur analogique/nume´rique se charge ensuite de convertir ce signal en donne´es binaires.
Ainsi, chaque pixel d’une image en couleur est associe´ a` trois composantes quantifie´es RGB,
ou` R repre´sente l’intensite´ lumineuse de la composante rouge, G celle du vert et B celle du
bleu. Chaque composante est ge´ne´ralement code´e sur 8 bits et chaque pixel sur 24 bits.
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Fig. 1.4 – Repre´sentation des composantes YUV pour le format 4 : 2 : 0
Toutefois, pour faciliter le stockage, il est plus commode de repre´senter les pixels de
l’image au format YUV. Y est la luminance qui correspond a` l’information de luminosite´ (ni-
veau de gris). U et V de´finissent l’information lie´e a` la couleur (chrominances bleu et rouge
respectivement). Les trois composantes Y,U et V sont obtenues par combinaisons line´aires
entre les composantes R,G et B. La vision humaine e´tant plus sensible a` la luminance qu’a` la
chrominance, une premie`re technique de compression consiste a` sous-e´chantillonner les com-
posantes de chrominance d’un facteur 2 dans les directions verticales et horizontales (format
4 : 2 : 0). Ce format populaire est illustre´ sur la figure 1.4. Avec ce genre de repre´sentation,
une image en couleur peut eˆtre de´compose´e en trois matrices bidimensionnelles : une matrice
en pleine re´solution contenant les pixels de luminance et deux matrices en quart de re´solution
contenant les pixels de chrominance.
Une vide´o correspond a` une succession d’images fixes, rafraˆıchies a` une cadence suffi-
samment importante pour donner au cerveau une sensation de mouvement (effet phi). Cette
illusion de continuite´ est lie´e au syste`me visuel humain qui comble automatiquement l’ab-
sence de transition entre les images. Une bonne impression de fluidite´ est obtenue a` partir de
20 images par secondes. Le flux d’images est fourni par e´chantillonnage temporel du capteur
optique.
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De´coupage hie´rarchique des images
Contrairement aux codeurs en ondelettes, les codeurs hybrides ne re´alisent pas directe-
ment un traitement de l’image comple`te. L’e´le´ment de base du traitement est le macrobloc.
Un macrobloc repre´sente une zone de 16 × 16 pixels pour la luminance et de 8 × 8 pixels
pour la chrominance avec le format 4 : 2 : 0. Pour comprimer l’image, le codeur de´compose
l’image en macroblocs et les encode successivement.
Certaines ope´rations de codage ne´cessitent de travailler avec une re´solution infe´rieure
a` celle du macrobloc. La portion e´le´mentaire d’un macrobloc est appele´ un bloc. Un bloc
correspond a` une zone de 4 × 4 pixels. Par conse´quent, un macrobloc de luminance est
compose´ de 16 blocs et un macrobloc de chrominance au format 4 : 2 : 0 est divise´ en 4 blocs.
La figure 1.5 repre´sente la subdivision d’une image de luminance en macroblocs et en blocs.
Macrobloc de 16 x 16 pixels Bloc de 4 x 4 pixels
Fig. 1.5 – Subdivision d’une image en macroblocs et en blocs
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Evaluation de la qualite´
L’e´valuation de la qualite´ d’une se´quence vide´o est un proble`me complexe et souvent
impre´cis. Actuellement, cette e´valuation peut-eˆtre re´alise´e par une analyse subjective ou
objective. En re`gle ge´ne´rale, cette mesure permet d’e´valuer l’impact visuel de la perte d’in-
formation (lors de la compression) ou des erreurs (re´sultant d’une transmission de´te´riore´e).
Dans la me´thode subjective, un groupe d’individus est invite´ a` juger la qualite´ des
se´quences vide´o. Les observateurs visualisent successivement deux se´quences (originale puis
traite´e) et sont charge´s de noter la qualite´ de la vide´o traite´e en la comparant avec la vide´o
originale. Toutes les proce´dures de test sont de´finies dans la norme ITU-R 500 [15]. Cette
me´thode d’analyse permet d’e´valuer la qualite´ d’une vide´o a` partir de nombreux crite`res, qui
ne pourraient pas eˆtre conside´re´s par un algorithme.
Dans de nombreuses situations, il est cependant pre´fe´rable de pouvoir estimer la qualite´
des se´quences vide´o automatiquement (sans faire appel a` un jury). Ces me´thodes caracte´risent
les techniques d’e´valuation objectives. Certains programmes informatiques inte`grent des trai-
tements tre`s simples, d’autres des algorithmes beaucoup plus complexes base´s sur une analyse
multi-crite`res. Dans le domaine de la compression vide´o, les contraintes temporelles sont fortes
(applications temps-re´el) et les me´thodes traditionnelles consistent a` mesurer le PSNR (Peak
Signal to Noise Ratio) ou le MSE (Mean Square Error). Le PSNR correspond au rapport
signal a` bruit creˆte-a`-creˆte et le MSE e´quivaut a` l’erreur quadratique moyenne.
Ces deux crite`res permettent de mesurer la distorsion entre une image reconstruite Ir
et une image de re´fe´rence Io (originale). En conside´rant que les images ont une taille de








[Io(i, j)− Ir(i, j)]2 , (1.1)
et le PSNR est donne´ par






lorsque les composantes de chaque pixel sont code´es sur 8 bits.
En moyenne, les images reconstruites de qualite´ acceptable ont un PSNR supe´rieur a`
30 dB.
1.3.2 La couche de codage vide´o (VCL)
Sche´ma ge´ne´ral
La norme H.264/AVC repre´sente actuellement l’aboutissement des techniques de com-
pression hybrides et correspond a` notre re´fe´rence de codage source durant cette the`se. Le
12
CHAPITRE 1. LA COMPRESSION VIDE´O





































Fig. 1.6 – Structure de codage principale du H.264/AVC
L’image d’entre´e est divise´e en macroblocs. Chaque macrobloc est compose´ de trois com-
posantes : Y, U et V. Du fait que la vision humaine est moins sensible a` la chrominance qu’a`
la luminance, les macroblocs de chrominance sont sous-e´chantillone´s d’un facteur 2 dans les
directions horizontales et verticales. Par conse´quent, chaque portion e´le´mentaire de l’image
est compose´e d’un macrobloc de luminance de 16 × 16 pixels et de deux macroblocs de
chrominance de 8× 8 pixels.
Chaque macrobloc est pre´dit en mode Intra ou Inter. Ces deux outils caracte´risent l’e´tage
de pre´diction du codeur. Le mode Intra exploite les redondances spatiales des images, il per-
met de construire une estimation d’un macrobloc en utilisant exclusivement les informations
contenues dans l’image courante. Le mode Inter tire parti des redondances temporelles entre
les images, il permet de pre´dire le macrobloc courant en utilisant les informations contenues
dans des images de re´fe´rence, qui ont de´ja` e´te´ encode´es, de´code´es puis stocke´es dans une
me´moire. Ce principe de compensation en mouvement repose sur l’estimation d’un vecteur
de de´placement associe´ a` chaque bloc. Ce vecteur caracte´rise la position du bloc le plus vrai-
semblable dans l’image de re´fe´rence. Il est e´vident que la pre´diction Inter est beaucoup plus
efficace que la pre´diction Intra car les redondances temporelles repre´sentent une forte propor-
tion de l’e´nergie du signal. Le mode Inter est donc utilise´ en priorite´ dans les codeurs vide´o,
13
CHAPITRE 1. LA COMPRESSION VIDE´O
excepte´ dans la situation ou` la me´moire ne contient aucune image de re´fe´rence (premie`re
image d’un film par exemple).
L’erreur de pre´diction, qui correspond a` la diffe´rence entre le bloc original et le bloc pre´dit,
est ensuite transforme´e, quantifie´e puis encode´e par le biais d’un codage entropique. Les
informations de controˆle ainsi que les vecteurs de mouvement sont e´galement encode´s avant
d’eˆtre transmis. De manie`re a` reconstruire les meˆmes images a` l’encodeur et au de´codeur,
les coefficients quantifie´s de chaque bloc sont inverse´s et ajoute´s au signal de pre´diction.
Cette ope´ration permet de reconstruire chaque macrobloc encode´, qui pourra ensuite servir
de re´fe´rence pour la pre´diction des autres macroblocs. Afin de re´duire les artefacts entre les
blocs, un filtre de´bloquant a e´te´ inte´gre´ dans la boucle de compression. Ce dernier permet de
lisser les informations visuelles avant de les stocker dans la me´moire de re´fe´rence.
La structure de traitement du de´codeur est plus simple que celle de l’encodeur. Il com-
mence par de´coder les diffe´rents types d’information : parame`tres de controˆle, vecteurs de
mouvement et coefficients quantifie´s. Les macroblocs sont ensuite successivement pre´dits
en utilisant le mode approprie´ (Intra ou Inter). En paralle`le, les re´sidus de pre´diction sont
reconstruits graˆce aux coefficients quantifie´s, puis ajoute´s au signal de pre´diction. Suite a`
l’ope´ration de filtrage, le macrobloc est comple`tement de´code´ et peut eˆtre stocke´ en me´moire
pour les pre´dictions futures.
I B P B P P I
GOP
Fig. 1.7 – Structure d’un GOP et de´pendances entre images
Cinq types d’images sont supporte´s par la norme H.264/AVC et sont nomme´s : I, P, B,
SI et SP. Dans une image I, tous les macroblocs sont pre´dits en utilisant le mode Intra.
De manie`re ide´ale, une image I devrait intervenir lors d’un changement de sce`ne, c’est-a`-
dire lorsque les redondances temporelles entre les images sont faibles. Dans la pratique, les
programmes de de´tection de changement de sce`ne sont de´licats a` imple´menter et les codeurs
inse`rent ge´ne´ralement une image I a` intervalles re´guliers (une image I apparaˆıt commune´ment
toutes les secondes). Dans une image P, chaque macrobloc est pre´dit en utilisant soit le mode
Intra, soit le mode Inter. Lorsque le mode Inter est active´, chaque macrobloc est associe´ a`
une seule image de re´fe´rence. Contrairement aux images P, les macroblocs d’une image B
construits avec le mode Inter peuvent s’appuyer sur deux images de re´fe´rence. Les images SI
et SP sont des repre´sentations spe´cifiques qui sont exploite´es pour re´aliser une commutation
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efficace entre deux flux diffe´rents. Ces formats d’images sont rarement utilise´s en pratique.
Les diffe´rents types d’images sont regroupe´s pour former des se´quences (Group Of Pictures
ou GOP). Un GOP de´bute par une image I et contient ensuite une succession d’images P et
B. La structure classique d’un GOP est illustre´e sur la figure 1.7. Ge´ne´ralement, la premie`re
image d’un GOP vide la me´moire de re´fe´rence (Instantaneous Decoding Refresh ou IDR).
Par conse´quent, les GOPs sont inde´pendants entre eux. Cette technique permet au de´codeur
de se resynchroniser sur le flux dans le cas d’une transmission avec pertes.
Dans la suite, nous pre´sentons en de´tail le principe de fonctionnement des diffe´rents outils
intervenant dans le codeur.
La pre´diction Intra
Ce mode de pre´diction [16] consiste a` estimer les e´chantillons d’un macrobloc en utilisant
les informations contenues dans les blocs contigus appartenant au passe´ spatial de l’image
courante. Ces blocs de re´fe´rence doivent de´ja` avoir e´te´ encode´s puis de´code´s par le codeur (de
manie`re a` retrouver des re´sultats identiques au codeur et au de´codeur). La norme H.264/AVC
propose deux types de traitement Intra pour pre´dire le signal de luminance.
Le premier mode est appele´ Intra4x4 et le second Intra16x16. Dans le type Intra4x4, le
macrobloc est divise´ en seize blocs de 4×4 pixels et chaque bloc est encode´ individuellement.
Neuf mode`les de pre´diction sont fournis par la norme et l’objectif du codeur est de se´lectionner
le mode le plus adapte´ au bloc courant. Ces neuf modes sont repre´sente´s sur la figure 1.8. Nous
pouvons constater que huit de ces modes caracte´risent des mode`les de pre´diction directionnels.
Chaque valeur pre´dite du bloc courant est de´termine´e a` partir d’une combinaison line´aire
entre les pixels situe´s dans les blocs contigus. Ces combinaisons line´aires sont de´finies dans
la norme en fonction d’une direction spe´cifique. Seul le mode DC n’est pas associe´ a` une
direction et consiste juste a` calculer la moyenne des pixels contenus dans les deux blocs
voisins.
Lorsque le type Intra16x16 est utilise´, seul un mode de pre´diction est applique´ pour
encoder l’ensemble du macrobloc. Quatre mode`les de pre´diction sont de´finis dans la norme et
l’objectif du codeur est de choisir le mode le plus adapte´ au macrobloc courant. Ces quatre
modes sont repre´sente´s sur la figure 1.9. Nous pouvons noter que trois de ces modes sont
associe´s a` des directions spe´cifiques (verticale, horizontale et plane). Le dernier mode (DC)
correspond a` un calcul de moyenne. La pre´diction Intra16x16 s’ave`re tre`s efficace pour coder
les re´gions ou` la luminance varie doucement car l’estimation s’applique au macrobloc complet.
Pour le codage des macroblocs de chrominance U et V, seule la pre´diction Intra8x8 est
utilise´e. Ce sche´ma est suffisant car les variations des signaux de chrominance sont tre`s
faibles. Le mode Intra8x8 permet d’estimer les 8×8 pixels d’un macrobloc de chrominance en
proposant quatre mode`les de pre´diction : DC, vertical, horizontal et plan. Les types Intra8x8
et Intra16x16 sont donc identiques a` un facteur d’e´chelle pre`s.
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Fig. 1.8 – Les neuf modes de la pre´diction Intra4x4
La pre´diction Inter
Dans le cas de la pre´diction Inter [16], les macroblocs d’une trame sont pre´dits a` partir
des e´chantillons d’une image de re´fe´rence pre´ce´demment encode´e (puis de´code´e). Afin de
re´aliser pre´cise´ment cette ope´ration, chaque macrobloc peut eˆtre divise´ en partitions de tailles
variables. Ainsi, une partition de luminance peut eˆtre compose´ de 16×16, 16×8, 8×16 ou 8×
8 e´chantillons. Un sous-macrobloc de 8×8 pixels peut eˆtre a` nouveau rede´coupe´e en partitions
de taille 8× 4, 4× 8 ou 4× 4. Cette de´composition pyramidale permet d’isoler les diffe´rents
objets composant une image et de s’adapter a` leurs caracte´ristiques (sens de de´placement,
vitesse). Un vecteur de mouvement est associe´ a` chaque partition d’un macrobloc. Ce vecteur
de de´placement spe´cifie l’e´cart spatial entre la partition courante de l’image actuelle et sa
meilleure repre´sentation dans l’image de re´fe´rence. Les partitions d’un macrobloc et d’un
sous-macrobloc sont illustre´es sur la figure 1.10.
Dans les anciennes normes telles que MPEG-4 ou H.263, seuls des partitions de 16 × 16
et 8× 8 pixels e´taient supporte´s par le codage Inter. Dans H.264/AVC, les combinaisons de
de´coupage sont beaucoup plus nombreuses et permettent d’obtenir des formes arbitraires.
Par ailleurs, il est maintenant possible de se re´fe´rencer a` plusieurs images ante´rieures. Dans
16
CHAPITRE 1. LA COMPRESSION VIDE´O
Mode 0 : DC Mode 1 : Vertical
Mode 2 : Horizontal Mode 3 : Plan
Fig. 1.9 – Les quatre modes de la pre´diction Intra16x16
ce but, un parame`tre additionnel d’indexation des images doit eˆtre transmis avec le vecteur
de de´placement de chaque partition. Cette technique correspond a` la pre´diction compense´e
en mouvement avec des images de re´fe´rence multiples. Elle est illustre´e sur la figure 1.11.
La pre´cision des vecteurs de mouvement peut atteindre le quart de pixel. Un tel de´place-
ment (re´solution fractionnelle) peut pointer sur des positions qui sont spatialement situe´es
entre les e´chantillons du signal image. Le signal de l’image de re´fe´rence doit donc eˆtre interpole´
entre les pixels. Dans la norme H.264/AVC, le sur-e´chantillonnage d’un facteur 2 du signal
de luminance est ge´ne´re´ en appliquant un filtre RIF uni-dimensionnel d’ordre 6 sur les pixels
de l’image. Les e´le´ments correspondant au quart de pixel sont obtenus en moyennant les
e´chantillons interme´diaires du signal. Le signal de chrominance par le calcul d’une simple
moyenne quelque soit le niveau de re´solution.
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Fig. 1.10 – Les modes de pre´diction Inter
Le concept classique des images de type B avait de´ja` e´te´ aborde´ dans les anciens standards
de compression vide´o. Dans cette approche, chaque partition est construite en utilisant deux
images de re´fe´rence (ge´ne´ralement les images n−1 et n+1). Le codeur recherche les ensembles
de re´fe´rence les plus adapte´s a` la partition courante. La pre´diction consiste ensuite a` calculer
la moyenne de chaque pixel. Le H.264/AVC ge´ne´ralise cette notion et permet de fixer des
parame`tres de ponde´ration arbitraires.
Le codage par transforme´e
Dans le meˆme contexte que les normes pre´ce´dentes, la phase de transformation-quantifica-
tion est applique´e dans le but de coder le signal d’erreur de pre´diction. La taˆche de la
transforme´e consiste a` re´duire les redondances spatiales du signal d’erreur. Tous les anciens
standards tels que le MPEG-1 et MPEG-2 appliquaient une DCT de taille 8× 8 sur chaque
bloc de l’image. En revanche, le H.264/AVC dispose d’une transforme´e base´e sur des entiers
[17]. La matrice de transformation est ge´ne´ralement compose´e de 4× 4 e´le´ments, mais peut
eˆtre re´duite a` 2 × 2 e´le´ments pour le codage de certaines informations de chrominance.
La diminution de la taille de la feneˆtre d’analyse permet a` l’encodeur de mieux adapter le
codage de l’erreur de pre´diction aux frontie`res des objets mouvants. En effet, la taille du bloc
est similaire aux dimensions de la plus petite zone d’analyse de l’estimation Inter ou Intra
(4× 4 pixels) et la transforme´e s’ajuste donc mieux aux erreurs de pre´diction locales.
Il existe trois types diffe´rents de transforme´es. Le premier est applique´ a` tous les e´chantil-
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nn - 1n - 2n - 3n - 4
Images de référence Image à encoder
Fig. 1.11 – Pre´diction compense´e en mouvement avec images de re´fe´rence multiples
lons d’erreurs a` la fois pour le signal de luminance Y mais aussi pour les composantes de
chrominance U et V, quelque soit le mode de pre´diction utilise´ (Inter ou Intra). Cette matrice
de transformation H1 est compose´e de 4× 4 e´le´ments. Sa structure est expose´e en (1.3).
H1 =

1 1 1 1
2 1 −1 −2
1 −1 −1 1
1 −2 2 −1
 . (1.3)
Si le macrobloc est pre´dit en utilisant le mode Intra16x16, la seconde transforme´e est ap-
plique´e en plus de la premie`re. Cette dernie`re convertit les seize coefficients DC des blocs
transforme´s d’un macrobloc de luminance. Elle correspond a` une transforme´e de Hadamard
dont la taille s’e´le`ve a` 4×4 composantes. Une repre´sentation de la matrice est donne´e en (1.4).
H2 =

1 1 1 1
1 1 −1 −1
1 −1 −1 1
1 −1 1 −1
 . (1.4)
Le troisie`me type se rapporte aussi a` une transforme´e de Hadamard mais de taille 2 × 2.
Elle est utilise´e pour le codage des quatre coefficients DC contenus dans un macrobloc de







L’ope´ration de transformation dans H.264/AVC se traduit par l’e´quation
Y = Hi ·X ·HTi , (1.6)
ou` Y est la matrice transforme´e, X le signal d’entre´e et Hi peut repre´senter H1 (1.3), H2 (1.4)
ou H3 (1.5).
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L’ordre de transmission de tous les coefficients est repre´sente´ sur la figure 1.12. Si le
macrobloc est pre´dit en utilisant le mode Intra16x16, le bloc muni de l’indexe −1 est diffuse´
en premier. Ce paquet contient les coefficients DC de tous les blocs de luminance. Tous
les ensembles indice´s de 0 a` 25 sont ensuite transmis. Les e´le´ments nume´rote´s de 0 a` 15
correspondent a` tous les coefficients AC de la luminance. Les blocs 16 et 17 repre´sentent les
composantes DC de chaque signal de chrominance. Enfin, les valeurs indexe´es de 18 a` 25 se
rapportent aux coefficients AC de la chrominance.
0 1 54
2 3 6 7









Macrobloc de luminance Y
Macroblocs de chrominance U et V 
Seulement pour le
mode Intra16x16
Fig. 1.12 – Ordre de transmission de tous les coefficients d’un macrobloc
En comparaison avec la DCT, les matrices de transformation du H.264/AVC sont com-
pose´es seulement de nombres entiers dans un intervalle compris entre −2 et +2. Ce principe
permet de calculer la transforme´e et son inverse sur seize bits en utilisant seulement des
ope´rations de de´calages, des additions et des soustractions. Dans le cas d’une projection de
Hadamard, seules l’addition et la soustraction sont ne´cessaires. De plus, les disparite´s lie´es
aux approximations du calcul flottant sont comple`tement e´vite´es graˆce a` l’utilisation exclusive
d’ope´rations sur des entiers.
Tous les coefficients sont ensuite quantifie´s par le biais d’un quantificateur scalaire. La
taille du pas de quantification est choisie par un parame`tre QP qui supporte cinquante deux
valeurs possibles. La taille du pas double lorsque la variable QP est incre´mente´e de 6. Une
augmentation de QP de 1 entraˆıne un accroissement du de´bit des donne´es d’environ 12, 5 %.
Le codage entropique
La proce´dure d’encodage entropique introduit les proprie´te´s se´mantiques et syntaxiques
dans le flux vide´o comprime´. Dans le chapitre 3, nous exploitons ces proprie´te´s pour ame´liorer
la qualite´ du de´codage vide´o au niveau du re´cepteur. Il est donc essentiel de de´finir pre´cise´ment
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les ope´rations intervenant durant cette phase de codage. C’est pourquoi, cette partie est plus
de´taille´e que les autres.
Le H.264/AVC propose deux me´thodes alternatives de codage entropique : une technique
de faible complexite´ base´e sur l’usage de contextes adaptatifs contenant des mots de code
VLC, nomme´e CAVLC (Context-based Adaptive Variable Length Coding) [18], et un algo-
rithme plus couˆteux fonde´ sur un codage arithme´tique reposant sur des tables e´volutives,
le CABAC (Context-based Adaptive Binary Arithmetic Coding) [19]. Les deux me´thodes
repre´sentent des ame´liorations majeures en terme d’efficacite´ de compression en comparaison
avec les techniques de codage statistique traditionnelles. Dans les anciens standards, l’enco-
dage de chaque e´le´ment de syntaxe e´tait base´ sur des tables VLC fixes (une distribution de
probabilite´ e´tait associe´e a` chaque e´le´ment). Cependant, des e´tudes pratiques ont rapidement
de´montre´ que les signaux e´taient rarement stationnaires et que l’utilisation de tables adapta-
tives (contextuelles) e´tait plus efficace pour comprimer les donne´es. Des mode`les contextuels
ont donc e´te´ inte´gre´s dans le processus d’encodage entropique.
Durant cette the`se, nous avons exclusivement utilise´ la me´thode CAVLC et nous avons
de´laisse´ le codeur arithme´tique. Ce choix se justifie pour deux raisons : il fournit un codage ef-
ficace de faible complexite´ et il est plus adapte´ aux applications lie´es aux te´le´communications.
De plus, a` la diffe´rence du CABAC, le CAVLC est inclu dans tous les profils de´finis par la
norme. Nous ne pre´senterons donc pas le codeur arithme´tique dans ce rapport.
Dans le codage CAVLC, deux techniques de compression sont utilise´es. La premie`re,
base´e sur un codage Exponential-Golomb (note´ Exp-Golomb dans la suite) [20], se charge
d’encoder tous les parame`tres de codage (type de macrobloc, pas de quantification, vecteurs
de mouvement, etc) a` l’exception des re´sidus de pre´diction. Ces re´sidus sont encode´s par la
deuxie`me me´thode, plus complique´e, mais permettant de comprimer les donne´es de manie`re
adaptative.
Le codage Exp-Golomb Dans ce type de codage, tous les symboles d’entre´e sont repre´-
sente´s par des entiers. Ils sont ensuite convertis en mots de code VLC par l’interme´diaire de la
table de correspondance expose´e sur la figure 1.13. Certains symboles peuvent correspondre
a` des valeurs positives ou nulles, d’autres a` des nombres signe´s. A titre d’exemple, le mode de
pre´diction Intra16x16 d’un macrobloc est de´fini par une valeur entie`re allant de 0 a` 3 (pour
les quatre modes propose´s par la norme). A l’inverse, les vecteurs de mouvement peuvent
eˆtre des valeurs entie`res positives, ne´gatives ou nulles.
Nous pouvons constater que les codes Exp-Golomb sont compose´s d’un pre´fixe et d’un
suffixe. Le pre´fixe repre´sente la premie`re portion du mot de code, il contient un ensemble de
ze´ros et se termine par 1. Le nombre de ze´ros contenus dans le pre´fixe spe´cifie la taille du
suffixe. Lors de la re´ception, le de´codeur re´cupe`re le pre´fixe et en de´duit la taille binaire du
suffixe.
La table repre´sente´e sur la figure 1.13 nous montre e´galement que les mots de code les
plus courts sont attribue´s aux symboles les plus faibles (en valeur absolue). La distribution de
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Fig. 1.13 – Table de correspondance du codage Exp-Golomb
probabilite´ d’un symbole doit donc eˆtre concentre´e autour de 0. Cependant, tous les symboles
ne respectent pas directement cette distribution. C’est le cas des vecteurs de mouvement ou du
pas de quantification par exemple. L’encodeur doit alors proce´der a` une e´tape de pre´diction
ou de translation. Concernant les vecteurs de mouvement, ces derniers sont pre´dits dans
une phase pre´liminaire en utilisant les vecteurs de mouvement des blocs situe´s au-dessus et
a` gauche du bloc courant. Seul l’offset re´siduel (re´sultant de la diffe´rence entre le vecteur
exact et sa pre´diction) est encode´ en Exp-Golomb, puis transmis. Lors de l’ope´ration de
codage du pas de quantification moyen d’une image, les valeurs possibles varient entre 0 et
51. L’encodeur soustrait donc la valeur choisie de 26 pour ramener l’ensemble des valeurs
dans l’intervalle [−26,+25]. La valeur re´sultante est ensuite code´e a` partir de la table.
Le codage des re´sidus Dans le codage CAVLC, les re´sidus de pre´diction (transforme´s
et quantifie´s) sont encode´s de manie`re inde´pendante en suivant une proce´dure spe´cifique.
Cette me´thode sophistique´e est re´sume´e sur la figure 1.14. Dans cette partie, nous expliquons
brie`vement le principe d’encodage d’un bloc 4×4. Une description plus de´taille´e de la me´thode
est pre´sente´e dans l’annexe A.
Les seize coefficients du bloc transforme´ sont d’abord re´partis dans un tableau unidi-
mensionnel en respectant un sche´ma de balayage spe´cifique (zig-zag scan). Cette technique
permet notamment de regrouper les coefficients quantifie´s faibles ou nuls a` la fin du tableau.
Apre`s cette ope´ration, les ze´ros sont statistiquement rassemble´s dans les hautes fre´quences
et une occurrence pre´dominante de niveaux e´gaux a` +/ − 1 (note´s T1s) sont situe´s a` la fin
du tableau.
Le nombre de coefficients non-nuls (TotalCoeffs) et le nombre de T1s (TrailingOnes) sont
encode´s en premier lieu. Ces deux parame`tres sont combine´s dans un simple mot de code
(CoeffToken), extrait d’une des quatre tables VLC de´finies sur la figure A.1. La se´lection de
la table VLC de´pend du nombre de coefficients non-nuls contenus dans les blocs voisins.
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Signe T1s : -1, +1, +1
Levels : +2, +1
TotalZeros = 2




Tableau unidimensionnel obtenu grâce au balayage zig-zag
Fig. 1.14 – Codage des re´sidus de pre´diction d’un bloc 4× 4 avec la me´thode CAVLC
Dans une deuxie`me e´tape, le signe et l’amplitude de chaque coefficient non-nul sont
encode´s en parcourant le tableau dans le sens inverse (en partant des hautes fre´quences
pour aboutir aux basses fre´quences). Pour le codage des T1s, seul le signe est ne´cessaire.
Il est repre´sente´ par un simple bit. Concernant les autres coefficients non-nuls (Levels), la
proce´dure est plus complexe. Cette technique conside`re que l’amplitude des coefficients aug-
mente lorsque la fre´quence diminue. De manie`re simplifie´e, la table VLC, utilise´e pour encoder
l’amplitude et le signe d’un coefficient, est construite en fonction du coefficient pre´ce´dent.
Le nombre de coefficients nuls pre´ce´dant le dernier coefficient non-nul (TotalZeros) est
encode´ dans une troisie`me e´tape. Son encodage de´pend des tables VLC illustre´es sur la fi-
gure A.4. La table approprie´e est choisie en fonction de la valeur de TotalCoeffs. Le parame`tre
TotalZeros est suivi des RunBefores qui indiquent le nombre de ze´ros conse´cutifs situe´s entre
chaque coefficient non-nul. Chaque RunBefore est code´ se´pare´ment en utilisant les tables de
la figure A.6. La table adapte´e de´pend du nombre de coefficients nuls restant a` encoder.
Dans des conditions typiques d’encodage, ce principe permet d’obtenir des re´ductions
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de de´bit de 2 a` 7 % par rapport aux sche´mas conventionnels base´s sur de simples codes
Exp-Golomb.
Le filtre de´bloquant
Une caracte´ristique particulie`re du codage par blocs correspond a` la production acciden-
telle d’artefacts entre des ensembles successifs. Le filtrage du bord des blocs repre´sente un
outil puissant qui permet de re´duire conside´rablement la visibilite´ de ces disparite´s [21]. Dans
le principe, le lissage peut eˆtre conside´re´ comme un traitement final, se rapportant seulement
aux images qui sont affiche´es. Une plus haute qualite´ visuelle peut encore eˆtre atteinte en
inte´grant le filtre dans la boucle d’encodage. En effet, toutes les trames de re´fe´rence passe´es,
utilise´es pour la compensation en mouvement, seront des versions corrige´es des images recons-
truites. C’est pour cette raison, que le H.264/AVC incorpore cette technologie dans la boucle
de traitement. Ce filtre est hautement adaptatif car il de´pend de plusieurs e´le´ments de syn-
taxe mais aussi des caracte´ristiques locales de l’image. Ces diffe´rentes contraintes permettent












Fig. 1.15 – Principe du filtrage des blocs
La figure 1.15 illustre le principe de l’ope´ration en utilisant une repre´sentation d’un bord
a` une dimension. Avant de re´aliser le traitement, des conditions doivent eˆtre ve´rifie´es. Ces
contraintes de´pendent de la valeur des e´chantillons et du parame`tre de quantification QP.
Ainsi, le filtrage de p0 et q0 intervient seulement si chacune des expressions suivantes est
ve´rifie´e :
1. |p0 − q0| < β(QP )
2. |p1 − p0| < α(QP )
3. |q1 − q0| < α(QP )
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ou` le seuil α(QP ) est conside´rablement plus faible que β(QP ).
L’ide´e de base repose sur une simple constatation. Si la diffe´rence entre le e´chantillons
proches du bord d’un bloc est relativement importante, il est probable que ce phe´nome`ne
corresponde a` un artefact de bloc et doive donc eˆtre re´duit. En revanche, en cas d’e´cart
trop e´leve´, ne pouvant donc pas eˆtre explique´ par la brutalite´ de la quantification, le signal
repre´sente plutoˆt l’information propre de l’image source. Dans ce dernier cas, le lissage n’est
pas applique´ au bloc.
Sans filtrage Avec filtrage en boucle
Fig. 1.16 – Performance du filtre de lissage pour des se´quences fortement comprime´es
La figure 1.16 illustre les performances d’un tel filtre. Il est aise´ de remarquer que les
artefacts lie´s aux jonctions entre les blocs ont e´te´ conside´rablement re´duits tandis que le
contenu vide´o est reste´ inchange´. Par conse´quent, la qualite´ subjective a e´te´ ame´liore´e de
fac¸on significative. Ce traitement permet ainsi de re´duire le de´bit de 5 a` 10 % tout en
conservant la meˆme qualite´ visuelle.
1.3.3 La couche re´seau (NAL)
Dans les parties pre´ce´dentes, nous avons constate´ que la couche VCL fournit les outils
ne´cessaires pour comprimer une image sur un nombre restreint de bits. Les macroblocs d’une
image sont encode´s successivement et le flux ge´ne´re´ par la couche VCL correspond donc a`
une succession de se´quences binaires caracte´risant chaque macrobloc encode´. Le format du
flux encode´ pour une image CIF (Common Intermediate Format, 352×288 pixels) est illustre´
sur la figure 1.17. Un en-teˆte (Image header) est inse´re´ au de´but du flux et de´finit la valeur
des parame`tres ge´ne´raux de l’image.
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Image header MB1 MB2 MB3 MB396
Fig. 1.17 – Format du flux encode´ correspondant a` une image CIF
En revanche, une vide´o comprime´e ne se limite pas a` une succession d’images encode´es.
D’autres informations sont ne´cessaires pour assurer la compatibilite´ entre l’encodeur et le
de´codeur. Par conse´quent, la couche VCL ge´ne`re des flux comple´mentaires qui contiennent
les parame`tres additionnels de la vide´o. Ces flux de donne´es sont inse´re´s entre les images
lors du stockage ou de la transmission. A titre d’exemple, ces flux peuvent repre´senter les
parame`tres importants s’appliquant a` une large se´quence d’images (SPS ou Sequence Parame-






(de 1 à 8 bits)
Forbidden Zero Nal Ref Idc Nal Unit Type
bits 1 2 5
Fig. 1.18 – Format d’un paquet NAL
Contrairement a` la couche VCL, la couche NAL convertit la structure VCL dans un format
approprie´ aux syste`mes de communication actuels. A un niveau ge´ne´ral, la vide´o encode´e est
re´partie dans des paquets NAL qui contiennent un nombre entier d’octets. Les informations
utiles (flux VCL) sont encapsule´es dans un champ de contenu (payload). Un en-teˆte (header)
de 1 octet est ajoute´ au de´but de chaque paquet et pre´cise le type de donne´es transporte´es. Un
champ de bourrage (trailing bits) est ajoute´ a` la fin de chaque paquet et permet de ramener
la taille du paquet a` un nombre entier d’octets. Le format des paquets NAL est illustre´ sur
la figure 1.18. Les champs d’information composant le paquet sont spe´cifie´s ci-dessous :
– Le champ Forbidden Zero de 1 bit doit toujours eˆtre e´gal a` 0.
– Les 2 bits du champ Nal Ref Idc spe´cifie le degre´ d’importance des informations conte-
nues dans le paquet. Plus pre´cise´ment, ce parame`tre indique si l’image encode´e du
paquet correspond a` une image de re´fe´rence. Plus cette valeur est grande (tend vers 3),
plus l’image a d’influence sur la qualite´ vide´o ge´ne´rale.
– Les 5 bits du champ Nal Unit Type spe´cifie la nature des donne´es transporte´es dans le
paquet. Comme nous l’avons e´nonce´ plus haut, il existe diffe´rentes cate´gories d’infor-
mation (image encode´e, SEI, SPS, etc) et ce parame`tre de´finit ce type.
– La payload contient les donne´es utiles a` transmettre : elle repre´sente les informations
fournies par la couche VCL. Ce champ peut contenir un nombre variable de bits car
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chaque image encode´e a une taille variable.
– Le champ Trailing repre´sente des donne´es de remplissage. Son bit de poids fort vaut 1
et les bits suivant sont fixe´s a` 0. Ces bits permettent d’ajuster la taille du paquet pour
obtenir un nombre entier d’octets.
Pour les circuits a` commutation, la couche NAL de´livre la vide´o code´e comme un flux
ordonne´ d’octets. Les paquets NAL sont envoye´s successivement sur le canal et sont se´pare´s
par des marqueurs de synchronisation qui permettent au de´codeur d’identifier chaque entite´
de donne´es. Pour les transmissions en mode paquet (de type RTP/UDP/IP ou TCP/IP), les
paquets NAL sont encapsule´s dans des paquets RTP. Dans cette the`se, nous nous inte´ressons
a` ce dernier type de transport et le chapitre 2 de´crit cette proce´dure en de´tail.
1.3.4 Outils optionnels de protection
La norme H.264/AVC inclut e´galement de nombreuses options destine´es a` la rendre plus
robuste aux erreurs lors d’une transmission sur un canal bruite´. Dans cette partie, nous
de´crivons brie`vement ces outils.
Le de´coupage des images
Lors de l’analyse du sche´ma de codage, nous avons indique´ que le codeur travaillait sur
des images comple`tes. Il de´coupait l’image en macroblocs, les encodait successivement en
commenc¸ant par la premie`re range´e jusqu’a` atteindre la dernie`re (raster scan) et finalement
encapsulait les donne´es encode´es dans un paquet NAL. Dans certaines situations, il est cepen-
dant pre´fe´rable de de´couper l’image comple`te en plusieurs re´gions (slices) contenant chacune
un nombre entier de macroblocs. Un tel type de de´coupage est illustre´ sur la figure 1.19.
Dans cet exemple, l’image de base est de´coupe´e en trois slices. Dans une utilisation basique,
cette technique permet de re´partir les donne´es associe´es a` chaque slice dans des paquets NAL
se´pare´s. Elle permet juste de re´partir les informations d’une image sur plusieurs paquets et
correspond donc a` une e´tape de fragmentation pre´liminaire.
Lorsque le mode ASO (Arbitrary Slice Ordering) [14] est active´, le codeur vide´o encode
les slices de manie`re inde´pendante. En somme, les macroblocs d’un slice ne de´pendent pas
des macroblocs appartenant a` un autre slice. Les macroblocs sont traite´s successivement en
respectant l’ordre traditionnel et chaque slice comprime´ est associe´ a` un paquet NAL. Au
niveau du de´codeur, un paquet perdu ne pourra pas de´truire la totalite´ de l’image (seulement
une partie des informations visuelles sera perdue). Par ailleurs, les donne´es contenues dans
les slices correctement rec¸us pourront servir a` estimer les re´gions manquantes des images.
Ces techniques de masquage des erreurs (error concealment) sont couramment utilise´es dans
les transmissions modernes et une description plus pre´cise est donne´e au chapitre 3. Le mode
ASO posse`de cependant un inconve´nient majeur : il re´duit significativement le gain de codage
de la vide´o car les corre´lations spatiales et temporelles entre les slices ne sont pas exploite´es
durant la phase de compression.
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Fig. 1.19 – De´coupage d’une image en trois slices
Slice 0
Slice 1
Fig. 1.20 – De´coupage d’une image en deux slices entrelace´s
L’efficacite´ de la me´thode de masquage des erreurs peut eˆtre renforce´e lorsque le mode
ASO est combine´ au FMO (Flexible Macroblock Ordering) [14]. Dans ce cas, un slice n’est
pas compose´ d’un ensemble ordonne´ de macroblocs et les diffe´rents slices de l’image peuvent
eˆtre entrelace´s. En re´sume´, un macrobloc n’est pas associe´ a` un slice spe´cifique en fonction de
sa position dans l’image. Une illustration de ce proce´de´ est illustre´e sur la figure 1.20. Dans
cet exemple, les macroblocs de l’image sont re´partis en deux slices entrelace´s. Il est e´vident
que ce sche´ma d’entrelacement favorise la reconstruction des zones perdues des images. En
contrepartie, il de´te´riore conside´rablement l’efficacite´ de l’ope´ration d’encodage.
Le partitionnement des donne´es
Les diffe´rents parame`tres d’encodage (vecteurs de mouvement, re´sidus de pre´diction,
donne´es de controˆle), qui sont transmis dans le flux comprime´, n’ont pas tous le meˆme
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impact sur la vide´o de´code´e. Des recherches pratiques ont prouve´ que 80 % de l’e´nergie des
images e´tait restitue´e par la technique de compensation en mouvement (graˆce aux vecteurs
de mouvement). Les re´sidus de pre´diction repre´sentent donc une faible proportion de l’e´nergie
du signal (ils permettent d’affiner la qualite´ vide´o). La norme H.264/AVC tire partie de cette
constatation en proposant un me´canisme de se´paration des flux (Data Partitioning ou DP)
[14]. Dans cette technique, les parame`tres d’encodage sont re´partis en trois cate´gories qui
sont de´finies ci-dessous :
1. La premie`re classe (DPA) regroupe tous les parame`tres d’encodage, excepte´ les re´sidus
de pre´diction. Elle contient principalement les champs contenus dans l’en-teˆte du flux
encode´ (Image header) ainsi que les parame`tres associe´s a` l’e´tage de pre´diction (mode
Intra, vecteurs de mouvement, image de re´fe´rence) de chaque macrobloc.
2. La deuxie`me cate´gorie (DPB) rassemble les re´sidus de pre´diction des macroblocs code´s
en mode Intra.
3. La troisie`me cate´gorie (DPC) contient les re´sidus de pre´diction des macroblocs code´s
en Inter.
Les donne´es encode´es d’une image (ou d’un slice) sont re´parties dans ces trois partitions.
Chaque partition est encapsule´e dans un paquet NAL particulier. Des niveaux de protection
diffe´rents sont associe´s aux donne´es contenues dans chaque partition. La partition DPA est
ge´ne´ralement transmise sur un canal fiable pour eˆtre rec¸ue par tous les utilisateurs. En
revanche, les partitions DPB et DPC sont moins prote´ge´es et ne sont pas obligatoirement
traite´es par tous les re´cepteurs. Cette me´thode permet donc de partager efficacement les
ressources du re´seau de manie`re a` garantir un service continu a` tous les utilisateurs.
1.4 Performances du H.264/AVC
Avant d’exposer les performances d’encodage, il est ne´cessaire de de´finir les quatre profils
fournis par la norme H.264/AVC. Un profil de´finit l’ensemble des outils que peut utiliser
un encodeur pour comprimer une vide´o. Un de´codeur souhaitant de´coder cette vide´o devra
inte´grer un profil e´quivalent. Le choix du profil de´pend du type de l’application. Les quatre
profils possibles sont e´nonce´s ci-dessous :
– Le profil de base (Baseline profile) propose des outils tre`s simples, qui ne´cessitent
peu de ressources. Il est destine´ aux transmissions radio-mobiles et aux dispositifs de
visioconfe´rence.
– Le profil principal (Main profile) est pre´vu pour les applications grand public de dif-
fusion et de stockage. Il inte`gre des outils plus complexes ne´cessitant des ressources de
calcul conse´quentes.
– Le profil e´tendu (Extended profile) est adapte´ a` la diffusion des flux vide´o sur les canaux
bruite´s. Il incorpore des outils robustes et des traitements permettant de compenser les
variations de de´bit.
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– Le profil haute de´finition (High profile) a e´te´ finalise´ en 2005. Il est destine´ aux appli-
cations professionnelles ou` les images sont tre`s larges et la qualite´ doit eˆtre excellente.
Il exploite toutes les options complexes de la norme et ne´cessite des ressources signifi-
catives.
Nous allons maintenant comparer la norme H.264/AVC avec les anciens standards. Dans
ce qui suit, l’efficacite´ du codage est e´value´e en de´terminant la moyenne du de´bit binaire
pour un PSNR constant (1.2). Pour re´aliser les simulations, des se´quences vide´o au format
CIF ont e´te´ utilise´es.
Fig. 1.21 – Evolution du PSNR en fonction du de´bit pour le profil principal
Pour les applications temps-re´el, quatre techniques sont conside´re´es : le H.264/AVC MP
(Main profile), le MPEG-4 Visual ASP, le H.263 HLP et le MPEG-2 Video ML@MP. La
figure 1.21 illustre l’e´volution du PSNR de la luminance en fonction du de´bit binaire pour
la se´quence Tempete encode´e a` 15 Hz. Nous pouvons constater que le H.264/AVC surpasse
les autres encodeurs. Pour une meˆme qualite´, il permet d’obtenir des re´ductions de de´bit de
63 % par rapport au MPEG-2 et d’environ 37 % par rapport au MPEG-4.
Concernant les dispositifs de visioconfe´rence, le H.264/AVC BP (Baseline Profile), le
MPEG-4 Visual SP, le H.263 Baseline et le H.263 CHC sont analyse´s dans cette e´tude. La
figure 1.22 illustre l’e´volution du PSNR en fonction du de´bit pour la se´quence Paris encode´e
a` 15 Hz. Nous pouvons noter que la nouvelle norme de´passe encore les autres standards en
affichant des re´ductions de de´bit de l’ordre de 40 % par rapport au H.263 Baseline et de 27 %
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Fig. 1.22 – Evolution du PSNR en fonction du de´bit pour le profil de base




Dans ce chapitre, nous de´crivons le principe de fonctionnement des re´seaux mobiles, et plus
particulie`rement, des protocoles intervenant au niveau d’un re´cepteur WiFi. Une description
pre´cise de la structure des paquets protocolaires est e´galement fournie. Ces informations
seront ne´cessaires dans les chapitres 3 et 4 pour extraire les redondances inhe´rentes du flux
rec¸u qui seront ensuite utilise´es par les traitements robustes.
2.1 Historique
Un re´seau repre´sente un ensemble d’e´quipements relie´s entre eux et pouvant se trans-
mettre des informations. Une pre´sentation de´taille´e de l’e´volution des re´seaux peut eˆtre
trouve´e dans [22].
Les re´seaux peuvent se classer en trois grandes cate´gories selon le secteur industriel
concerne´ : les re´seaux informatiques, de communication et de diffusion. Chacun de ces re´seaux
posse`de une histoire diffe´rente, propre a` ses besoins. Les re´seaux informatiques ont e´te´ conc¸us
initialement pour transporter des fichiers entre deux ordinateurs, les re´seaux de communica-
tion pour acheminer des voies te´le´phoniques et les re´seaux de diffusion pour distribuer des
canaux multime´dias (tels que la te´le´vision ou la radio). Ces diffe´rents types de transmission
peuvent eˆtre rattache´s a` trois classes de service distinctes :
– Les services de transfert (download) qui consistent a` transmettre des donne´es entre
deux ordinateurs distants. Dans ce genre de transmission, les contraintes de de´lai sont
ge´ne´ralement faibles mais l’inte´grite´ des donne´es rec¸ues est essentielle.
– Les services conversationnels (real-time) qui permettent a` des utilisateurs distants de
dialoguer entre-eux. Ce type de communication est soumise a` des contraintes de de´lai
forte et la qualite´ du signal perc¸u doit eˆtre maximale.
– Les services de diffusion (broadcast) dans lesquels un e´metteur transmet une meˆme
information a` un ensemble de re´cepteurs. Dans cette situation, la communication s’ef-
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fectue dans un seul sens, les contraintes de de´lai sont ge´ne´ralement importantes et la
qualite´ des informations rec¸ues doit eˆtre suffisante.
Chacun de ces services posse`de donc des caracte´ristiques particulie`res et ne´cessite un sche´ma
de transmission spe´cifique. Cette constatation explique l’e´volution inde´pendante des trois
cate´gories de re´seau.
Bien que reposant initialement sur des technologies diffe´rentes, ces trois types de re´seau
ont cependant commence´ a` converger vers un re´seau unique, cohe´rent et efficace. Le principal
facteur, apre`s le de´veloppement d’Internet en 1974, fut la ge´ne´ralisation du nume´rique dans
tous les dispositifs e´lectroniques. L’aboutissement de la norme GSM [23] en 1989 fit pro-
gresser le secteur des te´le´communications d’un grand pas sur plusieurs axes technologiques :
les communications te´le´phoniques deviennent nume´riques et inte`grent la mobilite´ (transport
hertzien de l’information). L’e´volution du GSM, a` travers les normes GPRS [24], UMTS [25]
puis WIMAX [26], acce´le`re progressivement la convergence entre le monde Internet et les
te´le´communications mobiles.
Paralle`lement, les re´seaux de diffusion ont connu une grande avance´e suite a` l’e´laboration
de la norme DVB [27] en 1993. Avec DVB, le nume´rique de´troˆne la te´le´vision analogique
en re´duisant les de´bits requis de chaque chaˆıne (compression vide´o) et en fournissant des
sche´mas de transmission paque´tise´e pour des supports physiques divers (terrestre, satellite,
caˆble, portable).
En re´sume´, l’e`re du nume´rique a permis d’uniformiser les re´seaux de transmissions et
a favorise´ la mobilite´ des usagers. Dans un futur proche, Internet centralisera toutes les
communications nume´riques (transmission paque´tise´e de type IP) et les abonne´s acce´deront
librement au re´seau graˆce aux avantages du sans-fil.
2.2 Sche´ma ge´ne´ral
Internet est un re´seau informatique qui permet d’interconnecter un ensemble de terminaux
a` l’e´chelle mondiale. Le transfert des donne´es entre deux terminaux s’effectue sous forme de
paquets. Chaque terminal posse`de une adresse unique (appele´e adresse IP) qui de´pend de
sa localisation (ope´rateur, re´seau local, etc). Chaque paquet transmis sur le re´seau contient
l’adresse IP du terminal source ainsi que l’adresse IP du terminal destination. L’acheminement
des paquets entre l’e´metteur et le re´cepteur s’effectue par le biais de routeurs. Les routeurs
sont les noeuds du re´seau et centralisent un ensemble de chemins.
Quand un routeur rec¸oit un paquet, il analyse son adresse IP de destination et transmet
le paquet sur le chemin le plus approprie´. Apre`s avoir traverse´ un ensemble de routeurs, le
paquet arrive a` sa destination. Pour des raisons de fiabilite´, Internet est un re´seau fortement
maille´ : pour parvenir a` destination, l’information peut emprunter des chemins multiples. Par
conse´quent, tous les paquets d’un meˆme ensemble d’information n’empruntent pas force´ment
le meˆme chemin pour parvenir a` destination et n’arrivent pas ne´cessairement dans l’ordre
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dans lequel il ont e´te´ e´mis. La pre´sence de l’adresse IP de la source dans chaque paquet










Fig. 2.1 – Sche´ma simplifie´ du re´seau Internet
La figure 2.1 illustre une repre´sentation simplifie´e d’Internet. Nous pouvons constater
qu’une multitude de chemins permettent de relier les trois terminaux. Le roˆle des routeurs
est d’acheminer efficacement les paquets d’un terminal a` un autre. Actuellement, deux types
de support physique assurent le transport des donne´es entre les routeurs : la fibre optique et
le caˆble.
La figure 2.2 pre´sente les supports physiques pre´dominants du re´seau Internet ainsi que
leurs de´bits respectifs. Les supports caˆble´s permettent d’atteindre des de´bits de 100 Mbps avec
des taux d’erreurs binaires ne´gligeables (de l’ordre de 10−6), tandis que la fibre optique offre de
tre`s hautes capacite´s de transmission (jusqu’a` 40 Gbps par fibre) avec des taux d’erreurs mille
fois plus faibles (Bit Error Rate ou BER infe´rieur a` 10−9). De telles caracte´ristiques expliquent
la tendance des ope´rateurs a` remplacer progressivement le caˆble par la fibre. Par ailleurs, la
congestion lie´e aux files d’attente a` l’entre´e des routeurs ne cesse de diminuer avec l’e´volution
de la puissance des processeurs et l’accroissement de la capacite´ de stockage des me´moires.
Par conse´quent, la fiabilite´ du transport (taux d’erreurs et congestions faibles) combine´e aux
vitesses de transmission e´leve´es permettent aux utilisateurs finaux de disposer de de´bits utiles
avoisinant les 10 Mbps. Avec de tels de´bits, meˆme les services les plus contraignants (comme
la visioconfe´rence) deviennent envisageables.
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De´nomination Type de support De´bit approximatif
DS0 fils de cuivre torsade´s 64 kbps
DS1/T-1 fils de cuivre torsade´s 1.5 Mbps
DS3/T-3 fils de cuivre torsade´s 45 Mbps
E-1 caˆble coaxial 2 Mbps
E-3 caˆble coaxial 35 Mbps
ADSL re´ception fil te´le´phonique 8 Mbps
ADSL e´mission fil te´le´phonique 1 Mbps
ADSL 2+ re´ception fil te´le´phonique 25 Mbps
ADSL 2+ e´mission fil te´le´phonique 1 Mbps
VDSL re´ception fil te´le´phonique 52 Mbps
VDSL e´mission fil te´le´phonique 12 Mbps
VDSL 2 re´ception fil te´le´phonique 100 Mbps
VDSL 2 e´mission fil te´le´phonique 100 Mbps
OC-1 fibre optique 52 Mbps
OC-3 fibre optique 156 Mbps
OC-9 fibre optique 467 Mbps
OC-12 fibre optique 622 Mbps
OC-48 fibre optique 2.5 Gbps
OC-255 fibre optique 13 Gbps
OC-768 fibre optique 40 Gbps
Fig. 2.2 – De´bits possibles pour diffe´rents types de supports physiques
L’attrait des utilisateurs pour la mobilite´ a de´bute´ avec le de´veloppement des premie`res
normes de transmission radio nume´riques. Ces supports hertziens ont un inte´reˆt significatif
aux extre´mite´s des re´seaux car ils permettent aux utilisateurs de rester connecte´s a` l’inte´rieur
d’une zone ge´ographique plus ou moins e´tendue. Les normes radio-mobiles sont classe´es en
fonction de leur zone de couverture, appele´e cellule. Les plus populaires sont repre´sente´es
sur la figure 2.3. Les re´seaux WPAN (Wireless Personal Area Network) ont une porte´e de
seulement quelques me`tres et permettent d’atteindre des de´bits allant de 1 a` 100 Mbps avec
la technologie Bluetooth [28]. Une couverture plus importante (d’une centaine de me`tres) est
obtenue avec les re´seaux WLAN (Wireless Local Area Network), notamment avec la norme
802.11n [29] ou` les de´bits peuvent de´passer 250 Mbps. A des e´chelles plus importantes (d’une
dizaine de kilome`tres), la norme 802.16e [30, 31] peut fournir des de´bits de 20 Mbps. Cette
norme caracte´rise les re´seaux WMAN (Wireless Metropolitan Area Network).
Contrairement aux supports caˆble´s qui acheminent un signal entre un e´metteur et un
re´cepteur unique, les liens radio-mobiles diffusent les informations a` tous les utilisateurs
contenus dans la cellule. En somme, les ondes hertziennes sont difficiles a` confiner dans
une zone ge´ographique restreinte. Cette proprie´te´ est a` la base de la mobilite´. Elle posse`de
ne´anmoins un inconve´nient majeur : les ressources radio doivent eˆtre partage´es entre tous
les re´cepteurs pre´sents dans la cellule. Les plages de fre´quences radio e´tant limite´es, les
de´bits indicatifs fournis dans le paragraphe pre´ce´dent sont a` diviser par le nombre d’abonne´s
en communication a` un instant donne´ dans la cellule conside´re´e. Le de´bit alloue´ a` chaque
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Internet
Réseaux personnels sans fil (WPAN)
Réseaux locaux sans fil (WLAN)
Réseaux métropolitains sans fil (WMAN)
0 5 m 100 m 10 km
Station de 
base (BTS)
Fig. 2.3 – Normes associe´es aux diffe´rentes cate´gories de re´seaux sans fil
utilisateur est donc d’autant plus faible que la zone de couverture est large (pour une densite´
de population constante). Dans le cas de WIMAX, par exemple, il est fre´quent que le de´bit
n’exce`de pas 100 kbps par abonne´.
Par ailleurs, les canaux radio sont soumis a` de fortes perturbations qui de´te´riorent la
qualite´ des informations rec¸ues (BER e´leve´). Pour restituer les informations, des me´canismes
de protection sont inte´gre´s dans les re´cepteurs mobiles. Une description de´taille´e de ces
me´canismes est fournie dans la partie 2.3. Pour l’instant, retenons juste que deux me´thodes
sont ge´ne´ralement employe´es. La premie`re consiste a` retransmettre les paquets qui ont e´te´
de´tecte´s errone´s par le re´cepteur. Dans la deuxie`me technique, l’e´metteur ajoute des redon-
dances aux donne´es a` transmettre. Ces informations comple´mentaires sont ensuite utilise´es
par le re´cepteur pour corriger les erreurs de transmission. La combinaison de ces deux tech-
niques permet de compenser efficacement le taux d’erreurs importants survenant lors des
transmissions radio. En contrepartie, ces solutions re´duisent la bande-passante re´serve´e pour
le transfert des informations utiles. Si nous reprenons l’exemple de WIMAX, le de´bit utile
de´passe rarement 50 kbps par utilisateur.
En re´sume´, le re´seau coeur d’Internet posse`de une structure maille´e dont les noeuds sont
repre´sente´s par des routeurs et les jonctions par des lignes optiques ou e´lectriques. Les infor-
mations sont transmises sous forme de paquets. Les paquets contiennent un identifiant unique
caracte´risant le destinataire : l’adresse IP. Cette adresse permet aux routeurs d’aiguiller les
paquets vers leur destination finale. Cette architecture permet d’atteindre des de´bits de trans-
mission e´leve´s avec une grande fiabilite´. Aux extre´mite´s du re´seau, la mobilite´ des usagers
est assure´e graˆce aux ondes hertziennes. Les de´bits utiles fournis par les canaux radio sont
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cependant tre`s faibles et ne permettent pas d’acheminer efficacement des donne´es multime´dia
telles que la vide´o. En de´finitif, le support radio repre´sente actuellement le maillon critique
de la chaˆıne de transmission comple`te.
Le champ d’e´tude couvert par cette the`se porte exclusivement sur les proble´matiques
associe´es a` la liaison hertzienne. Nous ne´gligeons donc les proble`mes lie´s au fonctionnement
du re´seau central pour nous concentrer uniquement sur la partie radio. Pour restreindre la
diversite´ du contexte, nous limitons notre e´tude a` la transmission temps-re´el de donne´es vide´o
entre un serveur relie´ a` Internet et un terminal mobile. Le coeur du re´seau (Internet) e´tant
suppose´ ide´al, nous conside´rons que la station de base rec¸oit correctement et rapidement
toutes les informations transmises par le serveur. L’objectif de cette the`se vise a` ame´liorer la
qualite´ de la transmission entre la station de base et le terminal. Les uniques points d’action
se limitent au serveur, a` la station de base et au re´cepteur.
2.3 Architecture des re´seaux mobiles
Pour transmettre efficacement les donne´es du serveur vers le terminal, il est ne´cessaire de
de´finir une architecture logicielle capable de s’adapter aux diffe´rents supports de transmission.
Cette architecture repose sur un mode`le en couches. La re´fe´rence universelle correspond au
mode`le OSI (Open Systems Interconnection), illustre´ sur la figure 2.4. Ce mode`le est constitue´
d’un empilement de sept couches qui de´finissent les re`gles communes de communication
et de coope´ration entre les e´quipements. Chaque couche dialogue avec son homologue par
l’interme´diaire d’un protocole. De manie`re simpliste, un protocole permet de re´aliser une
liaison virtuelle entre les couches comple´mentaires. Par ailleurs, chaque couche fournit des
informations a` la couche supe´rieure ou infe´rieure graˆce a` des primitives de service.
L’acheminement des donne´es entre l’e´metteur et le re´cepteur est assure´ par les couches
basses 1, 2, 3 et 4. Chacune de ces couches est rattache´e a` un e´quipement particulier et agit
a` un niveau spe´cifique. En revanche, les couches hautes 5, 6 et 7 re´alisent le traitement des
informations et font uniquement intervenir le serveur et le terminal. Les couches du mode`le
OSI posse`dent donc des fonctions clairement de´finies. Le roˆle de chaque couche est de´crit
brie`vement ci-dessous :
1. La couche Physique assure le transport physique des donne´es. Elle transforme le flux
binaire a` transmettre en signal analogique, adapte´ au canal de transmission (caˆble, fibre
optique, onde radio). Les spe´cifications incluent ge´ne´ralement une ope´ration de codage
canal destine´e a` prote´ger les informations des erreurs de transmission. Cette couche
assure e´galement la synchronisation des donne´es entre l’e´metteur et le re´cepteur.
2. La couche Liaison ge`re les communications entre deux e´quipements adjacents, directe-
ment relie´s entre eux par le support physique. Elle re´partit notamment les informations
a` transmettre en fragments, dont la taille est adapte´e au canal. Elle controˆle l’inte´grite´
des fragments rec¸us en incorporant des me´canismes de de´tection d’erreurs. Elle com-
mande la retransmission des fragments errone´s. Elle travaille conjointement avec la
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Fig. 2.4 – Sche´ma de transmission s’appuyant sur le mode`le OSI
couche physique pour re´aliser le multiplexage des utilisateurs lorsque le support est
partage´, elle se charge de l’allocation des ressources de transmission.
3. La couche Re´seau e´tablit une voie de communication entre le serveur et le terminal, elle
participe au routage des informations. Cette ope´ration est exe´cute´e par les routeurs.
Cette couche est la seule a` eˆtre directement concerne´e par la topologie du re´seau. Elle
est e´galement la dernie`re couche supporte´e par les e´quipements du re´seau central, les
couches supe´rieures sont re´alise´es uniquement dans les dispositifs d’extre´mite´.
4. La couche Transport se charge de l’acheminement des donne´es de bout en bout entre les
processus. Elle supervise la transmission a` un niveau global. Elle effectue la transition
entre la transmission des donne´es sur le re´seau et le service que de´sire recevoir un uti-
lisateur. Elle re´alise le multiplexage des donne´es entre les processus. Elle fragmente les
donne´es issues des couches supe´rieures en paquets, dont la taille est adapte´e au re´seau.
Deux types de service sont disponibles : les services en mode connecte´ ou non-connecte´.
La se´lection du service de´pend de la nature des donne´es a` transmettre (transfert de
fichier ou service conversationnel). En mode connecte´, la couche Transport garantit la
qualite´ du transport : pas de perte de paquets et inte´grite´ des donne´es rec¸ues. Ce mode
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peut ne´anmoins engendrer des de´lais de propagation e´leve´s. En mode non-connecte´, la
transmission n’est pas assure´e et certains paquets peuvent eˆtre perdus (congestion du
re´seau, corruption des donne´es). Les paquets sont transmis une seule fois par l’e´metteur
et le re´cepteur final n’acquitte pas les paquets. La dure´e de transmission est donc faible
mais la re´ception non garantie.
5. La couche Session organise et synchronise les e´changes entre les taˆches distantes. Elle
e´tablit une liaison entre deux programmes devant coope´rer et commande leur dialogue
(gestion du jeton). Elle permet aussi de ge´rer les communications multipoints, telles que
la diffusion d’un message. Suite a` un incident technique (panne sur le re´seau), la couche
Session permet de re´tablir le dialogue en utilisant des marqueurs de reprise inse´re´s dans
le flux de donne´es.
6. La couche Pre´sentation garantit la compatibilite´ des informations entre les taˆches com-
municantes. Elle est charge´e du codage des donne´es applicatives. Elle peut typiquement
comprimer, crypter ou convertir les donne´es. Elle re´alise la transition entre le format
des donne´es utilisateur et le flux transporte´ par le re´seau.
7. La couche Application repre´sente le point de contact entre l’utilisateur et le re´seau. Elle
fournit donc aux utilisateurs les services de base offerts par le re´seau.
Bien que le mode`le OSI soit la structure re´seau la plus e´tudie´e, elle n’a pas su s’im-
poser sur le marche´. La raison de son e´chec est principalement lie´e a` sa complexite´. Lors
du de´veloppement d’Internet, les industriels ont pre´fe´re´ utiliser le mode`le TCP/IP. Cette
architecture a repris l’approche modulaire du mode`le OSI en se limitant a` quatre couches
protocolaires. L’acronyme TCP/IP de´signe le nom des deux premiers protocoles de cette ar-
chitecture : le protocole IP [32] de la couche Re´seau et le protocole TCP [33] de la couche
Transport. Sa popularite´ re´sulte de son histoire : contrairement au mode`le OSI, l’architecture
TCP/IP est ne´e d’une imple´mentation. La proce´dure de normalisation est venue ensuite. Son
principal atout est donc associe´ a` sa simplicite´. La comparaison entre les deux mode`les est
illustre´e sur la figure 2.5.
Contrairement au mode`le OSI, l’architecture TCP/IP ne posse`de pas de couches Session
et Pre´sentation. Les fonctions assure´es par ces deux couches sont directement inte´gre´es dans
la couche Application. Par ailleurs, les couches Physique et Liaison sont rassemble´es dans
la couche Hoˆte-re´seau. L’imple´mentation de cette couche n’est pas spe´cifie´e dans le mode`le
TCP/IP. Seule son roˆle est de´fini : elle doit permettre d’acce´der au support physique et
d’envoyer des paquets IP sur le re´seau. De manie`re concre`te, la norme requise de´pend de la
technologie employe´e sur le re´seau local (Ethernet, WiFi).
Comme nous l’avons pre´cise´ auparavant, notre e´tude se limite a` la transmission temps-
re´el (streaming) de donne´es vide´o entre un serveur et un terminal mobile. Dans ce type
de transmission, le transfert d’informations entre l’e´metteur et le re´cepteur doit eˆtre tre`s
rapide, empeˆchant tout dialogue entre les interlocuteurs situe´s aux extre´mite´s. Le proto-
cole TCP, fournissant un service oriente´ connexion, n’est donc pas adapte´ a` notre situation.
Il est classiquement remplace´ par deux protocoles comple´mentaires qui forment la couche
UDP/RTP [34, 35]. Par ailleurs, nous focalisons sur les proble´matiques associe´es au support
de transmission hertzien situe´ entre la station de base et le terminal. A ce niveau, la couche
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Fig. 2.5 – Comparaison entre l’architecture TCP/IP et le mode`le OSI
Hoˆte-re´seau doit donc correspondre a` une norme de propagation radio-mobile. Dans cette
e´tude, nous conside´rons que le re´seau d’extre´mite´ exploite la technologie sans fil 802.11 [36].
Le choix de cette norme s’explique pour plusieurs raisons : sa simplicite´ d’imple´mentation, sa
popularite´ (mate´riel existant, large documentation) et sa proximite´ (compatibilite´) avec les
protocoles Internet. La norme 802.11 fournit les spe´cifications relatives a` l’acce`s au support
radio, c’est-a`-dire l’imple´mentation de la couche Physique (PHY) et de la couche Liaison
(MAC). La chaˆıne de transmission comple`te est repre´sente´e sur la figure 2.6.
Dans les paragraphes qui suivent, nous de´finissons les diffe´rents protocoles intervenant
directement entre le terminal et les divers e´quipements du re´seau (point d’acce`s WiFi, dernier
routeur et serveur). Etant donne´ que les travaux introduits dans cette the`se sont destine´s
a` ame´liorer la qualite´ de la vide´o de´code´e au niveau du re´cepteur, le reste de la chaˆıne
de transmission sera transparent et conside´re´ ide´al. Les protocoles sont repre´sente´s sur la
figure 2.7. Au niveau du re´cepteur, la pile protocolaire correspond donc a` l’empilement des
couches : PHY 802.11/MAC 802.11/IP/UDP/RTP. Des me´canismes d’encapsulation et de
fragmentation des donne´es sont re´partis a` travers toutes les couches de la pile.
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Fig. 2.6 – Sche´ma de transmission ge´ne´ral
2.3.1 La couche Physique 802.11 (PHY)
Les me´canismes de propagation sont des e´le´ments de´terminants dans la transmission ra-
dio. L’environnement peut fortement modifier les caracte´ristiques du signal transmis. En
propagation directe, le signal capte´ par l’antenne du re´cepteur est juste atte´nue´ d’un facteur
de´pendant de la distance entre l’e´metteur et le terminal. En milieu confine´, les conditions
de propagation sont nettement moins de´terministes. Les ondes sont re´fle´chies par des obs-
tacles environnants et le signal rec¸u par l’antenne du re´cepteur correspond a` une somme
d’e´chos atte´nue´s et retarde´s. Les trajets multiples des ondes cre´ent des interfe´rences locales
et de´te´riorent la qualite´ du signal rec¸u. Par ailleurs, la mobilite´ des usagers et le change-
ment de la topologie physique (tel que l’ouverture d’une porte) modifient les caracte´ristiques
du canal de transmission (la fonction de transfert du canal varie dans le temps). Le bruit
e´lectromagne´tique (ge´ne´re´ par un four a` micro-ondes) peut aussi accentuer la de´formation
du signal rec¸u. Ces phe´nome`nes sont illustre´s sur la figure 2.8. Toutes ces perturbations
de´te´riorent la qualite´ de la transmission et ge´ne`rent des erreurs binaires lors de la re´ception.
Dans cette partie, nous nous focalisons sur les me´canismes intervenant dans la couche
Physique de la norme 802.11. Ces outils doivent permettre de transmettre les donne´es entre
le point d’acce`s et le terminal en s’adaptant aux contraintes se´ve`res du canal hertzien. Ces
me´canismes visent a` minimiser la consommation des ressources radio tout en garantissant
la qualite´ de re´ception. La couche Physique se charge aussi d’e´valuer l’e´tat de disponibilite´
du canal (libre ou occupe´). Elle transmet un CCA (Clear Channel Assessment) a` la couche
Liaison lorsque le canal est libre.
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Portion de la transmission considérée idéale
Fig. 2.7 – Illustration des protocoles intervenant entre le terminal et les autres e´quipements
Description technique
La couche Physique de la norme 802.11 fournit des de´bits de 1 ou 2 Mbps dans la bande
spectrale des 2.4 GHz. Deux techniques d’e´talement de spectre sont de´finies dans le stan-
dard : le FHSS (Frequency Hopping Spread Spectrum) et le DSSS (Direct Sequence Spread
Spectrum).
Le FHSS Cet outil correspond a` une me´thode d’e´talement de spectre par saut de fre´quence.
Plus pre´cise´ment, l’e´metteur utilise successivement plusieurs fre´quences de porteuse, selon une
se´quence connue uniquement de l’e´metteur et du re´cepteur. Ces changements synchronise´s
sont de´finis par un code, qui spe´cifie l’amplitude des sauts. Pour permettre ce fonctionnement,
la bande utilise´e doit auparavant eˆtre de´coupe´e en spectres e´troits. Les spe´cifications de
la norme 802.11 proposent de diviser la bande des 2.4 GHz en 79 canaux de 1 MHz. La
transmission d’informations sur chaque canal peut durer de quelques dizaines a` quelques
centaines de millisecondes (ge´ne´ralement 300 a` 400 ms). Cette me´thode permet d’atteindre
des de´bits de base de 1 Mbps. Par ailleurs, le signal ge´ne´re´ n’est pas sensible aux interfe´rences
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Point d'accès
Terminal
Fig. 2.8 – Transmission des ondes radio dans un environnement confine´
a` bande e´troite (graˆce a` la diversite´ en fre´quence). La figure 2.9 illustre le fonctionnement du
FHSS.
Le FHSS est combine´e a` une modulation GFSK (Gaussian Frequency Shift Keying), dans
laquelle les niveaux significatifs sont repre´sente´s par des fre´quences de´cale´es par rapport a` la
porteuse de base. A 1 Mbps, les bits sont transmis successivement et sont module´s se´pare´ment
par un modulateur 2-GFSK. Les deux e´tats binaires (0 et 1) sont de´finis par deux fre´quences
distinctes, centre´es autour de la porteuse et se´pare´es de 320 kHz. A 2 Mbps, deux bits sont
envoye´s simultane´ment par le biais d’un modulateur 4-GFSK. Les quatre e´tats binaires sont
repre´sente´s par quatre fre´quences centre´es autour de la porteuse et de´cale´es de 144 kHz. Les
modulations 2-GFSK et 4-GFSK sont illustre´es sur la figure 2.10.
Le DSSS Cette technique repre´sente une me´thode d’e´talement de spectre, dans laquelle
un bit est repre´sente´ par une se´quence binaire a` transitions d’e´tat tre`s rapides. A l’oppose´
de la technique pre´ce´dente, le DSSS exploite une bande spectrale continue et e´tale´e. Plus
le code est long, plus la fre´quence de transition est e´leve´e et plus le spectre est large. Dans
la norme 802.11, un code de Barker de 11 bits (chips) est utilise´ pour e´taler le spectre du
flux binaire de 1 Mbps. L’e´tat logique bas (0) est repre´sente´ par la se´quence 10110111000,
et l’e´tat haut (1) par son inverse 01001000111. Les chips sont cadence´s a` une fre´quence de
11 MHz et l’e´nergie du signal en bande de base est donc concentre´e dans un lobe primaire
de 22 MHz. Cette me´thode posse`de une forte immunite´ au bruit (par ajout de redondance)
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Fig. 2.9 – Principe de la me´thode FHSS
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Fig. 2.10 – Illustration des modulations 2-GFSK et 4-GFSK
et permet de renforcer la qualite´ de la transmission. Le principe d’encodage est illustre´ sur
la figure 2.11.
Avec le DSSS, les informations binaires sont module´es dans la phase du signal de re´fe´rence
(porteuse). Il existe diffe´rentes formes de modulation de phase et la norme 802.11 utilise le
PSK (Phase Shift Keying). Dans ce sche´ma, la valeur d’un symbole est code´e dans la phase.
Le mode BPSK fournit des de´bits de 1 Mbps en encodant les bits successivement. Dans ces
conditions, les variations de la phase sont limite´es a` deux valeurs : 0 et pi. Le mode QPSK
est employe´ pour doubler le de´bit. Il permet de transmettre deux bits simultane´ment en
inte´grant quatre valeurs de de´phasage : 0, pi2 , pi et
3pi
2 . Les diagrammes de phase associe´s aux
modulations BPSK (Binary Phase Shift Keying) et QPSK (Quadrature Phase Shift Keying)
sont repre´sente´s sur la figure 2.12.
Dans ce travail de the`se, nous avons opte´ pour la me´thode de transmission base´e sur
le DSSS. Deux facteurs nous ont amene´s a` faire ce choix. Le premier est associe´ a` sa fa-
cilite´ d’imple´mentation. En effet, le DSSS est avantageusement base´ sur des traitements
nume´riques, facilement reproductibles par un ordinateur. A l’inverse, le FHSS repose princi-
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Fig. 2.11 – Me´thode d’encodage DSSS avec un code de Barker de 11 bits
palement sur des ope´rations analogiques (modulation de fre´quence) qui sont plus difficiles a`
simuler. Le deuxie`me crite`re de se´lection est lie´ aux performances du DSSS. Contrairement
au FHSS, le DSSS inte`gre des outils de correction d’erreurs (code de Barker) qui renforcent
la qualite´ des signaux rec¸us et justifient son utilisation.
Remarque 1 Dans certains cas, il est cependant plus re´aliste d’utiliser un codage convolutif
(a` la place d’un code a` e´talement). En effet, la majorite´ des syste`mes de correction reposent
actuellement sur des codeurs convolutifs. C’est pourquoi, dans certaines simulations, nous
avons remplace´ le code a` e´talement de spectre de la norme 802.11 par le codeur convolutif
utilise´ dans la norme 802.11a. Le sche´ma bloc de l’encodeur est illustre´ sur la figure 2.13.
Il consiste a` encoder chaque bit entrant en 2 bits code´s (taux de codage R = 1/2). Il est
compose´ de 6 registres a` de´calage cadence´s par une horloge. Les bits d’information a` coder sont
pre´sente´s se´quentiellement a` l’entre´e du premier registre. A chaque impulsion d’horloge, un
de´calage global vers la droite est effectue´ et les 2 bits de sortie sont de´termine´s en fonction des
valeurs stocke´es dans les registres ( ou exclusif). Chaque bit de sortie de´pend d’un polynoˆme
ge´ne´rateur qui se´lectionne les bits d’inte´reˆt dans les registres. Concernant ce codeur, les deux
polynoˆmes ge´ne´rateurs sont g0 = 1338 et g1 = 1718.
Format des paquets PHY
Le protocole DSSS permet de transmettre les donne´es binaires venant des couches supe´-
rieures sur le canal hertzien situe´ entre le point d’acce`s et le terminal. Ces donne´es utiles
sont re´parties dans des paquets, a` l’inte´rieur d’un champ de contenu (payload). Un en-teˆte
(header) est ajoute´ a` chaque paquet et contient les parame`tres de transmission associe´s au
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Fig. 2.12 – Diagrammes de phase des modulations BPSK et QPSK






Fig. 2.13 – Codeur convolutif de la norme 802.11a
contenu transporte´. Par ailleurs, un pre´ambule (preamble) est ajoute´ au de´but de chaque
paquet et permet de synchroniser l’e´metteur et le re´cepteur. Le format des paquets issus de
la couche Physique est illustre´ sur la figure 2.14.
Dans le protocole DSSS, le pre´ambule et l’en-teˆte des paquets PHY sont toujours transmis
a` 1 Mbps en utilisant le sche´ma de modulation le plus robuste, le BPSK. Cette proce´dure
pre´-de´finie permet au re´cepteur de se synchroniser correctement sur le flux et de re´cupe´rer les
parame`tres associe´s a` la transmission du reste du paquet (payload). En revanche, les donne´es
utiles sont transfe´re´es a` un de´bit variable de 1 ou 2 Mbps. Les champs d’information contenus
dans les paquets PHY sont brie`vement de´crits ci-dessous :
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Payload (4 à 8191 octets)
SYNC SFD Signal Service Length CRC
128 16 8 8 16 16
Fig. 2.14 – Format des paquets de la couche Physique 802.11
– Le champ SYNC est une se´quence constante, compose´e de 128 bits a` 1. Il permet au
re´cepteur de de´tecter le de´but d’un message (de´tection d’e´nergie sur le canal), de se
synchroniser sur la fre´quence de la porteuse et d’ajuster le gain de l’e´tage d’amplification
d’entre´e.
– Le champ SFD est un code constant de 2 octets fixe´ a` F3A016. Le re´cepteur l’utilise
pour se synchroniser temporellement sur le flux binaire.
– Le champ Signal de 1 octet spe´cifie le de´bit de transmission des donne´es utiles (payload).
Cette valeur (en base 16) est e´gale a` 0A16 pour la modulation BPSK et a` 1416 pour la
modulation QPSK.
– Le champ Service de 1 octet est re´serve´e pour des recommandations futures. Sa valeur
est fixe´e a` 0016 dans la norme 802.11.
– Le champ Length indique le de´lai de transmission en microsecondes ne´cessaire pour
envoyer les donne´es utiles. Sa valeur, code´e sur 2 octets, est comprise entre 16 et 216−1.
Elle de´pend de deux parame`tres : la taille et le de´bit de la payload.
– Un CRC de 2 octets prote`ge les champs Signal, Service et Length. Il correspond a` un
CCITT CRC-16 et son polynoˆme ge´ne´rateur est de´fini par : G(x) = x16+ x12+ x5+1.
Il permet au re´cepteur de de´tecter des erreurs dans l’en-teˆte des paquets. Quand une
erreur est de´tecte´e, le paquet complet est efface´.
– La payload contient les donne´es utiles a` transmettre : elle repre´sente les informations
d’un paquet MAC. Ce champ peut renfermer entre 4 et 8191 octets. Sa taille est faci-
lement de´termine´e a` partir des champs Signal et Length.
2.3.2 La couche Liaison 802.11 (MAC)
Dans cette partie, nous nous focalisons sur les me´canismes intervenant dans la couche
Liaison de la norme 802.11. Ces outils permettent principalement de partager les ressources
radio entre les diffe´rents e´quipements du re´seau (multiplexage). Deux me´thodes d’acce`s sont
de´finies dans les spe´cifications de la norme WiFi : les protocoles DCF (Distributed Coordina-
tion Function) et PCF (Point Coordination Function). La couche Liaison re´alise e´galement
le chiffrement des donne´es par le biais du protocole WEP (Wireless Encryption Protocol).
Cette ope´ration permet de garantir la totale confidentialite´ des informations transmises. Nous
conside´rons cependant que les donne´es ne sont pas crypte´es dans cette e´tude.
47
CHAPITRE 2. LES RE´SEAUX MOBILES
Description technique
Le DCF Ce mode repre´sente le me´canisme de partage par de´faut du support physique.
Il est utilise´ a` la fois dans les re´seaux ad hoc et infrastructure. Son imple´mentation est
obligatoire dans les e´quipements WiFi. Cette fonction de coordination distribue´e correspond
a` une me´thode d’acce`s ale´atoire, base´e sur une version ame´liore´e du CSMA/CA (Carrier




















Fig. 2.15 – Protocole de transmission DCF de la couche MAC 802.11
Comme dans CSMA, une station souhaitant transmettre des donne´es commence par at-
tendre pendant une dure´e pre´-de´finie (DCF Inter Frame Space ou DIFS de 50 µs). Si la
couche Physique n’a de´tecte´ aucun signal sur le canal durant cette pe´riode, elle transmet un
CCA a` la couche MAC et la station patiente a` nouveau pendant une dure´e ale´atoire (feneˆtre
de contention). Si aucun signal n’a e´te´ de´tecte´ durant cet intervalle de temps ale´atoire, la
station envoie au re´cepteur une demande de re´servation (Request To Send ou RTS). Cette
courte trame de controˆle contient les adresses MAC de l’e´metteur et du destinataire. Elle
fournit e´galement un champ d’information (Duration) contenant une estimation de la dure´e
de transmission du premier fragment MAC. Cet indicateur permet aux autres stations de
fixer leur NAV(RTS) (Network Allocation Vector). Durant un NAV, les stations adjacentes
ne peuvent pas transmettre de donne´es (pour e´viter les collisions). Apre`s un bref de´lai (Short
Inter Frame Space ou SIFS de 10 µs), le re´cepteur renvoie une trame de controˆle CTS (Clear
To Send) pour indiquer a` l’e´metteur qu’il accepte la transmission. Cette trame contient
e´galement une information temporelle permettant d’ajuster le NAV(CTS). La proce´dure de
re´servation du canal e´tant acheve´e, l’e´metteur peut alors transmettre l’ensemble des donne´es
relatif a` un paquet IP. Si la taille du paquet IP est trop importante, les donne´es peuvent
eˆtre re´parties en plusieurs fragments MAC qui seront transmis successivement sur le canal.
Le re´cepteur doit acquitter chaque fragment rec¸u en envoyant une trame de controˆle ACK
(Acknowledgment). Lorsque l’e´metteur ne rec¸oit pas l’acquittement d’un fragment, il retrans-
met automatiquement le fragment correspondant. Toutes les trames contiennent un champ
d’information spe´cifiant la dure´e de transmission estime´e du prochain fragment. Ce champ
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permet de re´ajuster en permanence le NAV des stations voisines. Pour e´viter les recouvre-
ments temporels, un intervalle SIFS se´pare chaque trame. A la fin de la transmission, la
proce´dure de re´servation du canal recommence et un autre utilisateur peut transmettre des
donne´es a` son tour. La proce´dure de transmission DCF est illustre´e sur la figure 2.15. Dans
ce sche´ma, la transmission s’effectue entre le point d’acce`s et le terminal 1 et les donne´es du
paquet IP a` transmettre ont e´te´ re´parties en deux fragments MAC.
CF-Poll1 + D1
CF-ACK + U1
CF-Poll2 + D2 + CF-ACK1 CF-Poll3 + D3
CF-ACK + U3






SIFS SIFS SIFS SIFS SIFSDIFS
Temps
Fig. 2.16 – Protocole de transmission PCF de la couche MAC 802.11
Le PCF La me´thode DCF est non de´terministe et une station ne peut pas pre´voir quand
elle pourra transmettre des donne´es. L’utilisation du mode PCF permet de pallier a` cet in-
conve´nient en fournissant une technique de transmission synchrone. Dans la me´thode PCF,
le point d’acce`s centralise les informations ve´hicule´es sur le re´seau (mode infrastructure) et
supervise l’acce`s au support de chaque station. Pour e´viter les collisions, le coordinateur in-
terroge successivement chacune des stations en e´mettant une requeˆte particulie`re (CF-Poll).
Si le point d’acce`s veut transmettre des donne´es a` la station courante, il inse`re les donne´es
dans la trame de re´servation (CF-Poll + D). Lorsque la station courante veut envoyer des
donne´es sur le re´seau, elle re´pond au point d’acce`s en transmettant une trame d’acquittement
contentant simultane´ment les donne´es (CF-ACK + U). Durant cette pe´riode, les autres sta-
tions restent silencieuses et attendent leur tour. Une fois les informations transmises, le point
d’acce`s interroge la station suivante tout en acquittant les donne´es envoye´es par la station
pre´ce´dente (CF-Poll + CF-ACK ou CF-Poll + CF-ACK + D). Si une station interroge´e ne
re´pond pas au point d’acce`s dans un temps imparti (PCF Inter Frame Space ou PIFS de
30 µs), ce dernier conside`re que la station ne souhaite pas transmettre d’information. Il passe
alors a` la station suivante. Un sche´ma re´capitulatif de la me´thode PCF est illustre´ sur la
figure 2.16. Dans cet exemple, le point d’acce`s ge`re trois terminaux. Une communication en
mode PCF est initialise´ par la transmission d’une trame balise et se termine par l’envoi d’une
trame CF-End ou CF-End + CF-ACK.
Le mode PCF est optionnel dans la norme 802.11 et il est toujours utilise´ en alternance
avec la me´thode d’acce`s principale. La coexistence DCF/PCF est donc ne´cessaire. Pour
re´aliser cette fonctionnalite´, la station coordinatrice alterne entre deux pe´riodes : le mode
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Balise CFP CF-End CP Balise CFP CF-End CP
Mode PCF actif Mode PCF actifMode DCF actif Mode DCF actif
Fig. 2.17 – Gestion du temps par le point d’acce`s : alternance entre les modes PCF et DCF
PCF est active´ durant une pe´riode CFP (Contention Free Period), suivi du mode DCF
pendant une phase CP (Contention Period). Cette re´partition temporelle est repre´sente´e sur
la figure 2.17. Le point d’acce`s ge´ne`re une trame balise pour indiquer le passage en mode PCF.
Ce mode s’ache`ve par la transmission d’une trame CF-End. Afin de ge´rer correctement ces
deux modes, un PIFS est plus court qu’un DIFS. Une station n’inte´grant pas le me´canisme
PCF ne pourra donc pas e´mettre pendant la pe´riode CFP. Elle est ainsi oblige´e d’attendre
la pe´riode de contention (CP).
En pratique, le mode PCF n’est jamais utilise´ car les constructeurs ne l’inte`gre jamais
dans leurs produits. Dans notre e´tude, nous conside´rons donc que le point d’acce`s et les
terminaux mobiles ne supportent que le me´canisme DCF.
Format des paquets MAC associe´s au protocole DCF
Le protocole DCF permet de distribuer successivement les paquets IP entre le point
d’acce`s et les terminaux en fournissant une me´thode d’acce`s ale´atoire au support hert-
zien. La couche Physique se charge ensuite d’inse´rer chaque paquet MAC dans le champ de
contenu d’un paquet PHY. La proce´dure de re´servation du canal s’effectue par un e´change
de trames RTS et CTS entre l’e´metteur et le re´cepteur. Les fragments MAC incorporant les
donne´es du paquet IP sont ensuite transmis successivement au re´cepteur qui acquitte chaque
fragment se´pare´ment. Dans cette partie, nous de´finissons le format des paquets intervenant
lors de la transmission entre le point d’acce`s vers un terminal particulier. Pour faciliter la
compre´hension, nous commenc¸ons par spe´cifier le format des fragments de donne´es avant de
nous inte´resser aux paquets de controˆle (RTS, CTS et ACK).
Les fragments MAC contiennent les donne´es binaires du paquet IP segmente´. Ces donne´es
utiles sont encapsule´es dans un champ de contenu (payload). Un en-teˆte (header) est ajoute´
au de´but de chaque fragment. Il contient les parame`tres ne´cessaires a` la couche Liaison du
re´cepteur pour traiter les donne´es. Par ailleurs, un code de de´tection d’erreurs est place´ a`
la fin de chaque fragment et permet de valider l’inte´grite´ des donne´es rec¸ues. Le format
des fragments MAC est illustre´ sur la figure 2.18. Les champs d’information composant le
fragment sont brie`vement de´crits ci-dessous :
– Les 2 bits du champ Protocol Version spe´cifient la version de la norme WiFi. Sa valeur
est e´gale a` 2 pour le standard 802.11.
– Les champs Type et Subtype, de 2 et 4 bits respectivement, identifient la fonction du
50



































bits 2 2 4 1 1 1 1 1 1 1 1
Fig. 2.18 – Format des fragments MAC
paquet. Pour un fragment de donne´es en mode DCF, Type est fixe´ a` 102 et Subtype a`
016.
– Les deux champs To DS et From DS ont une longueur de 1 bit. Ces parame`tres ca-
racte´risent l’architecture du re´seau et la direction de transmission. Dans notre e´tude,
nous nous inte´ressons a` une transmission dans le sens descendant sur un re´seau e´tendu :
les donne´es sont issues d’Internet et sont distribue´es par le point d’acce`s vers les ter-
minaux. To DS est fixe´ a` 0 et From DS a` 1.
– Le champ More Frag de 1 bit indique si le fragment courant repre´sente le dernier
fragment d’un paquet IP. Sa valeur vaut 1 si d’autres fragments suivent, 0 dans le cas
contraire.
– Le champ Retry de 1 bit spe´cifie si le fragment courant repre´sente une retransmission
d’un fragment pre´ce´demment envoye´. Il est fixe´ a` 1 si le fragment courant est retransmis
et a` 0 dans le cas contraire.
– Le champ Power Mgt de 1 bit spe´cifie si l’e´metteur du fragment est en mode e´conomie
d’e´nergie. Nous ne conside´rons pas les me´canismes de gestion d’e´nergie dans cette e´tude
et Power Mgt est fixe´ a` 0.
– Le champ More Data de 1 bit est utile lorsque le protocole PCF est active´. Il indique a`
une station en mode e´conomie d’e´nergie si le point d’acce`s posse`de d’autres informations
a` lui transmettre. Suivant les hypothe`ses e´nonce´es ci-dessus, More Data est fixe´ a` 0.
– Le champ WEP de 1 bit spe´cifie si le contenu de donne´es du fragment courant est
crypte´. Dans notre cas, nous ne´gligeons les me´canismes de chiffrement et WEP est e´gal
a` 0.
– Le champ Order de 1 bit indique si les fragments sont transmis dans l’ordre. Dans notre
e´tude, la transmission est ordonne´e et Order vaut 1.
– Le champ Duration contient une valeur sur 2 octets qui spe´cifie la dure´e de transmission
estime´e (en microsecondes) du futur fragment (voir figure 2.15). Ce parame`tre conside`re
aussi l’ensemble des donne´es protocolaires (SIFS, ACK) attache´es au futur fragment.
Cette valeur varie entre 0 et 215 − 1 dans le mode DCF et permet aux autres stations
d’ajuster leur NAV. Elle est calcule´e en fonction de la taille du futur fragment, du de´bit
utilise´ pour transmettre le fragment courant.
– Les 6 octets du champ Terminal Address repre´sentent l’adresse MAC du re´cepteur.
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– Les 6 octets du champ Access Point Address correspondent a` l’adresse MAC du point
d’acce`s.
– Les 6 octets du champ Router Address repre´sentent l’adresse MAC du routeur local
connecte´ a` internet.
– Le champ Sequence Control de 2 octets contient deux parame`tres : un nume´ro de
se´quence et un nume´ro de fragment. Le nume´ro de se´quence est code´ sur 12 bits et sa
valeur repre´sente le compteur du paquet IP courant. Le nume´ro de fragment est code´
sur 4 bits et identifie le compteur du fragment MAC courant. Ces deux parame`tres
permettent de re´assembler les fragments rec¸us pour reconstruire les paquets IP dans le
terminal.
– Le dernier champ de l’en-teˆte est compose´ de 6 octets. Il est re´serve´ pour les transmis-
sions sur les re´seaux locaux. Dans notre e´tude, tous les bits sont fixe´s a` 0.
– La payload contient les donne´es utiles a` transmettre : elle repre´sente les donne´es ap-
partenant a` une portion d’un paquet IP. Ce champ peut contenir de 0 a` 2312 octets.
– Un CRC de 4 octets prote`ge les champs du header et les donne´es contenues dans la
payload. Son polynoˆme ge´ne´rateur est de´fini par : G(x) = x32 + x26 + x23 + x22 + x16 +
x12 + x11 + x10 + x8 + x7 + x5 + x4 + x2 + x+ 1. Il permet au re´cepteur de de´tecter des
fragments errone´s et de demander leur retransmission.
Contrairement aux fragments de donne´es, les paquets de controˆle MAC ne contiennent
pas de payload. Il sont juste compose´s d’un en-teˆte et d’un CRC. Nous de´finissons ci-dessous






































Fig. 2.19 – Format d’une trame RTS
Un paquet de controˆle RTS est transmis par le point d’acce`s quand il souhaite envoyer
des informations a` un terminal spe´cifique. Il contient donc l’adresse MAC du point d’acce`s
ainsi que l’adresse MAC du terminal cible. Le format complet d’une trame RTS est expose´
sur la figure 2.19.
Le terminal re´pond au point d’acce`s en e´mettant une trame CTS. Ce paquet est plus
court qu’une trame RTS puisqu’il ne contient que l’adresse du point d’acce`s. Son format est
illustre´ sur la figure 2.20.
Quand le terminal rec¸oit correctement un fragment de donne´es, il transmet une trame
ACK au point d’acce`s. Ce paquet d’acquittement posse`de la meˆme taille qu’une trame CTS.
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Fig. 2.21 – Format d’une trame ACK
Son format est repre´sente´ sur la figure 2.21.
Remarque 2 En re´alite´, la couche Liaison est constitue´e d’un empilement de deux couches :
la couche MAC (dont le protocole est adapte´ au support physique) et la couche LLC (Logical
Link Control) [37], respectant le standard 802.2. La couche LLC permet d’e´tablir le lien lo-
gique entre la couche MAC et la couche Re´seau. Lorsque la couche MAC 802.11 est utilise´e, la
couche LLC spe´cifie juste le protocole employe´ a` la couche supe´rieure. Actuellement, la ma-
jorite´ des transmissions repose sur le protocole IP et la couche LLC devient progressivement
obsole`te avec le de´veloppement croissant d’Internet. Dans ce travail, nous conside´rons que les
informations fournies par cette couche sont redondantes et nous la ne´gligeons pour simplifier
notre e´tude. Dans une situation concre`te, une solution efficace pour aiguiller les paquets vers
les services approprie´s de la couche Re´seau consisterait a` rajouter un champ comple´mentaire
dans l’en-teˆte des fragments MAC. Ce principe est de´ja` utilise´ dans la norme Ethernet graˆce
au champ EtherType.
2.3.3 La couche Re´seau (IP)
La fonction principale de la couche IP consiste a` acheminer les informations de l’e´metteur
vers le re´cepteur. Cette taˆche est re´alise´e par les routeurs qui utilisent une table de routage
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pour rapprocher les paquets de leur destination finale. La couche IP permet e´galement de
fragmenter les paquets. Cette ope´ration est cependant de´sactive´e dans ce travail pour simpli-
fier les simulations. Bien que le protocole IP ne soit pas fiable, nous conside´rons que toutes
les donne´es transmises arrivent au point d’acce`s (nous ne´gligeons les proble`mes associe´s au
re´seau coeur : pas de congestion ou d’e´garement). Par contre, l’ordre des paquets n’est pas
garanti a` la re´ception. Il existe deux protocoles IP : IPv4 et IPv6. Dans cette e´tude, nous
utilisons le protocole IPv4 qui est actuellement le plus re´pandu.




Type of Service Length
Server Address
Terminal Address
Identification Flags Fragment Offset
Time to Live Protocol Checksum
Payload (de 0 à 65515 octets)




Fig. 2.22 – Format des paquets IP
Les paquets IP contiennent les informations binaires des paquets UDP. Ces donne´es utiles
sont encapsule´es dans un champ de contenu (payload). Un en-teˆte (header) est ajoute´ au
de´but de chaque paquet. Il contient les parame`tres ne´cessaires a` la couche Re´seau pour traiter
les donne´es. Le format des paquets IP est illustre´ sur la figure 2.22. Les champs d’information
composant le paquet sont spe´cifie´s ci-dessous :
– Le champ Version de 4 bits spe´cifie la version du protocole IP. Sa valeur est fixe´e a` 4
pour le protocole IPv4.
– Le champ Header Size de 4 bits spe´cifie la taille de l’en-teˆte en mots de 32 bits. Dans
notre cas, sa valeur vaut 5.
– Le champ Type of Service de 1 octet spe´cifie les contraintes de la transmission (de´bit,
de´lai, fiabilite´) en fonction des donne´es transporte´es. Dans cette e´tude, nous utilisons
le mode par de´faut et la valeur est fixe´e a` 0016.
54
CHAPITRE 2. LES RE´SEAUX MOBILES
– Les 2 octets du champ Length indiquent la taille total du paquet IP en octets. Cette
valeur tient compte de l’en-teˆte et varie entre 20 et 65535.
– Le 2 octets du champ Identification repre´sentent un identifiant unique caracte´risant
le paquet IP. Ce parame`tre est ge´ne´re´ ale´atoirement et sa valeur change dans chaque
paquet.
– Les champs Flags et Fragment Offset, de 3 et 13 bits respectivement, contiennent les
parame`tres associe´s a` la fragmentation. Dans notre e´tude, la valeur globale, code´e sur
2 octets, est e´gale a` 400016.
– Le champ Time to Live de 1 octet repre´sente le nombre maximal de routeurs que le
paquet IP peut traverser. Au niveau du serveur, cette valeur est ge´ne´ralement initialise´e
a` 255. Chaque routeur de´cre´mente ce parame`tre de 1. Lorsque la valeur atteint 0, le
paquet est efface´. Cette mesure de se´curite´ permet de de´truire les paquets perdus dans
le re´seau.
– Le champ Protocol de 1 octet spe´cifie le protocole de la couche supe´rieure. UDP cor-
respond a` la valeur 17.
– Un checksum de 2 octets prote`ge les parame`tres de l’en-teˆte. Il permet aux routeurs
ou au terminal de de´tecter un en-teˆte errone´. Quand une erreur est de´tecte´e, le paquet
complet est efface´.
– Les 4 octets du champ Server Address repre´sentent l’adresse IP du serveur.
– Les 4 octets du champ Terminal Address repre´sentent l’adresse IP du terminal.
– La payload encapsule les donne´es utiles a` transmettre (paquet UDP). Ce champ peut
contenir entre 0 a` 65515 octets.
2.3.4 La couche Transport (UDP/RTP)
Les protocoles de la couche Transport interviennent directement entre le serveur et le
terminal. En de´finitive, cette couche ge`re les communications de bout en bout entre processus.
Le protocole TCP est utilise´ a` ce niveau dans la majorite´ des syste`mes. Ce protocole fournit
un service oriente´ connexion qui garantit la fiabilite´ du transport. Il se charge notamment
de retransmettre les paquets TCP perdus ou de´grade´s et de´livre un flux ordonne´ a` la couche
supe´rieure. Dans notre situation, le de´lai engendre´ par les proce´dures du mode connecte´ ne
peut pas eˆtre tole´re´. Il est alors ne´cessaire d’utiliser un protocole plus souple s’appuyant sur
une transmission sans connexion (non-fiable) : le protocole UDP. Ce protocole est cependant
relativement simple et doit souvent eˆtre associe´ a` un protocole plus complet pour re´aliser
une jonction efficace entre le re´seau et l’application multime´dia. Il s’agit du protocole RTP.
Dans cette partie, nous pre´sentons brie`vement ces deux protocoles.
Format des paquets UDP
Le protocole UDP ge`re le multiplexage des paquets de manie`re tre`s simple en utilisant le
concept des ports. Les ports permettent aux e´quipements de diffe´rencier les utilisateurs et
les processus. Le protocole UDP travaille en mode non-connecte´ et ne garantit pas la fiabilite´
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de la communication. En revanche, il est capable de de´tecter les paquets corrompus.
Server Port Terminal Port
Length Checksum
Payload (de 0 à 65507)




Fig. 2.23 – Format des paquets UDP
Les paquets UDP encapsulent les donne´es des paquets RTP. Ces informations sont place´es
dans un champ de contenu (payload). Un en-teˆte (header) est ajoute´ au de´but de chaque
paquet et contient les parame`tres utilise´s par la couche UDP. Le format des paquets UDP
est expose´ sur la figure 2.23 et les champs d’information sont de´finis ci-dessous :
– Les 2 octets du champ Server Port repre´sentent le port d’e´mission du serveur. Si le
terminal veut re´pondre au serveur, il doit utiliser ce port.
– Les 2 octets du champ Terminal Port correspondent au port de re´ception du terminal.
– Les 2 octets du champ Length spe´cifient la taille en octets du paquet UDP. Cette
taille tient compte de l’en-teˆte. Sa valeur varie entre 0 et 65515 (en prenant en compte
l’en-teˆte de la couche IP).
– Un checksum de 2 octets prote`ge l’ensemble des donne´es du paquet. Il permet au
terminal de de´tecter un paquet contenant des erreurs. Quand une erreur est de´tecte´e,
le paquet est efface´.
– La payload regroupe les donne´es utiles a` transmettre (paquet RTP). Ce champ peut
contenir entre 0 a` 65507 octets (en tenant compte de la taille des en-teˆtes IP et UDP).
Format des paquets RTP
Le protocole RTP fournit les services requis pour transmettre efficacement des donne´es
IP soumises a` des contraintes temps-re´el. Ce protocole est directement associe´ a` l’application
courante et certains parame`tres RTP sont meˆme utilise´s a` la couche supe´rieure. Il permet
notamment de re´ordonner les paquets rec¸us, de controˆler l’arrive´e a` destination des paquets,
de synchroniser les flux de´code´s (marqueurs temporels) et d’identifier le type des informations
transporte´es.
Les paquets RTP regroupent les informations ge´ne´re´es par la couche Application. Dans
notre cas, elle va encaspuler les paquets NAL ge´ne´re´s par le codeur H.264/AVC. Ces donne´es
56
CHAPITRE 2. LES RE´SEAUX MOBILES
V P X CC M Payload Type Sequence Number
Timestamp
Server Identifier
Payload (de 0 à 65495 octets)
Header
12 octets
bit 0 16 3115
Fig. 2.24 – Format des paquets RTP
sont place´es dans un champ de contenu (payload). Un en-teˆte (header) est ajoute´ au de´but
de chaque paquet et contient les parame`tres utiles de la couche RTP. Le format des paquets
RTP est illustre´ sur la figure 2.24 et les champs d’information sont de´crits ci-dessous :
– Les 2 bits du champ V ou Version spe´cifient la version du protocole RTP. Cette valeur
est toujours e´gale a` 2.
– Le champ P ou Padding de 1 bit pre´cise si des octets de bourrage sont ajoute´s a` la fin
du paquet. Dans notre cas, ce parame`tre vaut 0.
– Le champ X ou Extension indique si des extensions sont ajoute´es dans l’en-teˆte du
paquet. Dans notre e´tude, ce parame`tre vaut 0.
– Lorsque plusieurs utilisateurs interagissent entre eux (audioconfe´rence), un identifiant
CSRC caracte´rise chaque source (utilisateur). Chaque utilisateur envoie ses informa-
tions a` un point central (mixer), qui se charge de les me´langer et de retransmettre les
donne´es fusionne´es aux diffe´rents utilisateurs. Chaque paquet RTP retransmis par le
point central contient l’ensemble des sources contributrices (CSRC). Ces identifiants
sont ajoute´s a` la suite de l’en-teˆte. Les 4 bits du champ CC ou CSRC Count spe´cifient
le nombre d’identifiants CSRC. Dans cette e´tude, la communication se limite a` un
serveur et un terminal et la valeur de CC est fixe´e a` 0.
– Le champ M ou Marker de 1 bit est utilise´ par le de´codeur. Il permet de se´parer les
images : il est fixe´ a` 1 dans un paquet RTP contenant le dernier slice d’une image, a` 0
pour les slices interme´diaires.
– Les 7 bits du champ Payload Type identifient le contenu des donne´es transporte´es dans
le paquet RTP. Pour la norme H.264/AVC, ce parame`tre vaut 105.
– Les 2 octets du champ Sequence Number repre´sentent le compteur du paquet RTP. Sa
valeur est incre´mente´e de 1 pour chaque paquet transmis. Ce parame`tre est utilise´ pour
re´ordonner les paquets RTP a` la re´ception.
– Les 4 octets du champ Timestamp de´terminent l’instant ou` l’image doit eˆtre affiche´e.
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Ce parame`tre est utilise´ par le de´codeur pour synchroniser l’affichage des images. Pour
la norme H.264, sa valeur de´pend des cycles d’une horloge cadence´e a` 90 kHz. Dans la
premie`re image d’un flux vide´o, ce champ est initialise´ a` 0. Ce parame`tre est constant
dans les paquets RTP contenant les slices d’une meˆme image.
– Les 4 octets du champ Server Identifier correspond a` un unique identifiant caracte´risant
le serveur.
– La payload regroupe les donne´es utiles a` transmettre (paquet NAL). Ce champ peut
contenir entre 0 a` 65495 octets (en tenant compte de la taille des en-teˆtes IP, UDP et
RTP).
Remarque 3 La couche Application (APL) contient un encodeur (coˆte´ serveur) ou un de´co-
deur (coˆte´ terminal) respectant la norme H.264/AVC. Le principe de fonctionnement de ces
e´le´ments a largement e´te´ explique´ dans le chapitre 1 et il est inutile d’y revenir. Retenons





Dans ce chapitre, nous introduisons le premier travail aborde´ durant cette the`se. Une
introduction approfondie permet de faire le lien avec les deux premiers chapitres et de cibler
les proble`mes intervenant lors d’une transmission vide´o.
3.1 Position du proble`me
Comme nous l’avons vu au chapitre 1, le processus de compression vide´o s’appuie forte-
ment sur l’exploitation des redondances temporelles entre les images (pre´diction Inter). Dans
un second temps, tous les symboles du flux sont remplace´s par des mots de code de longueur
variable par le biais du codeur entropique. Chaque image repre´sente donc une succession de
mots de code VLC, respectant une structure syntaxique et se´mantique fournie par la norme,
et encapsule´s dans des paquets NAL. Les images sont rassemble´es pour former des se´quences
(GOP) et chaque GOP de´bute par une image I qui sert de point d’ancrage au de´codeur. Les
images d’un GOP sont comprime´es puis transmises successivement sur le re´seau.
Dans le cas d’une transmission analogique, les paquets de donne´es arrivant a` l’entre´e du
de´codeur source peuvent contenir des erreurs. Lorsque le de´codeur traite le flux binaire et
rencontre une simple erreur de transmission, il de´code potentiellement un symbole errone´.
D’apre`s la condition du pre´fixe, le mot de code VLC associe´ au symbole de´code´ posse`de
une longueur binaire diffe´rente du mot de code original. Cette erreur entraˆıne donc une
de´synchronisation comple`te du de´codeur sur le flux vide´o et le reste de l’image est perdu (les
blocs suivants ne peuvent pas eˆtre de´code´s et l’information visuelle de ces blocs est perdue).
Ce principe de de´synchronisation est illustre´ sur la figure 3.1. Le de´codeur doit alors attendre
le de´but de l’image suivante pour se resynchroniser sur le flux (en utilisant les se´quences
de synchronisation se´parant les paquets). Ne´anmoins, cette image de´grade´e sert ensuite de
re´fe´rence pour construire le signal de pre´diction des images suivantes. L’erreur visuelle se
propage donc a` travers les images de manie`re croissante et de´sordonne´e. Ce phe´nome`ne peut
conduire a` une destruction comple`te d’une se´quence d’images. Seule l’arrive´e d’un nouveau
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 Codeur Exp-Golomb
Chaîne de symboles (paramètres de contrôle, vecteur de mouvement)
0, 0, 1, 2, ...
Flux compressé
1, 1, 0, 1, 0, 0, 1, 1, ...
Canal sans erreur Canal bruité
 Décodeur Exp-Golomb
Flux reçu
1, 1, 0, 1, 0, 0, 1, 1, ...
Symboles décodés
0, 0, 1, 2, ...
Flux reçu
1, 0, 0, 1, 0, 0, 1, 1, ...
X : bit erroné
 Décodeur Exp-Golomb
Symboles décodés
0, 3, 0, 0, ...











Fig. 3.1 – De´synchronisation du de´codeur lie´e a` une erreur de transmission
GOP permet au de´codeur de retrouver un flux vide´o cohe´rent. Le processus de propagation
d’erreurs est illustre´ sur la figure 3.2. Par conse´quent, une simple erreur binaire peut provo-
quer des de´gaˆts conside´rables sur la vide´o de´code´e. Nous aboutissons donc a` la constatation
suivante : plus une vide´o est comprime´e, plus elle est sensible aux erreurs de transmission.
Pour garantir un de´codage efficace, le flux arrivant au niveau du de´codeur doit eˆtre totalement
exempt d’erreur.
Dans les transmissions radio modernes, le signal rec¸u peut eˆtre fortement de´grade´ et
n’est pas directement utilisable par le de´codeur. Pour re´soudre ce proble`me, les protocoles
actuels re´partissent les informations d’une image dans plusieurs fragments. Pour assurer la
transmission des fragments entre l’e´metteur et le re´cepteur, le syste`me de transmission est
base´ sur une pile protocolaire contenant un ensemble de couches. Chaque couche re´alise une
fonction spe´cifique et ajoute des parame`tres de controˆle aux informations a` transmettre.
Ces parame`tres sont utilise´s dans les e´quipements interme´diaires participant au routage des
paquets. Ces notions ont largement e´te´ aborde´es dans le chapitre 2. Dans notre situation,
nous nous focalisons sur le transfert de vide´o entre un serveur relie´ a` Internet et un terminal
mobile rattache´ a` un point d’acce`s de type WiFi. Nous conside´rons que le re´seau coeur est
ide´al et nous portons exclusivement notre attention sur les proble´matiques associe´es a` la
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GOP
Apparition d'une erreur de transmission
P P P P PI
Phase de resynchronisation
du décodeur 
Partie de l'image perdue
I
Fig. 3.2 – Phe´nome`ne de propagation des erreurs entre les images
transmission radio.
Au niveau du re´cepteur, la restitution des donne´es suit la proce´dure expose´e sur la fi-
gure 3.3. Les informations rec¸ues par la couche PHY sont traite´es a` l’aide des techniques
introduites dans la partie 2.3.1. Les donne´es utiles sont ensuite transmises a` la couche MAC
(voir partie 2.3.2) qui ve´rifie leur inte´grite´ par le biais d’un CRC. Lorsqu’une erreur est
de´tecte´e, le fragment est automatiquement retransmis par le point d’acce`s. Quand tous les
fragments ont e´te´ correctement rec¸us par le re´cepteur, la couche MAC les assemble pour for-
mer un paquet IP. Apre`s avoir analyse´ les parame`tres contenus dans l’en-teˆte du paquet, la
couche IP (voir partie 2.3.3) transmet son contenu a` la couche supe´rieure. A ce niveau (voir
partie 2.3.4), la couche UDP ve´rifie l’inte´grite´ de la totalite´ des donne´es du paquet par le
biais d’un checksum. Le protocole UDP n’e´tant pas un mode oriente´ connexion, les paquets
UDP contenant des erreurs sont efface´s. Les autres paquets remontent ensuite a` la couche
RTP, puis atteignent finalement la couche APL ou` ils sont traite´s par le de´codeur source.
Nous constatons donc que de nombreux me´canismes de protection (correction/de´tection
d’erreurs) sont re´pe´te´s au niveau de chaque couche protocolaire. En the´orie, ces outils garan-
tissent que tous les paquets vide´o transmis seront correctement rec¸us par la couche APL du
terminal. Cependant, lorsque les conditions de transmission se de´gradent significativement,
les fragments arrivant a` la couche MAC peuvent eˆtre constamment errone´s. Pour e´viter qu’un
fragment ne soit retransmis en permanence et sature le re´seau, le protocole de la couche MAC
limite le nombre de retransmissions a` une valeur seuil (ge´ne´ralement fixe´e a` 10). Lorsque le
nombre de tentatives atteint ce seuil, le fragment est efface´. Les conse´quences sont alors
dramatiques : le paquet IP (associe´ au fragment efface´) est perdu, le paquet vide´o n’atteint
pas le de´codeur et l’image comple`te est perdue. Ces situations ne sont pas rares dans les
transmissions radio-mobiles car le canal subit des de´gradations prolonge´es, pouvant parfois
atteindre quelques secondes. Ce phe´nome`ne illustre la proble´matique des transmissions en
mode paquet. Dans un tel syste`me, le de´codeur doit eˆtre capable de faire face a` des pertes
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Canal de transmission
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Fig. 3.3 – Pile protocolaire du terminal WiFi
de paquets vide´o.
Pour palier ce proble`me, une solution basique consiste a` inte´grer un codeur/de´codeur
canal (de type Reed-Solomon) a` des couches interme´diaires pour lutter contre l’effacement
des paquets [38, 39]. Dans cette technique, l’e´metteur ge´ne`re des bits de redondance associe´s
a` chaque paquet et les re´partit sur un ensemble de paquets. A la re´ception, un paquet perdu
peut eˆtre reconstruit en utilisant les redondances contenues dans les autres paquets. Cette
me´thode, bien que tre`s efficace, posse`de deux inconve´nients majeurs :
1. Cet outil est souvent imple´mente´ dans la couche RTP. Le codeur intervient donc dans
le serveur et ne connaˆıt pas pre´cise´ment la qualite´ instantane´e du canal radio. Par
conse´quent, la quantite´ de redondances est souvent mal dimensionne´e. Elle peut eˆtre
excessive quand le canal est faiblement perturbe´, re´duisant la bande-passante alloue´e
pour les autres informations. Dans la situation inverse, elle peut eˆtre insuffisante lorsque
les conditions se de´gradent et conduire a` la perte du paquet.
2. Pour reconstruire un paquet, le de´codeur canal doit attendre que tous les paquets
comple´mentaires soient arrive´s au re´cepteur. Ce proce´de´ entraˆıne donc une augmenta-
tion du de´lai de transmission globale. Une dure´e trop importante peut devenir geˆnante
car elle intervient directement sur le temps de chargement de la vide´o.
Une autre solution intervient au niveau du codeur/de´codeur source. Dans la partie 1.3.4,
nous avons e´tudie´ deux me´canismes : le FMO et l’ASO. La combinaison de ces techniques
permet a` l’encodeur H.264/AVC de diviser les images en plusieurs re´gions entrelace´es (slices)
et d’encoder les slices de manie`re inde´pendante : les macroblocs d’un slice peuvent eˆtre
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de´code´s sans utiliser les informations contenues dans un autre slice. Par ailleurs, les slices
encode´s d’une image sont transmis dans des paquets se´pare´s. Au niveau du re´cepteur, la perte
d’un paquet aura un impact limite´ sur la qualite´ vide´o. Seule la zone visuelle correspondant
aux informations perdues ne pourra pas eˆtre reconstruite. Les autres slices, contenus dans les
paquets correctement rec¸us, pourront eˆtre totalement de´code´s. Ce sce´nario est illustre´ sur la
figure 3.4. Dans cet exemple, l’image transmise est de´coupe´e en deux slices entrelace´s.
Fig. 3.4 – Conse´quence de la perte d’un slice au niveau du de´codeur
Une ide´e intuitive consiste a` estimer les blocs manquants des images en utilisant les infor-
mations contenues dans les zones correctement de´code´es. Dans cette technique, le de´codeur
cherche donc a` dissimuler les erreurs (error concealment) en ge´ne´rant une repre´sentation des
blocs perdus qui soit la mieux adapte´e au reste des informations de l’image. Ces me´thodes
sont base´es sur l’exploitation des redondances temporelles et spatiales entre les slices. Elles
reposent sur les hypothe`ses suivantes :
– Le contenu des images varie de manie`re continue dans le domaine spatial : les images
sont faiblement texture´es.
– Les variations temporelles sont continues : le de´placement des objets a` travers les images
reste re´gulier ou e´volue lentement (pas de changement de sce`ne abrupte).
De telles techniques sont base´es sur des outils d’interpolation : ils ne garantissent pas une
solution optimale. Par conse´quent, les erreurs de pre´diction se propagent entre les images
jusqu’a` l’arrive´e d’une image I. En pratique, ces me´canismes sont largement employe´s car
ils fournissent des re´sultats visuels inte´ressants pour une complexite´ souvent re´duite. Par
ailleurs, aucune information comple´mentaire ne doit eˆtre transmise au re´cepteur, le de´codeur
utilise juste les redondances visuelles inhe´rentes de la vide´o de´code´e. Il faut cependant noter
que les performances atteintes par ces me´canismes de´pendent fortement de la re´partition des
slices. Plus les slices de l’image sont entrelace´s, plus les redondances spatiales et temporelles
sont importantes. En contrepartie, l’entrelacement des slices re´duit le taux de compression de
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l’encodeur (e´tant donne´ que les slices sont inde´pendants). Il faut donc trouver un compromis
entre compression et robustesse.
Il existe une quantite´ importante de documents proposant des techniques d’error conceal-
ment. En revanche, seuls quelques sche´mas simples sont utilise´s dans les applications pra-
tiques. A titre d’illustration, les travaux pre´sente´s dans [40, 41, 42] introduisent des me´thodes
tirant parti des redondances spatiales. Des techniques exploitant les redondances tempo-
relles sont pre´sente´es dans [43, 44, 45, 46]. Des approches hybrides, base´es sur l’exploitation
conjointe des redondances spatiales et temporelles, peuvent eˆtre trouve´es dans [47, 48, 49].
3.2 Les techniques de de´codage conjoint source-canal
Ces dernie`res anne´es, des techniques de de´codage conjoint source-canal (JSCD) ont e´te´
propose´es pour corriger les paquets vide´o corrompus. Ces me´thodes impliquent des de´codeurs
source robustes, qui exploitent les redondances inhe´rentes des paquets rec¸us, pour corriger les
erreurs de transmission. Plusieurs sources de redondance ont e´te´ identifie´es. Les contraintes
associe´es a` la syntaxe des codes VLC [50, 51, 52, 53, 54] ont e´te´ utilise´es en premier lieu. Puis,
les proprie´te´s lie´es a` la se´mantique du flux comprime´ ont e´te´ combine´es aux redondances
syntaxiques pour ame´liorer les performances des de´codeurs robustes [55, 56, 57, 58]. Les
informations relatives a` la paque´tisation des donne´es encode´es ont e´te´ exploite´es dans [59].
Re´cemment, les redondances introduites par le codeur canal ont e´te´ conjointement employe´es
avec les redondances laisse´es par le codeur source dans un traitement de de´codage ite´ratif [60,
61, 62]. Ces sche´mas joints ame´liorent les performances de de´codage en comparaison avec les
me´thodes traditionnelles.
Dans ce chapitre, nous pre´sentons une me´thode de de´codage robuste exploitant conjointe-
ment les proprie´te´s se´mantiques et syntaxiques du flux vide´o encode´ ainsi que les redondances
fournies par le CRC de la couche MAC. Dans la technique propose´e, le CRC n’est pas utilise´
pour de´tecter les erreurs dans les fragments MAC, il est conside´re´ comme un code de correc-
tion d’erreurs qui est utilise´ pour ame´liorer les performances de de´codage de la vide´o. Cette
approche a de´ja` e´te´ introduite dans [63, 64]. Dans leurs travaux, le CRC est utilise´ pour cor-
riger des erreurs dans les fragments MAC. Dans cette e´tude, nous proposons de le combiner
aux redondances laisse´es par le codeur source pour renforcer la qualite´ du de´codage vide´o. Ce
traitement est base´ sur une varie´te´ de techniques (de´codage souple de codes en bloc [65, 66],
de´codage se´quentiel [67], de´codage source exploitant les redondances se´mantiques et syn-
taxiques du flux vide´o [57]) qui sont combine´es pour atteindre notre objectif.
Par ailleurs, la me´thode propose´e doit eˆtre inte´gre´e dans le de´codeur source du re´cepteur.
Il est donc ne´cessaire de modifier la pile protocolaire du terminal pour pouvoir disposer
des informations souples relatives aux fragments MAC au niveau de la couche APL. Cette
nouvelle architecture protocolaire, dans laquelle les couches PHY, MAC et APL travaillent de
manie`re comple´mentaire, est pre´sente´e ci-dessous. Trois modifications sont ne´cessaires pour
imple´menter la solution propose´e :
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– La couche PHY doit posse´der un de´codeur canal SISO (Soft-Input Soft-Output) pour
traiter les signaux capte´s par l’antenne. Les informations souples issues du de´codage
sont transmises a` la couche supe´rieure.
– Au niveau de la couche MAC, la proce´dure de de´tection d’erreurs base´e sur le CRC
doit eˆtre de´sactive´e. Nous verrons ulte´rieurement que les retransmissions peuvent eˆtre
controˆle´es par un crite`re de´pendant de la qualite´ des informations souples (voir cha-
pitre 4). A ce stade, retenons juste que le re´cepteur acquitte tous les paquets d’informa-
tion. Les fragments complets (compose´s des informations souples relatives au header, a`
la payload et au CRC) sont ensuite concate´ne´s pour reconstituer les paquets IP.
– Les couches IP, UDP et RTP inte`grent des protocoles perme´ables qui laissent remonter
l’ensemble des informations jusqu’a` la couche APL.
Ces modifications peuvent eˆtre facilite´es en utilisant les me´canismes de´crits dans le cha-
pitre 4, qui introduisent un nouveau mode`le de couche perme´able base´e sur la correction des
en-teˆtes protocolaires errone´s. Ainsi, nous pouvons conside´rer, dans la suite de ce chapitre,
que les en-teˆtes des paquets rec¸us sont corrects dans toutes les couches protocolaires.
En suivant ces modifications, la couche APL rec¸oit une succession de fragments MAC,
contenant les informations souples fournies par la couche PHY. Ces transformations ne
concernent que le re´cepteur (les ope´rations de l’e´metteur et le signal transmis restent in-




H-MAC1 Payload MAC 1 CRC1 H-MAC2 Payload MAC 2 CRC2
Format proposé
du paquet APL
Fig. 3.5 – Format des nouveaux paquets APL
L’organisation de ce chapitre respecte le plan suivant : une technique ge´ne´rale de de´codage
se´quentiel est propose´e dans la partie 3.3. La partie 3.4 introduit une autre me´thode de
de´codage simplifie´e et optimise´e. La partie 3.5 traite de la re´duction de la complexite´ algo-
rithmique. Finalement, les re´sultats de simulation sont fournis dans la partie 3.6.
3.3 Sche´ma ge´ne´ral de de´codage se´quentiel
Durant l’ope´ration d’encodage de la vide´o, le codeur source commence par ge´ne´rer les
symboles associe´s aux diffe´rents parame`tres de compression (vecteurs de mouvement, re´sidus
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de pre´diction, etc). Ces symboles sont ensuite convertis en mots binaires de longueur va-
riable par le biais d’un codeur entropique. Ces deux ope´rations font intervenir des proprie´te´s
se´mantiques et syntaxiques qui de´pendent de la norme utilise´e.
De manie`re the´orique, conside´rons un encodeur H.264/AVC ge´ne´rant K symboles et les
encapsulant dans un vecteur m, tel que m = [m1 . . .mK ]. Le codeur entropique associe un
mot de code VLC xmi de $(xmi) bits a` chaque symbole mi, i = 1 . . . K. A la sortie du codeur,
tous les symboles sont convertis en une se´quence binaire x de $(x) bits, tel que




Au niveau de la couche MAC, un en-teˆte h de $(h) bits est concate´ne´ au vecteur x et
l’ensemble forme le vecteur d = [h,x] de $(d) = $(h) + $(x) bits. Un CRC c de $(c) bits
est ensuite de´termine´ a` partir du vecteur d et ajoute´ a` la fin du paquet. Cet ensemble
d’information est collecte´ dans le vecteur
t = [h,x, c] = [d, c],
ou` c = F(d), F e´tant une fonction d’encodage ge´ne´rique.




CRC [68]. Une matrice ge´ne´ratrice syste´matique G = [I,Π] peut eˆtre associe´e a` g(z), ou` I
repre´sente une matrice identite´ et Π correspond a` une matrice de parite´. Le CRC c peut
alors eˆtre de´termine´ a` partir de G en utilisant un traitement re´cursif sur les $(d) bits du
vecteur d comme suit
cj+1 = F(dj+1) = cj ⊕ (dj+1 · pi(dj+1)). (3.1)
Dans (3.1), dj = [d1 . . . dj, 0 . . . 0], pi(dj) correspond a` la j-ie`me ligne de Π, c’est-a`-dire, au
vecteur de parite´ associe´ a` dj, et ⊕ repre´sente l’ope´rateur XOR (ou exclusif ). Durant la phase
d’initialisation, c0 est fixe´ a` 0. Apre`s $(d) ite´rations, le vecteur c"(d) contient la valeur du
CRC associe´e a` d (c"(d) = c).
Le vecteur t est ensuite module´ en BPSK et transmis sur un canal de transmission
AWGN (Additive White Gaussian Noise) de moyenne nulle et de variance σ2. Pour faci-
liter les de´veloppements the´oriques, nous ne´gligeons le codage canal dans cette partie. Au
niveau du re´cepteur, le signal rec¸u est de´fini par yt = [yh,yx,yc], dans lequel yh, yx et yc
correspondent aux observations respectives de h, x et c. Plus pre´cise´ment, yt contient les ob-
servations de t et repre´sente un segment du paquet APL illustre´ sur la figure 3.5. Un aperc¸u
du sche´ma de transmission est expose´ sur la figure 3.6.
Dans ce qui suit, nous nous concentrons sur les traitements lie´s au de´codage robuste de
la vide´o. Nous cherchons a` estimer x a` partir de yt, en prenant en compte les proprie´te´s du
CRC et les redondances re´siduelles contenues dans x. De plus, nous faisons l’hypothe`se que
l’en-teˆte des paquets MAC est correctement rec¸u par le re´cepteur. L’estimateur optimal x̂ au
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x = [xm1 . . .xmK ]
t = [h,x, c]
yt = [yh,yx,yc]
yt
Fig. 3.6 – Illustration du sche´ma de transmission




ou` Ωx contient l’ensemble des combinaisons de x respectant la syntaxe et la se´mantique du
codeur H.264/AVC. Dans (3.2), P (x|h,yx,yc) repre´sente la probabilite´ a posteriori de x
connaissant h, yx et yc.
Ne´anmoins, les nombreuses combinaisons contenues dans Ωx sont mal structure´es. Pour
des raisons de complexite´, les $(x) bits de x ne peuvent pas eˆtre de´code´s directement. C’est
pourquoi, nous proposons un traitement de moindre complexite´ s’appuyant sur un de´codage
se´quentiel de x [67]. Cet algorithme consiste a` de´coder x par portions successives. A chaque
e´tape du de´codage se´quentiel, x est compose´ de trois nouvelles parties. A l’e´tape n, nous
avons x = [un, sn, rn] ou` :
– Le vecteur un est compose´ de $(un) bits pour lesquels un ensemble re´duit de combinai-
sons Ωnu a e´te´ sauvegarde´ pre´ce´demment par le de´codeur. Ces combinaisons correspon-
daient aux se´quences les plus probables a` l’e´tape n− 1. Le cardinal de Ωnu est note´ M
(M = |Ωnu|) et de´finit le nombre de combinaisons dans Ωnu.
– Le vecteur sn est compose´ de $(sn) bits pour lesquels, en ne´gligeant la syntaxe et la
se´mantique du codeur vide´o, 2"(sn) combinaisons sont possibles. Dans la suite, nous
appelons Ωns l’ensemble contenant la totalite´ de ces se´quences.
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– Le vecteur rn contient les $(rn) derniers bits de x. Ces bits n’ont pas encore e´te´ traite´s
par le de´codeur, mais influencent le CRC.




r . La figure 3.7
illustre le sche´ma de segmentation du paquet a` l’e´tape n.
h un sn rn c
x
Fig. 3.7 – Segmentation d’un paquet lors du de´codage se´quentiel
A pre´sent, conside´rons la concate´nation de chacune des M se´quences de Ωnu avec chacune
des 2"(sn) se´quences de Ωns . Nous aboutissons a` M · 2"(sn) se´quences binaires pour le vecteur
[un, sn]. Cependant, parmi ces M · 2"(sn) se´quences, seule une partie respecte les proprie´te´s
se´mantiques et syntaxiques impose´es par le codeur. Toutes les se´quences valides sont stocke´es
dans l’ensemble Ωn[u,s]. Parmi ces se´quences valides, seules les M se´quences les plus probables
sont conserve´es par le de´codeur se´quentiel et de´finissent l’ensemble Ωn+1u qui sera utilise´ a`
la prochaine e´tape. L’algorithme se´quentiel re´pe`te ce proce´de´ a` chaque e´tape et se termine
apre`s avoir balaye´ tous les bits de x. A chaque e´tape, les se´quences les moins probables
sont de´laisse´es. Cet e´lagage de´pend du parame`tre M qui fixe le compromis entre efficacite´ et
complexite´.
Nous allons maintenant de´terminer l’expression de la me´trique lie´e au de´codage se´quentiel.
A la n-ie`me e´tape, nous devons calculer la probabilite´ a posteriori de [un, sn] connaissant yt
et h, c’est-a`-dire P (un, sn|ynu,yns ,ynr ,yc,h), pour chaque un ∈ Ωnu et chaque sn ∈ Ωns .
D’apre`s Bayes, nous pouvons montrer que cette probabilite´ est donne´e par











∝ P (un, sn,ynu,yns ,ynr ,yc|h). (3.3)

























r ,yc|h) peut eˆtre obtenue en marginali-




r ,yc|h) sur les 2"(rn) combinaisons de rn. Par ailleurs, nous pouvons




r ,yc|h) tel que






r ,yc|h) = P (un, sn|h)P (ynu,yns |h,un, sn)P (rn,ynr ,yc|h,un, sn,ynu,yns ).
(3.5)
Suite aux conditions d’inde´pendance entre les variables, (3.5) peut eˆtre re´e´crite comme suit






r ,yc|h) = P (un, sn)P (ynu|un)P (yns |sn)P (rn,ynr ,yc|h,un, sn). (3.6)
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Finalement, en combinant (3.3), (3.4) et (3.6), nous obtenons
P (un, sn|ynu,yns ,ynr ,yc,h) ∝ P (un, sn)P (ynu|un)P (yns |sn)
∑
rn
P (rn,ynr ,yc|h,un, sn)










r ,yc|h,un, sn). (3.8)
Dans (3.6), P (un, sn) repre´sente la probabilite´ a priori de la se´quence [un, sn]. Cette pro-
babilite´ est nulle quand le vecteur binaire [un, sn] n’a pas pu eˆtre ge´ne´re´ par le codeur
H.264/AVC. En d’autres termes, P (un, sn) = 0 si [un, sn] ne respecte pas les conditions
se´mantiques et syntaxiques fixe´es par le codeur source. Dans le cas contraire, c’est-a`-dire
quand [un, sn] correspond a` une se´quence valide, P (un, sn) est non-nulle. Dans notre e´tude,
nous conside´rons que toutes les se´quences valides (contenues dans Ωn[u,s]) sont e´quiprobables et
P (un, sn) = 1/|Ωn[u,s]| pour toutes les se´quences [un, sn] ∈ Ωn[u,s]. Par conse´quent, la me´trique
de de´codage M associe´e a` une se´quence valide est donne´e par
M([un, sn] ∈ Ωn[u,s]|h,yt) = P (ynu|un)P (yns |sn)Ψ(h,un, sn,ynr ,yc). (3.9)
Dans (3.9), P (ynu|un) et P (yns |sn) repre´sentent les vraisemblances respectives de un et sn.
Ψ(h,un, sn,ynr ,yc) correspond a` une somme dont la complexite´ est exponentielle en $(rn).
Nous allons maintenant de´crire le fonctionnement complet du de´codage se´quentiel. Durant
la phase d’initialisation (n = 1), Ω1u = ∅. Puis, a` chaque e´tape n > 1, l’algorithme explore
les nouvelles branches possibles sur une profondeur de $(sn) bits. Il conserve seulement les
M se´quences e´tendues [un, sn] les plus probables. Ces M se´quences sont temporairement
stocke´es dans une me´moire (correspondant a` Ωn+1u ) avant d’eˆtre e´tendues a` nouveau a` la
prochaine e´tape. Le synoptique de de´codage est repre´sente´ sur la figure 3.8. Pre´cisons juste
que la me´trique M([un, sn] ∈ Ωn[u,s]|h,yt) est de´termine´e a` partir de (3.9).
3.4 Principe optimise´ de de´codage se´quentiel
Dans la partie pre´ce´dente, nous avons pre´sente´ une me´thode ge´ne´rale de de´codage se´quen-
tiel pouvant s’appliquer a` tous les flux comprime´s. Cependant, cet algorithme peut facile-
ment diverger et conduire a` une solution incorrecte. En effet, si la se´quence correcte n’est
pas conserve´e dans la me´moire a` une certaine e´tape de de´codage, la solution finale sera tou-
jours errone´e. Lorsque les paquets transmis ont une taille importante, cette situation peut
apparaˆıtre tre`s fre´quemment et la solution finale peut contenir beaucoup d’erreurs binaires.
En pratique, x est ge´ne´ralement compose´ de groupes de mots de code, qui sont encode´s
inde´pendamment les uns des autres. Pour ame´liorer les performances du de´codage, il semble
inte´ressant de transmettre au re´cepteur les longueurs relatives des diffe´rents groupes et d’ap-
pliquer le de´codage sur chaque groupe se´pare´ment. Dans la suite, les vecteurs a1 . . . aE ca-
racte´risent les groupes de mots de code inclus dans x et nous pouvons e´crire x = [a1 . . . aE].
Par ailleurs, $(ae) de´signe la longueur en bits du groupe ae, e = 1 . . . E.
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M ([un, sn]|h,yt) pour
chaque se´quence de Ωn[u,s]
h,yt
n = n+ 1
Cre´er les |Ωnu| · 2!(sn)
se´quences [un, sn]
en concate´nant
chaque un ∈ Ωnu avec
chaque sn ∈ Ωns
Fig. 3.8 – Description en blocs du de´codage se´quentiel de x
Les marqueurs de synchronisation $(a1) . . . $(aE) sont transmis sur un canal de transmis-
sion se´pare´ (side information). Lors du de´codage robuste, ces marqueurs sont utilise´s pour
localiser chaque groupe dans le paquet. A titre d’illustration, ces marqueurs pourraient eˆtre
transmis dans un paquet NAL spe´cifique, garantissant ainsi la compatibilite´ avec la norme
H.264/AVC.
A pre´sent, nous allons nous inte´resser au de´codage du groupe ae, e = 1 . . . E. Les groupes
a1 . . . ae−1 ont e´te´ de´code´s pre´ce´demment et peuvent contenir des erreurs. Ces erreurs po-
tentielles peuvent impacter le de´codage de ae lors de l’exploitation du CRC. Afin d’e´viter la
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propagation des erreurs entre les groupes, le de´codage de ae ne tient pas compte des re´sultats
de de´codage de a1 . . . ae−1. L’estimateur optimal âe au sens MAP est donc donne´ par
âe = arg max
ae∈Ωea
P (ae|h,yx,yc), (3.10)
ou` Ωea contient l’ensemble des combinaisons de ae respectant la syntaxe et la se´mantique
du codeur source. Dans (3.10), P (ae|h,yx,yc) repre´sente la probabilite´ a posteriori de ae
connaissant h, yx et yc.
Cependant, les combinaisons contenues dans Ωea sont mal structure´es et les $(ae) bits ne
peuvent pas eˆtre directement de´code´s pour des raisons de complexite´. De manie`re similaire
a` la partie 3.3, le de´codage s’effectue sur des portions de ae. Le de´codage se´quentiel se limite
donc a` un groupe de mots de code et n’accorde aucune confiance aux solutions obtenues
lors du de´codage des groupes pre´ce´dents. Conside´rons maintenant le de´codage se´quentiel du
groupe e a` la n-ie`me e´tape, nous avons x = [be,ue,n, se,n, re,n], dans lequel :
– Le vecteur be correspond aux $(be) =
∑e−1
i=1 $(ai) bits associe´s aux e − 1 premiers
groupes de x. Lors du de´codage de ae, be est conside´re´ comme un vecteur de bits
ale´atoires : il ne contient pas les solutions pre´ce´demment de´code´es de a1 . . . ae−1.
– Le vecteur ue,n correspond aux $(ue,n) premiers bits de ae pour lesquels un ensemble
re´duit de combinaisons Ωe,nu a e´te´ pre´ce´demment sauvegarde´ par le de´codeur. Ces com-
binaisons repre´sentaient les portions les plus probables de ae a` l’e´tape n − 1. Dans la
suite, M de´finit le cardinal de Ωe,nu (M = |Ωe,nu |).
– Le vecteur se,n est compose´ de $(se,n) bits pour lesquels, en ne´gligeant les proprie´te´s
structurelles du codeur vide´o, 2"(se,n) combinaisons sont possibles. Dans la suite, nous
nommons Ωe,ns l’ensemble contenant la totalite´ de ces combinaisons.
– Le vecteur re,n contient les $(re,n) derniers bits de x. Ces bits n’ont pas encore e´te´
traite´s par le de´codeur, mais interviennent dans le calcul du CRC.





r . Le nouveau sche´ma de segmentation du paquet est expose´ sur la figure 3.9.




Fig. 3.9 – Nouveau sche´ma de segmentation du paquet
A pre´sent, conside´rons la concate´nation de chacune desM se´quences de Ωe,nu avec chacune
des 2"(se,n) se´quences de Ωe,ns . Nous obtenons M · 2"(se,n) se´quences binaires pour le vecteur
[ue,n, se,n]. Cependant, seul un ensemble re´duit Ω
e,n
[u,s] de ces se´quences est valide, c’est-a`-dire,
respecte les proprie´te´s se´mantiques et syntaxiques du codeur. A la fin de chaque e´tape, le
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de´codeur conserve seulement lesM se´quences les plus probables de Ωe,n[u,s], les stocke dans l’en-
semble Ωe,n+1u et commence un nouveau cycle. La figure 3.10 illustre l’e´volution des portions
















Fig. 3.10 – Evolution des partitions en fonction des e´tapes de de´codage se´quentiel
Dans la suite, nous conside´rons que Ne repre´sente le nombre d’e´tapes ne´cessaires pour
atteindre la fin du groupe e. Les profondeurs de de´codage $(se,i), pour i = 1 . . . Ne, peuvent
donc eˆtre ajuste´es tel que
Ne∑
i=1
$(se,i) = $(ae), (3.11)
pour tous e ∈ {1 . . . E}. En pratique, les Ne−1 premie`res profondeurs sont fixe´es a` une valeur
parame´trique constante et la dernie`re ($(se,Ne)) est choisie de manie`re a` satisfaire (3.11).
Nous allons maintenant de´terminer l’expression de la me´trique associe´e a` cette nouvelle
me´thode de de´codage. A la n-ie`me e´tape, nous devons calculer la probabilite´ a posteriori de
[ue,n, se,n] connaissant yt et h, c’est-a`-dire, P (ue,n, se,n|yeb ,ye,nu ,ye,ns ,ye,nr ,yc,h), pour chaque
ue,n ∈ Ωe,nu et chaque se,n ∈ Ωe,ns .
D’apre`s Bayes, cette probabilite´ est donne´e par
P (ue,n, se,n|yeb ,ye,nu ,ye,ns ,ye,nr ,yc,h) ∝ P (ue,n, se,n,yeb ,ye,nu ,ye,ns ,ye,nr ,yc|h). (3.12)
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r ,yc|h) peut eˆtre






r ,yc|h) sur les 2"(be) combi-
naisons de be et sur les 2"(re,n) combinaisons de re,n. Par ailleurs, nous pouvons de´velopper






r ,yc|h) en utilisant des conditions d’inde´pendance tel que







= P (ue,n, se,n)P (ye,nu |ue,n)P (ye,ns |se,n)P (be, re,n,yeb ,ye,nr ,yc|h,ue,n, se,n). (3.14)
Finalement, en combinant (3.12), (3.13) et (3.14), nous aboutissons a`
P (ue,n, se,n|yeb ,ye,nu ,ye,ns ,ye,nr ,yc,h)













r ,yc|h,ue,n, se,n). (3.16)
Dans (3.15), P (ue,n, se,n) repre´sente la probabilite´ a priori de la se´quence [ue,n, se,n]. Cette
probabilite´ est nulle quand le vecteur binaire [ue,n, se,n] n’a pas pu eˆtre ge´ne´re´ par le codeur
source. Dans le cas contraire, nous conside´rons dans cette e´tude que toutes les se´quences
valides sont e´quiprobables. P (ue,n, se,n) peut donc eˆtre synthe´tise´e comme suit
P (ue,n, se,n) =
{
0 si [ue,n, se,n] /∈ Ωe,n[u,s]
1
|Ωe,n[u,s]|
si [ue,n, se,n] ∈ Ωe,n[u,s]
.
Par conse´quent, la me´trique de de´codage associe´e a` une se´quence valide pour le groupe e est
donne´e par
Me([ue,n, se,n] ∈ Ωe,n[u,s]|h,yt) = P (ye,nu |ue,n)P (ye,ns |se,n)Φ(h,ue,n, se,n,yeb ,ye,nr ,yc). (3.17)
Dans (3.17), P (ye,nu |ue,n) et P (ye,ns |se,n) repre´sentent les vraisemblances respectives de ue,n et
se,n. Φ(h,ue,n, se,n,yeb ,y
e,n
r ,yc) correspond a` une somme dont la complexite´ estO(2"(be)+"(re,n)).
La re´duction de la complexite´ de cette somme est discute´e dans la partie 3.5.
Le synoptique associe´ a` la nouvelle me´thode de de´codage est expose´ sur la figure 3.11.
Nous pouvons remarquer de fortes corre´lations entre les figures 3.8 et 3.11. Le fonctionnement
de l’algorithme se´quentiel reste identique. La diffe´rence principale est associe´e a` la porte´e du
de´codage : dans la nouvelle me´thode, le de´codage n’est plus directement re´alise´ sur tous les
bits de x mais sur un groupe ae (e = 1 . . . E).
Dans la partie 3.6, cet algorithme est applique´ au de´codage des se´quences CAVLC ge´ne´re´es
par le codeur H.264/AVC.
3.5 Re´duction de la complexite´ algorithmique
Pour faciliter la lecture du document, les indices e et n ont e´te´ volontairement retire´s
des e´quations dans la suite de cette partie. Dans le meˆme registre, Φ(h,u, s,yb,yr,yc) et
M([u, s] ∈ Ω[u,s]|h,yt) ont e´te´ remplace´s par Φ et M([u, s]) respectivement.
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se´quences se,n (Ωe,ns )












chaque se´quence de Ωe,n[u,s]
h,yt
n = n+ 1
Cre´er les |Ωe,nu | · 2!(se,n)
se´quences [ue,n, se,n]
en concate´nant
chaque ue,n ∈ Ωe,nu avec
chaque se,n ∈ Ωe,ns
Fig. 3.11 – Sche´ma blocs de de´codage du groupe ae
Dans (3.17), seul le terme Φ est complexe a` de´terminer. En conside´rant que les bits de b






P (b)P (yb|b)P (r)P (yr|r)P (yc|F([h,b,u, s, r])). (3.18)
Dans (3.18), P (b) et P (r) repre´sentent les probabilite´s a priori de b et r. En suivant les
hypothe`ses d’inde´pendances e´nonce´es ci-dessus, P (b) = 2−"(b) et P (r) = 2−"(r). P (yb|b),
P (yr|r) et P (yc|F([h,b,u, s, r])) de´finissent les vraisemblances respectives de b, r et c =
F([h,b,u, s, r]).
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Le calcul de (3.18) consiste a` sommer le produit des vraisemblances associe´es a` b, r et
leur CRC correspondant, sur les 2"(b)+"(r) combinaisons de b et r. Dans cette partie, deux
me´thodes de complexite´ re´duite sont propose´es pour de´terminer (3.17) en optimisant le calcul
de Φ. La premie`re me´thode fournit un calcul exact de la me´trique, tandis que la deuxie`me
de´livre une solution approche´e pour une plus faible complexite´ algorithmique.
3.5.1 Calcul exact de la me´trique
D’apre`s (3.1), le CRC peut eˆtre de´termine´ de manie`re re´cursive sur les bits de d. Plus
pre´cise´ment, la valeur du CRC associe´e aux j +1 premiers bits de d de´pend seulement de la
valeur du CRC a` l’instant j et du j+1-ie`me bit de d. Chaque valeur de CRC a` l’instant j peut
conduire a` deux diffe´rentes valeurs de CRC a` l’instant j + 1. Par conse´quent, l’e´volution des
valeurs du CRC en fonction des bits de d peut eˆtre mode´lise´e par un treillis. Dans ce treillis,
les e´tats correspondent aux 2"(c) valeurs de CRC possibles et les transitions sont de´termine´es
par les bits de d. A chaque instant j = 1 . . . $(d), nous pouvons e´tudier la contribution de dj
(j-ie`me bit de d) sur le CRC global.
Dans notre cas, d = [h,b,u, s, r]. L’en-teˆte h est conside´re´ connu et nous cherchons a`
trouver la meilleure combinaison de [u, s] ∈ Ω[u,s] en tenant compte des redondances intro-
duites par le CRC c. Le treillis est donc applique´ aux portions b, r et c pour des valeurs
fixes de h, u et s. Ce treillis consiste a` regrouper les combinaisons de b et r qui donnent les







P (b)P (yb|b)P (r)P (yr|r). (3.19)
Dans la suite, nous conside´rons que l’e´tat associe´ a` une valeur possible de CRC c′ est
note´ S(c′), c′ e´tant la repre´sentation binaire de S(c′) ∈ {0 . . . 2"(c) − 1}. Apre`s quelques
























P (r)P (yr|r)P (yc|c′′ ⊕ F([0,0,0,0, r])), (3.22)
pour tout c′, c′′ ∈ GF (2)"(c). Dans (3.21), α(S(c′)) repre´sente la somme des probabilite´s as-
socie´es aux combinaisons de b qui atteignent l’e´tat S(c′) en commenc¸ant par l’e´tat
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S(F([h,0,0,0,0])) dans le treillis sur b. Dans (3.22), β(S(c′′)) repre´sente la somme des
probabilite´s associe´es a` toutes les combinaisons de [r, c = c′′ ⊕ F([0,0,0,0, r])] qui partent
de l’e´tat S(c′′) dans le treillis sur r.
Finalement, en inte´grant (3.20) dans (3.17), on aboutit a`
M([u, s]) = ∑
c′
α(S(c′)) · P (yu|u)P (ys|s) · β(S(c′ ⊕ F([0,0,u, s,0])))
= P (yu|u)P (ys|s)
∑
c′,c′′|c′′=c′⊕F([0,0,u,s,0])
α(S(c′)) · β(S(c′′)). (3.23)
La de´termination deM([u, s]) consiste donc a` sommer les probabilite´s associe´es aux 2"(c) che-
mins qui relient l’e´tat S(c′) du treillis sur b a` l’e´tat S(c′′) du treillis sur r, tel que c′′ =
c′ ⊕ F([0,0,u, s,0]).
A pre´sent, nous allons montrer que α(S(c′)) dans (3.21) peut eˆtre de´termine´ de manie`re
re´cursive sur les $(b) bits de b, pour tout c′ ∈ GF (2)"(c). Pour cela, nous conside´rons que
bj = [b1 . . . bj, 0 . . . 0] et y
j





P (bj)P (yjb|bj), (3.24)
comme la probabilite´ associe´e a` l’e´tat S(c′) ∈ {0 . . . 2"(c)−1} a` l’instant j ∈ {0 . . . $(b)} dans
le treillis sur b.




P (bj+1)P (yj+1b |bj+1)








= P (bj+1 = 0)P (ybj+1 |bj+1 = 0) · αj(S(c′))
+ P (bj+1 = 1)P (ybj+1 |bj+1 = 1) · αj(S(c′ ⊕ pi(bj+1))),
(3.25)




1 pour c′ = F([h,0,0,0,0])
0 pour tout c′ '= F([h,0,0,0,0]) . (3.26)
L’e´quation finale dans (3.25) est la clef pour calculer α(S(c′)) par une me´thode re´cursive (dans
le sens direct) sur les bits de b. Apre`s $(b) ite´rations, α"(b)(S(c′)) = α(S(c′)) dans (3.21).
De manie`re similaire, nous allons prouver que β(S(c′′)) dans (3.22) peut eˆtre de´termine´
re´cursivement sur les $(r) bits de r, pour tout c′′ ∈ GF (2)"(c). Pour cela, nous conside´rons
que r¯j = [0 . . . 0, rj+1 . . . r"(r)] et y
j





P (r¯j)P (yjr¯|r¯j)P (yc|c′′ ⊕ F(0,0,0,0, r¯j)), (3.27)
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comme la probabilite´ associe´e a` l’e´tat S(c′′) ∈ {0 . . . 2"(c)−1} a` l’instant j ∈ {0 . . . $(r)} dans
le treillis sur r.




P (r¯j−1)P (yj−1r¯ |r¯j−1)P (yc|c′′ ⊕ F([0,0,0,0, r¯j−1]))
= P (rj = 0)P (yrj |rj = 0)
∑¯
rj
P (r¯j)P (yjr¯|r¯j)P (yc|c′′ ⊕ F(0,0,0,0, r¯j))
+ P (rj = 1)P (yrj |rj = 1)
∑¯
rj
P (r¯j)P (yjr¯|r¯j)P (yc|c′′ ⊕ pi(rj)⊕ F(0,0,0,0, r¯j))
= P (rj = 0)P (yrj |rj = 0) · βj(c′′)
+ P (rj = 1)P (yrj |rj = 1) · βj(c′′ ⊕ pi(rj)).
(3.28)
A l’initialisation, c’est-a`-dire quand j = $(r),
β"(r)(S(c
′′)) = P (yc|c′′), pour tout c′′ ∈ GF (2)"(c). (3.29)
L’e´quation finale dans (3.28) est la clef pour calculer β(S(c′′)) par une me´thode re´cursive
(dans le sens indirect) sur les bits de r. Apre`s $(r) ite´rations, β0(S(c′′)) = β(S(c′′)) dans (3.22).
En e´tudiant les e´quations re´cursives introduites dans (3.25) and (3.28), il peut eˆtre fa-
cilement ve´rifie´ que les coefficients αj(S(c′)) et βj(S(c′′)) correspondent exactement aux
coefficients de´finis dans [65] pre´sentant l’algorithme BCJR. Plus pre´cise´ment, les coefficients
α(S(c′)) peuvent eˆtre calcule´s en re´alisant une e´tape partielle dans le sens direct de l’algo-
rithme BCJR (en commenc¸ant par le premier bit de b et en finissant par le dernier bit de b).
De manie`re similaire, les coefficients β(S(c′′)) peuvent eˆtre calcule´s en effectuant une e´tape
partielle dans le sens indirect de l’algorithme BCJR (en commenc¸ant par le dernier bit de r
et en finissant par le premier bit de r). Les e´tapes pour de´terminer la me´trique globale (3.23),
pour toutes les valeurs de [u, s] ∈ Ω[u,s], avec la me´thode pre´sente´e sont re´sume´es ci-dessous :
Etape 1 : Initialiser α0(S(c′)) et β"(r)(S(c′′)) en respectant (3.26) et (3.29).
Etape 2 : De´terminer αj(S(c′)), pour tout c′ ∈ GF (2)"(c) et pour tout j = 1 . . . $(b), en
utilisant (3.25) dans le sens direct (e´tape partielle de l’algorithme BCJR dans le sens direct).
Etape 3 : De´terminer βj(S(c′′)), pour tout c′′ ∈ GF (2)"(c) et pour tout j = $(r) − 1 . . . 0,
en utilisant (3.28) dans le sens indirect (e´tape partielle de l’algorithme BCJR dans le sens
indirect).
Etape 4 : Pour chaque [u, s] ∈ Ω[u,s], calculer la me´trique M([u, s]) en utilisant (3.23), en
gardant a` l’esprit que α(S(c′)) = α"(b)(S(c′)) et β(S(c′′)) = β0(S(c′′)).
Exemple 1 Le code syste´matique (9, 7), dont le polynoˆme ge´ne´rateur g(z) = z2 + z + 1,
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Dans cet exemple, nous conside´rons que l’en-teˆte connu h = [1] et nous voulons de´terminer la
me´trique M([u, s]) pour la valeur de [u, s] = [0, 1]. Par conse´quent, $(h)+$(u)+$(s) = 3 bits
et nous conside´rons que $(b) = $(r) = 2 bits. La mode´lisation du proble`me, suivant la me´thode
de´crite dans cette partie, est illustre´e sur la figure 3.12. Nous pouvons constater que h fixe
l’e´tat de de´part du treillis sur b et que les vraisemblances du CRC initialisent les e´tats finaux
du treillis sur r. Par ailleurs, les transitions ponde´re´es par la valeur de [u, s] permettent de
connecter les deux treillis. La me´trique M([u, s]) est de´termine´e en sommant les probabilite´s
associe´es aux diffe´rents chemins (de´pendants de la valeur courante de [u, s]) connectant le
treillis sur b avec le treillis sur r.
Avec cette me´thode, une e´tape comple`te de de´codage se´quentiel (pour tous les [u, s] ∈
Ω[u,s]) est re´alise´e avec une complexite´O(($(b)+$(r)+|Ω[u,s]|)2"(c)), compare´e a`O
(|Ω[u,s]|2"(b)+"(r))
avec la me´thode basique (sans treillis).
3.5.2 Calcul approche´ de la me´trique
En pratique, la plupart des CRCs ont une longueur supe´rieure a` 16 bits et la complexite´
O(2"(c)) est encore trop importante pour permettre une imple´mentation en temps-re´el de la
me´thode pre´sente´e dans la partie 3.5.1. Un calcul approche´ consiste a` de´couper le CRC en
Mp partitions of $(c)/Mp bits, chaque partition e´tant conside´re´e statistiquement inde´pendante
des autres. Ce concept a de´ja` e´te´ utilise´ dans [69] pour le de´codage turbo des codes en
bloc. Dans leur travail, les auteurs proposent un sche´ma de de´codage ite´ratif base´ sur une
segmentation des bits de parite´. Dans notre cas, ce de´coupage est applique´ au CRC. Ainsi, yc
peut eˆtre de´compose´ tel que yc = [yc1 . . .ycMp ]. En utilisant cette hypothe`se d’inde´pendance,
la somme de (3.18) devient








P (b)P (yb|b)P (r)P (yr|r)P (ycm|Fm([h,b,u, s, r])), (3.31)
ou` Fm repre´sente une fonction d’encodage associe´e aux colonnes allant de (m − 1) · "(c)Mp + 1
a` m · "(c)Mp dans Π. Cette fonction fournit un CRC partiel de $(c)/Mp bits. La me´thode pour
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P (yc|S(c) = 0)
P (yc|S(c) = 1)
P (yc|S(c) = 2)
P (yc|S(c) = 3)

























M([u, s] = [0, 1]) = P (yu|u)P (ys|s) [α(0) · β(1) + α(1) · β(0) + α(2) · β(3) + α(3) · β(2)]
Transition associe´e a` bj = 1 ou rj = 1
Transition associe´e a` bj = 0 ou rj = 0
Fig. 3.12 – Illustration du calcul de la me´trique a` partir du treillis
de´terminer Φm dans (3.31) est identique a` celle utilise´e pour calculer Φ dans la partie 3.5.1.
La seule diffe´rence est associe´e a` la taille du treillis : 2"(c)/Mp e´tats doivent eˆtre conside´re´s a`
la place des 2"(c) avec la me´thode exacte (sans de´couper le CRC).
Avec cette hypothe`se, la me´trique globale de´finie dans (3.23) devient





αm(S(c′m)) · βm(S(c′′m)), (3.32)




m)) et correspond a` la probabilite´ associe´e a` l’e´tat S(c
′
m)





correspond a` la probabilite´ associe´e a` l’e´tat S(c′′m) a` l’instant j = 0 dans le m-ie`me treillis
sur r.
La complexite´ totale pour de´terminer (3.32) est maintenantO(($(b)+$(r)+|Ω[u,s]|)Mp2"(c)/Mp),
au prix d’une performance faiblement sous-optimale.
79
CHAPITRE 3. TRANSMISSION VIDE´O ROBUSTE
3.6 Re´sultats de simulation
Dans le profil e´tendu, des outils robustes sont fournis par la norme H.264/AVC. Le par-
titionnement des donne´es, pre´sente´ dans la partie 1.3.4, permet de classer les donne´es des
slices comprime´s en fonction de leur influence sur la qualite´ de la vide´o de´code´e. Dans cette
technique, les donne´es sont re´parties en trois partitions DPA, DPB et DPC.
Cette de´composition du flux permet d’adapter le niveau de protection des partitions
en fonction de leur sensibilite´. Chaque partition est encapsule´e dans un paquet NAL qui
est ensuite transmis sur le re´seau. Au niveau des couches infe´rieures, les paquets associe´s
a` la partition A sont fortement prote´ge´s et nous conside´rons que le re´cepteur les rec¸oit
correctement. En revanche, les paquets contenant DPB et DPC sont transmis sur des canaux
bruite´s et des erreurs peuvent survenir durant la transmission. Rappelons simplement que
DPB et DPC contiennent les re´sidus de pre´diction du slice, encode´s avec la me´thode CAVLC
(explique´e dans la partie 1.3.2).
























Fig. 3.13 – PSNR de la vide´o de´code´e en fonction du SNR lors d’une transmission sans
codage canal
La me´thode robuste pre´sente´e dans ce chapitre a e´te´ applique´e au de´codage des se´quences
CAVLC contenues dans les partitions B et C. Chaque se´quence CAVLC est conside´re´e comme
un groupe inde´pendant de mots de code qui peut eˆtre se´pare´ des autres graˆce aux mar-
queurs de synchronisation. Par conse´quent, la me´thode de de´codage se´quentiel base´e sur les
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groupes (pre´sente´e dans la partie 3.4) est pre´fe´re´e a` la me´thode ge´ne´rale de´crite dans la
partie 3.3. Pre´cisons juste que les se´quences CAVLC du H.264/AVC ne sont pas totalement
inde´pendantes (voir annexe A pour plus de de´tails), mais les faibles de´pendances existantes
peuvent eˆtre ne´glige´es. Lors des simulations, les performances de la me´thode pre´sente´e ont
e´te´ compare´es a` deux autres me´thodes de de´codage : une me´thode de de´codage standard et
une me´thode de de´codage robuste exploitant seulement les proprie´te´s structurelles.
Le syste`me de transmission est compose´ d’un serveur, d’un point d’acce`s WiFi, d’un canal
radio et d’un terminal WiFi. Le serveur encode de manie`re re´pe´titive les 5 premie`res images
de Foreman.cif dans un GOP IPPPP en utilisant un codeur H.264/AVC travaillant en mode
CAVLC. Il ge´ne`re les partitions respectives (paquets vide´o) qui sont ensuite transmises sur le
re´seau coeur. Ce re´seau coeur est conside´re´ ide´al et tous les paquets arrivent sans encombre
au point d’acce`s WiFi.
A la couche MAC du point d’acce`s, les paquets IP arrivant du re´seau coeur sont re´partis
sur plusieurs fragments MAC de taille fixe. Un CRC de 4 octets, respectant le protocole
MAC 802.11 de´fini dans la partie 2.3.2, est ajoute´ a` la fin de chaque fragment. Au niveau
de la couche PHY, les donne´es sont encode´es a` l’aide du codeur convolutif de la norme
802.11a (introduit dans la partie 2.3.1). Elles sont finalement module´es en BPSK avant d’eˆtre
transmises sur le canal radio.
Pour ame´liorer les performances du de´codage, les marqueurs de synchronisation, men-
tionne´s dans la partie 3.4, sont inse´re´s dans le flux transmis. Rappelons simplement que ces
marqueurs spe´cifient la longueur de chaque se´quence CAVLC contenue dans les partitions B
et C. Ces informations sont transmises dans des paquets NAL spe´cifiques et chaque parame`tre
de longueur est encode´ en Exp-Golomb (voir partie 1.3.2). Cette me´thode d’encapsulation
permet de rester compatible avec la norme H.264/AVC : un de´codeur standard ignorera les
paquets NAL contenant les marqueurs de synchronisation mais pourra de´coder le flux vide´o
sans exploiter ces informations. Il faut cependant noter que le surcouˆt de de´bit, associe´ a`
la transmission de ces redondances, repre´sente environ 30 % du de´bit total. Dans ces simu-
lations, nous conside´rons que les paquets contenant les marqueurs de synchronisation, tout
comme les partitions A, ne sont pas de´grade´s par le canal radio. Seules les donne´es contenues
dans les partitions B et C sont bruite´es durant la transmission hertzienne. La valeur du SNR
(Signal to Noise Ratio) permet de modifier la variance du bruit blanc gaussien sur le canal
radio (le canal est conside´re´ AWGN).
Au niveau du re´cepteur, les donne´es sont de´code´es a` la couche PHY par un algorithme
BCJR [65] (de´codage canal SISO) et sont envoye´es a` la couche APL en utilisant le me´canisme
perme´able pre´sente´ dans la partie 3.2. Comme nous l’avons e´nonce´ pre´ce´demment, trois types
de de´codeurs sont conside´re´s dans la couche APL :
1. Un de´codeur standard qui re´alise des de´cisions dures sur les donne´es souples rec¸ues en
tirant parti des marqueurs de synchronisation.
2. Un de´codeur robust qui exploite a` la fois les donne´es souples, les proprie´te´s structurelles
du flux et les marqueurs de synchronisation, en ne´gligeant cependant les redondances
fournies par le CRC. Ce de´codeur utilise l’algorithme de´fini dans la partie 3.4, mais la
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me´trique ne contient pas le terme Φ.
3. Un de´codeur CRC-robust qui combine toutes les sources de redondances pre´ce´dentes
ainsi que les proprie´te´s du CRC. Ce de´codeur utilise la me´thode de´finie dans la par-
tie 3.4.
Dans nos simulations, M = 20 et $(s) = 4 bits par de´faut, pour les deux de´codeurs
robustes. Par ailleurs, le de´codeur robuste exploitant le CRC utilise la me´thode sous-optimale
pre´sente´e dans la partie 3.5.2. Dans notre cas, le CRC est de´coupe´ en 4 partitions de 8 bits.
























Fig. 3.14 – PSNR de la vide´o de´code´e en fonction du SNR lors d’une transmission avec
codage canal
Les figures 3.14 et 3.13 montrent l’e´volution du PSNR (Peak Signal to Noise Ratio) de la
vide´o de´code´e en fonction du SNR pour les trois types de de´codeurs, avec et sans codage canal
respectivement. Lors des simulations associe´es a` la figure 3.13, le codage/de´codage canal de
la couche PHY a e´te´ de´sactive´. Les donne´es sont donc simplement module´es en BPSK dans la
couche PHY avant d’eˆtre transmises sur le canal AWGN. Sur les deux figures, les de´codeurs
standard, robust et CRC-robust sont compare´s pour une taille de payload MAC de 100 octets.
Dans tous les cas, nous pouvons remarquer que les performances du de´codeur standard sont
de´passe´es par celles des deux de´codeurs robustes. Par ailleurs, les deux de´codeurs robustes
ont des performances e´quivalentes pour des faibles valeurs de SNR. Ce n’est qu’a` partir d’un
certain seuil que le de´codage CRC-robust commence a` prendre l’avantage sur le de´codage
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robust. Au dessus de ce seuil, le gain de codage augmente avec le SNR. Ce comportement
est typique dans le domaine du de´codage canal. Dans nos simulations, la valeur du seuil est
d’environ 8.5 dB pour la figure 3.13 et d’environ 1.8 dB pour la figure 3.14.
(a) (b)
(c) (d)
Fig. 3.15 – Qualite´ de la 5-ie`me image de Foreman.cif obtenue apre`s (a) un de´codage sans
erreur, (b) un de´codage standard, (c) un de´codage robust, et (d) un de´codage CRC-robust
pour un SNR de 2.8 dB, lors d’une transmission avec codage canal
La figure 3.15 expose la 5-ie`me image originale de la se´quence vide´o Foreman.cif, ainsi que
ses reproductions obtenues apre`s transmission et de´codage. Dans ce cas, le codage/de´codage
canal de la couche PHY a e´te´ active´. Par ailleurs, ces re´sultats ont e´te´ obtenus pour des
tailles de payload MAC de 100 octets et pour un SNR de 2.8 dB pour lequel les valeurs de
PSNR atteintes par les de´codeurs standard, robust et CRC-robust sont respectivement de 29,
35 and 38 dB (voir figure 3.14). Nous pouvons constater que l’image ge´ne´re´e par le de´codeur
standard contient de nombreux artefacts : sa qualite´ est donc tre`s faible. Le de´codeur robust
permet d’ame´liorer conside´rablement la qualite´ vide´o, meˆme si certains artefacts restent
encore visibles. Finalement, aucune diffe´rence visuelle ne peut eˆtre distingue´e entre l’image
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originale et l’image obtenue avec le de´codeur CRC-robust.
3.7 Conclusion
Dans ce chapitre, nous avons pre´sente´ un estimateur au sens MAP pour le de´codage
robuste de la vide´o. Ce de´codeur exploite conjointement les proprie´te´s se´mantiques et syn-
taxiques du flux vide´o encode´ et le CRC des fragments de la couche MAC. Nous avons
de´montre´ que l’imple´mentation pratique de cette technique pouvait eˆtre base´e sur la com-
binaison d’un algorithme de de´codage se´quentiel et d’un algorithme BCJR. Nous avons ap-
plique´ cette me´thode au de´codage des re´sidus de pre´diction du H.264/AVC. Les re´sultats de
simulation ont montre´ que les redondances introduites par le CRC ame´liorent l’efficacite´ du
de´codage robuste. Plus pre´cise´ment, nous avons pu constater que l’utilisation conjointe des
proprie´te´s structurelles du flux et du CRC devenait inte´ressante a` partir d’une certaine valeur
de SNR. Pour faciliter et renforcer le de´codage, des marqueurs de synchronisation ont e´te´
inse´re´s dans le flux transmis. Ces marqueurs spe´cifient la taille de chaque se´quence CAVLC et
repre´sentent actuellement un sur-de´bit important dans les expe´riences pre´sente´es. L’objectif
futur sera de re´duire ce de´bit comple´mentaire en ne transmettant, par exemple, que la taille
associe´e aux se´quences CAVLC contenues dans un macrobloc complet.
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Chapitre 4
Implantation du de´codage robuste
Dans ce chapitre, nous pre´sentons le deuxie`me travail aborde´ durant cette the`se.
4.1 Position du proble`me
Comme nous l’avons vu au chapitre 2, la transmission paque´tise´e d’informations mul-
time´dia s’appuie souvent sur la pile protocolaire du type IP/UDP/RTP. La figure 4.1 illustre
les proce´dures de re´assemblage des paquets a` travers les couches protocolaires d’un re´cepteur
WiFi. Des me´canismes de de´tection d’erreurs sont imple´mente´s dans chaque couche, ils sont
liste´s ci-dessous :
– Au niveau de la couche PHY (voir partie 2.3.1), un CRC de 2 octets prote`ge les champs
de l’en-teˆte. Les paquets contenant des en-teˆtes de´te´riore´s sont efface´s.
– A la couche MAC (voir partie 2.3.2), un CRC de 4 octets prote`ge l’en-teˆte et la payload.
Quand une erreur survient, le fragment est retransmis par le point d’acce`s.
– A la couche IP (voir partie 2.3.3), les champs de l’en-teˆte sont prote´ge´s par un checksum
de 2 octets. Les paquets contenant des en-teˆtes errone´s sont conside´re´s perdus.
– A la couche UDP (voir partie 2.3.4), un checksum de 2 octets prote`ge la totalite´ du
paquet. Quand une erreur intervient, le paquet est efface´.
Les me´canismes de de´tection d’erreurs base´s sur les CRCs et les checksums, combine´s au
syste`me de retransmission de la couche MAC, permettent a` la couche APL de recevoir des
paquets corrects. Ne´anmoins, ces outils entraˆınent une augmentation du de´lai de transmission
et une consommation excessive de ressources radio car les retransmissions peuvent devenir
tre`s fre´quentes quand les conditions radio se de´gradent. Pour re´duire ce de´lai, le nombre de
retransmission est souvent limite´. Cette limitation engendre des pertes de paquets au niveau
de la couche APL. Or, chaque paquet contient une grande partie des informations visuelles
et leur perte entraˆıne donc une de´te´rioration significative de la qualite´ vide´o.
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Canal de transmission
Payload MAC 2H-MAC2Payload MAC 1H-MAC1
Payload RTPH-RTP
Paquet vidéo (NAL)




Couche PHY 802.11 





Fig. 4.1 – Mise en e´vidence des codes de de´tection d’erreurs
Ces dernie`res anne´es, des techniques de de´codage conjoint source-canal ont e´te´ propose´es
pour corriger les erreurs contenues dans les paquets vide´o rec¸us. Ces me´thodes ont e´te´ lar-
gement de´crites dans le chapitre 3. Retenons uniquement que ces me´canismes robustes ex-
ploitent les redondances inhe´rentes contenues dans les informations transmises pour corriger
des erreurs. Ces redondances peuvent correspondre aux proprie´te´s se´mantiques et syntaxiques
du codeur source, aux informations souples fournies par la couche PHY, aux proprie´te´s de la
paque´tisation, etc. Toutes ces sources de redondances sont combine´es au niveau du de´codeur
de la couche APL pour renforcer l’efficacite´ du de´codage vide´o.
Cependant, les techniques JSCD ne sont pas compatibles avec le fonctionnement actuel
de la pile protocolaire. Pour eˆtre efficaces, ces de´codeurs robustes ont besoin de recevoir les
informations souples issues de la couche PHY. Or, les paquets binaires errone´s sont efface´s
par les me´canismes de de´tection d’erreurs avant d’avoir atteint le de´codeur vide´o de la couche
APL.
4.2 Nouveau mode`le de couche perme´able
Plusieurs modifications ont e´te´ propose´es dans la litte´rature pour rendre la pile perme´able.
Le protocole UDP-Lite [70] correspond a` une solution efficace pour la couche UDP. Dans ce
sche´ma, le checksum ne prote`ge qu’un nombre limite´ d’octets (ge´ne´ralement associe´s aux
informations contenues dans les en-teˆtes UDP-Lite, RTP et APL). Par ailleurs, les travaux
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pre´sente´s dans [71, 72] introduisent des me´canismes destine´s a` la couche Liaison. Ils pro-
posent de de´sactiver la proce´dure de de´tection d’erreurs base´e sur le CRC et conside`re que
l’en-teˆte des fragments est correctement rec¸u. En utilisant un sche´ma incorporant ces deux
me´canismes, toutes les donne´es vide´o peuvent remonter au de´codeur de la couche APL. En
revanche, les paquets contenant des en-teˆtes errone´s sont encore efface´s (meˆme si leur payload
contient un nombre limite´ d’erreurs). Le point bloquant de cette me´thode est donc ramene´
aux erreurs survenant dans les en-teˆtes.
Le mode`le de couche pre´sente´ dans ce chapitre tente de re´soudre ce proble`me. Il est base´
sur la constatation suivante : les seules informations utilise´es par une couche sont situe´es dans
l’en-teˆte des paquets respectifs. En d’autres termes, les traitements re´alise´s par une couche
manipulent uniquement les informations contenues dans l’en-teˆte des paquets et les donne´es
contenues dans la payload n’ont pas de signification a` ce niveau. Lorsque les champs de l’en-
teˆte sont corrects, la couche est capable de transmettre la payload a` la couche supe´rieure. Dans
notre mode`le ame´liore´, nous cherchons donc a` corriger les informations importantes, conte-
nues dans l’en-teˆte des paquets, avant de les utiliser. L’outil fondamental de cette me´thode
exploite les diffe´rentes sources de redondances contenues dans la pile protocolaire pour corri-
ger les en-teˆtes. De plus, ce me´canisme permet de remonter les informations souples, fournies
par le de´codage SISO de la couche PHY, jusqu’au de´codeur de la couche APL.
La technique de correction des en-teˆtes fait intervenir deux sources de redondance :
1. Les redondances intra-couche et inter-couches introduites par les proprie´te´s structurelles
de la pile. Ce type de corre´lation a de´ja` e´te´ exploite´ dans le protocole ROHC (Robust
Header Compression) [73] dans lequel les en-teˆtes IP, UDP et RTP sont remplace´s
par une version comprime´e. Les performances atteintes par ROHC sont significatives
puisque la taille des en-teˆtes passe de 40 octets a` seulement quelques octets. Dans
notre e´tude, ces redondances sont utilise´es pour e´tablir les informations a priori sur les
en-teˆtes. Elles permettent de construire un ensemble limite´ de combinaisons d’en-teˆte
(candidats).
2. Les redondances introduites par les codes de de´tection d’erreurs (CRC ou checksum).
Ces codes sont inse´re´s dans pratiquement tous les paquets de la pile, comme l’illustre la
figure 4.1. Dans notre e´tude, les CRCs et les checksums sont utilise´s comme des codes
de correction d’erreurs [63, 64]. Ils permettent de se´lectionner la meilleure combinaison
parmi l’ensemble des candidats.
Au niveau de chaque couche, le traitement de de´codage des en-teˆtes combine les infor-
mations souples fournies par la couche infe´rieure, les redondances du CRC ou du checksum,
ainsi que les informations a priori re´sultant des proprie´te´s structurelles de la pile. Une fois
l’en-teˆte corrige´, les champs utiles sont traite´s normalement par la couche. Les informations
souples relatives a` la payload sont ensuite transmises a` la couche supe´rieure. La figure 4.2
illustre le principe de fonctionnement d’une telle couche. Elle met en avant son inte´reˆt ma-
jeur : la propagation des informations souples entre la couche L − 1 a` la couche L + 1. Elle
repre´sente e´galement les diverses sources de redondance qui sont exploite´es pour faciliter la
correction des en-teˆtes a` la couche L.
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Info. souples Payload n (L - 1)
Payload n (L)Header n (L) CRCn (L)
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Fig. 4.2 – Principe de fonctionnement du nouveau mode`le de couche perme´able
Dans cette e´tude, nous focalisons sur les couches PHY et MAC du standard 802.11.
Ne´anmoins, cette me´thode peut eˆtre e´tendue a` toutes les couches protocolaires.
L’organisation de ce chapitre suit le plan suivant : l’estimateur MAP ge´ne´ral de correction
des en-teˆtes est de´fini dans la partie 4.3. Dans la partie 4.4, nous discutons des proble`mes de
complexite´ lie´s au calcul de l’estimateur dans des cas pratiques. L’application du me´canisme
aux couches PHY et MAC de WiFi est introduite dans la partie 4.5. Finalement, les re´sultats
de simulation sont pre´sente´s dans la partie 4.6.
4.3 Estimateur MAP de de´codage des en-teˆtes
De manie`re ge´ne´rale, le n-ie`me paquet arrivant au niveau d’une couche L est compose´ d’un
en-teˆte, d’une payload et d’un CRC. Les informations prote´ge´es par le CRC cLn de $(c
L
n) bits
peuvent eˆtre classe´es en quatre cate´gories :
1. Les champs constants, repre´sente´s par le vecteur kLn de $(k
L
n) bits, sont conside´re´s
connus (known). Les valeurs de ces champs ne varient pas dans les diffe´rents paquets.
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2. Les champs de´ductibles (predictable) sont incorpore´s dans le vecteur pLn de $(p
L
n) bits.
Contrairement aux champs connus, les champs de´ductibles peuvent eˆtre estime´s en
exploitant les redondances intra-couche et inter-couches repre´sente´es par RLn . Ils sont
pre´dits en utilisant les informations contenues dans les paquets pre´ce´demment rec¸us. Il
est donc e´vident que les champs de´ductibles sont parfaitement de´termine´s si les paquets
pre´ce´dents ont e´te´ correctement rec¸us.
3. Les champs importants inconnus (unknown) sont rassemble´s dans le vecteur uLn de
$(uLn) bits. Ces parame`tres peuvent eˆtre totalement inconnus ou limite´s a` un ensemble






n). Ces combinaisons sont de´termine´es





4. Le vecteur oLn de $(o
L
n) bits contient les autres informations (other) prote´ge´es par
le CRC. Cette dernie`re cate´gorie regroupe les donne´es inconnues qui ne sont pas
ne´cessaires dans les traitements du paquet dans la couche L, mais qui peuvent eˆtre
utiles dans la couche supe´rieure (L+ 1).
De manie`re plus pre´cise, RLn contient les informations contenues dans tous les en-teˆtes du
paquet n− 1 (au niveau des couches L− 1, L et L+1) ainsi que celles de l’en-teˆte du paquet
n a` la couche L− 1. Nous pouvons donc e´crire que
RLn = {kL−1n−1 ,kLn−1,kL+1n−1 ,kL−1n ,pL−1n−1 ,pLn−1,pL+1n−1 ,pL−1n ,uL−1n−1 ,uLn−1,uL+1n−1 ,uL−1n }.
Par ailleurs, les donne´es du paquet non prote´ge´es par le CRC au niveau de la couche L sont
incluses dans xLn .









qui contient tous les champs mentionne´s ci-dessus. Notons juste que l’ordre des bits de rLn
ne correspond pas a` l’ordre dans lequel les donne´es sont transmises dans le n-ie`me paquet,
nous utilisons cette notation pour simplifier le proble`me the´orique. Le CRC cLn associe´ a` r
est de´termine´ par cLn = FL(rLn), ou` FL est une fonction d’encodage ge´ne´rique associe´e a` la
couche L.
Pour faciliter la lecture du document, les indices n et L ont e´te´ volontairement retire´s des
e´quations dans la suite des de´veloppements the´oriques.




i caracte´risant le CRC. Une matrice ge´ne´ratrice syste´matique
G = [I,Π] peut eˆtre associe´e a` g(z). Le CRC c peut alors eˆtre de´termine´ en utilisant un
traitement re´cursif sur $(r) bits du vecteur r comme suit{
c0 = 0,
cj+1 = F(rj+1) = cj ⊕ (rj+1 · pi(rj+1)). (4.1)
Dans (4.1), rj = [r1 . . . rj, 0 . . . 0], pi(rj) repre´sente le vecteur de parite´ (contenu dans Π)
associe´ au bit rj et ⊕ de´finit l’ope´rateur XOR (ou exclusif ). Apre`s $(r) ite´rations, c"(r) =
F(r) = c.
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Conside´rons maintenant que les donne´es ont e´te´ transmises sur un canal AWGN intro-
duisant un bruit de moyenne nulle et de variance σ2 et que les informations souples sont
envoye´es de couche en couche au niveau du re´cepteur. A l’entre´e de la couche L, les donne´es
rec¸ues sont note´es y = [yk,yp,yu,yo,yc] et correspondent aux observations respectives de k,
p, u, o et c.
Puisque k est connu et que p peut eˆtre totalement pre´dit, seul u reste a` pre´dire. L’esti-
mateur optimal û au sens MAP est donc donne´ par
û = argmax
u
P (u|k,p, R,yu,yo,yc). (4.2)
Cet estimateur prend en compte les observations de y, la connaissance de k, p et R, ainsi
que les proprie´te´s du CRC. D’apre`s Bayes, (4.2) peut eˆtre reformule´ comme suit
û = argmax
u
P (u,yu,yo,yc|k,p, R). (4.3)
Dans (4.3), P (u,yu,yo,yc|k,p, R) peut eˆtre exprime´e comme suit
P (u,yu,yo,yc|k,p, R) =
∑
o
P (u,o,yu,yo,yc|k,p, R). (4.4)
D’apre`s (4.4), nous pouvons remarquer que P (u,yu,yo,yc|k,p, R) peut eˆtre de´termine´e
en marginalisant P (u,o,yu,yo,yc|k,p, R) sur les 2"(o) combinaisons de o. Par ailleurs, en
conside´rant que o et c sont inde´pendants de R et en gardant a` l’esprit que le canal est sans
me´moire, on peut e´crire que
P (u,o,yu,yo,yc|k,p, R) = P (u|k,p, R)P (yu|k,p, R,u)P (o,yo,yc|k,p, R,u,yu)
= P (u|k,p, R)P (yu|u)P (o,yo,yc|k,p,u).
(4.5)
En combinant (4.4) et (4.5), nous obtenons











Dans (4.6), P (u|k,p, R) repre´sente la probabilite´ a priori de u connaissant k, p et R. De
manie`re ge´ne´rale, nous conside´rons que les valeurs possibles de u sont rassemble´es dans
Ωu = Ωu(k,p, R). En supposant que les combinaisons possibles de u (contenues dans Ωu)
sont e´quiprobables, nous pouvons e´crire que
P (u|k,p, R) = P (u|Ωu) = 1|Ωu| ,





Dans (4.8), P (yu|u) repre´sente la vraisemblance de u et Ψ(k,p,u,yo,yc) correspond a` une
somme dont la complexite´ est exponentielle en $(o).
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4.4 Evaluation de l’estimateur dans un cas pratique
L’estimateur de´fini dans (4.8) peut eˆtre employe´ dans un contexte tre`s ge´ne´ral. Dans cette
partie, nous nous inte´ressons a` la de´termination de cet estimateur dans diffe´rentes situations.
4.4.1 Quand l’ensemble o n’existe pas
Il existe de nombreuses situations dans lesquelles les bits prote´ge´s par le CRC appar-
tiennent seulement aux ensembles k, p et u. Dans ces cas, o n’existe pas et (4.8) devient
û = argmax
u∈Ωu
P (yu|u)P (yc|F([k,p,u])), (4.9)
ou` F([k,p,u]) peut eˆtre directement de´termine´ graˆce au sche´ma re´cursif de´fini dans (4.1).
Ainsi, un simple calcul de CRC remplace la somme sur toutes les combinaisons possibles de
o et la complexite´ de l’estimation devient ne´gligeable.
4.4.2 Quand l’ensemble o existe
Pour faciliter la lecture du document, Ψ(k,p,u,yo,yc) est remplace´ par Ψ dans la suite
de cette partie.
Quand o existe, le terme Ψ dans (4.8) devient complexe a` de´terminer. En conside´rant que




P (o)P (yo|o)P (yc|F([k,p,u,o])). (4.10)
La de´termination de (4.10) consiste donc a` sommer les probabilite´s associe´es aux 2"(o) com-
binaisons de o et a` leurs CRC respectifs. Il est e´vident qu’un calcul direct posse`de une
complexite´ exponentielle en $(o). Dans cette partie, nous pre´sentons deux me´thodes de com-
plexite´ re´duite qui sont utiles pour calculer l’estimateur (4.8) : la premie`re fournit une valeur
exacte de Ψ tandis que la seconde e´value une valeur approche´e de Ψ (au prix d’une complexite´
beaucoup plus faible).
Calcul exact de Ψ
Comme nous l’avons de´montre´ dans (4.1), le CRC peut eˆtre calcule´ re´cursivement sur les
bits de r. La valeur du CRC associe´e aux j + 1 premiers bits de r de´pend seulement de la
valeur du CRC a` l’instant j et du j + 1-ie`me bit de r. Chaque valeur de CRC a` l’instant
j conduit a` deux valeurs de CRC a` l’instant j + 1. Par conse´quent, l’e´volution des valeurs
du CRC en fonction des bits de r peut eˆtre de´crite par un treillis. Dans ce treillis, les e´tats
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correspondent aux 2"(c) valeurs possibles de CRC et les transitions sont de´termine´es par les
bits de r. A chaque instant j, nous e´tudions la contribution de rj (j-ie`me bit de r) sur le
CRC global.
Dans notre cas, r = [k,p,u,o]. Les donne´es contenues dans k et p sont conside´re´es
connues et nous cherchons a` trouver la meilleure combinaison de u ∈ Ωu en tenant compte
des redondances introduites par le CRC c. Le treillis est donc applique´ aux portions o et c
pour des valeurs fixes de k, p et u. Les e´tats repre´sentent les valeurs possibles du CRC et le
treillis regroupe les combinaisons de o qui donnent les meˆmes valeurs de CRC.
Dans la suite, nous conside´rons que l’e´tat associe´ a` une valeur possible de CRC c′ est note´
S(c′), c′ e´tant la repre´sentation binaire de S(c′) ∈ {0 . . . 2"(c) − 1}. En partant de (4.10), Ψ










P (o)P (yo|o)P (yc|c′ ⊕ F([0,0,0,o])), (4.12)
pour tout c′ ∈ GF (2)"(c). Dans (4.12), β(S(c′)) repre´sente la somme des probabilite´s associe´es
a` toutes les combinaisons de [o, c = c′⊕F(0,0,0,o)] qui partent de l’e´tat S(c′) dans le treillis
sur o.
A pre´sent, nous allons de´montrer que β(S(c′)) dans (4.12) peut eˆtre calcule´ de manie`re
re´cursive sur les $(o) bits de o, pour tout c′ ∈ GF (2)"(c). Pour cela, nous conside´rons que
o¯j = [0 . . . 0, oj+1 . . . o"(o)] et y
j





P (o¯j)P (yjo¯|o¯j)P (yc|c′ ⊕ F([0,0,0, o¯j])), (4.13)
comme la probabilite´ associe´e a` l’e´tat S(c′) ∈ {0 . . . 2"(c)−1} a` l’instant j ∈ {0 . . . $(o)} dans
le treillis sur o.




P (o¯j−1)P (yj−1o¯ |o¯j−1)P (yc|c′ ⊕ F([0,0,0, o¯j−1]))
= P (oj = 0)P (yoj |oj = 0)
∑¯
oj
P (o¯j)P (yjo¯|o¯j)P (yc|c′ ⊕ F([0,0,0, o¯j]))
+ P (oj = 1)P (yoj |oj = 1)
∑¯
oj
P (o¯j)P (yjo¯|o¯j)P (yc|c′ ⊕ pi(oj)⊕ F([0,0,0, o¯j]))
= P (oj = 0)P (yoj |oj = 0) · βj(S(c′))
+ P (oj = 1)P (yoj |oj = 1) · βj(S(c′ ⊕ pi(oj))).
(4.14)
A l’initialisation, c’est-a`-dire quand j = $(o),
β"(o)(S(c
′)) = P (yc|c′), pour tout c′ ∈ GF (2)"(c). (4.15)
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L’e´quation finale dans (4.14) est la clef pour calculer β(S(c′)) par une me´thode re´cursive (dans
le sens indirect) sur les bits de o. Apre`s $(o) ite´rations, β0(S(c′)) = β(S(c′)) dans (4.12), pour
tout c′ ∈ GF (2)"(c). Par ailleurs, en e´tudiant l’e´quation re´cursive pre´sente´e dans (4.14), nous
pouvons constater que les coefficients βj(S(c′)) correspondent exactement aux coefficients
intervenant lors de la phase dans le sens indirect de l’algorithme BCJR [65]. Les coefficients
β(S(c′)) peuvent donc eˆtre calcule´s en effectuant une e´tape partielle dans le sens indirect de
l’algorithme BCJR (en commenc¸ant par le dernier bit de o et en terminant par le premier
bit de o). Les e´tapes pour de´terminer l’estimateur optimal û dans (4.8) avec la me´thode
pre´sente´e sont re´sume´es ci-dessous :
Etape 1 : Initialiser β"(o)(S(c′)) en respectant (4.15).
Etape 2 : De´terminer βj(S(c′)), pour tout c′ ∈ GF (2)"(c) et pour tout j = $(r)− 1 . . . 0, en
utilisant (4.14) dans le sens indirect.
Etape 3 : Pour chaque u ∈ Ωu, calculer la me´trique M(u) = P (yu|u)β0(S(F([k,p,u,0])))
en conside´rant que k et p sont connus.
Etape 4 : L’estimateur optimal û correspond a` l’e´le´ment u ∈ Ωu qui maximise M(u).
Avec cette me´thode, nous pouvons de´terminer l’estimateur optimal û avec une complexite´
O($(o)2"(c)), compare´ a` O(|Ωu|2"(o)) avec la me´thode basique (sans treillis).
Calcul approche´ de Ψ
En pratique, la plupart des CRCs ont une longueur supe´rieure a` 16 bits et l’ordre de
complexite´ obtenu avec la me´thode pre´ce´dente est encore trop important pour fournir une
solution satisfaisante. Un calcul approche´ (base´ sur la me´thode propose´e dans le partie 3.5.2)
consiste a` de´couper le CRC en Mp partitions de $(c)/Mp bits et de conside´rer ces parti-
tions inde´pendantes les unes des autres. Dans ce cas, yc = [yc1 . . .ycMp ]. En utilisant cette
hypothe`se d’inde´pendance, Ψ dans (4.10) devient








P (o)P (yo|o)P (ycm|Fm([k,p,u,o])), (4.17)
dans laquelle Fm repre´sente la fonction d’encodage associe´e a` la m-ie`me partition du CRC,
c’est-a`-dire base´e sur les colonnes allant de (m − 1) · "(c)Mp + 1 a` m ·
"(c)
Mp
dans la matrice Π.
Chaque Ψm est de´termine´ en utilisant la me´thode exacte pre´sente´e pre´ce´demment. Dans ce
cas, chaque treillis est compose´ de seulement 2"(c)/Mp e´tats (alors que le treillis posse´dait
2"(c) e´tats pour le calcul de Ψ). Par conse´quent, la me´trique M(u) associe´e a` une valeur de
u ∈ Ωu est de´finie par
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m)) et correspond a` la probabilite´ associe´e a` l’e´tat S(c
′
m) a` l’instant
j = 0 dans le m-ie`me treillis sur o.
Exemple 2 Le code syste´matique (11, 7), dont le polynoˆme ge´ne´rateur g(z) = z4 + z + 1,
posse`de une matrice de parite´
Π =

0 1 1 1
1 0 1 0
0 1 0 1
1 0 1 1
1 1 0 0
0 1 1 0
0 0 1 1

.
Dans cet exemple, nous conside´rons que k = [0] et p = [1]. Nous cherchons a` de´terminer la
valeur approche´e du terme Ψ pour la valeur de u = [1]. Par conse´quent, $(k)+ $(p)+ $(u) =
3 bits et $(o) = 3 bits. Pour re´duire la complexite´ du traitement, nous conside´rons que le
CRC est de´coupe´ en 2 partitions de 2 bits. La matrice de parite´ Π peut donc eˆtre de´compose´e






















En utilisant cette repre´sentation, nous pouvons construire deux treillis dans le sens indirect :
le premier de´pend de Π1 et le deuxie`me de Π2. Ces deux treillis sont expose´s sur la figure 4.3.
Ces treillis prennent en compte les bits de o et impliquent donc les 4 dernie`res lignes de
chaque sous-matrice de parite´. La valeur de Ψ quand [k,p,u] = [0, 1, 1] peut ensuite eˆtre
e´value´e en multipliant Ψ1 = β1(S(F1([k,p,u,0])) = 3) dans le premier treillis par Ψ2 =
β2(S(F2([k,p,u,0])) = 3) dans le deuxie`me treillis. Ce principe peut eˆtre facilement e´tendu
a` un nombre de partitions supe´rieur a` 2.
Avec cette me´thode approche´e, la complexite´ totale de l’estimation (reposant sur la
de´termination de û) devient O($(o)Mp2"(c)/Mp), au prix d’une le´ge`re sous-optimalite´.
4.5 Application a` la norme 802.11
Dans cette partie, nous proposons un mode`le de couche perme´able approprie´ aux couches
PHY et MAC du terminal WiFi. Ce dispositif exploite les concepts qui ont e´te´ explique´s dans
les parties pre´ce´dentes. Le format des paquets PHY et MAC est brie`vement rappele´ dans les
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×
Premier treillis (base´ sur Π1)
Deuxie`me treillis (base´ sur Π2)
P (yc1 |S(c1) = 0)
P (yc1 |S(c1) = 1)
P (yc1 |S(c1) = 2)















o1 o2 o3 o4
P (yc2 |S(c2) = 0)
P (yc2 |S(c2) = 1)
P (yc2 |S(c2) = 2)














Ψ pour [k,p,u] = [0, 1, 1]
Transition associe´e a` oj = 1
Transition associe´e a` oj = 0
Fig. 4.3 – Illustration du calcul approche´ de Ψ a` partir des treillis
parties 4.5.1 et 4.5.2. Les redondances intra-couche et inter-couches sont identifie´es dans la
partie 4.5.3. Le de´tail des traitements ainsi qu’un sche´ma ge´ne´ral sont finalement pre´sente´s
dans les parties 4.5.4, 4.5.5 et 4.5.6.
4.5.1 Description de la couche PHY
La couche Physique de la norme 802.11 a e´te´ largement pre´sente´e dans la partie 2.3.1.
Dans ce paragraphe, nous rappelons uniquement les informations qui nous sont utiles.
La norme 802.11 fournit des de´bits de transmission de 1 ou 2 Mbps dans la bande des
2.4 GHz. Deux techniques peuvent eˆtre utilise´es : le FHSS ou le DSSS. Avec la me´thode DSSS,
un code de Barker de 11 chips est employe´ pour e´taler le flux de 1 Mbps. Cette ope´ration
ge´ne`re un signal en bande de base de 11 MHz. Une modulation BPSK ou QPSK est ensuite
applique´e pour fournir les de´bits de 1 ou 2 Mbps respectivement.
Le format des paquets PHY code´s en DSSS est rappele´ sur la figure 4.5. Le pre´ambule et
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Payload (4 à 8191 octets)
SYNC SFD Signal Service Length CRC
128 16 8 8 16 16
champs constants champs importants inconnus
Fig. 4.4 – Format des paquets PHY et identification des champs
l’en-teˆte des paquets sont toujours transmis en utilisant la modulation DBPSK. En revanche,
le sche´ma de modulation applique´ aux donne´es contenues dans la payload est variable. Il
de´pend de la qualite´ du canal. Lorsque le canal est perturbe´, la modulation la plus robuste
est employe´e (BPSK). A l’inverse, la modulation QPSK est utilise´e pour fournir des de´bits
plus e´leve´s. Les champs SYNC et SFD repre´sentent une se´quence d’apprentissage de 144 bits.
Cette se´quence permet au re´cepteur de se synchroniser sur le flux. Ces deux champs ne sont
pas prote´ge´s par le CRC. Dans cette e´tude, nous proposons de les utiliser e´galement pour
estimer la variance du bruit introduit par le canal (voir la partie 4.5.6).
Le CRC de 2 octets contenu dans l’en-teˆte prote`ge les champs Signal, Service et Length.
Sa fonction d’encodage est note´e FPHY. La payload, contenant un fragment MAC, n’est pas
prote´ge´e dans cette couche. Le champ Service est re´serve´ pour des recommandations futures
et sa valeur est fixe´e a` 0016. Il est inclus dans le vecteur kPHY, en accord avec les notations
introduites dans la partie 4.3. Le champ Signal spe´cifie la modulation de la payload. Il est
e´gal a` 0A16 pour la modulation BPSK et a` 1416 pour la modulation QPSK. Le champ Length
de´finit le nombre de microsecondes requis pour transmettre la payload. Sa valeur de´pend a` la
fois du de´bit et de la taille de la payload. Signal et Length caracte´risent donc des parame`tres
importants inconnus couverts par le CRC et sont inse´re´s dans le vecteur uPHY. Dans cette
couche, pPHY = oPHY = ∅.
4.5.2 Description de la couche MAC
Une description exhaustive de la couche Liaison 802.11 a e´te´ fournie dans la partie 2.3.2.
Dans ce paragraphe, nous mentionnons juste les points essentiels qui nous sont utiles.
Le format des fragments MAC est illustre´ sur la figure 4.5. Dans ces paquets, le CRC de
4 octets prote`ge a` la fois les champs de l’en-teˆte ainsi que les informations contenues dans la
payload. Sa fonction d’encodage est de´finie par FMAC.
Dans la suite, nous conside´rons une transmission de donne´es vide´o entre un serveur et
un terminal (sens descendant). Au niveau du point d’acce`s WiFi, les retransmissions ne sont
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bits 2 2 4 1 1 1 1 1 1 1 1
champs constants champs prévisibles
champs importants inconnus autres informations
Fig. 4.5 – Format des fragments MAC et classification des champs
pas autorise´es et le mode e´conomie d’e´nergie est de´sactive´. Par ailleurs, les fragments MAC
ne sont pas crypte´s et sont transmis dans l’ordre. Sous ces hypothe`ses, les 2 octets du champ
Frame Control, excepte´ le bit More Frag, sont suppose´s connus. Le champ Terminal Address
est e´galement conside´re´ connu du re´cepteur. De plus, le dernier champ de l’en-teˆte MAC
n’est pas utilise´ dans ces conditions et ses bits sont tous fixe´s a` 0. En reprenant les notations
de la partie 4.3, tous ces champs sont inclus dans le vecteur kMAC.
Le champ Access Point Address a e´te´ transmis au terminal durant la proce´dure de
re´servation du canal (RTS-CTS). Cette adresse peut donc eˆtre pre´dite par le re´cepteur.
D’autre part, le point d’acce`s est souvent connecte´ a` un seul routeur. Dans ces conditions, le
champ Router Address peut eˆtre extrait des autres paquets d’information en provenance d’In-
ternet. Le champ Sequence Control contient deux informations : un nume´ro de se´quence et un
nume´ro de fragment. La transmission des fragments e´tant ordonne´e, ces parame`tres peuvent
facilement eˆtre de´termine´s : le nume´ro de se´quence est incre´mente´ de 1 lors de l’e´change des
paquets RTS-CTS et le nume´ro de fragment est incre´mente´ de 1 a` chaque fragment rec¸u.
Tous ces champs de´ductibles sont incorpore´s dans le vecteur pMAC.
Le bit More Frag spe´cifie si le fragment courant est le dernier fragment d’une se´quence.
Le champ Duration indique la dure´e de transmission estime´e (en microsecondes) du prochain
fragment et des informations de controˆle. Sa valeur de´pend de la modulation du fragment
courant et de la taille du futur fragment. Ces deux champs ne peuvent pas eˆtre pre´dits
totalement par le re´cepteur. Il sont inse´re´s dans le vecteur uMAC.
Finalement, la payload contient les donne´es utiles a` transmettre. Ses donne´es ne sont pas
utilise´es par la couche MAC mais le CRC les prote`ge. Elles sont donc introduites dans le
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vecteur oMAC.
4.5.3 Identification des redondances
Les corre´lations intra-couche et inter-couches facilitent la re´cupe´ration des en-teˆtes bruite´s
puisqu’elles permettent de pre´dire le vecteur p et de construire l’ensemble Ωu de´fini dans la
partie 4.3. La mise en e´vidence de ces corre´lations repose principalement sur les spe´cifications
de la couche MAC. Ces dernie`res ont e´te´ largement explique´es dans la partie 2.3.2. Pour

















Fig. 4.6 – Protocole de transmission de la couche MAC
La figure 4.6 illustre le protocole de transmission de la couche MAC. Dans cet exemple,
le paquet IP est re´parti en deux fragments. La transmission est initialise´e par une proce´dure
de re´servation du support physique consistant en un e´change de paquets RTS et CTS entre
le point d’acce`s et le terminal. Les fragments sont ensuite transmis au re´cepteur qui les
acquitte (ACK). Dans cette e´tude, nous conside´rons que les paquets RTS, CTS et MAC
sont correctement rec¸us. Seules les erreurs intervenant dans les fragments sont traite´es. Un
intervalle SIFS se´pare chaque paquet pour e´viter les collisions. Quand tous les fragments d’un
paquet IP ont e´te´ transmis au terminal, un intervalle DIFS pre´ce`de la prochaine proce´dure
de re´servation du canal. Un champ Duration est inclus dans chaque paquet MAC et sa valeur
indique le nombre de microsecondes ne´cessaires pour transmettre le prochain fragment. Elle
permet d’ajuster le NAV des autres terminaux (cette proprie´te´ est repre´sente´e a` l’aide des
fle`ches rouges sur la figure 4.6). Les autres stations ne peuvent pas communiquer pendant la
pe´riode de´finie par le NAV.
Supposons que DMACn et B
PHY
n repre´sentent la valeur de Duration et le de´bit de transmis-
sion (code´ par Signal) associe´s au n-ie`me paquet transmis par le point d’acce`s (correspondant
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soit a` un RTS, soit a` un fragment). En suivant les proce´dures du standard 802.11, nous pou-
vons e´crire que DMACn est de´fini par







sauf dans le dernier fragment d’une se´quence, c’est-a`-dire quand la valeur de More Frag
MMACn = 0. Dans ce cas, on a




Dans (4.19) et (4.20), TSIFS de´finit la dure´e d’un intervalle SIFS et TOVH repre´sente le temps
ne´cessaire pour transmettre le pre´ambule et l’en-teˆte des paquets PHY a` 1 Mbps. Les autres
termes de (4.19) de´pendent du de´bit courant BPHYn . Les paquets CTS et ACK ont la meˆme
taille constante de $C-A bits et $C-A/BPHYn correspond donc a` la dure´e requise pour trans-
mettre ces paquets. Finalement, $(xPHYn+1 )/B
PHY
n fait re´fe´rence a` la dure´e de transmission de
la prochaine payload PHY de $(xPHYn+1 ) bits.
4.5.4 Me´thode de re´cupe´ration des en-teˆtes PHY
Dans le n-ie`me paquet arrivant a` la couche PHY, les observations associe´es a` kPHYn , u
PHY
n









ailleurs, yPHYx,n repre´sente les observations attache´es aux $(x
PHY
n ) bits de la payload.
Le nombre de combinaisons possibles pour uPHY peut eˆtre significativement re´duit en
exploitant le champ Duration contenu dans le paquet MAC pre´ce´demment rec¸u. Plus pre´cise´-
ment, en utilisant BPHYn−1 et D
MAC
n−1 , nous pouvons facilement de´duire $(x
PHY









La dure´e LPHYn , code´e dans le champ Length du paquet PHY courant, peut eˆtre ensuite





Dans (4.21), la valeur de $(xPHYn ) est totalement de´termine´e si les en-teˆtes des paquets PHY
et MAC pre´ce´dents ont e´te´ correctement reconstruits. D’autre part, en s’appuyant sur (4.22),
nous pouvons constater que LPHYn est limite´ a` seulement deux combinaisons qui sont de´finies
par la valeur de BPHYn . Ces possibilite´s sont stocke´es dans l’ensemble Ω
PHY
u,n .
En inte´grant ces proprie´te´s structurelles dans (4.9), nous obtenons l’estimateur des en-
teˆtes de la couche PHY
ûPHYn = arg max
uPHYn ∈ΩPHYu,n
P (yPHYu,n |uPHYn )P (yPHYc,n |cPHYn ), (4.23)
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4.5.5 Me´thode de re´cupe´ration des en-teˆtes MAC
Les informations souples contenues dans yPHYx,n arrivent ensuite a` l’entre´e de la couche
























Le nombre de combinaisons possibles pour uMACn peut eˆtre conside´rablement re´duit en
exploitant les proprie´te´s de´finies dans (4.19) and (4.20). En effet, nous pouvons noter que
DMACn est totalement de´termine´ quand M
MAC
n = 0. Quand M
MAC
n = 1, la valeur de Duration
de´pend de la taille de la prochaine payload PHY. En conside´rant que le futur fragment MAC
contient un nombre entier d’octets, les valeurs possibles de $(xPHYn+1 ) dans (4.19) sont donne´es
par
$(xPHYn+1 ) = $HDR + 8 · i, (4.24)
dans laquelle i = 1, 2 . . . 2312. Dans (4.24), $HDR spe´cifie la taille connue de l’en-teˆte des
fragments MAC. En combinant les corre´lations introduites par (4.19), (4.20) et (4.24), on
peut montrer que uMACn est limite´ a` 2313 combinaisons qui sont inse´re´es dans l’ensemble
ΩMACu,n .
En inte´grant ces proprie´te´s dans (4.8), on obtient l’estimateur des en-teˆtes de la couche
MAC
ûMACn = arg max
uMACn ∈ΩMACu,n
P (yMACu,n |uMACn )Ψ(kMACn ,pMACn ,uMACn ,yMACo,n ,yMACc,n ), (4.25)
ou` le second terme peut eˆtre calcule´ avec les me´thodes optimise´es introduites dans la par-
tie 4.4.2.
4.5.6 Sche´ma ge´ne´ral
La figure 4.7 illustre les me´canismes robustes de re´cupe´ration des en-teˆtes adapte´s aux
couches PHY et MAC du terminal WiFi. Cette figure met en e´vidence les e´changes d’informa-
tion a` travers les couches et entre les paquets conse´cutifs. Ces corre´lations ont e´te´ introduites
dans les parties 4.5.4 et 4.5.5.
D’autre part, nous conside´rons que yPHYs,n repre´sente les observations de la se´quence d’ap-
prentissage sPHY (pre´ambule des paquets PHY) de $(sPHY) bits. Comme nous l’avons de´ja`
pre´cise´ dans la partie 4.5.1, sPHY permet au re´cepteur de se synchroniser sur le flux. Dans
cette e´tude, nous proposons d’estimer simultane´ment la variance du bruit σ2 a` partir de sPHY
et de yPHYs,n . Cette mesure est essentielle pour travailler avec les informations souples puis-





‖yPHYs,n − sPHY‖2, (4.26)
ou` ‖ ·‖ repre´sente la distance euclidienne.
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Preamble n H-PHYn Payload PHY n
champ Signal n - 1 champ Signal n
Paquet n - 1 Paquet n Paquet n + 1









σ̂2 Décodage robuste de H-MACn
Décodage robuste de H-PHYn
Fig. 4.7 – Sche´ma robuste de de´codage des en-teˆtes pour les couches PHY et MAC
La complexite´ algorithmique peut eˆtre minimise´e en de´sactivant le traitement robuste
quand aucune erreur n’est de´tecte´e par le CRC. Dans ce cas, les informations contenues
dans l’en-teˆte des paquets peuvent eˆtre utilise´es directement par une proce´dure standard. Le
de´codage robuste peut e´galement eˆtre de´sactive´ quand la qualite´ des informations souples est
trop pauvre, c’est-a`-dire lorsque la puissance du signal rec¸u est infe´rieure a` un seuil pre´-de´fini.
Dans cette situation, les fragments peuvent eˆtre retransmis par le point d’acce`s. Ce principe
permet de re´activer les retransmissions sans se baser sur le calcul traditionnel du CRC.
Remarque 4 Le champ Service peut eˆtre utilise´ pour se´parer les paquets rec¸us a` la couche
PHY. Par exemple, ce champ peut eˆtre fixe´ a` 0016 dans les paquets qui doivent suivre une
proce´dure standard et a` FF16 dans les paquets qui peuvent eˆtre traite´s par des couches incor-
porant des algorithmes robustes. Cette me´thode permet d’orienter les paquets vers une pile
protocolaire adapte´e a` leur contenu au niveau le plus bas.
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4.6 Re´sultats de simulation
Le sche´ma perme´able de la figure 4.7 a e´te´ imple´mente´. Nous avons e´tudie´ chaque couche
se´pare´ment en simulant un syste`me de transmission compose´ d’un point d’acce`s, d’un canal
et d’un terminal.
Le point d’acce`s cre´e les paquets PHY et MAC en respectant les protocoles de´finis dans
la partie 4.5. La payload MAC contient une quantite´ variable de bits ge´ne´re´s ale´atoirement.
L’e´metteur module les donne´es en BPSK dans tous les paquets transmis et transmet les
informations module´es sur un canal AWGN. Dans ces simulations, le codage/de´codage canal
du protocole DSSS de la norme 802.11 a e´te´ de´sactive´ : le SNR est donc de´termine´ par rapport
a` l’e´nergie binaire (il n’est pas base´ sur les chips). Au niveau du re´cepteur, trois types de
me´thodes de re´cupe´ration des en-teˆtes sont conside´re´s :
1. Un de´codeur standard qui re´alise une de´cision dure sur les informations entrantes.
2. Un de´codeur robust qui exploite a` la fois les redondances structurelles et les informations
souples, en ne´gligeant cependant les proprie´te´s du CRC.
3. Un de´codeur CRC-robust combinant toutes les sources de redondances pre´ce´dentes ainsi
que les redondances apporte´es par le CRC.
L’analyse des performances est base´e sur des courbes trac¸ant l’e´volution du EHR (Erro-
neous Header Rate) en fonction du SNR. Les re´sultats sont de´crits ci-dessous.
Sur la figure 4.8, les trois types de de´codeurs inte´gre´s dans la couche PHY (standard,
robust et CRC-robust) sont compare´s. Pour e´tudier les performances des couches PHY et
MAC se´pare´ment, nous conside´rons que le champ Duration contenu dans le paquet MAC
pre´ce´dent a e´te´ parfaitement rec¸u. Il est e´vident que le de´codeur standard est de´passe´ par
les deux de´codeurs robustes. Nous pouvons constater que le de´codeur robust atteint un EHR
de 10−5 lorsque le SNR est supe´rieur a` 4 dB. Ce meˆme re´sultat est obtenu pour le de´codeur
CRC-robust pour un SNR d’environ 2 dB. Avec la me´thode standard, un SNR de 15 dB
est ne´cessaire pour atteindre un EHR comparable. A la couche PHY, des gains de codage
significatifs sont donc observe´s pour les deux traitements robustes. Nous pouvons e´galement
noter que les performances obtenues sont principalement lie´es a` l’exploitation des redondances
intra-couche et inter-couches. Les proprie´te´s du CRC ont un impact mineur sur les perfor-
mances ge´ne´rales. Par ailleurs, la complexite´ algorithmique du traitement est relativement
faible puisque l’estimateur 4.23 est utilise´ pour re´aliser le de´codage.
La figure 4.9 compare les re´sultats obtenus par les trois types de de´codeurs au niveau
de la couche MAC. Pour analyser uniquement les performances associe´es a` cette couche,
nous supposons que le champ Signal (indiquant le de´bit de transmission) contenu dans le
paquet PHY courant a e´te´ correctement de´code´ par le re´cepteur. Deux tailles de payload
ont e´te´ conside´re´es : 50 et 100 octets. Pour re´duire la complexite´ du de´codage robuste base´
sur le CRC, la me´thode sous-optimale pre´sente´e dans la partie 4.4.2 a e´te´ employe´e. Dans
cette simulation, le CRC a e´te´ de´coupe´ en 4 blocs de 8 bits. Nous pouvons observer que
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Fig. 4.8 – EHR en fonction du SNR pour la couche PHY
les courbes obtenues posse`dent les meˆmes caracte´ristiques que celles de la couche PHY. Les
gains de codage sont cependant moins importants. Pour une payload de 100 octets, un EHR
infe´rieur a` 10−5 est atteint pour des valeurs de SNR de 11 dB, 14 dB et 15 dB en utilisant
respectivement un de´codeur CRC-robust, robust et standard.
Cependant, la me´thode de de´codage robuste base´e sur l’exploitation du CRC posse`de une
complexite´ accrue, a` cause de la marginalisation dans (4.25). Plus la taille de la payload est
e´leve´e, plus le traitement est complexe. Pour re´duire la complexite´ et ame´liorer les perfor-
mances de la technique de re´cupe´ration des en-teˆtes MAC, nous avons applique´ le principe
du protocole UDP-Lite a` la couche MAC. Nous avons introduit une couche MAC perme´able,
appele´e MAC-Lite, dans laquelle le CRC ne prote`ge que l’en-teˆte des fragments. Dans ce cas,
oMAC-Ln = ∅ et (4.25) devient
ûMAC-Ln = arg max
uMAC-Ln ∈ΩMAC-Lu,n
P (yMAC-Lu,n |uMAC-Ln )P (yMAC-Lc,n |cMAC-Ln ), (4.27)
ou` cMAC-Ln = FMAC-L([kMAC-Ln ,pMAC-Ln ,uMAC-Ln ]) repre´sente un simple calcul de CRC.
Les trois types de de´codeurs applique´s a` la couche MAC-Lite sont compare´s sur la fi-
gure 4.10. Nous pouvons observer que les courbes associe´es aux de´codages robust et standard
des couches MAC et MAC-Lite sont identiques. Ce phe´nome`ne est normal puisque les infor-
mations apporte´es par le CRC ne sont pas utilise´es par ces deux de´codeurs. En revanche, le
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Fig. 4.9 – EHR en fonction du SNR pour la couche MAC
de´codeur CRC-robust de la couche MAC-Lite est beaucoup plus efficace : un EHR infe´rieur
a` 10−5 est atteint quand le SNR de´passe 3 dB. D’autre part, la complexite´ associe´e au trai-
tement robuste exploitant les proprie´te´s du CRC est significativement re´duite dans la couche
MAC-Lite puisque l’estimateur (4.27) remplace (4.25).
En re´sume´, l’utilisation conjointe des protocoles robustes PHY et MAC-Lite dans le
re´cepteur permet de corriger efficacement les en-teˆtes protocolaires des paquets PHY et
MAC transmis. Avec ce me´canisme, pratiquement toutes les informations utiles des paquets
sont transmises vers les couches supe´rieures a` partir d’un SNR de 3 dB. Lorsque la couche
perme´able MAC est utilise´e dans le terminal, les meˆmes re´sultats sont obtenus pour un SNR
supe´rieur a` 11 dB et avec une complexite´ algorithmique beaucoup plus importante. Ces ana-
lyses de´montrent donc l’inte´reˆt de remplacer le protocole MAC standard par le protocole
MAC-Lite pour aboutir a` un mode`le perme´able efficace. Par ailleurs, il est important de
noter que les gains de codage resteraient identiques si le codage/de´codage canal DSSS avait
e´te´ active´. Les courbes seraient juste de´cale´es vers les faibles valeurs de SNR.
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Fig. 4.10 – EHR en fonction du SNR pour la couche MAC-Lite
4.7 Conclusion
Dans ce chapitre, nous avons pre´sente´ un mode`le de couche perme´able qui est utile lors
de la transmission robuste de vide´o. L’outil principal de cette solution consiste a` corriger les
champs d’information contenues dans l’en-teˆte des paquets. Il est base´ sur un estimateur au
sens MAP exploitant conjointement les proprie´te´s structurelles de la pile protocolaire ainsi
que les codes de de´tection d’erreurs contenus dans les paquets. Au niveau de chaque couche,
les redondances intra-couche et inter-couches sont utilise´es pour construire un ensemble re´duit
de combinaisons associe´es a` l’en-teˆte. Le candidat le plus probable est ensuite obtenu en
re´alisant un de´codage base´ sur les informations du CRC (ou du checksum). Des simulations
ont e´te´ re´alise´es sur les couches PHY et MAC deWiFi et les re´sultats obtenus sont concluants :
les gains de codage peuvent atteindre 12 dB et la complexite´ algorithmique des solutions
les plus efficaces est ne´gligeable. Il faut noter que cette me´thode peut facilement s’adapter
a` des sche´mas de transmission varie´s. Notre objectif futur est d’appliquer cette technique
aux couches IP et UDP du re´cepteur (voir parties 2.3.3 et 2.3.4). Dans ce contexte, une
alternative consisterait a` combiner la technique propose´e et le protocole ROHC pour renforcer
les performances du traitement. Nous aboutirons alors a` une pile protocolaire totalement
perme´able qui sera particulie`rement bien adapte´e aux techniques de de´codage conjoint source-
canal situe´es dans la couche APL.
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Dans cette the`se, nous avons cherche´ a` optimiser la transmission d’un flux vide´o entre un
serveur et un terminal WiFi relie´s a` Internet. Nous avons montre´ que le maillon faible d’une
telle transmission e´tait associe´ au lien radio intervenant a` l’extre´mite´ du re´seau (entre le
point d’acce`s et le re´cepteur mobile). En effet, ce support fournit des de´bits limite´s et ge´ne`re
un taux d’erreurs important. Les points d’action principaux se situent donc au niveau du
serveur, du point d’acce`s et du terminal. Dans cette the`se, nous avons de´veloppe´ deux axes
d’e´tude comple´mentaires, destine´s a` ame´liorer la qualite´ du transport global :
1. un de´codeur robuste exploitant les redondances inhe´rentes de la pile protocolaire,
2. un mode`le de couche perme´able base´ sur la correction des en-teˆtes protocolaires.
Le de´codeur robuste permet d’ame´liorer la qualite´ de la vide´o au niveau du re´cepteur.
Cette me´thode JSCD est base´e sur un traitement se´quentiel exploitant conjointement les pro-
prie´te´s se´mantiques et syntaxiques du codeur source ainsi que le CRC contenu dans les frag-
ments de la couche MAC 802.11. Cette technique a e´te´ applique´e pour de´coder les re´sidus de
pre´diction ge´ne´re´s par le codeur H.264/AVC et transmis sur un canal AWGN. Pour ame´liorer
l’efficacite´ et re´duire la complexite´ du de´codage, des marqueurs de synchronisation ont e´te´
ajoute´s dans le flux transmis. Les re´sultats de simulation ont de´montre´ que le CRC avait un
impact significatif sur les performances ge´ne´rales du traitement. Dans des conditions re´alistes
(avec codage canal), le gain en PSNR apporte´ par le CRC peut eˆtre supe´rieur a` 3 dB. Par
ailleurs, cette me´thode implique des modifications a` la fois dans le serveur et dans le terminal.
L’encodeur du serveur doit ge´ne´rer les marqueurs de synchronisation et le terminal doit eˆtre
capable d’inte´grer le de´codeur robuste a` la couche APL (pile protocolaire perme´able).
Le mode`le en couche perme´able permet d’inte´grer les me´thodes JSCD dans la couche APL
du re´cepteur. Avec ce me´canisme, les informations souples fournies par le de´codeur canal
SISO de la couche PHY peuvent remonter jusqu’a` la couche APL. Le principe repose sur
la constatation suivante : les informations utilise´es par une couche protocolaire sont place´es
dans l’en-teˆte des paquets respectifs. L’objectif de la couche perme´able propose´e consiste
uniquement a` corriger l’en-teˆte des paquets, sans prendre en conside´ration les informations
utiles transporte´es dans la payload. Le traitement de correction est base´ sur une estimation
au sens MAP qui exploite conjointement les redondances intra-couche et inter-couches ainsi
que les proprie´te´s du CRC. Ce me´canisme a e´te´ applique´ aux couches PHY et MAC du
protocole WiFi. Les simulations ont montre´ que des gains de codage de 12 dB pouvaient eˆtre
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atteints en modifiant le´ge`rement le protocole de la couche MAC, c’est-a`-dire en utilisant le
CRC uniquement pour prote´ger l’en-teˆte (MAC-Lite). Par conse´quent, une imple´mentation
efficace de cette technique implique des modifications a` la fois dans le terminal et dans le
point d’acce`s (pour inte´grer le protocole MAC-Lite).
Perspectives
Concernant les travaux sur le de´codeur vide´o robuste (exploitant les techniques JSCD), il
est impe´ratif de re´duire le sur-de´bit engendre´ par la transmission des marqueurs de synchroni-
sation. Ces marqueurs indiquent actuellement la longueur binaire de chaque bloc de texture
(re´sidus de pre´diction) et la quantite´ additionnelle d’information a` transmettre repre´sente
en moyenne 30 % du de´bit total. Pour re´duire ce surcouˆt, une ide´e originale consisterait a`
ne transmettre que la position associe´e a` chaque macrobloc. Des e´tudes pre´liminaires ont
montre´ que cette technique permettrait de re´duire le sur-de´bit d’un facteur 4, c’est-a`-dire de
le ramener a` environ 8 % du de´bit total. Ce parame´trage pourrait donc repre´senter un bon
compromis entre l’efficacite´ du de´codage et le taux de redondance. Les performances et la
complexite´ du de´codage restent cependant a` e´valuer.
Les me´thodes de de´codage robuste, que nous avons pre´sente´ dans ce rapport, s’appuient
sur un traitement se´quentiel. Ce me´canisme permet de de´coder ite´rativement une se´quence
comple`te en la divisant en portions e´le´mentaires de quelques bits (voir partie 3.4 pour plus
de pre´cision). A chaque ite´ration, les nouvelles combinaisons sont construites et l’algorithme
ne conserve que les M chemins les plus probables. Ces derniers sont alors stocke´s dans une
me´moire avant d’eˆtre re´utilise´s a` la prochaine ite´ration. A la dernie`re ite´ration, seule la
se´quence la plus probable est se´lectionne´e. Nous nous sommes inte´resse´s a` cette dernie`re
e´tape du traitement et nous avons pu constater que la se´quence valide e´tait rarement place´e
en premie`re position de la me´moire quand le canal se de´gradait. En revanche, elle faisait
souvent partie des M combinaisons conserve´es. A titre d’exemple, nous avons re´alise´ une
simulation dans laquelle l’algorithme comparait, a` la dernie`re ite´ration du de´codage robuste,
la se´quence valide avec les cinq combinaisons les plus probables de la me´moire (a` la place
de tester uniquement la premie`re combinaison). Nous avons ensuite reporte´ les re´sultats
obtenus sur des graphiques repre´sentant l’e´volution de l’IBER (Image Block Error Rate) en
fonction du SNR. Nous avons pu remarquer que cette me´thode permettait d’atteindre des
gains de codage de 7 dB par rapport aux techniques de de´codage robuste standards. La
deuxie`me piste a` explorer de´coule donc de cette analyse. Son objectif viserait a` se´lectionner
plus finement la combinaison finale lors de la dernie`re ite´ration. Cette condition revient
a` rede´finir la me´trique de se´lection associe´e a` la dernie`re e´tape du de´codage robuste (en
prenant en compte d’autres sources de redondance). Actuellement, l’ide´e que nous avons
trouve´ consiste a` exploiter les informations visuelles contenues dans les blocs contigus de´ja`
de´code´s. En somme, la technique consisterait a` de´coder lesM combinaisons de la me´moire et
a` choisir le bloc le plus adapte´ au reste de l’image (comme dans un puzzle ou` les pie`ces sont





(exploitation des propriétés 
structurelles et du CRC)




(exploitation des propriétés 




(exploitation des propriétés 
structurelles et du checksum)
Couches UDP/RTP perméables
(exploitation des propriétés 
structurelles et du checksum)
Canal
Décodeur vidéo robuste
(exploitation des propriétés du 
codeur source, informations 
souples, redondances visuelles...)




Fig. 4.11 – Sche´ma optimise´ du re´cepteur pour la transmission robuste de vide´o
Concernant les travaux lie´s au mode`le en couche perme´able, il est ne´cessaire d’e´tendre le
principe aux couches IP et UDP. Cette extension permettrait d’aboutir a` une pile protoco-
laire totalement perme´able. Des e´tudes re´alise´es sur le protocole ROHC ont de´montre´ que les
redondances temporelles entre les en-teˆtes des couches IP, UDP et RTP e´taient significatives.
A titre d’illustration, ce me´canisme de compression permet de compacter les 40 octets d’en-
teˆtes en seulement quelques octets. Par ailleurs, dans notre contexte, la capacite´ de correction
des en-teˆtes pourrait eˆtre renforce´e en combinant les redondances structurelles aux informa-
tions apporte´es par le checksum. Notons simplement que le protocole UDP-Lite pourrait eˆtre
utilise´ dans la couche UDP pour ame´liorer les performances du de´codage (comme a` la couche
MAC). Dans ce cas, le checkusm pourrait prote´ger les en-teˆtes UDP, RTP et e´ventuellement
NAL.
Finalement, le dernier point a` aborder concerne la gestion des retransmissions (quand elles
sont possibles). Dans les travaux associe´s au me´canisme perme´able (voir partie 4.5.6), nous
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avons propose´ un syste`me de retransmission base´ sur la qualite´ des informations souples (le
CRC e´tant utilise´ dans le de´codage). Quand la puissance du signal est trop faible pour fournir
une correction satisfaisante des en-teˆtes, le fragment MAC correspondant est retransmis
par le point d’acce`s WiFi. La valeur du seuil de retransmission est de´termine´e de manie`re
empirique : elle de´pend de l’efficacite´ de correction de la couche la moins robuste. Au niveau
du de´codeur vide´o de la couche APL, le sce´nario est diffe´rent car chaque bit a une influence
ine´gale sur la qualite´ de la vide´o de´code´e. Durant cette the`se, nous avons tente´ de construire
une me´trique de retransmission base´e sur une e´valuation qualitative de la vide´o de´code´e.
Cette me´trique s’appuyait sur l’hypothe`se de continuite´ des contours et de l’e´nergie dans
les images pour de´tecter les artefacts trop importants. Cet estimateur n’e´tait cependant pas
efficace car il de´pendait d’un seuil empirique qui ne s’adaptait pas au contenu de la vide´o.
Actuellement, une autre me´thode est en cours de de´veloppement et a de´ja` abouti a` des
re´sultats encourageants. Elle consiste a` comparer les me´triques associe´es auxM combinaisons
ge´ne´re´es a` la dernie`re ite´ration de la proce´dure de de´codage robuste (en se basant sur un test
d’hypothe`se). Une retransmission est re´alise´e lorsque l’e´cart entre la me´trique de la se´quence
candidate et la somme des me´triques des autres combinaisons est trop faible. Le fragment
retransmis pourrait ensuite eˆtre combine´ a` l’ancien fragment pour renforcer les performances
du traitement robuste (HARQ ou Hybrid ARQ).
Le sche´ma ge´ne´ral du re´cepteur, incorporant tous ces me´canismes, est illustre´ sur la
figure 4.11. Ne manquent que... les re´sultats !
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Encodage CAVLC des re´sidus de
pre´diction
Cette annexe fournit une description pre´cise de la me´thode CAVLC lors de l’encodage
des re´sidus de pre´diction. Ces re´sidus repre´sentent les coefficients quantifie´s en fre´quence
sortant de l’e´tage de transformation. Ils sont ge´ne´ralement rassemble´s dans des blocs de
4 × 4 composantes, mais peuvent aussi correspondre a` des blocs de 2 × 2 coefficients dans
le cas des signaux de chrominance DC. Cette technique a e´te´ conc¸ue pour exploiter les
caracte´ristiques e´nume´re´es ci-dessous :
– Apre`s les e´tapes de pre´diction, de transformation et de quantification, les blocs sont
particulie`rement clairseme´s (ils contiennent de nombreux coefficients nuls situe´s essen-
tiellement dans les hautes fre´quences). Le CAVLC exploite cette singularite´ en regrou-
pant les se´quences de ze´ros a` la fin d’un tableau unidimensionnel. Pour re´aliser cette
ope´ration, il re´partit les coefficients matriciels dans un tableau. Il balaie la matrice
en respectant un mode`le particulier (zig-zag scan), c’est-a`-dire en partant des basses
fre´quences pour atteindre les hautes fre´quences.
– Les e´tudes ont montre´ que les derniers coefficients non-nuls du tableau e´taient souvent
des se´quences de +/ − 1. Ces e´le´ments sont appele´s T1s. Le parame`tre TrailingOnes
de´finit le nombre de T1s. La technique de codage tire partie de cette proprie´te´ en
encodant des coefficients de manie`re particulie`re.
– Ge´ne´ralement, il existe une corre´lation importante entre les blocs contigus contenant les
re´sidus de pre´diction. Le codeur utilise cette caracte´ristique pour se´lectionner la table
VLC la plus adapte´e au codage de l’e´le´ment TotalCoeffs, qui repre´sente le nombre de
coefficients non-nuls du bloc courant.
– L’expe´rience pratique a montre´ que l’amplitude des coefficients e´tait plus e´leve´e au
de´but du tableau (vers les basses fre´quences) et plus faible dans les hautes fre´quences.
Le CAVLC utilise cette proprie´te´ lors de l’encodage de la valeur des coefficients non-nuls
(appele´e Levels)
L’encodage des blocs s’exe´cute en plusieurs e´tapes qui sont liste´es ci-dessous.
1 Le codage de TotalCoeffs et de TrailingOnes
Le premier parame`tre, CoeffToken, rassemble dans un simple mot de code les e´le´ments
TotalCoeffs et TrailingOnes.
Lors de l’encodage d’un bloc 4 × 4, le parame`tre TotalCoeffs, qui repre´sente le nombre
de coefficients non-nuls, peut prendre une valeur comprise entre 0 et 16. Par ailleurs, le
parame`tre TrailingOnes, qui repre´sente le nombre de +/ − 1 situe´s a` la fin du tableau,
posse`de une valeur variant entre 0 et 3. Dans le cas ou` TrailingOnes est supe´rieur a` 3, seuls
les trois derniers coefficients sont traite´s d’une manie`re particulie`re. Les autres sont code´s
comme des coefficients standards.
Les mots de code, utilise´s pour encoder CoeffToken, sont extraits d’une des quatre tables
VLC expose´es sur la figure 1. La se´lection de´pend de certaines caracte´ristiques propres aux
blocs contigus. Plus pre´cise´ment, le choix s’effectue en fonction du nombre de coefficients
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non-nuls contenus dans les blocs situe´s au-dessus (NU) et a` gauche (NL) du bloc courant. Le
crite`re, nomme´ N , est calcule´ de la fac¸on suivante :
– Si les blocs U et L sont tous les deux disponibles, N = (NU +NL)/2.
– Si seul le bloc U est disponible, N = NU .
– Si seul le bloc L est disponible, N = NL.
– Dans tous les autres cas, N = 0.
Le parame`tre N permet de se´lectionner la table de codage approprie´e et illustre le mode`le
adaptatif de la me´thode. La premie`re table est biaise´e vers les indices faibles, la deuxie`me vers
les valeurs interme´diaires et la troisie`me a` proximite´ des nombres importants. Par conse´quent,
la corre´lation entre les blocs est astucieusement exploite´e et permet d’appre´hender la valeur
la plus probable afin d’assigner le mot de code VLC le plus court au parame`tre a` encoder. La
dernie`re table est compose´e de mots de code de longueur fixe. Pour re´sumer, trois parame`tres
permettent de de´finir un mot de code : la table adaptative est de´signe´e en fonction de N et
la ligne est de´termine´e a` partir de TotalCoeffs et de TrailingOnes.
En ce qui concerne l’encodage des blocs 2×2, la me´thode se limite a` une seule table VLC
(dernie`re colonne de la figure 1). Les valeurs de TotalCoeffs sont alors comprises entre 0 et 4.
2 Le codage des signes de TrailingOnes
Un simple bit permet de coder le signe de chaque T1. Ainsi, un niveau logique e´gale a` 1
correspond a` un signe ne´gatif (−1), et dans le cas contraire, a` une valeur positive (+1). Ces
e´le´ments sont encode´s en respectant un ordre de balayage inverse, c’est-a`-dire en partant des
basses fre´quences pour remonter vers les hautes fre´quences.
3 Le codage des Levels
Les Levels (amplitudes et signes des coefficients non-nuls restants) sont e´galement encode´s
en respectant un ordre de balayage inverse. L’amplitude et le signe de chaque coefficient sont
incorpore´s dans le parame`tre Code en suivant la proce´dure de´finie par (1) et (2). Dans ces
e´quations, # re´alise un de´calage binaire de 1 bit vers la gauche et ∪ repre´sente l’ope´rateur
OR (ou logique). Le signe est code´ sur le bit de poids faible et l’amplitude sur les bits de
poids forts.
Code = (amplitude− 1)# 1 (1)
Code = Code ∪ signe (2)
Le parame`tre Code est ensuite de´compose´ en deux e´le´ments de syntaxe : LevelPrefix et
LevelSuffix. Les valeurs nume´riques de ces e´le´ments sont de´termine´es a` partir de (3) et (4).
Dans ces e´quations, % re´alise un de´calage de 1 bit vers la droite et Code(Shift) repre´sente
2
TrailingOnes TotalCoeffs 0 !N < 2 2 !N < 4 4 !N < 8 N " 8 N = −1
0 0 1 11 1111 000011 01
0 1 000101 001011 001111 000000 000111
1 1 01 10 1110 000001 1
0 2 00000111 000111 001011 000100 000100
1 2 000100 00111 01111 000101 000110
2 2 001 011 1101 000110 001
0 3 0000000111 000011 001000 001000 000011
1 3 00000110 001010 01100 001001 0000011
2 3 0000101 001001 01110 001010 0000010
3 3 00011 0101 1100 001011 000101
0 4 0000000111 00000111 0001111 001100 000010
1 4 000000110 000110 01010 001101 00000011
2 4 00000101 000101 01011 001110 00000010
3 4 000011 0100 1011 001111 0000000
0 5 00000000111 00000100 0001011 010000 -
1 5 0000000110 0000110 01000 010001 -
2 5 000000101 0000101 01001 010010 -
3 5 0000100 00110 1010 010011 -
0 6 0000000001111 000000111 0001001 010100 -
1 6 00000000110 00000110 001110 010101 -
2 6 0000000101 00000101 001101 010110 -
3 6 00000100 001000 1001 010111 -
0 7 0000000001011 00000001111 0001000 011000 -
1 7 0000000001110 000000110 001010 011001 -
2 7 00000000101 000000101 001001 011010 -
3 7 000000100 000100 1000 011011 -
0 8 0000000001000 00000001011 00001111 011100 -
1 8 0000000001010 00000001110 0001110 011101 -
2 8 0000000001101 00000001101 0001101 011110 -
3 8 0000000100 0000100 01101 011111 -
0 9 00000000001111 000000001111 00001011 100000 -
1 9 00000000001110 00000001010 00001110 100001 -
2 9 0000000001001 00000001001 0001010 100010 -
3 9 00000000100 000000100 001100 100011 -
0 10 00000000001011 000000001011 000001111 100100 -
1 10 00000000001010 000000001110 00001010 100101 -
2 10 00000000001101 000000001101 00001101 100110 -
3 10 0000000001100 00000001100 0001100 100111 -
0 11 000000000001111 000000001000 000001011 101000 -
1 11 000000000001110 000000001010 000001110 101001 -
2 11 00000000001001 000000001001 00001001 101010 -
3 11 00000000001100 00000001000 00001100 101011 -
0 12 000000000001011 0000000001111 000001000 101100 -
1 12 000000000001010 0000000001110 000001010 101101 -
2 12 000000000001101 0000000001101 000001101 101110 -
3 12 00000000001000 000000001100 00001000 101111 -
0 13 0000000000001111 0000000001011 0000001101 110000 -
1 13 000000000000001 0000000001010 000000111 110001 -
2 13 000000000001001 0000000001001 000001001 110010 -
3 13 000000000001100 0000000001100 000001100 110011 -
0 14 0000000000001011 0000000000111 0000001001 110100 -
1 14 0000000000001110 00000000001011 0000001100 110101 -
2 14 0000000000001101 0000000000110 0000001011 110110 -
3 14 000000000001000 0000000001000 0000001010 110111 -
0 15 0000000000000111 00000000001001 0000000101 111000 -
1 15 0000000000001010 00000000001000 0000001000 111001 -
2 15 0000000000001001 00000000001010 0000000111 111010 -
3 15 0000000000001100 0000000000001 0000000110 111011 -
0 16 0000000000000100 00000000000111 0000000001 111100 -
1 16 0000000000000110 00000000000110 0000000100 111101 -
2 16 0000000000000101 00000000000101 0000000011 111110 -
3 16 0000000000001000 00000000000100 0000000010 111111 -
Fig. 1 – Tables VLC utilise´es pour l’encodage de TotalCoeffs
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la valeur correspondant aux Shift bits de poids faibles de Code.
LevelPrefix = Code! Shift (3)
LevelSuffix = Code(Shift) (4)
Finalement, l’e´le´ment de syntaxe LevelPrefix est encode´ a` l’aide de la table VLC expose´e sur
la figure 2 et les Shift bits de LevelSuffix sont ajoute´s a` la suite. Le principe d’adaptabilite´
dans la phase d’encodage des Levels repose essentiellement sur la variable Shift. Cette valeur
peut e´voluer au cours de la phase d’encodage des Levels. Pour le premier coefficient, elle est
initialise´e a` 0. Pour les cycles suivants, elle est incre´mente´e de 1 si l’amplitude du coefficient
courant (de´ja` encode´) est supe´rieure au seuil associe´ a` la valeur courante de Shift, de´fini
dans la table de la figure 3. Cette technique permet a` l’encodeur de s’ajuster au mieux a`
la dynamique des coefficients restant a` encoder. Sachant que l’e´volution des amplitudes a
tendance a` croˆıtre lorsque la fre´quence diminue, cette technique s’ave`re tre`s efficace dans
cette situation.

















Fig. 2 – Table VLC utilise´e pour l’encodage de LevelPrefix
L’ope´ration de de´codage est compose´e de plusieurs e´tapes. Dans un premier temps, le
de´codeur commence par re´cupe´rer LevelPrefix. Il extrait ensuite l’e´le´ment LevelSuffix du flux
en se basant sur la valeur courante de Shift. En inversant les e´quations (1), (2), (3) et (4), le
de´codeur arrive a` retrouver l’amplitude et le signe associe´s a` chaque coefficient. Par ailleurs,
il met a` jour la valeur de Shift a` chaque ite´ration.
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Fig. 3 – Valeurs des seuils associe´s a` la variable Shift
4 Le codage de TotalZeros
Le parame`tre TotalZeros de´finit le nombre de ze´ros pre´ce´dant le dernier coefficient non-
nul dans le tableau ordonne´. Pour les blocs 4×4, cet e´le´ment est encode´ en utilisant les tables
VLC repre´sente´es sur la figure 4. Les tables de´finies sur la figure 5 sont applique´es pour les
blocs 2×2. Dans les deux cas, la table est se´lectionne´e en fonction de la valeur de TotalCoeffs.
Le nombre de possibilite´s de´croˆıt avec l’augmentation du nombre de coefficients non-nuls dans
le bloc. Les mots de code VLC contenus dans ces tables ont e´te´ obtenus de fac¸on empirique
et le lecteur peut remarquer les disparite´s existantes entre deux tables voisines (singularite´
du biais).
5 Le codage des RunBefores
Le nombre de ze´ros pre´ce´dant chaque coefficient non-nul (Runbefore) est encode´ dans
l’ordre de balayage inverse. Un e´le´ment RunBefore est associe´ a` chaque coefficient non-nul.
Il existe cependant deux exceptions :
1. Si les TotalZeros coefficients nuls ont e´te´ parcourus, il n’est pas ne´cessaire d’envoyer
plus d’information.
2. Il n’est pas indispensable de coder le parame`tre RunBefore correspondant au dernier
coefficient (composante DC).
Les tables utilise´es pour encoder RunBefores sont illustre´es sur la figure 6. La table
courante est se´lectionne´e en fonction du nombre de ze´ros qui n’ont pas encore e´te´ parcourus,
de´fini par la variable ZerosLeft. ZerosLeft est mis a` jour a` chaque ite´ration et repre´sente le
parame`tre d’adaptation de l’e´tape d’encodage des RunBefores.
Exemple 1 Ce paragraphe fournit un exemple simple qui permet de mieux appre´hender les
diffe´rentes phases d’encodage d’un bloc. Nous faisons l’hypothe`se que la premie`re table de la
figure 1 est utilise´e pour encoder CoeffToken, c’est-a`-dire que 0 ! N < 2.
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Conside´rons le bloc 4× 4 suivant :
0 3 -1 0
0 -1 1 0
1 0 0 0
0 0 0 0
Les coefficients du bloc sont ensuite re´partis dans un tableau unidimensionnel en suivant
une proce´dure de balayage particulier : des basses fre´quences vers les hautes fre´quences. A la
suite du traitement, on aboutit a` la repre´sentation suivante :
0 3 0 1 -1 -1 0 1 0 0 0 0 0 0 0 0
Ce tableau est utilise´ lors de la proce´dure d’encodage. Le codeur commence par extraire
les parame`tres fondamentaux qui ont e´te´ e´tudie´s dans ce chapitre :
– Le nombre de coefficients non-nuls (TotalCoeffs = 5).
– La nombre de ze´ros pre´ce´dant le dernier coefficient non-nul (TotalZeros = 3).
– Le nombre de coefficients e´gaux a` +/− 1 situe´s a` la fin du tableau (TrailingOnes = 3
car le nombre maximal est limite´e a` 3).
Le traitement se poursuit et permet d’aboutir aux re´sultats suivant :
Ele´ment Valeur Code Re´fe´rence
CoeffToken TotalCoeffs = 5, TrailingOnes = 3 0000100 Fig. 1 - Tab. 1
Signe T1 (4) + 0
Signe T1 (3) − 1
Signe T1 (2) − 1
Level (1) +1 (Shift = 0) 1 Fig. 2 et 3
Level (0) +3 (Shift = 1) 0010 Fig. 2
TotalZeros 3 111 Fig. 4 - Tab. 5
RunBefore (4) ZerosLeft = 3, RunBefore = 1 10 Fig. 6 - Tab. 3
RunBefore (3) ZerosLeft = 2, RunBefore = 0 1 Fig. 6 - Tab. 2
RunBefore (2) ZerosLeft = 2, RunBefore = 0 1 Fig. 6 - Tab. 2
RunBefore (1) ZerosLeft = 2, RunBefore = 1 01 Fig. 6 - Tab. 2
RunBefore (0) ZerosLeft = 1, RunBefore = 1 Pas utile Dernier coefficient
Par conse´quent, la se´quence transmise pour ce bloc est :
0 0 0 0 1 0 0 0 1 1 1 0 0 1 0 1 1 1 1 0 1 1 0 1
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TotalZeros TotalCoeffs
1 2 3 4 5 6 7
0 1 111 0101 00011 0101 000001 000001
1 011 110 111 111 0100 00001 00001
2 010 101 110 0101 0011 111 101
3 0011 100 101 0100 111 110 100
4 0010 011 0100 110 110 101 011
5 00011 0101 0011 101 101 100 11
6 00010 0100 100 100 100 011 010
7 000011 0011 011 0011 011 010 0001
8 000010 0010 0010 011 0010 0001 001
9 0000011 00011 00011 0010 00001 001 000000
10 0000010 00010 00010 00010 0001 000000 -
11 00000011 000011 000001 00001 00000 - -
12 00000010 000010 00001 00000 - - -
13 000000011 000001 000000 - - - -
14 000000010 000000 - - - - -
15 000000001 - - - - - -
TotalZeros TotalCoeffs
8 9 10 11 12 13 14 15
0 000001 000001 00001 0000 0000 000 00 0
1 0001 000000 00000 0001 0001 001 01 1
2 00001 0001 001 001 01 1 1 -
3 011 11 11 010 1 01 - -
4 11 10 10 1 001 - - -
5 10 001 01 011 - - - -
6 010 01 0001 - - - - -
7 001 00001 - - - - - -
8 000000 - - - - - - -
Fig. 4 – Tables VLC utilise´es pour l’encodage de TotalZeros dans les blocs 4× 4
TotalZeros TotalCoeffs
1 2 3
0 1 1 1
1 01 01 0
2 001 00 -
3 000 - -
Fig. 5 – Tables VLC utilise´e pour l’encodage de TotalZeros dans les blocs 2× 2
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RunBefore ZerosLeft
1 2 3 4 5 6 > 6
0 1 1 11 11 11 11 111
1 0 01 10 10 10 000 110
2 - 00 01 01 011 001 101
3 - - 00 001 010 011 100
4 - - - 000 001 010 011
5 - - - - 000 101 010
6 - - - - - 100 001
7 - - - - - - 0001
8 - - - - - - 00001
9 - - - - - - 000001
10 - - - - - - 0000001
11 - - - - - - 00000001
12 - - - - - - 000000001
13 - - - - - - 0000000001
14 - - - - - - 00000000001
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Joint Exploitation of Residual Source
Information and MAC Layer CRC Redundancy
for Robust Video Decoding
Ce´dric Marin, Khaled Bouchireb, Michel Kieffer, Senior Member, IEEE, and
Pierre Duhamel, Fellow, IEEE
Abstract
This paper presents a MAP estimation method for the robust decoding of compressed video stream.
A sequential decoding algorithm jointly exploiting the residual source information (related to VLC codes
and source characteristics) along with the MAC layer CRC redundancy in the transmission scheme
is proposed. The branch selection metric in the decoding trellis incorporates the usually considered
APP weighted by a CRC dependent factor. We also introduce a suboptimal but hardware realizable
version of the proposed algorithm. This technique has been applied to the robust decoding of CAVLC
encoded sequences in the H.264/AVC standard. Significant link budget improvement results have been
demonstrated for transmission schemes using BPSK modulated signals sent over AWGN channels.
Index Terms
Soft decoding of linear block codes, sequential decoding, source decoding based on syntax and
semantic of bitstream, WiFi, H.264
I. INTRODUCTION
The highly difficult wireless channel presents a major challenge for high bitrate transmission.
Factors such as high signal attenuation, multiple access interference, inter-symbol interference,
and Doppler shift can heavily degrade signal quality. Consequently, the typical BER encountered
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K. Bouchireb, M. Kieffer, and P. Duhamel are with the L2S of CNRS, France.
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in mobile transmission can be several orders of magnitude higher than in wire line (e.g., DSL)
transmission.
High efficiency video transmission is usually dependent on compression mechanism applied to
the image stream [25]. Nevertheless, the compressed video flow is very sensitive to transmission
errors. A single error can lead to a decoder de-synchronization resulting in a total loss of
remaining picture information or to inter-image error propagation due to inter-picture coding.
Consequently, the video stream incoming in the video decoder has to be nearly error-free.
In wireless transmission, the received signal may be heavily corrupted and is not directly
useable by the video decoder. A first solution to alleviate this problem consists in grouping data
into packets protected by an error-detection code (CRC or checksum) [5], [13]. Packets which
integrity is not ensured at receiver side may then be retransmitted. Nevertheless, retransmissions
may become difficult in scenarii with strong delay constraints (e.g., for visiophony), or even
impossible when broadcasting data (e.g., in satellite television).
In such situations, the standard solutions perform channel decoding processes by exploiting
very strong error-correction codes (e.g., turbo codes, LDPC) at Physical (PHY) layer combined
with packet-erasure codes (e.g., Reed-Solomon) at intermediate protocol layers [16], [23]. Nev-
ertheless, redundancy is rarely optimally dimensioned. It may be oversized when the channel is
clear, reducing the bandwidth allocated for the data. In contrary, some corrupted packets could
not be recovered in bad channel conditions, leading to their lost. Error-concealment techniques
[8], [12] may then be used by the source decoders at Application (APL) layer. They exploit
the redundancy (temporal and/or spatial) in the decoded multimedia stream for estimating the
missing information.
In the last years, joint source-channel decoding techniques have been proposed to correct
damaged packets. These methods involve robust source decoders, which exploit the inherent
redundancy in the received packets, for correcting errors. Several sources of redundancy have
been identified. Constraints in the syntax of variable-length codes [6], [7], [11], [21], [27] have
been used first. Then, the properties due to the semantic of the source coders have been combined
along with the syntax redundancy to improve the performance of robust decoders [4], [19], [24],
[28]. Redundancy associated to the packetization of coded data have been introduced in [15].
Recently, information introduced by the channel codes have been jointly employed together with
the residual redundancy through iterative decoding processes [3], [18], [26]. These joint schemes
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improve the decoding performance when compared to classical schemes.
This paper focuses on robust decoding of video data in a downlink situation. We propose
a sequential decoding algorithm jointly exploiting the syntax and semantic properties of coded
video stream along with the redundancy at MAC layer provided by the CRC. The CRC is not
used to detect errors but is considered as an error correcting code. This CRC based decoding
approach has been presented in [14], [20] for correcting erroneous packets. We propose here
to make usage of both the CRC and the source redundancy to improve the video decoding
performance. This paper is based on a variety of techniques (soft decoding of block codes [2],
sequential decoding [1], source decoding depending on syntax and semantic of bitstream [4])
which are combined to attain our objective.
All the robust techniques introduced above require soft information to be delivered from the
PHY layer to the APL layer. This may be achieved by using an header recovery techniques
exploiting the intra- and inter-layer redundancies along with the CRCs or checksums as in [17].
With a such techniques, if the header is correctly decoded, the payload may be forwarded to the
upper layers, resulting in a permeable protocol stack.
This paper is organized as follows. After a brief introduction of the proposed permeable proto-
col stack in Section II, Section III describes the derivation of the decoding metric and proposes a
general sequential decoding method. Reduction of complexity is presented in Section IV. Finally,
the simulation results are described in Section V before drawing some conclusions.
II. MODEL OF PERMEABLE PROTOCOL STACK
Multimedia packetized transmission usually relies on a multi-layer architecture [13] based on
the RTP/UDP/IP stack.
Figure 1 illustrates an example of the segmentation and encapsulation mechanisms imple-
mented at each protocol layer in the case of video transmitted with a WiFi radio interface [9]
(802.11 standard). The data processed by the PHY layer are forwarded to the MAC layer which
checks its integrity with the help of CRC. For corrupted packets, a retransmission is requested.
Correctly received data are assembled to form the binary stream that is then fed to the video
decoder (at APL layer) after removal of IP, UDP, and RTP protocol headers.
A new protocol stack design where the PHY, MAC, and APL layers of the receiver work
very closely together is presented here. Three changes are required to implement the proposed
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solution:
• The PHY layer has to include a SISO (Soft-Input Soft-Output) channel decoder for pro-
cessing the incoming protected data. The soft information are transmitted to the next layer.
• In the MAC layer, the CRC checking operation is deactivated and no retransmission are
allowed. Complete MAC packets (composed of header, payload, and CRC) are transfered
to the upper layer for being integrated in the payload of IP packets.
• The MAC header and CRC, usually not transmitted by the IP, UDP, and RTP layers, are
assumed to be available at the APL layer.
These changes are facilitated by using the robust header recovery and permeable layer mecha-
nisms presented in [17]. Hence, we can assumed that the headers are available without errors at
all layers.
With these modifications, the APL layer receives a succession of MAC packets, containing
soft information (provided by the PHY layer). These modifications only affect the receiver (the
transmitter operations and the signal sent are unchanged). The format of data received by the
APL layer is represented in Figure 2.
Additionally, the computational complexity can be minimized by deactivating the robust
decoding processing when:
1) normal CRC check is successful,
2) the quality of soft information provided by the lower layer is too poor, i.e., when the signal
power is inferior to a pre-defined threshold. In such a case, the packet is retransmitted or
discarded.
The next section presents the analytical derivation of the decoding metric which may be used
to robustly reconstruct the transmitted video sequence. We then propose a sequential decoding
algorithm based on this metric.
III. GROUP-BASED SEQUENTIAL DECODING
A. Notations
The symbols produced by all the components of a video coder before the entropy coding stage
are assumed to be generated by a source S, which has to satisfy some semantic rules. Consider
a vector m = [m1 . . .mK ] of K symbols generated by this source. The entropy coder associates
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a variable-length codeword xmi to each component mi of m, i = 1 . . . K, which is then mapped
onto a binary sequence x = [xm1 . . .xmK ], with
K∑
i=1
!(xmi) = !(x). (1)
In (1) and in what follows, !(v) denotes the length in bits of the vector v. Thus, x has to be
compliant with the syntax of the variable-length code (VLC) and with the semantic rules of the
source S.
At the MAC layer, a header h is put in front of x to get a concatenated vector d = [h,x].
A CRC c is then computed from the data d and added at the end of the packet. This set of
information is collected in a vector t = [h,x, c] = [d, c], where c = F(d), F being a generic
encoding function.




CRC [5]. A systematic generator matrix G = [I,Π] may be associated to g(z). Using G, c may
be determined by a recursive processing over the !(d) bits of d as follows
cj+1 = F(dj+1) = cj ⊕ (dj+1 · pi(dj+1)). (2)
In (2), dj = [d1 . . . dj, 0 . . . 0], pi(dj) is the j-th row of Π, i.e., the parity vector related to dj ,
and ⊕ represents the XOR operator. At initialization, c0 is set to 0. After !(d) iterations, the
vector c!(d) contains the CRC value related to d (i.e., c!(d) = c).
The vector t is then BPSK-modulated and transmitted over an AWGN channel that corrupts
the modulated packets with a Gaussian noise of zero mean and variance σ2. At the receiver,
the observed vector is yt = [yh,yx,yc], where yh, yx, and yc are the observations of h, x, and
c respectively. yt contains the observations of t and represents a segment of the APL packet
depicted in Figure 2. An overview of the transmission scheme is illustrated in Figure 3.
In practice, x may be organized in groups of codewords (e.g., texture information of a block or
a macroblock), which are assumed to be encoded independently. Let a1 . . . aE be the E groups
of codewords composing x, i.e., x = [a1 . . . aE]. The lengths !(ae), for e = 1 . . . E, are supposed
to be transmitted reliably as side information to the decoder. The decoding of a group may be
performed by selecting the corresponding portion in the received packet.
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B. Decoding algorithm
Assuming that the header h has been correcly received, the optimal MAP estimator âe for
the e-th group is given by
âe = arg max
ae∈Ωea
P (ae|h,yx,yc), (3)
where Ωea is the set of valid combinations of ae, i.e., compliant with the syntax of the VLC and the
semantic of the source. Nevertheless, since Ωea is not well structured, obtaining âe would require
constructing the 2!(ae) possible combinations, keeping only the valid sequences (belonging to
Ωea), then evaluating P (ae|h,yx,yc) for each of them. When !(ae) is large (which is usually the
case to reduce the overhead due to the transmission of side information), a sequential decoder
is involved in order to reduce the decoding complexity [1].
Considering the n-th step of the decoding of group e. One may write
x = [be,ue,n, se,n, re,n],
with :
• be = [a1 . . . ae−1], the bits of the first e− 1 groups. Note that for the decoding of ae, be is
considered as a random vector and not as the decoded bitstream obtained previously.
• ue,n, the first bits of ae for which a set of valid combinations Ωe,nu has been evaluated at
step n− 1 by the decoder.
• se,n, a vector for which, regardless of the syntax of the VLC and the semantic of the video
coder, 2!(se,n) binary combinations are possible. Let Ωe,ns be the set of these sequences.
• re,n, the !(re,n) remaining bits of x. These bits have been not yet processed by the decoder
but they do influence the CRC.
Figure 4 illustrates the considered partition of the packet. The observations associated to these
four vectors are yeb , ye,nu , ye,ns , and ye,nr . Moreover, let Ω
e,n
[u,s] ⊂ Ωe,nu × Ωe,ns be the set of valid
pairs [ue,n, se,n].
At the n-th step, the sequential decoding algorithm evaluates
P (ue,n, se,n|ye,nb ,ye,nu ,ye,ns ,ye,nr ,h) ∝ P (ue,n, se,n,ye,nb ,ye,nu ,ye,ns ,ye,nr |h). (4)
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Moreover








r |h) = P (ue,n, se,n|h)P (ye,nu |ue,n, se,n,h)
P (ye,ns |ye,nu ,ue,n, se,n,h)P (be, re,n,yeb ,ye,nr ,yc|ye,nu ,ye,ns ,ue,n, se,n,h).
(6)
Using the fact that ue,n and se,n do not depend on h and that the channel is memoryless, (6)
becomes









= P (ue,n, se,n)P (ye,nu |ue,n)P (ye,ns |se,n)P (be, re,n,yeb ,ye,nr ,yc|h,ue,n, se,n).
(7)
Now, combining (4), (5), and (7), one obtains
P (ue,n, se,n|ye,nb ,ye,nu ,ye,ns ,ye,nr ,h)














r ,yc|h,ue,n, se,n). (9)
In (8), P (ue,n, se,n) represents the a priori probability of sequence [ue,n, se,n], which is null if
[ue,n, se,n] /∈ Ωe,n[u,s]. As for the valid sequences, they are assumed to be equally likely a priori,
i.e., P (ue,n, se,n) = 1/|Ωe,n[u,s]|. Consequently, the metric Me associated to a valid sequence in
group e is given by
Me([ue,n, se,n] ∈ Ωe,n[u,s]|h,yt) = P (ye,nu |ue,n)P (ye,ns |se,n)Φ(h,ue,n, se,n,yeb ,ye,nr ,yc), (10)
where P (ye,nu |ue,n) and P (ye,ns |se,n) are the likelihoods of ue,n and se,n respectively.
C. Implementation issues and complexity
In (10), Φ(h,ue,n, se,n,yeb ,ye,nr ,yc) is a sum the complexity of which is O(2!(be)+!(re,n)).
Consequently, the evaluation complexity of (4) for all [ue,n, se,n] ∈ Ωe,n[u,s] is O(|Ωe,nu | · |Ωe,ns | ·
2!(be)+!(re,n)). |Ωe,ns | depends on the number of bits taken into account at the n-th steps and may
thus be upper bounded by a constant. The main difficulty comes from |Ωe,nu |, which is growing
exponentially with n. To limit the complexity increase, at each step, only the M most probable
sequences belonging to Ωe,n[u,s] are kept and stored in Ω
e,n+1
u . The parameter M allows to tune the
trade-off between complexity and efficiency. A each step, one obtains a suboptimal algorithm
the complexity of which becomes O(2!(be)+!(re,n)), mainly due to the evaluation of Φ in (10).
December 9, 2008 DRAFT
IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. X, NO. Y, NOVEMBER 2008 8
Section IV describes optimal and suboptimal reduced-complexity algorithms for determining Φ
and Me.
Let Ne be the number of steps necessary to reach the end of group e. The number of bits
!(se,n), for i = 1 . . . Ne, must thus be adjusted such that
Ne∑
i=1
!(se,i) = !(ae), (11)
for all e = 1 . . . E. In practice, the first Ne − 1 decoding depths are set to a constant value and
the last one, i.e., !(se,Ne), is chosen so that (11) is satisfied.
We now describe the complete sequential decoding algorithm for the e-th group. At initializa-
tion (n = 1), Ωe,1u = ∅. Afterwards, at each step n > 1, the algorithm explores the new branches
(on !(se,n) bit depth) and only preserves the M most probable extended sequences [ue,n, se,n].
These M sequences are temporarily stored in a stack (corresponding to Ωe,n+1u ), before being
extended again at the next step. Figure 5 illustrates the evolution of parts be, ue,n, se,n, and re,n
through the different steps. The flowchart of the decoding algorithm is depicted in Figure 6.
Note that the metric M([ue,n, se,n]|h,yt) is computed using (10).
In Section V, this algorithm is applied to the decoding of H.264/AVC CAVLC sequences.
IV. PRACTICAL EVALUATION OF THE MAP METRIC
For the sake of simplicity, the exponents e and n are omitted in what follows. Moreover,
Φ(h,u, s,yb,yr,yc) and M([u, s] ∈ Ω[u,s]|h,yt) are replaced by Φ and M([u, s]).
In (10), only Φ is complex to evaluate. Assuming that the bits of b and r are i.i.d. and do






P (b)P (yb|b)P (r)P (yr|r)P (yc|F([h,b,u, s, r])). (12)
Assuming that all b and all r are equally likely a priori, the evaluation of (12) requires
summing the product of the likelihoods related to b, r, and their corresponding CRC, over the
2!(b)+!(r) combinations of b and r. In this section, two reduced-complexity methods are proposed
for evaluating (10) by optimizing the evaluation of Φ. The first provides an exact evaluation of
M, whereas the second results in an approximate evaluation of the metric.
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A. Exact Computation
The CRC may be evaluated recursively over the data d, as shown by (2). More precisely, the
value of the CRC associated to the first j + 1 bits of d (shortly, at time j + 1) only depends on
the value of the CRC at time j and on the j + 1-st bit of d. Each value of the CRC at time j
leads to two different values of the CRC at time j +1. Consequently, the evolution of the CRC
values according to the bits of d can be described by a trellis. In this trellis, states correspond
to the 2!(c) possible values of the CRC. Transitions are determined by the bits of d. At each
time j = 1 . . . !(d), we study the contribution of dj (the j-th bit of d) over the global CRC.
In our case, d = [h,b,u, s, r]. The header h is assumed to be known and we want to find
the best combination of [u, s] ∈ Ω[u,s] by taking into account the redundancy of the code (given
by c). The trellis is thus applied to the portions b, r, and c for given h, u, and s. This trellis
consists in grouping combinations of b and r giving the same value of CRC.







P (b)P (yb|b)P (r)P (yr|r). (13)
In the sequel, the state associated to a possible value c′ of CRC is denoted by S(c′), c′
being the binary representation of S(c′) ∈ {0 . . . 2!(c) − 1}. For instance with a 3-bit CRC, if
c′ = [1, 0, 1] then S(c′) = 5. After some derivations, one can show that (13) may be generalized
























P (r)P (yr|r)P (yc|c′′ ⊕ F([0,0,0,0, r])), (16)
for all c′, c′′ ∈ GF (2)!(c). In (15), α(S(c′)) represents the sum of the probabilities associated
to the combinations of b reaching state S(c′) when starting from state S(F([h,0,0,0,0])).
In (16), β(S(c′′)) denotes the sum of the probabilities associated to all combinations of [r, c′′⊕
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F([0,0,0,0, r])] when starting from state S(c′′). In fact, the evaluation of Φ using (14) is
efficiently performed using the BCJR algorithm for block codes [2], [29]. Thus, α(S(c′)) and
β(S(c′′)) are easily evaluated recursively as follows
αj+1(S(c′)) = P (bj+1 = 0)P (ybj+1 |bj+1 = 0)αj(S(c′))
+ P (bj+1 = 1)P (ybj+1 |bj+1 = 1)αj(S(c′ ⊕ pi(bj+1))),
(17)





0 for all c′ "= F([h,0,0,0,0])
, (18)
and
βj−1(S(c′′)) = P (rj = 0)P (yrj |rj = 0)βj(S(c′′))
+ P (rj = 1)P (yrj |rj = 1)βj(S(c′′ ⊕ pi(rj))),
(19)
with the boundary conditions (at j = #(r))
β!(r)(S(c
′′)) = P (yc|c′′), for all c′′ ∈ GF (2)!(c). (20)
The equations in (17) and (19) are the key for computing α(S(c′)) with a forward recursion over
the bits of b and β(S(c′′)) with a backward recursion over the bits of r. After #(b) iterations,
α!(b)(S(c′)) = α(S(c′)), and after #(r) iterations, β0(S(c′′)) = β(S(c′′)).
Finally, substituting (14) in (10), one obtains
M([u, s]) = ∑
c′
α(S(c′)) · P (yu|u)P (ys|s) · β(S(c′ ⊕ F([0,0,u, s,0])))
= P (yu|u)P (ys|s)
∑
c′,c′′|c′′=c′⊕F([0,0,u,s,0])
α(S(c′)) · β(S(c′′)). (21)
The evaluation of M([u, s]) consists in summing the probabilities associated to the 2!(c) paths
linking state S(c′) to state S(c′′), such as c′′ = c′ ⊕ F([0,0,u, s,0]).
The steps for evaluating the global metric (10) with the above mentioned method are sum-
marized below:
Step 1: Initialize α0(S(c′)) and β!(r)(S(c′′)) according to (18) and (20).
Step 2: Compute αj(S(c′)), for all c′ ∈ GF (2)!(c) and for all j = 1 . . . #(b), by using (17) in
a forward way (partial BCJR forward step).
Step 3: Compute βj(S(c′′)), for all c′′ ∈ GF (2)!(c) and for all j = #(r)− 1 . . . 0, by using (19)
in a backward way (partial BCJR backward step).
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Step 4: For each [u, s] ∈ Ω[u,s], compute the metric M([u, s]) by using (21), recalling that
α(S(c′)) = α!(b)(S(c′)) and β(S(c′′)) = β0(S(c′′)).
Hence, one step of the sequential decoding is performed with a complexity O((#(b) + #(r) +
|Ω[u,s]|)2!(c)), compared to O(|Ω[u,s]|2!(b)+!(r)) for a decoding with a straightforward metric
computation.
Remark 1: As presented above, the decoding of x requires repeating steps 1 to 4 for each
portion [u, s] in x since the portions b and r change according to the position of [u, s]. To
optimize the global decoding, as soon as yt is received, we can compute each value of αj(S(c′))
and βj(S(c′′)), for all c′, c′′ ∈ GF (2)!(c) and for all j = 0 . . . #(x), and store them in matrices
A and B. This is equivalent to perform a complete BCJR algorithm over x: the forward step is
performed on b = x and the backward step on r = x. The global decoding of x begins after this
step. As explained previously, each portion [u, s] is sequentially decoded by using (21) in which
the values of α(S(c′)) and β(S(c′′)) are extracted from A and B depending on the position of
the current portion [u, s].
Note that in this case, steps 1 to 3 are performed once as a preamble, and step 4 is performed
repeatedly for each [u, s] in x.
B. Approximate Computation
In practice, most CRCs are larger than 16 bits and the complexity O(2!(c)) is too large to
allow a real-time implementation of the method presented in Section IV-A. An approximate
computation consists in splitting the CRC into mb partitions of #(c)/mb bits, each partition
being assumed statistically independent from the others. A trellis may be associated to each
of the mb partitions. Thus, yc may be written as yc = [yc1 . . .ycmb ]. Using the independence
assumption, as explained with more details in [17], the global metric in (21) becomes





αm(S(c′m)) · βm(S(c′′m)), (22)
where αm(S(c′m)) and βm(S(c′′m)) represent the probabilities associated to states S(c′m) and
S(c′′m) respectively, for c′m, c′′m ∈ GF (2)!(c)/mb , in the m-th trellis.
The total complexity for evaluating (22) is now O((#(b) + #(r) + |Ω[u,s]|)mb2!(c)/mb), at the
cost of a slightly suboptimal performance.
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Remark 2: To reduce the complexity of the global decoding of x, we can apply the principle
introduced in Remark 1 to the new method. In this case, the algorithm generates, as a preamble,
the mb submatrices Am and Bm associated to partition cm. During the decoding, the values of
αm(S(c′m)) and βm(S(c′′m)) in (22) are extracted from Am and Bm according to the position
of the current portion [u, s].
V. SIMULATION RESULTS
In the extended profile of H.264/AVC [10], an error-resilience mode is provided. In this mode,
the compressed picture data are classified according to their influence on the video quality. Three
partitions are defined:
• Partition A contains the headers and the motion vectors of each encoded picture.
• Partition B consists of the texture coefficients of the INTRA coded blocks.
• Partition C regroups the texture coefficients of INTER coded blocks.
This stream decomposition allows an adjustment of the protection to the sensitivity of the
partition to be sent. After compression, each partition is encapsulated in a NALU (Network
Abstraction Layer Unit) which is delivered to the RTP layer. Packets associated to the A partition
are assumed heavily protected and correctly interpreted at the receiver. On the other hand, B
and C packets are transmitted over a noisy channel and are corrupted by transmission errors. As
previously mentioned, these packets contain the texture coefficients of the different 4× 4 blocks
of a picture. These blocks are encoded in CAVLC [22].
In this paper, we focus on the decoding of the CAVLC sequences included in the B and C
packets. Each CAVLC sequence is considered as an independent group of codewords which can
be separated from the others by using synchronization markers, transmitted as side information.
Consequently, the group-based sequential decoding method of Section III may be used for their
estimation. Note that in H.264/AVC, the CAVLC sequences are not totally independent (adaptive
context) but the small existing dependencies may be neglected. The performance of the presented
method has been evaluated by simulations along with that of two other decoding methods: a
standard decoding method and a classical robust decoding method (exploiting only the source
properties).
The simulated system consists of a transmitter, a channel, and a receiver. The transmitter uses
repeatedly the 5 first pictures of Foreman.cif with the IPPPP frame structure and generates the
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encoded partitions using the CAVLC H.264/AVC video coder. Video packets (partitions) are then
processed by the protocol stack defined in Figure 1. At the MAC layer, IP packets are fragmented
in several MAC packets of variable payload size. A CRC of 4 bytes, consistent with the 802.11
standard, is added at the end of each MAC fragment. At the PHY layer of the transmitter, the
data are encoded by the convolutional channel coder of the 802.11a standard. Next, the coded
PHY packets are mapped onto BPSK symbols before being sent over the physical medium.
To improve the decoding performance, the aforementioned position markers are sent as side
information, indicating the location of each 4 × 4 encoded texture block in B and C packets.
This side information is transmitted in a specific NALU and the markers are compressed using
the Exp-Golomb coding of H.264/AVC. The overhead due to the transmission of this redundancy
represents about 30 % of the total bitrate. The channel does not degrade the data contained in
A packets nor the side information. On the other hand, it does add a white Gaussian noise, with
a configurable variance, to the other packets. At the receiver, the data are processed by a SISO
channel decoder and are then delivered to the APL layer (following the permeable mechanism
explained in Section II). At the APL layer, as previously mentioned, three different decoders are
considered:
1) A standard decoder performs hard decisions on the received soft data and makes usage
of position markers to decode each block.
2) A robust decoder uses the source properties, the soft data as well as the position markers,
but does not use the redundancy provided by the CRC. This decoder exploits the algorithm
depicted in Section III, but the metric in (10) does not include the term Φ.
3) A CRC-robust decoder combines all the previous sources of redundancy along with the
CRC properties through the decoding method presented in Section III.
Note that, in our simulations, the two robust decoders use the stack size M = 20 and the
default decoding depth !(s) = 4 bits. Also, the CRC-robust decoder uses the suboptimal method
presented in Section IV-B. For this purpose, the CRC is split into 4 blocks of 8 bits.
Figures 8 and 7 plot the evolution of the PSNR (Peak Signal to Noise Ratio) of the decoded
video as a function of the SNR for the three different decoders, with and without channel coding
respectively. In Figure 7, the channel coding/decoding at PHY layer was deactivated. In both
figures, the standard, robust, and CRC-robust decoders are compared for a MAC payload size of
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100 bytes. We can notice that the standard decoder is outperformed by the two robust decoders in
both cases. Moreover, the two robust decoders are equivalent for low SNRs and the CRC-robust
decoder starts to outperform the classical robust decoder beyond a given threshold. Above this
threshold, the coding gain increases with the SNR. This behavior is specific to channel decoding
performance. In our simulations, the threshold is about 8.5 dB in Figure 7, and 1.8 dB in Figure 8.
Figure 9 illustrates the 5-th image of the used Foreman.cif video sequence, along with its
reproductions obtained after this image is transmitted and decoded by the standard, robust and
CRC-robust decoders respectively. In this case, the channel coding/decoding is considered. This
result was obtained with a payload size of 100 bytes and at an SNR of 2.8 dB for which the
PSNR of the standard, robust and CRC-robust decoders are of 29, 35 and 38 dB respectively (see
Figure 8). Obviously, the image obtained with the standard decoder contains many artifacts and is
of a very poor quality. On the other hand, the robust decoder strongly improves the quality even
though some distortions are still visible. Finally, no visual difference may be noticed between
the original image and the image obtained by the CRC-robust decoder.
VI. CONCLUSION
In this paper, we have presented a MAP estimator for robust video decoding. The decoder
jointly exploits the inherent source coder information along with the MAC layer CRC redundancy.
The implementation of this MAP estimator was shown to be a combination of a sequential
decoding algorithm along with the BCJR algorithm. We applied this method for H.264/AVC
decoding of CAVLC sequences. Simulation results show that the information carried by the CRC
does improve the decoding efficiency. More precisely, joint use of CRC and source properties
becomes interesting above a certain threshold. Moreover, the bitrate used for transmission of
side information is quite high in the presented experiments. Our aim is to reduce this overhead
by considering synchronization markers indicating, e.g., the location of each macroblock of
16× 16 pixels.
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APPENDIX
Below, we detail the derivation of (14). Assuming that the bits of b and r are i.i.d. and do











P (b)P (yb|b)P (yc|F([h,b,u, s, r]))
(23)
In (23), the sum over b is a sum over all the possible values that b can take, each value
corresponding to a path in the trellis. On the other hand, any possible path b ends up at a state
S(c′) ∈ {0 . . . , 2!(c) − 1} (i.e., one of the 2!(c) possible states). As a result, summing over all
the possible paths b is equivalent to summing over all the paths b that end up at state 0, and









































P (r)P (yr|r)P (yc|c′′ ⊕ F([0,0,0,0, r])).
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Fig. 1. Protocol stack for video transmission over WiFi
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Fig. 2. Data available at the APL layer
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Fig. 3. Overview of the transmission scheme




Fig. 4. Partitioning of the received packet
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Fig. 5. Evolution of the partitions through the sequential decoding steps
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Fig. 6. Proposed sequential decoding scheme
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Fig. 7. PSNR vs SNR for a MAC payload size of 100 bytes, without channel coding
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Fig. 8. PSNR vs SNR for a MAC payload size of 100 bytes, with channel coding
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(a) (b)
(c) (d)
Fig. 9. Quality of the 5-th image of Foreman.cif obtained after (a) error-free decoding, (b) standard decoding, (c) robust
decoding, and (d) CRC-robust decoding for a SNR of 2.8 dB and a MAC payload size of 100 bytes, with channel coding
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Robust MAC-Lite and Soft Header Recovery
for Packetized Multimedia Transmission
Ce´dric Marin, Yann Leprovost, Michel Kieffer Senior Member, IEEE,
and Pierre Duhamel Fellow, IEEE
Abstract
This paper presents an enhanced permeable layer mechanism useful for highly robust packetized
multimedia transmission. Packet header recovery at various protocol layers using MAP estimation is
the cornerstone of the proposed solution. The inherently available intra-layer and inter-layer header
correlation proves to be very effective in selecting a reduced set of possible header configurations
for further processing. The best candidate is then obtained through soft decoding of CRC protected
data and CRC redundancy information itself. Simulation results for WiFi transmission using DBPSK
modulated signals over AWGN channels show a substantial (4 to 12 dB) link budget improvement over
classical hard decision procedures. We also introduce a sub-optimal and hardware realizable version of
the proposed algorithm.
Index Terms
Codes, Communication systems, Decoding, MAP estimation, Protocols
I. INTRODUCTION
Due to bandwidth constraints, efficient transmission of multimedia contents requires the use of
some source coding scheme [1]. Nevertheless, compressed data are very sensitive to transmission
errors. A single corrupted bit may lead to a loss of a large amount of multimedia data at the
receiver. Consequently, the bitstream entering the source decoder has to be almost error-free.
C. Marin and Y. Leprovost are with the Research and Innovation Center of Alcatel-Lucent, France.
M. Kieffer and P. Duhamel are with the L2S – CNRS - SUPELEC - Univ Paris-Sud, France.
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This constraint is hardly satisfied when considering transmission over wireless channels. The
data stream at receiver side may be heavily corrupted and not directly usable by the source
decoder. A first solution to this problem consists in grouping data into packets protected by an
error-detection code (CRC or checksum) [2], [3]. Packets, which have not been correctly received,
are identified and can then be retransmitted. However, retransmissions may become difficult in
scenarii with strong delay constraints, e.g., for visiophony or may even become impossible when
broadcasting data, e.g., in satellite television.
In such situations, the standard solutions make use of very strong error-correcting codes (e.g.,
turbo-codes, LDPC) at Physical (PHY) layer possibly combined with packet-erasure codes at
intermediate protocol layers [4]. The redundancy introduced by these codes may however be
oversized when the channel is good, reducing the bandwidth allocated for the data. In bad
channel conditions, some corrupted packets still cannot be recovered and are assumed lost.
Error-concealment techniques [5], [6] may then be used by the source decoders at Application
(APL) layer. They exploit the redundancy (temporal and/or spatial) found in the multimedia data
for reconstructing some information in place of the missing one.
In the recent years, joint source-channel decoding (JSCD) techniques have been proposed
to correct damaged packets. These methods involve robust source decoders, which exploit the
inherent redundancy in the received packets for correcting errors. Several sources of redundancy
have been identified. Constraints in the syntax of variable-length source codes [7]–[9] have been
used first. Redundancy due to the semantic of the source coders [10], [11] improve significantly
the performance of robust decoders. Further redundancy due to the packetization of compressed
data has been used in [12]. Altogether, the various redundancies can attain an unexpected amount.
Furthermore, redundancy introduced by channel codes at physical layer can also be used in
combination with residual redundancy to build iterative decoders as in [13]. These joint decoding
schemes provide improved performance when compared to classical schemes, and could be of
great use in many applications. However, they are not compliant with the standard protocol stacks
in several ways: (i) they require exchange of soft information (e.g., likelihood ratios) between
the channel decoder at PHY layer and the robust source decoder at APL layer, (ii) they are not
compatible with the use of acknowledgment procedures: a packet received in error needs not be
retransmitted unless the robust receiver cannot recover the error, (iii) the headers of packets at a
given layer must absolutely be available without error since they contain information necessary
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for driving the layer in question (at the receiver).
Problem (i) above can be circumvented in some circumstances: a mobile receiver contains all
the layers and can choose to forward soft values between layers. This paper assumes that it is
the case. The main compatibility problem seems to be the third one: standard protocol stacks do
not even allow damaged packets to reach the APL layer, the main reason being that the errors
may impact some essential information contained in the headers, which is necessary even for
the robust APL decoders.
This paper proposes some tools allowing to receive the various headers with an inherent
robustness (even more than the robustness brought by JSCD to the payload) by using tools
widely used in JSCD, and applied here to the higher protocol layers. More headers are thus
correctly interpreted at each layer, increasing the number of packets reaching the APL layer.
We show that robustness of the header is much higher than that of the corresponding payload,
which is a prerequisite for implementing a fully permeable protocol layer mechanism [14]. In
this paper, we implicitly assume that soft information is forwarded between layers.
The paper is organized as follows. After introducing the improved permeable layer mechanism
in Section II, Section III derives the header recovery technique. Reduction of complexity is
presented in Section IV. As an example, the design of the proposed mechanisms for PHY and
MAC layers of WiFi is detailed in Section V. Finally, simulations are presented in Section VI.
II. ENHANCED PERMEABLE LAYER MECHANISM
Packetized multimedia transmission is usually based on an RTP/UDP/IP protocol stack [3].
Fig. 1 illustrates an example of segmentation and encapsulation mechanisms implemented at
each protocol layer in case of a multimedia packet transmission with the 802.11 standard (WiFi)
[15]. Error detection mechanisms implemented at each layer are detailed below.
At PHY layer, a known preamble allows the detection of the beginning of each PHY packet.
A CRC protects the header fields (the preamble and the payload are not protected). Received
packets with damaged headers are discarded. At MAC layer, a CRC protects the corresponding
header and payload. When an error occurs, the packet is retransmitted. At IPv4 layer, the header
fields are protected by a checksum. Received packets with damaged headers are discarded. At
UDP layer, a checksum protects the header and the payload. When an error occurs, the packet is
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discarded. We assume in this paper that packet fragmentation only occurs at MAC layer, which
is a reasonable assumption for a wireless transmission.
The error-detection mechanisms provided by CRCs and checksums, combined with the retrans-
mission mechanism at MAC layer, allow APL layer to receive only error-free packets. The price
to be paid is a reduced throughput due to MAC level retransmissions which increase when the
channel conditions worsen, or frequent use of error concealment when errors are detected at IPv4
or UDP layers (generally due to time-out constraint: the limit on the number of retransmissions
at MAC level has been reached).
JSCD methods allow many errors to be corrected at APL layer based on soft information
provided by lower protocol layers. The recently introduced UDP-Lite [16] mechanism, combined
with lower permeable protocol layers [14], allow damaged APL packets to be fed to the APL
layer. With UDP-Lite, a checksum protects a limited number of bytes (generally including the
UDP-Lite, RTP, and APL header fields). Thus, packets with erroneous headers are still discarded.
Considering the order of magnitude of the length of the packets and that of the various headers
in actual wireless communications when tuned for difficult situations [17], this may happen more
than expected. The bottleneck of such permeable transmission schemes is the fact that packets
are discarded due to erroneous headers.
This paper proposes a method for recovering headers based on the various sources of redun-
dancy in the protocol stack, thus increasing the amount of packets that can be used for robust
decoding at APL layer. As a result, the efficiency of the decoding at APL layer is improved
in all the cases : (i) when retransmissions are allowed, they are less frequent, (ii) when higher
layer redundancy has been introduced to circumvent the problem (e.g., the so-called MPE-FEC
of the MAC layer in DVB-H), our strategy at least allows to reduce it, and finally, (iii) when
no retransmission is allowed, it improves the quality of the multimedia content, because error
concealment is used less frequently.
The proposed header recovery technique detailed in the next section involves two main ideas.
First, intra-layer and inter-layer redundancy is present in the protocol stack. This redundancy
has been exploited in the Robust Header Compression (ROHC) mechanism [18] by replacing
the headers introduced by the RTP, UDP, and IP layers by a compressed version. Here, this
redundancy is used to build some a priori information on the erroneous headers, improving their
estimation. Second, CRCs and checksums are used as error-correcting codes, as proposed in [19]
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and [20].
Header recovery combines soft information provided by the lower protocol layers, properties of
the CRC or checksum, and a priori information obtained by a careful examination of the protocol.
Fig. 2 illustrates how soft information is transmitted from layer L − 1 to layer L + 1 through
the permeable layer L. This figure also summarizes the various sources of redundancy used to
facilitate the header recovery at layer L. The payload at layer L − 1 contains soft information
on header, payload, and CRC at layer L. This header may itself be somewhat redundant with
previous/future headers at layer L. In turn, the payload at layer L contains soft information
on header, payload, and CRC at layer L + 1. Albeit the header is removed after decoding, its
information fields are necessary to help in the delivery of the payload to layer L+1, for further
processing.
This paper focuses on the PHY and MAC layers of WiFi, as generic examples. In fact, the
proposed permeable layer mechanism may be applied to any protocol layer.
III. MAP ESTIMATOR FOR ROBUST HEADER RECOVERY
In the sequel, !(z) denotes the size of vector z.
As a general situation, at a given layer L, the n-th incoming packet may include three items: a
header, a payload, and a CRC. Information protected by the CRC cLn may have various properties,
as far as the corresponding redundancy is concerned.
• The constant fields, represented by the vector kLn , are assumed to be known.
• The predictable fields are embedded in the vector pLn . In contrast with the known fields,
the predictable fields are estimated by exploiting the intra-layer and inter-layer redundancy
represented by RLn , which will be defined formally in what follows. They are predicted
from information contained in the previously received packets. The predictable fields are
assumed to be entirely determined if the previous packets have been correctly received.
• The important unknown fields are collected in the vector uLn . These parameters are either
completely unknown or limited to a configuration set ΩLu(kLn ,pLn , RLn) the content of which
is determined by the values of kLn , pLn , and RLn . This set contains the actual information on
the data that the receiver must estimate.
• Finally, the vector oLn contains the other fields covered by the CRC. This last part contains
unknown data, which are not required for the processing of the packet at layer L, but may
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be important at layer L+ 1.
RLn contains all the header information of the n− 1-st packet (at layers L− 1, L, and L+ 1)




























In addition, data not covered by the CRC at layer L are denoted by xLn .











contains the above defined fields. Note that the order of the bits in rLn does not correspond to
the order in which data are actually transmitted in the n-th packet, but we use this notation for





FL is a generic encoding function.
When there is no ambiguity, the indices n and L are omitted in what follows.




CRC [2]. A systematic generator matrix G = [I,Π] can be associated to g(x), taking into
account the reordering of the bits in r. Using G, c may be obtained iteratively as follows c0 = 0,cj+1 = F(rj+1) = cj ⊕ (rj+1 · pi(j + 1)) . (1)
In (1), rj = [r1 . . . rj, 0 . . . 0], ⊕ is the XOR operator, and pi(j) represents the parity vector
associated to bit rj , which corresponds to the j-th line of Π. After !(r) iterations, c!(r) =
F (r) = c.
Assume that the data have been transmitted over an AWGN channel (Gaussian noise of zero
mean and variance σ2), and that soft values are forwarded inside the receiver from each layer to
the next one. Noisy data and CRC coming from layer L−1 are denoted as y = [yk,yp,yu,yo,yc],
which includes observations (at PHY layer) or estimations (at other layers) of k, p, u, o, and c.
Since k and p are known or may be exactly predicted from the already received data, only u
remains to be estimated. A MAP estimator
ûMAP = argmax
u
P (u|k,p, R,yu,yo,yc), (2)
is thus developed, taking into account the observations y, the knowledge of k, p, and R, as well
as the CRC properties. After some derivations, one obtains
ûMAP = argmax
u
P (u,yu,yo,yc|k,p, R). (3)
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Given that the channel is memoryless and assuming that o is independent of R, one gets
P (u,o,yu,yo,yc|k,p, R) = P (u|k,p, R)P (yu|u)P (o,yo,yc|k,p,u). (4)
For the sake of generality, assume that u does not necessarily take all the 2!(u) values, and that a
study of the protocol allows to define Ωu = Ωu(k,p, R), the set of possible values of u. Further
assume that these values are equally likely. Thus one may write
P (u|k,p, R) = P (u|Ωu) = 1/|Ωu|, (5)
where |Ωu| denotes the cardinal number of Ωu.
Marginalizing (4) over the 2!(o) combinations of o, one obtains







P (o,yo,yc|k,p,u) obviously involves the properties of the CRC. Finally, substituting








Being very general, the above equations encompass many different situations. For the sake of
clarity, the following section details the evaluation of ûMAP in several practical situations.
IV. PRACTICAL EVALUATION OF THE MAP ESTIMATOR
A. The set o is empty
There are many circumstances in which all the bits covered by the CRC belong only to the
sets k, p, or u. In these cases, there is no o and (3) simplifies to
ûMAP = argmax
u∈Ωu
P (yu|u)P (yc|F([k,p,u])) , (8)
where F([k,p,u]) is directly evaluated by (1). Hence, an elementary CRC computation replaces
the sum over all the possible values of o and the computational complexity is heavily reduced.
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B. The set o is not empty
When o is present, we assume that the bits of o are i.i.d. and do not depend on the other
parameters. This is a reasonable approximation since these bits usually depend on the whole




P (o)P (yo|o)P (yc|F([k,p,u,o])) . (9)
Evaluating (9) requires the computation of the sum of probabilities related to the 2!(o) com-
binations of o and to their corresponding CRCs. A direct evaluation has obviously a complexity
exponential in !(o). This section proposes two methods with reduced complexity: the first one
is an exact computation while the second one provides an approximate solution.
C. Exact sum computation - forward method
The CRC can be evaluated iteratively over the data r, as shown by (1). More precisely, the
value of the CRC associated to the j + 1 first bits of r (shortly, at time j + 1) only depends on
the value of the CRC at time j and on the j + 1-st bit of r. Each value of the CRC at time j
leads to two different values of the CRC at time j +1. Consequently, the evolution of the CRC
values according to the bits of r can be described by a trellis. In this trellis, states correspond
to the 2!(c) possible values of the CRC. Transitions are determined by the bits of r. At each
time j = 1 . . . !(r), we study the contribution of rj (the j-th bit of r) over the global CRC.
In our case, r consists of k, p, u, and o. Data contained in k and p are assumed to be known,
thus have a fixed contribution to the estimate of u. In the forward method, for a given value of
u, we want to determine its probability according to the observations y and the CRC properties,
depending on the bits belonging to o. Each value of u, in conjunction with k and p defines the
initial state in the trellis (there is no contribution from o). Each new bit in o may provide two
new possible states, thus defining a trellis. For any value of o, one gets a path starting from the
same state associated to F([k,p,u,0]) and ending in the state associated to F([k,p,u,o]).
The evaluation of the probability associated to this value of u is obtained as in (9) by
summing the probabilities associated to each combination of o and the corresponding CRC.
These probabilities are classically computed by using the trellis representation. At each time j,
a probability is associated to each node and defines the probability of the combinations of
oj = [o1 . . . oj] giving the same value of CRC. Similarly, the vector yjo (observation of oj)
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contains the first j elements of yo, i.e., yjo = [yo1 . . . yoj ]. The remaining information of o,
i.e., the !(o) − j last bits, are inserted in o¯j = [oj+1 . . . o!(o)]. The vector yjo¯ = [yoj+1 . . . yo!(o) ]
represents the observation of o¯j . Consequently, o = [oj, o¯j] and yo = [yjo,y
j
o¯] for all j.
This problem is clearly similar to computing the APPs of the inputs (here parts of inputs)
from the measured outputs of block codes. Therefore, our method has many similarities with [21]
which deals with soft decoding of block codes. In his paper, Wolf proposes a method based on
a trellis, built from the parity check matrix, for the decoding of linear block codes. In our work,
the computation is different since the code is divided in three parts: a known portion (vectors
k and p), a candidate value (u), and an unknown part (o and c). We want to find the best
combination of u by taking into account the redundancy of the code (given by c). The trellis is
thus applied to the portions o and c for given k, p, and u. Additionally, the technique does not
estimate o and c, but evaluates the probability associated to the 2!(o) combinations of [o, c].
For a given u, this technique allows to evaluate (9) with a complexity O (!(o)2!(c)), compared
to O (2!(o)) with a straightforward computation. Nevertheless, the initial state in the trellis,
defined by F([k,p,u,0]), changes for each possible value of u ∈ Ωu. Consequently, a new
trellis has to be constructed for each candidate value u ∈ Ωu. The global complexity of the
process is thus O (|Ωu|!(o)2!(c)). Example 1 illustrates the trellis constructed for a forward
evaluation of Ψ(k,p,u,yo,yc).








is represented in Fig. 3. In this example, we assume that !([k,p,u]) = 1 bit, [k,p,u] = [1],
and !(o) = 3 bits. The initial state in the trellis is thus defined by F([1, 0, 0, 0]) = [1, 1, 0]. As
explained above, another trellis has to be constructed for evaluating (9) when [k,p,u] = [0]. In
this case, the initial state changes and is given by F([0, 0, 0, 0]) = [0, 0, 0]. ♦
The next subsection proposes a solution making use of a backward construction of the trellis,
which does not require repeated evaluation of metrics on the trellis depending of u.
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D. Exact sum computation - backward method
In the following, Vsi(j) denotes the probability associated to state i at time j in the trellis,
for a given o¯j . Vsi(j) represents the sum of probabilities associated to each combination of o¯j






yc|si ⊕ F([0, o¯j])
)
, (10)
for i = 0, 1 . . . 2!(c) − 1.
Applying (10) to state i at time j − 1 results in
Vsi(j − 1) =
∑
o¯j−1
P (o¯j−1)P (yj−1o¯ |o¯j−1)P (yc|si ⊕ F([0, o¯j−1]))
= P (oj = 0)P (yoj |oj = 0)
∑¯
oj
P (o¯j)P (yjo¯|o¯j)P (yc|si ⊕ F([0, o¯j]))
+ P (oj = 1)P (yoj |oj = 1)
∑¯
oj
P (o¯j)P (yjo¯|o¯j)P (yc|sq ⊕ F([0, o¯j]))
= P (oj = 0)P (yoj |oj = 0)Vsi(j) + P (oj = 1)P (yoj |oj = 1)Vsq(j),
(11)
where sq = si ⊕pi(j). (11) above is the key for computing Vsi(j) through a backward iteration
over the bits of o.




P (o)P (yo|o)P (yc|si ⊕ F([0,o])) , (12)
for i = 0, 1 . . . 2!(c) − 1. This method allows to simultaneously compute (9) for all values of
u ∈ Ωu. It is no more necessary to construct a new trellis for each value of u. For a given u,




P (o)P (yo|o)P (yc|F([k,p,u,0])⊕ F([0,o]))
= Ψ(k,p,u,yo,yc).
The steps for evaluating (9) backwards are summarized below. The trellis is constructed by
starting from j = !(o) and going backwards to j = 0.
Step 1 - At time j = !(o), Vsi(!(o)) = P (yc|si) for i = 0, 1 . . . 2!(c) − 1.
Step 2 - For j = !(o)− 1 . . . 1, 0, Vsi(j) is updated according to (11) as
Vsi(j) = P (oj+1 = 0)P (yoj+1 |oj+1 = 0)Vsi(j + 1) + P (oj+1 = 1)P (yoj+1 |oj+1 = 1)Vsq(j + 1),
where i = 0, 1 . . . 2!(c) − 1 and sq = si ⊕ pi(j + 1).
Step 3 - After !(o) iterations, for any value u ∈ Ωu, Ψ(k,p,u,yo,yc) = VF([k,p,u,0])(0).
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With this method, we can directly evaluate (9) for each state i such as si = F([k,p,u,0])





Example 2: Using the same code as in Example 1, one gets the trellis (constructed back-
wards) of Fig. 4. The sum in (9) is simultaneously computed for the 2 possible initial states
F([k,p,u,0]) = [0, 0, 0] and F([k,p,u,0]) = [1, 1, 0] obtained when [k,p,u] = [0] and
[k,p,u] = [1] respectively. ♦
E. Approximate sum computation
Most CRCs are larger than 16 bits and the complexity O (!(o)2!(c)) is too large to allow a
real-time implementation of the method presented in Section IV-D. An approximate computa-
tion consists in splitting the CRC into mb blocks of !(c)/mb bits, each block being assumed
statistically independent from the others. Thus, yc may be written as yc = [yc1 ,yc2 . . .ycmb ].









P (o)P (yo|o)P (ycm|Fm([k,p,u,o])) , (14)




corresponding to a partial CRC of !(c)/mb bits.
The evaluation of (14) is similar to that of Ψ described in Section IV-D. The only difference lies
in the size of the trellis: 2!(c)/mb states have to be considered at any depth (instead of 2!(c) states
without splitting the CRC). The total complexity for evaluating (13) is now O (mb!(o)2!(c)/mb),
at the cost of a slightly suboptimal performance.
V. APPLICATION TO 802.11 STANDARD
In this paper, we focus on the downlink multimedia transmission over the 802.11 radio
interface [15]. First, the format of packets at PHY and MAC layers are briefly recalled in
Sections V-A and V-B. Intra-layer and inter-layer redundancy are then described in Section V-C.
The resulting processing details for the enhanced permeable layer mechanism are finally proposed
in Sections V-D, V-E, and V-F.
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A. DSSS PHY layer description
At PHY layer, the 802.11 standard provides 1 or 2 Mbps transmission rate in the 2.4 GHz band
using either Frequency Hopping Spread Spectrum (FHSS) or Direct Sequence Spread Spectrum
(DSSS). In DSSS, an 11-chip Barker code sequence is used for spreading the 1 Mbps bitstream.
The coded flow thus represents an 11 MHz baseband signal. A DBPSK or DQPSK modulation
is applied depending on the required bitrate.
The DSSS PHY packet format is illustrated in Fig. 5. The preamble and the header are
transmitted by using the 1 Mbps DBPSK modulation while the payload is modulated either in
1 Mbps DBPSK or 2 Mbps DQPSK. In such PHY packets, the SYNC and SFD fields consist
of 144 known bits, which are not protected by the CRC. These fields are used to estimate the
variance of the channel noise (see Section V-F).
The CCITT CRC-16 cPHY of 2 bytes protects the Signal, Service, and Length fields; its
associated encoding function is denoted by FPHY. The payload, assumed to contain only one
MAC packet, is not protected at this layer. Service is reserved for future recommendation. It is
set to 0016, and included in kPHY, according to the notations of Section III. Signal indicates the
payload modulation and is equal to 0A16 or 1416 for 1 or 2 Mbps bitrate respectively. Length
indicates on 2 bytes the number of microseconds required to transmit the payload. It depends
on both the bitrate and the payload size. It ranges from 16 to 216 − 1. Signal and Length form
thus uPHY. At this layer, pPHY = oPHY = ∅ and xPHY contains the !(xPHY) bits of payload.
B. MAC layer description
The MAC packet format is depicted in Fig. 6. In this packet, the CRC cMAC of 4 bytes protects
both the header fields and the payload; its encoding function is FMAC.
Considering a non-encrypted downlink transmission of ordered MAC data packets with de-
activated retransmission and power-save mode, the 2-byte Frame Control field except the More
Frag flag are assumed to be known. The 6-byte Receiver Address field contains the MAC address
of the receiver and is thus known. The last field of the MAC header is reserved for local wireless
networks and is composed of 6 bytes of zeros in this study. Using the notations of Section III,
all the previously mentioned fields may thus be embedded in kMAC.
The 6-byte AP Address field contains the MAC address of the access point AP. This address
is transmitted during the medium reservation procedure (RTS-CTS) and may be totally deduced
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by the receiver. The 6-byte Router Address field corresponds to the MAC address of the router.
Assuming that the AP is connected to a single router and that the router address has been
already received in other information packets, Router Address may also be predicted by the
receiver. The 2-byte Sequence Control field contains two parameters: a sequence number and a
fragment number. The sequence number represents the value of the current IP packet counter.
The fragment number indicates the value of the current MAC data packet counter. In this study,
packets are transmitted in order and these parameters can be easily determined: the sequence
number is incremented by one for each RTS-CTS and the fragment number is incremented by
one for each received MAC data packet. Sequence Control can be estimated by the receiver. All
this predictable fields are represented by pMAC.
The More Frag flag specifies if the current MAC data packet is the last fragment composing
an IP packet. The 2 bytes of Duration indicate the number of microseconds required to transmit
the next MAC fragment and some control packets. Its value depends on the current modulation
and the size of the coming MAC data packet. These two fields are embedded in uMAC. Finally,
the payload contains the data to be transmitted and its size is between 0 and 2312 bytes. It is
represented by oMAC.
C. Identifying intra-layer and inter-layer correlations
To evidence these correlations, the transactions at MAC layer have to be described.
In the 802.11 standard, transmission of each IP packet is initialized by a medium reservation
procedure at MAC layer consisting of an RTS-CTS exchange. MAC Fragments composing the IP
packet are then transmitted to the receiver, which acknowledges them (ACK). In this work, control
packets such as RTS, CTS, and ACK are assumed to be correctly received. This assumption is
reasonable since these packets are small and DBPSK-modulated. Only errors in data packets
(or fragments) will be considered. A Short Inter-Frame Space (SIFS) of 10 µs separates two
packets successively transmitted over the channel. A Duration field is included in each packet
and its value indicates the number of microseconds required to transmit the next fragment and
some specific packets (CTS and ACK). Duration allows to adjust the Network Allocation Vector
(NAV) for the other terminals. The other stations cannot communicate during the NAV period
to avoid interferences.
Assume that DMACn and BPHYn represent the value of Duration and the transmission bitrate
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(coded in Signal) associated to the n-th packet transmitted by the AP (either RTS or data
packets). Following the MAC layer specifications of 802.11 standard, DMACn is defined as







except for the last fragment of an IP packet, i.e., when the value of More Frag MMACn = 0. In
this case, one has
DMACn = TSIFS + TOVH + !C-A/B
PHY
n . (16)
In (15) and (16), TSIFS denotes the duration of a SIFS and TOVH represents the duration
for transmitting at 1 Mbps the PHY overhead (composed of the preamble and the header of
constant size). The other terms depend on the current bitrate BPHYn . CTS and ACK have the
same constant size !C-A and !C-A/BPHYn thus corresponds to the duration for sending one of these
packets. Finally, !(xPHYn+1)/BPHYn refers to the transmission duration of the next PHY payload of
!(xPHYn+1) bits.
D. PHY header recovery
For the n-th packet at PHY layer, the observations associated to kPHYn , uPHYn , and cPHYn
defined in Section V-A are collected in yPHYn = [yPHYk,n ,yPHYu,n ,yPHYc,n ]. In addition, yPHYx,n denotes the
observations associated to the !(xPHYn ) bits of the payload xPHYn , which is not protected by the
CRC.
The number of possible values taken by uPHY is significantly reduced when exploiting the
Duration field contained in the previously received MAC packet (either an RTS or a data packet).
Using BPHYn−1 and DMACn−1 , one may deduce !(xPHYn ) from (15) as
!(xPHYn ) =
(
DMACn−1 − 3TSIFS − 3TOVH − 2!C-A/BPHYn−1
)
BPHYn−1 . (17)






In (17), !(xPHYn ) is totally determined assuming correct estimation of the header of the previous
packet. Then, according to (18), LPHYn may only take two values depending on BPHYn , which are
stored in ΩPHYu,n . Integrating these properties in (8), one obtains
ûPHYn = arg max
uPHYn ∈ΩPHYu,n
P (yPHYu,n |uPHYn )P (yPHYc,n |cPHYn ), (19)
with cPHYn = FPHY([kPHYn ,uPHYn ]).
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E. MAC header recovery
The PHY layer provides yMACn = yPHYx,n = [yMACk,n ,yMACp,n ,yMACu,n ,yMACo,n ,yMACc,n ] at the input of MAC
layer 1. It contains the observations associated to kMACn , pMACn , uMACn , oMACn , and cMACn specified
in Section V-B.
The number of possible combinations for uMACn may be significantly reduced when exploit-
ing (15) and (16). Note that DMACn is fully determined when MMACn = 0. When MMACn = 1,
the value of Duration depends on the next PHY payload size. The number of combinations is
associated to the range of MAC payload size. Considering that the payload contains an entire
number of bytes, the possible values of !(xPHYn+1) in (15) are given by
!(xPHYn+1) = !HDR + 8i, (20)
where i = 1, 2 . . . 2312. In (20), !HDR specifies the known size of the header in a MAC
data packet. Then, using (15), (16), and (20), one may show that uMACn is limited to 2313
combinations which are inserted in ΩMACu,n . Combining these properties in (7), one obtains
ûMACn = arg max
uMACn ∈ΩMACu,n
P (yMACu,n |uMACn )Ψ(kMACn ,pMACn ,uMACn ,yMACo,n ,yMACc,n ), (21)
where the second term can be computed with methods presented in Sections IV-D and IV-E.
F. Global scheme
Fig. 7 illustrates the improved permeable layer mechanism applied to the PHY and MAC
layers at the receiver, emphasizing on the exchange of information between layers and between
consecutive packets, as presented in Sections V-D and V-E.
In addition, we consider that yPHYs,n represents the observations of the known preamble sPHY.
As explained in Section V-A, the receiver synchronization is performed with sPHY. We simul-
taneously estimate σ2 from sPHY and yPHYs,n . This measure is essential for working with soft
information, as it allows the evaluation of all the likelihoods. The estimator σ̂2 is given by
σ̂2 = ‖yPHYs,n − sPHY‖2/!(sPHY). (22)
1When encryption is activated, the WEP flag in the MAC header is set to 1. In addition, yMACo,n and yMACc,n are the observations
of the encrypted bits (plainstream XORed with a pseudo-random keystream). Decryption may easily be performed at receiver
side by inverting some LLRs in yMACo,n and yMACc,n according to the known keystream.
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Computational complexity is minimized by deactivating the robust header recovery processing
when the normal CRC check is successful. It should also be deactivated when the quality of the
soft information provided by the lower layer is too poor, i.e., when the signal power is lower
than a pre-defined threshold. In such a case, the packet is retransmitted.
VI. SIMULATION RESULTS
The improved permeable scheme for 802.11 PHY and MAC layers has been implemented
(see Fig. 7). A transmission device consisting of a transmitter (AP), an AWGN channel, and a
receiver has been simulated using a C program.
The AP generates PHY and MAC packets following the format defined in Section V. The MAC
payloads consist of a variable amount of randomly generated bytes. The transmitter modulates
data in DBPSK for all the simulations. Three types of header recovery methods are considered
at each layer of the receiver. The standard decoder performs hard decisions on the data at
the channel output. The robust decoder exploits only the intra-layer and inter-layer redundancy
through a soft decoding algorithm, neglecting the information provided by the CRC. Finally,
the CRC-robust decoder combines the intra-layer and inter-layer redundancy together with the
information provided by the CRC through the soft decoding algorithm presented in Sections V-D
and V-E. Performance analysis is performed in terms of HER (Header Error Rate) versus SNR.
In Fig. 8, the standard, robust, and CRC-robust PHY decoders are compared under the
assumption that the Duration field of the previous MAC packet has been correctly received.
Obviously, robust decoders outperform the standard one. An HER of less than 10−5 is obtained
with the robust decoder for an SNR of 4 dB and with the CRC-robust decoder for an SNR of
2 dB. With the standard decoder, an SNR of at least 15 dB is required to get a comparable
HER. At PHY layer, considerable coding gains for a relatively low additional complexity are
thus observed, since (8) is used to perform the decoding.
Fig. 9 compares the coding gains obtained by the standard, robust, and CRC-robust MAC
decoders. Here, the Bitrate field of the current PHY packet is assumed to be correctly received.
Two payload sizes (50 and 100 bytes) have been considered. Moreover, the suboptimal method
presented in Section IV-E has been used, dividing the CRC in four blocks of 1 byte each. The
shape of the curves is very similar to the results obtained at PHY layer, but with significantly
smaller gains. Gains due to the MAC CRC information improve with increasing SNR. With
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payloads of 100 bytes, HER lower than 10−5 are achieved for SNRs of 11 dB, 14 dB, and 15 dB
when using CRC-robust, robust, and standard decoders respectively.
Note that the above numbers were obtained under some assumptions (correctly received
Duration field of the previous MAC packet or Bitrate field of the current PHY packet), which
allows to study the header recovery mechanism independently at each layer. Our motivation here
is to show the large potential interest of such a method.
The MAC processing is more complex than the one done at PHY layer due to the marginaliza-
tion operation required in (9). The larger the payload, the more complex the decoding process.
To reduce the complexity and improve the MAC header recovery performance, the principle
of UDP-Lite has been applied at the MAC layer, resulting in a permeable MAC layer (called
MAC-Lite) where the CRC protects the MAC header field only. In this case, oMAC-Ln = ∅ and
(21) becomes
ûMAC-Ln = arg max
uMAC-Ln ∈ΩMAC-Lu,n
P (yMAC-Lu,n |uMAC-Ln )P (yMAC-Lc,n |cMAC-Ln ), (23)
where cMAC-Ln = FMAC-L([kMAC-Ln ,pMAC-Ln ,uMAC-Ln ]).
Standard, robust, and CRC-robust MAC-Lite decoders are depicted in Fig. 10. Comparison
with Fig. 9 does not show any difference between MAC and MAC-Lite situations for the standard
and robust decoders. This is normal, since the information provided by the CRC is not used by
these decoders. However, Fig. 10 demonstrates that the CRC-robust decoder is now significantly
more efficient for decoding MAC-lite headers than for decoding classical MAC headers. HER is
lower than 10−5 for SNRs larger than 3 dB when exploiting the CRC redundancy whereas the
two other methods need at least 14 dB. Additionally, the CRC-robust decoding is significantly
less complex when processing MAC-Lite headers instead of classical MAC headers, since (23)
does not require any marginalization.
Consequently, the combination of the proposed permeable PHY and MAC-Lite layer mech-
anisms recovers eventually all the PHY and MAC headers from 3 dB SNR onwards. The
combination of the proposed permeable PHY and MAC layers reaches this result when the SNR
is about 11 dB for an increased complexity. This result demonstrates the potential of replacing
the classical MAC layer by the proposed MAC-Lite layer.
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VII. CONCLUSION
A robust header estimation technique has been proposed and has been applied to PHY and
MAC layers of WiFi. The main tool of this mechanism consists of a MAP header estimator
exploiting jointly the structural properties of the protocol stack along with the CRC redun-
dancy through a soft decoding algorithm. This technique may readily be applied to other layers
for various transmission protocols. The estimation technique allows an enhanced permeable
layer mechanism (compared, e.g., to UDP-lite) to be defined. This mechanism is particularly
well-suited when combined with joint source-channel decoding techniques at Application layer.
Simulations with PHY and MAC layers of WiFi illustrate the significant performance gains
achieved with the proposed decoding technique. As a result, such techniques allow the headers
to be much more robust to channel impairments than the payload, thus avoiding the necessity
of packet retransmission in most cases.
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Fig. 1. Protocol stack for multimedia transmission over WiFi
December 9, 2008 DRAFT
IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. X, NO. Y, JUNE 2008 20
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Fig. 2. Proposed permeable layer mechanism
o1 o2 o3
s0 = [0, 0, 0]
s1 = [0, 0, 1]
s2 = [0, 1, 0]
s3 = [0, 1, 1]
s4 = [1, 0, 0]
s5 = [1, 0, 1]
s6 = [1, 1, 0]
s7 = [1, 1, 1]
Transition related to oj = 0
Transition related to oj = 1
Fig. 3. Trellis obtained with the forward construction
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s0 = [0, 0, 0]
s1 = [0, 0, 1]
s2 = [0, 1, 0]
s3 = [0, 1, 1]
s4 = [1, 0, 0]
s5 = [1, 0, 1]
s6 = [1, 1, 0]
s7 = [1, 1, 1]
o1 o2 o3
Transition related to oj = 0
Transition related to oj = 1






Payload (4 to 8191 bytes)
SYNC SFD Signal Service Length CRC
128 16 8 8 16 16
constant field unknown field



































bits 2 2 4 1 1 1 1 1 1 1 1
constant field predictable field unknown field unimportant field
of the MAC layer
Fig. 6. MAC packet format in 802.11 standard
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Fig. 7. Proposed scheme for PHY and MAC layers





























Fig. 8. HER vs SNR for the three PHY decoders
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Fig. 9. HER vs SNR for the three MAC decoders





























Fig. 10. HER vs SNR for the three MAC-Lite decoders
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