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Abstract
In the classic Minimum Bisection problem we are given as input a graph G and an integer k.
The task is to determine whether there is a partition of V (G) into two parts A and B such that
jjAj   jBjj  1 and there are at most k edges with one endpoint in A and the other in B. In
this paper we give an algorithm for Minimum Bisection with running time O(2O(k
3)n3 log
3 n).
This is the rst xed parameter tractable algorithm for Minimum Bisection. At the core of our
algorithm lies a new decomposition theorem that states that every graph G can be decomposed by
small separators into parts where each part is \highly connected" in the following sense: any cut of
bounded size can separate only a limited number of vertices from each part of the decomposition.
Our techniques generalize to the weighted setting, where we seek for a bisection of minimum
weight among solutions that contain at most k edges.
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In the Minimum Bisection problem the input is a graph G on n vertices together with an integer k,
and the objective is to nd a partition of the vertex set into two parts A and B such that jAj = bn
2c,
jBj = dn
2e, and there are at most k edges with one endpoint in A and the other endpoint in B. The
problem can be seen as a variant of Minimum Cut, and is one of the classic NP-complete prob-
lems [14]. Minimum Bisection has been studied extensively from the perspective of approximation
algorithms [12, 11, 19, 25], heuristics [4, 6] and average case complexity [3].
In this paper we consider the complexity of Minimum Bisection when the solution size k is
small relative to the input size n. A na ve brute-force algorithm solves the problem in time nO(k).
Until this work, it was unknown whether there exists a xed parameter tractable algorithm, that is
an algorithm with running time f(k)nO(1), for the Minimum Bisection problem. In fact Minimum
Bisection was one of very few remaining classic NP-hard graph problems whose parameterized
complexity status was unresolved. Our main result is the rst xed parameter tractable algorithm
for Minimum Bisection.
Theorem 1.1. Minimum Bisection admits an O(2O(k3)n3 log3 n) time algorithm.
Theorem 1.1 implies that Minimum Bisection can be solved in polynomial time for k = O(
3 p
logn).
In fact, our techniques can be generalized to solve the more general problem where the target jAj is
given as input, the edges have non-negative weights, and the objective is to nd, among all partitions
of V (G) into A and B such that A has the prescribed size and there are at most k edges between
A and B, such a partition where the total weight of the edges between A and B is minimized.
Our methods. The crucial technical component of our result is a new graph decomposition
theorem. Roughly speaking, the theorem states that for any k, every graph G may be decomposed
in a tree-like fashion by separators of size 2O(k) such that each part of the decomposition is \highly
connected". To properly dene what we mean by \highly connected" we need a few denitions.
A separation of a graph G is a pair A;B  V (G) such that A [ B = V (G) and there are no edges
between A n B and B n A. The order of the separation (A;B) is jA \ Bj. A vertex set X  V (G)
is called (q;k)-unbreakable if every separation (A;B) of order at most k satises j(A n B) \ Xj  q
or j(B n A) \ Xj  q. The parts of our decomposition will be \highly connected" in the sense that
they are (2O(k);k)-unbreakable. We can now state the decomposition theorem as follows.
Theorem 1.2. There is an algorithm that given G and k runs in time O(2O(k2)n2m) and outputs a
tree-decomposition (T;) of G such that (i) for each a 2 V (T), (a) is (2O(k);k)-unbreakable in G,
(ii) for each ab 2 E(T) we have that j(a)\(b)j  2O(k), and (a)\(b) is (2k;k)-unbreakable in G.
Here (a) denotes the bag at node a 2 V (T); the completely formal denition of tree-
decompositions may be found in the preliminaries. It is not immediately obvious that a set
X which is (q;k)-unbreakable is \highly connected". To get some intuition it is helpful to observe
that if a set X of size at least 3q is (q;k)-unbreakable then removing any k vertices from G leaves
almost all of X, except for at most q vertices, in the same connected component. In other words, one
cannot separate two large chunks of X with a small separator. From this perspective Theorem 1.2
can be seen as an approximate way to \decompose a graph by k vertex-cuts into it's k+1-connected
components" [7], which is considered an important quest in structural graph theory. The proof
strategy of Theorem 1.2 is inspired by the recent decomposition theorem of Marx and Grohe [16] for
graphs excluding a topological subgraph. Contrary to the approach of Marx and Grohe [16], however,
the crucial technical tool we use to decompose the graph are the important separators of Marx [20].
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bottom up dynamic programming on the tree-decomposition. The states in the dynamic program
are similar to the states in the dynamic programming algorithm for Minimum Bisection on graphs
of bounded treewidth [17]. Property (ii) of Theorem 1.2 ensures that the size of the dynamic
programming table is upper bounded by 2O(k2)nO(1). For graphs of bounded treewidth all bags
have small size, making it easy to compute the dynamic programming table at a node b of the
decomposition tree, if the tables for the children of b have already been computed. In our setting we
do not have any control over the size of the bags, we only know that they are (2O(k);k)-unbreakable.
We show that the sole assumption that the bag at b is (2O(k);k)-unbreakable is already sucient to
eciently compute the table at b from the tables of its children, despite no a priori guarantee on the
bag's size. The essence of this step is an application of the \randomized contractions" technique [9].
We remark here that the last property of the decomposition of Theorem 1.2 | the one that
asserts that adhesions (a) \ (b) are (2k;k)-unbreakable in G | is not essential to establish the
xed-parameter tractability of Minimum Bisection. This high unbreakability of adhesions is used
to further limit the number of states of the dynamic programming, decreasing the dependency on
k in the algorithm of Theorem 1.1 from double- to single-exponential.
Related work on balanced separations. There are several interesting results concerning the
parameterized complexity of nding balanced separators in graphs. Marx [20] showed that the the
vertex-deletion variant of the bisection problem is W[1]-hard. In Minimum Vertex Bisection the
task is to partition the vertex set into three parts A, S and B such that jSj  k and jAj = jBj, and
there are no edges between A and B. It is worth mentioning that the hardness result of Marx [20]
applies to the more general problem where jAj is given as input, however the hardness of Minimum
Vertex Bisection easily follows from the results presented in [20].
As the vertex-deletion variant of the bisection problem is W[1]-hard, we should not expect that
our approach would work also in this case. Observe that one can compute the decomposition of
Theorem 1.2 and dene the states of the dynamic programming over the tree decomposition, as
it is done for graphs of bounded treewidth. However, we are unable to perform the computations
needed for one bag of the decomposition. Moreover, it is not only the artifact of the \randomized
contractions" technique, but the hard instances obtained from the reduction of [20] are in fact highly
unbreakable by our denition, and Theorem 1.2 would return a trivial decomposition.
Feige and Mahdian [13] studied cut problems that may be considered as approximation variants
of Minimum Bisection and Minimum Vertex Bisection. We say that a vertex (edge) set S
is an -(edge)-separator if every connected component of G n S has at most n vertices. The main
result of Feige and Mahdian [13] is a randomized algorithm that given an integer k, 2
3   < 1
and  > 0 together with a graph G which has an -separator of size at most k, outputs in time
2f()knO(1) either an -separator of size at most k or an ( + )-separator of size strictly less than
k. They also give a deterministic algorithm with similar running time for the edge variant of this
problem. To complement this result they show that, at least for the vertex variant, the exponential
running time dependence on 1= is unavoidable. Specically, they prove that for any  > 1
2 nding
an -separator of size k is W[1]-hard, and therefore unlikely to admit an algorithm with running
time f(k)nO(1), for any function f. On the other hand, our methods imply a 2O(k3)nO(1=) time
algorithm for nding an -edge-separator of size at most k, for any  > 0.
Minimum Bisection on planar graphs was shown to be xed parameter tractable by Bui and
Peck [5]. It is interesting to note that Minimum Bisection is not known to be NP-hard on planar
graphs, and the complexity of Minimum Bisection on planar graphs remains a challenging open
problem. More recently, van Bevern et al. [27] used the treewidth reduction technique of Marx et
al. [21] to give a xed parameter tractable algorithm for Minimum Bisection for the special case
2when removing the cut edges leaves a constant number of connected components. Their algorithm
also works for the vertex-deletion variant the same restrictions. Since Minimum Vertex Bisection
is known to be W[1]-hard, it looks dicult to extend their methods to give a xed parameter
tractable algorithm for Minimum Bisection without any restrictions. Thus, Theorem 1.1 resolves
an open problem of van Bevern et al. [27] on the existence of such an algorithm.
Related work on graph decompositions. The starting point of our decomposition theorem is the
\recursive understanding" technique pioneered by Grohe et al. [15], and later used by Kawarabayashi
and Thorup [18] and by Chitnis et al. [9] to design a number of interesting parameterized algorithms
for cut problems. Recursive understanding can be seen as a reduction from a parameterized problem
on general graphs to the same problem on graphs with a particular structure. Grohe et al. [15]
essentially use recursive understanding to reduce the problem of deciding whether G contains H
as a topological subgraph to the case where G either excludes a clique on f(jHj) vertices as a minor
or contains at most f(jHj) vertices of degree more than f(jHj), for some function f. Marx and
Grohe [16] subsequently showed that any graph which excludes H as a topological subgraph can be
decomposed by small separators, in a tree-like fashion, into parts such that each part either excludes
a clique on f(jHj) vertices as a minor or contains at most f(jHj) vertices of degree more than f(jHj),
for some function f. Thus, the decomposition theorem of Marx and Grohe [16] can be seen as a
\structural" analogue of the recursive understanding technique for topological subgraph containment.
Both Kawarabayashi and Thorup [18] and Chitnis et al. [9] apply recursive understanding to
reduce certain parameterized cut problems on general graphs to essentially the same problem on a
graph G where V (G) is (f(k);k)-unbreakable for some function f. Then they proceed to show that
the considered problem becomes xed parameter tractable on (f(k);k)-unbreakable graphs. Observe
that Minimum Bisection on (f(k);k)-unbreakable graphs is trivially xed parameter tractable
- if the number of vertices is more than 2f(k) we can immediately say no, while if the number of
vertices is at most 2f(k), then a brute force algorithm is already xed parameter tractable. More
importantly, it turns out that even the more general problem where jAj is given on the input can be
solved in xed parameter tractable time on (f(k);k)-unbreakable graphs via an application of the
\randomized contractions" technique of Chitnis et al [9]. It is therefore very natural to try to use
recursive understanding in order to reduce Minimum Bisection on general graphs to Minimum
Bisection on (f(k);k)-unbreakable graphs.
Unfortunately, it seems very dicult to pursue this route. In particular, recursive understanding
works by cutting the graph into two parts by a small separator, \understanding" the easier of the
two parts recursively, and then replacing the\understood" part by a constant size gadget. For
Minimum Bisection it seems unlikely that the understood part can be emulated by any constant
size gadget because of the balance constraint in the problem denition. Intuitively, we would need
to encode the behaviour of the understood part for every possible cardinality of A, which gives us
amount of information that is not bounded by a function of k. The issue has strong connections to
the fact that the best known algorithm for Minimum Bisection on graphs of bounded treewidth
is at least quadratic [17] rather than linear.
At this point our decomposition theorem comes to the rescue. It precisely allows us to structurally
decompose the graph in a tree-like fashion into (f(k);k)-unbreakable parts, which provides much
more robust foundations for further algorithmic applications. Thus, essentially our decomposition
theorem does the same for cut problems as the decomposition theorem of Marx and Grohe [16]
does for topological subgraph containment. Notably, the \recursive understanding" step used by
Kawarabayashi and Thorup [18] and Chitnis et al. [9] for their problems could be replaced by
dynamic programming over the tree-decomposition given by Theorem 1.2.
We remark here that it has been essentially known, and observed earlier by Chitnis, Cygan
3and Hajiaghayi (private communication), that Minimum Bisection can be solved in FPT time on
suciently unbreakable graphs via the \randomized contractions" technique. Furthermore, although
our application of this framework to handle one bag of the decomposition is more technical than
in [9], due to the presence of the information for children bags, it uses no novel tools compared
to [9]. Hence, we emphasize that our main technical contribution is the decomposition theorem
(Theorem 1.2), with the xed-parameter algorithm for Minimum Bisection being its corollary via
an involved application of known techniques.
Organisation of the paper. After setting up notation and recalling useful results on (important)
separators in Section 2, we turn our attention to the decomposition theorem and prove Theorem 1.2
in Section 3. The algorithm for Minimum Bisection in the unweighted setting, promised by
Theorem 1.1, is presented in Section 4. We discuss the weighted extension in Section 5 and how
to nd an -edge-separator of size at most k in Section 6. Section 8 concludes the paper.
The rst 10 pages of the paper contain, apart from the introduction and preliminaries, an almost
complete proof of Theorem 1.2, the main technical contribution of this paper. Some proofs of claims
(marked with ) that are either simple or only auxiliary (e.g., needed to improve the running time)
are postponed to Section 7. The proof of Theorem 1.1 is a non-trivial application of the \randomized
contractions" approach of Chitnis et al [9] on top of the decomposition given by Theorem 1.2. Due
to its highly technical character, this proof resides later in the paper.
2 Preliminaries
We use standard graph notation, see e.g. [10]. We use n and m to denote cardinalities of the vertex
and edge sets, respectively, of a given graph provided it is clear from the context. We begin with
some denitions and known results on separators and separations in graphs.
Denition 2.1 (separator). For two sets X;Y  V (G) a set W  V (G) is called an X   Y sepa-
rator if in GnW no connected component contains a vertex of X and a vertex of Y at the same time.
Denition 2.2 (separation). A pair (A;B) where A [ B = V (G) is called a separation if
E(A n B;B n A) = ;. The order of a separation (A;B) is dened as jA \ Bj.
Denition 2.3 (important separator). An inclusion-wise minimal X   Y separator W is
called an important X   Y separator if there is no X   Y separator W0 with jW0j  jWj and
RGnW(XnW) ( RGnW0(XnW0), where RH(A) is the set of vertices reachable from A in the graph H.
Lemma 2.4 ([8, 22]). For any two sets S;T  V (G) there are at most 4k important S T separators
of size at most k and one can list all of them in O(4kk(n + m)) time.
We proceed to dene tree-decompositions. For a rooted tree T and a non-root node t 2 V (T),
by parent(t) we denote the parent of t in the tree T. For two nodes u;t 2 T, we say that u is a
descendant of t, denoted u  t, if t lies on the unique path connecting u to the root. Note that
every node is thus its own descendant.
Denition 2.5 (tree decomposition). A tree decomposition of a graph G is a pair (T;), where
T is a rooted tree and  : V (T) ! 2V (G) is a mapping such that:
 for each node v 2 V (G) the set ft 2 V (G)jv 2 (t)g induces a nonempty and connected
subtree of T,
 for each edge e 2 E(G) there exists t 2 V (T) such that e  (t).
4The set (t) is called the bag at t, while sets (u) \ (v) for uv 2 E(T) are called adhesions.
Following the notation from [16], for a tree decomposition (T;) of a graph G we dene auxiliary
mappings ; : V (T) ! 2V (G) as
(t) =
[
ut
(u); (t) =
(
; if t is the root of T
(t) \ (parent(t)) otherwise
Finally, we proceed to the denition of unbreakability.
Denition 2.6 ((q;k)-unbreakable set). We say that a set A is (q;k)-unbreakable, if for any
separation (X;Y ) of order at most k we have j(X n Y ) \ Aj  q or j(Y n X) \ Aj  q. Otherwise
A is (q;k)-breakable, and any separation (X;Y ) certifying this is called a witnessing separation.
Let us repeat the intuition on unbreakable sets from the introduction. If a set X of size at least
3q is (q;k)-unbreakable then removing any k vertices from G leaves almost all of X, except for at
most q vertices, in the same connected component. In other words, one cannot separate two large
chunks of X with a small separator.
Observe that if a set A is (q;k)-unbreakable in G, then any of its subset A0  A is also (q;k)-
unbreakable in G. Moreover, if A is (q;k)-unbreakable in G, then A is also (q;k)-unbreakable in any
supergraph of G. For a small set A it is easy to eciently verify whether A is (q;k)-unbreakable
in G, or to nd a witnessing separation.
Lemma 2.7 (). Given a graph G, a set A  V (G) and an integer q one can check in O(jAj2q+2k(n+
m)) time whether A is (q;k)-unbreakable in G, and if not, then nd a separation (X;Y ) of order
at most k such that j(X n Y ) \ Aj > q and j(Y n X) \ Aj > q.
3 Decomposition
We now restate our decomposition theorem in a slightly stronger form that will emerge from the proof.
Theorem 3.1. There is an O(2O(k2)n2m) time algorithm that, given a connected graph G together
with an integer k, computes a tree decomposition (T;) of G with at most n nodes such that the
following conditions hold:
(i) for each t 2 V (T), the graph G[(t)] n (t) is connected and N((t) n (t)) = (t) ,
(ii) for each t 2 V (T), the set (t) is (2O(k);k)-unbreakable in G[(t)],
(iii) for each non-root t 2 V (T), we have that j(t)j  2O(k) and (t) is (2k;k)-unbreakable in
G[(parent(t))].
3.1 Proof overview
We rst give an overview of the proof of Theorem 3.1, ignoring the requirement that each adhesion is
supposed to be (2k;k)-unbreakable. As discussed in the introduction, this property is only used to im-
prove the running time of the algorithm, and is not essential to establish xed-parameter tractability.
We prove the decomposition theorem using a recursive approach, similar to the standard frame-
work used for instance by Robertson and Seymour [26] or by Marx and Grohe [16]. That is, in the
recursive step we are given a graph G together with a relatively small set S  V (G) (i.e., of size
bounded by 2O(k)), and our goal is to construct a decomposition of G satisfying the requirements of
5Theorem 3.1 with an additional property that S is contained in the root bag of the decomposition.
The intention is that the recursive step is invoked on some subgraph of the input graph, and the
set S is the adhesion towards the decomposition of the rest of the graph.
Henceforth we focus on one recursive step, and consider three cases. In the base case, if jSj  3k,
we add an arbitrary vertex to S and repeat. In what follows, we assume jSj > 3k.
First, assume that S is (2k;k)-breakable in G, and let (X;Y ) be the witnessing separation. We
proceed in a standard manner (cf. [26]): we create a root bag A := S [ (X \ Y ), for each connected
component C of GnA recurse on (NG[C];NG(C)), and glue the obtained trees as children of the root
bag. It is straightforward from the denition of the witnessing separation that in every recursive call
we have jNG(C)j  jSj. Moreover, clearly jAj  jSj + k and hence A is appropriately unbreakable.
In the last, much more interesting case the adhesion S turns out to be (2k;k)-unbreakable.
Hence, any separation (X;Y ) in G partitions S very unevenly: almost the entire set S, up to O(k)
elements, lies on only one side of the separation. Let us call this side the \big" side, and the second
side the \small" one.
The main idea now is as follows: if, for each v 2 V (G), we mark all important separators of size
O(k) between v and S, then the marked vertices will separate all \small" sides of separations from
the set S. Let B be the set of marked vertices and let A be the set of all vertices of G that are either
in B[S, or are not separated from S by any of the considered important separator. We observe that
the strong structure of important separators | in particular, the single-exponential bound on the
number of important separators for one vertex v | allows us to argue that each connected component
C of G n A that is separated by some important separator from S has only bounded number of
neighbours in A. Moreover, the fact that we cut all \small" sides of separations implies that A is
appropriately unbreakable in G. Hence, we may recurse, for each connected component C of G n A
that is separated by some important separator from S, on (NG[C];NG(C)), and take A as a root bag.
The section is organised as follows. In Section 3.2 we dene formally the notion of chips, that are
parts of the graph cut out by important separators, and provide all the properties that play crucial
role in Section 3.3. In Section 3.3 we also show how to proceed with the case S being unbreakable,
that is, how extract the root bag containing S by cutting away all the chips. In Section 3.4 we
perform some technical augmentation to ensure that the adhesions are (2k;k)-unbreakable. Finally
in Section 3.5 we combine the obtained results and construct the main decomposition of Theorem 3.1.
3.2 Chips
In this subsection we dene fragments of the graph which are easy to chip (i.e. cut out of the graph)
from some given set of vertices S, and show their basic properties.
Denition 3.2 (chips). For a xed set of vertices S  V , a subset C  V is called a chip, if G[C]
is connected, jN(C)j  3k, and N(C) is an important C   S separator.
Let C be the set of all inclusion-wise maximal chips.
The following lemma is straightforward from the denition of important separators.
Lemma 3.3. For any nonempty set C  V (G) such that G[C] is connected, the following conditions
are equivalent.
(i) N(C) is an important C   S separator;
(ii) for any v 2 C, N(C) is an important v   S separator;
(iii) there exists v 2 C such that N(C) is an important v   S separator.
6Note also that for a connected set of vertices D and any important D   S separator Z of size
at most 3k that is disjoint with D, the set of vertices reachable from D in G n Z forms a chip.
Lemmata 2.4 and 3.3 show how to enumerate inclusion-wise maximal chips.
Lemma 3.4 (). Given a set S  V (G) one can compute the set C of all inclusion-wise maximal
chips in O(2O(k)n(n + m)) time. In particular, jCj  43kn.
Denition 3.5 (chips touching). We say that two chips C1;C2 2 C;C1 6= C2, touch each other,
denoted C1  C2, if C1 \ C2 6= ; or E(C1;C2) 6= ;.
The following lemma provides an alternative denition of touching that we will nd useful.
Lemma 3.6. C1 2 C touches C2 2 C if and only if N(C1) \ C2 6= ;.
Proof. From right to left, if v 2 N(C1) \ C2 then there exists a neighbour u of v that belongs to
C1, and consequently uv 2 E(C1;C2).
From left to right, rst assume C1 \C2 6= ;. Since C contains only inclusion-wise maximal chips,
we have that C2 n C1 6= ;. By the properties of chips, the graph G[C2] is connected, hence there
is an edge between C2 n C1 and C1 \ C2 inside G[C2]. This proves N(C1) \ C2 6= ;.
In the other case, assume that C1 \ C2 = ; but there exists uv 2 E(C1;C2) such that u 2 C1
and v 2 C2. Since C1 \ C2 = ;, it follows that v = 2 C1, and hence v 2 N(C1) \ C2.
The next result provides the most important tool for bounding the size of adhesions in the
constructed decomposition.
Lemma 3.7. Any chip C 2 C touches at most 3k  43k other chips of C.
Proof. Assume that C touches some C0 2 C. By Lemma 3.6 there exists a vertex v 2 N(C) \ C0.
Observe that since N(C0) is an important C0   S separator, then N(C0) is also an important v   S
separator. By Lemma 2.4 there are at most 43k important v  S separators of size at most 3k. Since
jN(C)j  3k (by the properties of chips), we infer that C touches at most 3k  43k chips from C.
3.3 Local decomposition
Equipped with basic properties of chips we are ready to prove the main step of the decomposition part
of the paper. In what follows we show that given a (2k;k)-unbreakable set S of size bounded in k one
can nd a (potentially large) unbreakable part A  V of the graph, such that S  A and each con-
nected component of GnA is adjacent to a small number of vertices of A. In what follows, let us dene
 = 3k  (3k  43k + 1);  = (3k)2  83k + 2k:
Theorem 3.8. There is an O(2O(k)nm) time algorithm that, given a connected graph G together
with an integer k and a (2k;k)-unbreakable set S  V (G), computes a set A  V (G) such that:
(a) S  A,
(b) for each connected component D of G n A we have jNG(D)j  ,
(c) A is (;k)-unbreakable in G, and
(d) if jSj > 3k, G n S is connected and N(V (G) n S) = S, then S 6= A.
7Proof. Let C be the set of inclusion-wise maximal chips, enumerated by Lemma 3.4. We dene
A =
 
\
C2C
V (G) n N[C]
!
[
[
C2C
N(C):
In the denition we assume that when C is empty, then A = V (G). The claimed running time of
the algorithm follows directly from Lemma 3.4.
For property (a), note that no vertex of S is contained in a chip of C, hence S  A. We now
show property (d). Note that N(V (G) n S) = S and jSj > 3k implies S 6= V (G). Consequently,
if C = ;, property (d) is straightforward. Otherwise, let C 2 C. Note that jSj > 3k implies that
S n N(C) 6= ; and the connectivity of G n S together with N(V (G) n S) = S further implies that
N(C) n S 6= ;. Consequently, A n S 6= ; and property (d) is proven.
We now move to the remaining two properties.
Claim 3.9. For any connected component D of G n A there exists a chip C1 2 C such that D  C1.
Proof. Observe that a vertex which is not contained in any chip belongs to the set A, as it is either
contained in N(C) for some C 2 C or it belongs to V (G) n N[C] for every C 2 C. Let D be an
arbitrary connected component of G n A and let v 2 D be its arbitrary vertex. As v = 2 A, there is
a chip Cv 2 C such that v 2 Cv. Recall that by its denition the set A contains all the neighbours
of all the chips in C, hence N(Cv) \ D = ; and by the connectivity of G[D] we have D  Cv. y
In the following claim we show that the set A satises property (b) of Theorem 3.8.
Lemma 3.10. For any connected component D of G n A it holds that jN(D)j  .
Proof. Let D be an arbitrary connected component of G n A. By Claim 3.9 there exists C 2 C such
that D  C. Intuitively each vertex of N(D) belongs to the set A for one of two reasons: (i) it
belongs to N(C), or (ii) it is adjacent to a vertex of some other chip, which touches C. In both
cases we show that there is only a bounded number of such vertices, which is formalized as follows.
Let v be any vertex of N(D). Clearly v 2 N[C], hence we either have v 2 N(C) or v 2 C.
Observe that if v 2 C, then since v 2 A, by the denition of the set A we have v 2 N(C0) for some
C0 2 C, C0 6= C. Since v 2 N(C0) \ C, then C0 touches C by Lemma 3.6. We infer that N(D) 
N(C) [
S
C02C;CC0 N(C0). The claimed upper bound on jN(D)j follows from Lemma 3.7.
Next, we show that the set A is unbreakable. A short an informal rationale behind this property is
that everything what could be easily cut out of the graph was already excluded in the denition of A.
Lemma 3.11. The set A is (;k)-unbreakable.
Proof. Assume the contrary, and let (X;Y ) be a witnessing separation, i.e. we have that jX\Y j  k,
j(XnY )\Aj >  and j(Y nX)\Aj > . Since S is (2k;k)-unbreakable, then either j(XnY )\Sj  2k
or j(Y n X) \ Sj  2k. Without loss of generality we assume that j(X n Y ) \ Sj  2k. Let us dene
a set Q = (X \ Y ) [ (X \ S) and observe that jQj  3k.
Note that each connected component of GnQ is either entirely contained in XnY or in Y nX (see
Fig. 1a). Consider connected components of the graph GnQ that are contained in XnY and observe
that they contain at least j((XnY )\A)nSj >  2k vertices of A in total. Therefore, by grouping the
connected components of GnQ contained in X nY by their neighbourhoods in Q, we infer that there
exists a set of connected components D = fD1;:::;Drg, such that 81i;jrNG(Di) = NG(Dj) and
 
 

r [
i=1
Di \ A
 
 

>
   2k
23k = (3k)2  43k : (1)
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(a) Construction of the bag A
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A
(b) Situation in the proof of Claim 3.12.
Figure 1: Illustrations of the proof of Theorem 3.8
We now need the following claim.
Claim 3.12. There is a subset C0  C, such that each v 2
Sr
i=1 Di \ A belongs to some chip of C0,
and there are at most 3k  43k chips in C that touch some chip of C0.
Proof. Observe that, for each 1  i  r, Q is a Di   S separator (see Fig. 1a) of size at most 3k.
Therefore, for each Di there is an important Di   S separator of size at most 3k disjoint with Di,
hence each Di is contained in some chip of C. Consider two cases.
First, assume that for each 1  i  r we have Di 2 C. As C0 take fD1;:::;Drg. Observe that
as components Di have the same neighbourhoods in G, then by Lemma 3.6 each chip of C that
touches some chip Di touches also D1. Therefore, by Lemma 3.7 there are at most 3k  43k chips
in C that touch some chip of C0.
In the second case assume that there exist 1  i0  r and a chip C 2 C such that Di0 ( C. We
shall prove that for each 1  i  r we have Di  C. Since C is connected and C nDi0 is non-empty,
we have that C \ N(Di0) 6= ;. Let C0 = C [
S
1ir Di. Clearly C0 \ S = ;, and C0 is connected
since each component Di is adjacent to every vertex of C \ N(Di0). Moreover, as each Di has the
same neighbourhood in Q we have jN(C0)j  jN(C)j  3k (see Fig. 1b).As C contains only maximal
chips we have C0 = C and hence
S
1ir Di  C. Dene C0 as fCg. By Lemma 3.7 a single chip
touches at most 3k  43k other chips, which nishes the proof of Claim 3.12 y
Let v 2 A\Di for some 1  i  r. Since v is contained in some C0 2 C0, we have v = 2 V (G)nN[C0].
Consequently, by the denition of the set A there exists a chip Cv 2 C such that v 2 N(Cv). Note that
C0 6= Cv and N(Cv)\C0 6= ;, hence by Lemma 3.6 C0 touches Cv. By Claim 3.12 there are at most 3k
43k chips touching a chip of C0. As each Cv satises jN(Cv)j  3k, we infer that the number of vertices
of A in
S
1ir Di is at most (3k)243k, which contradicts (1) and nishes the proof of Lemma 3.11.
Lemma 3.10 and Lemma 3.11 ensure properties (b) and (c) of the set A, respectively. This
concludes the proof of Theorem 3.8.
3.4 Strengthening unbreakability of adhesions
So far Theorem 3.8 provides us with a construction of the bag that meets almost all the requirements,
apart from (2k;k)-unbreakability of adhesions. For this reason, in this section we want to show
9that the set A from Theorem 3.8 can be extended to a set A0 in such a way that for each connected
component D of G n A0 the set NG(D) is even (2k;k)-unbreakable. During this extension we
may weaken unbreakability of A0, but if we are careful enough then this loss will be limited to a
single-exponential function of k. As the results of this section are only auxiliary (they only improve
the dependency on the parameter k in the subsequent dynamic programming routines from double-
to single-exponential), the proofs are postponed to Section 7. In the following we let
0 =  +

 + k
2

 k + k

 k :
Lemma 3.13 (). Let G be a graph, and L  V (G) be a subset of vertices of size at least 2k + 1.
Then one can in O(jLj4k+3kn(n+m)) time nd a set L0, L  L0, such that jL0nLj  (jLj 2k 1)k
and for each connected component D of G n L0, we have that jNG(D)j  jLj and NG(D) is (2k;k)-
unbreakable in G.
Theorem 3.14 (). There is an O(2O(k2)nm) time algorithm that, given a connected graph G
together with an integer k and a (2k;k)-unbreakable set S, computes a set A0  V (G) such that:
(a) S  A0,
(b) for each connected component D of GnA0 the set NG(D) is (2k;k)-unbreakable, and jNG(D)j  ,
(c) A0 is (0;k)-unbreakable in G,
(d) moreover, if jSj > 3k, G n S is connected and N(V (G) n S) = S, then S 6= A0.
3.5 Constructing a decomposition
In this subsection we prove our main decomposition theorem, i.e. Theorem 3.1. However, for the
inductive approach to work we need a bit stronger statement, where additionally we have a set
S  V (G) that has to be contained in the top bag of the tree decomposition. Note that Theorem 3.1
follows from the following by setting S = ;.
Theorem 3.15. There is an O(2O(k2)n2m) time algorithm that, given a connected graph G to-
gether with an integer k and a set S  V (G) of size at most  such that G n S is connected and
N(V (G) n S) = S, computes a tree decomposition (T;) such that S is contained in the top bag of
the tree decomposition, and the following conditions are satised:
(i) for each t 2 V (T), the graph G[(t)] n (t) is connected and N((t) n (t)) = (t),
(ii) for each t 2 V (T), the set (t) is (0;k)-unbreakable in G[(t)],
(iii) for each non-root t 2 V (T), we have that j(t)j   and (t) is (2k;k)-unbreakable in
G[(parent(t))].
(iv) jV (T)j  jV (G) n Sj.
Proof. If jV (G)j  0, the algorithm creates a single bag containing the entire V (G). It is straight-
forward to verify that such a decomposition satises all the required properties. Thus, in the rest
of the proof we assume that jV (G)j > 0, in particular, jV (G)j > 3k.
Dene S0 = S and, if jSj  3k, add 3k + 1   jSj arbitrary vertices of V (G) n S to S0. Note that,
as  > 3k, we have 3k < jS0j  .
10We now dene a set A0 as follows. First, we verify, using Lemma 2.7, whether S0 is (2k;k)-
breakable in G or not. If it turns out to be (2k;k)-breakable in G, we apply Lemma 3.13 to the
pair (G;S0), obtaining a set which we denote by A0. Otherwise, we can use Theorem 3.14 on the
pair (G;S0) to obtain a set A0. Note that in both cases S  S0  A0 and all computations so far
take O(2O(k2)nm) time in total.
Regardless of the way the set A0 was obtained, we proceed with it as follows. For each connected
component D of G n A0, we use Theorem 3.15 inductively for the graph G[N[D]] and SD = N(D).
Let us now verify that (a) each SD is (2k;k)-unbreakable in G, (b) that the assumptions of the
theorem are satised, and (c) that the recursive call is applied to a strictly smaller instance in the
sense dened in the following.
For the rst two claims, if S is (2k;k)-breakable, Lemma 3.13 asserts that jSDj  jSj   and
SD is (2k;k)-unbreakable in G. Otherwise, property (b) of Theorem 3.14 ensures that jSDj   and
SD is (2k;k)-unbreakable in G. The other assumptions on the set SD in the recursive calls follow
directly from the denitions of these calls.
For the last claim, we show that either jN[D]j < jV (G)j or N[D] = V (G) and jDj < jV (G) n Sj.
Assume the contrary, that is, D = V (G) n S and N(D) = SD = S = S0 = A0. In particular, as SD
is (2k;k)-unbreakable in G, the set A0 was obtained using Theorem 3.14. However, as jS0j > 3k,
property (d) of Theorem 3.14 ensures that S0 ( A0, a contradiction.
Let (TD;D) be the tree decomposition obtained in the recursive call for the pair (G[N[D]];SD).
Construct a tree decomposition (T;), by creating an auxiliary node r, which will be the root of
T, and attach TD to r, by making the root rD of TD a child of r in T. Finally, dene  =
S
D D
and set (r) = A0. A straightforward check shows that (T;) is indeed a valid tree decomposition.
We now proceed to verify its promised properties.
Clearly, S  S0  A0. For any connected component D of G n A0, note that (rD) = N[D]
and (rD) = N(D) = SD. This, together with inductive assumptions on recursive calls, proves
properties (i) and (iii).
If A0 is obtained using Lemma 3.13, then jA0j  kjS0j  k < 0, hence clearly A0 = (r) is
(0;k)-unbreakable. In the other case, property (c) of Theorem 3.14 ensures the unbreakability
promised in property (ii).
It remains to bound the number of bags of (T;); as each bag is processed in O(2O(k2)nm) time
this would also prove the promised running time bound. Note that by property (iv) for the recursive
calls we have that jV (TD)j  jDj and, consequently, jV (T)j  jV (G)nA0j+1 = jV (G)nSj+1 jA0nSj.
To nish the proof of property (iv) it suces to show that S ( A0. If S ( S0, the claim is straight-
forward. Otherwise, if S = S0 is (2k;k)-breakable, then Lemma 3.13 cannot return A0 = S0 as GnS0
is connected and N(V (G) n S0) = S0 is not (2k;k)-unbreakable. Consequently, S0 ( A0 in this case.
In the remaining case, when S = S0 is (2k;k)-unbreakable, property (d) of Theorem 3.14 ensures
that S0 ( A0. This nishes the proof of Theorem 3.15.
4 Bisection
In this section we show a dynamic programming routine dened on the decomposition given by
Theorem 3.1. When handling one bag of the decomposition, we essentially follow the approach of
the high connectivity phase of \randomized contractions" [9]. That is, we apply the colour-coding
technique in a quite involved fashion, to highlight the solution in a bag (relying heavily on the
unbreakability of the bag), and then we analyse the outcome by a technical, but quite natural
knapsack-style dynamic programming.
The section is organized as follows. First, in Section 4.1 we dene an abstract problem which en-
11capsulates the computational task one needs to perform in a single step of the dynamic programming
procedure. This one, in turn, is presented in Section 4.2.
Through this section we mostly ignore the study of factors polynomial in the graph size in the
running time of the algorithm, and we use the O?() notation. We do not optimize the exponent of
the polynomial in this dependency, as it adds unnecessary level of technicalities to the description,
distracting from the main points of the reasoning, and, most importantly, is in fact less relevant
to the main result of this paper | the xed-parameter tractability of Minimum Bisection. In
Section 4.3 we shortly argue how to obtain the running time promised in Theorem 1.1.
4.1 Hypergraph painting
Hypergraph Paintinga (HP)
Input: Positive integers k;b;d;q, a multihypergraph H with hyperedges of size at most
d, a partial function col0 : V (H) 9 fB;Wg, and a function fF : fB;WgF  f0;:::;bg !
f0;1;:::;k;1g for each F 2 E(H).
Goal: For each 0    b, compute the value w,
w = min
colcol0;(aF)F2E(H)
X
F2E(H)
fF(coljF;aF);
where the minimum is taken over colourings col : V (H) ! fB;Wg extending col0 and partitions
of  into non-negative integers  =
P
F2E(H) aF, and the sum attains value 1 whenever its
value exceeds k.
aWe are intentionally not using the name Hypergraph Colouring, as it has an established, and dierent,
meaning.
We denote n = jV (H)j and m = jE(H)j throughout the analysis of the Hypergraph Painting
problem.
We call an instance (k;b;d;q;H;col0;(fF)F2E(H)) a proper instance of Hypergraph Painting
if the following conditions hold:
 (local unbreakability), for each F 2 E(H), each col : F ! fB;Wg marking more than
3k vertices of each colour, i.e. jcol 1(B)j;jcol 1(W)j > 3k, and each 0    b the value
fF(col;) equals 1,
 (connectivity), for each F 2 E(H), each col : F ! fB;Wg marking at least one vertex with
each colour, i.e. jcol 1(B)j;jcol 1(W)j > 0, and each 0    b the value fF(col;) is non-zero,
 (global unbreakability) for each 0    b such that w < 1 there is a witnessing colour-
ing col : V (H) ! fB;Wg, which colours at most q vertices with one of the colours, i.e.
min(jcol 1(B)j;jcol 1(W)j)  q.
Note that, by local unbreakability, for proper instances each function fF can be represented by at
most (2
P3k
i=0 di)  (b + 1)  4(b + 1)d3k values which are smaller than 1.
We are going to use the well-established tool of xed parameter tractability, namely the
colour-coding technique of Alon, Yuster and Zwick [1]. A standard method of derandomizing the
colour-coding technique is to use splitters of Naor et al. [24]. We present our algorithm already in
its derandomized form, and for this reason we use the following abstraction of splitters.
12Lemma 4.1 (Lemma I.1 of [9]). Given a set U of size n, and integers 0  a;b  n, one can in
O(2O(min(a;b)log(a+b))nlogn) time construct a family F of at most O(2O(min(a;b)log(a+b)) logn) subsets
of U, such that the following holds: for any sets A;B  U, A\B = ;, jAj  a, jBj  b, there exists
a set S 2 F with A  S and B \ S = ;.
In our dynamic programming routine we will use the following operators, to make the description
of the actual algorithm more concise.
Denition 4.2. For two functions g;h : f0;:::;bg ! f0;1;:::;k;1g we dene functions g 
h;min(g;h) as follows:
(g  h)() = min
1+2=
g(1) + h(2);
min(g;h)() = min(g();h());
where each integer larger than k is treated as 1.
Note that given two functions g;h one can compute gh in O(b2) time, and min(g;h) in O(b) time.
Lemma 4.3. There is an O?(qO(k)  dO(k2)) time algorithm solving the Hypergraph Painting
problem for proper instances.
Proof. First, let us x the value of , 0    b. Our goal is to compute a single value w
1. It is
enough to compute the correct value of w assuming
w < 1: (2)
Consequently, by the global unbreakability property let colopt : V (H) ! fB;Wg be a colouring
witnessing the value w, that colours at most q vertices with one of the colours. Without loss of
generality let us assume that
jcol 1
opt(W)j  q ; (3)
as the other case jcol 1(B)j  q is symmetric.
Observe that by the local unbreakability property for each F 2 E(H) there are at most
` = 4d3k = dO(k) possible colourings leading to a value of fF which is dierent than 1. For each
F 2 E(H) let us order the possible bichromatic colourings of F arbitrarily, and for 1  i  `
let colF;i be the i-th of the possible colouring which is bichromatic on F (if the number of such
colourings is smaller than ` we append the sequence with arbitrary bichromatic colourings).
We want to assign each F 2 E(H) to be in one of the following states:
 F is denitely monochromatic,
 F is either monochromatic, or should be coloured as in colF;i for a xed 1  i  `.
Formally, for an assignment p : E(H) ! f0;:::;`g by p(F) = 0 we express the \denitely monochro-
matic" state, and by p(F) = i > 0 we express the \either monochromatic or i-th type of bichromatic
colouring" state.
Let Ewhite = fF 2 E(H) : colopt(F) = fWgg be the multiset of monochromatic edges of E(H)
coloured all white with respect to colopt. Moreover let E0  Ewhite be any spanning forest of the
hypergraph (V (H);Ewhite). By (3) we have jE0j  q. Let E1  E(H) be the set of edges which
are bichromatic with respect to colopt. Note that by the the connectivity property together with
(2) we have jE1j  k.
We call an assignment p good, with respect to colopt, if:
1Actually our algorithm after a minor modication computes all the values w at once, however for the sake of
simplicity we focus on a single value of , at the cost of higher polynomial factor.
13 for each F 2 E1 we have p(F) > 0 and coloptjF = colF;p(F),
 for each F 2 E0 we have p(F) = 0.
Let F be a family constructed by the algorithm of Lemma 4.1 for the universe E(H) and
integers k;q in O?(qO(k)) time. By the properties of F there exists S0 2 F such that E1  S0 and
E0 \ S0 = ;. We iterate through all possible S 2 F; in one of the cases we have S = S0.
In the second level of derandomization we use the standard notion of perfect families. An (N;r)-
perfect family is a family of functions from f1;2;:::;Ng to f1;2;:::;rg, such that for any subset
X  f1;2;:::;Ng of size r, one of the functions in the family is injective on X. Naor et al. [24] gave an
explicit construction of an (N;r)-perfect family of size O(errO(logr) logN) using O(errO(logr)N logN)
time. We construct a (jSj;k)-perfect family D of size O(2O(k) logjSj). Assuming that we consider the
case when S = S0, there exists a function 0 2 D, 0 : S0 ! f1;:::;kg, such that 0 is injective on E1.
We iterate through all possible functions  2 D; providing that S = S0, in one case we have  = 0.
Finally, we guess, by trying all `O(k) = dO(k2) possibilities, a function 0 : f1;:::;kg ! f1;:::;`g.
In the case where S = S0 and  = 0, for at least one such 0 we have that 0(0(F)) = i holds for
each F 2 E1, where coloptjF = colF;i. Summing up, in one of the O?(qO(k)  dO(k2)) cases we will
end up having a good assignment p : E(H) ! f0;:::;`g at hand.
For an assignment p : E(H) ! f0;:::;`g dene an auxiliary undirected simple graph Lp, with
a vertex set V (L) = V (H). For each edge F 2 E(H) such that p(F) = 0 make F a clique in Lp.
For each edge F 2 E(H) such that p(F) = i > 0 make the sets col 1
F;i(B), col 1
F;i(W) cliques in Lp.
Claim 4.4. If p is a good assignment, then all the vertices contained in the same connected
component of Lp are coloured with the same colour in colopt.
Proof. Follows directly from the assumption that p is a good assignment and from the denition
of the graph Lp.
Claim 4.5. Let p be a good assignment. If D is a connected component of Lp coloured white by
colopt, then each edge F 2 E(H) such that F \ D 6= ; and F n D 6= ;, belongs to E1.
Proof. Assume that F = 2 E1, that is, F is monochromatic in colopt. As F \ D 6= ;, colopt needs
to colour all elements of F white, and D 2 Ewhite. However, since E0 is a spanning forest of the
hypergraph (V (H);Ewhite) and p is a good assignment, then all the elements of F are contained
in the same connected component of Lp, and consequently F  D.
From now on let us assume that p is a good assignment.
Let us modify the assignment p as follows; note that we modify also the graph Lp along with
p. As long as possible perform one of the following two operations, preferring the rst one over the
second one:
1. If there exists an edge F 2 E(H) such that F  D for some connected component of Lp and
p(F) > 0, then set p(F) = 0.
2. If there exist vertices v1;v2 2 D (potentially v1 = v2), and hyperedges F1;F2 2 E(H) (poten-
tially F1 = F2) intersecting a connected component D of Lp, such that F1 nD 6= ;, F2 nD 6= ;,
p(F1) = i > 0, p(F2) = j > 0, and colF1;i(v1) = W and colF2;j(v2) = B, then set p(F1) = 0.
As in each round the number of edges of E(H) assigned zeros is strictly increasing, the process
nishes in polynomial time.
Claim 4.6. After each step p remains a good assignment.
14Proof. First assume that the rst type of operation was performed. By Claim 4.4 all the vertices of
D are coloured with the same colour by colopt, hence in particular all the vertices of F are coloured
with the same colour in colopt and denitely F 62 E1. Hence it is safe to set p(F) = 0.
Now assume that the second type of operation was performed. We want to show that F1 is
monochromatic in colopt. Assume the contrary, i.e., F1 2 E1. Since p was a good assignment (before
the operation) we have coloptjF1 = colF1;p(F1), which together with Claim 4.4 implies that all the
vertices of D are coloured white by colopt. However by Claim 4.5 this means that F2 2 E1, and as p
is a good assignment this means that colopt colours all the vertices of D black, a contradiction.
We call a connected component D of Lp a black component if there exists an edge F2 2 E(H),
such that p(F2) = i > 0 and col 1
F2;i(B)\D 6= ;. Otherwise we call D a potentially white component.
The next two claims show that these names are in fact meaningful.
Claim 4.7. For any black component D of Lp, colopt colours all vertices of D black.
Proof. Let F be an edge witnessing D is a black component. Note that F 6 D, as otherwise
the rst operation would be applicable to F. By Claim 4.4, colopt colours all vertices of D in the
same colour. If this colour is white, then, by Claim 4.5, F 2 E1, and, as p is a good assignment,
colF;p(F) = coloptjF. However, this contradicts the assumption that colF;p(F) colours some vertex
of D black, and, consequently, colopt colours D black.
Claim 4.8. Let D be a potentially white component of Lp and let ED  E(H) be the subset of
edges with non-empty intersection with D. Exactly one of the following conditions holds:
 colopt colours all vertices of D white, and for each edge F 2 ED either
{ F 6 D, p(F) > 0, F 2 E1, coloptjF = colF;p(F), or
{ F  D, p(F) = 0 and colopt colours all vertices of F white;
 colopt colours D and each each edge of ED entirely black.
Proof. Let E0  ED be the subset of edges of ED which are not fully contained in D. By Claim 4.4,
colopt colours D monochromatically.
Assume rst that colopt colours all vertices of D white, and consider F 2 ED. If F  D then
p(F) = 0 by the application of the rst operation, and F 2 Ewhite. If F 6 D then, by Claim 4.5,
F 2 E1. Since p is good, p(F) > 0 and coloptjF = colF;p(F).
We are left with the case when colopt colours all vertices of D black. Consider F 2 ED. If
p(F) = 0 then the assumption that p is good implies that colopt colours F monochromatically; as
F \ D 6= ; then F is coloured black by colopt. If p(F) = i > 0 then, since D is potentially white,
colF;i(v) = W 6= colopt(v) for any v 2 F \ D. Consequently, coloptjF 6= colF;i and, since p is good,
F = 2 E1. Therefore colopt colours F monochromatically, and, since F \D 6= ;, it colours F black.
Let Eblack be the set of all edges of E(H) contained in black components of Lp. The following
claim states that we may consider sets Eblack and ED for dierent potentially white components
D independently.
Claim 4.9. Every edge F 2 E(H) belongs to exactly one of the sets: to Eblack or to one of the sets
ED for potentially white connected components D of Lp.
15Proof. Assume rst that F  D for some connected component D of Lp. Then either D is black
and F 2 Eblack, or D is potentially white and F 2 ED.
Assume now that F is not entirely contained in any connected component of Lp. By the
construction of Lp, we have that p(F) = i > 0 and F intersects exactly two dierent components
D1;D2 of Lp, such that w.l.o.g. col 1
F;i(W) = D1 \ F and col 1
F;i(B) = D2 \ F. To prove the claim
it suces to show that (a) D1 is potentially white, and (b) D2 is black, as then F will belong only
to ED1 among the sets present in the statement of the claim. For (a), observe that otherwise the
second operation would set p(F) = 0, and (b) follows directly from the denition of being black.
Armed with Claims 4.7, 4.8 and 4.9, we proceed to presenting the algorithm. First, we need to
include the constraints imposed by the colouring col0. To this end, for any hyperedge F, 0    b
and any colouring col : F ! fB;Wg we set
^ fF(col;) =
(
1 if 9v2F col(v) 6= col0(v)
fF(col;) otherwise.
That is, we set the cost of colouring F with col as 1 whenever col conicts with col0 on some vertex.
Now we handle edges contained entirely in black components. For an edge F 2 Eblack let
^ fblack
F : f0;:::;bg ! f0;1;:::;k;1g be the function
^ fblack
F () = ^ fF(fBgF;):
Let t : f0;:::;bg ! f0;1;:::;k;1g be a function such that t(0) = 0 and t() = 1 for  > 0.
For each edge F 2 Eblack we update the function t by setting t := t  ^ fblack
F . It remains to process
all the edges E(H) n Eblack.
Consider all the white components D of Lp one by one. Let t1;t2 : f0;:::;bg ! f0;1;:::;k;1g be
functions such that t1(0) = t2(0) = 0 and t1() = t2() = 1 for  > 0. We want to make t1 represent
the case when all the edges of ED are black, while t2 represent the other case of Claim 4.8. First, for
each edge F 2 ED set t1 := t1 ^ fF(fBgF;). Moreover, for each edge F 2 ED such that p(F) = 0 do
t2 := t2  ^ fF(fWgF;), while for each edge F 2 ED such that p(F) > 0 do t2 := t2  ^ fF(colF;p(F);).
Finally make the update
t := min(t  t1;t  t2):
At the end of the process the value t() equals w and the correctness of our algorithm follows from
Claim 4.7, Claim 4.8, and Claim 4.9.
4.2 Dynamic programming
In this section we show that by constructing a tree decomposition from Theorem 3.1 and invoking
the algorithm of Lemma 4.3 one can solve the Minimum Bisection problem in O?(2O(k3)) time,
proving Theorem 1.1 .
Proof of Theorem 1.1. First note that, without loss of generality, we may focus on the following
variant: the input graph G is required to be connected, and our goal is to partition V (G) into
parts A and B of prescribed size minimizing jE(A;B)j. The algorithm for the classic Minimum
Bisection problem follows from a standard knapsack-type dynamic programming on connected
components of the input graph.
As the input graph is connected, we may use Theorem 3.1. Let (T;) be a tree decomposition
constructed by the algorithm of Theorem 3.1 in O?(2O(k2)) time.
16As usual for tree decompositions, we will use a dynamic programming approach. For a node
t 2 V (T) of the tree decomposition, an integer , 0    n, and a colouring col0 : (t) ! fB;Wg
satisfying
min(jcol 1
0 (B)j;jcol 1
0 (W)j)  3k; (4)
we consider a variable xt;col0;.
The variable xt;col0; equals the minimum cardinality of a set Z  E(G[(t)]), such that there
exists a colouring col : (t) ! fB;Wg, where colj(t) = col0, no edge of E(G[(t)]) n Z is incident
to two vertices of dierent colours in col, and the total number of white vertices equals , i.e.
jcol 1(W)j = . Additionally if it is impossible to nd such a colouring col, or the number of edges
one needs to include in Z is greater than k, then we dene xt;col0; = 1. The restriction (4) of col0
will be used to optimize the running time.
As Theorem 3.1 upper bounds the cardinality of (t) by 2O(k), the total number of values
xt;col0; we want to compute is O(2O(k2)n2). Note that having all those values is enough to solve
the considered variant of the Minimum Bisection problem as the minimum possible size of the
cut E(A;B) equals xr;;;a, where r is the root of (T;), ; plays the role of the single colouring of
(r) = ; and a is the prescribed size of one part of the partition we are looking for. The value xr;;;a
attains 1 if any feasible cut E(A;B) is of size larger than k. We will compute the values xt;; in
a bottom-up manner, that is our computation is performed for a node t 2 V (T) only after all the
values xt0;; for t0  t have been already computed.
Consider a xed t 2 V (T) and a colouring col0 : (t) ! fB;Wg satisfying (4). In what follows
we show how to nd all the values xt;col0; by solving a single proper instance of the Hypergraph
Painting problem. Create an auxiliary hypergraph H, with a vertex set V (H) = (t) and the
following set of edges; in the following we use Iverson notation, i.e., ['] is equal to 1 if the condition
' is true and 0 otherwise.
(a) For each vertex v 2 (t) add to H a hyperedge F = fvg, and dene a function fF :
fB;WgF  f0;:::;ng ! f0;1;:::;k;1g
fF(colF;) =
(
0 if  = [colF(v) = W];
1 otherwise.
We introduce those edges in order to keep track of the number of white vertices in (t).
(b) For each edge uv 2 E(G[(t)]) add to H a hyperedge F = fu;vg, and dene a function
fF : fB;WgF  f0;:::;ng ! f0;1;:::;k;1g
fF(colF;) =
(
[colF(u) 6= colF(v)] if  = 0;
1 otherwise.
We introduce those edges in order to keep track of the number of edges with endpoints of
dierent colours in G[(t)].
(c) For each t0 2 V (T) which is a child of t in the tree decomposition add to H a hyperedge
F = (t0), and dene a function fF : fB;WgF  f0;:::;ng ! f0;1;:::;k;1g
fF(colF;) =
(
1 if min(jcol 1
F (B)j;jcol 1
F (W))j > 3k or xt0;colF;+0 = 1
xt0;colF;+0   x0 otherwise,
17where 0 = jcol 1
F (W)j, and x0 = jfuv 2 E(G[(t0)]) : colF(u) 6= colF(v)gj. Less formally, we
are shifting values x0 and 0 in order not to overcount white vertices of (t0) and edges of G[(t0)]
having endpoints of dierent colours in colF, as a vertex of (t0) might appear in several bags,
and similarly an edge of G[(t0)] may have both endpoints in several bags being children of t0.
Note that each of the edges of H is of size at most  (by Theorem 3.1), hence
I = (k;n;;q;H;col0;(fF)F2E(H))
is an instance of the Hypergraph Painting problem for any q, which we are about to dene.
Claim 4.10. Let (w)0n be the solution for the instance I of the Hypergraph Painting
problem. Then for any 0    n we have xt;col0; = w.
Moreover for any colouring col : (t) ! fB;Wg witnessing w  k there is an extension
col0 : (t) ! fB;Wg, such that col0j(t) = col, and the number of bichromatic edges of G[(t)] with
respect to col0 equals w.
Proof. Fix an arbitrary 0    n. First, we show that xt;col0;  w. Note that the inequality
trivially holds for xt;col0; = 1, hence let us assume xt;col0;  k and let col : (t) ! fB;Wg be
a colouring such that
 colj(t) = col0,
 jZj  k, where Z = fuv 2 E(G[(t)]) : col(u) 6= col(v)g,
 jcol 1(W)j = .
Recall that Theorem 3.1 ensures that for any child t0 of t in the tree decomposition the adhesion
(t0) is (2k;k)-unbreakable in G[(t)]. Therefore,
min(jcol 1(B) \ (t0)j;jcol 1(W) \ (t0)j)  3k;
as otherwise (X = NG[(t)][col 1(B)];Y = col 1(W)) would be a separation of G[(t)] of order at
most k with j(X n Y ) \ (t0)j;j(Y n X) \ (t0)j > 2k, contradicting the fact that (t0) is (2k;k)-
unbreakable in G[(t)]. Consequently, the values xt0;colj(t0); are well-dened, i.e., colj(t0) satises
(4). Furthermore, observe that
xt0;colj(t0);jcol 1(W)\(t0)j  jZ \ E(G[(t0)])j; (5)
which is witnessed by the colouring colj(t0). For F 2 E(H) dene aF = jcol 1(W) \ ((t0) n (t0))j.
Next, we verify that colj(t) and (aF)F2E(H) certify that xt;col0;  w. We split the contribu-
tions of edges of E(H) to the sum
P
F2E(H) fF(coljF;aF) into three summands, according to the
types of edges of E(H). The edges of type (a) do not contribute to the sum at all. The edges
of type (b) contribute exactly jZ \ E(G[(t)])j, while the edges of type (c) contribute exactly P
t0 xt0;colj(t0);aF+jcol 1(W)\(t0)j   jZ \ E(G[(t0)])j 
P
t0 jZ \ (E(G[(t0)] n E(G[(t0)])))j, where
the sum is over all children t0 of t and the inequality follows from (5). This means that each edge
of Z is counted exactly once, so the total contribution is at most jZj = xt;col0;.
In the other direction, we want to show xt;col0;  w. As in the previous case, for w = 1 the
inequality trivially holds. Hence, we assume w  k. Let col : (t) ! fB;Wg be a colouring and P
F2E(H) aF be a partition of  witnessing the value of w, i.e., satisfying
 colj(t) = col0,
18
P
F2E(H) aF = ,
 w =
P
F2E(H) fF(coljF;aF).
Our goal is to extend the colouring col on (t) n (t), so that the total number of white vertices
equals  and the number of bichromatic edges equals w. Initially set col0 = col and consider
children t0 of t in the tree decomposition one by one. Let F = (t0) 2 E(H) be the type (c) edge
of H. Since w  k, we have fF(coljF;F)  k, and by the denition of fF
fF(coljF;F) = xt0;coljF;F 0   x0 ;
where 0 = jcol 1(W) \ (t0)j, and x0 = jfuv 2 E(G[(t0)]) : col(u) 6= col(v)gj. Let colF : (t0) !
fB;Wg be the colouring witnessing the value xt0;coljF;F 0. Note that colF is consistent with col
on F = (t0), so we can update col0 by setting col0 = col0 [ colF.
Observe that the edges of E(H) of type (a) together with shifting by 0 ensure that col0 colours
exactly  vertices white. Finally, the edges of E(H) of type (b) together with shifting by x0 ensure
that col0 has exactly w bichromatic edges, which shows xt;col0;  w. As col0j(t) = col the last
part of the claim follows as well.
The previous claim shows that solving the Hypergraph Painting instance I is enough to
nd the values xt;col0;, however in the previous section we have only shown how to solve proper
instances of Hypergraph Painting. Therefore, we show that there is a small enough value of
q, such that I becomes a proper instance.
Claim 4.11. There is q = 2O(k) such that I is a proper instance of the Hypergraph Painting
problem.
Proof. For the hyperedges F 2 E(H) of size at most two the local unbreakability property is trivially
satised, while for all the other hyperedges F = (t0) local unbreakability follows directly from the
denition of fF.
By Theorem 3.1 each G[(t0)]n(t0) is connected and N((t0)n(t0)) = (t0), which means that the
graph G[(t0)]nE(G[(t0)]) is connected, and consequently xt0;colF; > 0 for any colouring colF which
uses both colours (as we need to remove at least one edge). This proves the connectivity property.
Recall, that by Theorem 3.1 the set (t) is (0;k)-unbreakable in G[(t)] for some 0 = 2O(k).
Let q = 0 + k and let (w)0n be a solution for the instance I of the Hypergraph Painting
problem. Consider an arbitrary 0    n such that w  k. We want to show, that there exists a
witnessing colouring col : (t) ! fB;Wg certifying the global unbreakability. In fact we will show
that any colouring col : (t) ! fB;Wg witnessing w satises
min(jcol 1(B)j;jcol 1(W)j)  q = 0 + k:
By Claim 4.102 there is an extension col0 of col, having w  k bichromatic edges of G[(t)]. Note
that (X = NG[(t)][col0 1(B)];Y = col0 1(B)) is a separation of G[(t)] of order at most k, hence
by (0;k)-unbreakability of (t) we have
min(j(X n Y ) \ (t)j;j(Y n X) \ (t)j)  0 :
However jcol 1(B)j  j(X n Y ) \ (t)j + k and jcol 1(W)j  j(Y n X) \ (t)j + k, which implies
min(jcol 1(B)j;jcol 1(W)j)  k + 0 = q ;
proving the global unbreakability property.
2Note that to use Claim 4.10 we do not require that I is proper.
19By Claim 4.11 we can use Lemma 4.3 and in O?(qO(k)  O(k2)) = O?(2O(k3)) time compute the
values w for each 0    n. At the same time Claim 4.10 shows that xt;col0; = w for each
0    n. Since the number of nodes of V (T) is at most jV (G)j and the number of colourings
obeying (4) is 2O(k2) the whole dynamic programming routine takes O?(2O(k3)) time. Consequently
Theorem 1.1 follows.
4.3 Dependency on the size of G in the running time
Here we argue about the factors polynomial in the size of G in the running time of the algorithm.
We rst note that we may assume that m = jE(G)j = O(kn), by applying the sparsication
technique of Nagamochi and Ibaraki [23].
Lemma 4.12 ([23]). Given an undirected graph G and an integer k, in O(k(jV (G)j+jE(G)j)) time
we can obtain a set of edges E0  E(G) of size at most (k + 1)(jV (G)j   1), such that for any edge
uv 2 E(G)nE0 in the graph (V (G);E0) there are at least k +1 edge-disjoint paths between u and v.
Proof. The algorithm performs exactly k + 1 iterations. In each iteration it nds a spanning forest
F of the graph G, adds all the edges of F to E0 and removes all the edges of F from the graph G.
Observe that for any edge uv remaining in the graph G, the vertices u and v are in the same
connected components in each of the forests found. Hence in each of those forests we can nd a
path between u and v; thus, we obtain k + 1 edge-disjoint paths between u and v.
The above lemma allows us to sparsify the graph, so that it contains O(kn) edges, and any
edge cut of size at most k remains in the graph, while any edge cut with at least k + 1 edges after
sparsication still has at least k + 1 edges. Therefore applying Lemma 4.12 gives us an equivalent
instance (V (G);E0) and consequently the construction of the decomposition takes O(2O(k2)n3) time.
There are at most n bags of the decomposition, which adds a O(n) factor to the running time.
In each bag t, we consider O(O(k)) colourings of the adhesion (t); hence, there are O(O(k)n) calls
to the procedure solving Hypergraph Painting.
In each call, we have V (H) = (t) and jE(H)j = O(n+m) = O(kn), as we have a hyperedge for
each vertex and edge of (t) as well as an edge for each child of t in the decomposition. As discussed
in Section 4.1, each function f can be represented by giving O(O(k)n) values dierent than 1.
Note that we do not need to perform the entire algorithm for Hypergraph Painting for each
value of  independently. Instead, we may perform it only once, and return w to be the minimum
t() among all branches of the algorithm.
By Lemma 4.1 and the construction of perfect families of [24], there are O(2O(k3) log2 n) choices
of the assignment p, and they can be enumerated in O(2O(k3)nlog2 n) time.
For each assignment p, we need to perform the two operations exhaustively. To speed them up,
instead of maintaining the entire graph Lp, we keep only its connected components: each vertex
of H knows its connected component, and the connected component knows its size and its vertices.
In this manner, by enumerating the smaller component, we can merge two connected components in
amortized O(logn) time, as each vertex changes the connected components it belongs to O(logn)
times. Consequently we may initiate the graph Lp in O(kn+nlogn) time, as we have to iterate over
O(kn) edges of size  each, and the total time needed to merge connected components is O(nlogn).
To apply the operations, we maintain the following auxiliary information. Each hyperedge F
stores a set of the connected components of Lp it intersects (note that this set is of size at most
2). Once this set changes its cardinality from 2 to 1, the rst operation starts to be applicable on
F. As each vertex changes its connected component O(logn) times, each list is updated at most
O(logn) times, which gives O(knlogn) time in total.
20For the second operation, we need to maintain, for each connected component D of Lp, a list
T(D;B) of hyperedges F such that F \ D 6= ;, F n D 6= ;, p(F) > 0 and colF;p(F)(v) = B for
some v 2 F \ D; analogously we dene a list T(D;W). Once both lists are non-empty, the second
operation is applicable. As each hyperedge is of size at most , all lists can be recomputed in O(kn)
time, whenever the set of the connected components of the graph Lp changes: each hyperedge F
inserts itself into at most  lists.
We infer that the operations can be exhaustively applied in O(2O(k)n2) time for a xed assign-
ment p. Also, including the constraints imposed by the colouring col0, i.e., obtaining the functions
^ fF(col;), can be done in O(2O(k2)n2) time.
We now move to the analysis of the nal knapsack-type dynamic programming routine. We rst
show that the  operation can be performed using O(k2) applications of the Fast Fourier Transform,
taking total time O(k2blogb), instead of the naive O(b2) time bound. Consider two functions
t1;t2 2 f0;:::;bg ! f0;:::;k;1g. For i 2 f1;2g and 0  j  k by pi;j we dene the polynomial
pi;j(x) =
X
0b
[ti() = j]x :
Note that if (t1t2)() 6= 1, then (t1t2)() is equal to the smallest j, such that for some partition
j = j1 + j2 the coecient in front of the monomial x in the polynomial p1;j1  p2;j2 is non-zero.
Therefore we can compute t1  t2 in O(k2blogb) time. There are O(1) such operations per each
edge of E(H). Consequently, the nal dynamic programming algorithm takes O(2O(k)n2 logn) time.
We conclude that the total running time is O(2O(k3)n3 log3 n), as promised in Theorem 1.1.
5 Weighted variant
In this section we sketch how using our approach one can solve the following weighted variant of
the Minimum Bisection problem:
Theorem 5.1. Given a graph G with edge weights w : E(G) ! R and an integer k, one can in
O?(2k3
) time nd a partition of V (G) into sets A and B minimizing
P
e2E(A;B) w(e) subject to
jjAj   jBjj  1 and jE(A;B)j  k, or state that such a partition does not exist.
Proof. Essentially, we follow the same approach as in the previous section, except that in all dynamic
programming tables we need to add an additional dimension to control the size of the constructed
cut E(A;B), and store the weight of the cut as the value of the entry in the DP table.
In some more details, for a xed bag t, a colouring col0 : (t) ! fB;Wg satisfying (4), and inte-
gers 0    n and 0    k we consider a variable xt;col0;; 2 R[f+1g that equals the minimum
possible value of
P
e2E(col 1(B);col 1(W)) w(e) among colourings col : (t) ! fB;Wg satisfying:
 colj(t) = col0,
 jcol 1(W)j = , and
 jE(col 1(B);col 1(W))j = .
The value +1 is attained if no such colouring exists.
Analogously, we modify the Hypergraph Painting problem to match the aforementioned
denition of the values xt;col0;;. That is, it takes as an input functions fF : fB;WgF f0;:::;bg
f0;:::;kg ! R [ f+1g, where we require value +1 for any colouring that violates the local
unbreakability constraint. For each 0    b and 0    k we seek for a value w; 2 R [ f+1g
21dened as a minimum, among all colourings col extending col0, and all possible sequences (aF)F2E(H)
and (bF)F2E(H) such that
P
F aF =  and
P
F bF = , of
X
F2E(H)
fF(coljF;aF;bF):
The knapsack-type dynamic programming of Section 4.1 is adjusted in a natural way, and the
remaining reasoning of Section 4.1 remains unaected by the weights. Consequently, the adjusted
Hypergraph Painting problem can be solved in O?(qO(k)  dO(k2)) time.
It is straightforward to check that the adjusted Hypergraph Painting problem corresponds
again to the task of handling one bag in the tree decomposition of the input graph. To nish the
proof note that the value we are looking for equals min0k xr;;;bn=2c;, where r is the root of the
tree decomposition.
6 -edge-separators
In this section we argue that the algorithm of Section 4 can be extended to show the following:
Theorem 6.1. Given an n-vertex graph G, a real  2 (0;1) and an integer k, one can in
O(2O(k3)nO(1=)) time decide if there exists a set X of at most k edges of G such that each
connected component of G n X has at most n vertices.
To prove Theorem 6.1, we need the following lemma that can be seen as a generalization of
Lemma 7.3 of [2].
Lemma 6.2. Let  2 (0;1) be a real constant and let a1;a2;:::;an 2 [0;] be reals such that Pn
`=1 a` = 1. Then one can partition numbers a1;a2;:::;an into 2
 1


  1 groups (possibly empty),
such that the sum of numbers in each group is at most .
Proof. Let q = d 1
e. For ` = 0;1;:::;n, let b` =
P`
i=1 ai. For j = 1;2;:::;q 1, let ij be the unique
index such that bij 1  j   and bij > j  . Let us denote also i0 = 0 and iq = n + 1; then also
bi0  0   and biq 1  q  . Dene the following groups:
f fa1;a2;:::;ai1 1g;
fai1g;
fai1+1;ai1+2;:::;ai2 1g;
fai2g;
:::
faiq 2+1;aiq 2+2;:::;aiq 1 1g;
faiq 1g;
faiq 1+1;aiq 1+2;:::;ang g:
For every group of form faij+1;aij+2;:::;aij+1 1g we have that
ij+1 1 X
`=ij+1
a` = bij+1 1   bij  (j + 1)   j = :
On the other hand, for every group of form faijg we have that aij   by the assumption that
aij 2 [0;]. Hence, the formed groups satisfy the required properties.
22The following corollary is immediately implied by Lemma 6.2.
Corollary 6.3. Let  2 (0;1) be a real constant and let H be a graph on n vertices. Then the
following conditions are equivalent:
(a) Each connected component of H has at most n vertices.
(b) There exists a partition of V (H) into  possibly empty sets A1;A2;:::;A, where  = 2
 1


 1,
such that jAij  n for each i = 1;2;:::; and no edge of H connects two vertices from dierent
parts.
Equipped with Corollary 6.3, we may now describe how to modify the algorithm of Section 4
to prove Theorem 6.1. Most of the modications are straightforward, hence we just sketch the
consecutive steps.
Proof of Theorem 6.1. By Corollary 6.3, we may equivalently seek for a colouring of V (G) into
 = 2
 1


  1 colours, such that at most k edges connect vertices of dierent colours. Essentially,
we now proceed as in Section 4, but, instead of colouring vertices into black and white, we use 
colours, and we keep track of the number of vertices coloured in each colour.
In some more details, for a xed bag t, a colouring col0 : (t) ! f1;:::;qg satisfying
91c jcol 1
0 (c)j  j(t)j   3k (6)
and a function  : f1;:::;g ! f0;:::;ng we consider a variable xt;col0; 2 f0;1;:::;k;1g that
equals the minimum possible number of edges with endpoints coloured by dierent colours by a
colouring col, among all colourings col : (t) ! f1;2;:::;g satisfying:
 colj(t) = col0, and
 for each 1  c  , jcol 1(c)j = (c).
The value 1 is attained if any such colouring yields more than k edges with endpoints of dierent
colours.
Recall that, for any bag t, the adhesion (t) is (2k;k)-unbreakable. Similarly as in Claim 4.10,
we infer that if in a colouring col : (t) ! f1;:::;g at most k edges have endpoints painted in
dierent colours, it needs to colour all but at most 3k vertices of (t) with a single colour. This
motivates condition (6). Note that this requirement is only needed to obtain 2poly(k) dependency
on k, and, if it is omitted, the dependency will become doubly-exponential.
We now modify the Hypergraph Painting problem to match the aforementioned denition of
the values xt;col0;. That is, the problem takes as an input functions fF : f1;:::;gF f0;:::;bg !
f0;1;:::;k;1g. For each  : f1;:::;g ! f0;:::;bg we seek for a value w 2 f0;1;:::;k;1g
dened as a minimum, among all colourings col : V (H) ! f1;:::;g extending col0, and all possible
sequences (ac
F)F2E(H);1c such that
P
F ac
F = (c) for each 1  c  , of
X
F2E(H)
fF(coljF;(ac
F)1c):
The value of 1 is attained whenever the sum exceeds k.
In the local unbreakability constraint we require that a value dierent than 1 can be attained
only if all but at most 3k elements of F are coloured in a single colour. This corresponds to the
previously discussed condition (6) on valid colourings col0 of an adhesion (t). The connectivity
23requirement states that fF(col;) is non-zero whenever col uses at least two colours: the correspond-
ing colouring of the subgraph (t) (as in the proof of Claim 4.10) needs to colour the endpoints of
at least one edge with dierent colours, as (t) is connected. The global unbreakability constraint
requires that whenever w < 1, there is a witnessing colouring col that colours all but at most
0 + k vertices with a single colour. This follows from the fact that, in our decomposition, (t) is
(0;k)-unbreakable, so any colouring of (t) that colours endpoints of at most k edges with dierent
colours needs to paint all but at most 0 + k vertices of (t) with the same colour.
The core spirit of the reasoning of Section 4.1 remains in fact unaected by this change. However,
for sake of clarity, we now describe the changes in more details. We apply colour-coding to paint the
hyperedges with assignment p : E(H) ! f0;:::;`g, where p(F) = 0 means \denitely monochro-
matic" and p(F) = i > 0 means \monochromatic or coloured according to the colouring colF;i : F !
f1;2;:::;g". The colourings colF;i are required to comply with the (new) unbreakability constraint,
thus there are O(k)O(k) such colourings. We guess a colour | call it black | that will be the dom-
inant colour in (t). We require that for all hyperedges that are not monochromatic in the solution
colopt we have p(F) = i > 0 and colF;i = coloptjF (i.e., we have guessed the correct colouring of F),
and the \denitely monochromatic" hyperedges span a hyperforest of the graph (V (H);Enot black),
where Enot black consists of all not-black monochromatic hyperedges in the colouring colopt.
For a hyperedge F, we insert to Lp all edges of F  F if p(F) = 0 and all edges between the
vertices of the same colour of colF;i if p(F) = i > 0. It is straightforward to verify that, if p is
guessed correctly, then the following holds:
1. all connected components of Lp are painted monochromatically in colopt (cf. Claim 4.4);
2. if a connected component D of Lp is not painted black in colopt, then all hyperedges F such
that F \D 6= ; and F nD 6= ; are not coloured monochromatically by colopt and, consequently,
their colourings colF;p(F) conforms with colopt (cf. Claim 4.5).
We may now classify any connected component D of Lp as \denitely black" (there exists a hyper-
edge F with p(F) > 0 such that colF;p(F) colours at least one vertex of D black) and \potentially
not black" (otherwise). By the aforementioned discussion and a reasoning analogous to Claim 4.7,
a denitely black component is painted black by colopt.
The clean-up operations on p are dened as follows:
1. for any hyperedge F completely contained in some component D of Lp, F is monochromatic
in colopt, so set p(F) = 0;
2. for any hyperedge F with p(F) > 0, if colF;p(F) colours some vertex of a denitely black
connected component of Lp with a colour dierent than black, set p(F) = 0 as the guess on
colF;p(F) is clearly incorrect.
After the operations are performed exhaustively, it is straightforward to verify that an analogue
of Claim 4.8 holds, stating that for any potentially not black component D, either colopt colours
D with not-black colour, being consistent with all hyperedges F with p(F) > 0 that intersect D,
or colopt colours D and all intersecting hyperedges black.
However, it is no longer true that the components of D may be considered independently in the
nal knapsack-type dynamic programming. Indeed, if there exists a hyperedge F that intersects two
potentially not black components D1 and D2 (and, hence, p(F) > 0), then colopt paints D1 black if
and only if it paints D2 black as well. Consequently, we need to adjust the knapsack-type DP in the
following way. A black component is painted black, so we can proceed with them as previously. Two
potentially not black components D1 and D2 are entangled if there exists a hyperedge F intersecting
24both of them. Now, observe that all components of each connected component of the entanglement
relation make a joint decision on whether they are painted black or not, and these decisions are
independent between each other: the decision in one connected component of the entanglement
relation does not inuence the decision in another one. This allows us to adjust he knapsack-type
dynamic programming of Section 4.1, considering in a single step all hyperedges intersecting all
connected components of Lp contained in a single connected component of the entanglement relation.
It is straightforward to check that the adjusted Hypergraph Painting problem corresponds
again to the task of handling one bag in the tree decomposition of the input graph. To nish the
proof note that the minimum size of the cut we are looking for equals
min
:f1;:::;qg!f0;:::;bncg
xr;;;;
where r is the root of the tree decomposition, as long as the cut has size at most k.
7 Postponed proofs from Sections 2 and 3
Proof of Lemma 2.7. Our algorithm guesses, by trying all possibilities, two disjoint subsets X0;Y0 
A of q + 1 vertices each. Having xed X0 and Y0 we may, in O(k(n + m)) time by applying (k + 1)
rounds of Ford-Fulkerson algorithm, nd a minimum X0   Y0 separator in G, or conclude that its
size is larger than k. If a separator Z of size at most k exists, then obtain a separation (X0;Y 0)
as follows: set X0 \ Y 0 = Z, add connected components of G n Z intersecting X0 to X0 n Y 0, add
connected components intersecting Y0 to Y 0 n X0, and distribute all the other connected component
arbitrarily between X0 n Y 0 and Y 0 n X0. Observe that since jX0 \ Y 0j  k, jX0 n Y 0j  jX0j = q + 1,
and jY 0 n X0j  jY0j = q + 1, then separation (X0;Y 0) witnesses that A is (q;k)-breakable, and thus
can be output by the algorithm. If for none of the pairs (X0;Y0) admits a X0   Y0 separator of
size at most k, then we conclude that A is (q;k)-unbreakable.
It remains to argue that if A is (q;k)-breakable, then for some pair (X0;Y0) the minimum X0 Y0
separator has size at most k. Indeed, let (X;Y ) be any separation of order at most k witnessing
that A is (q;k)-breakable, and let X0  X n Y and Y0  Y n X be any subsets of size q + 1. Then
X \ Y is an X0   Y0 separator of size at most k.
Proof of Lemma 3.4. For any v 2 V , we use Lemma 2.4 to enumerate the set Zv of all important
v   S separators of size at most 3k. Recall that for any Z 2 Zv, the set RGnZ(v) is the vertex set
of the connected component of G n Z containing v. Dene Av = fRGnZ(v) : Z 2 Zvg and let Cv be
the set of inclusion-wise maximal elements of Av. By Lemma 3.3 we infer that if some chip C 2 Av
is not inclusion-wise maximal, then there exists C0 2 Av such that C ( C0. Therefore, we have that
C =
S
v2V (G) Cv.
As jZvj  43k for any v 2 V (G), the bound on jCj follows. For each v 2 V (G), the sets Zv, Av
and Cv can be computed in O(2O(k)(n+m)) time in a straightforward manner. The computation of
C =
S
v2V (G) Cv in O(2O(k)n(n + m)) time can be done by inserting all the elements of
S
v2V (G) Cv
into a prex tree (trie), each in O(n) time, and ignoring encountered duplicates.
Proof of Lemma 3.13. We prove the lemma by induction on jLj, with the following two base cases.
If L = V (G), clearly we may return L0 = L. In the second base case we assume that L is (2k;k)-
unbreakable in G, which can be checked in O(jLj4k+2k(n + m)) time using Lemma 2.7. Then for
each connected component D of G n L we have that NG(D)  L, and thus jNG(D)j  jLj and
NG(D) is also (2k;k)-unbreakable in G. Hence we can set L0 = L, and since jLj  2k + 1, we have
that jL0 n Lj  (jLj   2k   1)  k.
25Now let us assume that L is (2k;k)-breakable in G, and hence there exists a separation (X;Y ) of G
such that jX\Y j  k, j(XnY )\Lj > 2k and j(Y nX)\Lj > 2k, found by the algorithm of Lemma 2.7.
We use inductively Lemma 3.13 for the pair (G1 = G[X];L1 = (X \ L) [ (X \ Y )) and for the pair
(G2 = G[Y ];L2 = (Y \L)[(X\Y )), to obtain sets L0
1 and L0
2, respectively. Note here that jL1j;jL2j 
2k + 1 and jL1j;jL2j < jLj. Dene L0 = L0
1 [ L0
2. Each connected component D of G n L0 is either a
connected component of G1nL0
1 and is adjacent only to L0
1, or is a connected component of G2nL0
2 and
is adjacent only to L0
2. Assume without of loss of generality the rst case. By inductive assumption
we infer that jNG1(D)j  jL1j and NG1(D) is (2k;k)-unbreakable in G1, and since NG1(D) = NG(D),
jL1j < jLj, and G1 is a subgraph of G, then it follows that jNG(D)j  jLj and NG(D) is (2k;k)-
unbreakable in G. It remains to argue that the cardinality of L0 n L is not too large. Observe that
L0 n L  (L0
1 n L1) [ (L0
2 n L2) [ (X \ Y );
therefore, by induction we have
jL0 n Lj  (jL1j   2k   1)  k + (jL2j   2k   1)  k + k
 (jL1j + jL2j   4k   1)  k
 (jLj + 2jX \ Y j   4k   1)  k
 (jLj   2k   1)  k:
Let us now bound the running time of the recursion. Clearly, as the size of the set L decreases in the
recursive calls, the depth of the recursion is at most jLj. Moreover, note that any vertex may appear
in V (G)nL in at most one recursive call (G;L) at any xed level of the recursion tree. Hence, there
are at most jLjn recursive calls that do not correspond to the rst base case, and, consequently,
at most 2jLjn + 1 recursive calls in total. As each recursive call takes O(jLj4k+2k(n + m)) time,
the promised running time bound follows.
Proof of Theorem 3.14. We start by nding the set A by running the algorithm Theorem 3.8. Next,
for each connected component D of G n A using Lemma 2.7 we check whether N(D) is (2k;k)-
breakable in G. By Theorem 3.8, the cardinality of N(D) is bounded by , hence all tests take
total time O(4k+2knm) = O(2O(k2)nm) time. Note that if N(D) is (2k;k)-breakable in G, then in
particular jN(D)j > 2k, hence we can use Lemma 3.13 for the pair (G[N[D]];LD = N(D)); let L0
D
be the obtained set. As jLDj  , the algorithm of Lemma 3.13 runs in O(4k+3kjN[D]jm) time
for a xed component D, and total time taken by calls to Lemma 3.13 is:
X
D
O(4k+3k(jDj+jN(D)j)m)  O(4k+3km)
 
X
D
jDj +
X
D

!
= O(4k+4knm) = O(2O(k2)nm):
In the case when N(D) is (2k;k)-unbreakable, let LD = L0
D = N(D). Dene A0 = A [ (
S
D L0
D),
where the union is taken over all the connected components D of G n A.
Since S  A  A0, we have that S  A0, and, moreover, the property (d) follows directly from
property (d) of Theorem 3.8. Moreover, as jLDj   for each connected component D of G n A,
then by Lemma 3.13 for each connected component D0 of G n A0 we also have jNG(D0)j  . The
fact that NG(D0) is (2k;k)-unbreakable in G follows directly from Lemma 3.13. It remains to show
that A0 is (0;k)-unbreakable in G.
Consider any separation (X;Y ) of G of order at most k. By Theorem 3.8 the set A is (;k)-
unbreakable, hence either j(X n Y ) \ Aj   or j(Y n X) \ Aj  , and without loss of generality
assume the former. As (X;Y ) is an arbitrary separation of order at most k, to show that A0 is
(0;k)-unbreakable it suces to prove that j(X n Y ) \ (A0 n A)j  (
 +k
2

 k + k)  k.
26Note that A0nA 
S
D L0
DnLD. As for each D we have jL0
DnLDj  k by Lemma 3.13, to nish
the proof of Theorem 3.14 we are going to show that there are at most
 +k
2

k+k connected compo-
nents D of GnA such that D\(X nY ) 6= ; and L0
D 6= LD. As (X;Y ) is of order at most k, there are
at most k connected components D of G n A intersecting X \ Y . Hence we restrict our attention to
connected components D of GnA, such that D  XnY , which in turn implies N(D)  A\X. Recall
that if L0
D 6= LD for such a connected component D, then N(D) is (2k;k)-breakable in G, and hence
there exist two vertices va;vb 2 N(D)  A\X, such that the minimum vertex cut separating va and
vb in G is at most k. However, such a pair of vertices va;vb may be simultaneously contained in neigh-
bourhoods of at most k connected components D, since each component D adjacent both to va and
to vb contributes with at least one path between them. As jA\Xj   +k, the theorem follows.
8 Conclusions
In this paper we have settled the parameterized complexity of Minimum Bisection. Our algorithm
also works in the more general setting when the edges are weighted, when the vertex set is to be
partitioned into a constant number of parts rather than only two, and when the cardinality of each
of the parts is given as input.
The core component of our algorithm is a new decomposition theorem for general graphs. Intu-
itively, we show that it is possible to partition any graph in a tree-like manner using small separators
so that each of the resulting pieces cannot be broken any further. This uncovered structure is very
natural in the context of cut-problems, and we strongly believe that our decomposition theorem
will nd many further algorithmic applications.
Having settled the parameterized complexity of Minimum Bisection it is natural to ask whether
the problem also admits a polynomial kernel, i.e. a polynomial-time preprocessing algorithm that
would reduce the size of the input graph to some polynomial of the budget k. This question, however,
has been already resolved by van Bevern et al. [27], who showed that Minimum Bisection does
not admit a polynomial kernel unless coNP  NP=poly. We conclude with a few intriguing open
questions.
(a) Can the running time of our algorithm be improved? In particular, does there exist an algorithm
for Minimum Bisection with running time 2O(k)nO(1), that is with linear dependence on the
parameter in the exponent?
(b) The running time dependence of our algorithm on the input size is roughly cubic. Is it possible
to obtain a xed-parameter tractable algorithm with quadratic, or even nearly-linear running
time dependence on input size? Note that the best known algorithm for graphs of bounded
treewidth has quadratic dependence on the input size [17].
(c) Are the parameters in the decomposition theorem tight? For example, is it possible to lower
the adhesion size from 2O(k) to polynomial in k? Similarly, can one make the bags (kO(1);k)-
unbreakable rather than (2O(k);k)-unbreakable? Is it possible to achieve both simultaneously?
We remark that if the latter question has a positive answer, this would improve the parameter
dependence in the running time of our algorithm for Minimum Bisection to kO(k).
(d) Is it possible to compute our decomposition faster, say in 2O(k logk)nO(1) or even in 2O(k)nO(1)
time? Currently the main bottleneck is the very simple Lemma 2.7, which we are unable to
speed up.
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