The coefficient of permeability (k value) is an important parameter in civil engineering practice, in hydrology and hydrogeology. It can be determined by field test or by means of laboratory testing. The goal of this paper is to assess this parameter by creating a laboratory model and by validating its results using finite element computer code. The model tests provide that can be applied for estimating permeability of different soils. In a physical model medium-grained sand was tested in the laboratory, for understanding the effects of different flow rates on the validation of the measurement result, the numerical simulation of the physical model was constructed using FEFLOW. Two model variants were developed and both variants were calibrated and validated. Subsequently, the results were converted to real variables based on the model laws. The physical model provides the flow rate of the well in mediumgrained sand with sufficient accuracy if the real size of the drawdown is between 0,5 and 1,7 m.
Introduction
In Hungary, there are no standards and technical guidelines for pumping tests used in the construction industry. The European standard EN ISO 22282 [1] is available but has not been implemented in practice. Due to a high number of field investigations, it has been found that the permeability of a site can be determined more expertly and cheaper if the adequate geological and geotechnical knowledge is available. The essence of the geotechnical practice is that the soil or rock samples are subjected to laboratory tests. Part of these investigations are suitable for determining the permeability coefficient (k value), e.g. in granular soils by examining the grain distribution and by the Darcy test, however, these are disturbed samples. In the field, the best in situ test for determining the k value is the pumping test. In order to fully understand this experiment, our sand model was built with the aim of not only determining the permeability of a particular soil layer but recognizing the applicability and limitations of this method. Based on this, guidelines for practitioners can be provided even in the case of a few initial data. Simultaneously with the model tests, these were supported by numerical modeling and validated.
Physical models were used in many cases until the 1980s [2] to measure the characteristics of the investigated seepage flow or at least to determine some parameters of the flow describing relationships.
From the 1980s, sand models [3] were increasingly replaced by numerical models, but the former are still used today. With the help of sand models, the following questions and thus types of groundwater flow are usually investigated:
• Inflow to a well [4] [5] [6] • Drawdown of groundwater for foundation pit drainage [7] • Seepage through and beneath the dam embankments of barrages and protective dikes or sheet piling [8] .
• Investigation of density flows [9] [10] . Physical and numerical models were also used to observed seepage flow in fractured rocks, not just in porous media [11] [12] [13] .
First, the model laws for physical sand models based on the work of [14] and [15] are summarized and briefly described.
It will then be presented by which accuracy the results of the physical model and the numerical modeling are assignable to each other. It is also discussed in which area the transfer of model results to real sizes can be used in practice.
Model laws for hydraulic models
A hydraulic model is a scale representation of the flow space in which the hydrodynamic process is investigated.
Three prerequisites must be met for complete hydromechanical similarity: geometric similarity, kinematic similarity, and dynamic similarity. Accordingly, three conversion factors can be defined between the prototype and the model. These are the length scale λ.
l -length in the prototype, l ' -length in the model, the time scale τ t t const '
t -time in the prototype, t ' -time in the model, as well as the force scale π
F -force in the prototype, F ' -force in the model. The most important forces acting within the flow field are gravity (G), internal friction (R) and inertia (T). Even in the case of other hydrodynamic processes, these forces are considered dominant effects. Three forces provide three equations expressing the relationship of the forces corresponding within the two connected systems [14] .
The most common case is when the two liquids (mostly water) are the same. If the differences in density and viscosity caused by the possible temperature difference are neglected, the equations provide the following conditions for the relationship between the three model scales λ, τ and π, assuming that only the mentioned three forces are dominant in the system:
The solution of this system of equations provides the simplified result: λ = τ = π = 1 (7) which states that in the case where the same fluid is used both in the prototype and in the model and three or more dominating forces occur whose effect can not be neglected, the full hydromechanical similarity can only be achieved if the geometric extents of the two systems and of course the corresponding time periods and the related forces are also the same.
The use of small scale models using the same liquid is limited to the case where the influence of only two forces is dominant in the system and therefore the impact of others can be neglected or their effect can be considered in a special way.
The similarity secured by the consideration of only two main forces is considered to be partial mechanical similarity, and the well-known model laws always provide the relationship between λ, τ and π [15] .
The Mosonyi-Kovács number
If only two main forces are dominant, two conditions from Eqs. (4) to (6) must be considered simultaneously. One of the basic scales can be arbitrarily selected (mainly that of length, λ) and the other two can be calculated as a function of it. Knowing this relationship, the scale of the other characteristic quantities can be expressed as a function of the value λ .
On the basis of the dynamic analysis of the seepage process, it is well known that the dominant role of gravity and friction in laminar seepage is characteristic. The theoretical derivation of the Darcy Law is also based on this hypothesis. The dimensionless number, which is the quotient of friction and gravity, is the Mosonyi-Kovács number MK [15] [16] :
v and v'-seepage velocity in the prototype and in the model, υ -kinematic viscosity; l and l ' characteristic length (pore diameter) in the prototype and in the model, g -acceleration of gravity.
When examining this type of motion, the relationship between the basic scales can be expressed by the following formula:
and .
In view of the analysis of the model laws, it can be stated that the practically realisable mechanical similarity in two geometrically similar seepage spaces is ensured when the Mosonyi-Kovács number calculated from the corresponding data of the two systems is constant. In this case, all sizes of the two systems, not only the lengths of the dimensions but also the grain sizes are proportional to each other, that is, λ is constant for each size.
Geometrically distorted sand models
As explained in the previous chapter, only a partial mechanical similarity between the prototype and the hydraulic model can be achieved. The process on a small scale may differ significantly from the original system if the effect of the disregarded forces cannot be neglected. Therefore, the features calculated from the data observed in the model may differ from the actual parameters. It is obvious that better results can be achieved if the size of the model is closer to that of the prototype because in this case the effects of the neglected forces in both systems become more and more similar. This phenomenon is called scale effect. If the model size moves in the other direction as the ratio of the corresponding geometric parameters increases, then the differences caused by the change in the neglected forces become larger and larger. There is a certain limit and if the model is scaled down below, the data measured in the small-scale model can not be used to determine the actual parameters because of the uncertainties arising from the different effects of the neglected forces. It is therefore necessary to add another limit to the previous one when investigating the seepage flow using a small scale sand model.
To ensure the geometric similarity, each size of the prototype must be reduced in the same proportion as for the length scale determined. This proportionality should also be ensured between the grain sizes of the two systems. It is obvious that the reduction of the grain size of the soil matrix used in the model below a certain limit is physically impossible. The high proportion of colloid particles can cause the change in the physical character of the seepage process [15] .
If the existing construction requires a smaller model than that given by one of the limits, the general process is to distort one or more geometric parameters. In sand models, the geometry of the boundary conditions of the flow space is always proportionally reduced, but the grain size is distorted by the use of coarser particles than these, which would be necessary based on geometrical similarity. This is the usual practice of filling up the flow space of the sand model with the same material as that of the prototype. To use the original porous medium in the model is a special case of distorted model if the scale of the grain size is equal to the unit (λ D = 1).
Physical model 5.1 Determination of the model geometry
The physical model was created in the laboratory taking into account the model laws discussed in the previous chapters. At first it was necessary to define the geometric parameters. Pumping tests cause a cylindrically symmetric flow in a homogeneous medium, so the model should be created with the outline of a circle.
Determining the actual expansion of the cone of depression in nature is difficult for both technical and theoretical reasons. The cone of depression can vary in several orders of magnitude, depending on whether the pumping test is carried out in fine-grained or coarse-grained soils. For this reason, the geometric dimensions were determined not by the cone of depression, but by the diameter of the well and the drawdown in the well.
The geometrical model scale and thus the model dimensions were finally determined with regard to the manageability of the model in the laboratory. The starting point was a conventional filter tube diameter of 160 mm, a drawdown of up to 2 m and a thickness of the aquifer of 12 m. These geometric parameters give the following dimensions in the model for a chosen scale of λ = 16: filter pipe diameter 10 mm, expected drawdown to 12.5 cm and a thickness of 75 cm. When choosing the length scale, the realization of the well in the model was crucial. A minimum diameter of the delivery well of 10 mm was required in order to be able to pump out the corresponding quantities from the model. The well was initially fully penetrated. After determining the geometrical model scale, the conversion factors of the other physical quantities were determined according to the model law of Mosonyi-Kovács (Table 1) , whereby in the realized model the conversion factors of a distorted model were used.
At a distance of 7 cm from the well (piezometer P1), the condition Re < 1 is fulfilled, so that the seepage flow is laminar.
Setup of the physical model
The physical model ( In our model, it is allowed to use the shape of a quarter-circle sector because previous studies [17] [18] have shown that the shape of the model does not distort the results of the investigations. Previous studies have also shown that the physical model is suitable for determining the permeability coefficient, since the values obtained correspond to those in the literature. In these measurements, the detection of the drawdown curves was registered by means of 10 piezometers set up on the base plate. The intake of the water into the model space was carried out by a weir overflow and the outflow was regulated by a pump. The recharge area was separated from the sandfilled model domain by a geotextile screened grid.
During the investigations several problems came to light. With the pumping wells used at the beginning of the model tests (diameter 10 mm), the required drawdown could not be produced, so it was exchanged for one with a diameter of 17 mm. The well was also surrounded with geotextile. The constant and long-term pumping with the selected pump could not initially be ensured.
Due to the difficulties [19] , changes were made to the model. Weir overflows were used not only in the inlet area but also at the extraction. The drawdown was caused by the difference in height of the water levels of the weir overflows. Thus, the uniform extraction was ensured. To read off the pressure in the well an outlet for a piezometer was created. The number of piezometers has been increased from ten to thirty. The piezometers were 5 cm long, geotextile-coated perforated metal pipes.
Of the newly installed piezometers, 15 were located on the side wall of the model near the pumping well, in three columns at a distance of 5 cm from each other. In this way, detailed information about the pressure conditions in the immediate vicinity of the well can be recorded. Another five piezometers were also connected one below the other between the side wall and the symmetry axis of the model at a distance of 73 cm from the well. Here, five piezometers were placed on the plexi-wall of the model at a distance of 15, 20, 30, 45 and 70 cm from the well. The observation wells were perforated and geotextile-clad tubes to avoid the wash-in of the fine fraction. These observation wells acted as linear observation wells. The exact position of the piezometers and the observation wells are shown in Fig. 2. 
Execution of the model experiments
The soil examined in the model space corresponds to medium sand according to its grain distribution line. The largest grain diameter of the sand is d max = 1 mm, its modal value amounts to d Mo = 0.25 mm.
The soil used in the model is not an in-situ sediment. The reason for this is that in order to investigate the process of the pumping test and the applicability of the physical model, it was first necessary to have a completely homogeneous, well compacted soil. Thus, the measurement results influencing effect of heterogeneity existing in in-situ soil samples can be minimized. Our method had to be verified for a simple soil in order to be able to examine composite soil profiles.
The compaction of the soil was done manually with the aim of uniformity, although a perfectly homogeneous sample cannot be made. The saturation of the soil was carried out several times, with the minimization or complete removal of the air bubbles was sought.
Klotz [20] showed that the existence of air bubbles can cause a deviation of about 30 % in permeability. The permeability coefficients determined by Klotz stabilized after about 1.5 months. In our experiments, about 4 months passed between the last saturation and the measurements. Thus, it can be assumed that air bubbles removable at atmospheric pressure have already been expelled from the system.
In the model, a flow of water was created with the help of two weir overflows positioned at different heights. The water flows into the recharge area of the model via the weir at the inlet. The recharge area forms the zone between the geotextile-clad metal grid and the model bounding arched plate and at the same time acts as the boundary condition of the model. This ensured that the water penetrates the soil uniformly and with constant pressure along the edge of the model. Before the investigations, the soil was saturated, so that the air bubbles completely removed from the model. After the setting of the weir overflow levels, a steady state flow occurred in about 30 minutes. Subsequently, the reading of the pressure levels at the piezometer harp and the water level in the observation wells were started. After reading the pressure levels, the flow of the pumping well was measured three times by means of a stopwatch and measuring cylinder and an average value was calculated. After completion of the measurements, the model for the next experiment was prepared by changing the water level of the weir overflow at the inlet and/ or outlet side and waiting again for the steady state. The model has no heat insulation. The temperature difference between the water fed from the water pipe and the water leaving the model was not registered or neglected. 
Evaluation of the measurement results according to Dupuit
The permeability coefficients were calculated from the measured data using the Dupuit formula [15] . The method of Dupuit assumes that the streamlines can be considered horizontal and the vertical component of the velocity vectors can be neglected [15] . The permeability coefficient for the overall model was determined as the mean of the values calculated for the pairs of observation wells. Finally, 15 measurements were averaged and a plausible permeability coefficient of 2.93 × 10 -4 m/s was determined for the medium sand.
FE model setup in Feflow and calibration
The model area of the shape of a quarter-circle could be completely covered with the triangular elements used in Feflow [21] [22] . The refining of the triangular mesh was reduced radially from the well to allow the drawdown process to be simulated accurately enough in the vicinity of the well. The edge length of the triangular elements in the vicinity of the well was 1 mm, while in the region of the recharge (on the circular arc) it was defined as 2 cm.
The distance between the vertically mounted piezometers is 10 cm in the physical model. The vertical element density of the numerical model was chosen at half of this interval. In the numerical model 10 model layers with 5 cm thickness each were defined. Furthermore, 30 piezometers and 5 observation wells were set as observation points in the model. The water level of the recharge area was defined as fix potential on the cylinder jacket. The well was not defined as an extraction, but with its lowered, steady state water level as a fix potential as well.
The initial value of the permeability coefficient for calibration was the mean value of 2.93 × 10 -4 m/s obtained by the Dupuit method. With the initial permeability value no satisfactory results could be achieved. The subsequent calibration of the permeability was carried out taking into account -4 m/s in the overall model, a mean absolute error of 4.55 mm is calculated (Fig. 3) .
According to the theory of Dupuit his formula can be used if the produced drawdown is not significant. In our case, there was a considerable drawdown in comparison with the model dimensions, so that the Dupuit theory in the immediate vicinity of the well is no longer valid. In Fig. 3 it can be seen that with increasing distance from the well, where the drawdown becomes negligible compared to the model dimensions, the points have better fitting. So in the homogeneously assumed model, the angular difference between the straight line defined by the measured hydraulic heads and the calibration line remained the same and the larger deviation occurred towards the well.
9 Analysis of the permeability coefficient distribution 9.1 Model variant A In the previous chapter it was shown that the soil sample characterizes a certain inhomogeneity both vertically and horizontally, the extent of which increases in the vicinity of the well.
Since the main aim of the experiments was to investigate the pumping test as a process in the physical model, the aim was to calibrate the numerical model with the smallest possible absolute deviation (≈ 1 mm). For this, the permeability coefficient had to be modified.
To simulate inhomogeneity, the model was divided into several zones to simulate the water level as accurately as possible. When selecting the zone boundaries, the main aspect was to assign the individual piezometers independent subareas. In addition, the area around the well which is most affected by the erosion was treated independently of the piezometers. Because of these aspects, a zone system has been set up. Its detailed parameters are the following:
• The implementation of the well was performed in the numerical model with the geometry given above (fully penetrated, d = 1.7 cm). The elements in the well were handled extra and their entirety was defined as the well zone.
• A skin zone with a radial extension of 4 mm was established around the well. This corresponds approximately to the strength of the geotextile surrounding the well. The skin zone thus surrounds the well vertically in the entire model thickness.
• Zone I comprises a hollow cylinder sector between skin zone and the radius of 5 cm. It goes through the entire model thickness and does not contain any piezometers.
• Zone II comprises a hollow cylinder sector with radii of 5 and 10 cm. The piezometers 1 and 11 to 15 are located in this zone.
• Zone III comprises a hollow cylinder sector with radii of 10 and 15 cm. The piezometers 2 and 16 to 20 are located in this zone.
• Zone IV comprises a hollow cylinder sector with radii of 15 and 20 cm. The piezometers 3 and 21 to 25 are located in this zone.
• Zone V comprises a hollow cylinder sector with radii of 20 and 128 cm. Zones II to V were divided vertically into 10 equal areas (Fig. 2) .
The well zone and the skin zone as well as zone I were not vertically structured. It was assumed that the washout of the fine particles in the immediate vicinity of the well took place in its entire vertical length. Since each of the zones II to IV contains superimposed piezometer, which are affected with different errors (Fig. 3) , these zones were also divided vertically (10 × 5 cm).
From the above, it is apparent that the model was divided into a total of 43 zones. The 43 zones may appear as a high number, but it should be noted that 33 out of 43 zones make up only 2.5 % of the model volume (within a radius of 20 cm). The high resolution around the well was considered necessary to accurately approximate the water level, flow pattern and permeability coefficient as much as possible.
The permeability coefficients of the individual zones are shown in Tab. 2. It has been assumed that the washout of the fine grains takes place most strongly in the zone I closest to the well. Therefore, it was noted that the permeability coefficient of the zone I is always greater than that of the more remote zones. During calibration, the mean absolute error was reduced to 1.4 mm (Fig. 4) . The goal was to reduce this deviation to about 1 mm. However, since this would have been associated with the introduction of additional zones, the compromise was reached to accept the achieved accuracy of 1.4 mm and to waive further zones.
Horizontally and vertically segmented model 10.1 Model variant B
When calibrating the model variant A, the main objective was to replicate the drawdown curve in the entire radial extent of the model more accurately. This was achieved at the expense of a detailed zoning of the model. The physical model will also be used to study the cone of depression and to more accurately capture the drawdown curve in different soils. Based on this consideration, it was decided to create a model variant that only takes into account the 10 piezometers on the bottom plate, since in this case the aim was not to examine the immediate vicinity of the well. Consequently, in this case it is sufficient to use a numerical model with significantly fewer parameters.
Horizontally, only three zones were defined, passing through the ten model layers. The skin zone and zone I were preserved around the well. The third zone is the remaining model area (former zones II to V), which represents 99.8 % of the model. Thus, a relatively simple and much more homogeneous model variant was defined as A. This model variant could be calibrated to the measured values of the piezometers 1 to 35 with an absolute average deviation of 2.8 mm, to those of the piezometers 1 to 10 with a deviation of 1.4 mm.
As described above, the simultaneous and very accurate calibration of both the well-near and well-remote piezometers is extremely difficult and almost impossible assuming homogeneous sand.
In this model variant, the calibration was focused on the piezometers 2 to 7. In this model variant, a mean absolute error of 0.65 mm could be achieved with regard to these piezometers (Fig. 5) . Table 2 summarizes the permeability coefficients of the individual zones in the model variants A and B. In the variant A, the model layers are denoted by L1 to L10.
Distribution of the permeability coefficient in the FE model variants
Based on the values given in Tab. 2, the mean value weighted by the volumes of the zones can be calculated for the model variant A as 2.34 × 10 -4 m/s and for the model variant B as 2.46 × 10 -4 m/s. Thus, considering the overall model, the deviation between the permeability coefficients of the two model variants is minimal despite the fact that Fig. 6 shows the water levels and potential lines calculated in the model variant A. The potential surfaces are cylindrically symmetric towards the model boundary, whereas in the direction of the well they are more distorted. The reason for this is that near the well, the zones of varying permeability become increasingly denser, as shown in Table 2 . Fig. 7 shows the water levels and potential lines calculated in the model version B, whereby it is obvious that the potential lines in the entire model can be regarded as vertical, with the exception of the area close to the well. This is due to the fact that this model variant is much more homogeneous and a permeability change takes place only in the vicinity of the well.
Water levels in the calibrated model variants

Validation of the model variants and limitations of the applicability of the physical model
For both variant A and B, data from a further 14 measurements were used to verify the accuracy of the calibration. Table 3 and 4 present the key figures of the validation for the model variants A and B.
The correctness of the validation can be evaluated with three coefficients. Either the absolute mean deviation of the piezometers or the deviation between the flow rates or the ratio between the drawdown curve and the piezometer error can be considered. This is necessary to determine in which interval the physical model provides reliable results in terms of the drawdown. If the maximum deviations of the piezometers are compared, the model variant A with 3.8 mm (Table 3 ) has a larger maximum than the model variant B with 2.3 mm (Table 4) . Furthermore, the lower ratio results in at the same piezometer deviations and at the greater drawdown. The deviation between the flow rates measured in the physical model and those calculated in the numerical model is an important indication in the evaluation of the model results. Looking closely at these coefficients, it is possible to determine in which ranges the physical model provides reliable results.
After evaluating the data given in Tab. 3, two categories can be defined depending on how large the ratio between the piezometer deviation and the drawdown and that between the flow rates. Both categories have been assigned to a drawdown range, in which the findings made here are valid. These categories are "unusable" and "reliable".
If the rounded values of the two coefficients in both model variants exceed 5 %, the results supplied by the physical model are considered unusable in this drawdown range. This criterion applies to the model variant A for the measurements A-V11, A-V12, A-V13 and A-V14 (Table  3) as well as the model variant B for the measurements B-V11, B-V12, B-V13 and B-V14 (Table 4) .
Consequently, if the drawdown remains below 50 mm, the results are unacceptable. The larger deviations may result from the laboratory measurements being subject to a small but constant error, which appears more pronounced for smaller drawdown and flow rates. It is also conceivable that the conditions that provide the similarity of the investigated process are violated by the scale effect at such small potential differences.
Based on the other data in Tables 3 and 4 , it can be seen that the physical model provides acceptable results in the drawdown interval between 50 and 181 mm.
Conversion of the model tests results to real sizes
As explained above, the well diameter in the original model had to be increased from 10 mm to 17 mm. As a result, the model scale changed from λ = 16 to λ = 9.4.
By applying the length scale λ = 9.4, the drawdown and flow rate quantities obtained in the physical model can be converted into real variables occurring in nature (prototype). Table 5 summarizes the quantities obtained in the physical and numerical model and the converted ones. The calculation of the real variables such as drawdown and flow rate took place according to the model laws (Tab. 1).
The drawdown measured in the physical model is to be multiplied by λ, the flow rate measured by λ 2 to obtain the field quantities [16] . Furthermore, it should be noted that the physical model has the shape of a quarter-cylinder, therefore, the flow rates measured in the model have to be multiplied by 4 [18] .
If the mean absolute error of the piezometers in the numerical model is multiplied by λ, the accuracy of the drawdown in the field scale is calculated. The accuracy of the flow rates was calculated so that the flow rates determined for the real quantities were multiplied by the errors obtained in the numerical model variants. The error of water levels and flow rates can have a positive or negative sign, thus the physical model under-or overestimates the exact values with the values given in Table 4 . Neither the accuracy of the flow rates nor those of the water levels is dependent on the drawdown. So when the drawdown increases, it does not necessarily follow that the error of the flow rate or the water levels also increases.
As noted in Table 3 and 4, the model does not provide reliable results when the drawdown is below 50 mm in the physical model. If this value is multiplied by λ = 9.4, the result is 470 mm. In practice, it can be stated that the model can be used for drawdown over approx. 0.5 m.
The water levels calculated in model A are less accurate than those of model B. During calibration, however, the difference between the mean absolute errors was twice as large because of the different number of piezometers. Since the model A describes in more detail and with greater accuracy the water level and the distribution of the permeability coefficients, the flow rates obtained with it can be considered more accurate.
The flow rate values converted into real sizes shown in Table 5 were also checked analytically. Using the measurements of the observation wells, the flow rates were calculated according to the Dupuit method. For permeability coefficient, the value calibrated in model B was assumed to be 2.46 × 10 -4 m/s, because this model can be regarded as homogeneous. The results are summarized in Table  6 . The flow rate values of the physical model, which are based on a quarter-cylinder, were converted to the total cylinder with the multiplier 4 in order to be able to compare them with the values calculated on the basis of the Dupuit formula. Subsequently, both the analytically calculated values (Q a ) and the values measured in the physical model (Q m ) were multiplied by the conversion factor λ 2 .
From these flow rates, the ratio Q a /Q m was determined, the average value was 0.90. This goodness of agreement between the two methods is found to be acceptable. However, e.g. in the case of dewatering of foundation pits, where the most accurate estimation of the discharge quantity is the primary task for the most economical design, a deviation of 10 % represents a significant additional cost. With the calibrated and validated numerical models of different numbers of parameters (A and B), the measurements in the physical model were verified and almost identical permeability coefficients were obtained.
Results and conclusions
Our physical model was validated by two model variants implemented in the FE software Feflow. In the model variant A, the water level and the flow conditions in the entire model domain, but in the immediate vicinity of the well were described with the greatest accuracy. In the model variant B the spreading of the drawdown in the well was examined. In that case, the immediate environment of the well should not be described, so the number of parameters to be calibrated has been reduced.
For both model variants, the total permeability coefficient of the soil was calculated based on the total model volume, weighted with the volumes of the individual zones. Between the permeability coefficients of the two model variants, a minimal deviation was obtained. Therefore, it can be stated that the model with a lower number of parameters is sufficient for determining the permeability coefficient of the entire model.
The potential lines of the model variants point towards the well an increasing deviation. The reason for this is the difference in the distribution of the permeability coefficient. So the difference in the flow pattern becomes apparent when the permeability in the well-near area is defined more precisely. Thus, to describe the immediate environment of the well, the higher number of parameters and a complex model is required.
Both model variants were validated with further independent measurements and then the results were converted into field quantities according to the model laws. From the results, it can be seen that the experiments performed in the physical model provide the well discharge in the medium sand with acceptable accuracy when the real drawdown varies between 0.5 and 1.7 meters.
The discharges converted to real quantities were also analytically tested on the basis of the model B. The mean of the deviations between the numerical and analytical methods is 10 %. Accordance at this level is considered acceptable. Since the solution to a pit drainage problem is the more economical the more accurately the discharge can be estimated. In this case, a deviation of 10 % of the discharges can also represent significant additional costs. With the models of different parameter numbers A and B, the measurements of the physical model were validated and almost identical permeability coefficients obtained.
Based on the investigations, it can be seen that the distorted physical model is suitable for studying the pumping process in a particular soil, whereby the lowered water level, the distribution of the permeability coefficient and the cone of depression can be analysed at different drawdown and flow rates. The measurement results of the physical model can be converted to real quantities, which can provide an alternative way of approaching the field studies.
Measurements in the physical model can help in the planning phase with excavation pit dewatering and the utilisation of groundwater bodies. Recommendations may be given based on the estimate of the cone of depression for the optimal number and location of the observation wells. A good approximation for the pretest can be obtained to determine the maximum flow of the pumping test. Due to the cone of depression in the physical model can be closed to the stationary water level of the well in the field, so the time required for the pumping test can also be estimated.
The investigations in the physical model should be extended with other types of soil. It is intended to investigate not only granular but also cohesive as well as layered soils. Of particular interest are the lowering conditions around partially penetrated wells. Experience has shown that testing the measurement results in a numerical model is indispensable. Therefore, with whatever configuration the experiments are continued, the numerical simulation of the model tests is made at the same time.
