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Abstract
IEEE 802.11 specifies a standard for physical and MAC layers of wireless local
area networks (LAN). In this thesis, the bandwidth of an 802.11 WLAN, defined
as the aggregated saturated throughput of the network, with both request-to-
send/c1ear-to-send (RTS/CTS) access method and the basic method is studied. A
theoretical model for calculating bandwidth from signal-to-noise-ratio (SNR) is
proposed and is evaluated by both simulations and experiments. The result shows
that the model is very accurate in measuring or predicting the dynamical
bandwidth of the 802.11 wireless LAN when the SNR is higher than 23dB.
Keywords: Bandwidth measurement, IEEE 802.11, SNR, Error rate, RTS/CTS
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1 Introduction
1.1 Background
With the development of technologies in wireless data communication networks,
wireless products and wireless applications have become very popular in the market in
recent years. One of the most favorable applications is the wireless local area network
(LAN), or wireless LAN (WLAN). A wireless link is usually regarded as "the last
mile" of the network since it's often used to connect wireless terminals to the wired
network. There are a number of metrics that are frequently utilized in the evaluation of
the performance of the WLAN, such as the capacity, bandwidth, error rate, latency,
and etc.. This thesis focuses on the measurement of the bandwidth of the WLAN with
the employment of signal to noise ratio (SNR) information that is directly drawn from
the network device. The model proposed here is an effective, accurate, non-intrusive
model.
In this thesis, the bandwidth of a WLAN is defined as the aggregated saturated
throughput of the wireless network. By throughput, it means the number of bits per
second that are transferred across the network over the Media Access Control (MAC)
layer as defined by the International Organization for Standardization (ISO) Open
Systems Interconnection (OSI) basic reference model. The capacity of a channel is
usually referred to as the maximum data rate that the physical wireless channel is able
to transmit, which is related to the physical property of the hardware.
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1.2 CSMAlCA protocol
For wireless channels, media sharing is always a major concern. How the media is
allocated for multiple users is a crucial problem. IEEE 802.11 standard is a set of
specifications for the WLAN MAC and physical layers that solve the media-sharing
problem. In IEEE 802.11 standard [28], the carrier sense multiple access with collision
avoidance (CSMAlCA) protocol sets the rules for multiple stations (STAs) accessing a
medium, and thus accomplishes the distributed coordination function (DCF).
Two mechanisms are employed in CSMAICA. The basic medium access protocol
allows for automatic media sharing between physical layers by the use of CSMAICA
and a random backoff time after a busy medium condition. It is illustrated in Fig. 1.
DIFS
STA1
STA2
STA3
~
~ ~
I--- I/~~Ck-OffWndow / Back-off WndowData Data
~ EIFS
SIFS
ACK
DIFS I/B~Ck-Off Wndow Data I 1/Back-off Wndow
, ~ , ,
~ Back-off ~ ~ EIFS
~
Defer Access CollisionAfter Defer
Fig. 1 Basic access method in IEEE 802.11 WLAN
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A STA should respond with an acknowledgement (ACK) after a short interframe
space (SIFS) upon receiving the data. A DCF interframe space (DIFS) shall be used
after each successful transmission. An extended interframe space (EIFS) shall be used
after a collision. If the medium is sensed busy, a random backoff window is needed
before the STA attempts to transmit a frame. The backoff time is the slot time
multiplied by a random number between zero and the size of the contention window
(CW). The CW is set to CWmin for the initial transmission. For each retransmission,
the CW is doubled until it reaches CWmax.
For long packets, which refer to the packets of length longer than RTS threshold, the
virtual carrier-sense mechanism is employed to reduce the probability of collision.
This is achieved by using network allocation vector (NAV). Each STA maintains its
NAV that predicts the future traffic on the medium based on the RTS and CTS frames
exchanged prior to the actual data packet frame transmission. The RTS/CTS frames
contain the duration information, i.e.,. the time it reserves for finishing the transmission.
Each STA receiving the RTS/CTS frames should set its NAV as announced by the
RTS/CTS frames if its current NAV is less than that value. The NAV should be
decreased as long as the medium is sensed busy. The STA will not try to transmit a
packet when NAV is greater than zero, thus the collision probability is reduced. Fig. 2
is an example of a successful transmission of a data frame (image from [28]).
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1.3 Previous research work
1.3.1 Existing bandwidth measurement tools
There exist several different techniques and thus a number of tools for measuring or
predicting the bandwidth of computer networks [2].
Based on earlier network performance analysis methods and tools including Bing [3],
Transfer Control Protocol (TCP) tuning, Simple Network Management Protocol
(SNMP), and tracerout [25], Jacobson developed Pathchar to infer the individual link
characteristics including link bandwidth [13]. Pathchar detects the link characteristics
based on the time-to-live (TTL) information in the Internet Protocol (IP) packets and
round trip time (RTT) of the packets sent by a host. The host sends out a series of
probes of varying packet sizes and varying TTL values. The path bandwidth is a result
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of the statistical analysis of these measurements. Although good as a testing tool,
Pathchar is not good enough for detecting bandwidth constantly and regularly since it
takes a long time and consumes a lot of network bandwidth for a single bandwidth
measurement.
Several variations of Pathchar were then developed to offer a better performance. For
example, Downey evaluated Pathchar in [8] and proposed an adaptive data collection
technique to dynamically determine the number of probes needed to achieve an
accurate estimation of bandwidth. Based on Pathchar, Clink [7] was implemented with
this technique. The number of measurements was greatly reduced and thus the result
came out more quickly.
Another technique for end-to-end link measurement is the packet pair algorithm. The
basic idea is that if two packets are queued back-to-back at the source of the link, they
should exit the link with a certain time difference, which is the size of the second
packet over the bottleneck bandwidth of the link. Lai and Baker studied various
techniques for measuring bandwidth in [14] and developed Nettimer [15] based on
packet pair algorithm and filtering techniques.
Inspired by the packet pair algorithm, Dovrolis, Ramanatham and Moore have
designed a new method that analyzes packet dispersion mode in [9]. They
demonstrated that the distribution of the packet pairs or packet trains dispersion has
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multiple modes and they derived a two end-point methodology that requires both
source and sink running the program. The tool they developed, Pathrate, runs in two
phases. In the first phase, packet pair probing phase explores all the local modes of
bandwidth distribution by a large number of packet pair experiments; in the second
phase, packet train probing phase estimates the bandwidth by selecting the bandwidth
of the strongest local mode that is greater than the asymptotic dispersion rate (ADR).
Pathrate is proved to be robust against cross traffic in simulations and experiments
carried out by the authors.
With so many different measurement tools in hand, we are still not satisfied. All ofthe
tools mentioned above are intrusive to the network, which means that they use the
bandwidth in a degree that is not negligible, usually they saturate the bandwidth, or,
the tools consume a large amount of time to achieve a good result. Furthermore, those
methods have not been tested on the wireless links. They might not be suitable to
wireless links because most of the tools have measurement latency of seconds or
minutes, while the wireless links are very vulnerable to the environment factors and
the bandwidth could change greatly within seconds. The bandwidth of a wireless link
varies with different locations of the mobile devices, the travel speed of the mobile
device, the environment noise level, and etc.. Our goal is to find a method to measure
the wireless link bandwidth accurately, quickly, while non-intrusively.
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1.3.2 IEEE 802.11 wireless LAN capacity analysis
Analysis on the capacity of the IEEE 802.11 WLAN has been done by many
researchers.
The capacity of IEEE 802.11 WLAN with basic access method has been analyzed in
[5]. The capacity of the network with a single active node and that with multiple active
stations are derived, where active means that the stations are always ready to begin
transmission. Then a theoretical upper bound of the protocol capacity was found. But
the RTS/CTS access mode was not studied in their model.
In [4], Bianchi has proposed a model that applies to both basic access method and
RTS/CTS method. It computes the saturation throughput performance in the presence
of a finite number of terminals based on the approximation that the collision
probability of a packet is independent of the backoff stage of the station, or the
number of retransmission times due to collisions. With this approximation, the two
dimensional process of the station backoff stage and the size of backoff window can
be viewed as a discrete-time Markov chain. The model is built on the assumption of
ideal channel conditions - with no hidden terminals and no capture. The saturated
throughput S is expressed as
s = PsE[P]
E[lfI] +PsTs +(1- Ps)Tc
where E[P] is the average packet length, Ps is the probability of a transmission being
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successful, Ts is the average time the channel is sensed busy due to a successful
transmission, Tc is the average time the channel is sensed busy due to collision, and
E[ If] is the average number of consecutive ,idle slots between two consecutive
transmissions on the channel. Here all time values are measured in slots, the unit
specified in IEEE 802.11 standard [28].
Vishnevsky and Lyakhov have also studied the saturated throughput of 802.11 WLAN
in the assumption of ideal channel conditions, but with consideration of seizing effect
[26]. Seizing effect is referred to as the phenomenon that the station that has just
successfully completed transmission has a better chance of winning the competition in
seizing the channel than other stations in the wireless LAN.
Later on, they analyzed the effect of noise on 802.11 LAN performances and obtained
the saturated throughput in the presence of noise in [27]. Assume that the probability
of a station starting transmission in a given slot is uniformly distributed and
independent of the history and other stations, and the probability distribution is the
same for all stations, the throughput S can be computed by formula
s = PsE[P]
PEa +PsTs +PeTe
where Ts and Tc are the mean duration of successful slots and slots with collisions, a
is the slot time, PE , Ps and Pc are the probabilities that the slot is empty (no station
transmits), successful (only one station transmits), and with collision (two or more
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stations transmit), respectively. Their analysis explored the relationship of bit error
rate and throughput. Simulations were done with General Purpose Simulation System
(GPSS) [11].
Henty proposed an empirically based model for predicting the throughput in 802.11
WLAN in his master's thesis [12]. The prediction model is scenario specific and is
based on the collected SNR information and throughput from measurements in each
scenario. Experiments were carried out in four scenarios, which are one user, two
users, one user with interference and two users with interference in the WLAN. All
measurements were taken by using two products, LANfielder and SiteSpy, which
allow site-specific network performance measurement. The data were then analyzed
and the strong correlation between SNR and throughput was proved. Finally he built
up the empirical models of throughput versus SNR for each scenario.
Though Henty raised a new idea, there was no solid theoretical model under his
empirical model. What's more, the model was not general but scenario specific. In [6],
a novel theoretical model that casts SNR to the saturated throughput of WLAN was
introduced. Their model relates the wireless bandwidth to the signal strength by:
set) ( 1/['] ) PER(t) ( P[·] ) BER(t) ( Q[.] ) SNR(t)
which can be simplified as
Set) = f[SNR(t)]
where f[·] =7][P[Q[·]]] or f =7]0 po Q.
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8(t), PER(t), BER(t) and SNR(t) denote the saturated throughput, packet error rate, bit
error rate and signal to noise ratio as a function of time t respectively. 1]['], P[·] and
Q[.] are the operators or functions that relate the two neighbors in the above model.
This thesis will follow this model and specifically extend it to IEEE 802.11 WLAN.
1.4 Overview
The theoretical model for calculating wireless bandwidth of IEEE 802.11 WLAN
based on SNR is introduced in section 2. Section 3 presents the detailed analysis of the
model. Section 4 and Section 5 show the simulation and experimental results. Finally
the conclusion is drawn in Section 6 and the future work is also discussed.
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2 Theoretical model
Our theoretical model builds up the relationship between the SNR and the bandwidth
of the IEEE 802.11 WLAN. It can be divided into two parts: modulation, which relates
SNR to bit error rate (BER), and bandwidth efficiency, which relates BER to the
bandwidth of the wireless link. Each part is discussed in detail as follows.
2.1 Modulation
In wireless channels, the BER at the receiver side can be affected by many factors,
such as SNR, modulation method, path loss, channel fading, multi-path interferences,
and etc.
As specified in IEEE 802.11 standard [28], the direct sequence spread spectrum
(DSSS) system provides a WLAN with both a 1 Mbit/s and a 2 Mbit/s data payload
communication capability. The DSSS system uses baseband modulations of
differential binary phase shift keying (DBPSK) and differential quadrature phase shift
keying (DQPSK) to provide the 1 Mbit/s and 2 Mbit/s data rates, respectively. For
higher bandwidth, DQPSK and quadrature phase shift keying (QPSK) are used to
provide 5.5 Mbit/s and IIMbit/s data rates.
The relationship between BER and SNR is usually described by a Q-function [20].
The theoretical probability of bit error for binary phase shift keying (BPSK) and
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QPSK modulation in an Additive White Gaussian noise (AWGN) channel is
where Eb is the signal energy per bit, No is the noise power spectrum density, and
2
(1)
2 <Xl 2
erfc(x) = r Je-t dt
-v 1r x
Eb • b'The energy contrast ratio - IS SNR per It.
No
For differential phase shift keying modulation, the probability of error is
approximately twice the probability of error with absolute phase encoding modulation
[20]. Descrambling will further the error extension to about 6 times as that of PSK,
which accounts for about ldB power penalty. The differential demodulator usually has
an implementation loss for about 2.8dB [1]. So for DBPSK and DQPSK, we need
3.8dB more in SNR to achieve the same probability of error as that ofBPSK or QPSK,
respectively.
SNR is usually expressed in dB, so the BER for DQPSK is
1~
BER =-erfc(VlO 10 )
2
where a is the measured SNR.
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(2)
Due to multipath receptions in wireless channel, the RF signal is usually in Rician
fading for indoor environment [21]. The probability density function (PDF) of Rician
fading signal is:
f ( B) =_P_ (_ p
2
-:..2cpcosB+c2 )
p 8 p, 2 exp 2
'21Ca 2a
Here, d is the scattered power and ..!.c2 is the power of the dominant component.
2
The BER of DQPSK with Rician fading is derived in [23] and is verified through
simulations in [24]:
(3)
Where fD is the maximum Doppler frequency, Ts is the symbol duration and Jo(x) is
the Bessel function of the first kind of Oth order. k is the Rician K-factor, defined as
the ratio of signal power in dominant component over the scattered, reflected power.
Fig. 3 shows the relationship between BER and SNR per bit with different modulation
methods, i.e., BPSK, DPSK and DQPSK, and under different assumptions, Le. with
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fading and without fading. The curves are computed from Eqn. (1) to (3) as shown
above.
l.E+oO
1. E-Ol
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1. E-09
o 20
-DQPSK
-I;r- BPSK QPSK
""'"'*""- DQPSK with fading
40 60
SNR per bit
Fig. 3 BER vs SNR per bit: a)BPSK QPSK from
Eqn.1; b) DQPSK from Eqn.2; c) DQPSK for Rician
fading signal from Eqn.3 (i=8,fDTs = 0.001)
2.2 Bandwidth efficiency
Bandwidth efficiency is defined as the ratio of the bandwidth to the capacity of the
network. Then the bandwidth can be computed from the product of capacity and
bandwidth efficiency.
Assume the BER remains constant during the period of time of our interest, the
theoretical packet error rate for a packet of length k is:
PER =1- (1- BER)k
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In [6], the channel efficiency for automatic repeat request (ARQ) scheme is expressed
as:
t (l-PER)xt
T/(ARQ,PER) = _P- = P
E[x] to +(l-PER)xts +PERxtto
. . packet size
tp : tIme to transmIt a packet tp =--=------='-----
channel _ capacity
to: backoff time that the transmitter waits before sending out a packet
(3)
ts: minimum time between successive packet transmissions at the sender in case of no
packet error
tto: timeout value of the timer that the transmitter waits for reply (CTS/ACK frames)
after it sends out a packet
x: the total time for a successful transmission, including the transmission of the
packet and its ACK.
So the (effective) wireless bandwidth is:
BW(PER) = packet size = (1- PER) x packet size
E[x] to + (1- PER) x ts + PER x tto
16
(4)
3 Model analysis
For simplicity and convenience, the analysis is done under the assumption that the
MAC Service Data Unit (MSDU) is of a constant length. We assume that the data
packets are of length 1K bytes at the transport level of ISO/OSI reference model
including the transport layer header. Since there is an IP header of 20 bytes, a MAC
header of 24 bytes1, a Forwarding Error Correction (FEC) of 4 bytes and a Physical
Layer Convergence Procedure (PLCP) header of 24 bytes for each data packet, the
length of the data frame is 1072 bytes at the physical layer and 1048 bytes at the MAC
layer. All the other parameters for detailed model analysis are listed in Table 1. These
values are used in the theoretical analysis and simulations throughout this thesis.
Table 1 Parameters used in simulation for the 802.11 WLAN
(default values in ns-2.1b9a[18])
Slot time 20j.ls
Minimal contention window 31 slots
Maximum contention window 1023 slots
PLCP data rate 1Mbps
Maximum propagation delay 2j.ls
SIFS time lOj.ls
DIFS time 50j.ls
EIFS time 364j.ls
Ethernet RTS length 44 bytes
Ethernet CTS, ACK length 38 bytes
RTS transfer time 352 j.lS
CTS, ACK transfer time 304 j.lS
Short retry limit 7
Long retry limit 4
I In IEEE 802.11 standard [28], the general MAC header is specified as 30 bytes. However, one field
(Address 4) is not always applicable. So in most cases, the MAC header is 24 bytes. In ns2-2.1b9a [18],
the MAC layer header is also implemented as 24 bytes.
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3.1 Packet error rate
First, we define the probability of byte error, which can be calculated from
byte _ err _ rate = 1- (1- bit _ err _ rate) 8 (5)
Then the PER can be conveniently expressed with byte error rate. For example, the
PER for a data frame and an RTS frame are:
PERData =1- (1- byte _ err _ rate) data_length =1- (1- byte _ err _ rate) 1072
PERRTs =1- (1- byte _ err _ rate)RTS_length =1- (I-byte _ err _ rate)44
Since a successful transmission of the data frame includes the exchange of handshake
and acknowledgement messages as well as the data frame, so the packet error rate
should be carefully calculated based on specific cases, i.e., basic access mode and
RTS/CTS access mode.
Case 1: Basic access mode
In this mode, a successful transmission of a data frame indicates a successful
transmission of both the data frame (1072 bytes) and the ACK frame (38 bytes).
PERBazic = 1- (1- byte _ err _ rate) data_length x (1- byte_ err _ rate)ACK _length
=1- (1- byte _ err _ rate) 1072+38
Case 2: RTS/CTS access mode
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(6)
In this mode, a successful transmission of a data frame includes the successful
transmission of an RTS frame (44 bytes), a CIS frame (38 bytes), the data frame
(1072 bytes) and finally the ACK frame (38 bytes).
PER =1- (1- byte err rate) RTS _length X (1- blJte err rate) CTS _lengthRTS ICTS . _ _ .I' _ _
X (1 - byte _ err _ rate) data _length X (1 - byte _ err _ rate) ACK _length
=1- (1- byte ~ err _ rate) 44+38+1072+38
3.2 Time parameters
Assume the distance between the transmitter and the receiver is 100 meters, then
PropagationDelay =Distance I SpeedOfLight = 100/(3 X 108 ) =0,33 X 10-6 sec
(7)
This value is so small compared to other time parameters that we can ignore the
propagation delay in our model.
The round trip time (RTT) for RTS/CTS frames is
RTT(RTS) =RTS _TransmissionTime +PropagationDelay +SIFS
+CTS _ TransmissionTime + PropagationDelay
= 0.000352 + 0 + 0.000010 + 0.000304 + 0
=0.000666sec
The round trip time for a data packet oflength IKE traveling across a 1Mbps link is
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RTT(Data) = t p +PropagationDelay +SIFS
+ ACK _ TransmissionTime +PropagationDelay
= 1072 x 8/106 +0 +0.000010 +0.000304 +0
= 0.008890sec
The timeout for the sender is set differently according to different types of frame. For
example, if the frame is an RTS, the timeout is the RTT for the RTS frame and its
replying CTS frame; if the frame is a data frame, the timeout is the RTT for the data
frame and its acknowledgement. Generally, the timeout value is set to the RTT of the
frame sent as explained above.
Case 1: Basic access mode
ts =RTT(Data) =0.008890sec
tto =RTT(Data) =0.008890sec
to =DIFS x (1- PERData )+EIFS X PERData +backoff _ time
=0.000050 x (1- PER Data) +0.000364 x PERData +backoff _time
Backoff time is a random number in [0, CW-1] multiply by the slot time. If the
transmission fails, the CW will double. Let Xo be the minimum CW length. The backoff
time is an array with the number of failures as its index:
A[O] =random(xo); A[l] = random(2xo); A[2] = random(2 2 XO); ••• A[N] =random(2 N xo)
20
l.e"
A[i] =random(2ixo) for i =1.. .N.
Where N is the maximum retry number. If the random variable A[i] is uniformly
distributed, then
E[A[i]] =2i-I X o for i =1...N.
N
backoff _ time ="LPERDa,ai X (1- PERData )x E[A[i]]
i=O
N
='LPERDa,ai x(1-PERDala)x2i-lxo
i=O
N
="L (2 X PERData )i X (1- PERData ) x 0.5xO
i=O
(1- PERData ) x 0.5xO(1- (2 X PERData )N+I)
= if PERnata :;t: 0.51- 2 X PERData
=(N +1) x(1- PERData )x0.5xo
In our simulations:
if PERData =0.5 (8)
Xo =Minimal_ CW x Slot _ time = 31 x 0.000020 = 0.000620sec;
N=7
Therefore, Eqn. (8) becomes
21
'
if' (l-PERDal )x(l-(2xPERDala )8)xO.00031ObackoJJ tlme = a sec if PERDala *0.5
- 1-2xPERData
or backoff _ time =8x (1- PERDalJ X 0.00031Osec
PERDala =0.5
So Eqn. (4) can be written as
BW(PER) . =(1- PERBas;c) X 1048 x 8
basIc to +0.008890
Case 2: RTS/CTS access mode
ts =RTT(RTS) + SIFS + RTT(Data)
=0.000666 + 0.000010 + 0.008890 =0.0009566sec
If it is an RTS frame,
tiD =RTT(RTS) =0.000666sec
If it is a data frame,
tto =RTT(RTS) =0.008890sec
if
(9)
Since there are two round trips of frame transmissions for a successful data frame
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transmission, where the timeout value is different for the two round trips, we need to
consider the error probability in each round and combine the two values into tto.
A simple version of calculation is used in our model:
(data length x RTT(Data) +RTS length x RTT(RTS))
tto =....:....-----==-----=-------=-----=----=---===----....:...----:...:....(data _length +RTS _length)
1072 x 0.008890 +44 x 0.000666
=-----------
1072+ 44
=0.008566 sec
to =DIFS x (1- PERRTS )+EIFS X PERRTS +backoff _ time
=0.000050 x (1- PERRTS )+0.000364 X PERRTS +backoff _ time
For backoff_time, the same Eqn.(8) as discussed in case 1 can be used. The only
difference is that N is the long retry limit here, which is set to 4 according to Table 1.
BW(PER) - (1- PERRTSICTS) x1048 x8 (10)RTSICTS -
to + (1- PERRTSICTS) x 0.009566 +PERRTS ICTS x 0.008566
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4 Simulations
4.1 Network simulator
Simulations are done with Network Simulator (NS) ns-2.1b9a [18]. NS is an open
source freeware, which has been developed into a powerful network simulation tool
during the past thirteen years. With contributions from research groups in many
organizations such as University of California Berkeley, Carnegie Mellon University
and Sun Microsystems, it is now mainly supported and developed in the Information
Sciences Institute, University of Southern California (USC/ISI). NS2 provides
substantial support for simulation of TCP, routing, and multicast protocols over wired
and wireless - local and satellite networks. It has been widely accepted and used in
networking research by numerous researchers.
NS2 is chosen for the simulations of the bandwidth efficiency ofIEEE 802.11 WLAN.
However, as an evolving freeware, it is not surprising that the current version of NS2
might contain bugs. Several problems were found in the 802.11 WLAN simulator and
were fixed for our purpose (Refer to appendix A).
The protocol parameters used in the simulations are listed in Table 1. These values can
be adjusted to fit to different purposes.
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4.2 Scenario
There are n STAs in the WLAN. Every STA is sending or receiving User Datagram
Protocol (UDP) packets of a constant bit rate (CBR) application. After the
initialization of the network such as exchanging the'address resolution protocol (ARP)
information, all links begin data transmission simultaneously and the transmission is
scheduled to last for 100 seconds. We measure the total amount of data that are
successfully transmitted and the actual time it takes. With different byte error rate, we
obtain different throughputs. Both access modes (with and without RTS/CTS) are
simulated and the application data packet size is 1000 bytes. As mentioned before, the
actual size of the data frame at the physical layer is 1072 bytes.
4.3 Topology
Simulations were done with different number of nodes within the WLAN. The
topology boundary is 500x500 square meters.
1) 2 STAs: The 2 STAs are located in the ad hoc WLAN with a distance of 100 meters
between each other. One STA sends to the other STA with a rate of 1Mbps.
2) 4 STAs: The 4 STAs are located on the comers of a 100m x100m square, as shown
in Fig. 4(a). There are 2 data links, each with a bit rate of 0.5 Mbps. Simulations were
also done with other distributions of data rate between the 2 links, as we will discuss
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later in the thesis.
3) 16 STAs: The 16 STAs are located in a 4x 4 grid. The distance between the
neighbors is 100 meters, as shown in Fig. 4(b). There are 8 data links. Each terminal
pair of the link is located across the grid symmetrically. The data rate of each link is
0.625 Mbps. For simplicity, only 3 links are drawn in the figure, the other links can be
drawn likewise.
@ @ @
@ @
@ @
@ @ @
(a) (b)
Fig. 4 a) Topology for 4 nodes; b) Topology for 16 nodes
4) 49 STAs: The 49 STAs are located in a 7 x 7 grid in the same manner as in the
above case, with a distance of 70 meters between the neighbors. And the links are also
symmetrically distributed. The data rates for all data links are 0.3 Mbps.
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4.4 Byte error module
Assume SNR is constant during the time duration of our interest, the BER will also be
constant. The packets in the simulation are of different lengths, thus of different packet
error rate. The longer the packet, the higher the probability of error. However, packet
is always counted in bytes, so it is reasonable to use byte error rate as our parameter in
the simulation. In NS2, the module is implemented as follows:
pkt _ err _ rate =1- (1 - byte _ err _ rate) pkt _length
Thus the packet error rate is computed for each packet with packet length as the
parameter. This meets our needs perfectly. So this module is used in the simulations.
4.5 .Simulation procedures
1) Write a TCL script file that describes the scenario and run it with ns2. Redirect the
output trace file so that it can be analyzed later. In order to make the batch process
easier, the TCL file could have some parameters such as the byte error rate.
2) Use Perl to call ns2 simulation and then analyze the output trace file. Sort out the
time and packet size information, then calculate the effective bandwidth by dividing
the packet transfer volume over the time used in transmission. The format of the trace
file is introduced in Appendix B [19]. The Perl file could read the byte error rate
values from a file and do the simulations and analysis with those values one by one.
Thus we can obtain a batch of data at one time.
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4.6 Simulation results
4.6.1 Basic access mode
First, simulations of2 STAs in the WLAN and with basic access mode are done under
different byte error rates. Rates vary from 0 to 0.01 with an increment of 10-6, 10-5 or
10-4, depending on the value of the byte error rate. The higher the rate, the larger the
increment. However, when the byte error rate goes up to 0.001, the packet error rate
for data packet (1072 bytes) reaches 0.7, which is too high for practical usage. So the
data collected from simulations of byte error rate higher than 0.001 is discarded. The
throughputs of the link under different byte error rates are plotted in Fig. 5. The dotted
(calculated) line marked with "Calculated" is from the theoretical model that we
obtained in Eqn. (9) and Eqn. (10).
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Fig. 5 Throughput vs byte error rate with 2 nodes in the LAN,
with basic access mode
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To compare the performances of different nodes in the WLAN, the result of
simulations of 4 STAs are also plotted in Fig. 6, with a comparison with that of 2
STAs. From the data we obtained, we observe that the bandwidth of a network with 4
nodes is a little bit higher than that with 2 nodes. The reason is that when there are
only 2 STAs, or only one data link, the bandwidth is not fully utilized due to the vain
waiting of backoff time. But when there are 4 STAs, or 2 data links, there is
contention of the bandwidth so that the total backoff time is shorter than that of the
previous case. So the bandwidth is higher. As can be deduced, with an increasing
number of STAs in the LAN, the backofftime for each transmission will generally be
longer due to more intensive competitions, thus lead to a lower bandwidth efficiency.
This is proved in the next section.
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Fig. 6 Throughput vs byte error rate with 4 nodes compared to 2
nodes in the LAN, with basic access mode
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4.6.2 RTS/CTS access mode
Fig. 7 shows the result from simulations of2 STAs with RTS/CTS access mode.
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Fig. 7 Throughput vs byte error rate with 2 nodes in the LAN,
with RTS/CTS mode
From Fig. 6 and Fig. 7, we can see that in both access modes, the simulated lines and
the theoretical values are very close to each other. The theoretical model fits the
simulated result very well.
Also, simulations are performed with 4, 16 and 49 STAs in the LAN respectively and
the results are compared in Fig. 8.
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Fig. 8 A comparison of throughput vs byte error rate with different number
of nodes in the LAN, with RTS/CTS mode, n is the number ofnodes
Fig. 8 shows that with the increase of the number of nodes or STAs in the LAN, the
bandwidth changes a little bit but is still quite close to the theoretical value calculated
from our model. Same as what is observed in the basic access mode, the saturated
throughput of LAN with 4 nodes is higher than that of 2 nodes due to more effective
usage of the bandwidth. As the number of nodes goes higher, the throughput goes
down. This makes sense since when there're more STAs intending to send data, the
probability of collision goes higher, thus the bandwidth efficiency is lower.
4.6.3 Random traffic saturating the bandwidth
Simulations are also done for different distribution of data rates when there are 4
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STAs in the LAN. For example, two links of O.5Mbps each, a O.lMbps link and a
0.9Mbps link, a 0.2Mbps link and a O.8Mbps link, a OAMbps link and a 0.6Mbps link,
two links of O.7Mbps each. All results are within 98% to the theoretical value. So the
distribution of data rates among the STAs does not affect the aggregate throughput
very much.
4.6.4 Random movement with different speeds
To simulate the throughput with random movements, Carnegie Mellon University's
node-movement generator "setdest" was used. "setdest" creates random node
movements for mobile nodes.
The command is as follows:
./setdest [-n num_oCnodes] [-p pausetime] [-s maxspeed] [-t simtime] [-x maxx] [-y
maxy] > [outdir/movement-file]
For example:
./setdest -n 16 -p 2.0 -s 10.0 -t 300 -x 500 -y 500> out
This command line creates a node-movement scenario consists of 16 nodes moving
with maximum speed of 10.0rnls with an average pause between movement being 2
seconds. We want the simulation to stop after 300s and the topology boundary is
defined as 500x500 meter2• The output is directed to the file "out".
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The simulations were run with maximum movement speed of 0.1mis, Im1s and 10mls
respectively. The results are shown in Fig. 9 below:
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Fig. 9 Throughput vs. byte error rate with random movements
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With slow movements (O.lmls), the performance is pretty close to the theoretical
prediction, with the average relative error around 1.5%, and the maximum relative
error lower than 5.0%. But if the STA moves fast, the throughput is much lower due to
the packet loss caused by fast movements. Considering the practical cases, with indoor
environment, the movements of the STAs. are almost always lower than 1mls. So for
normal indoor cases, our theoretical model is still good. Even with 1mls movements,
the maximum relative error of our model is within 11.0%.
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5 Experimental results
5.1 Experiment setup
The experimental data were collected to verify the theoretical model. The setup of the
experiment is as follows: A laptop is connected to a Cisco Aironet 1200 series
wireless access point using a Cisco Aironet 350 Series wireless LAN Client Adapter.
The access point is connected to a desktop by a 100Mbps Ethernet adapter. Thus we
built a simple wireless LAN of bandwidth as 11Mbps. We measured data on the
wireless path between the laptop and the desktop.
The layout of the experiment is shown in Fig. 10.
4~ ).Q ------- I
.""
I I
""
oE------ 1 I
I
II""
,-
I
1I
'V ~
Fig. 10 Layout of the experimental network
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5.2 Data collection
The laptop travels at a slow speed, i.e, walking speed, across the rooms, hallway and
stairs, and is occasionally stationary at a spot for a short period of time - around 30
seconds or so.
The desktop runs a server program to send UDP packets to the laptop at a constant bit
rate of IIMbps. The laptop acts as a client that requests the server to send 10 UDP
packets every 5 seconds. Based on the length of time needed for receiving the UDP
packets, the laptop calculates the saturated throughput of that certain time spot. At the
same time, just before and after the laptop receives packets, it pulls out the SNR
information from the wireless network adapter driver and compute an average SNR.
We assume that each pair of the average SNR and bandwidth is collected at the same
time.
5.2.1 Accuracy of the throughput measurement tool
The saturated throughput of the link is measured with a two-end program. So the
accuracy of the program is very important to our experimental data. By inserting a
virtual gateway into the link, we can test the program performance over networks of
various bandwidths, as shown in Fig. 11. The virtual gateway controls the bandwidth
by queuing and delaying the incoming UDP packets before sending them out. All
hosts are in wired LAN connected with 10Mbps cables.
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Fig. 11 Accuracy test with virtual gateway
Due to the uncertainty of the workload and CPU scheduling of the machine running
the virtual gateway, the outgoing delayed UDP trains might not be in exact the same
rate as what the gateway program was set to be. But under low bandwidth
circumstance (lower than 1Mbps), the delays of scheduling are small enough
compared to the deliberate UDP packet delays, so we can ignore the scheduling delay
and regard the gateway as an ideal gateway working in exact the same rate as we want.
Tests were carried out with different bandwidth set to the virtual gateway and for each
bandwidth. Over one hundred measurements were done. The results are shown in
Table 2. From the results, the relative errors of the average value are always lower
than 1.3% and the variance are within 1%. So the accuracy of the program is proved.
Table 2 Results of accuracy test of the throughput measurement program
GatewavBW 1M 0.8M 0.5M O.3M O.1M
Average (Mbps) 0.987165 0.807586 0.494426 0.298995 0.100012
Relative Error 0.012834 0.009483 0.011148 0.003351 0.000121
Variance 0.008282 0.002184 0.000426 2.535E-05 4.674E-06
5.2.2 SNR measurement
Usually, the wireless adapter does not provide SNR value directly. Some types of
adapter (i.e., Lucent Orinoco Gold) have signal level and noise level in ratio to the
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maximum levels respectively. Some adapters only provide signal level, such as the
one used in the experiment (Cisco Aironet 350). However, every adapter should have
the received signal strength indicator (RSSI) in dbm since this is mandatory
information provided for MAC layer by the physical layer, as prescribed in IEEE
802.11 standard. In order to get SNR from RSSI, we can make an assumption that the
noise strength remains constant, which is a quite safety assumption verified by other
tests with those adapters providing noise level. In normal conditions without any other
WLAN on the frequency and without industrial noise, the noise strength will be
around -iOOdBm [22]. Knowing both the signal and noise strength, the SNR can be
derived.
In the experiments, we have the RSSI value in dbm from the Aironet wireless adapter
driver. The normal range of RSSI is from -200dbm to Odbm [16]. Since both signal
and noise strength are in dbm, the SNR can be directly calculated by subtract the noise
strength, which is assumed to be -100dbm, from RSSI.
Under Windows system, the RSSI is obtained by the following steps: Get the 128 bit
Globally Union Identity (GUID) of the device driver from registry file. This can be
done manually by running "regedit". Open the device file with the above GUID and
send a query message to the device with RSSI flag. Then the driver will return the
value of RSSI in response [17]. Under Linux system, RSSI can be directly obtained
by command "iwconfig".
37
5.3 Data analysis
The result shows a strong correlation between SNR and bandwidth. Fig. 12 is an
example of the data collected from our experiments. The two curves follow the same
trend except when the SNR goes higher than a threshold. The bandwidth will just stay
at the maximum value if SNR is higher than the threshold that achieves good
bandwidth performance. If we trim the high SNR down to around 30dB, we will see
the two lines with exactly the same trend.
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Fig. 12 Normalized SNR and bandwidth data from experiments
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The measured data are grouped and averaged with index SNR. Then the outliers, data
that are too far away from the average value, are discarded and the average values are
recomputed. This process repeats until no outliers are found. The result is shown in
Fig. 13.
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Fig. 13 Measured bandwidth and SNR
Fig. 14 compares the measured results with the calculated results from our theoretical
model. The model of BER vs SNR has several parameters that need to be adjusted in
different environments or scenarios. Here the Rician K-factor is tuned to 8, which
matches the measured and calculated data quite well. The relative error is within the
range of 7% if the SNR is above 23dB, and within 20% if the SNR is above 18dB.
However, in low SNR range, the errors are quite large. If the Rician K-factor were
larger, the calculated line in Fig. 14 would shift left and vice versa. This will not affect
the errors in high SNR range but will affect them in the range where throughput
changes sharply. This might occur a problem for calculating throughput from SNR in
practical cases since we are not sure of the values of the parameters. But as long as the
SNR is high enough, we won't care about K-factor. Practically, Rician K-factor can be
separated into several categories so that we can estimate the value of K based on some
typical environments.
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6 Conclusions and Future work
In this thesis, a novel model is proposed to measure the bandwidth of IEEE 802.11
WLAN based on signal to noise ratio. By getting the signal strength value from the
wireless card, we can estimate the SNR, and thus the bit error rate. Then the
bandwidth can be calculated using this model. With various simulations under
different scenarios, the model is proved to be very accurate. In the experiments, the
model is accurate when the SNR is above 23dB.
With the increase of the number of nodes in the LAN, the bandwidth efficiency goes
up a little first, and then goes down due to higher probability of collision. Though the
difference between the simulated bandwidth and the theoretical value from our model
is not too much no matter how many nodes there are, for a more accurate result, more
research work needs to be done with regard to the number ofSTAs in the LAN.
Also, the model from SNR to BER is dependant on the environment, which is difficult
to estimate in different scenarios. If we could get a more precise relationship between
them, our theoretical model will be more useful in practical cases.
This model is useful for WLAN site planning. Also, applications that use web
resources can utilize SNR to determine the current bandwidth that the mobile device
can achieve.
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Appendix
A. Modifications ofNS2 ns-2.1b9a
a) Retry count not correctly reset to zero
The variable SLRC (STA long retry count)/SSRC (STA short retry count) should be
reset to zero when STA begins to transmit a packet (RTS frame or data frame) for the
first time. In current version of NS2 codes, these two values are reset to zero (depends
on the length of the transmitted frame) only when the STA receives an ACK frame
indicating that the data was successfully transmitted, or the STA receives a CTS frame
indicating that the RTS frame was successfully transmitted. This incurs a problem in
the situation described below: If the number of retransmission times reaches the
maximum retry limit, the current packet will be discarded and the STA will try to
transmit the next indexed packet. If the next indexed packet is still unsuccessful and
the STA will try to retransmit it. But it will find that the SLRC or SSRC has already
reached the retry limit, which is not true. Then it'll discard this packet directly and go
for the next packet.
Modifications were made to reset the two variables whenever STA transmit a new
packet. Thus the above problem could be avoided.
b) Incorrect rejection of retransmitted RTS
In the original NS2, the receiver drops the retransmitted RTS regardless of which STA
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the RTS is from. If the CTS is dropped and sender tries to resend the RTS, the
receiver will reject it incorrectly. This phenomenon causes higher probability of
packet loss.
The effort is to check whether the incoming RTS frame is from the same STA as
which the sent CTS frame was sent to. If the addresses are the same, then the STA will
respond the RTS frame with a CTS frame. Thus, we can prevent dropping the
retransmitted RTS from the same host.
A lower probability of packet drop is expected from the modified NS2. Thus leads to a
higher throughput. First, simulation is done to examine the throughput improvement
after the modification.
Two sets of simulations are run under original NS2 and the modified NS2 respectively.
.Both are in RTS/CTS mode and with byte error module. Throughput is measured for
each simulation. Then the difference between the modified and the original NS2 is
calculated and represented in percentage of the throughput with modified NS2. The
result is illustrated in Fig. 15. The improvement is quite outstanding especially when
the error rate goes higher.
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Fig. 15 Throughput improvement after the modification ofNS2
48
B. Trace file format for wireless nodes
Each line in the trace file is in the fonnat as follows [19]:
Event Time Node Trace Reason for Packet Packet Packet OtherType ID Level the Event ID Type Length
Event Type:
Describes the type of event taking place at the node and can be one ofthe four
types:
s send
r receIve
d drop
f forward
Time:
Time that the event takes place.
NodeID:
The ID of the node where the event takes place
Trace Level:
"RTR"
"MAC"
"AGT"
Reason for the Event:
routing level
MAC level
agent level
The different reasons for dropping a packet are given below:
"END" DROP END OF SIMULATION
- --
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"COL"
"DUP"
"ERR"
"RET"
"STA"
"BSY"
"NRTE"
"LOOP"
"TTL"
"TOUT"
"CBK"
"IFQ"
"ARP"
"OUT"
Packet ID:
ID of the packet.
Packet Type:
Packet type could be:
"RTS"
"CTS"
DROP MAC COLLISION
- -
DROP MAC DUPLICATE
- -
DROP MAC PACKET ERROR
- - -
DROP MAC RETRY COUNT EXCEEDED
- - - -
DROP MAC INVALID STATE
- - -
DROP MAC BUSY
- -
DROP_RTR_NO_ROUTE i.e no route is available.
DROP_RTR_ROUTE_LOOP i.e there is a routing loop
DROP RTR TTL i.e TTL has reached zero.
- -
DROP_RTR_QTIMEOUT i.e packet has expired.
DROP RTR MAC CALLBACK
- - -
DROP_IF<LQFULL i.e no buffer space in IFQ.
DROP_IF<LARP_FULL i.e dropped by ARP
DROP_OUTSIDE_SUBNET i.e dropped by base
stations on receiving routing updates from nodes outside
its domain.
RTS packet
CTS packet
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"ACK"
"cbr"
acknowledgement packet
packet sent by CBR(constant bit rate) application
Packet Length:
Length of the packet in bytes.
Mise:
Other information which depends on the type of the packet.
For example, in the simulation trace file, we have the following lines:
s 5.258342000 _0_ MAC --- 0 RTS 44 [23fe 1 00]
r 5.258694333 _1_ MAC --- 0 RTS 44 [23fe 1 00]
s 5.258704333 _1_ MAC --- 0 CTS 38 [22c4 000]
r 5.259008667 _0_ MAC --- 0 CTS 38 [22c4 000]
The first line says at 5.258342000 second, host 0 sends an RTS frame. The length of
the packet is 44 bytes and this event takes place at MAC layer.
The second line says at 5.258694333 second, host 1 receives the RTS frame.
After that, host 1 sends a CTS frame at 5.258704333 second. The length of CTS is 38.
Then host 0 receives the CTS frame at 5.259008667 second:
Another example is as follows:
s 5.249021333 _0_ MAC --- 27 cbr 1072 [13a 1 0800] ------- [0:0 1:032 1] [25] 00
r 5.257597667 _1_ MAC --- 27 cbr 1020 [13a 1 0800] ------- [0:0 1:032 1] [25] 1 0
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s 5.257607667 _1_ MAC --- 0 ACK 38 [0000]
r 5.257912000 _0_ MAC --- 0 ACK 38 [0000]
Host 0 sends a data frame that is the content of the CBR application at 5.249021333
second. The packet ID for this frame is 27 and its length is 1072 bytes (this includes
the MAC header, FEC and PLCP header).
Host 1 receives the data frame at 5.257597667 second. The length is 1020 bytes (not
including the MAC header and the PLCP header).
Then host I sends an ACK frame to host 0 at 5.257607667 second. The length of the
ACK frame is 38 bytes.
Host 0 receives the ACK frame at 5.257912000 second.
A packet dropped by the host due to packet error is recorded as follows:
D 48.982522256 _1_ MAC ERR 0 RTS 44 [23fe 1 00]
This line means that host 1 dropped an RTS frame since the packet is distorted due to
error.
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Asymptotic Dispersion Rate
Address Resolution Protocol
Automatic Repeat reQuest
Additive White Gaussian Noise
Bit Error Rate
Binary Phase Shift Keying
Constant Bit Rate
Central Processing Unit
Clear To Send
Carrier Sense Multiple Access with Collision Avoidance
Contention Window
Differential Binary Phase Shift Keying
Distributed Coordination Function
DCF InterFrame Space
Differential Quadrature Phase Shift Keying
Direct Sequence Spread Spectrum
Extended InterFrame Space
Forwarding Error Correction
General Purpose Simulation System
Globally Union IDentity
Acronyms
Acknowledgement
C.
ACK
ADR
ARP
ARQ
AWGN
BER
BPSK
CBR
CPU
CTS
CSMA/CA
CW
DBPSK
DCF
DIFS
DQPSK
DSSS
EIFS
FEC
GPSS
GUID
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IP Internet Protocol
ISO International Standardization Organization
LAN Local Area Network
MAC Media Access Control
MSDU Mac Service Data Unit
NAY Network Allocation Vector
NS Network Simulator
OSI Open System Interconnect Reference Model
PDF Probability Density Function
PER Packet Error Rate
PLCP Physical Layer Convergence Procedure
QPSK Quadrature Phase Shift Keying
RSSI Received Signal Strength Indicator
RTS Ready To Send
RTT Round Trip Time
SIFS Short InterFrame Space
SLRC STA long retry count
SNR Signal to Noise Ratio
SNMP Simple Network Management Protocol
SSRC STA short retry count
STA Station
TCL Tool Command Language
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TCP
TTL
VCP
WLAN
Transfer Control Protocol
Time-To-Live
V ser Datagram Protocol
Wireless Local Area Network
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