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Duration of PCNA speckles was used as a proxy for S-phase length. Time between PCNA speckles disappearance and nuclear envelope breakdown was used to measure length of G2-phase. Duration of mitosis was measured by the time between nuclear envelope breakdown and nuclear envelope reformation, seen both using H2B-CFP and PCNA-mCherry re-distribution. Scale bar 10µm. 
Supplemental experimental procedures
Cell lines
All the experiments in this study were performed in human MCF10A, RPE and HeLa cell lines. Maintenance MCF10A (ATCC) were cultured in DMEM/F12 (1:1) (Gibco) supplemented with 5% horse serum (LifeTechnologies), EGF (20ng/mL) (PeproTech EC Ltd), Hydrocortizone (0.5mg/mL) (Sigma), Cholera Toxin (100ng/mL) (Sigma), Insulin (10μg/mL) (Sigma), penicillin (100U/mL), streptomycin (100μg/mL) and glutamine (4mM) (Invitrogen). ARPE-19 and RPE-HPV (ATCC) were culture in DMEM/F12 (1:1) (Gibco) supplemented with 10% fetal bovine serum (Gibco), penicillin (100U/mL), streptomycin (100μg/mL) and glutamine (4mM) (Invitrogen). Hela cells (ATCC) were cultured in DMEM (Invitrogen) supplemented with 10% fetal bovine serum (Gibco), penicillin (100U/mL), streptomycin (100μg/mL) and glutamine (4mM) (Invitrogen). MCF7 (ATCC) were cultured in MEM (Gibco) supplemented with 10% fetal bovine serum (Gibco), 1% non-essential amino acids (Gibco), 1% sodium pyruvate (Gibco), penicillin (100U/mL), streptomycin (100μg/mL) and glutamine (4mM) 
Mathematical modelling
Various models have been constructed to gain insights into the behavior of the cell cycle. These range from more complicated models involving many explicit molecular reactions (and corresponding ODE equations) , , (Pomerening et al., 2003) , (Novak, 2004) , (Csikasz-Nagy et al., 2006) to more simple models using only a handful of ODE equations (Yang and Ferrell, 2013) , (Gerard et al., 2013) , (Tsai et al., 2014) , (Gelens et al., 2015) .
In this work, we take the second approach, motivated by the fact that simple models can often still capture similar dynamical behavior as the more complicated models. Moreover, they have the benefit of containing fewer parameters thereby facilitating parameter selection and gaining more insight into how each individual parameter influences the behavior of the system.
Initially, we constructed a simple model that takes into account the synthesis and destruction of Cyclin B1 and the activation and inactivation of Cdk1-cyclin B1 complexes. Cyclin B1 was assumed to be synthesized and degraded at a constant rates ks and adeg, respectively. Moreover, we assumed that it bound quickly to Cdk1 and that the Cdk1-cyclin B1 complexes were quickly phosphorylated by the Cdk-activating kinase (CAK). Under these assumptions synthesized Cyclin B1
immediately produces active Cdk1-cyclin B1 complexes. However, it is known that the activity of Cyclin B-Cdk1 is regulated by various other (McGowan and Russell, 1993) , (Mueller et al., 1995) , (Mueller et al., 1995) , (Parker and Piwnica-Worms, 1992) , (Tang et al., 1993) . Similarly, the phosphatase Cdc25 dephosphorylates Tyr15
and activates Cdk1 with a rate constant kcdc, and Cdc25 is in turn activated by Cdk1 forming a positive feedback loop (Solomon et al., 1990) , (Hoffmann et al., 1993) . These interactions lead to two simple ODE equations describing the time evolution of active Cdk1-cyclin B1 complexes ) and of total Cyclin
where the rate constants !"! and !"" depend on the concentration of active 
This simple ODE system, including the feedback loops involving Wee1 and Cdc25
can turn the system into a bistable switch, as long as Wee1 activity is strong enough compared to Cdc25. This is illustrated in Supplemental Figure Cdk1 activity is when Cyclin B1 levels reach the threshold T. This bistability involving Wee1 has been shown to explain the abrupt and all-or-none activation of Cdk1, and therefore mitotic entry, in various systems , , (Pomerening et al., 2003) , (Novak, 2004) , (Csikasz-Nagy et al., 2006) , (Yang and Ferrell, 2013) , (Tuck et al., 2013) , (Tsai et al., 2014) , (Gelens et al., 2015) .
Next, we wanted to include activation of the Anaphase Promoting Complex/ Cyclosome (APC-cdc20) in response to Cdk1 activation. Here, we envisioned that a similar double-negative feedback loop might be present between APC-cdc20 and Mad2 (mitotic arrest deficient 2). Mad2 is a critical component of the mitotic checkpoint complex (MCC) or spindle assembly checkpoint (SAC), which inhibits APC-cdc20 activity. Active Mad2 sequesters Cdc20, an essential APC activator and thereby competes with and antagonizes with APC activation (Foster and Morgan, 2012) , (Izawa and Pines, 2012) . Furthermore, it has been shown that APC-cdc20 itself also inhibits SAC (which Mad2 is part of), closing the double negative loop (Reddy et al., 2007) , (Nilsson et al., 2008) , (Izawa and Pines, 2012) , (Foster and Morgan, 2012) . We implemented such an interaction by assuming that Cdk1 activates the APC-cdc20 in an ultrasensitive manner, as has been shown before (Yang and Ferrell, 2013) , (Tsai et al., 2014) .
Furthermore, we assumed that Mad2 could inhibit the APC-cdc20 until it reaches a critical level after which Mad2 can no longer effectively inhibit APCcdc20. The ODE equation describing such interaction between the APC-cdc20
and Mad2 is the following:
where the parameters have been chosen as follows: way that when Mad2 activity is strong enough, the APC can never be activated.
This way the system remains in the low APC activity state (red) and no metaphase to anaphase transition takes place. In other words, implementing a tunable bistable switch in the activity of APC allows to dynamically regulate (activate and deactivate) the Spindle Assembly Checkpoint (SAC).
Next, we combined Eqs. (1)- (4) with Eq. (6) to turn this into a model for cell cycle oscillations. Once the APC is active, it ubiquitinates Cyclin B1, thus targeting it for degradation by the proteasome, which in turn leads to the inactivation of Cdk1 (Holloway et al., 1993) , (King et al., 1995) . We assumed that both these events occurred with the same degradation rate !"# , and we implemented additional ultrasensitivity in APC activation to avoid the system getting arrested in interphase, instead of producing regular time-periodic oscillations in Cyclin B1 and Cdk1 activity.
The complete set of equations reads:
, and the basic parameter set given by:
!"! = 10 Finally, we introduced noise in the model to verify whether this simple model showed qualitatively all properties observed in our experiments, namely that mitosis phase is short, constant, and uncorrelated with the total cell cycle length (which is largely determined by interphase duration). Noise was implemented in the form of random variation (normally distributed) around a mean value corresponding to the standard parameters mentioned before. We therefore added noise with a standard deviation of 0.01nMmin -1 to the Cyclin B1 accumulation rate ! and with a standard deviation of 0.025min -1 to the Mad2 strength ! . This noise introduces changes in cell cycle length. Additionally, in 2% of the simulated cells, we increased the mean value of ! to 2, mimicking events where the SAC is activated and the cell cycle arrests in M-phase. The resulting distributions of parameter values are shown in Supplemental Figure S7 (G, H).
Using an improved Euler method we then simulated Eqs. (8)- (10) for 150 hours after an initial transient time of 10 hours. We determined whether there were regular cell cycle oscillations by calculating the oscillation period and verifying whether the system had oscillated with the same period and amplitude for at least three times. If so, we calculated the time in interphase as the time within one oscillation that the system had a Cdk1 activity smaller than 27, while the time in M phase was scored as the time Cdk1 activity was larger than 27. The value 27 was chosen to fall within the range of Cdk1 activities of the middle branch solution in Supplemental Figure S7D -E for all Wee1 strengths. We repeated this simulation 1000 times and then used this data to plot probability density functions of interphase and mitotic durations, as shown in Figure 7E , in the main text. Here, the top panel shows that in the presence of noise, interphase duration greatly varies, while M phase duration stays short and constant.
Moreover, in panel G of the same figure in the main text ( Figure 7G ), the top panel shows that M phase duration was uncorrelated with interphase duration.
Finally, we set out to verify the effect of perturbing one or both of the two bistable switches: the Cdk1-cyclin B1:Wee1 switch and the APC-cdc20:Mad2 switch. We did this by inhibiting Wee1 and Mad2 activity. In the first case (Cdk1-cyclin B1:Wee1 switch), we decreased the rates !"" and !"" by a factor 7. In the second case (APC-cdc20:Mad2 switch), we decreased the rate ! by a factor 7. The results are shown in the panels Figure 7E and 7G of the main text, and agree qualitatively very well with experiments ( Figure 7F , Figure 4F -G, Figure   6C -D and Figure 6G -H).
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