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Let D be an integral domain with X an analytic indeterminate. In this 
paper we shall be concerned with D-automorphisms of the power series ring 
D[ [Xl]. Our particular concern will be with two aspects of this very broad 
area. First, we shall continue work begun in [ 1 I] and [5] by investigating 
the fixed ring of an infinite group of D-automorphisms acting on D[ [Xl]. 
Our main positive result here is that if D satisfies the ascending chain 
condition on principal ideals, then the fixed ring is D. The investigation then 
leads us to the study of D-automorphisms of D[ [Xl] of finite order. Our 
results here indicate that such automorphisms exist in abundance and hence 
that an approach to the fixed ring problem based on a characterization of the 
elements of the group seems hopeless. 
If cr is a D-endomorphism of D[ [Xl], then o is completely determined by 
a(X)=u,+a,X+ ... . Indeed, 0 is an automorphism if and only if a, is a 
unit of D. Moreover, there is a distinguished ideal Z,(D) which specifies 
those elements of D which can serve as aO. More precisely, 
Z,(D)= {aED]thereexists aD-homomorphisms: D[[X]]--+Dwith~(X)=a} 
= {a E D 1 there exists a D-automorphism r: D[ [Xl] -+ D[ [A’]] 
with r(x) = a + X) 
= [a E D ] there exists a D-endomorphism r: D[ [Xl] -+ D[ [Xl] 
with r(X) = a + (terms of higher order)}. 
The ideal Z,-(D) is absolutely fundamental to the study of D-homomorphisms 
of power series rings and in the second part of this paper we calculate I, for 
certain classical integral domains. For example, we prove that if V is a rank 
one valuation domain for which Z,(v) # 0, then V is Henselian, while if D is 
a nonlocal Dedekind domain, then Z,(D) = 0. Moreover, we investigate the 
(bad) behavior of I, under various ring extensions. To wit, we give examples 
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showing that both localization and forming integral extension can annihilate 
I,. * 
Our terminology is, hopefully, standard. The reader desiring further infor- 
mation about D-homomorphisms of D[ [Xl] should consult the elegant 
papers [4,5] of Eakin and Sathaye as well as the papers [7] of Gilmer and 
O’Malley, and the paper [ 111 of the Stellenbosch Algebra Group. 
1. FIXED RINGS AND AUTOMORPHISMS 
OF FINITE ORDER. 
We begin this section by proving a theorem which is our principal positive 
contribution to the fixed ring problem. One preliminary lemma is required. 
The proof is very similar to one in [ 111; therefore, we introduce some of the 
same notation used there. 
Let (ui}~=, be a family of D-automorphisms of D[ [Xl]. We will say that 
{U~):,~ has property (*) if for each integer m with 1 < m < n, the order of 
( umum-1 “’ um-j)Q is zero for each j with O< j<m- 1. 
The main idea in the proofs of both Theorem 1 and Corollary 1 of [ 1 l] is 
that if there is a bound to the lengths of subsets of G having property (*), 
then (D[ [Xl])” = D. The following result pushes this idea a little further. 
LEMMA 1. Let D be a domain and let G be an infinite group of D- 
automorphisms of D[ [X]]. Def me S = {s E D ( there exists u E G with 
u(X) = s + h, where h E XD [ [X] ] 1. Suppose that S is contained in a union of 
finitely many ideals bD, where each b E I,(D). Then (D[[X]]’ = D. 
Proof. Suppose not, and let f be an element of (D[[X]])’ which is not in 
D. We may safely assume that f has positive order: if f = c + g where 
gEXD[[X]], then c+g=f=u(f)=u(c+g)=c+u(g) for all uEG; 
hence u(g) = g for all u E G, showing that g E (D[ [Xl])“. As noted above, 
it can be assumed that there is no bound to the lengths of subsets of G 
having property (*). If n is any positive integer and if {ai};==, is a subset of 
G having property (*), then since f has positive order, we may write: 
f =Xf, =o,(X)a,(f,)=a,(X)Xf~ =~*~,(X>~,(f*)=~*~,(X)~,(X)Xf~ 
= . . = u,u,-1 ‘.’ u,(X) u,u,-.I “. a*(X) “’ U”(X) a,(fn), 
where f,,..., f, are elements of D[ [Xl]. This iterative process is possible 
because of the definition of property (*), which essentially asserts that all the 
compositions of the ui)s appearing above are such that the image of X has a 
nonzero constant term. Since the constant term off is zero, it is easy to see 
that, at each stage, ai must also have zero constant term; hence is written 
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as Xf;.+l9 and the process continues. The conclusion of having this represen- 
tation is that if a is the initial coefftcient off, then a belongs to the product 
of the principal ideals generated by the constant terms of o”(X), 
o,,o,-,(X) ,..., and uno,-, ... a,(X). 
Now suppose by hypothesis that S c Uy!, b,D, where each bi E Z,(D). 
Since Q # 0 by assumption and OF=, (biD)j = 0 for 1 < i < m, there exist 
integers t, ,..., t, with a E (biD)” and a @ (biD)“+ ‘, for 1 < i < m. Let 
t=max ,,icm{ti}. Then taking n > mt produces a contradiction, and the 
result follows. I 
THEOREM 1. Let D be a domain satisfying the ascending chain condition 
on principal ideals, and let G be a~ infinite group of D-automorphisms of 
D[ [Xl]. Then (D[ [Xl])” = D. 
Pro05 Define a relation N on G by : If u, 7 E G, then o N 7 if and only if 
a(X) D[ [X]] = 7(X) D[ [Xl]. This is clearly an equivalence relation, hence 
partitions G into pairwise disjoint Gubsets Ei, say G = U,,, E,. There are 
two cases to consider. 
Suppose that I is finite. Since G: is infinite, some E, must then also be 
infinite. Let cr E E, and let b be the constant term of a(X). Set H = 
{ 7 E G 1 the constant term of 7(X) is in bD}. Note that H 2 E,, for if 7 E E,. 
then r(X) D[ [Xl] = o(X) D[ [Xl] by definition of E,, so that 7(X) = UC-J(X) 
where u is a unit of D[ [Xl]. Thus, the constant term of t(X) is in bD, 
showing that 7 E H. (In fact, the constant term of 7(X) is a unit multiple of b 
in 0.) Now we claim that H is a subgroup of G: Clearly the identity on 
D[ [X] ] is in H, and if we have rl, r2 E H (i.e., the constant terms of t,(X) 
and t*(X) are in bD), then it is easy to see that the constant term of r1 t*(X) 
is in bD, and hence that rlrz E H. Moreover, if 7(X) = CEO r,X’ and 
r-‘(X) = cz_o six;, then the constant term of rrC’(X) = X is 
so + r. Cz, si(rJwl, and must be equal to zero. Thus, if r0 E bD, then 
s0 E bD, and so 7 E H implies 7-l E H. 
Since H is an infinite group of D-automorphisms of D[ [X] ] such that for 
all 7 E H, r(X) has its constant term in bD, it follows from Lemma 1 that 
(D[[X]])“=D. S ince HE G, we have that (D[ [Xl])” = D. 
For the other case, suppose that Z is infinite. First note that all u E G such 
that u(X) has order one (i.e., zero constant term) are in one equivalence 
class : If al(X) and u*(X) have order one, then we may write a,(X) = Xg, 
and ~~(x) = Xg,, where g,, g, E D[ [X]] have constant terms which are 
units in D. Thus, g, and g, are units in D[ [Xl], which implies that u,(X) = 
u,(X) g;‘g, and o,(X) = u*(X) g;‘g,, i.e., u, and u2 are equivaIent under 
our relation. Because of this observation, it is possible to choose a sequence 
of elements u, , u2 ,... from distinct EI)s such that each u,,(X) has nonzero 
constant term a,. 
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By way of contradiction, suppose that there exists an element f in 
PIl~ll)” h’ h w ic is not in D. As before, assume that f has positive order, 
say f = Xg where g E D[ [Xl]. Then for each positive integer n, 
Since each u, is an isomorphism and XD[ [X] ] is a prime ideal in D [ [X] 1, it 
follows that a,(X) D[ [Xl] is also a prime ideal in D[[X]]. If n = 1 in the 
above equation, we get that f =o,(X)u,(g)=h,a,(X), where h, =a,(g). 
Suppose that for n > 1, 
f= 4$,(X) ."a,(x), hn ED[1Xll* 
Then since f E a,+,(X)D[[X]] from above, and {a&X) D[[X]]}i+: are 
distinct prime ideals, it follows that h, E u,+,(X) D[ [Xl] or uk(X) is in 
on+ i(X) D[ [Xl] for some k, 1 < k < n. The latter alternative is impossible 
since there can be no proper containment relation between principal prime 
ideals in a domain. Thus, we must have that h, is in u,+,(X) D[ [Xl], so that 
f=@ n+~u,+,(x>)u,(x) ... u,O. H ence, we have by induction that f = 
h,ul(X) ... u,(X) for every positive integer II. 
Let r, denote the constant term of h,. If a is the initial coefficient of f, 
then the above equation in D[ [Xl] gives the following equation in D : 
a = ma, .‘. a n forall n> 1. 
In particular, rnal . . . a, =r,+,a, ... a,a,+,, and since D is a domain and 
all of the ak’s are nonzero, we may cancel to obtain r,, = rn + i a,,+, . This 
gives us an ascending chain of principal ideals: 
r,DEr,Dc... . 
By hypothesis, this chain must terminate, say with r,D = rm+ i D. Then 
r !?I+1 = turn, where u is a unit of D, giving r,a, ... a,,, = ur,a, ... a,a,+, . 
Since a # 0, we have rm # 0; hence we may cancel to obtain 1 = UQ,, , . But 
this says that a,,,+ 1 is a unit, which is clearly impossible since a,,, is an 
element of Z,(D), a proper ideal. Thus, no such f can exist, proving that 
(D[[X]])' = D in this case, too. a 
An inspection of the proof of Theorem 1 reveals that more can be said 
about when the fixed ring is D. As before, suppose that f is in (D[ [Xl])" 
and that f has positive order. If u E G, then f = u(f) = o(Xg) = o(X) u(g), 
so that f is in the principal prime ideal u(x) D[ [Xl] of D[ [Xl]. If there are 
only finitely many distinct such principal primes as u ranges over G, and G 
is infinite, then a contradiction to Lemma 1 results (as we have seen in the 
proof of Theorem 1). If there are infinitely many distinct such principal 
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primes as u ranges over G, then f has infinitely many nonassociate prime 
factors in D[ [Xl]. Th us, we have the following corollary. 
COROLLARY 1. Let D be a domain and let G be an infinite group of D- 
automorphisms of D[[X]]. S pp u ose that the intersection of any infinite 
collection of distinct principal prime ideals of D[[X] ] is zero. Then 
(D[IXj])“=D. 
Remark. The essence of Corollary 1 is that if D is to be such that 
(01 IX]])” #D for some D, then in D[[X]] there must be some form of 
“infinite divisibility.” Indeed, it can be shown that our assumption in 
Theorem 1 that D satisfies the ascending chain condition on principal ideals 
is an assumption which prevents “infinite divisibility” from occurring in 
D[[X] ]. More precisely, one shows that D satisfies the ascending chain 
condition on principal ideals if and only if D[ [Xj] does, and that in a 
domain satisfying the ascending chain condition on principal ideals, “infinite 
divisibility” cannot occur. 
We note also that in [S], Eakin and Sathaye have constructed an example 
of a domain D and an infinite group of D-automorphisms G of D[ [Xl] such 
that (D[ [Xl])” # D. As expected, the idea is to produce an infinite product 
e-r;“+ 4)ED[ml9 where {X-+X + @} define D-automorphisms of 
There is yet another fact which the argument from Theorem 1 yields. 
Recall that if (D[ [Xl])” # D, then there is a Rower series f E (D[ [Xl])” with 
f (0) = 0. We now prove that such an f must have each of its coefficients in 
MD). 
COROLLARY 2. Let D be a domain and let G be an infinite group of D- 
automorphisms of D[ [Xl]. If f E (D[ [Xl])” and f has positive order, then 
f E (Zc(D))[ [Xl]. In other words, every coeficient off belongs to Z,(D). 
Proof: Notice that in the first part of the proof of Theorem 1, no use was 
made of the hypothesis that D satisfied the ascending chain condition on 
principal ideals. That is, in the notation of the proof, if D is a domain with G 
an infinite group of D-automorphisms of D[ [X] 1, and if the index set I for 
the equivalence classes of G is finite, then (D[ [Xl])” = D. 
Hence, the only circumstance under which such an f could exist is if the 
index set 2 is infinite, i.e., if there are infinitely many equivalence classes of 
G under the relation defined in the proof of Theorem 1. Just as in the proof, 
we may then write f = h “+ i o,(X) oi,+ ,(X) for any positive integer n, 
where the ok’s are chosen from distinct equivalence classes of G. By 
considering the right side of the equation, the coefficient of X” in f is formed 
by taking sums of products where each of the products has among its factors 
a coefficient of a term from each one of u,(X),..., u,,+,(X). Clearly, at least 
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one of these terms must be a constant term if we are to produce the coef- 
ficient of X”. But the constant term of every one of ui(X),..., u,,+,(X) is in 
I,(D); therefore, the coefficient of X” is in Z,.(D). fi 
Changing direction, note that the other variable in the fixed ring problem 
is the group G. In that regard, the best known result is given in [ES,]. 
Namely, 
THEOREM (O’Malley-Stellenbosch). IfD is an integral domain and G is 
a finitely generated group of D-automorphisms of D[ [Xl], then 
D[[~llG=D[[~,,G~(~)ll tf G is finite 
=D tf G is infinite. 
In particular, if G is an injmite cyclic group, then D[ [Xl]” = D. 
It follows at once that when dealing with the fixed ring question one is 
concerned only with automorphisms of finite order. In any event, the 
problem of determining the D-automorphisms of D[ [Xl] which have finite 
order is of importance in itself and we turn our attention to it now. 
Thus, let u be a D-automorphism of D[ [Xl]. Since u is a completely deter- 
mined by its action on X, we may look at the power series u(X) in order to 
gain information about u. 
Suppose that u(X) is a polynomial of degree n, where n is a positive 
integer. Then u(u(X)) is a polynomial of degree n2. In general, u”(X) is a 
polynomial of degree nk. Now if n > 2, then it is clear that we can never 
have u”(X) =X, that is, u must have infinite order. 
In light of this, if we want to confine our attention to automorphisms 
where the image of X is a polynomial, then we need only consider 
automorphisms where the image of X is a linear polynomial. Such 
automorphisms of finite order may be characterized as follows: 
PROPOSITON 1. Let D be a domain and let u be a D-automorphism of 
D[ [Xl] determined by u(X) = a + yX, where a E Z,(D) and y is a unit of D. 
Then u has finite order tf and only tf exactly one of the following holds: 
(i) u is the identity on D[[X]]. 
(ii) y = 1, a # 0, and char D # 0. 
(iii) y is a root of unity other than 1. 
Proof. Suppose that u has finite order and that u is not the identity on 
D[ [Xl]. Then for some n > 2, u’(X) =X. But o”(X) can be easily computed 
to be a + ya + y2a + + ~“-‘a + y”X. Thus, we must have that y” = 1. If 
y = 1, then a”(X) reduces to na + X, hence na = 0. Since we assumed that 
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a(X) #X, this forces a to be nonzero; hence char D # 0, and, in fact, n is 
divisible by char D. This proves the “only if’ part of the assertion. 
Conversely, if (i) holds, then c has finite order trivially. If (ii) holds, 
suppose that char D = p. Then up(X) =pa + X=X, so that u clearly has 
linite order. If (iii) holds, suppose that n is the least positive integer with 
y” = 1. (That is, assume that y is a primitive nth root of unity.) Then 
a”(X)=a+ya+“‘+y”-‘a+y”X=a(l+y+“‘+y”-’)+X=X. 
The last equality follows since y # 1 and (1 - y)(l + y + + y” .- ‘) = 
1 - y” = 0. Thus, u has finite order here, too, completing the proof. 1 
We now turn our attention to other D-automorphisms of D[ [X]] which 
have finite order. A question of existence immediately poses itself. Although 
in general it appears to be a very difficult problem to determine whether a 
given D-automorphisms of D[ [Xl] ( w ere h the image of X is not a 
polynomial) has finite order, a construction is given below to produce such 
an automorphism of order two. 
THEOREM 2. Let D be a domain and define the D-automorphism o of 
DiIXll by 
u(x)=a+(a-1)X+(a-1)X*+“‘+(a-1)X”+”’. 
where a E Z,(D). Then u has order two, i.e., u’(X) =X. 
ProoJ First of all, u is indeed a D-automorphism of D[ [Xl] because the 
constant term of u(X) is in Z,(D) by assumption, and the coefficient of X is a 
unit since a E Z,(D) and Z,(D) is contained in the Jacobson radical of D. 
Now we must show that u*(X) = X. Consider the coefficients of 
u’(X) = u(u(X)) = a + (a - 1) u(X) + (a - l)(u(X))’ + . . . . For notational 
convenience, let ak,” denote the coefficient of X” in (u(X))” for n > 0 and 
k > 0. 
The constant term of u’(X) is then given by 
a+(a-l)a,,,+(a-l)a2,,+“‘+(a-l)a”.,,+”’ 
=a+(a-l)a+(a-l)a*+“‘+(a-l)a”+. 
=a+a*--++3--*+...+a~+‘-aa”+... 
= 0. 
The first equality follows since ak,o = ak for all k > 1. The last equality 
simply means that the partial sums converge to zero in the aD-adic topology 
on D, as is easily checked. 
The coefficient of X in u”(X) is given by 
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= (U - 1) 2 Uj,l 
j=l 
= (a - 1) g j&r@ - 1) 
j=l 
00 
=(a-1)2 Cjuj-l 
j=l 
=(a-1)*(1+a+“‘+u”+~~‘)2 
=[(u-1)(1+a+~‘~+u”+“‘)]* 
=(-l)‘= 1. 
Here the second equality follows from an easy computation which shows 
that u,,r = juj- ‘(u - 1) for j > 1. The rest of the equalities follow from 
routine computations with power series. 
The coefftcient of X2 in a’(X) is given by 
= tam ‘1 ,z, uj,2 
=(a- 1) f [C(j,2) tp(a - 1)2 + C(j, 1) &‘(a - l)] 
j=l 
(a - l)* 
[ 
(a - 1) 2 C(j, 2) uj-* + f C(j, l)&’ 
j=1 j=l I 
=(a-- l)* 5 C(j,2)P- g c(j,2)&*+ 2 C(j,l)P 
[ j=1 j=l j=l I 
=(a- 1)2 2 C(j+ 1,2)&‘-- 2 C(j,2)rk2 
[ j=l ]=I 1 = 0. 
Here the second equality follows from an easy computation which shows 
that a,,, = C(j, 2) &‘(a - I)* + C(j, 1) &‘(a - l), where C(j, k) is the 
usual binomial coefftcient. The penultimate equality uses the combinatorial 
identity: C(j, 2) + C(j, 1) = C(j + 1,2). The last equality can be verifii by 
reindexing the summation and noticing that for j = 1, C(j, 2) = 0 by con- 
vention. 
So far we have determined in a’(X) that the constant is zero, the coef- 
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ficient of X is one, and the coefficient of X2 is zero. An induction argument 
will now show that the rest of the coefficients are zero. To facilitate this 
argument, we first derive a useful recursive formula for the u~,~‘s. 
By definition of the ok,“%, we have, for k > 0, (o(X))“” = (o(X))” a(X) = 
@k,O + uk.l X+‘..)(u+(a-1)X+@-1)X*+...). The coefficient ofX” 
in the last expression may be computed in the usual way in which we 
multiply power series. Thus, it can be written c&a - 1) + 
ok,, (a - 1) + + ok,n- ,(a - 1) + uk,“u. However, the coetkient of X” in 
the first expression is by definition uk+,,“. Hence, the following relationship 
holds for all k 2 0 and n > 1: 
n-1 
a kt I,?# = t” - ‘1 c uk,i+ aak.n- 
i=O 
Now we are in a position to present the induction argument. It has been 
shown already that the coefficient of X2 in a2(X) is zero. Therefore, by way 
of induction, suppose that the coeffkients of X2, X3,..., X”-’ in o’(X) are all 
zero for n > 3. In other words, suppose that (a - 1) z?, a,& = 0 for 
k = 2, 3 ,..., n - 1. Then 
cc 00 
C aj., = a~,, +‘C uj.n 
.i= I j=2 
=a I.n+ 5 (u-l)"~luj-,,i+UUj-~,, 
j=2 [ i=O 1 n-1 
=a I,n+ 1 (u-1) 2 aj-1.i 
i=O [ 1 +a F uj-I,n j=2 j=2 
=a,.,+ k’[ (a- 1) jtJ Uj,i] +a jJ aj,n 
i=O j=l j=1 
=“l.nt(u-l)f uj,O+(U-l)~~j~~+~l[(a-l)~~j,~ 
j=l j=l i-2 j=l 
+ a 2 uj,n 
j=l 
= (a t  l) + (-a) t  l + O + u 2 Uj,,* 
j=1 
In the last eijuality, we have used the induction hypothesis to get Cy:: 
- 0. Also, it has been shown previously that ?I U&lEl"j,i- 
a j i a,,l = 1 (as the coeflicient of X2 in 02(X)), and that 
a t  (a - 1) c,i u/.0 = 0 (as the constant term of a”(X)). Thus, the above 
calculation reduces to j-J”=, uj,, = a CJ”=, aj,, , i.e., (a - 1) Cj”= I a]., = 0. 
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This is exactly what is required since this last expression is precisely the 
coefficient of x” in o’(X). 
We have shown, therefore, that a’(X)=O+ 1 .X+0.X2+,,.+ 
0 X + ... = X. Thus, cr* = l~,,xl,, i.e., has order two as claimed. 1 
It should be noted that the above calculations relied heavily upon the fact 
that D is complete Hausdorff in the al)-adic toplogy, which is guaranteed 
since a E Z,(D). Also, we needed the fact that the action of cr on D[ [Xl] can 
be calculated by substitution, a fact proved in [9]. 
Thus, D-automorphisms of D[ [Xl] h aving finite order but determined by a 
power series which is not a polynomial appear to be plentiful. Even if Z,(D) 
is zero, we may take a = 0 in the previous result to obtain the automorphism 
u of order two where a(X) = -X-X2 -X3 - ... . In addition, if Z,-(D) is 
infinite, then there are clearly infinitely many of these automorphisms of 
order two. The proof of Theorem 2 would also seem to indicate that showing 
that a given D-automorphism of D[ [Xl] has finite order may involve some 
tedious and unmanageable calculations, especially if the order of the 
automorphism is greater than two, or if the image of X does not have a very 
simple form. 
We conclude this section by considering some examples representative of 
the behavior of these types of D-automorphisms of D[ [Xl] in the group of 
all D-automorphisms of D[ [Xl]. As the examples will indicate, just about 
anything can happen when two such automorphisms are composed, but first 
we make some general observations which may be verified by calculations 
similar to those of the preceding proof. 
Let D be a domain and let a and b be elements of Z,(D). Define the D- 
automorphisms o and r of D[ [Xl] by 
Then (ro)(X) = (b - a)/@ - 1) + [(a - l)/(b - l)]X. Thus, the composition 
of two of these “nonpolynomial” automorphisms of order two is an 
automorphism where the image of X is a linear polynomial. 
The composition of u and r may have finite order, for let D be the 
completion of the integers in the 2-adic topology. Then 2 is in Zc(D), so in 
the above notation take a = 0 and b = 2. Then (to)(X) = 2 -X so that ru is 
an automorphism of order two. 
The composition of u and r may have infinite order, for let K be a field, 
and let D = K[ [ Y]], where Y is an indeterminate. Then Y is in Z,-(D). In this 
case take a=0 and b= Y. Then (zu)(X)= Y/(Y- l)-(l/(Y-1)X. 
The composition of an automorphism of infinite order with an 
automorphism of finite order may have finite order. In the previous example, 
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consider a(ru), the composition of an automorphism of order two with an 
automorphism of infinite order. This is just a conjugate of r; an 
automorphism of order two, hence has order two. 
2. THE IDEAL Zc AND SOME EXAMPLES 
It is clear from Section 1 that the ideal Zc is an important object in the 
study of the fixed ring problem. This remark is merely a reflection of the fact, 
that Zc is fundamental to the study of homomorphisms of power series rings. 
Thus, we devote the better part of this section to the calculation of I, for 
certain domains of classical ideal theory. In the final portion of the paper we 
provide some examples to illustrate the bad behavior of I, under ring 
extension. 
We begin by considering the nicest (non-Noetherian) domains of all. 
THEOREM 3. Let V be a valuation domain. Then 
(9 Z,(V) E p.f or every nonzero prime ideal P of V. 
(ii) Either n F= 1 (I,( V))n = 0 or Z,(V) is the minimal nonzero prime 
ideal of V, in which case Z,(V) is idempotent. 
(iii) Zf V has rank one, then either ZJ V) = 0 or Z,(V) = M, the unique 
maximal ideal of V, in which case V is a Henselian domain. 
Proof. (i) Let a be a nonzero element of Z,(V). Then n:=, a”V = 0. 
Suppose that P is a prime ideal of V. If a 4 P, then clearly a” 4: P for any 
positive integer n, and it follows that a”V 2 P since V is a valuation domain. 
However, this implies that OF=, a”V 2 P, forcing P = 0. 
(ii) Since Z,(V) s P for every nonzero prime ideal of V by the 
previous result, we certainly have n;=, (Z,(V))” s P for every such P. 
However, the intersection of the powers of any ideal in a valuation domain is 
a prime ideal (see [6], Theorem 17.1). Thus, if nF=, (Zc(V))” is not zero, 
then it follows from above that it must be the minimal nonzero prime ideal 
P, of V. But then we have , again by (i), that Z,(V) c P, = n;= , (Z,(V))” c 
Z,(V). In particular, P, = Z,(V) and P, is idempotent. 
(iii) Let a and b be nonzero elements of M. Then either aV E bV or 
b V E aV, say the former. Note that nF=, b”V is a prime ideal of V (see 16 I). 
It cannot be M, for then we would have bV E M= OR, b”V, which is 
clearly impossible in a domain. Thus, it follows that n FE, b” V = 0, the only 
other prime ideal of V. From this, and the assumption that a is nonzero and 
V is a valuation domain, we can see that bk V E a V for some positive integer 
k. Thus, bk”V E a”V for each positive integer n. Also, a”V c b”V for each 
positive integer n by assumption. These two facts show that the aV-adic 
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topology on V and the bV-adic topology on V are equivalent. Thus, if a is a 
nonzero element of I,( I’), then V is complete Hausdorff in the aV-adic 
topology; and if b is any nonzero element of M, then V is also complete 
Hausdorff in the bV-adic topology. This shows that b is in Z,.(V), proving the 
first part of (iii). 
We have only to prove now that if Z,(V) = M, then V is Henselian. That 
is, if f is a manic polynomial in V[X] such that S - g, h, E M[X] where g, 
and h, are manic polynomials with g, V[X] + h, V[X] + M[X] = V]X], then 
there exist manic polynomials g and h in V[X] such that f = gh, and g - g, 
and h - h, are in M[X]. 
For notation, let n = deg f and r = deg g, . Since f, g, , and h, are manic 
and f - g,h, E M[X], it follows that deg h, = n - r. Since g, and h, are 
relatively prime mod M[X], there exist polynomials p E M[X] and 
r, s E V[X] with 1 = rg, + sh, + p. Also by hypothesis, there exists a 
polynomial q E MIX] with f - g, h, = q. Since V is a valuation ring, there 
exists an element a in M with p, q E aV[X]. 
Assume by induction that for k > 1, polynomials g, and h, in V[X] have 
been constructed so that they are relatively prime mod aV[X], g, is manic of 
degree r, h, has unit leading coefficient and is of degree n - r, f - gk h, is in 
akV[X], and g, - gk-, , h, - h,-, are in ak-‘V[X]. Taking g, = h, = 0, it is 
easily checked that g, and h, satisfy these requirements for k = 1. 
In order to complete the induction step we require a lemma reminiscient of 
[8, 30.4, p. 1041. 
LEMMA 2. Let R be a ring and let g and h be elements of the potjmomial 
ring R [Xl. Zf g and h are relatively prime and the leading cot$Icient of each 
is a unit in R, then for 1 < i < n = deg( gh), there exist elements ai and bi in 
R [X] such that: 
X’=a,g+b,h, deg a, ( deg h, deg b, < deg g. 
Proof (of lemma). Since g and h are relatively prime, there exist elements 
ai and bi in R [X] with Xi = a, g + b,h. If deg b, < deg g, then deg(b,h) = 
deg bi + deg h < deg g + deg h = n, where the equalities follow from the 
hypothesis that g and h have unit leading coefficients. Since this inequality 
forces deg(a, g) Q n (note 1 < i < n) and deg(a, g) = deg a, + deg g, we get 
that deg a, < n - deg g = deg h, as required. 
Thus, it will suffice to show that a, ana b, may be chosen with deg b, < 
deg g. This is easy, for x’ = (a, + th)g + (a, - tg)h for any elanrent t in 
R[X]. Hence, recalling that g has unit leading oo&cient, a judicious choice 
of t will result in deg(b, - tg) ( deg b, ; and this is possible as long as 
deg b, > deg g. Thus, b, and a, may eventually be replaced by polynomials 
satisfying the desired conditions. 
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Continuing the proof of the theorem, let gk and h;, denote the images of g, 
and h, in (V/aP’)[X]. Applying Lemma 2 to gk and h;, , we find that there 
exist polynomials di and bi in (V/av)(X] with Xi = 6, & + 6)&,, deg 8, < 
deg h-,, and deg Li < deg gk for 1 Q i < n. Clearly the polynomials ai and bi 
may be chosen with deg a, = deg tii and deg bi = deg pi. Thus, for 1 < i < n, 
there exist polynomials ci E aV[X] with Xi = ai g, + b, h, + Ci . By 
assumption, we may write f - gkh, = Cl=o/?iXi, where pi E akV[X] for 
each i. (Note that the degree of f - g,h, does not exceed n by assumption 
on the degrees of g, and hk.) Combining the above equations gives 
f - g,h, = g, f /?iai + h, f Pibi + ,f Pick 
i=O i=O i -- 0 
or, equivalently, 
f -g,h,-gg, 5 Piaimhk $ Pibi= t PiCiEakt’V[X]* 
i=O i=O i-0 
We also have 
f-t 
g, + f hbi 
i=O 
)(hk + i$o pi'i) 
=f-g,hk-gk $oPiQiehk $,Blb,-( $opib’)( ~opia)’ 
Since (Cj’=o pi bi)(CyCo P,ai) E azkV[X] 5 ak+ ’ V[X], it is easy to see that 
setting gk+ , = g, + C;=o/?ibi and h,, , = h, + Cyzoj3iai results in 
f -gk+Ihk+IE ak+‘V[X]. Moreover, since deg bi < deg g for 1 < i < n and 
g, is manic, it follows that gk+ , is also manic. Similarly, since deg a, < deg h 
and & E M for each i, the leading coefftcient of hk+ I is equal to the leading 
coefficient of h, (which is a unit) plus an element of M, and hence is again a 
unit. These arguments also show that deg gk+ , = r and deg h,, I = n - r. 
Finally, gk + , - g, and hk+, - h, are in a”V[X] since they are, respectively, 
CyzoPibi and C;,oj3iai. This also shows that gk+, and hk+ I are relatively 
prime mod aV[X], since they are equal, mod aV[X], to g, and h,. 
Thus, by induction, there exist sequences { gk}pz, and {hk}Fzl where all 
the gk’s are manic of degree r and all the hk’s have degree n - r. Since 
gk+ I - g, E a”V[X] for k > 1 and V is complete in the aV-adic topology, 
g = lim, g, exists in V[X] and is manic of degree r. (This is actually a limit 
in the aV[X]-adic topology on V[X] obtained by taking limits of coefficients 
in V.) Similarly, h = lim, h, exists in V[X]. Also, lim,(f - g,h,) = 0 since 
f - g,h, E a”V[X]. Consequently, we have 0 = lim,(f - gk hk) = 
f - lim,(g,) lim,(h,) = f - gh. Thus, f = gh; so clearly h is also manic. 
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Finally, g - g, and h - h, are in (xV]X] G M[X] by definition of g and h, so 
that they are just as required. I 
We remark that the converse to part (iii) of Theorem 3 fails. That is, a 
Henselian rank one valuation domain V need not have I,(V) = M, as the 
following example pointed out to us by W. Heinzer shows. 
EXAMPLE 1. This is an example of a Henselian rank one valuation 
domain (V, M) with I,(V) = 0. 
Let K be a field and let V be the Henselization (see [8]) of K[X](,,, the 
localization of K[X] at the maximal ideal generated by X. By results in [S], 
V is then a discrete valuation ring since K[X],,, is a discrete valuation ring. 
However, V is clearly not complete in the X-adic topology since V does not 
contain K[ [Xl]. 
We now globalize to Prufer domains, but in the process we are forced to 
make the rather stringent assumption that the Krull dimension is one. A 
technical lemma, patterned after Theorem 17.1 of [8], will precede our main 
result. 
LEMMA 3. Let R be a ring, and let I be an ideal of R. Suppose that 
Z=Q,n... nQ,., where {Q,,...,Q,} is a set of pairwise comaximal ideals 
of R. Suppose also that nF=, I” = 0. Then ifR* denotes the completion of R 
in the I-adic topology, there exist elements e, ,..., ek in R* such that 
R * z e, R 0 @ e,R *. That is, R * is the direct sum of the rings e,R* 
where each has identity e,. 
Moreover, let D be a domain and suppose that I is an ideal of D such that 
I is an intersection of at least two, but only finitely many pairwise comaximal 
ideals; and suppose that (JF=, I” = 0. Then D is not complete in the I-adic 
topology. 
ProoJ For each positive integer n, {Q:,..., Qi} is a set of pairwise 
comaximal ideals of R with I” = Q: n ... n Q;. There is a canonical 
surjective ring homomorphism 8, : R + R/Q: 0 . @ R/Q: where 
ker 8, = I”. (See, for example, Proposition 1.10 in [ 1 I.) For each n, and 
1 < i < k, choose ei,n E R with B,(ei,,) = (0 ,..., 0, 1 + Ql, 0 ,..., 0). Then 
1 - Cf=, ei,n is in I” since 0,( 1) = S,(cf, i e,,,). Also, we have e,,n E Qjn for 
i # j and 1 - e,,, E Qy , both by the choice of the e,!, . Now for i # j, 
ei,n - ei.n+ 1 E Qy clearly, and e,,” - e,,n+, = (1 - e,.,+i) - (1 -e,,,) E Ql; 
hence, et,,, - ei,“+, E I” for each n and 1 < i < k. Topologically, this says 
that the sequence {ei,,}z& is a Cauchy sequence in R in the I-adic topology, 
from which it follows that the sequence has a limit e, in R*. From the above, 
1 - C:=I ei,n being an element of Z” for each n shows that 1 = 
lim, Cf=, e,,, = Cf=, lim, e,,” = C”= i e, . Similarly, for e,,, ej,, E I” for 
i #j, we get that 0 = lim, ei,,ej., = lim, ei,n lim, ej,, = eiej. Putting these 
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facts together shows that ef = e, for 1 < i < k. Thus, in the usual fashion, 
R * G eiR* @ 0 ekR*, and each eiR* is clearly a ring with identity ei. 
The moreover assertion follows trivially since the completion of D in the 
I-adic topology is a nontrivial direct sum of rings, so cannot possibly be a 
domain. I 
THEOREM 4. Let D be a one-dimensional Prufer domain. Then 
(i) If I is an ideal contained in J(D), the Jacobson radical of D, then 
either nT=, I” = 0 or I = J(D), and in this case J(D) is idempotent. In 
particular, either n:= I (Zc(D))n = 0 or I,(D) = J(D). 
(ii) If D is semi-quasi-local with at least two maximal ideals, then 
I,(D) = 0. 
(iii) Zf D is Noetherian (i.e., a Dedekind domain) and if D is not a 
discrete valuation domain, then I,(D) = 0. 
Proo$ (i) Let {M,}aEA be the set of maximal ideals of D, and let V, = 
D Then each V, is a rank one valuation domain. Suppose that 
n$; I” # 0, then 0 c (nF= r I”) V, c f-)z= r (IV,)“. As we have seen before, 
(-I:=, (IV,)” is a prime ideal of V,. Thus, since V, has rank one, it follows 
that nF=, (IV,)” = M, V,, the unique nonzero prime ideal of V, for each 
a E A. On the other hand, IV, 2 OF= I (IV,)” = M, V,, so that it now 
follows that IV, = M, V,. (Since Zc J(D), it must happen that 
IV, EM, V,.) Moreover, J(D) V, = M, V,, so that, locally, the 
containment becomes equality. This can only happen if I = J(D), as required. 
To see that J(D) is idempotent in this case, note that for each a EA. 
(J(D))’ V, = (J(D) V,)’ = (M, V,)’ = M, V, = J(D) V, ; hence (J(D))’ = 
J(D). 
(ii) Let a be a nonzero element of M, f7 n M,, the Jacobson radical 
of D, and suppose that n:=, a”D = 0. By Corollary 43.10 of 161, aD can be 
represented as a finite intersection of primary ideals belonging to the 
minimal primes of D, namely, M, ,,,., M,: Since a E Mi for each i, we may 
assume that aD can be written as an intersection of at least two primary 
ideals which are comaximal. Thus, by Lemma 3, D is not complete in the 
aD-adic topology. Since Z,(D) is contained in M, r? ..’ f7 M, and 
n;z, a”D = 0 and D is complete in the al)-adic topology for each 
a E I,.(D), it now follows that I,-(D) = 0. 
(iii) Recall that in a Dedekind domain, every ideal has a unique prime 
factorization, so we may proceed as in (ii). # 
We now give an example to show that non-Noetherian valuation domains 
of the type in Theorem 3(iii) can actually occur. 
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EXAMPLE 2. This is an example of a rank one nondiscrete valuation 
domain (V, M) with Zc( V) = M. 
Let G = IF?, the additive group of real numbers, and let K be a field. It is 
known that the set 
(*I V= f= 1 a,X”Ia,EKforallcrandsuppf 
I neC 
is a well-ordered subset of G+ U (0} 
I 
forms a valuation domain with value group G, where 
supp f = {a f G 1 a, f 0}, and Gt denotes the positive cone of G. Since 
G = R, V is thus a rank one nondiscrete valuation domain. Since the 
construction in (*) works equally well for any totally ordered group G, we 
prove a more general result in order to see that Z,-(V) = A4 for our choice of 
G: 
PROPOSITION 2. Let G be a totally ordered group and let K be a fild. 
Let V be the valuation domain defined by (*). If G has a maximal proper 
convex subgroup, then I&V) is the corresponding minimal nonrero prime 
ideal of V. Otherwise, I,-(V) = 0. 
Proof. Suppose that G has a maximal proper convex subgroup H. Then 
P={fEV:v(F)cZH+U{0}} is the minimal nonzero prime ideal of V. 
Choose f E P, f # 0, and let a be the least element of supp f (i.e., v(f) = a). 
Then f = XffJ’ where f’ has nonzero constant term, hence is a unit. We must 
show that V is complete Hausdorff in the f V-adic topology, but it now 
clearly suffices to show that V is complete Hausdorff in the X”V-adic 
topology. . 
That V is Hausdorff in this topology is clear since X” E P and 
nE,(x=v)n is a prime ideal of V. Since P is minimal and 
l-j?= i (XaV)” c P, it follows that f)F= i (X*V)n = 0, showing that V is 
Hausdorff. 
To show that V is complete in the X”V-adic topology, it suffices to show 
that g = x2=, f,X”l is an element of V, where f,, E V for each positive 
integer n. To see first that g is well defined, note that if j3 E G+ U {0}, then 
/I < ka for some positive integer k. (See, for example, exercise III-17, 28 in 
[6].) Thus, the coefficient of p in g is simply the coefiicient of X0 in 
C”,=, fJ”O, which is certainly well defined. The same argument may be 
used to show that supp g is well ordered: If H’ is a subset of supp g, then 
choose any /3 E H’. Then the least element of H’ is clearly the least element 
of supp(ct= r fnXna) n H’, which does exist since xi= i fnFa E V. 
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Thus, V is complete Hausdorff in the f V-adic topology for each f E P. 
This shows that P E Z,(V). By Theorem 3(ii), Z,(V) E P, hence equality 
follows. 
On the other hand, suppose that G has no maximal proper convex 
subgroup. Then V has no minimal nonzero prime ideal and, in fact, the inter- 
section of all the nonzero prime ideals is zero. By Theorem 3(i), Z,(v) is 
contained in each nonzero prime ideal, so it follows that Z,(V) = 0 in this 
case. I 
Returning to our example with G = I?, G does have a maximal proper 
convex subgroup, namely, zero, so that Z,(V) = M as claimed. 
It should be remarked in passing that the valuation domains constructed 
in (*) are maximal valuation domains. 
We conclude with some examples demonstrating the pathology of I, under 
ring extension. We begin with a few remarks about Z,(D) for a “typical” 
domain D. 
O’Malley has proved in [9] a theoretically appealing characterization of 
the ideal I,: 
An element a is in Z&D) if and only if D is 
complete Hausdorff in the aD-adic topology. 
Although this is a very nice result, for a given domain D it may be very 
difficult to apply this criterion to determine whether or not the element a is 
in Z,(D). When we think of a domain which is complete Hausdorff in the 
topology generated by one of its elements, probably the first example which 
comes to mind is the power series ring K[ [ Y]] where K is a field. Clearly 
K[ ]Y]] is complete Hausdorff in the Y-adic topology, and since (Y) is the 
unique maximal ideal, it follows that Zc(K[ [ Y]]) = (Y). At first glance, this 
may seem like a trivial example, but it often happens that this is really 
representative of what is going on. 
Suppose that D is a domain which contains a field K. Let a be a nonzero 
element of Z,-(D), if Z,(D) is nontrivial. The first thing that we note is that a 
is not algebraic over K, for if it were, then it would be a unit, which is 
impossible since ZJD) is a proper ideal. Thus, a is transcendental over K. 
Since D is complete in the aD-adic topology, D must contain K[ [a]], the 
ring of all formal power series in a~with coefficients in K. So at least with 
respect to K, it is safe to think of a as an analytic indeterminate. This forces 
D to be very large in comparison to K, for K[ [a]] has uncountable transcen- 
dence degree over K. (See [2], for example.) Generally speaking, if we begin 
with a field K and want to build a domain D in which Z,(D) is nontrivial, 
we must move up to a very large domain. For example, forming the 
polynomial ring, regardless of the number of variables, will not produce the 
desired result. The reason is that the Jacobson radical of a polynomial ring is 
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always zero, and I, is contained in the Jacobson radical. Thus, passage to 
the polynomial ring always destroys I,.. 
In the following example, we show that the ideal I, is not stable under 
localization either. 
EXAMPLE 3. This is an example of a domain D with a prime ideal P 
such that Zc(D) # 0, but Z,(D,) = 0. Let R be any domain which possesses 
an element a such that n:= i R = 0, and let Y be an indeterminate. Set 
D=R[[Y]]. Th en certainly Z,(D) # 0 since YE Z,(D). Let P = YD, a prime 
ideal of D, and consider D,, the localization of D at P. This is a local ring 
with maximal ideal generated by Y, and, in fact, this is the only nonzero 
prime ideal of D,. Thus, D, is a discrete valuation ring. 
Now D, is not complete in the Y-adic topology since S[ Y] c D, c S[ [ Y] ] 
where S is the quotient field of R. To see the first containment, note that 
D, 2 S since R n P = 0; hence it clearly follows that S[ Y] 5 D,. Now any 
element of D, has the form f/g where f E R [ [ Y]] and g E R [ [ Y]], g 4 P. 
Any such element g is a unit of S[ [ Y]], so that it follows that D, c S[ [ Y] 1. 
This inclusion is proper since D ED, 5 q.f.(D) implies that q.f.(D,) = 
q.f.(D), and DcR[[Y/a]]cS[[Y/a]]=S[[Y]] implies that q.f.(D)E 
q.f.(R [ [ Y/a]]) c q.f.(S[ [Y]]). By [ 10, Theorem 2.11, q.f.(R [ [Y/a]]) has 
infinite transcendence degree over q.f.(D); hence so does q.f.(S[ [ Y]]). Since 
q.f.(D) = q.f.(D,), it is clear that D, # S[ [Y]]. Thus, the inclusion 
D, c S[ [ Y] ] is proper, showing that D, cannot be complete in the Y-adic 
topology, since the completion of S[ Y] is S[ [ Y] 1, and S[ Y] c D, . 
By Theorem 3(iii), it now follows that Z&D,) = 0; for we have shown that 
Y & Z&D,), and I,-(D,) must be either YD,or 0. 
The next example is another instance where Z,(D) # 0, but Zc vanishes in 
an extension of D. 
EXAMPLE 4. This is an example of a domain D, and an ascending 
sequence {D,}F=, of finite integral extensions of D, such that for each n, 
Z,(D,) 3 Z,(D,) # 0, but I&:==, 0,) = 0. 
Let F,, be a field of characteristic zero and let a,, a?,... be elements 
algebraic over F,, such that the degree of F* = Fo(a,, a,,...) over F, is 
infinite. Let F, denote the finite algebraic extension Fo(a, ,..., a,) of F, for 
each positive integer n. For each n > 0, let D, denote the power series ring 
F,[ [ Y]]. Then each D, is a discrete valuation ring with maximal ideal 
generated by Y, and Z,(D,) is generated by Y. Let K, = F,((Y)), the quotient 
field of D, for each n > 0. By Theorems 37 and 41 of [3], D, is integral over 
D, and K, is algebraic over K, for each positive integer n. Moreover, since 
each D, is a valuation domain, it is integrally closed, and hence is the 
integral closure of D, in K,. Let D* = U,“,, D, and let K” = Up=‘=, K, . By 
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the remarks above, D* is the integral closure of D, in K*, an algebraic 
extension of K,. 
Consider the sequence {Cy!“=l a, r’},“= 1 of elements of D*. It is clearly a 
Cauchy sequence in the Y-adic topology with limit f = Cz, a, Y’. But f is 
not an element of D* since by Theorem 38 of [3], f is not integral over D,. 
Thus, D* is not complete in the Y-adic topology. However, D* is a discrete 
valuation ring since it is a one-dimensional Prufer domain (as the integral 
closure of D, in K*), and is easily checked to have a unique maximal ideal 
generated by Y. By Theorem 3(iii), it follows that Z,(D*) = 0 since D* is not 
complete in the Y-adic topology. 
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