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I. INTRODUCTION Recently, a type of intermittent behavior known as "on-off intermittency" has been reported [1] . The behavior derives its name from the characteristic twostate nature of the intermittent signal. The "off" state is nearly constant, and can remain so for very long periods of time. These events are known as laminar phases, a term used to describe these events in other intermittency studies [2 -4] . The "on" state is a burst, departing quickly from, and returning quickly to, the off state. Platt, Spiegel, and Tresser [1] have reported this behavior in a set of five coupled ordinary differential equations (which reduce to a set of equations equivalent to the Lorenz equations [5] in a particular limit) and in a driven piecewise linear map. The authors also present a geometric mechanism for the intermittent behavior, which clearly distinguishes on-off intermittency from other known types of intermittency: Pomeau and Manneville types I, II, and III [2 -4,6] and crisis-induced intermittency [7, 8] .
In this paper we focus on the statistical properties of on-off intermittent signals, paying particular attention to the distribution of laminar phases and the mean laminar phase as a function of a system parameter. We develop the necessary theory for a simple class of driven maps that includes the map studied in [1] . Despite the simplicity of these systems, we believe they capture the essential dynamical features of on-off intermittency. On-off intermittency can be achieved in these maps with both random and chaotic parameter variations.
The maps we study are of the form y"+i =z" f(y"), where f (0) =0, r) f(y) /By~o&0, and the variable z"comes from a chaotic or a random process with density function 1063-651X/94/49(2)/1140(11)/$06. 00 1140 1994 The American Physical Society p, (z) [9] . We assume the function f is such that the solutions of Eq. (1}are bounded for all time.
As an example, take f(y")=y"(l -y") and z"=ax", [10] . The map instantaneously passes through a transcritical bifurcation at y =0 whenever z"=l (see Fig. 1 ). Figure 2 shows two representative time series for this map; Fig.   2 
zL where zL and zU are the lower and upper limits of z [14] . The asymptotic solution of (3) is then given bỹ n e
Here it is understood that y" is small enough to be governed by the linearized map. From (7) it follows that the condition for the onset of intermittent behavior is (lnz ) =0 (this relation is also derived in [9] We consider a simple example of map (1) with chaotic driving, again choosing f(y")=y"(l -y") and z"=ax", but now with x"+, =2x"mod1 [19] . Except for a measure-zero set of initial conditions, the variable x"has uniform distribution in (0, 1) [20] . The onset condition is therefore identical to the uniform random driving case discussed above, namely, a, = e [21] . Like the map x"+, =2x"modl, the tent map also has uniform invariant measure in (0, 1) [20] , and therefore yields a critical value of a, =e [21] .
For more realistic chaotic driving choices, the invariant density of the driving variable is rarely known in closed
form.
An example is map
(1) with f(y")=y"(1 -y") and z"=ax", where x"also comes from a logistic map: x"+, =ax"(1 -x"). Similar maps (with two-way coupling) have been studied in [22, 23] .
The invariant density of x for a=3.75 is shown in Fig. 5 . Since P, =zo, the denominator of (14) is simply (13) (14) =Prob A w,~j lna j=l (20) To compute A. "using (20) , the joint density F"(w "wz, . . . , w") is required. This is obtained from the joint density F"(x "x2, . . . , x")through the transfor- Fx(xo)x1, . . . , X"1) (21) It is convenient to define the event where J is the Jacobian of the transformation (19};J is given by and the corresponding probability X"=Prob(E") .
From the identity joint density F" factors, yielding
Pr bo(E"A P"+, ) 1 ) = A."-A, "+, .
P(xo}P(x 1 ) ' ' ' P(x -1} F"(w"w~). . . ) w") = ! J
The problem is therefore reduced to calculating the prob- Figure 7 shows the integration domain for the calculation of X2, ' the integral is given by A2= f e 'dwz f p(e ' ' )p(e ')dw, . (24) 2 lna lna
In the general case the integral appears as (,
A, "= f e "dw"f p(e " *" ' )dw"1f (25) for n~2. This can be written as k"= f e H", (w)dw, n lna I26) I integro-difference equation [24] 0"(w)= f p(e (37) with 8"(n lna)=0 . To obtain the asymptotic behavior of the coefficient gn, we appeal to a theorem from asymptotic analysis. Let G(t)= g"" Dg"t" converge for 0&t &1 and let the sequence {g"l be monotonic with g"~O (these conditions hold for g"}. [26] ). Applying this theorem to the generating function G(t) in (53) gives (47) The coefficients g"are determined through the relations
Finally, the numerator of (43) 
for some bounded constant c (for symmetric densities, c =0). For a proof of this relation, see [26] . This result can be extended to include all densities p with zero mean and finite variance. These cases are expected to be met most frequently in practice (all of the cases discussed in this paper fall within this class). Density functions with zero mean and finite variance satisfy the relation In this section we consider the distribution of laminar phases for cases with chaotic driving. The laminar phase analysis presented in Sec. III cannot be applied to these cases because the assumption of independence does not hold for chaotic driving; correlations are always present in chaotic time series. As a result, the joint density F" in Eq. (23} cannot be factored. Independence is also assumed in the proof of (45) so the general random-walk analysis of Sec. IV cannot be applied. Figure 8 (b} shows A" for three cases: uniform random driving, 2x mod1 driving, and tent-map driving. Parameters were again a =2.75 and~=0.001. We collected 500000 laminar phases for each distribution. The striking feature of Fig. 8(b) (n)= g nA"=a g n(X"-X"")=a y X".
(57) (n ) = g n A"= -f" exp 2v'2m.
-n5 2 n n 2e
To our knowledge, the sum g"",A,"cannot be expressed in closed form. Near onset, an approximate expression for the mean laminar phase can be obtained as follows.
We are interested in the leading-order behavior of the mean laminar phase in terms of the deviation 5=a -e. [12, 13] have studied a class of two-dimensional maps with randomly varying parameters. These maps, which model the dynamics of passive scalars on the surface of a fluid, exhibit so-called snapshot attractors. Snapshot attractors can undergo a form of intermittent behavior that is similar to on-off intermittency. There are some essential differences between the behavior of snapshot attractors and the attractors studied in this paper, however. The intermittent "signal" in the maps in [12] and [13] is the size of the snapshot attractor as the map is iterated; the size is computed as an rms average over the attractor at each map iterate for a large ensemble of initial conditions. For our maps we can also define a size distribution by forming the histogram of y values. Because this distribution is independent of the time ordering of the y values, the size distribution is, in general, independent of the distribution of laminar phases. The size distribution of snapshot attractors computed in Refs. [12] and [13] is quite different from the laminar phase distribution found in this paper. We add that from an experimental point of view, it may be preferable to measure the laminar phase distribution over the size distribution because of the expected insensitivity of the former to noise.
The results of this paper are based entirely on the dynamics of a class of one-dimensional maps without noise.
These maps are obviously idealized, and experimental systems would no doubt require more realistic models.
External noise has been shown to have significant effects in other theories of intermittency [3, 4, 6, 28, 29] . Preliminary investigations show this to be true for on-off intermittency as well; we will report on external noise effects in a future work. Finally, it is important to extend the theory to higher dimensional systems and to systems in continuous time, both of which we hope to report on 
