1. Introduction. The Young-Frankel [11, 5] successive overrelaxation scheme, which has been shown [11, pp. 104-109] to be applicable to the numerical solution of partial equations of elliptic type, can be described as follows. If the system of linear equations to be solved is (1) Mx = k , where the nxn matrix M - (m it3 ) is such that m M =£0 for i = l, 2, , n, then the iterative sequence, defined by the successive overrelaxation scheme, is given by ( ) {Σ , ώ Σ
KJ?
where x{ 0:> is arbitrary, i = 1, 2, , n, and where With certain assumptions, Young [11] has shown that, for suitable choice of the relaxation factor ω, relatively rapid convergence of the iterative process (2) is assured. These hypotheses are satisfied by the usual fivepoint difference approximation to -v (k v^) = S, k > 0, in the plane [11, 9] . We show that successive overrelaxation can be considered as a special case of a more general iterative scheme applicable to the wider class of p-cyclic matrices, to be defined below. Indeed, ordinary successive (point) overrelaxation, as well its generalization [1] to successive block (line) overrelaxation, is just the special case p = 2 of the iterative scheme we shall now define. where the zero diagonal submatrices are square. This terminology was introduced by Romanovsky [8] . For A cyclic of index p, Romanovsky [8, proved that the characteristic polynomial p n (X) = \ XI -A | of A is of the form
The following generalizations of the results of [11, 1] are easily established, and so we state them without proof. 1 The results will be stated only for generalizations of Young's (point) 
/or αί£ λ, det(Λf') = det(M").
The relationship between Definitions 1 and 2 is now brought out through the following From this theorem we see that if M is p-cyclic then its non-diagonal entries define a matrix which is cyclic of index p. The second part of Theorem 3 follows from Romanovsky's result (6) , and gives a new proof, for the case p = 2, of Young's lemma 3 [11, p. 98] which asserts that, for p -2, the non-zero eigenvalues of the matrix J?, of (3), occur in ± pairs.
Returning to equation (2), it may be written in the form
where / is a fixed vector and L σω is a linear operator, where σ denotes the dependence of the equations (2) on the ordering σ of the rows and columns of M.
We can now determine a relationship between the eigenvalues of the matrix B of (3) and the eigenvalues of the matrix L σtfo of (9) We define the spectral radius* of a matrix C, μ{C), as the maximum of the moduli of its eigenvalues. If Jt{C) < 1, then C is said to be convergent, and (11) R
is defined as the rate of convergence of C. The iterative method of simultaneous displacements [11, p. 100] is defined in general by the vector equation
where the matrix B is defined in (3). The particular choice of ω = 1 in (2) 3 Determination of the optimum relaxation factor. With the n x n matrix M = (m ttJ ) of (1) a consistently ordered p-cyclic matrix, whose associated matrix B of (3) is convergent (μ = μ(B) < 1), we shall determine the optimum overrelaxation factor ω h , producing fastest convergence in (2) , assuming in particular that the eigenvalues of B p are real and non-negative. 5 (See Corollary 2.) More precisely, ω b is the unique positive real root (less than pj(p -1)) of the equation 4 This is called the spectral norm of C by Young [11, p. 94] although it is not a norm in the usual sense. When the matrix B of (3) has non-negative entries, ]l(B) is called the Jacobi constant for the matrix M of (1) by Ostrowski, Comm. Math. Helv. (1956) , 175-210. 5 Similarly, in the case p = 2 of Young, Young [11, p. 102 ] assumes M to be symmetric and positive definite in finding a formula for ω & . This implies that the eigenvalues of B 2 are real and non-negative.
Note that if p = 2, this reduces to Young's equation [11, p. 95 ] ~μ 2 ω\ = ί(ω b -1). We shall also assume that ~μ > 0, since the case ~μ = 0 is trivial.
From (10), with μ = μ and λ = z Ό , we obtain, after taking pth roots, the polynomial equation z p -ω~μz v~λ + (ω -1) = 0. We therefore define the polynomial g p (z; ω) as Proof. For ω > 1, let 2 = f(ω -l) 1/ί? , and we obtain
which defines the polynomial h p (ξ; ω). For ω Φ 1, we note that h p and g p have the same zeros. By definition,
From Descartes' rule of signs, g p (z; ω) has at most two positive real zeros. Since
, then fe p (f 0 ; ft> 6 ) = 0, and it can be readily shown that (p -l) llP is a zero of multiplicity two for h p (ξ; ω b ), which proves part 2. Using the monotonicity of ε(α>), we have that h p (ζ 0 ; ω) < 0 for 1 < ω < ω b , from which we conclude part 1. For all ζ ^ 0 we have Λ' pίξΊ ω b) ^ 0, and again using the monotonicity of ε(α>), we have for all ζ ^ 0, that fe p (f; <ϊ >) > 0 for ω b < ω < pj(p -1), which proves part 3. . We now denote by S p (μ) the closed set of points which is the complement of the open set of image points μ (2) , where \z\ > r 0 . The case p -3 is illustrated in the adjacent figure. THEOREM 5. // all the eigenvalues of B lie in S p (β), where 0 < ~μ < 1, and X(ω) denotes the spectral radius of the operator L σω , then
Proof. With the previous lemmas, the conclusions of Theorem 5 will follow if we show that X(ω b ) = (ω b -l)(p -1) . Since, by the definition of S p (μ), the image of the exterior of \z\ = r 0 contains no eigenvalue of J5, then X(ω b ) < (ω b -l)(p -1). On the other hand, all eigenvalues μ i of B satisfy \μ ι \^Jι 9 with equality for some i. By definition, r'S -(ω b -l)(p -1), and it follows from (18) The mapping μ(z) of (18) has p-fold symmetry in the sense that if we let z = re ι \ then From the proof of Theorem 5, we obtain the following useful result. Using the definition of (11) We remark first that, by Theorem 6, generalized successive overrelaxation (with the optimum overrelaxation factor) always gives an order of magnitude improvement in the rate of convergence for the GaussSeidel method, even though the coefficient \2pj(p -1)] 1/2 strictly decreases with p. On the other hand, from the result of Corollary 4, generalized successive overrelaxation, while giving an order of magnitude improvement for the rate of convergence of the method of simultaneous displacements, is associated with the coefficient [2p
, which is strictly increasing with p.
Finally, we mention three facts, obtained by Young in the case p -2, which extend to the general case. First, overestimating or underestimating ]i, respectively, results in an overestimate or an underestimate of ω b . Second, overestimating μ by a small amount does not cause an appreciable decrease in R(L σta>b ), but, on the other hand, underestimating p causes a larger relative decrease in iϋ( σ , ω& 5. Applications, As a first application, we limit ourselves to plane connected domains #, with boundary S, which are a union of a finite number of equilateral triangles of side h. Let S h denote the nodes, or mesh points, which are points of S, and let R h be all other nodes. If we consider the real function u(x), where x is a node, xeR h , then interpreting x as a point in the complex plane, we have that x + hcύj is also a node of the triangular mesh, where ω ό is any complex root of z 3 + 1 = 0. Consider the following special numerical approximation to the Dirichlet problem for Ω:
where the values u(x),xeS h , are prescribed. The matrix M determined by this system of linear equations is 3-cyclic, and generalized successive overrelaxation applies in this case.
As a second application, we consider the Peaceman-Rachford iteration scheme [7] . (See also [4] and [3] .) We suppose that the matrix M of (1) can be expressed in form
where H and V are symmetric and positive definite, and are similar to tridiagonal or Jacobi matrices. With equation (22), (1) is equivalent, for any scalar p, to each of the equations
The Peaceman-Rachford implicit alternating direction method consists in using the implicit process defined by
for a suitable sequence of non-negative scalars p ly p 2 , •••. Since the matrices H and V are tridiagonal, equations (24)-(24') can be rapidly solved by means of Gauss elimination. In typical computational applications, only a finite number of non-negative scalars p lf p 2 , , p t are used, these values being repeated cyclically in (24)-(24').
The concept of a cyclic matrix, as given in Definition 1, can now be profitably applied to Peaceman-Rachford iteration scheme. The basic equations (23) 
This, except for notation, is equivalent to (24) By definition, B {ίi} is cyclic of index 2s, and u is a column vector with 2n/ components. Morever, if we use the extension of the results of § §2-3 to block overrelaxation, as was stated to be possible in the introduction, then B {Pΰ is a consistently ordered 2/-cyclic matrix. The application of the Gauss-Seidel block iteration scheme to (30), with B {Pι} defined in (31), is exactly the Peaceman-Rachford scheme with / parameters used cyclically. This gives us the following THEOREM 7. The Peaceman-Rachford iteration scheme (24)-(24') is the Gauss-Seidel block iteration scheme applied to the 2/-cyclic matrix B [Pι) of (31).
The special case ρ ± = p 2 = = ρ ι is admitted in the preceding result.
Since the Peaceman-Rachford scheme can be considered as the GaussSeidel block iteration scheme applied to a consistently order 2/-cyclic matrix, the results of §4 strongly suggest the application of successive over-relaxation to the Peaceman-Rachford scheme. For the case / -1, over-relaxation applied to (28) 
