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Abst rac t - -The  purpose of this paper is to introduce and study a class of more general multi- 
valued quasi-variational inclusions in Banach spaces. By using the accretive operator technique, we 
establish the equivalence between these kinds of multivalued quasi-variational inclusions and a kind 
of multivalued accretive quations in Banach space. Then, invoking Michael's election theorem and 
Nadler's theorem, some existence theorems and iterative algorithms for solving this kind of multival- 
ued quasi-variational inclusions in Banach spaces are established and suggested. (~) 2004 Elsevier 
Ltd. All rights reserved. 
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1. INTRODUCTION 
In recent years, variational inequalities have been extended and generalized in different direc- 
tions, using novel and innovative techniques. Useful and important generalizations of variational 
inequalities are variational inclusions. 
Recently, in [1-4], Noor introduced and studied the following class of important variational 
inclusions. 
Let H be a real Hilbert space, C(H) be a family of all nonempty compact subsets of H. Let 
T, V : H ~ C(H) be the multivalued mappings and g : H --+ H be a single-valued mapping. 
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Let A(., .) : H x H -~ H be a max imal  monotone  mapp ing  with respect to the first argument.  
For a given nonlinear mapp ing  N(., .) : H × H --* H consider the prob lem of finding u E H ,  
w E T(u), y E V(u),  such that 
0 ~ N (~,  y) + A (g (~), ~), (1.1) 
which is called the mukivalued quasi-variational inclusion problem. By using the resolvent op- 
erator technique, some existence theorem of solution and iterative approximation theorems for 
solving these kinds of variational inclusions are established. 
The purpose of this paper is to introduce and study a class of more general multivalued 
quasi-variational inclusions in Banach spaces without compactness conditions. By using the 
accretive operator technique, we establish the equivalence between these kinds of multivalued 
quasi-variational inclusions and certain multivalued accretive quations in Banach space. Then, 
invoking Michael's selection theorem [5] and Nadler's theorem [6], some existence theorems and 
iterative algorithms for solving these kinds of multivalued quasi-variational inclusions in Banach 
spaces are established and suggested. The results presented in this paper generalize, improve, 
and unify the corresponding results of Noor [1-4], Ding [7], Jung and Morales [8], Zeng [9], and 
Chang, Kim and Cho [10-12]. 
2. PREL IMINARIES  
Throughout this paper, we assume that E is a real Banach space, E* is the topological dual 
space of E, CB(E)  is the family of all nonempty closed and bounded subset of E, (., .) is the 
dual pair between E and E*, D(., .) is the Hausdorff metric on CB(E)  defined by 
D(A,B):max~supd(x,B),supd(A,y)},t~eA y~B A, BECB(E) .  
D(T) and R(T) denote the domain and range of T, respectively, J : E -~ 2 E* is the normalized 
duality mapping defined by 
J (x)  : {f ~ E*:  (x,f)  : Jlxll • II]]l : IIxll}, x e E. 
REMARK 2.1. If E iS a uniformly smooth Banach space, then, the normalized uality mapping J 
is single-valued and uniformly continuous on any bounded subset of E. (See [13].) 
DEFINITION 2.1. Let A : D(A) C E --* 2 E be a set-valued mapping and (5 : [0, oc) -~ [0, oe) be 
a strictly increasing function with ¢(0) = 0. 
(1) Mapping A is said to be accretive if, for any x, y E D(A), there exists j (x  - y) E g(x - y), 
such that 
<~ - v, j (~ - y))  > 0, 
for all u ~ Ax, v E Ay. 
(2) Mapping A is said to be 4)-strongly accretive if, for any x, y E D(A), there exists j (x  -y )  E 
g(x - y), such that, for any u E Ax, v E Ay, 
(u -  v , j (x -y )> > ¢( l lx -y l l ) I I  ~-  ylI. 
(3) Mapping A is said to be C-strongly pseudo-contractive if, for any given x, y E D(A), there 
exists j (x  - y) E g(x - y), such that, for any u E Ax, v E Ay, 
<~ - v , j  (~ - y))  _< I1~ - yll 2 - ¢ (il~ - y l l ) l i x  - y l l .  
(4) Mapping A is said to be m-accretive, if A is accretive and (I + pA)(D(A)) = E, for 
all p > O, where I is the identity mapping. 
(5) Mapping A is said to be C-expansive if, for any x, y E D(A) and any u E Ax, v E Ay, 
II~ - ~11 > ¢ ( I t~ - y l l )  . 
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REMARK 2.2. 
(1) It is easy to see that, if A is C-strongly accretive, then, A is C-expansive. 
(2) If A : D(A) c E ~ E is C-strongly accretive, then, I - A : D(A) --* E is C-strongly 
pseudo-contractive. 
DEFINITION 2.2. Let T, V, G, Z : E --* CB(E)  be four set-valued mappings, A(.,-) and N(., .): 
E × E --~ E be two nonlinear mappings. For any given f E E and A > O, we consider the following 
problem. 
Find q E E, w E T(q), v E V(q), g E C(q), z E Z(q), such that 
f e N (w, v) + AA (g, z). (2.1) 
This problem is called the general multivadued quasi-variational inclusion problem in Banach 
spaces. 
A number of problems arising in pure and applied sciences can be reduced to the study of this 
kind of variational inclusions (see, for example, [14,15]). 
Next, we consider some special cases of problem (2.1). 
(1) I f  C = g : E --+ E is a single-valued mapping and A(g(u), y) --- A(g(u)), for aIly E E, 
then, problem (2.1) is equivalent to finding q E E, w E T(q), v E V(q), such that 
f E N (w, v) + AA (g (q)). (2.2) 
This problem is called the set-valued variational inclusion in Banach space which was 
introduced and studied in Chang, Kim and Cho [10-12]. 
(2) I f  E = H is a Hilbert space, A(., .) : H x H -~ H is a maximal monotone mapping with 
respect o the first argument, G = g : E ~ E a single-valued mapping and Z = I (the 
identity mapping), T, V : H -* C(H) are two set-valued mappings, f -- 0 and A = 1, 
then, the problem (2.I) is equivalent to finding q E H, w E T(q), v E V(q), such that 
O E N (w, v) + A (g (q), q)- (2.3) 
This problem is called multivalued quasi-variational inclusion problem in Hilbert space 
which was introduced and studied in Noor [1-4], by using the resolvent equation technique 
and under some additional conditions. 
(3) I f  E = H, a Hilbert space and A(., u) = 0¢(-, u), the subdifferential of ¢(., u), where 
¢(., u) : H × H --* R U {+oe} is a proper convex lower semicontinuous functional with 
respect to the first argument, then, the problem (2.3) is equivalent o finding u E H, 
w E Tu, v E Vq, such that 
(4) 
(5) 
(N (w, v), y - g (u)) + ¢ (y, u) - ¢ (g (u), v) > 0, for all y E H. (2.4) 
This problem is called the set-valued mixed quasi-variational inequality, which was intro- 
duced and studied by Noor [I6]. 
I f  C -= I, V = O, T = I, S : E --* E is a single-vMued mapping and N(x,  y) = Sx, for all 
(x,y) E E x E, A(x,y) - A(x), then, problem (2.1) is equivalent to finding q E E, such 
that 
f E Sq + AAq. (2.5) 
This problem was introduced and studied in [8,17]. 
I f  the function ¢(., .) is the indicator function of a closed convex-valued set K(u) in H, 
that is, 
O, if u E K 
¢ = = 
+oo, otherwise, k 
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then, problem (2.4) is equivalent o finding u E I-t, w E T(u), v E V(u), g(u) c K(u), 
such that 
(N(w,v ) ,x -  g (u)} >_ 0. (2.6) 
This problem has been considered by Noor [16], using the projection method and the 
implicit Wiener-ttopf equation technique, 
(6) If K*(~) = {4 e H, <~,v) > 0, Vv e K(~)} is a pore  co~e Wthe  convex-valued cone 
K(u) in H, then, problem (2.6) is equivalent to finding u E H, w E T(@, v E V(u), such 
that 
g(u) eK(u) ,  N(w,v) eK* (u) ,  and (N(w,v ) ,g (~) )=0,  (2.7) 
which is called the multi-valued implicit complementarity problem. (See [3,4].) 
The above observations show that for a suitable choice of the mappings T, V, G, Z, A, N, and 
space E, one can obtain a number of known and new classes of variational inequalities, variational 
inclusions and the corresponding optimization problems from the multi-valued quasi-variational 
inclusion problem (2.1). Furthermore, these types of variational inclusions enables us to study 
many important problems arising in mathematical, physical, and engineering sciences in a general 
and unified framework. 
Related to the multivalued quasi-variational inclusion (2.1), we now consider the following 
multivalued operator equation, 
f C He)  + ~K(x), x ~ E, (2.8) 
where H, K : E --+ 2 E are two multivalued mappings defined by 
H(z )=N(T¢) ,V(~) ) ,  K (~)=A(G(z ) ,Z¢) ) ,  x~E.  (2.9) 
We have the following result. 
LEMMA 2.1. For given fEE ,  A>0,  (q, w, v, !], z) (whereqE E, wET(q) ,vEV(q) ,gE  C(q), 
z E Z(q)) is a solution of (2.1), if and only ifq E E is a solution of (2.8). 
PaooF. If (q, w, v, 9, z) is a solution of (2.1), then, we have 
f E N (w,v) + AA (g,z) C N(Z(q) ,g (q) )  +)tA(O (q),Z (q)) -- H (q) + AK (q). 
i.e., q is a solution of (2.8). 
Conversely, if q C E is a solution of (2.8), then, we have 
f C H(q) +)~K (q) = N (T (q),V (q)) + ~A(G(q) ,Z  (q)). 
Therefore, there exist w E T(q), v E V(q), g E G(q), z E Z(q), such that 
f E N(w,v) + £A(g,z),  
i.e., (q, w, v, g, z) is a solution of (2.1) 
This completes the proof of Lemma 2.1. | 
DEFINITION 2.3. Let T, V : E ~ 2 ~ be two set-vaiued mappings, N(., .) : E x E ~ E be a 
nonlinear mapping and ¢ : [0, oo) + [0, oo) be a strictly increasing function with ¢(0) = 0. 
(1) Mapping z ~-~ N(x,  y) is said to be C-strongly accretive with respect o the mapping T 
if, for any xl, z2 C E, there exists j (x,  - z2) E Y(zl - x2), such that, for any ul E Txl ,  
u2 C Tx2 and, for any y E E, 
(2) Mapping y ~ N(z,  y) is said to be accretive with respect o the mapping V if, for any Yl, 
Y2 E E, there exists J(yl - y2) E J(y~ - ~2), such that, for any v, C Vy~, v2 E 1/2 and, for 
any z E E, 
(N (x, v~) - N (x, v~) , j  (y~ - y~)) _> o. 
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DEFINITION 2.4. Let T : E --* CB(E)  be a set-valued mapping and D(., .) be the Hausdorf[ 
metric on CB(E) .  T is said to be ~-Lipschitzian continuous, if, for any x, y E E,  
D (Tx, Ty) <_ ~ [Ix - y[], 
where ~ > 0 is a constant. 
In order to prove our main results, the following lemmas will be needed. 
LEMMA 2.2. (See [18].) Let E be a real Banach space and J : E -+ 2 E* be the normalized 
duality mapping. Then, for any x, y c E the following inequality holds, 
][x+y]] 2<[ [x l [+2(y , j (x+y) ) ,  
for all j(x + y) ~ J(x + y). 
LEMMA 2.3. (See [I2].) Let E be a real smooth Banach space, T, V : E ~ 2 E be two set-valued 
mappings and N(.,  .) : E x E --~ E be a nonlinear mapping satisfying the following conditions. 
(1) Mapping x ~ N(x, y) is C-strongly accretive with respect to the mapping T. 
(2) Mapping y ~-~ N(x ,  y) is accretive with respect o the mapping V. 
Then, the mapping H : E ~ 2 E defined by, 
Hx  = N (Tx, Vx) ,  
is C-strongly accretive. 
LEMMA 2.4. (See [5].) Let X and Y be two Banach spaces, T : X -+ 2 Y be a lower semicontin- 
uous mapping with nonempty closed convex values. Then, T admits a continuous election, i.e., 
there exists a continuous mapping h : X --~ Y,  such that h(x) E T(x),  for each x c X .  
LEMMA 2.5. (See [12].) Let E be a real uniformly smooth Banach space and T : E -~ 2 E be a 
lower semicontinuous m-accretive mapping. Then, the following conclusions hold. 
(1) T admits a continuous and m-accretive selection. 
(2) In addition, if T is also C-strongly accretive, then, T admits a continuous, m-accretive 
and C-strongly accretive selection. 
LEMMA 2.6. (See [6].) Let E be a complete metric space, T : E --+ CB(E)  be a set-valued 
mapping. Then, for any given e > 0 and, for any given x ,y  E E, u E Tx,  there exists v E Ty, 
such that 
d (u, v) < (1 + e) D (Tx, Ty ) ,  
where D(., .) is the Hausdorff metric on CB(E) .  
LEMMA 2.7. (See [19].) Let E be a uniformly smooth Banach space and A : D(A)  c E ~ 2 E 
be a m-accretive and C-expansive mapping, where ¢ : [0, oo) ~ [0, o~) is a strictly increasing 
function with ¢(0) = O. Then, A is surjective. 
3. EX ISTENCE THEOREM OF SOLUTIONS FOR 
MULT IVALUED QUASI -VARIAT IONAL INCLUSIONS 
In this section, we sha/1 establish an existence theorem of solutions for multivalued quasi- 
variational inclusion (2.1). We have the following result. 
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THEOREM 3.1. Let E be a red uniformly smooth Bane& space, T, V, G, Z : E --* CB(E) be 
four continuous et-valued mappings, C : [0, oo) --+ [0, oo) be a strictly increasing function with 
¢5(0) = O, A(., .) and N(., .) : E x E --~ E be two continuous nonlinear mappings atisfying the 
foIlowing conditions. 
(i) Mapping x ~-, N(x, y) is C-strongly accretive with respect o mapping T and mapping 
x H A(x, y) is C-strongly accretive with respect o mapping C. 
(ii) Mapping y ~-+ N(x, y) is accretive with respect o mapping V and mapping y ~ A(x, y) 
is accretive with respect o mapping Z. 
Then, for any given f E E, ~ > 0, there exist q E E, w E T(q), v E V(q), 9 E a(q),  z e Z(q), 
such that (q, w, v, g, z) is a solution of the multivaIued quasi-variationM inclusion (2.1). 
PROOF. It follows from Conditions (i), (ii), and Lamina 2.2, that mappings H,K  : E -+ 2 E 
defined by (2.9) are C-strongly accretive. Since N, A, T, V, G, Z all are continuous, and so, H and 
K are two continuous and C-strongly accretive mappings. By [20], H and K are m-accretive and 
b-strongly accretive mappings. By Lemma 2.4 (2), H admits a continuous b-strongly accretive 
and m-accretive selection h : E -+ E and K admits a continuous C-strongly accretive and m- 
accretive selection k : E ~ E, such that 
h(x) e H(x) : N(Tx,  Vx), 
~(~) e K(:~) : A(az, Zz), 
Vx E E; 
VxcE .  
Next, we consider the following single-valued, C-strongly accretive and m-accretive quation, 
f = h (x) -+- Ak (x), t > O. (3.$) 
By Remark 2.2 and Lemma 2.6, for any given f E E and A > 0, there exists a unique solution 
q E E of (3.1), such that 
f = h(q) ÷)~k (q). 
The uniqueness of q E E is a direct consequence of b-strongly accretivity of the mapping h + Ak. 
Since 
h(q) + Xk(q) ~ N(T(q) ,V (q) )  + hA (C (q) , Z (q)) , 
there exist w E r(q), v ~ V(q), g c a(q), z ~ Z(q), such that 
f : N (~, v) + hA (g, z). 
This completes the proof of Theorem 3.1. 
4. APPROXIMATE PROBLEM OF SOLUTIONS FOR 
MULTIVALUED QUASI -VARIAT IONAL INCLUSION (2 .1)  
In Theorem 3.1, we have proved that under suitable conditions, there exists (q, w, v, 9, z) 
(where q E E, w E T(q), v E V(q), g E G(q), z E Z(q)), which is a solution of multivalued quasi- 
variational inclusion (2.1). In this section, we shall study the approximate problem of solution (q, 
w, v, g, z) of variational inclusion (2.1). 
For the purpose, we first invoke Michael's selection theorem and Nadler's theorem to suggest 
the following algorithms for solving this kind of variational inclusions. 
ALGORITHM. Let {aN} be a sequence in [0,1], f C E be any given point and A > 0 be any given 
positive number. Let us define a mapping S : E --* E by 
Sx = f +x-  h (x ) -  l k (x ) ,  x E E. 
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Let {u,~} be any given sequence in E. For any given x0 E E, wo 6 Txo, vo E Vxo, go E Gxo, 
zo E Zxo, compute the sequence {x~}, {w~}, {v~}, {gn}, {z~}, by the iterative schemes, such 
that 
(i) x~+l = (1 - an) x~ + a~Sx~ + u~, 
(ii) h (x~) = N (wn, v~), k (x~) = A (g~, z~), 
(iii) w, ET(x , ) ,  Hwn-w,+l l I<_( l+n-~)D(T(x , ) ,T (x ,+ l ) ) ,  
(iv) vnEV(xn)  , Ilv~-v,~+,ll < 1+~- -~ D(V(xn) ,V(x ,+ I ) ) ,  
(vi) z, EZ(x~) ,  I Iz~-z~÷~/l< 1+~- -~ D(Z(x , , ) ,Z (x~+I ) ) ,  
n = 0,1,2,. . . .  
(4.1) 
The sequence {Xn} defined by (4.1) is called the Mann type iterative sequence with errors. 
We have the following results. 
THEOREM 4.1. Let E be a real uniformly smooth Banach space, T, V, G, Z : E -~ CB(E) be 
four set-valued mappings, satis~ing the following conditions. 
(iii) T, V, G, Z are #, ~, ~, fl-Lipschitzian continuous mappings, respectively. 
Let N(., .) and A(., .) : E × E --+ E be two continuous nonlinear mappings atisfying Con- 
ditions (i) and (ii) in Theorem 3.1. Let H and K be the m-accretive and C-strongly accretive 
mappings defined by (2.9). Let h(x) and k(x) : E --+ E be the continuous, ¢-strongly accretive 
and m-accretive selection of H(x) and K(x), respectively. For any given f E E and A > O, define 
a mapping S : E ~ E by 
Sx = f + x -  h (x) - Ak (x) , x E E. 
Let {C~n} be a sequence in [0, I] and {Un} be a given sequence in E, satisfying the following 
conditions, 
(a) ~ -~ O, 
oo O~ (b) E~=o ~ = ~, 
1 II (e) u~=u n+us ,Vn>0,  
and 
~'~ HU'n ]l < oo and ]lu~II = 0 (a~). 
Then, for any given xo E E, wo E T(xo), vo E V(xo), go e G(xo), zo e Z(xo), the iterative 
sequence {x~}, {w~}, {v~}, {g~}, and {Zn} defined by (4.1) converge strongly to the solution q, 
w, v, g, z where q E E, w E T(q), v E V(q), g 6 G(q), z E Z(q), of multivalued quasi-variational 
inclusion (2.1), respectively, if and only if the sequence {Sx~} is bounded. 
THE PROOF OF NECESSITY OF THEOREM 4.1. If the sequence {x~} converges strongly to q E E, 
then, {x~} is bounded. Since S is continuous, {Sx~} is bounded. 
THE PROOF OF SUFFICIENCY OF THEOREM 4.1. Suppose that {Sx~} is bounded in E. By 
' " and Ilu"ll = 0(a~)  w > 0. Hence ,  there  ex is ts  a sequence  {e~} Condition (e), u~ = u~ + u n 
with e~ _> 0 and en -* 0 (n --* oo), such that ][u~[] = a,~e~. Therefore, we have 
I I~ l l  < II~'.lI + Ilu'.'ll = II~'.ll + ~ ,  n > o. (4.2) 
1448 S.S. CHANG et aL 
Let 
M = sup{ i lS~ - qll + ~} + lt~0 - qli- 
n2o 
By induction, we can prove that 
n-1  
i lx~ - qll <-- M + ~ I1~'~11, 
i=O 
n~i .  (4.3) 
In fact, when n = 1, we have 
Jim1 - qil : it( 1 - So) Xo + soSxo  -i- uo - qll 
___ (1 - so)I1~o - qll Jr so l iSxo - qtl + il~oii 
_< (1 - ~o)I1~o - qll + ~o{l lm~o - qll + ~o} + II~;11 
_< M + I I~ ' l l .  
Suppose that (4.3) is true for n = k, k k 1, we prove that (4.3) is also true for n = k + 1. 
In fact, we have 
<_ (1 - ~k) I I~k  - qll + ~k I lsxk - ql[ + llukil 
< (1 - s~) M + Hu'~ll + ak {liSxk - qll + ck} + Ilu;il 
<_ (1 - ak) M + I1~'~11 + skM + I1~$<11 
k 
_< M + ~ 1l~'~11 •
i=-0 
Equation (4.3) is proved. Therefore, {xn} is bounded. By the assumptions {Sxr~} and {u~} are 
bounded, therefore, there exists a constant K > 0, such that 
m~x {llx~ll + Ilqll + I1~11 + I I S~ l l}  _< K. n_>0 
(4.4) 
By using inequalities (4.1), (4.2), (4.3), and Lemma 2.1, we have 
Itx~+~ - qll 2 : I1(1 - s~)  (x,~ - q) Jr ~< (Sx~ - q) ÷ ~112 
_< (1 - sn)  2 IIx~ - q[I 2 + 2a~ (Sxn  - q, J (z,~+l - q)) 
-t" 2 (Un, J (Zn+l - q)) 
= (1 - ~)2  IIx~ - qll ~ + 2~n (mx~ - q, a (x~ - q)) 
+ 2~ <sx~ - q, a (~+~ - q) - a (~ - q)) + 2 <~,  a (X~+l - q)>, 
(4.5) 
Now, we consider the third term on the right side of (4.5). From (4.4) and Conditions (a) and (c), 
we have 
_< ~ {I IS=n -- =~11 + ~} + I I~' i i  -~ 0 (n  ~ 0(3). 
(4.6) 
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In Remark 2.1, we have pointed out that, if E is a uniformly smooth Banach space, then, J is 
a single-valued and uniformly continuous on any bounded subset of E. Hence, IIJ(x~+a - q) - 
J(x,~ - q)[I -+ 0, as n ~ co, and so, 
7n : = ](Sxn - q , J  (Xn+I -- q) -- J (xn - q))l 
_< I Is~n - qll IIJ (x~+l  - q) - J (x~ - q)lt (4.7) 
<KHJ (Zn+l -q ) - J (xn -q) l140 ,  as n --~ oc. 
Next, we consider the second term on the right side of (4.5). 
Since h + Ak is C-strongly accretive, by Remark 2.2, S is C-strongly pseudo-contractive. Again, 
since q is the unique solution of equation 
I = h(x)  + ak(x ) ,  x e E, 
hence, q is a fixed point of S. Therefore, we have 
2an(Sx , -q , J (xn -q) )  <2a,  { l l x , -q l l2 -¢ ( l [xn -q[ I ) l l x ,~-qH} (4.8) 
Substituting (4.7) and (4.8) into (4.5), we have 
[[x~+l - q][2 _< (1 - a,~) 2 ][x,~ - q[[2 
+ 2a .  {[]xn - qjj2 _ ¢ ([ix. _ q]l)[ix. - qj[} 
+ 2~.~.  + 2 II~.ll- K 
_< (1 - ~ . )~ IIx. - qll 2 
+ 2an {[Ixn - qJJ 2 - ¢ (IlXn -- qJl)[IZ~ -- q]]} (4.9) 
+ 2~n {Tn + ~nn} + 2 I i~'l l '  n 
_< I]xn - q I f  - ~¢  ( l l~.  - qll) Ilxn - qlt 
- ~n {¢  (ll~n - q l l ) I1~ - qll - ~ II~n - qll ~ - 2 (7~ + ~)  n}  
+ 2 II~'lt K. 
Let 
= inf I I x . -  qll. (4.10) 
n_0 
Next, we prove that a = 0. 
Suppose the contract (7 > 0. Hence, Nxn - qII > ~ > 0, Vn > o. By the strictly increasing 
property of ¢ with ¢(0) = 0, we have ¢(a) > 0. Hence, from (4.9) we have 
][x,+l - q[]2 < i[x, _ q[12 _ a ,¢  (a) ~ - an {¢ (~r) cr - ann 2 - 2 (Tn + en) K}  + 2 ][u" [/K. (4.11) 
Since an --~ 0, "Yn --~ 0, e~ --~ 0, there exists no, such that, for all n _~ no, we have 
¢ (o) ~ - ~ .K  2 - 2 (7 .  + ~.) K > o. 
Therefore, for n k no, we have 
I lx~+l-q l l  2 < I lxn-q l l  2 - ~¢  (~)~ + 2 Ilu'll K, 
i.e., 
an¢( (~De<_Hx, -qH2-Hxn+l -q l l2+2] Iu ' l IK ,  Vn>_no.  
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Hence, for any m > no,  we have 
¢(~) ~' :~ ~ _< i lx,,o-q[I ~-  I lx, , ,+l-qit 2 + 2K 
n~"~ o 
Letting m -+ 0% we have 
Th is  is a contradict ion.  
{x,~, } C {xn}, such that 
This implies that 
' / I  
oo ~ IIx,~o - qll e + 2K ~:  l l~li < oo. 
n~no 
Hence, we know that o- = O. Therefore, there exists a subsequence 
z,~ -~ q (~j -~ oo). (4.12) 
and so, 
gn j+2 = (1 -- OLn:/+l) Xnj+l -r- OLnj+lSgnj+l -~ %nj+l --+ q (nj ~-+ (X)), 
By induction, we can prove that, for all i > 0, 
Therefore, we have x~ --+ q. 
Besides, since T is p-Lipschitzian, V is (-Lipschitzian, G is rFLipschitzian , and Z is ~-Lipschitz- 
Jan, it follows from (iii), (iv), (v), and (vi) in (4.1) that 
( 1) 
ltWn--Wn+lil ~ 1 @ ~- - f  D(T(Xn) , r (xn_b l ) )  
< # 1 ÷ [[xn - -  Xn+lII~ 
LI~-..+~H <- I +~% i D(V(=~),V(=~+I)) 
_<~ I+~-4-  ~ LLx~-X~+li l ,  
Hg~-gn+~ll <- i+~-  T D(O(.~),G(x~+z)) 
<r/  1+ IIx,~ -- x,,+~tl, 
(1 )  Ilzn-z,~+~li_< l÷~-g--~ D(Z(xn),Z(Xn+l)) 
<-9 l÷~--g 5- IIx~-~,~+~!l- 
This implies that {w~}, {v,,}, {g~}, {z~} all are Cauchy sequence. Let w~ --+ w*, v~ --+ v*, 
gn ~ g*, z~ -~ z*. Next, we prove that 
w* = w,  v* = v, g* = g, and z* = z, 
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where (q, w, v, g, z), q E E ,  w E T(q),  v E V(q), g ~ G(q), z E Z(q) is the solution of mult ivalued 
quasi-var iat ional  inclusion (2.1). In fact, since 
d (w*, Tq) ~ d (u1*, Wn) + d (Wn, Tq) 
<_ d (w*, w~) + D (Tx,~, Tq) 
< d (w*, wn) + ~ llx. - qll -~ o, as n- - .~ 00~ 
this implies that  w* E Tq. Again, since 
d(w*,w)  < d(w*,Wn) +d(wn,w)  
< d (~*, ~n) + D (Txn, Tq) 
< d (w*, wn) + # Ilxn - qiI --~ o, as  n - -+ oo .  
This implies that w* = w. 
By the same way, we can prove that v* E V(q), v* = v, g* E G(q), g* = g and z* E Z(q), 
Z*~_Z. 
Summing up the above arguments, we have prove that the sequences {xn}, {Wn}, {vn}, {gn), 
{Zn} defined by (4.1) converge strongly to the solution q, w, v, g, z of multivalued variational 
inclusion (2.1), respectively. 
This completes the proof of Theorem 4.1. 
REMARK 4.1. Theorem 4.1 generalizes, improves and unifies the corresponding recent results 
of Ding [7], Chang, Kim and Cho [10-12], dung and Morales [8], and Zeng [9]. Especially, 
Theorem 4.1 generalizes and improves [1-4] in the following aspects. 
(1) The compactness condition Noor puts on the mappings T, V in [i-4] all are removed. 
(2) The setting of Hilbert space in [1-4] is generalized to Banach space. 
(3) The multivalued quasi-variational inclusions discussed in [1-4] are a special case of (2.1) 
with G being a single-valued mapping and Z = I gdentity mapping on E). 
(4) The resulted consequence in our paper is a necessary and sufficient condition for se- 
quence {Xn} defined by (4.1) converging to a solution of (2.1). 
(5) The method used in [1-4] is resolvent operator technique, but the method used in our 
paper is the accretive operator technique and Michael's selection theorem. 
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