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INTEGRATING MULTIPLE RANDOM SKETCHES FOR SINGULAR
VALUE DECOMPOSITION
TING-LI CHEN∗, DAWEI D. CHANG†, SU-YUN HUANG∗, HUNG CHEN†, CHIENYAO
LIN∗, AND WEICHUNG WANG†
Abstract. The singular value decomposition (SVD) of large-scale matrices is a key tool in
data analytics and scientific computing. The rapid growth in the size of matrices further increases
the need for developing efficient large-scale SVD algorithms. Randomized SVD based on one-time
sketching has been studied, and its potential has been demonstrated for computing a low-rank SVD.
Instead of exploring different single random sketching techniques, we propose a Monte Carlo type
integrated SVD algorithm based on multiple random sketches. The proposed integration algorithm
takes multiple random sketches and then integrates the results obtained from the multiple sketched
subspaces. So that the integrated SVD can achieve higher accuracy and lower stochastic variations.
The main component of the integration is an optimization problem with a matrix Stiefel manifold
constraint. The optimization problem is solved using Kolmogorov-Nagumo-type averages. Our
theoretical analyses show that the singular vectors can be induced by population averaging and
ensure the consistencies between the computed and true subspaces and singular vectors. Statistical
analysis further proves a strong Law of Large Numbers and gives a rate of convergence by the Central
Limit Theorem. Preliminary numerical results suggest that the proposed integrated SVD algorithm
is promising.
Key words. low-rank singular value decomposition, randomized algorithm, integration of mul-
tiple random sketches, Stiefel manifold, Kolmogorov-Nagumo-type average, consistency of singular
vectors.
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1. Introduction. Singular value decomposition (SVD) of a matrix has been an
essential tool in various theoretical studies and practical applications for decades.
SVD has been studied in the fields of numerical linear algebra, applied mathemat-
ics, statistics, computer sciences, data analytics, physical sciences, engineering, and
others. Its applications include imaging, medicine, social networks, signal processing,
machine learning, information compression, and finance, just to name a few. In this
article, we focus on low-rank SVD of a matrix, rather than the full SVD, which is
sufficient in many scenarios. We concern the rank-k SVD of a givenm× n real matrix
A = UΣV ⊤ ≈ UkΣk V ⊤k , (1.1)
where UΣV ⊤ is the full SVD and UkΣk V
⊤
k is the truncated rank-k SVD. The
columns of Uk and Vk are the k leading left and right singular vectors of A, respec-
tively. The diagonal entries of Σk are the k largest singular values of A.
The role of SVD in all types of applications remains vivid in the current big data
era. However, as the size of data matrices generated or collected from simulations,
experiments, detections, and observations continues to increase quickly, it is becoming
a challenge to compute SVD for large matrices.
Randomized algorithms have been proposed and studied recently to find a rank-k
SVD of a large matrix. Such algorithms randomly project or sample from the un-
derlying matrix A to obtain a reduced matrix in a low-dimensional subspace. SVD
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of this reduced matrix in low dimensions is performed and then mapped back to the
original space to obtain an approximate SVD of A. Several survey papers have re-
viewed the algorithms, computed error bounds, and numerical experiments in detail
[4, 10, 14, 15, 25, 30]. Randomized SVD algorithms have been not only investigated
theoretically but also used to solve problems such as large data set analysis [8], overde-
termined least squares [18], partial differential equations [19], and inverse problems
[27]. Randomized SVD is also used to solve linear system problems [20, 26] or act
as a preconditioner [2, 3, 6, 7, 16]. Randomized SVD implementations built on top
of MATLAB [21], parallel computers [1, 10, 29], and emerging architectures, such as
GPUs [28], have appeared and continue to be improved.
Randomized SVD algorithms use a single random sketch and have demonstrated
their advantages in various situations. In this article, we enhance randomized-type
SVD by proposing a randomized SVD that integrates results obtained from multiple
random sketches such that the integrated rank-k SVD can achieve higher accuracy and
less stochastic variations. Our discussion and analysis of this new algorithm include
the following.
• We introduce a new way to compute rank-k SVD based on multiple random
sketches in Algorithm 2. Then, we develop two equivalent optimization prob-
lems (Theorem 2.2) with the Stiefel manifold constraint to integrate multiple
subspace information sources from multiple random sketches. The proposed
algorithm can be viewed as a Monte Carlo method that randomly samples
many subspaces with an integration procedure based on averaging.
• To integrate the results obtained using multiple sketches, we propose Algo-
rithm 3 to solve the constrained optimization problem iteratively and analyze
its convergence behavior. In each iteration, the algorithm moves the current
iterate using Kolmogorov-Nagumo-type averaging on top of the Stiefel man-
ifold. The approach is motivated by averaging the independently identically
distributed (i.i.d.) results from multiple sketches.
• The algorithm is analyzed statistically. In a key argument shown in Theo-
rem 2.1, we assert that singular vectors can be induced by population averag-
ing. This key theorem connects the two subspaces formed by the integration
process and by the true singular vectors. Furthermore, based on this key
theorem, we are able to prove the consistencies in terms of the subspace and
singular vectors, the strong Law of Large Numbers, and the Central Limit
Theorem for convergence rate.
• The numerical results, such as Figure 5.1, suggest that the integrated SVD can
achieve higher accuracy and less stochastic variations using multiple random
sketches.
This paper is organized as follows. We introduce the integrated SVD algorithm
in Section 2, followed by a detailed discussion regarding how we integrate the multiple
sketched results in Section 3. We analyze the algorithm statistically in Section 4. We
present numerical results in Section 5. Finally, we conclude the paper in Section 6.
For the notations, we use lowercase letters or Greek letters for scalars (e.g., m, n,
and τ), bold face letters for vectors (e.g., x and u), and bold face uppercase letters
or bold face Greek letters for matrices (e.g., A and Ω). We use ‖ · ‖sp and ‖ · ‖F
to denote the matrix spectral norm and the matrix Frobenius norm, respectively.
Table 1.1 summarizes the notations used in this article. We assume m ≤ n here;
however, all the algorithms and theoretical results can be applied to other cases.
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m, n Row and column dimensions of a matrix A with the assumption m ≤ n
k Desired rank of approximate SVD
p Oversampling parameter
ℓ Dimension of randomized sketches, i.e., ℓ = (k + p)≪ n
q Exponent of the power method in Step 2 of Algorithms 1 and 2
N Number of random sketches in Algorithm 2
A = UΣV ⊤ An m× n matrix and its SVD
A ≈ UkΣkV ⊤k Rank-k SVD defined in (1.1)
A ≈ U˜kΣ˜kV˜ ⊤k Rank-k SVD defined in (2.1) and computed by Algorithm 1 (rSVD)
A ≈ ÛkΣ̂kV̂ ⊤k Rank-k SVD defined in (2.2) and computed by Algorithm 2 (iSVD)
Ω A Gaussian random projection matrix in Algorithm 1
Ω[i], i = 1 : N The ith Gaussian random projection matrix in Algorithm 2
Q[i], i = 1 : N The ith orthonormal basis of the sketched subspace in Algorithm 2
Q The integrated orthonormal basis of the sketched subspace
P The average of Q[i]Q
⊤
[i] defined in (2.6)
(P is simply for notation usage. It is not for computational purposes.)
Sr,c Matrix Stiefel manifold Sr,c :=
{
W ∈ Rr×c :W⊤W = Ic and r ≥ c
}
TQSr,c Tangent space of Sr,c at Q
Qc The current iterate for computing Q in Algorithms 3
Q+ The updated iterate for computing Q in Algorithms 3
Q, W Points located on the matrix Stiefel manifold
X A point located on a tangent space
F (Q) The objective function defined in (2.7) for computing Q
GF (Q) Gradient of the objective function F (Q)
DF (Q) Projected gradient onto the tangent space TQSm,ℓ
ϕQ A lifting map to the tangent space in terms of Q
ϕ−1Q A (specified version of) retraction map to the Stiefel manifold
(ϕQ and ϕ
−1
Q are associated with the Kolmogorov-Nagumo-type average.)
Table 1.1: Notations used in this article.
2. Singular Value Decomposition via Multiple Random Sketches. Ran-
domized algorithms have been proposed to compute an approximate rank-k SVD for
matrices arising in various applications [10, 14, 25, 30]. The main idea of these algo-
rithms is to (i) randomly project the matrix to a low-dimensional subspace, (ii) com-
pute the SVD in this random subspace, and (iii) map this subspace SVD back to
the original high-dimensional space. If the random sketch can capture most of the
information regarding the largest k singular values and singular vectors, these algo-
rithms can obtain satisfactory approximate rank-k SVDs. We briefly review these
randomized SVDs in Section 2.1.
To improve these randomized SVD algorithms based on a single sketch, it is nat-
ural to ask how we can find a better random subspace. Instead of exploring different
single random sketching techniques, we propose a Monte Carlo integration method
based on multiple random sketches in Section 2.2. The key idea is to repeat the pro-
cess of random sketching multiple times. The multiple low-dimensional subspaces are
then integrated. Based on this integrated subspace, we compute a rank-k approxi-
mate SVD accordingly. By taking multiple random sketches, the resulting integrated
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SVD is expected to have higher accuracy and smaller stochastic variation. On the
other hand, the multiple sketches can be performed on parallel computers to reduce
the execution time. Furthermore, the aforementioned multiple sketches lead to mul-
tiple low-dimensional random subspaces. We present an optimal representation of
the multiple subspaces in Section 2.3, which is defined by a constrained optimization
problem.
2.1. Single Random Sketch. Algorithm 1 is a common procedure for random-
ized SVD (rSVD) [9, 17] used to compute a rank-k approximate SVD
A ≈ U˜k Σ˜k V˜ ⊤k . (2.1)
The algorithm includes the following steps.
Step 1. The algorithm first generates a random matrix Ω ∈ Rn×ℓ.
Step 2. The random matrix Ω is used to map the matrix A to a low-dimensional
subspace by Y = (AA⊤)qAΩ. The qth power of the matrix AA⊤ is applied
here to improve the accuracy for the slow decay singular values [9, 24].
Step 3. Compute an orthonormal basis of Y by, e.g., QR factorization or SVD so
that the matrix Q spans the randomized column subspace of AΩ.
Steps 4 and 5. A smaller scale ℓ×n SVD and a matrix multiplication are performed
to compute the SVD of the projected matrix in the column space of Q. These
two steps are equivalent to the operation QQ⊤A = U˜ℓ Σ˜ℓ V˜
⊤
ℓ .
Step 6. Because the matrices U˜ℓ, Σ˜ℓ, and V˜ℓ contain over-sampled singular vectors
and singular values, we extract the largest rank-k approximate SVD including
U˜k, Σ˜k, and V˜k from these matrices.
Algorithm 1 Randomized SVD with a single sketch (rSVD).
Require: A (real m× n matrix), k (desired rank of approximate SVD), p (oversam-
pling parameter), ℓ = k+p (dimension of the sketched column space), q (exponent
of the power method)
Ensure: Approximate rank-k SVD of A ≈ U˜k Σ˜k V˜ ⊤k
1: Generate an n× ℓ random matrix Ω
2: Assign Y ← (AA⊤)qAΩ
3: Compute Q whose columns are an orthonormal basis of Y
4: Compute the SVD of Q⊤A = W˜ℓ Σ˜ℓ V˜
⊤
ℓ
5: Assign U˜ℓ ← QW˜ℓ
6: Extract the largest k singular-pairs from U˜ℓ, Σ˜ℓ, V˜ℓ to obtain U˜k, Σ˜k, V˜k in (2.1)
2.2. Multiple Random Sketches. The rSVD (Algorithm 1) maps the matrix
A onto a low-dimensional subspace using a single random sketch. We extend the
rSVD by proposing an integrated singular value decomposition (iSVD), which uses
multiple sketches. The procedure of iSVD is outlined in Algorithm 2. In addition to
those input parameters listed in rSVD, the proposed iSVD (Algorithm 2) takes an
extra parameter: the number of random sketches N . In return, iSVD outputs the
integrated approximate rank-k SVD
A ≈ Ûk Σ̂k V̂ ⊤k . (2.2)
In Steps 1, 2, and 3 of Algorithm 2, iSVD performs multiple sketches by repeating
the sketching process described in the first three steps of the rSVD algorithm N
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Algorithm 2 Integrated SVD with multiple sketches (iSVD).
Require: A (real m× n matrix), k (desired rank of approximate SVD), p (oversam-
pling parameter), ℓ = k+p (dimension of the sketched column space), q (exponent
of the power method), N (number of random sketches)
Ensure: Approximate rank-k SVD of A ≈ ÛkΣ̂kV̂ ⊤k
1: Generate n× ℓ random matrices Ω[i] for i = 1, . . . , N
2: Assign Y[i] ← (AA⊤)qAΩ[i] for i = 1, ..., N (in parallel)
3: Compute Q[i] whose columns are an orthonormal basis of Y[i] (in parallel)
4: Integrate Q← {Q[i]}Ni=1 (by Algorithm 3)
5: Compute the SVD of Q
⊤
A = Ŵℓ Σ̂ℓ V̂
⊤
ℓ
6: Assign Ûℓ ← QŴℓ
7: Extract the largest k singular pairs from Ûℓ, Σ̂ℓ, V̂ℓ to obtain Ûk, Σ̂k, V̂k in (2.2)
times. In Step 4, the multiple orthonormal basis matrices Q[i] are integrated. Using
the integrated orthonormal basis matrix Q, we can obtain an approximate SVD by
Steps 5, 6, and 7. Note that, in Step 1 of the two algorithms, we consider Gaussian
random projection matrices Ω in rSVD and Ω[i] in iSVD. Either Ω or Ω[i] is an
n × ℓ random matrix whereby each of the entries is i.i.d. standard Gaussian. The
matrixAΩ (orAΩ[i]) is a random mapping from R
m×n to a low-dimensional subspace
Y (or Y[i]) ∈ Rm×ℓ with ℓ≪ n. Furthermore, each of the columns in AΩ (or AΩ[i]) is
a linear combination of the columns of A with random Gaussian mixing coefficients.
We use a simple example to illustrate the ideas of iSVD. LetA = diag([25, 5, 1]) be
a diagonal 3×3 matrix. We have the (true) SVD of A = UΣU⊤, where U is the 3×3
identify matrix and Σ = diag([25, 5, 1]). As shown in Parts (a) and (b) of Figure 2.1,
we randomly project A onto R3×1 by letting Ω[i] ∈ R3×1 with q = 0 and N = 2, 5.
The bases of the projected subspaces Q[i] ∈ R3×1 are shown by the green vectors, and
the integrated basis Q is shown as the red vector. It is clear that the Q corresponding
to N = 5 is more close to the first singular vector [1, 0, 0]. Consequently, we can obtain
more accurate SVD Ûk Σ̂k V̂
⊤
k by iSVD over the subspace Q. In Parts (c) and (d),
we show similar results obtained by letting Ω[i] ∈ R3×2. The Q is more close to the
2-dimensional subspace spanned by the first two singular vectors [1, 0, 0] and [0, 1, 0]
using larger N .
We have proposed the iSVD algorithm based on multiple random sketches in
Section 2.2. Obviously, the key component of iSVD is the integration process in
Step 4 of Algorithm 2. This is the focus of the next section.
2.3. An Optimal Representation of the Multiple Projected Subspaces.
The integration process in Step 4 of Algorithm 2 finds a matrix Q that “best” repre-
sents the matrices Q[i] for i = 1, . . . , N . In other words, because each Q[i] contains
the orthonormal basis of the randomly projected subspace Y[i], the process intends
to integrate these N randomly projected subspaces into a single subspace spanned
by the columns of Q. Consequently, this integrated subspace contains as much in-
formation of the leading left singular vectors as possible. Then, in Steps 5 and 6 of
Algorithm 2, we compute the SVD in QQ
⊤
A, which is the low-dimensional projec-
tion of A onto the subspace spanned by the columns of Q. In particular, we define
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(a) Q[i] ∈ R
3×1 (k = ℓ = 1) and N = 2. (b) Q[i] ∈ R
3×1 (k = ℓ = 1) and N = 5.
(c) Q[i] ∈ R
3×2 (k = ℓ = 2) and N = 2. (d) Q[i] ∈ R
3×2 (k = ℓ = 2) and N = 5.
Fig. 2.1: The orthonormal bases of randomly projected 1-dimensional subspaces Q[i],
i = 1, . . . , N , are plotted (in green) for (a) N = 2 and (b) N = 5. The basis of the
integrated subspace Q (in red) is closer to the first singular vector [1, 0, 0] for N = 5.
Similar plots on 2-dimensional subspaces are plotted for (c) N = 2 and (d) N = 5.
The 2-dimensional subspace spanned by Q is closer to the subspace spanned by the
first two singular vectors for N = 5.
such best representation Q by solving the following optimization problem:
Q := argmin
Q∈Sm,ℓ
N∑
i=1
∥∥∥Q[i]Q⊤[i] −QQ⊤∥∥∥2
F
. (2.3)
The matrix Q is constrained on the matrix Stiefel manifold because the columns of Q
form the orthonormal basis of the integrated subspace. Next, we justify this definition
of the Q from the viewpoints of geometry and stochastic expectation.
This definition of Q has its geometrical motivations. At first glance, we can
average the Q[i] by computing Qave =
1
N
∑N
i=1Q[i] and then orthonormalize the
columns of Qave to obtain an average representation of Q[i]. However, this simple
averaging scheme can be misguided. For example, let Q[1] = [q1, q2] and Q[2] =
[q2, q1] be two equivalent matrices with respect to an orthogonal transformation.
The simple averaging schemes suggests that Qave =
1
2 [q1 + q2, q1 + q2], which is
rank deficient. Fortunately, we observe that the equivalence of Q[1] and Q[2] can be
revealed by the equation Q[1]Q
⊤
[1] = Q[2]Q
⊤
[2]. On the other hand, in general, any
orthogonal transformation on the right-hand side of Q[i] can be represented by Q[i]R,
where R is an orthogonal matrix. The fact that (Q[i]R)(Q[i]R)
⊤ = Q[i]Q
⊤
[i] suggests
that the matrices Q[i] and Q[i]R are equivalent in the sense that they span the same
column subspace. These geometric observations partially motivate us to define the
integrated orthonormal matrix Q shown in (2.3).
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Furthermore, we emphasize another important reason why we focus on the pro-
jection matrices Q[i]Q
⊤
[i] by presenting the following key Theorem 2.1. The theorem
suggests that the population average of the projection matrices E(Q[i]Q
⊤
[i]) can reveal
the true left singular vectors of A. Furthermore, in Section 4, we will apply Theo-
rem 2.1 to show the Strong Law of Large Numbers, the consistency of the singular
vectors, and the Central Limit Theorem for iSVD. The proof of Theorem 2.1 can be
found in Appendix A.1.
Theorem 2.1 (Singular vectors induced by population averaging). Let Q[i] be
the orthonormal basis of the ith random subspace computed by Algorithm 2 with Ω[i]
having i.i.d. Gaussian entries. At the population level, the expected arithmetic mean
of these projection matrices has the property of having the same left singular vectors
as the matrix A. Specifically,
E(Q[i]Q
⊤
[i]) = UΛU
⊤. (2.4)
Here, U consists of left singular vectors of A, as shown in (1.1). For Λ defined in
(A.1), we can show that (a) Λ is a diagonal matrix, (b) each of the diagonal entries
belongs to (0, 1), and (c) these diagonal entries are strictly decreasing if the underlying
matrix A has strictly decreasing singular values.
It is worth noting that we can regard E(Q[i]Q
⊤
[i]) as the limiting case of taking an
average over infinitely many projection matrices: E(Q[i]Q
⊤
[i]) = limN→∞P , where
P :=
1
N
N∑
i=1
Q[i]Q
⊤
[i] (2.5)
is the empirical arithmetic average of theN projection matrices. The theorem suggests
the following essential property. Even a projection matrix Q[i]Q
⊤
[i] is associated with
a low-dimensional (rank-ℓ) subspace only, the arithmetic average P contains not only
information of the leading rank-ℓ subspace but also information for other subspaces
spanned by all true singular vectors if the number of random sketches N is sufficiently
large. Furthermore, because the entries of Λ are strictly decreasing, the columns of U
match the left singular vectors in a correct order. The following example illustrates
the property given in Theorem 2.1. Let A = diag([25, 5, 1, 0.2]) be a diagonal 4 × 4
matrix. Then, we have the true SVD of A = UΣU⊤, where U is the 4 × 4 identify
matrix and Σ = diag([25, 5, 1, 0.2]). By computing the SVD of P ∈ R4×4 with a
set of Q[i] ∈ R4×2 (i.e., the dimension of the random sketches ℓ = 2), we obtain the
following estimations of
U ≈
 −1.00 .021 −.004 .010−.021 −.998 −.044 −.046
.004 .046 −.998 −.036
.009 −.044 −.038 .998
 and
 −1.00 −.020 .002 .004.020 −1.00 −.003 −.009
−.002 .003 −1.00 −.001
.004 −.009 −.001 1.00
 ,
for N = 10 and N = 100, respectively. The corresponding estimations of Λ ≈
diag([.997, .848, .149, .006]) and diag([.992, .819, .177, .012]). The approximate U
for N = 100 is much closer to the whole true U even though the dimension of the
random sketches is 2, rather than the dimension of the matrix, which is 4.
Although Equation (2.4) reveals important insight into the average of theQ[i]Q
⊤
[i],
the equation has its limits from the perspective of numerical computation. First, we
cannot compute the true singular values Σ and the right singular vectors V using
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Equation (2.4). Second, the diagonal entries of Λ are clustered in the interval (0, 1),
and such clustering may affect the accuracy of the computed U . These difficulties
can be overcome by considering another optimization problem shown in Theorem 2.2.
In Theorem 2.2, we present two alternative optimization problems that are equiv-
alent to the optimization problem (2.3). The first equivalent optimization problem is
shown in (2.6). In this formulation, we apply the concept of (2.4) to compute Q. The
second equivalent formulation is shown in (2.7), which is defined by a differentiable
objective function. We will develop an algorithm to solve this problem in Section 3.
This decision is based on the following two reasons. The dimension of Q[i]Q
⊤
[i] in (2.6)
(m×m) can be much larger then the dimension of the matrix Q⊤PQ in (2.7) (ℓ× ℓ).
Furthermore, the objective function F (Q) is differentiable, which allows us to develop
algorithms to solve the optimization problem based on the gradient of F (Q). The
proof of Theorem 2.2 can be found in Appendix A.2.
Theorem 2.2 (Equivalent optimization problems). The minimization prob-
lem (2.3) is equivalent to the following two optimization problems:
(i) Q := argmin
Q∈Sm,ℓ
∥∥P −QQ⊤∥∥2
F
(2.6)
and
(ii) Q := argmax
Q∈Sm,ℓ
F (Q), (2.7)
where P is defined in (2.5) and F (Q) = 12 tr
(
Q⊤PQ
)
is a differential function.
These equivalences are up to an orthogonal matrix multiplied on the right-hand side
of Q.
In short, in Step 4 of Algorithm 2, we need to integrate the orthogonal matrices
Q[i] into one orthogonal matrix Q ∈ Rm×ℓ that “best” represents these matrices. We
propose using the particular Q defined by the Stiefel-manifold-constrained optimiza-
tion problem (2.7). In the next section, we will discuss how we compute Q by an
iterative method based on the Kolmogorov-Nagumo-type average. In Section 4, we
will prove that this optimal representation Q converges to the best rank-ℓ approxi-
mation with probability one when the number of sketches N tends to infinity.
3. Integration of Sketched Subspaces. The goal of this section is to develop
an iterative method based on a Kolmogorov-Nagumo-type average to compute Q by
solving the constrained optimization (2.7). We start the development of the inte-
gration algorithm by introducing some background in Section 3.1. This background
includes the Kolmogorov-Nagumo-type average of sample points on a matrix Stiefel
manifold and derives the gradients of the objective function. Because a Kolmogorov-
Nagumo-type average is defined by a lifting map and a corresponding retraction map,
we derive a particular lifting and retraction map pair that can be applied to solve the
constrained optimization (2.7) in Sections 3.2 and 3.3. Based on the lifting and re-
traction maps, we propose the integration algorithm in Section 3.4. The convergence
analysis and some remarks on the algorithm are given in Section 3.5.
3.1. Background. We introduce the Kolmogorov-Nagumo-type average and de-
rive the gradient of the objective function that will be used to integrate the sketched
subspaces by solving the optimization problem (2.7).
First, we introduce the Kolmogorov-Nagumo-type average. Taking an average is
the most commonly used summary statistic for independently and identically dis-
tributed (i.i.d.) data. The orthogonal matrices {Q[i]}Ni=1 from repeated runs of
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random sketches are independently obtained from a common stochastic random-
ization mechanism and thus are i.i.d. The integration of multiple random sketches
can be seen as an “average” of these orthogonal matrices. However, it is no longer
in the traditional sense of taking an average in a Euclidean space; rather, it is a
Kolmogorov-Nagumo-type average defined in (3.1). A Kolmogorov-Nagumo-type av-
erage of {µi}Ni=1 is defined as
µKN = ϕ
−1
(
1
N
N∑
i=1
ϕ(µi)
)
, (3.1)
where ϕ is a continuous and locally one-to-one lifting map and ϕ−1 is the paired
retraction map. Note that the traditional arithmetic average can be defined by letting
ϕ and ϕ−1 be the identity maps, and the geometric average of positive numbers can be
defined by letting ϕ be the logarithm function and ϕ−1 be the exponential function.
In our integration algorithm, we consider the case in which µi = Q[i] and use the
notation ϕQ and ϕ
−1
Q to emphasize that the lifting and retraction maps depend on a
givenQ ∈ Sm,ℓ. In the next two sections, we derive a lifting map ϕQ : Sm,ℓ → TQSm,ℓ
and its corresponding retraction map ϕ−1Q : TQSm,ℓ → Sm,ℓ, which satisfy certain
properties for solving the optimization problem (2.7). Various Kolmogorov-Nagumo-
type averages of sample points on a Stiefel manifold can be found in [5, 11].
Second, we address the (projected) gradient of F (Q). Many optimization schemes,
including the scheme to be proposed in Section 3, require the derivatives of the ob-
jective function. Theorem 2.2 has asserted that (2.3) is equivalent to the problem
(2.7) with a differentiable objective function F (Q). We further present Theorem 3.1
to show how we can compute the gradient ascent direction of F (Q) at a certain
Q ∈ Rm×ℓ by (3.2) and show how we can project the gradient ascent direction to the
tangent space of Sm,ℓ at Q (denoted as TQSm,ℓ), as shown in (3.3). See Appendix A.3
for the proof of Theorem 3.1.
Theorem 3.1. Let GF (Q) denote the gradient (the usual derivative in the Eu-
clidean space) of F (Q) with respect to Q ∈ Rm×ℓ, and let DF (Q) denote the projected
gradient of GF (Q) onto the tangent space TQSm,ℓ. We have
GF (Q) :=
[
∂F (Q)
∂Q
]
= PQ ∈ Rm×ℓ, (3.2)
where P is defined in (2.5), and
DF (Q) := ΠTQGF (Q) = (Im −QQ⊤)GF (Q), (3.3)
where ΠTQ is the projection from R
m×ℓ to TQSm,ℓ.
3.2. The Lifting Map. For a given Q ∈ Sm,ℓ, we define the lifting map
ϕQ(W ) = (Im −QQ⊤)WW⊤Q : Sm,ℓ → TQSm,ℓ (3.4)
for any W ∈ Sm,ℓ. Our definition of ϕ leads to an important property:
1
N
N∑
i=1
ϕQc(Q[i]) =DF (Qc), (3.5)
where Qc denotes the current iterate. Specifically, the average of the mapped points
ϕQc(Q[i]) on the tangent space of the current iterate is simply the projected gradient
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at this current iterate. This property links the Kolmogorov-Nagumo-type average to
the gradient ascent method for the optimal representation in (2.3) and its equivalent
formulation in (2.7). If the projected gradientDF (Qc) is zero (or numerically close to
zero), then Qc has reached a stationary point for the optimization problem (2.7). If it
is not zero, we search for the next iterate along the path Q(τ) := ϕ−1Qc(τDF (Qc)) on
the manifold, where τ > 0 is a step size. In the Kolmogorov-Nagumo-type average, we
take τ = 1 for simplicity. Because ϕQc is only locally one to one, we need to specify
a version of the retraction map ϕ−1Qc to pull points on TQcSm,ℓ back to Sm,ℓ. Below,
we discuss the derivation of a proper version of ϕ−1Qc .
3.3. The Retraction Map. Next, we derive the corresponding retraction map
ϕ−1Q : TQSm,ℓ → Sm,ℓ. For W ∈ Sm,ℓ, we can express it asW = QC +Q⊥B, where
Q⊤⊥Q⊥ = Im−ℓ and Q
⊤Q⊥ = 0. Without loss of generality, we may assume that C
is symmetric. If not, we can find an orthogonal matrix R such that CR is symmetric.
Because (WR)(WR)⊤ =WW⊤ for any orthogonal matrixR, we treatW andWR
as equivalent. Next, we present two lemmas that will be used in deriving ϕ−1Q (X),
where X ∈ TQSm,ℓ. The proofs are given in Appendices A.4 and A.5.
Lemma 3.2. For a given Q ∈ Sm,ℓ, we have the following properties. (a) The
matrix Iℓ4 − ϕQ(W )⊤ϕQ(W ) is non-negative definite for any arbitrary W ∈ Sm,ℓ.
(b) Let X = 1N
∑N
i=1 ϕQ(Q[i]). Then,
Iℓ
4 −X⊤X is non-negative definite.
Lemma 3.3. For a given X ∈ TQSm,ℓ that satisfies the conditions Q⊤X = 0 and
Iℓ
4 −X⊤X being non-negative definite, there exists a W ∈ Sm,ℓ such that ϕQ(W ) =
X. Furthermore, if W is restricted to the column span of Q and X, i.e.,
W ∈ {W ∈ Sm,ℓ :W = QC +XB, C symmetric},
then, up to an orthogonal transformation on the right side,W has to take the following
form W = QC + XC−1, where C =
{
Iℓ
2 +
(
Iℓ
4 −X⊤X
)1/2}1/2
and the matrix
square root is defined in Appendix A.6.
Because the matrix square root is not unique, Lemma 3.3 presents many possible
choices of W as a pre-image for X such that ϕQ(W ) = X. Here, we will confine
the matrix square root involved in C to be symmetric and non-negative definite so
that the inverse map ϕ−1Q (X) = QC +XC
−1 is uniquely specified. Furthermore,
if X ∈ TQSm,ℓ satisfies the condition that Iℓ4 −X⊤X is non-negative definite, then
Iℓ
4 − (τX⊤)(τX) is also non-negative definite for any τ ∈ [0, 1]. Thus, we can extend
Lemma 3.3 to obtain a unique path on the manifold, wherein all matrix square roots
involved are taken to be symmetric and non-negative definite.
Theorem 3.4 (Retraction Map). For a given X ∈ TQSm,ℓ that satisfies the
conditions Q⊤X = 0 and Iℓ4 −X⊤X being non-negative definite, there exists a pathQ(τ) ∈ Sm,ℓ for τ ∈ [0, 1] such that ϕQ(Q(τ)) = τX and the retraction map is given
by
ϕ−1Q (τX) = QC + τXC
−1, (3.6)
where
C =
{
Iℓ
2
+
(Iℓ
4
− τ2X⊤X
)1/2}1/2
(3.7)
with all matrix square roots taken to be symmetric and non-negative definite.
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3.4. The Integration Algorithm. Now, we are ready to propose Algorithm 3,
which solves the optimization problem (2.7) to find Q by iteratively updating the
Kolmogorov-Nagumo-type averages. The inputs of Algorithm 3 are the matrices
{Q[i]}Ni=1 ∈ Sm,ℓ and an initial iterate Qini. The output of the algorithm is the
(approximate) integrated Q defined in (2.7).
Algorithm 3 Integration of {Q[i]}Ni=1 based on the Kolmogorov-Nagumo-type aver-
age.
Require: Q[1], Q[2], . . ., Q[N ], Qini
Ensure: Integrated Q defined in (2.7)
1: Initialize the current iterate Qc ← Qini
2: while (not convergent) do
3: Compute ϕQc(Q[i]) defined in (3.9) by lifting and averaging
4: Perform the retraction mapping ϕ−1Qc
(
ϕQc(Q[i])
)
to obtainQ+ defined in (3.10)
5: Assign Qc ← Q+
6: end while
7: Output Q = Qc
More details of the algorithm are given below. For the choice of the initial iterate
Qini, we select the iterate that has the largest value of tr(Σ˜[i]) from the collection
{Q[i]}Ni=1, where Σ˜[i] is the diagonal matrix consisting of the singular values of Y[i]
computed in Step 2 of Algorithm 2. Specifically, we choose Qini = Q[imax], where
imax = argmaxi=1,...,N tr(Σ˜[i]). In each iteration, namely Steps 3 and 4 of Algorithm 3,
we move the current iterate Qc to the next iterate Q+ via the following procedure.
One iteration of the integration Algorithm 3 is illustrated conceptually in Figure 3.1.
In particular, Step 3 of Algorithm 3 is composed of the following two tasks.
1. As shown in Figure 3.1(a), we map (or lift) the matrices {Q[i]}Ni=1 to the
tangent space TQcSm,ℓ. That is, each Q[i] ∈ Sm,ℓ is mapped to
ϕQc(Q[i]) = (Im −QcQ⊤c )Q[i]Q⊤[i]Qc ∈ TSm,ℓ,Qc . (3.8)
Because Q⊤c {ϕQc(Q[i])} + {ϕQc(Q[i])}⊤Qc = 0, we know that ϕQc(Q[i]) is
indeed a point on TQcSm,ℓ [22].
2. As shown in Figure 3.1(b), we then take the average of the mapped matrix
points. Because these mapped matrices are located on TQcSm,ℓ, which is a
flat space, we can compute the arithmetic average of ϕQc(Q[i])
ϕQc(Q[i]) =
1
N
N∑
i=1
ϕQc(Q[i]) = (Im −QcQ⊤c )PQc. (3.9)
In (3.9), we apply (3.8) and the definition of P in (2.6). This average is still
on the tangent space. Furthermore, ϕQc(Q[i]) = DF (Qc) by (3.5).
In Step 4, as shown in Figure 3.1(c), we pull the averaged matrix ϕQc(Q[i]) back to
the Stiefel manifold by the inverse map ϕ−1Qc . Specifically,
Q+ = ϕ
−1
Qc
(ϕQc(Q[i])) = QcC + ϕQc(Q[i])C
−1, (3.10)
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(a) (b)
(c) (d)
Fig. 3.1: A conceptual illustration of one iteration of Algorithm 3 for solving the
optimization problem (2.7). (a) Five Q[i] (blue dots) on the Stiefel manifold Sm,ℓ
are lifted to ϕQc(Q[i]Q
⊤
[i]) on the tangent space TQcSm,ℓ corresponding to the current
iterate Qc (black dot). (b) We compute the KN-type average of the lifted points,
which is identified by the green point. (c) The average of the lifted points (green
dot) is mapped back to the Q+ (red dot) on the Stiefel manifold as the next iterate.
(d) We have moved from Qc to Q+ and obtained the new Qc.
whereC =
[
Iℓ
2 +
[
Iℓ
4 − ϕQc(Q[i])
⊤
ϕQc(Q[i])
]1/2]1/2
by Theorem 3.4 with fixed τ = 1.
In short, we move the iterate from Qc to Q+ in the loop of Algorithm 3 by the
following procedure. (i) Q[i] are mapped to TQcSm,ℓ by ϕQc , (ii) the mapped matrices
are averaged as ϕQc(Q[i]) = DF (Qc), and finally, (iii) DF (Qc) is mapped back to
the manifold by the inverse map ϕ−1Qc to obtain the next iterate Q+. This process can
be summarized in one line: Q+ ← ϕ−1Qc
(
1
N
∑N
i=1 ϕQc(Q[i])
)
.
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3.5. Convergence and Remarks. Algorithm 3 is a fixed-point iteration with
step size τ = 1. The update from the current Qc to the next Q+ can be written as
Q+ = g(Qc) = QcC +XC
−1, (3.11)
whereC andX both depend onQc and can be denoted asC(Qc) andX(Qc), respec-
tively. Recall that Algorithm 3 is used to find the maximizer of the objective function
F (Q) = 12 tr
(
Q⊤PQ
)
. Let Q∗ consist of the leading ℓ eigenvectors of P . Specifically,
Q∗ consists of the maximizer (uniquely up to an orthogonal transformation) of the
objective function F (Q). Further, let Nε(Q∗) := {Q ∈ Sm,ℓ : ‖Q−Q∗‖F < ε} be an
ε-neighborhood of Q∗ in Sm,ℓ. We can see that Q∗ is a fixed point for g in (3.11). We
establish the convergence for the fixed-point iteration in Theorem 3.5. The theorem
suggests that Algorithm 3 converges if it starts from an initial iterate that belongs
the ε-neighborhood of an equivalent version of Q∗. The equivalence is in the sense
of an orthogonal transformation multiplied on the right side of Q∗. The proof of
Theorem 3.5 is given in Appendix A.8.
Theorem 3.5. There exists an ε > 0 such that Algorithm 3 converges, provided
that the iteration starts from an initial Qini ∈ Nε(Q∗R0), where R0 is an arbitrary
orthogonal matrix.
We conclude the discussion of Algorithm 3 with the following remarks. First,
we bridge the theoretical aspect of the optimal representation Q and the numer-
ical scheme shown in Algorithm 3. Because Q is the solution of the optimiza-
tion problem (2.7), we have DF (Q) = 0. Equation (3.5) further suggests that
1
N
∑N
i=1 ϕQ(Q[i]) = 0. Moreover, by the definition (3.1), we can obtain the Kolmogorov-
Nagumo-type average of Q[i] in terms of Q:
ϕ−1
Q
(
1
N
N∑
i=1
ϕQ(Q[i])
)
= ϕ−1
Q
(0) = Q. (3.12)
The last equality holds because of the following. For X = 0, Equation (3.7) suggests
that
C = Iℓ, (3.13)
and Equation (3.6) further suggests that ϕ−1
Q
(0) = Q. Equation (3.12) indicates that
the optimal representation Q is a Kolmogorov-Nagumo type average and also a fixed
point in Algorithm 3 with the corresponding projected gradient equal to zero. These
facts represent a theoretical background for computing Q, and Algorithm 3 provides
a numerical method to compute Q.
Second, we use small ‖C− Iℓ‖ as the stopping criterion on Step 2 of Algorithm 3
based on the fact shown in (3.13). This choice of stopping criterion can be viewed
from the small change between Q+ and Qc. When C is close to the identity matrix,
Q+ is close to Qc. It is worth mentioning that C is a small matrix with dimensions
ℓ×ℓ and is computed in the iteration of Algorithm 3. Therefore, the stopping criterion
does not require extra computational effort.
Third, the constrained maximization problem (2.7) can be solved using the gra-
dient ascent method proposed in [23]. The method starts from an initial Qini ∈ Sm,ℓ
and updates the current iterate Qc by searching the next iterate Q+ on a curve ly-
ing on the Stiefel manifold Sm,ℓ to satisfy the orthogonality constraint. The curve is
obtained by mapping the projected gradient defined in (3.3) to the Stiefel manifold
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via a Cayley transform. An efficient step size selection along the curve can accelerate
the overall convergence. On the other hand, Theorem 3.4 presents a curve along the
direction of the projected gradient on the manifold. In Algorithm 3, it is equivalent
to setting the step size as τ = 1, and Algorithm 3 can consequently be viewed as a
gradient ascent method.
We have proposed and analyzed Algorithm 3 to compute Q by solving the con-
strained optimization (2.7) (and (2.3) equivalently). With the computed Q, we can
use iSVD, i.e., Algorithm 2, to perform the approximate SVD defined in (2.2) with
multiple random sketches. In the next section, the iSVD is analyzed statistically.
4. Statistical Analysis. In this section, we present some theoretic statistical
analysis on iSVD. First, we prove a Strong Law of Large Numbers (SLNN) result in
Theorem 4.1 to show that iSVD (2.2) can perform as well as the full data SVD (1.1)
as the number of random sketches N goes to infinity. Next, consistencies in terms of
subspace and singular vectors are asserted in Theorem 4.3. Finally, we determine a
rate of convergence by the Central Limit Theorem (CLT) in Theorem 4.4.
Strong Law of Large Numbers. From Theorem 2.1 and the fact that the
absolute values of entries of a projection matrix are bounded by one, we have the
following immediate result based on Theorem 2.1.
Theorem 4.1 (Strong Law of Large Numbers). We have
lim
N→∞
1
N
N∑
i=1
Q[i]Q
⊤
[i] = UΛU
⊤ with probability one,
where Λ is given in Theorem 2.1 and U is the true left singular vectors of the under-
lying matrix A in decreasing order.
Consistency. Next, we establish the consistency between the left singular vectors
computed by iSVD and the true left singular vectors. We prove Lemma 4.2 first.
Based on the lemma, we prove the consistency in Theorem 4.3. See Appendix A.9 for
the proofs of the lemma and the theorem.
Lemma 4.2. Let U = [u1, . . . ,um] be an arbitrary point in Sm,m, and let Λ be a
diagonal matrix with decreasing diagonal entries 1 > λ1 ≥ λ2 ≥ . . . λℓ > λℓ+1 ≥ . . . ≥
λm ≥ 0. Consider the following minimization problem:
Qopt = argmin
Q∈Sm,ℓ
∥∥UΛU⊤ −QQ⊤∥∥2
F
.
Then, we have QoptQ
⊤
opt = UℓU
⊤
ℓ , where Uℓ = [u1, . . . ,uℓ].
Theorem 4.3 (Consistency of subspaces and singular vectors.). Assume that
the diagonal entries of Σ (i.e., singular values of A) satisfy the condition: σ1 >
σ2 > · · · > σℓ > σℓ+1 ≥ · · · ≥ σm ≥ 0. Then, we have the following properties.
(a) limN→∞QQ
⊤
= UℓU
⊤
ℓ with probability one. (b) Let Ŵℓ consist of the left
singular vectors of Q
⊤
A, and let Ûℓ = QŴℓ as described in Algorithm 2. Then, for
any j ≤ ℓ, we have
lim
N→∞
∣∣û⊤j uj∣∣ = 1 with probability one,
where ûj is the jth column of Ûℓ and uj is the jth column of Uℓ.
Note that the consistency established in Theorem 4.3 is valid for the entire Ûℓ,
where ℓ is the sampling dimension. However, we expect a more accurate Ûk using a
larger sampling dimension ℓ. See Table 1.1 for the definitions of k and ℓ.
14
Central Limit Theorems. Because Q[1], Q[2], . . ., Q[N ] are i.i.d., so are
Q[1]Q
⊤
[1], Q[2]Q
⊤
[2], . . ., Q[N ]Q
⊤
[N ]; and they have finite second moments. The fol-
lowing theorem is an immediate CLT result from Theorem 2.1.
Theorem 4.4 (Central Limit Theorem I). We have
1√
N
N∑
i=1
vec
(
Q[i]Q
⊤
[i] −UΛU⊤
)
d
 N (0,T1), as N →∞, (4.1)
where T1 is a certain positive definite matrix.
Theorem 4.4 is a CLT on the average of projection matrices. However, a more
sensible CLT should be for the singular vectors ûj estimated by iSVD. Note that ûj
(or uj) is a function of
1
N
∑N
i=1Q[i]Q
⊤
[i] (or UΛU
⊤). By the delta-method to (4.1),
we can establish the following CLT on ûj . See Appendix A.10 for the proof.
Theorem 4.5 (Central Limit Theorem II). We have
√
N (ûj − uj) d N (0,T2), as N →∞,
where T2 =∆jT1∆
⊤
j and ∆j =
∂uj
∂vec(UΛU⊤)⊤
is given by (A.14) below.
From Theorem 4.5, we know that ûj − uj = Op(N−1/2) and so is Ûℓ − Uℓ =
Op(N
−1/2). Then, ‖Ûℓ Û⊤ℓ − UℓU⊤ℓ ‖2F = Op(N−1) and ‖Ûℓ Û⊤ℓ − UℓU⊤ℓ ‖sp =
Op(N
−1/2). Note that Ûℓ Û
⊤
ℓ = QQ
⊤
. From ‖UℓΣℓVℓ −A‖2F = σ2k+1 + . . . + σ2m
and ‖UℓΣℓVℓ −A‖sp = σk+1, we have
‖QQ⊤A−A‖2F = σ2k+1 + . . . σ2m +Op(N−1) (4.2)
and
‖QQ⊤A−A‖2sp = σ2k+1 +Op(N−1). (4.3)
Specifically, as N →∞, we can achieve tight bounds in both the Frobenius norm and
the spectral norm by integrating multiple random sketches.
5. Numerical Results. We conduct numerical experiments to study the per-
formance of the proposed algorithms. To test the proposed iSVD, we construct the
following test matrices, which are similar to the test matrices used in [17]. Let the ma-
trix A = HdΣH
⊤
d+1 ∈ R2
d×2d+1, where Hd is the Hadamard matrix of size 2
d × 2d
and Σ is a diagonal matrix of size 2d × 2d+1. Note that, for a Hadamard matrix,
H⊤d = Hd and H
⊤
d Hd = I2d . Let the desired rank be k = 10. We set the jth
diagonal entry of Σ as follows:
Σj,j = σj =

σ
⌊j/2⌋/5
1 , j = 1, 3, 5, 7, 9,
1.5σj+1 j = 2, 4, 6, 8, 10,
0.001, j = 11,
σ11 · m−jm−11 , j = 12, . . . ,m.
(5.1)
Here, ⌊j/2⌋ is the greatest integer less than or equal to j/2. Our Σ is modified
from [17] to distinguish the singular values, and thus, individual singular vectors can
be uniquely identified. Note that Hd is an orthogonal matrix. Thus, the SVD of the
15
test matrix A is known to be HdΣH
⊤
d+1, where the columns of Hd and Hd+1 are
the left and right singular vectors, respectively, and σj are singular values.
The experimental settings are d = 9, 11, 13, 15, 17, 19, k = 10, p = 12, ℓ = k+ p =
22, q = 0, 1, and N = 10, 50, 100, 200. For an initial Qini, we select from the collection
{Q[i]}Ni=1. We choose the Q[i] that has the largest value of tr(Σ˜[i]), where Σ˜[i] is
the diagonal matrix consisting of the singular values of Y[i] computed in Step 2 of
Algorithm 2. To evaluate the accuracy of approximate SVD, we use the following
similarity for comparing the computed and true leading k individual singular vectors.
Recall that U˜k = {u˜1, . . . , u˜j, . . . , u˜k} and Ûk = {û1, . . . , ûj, . . . , ûk} consist of the
rank-k left singular vectors computed by Algorithm 1 (rSVD) and Algorithm 2 (iSVD),
respectively. Uk = {u1, . . . ,uj , . . . ,uk} consists of the true left singular vectors of
A. We measure the similarity between the jth computed singular vector u˜j (or ûj)
and the true singular vector uj by computing |u˜⊤j uj| (or |û⊤j uj|) for j = 1, . . . , k.
If the computed singular vector has no error, then |u˜⊤j uj | = 1 (or |û⊤j uj | = 1).
Note that we present only the results regarding the left singular vectors. The results
involving the right singular vectors are similar and ignored here. Algorithm 3 is
stopped if ‖C − Iℓ‖F is less than 10−5. The numerical experiments are conducted on
a workstation equipped with an Intel E5-2650 v3 CPU (with a 25 MB cache and 2.30
GHz clock rate) and 256 GB of main memory. The algorithms are implemented in
MATLAB version 2015b.
We report the accuracies and variations in the computed singular values and
singular vectors in Figure 5.1 and Table 5.1 using different parameters. We highlight
the following observations.
• The similarity (accuracy) of the singular vectors increases as the number
of random sketches N increases. For each singular vector, we examine the
accuracy performance in terms of the similarity between the computed and
true singular vector. Figure 5.1 shows the singular vector similarity results
with box plots. In the figure, the matrix size is 219 × 220 (d = 19), the
sampling dimension ℓ = 22, the number of random sketches N =1, 10, 50,
100, and 200, and the exponent of the power method in Step 2 of Algorithms 1
and 2 (i.e., q) equals 0 or 1. Higher similarities (up to 1) are better. It is
clear that larger N results in higher similarity in all the tested cases. Some of
the improvements can be significant, especially for several cases when q = 0
and the 9th singular vector for q = 1. Note that the 10th singular vector is
difficult to compute. This is because the 10th eigenvalue belongs to a cluster
of singular values, and it is difficult to distinguish the singular vectors of these
slow-decaying singular values.
• The rank-k matrix error decreases as the number of random sketches N in-
creases. We also examine the accuracy performance with respect to the com-
bination of the singular values and singular vectors. In particular, we compute
the rank-k matrix error ‖UkΣkV ⊤k − ÛkΣ̂kV̂ ⊤k ‖F . This error evaluates the
difference between the estimated and true rank-k SVD. We experiment with
different d to better present the trend of the integration effect for d. The
observations hold for all the experiments for d =9, 11, 13, 15, 17, and 19 with
q = 0 and q = 1, as shown in Table 5.1.
• Overall, the stochastic variation in similarity of a singular vector to its target
decreases as the number of random sketches N increases. This welcomed
result can be expected because more random sketches have been integrated,
and thus, the averaged sketch becomes more stable and with less stochastic
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Fig. 5.1: The similarity results for d = 19, ℓ = 22, q = 0, 1, and N =1, 10, 50, 100,
200. The figure also shows the box plots indicating the median and the 25th and 75th
percentiles of the similarities out of 30 replicated runs. Higher similarities (up to 1)
are better.
variation. Such an observation holds for almost all the numerical results
shown in Table 5.1.
Furthermore, we investigate the effect of increasing the sampling dimension ℓ
for rSVD (N = 1) and compare the results with iSVD (N > 1), which uses ℓ =
22 and N = 200, resulting in ℓ × N = 4400 samples in total. In these numerical
experiments, d = 19, q = 0, and the number of replicated runs is 30. Table 5.2 shows
the Frobenius norm of the error matrix (i.e., ‖UkΣkV ⊤k − U˜kΣ˜k V˜ ⊤k ‖F for rSVD and
‖UkΣkV ⊤k − ÛkΣ̂kV̂ ⊤k ‖F for iSVD). Two main observations are highlighted below.
• In rSVD (N = 1), a larger ℓ results in smaller average errors and smaller
standard deviations. This observation is reasonable because when we sketch
a greater number of sampling dimensions, more information of the leading
singular vectors is collected.
• SVD computed by iSVD with smaller sampling dimensions (via multiple sketches)
is better than rSVD with large sampling dimensions (via a single sketch). We
compare the result obtained by iSVD with ℓ = 22 and N = 200 (4400 sam-
pling dimensions in total) with the results obtained by rSVD with various
ℓ and N = 1. As shown in Table 5.2, iSVD outperforms rSVD in all cases
except for the case with ℓ = 4400. For the case in which ℓ = 4400, rSVD per-
forms slightly better. This observation suggests the advantage of integration.
In addition, even without adopting parallelism, taking 200 random sketches
with ℓ = 22 and integrating them is relatively efficient compared to executing
an rSVD with ℓ = 3000 in terms of both precision and time.
6. Conclusions. We have proposed and analyzed a Monte Carlo-type algorithm
for computing the rank-k SVD of large matrices. The proposed algorithm integrates
multiple leading low-dimensional subspaces projected by multiple random sketches.
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d N=1 N=10 N=50 N=100 N=200
(a) q = 0
9 1.04e-02 (6.56e-04) 3.79e-03 (1.18e-04) 1.74e-03 (4.37e-05) 1.23e-03 (2.46e-05) 8.71e-04 (1.52e-05)
11 1.89e-02 (1.12e-03) 6.74e-03 (1.51e-04) 3.25e-03 (5.94e-05) 2.32e-03 (3.07e-05) 1.67e-03 (1.90e-05)
13 3.49e-02 (2.69e-03) 1.22e-02 (2.44e-04) 5.83e-03 (5.45e-05) 4.32e-03 (2.69e-05) 3.30e-03 (1.63e-05)
15 6.20e-02 (4.20e-03) 2.21e-02 (4.15e-04) 1.06e-02 (9.62e-05) 7.78e-03 (3.94e-05) 5.72e-03 (2.11e-05)
17 1.12e-01 (5.76e-03) 4.03e-02 (8.24e-04) 1.95e-02 (1.72e-04) 1.44e-02 (7.94e-05) 1.09e-02 (5.12e-05)
19 1.92e-01 (1.26e-02) 7.14e-02 (1.59e-03) 3.52e-02 (2.93e-04) 2.60e-02 (1.61e-04) 1.95e-02 (6.30e-05)
(b) q = 1
9 1.08e-03 (1.50e-04) 4.30e-04 (3.55e-05) 1.95e-04 (1.40e-05) 1.37e-04 (8.63e-06) 9.75e-05 (5.96e-06)
11 1.53e-03 (1.03e-04) 7.61e-04 (3.89e-05) 3.68e-04 (1.43e-05) 2.62e-04 (1.06e-05) 1.87e-04 (6.84e-06)
13 1.83e-03 (5.54e-05) 1.23e-03 (4.43e-05) 6.89e-04 (2.00e-05) 5.05e-04 (1.32e-05) 3.65e-04 (7.55e-06)
15 2.14e-03 (9.61e-05) 1.64e-03 (4.45e-05) 1.17e-03 (2.59e-05) 9.27e-04 (1.61e-05) 7.22e-04 (1.26e-05)
17 2.97e-03 (2.81e-04) 1.93e-03 (2.30e-05) 1.78e-03 (7.72e-06) 1.75e-03 (8.45e-06) 1.74e-03 (9.44e-06)
19 4.14e-03 (2.77e-04) 2.35e-03 (5.20e-05) 1.89e-03 (6.91e-06) 1.82e-03 (2.81e-06) 1.78e-03 (9.79e-07)
Table 5.1: The average norm and standard deviation (in parentheses) of the error
matrices (i.e., ‖UΣV ⊤ − ÛkΣ̂kV̂ ⊤k ‖F ) over 30 replicated runs with various matrices
of size 2d × 2d+1. The sampling dimension ℓ = 22 and the exponent q = 0 or q = 1.
ℓ N (Alg.) Ave (std) of errors ℓ N (Alg.) Ave (std) of errors
22 1 (rSVD) 1.90e-01 (1.39e-02) 3000 1 (rSVD) 2.06e-02 (9.16e-05)
500 1 (rSVD) 4.63e-02 (6.27e-04) 4400 1 (rSVD) 1.73e-02 (6.27e-05)
1000 1 (rSVD) 3.40e-02 (2.84e-04) 22 200 (iSVD) 1.95e-02 (6.30e-05)
Table 5.2: We use rSVD (with various sampling dimensions ℓ and N = 1) and iSVD
(with ℓ = 22 and N = 200) to compute the first 10 singular values and singular
vectors. The table shows the averages (and standard deviations) of the error matrix
norms (i.e., ‖UΣV ⊤− U˜kΣ˜k V˜ ⊤k ‖F for rSVD and ‖UΣV ⊤− ÛkΣ̂kV̂ ⊤k ‖F for iSVD)
out of 30 replicated runs. The matrix size is 219× 220, and the power exponent q = 0.
The integrated subspace is the solution of the optimization problem constrained by
the matrix Stiefel manifold that best represents the multiple random projected sub-
spaces. To solve the optimization problem, we propose an iterative method based on
the Kolmogorov-Nagumo-type average of the multiple subspaces. Theoretical anal-
yses reveal the insights of the proposed algorithms. Numerical experiments suggest
that the integrated SVD can achieve higher accuracy and less stochastic variation in
singular vectors using multiple random sketches.
It is interesting to generalize iSVD to other problems. First, we plan to investigate
how iSVD performs if we replace the Gaussian random projections by the column
random sampling. Unlike the Gaussian random projections, which involve matrix-
matrix multiplications A⊤AΩ, the random column sampling can be implemented
by column extractions without involving matrix-matrix multiplications, and therefore
leads to a significant savings in computational time and memory usage, especially
for large-scale matrices. However, the sketched subspaces contain less information
about the leading subspaces, which may decrease the accuracy, and some statistical
properties are different from the cases in Gaussian random projection. Other possible
extensions of iSVD include eigenvalue problems, linear system problems, selected
singular values within a given interval or of a given order, and tensor decompositions.
Another future direction is to explore how we can efficiently compute the SVD if some
of the columns or rows of A are added (updated) or removed (downdated) after an
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SVD has been obtained for a given matrix A.
iSVD can be accelerated using multi-level parallelism. It is obvious the N random
sketches can be performed simultaneously in parallel. The operations in each sketch
and the integration process can be parallelized as well. Efficient implementations of
the proposed algorithms on parallel computers will allow us to quickly estimate the
SVD of large-scale matrices on GPUs, parallel computers, or distributed systems such
as Spark [12].
In addition to the development of new algorithms and parallel implementations,
the tuning of parameters can affect the timing and accuracy. Depending on the
requirements (e.g., accuracy and number of singular values), matrix structures (e.g.,
sparsity, size, and distribution of the singular values), and computer architectures
(e.g., multi-core CPU or GPU cluster), we can choose between N = 1 (rSVD) and
N > 1 (iSVD), the power exponent q, and the oversampling size p (and thus the
dimension of the random sketches ℓ). Fine-tuning of Algorithm 3 or gradient-based
optimization methods may further improve the performance of iSVD. One example is
the step size used to move from the current iterate to the next iterate.
In short, we have proposed and justified a new randomized algorithm to com-
pute the approximate rank-k SVD of a large matrix by integrating multiple leading
subspaces based on random sketches. The framework can be further improved and
extended to benefit data analytics, computational sciences and engineering in a broad
manner.
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Appendix.
A.1. Proof of Theorem 2.1. Proof. Since Ω[i] is a Gaussian random matrix,
we have the expectation
E
(
Q[i]Q
⊤
[i]
)
= E
(
AΩ[i]
(
Ω⊤[i]A
⊤AΩ[i]
)−1
Ω⊤[i]A
⊤
)
= U E
(
ΣV ⊤Ω[i]
(
Ω⊤[i]V Σ
2V ⊤Ω[i]
)−1
Ω⊤[i]V Σ
)
U⊤ =: UΛU⊤,
where
Λ = E
(
ΣV ⊤Ω[i]
(
Ω⊤[i]V Σ
2V ⊤Ω[i]
)−1
Ω⊤[i]V Σ
)
. (A.1)
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Note that Ω⊤[i]V Σ
2V ⊤Ω[i] is non-singular with probability one.
(a) First, we show that Λ is a diagonal matrix. Its (j, j′)th entry is given by
E
(
σjσj′z
⊤
j
( m∑
l=1
σ2l zlz
⊤
l
)−1
zj′
)
,
where [z1, . . . , zn] = Ω
⊤
[i]V . Note that zj = Ω
⊤
[i]vj , where vj is the jth column of V .
Let ωl denote the lth column of Ω[i]. Below we show that all off-diagonal entries of
Λ are zero. Without loss of generality, consider the (1, j)th entry of Λ. Let V−1 :=
[−v1,v2, . . . ,vn] and Ω˜[i] := V V ⊤−1Ω[i]. Then, Ω˜⊤[i]V = Ω⊤[i]V−1V ⊤V = Ω⊤[i]V−1.
Let [z˜1, . . . , z˜n] := Ω˜
⊤
[i]V . Then, z˜1 = Ω˜
⊤
[i]v1 = −z1 and z˜j = Ω˜⊤[i]vj = zj , ∀j 6= 1.
Note that Ω[i] and Ω˜[i] have the same distribution, as Ω[i] have i.i.d. Gaussian entries
and (V V ⊤−1)
⊤V V ⊤−1 = I. It implies that [z˜1, . . . , z˜n] and [z1, . . . , zn] follow the same
distribution. That is,
z⊤1
( m∑
l=1
σ2l zlz
⊤
l
)−1
zj
d
= z˜⊤1
( m∑
l=1
σ2l z˜lz˜
⊤
l
)−1
z˜j = −z⊤1
( m∑
l=1
σ2l zlz
⊤
l
)−1
zj ,
where
d
= means equal in distribution. Therefore, for the (1, j)th entry of Λ, we have
E
{
z⊤1
( m∑
l=1
σ2l zlz
⊤
l
)−1
zj
}
= −E
{
z⊤1
( m∑
l=1
σ2l zlz
⊤
l
)−1
zj
}
= 0.
(b) Next, we show that all the diagonals, E
(
σ2jz
⊤
j
(∑m
l=1 σ
2
l zlz
⊤
l
)−1
zj
)
, j =
1, . . . , n, are less than one. Let B(−j) :=
∑m
l 6=j σ
2
l zlz
⊤
l . As Ω[i] consists of i.i.d.
Gaussian entries and ℓ < m, B(−j) is strictly positive definite with probability one.
By Sherman-Morrison-Woodbury matrix identity, we have
( m∑
l=1
σ2l zlz
⊤
l
)−1
= B−1(−j) −
σ2jB
−1
(−j)zjz
⊤
j B
−1
(−j)
1 + σ2jz
⊤
j B
−1
(−j)zj
.
Then,
σ2jz
⊤
j
( m∑
l=1
σ2l zlz
⊤
l
)−1
zj = σ
2
jz
⊤
j
(
B−1(−j) −
σ2jB
−1
(−j)zjz
⊤
j B
−1
(−j)
1 + σ2jz
⊤
j B
−1
(−j)zj
)
zj
= σ2j
(
z⊤j B
−1
(−j)zj −
σ2jz
⊤
j B
−1
(−j)zjz
⊤
j B
−1
(−j)zj
1 + σ2jz
⊤
j B
−1
(−j)zj
)
=
σ2jz
⊤
j B
−1
(−j)zj
1 + σ2jz
⊤
j B
−1
(−j)zj
= 1− 1
1 + σ2jz
⊤
j B
−1
(−j)zj
< 1. (A.2)
(b) can be obtained by taking expectation of the inequality above.
(c) Finally, we want to show that E
{
σ2jz
⊤
j
(∑m
l=1 σ
2
l zlz
⊤
l
)−1
zj
}
is strictly de-
creasing as j increases. Without loss of generality, we will only show the compari-
son for j = 1, 2, i.e., E
{
σ21z
⊤
1
(∑m
l=1 σ
2
l zlz
⊤
l
)−1
z1
}
> E
{
σ22z
⊤
2
(∑m
l=1 σ
2
l zlz
⊤
l
)−1
z2
}
.
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Consider Ω˜[i] := V V
⊤
1,2Ω[i], where V1,2 := [v2,v1,v3, . . . ,vn]. Let [x1,x2, . . . ,xn] :=
Ω˜⊤[i]V . Then, x1 = z2, x2 = z1, and xj = zj for all 3 ≤ j ≤ n. Similar to (A.2),
σ2jx
⊤
j
( m∑
l=1
σ2l xlx
⊤
l
)−1
xj = 1− 1
1 + σ2jx
⊤
j B˜
−1
(−j)xj
, (A.3)
where B˜(−j) :=
∑m
l 6=j σ
2
l xlx
⊤
l . Again, we only need to consider the case that B˜(−j) is
of full rank, which holds with probability one. Observe that B˜(−2) = B(−1) + (σ
2
1 −
σ22)z2z
⊤
2 . Then,
x⊤2 B˜
−1
(−2)x2 = z
⊤
1
(
B(−1) + (σ
2
1 − σ22)z2z⊤2
)−1
z1
= z⊤1 B
−1
(−1)z1 −
(σ21 − σ22)z⊤1 B−1(−1)z2z⊤2 B−1(−1)z1
1 + z⊤2 B
−1
(−1)z2
≤ z⊤1 B−1(−1)z1.
The equality holds only when z⊤1 B
−1
(−1)z2 = 0, which happens with zero probability.
In the following, we will then only consider the case that x⊤2 B˜
−1
(−2)x2 < z
⊤
1 B
−1
(−1)z1,
which holds with probability one. Since σ1 > σ2 > 0, we have σ
2
2x
⊤
2 B˜
−1
(−2)x2 <
σ21z
⊤
1 B
−1
(−1)z1. Along with (A.3), we have
σ22x
⊤
2
( m∑
l=1
σ2l xlx
⊤
l
)−1
x2 < σ
2
1z
⊤
1
( m∑
l=1
σ2l zlz
⊤
l
)−1
z1.
Similarly, we have σ21x
⊤
1
(∑m
l=1 σ
2
l xlx
⊤
l
)−1
x1 > σ
2
2z
⊤
2
(∑m
l=1 σ
2
l zlz
⊤
l
)−1
z2. Then,
σ21z
⊤
1
( m∑
l=1
σ2l zlz
⊤
l
)−1
z1 + σ
2
1x
⊤
1
( m∑
l=1
σ2l xlx
⊤
l
)−1
x1
> σ22x
⊤
2
( m∑
l=1
σ2l xlx
⊤
l
)−1
x2 + σ
2
2z
⊤
2
( m∑
l=1
σ2l zlz
⊤
l
)−1
z2.
Take the expectation, and we have
E
(
σ21z
⊤
1
( m∑
l=1
σ2l zlz
⊤
l
)−1
z1
)
+ E
(
σ21x
⊤
1
( m∑
l=1
σ2l xlx
⊤
l
)−1
x1
)
> E
(
σ22x
⊤
2
( m∑
l=1
σ2l xlx
⊤
l
)−1
x2
)
+ E
(
σ22z
⊤
2
( m∑
l=1
σ2l zlz
⊤
l
)−1
z2.
)
. (A.4)
Since Ω˜[i] and Ω[i] have the same distribution, we have Ω
⊤
[i]V
d
= Ω˜⊤[i]V = Ω
⊤
[i]V1,2,
and hence [z1, z2, z3, . . . , zn]
d
= [x1,x2,x3, . . . ,xn]. Then,
E
(
σ21z
⊤
1
( m∑
l=1
σ2l zlz
⊤
l
)−1
z1
)
= E
(
σ21x
⊤
1
( m∑
l=1
σ2l xlx
⊤
l
)−1
x1
)
E
(
σ22x
⊤
2
( m∑
l=1
σ2l xlx
⊤
l
)−1
x2
)
= E
(
σ22z
⊤
2
( m∑
l=1
σ2l zlz
⊤
l
)−1
z2.
)
.
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Therefore, (A.4) becomes
E
{
σ21z
⊤
1
( m∑
l=1
σ2l zlz
⊤
l
)−1
z1
}
> E
{
σ22z
⊤
2
( m∑
l=1
σ2l zlz
⊤
l
)−1
z2
}
. (A.5)
Similarly, we can haveE
(
σ2jz
⊤
j
(∑m
l=1 σ
2
l zlz
⊤
l
)−1
zj
)
> E
(
σ2j′z
⊤
j′
(∑m
l=1 σ
2
l zlz
⊤
l
)−1
zj′
)
for any pair of (j, j′) satisfying j < j′.
A.2. Proof of Theorem 2.2. Proof. Direct calculations lead to the following
equalities for Q ∈ Sm,ℓ:∥∥∥Q[i]Q⊤[i] −QQ⊤∥∥∥2
F
= tr
{
(Q[i]Q
⊤
[i] −QQ⊤)2
}
= tr
{
Q[i]Q
⊤
[i]
}
+ tr
{
QQ⊤
}− 2 tr{Q[i]Q⊤[i]QQ⊤}
= 2ℓ− 2 tr
{
QQ⊤Q[i]Q
⊤
[i]
}
.
Hence the summation becomes
∑N
i=1
∥∥Q[i]Q⊤[i] − QQ⊤∥∥2F = 2Nℓ − 2N tr(QQ⊤P ).
Similarly, one can also show that
∥∥P −QQ⊤∥∥2
F
= tr(P
2
) + ℓ − 2 tr(QQ⊤P ). Since
ℓ and P are given and fixed, the two optimization problems are equivalent.
A.3. Proof of Theorem 3.1. Note that the optimization in Stiefel manifold has
been analyzed in [22, 23]. Here we derive the related properties by using fundamental
matrix algebras and calculus. We hope this approach based on fundamental tools may
benefit readers who are not familiar with the advanced differential geometry topics
adopted in [22, 23].
Proof. First we find a necessary and sufficient condition for X being in TQSm,ℓ.
For all X ∈ TQSm,ℓ, find a path Γ(t) in Sm,ℓ with Γ(0) = Q and Γ′(0) = X. From
Γ(t)⊤Γ(t) = I, differentiate each side by t and take t = 0, we have
X⊤Q+Q⊤X = 0, (A.6)
which gives a necessary condition for X ∈ TQSm,ℓ. There are ℓ(ℓ + 1)/2 conditions
for X in (A.6) and the dimension of TQSm,ℓ is mℓ− ℓ(ℓ+1)/2, which means (A.6) is
also a sufficient condition for X ∈ TQSm,ℓ. By taking vec to each sides of (A.6), we
get the equality
[(Q⊤ ⊗ Iℓ)Km,ℓ + (Iℓ ⊗Q⊤)] vec(X) = 0,
where ⊗ denotes the Kronecker product and Km,ℓ denotes the m × ℓ commutation
matrix [13]. Define T = Kℓ,m(Q ⊗ Iℓ) + (Iℓ ⊗ Q) and get T⊤ vec(X) = 0. This
shows that the tangent space (after vectorizing each elements) is contained in the null
space of T⊤. One can compute the rank of T and shows that the null space of T⊤
is actually the tangent space. Hence the projection matrix onto the tangent space
is given by (I − PT ), where PT = T (T⊤T )+T⊤ and (T⊤T )+ denoted the Moore-
Penrose pseudo-inverse. With PT ,DF can be given via vec(DF ) = (I−PT ) vec(GF ).
With some calculation, we have T = (Iℓ ⊗Q)(Iℓ2 +Kℓ,ℓ) and thus
T⊤T = (Iℓ2 +Kℓ,ℓ)
⊤(Iℓ ⊗Q)⊤(Iℓ ⊗Q)(Iℓ2 +Kℓ,ℓ)
= (Iℓ2 +Kℓ,ℓ)(Iℓ2 +Kℓ,ℓ) = 2(Iℓ2 +Kℓ,ℓ).
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Then the projection matrix PT can be calculated as:
PT = T (T
⊤T )+T⊤
= (Iℓ ⊗Q)(Iℓ2 +Kℓ,ℓ)1
2
(Iℓ2 +Kℓ,ℓ)
+(Iℓ2 +Kℓ,ℓ)
⊤(Iℓ ⊗Q)⊤
=
1
2
(Iℓ ⊗Q)(Iℓ2 +Kℓ,ℓ)(Iℓ ⊗Q⊤)1
2
(Iℓ ⊗QQ⊤) + 1
2
(Q⊤ ⊗Q)Km,ℓ.
Hence, by vec(DF ) = (I − PT ) vec(GF ),
vec(DF ) = (Iℓ2 − 12(Iℓ ⊗QQ
⊤)− 1
2
(Q⊤ ⊗Q)Km,ℓ) vec(GF )
= vec(GF )− 1
2
(Iℓ ⊗QQ⊤) vec(GF )− 1
2
(Q⊤ ⊗Q)Km,ℓ vec(GF )
= vec(GF )− 1
2
vec(QQ⊤GF )− 1
2
vec(QG⊤FQ)
and DF can be written as
DF =
(
I − 1
2
QQ⊤
)
GF − 1
2
QG⊤FQ. (A.7)
Since we have the property Q⊤GF (Q) = GF (Q)
⊤Q here, we can get DF (Q) =
(I −QQ⊤)GF (Q). This completes the proof.
A.4. Proof of Lemma 3.2. Proof. (a) Express W as QC + Q⊥B. Then,
W⊤W = I will imply C2 +B⊤B = I. Thus, C4 +CB⊤BC = C2. Furthermore,
ϕQ(W ) = (I −QQ⊤)WW⊤Q = Q⊥BC. Then, we have
I
4
− ϕQ(W )⊤ϕQ(W ) = I
4
−CB⊤BC = I
4
−C2 +C4 =
(
I
2
−C2
)2
,
which is non-negative definite. (b) Let X[i] = (I −QQ⊤)Q[i]Q⊤[i]Q. Then, for any
vector v ∈ Rℓ
v⊤
(
I
4
−X⊤X
)
v =
‖v‖2
4
−
∥∥∥ 1
N
N∑
i=1
X[i]v
∥∥∥2
≥ ‖v‖
2
4
− 1
N
N∑
i=1
∥∥X[i]v∥∥2 = 1
N
N∑
i=1
(
1
4
‖v‖2 − ∥∥X[i]v∥∥2) ≥ 0.
The last inequality holds since
∥∥X[i]v∥∥ ≤ ‖v‖/2 for every i from (a).
A.5. Proof of Lemma 3.3. Proof. We will show this lemma under the condi-
tion that X has full rank. For X being rank deficient, the proof is more complicated
and is placed in Appendix A.7. Express W = QC +Q⊥B. We want to find B and
C satisfying (a) W⊤W = Iℓ and (b) X = ϕQ(W ). From condition (b), it leads to
X = (I −QQ⊤)(QC +Q⊥B)(QC +Q⊥B)⊤Q = Q⊥BC. Since X has full rank,
C has to have full rank and hence is invertible. Then, Q⊥B = XC
−1. From condi-
tion (a), it leads to I = (QC+Q⊥B)
⊤(QC +Q⊥B) = C
2+C−1X⊤XC−1. Then,
C2 = C4 +X⊤X. With the assumption that I4 −X⊤X is non-negative definite, we
have
{
C2 − I2
}2
= I4 −X⊤X, and then C =
{
I
2 +
(
I
4 −X⊤X
)1/2}1/2
.
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A.6. Matrix Square Root. A matrix square root for a symmetric and non-
negative definite matrixM ∈ Rℓ×ℓ is defined as follows.
M1/2 is any matrix T that satisfies TT⊤ =M . (A.8)
ExpressM in its spectrumM = GDG⊤. If we restrict T to be symmetric, then
T = GD1/2G⊤, where D1/2 = diag
(
[±
√
d1, . . . ,±
√
dℓ]
)
. (A.9)
If T is further restricted to be non-negative definite, then it is uniquely given by
T = GD1/2G⊤, where D1/2 = diag
(
[
√
d1, . . . ,
√
dℓ]
)
. (A.10)
A.7. Proof of Lemma 3.3 for Rank Deficient X. Proof. Let W = QC +
XB. It suffices to show that C is nonsingular. Then we have XB = XC−1 again,
and the rest arguments of the proof for Lemma 3.3 remain the same. If Cv = 0 for
some nonzero column vector v, we have Xv =XBCv = 0. Factorize C as
C = [T1,T2]ℓ×ℓ
[
Dℓ1×ℓ1 0ℓ1×(ℓ−ℓ1)
0(ℓ−ℓ1)×ℓ1 0(ℓ−ℓ1)×(ℓ−ℓ1)
] [
T⊤1
T⊤2
]
ℓ×ℓ
,
where D is diagonal and nonsingular, and [T1,T2]
⊤
[T1,T2] = I. Since CT2 = 0, so
is XT2, which means that X can be factorized as X = Y
[
X˜m×ℓ1,0m×(ℓ−ℓ1)
]
T⊤
where T = [T1,T2], and Y
⊤Y = I. Let B˜ = T⊤BT . (b) leads to
Y
[
X˜m×ℓ1,0m×(ℓ−ℓ1)
]
= Y
[
X˜m×ℓ1 ,0m×(ℓ−ℓ1)
]
B˜
[
Dℓ1×ℓ1 0ℓ1×(ℓ−ℓ1)
0(ℓ−ℓ1)×ℓ1 0(ℓ−ℓ1)×(ℓ−ℓ1)
]
,
which forces B˜ to be of the form B˜ =
[
B˜11 B˜12
B˜21 B˜22
]
with X˜m×ℓ1B˜11 = X˜m×ℓ1D
−1.
Then
B⊤X⊤XB = T
[
D−1X˜⊤X˜D−1 D−1X˜⊤X˜B˜12
B˜⊤12X˜
⊤X˜D−1 B˜⊤12X˜
⊤X˜B˜12
]
T⊤.
(a) leads to D−1X˜⊤X˜B˜12 = 0 and B˜
⊤
12X˜
⊤X˜B˜12 = I, which contradicts to each
other. Therefore, C has to be nonsingular.
A.8. Proof of Theorem 3.5. Since Ω[i]’s consist of all i.i.d. Gaussian en-
tries, we have that P has distinct eigenvalues almost surely. Let the eigenvalue
decomposition of P be denoted by P =
[
Q∗ Q⊥
] [Λ1 0
0 Λ2
] [
Q∗ Q⊥
]⊤
, where
Λ1 = diag([λ1, . . . , λℓ]) and Λ2 = diag([λℓ+1, . . . , λm]).
Proof. Suppose we start from an initial Qini ∈ Nε(Q∗R0), where R0 is an arbi-
trary orthogonal matrix and ε is determined later. Denote Q0 := Qini and Qt+1 :=
g(Qt), where g is defined in (3.11). We can write Q0 as Q0 = Q∗R0C0,1 +Q⊥C0,2,
where C0,1 ∈ Rℓ×ℓ, C0,2 ∈ R(m−ℓ)×ℓ and C⊤0,1C0,1 + C⊤0,2C0,2 = Iℓ. We first show
that R⊤0,∗R0C0,1 is symmetric, where
R0,∗ := argmin
R∈Sℓ,ℓ
‖Q0−Q∗R‖F = argmin
R∈Sℓ,ℓ
‖Q∗R0C0,1−Q∗R‖F = argmin
R∈Sℓ,ℓ
‖C0,1−R⊤0 R‖F .
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Denote the spectrum ofC0,1 asC0,1 = LSH
⊤, where the diagonal entries of S are less
than or equal to one. Therefore, the best approximation is given by R⊤0 R0,∗ = LH
⊤.
Then,R⊤0,∗R0C0,1 =HL
⊤LSH⊤ =HSH⊤. This completes the proof of symmetry.
With this symmetry property, we can write Q0 as Q0 = Q∗R0,∗C1+Q⊥C2 for some
symmetric C1 ∈ Rℓ×ℓ and some C2 ∈ R(m−ℓ)×ℓ.
Next, we (i) extend the definition of g to an open covering Oε0 of the compact
Stiefel manifold Sm×ℓ for some small ε0 > 0. (ii) Compute its derivative (the usual
derivative in the Euclidean space)D(Q∗R0,∗) := ∂vec(g)/∂vec(M)
⊤
∣∣
M=Q∗R0,∗
, where
M ∈ Oε0 . (iii) Show that D’s spectral norm, when restricted to the subspace
V0 given below (A.11), is strictly less than one. (iv) ‖vec(Q1)− vec(Q∗R0,∗)‖2 ≤√
α ‖vec(Q0)− vec(Q∗R0,∗)‖2 for some 0 ≤ α < 1. (v) ‖vec(Q1)− vec(Q∗R1,∗)‖2 ≤√
α ‖vec(Q0)− vec(Q∗R0,∗)‖2, where R1,∗ is defined below (A.12). (vi) Iteratively
obtain ‖vec(Qt+1)− vec(Q∗Rt+1,∗)‖2 ≤ α(t+1)/2 ‖vec(Q0)− vec(Q∗R0,∗)‖2. (vii) Fi-
nally, establish the convergence of Qt.
(i) For ε0 sufficiently small, matrices C(Q) and X(Q) as functions of Q can be
extended to an open covering Oε0 := {M ∈ Rm×ℓ : infQ∈Sm,ℓ ‖M−Q‖F < ε0} of the
compact Stiefel manifold Sm×ℓ. Then, g can be extended as well. From now on, we
consider g as a function defined on this open covering Oε0 and we can take derivative
of g in the usual Euclidean sense.
(ii) Recall X(Q) = (I − QQ⊤)PQ, C =
{
I
2 +
(
I
4 −X⊤X
)1/2}1/2
, and C
satisfies the equation C4−C2+X⊤X = 0. By taking derivative for both sides of the
last equation, we have ∂vec(C
4−C2+X⊤X)
∂vec(Q)⊤
∣∣
Q∗R0,∗
= 0. The left side of the equation
can be calculated as follows.{
C3 ⊗ I +C2 ⊗C +C ⊗C2 + I ⊗C3 −C ⊗ I − I ⊗C} ∂vec(C)
∂vec(Q)⊤
+
{
I ⊗X⊤ + (X⊤ ⊗ I)Km,ℓ
} ∂vec(X)
∂vec(Q)⊤
∣∣∣∣
Q∗R0,∗
=
2∂vec(C)
∂vec(Q)⊤
∣∣∣∣
Q∗R0,∗
,
where the equality holds by the factsX(Q∗R0,∗) = 0 and C(Q∗R0,∗) = I. Hence, we
have ∂vec(C)
∂vec(Q)⊤
∣∣
Q∗R0,∗
= 0. Applying similar techniques to both sides of the equation
g(Q)C = QC2 +X, we get
∂vec(g)
∂vec(Q)⊤
∣∣∣∣
Q∗R0,∗
= Imℓ +
∂X
∂vec(Q)⊤
∣∣∣∣
Q∗R0,∗
.
Some further calculation goes as follows.
D(Q∗R0,∗) = Imℓ +
∂vec(X)
∂vec(Q)⊤
∣∣∣∣
Q∗R0,∗
= Imℓ +
∂vec((I −QQ⊤)PQ)
∂vec(Q)⊤
∣∣∣∣
Q∗R0,∗
= Imℓ + Iℓ ⊗ P −Q⊤PQ⊗ Im − (Q⊤P ⊗Q)Km,ℓ − Iℓ ⊗QQ⊤P
∣∣∣∣
Q∗R0,∗
= Imℓ + Iℓ ⊗ P −R⊤0,∗Λ1R0,∗ ⊗ Im − (R⊤0,∗Λ1Q⊤∗ ⊗Q∗R0,∗)Km,ℓ − Iℓ ⊗ (Q∗Λ1Q⊤∗ ).
Let
V0 := {V : V = Q∗R0,∗S1 +Q⊥S2 with symmetric S1}. (A.11)
26
For any m× ℓ matrix V ∈ V0, we have
D(Q∗R0,∗) vec(V ) = vec
(
V + PV − V R⊤0,∗Λ1R0,∗ −Q∗R0,∗V ⊤Q∗Λ1R0,∗ −Q∗Λ1Q⊤∗ V
)
= vec
(
V +Q⊥Λ2Q
⊤
⊥V − V R⊤0,∗Λ1R0,∗ −Q∗R0,∗V ⊤Q∗Λ1R0,∗
)
= vec
(
Q∗R0,∗(S1 − S1R⊤0,∗Λ1R0,∗ − S⊤1 R⊤0,∗Λ1R0,∗)
)
+ vec
(
Q⊥(S2 +Λ2S2 − S2R⊤0,∗Λ1R0,∗)
)
.
(iii) Then,
‖D(Q∗R0,∗) vec(V )‖22 =
∥∥Q∗R0,∗(S1 − 2S1R⊤0,∗Λ1R0,∗) +Q⊥(S2 +Λ2S2 − S2R⊤0,∗Λ1R0,∗)∥∥2F
=
∥∥S1 − 2S1R⊤0,∗Λ1R0,∗∥∥2F + ∥∥S2 +Λ2S2 − S2R⊤0,∗Λ1R0,∗∥∥2F
≤ (1− 2λℓ)2 ‖S1‖2F + (1− λℓ + λℓ+1)2 ‖S2‖2F
≤ β ‖S1‖2F + β ‖S2‖2F = β ‖vec(V )‖22 ,
where β = max{(1 − 2λℓ)2, (1 − λℓ + λℓ+1)2} < 1. Let α = 1+β2 . By continuity
of D, there exists an ε ∈ (0, ε0) such that ‖D(M)vec(V )‖22 ≤ α ‖vec(V )‖22 for any
M ∈ Bε(Q∗R0,∗), where Bε(Q∗R0,∗) is an ε-open ball in Euclidean space, and for
any V ∈ V0. The selection of ε can be made independent of R0,∗ due to the fact that
the underlying matrix Stiefel manifold is compact and it can be covered by finitely
many ε-ball for any given ε.
(iv) Consider a path connecting Q∗R0,∗ and Q0:
M(τ) = τ(Q∗R0,∗C1 +Q⊥C2) + (1− τ)Q∗R0,∗,
which is the line segment between Q0 and Q∗R0,∗ with M(1) = Q0 and M(0) =
Q∗R0,∗. We have M
′(τ) = Q∗R0,∗C1 − Q∗R0,∗ + Q⊥C2 ∈ V0. By Mean Value
Theorem on this curve,
‖vec(Q1)− vec(Q∗R0,∗)‖2 = ‖vec(g(M(1))) − vec(g(M(0)))‖2
≤ sup
τ∈[0,1]
∥∥DM(τ)vec(M ′(τ))∥∥2 ≤ √α ‖vec(Q0)− vec(Q∗R0,∗)‖2 .
(v) We can define R1,∗ in a similar way as how R0,∗ is defined:
R1,∗ := argmin
R∈Sℓ,ℓ
‖Q1 −Q∗R‖F . (A.12)
Note that Q1 is closer to Q∗R1,∗ than to Q∗R0,∗. Then,
‖vec(Q1)− vec(Q∗R1,∗)‖2 ≤ ‖vec(Q1)− vec(Q∗R0,∗)‖2 ≤
√
α ‖vec(Q0)− vec(Q∗R0,∗)‖2 .
(vi) Furthermore, we can write Q1 as Q1 = Q∗R0C1,1 +Q⊥C1,2, where C1,1 ∈
R
ℓ×ℓ, C1,2 ∈ R(m−ℓ)×ℓ and C⊤1,1C1,1 + C⊤1,2C1,2 = Iℓ. Following the same argu-
ments for R0,∗, we have R
⊤
1,∗R0C1,1 is symmetric. That is, Q1 can be expressed
as Q1 = Q∗R1,∗
(
R⊤1,∗R0C1,1
)
+ Q⊥C1,2. By similar arguments as in (iii)-(iv),
we now work on D(Q∗R1,∗)vec(V ), where V ∈ V1 := {V : V = Q∗R1,∗S1 +
Q⊥S2 with symmetric S1}, and similar derivations lead to
‖vec(Q2)− vec(Q∗R2,∗)‖2 ≤
√
α ‖vec(Q1)− vec(Q∗R1,∗)‖2 .
27
Iteratively, we have
‖vec(Qt+1)− vec(Q∗Rt+1,∗)‖2 ≤
√
α ‖vec(Qt)− vec(Q∗Rt,∗)‖2
≤ α t+12 ‖vec(Q0)− vec(Q∗R0,∗)‖2 .
(vii) Therefore, ‖vec(Qt)− vec(Q∗Rt,∗)‖2 converges to 0. This implies that
QtQ
⊤
t converges to Q∗Rt,∗R
⊤
t,∗Q
⊤
∗ = Q∗Q
⊤
∗ , which is independent of t. It fur-
ther implies that X(Qt) converges to 0, and then C(Qt) to Iℓ. Finally, this leads to
the convergence of Qt.
A.9. Proof of Lemma 4.2 and Theorem 4.3. Proof of Lemma 4.2 is given
below. For Q ∈ Sm,ℓ, we have ‖UΛU⊤ −QQ⊤‖2F = ‖Λ − U⊤QQ⊤U‖2F . Because
U⊤Q ∈ Sm,ℓ, U⊤QQ⊤U is a rank-ℓ projection matrix. The best rank-ℓ projection
matrix to approximate Λ is U⊤QoptQ
⊤
optU =
[
Iℓ 0
0 0
]
. This fact suggests that
QoptQ
⊤
opt = UℓU
⊤
ℓ .
Proof of Theorem 4.3 is given below. (a) From Theorem 4.1, we know that
P = 1N
∑N
i=1Q[i]Q
⊤
[i] converges to UΛU
⊤ with probability one. By Theorem 2.2 and
Lemma 4.2, we have that QQ
⊤
converges to UℓU
⊤
ℓ with probability one. (b) Because
QQ
⊤ → UℓU⊤ℓ with probability one, we have QQ
⊤
A → UℓU⊤ℓ A = UℓΣℓ V ⊤ℓ
with probability one. Note that Q
⊤
A = ŴℓΣ̂ℓV̂
⊤
ℓ , and QQ
⊤
A = QŴℓΣ̂ℓV̂
⊤
ℓ =
ÛℓΣ̂ℓV̂
⊤
ℓ . Specifically, we have ÛℓΣ̂ℓV̂
⊤
ℓ → UℓΣℓ V ⊤ℓ with probability one. By the
continuity of left singular vectors as functions of the matrix A, which has distinct
leading ℓ singular values, we have that ûj converges with probability one to uj up to
a sign change. Specifically,
∣∣û⊤j uj∣∣→ 1.
A.10. Proof of Theorem 4.5. Denote ûj as ûj = hj
(
1
N
∑N
i=1Q[i]Q
⊤
[i]
)
. Then,
by SLLN
uj = lim
N→∞
hj
( 1
N
N∑
i=1
Q[i]Q
⊤
[i]
)
= hj
(
lim
N→∞
1
N
N∑
i=1
Q[i]Q
⊤
[i]
)
= hj(UΛU
⊤).
To apply the delta-method, we need to compute the derivative∆j . LetM := UΛU
⊤.
Since uj is the jth eigenvector, we have Muj = λjuj, where u
⊤
j uj = 1. Let M˙
denote a small perturbation to M , and u˙j and λ˙j be corresponding perturbations.
Consider small perturbations to both sides of the equation above. Then,
M˙uj +Mu˙j = λ˙juj + λj u˙j, where u
⊤
j u˙j = 0.
Rearrange the equation above, and we have
(λjIm −M) u˙j = M˙uj − λ˙juj . (A.13)
Let (λjIm −M)+ be the Moore-Penrose pseudo inverse. Multiply it to both sides of
Equation (A.13), we have u˙j = (λjIm −M)+
(
M˙uj − λ˙juj
)
= (λjIm −M)+ M˙uj.
Then, u˙j =
[
u⊤j ⊗ (λjIm −M)+
]
vec(M˙). Therefore,
∆j =
∂uj
∂vec(M)⊤
= u⊤j ⊗ (λjIm −M)+ = u⊤j ⊗
(
λjIm −UΛU⊤
)+
. (A.14)
The asymptotic normality can be obtained by a straightforward application of the
delta-method.
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