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ABSTRACT
The Weak Equivalence Principle states that the geodesics of a test particle in a gravitational field are
independent of the particle’s constitution. To constrain violations of the Weak Equivalence Principle,
we use the one-meter telescope at Table Mountain Observatory near Los Angeles to monitor the
relative arrival times of pulses from the Crab Pulsar in the optical (λ ≈ 585 nm) and near-infrared
(λ ≈ 814 nm) using an instrument which detects single photons with nanosecond-timing resolution
in those two bands. The infrared pulse arrives slightly before the visible pulse. Our three analysis
methods give delays with statistical errors of ∆tobs = 7.41±0.58, 0.4±3.6, and 7.35±4.48 microseconds
(at most 1/4000 of the pulsar period). We attribute this discrepancy to systematic error from the fact
that the visible and infrared pulses have slightly different shapes. Whether this delay emerges from
the pulsar, is caused by passing through wavelength-dependent media, or is caused by a violation of
the equivalence principle, unless there is a fine-tuned cancellation among these, we set the first upper
limit on the differential post-Newtonian parameter at these wavelengths of ∆γ < 1.07 × 10−10 (3σ).
This result falls in an unexplored region of parameter space and complements existing limits on
equivalence-principle violation from fast radio bursts, gamma ray bursts, as well as previous limits
from the Crab.
Keywords: Gravitation—Pulsars: individual (Crab)—instrumentation: miscellaneous
1. INTRODUCTION
For decades, precise experimental tests of general rel-
ativity have been carried out using a variety of observa-
tional and laboratory techniques, ranging from the We-
ber bars of the 1960s to astrophysical timing measure-
ments, atom interferometric techniques, and Advanced
LIGO (Weber 1960; Shapiro et al. 1968, 1976; Taylor and
Weisberg 1989; Williams et al. 2004; Dimopoulos et al.
2007; Zhou et al. 2015; Abbott et al. 2016). The para-
metric post-Newtonian (PPN) formalism translates the
results of these diverse tests into a common language . A
set of dimensionless parameters summarize the observa-
tional consequences of various alternative gravitational
theories and enable different experiments to constrain
new physics in a unified framework. See Will (2014) for
a review. For example, a well-known general-relativistic
effect occurs when a point particle experiences a time
delay falling through a gravitational potential U(r) from
point A to B:
δtGR =
2
c3
∣∣∣∣∣
∫ B
A
U(r) dr
∣∣∣∣∣ .
This effect, called the Shapiro delay (Shapiro et al. 1968),
is generalized by the PPN framework by the introduction
of the parameter γ,
δt =
1 + γ
c3
∣∣∣∣∣
∫ B
A
U(r) dr
∣∣∣∣∣ ,
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with general relativity being the special case where γ = 1.
In the PPN framework, the Weak Equivalence Princi-
ple (WEP) is equivalent to the statement that γ is con-
stant, independent of the constituents of whatever is go-
ing from A to B through U(r). In order to constrain
WEP-violating theories of gravity, e.g. scalar-tensor the-
ories, gravitational theories with non-symmetric metrics,
and non-metric theories, tests of the WEP aim to mea-
sure the absolute value of γ. See Shapiro et al. (1976).
A way to test the WEP is to measure whether γ varies
between different choices of test particles. For example,
γ may potentially take on different values for photons
of two different wavelengths λ1 and λ2. This manifests
itself in a differing time-of-flight ∆t for the two photons
along a common trajectory between arbitrary points A
and B:
∆t = (δt1 − δt2) = (γ1 − γ2)
∣∣∣∣∣
∫ B
A
U(r) dr
c3
∣∣∣∣∣
A powerful way to set upper limits on this possibility is
to make a differential measurement γ1 − γ2 ≡ ∆γ using
high time-resolution, multi-band electromagnetic obser-
vations of high-energy astrophysical transients. Typical
candidates include blazars (Wei et al. 2016), the super-
nova SN1987A (Longo 1988), gamma-ray bursts (Gao
et al. 2015; Nusser 2016), fast radio bursts (Tingay and
Kaplan 2016; Nusser 2016), and recently, pulses from the
Crab Pulsar (Zhang and Gong 2017). A relative time
delay ∆tobs can be interpreted as some combination of
factors including intrinsic delay, delays in traversing me-
dia along the way, and WEP violation. By assuming
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there is no fine-tuned cancellation between these, and
with a model of the gravitational potential U(r) along the
transient’s trajectory towards Earth, we can set an up-
per limit on ∆γ between the two observing wavelengths.
This upper limit is saturated when all of the delay is due
to WEP violation and still holds if the delay is due to
any of the other mechanisms.
Here we present a detailed measurement of the pulse
delay between visible and near infrared (NIR) pulses of
the Crab pulsar using fast single-photon detectors. Fold-
ing ∼ 2×105 Crab pulses to obtain a high signal to noise
ratio enables us to measure the difference in arrival times
in these two wavelength bands to within microseconds.
We can translate our measurement of the arrival time
difference into an upper bound on ∆γ between visible
and NIR wavelengths, using the model of the galactic
gravitational potential from Zhang and Gong (2017).
Golden et al. (2000); Massaro et al. (2000); Rots et al.
(2004); Kuiper et al. (2003); Oosterbroek et al. (2006);
Molkov et al. (2010) have all conducted extensive studies
of wavelength dependent Crab pulse delays, measuring
the delay with respect to the main radio pulse. Many
of these measurements have also been incorporated into
the strong upper limits on ∆γ set by Zhang and Gong
(2017). In addition, the Crab pulsar has been timed at
optical wavelengths with nanosecond-timing resolution
detectors(Germana` et al. 2012). However, to the best
of our knowledge, our study is the first that combines
nanosecond-timing resolution with simultaneous obser-
vations in multiple bands to derive an upper limit on
violations of the weak equivalence principle as param-
eterized by ∆γ. This work provides a complement to
existing bounds from several high-energy astrophysical
phenomena, including several from the Crab pulsar, as
mentioned earlier.
2. OBSERVATIONS OF THE CRAB PULSAR
For our observations, we utilize a custom instrument,
described in Leung et al. (2017) and similar to those in
Handsteiner et al. (2017), which uses avalanche photodi-
odes and a time-tagging unit to record the arrival times
of single photons from the Crab pulsar with nanosecond-
timing resolution in two observing bands simultaneously.
We made two observations of the Crab pulsar on the
nights of 2016 December 21-22 using the 1-meter tele-
scope at Table Mountain Observatory near Los Angeles,
when Crab was at an elevation of ≈ 75◦ in the sky (air-
mass X ≈ 0.74 at our altitude above sea level). The first
night had clearer observing conditions, but on the second
night, we were able to record a 1 pulse-per-second signal
from a TM-4 GPS unit, which gave us 25 ns absolute
long-term stability referenced to UTC and 10−11 rela-
tive stability over one second. Applying three analyses
methods to these two datasets, we obtain new bounds on
the variation of the post-Newtonian parameter γ between
our observing wavelengths, as summarized in Table 1.
To fit a timing model for the pulsar, we follow a proce-
dure very similar to Germana` et al. (2012), digitally com-
bining our two lists of detections from the two bands. We
determine absolute site arrival times by first computing
the complex periodogram of our list of ≈ 2 × 106 pho-
ton detections and maximizing its modulus over possible
pulse frequencies ν to obtain an approximate reference
frequency νref = 29.646 635 033 Hz. This reference fre-
quency differs from the pulsar’s true rotation frequency
by a few parts in 105, primarily due to the Doppler shift
induced by the Earth’s radial motion towards or away
from the pulsar. Folding our data on this reference fre-
quency enables us to compute the light curve of the pul-
sar, as shown in Fig. 1, by binning the photon detections
into 1000 histogram bins. The combined light curves
generated are added together and used as a composite
template in order to determine site arrival times (SATs)
for individual pulsar pulses.
To compute our SATs, we cut our list of photon times-
tamps into 80 consecutive observations, each lasting for
≈30 s. We empirically find that this choice balances the
trade-off between having more closely-spaced observa-
tions and better photon statistics for each observation.
Following Germana` et al. (2012), we convolve our com-
bined visible and NIR template with each individual light
curve to determine the value of the phase delay ∆φ that
maximizes the value of the convolution, thereby defining
a (pointlike) SAT for a pulse of nonzero width. Though
there exists substantial diversity in the literature with re-
spect to how to do this, with many groups using a least-
squares fit of a Lorentzian or a Gaussian function to the
pulse’s main peak (Kuiper et al. 2003; Rots et al. 2004;
Oosterbroek et al. 2006), we find in consensus with Ger-
mana` et al. (2012) that the aforementioned convolution
method is less sensitive than a function fit to the number
of histogram bins and is also robust against a fluctuat-
ing signal-to-noise ratio. Since the overall shapes of the
template and the light curve are very similar, the con-
volution of the two is to a very good approximation an
even function which we notice is very well described by a
Lorentzian function. Fitting a Lorentzian to the peak of
the aforementioned convolution defines the best-fit delay
between the composite template and each individual ob-
servation to a statistical precision of ∼ 10−4 − 10−3 in
pulse phase.
We used Tempo2 (Hobbs et al. 2006) to convert
our SATs into (solar system) barycentric arrival times
(BATs), and then fit for the pulsar’s frequency and spin-
down rate. The inputs to Tempo2 are the GPS co-
ordinates of our telescope, determined to within ±2m
as well as our list of SATs provided in MJD. We note
that cloudy weather obscured the pulsar in several of
our 30-second chunks, making peak determination algo-
rithm imprecise due to an poorly-resolved pulse or lack
of a pulse altogether. Thus, we post-selected 70/80 of
our SATs on the basis of the successful convergence of
our peak-finding algorithm to acceptable precision (un-
certainty of < 1× 10−3 in pulse phase).
Our 2429-second observation starting on MJD=
57743.67833 recorded less than 103 photons per second
from the Crab pulsar. The best-fit pulsar period and
period derivative of
1/ν = P = 0.0337302721± 2.1× 10−10s
P˙ = (6.92± 4.2)× 10−13s/s
led to an average pulse arrival time residual of
RMS=19.9µs over our 70 observations. The lack of pre-
cision in measuring the spindown P˙ is due to our short
observation duration.
3. THE CRAB PULSAR’S SPECTRUM
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Table 1
A summary of our observations, analyses of the pulsar light curves, the resulting upper limits on variations of the post-Newtonian
parameter ∆γ between our two observing wavelengths, and a limit on the photon mass. Roughly half of the reported flux is pulsed, with
the remaining photons from a combination of skyglow, detector dark counts, and unpulsed flux from the pulsar/nebula. We are also able
to derive an upper limit on the photon mass for one of our datasets. See the main text for a more detailed description of our analysis
methods.
MJD Duration (s) Flux (s−1) Timing Analysis ∆tobs (µs) ∆γ (3σ) mγ (g)
57742 6680 824 Geocentric Method 1 7.41± 0.58 < 1.07× 10−10
57742 6680 824 Geocentric Method 2 0.4± 3.6 < 1.30× 10−10 < 3.7× 10−44
57743 2429 763 Barycentric Method 3 7.35± 4.48 < 2.4× 10−10
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Figure 1. Two periods of our light curves in our near-infrared (top
red) and the optical (bottom blue) bands were each constructed
from ∼ 3× 105 photon counts. While the signal to noise ratios in
each channel are different due to varying skyglow in each channel,
we scale the peaks to the same height and subtract the minimum
of the light curve to guide the eye. Poisson error bars are too small
to show, but they are used in curve fitting and error analysis.
We estimate the number distribution of photons de-
tected as a function of wavelength in order to deter-
mine our effective observing wavelength. The spectrum
of the Crab Pulsar at optical and near-infrared wave-
lengths is known to follow an empirically-measured power
law (Carramin˜ana et al. 2000). Using MODTRAN(Berk
et al. 1987) to estimate the transmission of the atmo-
sphere due to Rayleigh scattering and telluric absorp-
tion, and taking into account the manufacturer-provided
transfer functions of each optical component (two achro-
matic lenses, a detector quantum efficiency curve, as well
as a pair of dichroic beamsplitters), we are able to com-
pute up to an overall multiplicative constant the under-
lying number distribution versus wavelength of the Crab
photons detected. Due to the sharp cutoff of our dichroic
beamsplitters, the overlap between sensitivity bands is at
the level of ∼ 10−3, minimizing cross-contamination be-
tween observing bands. The calculated distribution of
detected photons as a function of wavelength arriving
in our instrument’s two observing bands are plotted in
Figure 2. Photons in our visible and near-infrared bands
have average wavelengths and FWHMs of (585±180) nm,
(815±177) nm respectively. Our data contain 1.01 near-
infrared photons per visible photon, which is roughly con-
sistent with our spectral model which predicts 0.94.
4. DELAY BETWEEN VISIBLE AND INFRARED
We measure the delay between pulse arrival times in
our visible and infrared observing bands with three dif-
ferent methods.
Method 1 is a point estimate of the delay between the
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Figure 2. The modeled number distribution of photons detected
in our instrument’s two observing bands (left blue: transmitted vis-
ible arm, right red: reflected NIR arm), from the Crab pulsar after
attenuation by atmospheric Rayleigh scattering, optical transmis-
sion functions, and our detectors’ quantum efficiency curves. Even
though our detection channels are closely spaced, dichroic beam-
splitters with steep cutoffs ensure minimal crosstalk between our
visible and NIR channels. The probability for a visible photon to
be detected in the NIR band and vice versa is ∼ 10−3. The ex-
pected flux ratio between our two bands is in good agreement with
our data.
red and blue pulses. This does not incorporate any time
dependence or require an absolute timing model of the
pulsar. We simply fold our list of detections on our cho-
sen reference period, and determine a “phase of arrival”
φIR by fitting a Lorentzian to the convolution of the in-
frared light curve with our combined template. Repeat-
ing this with our visible light curve gives us φvis, from
which we can determine that the infrared pulse arrives
slightly before the visible one, with
∆tobs = (φvis − φNIR)/νref = 7.41± 0.58µs
where the statistical error is estimated by parameter un-
certainty on the peak of the Lorentzian fit.
Method 2 is slightly more sophisticated method but
also does not require conversion of site arrival times to
barycentric arrival times. We break our infrared and vis-
ible data into 50 consecutive observations for each band.
We measure the same quantity as in Method 1 in a time
dependent way. We determine φIR(ti) and φvis(ti) for
each observation taken at time ti and fit a parabola to
the quantity
φvis(t)− φNIR(t) = at2 + bt+ c.
Due to the long-term stability of the pulse profile, we
can interpret the constant term c as a phase delay be-
tween the blue and red pulses, enabling us to decouple
the effects of slow time dependence introduced from un-
corrected systematics. We find the best fit parabola
φvis(t)− φNIR(t) = (2.1± 3.0)× 10−11(t− t0)2
+(4.2± 4.8)× 10−8(t− t0) + (1.2± 10.6)× 10−5
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where time t is measured with respect to the middle
of our observation time t0 in seconds. Note that the
quadratic and linear coefficients a and b, which absorb
time dependent pulse delays, are consistent with zero.
The constant term corresponds to a delay of
∆tobs = 0.4± 3.6µs.
Method 3 involves using the Tempo2 timing model de-
scribed earlier. We input a list of visible SATs and
infrared SATs, determined with the same method de-
scribed earlier, using the same timing model parameters,
and use Tempo2 to fit for a time delay (or a “jump”) be-
tween infrared BATs and visible BATs. We find a delay
of
∆tobs = 7.35± 4.48µs.
It is interesting that all of our measurements suggest
that the IR pulse arrives before the visible one. However,
within our three analysis methods there remains ∼ 2σ of
statistical tension. We suspect that the tension is caused
by the pulse’s shape differing slightly in our infrared and
visible bands, as reported in several works (Percival et al.
1993; Eikenberry et al. 1997; Sollerman et al. 2000). This
systematic effect will be most prevalent in Method 1,
which suffers from the least statistical noise. Also, we
emphasize that Methods 1 and 2 were carried out with
our first dataset with a bad (time tagging module) clock
and a good (clear0 sky, whereas Method 3 was only pos-
sible using our second dataset with a good clock (GPS
1pps) and a bad (partly cloudy) sky. We hope to resolve
this tension with future observations in order to simul-
taneously obtain precise pulsar timing, as well as more
sophisticated data analysis procedures that can possibly
mitigate the systematic effect of different pulse shapes.
We characterize our instrumental contribution to this
delay to be (5.2 ± 0.5) × 10−10 s. The largest contribu-
tion is relative delay in the two arms of our instrument
caused by a small optical path-length difference, and de-
tector/electronics delays. This was quantified by periodi-
cally driving a broadband LED at ∼ 700 nm to simulate a
pulsar’s periodic flashing in both of our channels; the to-
tal measured latency between the two detection channels
was determined to be (4.8± 0.5)× 10−10 s. In addition,
the difference of the index of refraction of air at our two
observing wavelengths under our observing conditions is
n(585nm)− n(815nm) = 2.2× 10−6 (Stone Jr and Zim-
merman 2001), and corresponds to a relative time delay
of ≈ 4.4 × 10−11 s through our line of sight (≈ 6 km)
through the atmosphere. Hence the precision of our time
delay measurements are not limited by instrumental de-
lays or uncertainty.
5. CONSTRAINING VIOLATIONS OF THE WEAK
EQUIVALENCE PRINCIPLE
To translate our observed time delays into a measure
of WEP violation, we follow recent works (Longo 1988;
Gao et al. 2015; Wei et al. 2015; Nusser 2016; Tingay and
Kaplan 2016; Zhang and Gong 2017) in conservatively
assuming that the observed delay ∆t is larger in magni-
tude than any delay due to a WEP violation. We note
that this crucial assumption admits the possibility that a
large WEP violation delay is being hidden by an almost
equal intrinsic pulse delay in the opposite direction. It is
possible to decouple Lorentz-violating WEP delays from
astrophysical ones with multiple observations of astro-
physical transients coming from different directions (Yu
et al. 2017), but to our knowledge is not possible to iso-
late the WEP violation from delays intrinsic to the Crab
pulsar or caused by its surrounding nebula for our single
observation.
Finally, to calculate ∆γ, we employ a model of the
gravitational potential U(r) experienced by the pulses
as they travel across the Milky Way. We directly employ
the model and parameters of Zhang and Gong (2017) who
formulated it to derive similar limits for the Crab pulsar.
The potential U(r) is modeled with two components, a
Miyamoto-Nagai disc (Miyamoto and Nagai 1975) and a
Navarro-Frenk-White (Navarro et al. 1996) dark matter
halo, and it is integrated from the Crab pulsar to Earth.
This results in a single conversion factor between time
delay measurements and ∆γ:
∆γ = 1.167× 10−5 s−1∆tEPV
For our three analysis methods, we obtain 3σ upper lim-
its of
∆γvis,NIR < 1.07× 10−10, 1.30× 10−10, 2.4× 10−10
We suspect the large discrepancy between Method 3 ver-
sus Methods 1 and 2 is due to the different observing
conditions in the two datasets used.
6. UPPER LIMIT ON PHOTON MASS
In addition to constraining the WEP, it is possible
to obtain a robust upper limit on the photon mass
through our observation of a frequency-dependent time
delay (Schaefer 1999). While global fitting techniques
with multiple pulsars can be used to decouple the effects
of a nonzero photon mass from plasma dispersion (which
induces a similar functional dependence as a function of
frequency) (Wei and Wu 2018), our measurement of a
single pulsar at optical frequencies is largely intrinsically
free from that particular systematic effect at µs levels of
precision.
The speed of a massive photon with mass mγ is
v/c =
√
1− m
2
γc
4
E2
(1)
where the photon energy E = hν introduces a wave-
length dependence on the speed of light. The observed
color-dependent time delay between the arrival times of
two photons, to leading order in the observation frequen-
cies ν1 < ν2, is
∆tobs =
m2γc
3d
2h2
(ν−21 − ν−22 ).
where d is the light travel distance. For the Crab pul-
sar, we adopt a distance of d = 2kpc for consistency with
previous upper limits in Schaefer (1999). It is important
to note that this effect, unlike our model-independent
test of WEP violation, predicts that bluer photons ar-
rive before redder ones. This corresponds to ∆tobs < 0
which is in statistical tension with two out of our three
observations (Method 1 and 3) which suggest strongly
that ∆tobs > 0, refuting altogether the possibility of a
photon mass under the crucial assumption that another
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systematic effect is not canceling the time delay induced
by a massive photon. However, we can still derive a quan-
titative upper limit on the photon mass with our Method
2 result which is consistent within statistical error with
a timing measurement of ∆tobs ≈ 0; we obtain an upper
bound of
mγ < 3.7× 10−44 g (3σ)
under the assumption that ∆tobs < 3× 3.6µs (the un-
certainty of our Method 2 result). While this is not a nu-
merically superlative upper bound on the photon mass,
we emphasize that our complementary method of observ-
ing at optical frequencies is subject to different system-
atics and provides a robust check against other limits.
For example, recent photon mass constraints using pul-
sar timing at radio frequencies (Wei and Wu 2018) must
carefully remove the systematic effects of plasma disper-
sion. Plasma dispersion not only exhibits the same func-
tional dependence on observing frequency as a nonvan-
ishing photon mass, but also is estimated by assuming a
vanishing photon mass in the first place. In contrast, for
our relative timing measurements at optical frequencies
to be affected by plasma dispersion at the level of mi-
croseconds, the dispersion measure would need to be six
orders of magnitude higher than that which is currently
measured (Lyne et al. 1993), a highly unlikely possibility.
7. DISCUSSION AND CONCLUSION
Due to our choice of wavelength bands, this upper limit
lies in a region of parameter space which makes it comple-
mentary to similar photonic tests of WEP violation (Wei
et al. 2015; Gao et al. 2015; Tingay and Kaplan 2016;
Zhang and Gong 2017). We summarize 3σ upper limits
from a variety of recent astrophysical tests in Figure 3.
104 106 108 1010101210141016101810201022102410261028
Frequency [Hz]
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γ
FRB 110220 (Nusser 2016)
FRB 150418 (Nusser 2016)
GRB 090510 (Nusser 2016)
GRB 080319B (Nusser 2016)
FRB 150418 (Tingay 2016)
Crab (radio-gamma) (Zhang 2016)
Crab (optical-gamma) (Zhang 2016)
Crab (optical-infrared) (this work)
Figure 3. For several astrophysical transients, we plot the most
recent and stringent 3σ upper bounds on values of ∆γ at different
observation frequencies across the electromagnetic spectrum. The
end points of the error bars correspond to different electromagnetic
observings frequencies compared in that particular test. Our re-
sults, indicated with arrows, provide a strong complement in an
unexplored region of parameter space to existing upper limits from
radio and gamma-ray observations.
In this work, we have used a specialized instrument
with nanosecond-timing resolution to measure the light
curve of the Crab pulsar in two adjacent but disjoint
wavelength bands. We first determined the period of the
Crab pulsar to sub-nanosecond accuracy with less than
an hour-long observation. We set a new upper limit on
the differential value of the post-Newtonian parameter
∆γ at visible and near-infrared wavelengths.
Our upper bound on photonic WEP violation is the
first of its kind at the relevant wavelengths. We empha-
size that the precision of our measurement is currently
limited not by any instrumental uncertainty but rather
by the intrinsic ambiguity of assigning a definite value
of a delay between two functions with the same period
and different profile shapes. The absence of instrumen-
tal effects in our equipment at the ns level may pave the
way to further applications in precise photonic timing
measurements. Even though there are only seven known
optical pulsars, they can potentially act in tandem with
pulsar timing arrays. Unlike radio pulsars, optical pulsar
timing measurements are essentially free of plasma dis-
persion delays. It may be possible to improve our current
limits by leveraging the moon’s retroreflectors and using
strong pulsed lasers at various wavelengths to conduct
similar WEP tests.
8. ACKNOWLEDGEMENTS
We are indebted to the support staff at Table Mountain
Observatory, particularly Heath Rhodes, for a smooth
and productive observing run. Jason Gallicchio acknowl-
edges the support of Harvey Mudd College. Calvin Le-
ung was supported by the Department of Defense (DoD)
through the National Defense Science & Engineering
Graduate Fellowship (NDSEG) Program. This research
was carried out partly at the Jet Propulsion Laboratory,
California Institute of Technology, under a contract with
the National Aeronautics and Space Administration and
funded through the internal Research and Technology
Development program.
REFERENCES
J. Weber, Phys. Rev. 117, 306 (1960).
I. I. Shapiro, G. H. Pettengill, M. E. Ash, M. L. Stone, W. B.
Smith, R. P. Ingalls, and R. A. Brockelman, Phys. Rev. Lett.
20, 1265 (1968).
I. I. Shapiro, C. C. Counselman III, and R. W. King, Phys. Rev.
Lett. 36, 555 (1976).
J. H. Taylor and J. M. Weisberg, The Astrophysical Journal 345,
434 (1989).
J. G. Williams, S. G. Turyshev, and D. H. Boggs, Physical
Review Letters 93, 261101 (2004).
S. Dimopoulos, P. W. Graham, J. M. Hogan, and M. A.
Kasevich, Phys. Rev. Lett. 98, 111102 (2007).
L. Zhou, S. Long, B. Tang, X. Chen, F. Gao, W. Peng, W. Duan,
J. Zhong, Z. Xiong, J. Wang, Y. Zhang, and M. Zhan, Phys.
Rev. Lett. 115, 013004 (2015).
B. P. Abbott, R. Abbott, T. D. Abbott, M. R. Abernathy,
F. Acernese, K. Ackley, C. Adams, T. Adams, P. Addesso,
R. X. Adhikari, and et al., Physical Review Letters 116,
061102 (2016), arXiv:1602.03837 [gr-qc].
C. M. Will, Living Reviews in Relativity 17, 4 (2014),
arXiv:1403.7377 [gr-qc].
J.-J. Wei, J.-S. Wang, H. Gao, and X.-F. Wu, Astrophys. J. Lett.
818, L2 (2016), arXiv:1601.04145 [astro-ph.HE].
M. J. Longo, Phys. Rev. Lett. 60, 173 (1988).
H. Gao, X.-F. Wu, and P. Me´sza´ros, ApJ 810, 121 (2015),
arXiv:1509.00150 [astro-ph.HE].
A. Nusser, Astroph. J. Lett. 821, L2 (2016), arXiv:1601.03636.
S. J. Tingay and D. L. Kaplan, Astrophys. J. Lett. 820, L31
(2016), arXiv:1602.07643.
6 Leung et al.
Y. Zhang and B. Gong, ApJ 837, 134 (2017), arXiv:1612.00717
[gr-qc].
A. Golden, A. Shearer, R. M. Redfern, G. M. Beskin, S. I.
Neizvestny, V. V. Neustroev, V. L. Plokhotnichenko, and
M. Cullum, A&A 363, 617 (2000), astro-ph/0010094.
E. Massaro, G. Cusumano, M. Litterio, and T. Mineo, Astron.
Astroph. 361, 695 (2000), astro-ph/0006064.
A. H. Rots, K. Jahoda, and A. G. Lyne, Astroph. J. Lett. 605,
L129 (2004), astro-ph/0403187.
L. Kuiper, W. Hermsen, R. Walter, and L. Foschini, Astron.
Astroph. 411, L31 (2003), astro-ph/0309178.
T. Oosterbroek, J. H. J. de Bruijne, D. Martin, P. Verhoeve,
M. A. C. Perryman, C. Erd, and R. Schulz, Astron. Astroph.
456, 283 (2006).
S. Molkov, E. Jourdain, and J. P. Roques, Astrophys. J. 708,
403 (2010), arXiv:0911.2618 [astro-ph.HE].
C. Germana`, L. Zampieri, C. Barbieri, G. Naletto, A. Cˇadezˇ,
M. Calvani, M. Barbieri, I. Capraro, A. Di Paola,
C. Facchinetti, T. Occhipinti, A. Possenti, D. Ponikvar,
E. Verroi, and P. Zoccarato, Astron. Astrophys. 548, A47
(2012), arXiv:1210.1796 [astro-ph.HE].
C. Leung, A. Brown, H. Nguyen, A. S. Friedman, D. I. Kaiser,
and J. Gallicchio, ArXiv:1706.02276 (2017), arXiv:1706.02276
[quant-ph].
J. Handsteiner, A. S. Friedman, D. Rauch, J. Gallicchio, B. Liu,
H. Hosp, J. Kofler, D. Bricher, M. Fink, C. Leung, A. Mark,
H. T. Nguyen, I. Sanders, F. Steinlechner, R. Ursin,
S. Wengerowsky, A. H. Guth, D. I. Kaiser, T. Scheidl, and
A. Zeilinger, Phys. Rev. Lett. 118, 060401 (2017),
arXiv:1611.06985 [quant-ph].
G. Hobbs, R. Edwards, and R. Manchester, Monthly Notices of
the Royal Astronomical Society 369, 655 (2006).
A. Carramin˜ana, A. Cˇadezˇ, and T. Zwitter, ApJ 542, 974
(2000), astro-ph/0006075.
A. Berk, L. S. Bernstein, and D. C. Robertson, Space Science
Instrumentation, Tech. Rep. (Space Science Instrumentation,
1987).
J. W. Percival, J. Biggs, J. Dolan, E. Robinson, M. Taylor,
R. Bless, J. Elliot, M. Nelson, T. Ramseyer, G. Van Citters,
et al., The Astrophysical Journal 407, 276 (1993).
S. Eikenberry, G. Fazio, S. Ransom, J. Middleditch, J. Kristian,
and C. Pennypacker, The Astrophysical Journal 477, 465
(1997).
J. Sollerman, P. Lundqvist, D. Lindler, R. A. Chevalier,
C. Fransson, T. R. Gull, C. S. Pun, and G. Sonneborn, The
Astrophysical Journal 537, 861 (2000).
J. A. Stone Jr and J. H. Zimmerman, Index of Refraction of Air
(2001).
J.-J. Wei, H. Gao, X.-F. Wu, and P. Me´sza´ros, Phys. Rev. Lett.
115, 261101 (2015), arXiv:1512.07670 [astro-ph.HE].
H. Yu, S. Xi, and F. Wang, arXiv preprint arXiv:1708.02396
(2017).
M. Miyamoto and R. Nagai, Publ. Astron. Soc. Jpn 27, 533
(1975).
J. F. Navarro, C. S. Frenk, and S. D. M. White, ApJ 462, 563
(1996), astro-ph/9508025.
B. E. Schaefer, Physical Review Letters 82, 4964 (1999).
J.-J. Wei and X.-F. Wu, arXiv preprint arXiv:1803.07298 (2018).
A. Lyne, R. Pritchard, and F. G. Smith, Mon. Not. R. Astron.
Soc. 265, 1003 (1993)
