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ABSTRACT 
The distribution of the number of heterozygous loci in two randomly chosen 
gametes or in a random diploid zygote provides information regarding the 
nonrandom association of alleles among different genetic loci. T w o  alternative 
statistics may be employed for detection of nonrandom association of genes of 
different loci when observations are made on these distributions: observed 
variance of the number of heterozygous loci ( s f )  and a goodness-of-fit criterion 
(X') to contrast the observed distribution with that expected under the hy- 
pothesis of random association of genes. It is shown, by simulation, that sf is 
statistically more efficient than X2 to detect a given extent of nonrandom 
association. Asymptotic normality of sf is justified, and X2 is shown to follow a 
chi-square (xz) distribution with partial loss of degrees of freedom arising be- 
cause of estimation of parameters from the marginal gene frequency data. 
Whenever direct evaluations of linkage disequilibrium values are possible, tests 
based on maximum likelihood estimators of linkage disequilibria require a 
smaller sample size (number of zygotes or gametes) to detect a given level of 
nonrandom association in comparison with that required if such tests are con- 
ducted on the basis of s:. Summarization of multilocus genotype (or haplotype) 
data, into the different number of heterozygous loci ctasses, thus, amounts to 
appreciable loss of information. 
ONRANDOM association of alleles among loci is a concept of great in- N terest in current population genetic theory since it is often interpreted 
as evidence of either selection (see LEWONTIN 1974; BODMER and BODMER 
1978) or intrapopulation heterogeneity due to recent admixture of genetically 
differentiated subpopulations (PROUT 1973; LI and NEI 1974; OHTA 1982). 
Estimation of association between nonallelic genes among loci and detection of 
nonrandomness of such associations are ordinarily done by evaluating linkage 
disequilibrium from multilocus genotype (or haplotype) data (see HILL 1975; 
WEIR 1979 for reviews of such statistical methods). Recently, there have been 
some attempts to infer nonrandom association of alleles by studying the distri- 
bution of the number of heterozygous loci (BROWN, FELDMAN and NEVO 1980; 
CHAKRABORTY 1981; BROWN and CLECG 1983; BHATIA 1984; BHATIA, 
GEORGE and KOKI 1984). This alternate approach avoids the problem of de- 
Genetics 108 719-731 November, 1984. 
720 R.  CHAKRABORTY 
fining a large number of disequilibrium statistics needed (particularly when the 
number of loci and/or alleles are large). However, since it involves a summary 
statistic that combines information pertaining to specific allelic combinations, 
loss of information and eventual loss of statistical power in detecting nonran- 
dom association of alleles may occur by this approach. Although, BROWN, 
FELDMAN and NEVO ( 1  980) and CHAKRABORTY ( 1  98 1 )  studied the statistical 
properties and computing algorithms of the distribution of the number of 
heterozygous loci in the context of multilocus genotype (or gametic) data, there 
has been no attempt to quantify the loss of information that is associated with 
such summarization of multilocus data. Futhermore, tests of nonrandom asso- 
ciation that use the number of heterozygous loci either assume asymptotic 
normality of the sampling variance of the number of heterozygous loci 
(BROWN, FELDMAN and NEVO 1 9 8 0 )  or a chi-square (x2) distribution of the 
goodness-of-fit statistic (CHAKRABORTY and GHOSH 1 9 8  1 ; BHATIA 1 9 8 4 ;  BHA- 
TIA, GEORGE and KOKI 1 9 8 4 ) .  Adequacies of these assumptions and proper 
evaluation of the degrees of freedom have also remained unexplored so far. 
The purpose of this paper is to examine the validity of the x2 approximation 
of the goodness-of-fit criterion of the distribution of the number of heterozy- 
gous loci. The justification of the normality assumption for the distribution of 
the variance of the number of heterozygous loci is sought, and the test based 
on variance is compared with that based on the goodness-of-fit statistic. Fur- 
thermore, the test procedure based on variance is compared with the one based 
on direct evaluation of linkage disequilibrium to study how much information 
is lost when two-locus genotype data are summarized to obtain the distribution 
of the number of heterozygous loci. 
TESTS OF SIGNIFICANCE FOR NONRANDOM ASSOCIATION OF ALLELES 
BROWN, FELDMAN and NEVO ( 1 9 8 0 )  proposed that a test for nonrandom 
association of alleles at different loci may be conducted by computing the 
confidence interval of the observed variance ( s z )  of the number of heterozygous 
loci (K) .  in doing so, they assumed asymptotic normality of the distribution of 
s: without any formal justification. Whereas these authors dealt with haploid 
data in which the number of heterozygous loci was computed by comparing 
two randomly chosen gametes from the population, CHAKRABORTY and GHOSH 
( 1 9 8 1 ) ,  BHATIA ( 1 9 8 4 )  and BHATIA, GEORGE and KOKI ( 1 9 8 4 )  considered the 
distribution of the number of heterozygous loci in.a sample of diploid individ- 
uals to construct a goodness-of-fit statistic for testing nonrandom association 
of alleles. Before the performances of these two test criteria are compared, it 
must be noted that the number of heterozygous loci in two randomly chosen 
gametes corresponds to the number of heterozygous loci in a diploid zygote 
only if the population is panmictic ( i . e . ,  gametes unite at random in the pop- 
ulation to form zygotes). 
In this study we consider diploid individuals and assume that the population 
is panmictic so that disequilibrium due to deviation from random mating is 
ignored. Under this condition, the genotype frequencies in the population are 
specified by the gene frequencies at individual loci and gametic disequilibrium 
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only. Since a theoretical treatment of the sampling distributions of these two 
test criteria is quite difficult and cumbersome, this paper describes a simulation 
study that is restricted to an examination of nonrandom association of alleles 
at two segregating loci (A and B )  at each of which’there are two alleles (A1, A2 
and B 1 ,  Bz). 
Let nYkl represent the numer of individuals of genotype AJ$&& in a random 
sample of n individuals drawn from an infinite population. If PIz  and P B k  rep- 
resent the frequencies of A, and & alleles in the population, they can be 
estimated by 
k l  
and ( 1 )  
j 2 k  
where the summations are over all alleles at respective loci. The estimates in 
equation ( l ) ,  in turn, yield estimated panmicitic heterozygosities at each locus: 
from which the expected distribution of the number ( K )  of heterozygous loci 
under the hypothesis of random association of alleles at different loci are 
obtained as 
fo = ( 1  - i l)( l  - i z ) ,  
f l  = il(1 - i 2 )  + i z ( 1  - il), (3) 
f0,fi and f2 being the probabilities for K = 0, 1 and 2, respectively. 
This estimation procedure can be extended to any arbitrary multilocus mul- 
tiallelic situation in which the corresponding generalizations of fo, f l  . . . . are 
obtained from either formula 2 of BROWN, FELDMAN and NEVO (1980) or by 
the algorithm of CHAKRABORTY ( 1  98 1). 
When the multinomial distribution {nijktl is summarized into the trinomial 
distribution 
i#j k#1 
showing the frequencies of double homozygotes (No), single heterozygotes (NI) 
and double heterozygotes (Nz) ,  respectively, one obtains the two test criteria: 
722 R. CHAKRABORTY 
and 
following BROWN, FELDMAN and NEVO (1980) and CHAKRABORTY (1981), re- 
spectively. 
The expectation and variance of s: under the hypothesis of random associ- 
ation of alleles (Ho) may be written as: 
by the method of BROWN, FELDMAN and NEVO (1980). The expectation and 
variance of X 2  are far more complicated since they involve ratios of the mul- 
tinomial frequencies inqU). Furthermore, it may be argued that since X2 of 
equation 6 makes use of the estimated parameters f i 2 i  and 6 2 j  (or f i ~ ,  &), it 
should have a loss of degrees of freedom. However, note that whereas X2 is 
constructed f r o p  the trin?mial distribution (No, N I ,  N2) ,  estimation of param- 
eters to obtainfo, f l  and f2  requires a finer partition of data involving all of the 
cell frequencies of the distribution ( n i j ~ ) ,  and, hence, estimation of parameters 
may not really constitute a total loss of jnformation even though the number 
of individual heterozygosity estimates (hi's) always equals the number of loci 
scored. 
Simulation method: Under the assumption that the population is panmictic 
with respect to each of the loci under consideration, the expected frequencies 
of the nine diploid genotypes for a two-locus two-allele situation are described 
by three parameters (PI, p2 and D) where pl and p2 are the frequencies of the 
alleles A1 and B1, and the gametic disequilibrium, D, is defined by: 
Frequency of the gamete A I B ~ ,  g A , B ,  = PIP:! + D 
where the maximum absolute value of D, D,,,, is 
(8) 
min[pi(l - pz), (1 - P I ) ~ z ]  if D 7 0, 
min[p,p,, (1 - pd(1 - p 2 ) ]  if D < 0 Dmax = 
as written by LEWONTIN (1964). Thus, the sampling distribution of s i  and X 2  
(of equations 5 and 6) are completely specified by the quadruplet (PI,  p 2 ,  D 
and n) .  For a given choice of parameters, a multinomial distribution (nikjl; i,j 
= 1,2;k,l = 1,2) was generated using the IMSL subroutine GGMTN (IMSL 
1982) which provided frequencies of all nine diploid genotypes in a given 
replication. From these observed frequencies, fil and f i 2  (or f i l ,  &) were cal- 
culated by equations l or 2 which, in turn, produced a value of s: (from No, 
N 1  and N2) and X2 (equations 5 and 6, respectively) for a given replicate. Ten 
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TABLE 1 
Mean, variance, skewness and kurtosis of SE under linkage disequilibrium for various 
values ofpl, ps and n 
pi = 0.25 p, = 0.5 
p* = 0.1 p p  = 0.3 p p  = 0.5 p* = 0.1 pz = 0.3 p p  = 0.5 
n = 100 
Mean 
Observed 0.378 0.474 0.479 0.394 0.489 0.494 
Expected“ 0.382 0.478 0.484 0.398 0.494 0.500 
Observed 2.10 X lo-’ 2.51 x lo-’ 2.50 x lo-’ 2.01 x lo-’ 2.53 x lo-’ 2.52 x lo-’ 
Expected” 2.13 X lo-’ 2.49 X lo-’ 2.49 X lo-’ 2.08 x lo-’ 2.50 x lo-’ 2.50 x lo-’ 
Variance 
Skewness 0.197 0.057 0.012 0.132 0.028 0.009 
Kurtosis -0.843 -0.838 -0.289 -0.828 -0.648 -0.035 
(gdb 
(gdb 
n = 1000 
Mean 
Observed 0.382 0.478 0.484 0.398 0.493 0.500 
Expected” 0.382 0.478 0.484 0.398 0.494 0.500 
Observed 2.10 X 2.50 X 2.47 X 2.03 x 2.52 X 2.51 x 
Expected” 2.13 X lo-’ 2.49 x lo-‘ 2.49 X 2.08 x 2.50 x 2.50 x 
Skewness 0.062 0.056 0.031 0.036 0.012 0.003 
Variance 
(gdb 
Kurtosis -0.783 -0.548 -0.2 19 -0.129 -0.125 0.027 
a Expected mean and variance of sf were computed by substituting the input parameters PI ,  Pn 
and n in formulas 3 and 22 of BROWN, FELDMAN AND NEVO (1980). See text for the correct 
version of formula 22. 
* Skewness (gl) = m3/mp&, and kurtosis (gs) = (m4/m%) - 3 were computed from the observed 
four central moments of SI over 10,000 replicates of stimulation. 
thousand replicates for each choice of parameter values provided all of the 
following results. 
Distribution of sf under Ho:  Table 1 presents the mean and variance of sf 
together with its skewness and kurtosis observed over 10,000 replicates for 
each set of parameter values ( p l ,  p:! and n).  In these computations, the ex- 
pected mean and variance of s: were obtained by substituting the input values 
of pl ,  p p  and n in formulas 3 and 22 of BROWN, FELDMAN and NEVO (1980), 
with a correction in formula 22, as noted earlier (see equation 7). It is clear 
that the normal approximation for the distribution of s: (as suggested by 
BROWN, FELDMAN and NEVO 1980) is quite adequate even though the esti- 
mation of hj values by 5’s (equation 2) produce some underestimation of the 
expectation of sf. However, the bias does not appear to be severe since they 
do not affect the test of significance, as will be shown later. 
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TABLE 2 
Mean, variance, skewness and kurtosis of X2 under Linkage Disequilibrium for various 
values of pl, p2 and n 
Mean 
Variance 
Observed 
Expected” 
Observed 
Expected” 
Observed 
Expected” 
Skewnessb 
Kurtosisb 
Mean 
Variance 
Observed 
Expected” 
Observed 
Expected” 
Observed 
Expected” 
Skewnessb 
Kurtosisb 
n = 100 
1.41 1.68 1 .80 1.60 
2.68 3.28 3.57 3.01 
2.82 3.36 3.60 3.20 
2.18 2.05 2.02 2.1 1 
2.38 2.18 2.1 1 2.24 
8.07 7.28 6.80 7.12 
8.5 1 7.14 6.67 7.50 
n = 1000 
1.40 1.67 1.79 1.61 
2.76 3.33 3.59 3.18 
2.80 3.34 3.58 3.32 
2.32 2.26 2.20 2.24 
2.39 2.19 2.11 2.23 
8.37 7.30 6.62 7.29 
8.57 7.19 6.70 7.45 
1.88 2.03 
3.48 4.09 
3.76 4.00 
1.98 2.11 
2.06 2.00 
6.10 6.13 
6.38 6.00 
1.86 2.01 
3.69 4.01 
3.72 4.00 
2.19 1.99 
2.07 2.00 
6.56 6.08 
6.45 6.00 
a Expected variance, skewness and kurtosis were computed assuming that X 2  follows 
a chi-square distribution with degrees of freedom. Y = observed mean, so that the 
variance, skewness and kurtosis are given by 2u, @ and 12/u, respectively. For p ,  
= p = 0.5 U was taken as 2.0 since X 2  cannot have d.f. > 2. 
Skewness (g,) = m,/m,v‘& and kurtosis (g2) = (m, /mf )  - 3 were computed from 
the observed four central moments of X 2  over 10,000 replications of simulation. 
Distribution o f X 2  under Ho: The same set of simulations also produce obser- 
vations on the distribution of the goodness-of-fit test criterion, X 2 ,  as computed 
by equation 6. Note that in computing X 2  for each replicate, the expected 
probabilities for K = 0, 1 and 2 were evaluated from estimated i l  and i 2  as 
given by equation 2, which parallels the situation in practice (BHATIA 1984; 
BHATIA, GEORGE and KOKI 1984). As in the case of sg, the sampling distribu- 
tion of X 2  also depends on the parameters ( P I ,  p 2 ,  D and n ) .  T o  obtain the 
null distribution of X 2 ,  the parameter D was equated to zero. Table 2 provides 
the mean, variance, skewness and kurtosis of X 2  for various values of P I ,  p 2  
and n .  Although the expectation of X 2  may, in principle, be obtained by Taylor 
Series expansion of equation 6 by writing N O ,  N I ,  N2 and fo, f l ,  f2 in terms of 
(n ik j l ’ s ) ,  it is quite cumbersome and does not yield any algebraic simplification. 
Nevertheless, it can be shown that unless and/or p 2  is either 0 or 1 (in 
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FIGURE 1 .-Cumulative probability distribution of X2 under the hypothesis of random associa- 
tion of alleles at two codominant loci at each of which there are two segregating alleles. The step 
functions are the empirical distributions obtained by simulation with 10,000 replicates, and the 
continuous curves are for x2 distributions (see text for details). 
which case there is no variation at one or both loci), E ( X 2 )  lies between 1 and 
2. Furthermore, as P I ,  p:! both approach 0.5, E ( X 2 )  tends to 2. T o  check the 
adequacy of x 2  approximation for the distribution of X 2 ,  two observations are 
worth noting: (1) when p l  and/or p 2  # 0.5, the degrees of freedom of X 2  
(which equals mean of X 2  if X 2  is a x 2  variable) differ significantly from 2 
(significantly lower); (2) if the degrees of freedom (Y) is estimated by the mean, 
the observed values of variance, skewness and kurtosis are close to their ex- 
pectations (2v, a and 12/v, respectively), as would be the case of a x 2  
distribution (KENDALL and STUART 1969). As Table 2 suggests, a sample of 
100 individuals is enough to assure a x 2  approximation unless the degree of 
polymorphism at one or both loci is very small ($1, p 2  less than 0.1 or greater 
than 0.9). Since functionally both s: and X 2  are symmetric functions of $11, p 2  
around 0.5, results corresponding to larger values of p l ,  p 2  are not presented 
in Tables 1 and 2. 
In addition to the lower order moments of X 2 ,  the empirical cumulative 
probability distribution of X 2  was also used to check the adequacy of x 2  square 
approximation for X 2 .  Figure 1 presents a cumulative probability plot for p l  
= 0.25 = p 2  and p l  = 0.5 = p 2  with n = 100 (Figure la) and n = 1000 
(Figure lb), respectively. In these figures the continuous curves are for a x 2  
distribution with d.f. 2.0 (lower curve), and d.f. 1.58 (upper curve), whereas 
the step functions are the empirical cumulative probabilities in 10,000 repli- 
cations of X 2  for each choice of parameter values. It is clear that the x 2  
approximation is quite satisfactory at least in the upper tail of the distributions, 
which is used for tests of significance. 
As one must determine the degrees of freedom for such x 2  approximations, 
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TABLE 3 
Mean of X2 for various values of p~ and p2 to be used as degrees of 
freedom for x 2  approximation of X2 
P 2  0.1 0.2 0.3 0.4 0.5 
0.1 1.223 1.327 1.472 1.566 1.612 
0.2 1.327 1.475 1.603 1.707 1.732 
0.3 1.472 1.603 1.731 1.825 1.864 
0.4 1.566 1.707 1.825 1.91 1 1.982 
0.5 1.612 1.732 1.864 1.982 2.000 
These values were generated by varying and p 2  from 0.1 to 0.9 
with n = 1000; for each choice of parameters 10.000 replicates were 
used to compute mean X2. The generated mean values were averaged 
over the symmetry of p , ,  p z  around 0.5 to obtain more reliable estimates 
of degrees of freedom. The diagonal values of this table, therefore, are 
based on 40,000 replicates, and the offdiagonal ones are based on 
80,000 replicates of X2. 
a theoretical derivation of E(X2)  is important since it depends on P I ,  p 2  and n. 
Table 2 suggests that the mean of X 2  is not very sensitive to variations of n 
100. In Table 3, therefore, values of E(X2)  are computed as functions of p l  
and p 2  for n = 1000. In the absence of any simple functional representation 
of E(X2) ,  this may be used as a guide to determine the degrees of freedom of 
X' with which one may evaluate the critical values of X 2  for any specified level 
of a test procedure. 
Power functions of sk' and X2: Since the null distributions of the two test 
criteria may be fairly well approximated by standard parametric distributions 
(normal for s i ,  and x 2  for X'), it is worthwhile to investigate the statistical 
powers of these test criteria for detection of nonrandom association of alleles 
(i.e., to detect D # 0). To examine the power of detection of linkage disequi- 
librium, I conducted simultaneous simulation runs of s: and X 2  for different 
combinations of parameter values ( p l ,  p 2 ,  D and n ] .  Since the range of varia- 
tion of D depends on the choice of P I  and p z ,  deviations from D = 0 were 
parametrized by transforming D by D' = DIDmax where D,,, is as defined by 
equation 8. Figure 2 presents the power curves for s: and X 2  for p l  = 0.25 = 
p 2  (Figure 2a), and p l  = 0.5 = p 2  (Figure 2b) with n = 100 and 1000. For 
these computations empirical distributions of s: and X 2  were generated from 
10,000 replicates for each combination of {PI,  p 2 ,  D' and n ]  varying D' from 
-0.9 to 0.9. The power for X 2  was calculated by counting the occurrences of 
X 2  > xzAa) where &(a) is the upper 100 a% point of a x 2  distribution with 
degrees of freedom df. Since the null distribution of s i  was seen to be approx- 
imately normal (for n 2 loo), the critical region for the test based on s: was 
represented by 
R = (Is: - E(s:ID = 0)l > za12 JVur(s:ID = 0)] (9) 
where za/2 is the two-sided 100a% point of a standard normal deviate, and 
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FIGURE 2.-Empirical probabilities of rejecting Ho: D = 0 by employing test criteria based on 
sz (solid lines) and X2 (broken lines) as functions of normalized linkage disequilibrium D' = D/ 
D,. in a two-locus two-allele situation. For each choice of parameters { P I ,  pp., D' and n) .  the 
probabilities were based on 10,000 replications of simulation (see text for details). 
E(sfID = 0) and Var (s?lD = 0) are as defined in equation (7). The power for 
s: was thus determined by counting the events in which observed values of s i  
lay within the region R. 
In the computations of Figure 2, a = 0.05 and df = 1.58 and 2.00 were 
used for p ,  = 0.25 = p 2  and p l  = 0.5 = p 2 ,  respectively, so that the corre- 
sponding & (0.05) values were 5.15 and 5.99, respectively. Note that, in doing 
so, the degrees of freedom of X 2  were not changed for different sample sizes 
(n), since as shown in Table 2, E(X2)  is not very sensitive to variations of n so 
long as n L 100. Although the cut-off values of X2 remained the same in each 
replicate for fixed P I ,  p 2 ,  the critical region for sf (equation 9) obviously 
changed over replicates depending upon the estimates of hl and h ~ .  The con- 
tributions of the two tails of s: distribution (equation 9) are not symmetric 
over variations of D around zero, when P I  and/or p 2  # 0.5. This is because 
of the property of D,,, as described by equation 8. 
Figure 2 clearly indicates that the power of s? (upper solid curves) is con- 
sistently at least as large as that of X 2  (lower broken curves) for detecting 
deviations from D = 0 for fixed values of all other parameters (PI ,  p p  and 
n). However, the differences between the power functions do not appear to 
be appreciable. Furthermore, s i  and X2 are statistically associated unless D = 
0, so that the use of any one of them almost always predicts the inference that 
may be reached from the other regarding the significance of linkage disequi- 
librium. 
A COMPARATIVE STUDY OF SI  AND DIRECT EVALUATION OF LINKAGE 
DISEQUILIBRIUM 
As mentioned before, there is loss of information associated with summariz- 
ing multilocus data by a distribution of the number of heterozygous loci. The 
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extent of loss of information is studied here by determining the sample size 
needed to detect a nonzero disequilibrium value with a given certainty (power) 
by employing the test criterion s: and comparing this with the same needed 
by a direct evaluation of disequilibrium values. Here I consider, as before, 
only a two-locus two-allele situation in which the complete probability distri- 
bution of the multilocus genotype data is characterized by the parameter set 
(p l ,  f i , ,  D and n). BROWN (1975) provided extensive computations for the 
number of zygotes required (n) to be 90% sure of rejecting D = 0 when the 
linkage disequilibrium, D ,  truly differs from zero by prescribed proportions. 
In his computations, the test criterion was based on maximum likelihood esti- 
mators of D from two-locus genotype frequency data (see also HILL 1975; 
WEIR 1979 for details of statistical principles involved). 
Following the test criterion as described by equation 9, analytical evaluation 
of the sample size needed to detect a nonzero value of D with a prescribed 
power (p) can be obtained for s:. 
For this purpose, however, first we need to derive the four lower order 
moments of the distribution of K in a general case. BROWN, FELDMAN and 
NEVO (1980) ,  in their formulas 8 and 10, gave the expectation and variance 
of K in a general case. In a two-locus two-allele situation, although the expec- 
tation of K remains the same as that for D = 0, the second and fourth central 
moments of K for D # 0 become 
p2(D) = ~ ( 0 )  + 4(pi - Si)  ( p 2  - q 2 )  D + 80' 
and ( 1 1 )  
p4(D) = p4(0) + 8 [1 + 6(1 - hi - h2)'j[(p1 - q i ) ( p 2  - q2)D + D2] 
where 
IL2(0) = ChJ - CA; 
I J 
p~q(0)  = EhJ - 7Ch; + 12Chy - 6Ch; + 3 EhI - Eh; 
J I I I [, , T  
q1 = 1 - pl ,  and q 2  = 1 - p 2 .  
Note that under D = 0, the expectation and variance of sz, written in terms 
of these expressions, are given by p2(D) and [p4(D) - pg(D)]/n,  respectively, 
where the variance forumla is correct to an approximation of the order ( l / n ) ,  
as before. 
The power of the test procedure of equation 9 after some algebraic simpli- 
fications, can be written as 
P = Prob (2 > C1 - C,) ( 1 2 )  
where Z is a standard normal deviate, 
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TABLE 4 
Sample size needed to reject the null hypothesis of random association 
of alleles (D = 0) with 90% certainty (@ = 0.9) in a two-locus two- 
allele casefor various values of p,, p2 and D' = DID,,,- 
729 
p, = 0.2 = p* p, = 0.5 = p n  
By test By test By test By test 
based on based on based on based on 
D' D S: D s f  
-1.0 102 940 4 14 
-0.8 200 1,420 1 1  30 
-0.6 402 2,433 22 85 
-0.4 974 5,265 57 415 
-0.2 4,081 20,243 25 1 6,571 
0.2 272 1,048 25 1 6,571 
0.4 68 23 1 57 415 
0.6 31 92 22 85 
0.8 18 48 1 1  30 
1 .o 12 29 4 14 
The sample sizes needed by test based on the maximum like- 
lihood estimate of D (D) are extracted from Table IV of BROWN 
(1975). 
and 
in which z,/2 is the upper-tail 100(01/2)% point of a standard normal distribu- 
tion. 
Using (1 2), the sample size needed to detect a given D # 0, in the application 
of the test criterion 9, may be computed as 
n = [ ( C ,  + zs)/C,I2 
Table 4 presents some numerical computations based on equation 13 and 
their comparison with respective computations of BROWN (1975). It is quite 
clear that any use of the summary statistic K ,  or its variance, s: requires sample 
sizes 3- to 25-fold larger than what would be required if a full utilization of 
the multilocus data is made in estimating and detecting the gametic disequili- 
bria directly. 
DISCUSSION AND CONCLUSION 
There are several ways in which associations between genetic variants at 
different loci may be measured and summarized (see WEIR 1979; KARLIN and 
PIAZZA 1981). The number of heterozygous loci, a summary statistic, which 
had been originally suggested by SVED (1 968) and explored subsequently by 
BROWN, FELDMAN and NEVO ( 1  980), CHAKRABORTY (1 98 1) and CHAKRABORTY 
and GHOSH (1981), enjoys many simple properties that make it attractive to 
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experimental geneticists (see BROWN, FELDMAN and NEVO 1980 for a complete 
description of these properties). Even though this statistic and its distribution 
may be readily obtained when observations on multilocus gametic or zygotic 
frequencies are available, the distribution of the number of heterozygous loci 
in two randomly chosen gametes corresponds to that in a sample of diploid zygotes 
only under the assumption of random mating in the population. For allozyme 
studies with diploid individuals, direct observations on multilocus genotypes 
are amenable for direct evaluations of all linkage disequilibrium values and, as 
shown earlier, this strategy is statistically more efficient than a summarization 
of data into different numbers of heterozygous loci classes. Nevertheless, when 
genetic variation is measured at nucleotide level, because of limitations of the 
number of sequences typed (number of copies, in the terminology of BROWN 
and CLECC 1983), a summary statistic of the type considered in this paper is 
worthwhile to consider since its distribution is easy to record from all pairwise 
sequence comparisons counting each site separately to enhance the sample size 
for nonrandom association determinations. 
Because of the simplicity of the statistic K, it may be suggested, therefore, 
that in the events in which the exact determination of the linkage disequilib- 
rium values are subject to large sampling error, pairwise comparisons of mul- 
tilocus haplotype data may yield valuable inferences regarding multilocus struc- 
ture in a population by employing the variance of the observed number of 
dissimilar loci (or nucleotide/amino acid cites). A goodness-of-fit criterion based 
on the observed and expected frequencies of such distributions is, however, 
difficult to justify on statistical grounds as shown earlier: first, its degrees of 
freedom is hard to determine analytically (as it depends on the frequencies of 
all site-specific variants in the population), and second, its power of detection 
of nonrandom association, in general, is less than that of s:. 
This study stems from several personal communications with K. BHATIA whose comments and 
suggestions are greatly appreciated. He was kind enough to make available to me his unpublished 
papers detailing the applications of the goodness-of-fit test criterion studied here. Comments from 
B. WEIR and an unknown reviewer also greatly enhanced the quality of the presentation. T h e  
work is supported by United States Public Health Service research grants CA 1931 1 ,  GM 20293 
and DOB 8110461. 
LITERATURE CITED 
BHATIA, K. K., 1984 Linkage disequilibrium and natural selection at HLA loci. Am. J. Hum. 
BHATIA, K. K., M. GEORGE and G. KOKI, 1984 HLA-A, B, C, and DR antigens in Asaro speakers 
BODMER, W. F. and J. G. BODMER, 1978 
BROWN, A. H. D., 1975 
BROWN, A. H. D. and M. T. CLEGG, 1983 
Genet. In press. 
of Papua New Guinea. Hum. Immunol. 9 189-200. 
T h e  HLA system. Br. Med. Bull. 34: 309-323. 
Sample size required to detect linkage disequilibrium between two or 
three loci. Theor. Pop. Biol. 8 184-201. 
Analysis of variation in related DNA sequences. pp. 
107-132. In: Statistical Analysis of DNA Sequence Data, Edited by B. S. WEIR. Marcell Dekker, 
New York. 
Multilocus structure of natural popula- BROWN, A. H. D., M. W. FELDMAN and E. NEVO, 1980 
tions of Hordeum spontaneum. Genetics 96  523-536. 
NONRANDOM ASSOCIATION OF ALLELES 731 
The distribution of the number of heterozygous loci in an individual 
in natural populations. Genetics 98: 461-466. 
Distribution of the number of heterozygous loci in 
the Kota population of Nilgiri Hills of India and estimation of average heterozygosity. Ann. 
Hum. Biol. 8 453-459. 
Test for association of gene frequencies at several loci in random mating 
CHAKRABORTY, R., 1981 
CHAKRABORTY, R. and A. K. GHOSH, 1981 
HILL, W. G., 1975 
IMSL LIBRARY, 1982 Ed. 9. IMSL Inc., Houston. 
KARLIN, S. and A. PIAZZA, 1981 Statistical methods for assessing linkage disequilibrium at the 
KENDALL, M. G. and A. STUART, 1969 The Advanced Theory of Statistics, Ed. 3. Vol. 1: Distribution 
LEWONTIN, R. C. ,  1964 The interaction of selection and linkage. I. General considerations; 
LEWONTIN, R. C., 1974 The Genetic Basis of Evolutionary Change. Columbia University Press, New 
LI, W.-H. and M. NEI, 1974 Stable linkage disequilibrium without epistatis in subdivided popu- 
OHTA, T., 1982 Linkage disequilibrium due to random genetic drift in finite subdivided popu- 
PROUT, T., 1973 Appendix to the paper by J. B. MITTON and R. K. KOEHN. Genetics 73: 493- 
SVED, J. A., 1968 The stability of linked systems of loci with a small population size. Genetics 
WEIR, B. S., 1979 Inferences about linkage disequilibrium. Biometrics 3 5  235-254. 
diploid populations. Biometrics 31: 881-888. 
HLA-A, B, C loci. Ann. Hum. Genet. 4 5  79-94. 
Theory. Charles Griffin, London. 
heterotic models. Genetics 4 9  49-67. 
York. 
lations. Theor. Pop. Biol. 6 173-183. 
lations. Proc. Natl. Acd. Sci. USA 7 9  1940-1944. 
496. 
5 9  543-563. 
Corresponding editor: B. S. WEIR 
