Abstract. One of our main results is a classification all the possible quivers of selfinjective radical cube zero finite dimensional algebras over an algebraically closed field having finite complexity. In the paper [5] we classified all weakly symmetric algebras with support varieties via Hochschild cohomology satisfying Dade's Lemma. For a finite dimensional algebra to have such a theory of support varieties implies that the algebra has finite complexity. Hence this paper is a partial extension of [5] .
Introduction
This paper is a companion of [5] , where all radical cube zero weakly symmetric algebras with support varieties via the Hochschild cohomology satisfying Dade's Lemma were classified. In this paper we go half way with all selfinjective algebras with radical cube zero, in that we classify which of these have finite complexity. This is half way for the following reasons. To get a theory of support using the Hochschild cohomology ring satisfying Dade's Lemma, for any known proof of this the Ext-algebra of all the simple modules must be a finitely generated module over the Hochschild cohomology ring, which in turn needs to be Noetherian. Denote this property by (Fg). By [4] a finite dimensional algebra satisfying (Fg) must have finite complexity. In addition the trichotomy into finite, tame and wild representation type is characterized in two different ways as (i) λ max < 2, λ max = 2 and λ max > 2 and (ii) complexity of the algebra is 1, 2 or ∞, respectively, where λ max is the eigenvalue of largest absolute value for the adjacency matrix of the algebra (λ max is a positive real number).
A selfinjective algebra Λ with radical cube zero over an algebraically closed field is either of finite or infinite representation type. If Λ has finite representation type, then it satisfies (Fg) by [3] . If Λ has infinite representation type, then it is a Koszul algebra by [7, 8] . Using the results of [5] Λ has (Fg) if and only if the Koszul dual of Λ is a finitely generated module over the graded centre of the Koszul dual and this is a Noetherian ring. This was the key argument in [5] , where the results were obtained through explicit calculations case by case. This approach is still available for selfinjective algebras with radical cube zero, however it seems to us that it is an almost new game to treat this class of algebras. And, as our results show, this class is seemingly much more complex than the weakly symmetric algebras with radical cube zero. Hence we seek a better method for characterizing which of the selfinjective algebras with radical cube zero and finite complexity satisfy (Fg).
By [11] a finite dimensional Koszul algebra Λ over a field k with degree zero part isomorphic to k, is selfinjective with finite complexity if and only if the Koszul dual is an Artin-Schelter regular Koszul algebra. An extension of this was proved in [8] for finite dimensional Koszul algebras over a field k with degree zero part isomorphic to a finite number of copies of k. It is natural to say that a (non-connected) Koszul k-algebra R = ⊕ i≥0 R i is an Artin-Schelter regular algebra of dimension d, if (i) dim k R i < ∞ for all i ≥ 0, (ii) R 0 ≃ k n for some positive integer n, (iii) gldim R = d, (iv) the Gelfand-Kirillov dimension of R is finite, (v) for all simple graded R-modules S we have Classifying all selfinjective Koszul algebras of finite complexity d and Loewy length m + 1 (up to isomorphism) is the same as classifying Artin-Schelter regular Koszul algebras with Gelfand-Kirillov dimension d and global dimension m (up to isomorphism) by [10] . Hence, by the results in this paper, we have classified the quivers of all indecomposable (non-connected) Artin-Schelter regular Koszul algebras of dimension 2. Now we describe the content of the paper section by section. The first section is devoted to giving the combinatorial data of a finite dimensional selfinjective algebra with radical cube zero in terms of the adjacency matrix, the Nakayama permutation and the contracted matrix of the adjacency matrix (See Section 1 for definition). Furthermore, the possible shapes of such combinatorial data are found. In Section 2 the trichotomy into finite, tame and wild representation type is characterized through the spectral radius of the adjacency matrix of the algebra. The next section is devoted to characterizing this trichotomy in terms of the complexity of the algebra. In Section 4 we carry out the main underlying classification, as we find all possible contracted matrices of the adjacency matrix of a radical cube zero selfinjective algebra. The last two sections of the paper is devoted to giving the complete classification of the adjacency matrices and corresponding Nakayama permutation for all selfinjective algebras with radical cube zero. This extends the results in [2] and some of the methods are generalizations of those by Benson.
The combinatorial data
For a radical cube zero selfinjective algebra over an algebraically closed field, there is a naturally associated adjacency matrix and Nakayama permutation of the algebra. This section is devoted to giving an initial description of the possible adjacency matrices and an elementary property of them. Recall that such an algebra is Morita equivalent to a quotient of a path algebra of a quiver by an admissible ideal.
Let Λ = kQ/I be a radical cube zero selfinjective algebra, where Q is a connected quiver with n vertices and I is an admissible ideal I in kQ for a field k. This will be the standing assumption on our path algebra Λ = kQ/I throughout the paper. Denote by {S 1 , . . . , S n } all the non-isomorphic simple Λ-modules, and let E = (e ij ) n,n i,j=1 be the n × n-matrix given by e ij = dim k Ext 1 Λ (S j , S i ). We call the matrix E the adjacency matrix of Λ. If Π : {1, 2, . . . , n} → {1, 2, . . . , n} denotes the Nakayama permutation, then the radical layers of the indecomposable projective corresponding to vertex i is given by 
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Identify S i also with the i-th elementary column vector (0, . . . , 0, 1, 0, . . . , 0)
T in R n , and identity Π with a permutation matrix Π such that ΠS i = S Π(i) for all i.
From the above diagram it is immediate that ES
it follows that EΠ = ΠE. Suppose that the permutation Π is a product of t disjoint cycles. We label the indices so that Π has block diagonal form, and the j-th diagonal block is the cycle Π j which corresponds to (t j , t j + 1, . . . , t j + d j − 1) for t j the smallest element in the support of Π j . Then Π j has length d j . We also have a corresponding block decomposition of E as 
Given that E = E T Π we have that E must be of the following form, where the diagonal blocks of E are described in (b) and the off diagonal blocks of E are described in (c) of the next result. Lemma 1.1. Let E be an n × n-matrix over R, and let Π be a permutation of {1, 2, . . . , n} which is also viewed as an n × n-permutation matrix. Then the following hold. 
when n = 2m + 1, where a i is in R for all i. In particular,
for n even, and
for n odd, with a i in R.
(c) Viewing E according to the block decomposition of Π, then E ij = E T ji Π j for all i, j = 1, 2, . . . , t. In particular, Π i E ij = E ij Π j for all i, j = 1, 2, . . . , t and e rs = e Πj (s)r = e Πi(r)Πj (s) for all e rs in E ij .
Let d i be the length of the cycle Π i for i = 1, 2, . . . , t, and let c l = The matrix E and Π are combinatorial data of a selfinjective algebra with radical cube zero. We want to classify the possible combinatorial data for this class of algebras. The matrix E is too large an object at the present, so we first want to make a reduction. This reduction is obtained through the following result. Lemma 1.2. Let E be a non-negative connected n × n-matrix over R, and Π be a permutation of {1, 2, . . . , n}. Assume that E commutes with Π. Consider E as a linear transformation E : C n → C n . Then E has a Π-invariant eigenvector with all entries positive and eigenvalue λ = |λ| maximal.
Proof. Let λ be the eigenvalue for E with |λ| maximal. Then by Perron-Frobenius Theorem the corresponding eigenspace is one-dimensional and can be generated by a vector v with all entries positive. Since E commutes with Π, we also have that Π i (v) is an eigenvector with eigenvalue λ for all i. Therefore
is a (non-zero) eigenvector with eigenvalue λ for E. Hence v ′ = αv for some α, and we infer that v = Π(v).
Let E be the adjacency matrix of an indecomposable selfinjective algebra Λ = kQ/I with radical cube zero with the corresponding Nakayama permutation Π =
T be the eigenvector of E with eigenvalue λ of largest absolute value. We have seen that the vector v is Π-invariant, hence v Π l (i) is constant for all l ≥ 0. In addition, by Lemma 1.1 (c) the row sum of any row in E ij is the same. Denote the row sum in E ij by f ij , and this give rise to a t × t-matrix
T as an eigenvector with eigenvalue λ, where v ′ i is the constant value of v j on the i-th block. An eigenvector with eigenvalue λ ′ of F gives in a natural way rise to a Π-invariant eigenvector of E with eigenvalue λ ′ . Hence the eigenvalues with maximal absolute value for E and F coincide. We call the matrix F the contracted matrix of E, which we in Section 5 and 6 use to split selfinjective algebras with radical cube zero into different classes.
Representation type and spectral radius
If Λ is a finite dimensional selfinjective algebra over an algebraically closed field of finite representation type, then it follows from [3] that Λ satisfies (Fg). Hence to further limit the classes of algebras we need to analyze in characterizing when a selfinjective algebra Λ = kQ/I with radical cube zero satisfies (Fg), we recall in this section how the representation type of Λ is determined by the spectral radius of the adjacency matrix of Λ.
Let Λ = kQ/I be an indecomposable selfinjective algebra with radical cube zero over a field k. Denote by {S 1 , . . . , S n } all the non-isomorphic simple Λ-modules, and let E be the adjacency matrix of Λ. The representation type of Λ and Λ/ Soc Λ is the same, since they only differ by |Q 0 | indecomposable modules, namely the indecomposable projective Λ-modules. The algebra Λ/ Soc Λ is a radical square zero algebra, and therefore it is stably equivalent to a hereditary algebra. This hereditary algebra is given as the path algebra of the separated quiver of Λ/ Soc Λ. We construct the separated quiver Q of Λ/ Soc Λ as follows, where we suppose the vertices in Q are labelled {1, 2, . . . , n}. The vertices in Q are given by the disjoint
Then the arrows in Q are given by the adjacency 2n × 2n-matrix E = ( 0 0 E 0 ). The representation type of Λ/ Soc Λ is determined by the type of the quadratic form given by the matrix I − 1 2 ( E + E T ), which corresponds to the Tits form of the associated hereditary algebra. We recall next how the type is determined by the spectral radius of E (see [ We have Av = αv for a scalar α if and only if ( E + E T )v = 2(1 − α)v, hence the largest eigenvalue µ = λ max ( E + E T ) of E + E T corresponds to the smallest eigenvalue α min of A. In particular α min ≥ 0 if and only if µ ≤ 2.
Let λ = λ max (E), the largest eigenvalue. We are done if we show that λ = µ.
(1) First let Ev = λv where v is an eigenvector with all entries > 0. Then by Lemma 1.2 we know that Πv = v and it follows that
. Hence λ is an eigenvalue of E + E T and therefore λ ≤ µ. (2) Next, we show µ ≤ λ. Let ( v w ) be an eigenvector for E + E T with eigenvalue µ. Then we have that
. Let E(µ) be the eigenspace of E + E T for the eigenvalue µ. Let V be the vector space spanned by
, where t is the order of the Nakayama permutation Π. Then E 2 | V : V → V , and in addition (E 2 | V ) t = µ 2t I V , where I V is the identity on V . Hence the minimal polynomial of
The roots of p(x) are u i µ 2 for i = 0, 1, . . . , t − 1, where u is a primitive t-th root of unity. Therefore E 2 | V has an eigenvector with eigenvalue u ix µ 2 for some i x in [0, . . . , t − 1]. It follows that √ u ix µ or − √ u ix µ is an eigenvalue for E with absolute value |µ|. Hence |µ| ≤ λ. This shows that λ max ( E + E T ) = λ max (E). The claims follow from this.
Let Λ = kQ/I be an indecomposable selfinjective algebra with radical cube zero over an algebraically closed field k. As we pointed out earlier, when Λ has finite representation type, then Λ satisfies (Fg). Hence the only case left to analyze is the case when the spectral radius of the adjacency matrix of Λ is greater or equal to 2. In this case Λ is also Koszul, as we have the following result. Therefore, in the rest of the paper we can assume that Λ = kQ/I is an indecomposable selfinjective Koszul algebra with radical cube zero.
Complexity
Let Λ be a finite dimensional algebra satisfying (Fg). By [4, Theorem 2.5] the complexity of any finitely generated module over Λ is bounded above by the Krull dimension of the Hochschild cohomology ring, hence finite. We define the complexity of a finite dimensional algebra Λ as the supremum of the complexities of the simple Λ-modules. Hence for a selfinjective algebra Λ with radical cube zero, a necessary condition to have (Fg) is that Λ has finite complexity. This section is devoted to characterizing when an indecomposable selfinjective algebra Λ = kQ/I with radical cube zero has finite complexity.
Let Λ = kQ/I be an indecomposable selfinjective algebra with radical cube zero, and let E and Π be the adjacency matrix and the Nakayama permutation of Λ, respectively. In analyzing the complexity of Λ we need to compute resolutions of modules over Λ. Let M be an indecomposable non-projective Λ-module M with radical layers ((r 1 , . . . , r n ), (s 1 , . . . , s n ))
T , where this means that the top of M is isomorphic to ⊕ 
. In other words, the radical layers of the first syzygy of M is given by
By Lemma 1.2 the eigenvector v max of E with a eigenvalue of maximal absolute value is Π-invariant. We show next that
has a ( Π 0 0 Π )-invariant eigenvector, and such a eigenvector with eigenvalue of maximal absolute value is linked to v max . Proposition 3.1. Let Λ, E, and Π be as above. Consider the linear transformations E : C n → C n and
has polynomial growth with respect to m for i = 1, 2, . . . , n. We have that
where the last terms have at most polynomial growth with respect to m. Since µ > 1, this is a contradiction and consequently Λ has infinite complexity.
Assume that Λ has tame representation type, or equivalently that λ = 2. View E as a linear transformation E : Q n → Q n . Then the eigenvector v with eigenvalue 2 of E can be chosen to be a rational vector, and then also an integral strictly positive vector. Let also µ be as above. In particular µ = 1. T is a direct sum of all simple modules with multiplicity at least 1. Then
This shows that the complexity of Λ is 2. If Λ is of finite representation type, then all non-projective indecomposable modules are Ω-periodic, hence Λ has complexity 1.
Using the trichotomy into finite, tame and wild representation type (see Proposition 2.1), the claim in the proposition now follows easily.
The contracted matrix
Let Λ = kQ/I be an indecomposable selfinjective algebra with radical cube zero over a field k with corresponding adjacency matrix E and Nakayama permutation Π = Π 1 Π 2 · · · Π t written as a product of disjoint cycles. The decomposition of Π into a product of disjoint cycles gives a block decomposition of E, and recall from Section 1 the construction of the contracted matrix F of E. This section is devoted to classifying the possible contracted matrices F of Λ when the spectral radius of E is at most 2, or equivalently when Λ has finite complexity and not of wild representation type.
Let Λ, E, Π and F be as above. Let F be the largest symmetric matrix of the same size as F such that F − F is non-negative. Since Λ is indecomposable, both E and F are strongly connected matrices. Then we have the following. Proposition 4.1. Let Λ = kQ/I be an indecomposable selfinjective algebra with radical cube zero over a field k with corresponding adjacency matrix E, contracted matrix F and Nakayama permutation Π = Π 1 Π 2 · · · Π t written as a product of disjoint cycles. Assume that the spectral radius λ max of E is at most 2. Then we have the following.
(a) If F is a symmetric matrix, then F is the adjacency matrix of a Euclidean
with n + 1 vertices for n ≥ 0 or (ii) (b) If F is not symmetric, then the spectral radius of F is strictly less than 2 by the Perron-Frobenius Theorem (see [6, Theorem 8.8.1] ). Hence by Theorem 1.1 (iii) of [2] , the matrix F is the adjacency matrix of a Dynkin diagram A n (n ≥ 1),
where a i and b i are positive integers with min{a i , b i } = 1 for all i = 1, 2, . . . , t − 1.
Let f ij (x) be the characteristic polynomial of
Recall that the spectral radius of any proper submatrix of F is at most 2 by the Perron-Frobenius Theorem. All the eigenvalues of proper square submatrices of F are strictly less than 2. In particular, all characteristic polynomials f ij (x) evaluated in 2 are non-negative. We have that
It follows from this that
where equality in the inequality ≤ * gives λ max = 2. The possible sequences (a 1 b 1 , a 2 b 2 , . . . , a t−1 b t−1 ) satisfying the above are
For t = 5 and F with λ max ≤ 2, then, using the classification for t = 4 and that the spectral radius is strictly smaller for a square submatrix, the sequence ( 
It suffices to show that the matrix for the sequence (2, 1, . . . , 1, 2) has λ max = 2, then by [6, Theorem 8.8 .1] for the other three cases, the largest eigenvalue is < 2.
Let F be of type A t corresponding to sequence (2, 1, . . . , 1, 2). The matrix F ′ obtained from F by deleting the first row and column from F , has maximum row or column sum equal to 2. Hence the eigenvalue λ ′ of with maximal absolute value of
It follows from this that f it (x) > 0 for all i ≥ 2 and for all x > 2. Using the recursion we have
By the following Lemma which is easy to prove (and which we will use again), this is equal to
where the last term is equal to f tt (x) or f t+1,t (x).
Lemma 4.2. Assume F of type A t corresponds to a sequence (a 1 b 1 , 1, . . . , 1, 2) (with t ≥ 4). Then for 1 < j < t − 1 we have
where the last term is either f tt (x) or f t+1,t (x).
It follows from ( * ) that f 1t (2) = 0 and f 1t (x) > 0 for x > 2. Hence λ max ≤ 2 for F . This completes the proof for type A t .
F of type Z t−1 . The case t = 1 is covered by (a). For t ≥ 2, the matrix F is of the form 
where a i and b i are positive integers with min{a i , b i } = 1 for all i = 1, 2, . . . , t − 1. Let g t (x) be the characteristic polynomial of this matrix. Then direct calculations show that
Using similar arguments as above we deduce that
where equality gives λ max = 2. For t ≥ 2 we have
For t = 5 and F with λ max ≤ 2, then, using the classification for t = 4, the sequence ( . We show that the first has λ max = 2 and then by [6, Theorem 8.8 .1] the second will have λ max < 2. Inductively, for t ≥ 6 the possibilities are then just (1, 1, . . . , 2) and (1, 1, . . . , 1). So it suffices to show that for any t ≥ 5 the matrix F associated to (1, 1, . . . , 2) has λ max = 2. Fix such a matrix. For 1 ≤ j ≤ t, let g j (x) be the characteristic polynomial of the principal j × j submatrix. Then expanding now along the last row, we have
With the method as for Lemma 4.2 we find that for t even,
, and if t is odd then
For j < t the polynomial g j (x) is the characteristic polynomial for a matrix F ′ of type Z j and by induction it has λ ′ max < 2. It follows that g t (2) = 0 and g t (x) > 0 for x > 2. Hence F has λ max = 2, and this gives rise to the matrices listed in (b)(i).
where a i and b i are positive integers with min{a i , b i } = 1 for all i = 1, 2, . . . , t − 1. Let h t (x) be the characteristic polynomial of this matrix. Direct computations show that
For t ≥ 5 and λ max ≤ 2, then the sequence (a 1 b 1 , a 2 b 2 , . . . , a t−1 b t−1 ) must start like (1, 1, 1, ? , . . . , ?) by the case t = 4 using the same arguments as in the previous cases. Deleting the first row and the first column of F gives a matrix F ′ with λ ′ max < 2, which is of type A t−1 . From this and the above we obtain for t ≥ 5 that (a 2 b 2 , . . . , a t−1 b t−1 ) is (1, 1, . . . , 1, 2) or (1, 1, . . . , 1, 1). By the previous arguments, we only need to show that a matrix F corresponding to the sequence (1, 1, . . . , 2) has λ max = 2. Using the recursion, one checks that
We can now apply Lemma 4.2, and this shows that
where the last term is either f tt (x) or f t+1,t (x). Now it follows by the arguments as in type A t that λ max = 2. By the above observations, the claim in (b) (iii) follows.
F of type E 6,7,8 . Using the classification of matrices for the A t -case, the matrix 
Directly checking the possible values of (a 1 b 1 , a 2 b 2 ) shows that there are no case with λ max ≤ 2 for E 6,7,8 , unless F is a symmetric matrix. Hence we are back in the claim in (a). This completes the proof of the proposition.
Classification for symmetric contracted matrices
In this section we classify the quivers Q of all indecomposable selfinjective algebras Λ = kQ/I with radical cube zero and radical square non-zero such that the underlying contracted matrix of the adjacency matrix is symmetric and of type A n , D n , E 6 , E 7 , E 8 , Z n , or DZ n . Hence we obtain in this case a classification of the quivers Q of all such algebras Λ = kQ/I with complexity 2.
Hypothesis 5.0. We assume throughout this section that Λ = kQ/I is an indecomposable selfinjective algebra with radical cube zero and radical square non-zero, and with Nakayama permutation Π = Π 1 Π 2 . . . Π t with t disjoint cycles Π i and Π i has length d i . We denote by F its contracted matrix.
For each possible F , we determine all possible quivers. As for the converse, for each quiver Q in the list, there is at least one algebra satisfying the hypothesis. Namely, take I the ideal generated by (a) for each i, all paths of length 2 starting at vertex i and ending at a vertex = π(i)
i).
There may be more such algebras, with scalars occuring in relations of type (b).
When the Nakayama permutation Π = Π 1 Π 2 · · · Π t is written as a product of disjoint cycles with d i the length of Π i , then we call the sequence (d 1 , d 2 
, identifying Π i and Π 1 . Conjugating this matrix with the diagonal block matrix
we obtain the matrix
. . .
This is the adjacency matrix of the quiver Q in the proposition.
In all the other cases for the type of the contracted matrix F the proofs are basically the same, so we leave the details to the reader.
Proposition 5.2. Assume that the contracted matrix F of Λ is of the type D t . Then d i = d for all i, and the quiver Q is isomorphic to the following quiver
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for some positive odd integer d and t ≥ 2, with
. . , t and Σ = Π In particular, the last quiver is given by the configuration 1 7 7 t t t t t t t t t t t t t t t t t t t t t t y y r r r r r r r r r r r r r r r r r r r r r r r r Now we give the final class of quivers when the contracted matrix is symmetric.
Proposition 5.5. Assume that the contracted matrix F of Λ is of the type DZ t−1 for t ≥ 0. Then the quiver Q is isomorphic to the following quiver
for some positive odd integer d and t ≥ 3, with
. The left and the right columns are identified, and the two extreme vertices in the second cycle both labelled 1 2 are identified.
Classification for non-symmetric contracted matrices
This section is devoted to classifying the quivers Q of all indecomposable selfinjective algebras Λ = kQ/I with radical cube zero and radical square non-zero, where the contracted matrix associated to Λ is non-symmetric. Hence in this case we obtain a classification of the quivers of all such algebras Λ = kQ/I with complexity 2. Let Π = Π 1 Π 2 · · · Π t be the Nakayama permutation written as a product of disjoint cycles Π i . As explained at the beginning of Section 5, for each such quiver there is at least one such algebra.
The possible contracted matrices F were determined in Section 4. For the classification of the quivers, we can reduce the list of matrices F which need to be considered.
Given matrices F 1 and F 2 in the list, whenever there is a permutation matrix P such that P −1 F 2 P = F 1 , then we only need to consider F 1 , since by relabelling the cycles of Π, an algebra associated to F 2 is the same as an algebra associated to F 1 . Therefore we do not need to consider matrices F for type D t with t = 3 as each of these occurs after relabelling cycles in the list for type A t with t = 3. On the list of type A 3 we do not need to consider the second matrix F , and we do not need to consider the last matrix for t = 5, again by the relabelling argument; and clearly we only need to consider one of the matrices of type A 2 . Similarly, any two of the matrices F for type D 4 are related by relabelling cycles. We will only consider the last type, and we view this as part of the two infinite families. For type A t , the last shape for t = 3, the shape F for t = 4, the first shape for t = 5 together with the matrices for t ≥ 6 are families. We may assume a ≥ c and hence there are three families.
In this section, we make again the same hypothesis as in Section 5, that is the algebra Λ is as in Hypothesis 5.0. We first discuss the three exceptional cases left from the above considerations, and then we treat the three families of contracted matrices. 
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(d − 1) t g g y y y y y y y y y y y y with Nakayama cycle type (d, 2d, 2d, . . . , 2d, d) and (1, 2, . . . , 4d − 1, 4d) , Π 2 = (4d + 1, 4d +  2, . . . , 6d − 1, 6d) ,. . . , Π t−1 = (2(t − 1)d + 1, 2(t − 1)d + 2, . . . , 2td − 1, 2td) , and Π t = (2td+1, 2td+2, . . . , (2t+1)d−1, (2t+1)d) . Using similar arguments as before, we infer that the matrix E is permutation equivalent to
This is the adjacency matrix of the first quiver Q in the proposition.
The case (a, b, c, d) = (1, 2, 2, 1): By Lemma 1.1 we have that
. . , td − 1, td), and Π t = (td + 1, td + 2, . . . , (t + 2)d − 1, (t + 2)d). Using similar arguments as before, we infer that the matrix E is permutation equivalent to
This is the adjacency matrix of the second quiver Q in the proposition. The case (a, b, c, d) = (2, 1, 1, 2): By Lemma 1.1 we have that 3d − 1, 3d) ,. . . , Π t−1 = (2td − 5d + 1, (t − 1)d + 2, . . . , 2td − 3d − 1, 2td − 3d), and Π t = (2td − 3d + 1, 2td − 3d + 2, . . . , 2td − 2d − 1, 2td − 2d). Furthermore the matrix E is given by
. Using similar arguments as before, we infer that the matrix E is permutation equivalent
with N = i 2 +i 3 +· · ·+i t−2 . We leave it to the reader to prove that Π
). Using this we get that the last 2 × 2-block of the matrix E can by changed to
. This is the adjacency matrix of the third quiver Q in the proposition.
The proof for the contracted matrix F of type D t offers nothing new compared to the previous case, so we leave the details to the reader. u u l l l l l l l l l l l l l l l l l l 12 s s g g g g g g g g g g g g g g g g g g g g g g g g g g g g g
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y y r r ee ee ee ee ee ee ee ee ee ee ee ee ee ee ee ee ee ee ee ee w w n n n n n n n n n n n n The last case to investigate is when the contracted matrix F is of type Z t−1 . Here one form of the contracted matrix is not possible due to fact that the size of the first cycle must be odd. We include some of the details of the proof for this case. and the quiver Q is isomorphic to the following quiver
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Types and algebras for smallest parameter
In this final section we review the classification of the quivers of the radical cube zero selfinjective algebras with symmetric and non-symmetric contracted matrices given in Section 5 and 6. Recall that we defined the Nakayama cycle type of such an algebra, and here we abbreviate this by just saying cycle type. For each symmetric contracted matrix F the cycle type is (d, d, . . . , d), so we only list the type of the algebra. For each non-symmetric contracted matrix F we list the cycle type and the type, and we draw the quiver for the smallest possible cycle type. To this end we make the following definition of the type of the algebra. Definition 7.1. For each of the algebra in question, we have an associated cycle type, which is the cycle type of the Nakayama permutation Π. Furthermore, one can easily see that for all components of the separated quiver, the underlying graphs are the same. We call this graph the type of the algebra.
First we list the type of algebras with symmetric contracted matrix considered in Section 5. We leave the details to the reader. l l l l d, 3d, 3d) , type E 6 .
The Nakayama permutation permutes the simple modules at both ends of the quiver. In general, for cycle type (d, 2d, . . . , 2d, d) with t disjoint cycles the algebra has type D t+1 . Third family, first two terms. The Nakayama permutation permutes the simple modules at one end of the quiver but not at the other end. In general, for cycle type (d, d, . . . , d, 2d) with t disjoint cycles the algebra has type D t . Proposition 6.6, type Z t First two terms. F = ( 1 2 1 0 ) F =
