Abstract: A general class of linear time invariant (LTI) multiple time-delay system is investigated in order to (i) obtain exact lower and upper bounds of crossing frequency set (CFS), and (ii) test the necessary and sufficient conditions of delay independent stability (DIS). The method commences by deploying Rekasius substitution for the transcendental terms in the characteristic function, reducing it into a finite dimensional one. After substitution, utilization of elimination theory allows one to achieve the two nontrivial objectives (i)-(ii). The approach is new and novel as it does not require any parameter sweeping and graphical display; it is exact and can test necessary and sufficient conditions of DIS over only a single variable polynomial. A case study is provided to show the effectiveness of the proposed method.
INTRODUCTION
Time Delay Systems (TDS) arise in many applications from diverse areas such as biology (MacDonald, 1978; Queinnec et al., 2007) , economy (Forrester, 1961; Mak et al., 1976; Delice and Sipahi, 2008) , machine tool chatter (Asl and Ulsoy, 2003; Sipahi, 2008) , population dynamics (Kuang, 1993) , communication systems Schöllig et al., 2007) ; see Erneux (2009) and the references therein for other applications.
Investigation of asymptotic stability of TDS with respect to delays is essential, however analyzing asymptotic stability is a nontrivial task even for the linear time invariant (LTI) cases, primarily due to the infinite dimensional nature of TDS. Considerable number of techniques along these lines exist for stability analysis of LTI-TDS (Stépán, 1989; Sipahi and Olgac, 2005; Michiels and Niculescu, 2007) ; nevertheless most of the existing work have limitations on either system dimension or number of time delays, or on both. We see that frequency sweeping methodology (Chen and Latchman, 1995) stands out for its applicability to robustness and geometric approach for computing stability switching boundaries (SSB) in 2D (Gu et al., 2005) and 3D delay space (Sipahi and Delice, 2009 ). To quote Gu and Niculescu (2003) on the frequency sweeping methodology: "This idea motivates the frequency sweeping method, which can also take advantage of many robust stability ideas formulated in recent years". With this idea, many papers are published where delay independent stability (DIS) necessary (Chen and Latchman, 1995; and necessary and sufficient conditions are checked (Chen et al., 2008) ; or SSB are extracted for systems stability of which depends on 1 Author gratefully acknowledges his start-up funds available at Northeastern University.
delays (Gu et al., 2005; Almodaresi and Bozorg, 2008; Sipahi and Delice, 2009 ).
The general class of LTI multiple time delayed system (MTDS) considered here is described by the differential equation:
where A ∈ R N ×N , B ∈ R N ×N are the constant matrices; x(t) ∈ R N ×1 is the state vector; τ are the positive pure delays. The stability analysis of (1) requires to investigate the eigenvalues of (1) that are on the imaginary axis, i.e. s = jω, for some particular delay values (Datko, 1978) . It is these eigenvalues which may cross the imaginary axis at s = jω and may cause stability reversals/switches at those particular delay values which define SSB.
In the case of L = 1, crossing frequency set (CFS) of all ω solutions which generates SSB has finite number of elements. On the other hand when L > 1, the CFS becomes a union of continuous curves (Niculescu, 2001) . Moreover, it is known that the upper bound of this CFS is finite (Hale and Verduyn Lunel, 1993) . Many studies used this idea and swept ω in a range starting from zero up to a conservative upper bound and solved the aforementioned eigenvalue problem numerically to find the corresponding delay values, and ultimately the SSB (Gu et al., 2005; Almodaresi and Bozorg, 2008; Sipahi and Delice, 2009) . Graphical display in these analyses is common practice for checking whether larger ω values reveal any solution.
Computation times in extracting SSB can be significantly shortened with the availability of the precise upper and lower bounds of CFS. The purpose of this paper is to compute these upper ω and lowerω bounds of CFS and to test the necessary and sufficient conditions of DIS in (1). For MTDS, crossing frequency range may exist in multiple distinct intervals, and without knowingω andω, it is hard to assure the capture of [ω,ω] range in a computation. One should be very conservative when choosing the frequency range, however missing an admissible frequency interval may still occur. Missing frequency ranges causes completely misleading and incomplete stability maps due to unconsidered parts of SSB. Moreover, larger crossing frequency values may render SSB closer to the origin of delay space; hence missing large frequency values is detrimental since some regions near the origin which are thought to be stable can be actually unstable. Finding the exact upper and lower bounds of CFS eliminates the aforementioned problems and also prevents unnecessary frequency sweeping.
TDS researchers have studied DIS conditions as well as extraction of stability maps Niculescu and Chen, 1999; . They defined the DIS condition for single delay L = 1 as: (i) A matrix is asymptotically stable and (ii) any vector induced matrix norm ||.||, ||(jωI − A) Chen et al., 2008) and DIS condition is defined based on frequency sweeping conditions. Notice that, characteristic function in (Chen et al., 2008 ) is one of the most complicated problems solved so far, however, a frequency sweeping test to address the DIS condition of (1) does not exist to our best knowledge. Moreover, sweeping frequency to a conservative upper bound for DIS test is cumbersome and time consuming. In contrast, one can check DIS condition of (1) directly without frequency sweeping and graphical display by means of the methodology presented in this paper. This new methodology is in principle able to deliver a single variable polynomial, roots of which declare DIS of (1). In this sense, our approach is practical and more inclusive since (1) has no limitation on the ranks or entries of system matrices.
There are other techniques to test DIS of TDS, however, Kamen (1980) ; Thowsen (1982) ; Hertz et al. (1984) ; Gu et al. (2001) ; Wei et al. (2008) are only applicable for single delay case and Wu and Ren (2004) ; Wang and Hu (1999) are feasible for two delay cases. Notice that in Wu and Ren (2004) , Euler formula is utilized for exponential functions and linearity is preserved since characteristic function has no commensurate degrees; and Wei et al. (2008) transforms frequency sweeping conditions in Hale et al. (1985) to easily testable algebraic conditions by utilizing elimination theory. In all these papers, extensions to L > 2 cases is restrictive due to the fact that the number of available equations is less than the number of unknowns in the stability problem.
Our methodology not only addresses the DIS problem for L > 2, but it is also applicable for specifically considered delay domain which may contain fewer delays than L. This is especially needed since visualization of stability maps is possible only in 2D and 3D domains (Sipahi and Delice, 2009 ). For instance, one can compute lower and upper bounds of CFS in two or three delay domains or check DIS conditions in these pertaining domains for a system with four delays. Moreover, in same cases, computation times needed to extract SSB can be independent of system dimension and the number of delays (Sipahi and Delice, 2009 ). In such cases, the exact upper and lower bounds become dominantly important from numerical efficiency. Therefore, knowledge of lower and upper bounds of CFS shortens the computation time significantly and increases tractability of the stability problem. Consequently, stability maps can be identified without sweeping frequency conservatively.
Notations used in the text are standard. We use bold face font for matrices, vectors and sets. Open right half, open left half and imaginary axis of complex plane C are represented by C + , C − and jR, respectively. R, R + , Z + denotes the set of real numbers, positive real numbers and the set of positive integer numbers, respectively. We use s ∈ C for the Laplace variable;
(s) for the real part of s and (s) for the imaginary part of s. sup stands for supremum of a set; |M| for determinant of a square matrix M and R (p 1 , p 2 ) for resultant of multinomials p 1 (T 1 , T 2 , . . . , T ) and p 2 (T 1 , T 2 , . . . , T ) with eliminating
is the pseudodelay vector; z = e −τ s and c is the commensurate degree of τ . We omit arguments when no confusion occurs.
PRELIMINARIES
Characteristic function of the system in (1) is given by:
where P k are polynomials in terms of s with real coefficients and
Since delays cannot pervade through the highest order derivative of the state, equation (2) represents a retarded class LTI-TDS (Stépán, 1989) . The characteristic function (2) possesses infinitely many roots due to the presence of transcendental terms. Definition 1. For a given τ , MTDS (1) is asymptotically stable if and only if
and (1) is DIS if the condition (3) holds for all τ ∈ R L + ∪ {0}.
Definition 1 is general depiction of asymptotic stability and DIS notion, however verifying condition (3) in (2) for all s ∈ C + ∪ jR and τ ∈ R L + is impossible. Exploiting the continuity property of the roots (Datko, 1978; Niculescu, 2001 ) on C may reduce the difficulty of checking the stability condition. Stability may change only when the roots cross the imaginary axis, since the imaginary axis is the boundary separating the stable, C − , and unstable regions, C + on the C. In other words, stability may change only when (s) = 0. For detecting the stability transitions, one should analyze the characteristic function on the imaginary axis, by setting s = jω, ω ∈ R + . All ω values, where s = jω is a root of (2) for some positive delays, define CFS:
At this point, we can convert the infinite dimensional characteristic function (2) to a finite dimensional characteristic function via the exact Rekasius transformation (Rekasius, 1980) ,
Upon substitution of (5) into (2) and with manipulation to remove the fractions, we obtain the transformed characteristic function:
which is a function of ω and T 1 , . . . , T L only.
Corollary 1.
Let Ω be the CFS of g(ω, T ). The identity Ω ≡ Ω holds. Proof 1. See proof in (Sipahi and Olgac, 2005) .
2 Remark 1. Since Ω ≡ Ω holds, we prefer to study Ω instead of Ω. This is central for the main results below.
Before concluding Section 2, it is helpful to recall a fundamental property, which we need in the proof of Theorem 4. Property 1. (Hale and Verduyn Lunel, 1993) Since the characteristic function (2) is retarded class dynamics, the supremum of the set Ω is always upper bounded. Remark 2. If ω = 0 is a root of (2), then it can be checked and treated by Fazelinia et al. (2007) . In such cases, the lower bound of CFS is automatically zero,ω = 0 which is a trivial case in our development. In this paper, we focus on nontrivial and thus nonzero lower and upper bounds of CFS, Section 3.
MAIN RESULT
In the sequel, we present the theoretical framework which enables a practical and direct computation of the finite lower and upper bounds of CFS. Furthermore, DIS condition naturally arises in the context of our development. For this purpose, we first define the resultant and discriminant, and next present the theorems.
The characteristic equation (6) can be written as:
(7) When (7) holds, its real g and imaginary part g should be concurrently zero:
Now, we utilize the elimination theory to eliminate T L , without loss of generality, from the two polynomials g = 0 and g = 0 (Gelfand et al., 1994) . A 2c L -order Sylvester matrix is constructed by eliminating T L , and its determinant is
(10) When g = 0 and g = 0 polynomials have common zeros, the resultant is zero. Corollary 2. All the T 1 , . . . , T L−1 roots of the resultant are determined by
, and let all T ∈ R L roots of g(ω, T ) = 0 be defined bȳ V = {T ∈ R L | g(ω, T ) = 0}, then it is easy to see that the projections of all the points inV onto T 1 , . . . , T L−1 space are a subset of V. Proof 2. Proof follows from the fact that the singularity of Sylvester's matrix, R L (g , g ) = 0, is a necessary condition for g and g to have common roots.
2
Corollary 3. The following conditions are equivalent:
Proof 3. Invoking the chain rule,
leads to either ∂ω/∂T = 0 or ∂T /∂τ = 0. Using the relationship T = tan(τ ω/2)/ω (Sipahi and Olgac, 2005) , one can compute the derivative of T with respect to τ as
Hence the corollary follows. 2
Next, we provide the definition of discriminant. Definition 2. Let H 1 and H 2 be two polynomials in terms of µ 1 . . . , µ n . Without loss of generality, resultant R n is computed via (10) by eliminating µ n . The resultant of R n and ∂R n /∂µ n−1 is called the discriminant, Sturmfels, 2002) .
After resultant and discriminant concepts, and Corollary 2-3, we can present the theorems which reveal DIS condition as well as the exact upper and lower bounds of CFS.
. . , 1 successively. Minimum and maximum real positive roots of the final discriminant that corresponds to T ∈ R yields the finite and exact lower and upper bounds of crossing frequency set. Proof 4. Minima and maxima occur when derivative of ω with respect to each entry of τ or equivalently T , from Corollary 3, is zero. We resort the implicit function theorem (Courant, 1988) ,
which leads to ∂R L /∂T L−1 = 0 assuming 2 that ∂R L /∂ω = 0. In light of Corollary 2, common solutions are obtained from the resultant of
which leads to
, is a function of ω only and its minimum and maximum real positive roots that corresponds to T ∈ R give rise to exact lowerω and upperω bounds of CFS, respectively. These roots are obviously finite due to Property 1 and finite coefficients of D 1 (Prasolov, 2004) . Theorem 5. MTDS is stable independent of delays in the L-D delay domain if and only if D 1 (ω) in Theorem 4 has no real roots excluding zero, and A + L =1 B is Hurwitz stable. Proof 5. Having no real roots of D 1 indicates CFS is empty set. Since CFS generates SSB, the conditionΩ = ∅ does not yield any SSB or vice versa. As a result, if there is no SSB, whole L-D delay domain exhibits the delay free system's stability behavior which is stable by construction. 2 Remark 3. Let H 1 and H 2 be two polynomials with orders h 1 and h 2 . In order to make the approach more tractable, companion matrix technique can be utilized for elimination of variables (Barnett, 1973) . Since, companion matrix dimension h 1 × h 1 is smaller than Sylvester matrix dimension (h 1 + h 2 ) × (h 1 + h 2 ), computation time can be considerably shortened, and the approach can be further simplified if the resultant is computed by companion matrix technique in each step or in desired steps.
CASE STUDY
Illustrative example in this section is taken from Sipahi et al. (2008) where the system has three delays. Firstly, lower and upper bounds of CFS are computed on 3D delay domain, where α 2k ∈ R and it is omitted for conciseness. From D 1 (ω), it is easy to confirm that Ω 3D ∈ [0.3521, 2.0101]. The calculated Ω 3D coincides with Figure 5 found in the cited work. We also calculate Ω 2D as [0.9573, 1.9747] by taking τ 3 = 1.
Notice that Rekasius substitution is deployed only to z 1 and z 2 when computing Ω 2D . Consequently, it is necessary and sufficient to sweep the frequency from 0.9573 to 1.9747 to extract the stability map in Figure 6a of the cited work. The computation time to compute these bounds by using MAPLE's Resultant routine in MATLAB is approximately 3 seconds.
CONCLUDING REMARKS
A novel approach for revealing exact lower and upper bounds of crossing frequency set (CFS) for the most general linear time invariant multiple time delayed system (MTDS) is developed. The methodology also enables delay independent stability (DIS) test directly without sweeping any parameter or using graphical display. To achieve this with necessary and sufficient conditions, Rekasius substitution and elimination theory are utilized. With our new approach, frequency sweeping algorithms become significantly faster. We demonstrate the effectiveness of the new method in a case study.
