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2 YVES ANDR ´E ET BRUNO KAHN
Index terminologique 145
SUMMARY. For K a field, a Wedderburn K-linear category is a K-linear cate-
gory A whose radical R is locally nilpotent and such that A¯ := A/R is semi-
simple and remains so after any extension of scalars. We prove existence and
uniqueness results for sections of the projection A → A¯, in the vein of the the-
orems of Wedderburn. There are two such results : one in the general case and
one when A has a monoidal structure for whichR is a monoidal ideal. The latter
applies notably to Tannakian categories over a field of characteristic zero, and we
get a generalisation of the Jacobson-Morozov theorem : the existence of a pro-
reductive envelope pRed(G) associated to any affine group scheme G over K
(pRed(Ga) = SL2, and pRed(G) is infinite-dimensional for any bigger unipo-
tent group). Other applications are given in this paper as well as in the note [1] on
motives.
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INTRODUCTION
En alge`bre non commutative, on rencontre d’abord, par ordre de complexite´
croissant, les anneaux semi-simples, puis les anneaux semi-primaires, c’est-a`-dire
les extensions d’un anneau semi-simple par un ide´al nilpotent (le radical). Parmi
ces derniers, le cas ou` l’anneau semi-simple est en fait une alge`bre se´parable est
particulie`rement agre´able puisque, d’apre`s un the´ore`me classique de Wedderburn,
l’extension par le radical se scinde.
Par ailleurs, en renversant la tautologie qui identifie tout anneau a` une cate´go-
rie additive a` un seul objet, on peut conside´rer les cate´gories additives comme des
anneaux a` plusieurs objets. Ce point de vue, popularise´ par B. Mitchell et R. Street,
permet de s’inspirer largement de l’alge`bre non commutative dans les questions
cate´goriques. Comme tous premiers exemples, on obtient la notion d’ide´al, et celle
de radical, d’une cate´gorie additive.
Suivant ce point de vue, le premier the`me de cet article est l’e´tude des cate´gories
semi-primaires, extensions d’une cate´gorie semi-simple par un ide´al ve´rifiant une
condition convenable de nilpotence (cf. de´finition 2.3.1), et de l’analogue cate´gorique
du the´ore`me de Wedderburn. Le second the`me est l’e´tude du radical en pre´sence
d’une structure monoı¨dale. Ces the`mes se rejoignent dans une version monoı¨dale
du the´ore`me de Wedderburn (the´ore`mes 13.2.1 et 15.3.5).
Nous donnons deux applications principales de ces re´sultats. La premie`re est la
construction de l’enveloppe pro-re´ductive pRed(G) d’un groupe alge´brique line´aire
quelconque G en caracte´ristique nulle. Les repre´sentations inde´composables de G
sont en bijection avec les repre´sentations irre´ductibles de pRed(G), et ceci car-
acte´rise pRed(G) si K est alge´briquement clos (proposition 19.3.4). Le prototype
est pRed(Ga) = SL2 (the´ore`me de Jacobson-Morozov). Toutefois, pRed(G) n’est
en ge´ne´ral pas de dimension finie : cela arrive de´ja` pour G = Ga ×Ga. L’existence
meˆme de pRed(G) n’en implique pas moins une se´rie de re´sultats concrets sur les
repre´sentations inde´composables des groupes alge´briques.
La seconde application concerne la cate´gorie des motifs purs construits en termes
d’une e´quivalence ade´quate quelconque (fixe´e) pour les cycles alge´briques. Nous
de´taillerons ailleurs (voir de´ja`
[1]), en nous contentant dans ce texte de bre`ves allusions, notamment dans la
deuxie`me partie. Indiquons ici seulement que l’on s’attend a` ce qu’une telle cate´-
gorie de motifs soit semi-primaire, de radical compatible a` la structure monoı¨dale
(cela de´coulerait de la conjecture de Beilinson-Murre et des conjectures standard de
Grothendieck) ; par ailleurs, nous nous appuyons dans [1] sur notre version monoı¨-
dale du the´ore`me de Wedderburn pour construire inconditionnellement les groupes
de Galois motiviques.
En fait, l’un des projets directeurs de ce travail a e´te´ de se´parer nettement ce qui
dans la the´orie encore largement conjecturale des motifs purs est de nature purement
cate´gorique, et ce qui est de nature ge´ome´trique.
De´crivons plus en de´tail les quatre parties de ce travail.
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Les deux premiers paragraphes (et l’appendice) contiennent une discussion des
notions cate´goriques fondamentales d’ide´al, de radical (note´ radA), semi-simplicite´,
semi-primarite´, etc...
On y introduit la notion de K-cate´gorie de Wedderburn, qui joue un roˆle im-
portant dans la suite (K e´tant un corps) : en supposant pour simplifier l’existence
de biproduits finis, il s’agit d’une cate´gorie A dont les ensembles de morphis-
mes A(A,B) sont des K-espaces vectoriels (la composition e´tant K-line´aire), telle
que les radA(A,A) soient des ide´aux nilpotents des alge`bres d’endomorphismes
A(A,A), et telle que les K-alge`bres (A/radA)(A,A) soient se´parables, i.e. absol-
ument semi-simples.
Cette condition de nilpotence est assez faible, et on montre au §3 qu’on ne peut
gue`re la renforcer sans restreindre conside´rablement le champ d’application de la
the´orie. Dans le cas de cate´gories de modules, l’analyse de ces conditions de nilpo-
tence s’ave`re intimement lie´e a` celle des carquois d’Auslander-Reiten.
Bien que le radical se comporte “mal” en ge´ne´ral par extension des scalaires,
on montre au §4 que la situation est meilleure dans le cas d’une K-cate´gorie de
Wedderburn. Cette premie`re partie se termine par l’e´tude et la comparaison (§5) de
deux notions d’extensions des scalaires pour les K-cate´gories que l’on rencontre
dans la litte´rature.
L’objectif de la seconde partie est d’e´tudier en de´tail le radical d’une cate´go-
rie monoı¨dale syme´trique rigide (i.e. dont les objets ont des duaux). Il se trouve
qu’il n’est pas compatible a` la structure monoı¨dale en ge´ne´ral (un exemple de ce
phe´nome`ne est donne´ par la cate´gorie des repre´sentations de GLp en caracte´ristique
p > 0). Nous comparons chemin faisant le radical au plus grand ide´al propre com-
patible a` la structure monoı¨dale, et analysons le quotient de la cate´gorie par son
radical. Actions du groupe syme´trique, puissances exte´rieures et syme´triques sont
mises en œuvre dans cette optique. Nous nous sommes largement inspire´s du re´cent
travail de Kimura [32] sur les motifs de Chow “de dimension finie”.
On montre que le radical d’une cate´gorie tannakienne sur un corps de caracte´-
ristique nulle est toujours monoı¨dal, et qu’une telle cate´gorie est toujours de Wed-
derburn. Les the´ore`mes 8.2.2 et 8.2.4 de ce paragraphe, beaucoup plus ge´ne´raux,
contiennent une version abstraite des re´sultats de Jannsen sur les motifs nume´riques
et de Kimura sur les motifs de Chow [25, 32]. Une attention particulie`re a e´te´ porte´e
aux variantes Z/2-gradue´es, en vue des applications aux motifs. En particulier, nous
faisons le lien entre la the´orie de Kimura [32] et la question de l’alge´bricite´ des
projecteurs de Ku¨nneth pairs (the´ore`me 9.2.1). Notre re´sultat le plus abouti est le
the´ore`me suivant : si on de´finit une cate´gorie de Kimura comme e´tant une cate´go-
rie K-line´aire pseudo-abe´lienne monoı¨dale syme´trique rigide, ou` K est un corps de
caracte´ristique ze´ro, dont tout objet est de dimension finie au sens de Kimura (voir
section 9), on a (the´ore`me 9.2.2) :
The´ore`me 1. Toute cate´gorie de Kimura A est de Wedderburn. Son radical R est
monoı¨dal, et la cate´gorie quotient A/R est semi-simple tannakienne, apre`s change-
ment convenable de la contrainte de commutativite´.
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La troisie`me partie de´bute sur le rappel d’une version cate´gorique, due a` Mitchell,
de la cohomologie de Hochschild ; elle nous sert a` prouver le point a) de l’analogue
cate´gorique suivant du the´ore`me de Wedderburn-Malcev (cf. the´ore`mes 12.1.1, 13.2.1
et 15.3.5).
The´ore`me 2. a) SoitA uneK-cate´gorie de Wedderburn, et soit π : A→ A/rad(A)
le foncteur de projection. Alors π admet une section fonctorielle. Deux telles sec-
tions sont conjugue´es.
b) Si A est monoı¨dale avec End(1) = K , et si le radical est compatible a` la struc-
ture monoı¨dale (de sorte que π est un foncteur monoı¨dal), π admet une section
monoı¨dale. Deux telles sections sont conjugue´es par un isomorphisme monoı¨dal.
c) Si enfin A est syme´trique, toute section monoı¨dale est syme´trique (c’est-a`-dire
respecte les tressages) a` condition que carK 6= 2.
La preuve de b), tre`s technique, se trouve au §13. Elle utilise aussi la cohomologie
de Hochschild pour l’alge`bre libre sur les objets de la cate´gorie. Ainsi, a) repose
essentiellement sur le fait qu’une K-alge`bre se´parable est de dimension 0 (au sens
de [11, ch. IX, §7]), tandis que b) repose sur le fait qu’une K-alge`bre libre est de
dimension 1. . .
La compatibilite´ des sections monoı¨dales a` des tressages, dont il s’agit au point
c) du the´ore`me 2, est e´tudie´e en de´tail au §15. Elle n’est pas automatique ; toute-
fois, en caracte´ristique diffe´rente de 2, si le tressage re´siduel est syme´trique, son
image par toute section monoı¨dale s donne lieu a` un tressage syme´trique canonique
sur A, inde´pendant du choix de s et qui ne coı¨ncide avec le tressage originel que
si celui-ci e´tait syme´trique. Ceci s’applique notamment, en caracte´ristique ze´ro, a`
la quantification de Drinfeld-Cartier d’une cate´gorie monoı¨dale syme´trique munie
d’un tressage infinite´simal (exemple 15.3.6).
Le the´ore`me 2 s’applique en particulier aux cate´gories de Kimura, en vertu du
the´ore`me 1 (cf. the´ore`me 16.1.1).
Au §14, on confe`re une structure ge´ome´trique aux constructions pre´ce´dentes :
groupoı¨des pro-unipotents des sections (resp. des sections monoı¨dales).
La dernie`re partie explore les conse´quences des re´sultats pre´ce´dents en the´orie
des repre´sentations.
Le §18 est consacre´ a` l’e´tude de A/rad(A), lorsque A est la cate´gorie des re-
pre´sentations d’un sche´ma en groupes affine G (par exemple un groupe alge´brique
line´aire) sur un corps K de caracte´ristique nulle. On peut conclure des re´sultats
pre´ce´dents queA/rad(A) est e´quivalente a` cate´gorie des repre´sentations d’un sche´-
ma en groupes pro-re´ductif pRed(G) contenant G.
Il est plus technique de rendre cette construction canonique. La question se sim-
plifie si l’on travaille, comme au §19, dans la cate´gorie GaffK dont les objets sont
les K-groupes affines et les morphismes G → H sont donne´s par les ensembles
quotients de HomK(G,H) par la relation d’e´quivalence ∼ telle que f ∼ g s’il ex-
iste h ∈ HK tel que g = hfh−1. Soit GredK la sous-cate´gorie pleine forme´e des
groupes pro-re´ductifs. Alors (cf. the´ore`me 19.3.1) :
The´ore`me 3. Le foncteur d’inclusion GredK → GaffK admet un adjoint (et quasi-
inverse) a` gauche : G 7→ pRed(G).
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On en de´duit une se´rie de re´sultats concrets concernant d’une part la structure
des groupes alge´briques, et d’autre part les repre´sentations inde´composables des
groupes alge´briques.
L’une de ces applications concerne la notion d’enveloppe re´ductive d’un sous-
groupe ferme´ d’un groupe re´ductif, i.e. de sous-groupe re´ductif interme´diaire mini-
mal. On a (cf. the´ore`me 20.1.3)
The´ore`me 4. Deux enveloppes re´ductives de G dans H sont toujours conjugue´es
par un e´le´ment de h ∈ H(K) commutant a` G.
Dans un paragraphe ante´rieur, on examine l’avatar non monoı¨dal, plus simple, de
ces constructions, ce qui me`ne a` la notion d’enveloppe semi-simple d’une alge`bre
profinie (sur un corps parfait). Ces enveloppes sont intimement lie´es aux alge`bres
d’Auslander. Nous les calculons dans le cas des alge`bres he´re´ditaires de dimension
finie.
Enfin, dans un appendice, nous donnons pour me´moire diverses caracte´risations
des cate´gories semi-simples, dont la plupart sont sans doute bien connues des spe´cia-
listes.
Les auteurs se sont beaucoup amuse´s a` e´crire cet article, dont l’e´laboration s’est
re´ve´le´e jusqu’au bout pleine de rebondissements. Ils craignent que ce coˆte´ ludique
n’e´chappe aux lecteurs. Ils espe`rent ne´anmoins que ceux-ci prendront plaisir a` lire
l’e´nonce´ de certains the´ore`mes.
Post-scriptum. Apre`s la soumission de cet article, nous avons appris que Peter
J. O’Sullivan avait introduit et e´tudie´ les cate´gories que nous avons baptise´es ca-
te´gories de Kimura au §9 de manie`re inde´pendante, sous le nom de cate´gories
semi-positives. Il a obtenu la plupart des re´sultats du §9, et bien plus, a` l’exception
toutefois du the´ore`me de nilpotence 9.1.14. Ne´anmoins, il a pu utiliser ses re´sultats
pour obtenir une de´monstration du the´ore`me 2 ci-dessus dans le cas particulier des
cate´gories de Kimura (qu’il faudrait maintenant rebaptiser cate´gories de Kimura-
O’Sullivan), totalement diffe´rente de la noˆtre et beaucoup plus ge´ome´trique. Il a
ainsi de´montre´ l’existence des enveloppes pro-re´ductives de manie`re inde´pendante
de notre travail [44].
Par ailleurs, O’Sullivan a apporte´ une re´ponse comple`te a` notre question 19.7.2 :
voir son appendice dans cet article.
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I. Radicaux et nilpotence
L’objectif de cette partie est l’e´tude des cate´gories qui sont extensions d’une cate´go-
rie additive semi-simple par un “ide´al” (localement) nilpotent. Comme en alge`bre
non commutative, la notion de radical joue ici un roˆle de premier plan. On e´tudie
aussi ce qui lui arrive par extension des scalaires.
1. IDE´AUX ET RADICAUX
Soit K un anneau commutatif unitaire. Pour pre´venir les paradoxes ensemblistes,
il est utile de fixer de`s a` pre´sent un univers U (contenant K). Les ensembles d’objets
et de fle`ches d’une petite cate´gorie se trouvent donc dans U .
1.1. K-cate´gories, cate´gories K-line´aires et K-cate´gories pseudo-abe´liennes.
Par K-cate´gorie, nous entendons une cate´gorie telle que pour tout couple d’ob-
jets (A,B), les morphismes de A vers B forment un K-module A(A,B), et que la
composition des morphismes soit K-line´aire (pour K = Z, on dit aussi cate´gorie
pre´-additive).
Un K-foncteur entre deux K-cate´gories est un foncteur K-line´aire (sur les K-
modules de morphismes).
´Etant donne´ deux objets A,A′ ∈ A, un biproduit de (A,A′) est un syste`me
(C, i, i′, p, p′), avec C ∈ A, i ∈ A(A,C), i′ ∈ A(A′, C), p ∈ A(C,A), p′ ∈
A(C,A′), le tout ve´rifiant les identite´s
(1.1) pi = 1A, p′i′ = 1B , ip+ i′p′ = 1C .
Un tel biproduit, s’il existe, est a` la fois un produit et un coproduit et est de´termine´
a` isomorphisme unique pre`s. On dit que A est K-line´aire si tout couple (A,A′)
d’objets de A admet un biproduit. Le choix d’un tel biproduit pour chaque couple
d’objets (A,A′) d’une petite cate´gorie K-line´aire A de´finit alors un K-foncteur
⊕ : A×A → A, de´termine´ a` isomorphisme naturel unique pre`s, qui fait de A une
cate´gorie monoı¨dale syme´trique (l’unite´ e´tant l’objet nul).
D’apre`s une variante de [36, ch. VIII, prop. 4], un foncteur T : A → B entre
deux cate´gories K-line´aires est un K-foncteur si et seulement s’il transforme un
biproduit en un biproduit. Si on s’est donne´ des biproduits ⊕ sur A et B, il existe
alors un isomorphisme naturel canonique ⊕ ◦ (T, T ) ∼= T ◦ ⊕.
Enfin, une K-cate´gorie A est pseudo-abe´lienne si tout projecteur a un noyau (et
une image) : pour tout objet A ∈ A et tout e´le´ment e ∈ A(A,A) ve´rifiant e2 = e,
il existe un objet B ∈ A et un morphisme f : B → A tel que f soit un noyau de
(0, e). Si (C, g) est un noyau de 1− e, le morphisme f∐ g : B ⊕C → A est alors
un isomorphisme.
Toute K-cate´gorie abe´lienne est K-line´aire et pseudo-abe´lienne.
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1.1.1. Remarque. La terminologie varie suivant les auteurs. Ainsi, Saavedra [53,
I.0.1.2] appelle cate´gorie K-line´aire ce que nous appelons K-cate´gorie. De meˆme,
une cate´gorie pseudo-abe´lienne est souvent appele´e karoubienne1.
On a les de´finitions suivantes, e´troitement lie´es aux pre´ce´dentes :
1.1.2. De´finition. Une sous-cate´gorie pleine B d’une K-cate´gorie A est
(i) e´paisse si elle est stable par facteur directs (repre´sentables dans A) ;
(ii) localisante si elle est e´paisse et stable par sommes directes quelconques
(repre´sentables dans A).
1.1.3. Sorite. Soient A,B deux K-cate´gories et T, T ′ deux K-foncteurs de A vers
B. Soit u : T ⇒ T ′ une transformation naturelle. Alors, pour tout biproduit A⊕B
dans A, on a
uA⊕B = uA ⊕ uB
modulo les isomorphismes naturels T (A⊕B) ≃ T (A)⊕ T (B). 
1.2. Comple´tions. ´Etant donne´ une K-cate´gorie A, on peut former son enveloppe
K-line´aire A⊕ (adjonction de sommes directes finies, cf. [30, §2]), son enveloppe
pseudo-abe´lienne A♮ (scindage d’idempotents, cf. [38, §1,§11]), et son enveloppe
K-line´aire pseudo-abe´lienne A⊕♮ (parfois appele´e comple´tion projective, ou de
Cauchy, ou de Karoubi. . . ), formant un carre´ de sous-cate´gories pleines
(1.2)
A⊕
ր ց
A A⊕♮.
ց ր
A♮
Pour re´fe´rence, rappelons les constructions de A⊕ et de A♮ :
1.2.1. A⊕. Les objets sont des suites finies (A1, A2, . . . , An) d’objets deA, note´es
A1 ⊕A2 ⊕ · · · ⊕An [30, §2]. Les morphismes entre A1 ⊕A2 ⊕ · · · ⊕An et A′1 ⊕
A′2 ⊕ · · · ⊕ A′m sont donne´s par les matrices dont le coefficient d’ordre (i, j) est
dans A(Ai, A′j) (se composant selon la re`gle usuelle).
Cette construction est 2-covariante enA : un foncteur T : A → B e´tant donne´, on
lui associe foncteur T⊕ : A⊕ → B⊕ construit sur T composante par composante. Il
est donc “strictement additif” par de´finition : l’isomorphisme canonique T⊕(X) ⊕
T⊕(Y ) = T⊕(X ⊕ Y ) est l’identite´ pour tout couple d’objets (X,Y ) de A⊕. De
meˆme, a` une transformation naturelle u : T ⇒ T ′ correspond une transformation
naturelle u⊕ : T⊕ ⇒ T ′⊕ sur le mode`le du sorite 1.1.3.
1Cette notion n’est pas spe´cifiquement additive, cf. par exemple [53, VI.4.1.2.1].
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1.2.2. A♮. Les objets sont les couples (A, e) avec A ∈ A et e ∈ A(A,A) ve´rifiant
e2 = e. Pour un autre tel couple (B, f), on pose
A♮((A, e), (B, f)) = fA(A,B)e ⊂ A(A,B).
Les morphismes se composent de manie`re e´vidente. Cette construction est
e´galement 2-covariante en A (T ♮(A, e) = (T (A), T (e)), u♮(A,e) = T ′(e)uAT (e)).
1.2.3. Proprie´te´s universelles. Les deux constructions ci-dessus ont des proprie´te´s
universelles. Quitte a` introduire des 2-cate´gories, on peut les interpre´ter comme
des adjoints a` gauche. Soit {K} la 2-cate´gorie dont les objets sont les petites K-
cate´gories, les 1-morphismes les K-foncteurs et les 2-morphismes les transforma-
tions naturelles. Soient {K}⊕, {K}♮, {K}⊕♮ les sous-2-cate´gories pleines de {K}
(meˆmes 1-morphismes et meˆmes 2-morphismes) forme´es des cate´gories K-line´ai-
res, pseudo-abe´liennes et K-line´aires pseudo-abe´liennes. Alors :
1.2.1. Sorite. a) Pour tout couple de petites K-cate´gories (A,B), avecBK-line´aire,
les foncteurs de restriction
{K}⊕(A⊕,B)→ {K}(A,B)
{K}♮(A♮,B)→ {K}(A,B)
sont pleinement fide`les et surjectifs. De plus, pour tout T ∈ {K}(A,B), la fibre de
T est un groupoı¨de a` groupes d’automorphismes triviaux.
b) Pour tout couple de petites K-cate´gories (A,B), les foncteurs
{K}(A,B)→ {K}⊕(A⊕,B⊕)
{K}(A,B)→ {K}♮(A♮,B♮)
sont pleinement fide`les (mais pas essentiellement surjectifs en ge´ne´ral). 
(Le fait que les foncteurs conside´re´s en a) ne soient pas bijectifs sur les objets
provient des choix possibles de biproduits et de noyaux.)
1.3. Alge`bres a` plusieurs objets. Dans cet article, nous adoptons le point de vue
de B. Mitchell [38] et conside´rons les K-cate´gories comme des “K-alge`bres (asso-
ciatives) a` plusieurs objets”.
Suivant ce point de vue, un ide´al (bilate`re) I d’une K-cate´gorie A est la donne´e,
pour tout couple d’objets (A,B), d’un sous-K-module de I(A,B) ⊂ A(A,B)
tel que pour tout couple de morphismes (f ∈ A(A,A′), g ∈ A(B,B′)), on ait
gI(A′, B)f ⊂ I(A,B′).
On peut alors former la K-cate´gorie quotient A/I (qui a les meˆmes objets que
A). SiA = ⊕Ai, B = ⊕Bj , alors I(A,B) s’identifie canoniquement a`⊕i,jI(Ai, Bj).
1.3.1. Exemple. SiX est un ensemble d’objets deA, stable par biproduit, la famille
d’ensembles
IX(A,B) = {f ∈ A(A,B) | f se factorise a` travers un objet de X}
est un ide´al de A. Le quotient A/I est souvent note´ A/X.
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On a une notion e´vidente d’ide´al produit (resp. somme, resp. intersection) de
deux ide´aux I · J (resp. I + J , resp. I ∩ J ). On prendra toutefois garde de ne
pas confondre les ide´aux (I · J )(A,A) = {∑ f ◦ g,B ∈ ObA, f ∈ A(B,A), g ∈
A(A,B)} et I(A,A) · J (A,A) de la K-alge`bre A(A,A).
Le noyau d’un K-foncteur est l’ide´al KerT de A forme´ des morphismes que T
annule ; T induit une K-e´quivalence entre le quotient A/KerT et une sous-cate´go-
rie non pleine de B.
1.3.2. Lemme. Supposons AK-line´aire. Soient I,J deux ide´aux deA. Supposons
que I(A,A) ⊂ J (A,A) pour tout objet A de A. Alors I ⊂ J .
De´monstration. Soient A,B ∈ A. On aA(A⊕B,A⊕B) = A(A,A)⊕A(A,B)⊕
A(B,A)⊕A(B,B). En utilisant les injections de A et B dans A⊕B et les projec-
tions de A ⊕ B sur A et B, on voit que A(A,B) ∩ I(A⊕B,A ⊕ B) = I(A,B),
et de meˆme pour J . Le lemme en re´sulte. 
Notons K-Mod la cate´gorie K-line´aire des K-modules.
1.3.3. De´finition. Un A-module (a` gauche) est un K-foncteur M : A → K-Mod.
Il est dit fini si tous les M(A) sont de type fini sur K .
Les A-modules (resp. les A-modules finis) forment une cate´gorie abe´lienne K-
line´aire, note´e A–Mod 2 (resp. A–Modf ). Tout K-foncteur F : A → B induit
par composition des K-foncteurs en sens inverse F ∗ : B–Mod → A–Mod et
F ∗ : B–Modf → A–Modf .
Nous aurons aussi besoin de la notion suivante :
1.3.4. De´finition. Soit A ∈ A. Un A-ide´al a` gauche de A est la donne´e, pour tout
B ∈ A, d’un sous-K-module I(B) de A(A,B), telle que la famille des I(B) soit
stable par composition a` gauche.
On a une notion e´vidente d’ide´al a` gauche somme (resp. intersection) de deux
ide´aux a` gauche.
Pour tout A ∈ A, notons AA le foncteur B 7→ A(A,B). Ceci de´finit un K-
foncteur contravariant
YA : Ao → A–Mod
A 7→ AA.
Pour que l’image de YA soit contenue dans A–Modf , il faut et il suffit que
A(A,B) soit un K-module de type fini pour tous A,B ∈ A. De ce point de vue, un
A-ide´al a` gauche n’est autre qu’un sous-objet de AA.
On a dualement les cate´gories Mod–A et Modf–A des A-modules a` droite3 et
des A-modules a` droite finis (contravariants), ainsi que les A-ide´aux a` droite. On a
le K-foncteur covariant
AY : A→Mod–A
A 7→ AA : B 7→ A(B,A).
2Notation compatible a` la pre´ce´dente si l’on conside`re K comme cate´gorie a` un seul objet.
3C’est celle conside´re´e par Street [57].
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1.3.5. De´finition. Un objet X d’une cate´gorie C est compact si le foncteur Y 7→
C(X,Y ) commute aux limites inductives quelconques (repre´sentables dans C).
Le re´sultat suivant est bien connu (par exemple [36, III.2 et III.7], [57]) :
1.3.6. Proposition. a) Pour tout A ∈ A et tout M ∈Mod–A, l’homomorphisme
Mod–A(AA,M)→M(A)
f 7→ f(1A)
est bijectif.
b) Le foncteur AY est pleinement fide`le. Un module appartenant a` son image es-
sentielle est dit repre´sentable.
c) La cate´gorie Mod–A est stable par limites inductives et projectives quelconques.
d) Tout objet M de Mod–A est limite inductive d’objets repre´sentables.
e) Si A est stable par limites inductives quelconques, le foncteur AY admet un ad-
joint a` gauche lim−→ :Mod–A → A, qui en est aussi un inverse a` gauche.f) Pour tout objet M de Mod–A, les conditions suivantes sont e´quivalentes :
(i) M est compact.
(ii) Pour tout syste`me inductif (Ni)i∈I d’objets deMod–A indexe´ par une petite
cate´gorie I , l’homomorphisme
lim−→Mod–A(M,Ni)→Mod–A(M, lim−→Ni)
est surjectif.
(iii) M est facteur direct d’une somme directe d’objets repre´sentables4.
De plus, M est projectif.
Rappelons rapidement la de´monstration, pour la commodite´ du lecteur. Dans
a) (lemme de Yoneda enrichi), l’application inverse est donne´e par m 7→ (f 7→
M(f)m). b) en re´sulte imme´diatement. c) est clair, puisque K–Mod a la meˆme
proprie´te´ : les limites se calculent “argument par argument”.
Pour voir d), on conside`re la cate´gorie C dont les objets sont les couples (A, x)
avec A ∈ A et x ∈ M(A), un morphisme (A, x) → (B, y) e´tant un morphisme
f ∈ A(A,B) tel que M(f)(x) = y : par a), le syste`me inductif
T : C →Mod–A
(A, x) 7→ AA
s’envoie vers M et on ve´rifie que lim−→T →M est un isomorphisme.
On de´duit e) de d) comme suit : soit M ∈Mod–A. ´Ecrivons M = lim−→AAi : onde´finit alors lim−→M = lim−→Ai. On utilise b) pour montrer que ce foncteur est biende´fini et pour ve´rifier sa proprie´te´ d’adjonction.
On de´duit e´galement f) de a) et d) comme suit : (iii) =⇒ (i) re´sulte imme´diatement
de a). (i) =⇒ (ii) est e´vident. Pour voir que (ii) =⇒ (iii), soit M un objet ve´rifiant
(ii) : e´crivons M = lim−→i∈I AAi , ou` I est une petite cate´gorie. Il existe alors un
4SiA est K-line´aire pseudo-abe´lienne, cette condition e´quivaut au fait que M soit repre´sentable.
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ensemble fini I0 d’objets de I tel que l’identite´ : M → M se factorise a` travers⊕
i∈I0
AAi .
Enfin, la dernie`re assertion re´sulte du lemme A.1.2. 
1.3.7. Remarques.
a) On laisse au lecteur le soin d’obtenir les e´nonce´s correspondants pourA–Mod,
en remplac¸ant A par Ao.
b) On dit qu’un objet M ∈ Mod–A est de pre´sentation finie si le foncteur
MMod–A commute aux limites inductives filtrantes. (Comme il est additif,
il commute alors aussi aux sommes directes quelconques.) On se gardera de
confondre cette notion avec celle d’objet compact, qui est plus restrictive.
On peut montrer que M est de pre´sentation finie si et seulement s’il s’inse`re
dans une suite exacte
P1 → P0 →M → 0
ou` P1 et P0 sont compacts.
Voici une re´ciproque de la proposition 1.3.6 :
1.3.8. Proposition. Soit A une cate´gorie abe´lienne stable par limites inductives
quelconques. Notons Acomp la sous-cate´gorie pleine de ses objets compacts. Sup-
posons Acomp dense dans A, c’est-a`-dire que tout objet de A est limite inductive
d’objets de Acomp. Alors le foncteur “de Yoneda”
A →Mod–Acomp
A 7→ (AA : C 7→ A(C,A))
est une e´quivalence de cate´gories.
De´monstration. La pleine fide´lite´ se de´montre comme dans le lemme de Yoneda
enrichi : Si A ∈ A est limite inductive d’objets compacts Ci et M ∈Mod–Acomp,
l’homomorphisme
Mod–Acomp(AA,M)→ lim←−M(Ci)
f 7→ (f(ιi))
ou` ιi est le morphisme Ci → A, est un isomorphisme d’inverse (mi) 7→ (g 7→
M(gi)mi) pour C ∈ Acomp et g ∈ A(C,A) = lim−→A(C,Ci) e´crit sous la forme
ιi ◦ gi pour i assez grand. On en de´duit que, pour A,B ∈ A,
Mod–Acomp(AA,AB) ∼→ lim←−AB(Ci) = lim←−A(Ci, B) = A(A,B).
Pour l’essentielle surjectivite´, on utilise le fait queAcomp est dense dansMod–Acomp
d’apre`s la proposition 1.3.6 d). 
La construction A 7→ YA n’est pas 2-fonctorielle en A. Par contre :
1.3.9. Corollaire (cf. [57, p. 140]). Soit F : A → B un K-foncteur. Alors F ∗ :
B–Mod → A–Mod est une e´quivalence de cate´gories si et seulement si F⊕♮ est
une e´quivalence de cate´gories. On dit alors que F est une e´quivalence de Morita.
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De´monstration. Cela re´sulte imme´diatement de la proposition 1.3.6 f). 
1.3.10. Lemme. Soit A ∈ A ; notons encore A son image dans A⊕, A♮ et A⊕♮.
Alors
a) Il y a bijection entre les A-ide´aux a` gauche dans A, A⊕, A♮ et A⊕♮.
b) Il y a bijection entre les ide´aux (bilate`res) dans A, A⊕, A♮ et A⊕♮.
c) Pour tout ide´al I de A, notons I⊕ l’ide´al correspondant de A⊕. Alors on a un
isomorphisme canonique A⊕/I⊕ = (A/I)⊕.
d) Pour tout ide´al I de A, notons I♮ l’ide´al correspondant de A♮. Alors on a un
foncteur canonique pleinement fide`le A♮/I♮ → (A/I)♮. C’est un isomorphisme
si et seulement si les idempotents des alge`bres d’endomorphismes (A/I)(A,A) se
rele`vent en des idempotents des alge`bres d’endomorphismes A(A,A).
De´monstration. a) : Cela re´sulte imme´diatement de l’interpre´tation des A-ide´aux a`
gauche comme e´tant les sous-modules du A-module a` gauche AA : B 7→ A(A,B)
et du fait que le carre´ (1.2) induit un carre´ d’e´quivalences de cate´gories (corollaire
1.3.9) :
A⊕–Mod
ր ց
A–Mod A⊕♮–Mod.
ց ր
A♮–Mod
b) : voir [57, prop. 2]
c) est imme´diat.
d) : pour tout couple d’objets (A, e), (A, e′) de A♮, on a
A♮((A, e), (A′, e′)) = e′A(A,A′)e
et
I♮((A, e), (A′, e′)) = e′I(A,A′)e.
On a donc
A♮/I♮((A, e), (A′, e′)) = e¯′((A/I)♮(A,A′))e¯ = (A/I)♮((A, e¯), (A′, e¯′))
ou` e¯, e¯′ de´signent les images de e et e′ modulo I . Le foncteur (A, e) 7→ (A, e¯) est
donc pleinement fide`le. L’hypothe`se de rele`vement des idempotents e´quivaut a` dire
qu’il est bijectif sur les objets. 
1.4. Radical. On de´montre [30] que
rad(A)(A,B) =
{f ∈ A(A,B) | pour tout g ∈ A(B,A), 1A − gf est inversible}
de´finit un ide´al rad(A) de A.
1.4.1. De´finition. Cet ide´al s’appelle le radical de A.
SiA est une K-alge`bre, vue comme K-cate´gorie a` un seul objet, on retrouve une
de´finition du radical de Jacobson.
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1.4.2. Remarque. Un autre radical a e´te´ introduit dans la the`se de Gabriel [16]
(c’est celui qui est e´voque´ dans [10]) :
rad′(A)(A,B) = {f ∈ A(A,B) | pour tout g ∈ A(B,A), gf est nilpotent}.
On pourrait donc parler de radical de Gabriel et de radical de Kelly (le dernier
e´tant une version cate´gorique du radical de Jacobson. . . ) On a e´videmment rad′(A) ⊂
rad(A), avec e´galite´ si et seulement si, pour tout A ∈ A, rad(A)(A,A) est un
nilide´al.
La caracte´risation suivante de rad′ est parfois utile :
1.4.3. Lemme. Soit H : A → ProjfL un foncteur K-line´aire de A vers la ca-
te´gorie des L-modules projectifs de type fini, ou` L est une K-alge`bre. Alors, pour
(A,B) ∈ A×A, on a
rad′A(A,B) ⊂ {f ∈ A(A,B) | ∀g ∈ A(B,A), trH(gf) = 0},
avec e´galite´ si H est fide`le et L est de caracte´ristique 0.
De´monstration. L’inclusion ⊂ est claire, puisque la trace d’un endomorphisme
nilpotent est nulle. Pour l’inclusion oppose´e, soit f un e´le´ment du second mem-
bre. Alors, pour tout g ∈ A(B,A) et tout n ≥ 1, on a
trH(gf)n = trH((gf)n) = tr((gf)n−1gf) = 0.
Comme L est de caracte´ristique 0, cela implique que H(gf) est nilpotent, donc
e´galement gf par fide´lite´. 
1.4.4. Proposition. a) Le radical est le plus grand ide´al rad(A) tel que
rad(A)(A,A) soit contenu (resp. coı¨ncide) avec le radical de Jacobson deA(A,A)
pour tout objet A.
b) C’est aussi le plus grand ide´al de A tel que le foncteur quotient A → A/rad(A)
soit conservatif, i.e. refle`te les isomorphismes. Ce foncteur refle`te aussi re´tractions
et core´tractions5.
Voir [30, th. 1], [38, §4], [57, prop. 6]. On voit tout de suite que la notion de
radical est auto-duale.
1.4.5. Corollaire. Les radicaux des cate´gories A,A⊕,A♮ et A⊕♮ se correspondent
par les bijections du lemme 1.3.10 b).
De´monstration. Cela de´coule du point a) de la proposition 1.4.4. 
1.4.6. De´finition. Soit T : A → B un K-foncteur entre deux K-cate´gories. Alors
T est dit radiciel si T (rad(A)) ⊂ rad(B).
1.4.7. Lemme. Si T est plein, il est radiciel. D’autre part, si T est conservatif, on
a T−1(rad(B)) ⊂ rad(A).
Si T est radiciel et conservatif, on a T−1(rad(B)) = rad(A). Si T est meˆme plein,
T (rad(A)) est e´gal a` la restriction de rad(B) a` T (A).
5Rappelons qu’une re´traction (resp. core´traction) est un morphisme inversible a` droite (resp. a`
gauche) ; on dit aussi e´pimorphisme scinde´ (resp. monomorphisme scinde´).
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De´monstration. Le premier point de´coule imme´diatement du point a) de la
proposition 1.4.4. Prouvons le second : soit f ∈ A(A,B) tel que T (f) ∈
rad(B)(T (A), T (B)). Alors pour tout g ∈ A(B,A), 1T (A) − T (g) ◦ T (f) est in-
versible. Donc 1A − g ◦ f est inversible puisque T est conservatif. Prouvons la
dernie`re assertion : T radiciel =⇒A ⊂ T−1T (rad(A)) ⊂ T−1(rad(B)), et T con-
servatif =⇒ T−1(rad(B)) ⊂ rad(A), d’ou` T−1(rad(B)) = rad(A). Si T est plein,
la dernie`re assertion en de´coule. 
1.4.8. Mise en garde. a) Si T est conservatif, l’inclusion T−1(rad(B)) ⊂ rad(A)
devient fausse en ge´ne´ral si l’on remplace les radicaux par leurs puissances n-ie`mes,
n > 1 (meˆme si T est pleinement fide`le).
b) Il de´coule du premier point du lemme que pour tout ide´al I de A, rad(A/I)
contient l’image de rad(A) dans A/I (la projection T : A → A/I est un foncteur
plein) ; mais il en est en ge´ne´ral distinct si I 6⊂ rad(A) (exemple : Z→ Z/4Z).
1.4.9. Lemme. Soit A une K-cate´gorie, et soit S un objet de A tel que A(S, S)
soit un corps (par exemple un objet simple dans un cate´gorie abe´lienne). Soit A un
objet quelconque de A. Alors tout morphisme f ∈ A(S,A) qui n’est pas dans le
radical est une core´traction, et tout morphisme g ∈ A(A,S) qui n’est pas dans le
radical est une re´traction. Si en outre A(S, S) = K , alors
rad(A)(S,A) = {f ∈ A(S,A),∀g ∈ A(A,S), g ◦ f = 0}.
De´monstration. Par de´finition du radical, il existe h ∈ A(A,S) tel que 1S − hf
ne soit pas inversible dans A(S, S). CommeA(S, S) est un corps, ceci entraıˆne que
1S = hf . Pour g on raisonne dualement.
Prouvons la dernie`re assertion. Tout f ∈ A(S,A) tel que g ◦ f = 0 pour tout g ∈
A(A,S) n’est pas une core´traction, donc appartient au radical. Re´ciproquement, si
f ∈ rad(A)(S,A), alors, par de´finition, l’e´le´ment 1 − g ◦ f de K est inversible,
c’est-a`-dire non nul, pour tout g ∈ A(A,S) par de´finition. Comme g peut eˆtre
multiplie´ par toute constante de K , ceci entraıˆne g ◦ f = 0. 
2. CATE´GORIES DE WEDDERBURN
Dans ce paragraphe, on suppose que K est un corps.
2.1. Cate´gories semi-simples.
2.1.1. De´finition. Une K-cate´gorie est dite semi-simple si tout A-module a` gauche
est semi-simple.
Cette notion est manifestement Morita-invariante. En particulier, elle est stable
par passage a` A⊕,A♮,A⊕♮. Elle a e´te´ e´tudie´e dans [35], [38, §4] et [57]6. Pour la
commodite´ du lecteur, nous avons donne´ en appendice un expose´ des nombreuses
caracte´risations des cate´gories semi-simples, et quelques contre-exemples. Nous en
extrayons la proposition suivante :
6Prendre garde a` la terminologie : les notions de semi-simplicite´ utilise´es dans [35] et dans [57]
sont plus faibles.
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2.1.2. Proposition. SoitA une (petite) cate´gorie K-line´aire. Les conditions suivan-
tes sont e´quivalentes :
a) A est semi-simple,
b) rad(A) = 0 et pour tout A ∈ A, A(A,A) est un anneau artinien,
c) pour tout objet A, A(A,A) est une K-alge`bre semi-simple7.
Sous ces conditions, A est abe´lienne si et seulement si elle est pseudo-abe´lienne.
En particulier, la notion de semi-simplicite´ est auto-duale, et stable par quotient
par tout ide´al. Voir [38, §4] ou l’appendice de ce travail.
En particulier, si A est semi-simple (non ne´cessairement K-line´aire ni pseudo-
abe´lienne), on a ExtiA(M,N) = 0 pour tout couple (M,N) de A-modules et tout
i > 0.
2.1.3. Lemme. Toute sous-cate´gorie pleine B d’une K-cate´gorie semi-simple A
est semi-simple. De plus, si A et B sont K-line´aires pseudo-abe´liennes, il existe
une unique sous-cate´gorie pleine C de A telle que A = B∐ C (cf. de´finition A.2.2
c)).
De´monstration. Par invariance de Morita, on se rame`ne imme´diatement au cas ou`
A et B sont K-line´aires pseudo-abe´liennes. La premie`re assertion re´sulte alors de la
caracte´risation c) de la proposition 2.1.2. Pour voir la deuxie`me, notons S(A) (resp.
S(B)) l’ensemble des classes d’isomorphismes (types) d’objets simples de A (resp.
de B). Il est clair que les objets de B sont les sommes directes d’objets simples
de type appartenant a` B. La cate´gorie C est alors la cate´gorie des sommes directes
d’objets simples de A de type appartenant a` S(A)− S(B). 
2.1.4. Mise en garde. Dans le lemme 2.1.3, si A est monoı¨dale et si B est une
sous-cate´gorie monoı¨dale de A, il n’est pas vrai en ge´ne´ral que C soit monoı¨dale.
Le lemme suivant est a` mettre en regard de 1.4.8b.
2.1.5. Lemme. Soit A une K-cate´gorie telle que A/rad(A) soit semi-simple. Pour
tout ide´al I , le radical de A/I est l’image de rad(A) dans A/I .
De´monstration. Le point est l’inclusion rad(A/I) ⊂ A/rad(A)+I . Il de´coule de
ce que le foncteur de projectionA/I → A/rad(A)+I est plein, donc radiciel, et de
ce que le radical de A/rad(A) + I est nul puisque c’est une cate´gorie semi-simple
(comme quotient de A/rad(A)). 
Voici enfin deux comple´ments au lemme 2.1.3, qui montrent que la structure des
cate´gories semi-simples est “triviale” :
2.1.6. Proposition. Soit A une petite cate´gorie abe´lienne semi-simple, ou` K est un
corps commutatif. Notons S(A) (resp I(A),C(A)) l’ensemble des classes d’isomor-
phismes d’objets simples de A (resp. l’ensemble des ide´aux de A, l’ensemble des
sous-cate´gories strictement e´paisses deA, c’est-a`-dire strictement pleines et stables
par somme directe et facteur direct). Conside´rons les applications suivantes :
7Selon la terminologie de Bourbaki [5] ; selon la terminologie anglo-saxonne, on dirait plutoˆt
“semisimple artinian”, cf. [51].
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– SC : C(A)→ S(A) : B 7→ S(B).
– CS : S(A)→ C(A) : X 7→ {⊕Si | Si ∈ X}.
– IC : C(A)→ I(A) : B 7→ IB (cf. exemple 1.3.1).
– SI : I(A)→ S(A) : I 7→ {S ∈ S(A) | 1S ∈ I}.
Alors SC,CS, IC et SI sont bijectives, SC et CS sont inverses l’une de l’autre,
SI ◦ IC = SC et CS ◦ SI = IC−1.
De´monstration. Le fait que SC ◦ CS = Id est e´vident. Si B ∈ C(A), on a
CS ◦ SC(B) ⊂ B parce que B est K-line´aire, avec e´galite´ parce que B est pseudo-
abe´lienne. De plus, SI ◦ IC(B) = {S | 1S se factorise a` travers un objet de B}
contient clairement S(B). Re´ciproquement, pour un S ∈ SI ◦ IC(B), il existe
a : S → X et b : X → S tels que ba = 1S . Soit S′ = a(S) : restreignant b a` S′,
on se rame`ne au cas ou` X est simple. Ceci montre que S ∈ S(B) puisque B est
strictement pleine.
Il reste a` montrer que IC ◦ CS ◦ SI = Id. Pour I ∈ I, IC ◦ CS ◦ SI(I)
est l’ide´al des morphismes qui se factorisent a` travers un objet de la forme ⊕Si,
ou` les Si sont simples et tels que 1Si ∈ I pour tout i. Cet ide´al est e´videmment
contenu dans I . Re´ciproquement, soit f ∈ I : e´crivons f comme somme directe
d’un morphisme nul et d’un isomorphisme u (lemme A.2.13). Alors u ∈ I . Si S est
un facteur simple de la source de u, 1S se factorise a` travers u, donc 1S ∈ I . 
2.1.7. Proposition. Soit I un ide´al de A. Alors :
(1) Le foncteur de projection π : A → A/I est essentiellement surjectif (i.e.
A/I est pseudo-abe´lienne).
(2) π a une section i, qui en est un adjoint a` gauche et a` droite.
(3) Posons B = CS ◦ SI(I). Alors on a A = B∐ i(A/I).
(4) La suite
0→ K0(B)→ K0(A)→ K0(A/I)→ 0
est exacte scinde´e.
De´monstration. Pour tout A ∈ A, I(A,A) est un ide´al bilate`re de la
K-alge`bre semi-simple A(A,A) ; l’homomorphisme d’anneaux A(A,A) →
A(A,A)/I(A,A) = A/I(π(A), π(A)) a donc une unique section sA. En parti-
culier, tout idempotent de A/I(π(A), π(A)) se rele`ve dans A(A,A), ce qui prouve
1). De meˆme, on construit 2) a` l’aide des sA ; ses proprie´te´s sont imme´diates. 3) en
re´sulte graˆce a` la proposition pre´ce´dente, et 4) re´sulte de 3). 
2.2. Cate´gories se´parables.
2.2.1. Proposition. Soit A une K-alge`bre (associative unitaire). Les conditions
suivantes sont e´quivalentes :
(1) A est un A-bimodule projectif.
(2) Toute de´rivation de A vers un bimodule est inte´rieure.
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(3) A est de dimension finie sur K , est semi-simple, et le reste apre`s toute ex-
tension des scalaires.
(4) A est semi-simple, et le reste apre`s toute extension des scalaires.
(5) A est de dimension finie surK , sans radical, et le reste apre`s toute extension
des scalaires.
(6) L’alge`bre Ao ⊗K A est semi-simple.
Pour 1 ⇐⇒ 2, voir [13, 4]. Pour 1 ⇐⇒ 3 ⇐⇒ 4, on renvoie a` [11, ch. IX, th.
7.10]. Pour 4 ⇐⇒ 5, voir [5, 7.5, cor.]. Pour 1 ⇐⇒ 6, voir [11, ch. IX, th. 7.9].
En particulier, l’hypothe`se de finitude dans [11, ch. IX, th. 7.10] n’est pas ne´cessaire.
Pour la commodite´ du lecteur, nous reproduisons l’argument de [13, 4] qui mon-
tre que 1 =⇒ dimK A < ∞. Soit s une section de l’application de multiplica-
tion A ⊗K A → A, comme homomorphisme de A-bimodules. ´Ecrivons s(1) =∑n
1 xi ⊗ yi, avec n minimal ; en particulier, les yi sont line´airement inde´pendants
sur K , donc se´pare´s par les formes K-line´aires sur A. Notons I le K-espace de
dimension finie
∑n
1 Kxi ⊂ A. Alors I est un ide´al a` gauche de A : en effet, pour
tout a ∈ A, on a as(1) = s(1)a, d’ou` ∑ axia∗(yi) = ∑xia∗(yia) pour tout
a∗ ∈ HomK(A,K), et le re´sultat. En outre, l’action de A par multiplication a`
gauche sur I est fide`le du fait que
∑
xiyi = 1. Par conse´quent, A s’injecte dans
EndK(I). 
2.2.2. De´finition. Une K-alge`bre A est dite se´parable (ou absolument semi-simple)
si elle ve´rifie les conditions de la proposition 2.2.1.
2.2.3. Remarque. Nous nous e´cartons ici le´ge`rement de la terminologie de Bour-
baki [5, 7.5], pour qui une alge`bre est se´parable si elle est sans radical et le reste
apre`s toute extension des scalaires. Dans le cas commutatif, on dit d’ailleurs plutoˆt
e´tale que se´parable.
2.2.4. Lemme. Toute alge`bre de dimension finie sans radical sur un corps parfait
K est se´parable.
De´monstration. Voir [5, 7.5,7.6]. 
2.2.5. Lemme. Le produit tensoriel de deux K-alge`bres se´parables est se´parable.
De´monstration. Voir [11, ch. IX, prop. 7.4]. 
2.2.6. De´finition. Une cate´gorie K-line´aire A est dite se´parable (ou absolument
semi-simple) si la cate´gorie AL qui s’en de´duit8 en tensorisant les morphismes par
L est semi-simple pour toute extension L/K.
La notion de cate´gorie se´parable est Morita-invariante (cf. proposition 2.1.2),
auto-duale, et stable par passage au quotient par un ide´al.
D’apre`s le the´ore`me A.3.1, on en a les autres caracte´risations suivantes :
8Voir la de´finition 5.1.1 ci-dessous pour plus de de´tails.
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– (si A est K-line´aire) Pour tout objet A ∈ A, A(A,A) est une K-alge`bre
se´parable.
– La cate´gorie enveloppante9 Ae = Ao ⊠K A est semi-simple.
2.2.7. Proposition. Si K est parfait, une K-cate´gorie A est se´parable si et seule-
ment si elle est semi-simple et dimK A(A,B) < ∞ pour tout couple d’objets
(A,B).
De´monstration. Cela re´sulte du lemme 2.2.4. 
2.3. Cate´gories semi-primaires.
2.3.1. De´finition. Une K-cate´gorie A est semi-primaire si
(i) pour tout objet A ∈ A, le radical rad(A(A,A)) est nilpotent ;
(ii) A/rad(A) est semi-simple.
2.3.2. Remarques.
a) Dans le cas d’une cate´gorie a` un seul objet, on retrouve une notion connue
en alge`bre non commutative sous le nom d’“anneau semi-primaire” [51] 10.
Ainsi une cate´gorie K-line´aire est semi-primaire si et seulement si tous ses
anneaux d’endomorphismes sont semi-primaires.
b) Cette notion est auto-duale.
c) Une cate´gorie K-line´aire pseudo-abe´lienne semi-primaire n’est pas ne´ces-
sairement abe´lienne (exemple : la cate´gorie des modules projectifs de type
fini sur une K-alge`bre artinienne non semi-simple).
d) La condition (i) entraıˆne que les radicaux de Kelly et de Gabriel coı¨ncident.
L’un des aspects classiques des anneaux semi-primaires est la proprie´te´ de rele`ve-
ment des idempotents modulo le radical, qui suit du lemme classique suivant
2.3.3. Lemme (cf. [51, 1.1.28]). Soit N un nil-ide´al d’un anneau A. Alors tout
idempotent de A/N se rele`ve en un idempotent de A. 
2.3.4. Proposition. a) Si A est semi-primaire, il en est de meˆme de A/I pour tout
ide´al I , et le radical de A/I est l’image du radical de A.
b) Supposons A semi-primaire. Alors A/rad(A) est pseudo-abe´lienne si et seule-
ment si A l’est (et meˆme abe´lienne si A est K-line´aire).
Plus ge´ne´ralement, le foncteur canonique (cf. lemme 1.3.10 d)) A♮/rad(A♮) →
(A/rad(A))♮ est un isomorphisme.
c) La notion de K-cate´gorie semi-primaire est Morita-invariante. En particulier, si
A est semi-primaire, alors A⊕,A♮,A⊕♮ le sont (et re´ciproquement).
d) Si A est K-line´aire et si A(A,A) est un anneau artinien pour tout A ∈ A, alors
A est semi-primaire.
9Voir le §11.1 ci-dessous pour plus de de´tails.
10Ces anneaux sont caracte´rise´s par l’existence d’une borne uniforme pour la longueur de toute
chaıˆne de´croissante de modules cycliques, cf. [51, 2.7.7].
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e) Si A est semi-primaire, B est semi-simple et T : A → B est un K-foncteur
plein, alors il existe une unique factorisation de T en un K-foncteur plein T¯ :
A/rad(A)→ B.
f) Si A est semi-primaire et pseudo-abe´lienne, et T : A → B est un K-foncteur
radiciel qui n’envoie aucun objet non nul de A sur l’objet nul de B, alors T est
conservatif.
De´monstration. a) Cela re´sulte aise´ment du lemme 2.1.5.
b) suit des lemmes 1.3.10 d) et 2.3.3 (et du fait qu’une cate´gorie K-line´aire
pseudo-abe´lienne semi-simple est abe´lienne, cf. A.2.10).
c) Pour l’invariance par e´quivalence de Morita, il s’agit d’apre`s le corollaire 1.3.9
de voir que A est semi-primaire si et seulement si A⊕♮ l’est. D’apre`s le corollaire
1.4.5, la trace sur A du radical de A⊕♮ est le radical de A. Il suit de ceci, du lemme
1.3.10 d) et du lemme 2.1.3 que A est semi-primaire si A⊕♮ l’est.
Supposons re´ciproquement A semi-primaire. Le point b) entraıˆne que A♮ l’est.
On peut donc supposer A pseudo-abe´lienne. En vertu du lemme 1.3.10 c), il suffit
de voir que si les radicaux de A⊕(A,A) et A⊕(B,B) sont nilpotents, il en est de
meˆme du radical de A⊕(A⊕B,A⊕B).
Supposons donc que R(A,A)m = R(B,B)n = 0, et montrons qu’alors R(A⊕
B,A ⊕ B)m+n+2 = 0. Par additivite´, on se rame`ne a` supposer que le compose´ de
toute chaıˆne de N ≥ 2n + 2 morphismes fi (i = 1, . . . , N) composables appar-
tenant a` R(A,A),R(A,B),R(B,A) ou R(B,B) est nul.
Conside´rons par exemple une chaıˆne partant de A et aboutissant en A. La com-
position correspondante appartient a` un produit de la forme
R(A,A)mk+1R(B,A)R(B,B)nkR(A,B)R(A,A)mk · · ·
· · · R(A,A)m2R(B,A)R(B,B)n1 sR(A,B)R(A,A)m1
avec m1+ · · ·+mk+1+n1+ · · ·+nk +2k+1 = N . Ce produit est contenu dans
R(A,A)a, avec a = m1 + · · ·+mk+1 + k. D’autre part, le produit interme´diaire
R(B,B)nkR(A,B)R(A,A)mk · · · R(A,A)m2R(B,A)R(B,B)n1
est contenu dans R(B,B)b, avec b = n1 + · · · + nk + k − 1. On a donc a ≥ m
ou b ≥ n et le morphisme compose´ est nul. Les autres cas se traitent de la meˆme
manie`re.
d) Un raisonnement analogue a` celui fait dans le cas des anneaux montre que,
pour toute A, le radical de A/rad(A) est re´duit a` 0. En particulier, pour tout objet
A de A, la K-alge`bre (A/rad(A))(A,A) est semi-simple. Comme A est suppose´e
K-line´aire, on conclut par la proposition 2.1.2 que A est semi-simple.
e) suit de la premie`re assertion du lemme 1.4.7.
f) Le K-foncteur radiciel T induit un K-foncteur
T¯ : (A/rad(A))⊕ → (B/rad(B))⊕.
Tout comme T , T¯ n’envoie aucun objet non nul de (A/rad(A))⊕ sur l’objet nul
de (B/rad(B))⊕. D’autre part, (A/rad(A))⊕ est abe´lienne semi-simple puisque A
est semi-primaire pseudo-abe´lienne (utiliser le point b) ci-dessus). Il en de´coule que
T¯ est conservatif (lemme A.2.14), et il en est de meˆme de T par 1.4.4 b. 
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2.3.5. Proposition. Soit A une cate´gorie abe´lienne dont tout objet est de longueur
finie. Alors A est semi-primaire.
De´monstration. Le plus court est d’envoyer A par un foncteur pleinement fide`le
dans une cate´gorie de modules (the´ore`me de plongement de Freyd-Mitchell). Dans
le cas d’une cate´gorie de modules, l’assertion revient a` ceci : l’anneau d’endomor-
phismes de tout module M de longueur finie est semi-primaire. Ce re´sultat, qui re-
pose sur le lemme de Fitting, est bien connu, cf. [51, 2.9.10] (la longueur du module
est une borne pour l’e´chelon de nilpotence du radical). 
2.4. Cate´gories de Wedderburn.
2.4.1. De´finition. Une K-cate´gorie A est dite de Wedderburn si
(i) pour tout objet A ∈ A, le radical rad(A(A,A)) est nilpotent ;
(ii’) A/rad(A) est une K-cate´gorie se´parable.
2.4.2. Mise en garde. Il est clair qu’une K-cate´gorie de Wedderburn est semi-
primaire. Nous verrons en 4.1.4 qu’elle le reste apre`s toute extension des scalaires.
La re´ciproque est e´videmment fausse au moins quand K est imparfait, comme le
montre l’exemple de la K-cate´gorie a` un seul objet donne´ par une extension finie
inse´parable de K .
2.4.3. Remarque. Dans le cas d’un seul objet, les alge`bres correspondantes sont
celles auxquelles s’appliquent le the´ore`me de scindage de Wedderburn dont il sera
question au §12, d’ou` la terminologie. Nous les appellerons alge`bres de Wedder-
burn.
2.4.4. Proposition. a) La notion de K-cate´gorie de Wedderburn est stable par pas-
sage au quotient par un ide´al.
b) La notion de K-cate´gorie de Wedderburn est Morita-invariante. En particulier,
si A est de Wedderburn, alors A⊕,A♮,A⊕♮ le sont (et re´ciproquement).
c) Si K est parfait et si A(A,B) est de dimension finie sur K pour tout couple
(A,B) ∈ Ob(A), alors A est de Wedderburn. En particulier, toute cate´gorie tan-
nakienne sur K est de Wedderburn.
De´monstration. a) de´coule de 2.3.4 a) : si A est de Wedderburn, A/I est semi-
primaire, et le quotient par son radical (qui n’est autre que l’image du radical de A )
est se´parable, en tant que quotient de A/rad(A).
b) On sait de´ja` que A⊕,A♮,A⊕♮ sont semi-primaires. Il est alors facile de con-
clure, compte-tenu de ce que, par le lemme 1.3.10 et la proposition 2.3.4 b), le
quotient de A⊕♮ par son radical est isomorphe a` (A/rad(A))⊕♮.
c) Il revient au meˆme de dire que toute alge`bre d’endomorphismes de A⊕ est de
dimension finie. D’apre`s le point d) de la proposition 2.3.4, on voit que A⊕, donc
A, est semi-primaire. On conclut par le fait que toute alge`bre de dimension finie sur
un corps parfait est se´parable. 
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3. RADICAL INFINI ET NILPOTENCE RENFORCE´E
3.1. Le radical infini. Soit A une K-cate´gorie.
3.1.1. De´finition. Le radical infini de A est l’ide´al radω(A) =
⋂
n≥1
radn(A).
Cet ide´al intervient dans diverses questions, e.g. dans la the´orie du type de re-
pre´sentation des K-alge`bres de dimension finie (pour A = A-Modf ), et en liaison
avec les conjectures de Bloch-Beilinson-Murre sur les motifs (pour A = la cate´go-
rie des motifs de Grothendieck pour l’e´quivalence rationnelle - motifs ‘de Chow’- a`
coefficients dans K , cf. 7.1.8)
3.1.2. Lemme. Si T : A → B est un K-foncteur radiciel entre K-cate´gories, alors
T (radω(A)) ⊂ radω(B).
C’est clair. 
3.1.3. De´finition. Une K-cate´gorie A est dite strictement semi-primaire (resp.
strictement de Wedderburn) si
(i’) pour tout couple d’objets (A,B), il existe un entier n > 0 tel que
(rad(A))n(A,B) = 0 ;
(ii’) A/rad(A) est une K-cate´gorie semi-simple (resp. se´parable).
Il est clair qu’une cate´gorie strictement semi-primaire (resp. strictement de Wed-
derburn) est semi-primaire (resp. de Wedderburn) et que son radical infini est nul.
La re´ciproque est vraie si tous les anneaux d’endomorphismes sont artiniens.
Par ailleurs, il est clair qu’une cate´gorie semi-primaire n’ayant qu’un nombre fini
d’objets est strictement semi-primaire.
3.1.4. Contre-exemple. Conside´rons la cate´gorie A suivante :
– Ob(A) = E, ou` E est un ensemble ordonne´ dense quelconque (dense signi-
fie qu’entre deux e´le´ments distincts on peut toujours en trouver un troisie`me
distinct) ;
– A(x, y) = K si x ≤ y, 0 sinon ;
la composition e´tant induite par la multiplication dans K . On a alors
(radA)(x, y) =
{
K si x < y
0 sinon.
Ainsi (radA)(x, x) = 0 pour tout x, donc A est semi-primaire. Mais si x < y,
(radA)(x, y) = (radA)n(x, y) pour tout n > 0 (graˆce a` la densite´ de E). On a
donc radω(A) = rad(A) 6= 0.
Si E est un groupe commutatif ordonne´, il est facile de munir A d’une structure
monoı¨dale syme´trique rigide. Quitte a` passer a` A⊕♮, on peut meˆme construire un
exemple K-line´aire pseudo-abe´lien (mais non abe´lien).
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3.2. Cas des cate´gories de modules. Prenons a` pre´sent pour A la cate´gorie des
modules de type fini sur une alge`bre A de dimension finie sur un corps K . Dans
ce cas, le the´ore`me d’existence des suites d’Auslander-Reiten montre que le rad-
ical R de A–Modf est engendre´ (a` droite ou a` gauche) par les morphismes dits
irre´ductibles (i.e. dans R \ R2), cf. [56] ou [31] pour plus de pre´cisions. Ce point,
et l’analyse de´taille´e des carquois d’Auslander-Reiten, sont a` la base du re´sultat
suivant, qui lie le type de repre´sentation de A au radical infini Rω .
3.2.1. The´ore`me ([56], [31]). a) A est de type de repre´sentation fini (i.e. il n’y a
qu’un nombre fini de classes d’isomorphismes d’inde´composables dans A–Modf )
⇐⇒ Rω = 0 ⇐⇒ ∃n tel que Rn = 0.
b) (Supposons K alge´briquement clos11) A est de type de repre´sentation infini
sauvage ⇐⇒ Rω n’est pas nilpotent.
Un cas interme´diaire est celui de l’alge`bre F¯2[(Z/2Z)2] (de type de repre´senta-
tion infini mode´re´) ; Rω est non nul mais nilpotent.
Un exemple standard d’alge`bre de type de repre´sentation infini sauvage est donne´
par le quotient de K[[T1, T2]] par le cube de l’ide´al maximal, ou meˆme par l’ide´al
(T 21 , T1T
2
2 , T
3
2 ) (Drozd, cf. [17], [43], [50, 1]) ; il s’ensuit que A–Modf n’est pas
strictement semi-primaire.
Nous verrons plus loin qu’une cate´gorie tannakienne alge´brique sur un corps de
caracte´ristique nulle n’est pas ne´cessairement strictement semi-primaire.
Tout ceci indique que la notion de cate´gorie strictement semi-primaire est beau-
coup trop restrictive pour nos besoins, et motive notre choix de traiter syste´matique-
ment des cate´gories semi-primaires (ou de Wedderburn).
3.2.2. Remarque. Un exemple remarquable de cate´gorie strictement de Wedder-
burn devrait eˆtre fourni par la cate´gorie des motifs purs pour une e´quivalence
ade´quate quelconque ; cet exemple conjectural est brie`vement discute´ en 6.3.1 ci-
dessous.
4. RADICAL ET EXTENSION DES SCALAIRES
4.1. Il est connu que le radical d’une alge`bre se comporte “mal” par extension des
scalaires en ge´ne´ral, cf. [5], [51]. La situation s’ame´liore toutefois dans le cas “de
Wedderburn”.
4.1.1. Proposition. 1) Soit L/K une extension de corps. Soit A une K-alge`bre de
Wedderburn, i.e. rad(A) est nilpotent et A/rad(A) est se´parable. Alors
a) rad(A⊗K L) ∩A = rad(A),
b) rad(A)⊗K L = rad(A⊗K L),
c) A⊗K L est de Wedderburn.
2) Si A ⊗K L est semi-primaire et si rad(A ⊗K L) ⊂ rad(A) ⊗K L pour toute
extension L/K, alors A est de Wedderburn.
De´monstration. 1) Il est clair que rad(A)⊗K L est un ide´al nilpotent de A⊗K L,
donc contenu dans rad(A⊗K L). D’autre part A/rad(A) est se´parable, donc aussi
11Il est probable que cette hypothe`se, qui figure dans [31], peut eˆtre affaiblie en : K parfait.
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(A/rad(A))⊗K L = (A⊗K L)/(rad(A)⊗K L). En particulier, cette dernie`re est
semi-simple, donc rad(A)⊗K L contient rad(A⊗K L). D’ou` b) et c). Le point a)
en de´coule imme´diatement.
2) Supposons A ⊗K L semi-primaire pour toute extension L/K. En particulier
rad(A) est nilpotent, donc rad(A⊗K L) ⊃ rad(A)⊗K L, et on a finalement e´galite´
compte tenu de l’hypothe`se. Il suit que (A/rad(A))⊗K L ∼= (A⊗K L)/rad(A⊗K
L) est semi-simple pour toute extension L/K, donc que A/rad(A) est se´parable.
Ainsi A est de Wedderburn. 
4.1.2. Remarque. La condition que rad(A⊗K L) ⊂ rad(A)⊗K L est ne´cessaire :
si K est imparfait, toute extension finie inse´parable A/K non triviale fournit un
exemple de K-alge`bre “absolument semi-primaire” mais pas de Wedderburn.
SiA est une K-cate´gorie, notonsAL la L-cate´gorie qui s’en de´duit en tensorisant
les morphismes par L.
4.1.3. Mise en garde. Si A est pseudo-abe´lienne, il n’en est pas de meˆme de AL
en ge´ne´ral 12. Si A est abe´lienne, il n’en est pas de meˆme de (AL)♮ en ge´ne´ral. Un
contre-exemple est fourni par la cate´gorie des repre´sentations de dimension finie de
Ga ×Ga (cf. fin du §19.)
4.1.4. Corollaire. Soit A une cate´gorie de Wedderburn. Alors, pour toute extension
L/K, AL est de Wedderburn. De plus
(i) rad(AL) = rad(A)⊗K L.
(ii) Le foncteur d’extension des scalaires A → AL est radiciel.
(iii) Le carre´
A −−−−→ ALy y
A/rad(A) −−−−→ AL/rad(AL)
est naturellement cocarte´sien : le foncteur naturel AL/rad(AL) →
(A/rad(A))L est une e´quivalence de cate´gories. 
4.1.5. The´ore`me. Soient K un corps, L une extension de K , V un L-espace vec-
toriel de dimension finie, et A une sous-K-alge`bre de EndL(V ). On suppose que,
pour tout a ∈ A, le polynoˆme caracte´ristique de a dans V est a` coefficients dans
K . Alors
a) Le radical R de A est nilpotent d’e´chelon ≤ n = dimV .
b) Si K est infini, A/R est semi-simple, produit d’au plus n composants simples. Si
de plus K est parfait, A/R est se´parable.
c) Supposons K infini et parfait. Alors le radical de la sous-L-alge`bre AL de
EndL(V ) engendre´e par A est RL, on a RL ∩ A = R, et l’application canon-
ique (A/R)⊗K L→ AL/RL est bijective.
12Voir §5 ci-dessous pour plus de de´tails.
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De´monstration. a) D’apre`s [5, §11, ex. 1 a)], R est a priori un nil-ide´al. Montrons
meˆme que tout u ∈ R ve´rifie un = 0. Pour cela, il suffit de voir que les valeurs
propres de u dans V sont toutes nulles. Supposons le contraire et soit λ 6= 0 une
telle valeur propre. Comme λ est alge´brique sur K , il existe un polynoˆme Q ∈ K[T ]
tel que λQ(λ) = 1. Mais 1 − uQ(u) est inversible, donc 1 − λQ(λ) est inversible,
contradiction.
Comme l’image de R dans EndL(V ) est un semi-groupe multiplicatif forme´
d’e´le´ments nilpotents, un the´ore`me de N. Jacobson permet de conclure que R est
nilpotent d’e´chelon ≤ dimV , cf. [51, 2.6.30].
b) Cela re´sulte de [5, §11, ex. 1 d)].
c) Notons provisoirement RL le radical de AL. D’apre`s la proposition 4.1.1 b),
on a rad(A ⊗K L) = R ⊗K L, donc l’homomorphisme surjectif A ⊗K L →
AL induit un homomorphisme surjectif (A/R) ⊗K L → AL/RL. Comme A/R
est se´parable et R nilpotent, le the´ore`me de Wedderburn (cf. the´ore`me 12.1.1 ci-
dessous, dans le cas d’un seul objet) permet de relever A/R dans A. Notons ce
releve´ B, et soit K ′ le centre d’un facteur simple de B : K ′ est une extension finie
de K . Soit x un e´le´ment primitif de K ′ : comme le polynoˆme caracte´ristique de x
ope´rant sur V est a` coefficients dans K , c’est ne´cessairement une puissance du poly-
noˆme caracte´ristique de x ope´rant sur K ′. Ceci implique que la surjection K ′ ⊗K
L → K ′L est bijective, et donc que B ⊗K L → BL est bijective. Il en re´sulte que
A/R⊗K L→ AL/RL est bijective, d’ou` l’on de´duit RL = RL. Enfin, (RL ∩A =
)RL ∩A = R de´coule imme´diatement de la nilpotence de R. 
4.1.6. Remarques.
a) L’hypothe`se que K est parfait n’est pas superflue dans b) et c). On obtient
un contre-exemple en prenant pour A = L une extension finie inse´parable
deK , V = L⊗KL avec la structure gauche deL-espace, etA →֒ EndL(V )
donne´ par ℓ 7→ (ℓ1 ⊗ ℓ2 7→ ℓ1 ⊗ ℓℓ2).
b) Si l’on suppose que V = ⊕Vi est un L-espace vectoriel gradue´ et que A
est une sous-alge`bre de
∏
End(Vi), la borne sur l’e´chelon de nilpotence n
de R dans le point a) du the´ore`me 4.1.5 se raffine en : n ≤ maxdimVi
(meˆme de´monstration).
c) Le point a) du the´ore`me 4.1.5 reste valable si on remplace l’hypothe`se que
pour tout a ∈ A, le polynoˆme caracte´ristique de a est a` coefficients dans K
par : K est de cardinal strictement supe´rieur a` dimK A, cf. [5, no. 12, ex.
16].
4.1.7. Corollaire. Soient K un corps parfait infini, L une extension de K , A une
cate´gorie K-line´aire et H : A → V ecL un K-foncteur fide`le deA vers la cate´gorie
des L-espaces vectoriels de dimension finie. On suppose que, pour tout endomor-
phisme a ∈ A(A,A), le polynoˆme caracte´ristique de H(a) est a` coefficients dans
K . Alors
a) A est une K-cate´gorie de Wedderburn.
b) Soit H(A)L la sous-cate´gorie (non pleine) L-line´aire de V ecL engendre´e par
H(A) : les objets de H(A)L sont les objets de H(A) et, pour deux tels objets X,Y ,
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H(A)L)(X,Y ) = (H(A)(X,Y ))L. Alors :
i) rad(H(A)L) = rad(H(A))L.
ii) rad(H(A)L) ∩H(A) = rad(H(A)).
iii) Le foncteur A/rad(A)L → H(A)L/rad(H(A)L) induit par H est une
e´quivalence de cate´gories.
En particulier, H(A)L est une L-cate´gorie de Wedderburn. 
4.1.8. Remarque. La conclusion a) vaut encore si, au lieu d’un L et d’un H , on
a une famille finie d’extensions de corps Li/L et une famille fide`le de foncteurs
Hi : A → V ecLi et si l’on suppose que pour tout a ∈ A(A,A), le polynoˆme ca-
racte´ristique de Hi(a) est a` coefficients dans K . En effet, plongeant les Li dans un
corps commun L, et posant H(A) =
⊕
iHi(A) ⊗Li L, on se rame`ne au cas du
corollaire.
4.1.9. Exemple. Comme nous le verrons en 8.2.1, le corollaire pre´ce´dent s’applique
notamment au cas des cate´gories tannakiennes sur un corps de caracte´ristique nulle.
5. EXTENSIONS DES SCALAIRES NAI¨VE ET NON NAI¨VE
Dans ce paragraphe, K est un corps commutatif. Nous allons comparer l’exten-
sion des scalaires “naı¨ve” e´tudie´e dans le paragraphe pre´ce´dent a` une extension des
scalaires plus sophistique´e, due a` Saavedra, dont nous aurons besoin dans les para-
graphes 17 et 19.
5.1. Deux types d’extensions des scalaires.
5.1.1. De´finition. Soient A une K-cate´gorie et L une K-alge`bre (commutative uni-
taire).
a) La cate´gorie AL a pour objets les objets de A ; si A,B ∈ AL, AL(A,B)
= L ⊗K A(A,B). On appelle AL l’extension des scalaires naı¨ve de A de K a`
L.
b) On note A(L) = RepK(L,A) la cate´gorie des K-repre´sentations de L dans A :
un objet de A(L) est un couple (A, ρ), ou` A ∈ A et ρ est un homomorphisme de
K-alge`bres unitaires L → A(A,A) ; un morphisme f : (A, ρ) → (A′, ρ′) est un
e´le´ment deA(A,A′) commutant a` ρ et ρ′. On appelle A(L) l’extension des scalaires
a` la Saavedra de A de K a` L (cf. [53, II.1.5]).
5.1.2. Lemme. a) La K-structure de A(L) s’enrichit en une L-structure par la loi
λf = ρ′(λ)f = fρ(λ)
pour λ ∈ L et f ∈ A(L)((A, ρ), (A′, ρ′)).
b) SiA est additive (resp. pseudo-abe´lienne, abe´lienne, stable par limites inductives
quelconques), il en est de meˆme de A(L). 
5.1.3. Remarques.
a) Pour que cette construction soit raisonnable, il faut queA soit “assez grosse”
ou que L soit “assez petit”. Par exemple, si A(A,A) est de K-dimension
finie pour tout objet A, alors A(L) = 0 de`s que L est un corps infini con-
tenant K .
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b) SiA est semi-simple, il ne suit pas queA(L) le soit : prendre pour L/K une
extension finie inse´parable de corps, et pour A la K-cate´gorie a` un objet L
(ou, si on pre´fe`re V ecL). C’est toutefois le cas (trivialement) si L est une
extension infinie de K , car dans ce cas A(L) = 0 (voir a))
c) Soit A = Rep∞KG la Ind-cate´gorie attache´e a` la cate´gorie RepKG des K-
repre´sentations de dimension finie d’un K-groupe affine. Alors A(L) s’i-
dentifie canoniquement a` Rep∞L (G), cf. [53, III.1]. Meˆme remarque avec
RepK(G) quand L/K est finie.
d) Soit A une K-cate´gorie quelconque. Alors (Mod–A)(L) s’identifie a` la ca-
te´gorie desK-foncteurs deA versMod–L. Cette dernie`re s’identifie canon-
iquement a` Mod–AL via l’extension des scalaires naı¨ve. D’apre`s la propo-
sition 1.3.6 f), les objets compacts de cette cate´gorie s’identifient a` (AL)⊕♮.
5.2. Sur l’extension des scalaires a` la Saavedra. Notre but est de comparer AL a`
A(L). On a un “foncteur fibre” e´vident
(5.1) ωL : A(L) → A
qui est fide`le et conservatif, commutant aux limites projectives et inductives quel-
conques, exact si A est abe´lienne.
La premie`re chose a` faire est de de´finir un foncteur en sens inverse, de A vers
A(L). Ce n’est possible que sous des hypothe`ses restrictives.
5.2.1. Lemme (cf. [53, prop. II.1.5.1.1]). a) Soient A ∈ A et V ∈ V ecK . Le fonc-
teur
B 7→ HomK(V,A(A,B))
est repre´sentable dans les cas suivants :
(i) A est K-line´aire et dimK V <∞.
(ii) A est stable par limites inductives quelconques.
On note un repre´sentant V ⊗K A.
b) La construction (V,A) 7→ V ⊗K A est bifonctorielle et biline´aire. Si W est un
autre K-espace vectoriel, on a un isomorphisme canonique
W ⊗K (V ⊗K A) ≃ (W ⊗K V )⊗K A
pourvu que les deux membres aient un sens. (Nous nous autoriserons de la canon-
icite´ de cet isomorphisme pour passer sous silence tout tel parenthe´sage.)
c) Si A est K-line´aire et que dimK V <∞, alors pour tout B ∈ A, le foncteur
A 7→ A(V ⊗K A,B)
est repre´sentable par V ∗ ⊗K B, ou` V ∗ est le dual de V . 
Soient A,B ∈ A et V ∈ V ecK . Supposons que les objets V ⊗K A et V ⊗K B
soient de´finis. L’homomorphisme de fonctorialite´
A(A,B)→ A(V ⊗K A,V ⊗K B) ≃ HomK(V,A(A,V ⊗K B))
fournit un autre homomorphisme
(5.2) V ⊗K A(A,B)→ A(A,V ⊗K B).
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5.2.2. Lemme. L’homomorphisme (5.2) est un isomorphisme dans les cas suivants :
(i) dimK V <∞ ;
(ii) A est compact (i.e. le foncteur B 7→ A(A,B) commute aux limites induc-
tives quelconques)
De´monstration. (i) ´Ecrire V ≃ Kn et se ramener a` n = 1 par additivite´. (ii) passer
a` la limite sur (i). 
5.2.3. Hypothe`ses. `A partir de maintenant, on suppose que A est additive (c’est-
a`-dire K-line´aire). On se donne une K-alge`bre L (commutative unitaire). On sup-
pose :
– soit que dimK L <∞ ;
– soit que A est stable par limites inductives quelconques.
5.2.4. Lemme. Sous les hypothe`ses 5.2.3,
a) La donne´e d’une repre´sentation ρ : L→ A(A,A) comme dans la de´finition 5.1.1
b) e´quivaut a` la donne´e d’un morphisme ρ∨ : L⊗K A→ A tel que le diagramme
L⊗K L⊗K A 1⊗ρ
∨
−−−−→ L⊗K A
µL⊗1
y ρ∨y
L⊗K A ρ
∨
−−−−→ A,
ou` µL est la multiplication de L, soit commutatif.
b) Le morphisme
ρ∨A : L⊗K L⊗K A
µL⊗1−−−−→ L⊗K A
ve´rifie la condition de a), donc de´finit une repre´sentation canonique ρA : L →
A(L⊗K A,L⊗K A). 
Sous les hypothe`ses 5.2.3, le lemme 5.2.4 de´finit un K-foncteur
A → A(L)(5.3)
A 7→ (L⊗K A, ρA).
5.2.5. Lemme ([53, II.1.5.2]). Le foncteur (5.3) est adjoint a` gauche au foncteur
ωL de (5.1). Il envoie objet compact de A sur objet compact de A(L).
(La seconde assertion provient du fait que ωL commute aux limites inductives
quelconques.) 
Le lemme 5.1.2 b) montre que le foncteur (5.3) s’e´tend alors en un L-foncteur
(5.4) ΞL : AL → A(L).
NILPOTENCE, RADICAUX ET STRUCTURES MONO¨IDALES 29
5.3. Comparaison de AL et A(L).
5.3.1. Proposition. Soient A,B deux objets de A. Si dimK L =∞, supposons que
A soit compact. Alors l’homomorphisme
L⊗K A(A,B)→ A(L)(L⊗K A,L⊗K B)
est bijectif. En particulier, ΞL est pleinement fide`le si dimK L < ∞, et sa restric-
tion a` la sous-cate´gorie pleine des objets compacts de AL est pleinement fide`le en
ge´ne´ral (et prend ses valeurs dans les objets compacts de A(L) d’apre`s le lemme
5.2.5).
De´monstration. Cela re´sulte des lemmes 5.2.2 et 5.2.5. 
5.3.2. The´ore`me. Le foncteur
Ξ♮L : (AL)♮ → A(L)
induit par ΞL est une e´quivalence de cate´gories pour toute K-cate´gorie A pseudo-
abe´lienne si et seulement si L est une K-alge`bre e´tale. Dans ce cas, Ξ♮L induit
une e´quivalence de cate´gories sur les sous-cate´gories pleines forme´es des objets
compacts.
De´monstration. Vu la proposition 5.3.1, le foncteur Ξ♮L est une e´quivalence de ca-
te´gories si et seulement s’il est essentiellement surjectif. D’autre part, d’apre`s la
proposition 2.2.1, L est e´tale sur K si et seulement si le L-bimodule L est projectif.
1) Supposons d’abord L projectif sur L ⊗K L. La suite exacte de L-bimodules
0→ Kerµ→ L⊗K L µ−→ L→ 0 est scinde´e ; on note s un scindage.
Dire que Ξ♮L est essentiellement surjectif est dire que tout objet B dans A(L) est
facteur direct de L⊗K A pour un objet A de A convenable (comme Ξ♮L est pleine-
ment fide`le, l’expression “facteur direct” n’est pas ambigu¨e). Nous allons montrer
que A = ωL(B) convient, ce qui montrera du meˆme coup la seconde assertion.
Notons ι2 l’homomorphisme de L-alge`bres L→ L⊗K L donne´ par ℓ 7→ 1⊗ ℓ.
Dans A(L), on a un isomorphisme L ⊗K ωL(B) ∼= (L ⊗K L)⊗L,ι2 B, et un mor-
phisme µ ⊗L 1B : (L ⊗K L) ⊗L,ι2 B → L ⊗L,ι2 B = B dont s ⊗L 1B est une
section. Ceci montre bien que B est facteur direct de L⊗ ωL(B).
2) Supposons maintenant que L ne soit pas L ⊗K L-projectif. Pour obtenir un
contre-exemple, prenons A = V ecL (vue comme K-cate´gorie abe´lienne) : A(L) est
la cate´gorie des (L ⊗K L)-modules finis. Alors L, vu comme objet de A(L), n’est
pas facteur direct d’un objet de la forme L⊗K V , V ∈ Ob(A), puisqu’un tel objet
est un (L⊗K L)-module libre. 
5.3.3. Exemple. Prenons pour A la cate´gorie RepKG des K-repre´sentations de
dimension finie d’un K-groupe affine. On note comme ci-dessus Rep∞KG la Ind-
cate´gorie attache´e a` A, de sorte qu’on a une e´quivalence naturelle (monoı¨dale)
(Rep∞KG)(L)
∼= Rep∞L GL. En outre, si L/K est (finie) se´parable, elle induit une
e´quivalence naturelle (monoı¨dale) entre objets compacts (RepKG)(L) ∼= RepLGL,
et aussi (en vertu du the´ore`me ci-dessus) ∼= (RepKG)♮L.
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II. Radical et rigidite´
L’objectif de cette partie est l’e´tude du radical R en pre´sence d’une structure mo-
noı¨dale sur A. Il s’ave`re que la question de la compatibilite´ du radical a` la structure
monoı¨dale est fort de´licate, et n’a pas toujours une re´ponse positive. Nous com-
parons chemin faisant R au plus grand ide´al propre N compatible a` la structure
monoı¨dale, et analysons le quotient A/R.
Pour simplifier, on suppose A stricte (la contrainte d’associativite´ et les con-
traintes d’unite´ sont l’identite´).
6. GE´NE´RALITE´S
6.1. Ide´aux monoı¨daux, duaux. Soit K un anneau commutatif unitaire, et soit
(A, •) une K-cate´gorie monoı¨dale.
6.1.1. De´finition. Un ide´al J de A est dit monoı¨dal13 s’il est stable par les trans-
formations 1C • − et − • 1C pour tout objet C de A.
6.1.2. Lemme. a) Si J est monoı¨dal, il est stable par produit monoı¨dal a` gauche et
a` droite par un morphisme arbitraire. En particulier, on a une structure monoı¨dale
induite sur le quotient A/J .
b) La notion d’ide´al monoı¨dal est stable par somme, intersection, produit.
De´monstration. a) Soient f ∈ J (A,B) et g ∈ A(C,D). On a alors g • f =
(g • 1B) ◦ (1C • f) ∈ J (C • A,D •B). On raisonne de meˆme pour les produits a`
droite.
b) est imme´diat. 
Rappelons qu’un objet A d’une cate´gorie monoı¨dale A admet un dual (a` droite)
s’il existe un objet A∨ ∈ A et des morphismes d’e´valuation
εA : A •A∨ → 1
et de coe´valuation
ηA : 1→ A∨ • A
tels que les compose´s
A
1A•ηA−−−−→ A • A∨ •A εA•1A−−−−→ A
A∨
ηA•1A∨−−−−−→ A∨ • A • A∨ 1A∨•εA−−−−−→ A∨
soient e´gaux a` l’identite´. Le triplet (A∨, εA, ηA) est de´termine´ a` isomorphisme
unique pre`s.
Il en re´sulte que le foncteur −•A∨ est adjoint a` gauche au foncteur −•A et que
le foncteur A∨ • − est adjoint a` droite au foncteur A • −. Plus pre´cise´ment, pour
tous objets B,C de A, l’homomorphisme compose´
A(A •B,C) 1A∨•−−−−−→ A(A∨ •A •B,A∨ • C) (ηA•1B)
∗
−−−−−−→ A(B,A∨ • C)
13Jannsen [26] dit plutoˆt tensoriel.
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est un isomorphisme, d’inverse le compose´
A(B,A∨ • C) 1A•−−−−−→ A(A •B,A • A∨ • C) (εA•1C)∗−−−−−−→ A(A •B,C).
et de meˆme pour l’autre adjonction (cf. e.g. [9, 1]).
Si A et B ont pour duaux a` droite A∨ et B∨, alors A •B a pour dual a` droite
(A •B)∨ = B∨ •A∨
avec
(6.1) εA•B = εA ◦ (1A • εB • 1A∨).
On de´finit de manie`re duale la notion de dual a` gauche ∨A. Si A admet un dual
a` droite et un dual a` gauche, on a (∨A)∨ = ∨(A∨) = A. En ge´ne´ral, ∨A et A∨ ne
coı¨ncident pas.
6.1.3. De´finition. On dit que (A, •) est rigide si tout objet a un dual a` droite et est
un dual a` droite (ou de manie`re e´quivalente, si tout objet a un dual a` droite et un
dual a` gauche).
6.1.4. Sorite. Si A est rigide, il en est de meˆme de A⊕,A♮ et de A⊕♮ (notations du
§1). Il en est aussi de meˆme du quotient de A par tout ide´al monoı¨dal. 
Soient A et B deux objets de A, A ayant un dual a` droite. Par adjonction, on a
un isomorphisme canonique de K-modules :
ιAB :A(1, A∨ •B) ∼−→ A(A,B)
ιAB(ϕ) = (εA • 1B) ◦ (1A • ϕ),(6.2)
d’inverse
(6.3) ι−1AB(f) = (1A∨ • f) ◦ ηA.
Si B a aussi un dual a` droite, la composition de deux morphismes f ∈ A(A,B)
et g ∈ A(B,C) peut se calculer comme suit (“composition des correspondances”) :
(6.4) g ◦ f = ιAC
(
(1A∨ • εB • 1C)(ι−1ABf • ι−1BCg)
)
.
Appliquant ι−1AC , cette formule fondamentale exprime la commutativite´ du dia-
gramme
1
ηA−−−−→ A∨A 1A∨•f−−−−→ A∨B A∨B
ηB
y 1A∨A•ηBy 1A∨B•ηBy ||
B∨B
ηA•1B∨B−−−−−−→ A∨AB∨B 1A∨•εB•1B−−−−−−−→ A∨BB∨B 1A∨•εB•1B−−−−−−−→ A∨B
1B∨•g
y 1A∨AB∨•gy 1A∨BB∨•gy 1A∨•gy
B∨C
ηA•1B∨C−−−−−−→ A∨AB∨C 1A∨•f•1B∨C−−−−−−−−→ A∨BB∨C 1A∨•εB•1C−−−−−−−→ A∨C.
On a aussi les variantes
(6.5) g ◦ ιAB(ϕ) = ιAC((1A∨ • g) ◦ ϕ)
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(6.6) ιBC(ψ) ◦ f = ιAC((εB • 1C) ◦ (f • 1B∨•C) ◦ (1A • ψ))
qui se lisent sur le meˆme diagramme.
Si A,B ont des duaux a` droite et que f ∈ A(A,B), on de´finit (loc. cit. ) le
transpose´ f t (ou dual a` droite) de f comme e´tant le compose´
(6.7) B∨ = 1 •B∨ ηA•1−→ A∨ • A •B∨ 1•f•1−→ A∨ •B •B∨ 1•εB−→ A∨ • 1 = A∨,
ce qui s’e´crit aussi
(6.8) f t = (1A∨ • εB) ◦ (ι−1AB(f) • 1B∨),
et on a alors la formule
(6.9) (g ◦ f)t = f t ◦ gt.
On a de meˆme une notion de transpose´ tf a` gauche, et (tf)t = t(f t) = f . En
ge´ne´ral, tf et f t ne coı¨ncident pas.
On suppose de´sormais que A est rigide.
6.1.5. Lemme. Tout ide´al monoı¨dal J ve´rifie
J (A,B) = ιAB
(J (1, A∨ •B))
et (J (A,B))t = J (B∨, A∨).
De´monstration. La premie`re formule de´coule des formules (6.2), (6.3). Pour la
seconde,(J (A,B))t = (1A∨ • εB) ◦ (J (1, A∨ •B) • 1B∨)
⊂ (1A∨ • εB) ◦ J (B∨, A∨ •B •B∨) ⊂ J (B∨, A∨).
L’analogue pour les duaux a` gauche de ces deux formules conduit a`
t
(J (C,D)) = J (∨D, ∨C). En posant B = ∨C, A = ∨D (ce qui est loisible
puisque A est rigide), et en appliquant t, on obtient finalement l’inclusion oppose´e
J (B∨, A∨) ⊂ (J (A,B))t. 
On a une re´ciproque partielle du lemme 6.1.5 (mais voir aussi le lemme 6.2.1
dans le cas syme´trique) :
6.1.6. Lemme. Soit I un 1-ide´al a` gauche de A (de´finition 1.3.4). La formule
I(•)(A,B) = ιAB
(I(A∨ •B))
de´finit un ide´al de A contenant I . Cet ide´al est monoı¨dal a` gauche (stable par
produit • a` gauche).
De´monstration. Soit g ∈ A(B,C) un morphisme. En utilisant la formule (6.5), on
calcule
g ◦ I(•)(A,B) = g ◦ ιAB
(I(A∨ •B)) = ιAC((1A∨ • g) ◦ I(A∨ •B))
⊂ ιAC
(I(A∨ • C)) = I(•)(A,C).
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La stabilite´ par composition a` droite se de´montre de meˆme en utilisant (6.6).
Enfin, soit C un objet de A. Observons que l’homomorphisme
1C • − : A(A,B)→ A(C • A,C •B)
n’est autre que
f 7→ ιC•A,C•B [(1A∨ • ηC • 1B) ◦ ι−1AB(f)]
ou` ηC : 1→ C∨ • C est la coe´valuation. On a donc
1C • I(•)(A,B) = ιC•A,C•B[(1A∨ • ηC • 1B) ◦
(I(A∨ •B))
⊂ ιC•A,C•B
(I(A∨ • C∨ • C •B)) = I(•)(C •A,C •B).
On conclut en appliquant (la moitie´ du) lemme 6.1.2. 
6.2. Le cas syme´trique. On suppose de´sormais que A (qui rappelons-le, est sup-
pose´e rigide) est munie d’un tressage syme´trique R (une contrainte de commuta-
tivite´, dans le langage de Saavedra). On renvoie a` 15.1 pour plus de de´tails sur les
tressages.
Sous cette hypothe`se, ∨A = A∨ (duaux a` droite et a` gauche coı¨ncident), et on a
(6.10) εA∨ = εA ◦RA∨,A, ηA∨ = RA∨,A ◦ ηA, A∨∨ = A,
(6.11) tf = f t, (f t)t = f.
On a aussi l’identite´
(6.12) ιC∨,C∨(RC∨,C ◦ ϕ) = ιC,C(ϕ)t
(en effet, par (6.8) et (6.3), l’image par ι−1C∨,C∨ du membre de droite s’e´crit (1C∨ •
εC) ◦ (ϕ • 1C∨), tandis que celle du membre de gauche s’e´crit (εC∨ • 1C∨) ◦ (1C∨ •
(RC∨,C ◦ ϕ)) = ((εC ◦RC∨,C) • 1C∨) ◦ (1C∨ • ϕ), et l’e´galite´ des deux membres
s’ensuit par permutation des facteurs C∨.)
Par ailleurs, si A,B,C,D sont quatre objets de A et ϕ ∈ A(1, A∨ • B), ψ ∈
A(1, C∨ •D), on a la formule
(6.13) ιA,B(ϕ) • ιC,D(ψ) = ιA•C,B•D((RA∨•B,C∨ • 1D) ◦ (ϕ • ψ)).
Le lemme suivant comple`te 6.1.6.
6.2.1. Lemme. Soit I un 1-ide´al a` gauche de A (de´finition 1.3.4). La formule
I(•)(A,B) = ιAB
(I(A∨ •B))
de´finit un ide´al monoı¨dal I(•) ; c’est le plus petit ide´al monoı¨dal de A contenant I .
De´monstration. On a vu que I(•) est un ide´al contenant I , stable par produit a`
gauche. Par tressage, on a aussi I(•)(A,B) • 1C ⊂ I(•)(A • C,B • C) pour trois
objets A,B,C . La deuxie`me assertion est imme´diate compte tenu du lemme 6.1.5.

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6.3. Interpre´tation. Pour expliciter le sens des lemmes 6.1.5 et 6.2.1, notons :
– G l’ensemble des 1-ide´aux a` gauche de A ;
– I l’ensemble des ide´aux [bilate`res] de A ;
– T l’ensemble des ide´aux [bilate`res] monoı¨daux de A.
Ces trois ensembles sont ordonne´s par inclusion. On a le diagramme suivant d’ap-
plications croissantes :
T
i
−→
←−
j
I
tտ r ւ
G
ou`
– i associe a` un ide´al monoı¨dal l’ide´al sous-jacent ;
– j associe a` un ide´al le plus petit ide´al monoı¨dal le contenant ;
– r associe a` un ide´al le 1-ide´al a` gauche sous-jacent (r(I)(A) = I(1, A)) ;
– t associe a` un 1-ide´al a` gauche I l’ide´al monoı¨dal
I(•) construit dans le lemme 6.2.1.
On a e´videmment ji = Id. Le lemme 6.1.5 dit que tri = Id, tandis que le lemme
6.2.1 dit que rit = Id. En particulier, les applications t et ri sont des bijections
inverses l’une de l’autre. D’autre part, soit I ∈ I. Comme j(I) contient r(I), on a
j(I) ⊃ tr(I), et j(I) = tr(I) si et seulement si tr(I) ⊃ I .
Par abus de notation, on e´crira encore I(•) pour tr(I) si I ∈ I.
Par ailleurs, les ensembles G, I, T sont munis d’ope´rations internes “somme”,
“intersection”. Il est clair que les applications i, t, r respectent ces ope´rations.
Le cas du produit est plus inte´ressant. A priori, seuls I et T sont munis d’une
ope´ration “produit” e´vidente. On peut alors munir G d’un tel produit en posant :
I · J := ri(t(I) · t(J )) (en formule :
(6.14) (I · J )(B) =
∑
A
ιAB(I(A∨ •B)) ◦ J (A) ).
Les applications i, t, r respectent alors aussi le produit. On a aussi la formule
(6.15) (I · J )(B) =
∑
u:A•A′→B
Im(J (A) • I(A′)→ A(1, B))
qui montre que le produit des ide´aux monoı¨daux (dans le cas rigide) est syme´trique.
Pour A′ = A∨•B et u = εA•1B , le terme du second membre de (6.15) s’e´crit en
effet (εA•1B)◦(J (A)•I(A∨•B)), qui coı¨ncide d’apre`s (6.6) avec le terme courant
du second membre de (6.14) (donc avec (I · J )(B)). Re´ciproquement, J (A) •
I(A′) ⊂ (t(J ) · t(I))(A • A′) puisque t(J ) et t(I) sont des ide´aux monoı¨daux,
d’ou` il de´coule que le second membre de (6.15) est contenu dans (I · J )(B).
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6.3.1. Exemple. Si A est la cate´gorie monoı¨dale des motifs de Grothendieck pour
l’e´quivalence rationnelle (motifs ‘de Chow’) a` coefficients dans K et si K est un
corps, il y a bijection entre les ide´aux monoı¨daux deA et les relations d’e´quivalence
ade´quates sur les cycles alge´briques a` coefficients dans K .
Il est plus facile de de´crire la bijection entre 1-ide´aux a` gauche de A et relations
d’e´quivalence ade´quates (cf. [26, 4]). Soit I un tel 1-ide´al, c’est-a`-dire la donne´e
d’une famille de sous-groupes I(M) de A(1,M) stable par l’action a` gauche des
correspondances, ou` M de´crit les objets de A. Pour le motif M d’une varie´te´ X
tordu m fois a` la Tate, on a A(1,M) = CHm(X)K , donc I de´finit une relation
d’e´quivalence ade´quate. Inversement, toute relation d’e´quivalence ade´quate de´finit
un 1-ide´al a` gauche de la cate´gorie des correspondances de Chow (non effectives),
et on ve´rifie que les 1-ide´aux a` gauche de cette cate´gorie sont en correspondance
bijective avec ceux de son enveloppe pseudo-abe´lienne A.
On de´duit de (6.14) la formule pour le produit de relations d’e´quivalence ade´qua-
tes (correspondant au produit d’ide´aux, et note´ ∗ dans loc. cit. ).
7. TRACES
Dans tout ce paragraphe, on suppose que (A, •) estK-line´aire monoı¨dale rigide,
syme´trique, et que End(1) = K (en revanche, on ne suppose pas A abe´lienne).
7.1. Traces et ide´alN . Rappelons que la trace d’un endomorphisme h ∈ A(C,C)
est l’e´le´ment tr(h) ∈ K = End(1) de´fini par
εC ◦RC∨,C ◦ (ιCC−1(h)) : 1→ 1,
ou` εC : C • C∨ → 1 est l’e´valuation. Dans la situation syme´trique dans laquelle
nous nous plac¸ons, la formule s’e´crit aussi
(7.1) tr(h) = εC∨ ◦ (ιCC−1(h))
La dimension (ou rang) de l’objet A est la trace de 1A.
Soient f ∈ A(A,B) et g ∈ A(B,A). Des formules (6.1) et (6.4), on de´duit que
tr(g ◦ f) = εA∨(1A∨ • εB • 1A)(ι−1ABf • ι−1BAg) = εA∨B ◦ (ι−1ABf • ι−1BAg)
d’ou`
(7.2) tr(g ◦ f) = tr(f ◦ g)
et, en appliquant (6.7)
(7.3) tr(g ◦ f) = (ι−1ABf)t ◦ ι−1BAg (= tr((ι−1ABf)t ◦ ι−1BAg)).
En appliquant (6.12), on obtient aussi l’identite´
tr(ht) = tr(h).
Voici une autre formule utile (cf. [14, 7.2]) : si f et g sont des endomorphismes
de A et B, on a
(7.4) tr(f • g) = tr(f)tr(g).
Introduisons a` pre´sent l’ide´al N , protagoniste principal de ce paragraphe.
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7.1.1. Lemme. La formule
N (A,B) = {f ∈ A(A,B),∀g ∈ A(B,A), tr(g ◦ f) = 0}
de´finit un ide´al monoı¨dal de A 14. On a
N (A,B) = ιAB{f ∈ A(1, A∨ •B),∀g ∈ A(A∨ •B,1), g ◦ f = 0}.
De´monstration. La stabilite´ par composition a` gauche est claire et la stabilite´ par
composition a` droite s’en de´duit en vertu de la formule (7.2). Il suffit alors de prou-
ver la seconde assertion, qui dit que N = N (•). C’est imme´diat a` partir de la
formule (7.3). 
7.1.2. Exemple. Dans le cas de l’exemple 6.3.1 (motifs), l’ide´al monoı¨dal N cor-
respond a` l’e´quivalence nume´rique des cycles alge´briques.
7.1.3. Lemme. On suppose que K est un corps. Soit f1, . . . , fn ∈ A(A,A)
une famille de n e´le´ments line´airement inde´pendants modulo N (A,A). Alors
(f1, . . . , fn) correspond a` une core´traction 1n →֒ A∨ • A.
De´monstration. La donne´e des fi fournit un morphisme 1n → A∨ • A (de i-e`me
composante ι−1AA(fi)). Remarquons que, par de´finition de N , la trace induit une
forme biline´aire (syme´trique) non de´ge´ne´re´e
A(A,A)/N (A,A) ×A(A,A)/N (A,A) → K.
Il existe donc des e´le´ments g1, . . . , gn de A(A,A) tels que tr(gi ◦ fj) = δij
(symbole de Kronecker). Le morphisme compose´
A∨ • A ◦g1,...,◦gn−−−−−−→ (A∨ • A)n RA∨A,...,RA∨A−−−−−−−−−−→ (A • A∨)n ev,...,ev−−−−−→ 1n
est un inverse a` gauche de 1n →֒ A∨•A. Re´ciproquement, toute core´traction comme
dans l’e´nonce´ s’obtient clairement ainsi. 
7.1.4. Proposition. On suppose que K est un corps. SoitA un cate´gorie K-line´aire
monoı¨dale syme´trique rigide, avec K = End(1). On note R son radical. Alors
a) N = R(•) : N (A,B) = ιAB(R(1, A∨ •B)) pour tout couple (A,B).
b) N est le plus grand ide´al monoı¨dal distinct de A.
c) Soit J un ide´al monoı¨dal distinct de A. Si A/J est semi-simple, alors J = N .
De´monstration. a) Que N soit distinct de A se voit sur le couple (1,1). Pour
l’e´galite´ N = R(•), il s’agit de voir que pour tout objet A, N (1, A) = R(1, A).
C’est bien le cas, car d’apre`s le lemme 1.4.9,
R(1, A) = {f ∈ A(1, A),∀g ∈ A(A,1), g ◦ f = 0}.
b) Prouvons que tout ide´al monoı¨dal J distinct de A est contenu dans N : il suffit
de faire voir que pour tout objet A, J (1, A) ⊂ N (1, A), c’est-a`-dire que pour tout
f ∈ J (1, A) et tout g ∈ A(A,1), g ◦ f = 0 ∈ K . Si tel n’e´tait pas le cas, on
pourrait supposer g ◦ f = 1, donc 1 ∈ J (1,1), d’ou` J (1, A) = A(1, A). Par
ailleurs, N (1,1) = 0, donc N 6= A.
14Dans [10] cet ide´al apparaıˆt, dans le cadre plus ge´ne´ral (tressage non ne´cessairement syme´trique)
des tortils ou cate´gories enrubanne´es, sous le nom d’ide´al des morphismes ne´gligeables.
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c) Si A/J est semi-simple, alors R ⊂ J . Donc R(•) = N est contenu dans
J (•) = J . On a l’inclusion oppose´e d’apre`s i). 
7.1.5. Corollaire. L’ide´al N ne de´pend pas du choix du tressage (syme´trique) R.
7.1.6. Proposition. Sous les meˆmes hypothe`ses, les conditions suivantes sont e´qui-
valentes :
(i) R ⊃ N ,
(ii) le foncteur de projection A → A/N est conservatif,
(iii) pour tous objets A,B de A, l’identification
ιAB : A(1, A∨ •B) ∼−→ A(A,B)
induit une inclusion
R(A,B) ⊃ R(1, A∨ •B).
En outre, R est un ide´al monoı¨dal si et seulement si R = N .
De´monstration. (i) ⇐⇒ (ii) re´sulte de 1.4.4 b) ; (i) ⇐⇒ (iii) n’est autre qu’une
reformulation de la proposition 7.1.4 a). La dernie`re assertion suit de ce que N =
R(•) (ou de (i) ⇐⇒ (iii)). 
7.1.7. Corollaire. Si A est semi-simple, N = 0. Si R 6= N , R 6= 0.
En effet, la premie`re (resp. deuxie`me) affirmation re´sulte de la proposition 7.1.4
(resp. 7.1.4 et 7.1.6) compte tenu de ce que le radical d’une cate´gorie semi-simple
est nul (resp. de ce que 0 est un ide´al monoı¨dal). 
7.1.8. Exemple. Revenons a` l’exemple de la cate´gorie monoı¨dale syme´trique rigide
A des motifs de Chow a` coefficients rationnels. Des conjectures tre`s fortes dues a`
A. Beilinson [2] et de J. Murre [41] (qui sont en fait e´quivalentes, cf. [26]) pre´disent
l’existence d’un filtration finie fonctorielle sur les objets de A. Chaque cran de la
filtration est suppose´ provenir d’une e´quivalence ade´quate, donc de´finit un ide´al
monoı¨dal F p. D’apre`s [26], il re´sulterait de ces conjectures et des conjectures stan-
dard que F p est la puissance p-ie`me de l’ide´al F 1 (correspondant a` l’e´quivalence
homologique) et que F 1 = N . La finitude conjecturale de la filtration a pour
conse´quence que F 1 ⊂ R, donc F 1 = R = N (R est monoı¨dal), et implique
alors : A est strictement de Wedderburn (noter que Rω = ∩F p = 0). Ces pro-
prie´te´s se transfe´rent aux cate´gories de motifs purs pour une e´quivalence ade´quate
quelconque.
Cet exemple conjectural est l’une des principales sources d’inspiration de ce tra-
vail.
7.1.9. Remarque. La compatibilite´ de N vis-a`-vis de l’extension des scalaires
(naı¨ve) ne pose pas de proble`me (contrairement a` celle du radical R, cf. §3.) C’est
prouve´ dans [10, 1.4.1], dans un contexte beaucoup plus large.
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7.2. Traces et puissances exte´rieures. Cette partie est inspire´e par [14, 7.2] et par
le re´cent travail de Kimura ([32], voir aussi [21]). Ici la syme´trie du tressage est
essentielle.
Soit n un entier > 0. On fait ope´rer le groupe syme´trique Sn sur A•n au moyen
du tressage [syme´trique !] R, en e´crivant tout e´le´ment σ de Sn comme produit de
transpositions de la forme (i i + 1) (le re´sultat ne de´pend pas de cette e´criture, cf.
[14, 7.2]). Plus ge´ne´ralement, si A1, . . . , An ∈ A et β ∈ Sn, on a un isomorphisme
bien de´termine´
β : A1 • · · · • An → Aβ(1) • · · · • Aβ(n)
covariant en β. SiB1, . . . , Bn sont d’autres objets, pour toute famille fi ∈ A(Ai, Bi),
on a
(7.5) β ◦ (f1 • · · · • fn) = (fβ(1) • · · · • fβ(n)) ◦ β.
On a aussi les formules suivantes qui nous seront utiles
(7.6) ιAβ(1)•...•Aβ(n),Aβ(1)•...•Aβ(n)((β−1, β)◦ϕ) = β◦ιA1•...•An,A1•...•An(ϕ)◦β−1
(7.7) εA∨
β(n)
•...•A∨
β(1)
◦ (β−1, β) = εA∨n•...•A∨1 ,
ou` (β−1, β) de´signe la “permutation”
A∨n • . . . •A∨1 • A1 • . . . • An → A∨β(n) • . . . • A∨β(1) • Aβ(1) • . . . •Aβ(n).
Cas particulier de (7.5) : soit σ ∈ Sn, et supposons que Bi = Aσ(i) pour tout i.
On peut alors conside´rer l’endomorphisme suivant de A1 • · · · •An (cf. [14, 7.2]) :
F = σ−1 ◦ (f1 • · · · • fn).
Nous nous proposons de calculer la trace de F .
´Ecrivons σ comme produit de cycles disjoints σ1◦· · ·◦σp, et soit Ik ⊂ {1, . . . , n}
le support de σk. Pour tout i ∈ Ik, on peut conside´rer l’endomorphisme de Ai
Fk,i = fσℓk−1(i) ◦ · · · ◦ fσ(i) ◦ fi
ou` ℓk = |Ik| est la longueur du cycle σk. D’apre`s (7.2), la trace tr(Fk,i) ne de´pend
pas du choix de i : notons-la` tk.
7.2.1. Proposition. On a
tr(F ) =
p∏
k=1
tk.
De´monstration. Soit β ∈ Sn. D’apre`s (7.5) et (7.2), on a
tr(βσ−1β−1 ◦ (fβ(1) • · · · • fβ(n)))
= tr(β ◦ σ−1 ◦ (f1 • · · · • fn) ◦ β−1)
= tr(σ−1 ◦ (f1 • · · · • fn)).
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Cette formule permet de se ramener au cas ou` les Ik forment une partition crois-
sante de {1, . . . , n} :
Ik = {ℓ1 + · · · + ℓk−1 + 1, . . . , ℓ1 + · · ·+ ℓk}
et ou`, de plus, pour tout k, σk est le cycle “croissant”
σk = (ℓ1 + · · ·+ ℓk−1 + 1, · · · , ℓ1 + · · ·+ ℓk).
Posant alors
Fk = σ
−1
k ◦ (fℓ1+···+ℓk−1+1 • ots • fℓ1+···+ℓk)
une ite´ration de la formule (7.4) donne
tr(F ) =
p∏
k=1
tr(Fk).
Ceci rame`ne la de´monstration de la proposition 7.2.1 au cas ou` σ est la permu-
tation cyclique de {1, . . . , n}. Par ite´ration de la formule (6.4), et compte tenu de
(6.1) et (6.13), on trouve
(7.8) ι−1A1A1(fn ◦ · · · ◦ f1)
= (1A∨1 • εA2 · · · • εAn • 1A1) ◦ (ι
−1
A1A2
f1 • · · · • ι−1AnA1fn)
= (1A∨1 • εA∨n•···•A∨2 • 1A1) ◦ (ι
−1
A2•···•An•A1,A2•···•An•A1
F ).
En appliquant εA∨ “aux deux facteurs extreˆmes A∨ et A” (ce qui fait sens graˆce
au tressage), on obtient
(7.9) tr(fn ◦ · · · ◦ f1) = εA∨1 •A∨n•···•A∨2 (ι
−1
A2•···•An•A1,A2•···•An•A1
F )
= εA∨1 •A∨n•···•A∨2 (ι
−1
A2•···•An•A1,A2•···•An•A1
F )
= εA∨n•···•A∨1 (ι
−1
A1•···•An,A1•···•An
(σ ◦ (f1 • · · · • fn))) = tr(σ ◦ (f1 • · · · • fn))
(cf. aussi [14, 7.2]). 
7.2.2. Corollaire. Supposons A1 = · · · = An = A et f1 = · · · = fn = f . Alors
tr(F ) =
p∏
k=1
tr(f◦ℓk).
En particulier, pour f = 1, on a tr(σ) = dim(A)p. 
Dans la suite de ce paragraphe (jusqu’a` 7.3), on suppose que A est pseudo-
abe´lienne.
7.2.3. De´finition. Soit n un entier naturel tel que n! soit inversible dans K , et soit
A ∈ A. La puissance exte´rieure n-ie`me ΛnA de A est l’image du projecteur d’anti-
syme´trisation sur A•n
(7.10) an = 1
n!
∑
σ∈Sn
sgn(σ)σ.
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De meˆme, la puissance syme´trique n-ie`me SnA d’un objet A de A est l’image du
projecteur de syme´trisation sn = 1n!
∑
σ∈Sn
σ.
Ces constructions sont fonctorielles en A.
7.2.4. Proposition (cf. [14, 7.2]). Soit A un objet deA, et soit f un endomorphisme
de A. Alors on a
tr(Λn(f)) =
1
n!
∑
σ∈Sn
sgn(σ)
p∏
k=1
tr(f◦ℓk)
ou`, pour tout σ ∈ Sn, ℓ1, . . . , ℓp sont les longueurs des cycles disjoints constitutant
σ. En particulier, si d = dimA, la dimension de ΛnA est(
d
n
)
=
d(d − 1) . . . (d− n+ 1)
n!
.
De meˆme, on a
tr(Sn(f)) =
1
n!
∑
σ∈Sn
p∏
k=1
tr(f◦ℓk)
dimSn(A) =
(
d+ n− 1
n
)
=
d(d+ 1) . . . (d+ n− 1)
n!
.
De´monstration. La premie`re assertion re´sulte directement du corollaire 7.2.2. La
seconde re´sulte du cas particulier f = 1 et de l’identite´ bien connue(
d
n
)
=
1
n!
∑
σ∈Sn
sgn(σ)dα(σ)
ou` α(σ) est le nombre de cycles intervenant dans σ. Les assertions pour les puis-
sances syme´triques se de´montrent de meˆme. 
7.2.5. Corollaire. Sous les hypothe`ses de la proposition 7.2.4,
a) tr(f◦n) s’exprime comme un polynoˆme universel en les tr(Λi(f)) pour i =
1, . . . , n a` coefficients dans Z[1/n!].
b) On a
(7.11) tr(Λn(1A + f)) =
n∑
i=0
tr(Λif).
De´monstration. a) Posons ti = tr(f◦i) : le second membre de la proposition 7.2.4
est donc un polynoˆme universel en les ti. On remarque que tn intervient dans le
terme
∏p
k=1 tr(f
◦ℓk) si et seulement si σ est un cycle de longueur n, et qu’alors ce
terme est e´gal a` tn. Tous ces cycles ont la meˆme signature (−1)n−1, et ils sont au
nombre de (n− 1)!. Ainsi, le second membre de la proposition 7.2.4 est un polynoˆ-
me du premier degre´ en tn, et le coefficient de tn est e´gal a` (−1)n−1/n. L’assertion
en re´sulte, par re´currence sur n.
b) Graˆce a` a), on voit que tr(Λn(1 + f)) s’e´crit comme un polynoˆme universel
a` coefficients dans Z[ 1
n! ] en les tr(Λ
if) pour i ≤ n. Prenant pour A la cate´gorie
monoı¨dale des modules libres de type fini sur K , on obtient la formule voulue. 
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En nous inspirant de Kimura [32] (qui se plac¸ait dans le cadre des motifs de
Chow, voir aussi [21, 3.15]), nous allons de´montrer un re´sultat plus pre´cis que 7.2.1
et 7.2.4, qu’on retrouve en appliquant εA∨1 aux facteurs extreˆmes. On reprend les
notations de 7.2.1.
7.2.6. Proposition. Pour tout σ ∈ Sn, notons ℓ1(σ) la longueur du cycle σ1 de σ
ayant 1 dans son support. On a
(7.12) ιA1A1
(
(1A∨1 • εA∨n•···•A∨2 • 1A1)(ι
−1
A1•···•An,A1•···•An
(σ−1 ◦ f1 • · · · • fn))
)
= tσ.fσℓ1−11 (1)
◦ · · · ◦ fσ1(1) ◦ f1,
ou` tσ = 1 si σ est cyclique (ℓ1 = n), et tσ ∈ K est un produit de traces de monoˆmes
non triviaux en les fi si σ n’est pas cyclique.
A fortiori, si A1 = . . . = An = A et f1 = . . . = fn = f ∈ A(A,A), et si n! est
inversible dans K , on obtient
(7.13) ιAA
(
(1A∨ • εA•(n−1) • 1A) ◦ (ι−1A•n,A•n(Λnf))
)
=
∑
σ∈Sn
t′σf
ℓ1(σ)
(7.14) ιAA
(
(1A∨ • εA•(n−1) • 1A) ◦ (ι−1A•n,A•n(Snf))
)
=
∑
σ∈Sn
t”σf
ℓ1(σ)
ou` t′σ =
(−1)n−1
n! si σ est cyclique, et t
′
σ = ± 1n!× un produit de traces de puissances
non nulles de f sinon (resp. meˆmes formules pour t”σ, sans les signes).
De´monstration. Abre´geons provisoirement ιAA en ιA, et
(1A∨1 • εA∨n•···•A∨2 • 1A1) ◦ ι
−1
A1•···•An,A1•···•An
(−)
en ΘA1...An(−).
Soit β ∈ Sn une permutation telle que β(1) = 1. Compte tenu de (7.5), (7.6) et
(7.7), on a
ιA1A1
(
ΘA1Aβ(1)...Aβ(n)(βσ
−1β−1 ◦ (f1 • fβ(2) • · · · • fβ(n)))
)
= ιA1A1
(
ΘA1Aβ(2)...Aβ(n)(β ◦ σ−1 ◦ (f1 • · · · • fn) ◦ β−1)
)
= ιA1A1
(
ΘA1...An(σ
−1 ◦ (f1 • · · · • fn))
)
.
Comme dans la preuve de 7.2.1, et parce que σ1 est choisi de telle sorte que 1
soit dans son support, cette formule permet de se ramener au cas ou` les Ik forment
une partition croissante de {1, . . . , n} et ou`, de plus, pour tout k, σk est le cycle
“croissant”
σk = (ℓ1 + · · ·+ ℓk−1 + 1, · · · , ℓ1 + · · ·+ ℓk),
ce qui permet d’e´crire
σ−1 ◦ f1 • · · · • fn = (σ−11 ◦ f1 • · · · • fℓ1) • · · · • (σ−1p ◦ fn−ℓp • · · · • fn).
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Compte tenu de (6.1) et (6.13), on en tire
ιA1
(
ΘA1...An(f1 • · · · • fn)
)
= ιA1
(
(1A∨1 • εA∨ℓ1•···•A∨2 • 1A1)(ι
−1
A1•...•Aℓ1
(σ−11 ◦ f1 • · · · • fℓ1))•
εA∨
ℓ1+ℓ2
•···•A∨
ℓ1+1
(ι−1Aℓ1+1•...•Aℓ1+ℓ2
(σ−12 ◦ fℓ1+1 • · · · • fℓ1+ℓ2))•
. . . • εA∨n•···•A∨n−ℓp (ι
−1
An−ℓp•...•An
(σ−1p ◦ fn−ℓp • · · · • fn))
)
ce qui n’est autre que
(fℓ1 ◦ · · · ◦ f1).tr(fℓ1+ℓ2 ◦ · · · ◦ fℓ1+1). · · · .tr(fn ◦ · · · ◦ fn−ℓp)
par (7.8) et (7.9). Ceci de´montre la premie`re assertion, et la seconde s’ensuit imme´dia-
tement. 
7.2.7. Proposition. Soit A 6= 0 un objet de A. On suppose qu’il existe un entier
n > 0 tel que n! soit inversible dans K et tel que tel que ΛnA = 0 (resp. que
SnA = 0). Alors
i) N (A,A) est un nil-ide´al de A(A,A) d’e´chelon de nilpotence ≤ n. C’est meˆme
un ide´al nilpotent de A(A,A), d’e´chelon de nilpotence borne´ en fonction de n. En
particulier, l’image de A n’est pas nulle dans A/N .
ii) Si K est inte`gre de caracte´ristique nulle, la dimension de A (resp. l’oppose´ de la
dimension de A) est un entier naturel ≤ n.
De´monstration. i) la formule (7.13) nous dit que
ιA(1A∨ • εA•(n−1) • 1A)(ι−1A•n(Λnf)) =
∑
σ∈Sn
t′σf
ℓ1(σ),
ou` t′σ =
(−1)n−1
n! si σ est cyclique, et t
′
σ = ± 1n!× un produit de traces de puissances
non nulles de f sinon. Pour f ∈ N , ces derniers termes s’annulent, et on a donc
ιA(1A∨ • εA•(n−1) • 1A)(ι−1A•n(Λnf)) =
(−1)n−1
n
fn.
Mais Λnf = 0 si ΛnA = 0, et on trouve finalement que fn = 0. De meˆme
avec Sn au lieu de Λn. La nilpotence de N (A,A) re´sulte alors du the´ore`me de
Nagata-Higman [42, 23], rappele´ ci-dessous pour la commodite´ du lecteur.
La troisie`me assertion de i) est imme´diate.
ii) D’apre`s la proposition 7.2.4, la dimension de ΛnA est donne´e par le coefficient
binoˆmial
(
dimA
n
)
, qui ne s’annule que si dimA est un entier naturel ≤ n.
Le cas d’une puissance syme´trique se traite de meˆme. 
7.2.8. Lemme (Nagata-Higman). Soient n un entier > 0 et K un anneau commu-
tatif unitaire dans lequel n! est inversible. Soit R une K-alge`bre associative non
unitaire telle que tout e´le´ment x ∈ R ve´rifie xn = 0. Alors R2n−1 = 0.
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De´monstration. (d’apre`s P. Higgins) On raisonne par re´currence sur n, en posant
R = Rn. Posons
ξ(x, y) =
n−1∑
i=0
xiyxn−1−i et η(x, y, z) =
n−1∑
i,j=0
xizyjxn−i−1yn−j−1.
En e´crivant (x + iy)n = 0 pour i = 0, . . . n − 1, on obtient par Van der Monde
(compte tenu de ce que (n−1)! est inversible dans K) que ξ(x, y) est identiquement
nul sur Rn × Rn. Donc η(x, y, z) =
∑n−1
j=0 ξ(x, zy
j)yn−1−j = 0, mais η(x, y, z)
se re´e´crit nxn−1zyn−1 +
∑n−2
j=0 x
jzξ(y, xn−1−j), d’ou` xn−1zyn−1 = 0 (compte
tenu de ce que n est inversible dans K). Soit In−1 l’ide´al de Rn engendre´ par les
puissances (n− 1)-ie`mes. La K-alge`bre Rn−1 = Rn/In−1 est nil d’e´chelon n− 1.
Par re´currence, R2
n−1−1
n−1 = 0, i.e. R2
n−1−1
n ⊂ In−1, et on conclut de ce qui pre´ce`de
que
R2
n−1
n = R
2n−1−1
n .Rn.R
2n−1−1
n ⊂ In−1 ·Rn · In−1 = 0.

7.3. Trace des endomorphismes nilpotents. Nous ignorons si un endomorphis-
me nilpotent est toujours de trace nilpotente, sans hypothe`se supple´mentaire. Nous
allons ne´anmoins le de´montrer dans deux cas particuliers.
7.3.1. Proposition. Supposons que A soit pseudo-abe´lienne et que la dimension
de tout objet de A soit un entier naturel. Soit A un objet de dimension n telle que
n! soit inversible dans K . Alors tout endomorphisme nilpotent de A est de trace
nilpotente dans K .
De´monstration. Par le the´ore`me de Krull et par extension des scalaires (naı¨ve),
on se rame`ne au cas ou` K est un corps. Par extension des scalaires de K a` K[t], la
formule (7.11) donne tr(Λn(1+tf)) =∑ni=0 titr(Λif). Pour montrer que tr(f) =
0 pour tout f nilpotent, il suffit donc d’e´tablir que tr(Λn(1 + f)) = 1 pour tout tel
f . Or par la proposition 7.2.4, le rang de ΛnA est 1. Il suffit donc de de´montrer que
pour tout objet B de rang 1, (A/N )(B,B) = K.1B tr
∼=−→ K , compte tenu de ce que
K est un corps. Cela de´coule du lemme suivant, qui est une conse´quence imme´diate
de 7.1.3 :
7.3.2. Lemme. Supposons que K soit un corps, que A soit pseudo-abe´lienne et que
la dimension de tout objet soit un entier naturel. Alors tout objet de dimension 0 de
A/N est nul, et pour tout objet B deA/N de dimension 1, le morphisme canonique
ηB : 1→ B∨ •B est un isomorphisme. 
7.3.3. Proposition (cf. [10, 1.4.3]). Supposons qu’il existe un foncteur monoı¨dal sy-
me´trique H deA vers une cate´gorie abe´lienne monoı¨dale syme´trique rigide V ; sup-
posons en outre que l’application K → V(1,1) soit injective. Alors tout endomor-
phisme nilpotent est de trace nulle.
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De´monstration. On se rame`ne au cas A = V , donc a` supposer A abe´lienne. Cela
permet de factoriser f = m ◦ e en e´pi suivi de mono. Si fn = 0, on a donc
0 = (me)n = m(em)n−1e
d’ou` (em)n−1 = 0 puisque m (resp. e) est simplifiable a` gauche (resp. a` droite).
On e´crit alors tr(me) = tr(em), et on conclut par re´currence sur l’e´chelon de
nilpotence. 
7.3.4. Remarque. Dans 7.3.1, contrairement a` 7.3.3, on ne peut remplacer “trace
nilpotente” par “trace nulle” si K n’est pas re´duit : la cate´gorie A des modules
libres de type fini sur l’alge`bre des nombres duaux D = K[ε]/(ε2) est monoı¨dale,
D-line´aire, syme´trique, rigide, et ve´rifie End1 = D (mais n’est pas abe´lienne). Or
ε.11 est un endomorphisme nilpotent de trace non nulle.
7.4. ⊗-Radicaux. On suppose toujours A monoı¨dale syme´trique rigide.
7.4.1. De´finition. Soit J un ide´al monoı¨dal deA. Le⊗-radical de J est de´fini par :
⊗
√J (A,B) = {f ∈ A(A,B),∃n ∈ N, f•n ∈ J (A•n, B•n)}.
7.4.2. Lemme. i) ⊗√J est un ide´al monoı¨dal.
ii) Pour tout objet A, l’ide´al ⊗√0(A,A) est nil. Qui plus est, l’ide´al bilate`re en-
gendre´ par un e´le´ment quelconque de ⊗
√
0(A,A) est nilpotent.
iii) ⊗√0 est contenu dans R∩N (rappelons que R de´signe le radical de A.)
De´monstration. i) Pour montrer que ⊗
√J est un ide´al monoı¨dal, le seul point non
trivial est de ve´rifier que ⊗
√J (A,B) est stable par addition. Soient f et g deux
e´le´ments de cet ensemble. Il existe donc n ∈N tel que f•n = g•n ∈ J , et l’on voit
alors que (f + g)•2n ∈ J puisque J est un ide´al monoı¨dal.
ii) (cf. [32, de´m. de la prop. 2.16]). Soit f ∈ ⊗√0(A,A). Pour tous g1, . . . , gn+1 ∈
A(A,A), on a gn+1 •f •gn • . . .•f •g1 = 0 (appliquer le tressage), d’ou`, par (7.8),
ι−1AA(g1 ◦ f ◦ g2 ◦ . . . ◦ f ◦ gn+1) =
(1A∨ • εA∨•···•A∨ • 1A) ◦ ι−1A•2n+1,A•2n+1(σ−1 ◦ (gn+1 • f • gn • . . . • f • g1))
ou` σ est la permutation cyclique de {1, . . . , 2n + 1}. On obtient donc que g1 ◦ f ◦
g2 ◦ . . . ◦ f ◦ gn+1 = 0.
iii) ⊗
√
0 ⊂ R suit imme´diatement de ii). Pour ⊗√0 ⊂ N , on utilise la formule
(7.4) : tr(f•n) = tr(f)n. 
7.4.3. Exemple. Dans le cas de l’exemple 6.3.1 (motifs), l’ide´al monoı¨dal ⊗√0
correspond a` l’e´quivalence de smash-nilpotence sur les cycles alge´briques, intro-
duite par V. Voevodsky [59]. Sa conjecture principale (loc. cit.) revient a` dire que
⊗
√
0 = N (dans le cas ou` le corps de coefficients est de caracte´ristique nulle).
Par ailleurs, dans [58], Thomason calcule ⊗
√
0 dans le cas des cate´gories de´rive´es
de cate´gories de faisceaux cohe´rents.
7.4.4. Remarque. La compatibilite´ de ⊗
√
0 vis-a`-vis de l’extension des scalaires
(naı¨ve) est imme´diate.
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8. THE´ORE`MES DE STRUCTURE
Dans ce paragraphe, nous tirons les fruits des calculs pre´ce´dents, pour obtenir des
the´ore`mes de structure : ceux-ci sont rassemble´s dans 8.2. Dans tout le paragraphe,
K est un corps etA est une cate´gorie K-line´aire monoı¨dale syme´trique rigide, avec
End(1) = K .
On note R le radical, et N le plus grand ide´al monoı¨dal distinct de A. (cf. 7.1.4).
8.1. Structure de A/N .
8.1.1. Proposition. On suppose qu’il existe un foncteur F : A → V ecL vers la ca-
te´gorie des espaces vectoriels de dimension finie sur une extension L de K , ve´rifiant
F (1) 6= 0.
a) Alors les morphismes de A/N forment des K-espaces de dimension finie. Plus
pre´cise´ment,
dimK(A/N )(A,B) ≤ dimL F (A∨ ⊗B).dimL F (1).
En particulier, A/N est semi-primaire.
b) Si F est la compose´e G ◦ H d’un foncteur monoı¨dal syme´trique H de A vers
une cate´gorie abe´lienne monoı¨dale syme´trique rigide V , et d’un foncteur G : V →
V ecL, alors R ⊂ N et A/N est semi-simple.
De´monstration. a) On va donner deux preuves, la premie`re valable seulement si F
est K-line´aire.
1) Comme (A/N )(A,B) ⊗K L ≃ (AL/NL)(A,B) (cf. remarque 7.1.9), on
peut supposer L = K . D’autre part, par rigidite´, on peut supposer que A = 1.
Conside´rons alors l’application K-line´aire de´finie par F :
F : A(1, B)→ HomK(F (1), F (B)).
Soit f ∈ A(1, B) tel que F (f) = 0. Pour tout g ∈ A(B,1), on a F (gf) = 0,
donc gf = 0 : en effet, F : K = End(1) → EndK(F (1)) est injectif puisque
F (1) 6= 0. Ainsi KerF ⊂ N (1, B). On a donc
dimA/N (1, B) ≤ dimA(1, B)/KerF ≤ dimHom(F (1), F (B)).
2) Soit V le sous-L-espace deHomL(F (A∨•B), F (1)) engendre´ par F (A(A∨•
B,1)). On peut donc trouver des e´le´ments b1, . . . , bn de A(A∨ • B,1), avec n ≤
dimL F (A
∨ • B).dimL F (1), qui engendrent V . Soit a ∈ A(A,B) ∼= A(1, A∨ •
B). Dire que a ∈ N (A,B) ∼= N (1, A∨ • B), c’est dire que b ◦ a = 0 dans
K = End(1) pour tout b ∈ A(A∨ • B,1). Comme F est un foncteur, cela revient
a` dire que V ◦ F (a) = 0 ∈ L. Comme les F (bi) engendrent V sur L, cela revient
finalement a` dire que bi ◦ a = 0 pour i = 1, . . . n. Ainsi a 7→ (bi ◦ a)i de´finit un
plongement K-line´aire de (A/N )(A,B) ∼= (A/N )(1, A∨ •B) dans Kn.
b) Comme A/N est semi-primaire, toutes les K-alge`bres d’endomorphismes
A/N (C,C) sont semi-primaires, donc leurs radicaux sont nilpotents. D’apre`s 7.3.3,
tout e´le´ment de ce radical est donc de trace nulle. En appliquant ceci a` C = A⊕B,
on voit que R(A,B) ⊂ N (A,B). Donc R ⊂ N , et A/N est semi-simple puisque
semi-primaire et de radical nul. 
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8.1.2. Remarques. 1) La preuve de a) est une variante abstraite de la preuve clas-
sique de la finitude des cycles alge´briques modulo l’e´quivalence nume´rique. L’hy-
pothe`se est tre`s faible, mais non superflue : on peut montrer que l’exemple de [14,
2.19] (il s’agit d’une ind-cate´gorie obtenue a` partir de la cate´gorie monoı¨dale sy-
me´trique rigide A librement engendre´e par un objet X de dimension transcen-
dante sur Q) ve´rifie nos conditions et est meˆme abe´lienne, mais que A/N n’est
pas semi-primaire (en fait, il de´coule du calcul de A(X,X) fait dans loc. cit. que
N (X,X) = 0).
2) Le meˆme e´nonce´ (sans les ine´galite´s de dimensions) vaut si l’on suppose seule-
ment que L est une K-alge`bre semi-simple commutative plutoˆt qu’un corps. En ef-
fet, on se rame`ne a` la proposition 8.1.1 en projetant sur la cate´gorie V ecLi , ou` Li
est un facteur simple de L tel que F (1)⊗L Li 6= 0.
Voici un autre e´nonce´ qui va dans le meˆme sens :
8.1.3. Proposition. On suppose que A est pseudo-abe´lienne et que les dimensions
des objets sont des entiers naturels.
a) Alors les morphismes de A/N forment des K-espaces de dimension finie. On a
plus pre´cise´ment, pour tout objet A :
dimK(A/N )(A,A) ≤ (dimA)2.
b) En fait R ⊂ N , et A/N est semi-simple.
De´monstration. a) Comme A est K-line´aire, on se rame`ne au cas des endomor-
phismes. Choisissons n endomorphismes f1, . . . , fn dont les images dans
A(A,A)/N (A,A) sont line´airement inde´pendantes. Il s’agit de voir que n ≤
(dim A)2 = dim A∨ •A. Au lemme 7.1.3, on a vu que les f1, . . . , fn donnent lieu
a` un facteur direct 1n dans A∨ • A dans la cate´gorie monoı¨dale pseudo-abe´lienne
A/N . Tout supple´mentaire sera de dimension un entier naturel par hypothe`se, d’ou`
l’ine´galite´ voulue.
b) : comme dans la proposition pre´ce´dente, mais en invoquant 7.3.1 au lieu de
7.3.3. 
8.2. Radical, traces, semi-simplicite´. Trois the´ore`mes de structure.
Comme dans le sous-paragraphe pre´ce´dent, on suppose que K est un corps, et
que A est une cate´gorie K-line´aire monoı¨dale syme´trique rigide, avec End(1) =
K .
8.2.1. The´ore`me. On suppose K de caracte´ristique nulle etA munie d’un foncteur
monoı¨dal syme´trique fide`le H : A → L-Modf , ou` L est une K-alge`bre commuta-
tive semi-simple. Alors A est de Wedderburn et H a les proprie´te´s e´nume´re´es dans
le corollaire 4.1.7 b).
De´monstration. Comme dans la remarque 4.1.8, on se rame`ne au cas ou` L est
un corps. D’apre`s le corollaire 4.1.7, il suffit alors de ve´rifier que, pour tout a ∈
A(A,A), le polynoˆme caracte´ristique deH(a) est a` coefficients dans K . Or, comme
carK = 0, ces coefficients s’expriment comme polynoˆmes a` coefficients rationnels
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en les tr(H(ai)). PuisqueH est monoı¨dal syme´trique, on a tr(H(ai)) = H(tr(ai)) ∈
H(End(1)) = K . 
Au vu de l’exemple 7.1.2, le point a) de l’e´nonce´ suivant peut eˆtre conside´re´
comme une version abstraite des re´sultats de Jannsen [25] (cf. [1]).
8.2.2. The´ore`me. a) On suppose qu’il existe un foncteur monoı¨dal syme´trique H de
A vers une cate´gorie abe´lienne monoı¨dale syme´trique V , et un foncteur G : V →
L-Modf ve´rifiant G(1) 6= 0, ou` L est une K-alge`bre commutative semi-simple.
Alors
(i) R ⊂ N ,
(ii) A/N est semi-simple,
(iii) le seul ide´al monoı¨dal I de A tel que A/I soit semi-simple est I = N .
b) Supposons de plus que K soit de caracte´ristique nulle, que G = Id et que H soit
fide`le. Alors
(i) R = N ,
(ii) A est de Wedderburn,
(iii) A est pseudo-abe´lienne si et seulement si A/N est abe´lienne.
De´monstration. a) (i) et (ii) suivent de la proposition 8.1.1 b) et de la remarque
8.1.2 2) ; (iii), indique´ pour me´moire, a de´ja` e´te´ vu dans la proposition 7.1.4 c).
b) Pour (i), il faut voir que N ⊂ R. On remarque que, via H , la trace monoı¨dale
tr s’interpre`te comme une “vraie” trace au sens de l’alge`bre line´aire. Comme K
est suppose´ de caracte´ristique nulle, un endomorphisme d’un L-module de type fini
dont toutes les puissances strictement positives sont de trace nulle est nilpotent, et
on de´duit de la` que N (A,A) est un nil-ide´al, donc contenu dansR(A,A), pour tout
objet A de A. Le point (ii) de´coule du the´ore`me pre´ce´dent. Enfin, (iii) re´sulte de
ceci et de la proposition 2.3.4 b). 
8.2.3. Remarques. 1) SiA est tannakienne et que K est de caracte´ristique nulle, on
verra dans la proposition 18.1.1 queA/R est encore tannakienne (neutre siA l’est).
Par contre, on verra aussi que l’hypothe`se de caracte´ristique nulle est ne´cessaire
(contre-exemple 10.1.2, ou remarque 19.5.4 1).
2) Par ailleurs, il ne suffirait pas dans le the´ore`me 8.2.2 de supposer que H est un
foncteur fibre Z/2-gradue´, cf. contre-exemple 10.1.1 ci-dessous.
8.2.4. The´ore`me. Supposons K de caracte´ristique nulle et A pseudo-abe´lienne.
Conside´rons les proprie´te´s suivantes :
a) pour tout objet A de A, il existe un entier n > 0 tel que ΛnA = 0,
b) A/N est semi-simple, et pour tout objet A de A,N (A,A) est un ide´al nilpotent,
c) R = N ,
d) A ne contient pas d’objet fantoˆme, i.e. d’objet non nul dont l’image dans A/N
est nulle,
e) A est de Wedderburn,
f) A/N est tannakienne semi-simple.
g) la dimension de tout objet de A est un entier naturel,
Alors
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(i) a) =⇒ b) =⇒ c) =⇒ d) + e) et a) =⇒ f) + g),
(ii) sous g), on a a) ⇐⇒ b) ⇐⇒ c) ⇐⇒ d).
8.2.5. Remarques. 1) La proprie´te´ a) pre´sente l’avantage sur les suivantes d’eˆtre
testable sur des “ge´ne´rateurs tensoriels” deA : soit (Aα) une famille d’objets Aα de
A tels que tout objet de A soit isomorphe a` un facteur direct d’une somme directe
de •-monoˆmes en les Aα ; on peut montrer que a) est ve´rifie´ de`s que pour tout α, il
existe nα tel que ΛnαAα = 0.
2) Les proprie´te´s a), f) et g) de´pendent du tressage, alors que b), c), d) et e) n’en
de´pendent pas.
3) Nous verrons en 10.1.1 que g) + e) ne suffit pas a` impliquer R = N ).
4) Les proprie´te´s du the´ore`me sont par exemple ve´rifie´es dans le cas de la cate´gorie
monoı¨dale des fibre´s vectoriels sur une varie´te´ projective ge´ome´triquement connexe
sur K .
De´monstration. Se´parons b) en b1) : A/N est semi-simple, et b2) : ∀A, N (A,A)
est un ide´al nilpotent. Nous allons de´montrer que a) =⇒ b2), b1) + b2) =⇒ c) =⇒
d), a) =⇒ g) =⇒ b1), b1)+b2)+c) =⇒ e), a)+b1)+b2) =⇒ f) et d)+g) =⇒ a).
a) =⇒ b1) suit de la proposition 7.2.7 i).
b1) + b2) =⇒ c) : l’inclusion R ⊃ N vient graˆce au fait que le radical d’une
K-alge`bre contient tout nilide´al. L’inclusion oppose´e de la semi-simplicite´ deA/N
(1.4.7).
c) =⇒ d) : en effet, la projection A → A/R e´tant conservative, elle ne peut
envoyer un objet non nul sur un objet nul.
a) =⇒ g) : cela re´sulte de la proposition 7.2.7 ii).
b1) + b2) + c) =⇒ e) : imme´diat.
Il reste a` montrer que a)+ b1)+ b2) =⇒ f). Par b2),A/N est pseudo-abe´lienne
tout comme A (lemme 2.3.3). Par b1), elle est donc abe´lienne (cf. A.2.10). Comme
elle ve´rifie aussi a), le the´ore`me de Deligne [14, 7.1] montre qu’elle est tannakienne.
g) =⇒ b) : cela re´sulte de la proposition 8.1.3.
d) + g) =⇒ a) : Soit A un objet de dimension d. Notons A¯ son image dans
A/N et posons B := Λd+1A. Montrons que B = 0. Par d), il suffit de montrer que
son image B¯ dans A/N , qui n’est autre que Λd+1A¯, est nulle. Notons que B¯ est
de dimension
(
d
d+1
)
= 0. Par g), et d’apre`s 7.3.2, on a bien B¯ = 0 puisque A est
pseudo-abe´lienne. 
8.3. Variante Z/2-gradue´e. En the´orie des motifs, la cate´gorie monoı¨dale des mo-
tifs purs modulo l’e´quivalence nume´rique est parfois appele´e la “fausse” cate´gorie
des motifs. La raison en est que cette cate´gorie ne peut pas eˆtre tannakienne car la
dimension d’un objet M est un entier e´ventuellement ne´gatif : si H est une coho-
mologie de Weil et si M˜ est un rele`vement de M a` la cate´gorie des motifs modulo
l’e´quivalence H-homologique, alors dimM = dim M˜ =
∑
i∈Z(−1)iH i(M). En
particulier, la condition g) du the´ore`me 8.2.4 ne s’applique pas dans ce contexte.
Pour corriger ce de´faut, on fait la conjecture standard que les projecteurs de
Ku¨nneth de tout motif M (relatifs a` H) sont alge´briques, ce qui permet de mod-
ifier la contrainte de commutativite´ de fac¸on a` obtenir la formule dimM =
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i(M) ≥ 0. Pour y parvenir, il suffit en fait que la somme des projecteurs de
Ku¨nneth pairs (ou impairs, de manie`re e´quivalente), soit alge´brique.
Faute de savoir de´montrer cette conjecture standard en ge´ne´ral, on peut se limiter
a` la sous-cate´gorie pleine forme´e des motifs M pour lesquelles elle est vraie : c’est
le point de vue adopte´ dans [1]. (C’est une sous-cate´gorie monoı¨dale qui contient
au moins les motifs attache´s aux courbes, aux surfaces et aux varie´te´s abe´liennes,
et qui contient tous les motifs si le corps de base est un corps fini.) Le formalisme
de la modification de la contrainte de commutativite´ est abstrait dans la proposition
suivante :
8.3.1. Proposition. Supposons K de caracte´ristique nulle, et soit L une K-alge`bre
semi-simple commutative. Supposons A munie d’un foncteur monoı¨dal syme´trique
fide`le H vers la cate´gorie monoı¨dale syme´trique Modf±L des L-modules de typefini Z/2-gradue´s munie de la re`gle de Koszul. Conside´rons, pour tout A ∈ A, la
projection p+A ∈ End(H(A)) sur le facteur H+(A). Soit A± la sous-cate´gorie
pleine de A forme´e des objets A tels que p+A = H(π+A) pour un π+A ∈ A(A,A). On
note R±,N± la restriction de R,N a` A±. Alors
(i) A± est une sous-cate´gorie K-line´aire monoı¨dale de A, stable par facteurs
directs et rigide.
(ii) Il existe sur A± une contrainte de commutativite´ telle que le foncteur mo-
noı¨dal compose´
A± → A H→ V ec±L → V ecL,
ou` le dernier foncteur est le foncteur d’oubli, soit syme´trique.
En particulier, A± est de Wedderburn, R± = N±, et A±/N± est semi-simple.
De´monstration. Ve´rification imme´diate pour (i) : si A,B ∈ A±, π+A•B est donne´
par π+A •π+B+(1−π+A)• (1−π+B). De meˆme, si A∨ est le dual de A ∈ A±, π+A∨ est
donne´ par le transpose´ (π+A)t. Pour A ∈ A±, posons εA = 2π+A − 1 : on a ε2A = 1.
Pour A,B ∈ A, soit RA,B : A • B → B • A la contrainte de commutativite´. Si
A,B ∈ A±, posons
(8.1) R′A,B = RA,BεA • εB .
On voit tout de suite queR′ est une nouvelle contrainte de commutativite´, ve´rifiant
la condition (ii) : pour la naturalite´, cela re´sulte du fait que π+A , donc εA, est na-
turel en A, et la ve´rification des identite´s de tressage syme´trique est imme´diate. La
dernie`re affirmation re´sulte du the´ore`me 8.2.2. 
Si l’on est dans la situation de la proposition 8.3.1, on peut appliquer le the´ore`me
8.2.4 a` A± munie de la nouvelle contrainte de commutativite´. En exprimant tout
en termes de l’ancienne contrainte, cela revient a` utiliser au lieu des puissances
exte´rieures les “super-puissances exte´rieures” d’un objet A = A+ ⊕ A− de A±,
de´finies par
sΛnA =
⊕
i+j=n
ΛiA+ • SjA−.
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Nous reviendrons sur ces super-puissances exte´rieures dans la section suivante 9,
ou` nous de´montrerons que la cate´gorie A± de la proposition 8.3.1 est intrinse`que
(i.e. inde´pendante de H).
9. LE PAIR ET L’IMPAIR
La cate´gorie A est toujours K-line´aire monoı¨dale syme´trique rigide, qu’on sup-
pose en outre pseudo-abe´lienne ; K est un corps de caracte´ristique nulle.
9.1. Fondements.
9.1.1. De´finition. a) Un objet A ∈ A est pairement de dimension finie au sens de
Kimura s’il existe un entier n > 0 tel que Λn(A) = 0.
b) Un objet A ∈ A est impairement de dimension finie au sens de Kimura s’il existe
un entier n > 0 tel que Sn(A) = 0.
c) Un objet A ∈ A est de dimension finie au sens de Kimura s’il admet une
de´composition en somme directe A = A+ ⊕ A− telle que A+ soit pairement de
dimension finie et A− soit impairement de dimension finie.
Cette de´finition a e´te´ introduite par Kimura dans [32] pour les motifs de Chow.
Un grand nombre de ses re´sultats sont valables, avec leur de´monstration, dans notre
cadre ge´ne´ral. Pour les de´monstrations de ce qui suit, nous renvoyons donc a` Kimura,
sauf pour les e´nonce´s qui ne figurent pas chez lui.
9.1.2. Notation. Si A est pairement (resp. impairement) de dimension finie au sens
de Kimura, on note kim(A) le plus petit entier n > 0 tel que Λn+1(A) = 0 (resp.
tel que Sn+1(A) = 0).
Cette notation abusive ne preˆtera pas a` confusion car nous pre´ciserons a` chaque
fois si l’on est dans le cas pair ou impair [47]15.
9.1.3. Exemple. L’objet unite´ 1 est pairement de dimension finie ; on a kim(1) = 1.
9.1.4. Proposition. a) Toute somme directe, tout facteur direct d’un objet pairement
(resp. impairement) de dimension finie est pairement (resp. impairement) de dimen-
sion finie.
b) Soient A,B ∈ A, pairement ou impairement de dimension finie. Alors A • B
est pairement de dimension finie si A et B sont de meˆme parite´, impairement de
dimension finie sinon. De plus, kim(A •B) ≤ kim(A)kim(B).
c) Le dual d’un objet pairement (resp. impairement) de dimension finie est paire-
ment (resp. impairement) de dimension finie.
d) Si A est pairement de dimension finie, il en est de meˆme de toutes ses puissances
exte´rieures.
e) Si A est impairement de dimension finie, il en est de meˆme de ses puissances sy-
me´triques d’ordre impair, tandis que ses puissances syme´triques d’ordre pair sont
pairement de dimension finie.
15Du reste, on verra ulte´rieurement qu’un objet a` la fois pairement et impairement de dimension
finie est nul.
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De´monstration. a) re´sulte des isomorphismes
Λn(A⊕B) ≃
⊕
p+q=n
Λp(A) • Λq(B)
Sn(A⊕B) ≃
⊕
p+q=n
Sp(A) • Sq(B).
b) : cf. [32, prop. 5.10].
c) re´sulte des isomorphismes Sn-(anti-)e´quivariants
(A∨)•n ≃ (A•n)∨.
d) et e) re´sultent imme´diatement de a) et b). 
9.1.5. Lemme. a) Soit A ∈ A, pairement de dimension finie. Alors dimA est un
entiernaturel ≤ kimA.
b) Soit A ∈ A, impairement de dimension finie. Alors − dimA est un entier naturel
≤ kimA.
De´monstration. C’est une reformulation de la proposition 7.2.7 ii). 
9.1.6. Proposition. Soit A ∈ A, pairement ou impairement de dimension finie.
Supposons que dimA = 0. Alors A = 0.
De´monstration. Soit B la plus petite sous-cate´gorie pleine rigide e´paisse (i.e. stable
par facteurs directs) de A contenant A •A∨. D’apre`s la proposition 9.1.4, tout objet
de B est pairement de dimension finie. D’apre`s le lemme 9.1.5, cela implique que
la dimension de tout objet de B est un entier naturel. De plus, dim(A • A∨) =
dim(A)2 = 0. D’apre`s la proposition 7.2.7 i), N (A,A) est donc un ide´al nilpotent
de A(A,A) = B(A,A), et d’apre`s la proposition 8.1.3 a), B/N (A,A) = 0. Il en
re´sulte bien que A = 0. 
9.1.7. The´ore`me. a) Soit A ∈ A pairement de dimension finie. Alors kimA =
dimA.
b) Soit A ∈ A impairement de dimension finie. Alors kimA = − dimA.
De´monstration. a) Soit m′ = dimA. Vu le lemme 9.1.5 a), il suffit de montrer que
Λm
′+1(A) = 0. Mais d’apre`s la proposition 7.2.4, on a dimΛm′+1(A) =
(
m′
m′+1
)
=
0. L’assertion re´sulte donc de la proposition pre´ce´dente.
b) Meˆme de´monstration, en utilisant une puissance syme´trique. 
Le corollaire suivant n’est pas de´montre´ chez Kimura.
9.1.8. Corollaire. a) Si A et B sont pairement de dimension finie, alors kim(A ⊕
B) = kimA+ kimB.
b) Si A et B sont impairement de dimension finie, alors kim(A ⊕ B) = kimA +
kimB. 
9.1.9. Proposition. Soient A+ (resp. A−) un objet de A pairement (resp. impaire-
ment) de dimension finie. Soient m = kimA+ et n = kimA−. Alors pour tout
f ∈ A(A+, A−) et tout g ∈ A(A−, A+), on a f•(mn+1) = 0, g•(mn+1) = 0.
52 YVES ANDR ´E ET BRUNO KAHN
De´monstration. Voici une variante de [32, de´m de la prop. 6.1], un peu plus simple :
graˆce a` la proposition 9.1.4 b) et par dualite´, on se rame`ne a` traiter le cas de f avec
A+ = 1. Le morphisme f•(n+1) : 1 = 1•(n+1) → A•(n+1)− est Sn-e´quivariant, ce
qui implique qu’il se factorise a` travers Sn+1(A−) = 0. 
9.1.10. Proposition. Soit A un objet de dimension finie au sens de Kimura, et sup-
posons donne´es deux de´compositions A ≃ A+ ⊕ A− ≃ B+ ⊕ B−, avec A+, B+
pairement de dimension finie et A−, B− impairement de dimension finie. Alors
A+ ≃ B+ et A− ≃ B−.
De´monstration. cf. [32, de´m. de la prop. 6.3]. On remarquera que cette de´monstration
utilise le corollaire 9.1.8 a). 
9.1.11. Lemme. Soit A ∈ A, et soit A = A+ ⊕ A− une de´composition en somme
directe. Posons
sΛn(A+, A−) =
⊕
i+j=n
ΛiA+ • SjA−.
Alors les conditions suivantes sont e´quivalentes :
(i) Il existe un entier n > 0 tel que sΛn(A+, A−) = 0.
(ii) A+ est pairement de dimension finie et A− est impairement de dimension
finie.
De plus, dans (i), on peut prendre n = kimA+ + kimA− + 1, et ceci est le plus
petit choix possible.
De´monstration. Laisse´e au lecteur (pour voir que kimA++kimA−+1 est le plus
petit choix possible, observer que
dim sΛkimA++kimA−(A+, A−) = dim sΛ
dimA+−dimA−(A+, A−) = 1,
en utilisant le corollaire 9.1.8). 
9.1.12. Proposition ([32, prop. 6.9]). Tout facteur direct d’un objet de dimension
finie est de dimension finie. 
9.1.13. De´finition. SoitA un objet de dimension finie au sens de Kimura. On de´finit
kimA = kimA+ + kimA− = dimA+ − dimA−
sΛnA =
⊕
i+j=n
ΛiA+ • SjA−
ou` A = A+ ⊕ A− est une de´composition de A en somme d’un objet pairement de
dimension finie et d’un objet impairement de dimension finie.
La proposition 9.1.10 montre que kimA ne de´pend que de A et que sΛnA ne
de´pend que de A a` isomorphisme pre`s.
On a maintenant la ge´ne´ralisation suivante de la proposition 7.2.7 :
9.1.14. Proposition. Soit A ∈ A un objet de dimension finie au sens de Kimura.
Alors N (A,A) est un ide´al nilpotent de A(A,A), d’e´chelon borne´ en termes de
kim(A). En particulier, pour A 6= 0, l’image de A n’est pas nulle dans A/N .
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De´monstration. D’apre`s 7.2.8, il suffit de faire voir que N (A,A) est un nilide´al
d’e´chelon borne´ en termes de kim(A). L’argument est analogue a` celui de [32, prop.
7.5] : tout e´le´ment f de N (A,A) peut s’e´crire comme une matrice 2 × 2 sur la
de´composition A = A+ ⊕ A−. On e´crit f = f+ + f− + f±, ou` f+ est le terme
pre´servant A+, f− le terme pre´servant A− et f± est la somme des deux termes
antidiagonaux. Comme f+f− = f−f+ = 0, un monoˆme typique intervenant dans
le de´veloppement de fn est de la forme
m = fk1ε1 ◦ f± ◦ fk2ε2 ◦ f± ◦ · · · ◦ f± ◦ fkrεr
avec εi ∈ {+,−}.
D’apre`s la proposition 7.2.7, on a m = 0 de`s que l’un des ki est assez grand.
D’autre part, d’apre`s la proposition 9.1.9 et le lemme 7.4.2 i), on a f•N± = 0 pour N
assez grand (inde´pendamment de f ), ce qui implique (lemme 7.4.2 ii)) que m = 0
de`s que le nombre de fois ou` f± apparaıˆt est ≥ N . Ceci conclut la de´monstration.
9.1.15. Remarque. On pourrait aussi utiliser le raisonnement de la de´monstration
de la proposition 2.3.4 c) a` partir de la proposition 7.2.7. Ceci donne l’estimation
suivante pour l’e´chelon de nilpotence N de N (A,A) :
N ≤ 2kimA++1 + 2kimA−+1 ≤ 2kimA+1 + 1
bien meilleure que celle fournie par la de´monstration ci-dessus.
9.1.16. De´finition. Une cate´gorie de Kimura16 sur un corps de caracte´ristique nulle
K est une cate´gorie K-line´aire monoı¨dale syme´trique rigide, ve´rifiant End(1) =
K , pseudo-abe´lienne, et dont tout objet est de dimension finie au sens de Kimura.
9.2. Cate´gories de Kimura et “projecteurs de Ku¨nneth”.
Soient K un corps de caracte´ristique nulle et A une cate´gorie K-line´aire monoı¨-
dale syme´trique rigide, ve´rifiant End(1) = K , pseudo-abe´lienne. SoitAkim la plus
grande sous-cate´gorie de Kimura de A, i.e. la sous-cate´gorie pleine de A forme´e
des objets de dimension finie au sens de Kimura : c’est une sous-cate´gorie e´paisse
et rigide de A, d’apre`s les propositions 9.1.4 et 9.1.12.
9.2.1. The´ore`me. Supposons que ⊗
√
0 = 0. Alors
a) La cate´gorie Akim est munie d’une Z/2-graduation compatible a` la structure
monoı¨dale.
b) Pour tout A ∈ Akim, notons π+A le projecteur de A de´finissant A+ et εA =
2π+A − 1 : on a ε2A = 1. De´finissons une nouvelle contrainte de commutativite´ R′
sur Akim par la formule (8.1). Alors
(i) Pour tout n ≥ 0, l’objet sΛn(A) est la n-ie`me puissance syme´trique de A
relative a` R′.
(ii) La dimension de A relative a` R′ est e´gale a` kimA ; en particulier, c’est un
entier ≥ 0.
16Cette notion a e´te´ introduite inde´pendamment par P. O’Sullivan sous le nom de “semi-positive
category”, comme nous l’avons appris apre`s la soumission de ce texte a` publication (cf. postscriptum
a` l’introduction ge´ne´rale).
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Cette proprie´te´ caracte´rise d’ailleurs la graduation dont il est question en
a).
c) Soient L une K-alge`bre semi-simple commutative et H : A → Modf±L unfoncteur ve´rifiant les hypothe`ses de la proposition 8.3.1. Alors avec les notations
de loc. cit. , on a Akim = A±. Munie de la contrainte induite par R′, le quotient de
Akim par son radical est un cate´gorie tannakienne semi-simple.
De´monstration. a) Puisque ⊗√0 = 0, la proposition 9.1.9 montre que si A et B sont
ε-ment de dimension finie a` la Kimura avec des parite´s diffe´rentes, alorsA(A,B) =
0. Ceci permet de renforcer la proposition 9.1.10 en l’e´nonce´ suivant : si A ∈ Akim,
la de´composition de A en somme directe d’un objet pair et d’un objet impair est
unique. Il en re´sulte imme´diatement que cette de´composition est fonctorielle en A ;
les autres proprie´te´s re´sultent de la proposition 9.1.4.
b) ne pre´sente pas de difficulte´.
c) Pour voir l’inclusion Akim ⊂ A±, il suffit de voir que H(π+A) = p+A (avec les
notations de la proposition 8.3.1). En effet, on voit imme´diatement que H(A+) est
pair et que H(A−) est impair (cf. [32, de´m. de la prop. 3.9]). Pour voir l’inclusion
oppose´e, il suffit de voir que si A = A+ ⊕ A− ∈ A±, alors A+ est pairement de
dimension finie et A− est impairement de dimension finie. Choisissons n tel que
H(Λn(A+)) = Λ
n(H(A+)) = 0. Comme H est fide`le, cela entraıˆne que le mor-
phisme identite´ de
Λn(A+) est nul, donc Λn(A+) = 0 ; de meˆme pour A−. Le changement de
contrainte de commutativite´ comme en 8.3.1 rame`ne a` la situation du the´ore`me
8.2.4, qui permet de conclure que la cate´gorie quotient par R = N munie de la
contrainte induite par R′ est tannakienne semi-simple. 
9.2.2. The´ore`me. Toute cate´gorie de Kimura A est de Wedderburn. Son radical R
est le plus grand ide´al monoı¨dal distinct de A. Le quotient de A par R est une ca-
te´gorie tannakienne semi-simple (apre`s changement approprie´ de la contrainte de
commutativite´).
De´monstration. On a A = Akim. La premie`re affirmation re´sulte de la proposition
9.1.14. Pour le reste, on se rame`ne au the´ore`me 9.2.1 en quotientant par ⊗
√
0 (cf. le
lemme 7.4.2 iii)) 
9.2.3. Remarque. ´Etant donne´ une cate´gorie de Kimura A, le the´ore`me 9.2.2 nous
permettra d’appliquer les the´ore`mes de scindage monoı¨dal 13.2.1 et 15.3.5 a` la pro-
jection A → A/R. En particulier, on pourra munir A d’une Z/2-graduation com-
patible a` celle de A/ ⊗√0, unique a` e´quivalence monoı¨dale pre`s. Voir le the´ore`me
16.1.1.
9.2.4. Exemple. Kimura [32, 7.1] conjecture que tout motif de Chow est de dimen-
sion finie en son sens (c’est-a`-dire, avec la terminologie ci-dessus, que la cate´gorie
des motifs de Chow est une Q-cate´gorie de Kimura). Cette conjecture implique
donc que tout motif “fantoˆme”, i.e. nume´riquement nul, est nul. Re´ciproquement,
modulo l’existence pour chaque motif de Chow A d’un projecteur π+A qui s’envoie
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sur le projecteur de Ku¨nneth pair p+A, la non-existence de motifs fantoˆmes non nuls
implique la conjecture de Kimura (conside´rer le motif sΛnA pour n assez grand).
Par ailleurs, la conjecture de Murre mentionne´e en 7.1.8 implique l’existence
d’un tel p+A, et, jointe aux conjectures standard de Grothendieck (e´quivalence ho-
mologique = e´quivalence nume´rique), implique la non-existence de motifs fantoˆmes
non nuls. On voit ainsi que la conjecture de Murre (ou, ce qui est e´quivalent, la con-
jecture de Bloch-Beilinson) jointe aux conjectures standard implique la conjecture
de Kimura.
10. EXEMPLES ET COMPLE´MENTS
10.1. Trois contre-exemples. Voici trois exemples de cate´gories monoı¨dales K-
line´aires syme´triques et rigides, ve´rifiant End(1) = K , abe´liennes, de Wedderburn,
mais dont le radical n’est pas un ide´al monoı¨dal.
10.1.1. Contre-exemple. Partons de D = K[ε], ε2 = 0, vue comme super-alge`bre
(ε place´ en degre´ impair). On conside`re le super-groupe alge´brique GL(1|1,D).
Son groupe de points est donne´ par les matrices 2× 2 inversibles du type(
a εb
εc d
)
, a, b, c, d ∈ K,a 6= 0, d 6= 0
cf. [15, ch. 1]. On prend pour A la cate´gorie des repre´sentations de GL(1|1,D).
C’est une sous-cate´gorie K-line´aire monoı¨dale rigide non pleine de la cate´gorie
monoı¨dale syme´trique rigide des super-D-modules.
La repre´sentation standard de GL(1|1,D) est le super-D-module D1|1 = D ×
ΠD (ou` Π est le foncteur changement de parite´). Un endomorphisme de D1|1 est
donne´ par une matrice
(
a εb
εc d
)
comme ci-dessus ; s’il commute a` tout e´le´ment(
a′ εb′
εc′ d′
)
∈ GL(1|1,D), on trouve que ba′ + db′ = ab′ + bd′, ca′ + dc′ =
ac′ + cd′ pour tous a′, b′, c′, d′ ∈ K,a′ 6= 0, d′ 6= 0, d’ou`, b = c = 0, a = d. Donc
A(D1|1,D1|1) ∼= K est re´duit aux homothe´ties, et son radical est nul.
La trace monoı¨dale de
(
a εb
εc d
)
est la supertrace a−d. Elle s’annule donc pour
toute homothe´tie, ce qui montre que N (D1|1,D1|1) = A(D1|1,D1|1). En d’autres
termes, D1|1 est un objet “fantoˆme” : il s’envoie sur l’objet nul dans A/N .
On a donc 0 ⊂ R ⊂ N ⊂ A et toutes les inclusions sont strictes (cf. the´ore`me
8.2.2 et corollaire 7.1.7) ; en particulier A n’est ni semi-simple, ni de Kimura. Elle
est en revanche de Wedderburn (finitude des espaces d’homomorphismes), et la
dimension de tout objet est un entier naturel (A/N ∼ V ecK ).
10.1.2. Contre-exemple. K est maintenant suppose´ de caracte´ristique p > 0, et on
prend pour A = RepK(GLp) la cate´gorie des repre´sentations de dimension finie
de GLp. Soit V la repre´sentation standard. On a A(V, V ) = K , R(V, V ) = 0 et,
comme toute homothe´tie de V est de trace nulle, N (V, V ) = K . Ici encore, V est
un objet “fantoˆme”, i.e. nul modulo N .
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10.1.3. Contre-exemple. K est maintenant suppose´ de caracte´ristique 3, et on
prend A = RepK(SL2). Soit V la repre´sentation standard. On a V ⊗2 ∼= 1⊕ S2V ,
et on ve´rifie comme ci-dessus que S2V est un objet “fantoˆme”. On en de´duit que
la cate´gorie monoı¨dale syme´trique rigide A/N est e´quivalente a` celle des K-super-
espaces de dimension finie.
10.2. Comple´ment : l’alge`bre commutative HH0(A). Soient A une petite K-
cate´gorie et I un ide´al de A.
On note H0(A,I) le K-module17 engendre´ par les classes d’isomorphismes de
couples (A,h) ou` A est un objet de A et h ∈ I(A,A), quotiente´ par les relations
suivantes :
– l’application canonique I(A,A)→ H0(A,I) est K-line´aire,
– pour tout f ∈ I(A,B) et tout g ∈ A(B,A), les classes de (A, gf) et
(B, fg) coı¨ncident dans H0(A,I).
Cette construction est fonctorielle en (A,I).
On note [A,h] la classe de (A,h). Notons que si A est K-line´aire, et si A,A′
sont deux objets, on a [A, 1A = pi] = [A⊕A′, ip] avec les notations i, p de (1.1).
On note encore H0(A,A) = HH0(A). Ce K-module est le re´ceptacle universel
des traces abstraites, i.e. des applications t : A → M ve´rifiant t(fg) = t(gf) pour
tout couple de morphismes allant en directions oppose´es. Il apparaıˆt en the´orie des
nœuds, cf. [60, 2], dans le cadre monoı¨dal comme ci-dessous.
Supposons maintenant A monoı¨dale. Par fonctorialite´, la loi • induit sur
HH0(A) une structure de K-alge`bre, commutative si A est munie d’un tressage
syme´trique18. Si I est monoı¨dal, H0(A,I) est un ide´al de HH0(A), et le quotient
HH0(A)/H0(A,I) s’identifie a` HH0(A/I). Par exemple, H0(A, ⊗
√
0) est un nil-
ide´al de HH0(A) (par de´finition, tout e´le´ment de ⊗
√
0(A,A) est •-nilpotent).
Les traces abstraites a` valeurs dans une K-alge`bre commutative R ve´rifiant de
plus t(f •g) = t(f)t(g) pour tout couple d’endomorphismes (f, g) sont en bijection
avec les R-points de Spec HH0(A). Si A est rigide, la transposition de´finit une
involution de HH0(A) ; la trace monoı¨dale tr de´finit un K-point canonique de
SpecHH0(A) ou encore une augmentation de la K-alge`bre HH0(A), compatible
avec l’involution.
Supposons de plus que A ve´rifie les hypothe`ses du the´ore`me 8.2.2. On a donc
R = N . Posons A¯ = A/R = A/N . Le raisonnement de la de´monstration de la
proposition 7.3.3 montre que toute trace abstraite s’annule sur tout endomorphis-
me nilpotent, donc sur les R(A,A). Donc le K-dual de HH0(A) coı¨ncide avec le
K-dual de HH0(A¯), et finalement HH0(A) ∼= HH0(A¯).
10.2.1. Exemple. Supposons A tannakienne semi-simple neutre sur un corps K
alge´briquement clos de caracte´ristique nulle, de sorte que A est e´quivalente a` la
cate´gorie des K-repre´sentations de dimension finie d’un K-groupe pro-re´ductif G.
17L’explication de cette notation apparaıˆtra au paragraphe suivant.
18La` encore, il suffirait que A soit munie d’une structure de tortil, la syme´trie du tressage n’e´tant
pas vraiment ne´cessaire.
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Par line´arite´, les e´le´ments HH0(A) sont des K-combinaisons d’objets [A,h]
avec A simple ; par le lemme de Schur, on peut meˆme supposer h = 1A. On en
de´duit que
HH0(A) ∼= RK(G)⊗Z K,
ou` RK(G) de´signe l’anneau des repre´sentations de G.
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III. Sections
L’objectif de cette partie est d’e´tablir des analogues cate´goriques du the´ore`me
de Wedderburn, qui affirme l’existence de sections pour la projection d’une alge`bre
de dimension finie sur un corps parfait vers son quotient par le radical. On e´tablit
de tels analogues tant dans le cadre line´aire ge´ne´ral que dans le cadre monoı¨dal ou
monoı¨dal tresse´.
11. COHOMOLOGIE DE HOCHSCHILD-MITCHELL
11.1. Produit tensoriel de K-cate´gories. Ici, K de´signe de nouveau un anneau
commutatif unitaire quelconque.
11.1.1. De´finition. (cf. [38, §11]). Soient A,B deux K-cate´gories. Le produit ten-
soriel deA par B est la K-cate´gorie A⊠K B dont les objets sont les couples (A,B)
(A ∈ A, B ∈ B), avec
(A⊠K B)((A,B), (A′, B′)) = A(A,A′)⊗K B(B,B′).
On a des isomorphismes canoniques
A⊠K B ∼= B ⊠K A, (A-Mod)B ∼= (B-Mod)A ∼= (A⊠K B)-Mod.
Par ailleurs, on note Ao la cate´gorie oppose´e de A et on pose Ae = Ao ⊠K A.
Les Ae-modules (a` gauche) sont parfois appele´s A-bimodules. Alors A de´finit de
manie`re e´vidente un A-bimodule (par la loi (X,Y ) 7→ A(X,Y )) qu’on identifie a`
A ; un ide´al (bilate`re) de A (cf. §1) n’est autre qu’un sous-bimodule de A.
11.1.2. Lemme. Supposons que K soit un corps. Si A et B sont se´parables (cf.
de´finition 2.2.6), alors il en est de meˆme de A ⊠K B. A fortiori A ⊠K B (et en
particulier Ae) est semi-simple.
Cela re´sulte du lemme 2.2.5. 
11.1.3. Lemme. Supposons seulement que les K-cate´gories A et B soient de Wed-
derburn (cf. de´finition 2.4.1). Alors il en est de meˆme de A⊠K B.
De´monstration. En effet, il de´coule du lemme pre´ce´dent que pour tout objet A de
A et tout objet B de B, le quotient de la K-alge`bre (A ⊠K B)((A,B), (A,B)) par
l’ide´al bilate`re
rad(A)(A,A) ⊗K B(B,B) +A(A,A)⊗K rad(B)(B,B)
est se´parable, donc semi-simple. Il en de´coule que cet ide´al contient le radical. Par
ailleurs, il est clair que c’est un nil-ide´al, donc contenu dans le radical, donc finale-
ment e´gal a` rad(A⊠K B). D’ou` le re´sultat. 
La caracte´risation suivante des cate´gories de Wedderburn est celle qui nous servira
effectivement dans cette partie.
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11.1.4. Proposition. On suppose que K est un corps. Une K-cate´gorie A est de
Wedderburn si et seulement siAe est semi-primaire etAe/rad(Ae) = (A/rad(A))e.
De´monstration. Le lemme pre´ce´dent montre que Ae est semi-primaire et ve´rifie
Ae/rad(Ae) = (A/rad(A))e de`s lors que A est de Wedderburn. Re´ciproquement,
si Ae est semi-primaire et Ae/rad(Ae) = (A/rad(A))e, on a rad(Ae) ⊃ id ⊗K
rad(A), donc la condition de nilpotence (dans la de´finition des cate´gories semi-
primaires) passe de Ae a` A ; d’autre part, Ae/rad(Ae) est semi-simple par hy-
pothe`se, et on conclut que (A/rad(A))e est semi-simple, donc A/rad(A) est se´pa-
rable, cf. 2.2.6 . 
Le meˆme exemple que dans la remarque 4.1.2 montre que la condition
Ae/rad(Ae) = (A/rad(A))e est ne´cessaire.
11.2. Complexe de Hochschild-Mitchell. SoitA une petite K-cate´gorie, telle que
pour tout (A,B) ∈ A×A, A(A,B) soit un K-module projectif.
Notons C∗(A) le complexe de Hochschild de A [38, §17] : c’est un complexe de
Ae-modules tel que
Cm(A)(A,B)=
⊕
A0,...,Am
A(A,A0)⊗KA(A0,A1)⊗K ···⊗KA(Am−1,Am)⊗KA(Am,B), m≥0
ou` (A0, . . . , Am) de´crit les n-uplets d’objets de A. La diffe´rentielle est
dm(f0 ⊗ f1 ⊗ · · · ⊗ fm+1) =
m∑
i=0
(−1)if0 ⊗ f1 ⊗ · · · ⊗ fifi+1 ⊗ · · · ⊗ fm+1.
Il est connu que C∗(A) est une re´solution projective du Ae-module A.
Pour tout Ae-module M , on note C∗(A,M) le complexe de K-modules
HomAe(C∗(A),M). Plus concre`tement, pour m > 0, un e´le´ment de
Cm(A,M)(A,B) e´quivaut a` la donne´e d’un e´le´ment de M(A,B) pour chaque
m-uplet de fle`ches composables (f1, . . . , fm), f1 e´tant de source A et fm de but B,
cette donne´e e´tant K-multiline´aire en (f1, . . . , fm) ; pour m = 0, c’est la donne´e
d’un e´le´ment de M(A,A) pour tout A.
Voici comment : on obtient une telle donne´e en conside´rant, dans
HomAe(C∗(A),M)(A0, Am) le facteur correspondant a` A = A0, f0 = 1A0 , B =
Am, fm = 1Am . Re´ciproquement, une telle donne´e fournit une cochaıˆne de
Hochschild graˆce a` la commutativite´ du carre´ (bivariance en (A,B)) :
HomAe(C∗(A),M)(A,B) −−−−→ M(A,B)
(f0,fm+1)
y (f0,fm+1)y
HomAe(C∗(A),M)(A0, Am) −−−−→ M(A0, Am).
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Avec cette interpre´tation, la diffe´rentielle de Hochschild prend la forme habituelle
(dmϕ)(f1, . . . , fm+1) = f1ϕ(f2, . . . , fm+1)
+
m∑
1
(−1)iϕ(f1, . . . , fifi+1, . . . , fm+1)
+ (−1)m+1ϕ(f1, . . . , fm)fm+1.
Puisque C∗(A) est une re´solution projective du Ae-module A, on a
H i(A,M) := H i(C∗(A,M)) = ExtiAe(A,M).
Si A est se´parable, Ae est semi-simple, donc ces groupes de cohomologie sont
donc
nuls pour tout M et tout i > 0 (cf. lemme 11.1.2 et proposition 2.1.2).
La formation de C∗(A) est naturelle en A. Plus pre´cise´ment, tout K-foncteur
F : A → B donne lieu a` des applications K-line´aires Cn(A)(A,B) →
Cn(B)(FA,FB), et, pour tout Be-module N , a` un homomorphisme de complexes
de K-modules dans l’autre sens
C∗(B, N)→ C∗(A, F ∗N).
11.2.1. Remarque. (Homologie de Hochschild) SiM etN sont deuxA-bimodules,
on peut voir M comme Ae-module a` droite, et N comme Ae-module a` gauche, ce
qui permet de former le K-module M ⊗Ae N (cf. [38, pp. 29, 71]). Cette construc-
tion e´tant fonctorielle en N , on peut baˆtir un complexe M ⊗Ae C∗(A), et on a
Hi(A,M) := Hi(M ⊗Ae C∗(A)) = TorAei (M,A).
En particulier, pour i = 0, on retrouve la notion du §10.2.
12. UN “THE´ORE`ME DE WEDDERBURN A` PLUSIEURS OBJETS”
Dans ce paragraphe, on se donne un corps K . On renvoie a` la de´finition 2.4.1
pour la notion de K-cate´gorie de Wedderburn.
12.1. Existence et “unicite´” de sections. Le the´ore`me de structure fondamental
pour les K-alge`bres de Wedderburn (the´ore`me de Wedderburn) dit que toute exten-
sion d’une K-alge`bre se´parable de dimension finie par un ide´al nilpotent se scinde.
En suivant la preuve cohomologique classique de Hochschild et Whitehead, nous
ge´ne´ralisons ce re´sultat aux alge`bres “a` plusieurs objets”.
12.1.1. The´ore`me. Soit A une petite K-cate´gorie de Wedderburn, de radical R.
Posons A¯ = A/R. Alors :
a) Le K-foncteur de projection πA : A → A¯ admet une section s.
b) Si s′ est une autre section, il existe une famille (uA)A∈A, uA ∈ 1A + R(A,A),
telle que pour tous A,B ∈ A et tout f ∈ A¯(A,B), on ait s′(f) = uBs(f)(uA)−1.
De´monstration. 1) Supposons d’abord R2 = 0. Alors R he´rite d’une structure de
A¯e-module par passage au quotient de l’action de A.
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Pour tout A,B ∈ A, choisissons une section K-line´aire
σA,B : A¯(A,B)→ A(A,B)
de la projection naturelle. SiC est un troisie`me objet deA et si (f, g) ∈ A¯(A,B)×
A¯(B,C), notons
γ(g, f) = σA,C(gf)− σB,C(g)σA,B(f).
C’est un e´le´ment de R(A,C), et, si D est un quatrie`me objet et h ∈ A¯(C,D),
on a la relation
γ(h, gf) + hγ(g, f) = γ(hg, f) + γ(h, g)f.
Ain si γ de´finit un 2-cocycle de Hochschild de A¯ a` valeurs dans R. D’apre`s le
§11, ce 2-cocycle est un 2-cobord ; autrement dit, il existe une fonction ρ telle que,
pour tous f, g composables, on ait
γ(g, f) = ρ(gf)− gρ(f)− ρ(g)f.
La nouvelle section s(f) = σ(f) − ρ(f) ve´rifie alors s(gf) = s(g)s(f) pour
tout couple (f, g) composable.
2) Posons δ(f) = s′(f)− s(f) ∈ R(A,B). On a, pour tout couple (f, g) com-
posable,
δ(gf) = δ(g)f + δ(f)g
donc δ est un 1-cocycle de Hochschild. C’est donc un cobord f 7→ nBf−fnA pour
un choix convenable d’e´le´ments nA ∈ R(A,A). En posant uA = 1A + nA, on a
bien s′(f) = uBs(f)(uA)−1.
3) Supposons maintenantR nilpotent d’e´chelon r+1. On raisonne par re´currence
sur r, le cas r = 1 e´tant traite´ ci-dessus. Soit A(r) = A/Rr : le radical R(r) =
R/Rr de A(r) est nilpotent d’e´chelon r, donc il existe une section s¯ : A¯ → A(r)
comme dans l’e´nonce´, et toute autre section s’en de´duit par “conjugaison” par une
famille de u¯A ∈ 1A +R(r)(A,A).
Soit s¯(A¯) l’image d’une telle section s¯ dans A(r). Pour tout morphisme f dans
A, notons f (r) son image dans A(r). Posons
A˜(A,B) = {f ∈ A(A,B) | f (r) ∈ s¯(A¯)(A,B)}
R˜(A,B) = R(A,B) ∩ A˜(A,B).
Alors A˜ est une sous-cate´gorie (non pleine) de A, R˜ est son radical, R˜2 = 0, et
A˜/R˜ = A¯. Il existe donc une section s˜ : s¯(A¯) → A˜ ; la compose´e s = ι ◦ s˜ ◦ s¯ :
A¯ → s¯(A¯)→ A˜ → A, ou` ι est l’inclusion canonique, est la section cherche´e.
Si s′ est une autre section, notons s¯′ la composition A¯ s′→ A→ A(r), et soit (u¯A)
une famille d’e´le´ments de 1A + A(r)(A,A) tels que s¯′(f) = u¯B s¯(f)(u¯A)−1 pour
tout f ∈ A(r)(A,B). Choisissons des releve´s uA des u¯A dans A(A,A). Quitte a`
changer s′ en la section conjugue´e par les (uA)−1, on se rame`ne au cas ou` s¯′ = s¯.
On conclut par l’e´tape 2).
4) ´Etablissons maintenant l’assertion a) du the´ore`me dans le cas ge´ne´ral. Si l’on
supposait A strictement de Wedderburn, il suffirait de la voir comme limite projec-
tive des A(r) du nume´ro pre´ce´dent, cette limite e´tant alors localement stationnaire
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sur les Homs, et d’appliquer directement ce nume´ro. Mais nous supposons A seule-
ment de Wedderburn, ce qui complique la de´monstration.
Conside´rons l’ensemble des couples (B, s) forme´s d’une sous-cate´gorie pleine B
deA et d’une section fonctorielle s de la projection B → B¯ (B¯ peut eˆtre vue comme
sous-cate´gorie pleine de A¯). Cet ensemble est non vide : d’apre`s les pas pre´ce´dents,
il contient par exemple des couples (B, s) de`s que Ob(B) est fini.
On ordonne cet ensemble en de´cre´tant que (B′, s′) ≺ (B, s) si B′ ⊂ B et si
s′ est la restriction de s a` B¯′. Il est clair que cet ensemble ordonne´ est inductif,
donc admet un e´le´ment maximal (B, s) d’apre`s Zorn. De´montrons par l’absurde
que B = A. Sinon, soit X un objet de A qui n’est pas dans B. On peut remplacer
A par sa sous-cate´gorie pleine dont les objets sont X et ceux de B, et il s’agit de
construire une extension de s a` A¯. Pour cela, on peut derechef remplacerA par toute
sous-cate´gorie non pleine A′ ayant meˆmes objets, et telle que A′/(A′ ∩R) = A¯.
Il y a un choix minimal d’une telle A′ : celle dont les morphismes sont des
sommes finies de compositions de fle`ches de s(B) et de fle`ches de A de source ou
de but X. Le radical de cette K-cate´gorie A′ n’est autre que A′ ∩R : en effet, tous
les (A′ ∩ R)(A,A) sont des nil-ide´aux, ce qui entraıˆne que (A′ ∩ R) ⊂ rad(A′) ;
re´ciproquement, A′/(A′ ∩R) = A¯ est semi-simple, donc rad(A′) ⊂ A′ ∩R.
Le point est que A′ ∩R est (globalement) nilpotent, ce qui permet, par le pas 3),
d’e´tendre s comme souhaite´. En fait, nous allons voir que si n est l’e´chelon de nilpo-
tence de l’ide´alR(X,X) deA(X,X), alors rad(A′)(2n+1) = 0. En effet, comme le
radical de s(B) est nul, on observe que pour tout couple d’objets (A,B) de A, tout
e´le´ment de rad(A′)(A,B) s’e´crit comme combinaison line´aire finie∑ f iXB ◦giAX ,
avec f iXB ∈ A(X,B), giAX ∈ A(A,X). Tout e´le´ment de rad(A′)(2n+1)(A,B)
s’e´crit comme somme finie de termes de la forme
∑
i1,i3,...,i2n+1
f
i2n+1
XB g
i2n+1
A2nX
(∑
i2n
f i2nXA2ng
i2n
A2n−1X
)
f
i2n−1
XA2n−1
. . .
(∑
i2
f i2XA2g
i2
A1X
)
f i1XA1g
i1
AX .
Or chaque fragment gi2k+1A2kX(
∑
i2k
f i2kXA2kg
i2k
A2k−1X
)f
i2k−1
XA2k−1
est dans
A(A2k,X) ◦ rad(A′)(A2k−1, A2k) ◦ A(X,A2k−1) ⊂ R(X,X).
Comme ces fragments apparaissent n fois conse´cutives, on trouve bien que
rad(A′)(2n+1)(A,B) = 0 . Ceci ache`ve la preuve de l’assertion a).
5) Un argument analogue s’applique pour l’assertion b). Soient s et s′ deux sec-
tions fixe´es. Par Zorn, il existe une sous-cate´gorie pleine maximale B de A telle
que les restrictions de s et s′ a` B¯ soient conjugue´es au sens de l’assertion b).
Raisonnant par l’absurde comme ci-dessus, on peut encore supposer que Ob(A) =
Ob(B) ∪ {X}. Quitte a` conjuguer s au-dessus de B¯, on peut supposer que les re-
strictions de s et s′ a` B¯ coı¨ncident. On observe alors que s et s′ prennent alors
leurs valeurs dans la sous-cate´gorie A′ non pleine de A de´finie comme ci-dessus.
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Comme on l’a vu, son radical est globalement nilpotent, ce qui permet d’appliquer
le pas 3) et de conclure que s et s′ sont conjugue´es via une famille d’e´le´ments
uA ∈ 1A +R(A,A). 
Le lemme suivant, souvent utile, re´sulte imme´diatement de la proposition 2.3.4
b) et du fait que A¯ est semi-simple :
12.1.2. Lemme. Supposons A pseudo-abe´lienne. Soit s une section de πA. Les
foncteurs πA et s induisent des bijections inverses l’une de l’autre entre les objets
inde´composables de A et les objets irre´ductibles de A¯. 
12.1.3. Remarque. Supposons K alge´briquement clos. Soit A un objet inde´com-
posable. Alors par Schur, A¯(A,A) = K , donc il y a un unique releve´ dans la
K-alge`bre locale A(A,A). Si B est un inde´composable non isomorphe a` A, alors
πA(A) et πA(B) sont des irre´ductibles non isomorphes dans A¯, donc A¯(A,B) = 0.
Il en de´coule que s existe et est unique si les objets de A sont tous inde´composables
et deux a` deux non isomorphes.
Voici comment tirer de la` une preuve e´le´mentaire (non cohomologique) de l’ex-
istence d’une section fonctorielle de πB pour une petite cate´gorie semi-primaire B
sur un corps alge´briquement clos K , dont les K-alge`bres d’endomorphismes sont
de dimension finie. Supposons d’abord A K-line´aire et pseudo-abe´lienne. Il suit
de cette hypothe`se que tout objet de B est somme directe finie d’inde´composables.
Il re´sulte du §14.1.1 ci-dessous que l’e´nonce´ du the´ore`me 12.1.1 est invariant par
e´quivalence K-line´aire de cate´gories et par passage aux comple´tions K-line´aires et
pseudo-abe´liennes. Il suffit alors d’appliquer le raisonnement pre´ce´dent a` une sous-
cate´gorie pleine A de B dont les objets forment un syste`me de repre´sentants des
classes d’isomorphie d’objets inde´composables de A.
12.2. Variantes relatives.
12.2.1. Proposition. Soit T : B → A un K-foncteur radiciel entre deux pe-
tites K-cate´gories de Wedderburn. Notons A¯ = A/rad(A), B¯ = B/rad(B) et
T¯ : B¯ → A¯ le foncteur induit. Soit sA : A¯ → A (resp. sB : B¯ → B ) une
section de la projection canonique. Alors il existe un syste`me (uX) d’e´le´ments de
1T (X) + rad(A)(T (X), T (X)) tel que sAT¯ (h) = uX′TsB(h)(uX )−1 pour tout
h ∈ B¯(X,X ′).
De´monstration. 1) Posons R = rad(A). Commenc¸ons par le cas ou` R2 = 0. On
a TsB(h) − sAT¯ (h) ∈ rad(A) pour tout h ∈ B¯. Ceci de´finit une de´rivation de B¯ a`
valeurs dans le B¯e-module rad(A) (1-cocycle de Hochschild). Cette de´rivation est
inte´rieure (1-cobord de Hochschild) : il existe une famille nX = uX − 1T (X) ∈
R(T (X), T (X)) ve´rifiant, pour tout h ∈ B¯(X,X ′),
TsB(h)− sAT¯ (h) = nX′TsB(h) − TsB(h)nX ,
d’ou` l’assertion.
2) Supposons maintenant seulement que R = rad(A) soit nilpotent d’e´chelon
r + 1, et raisonnons par re´currence sur r (le cas r = 1 e´tant acquis). Con-
side´rons la composition B T→ A → A(r) = A/R. En appliquant l’hypothe`se
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de re´currence au foncteur compose´, on trouve un syste`me (uX) d’e´le´ments de
1T (X) +R(T (X), T (X)) tel que
sAT¯ (h) ≡ uX′TsB(h)(uX )−1 (mod Rr).
Quitte a` remplacer sA par la section conjugue´e par les (uA)−1, on se rame`ne au
cas ou` sAT¯ (h) ≡ TsB(h) modulo Rr. On peut alors remplacer B par B¯ et A par la
cate´gorie A˜ introduite au pas 3) de la preuve du the´ore`me 12.1.1. Comme le radical
de cette dernie`re est de carre´ nul, on conclut par le pas pre´ce´dent.
3) Dans le cas ge´ne´ral, on applique un raisonnement a` la Zorn comme au dernier
pas de la preuve du the´ore`me 12.1.1 : brie`vement, il existe une sous-cate´gorie pleine
maximale C de B telle que la proposition vaille pour C. On peut alors supposer que
B contient un seul objet hors de C, et de meˆme que A contient un seul objet hors de
T (Ob(C)). On constate comme ci-dessus que le radical de cette nouvelle cate´gorie
A est alors (globalement) nilpotent. 
Dans le paragraphe suivant, nous appliquerons la proposition 12.2.1 dans le cas
ou`A est munie d’une structure monoı¨dale • et ou` T est le foncteur canonique A⊠K
A → A : X = (A,B) 7→ A •B, suppose´ radiciel (ce qui revient a` supposer que le
radical est un ide´al monoı¨dal). Pour h = f ⊗ g, s = sA, on a alors
sAT¯ (h) = s(f • g), T sB(h) = s(f) • s(g).
Le comple´ment de Malcev au the´ore`me de Wedderburn dit qu’on peut choisir
un scindage de Wedderburn dont l’image contient une sous-alge`bre semi-simple
donne´e d’une K-alge`bre de Wedderburn. En voici une variante a` plusieurs objets.
12.2.2. Corollaire. Sous les hypothe`ses du the´ore`me 12.1.1, supposons donne´e
en outre une sous-cate´gorie B se´parable de A (non ne´cessairement pleine), avec
Ob(B) = Ob(A). Alors il existe une section s de πA ve´rifiant (s ◦ πA)|B = idB .
De´monstration. Partant d’une section de πA (dont l’existence est assure´e par le
the´ore`me 12.1.1), on la modifie en appliquant la proposition pre´ce´dente pour obtenir
une section fixant B. 
13. SECTIONS MONOI¨DALES
13.1. Foncteurs monoı¨daux. Soient (B,⊤) et (A, •) deux cate´gories monoı¨dales.
Rappelons qu’un foncteur monoı¨dal est la donne´e (s, (s˜AB)) d’un foncteur s : B →
A et d’isomorphismes fonctoriels s˜AB : s(A) • s(B) → s(A⊤B) ve´rifiant une
compatibilite´ aux contraintes d’associativite´ et d’unite´ (on e´crit souvent par abus s
au lieu de (s, (s˜AB)) pour abre´ger). Les foncteurs monoı¨daux se composent, avec
la re`gle s˜′sAB = s′(s˜AB) ◦ s˜′s(A)s(B).
Un morphisme de foncteurs monoı¨daux est une transformation naturelle des fonc-
teurs sous-jacents, compatible aux donne´es s˜AB, s˜′AB, et aux unite´s, cf. [53, I.4.1.1].
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En d’autres termes, un tel morphisme est la donne´e pour tout A ∈ B d’un morphis-
me uA : s(A)→ s′(A), naturel en A, tel que les diagrammes
(13.1)
s(A) • s(B) s˜A,B−−−−→ s(A⊤B)
uA•uB
y uA⊤By
s′(A) • s′(B) s˜
′
A,B−−−−→ s′(A⊤B)
soient tous commutatifs, et tel que le morphisme
(13.2) s(1) = 1 u1−−−−→ s′(1) = 1
soit l’identite´ dans l’anneau commutatif End(1).
Un foncteur monoı¨dal π : A → B e´tant donne´, une section de π est un fonc-
teur monoı¨dal s : B → A tel que π ◦ s = idB (e´galite´ de foncteurs monoı¨daux).
Deux sections s, s′ sont dites isomorphes s’il existe un isomorphisme de foncteurs
monoı¨daux s⇒ s′ tel que π ◦ s⇒ π ◦ s′ soit le foncteur identique.
Dans une K-cate´gorie monoı¨dale, le bifoncteur • est K-biline´aire. Nous sup-
poserons toujours nos cate´gories monoı¨dales non nulles (i.e. End(1) 6= 0).
13.2. Existence et “unicite´” de sections monoı¨dales. Apre`s ces pre´liminaires,
nous pouvons e´noncer la version monoı¨dale du the´ore`me de Wedderburn a` plusieurs
objets. On suppose de nouveau que K est un corps.
13.2.1. The´ore`me. Soit (A, •) une petite K-cate´gorie de Wedderburn monoı¨dale.
Supposons que les End(1)-bimodules A(A,B) soient commutatifs, i.e. l’action a`
gauche coı¨ncide avec l’action a` droite19.
Supposons que rad(A) soit monoı¨dal, d’ou` une structure monoı¨dale sur A¯ =
A/rad(A). Notons πA : A → A¯ la projection canonique, vue comme foncteur
monoı¨dal. Alors :
a) Il existe une section monoı¨dale s de πA.
b) Toute autre section monoı¨dale de πA est isomorphe a` s.
13.3. Sorites. Nous allons de´montrer le the´ore`me 13.2.1 par re´duction au cas strict.
Pour cela, quelques sorites sont ne´cessaires.
13.3.1. Sorite. Soit (s, s˜) : (B,⊤)→ (A, •) un foncteur monoı¨dal, et soit u : s⇒ t
un isomorphisme naturel de s sur un autre foncteur t. Alors il existe une unique
structure monoı¨dale t˜ sur t faisant de u un morphisme de foncteurs monoı¨daux.
De´monstration. De´finissons
t˜A,B = uA⊤B s˜A,B(uA • uB)−1
(cf. (13.1)). Il faut voir que t˜ est compatible avec les contraintes d’associativite´ et
d’unite´. Cela re´sulte de calculs triviaux (d’ou` le terme “sorite”), ce que nous laissons
au lecteur sceptique le soin de ve´rifier. 
19Une cate´gorie monoı¨dale ve´rifiant cette hypothe`se est appele´e cate´gorie de Penrose dans [9].
C’est par exemple le cas si End(1) = K, ou en pre´sence d’un tressage.
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13.3.2. Sorite. Soient (A, •), A¯, πA comme dans le the´ore`me 13.2.1. Alors le the´-
ore`me 13.2.1 re´sulte de l’e´nonce´ plus faible obtenu en remplac¸ant dans a) et b) le
mot “section” par “quasi-section”, ou` une quasi-section monoı¨dale de πA est par
de´finition un foncteur monoı¨dal s0 : A¯ → A tel que πA ◦ s0 soit naturellement
isomorphe a` IdA¯.
De´monstration. Supposons donne´e une telle quasi-section monoı¨dale (s0, s˜0). Soit
u¯ : IdA¯
∼−→ πAs0 un isomorphisme naturel. Pour tout A ∈ A, choisissons un
e´le´ment uA ∈ A(A, s0(A)) se projetant sur u¯A, avec u1 = 11. De´finissons un
foncteur s : A¯ → A par les formules :
s(A) = A
s(f) = u−1B s0(f)uA
pour f ∈ A¯(A,B). Alors s est une section de πA naturellement isomorphe a` s0 via
u = (uA), et le sorite 13.3.1 montre qu’il lui est associe´ une unique structure mo-
noı¨dale faisant de u un morphisme de foncteurs monoı¨daux. Ceci fournit la partie
a) du the´ore`me 13.2.1, et le point concernant la partie b) est trivial. 
13.3.3. Sorite. Soient (A, •), A¯, πA et (B,⊤), B¯, πB comme dans le the´ore`me 13.2.1.
Soit (f, f˜) : (B,⊤)→ (A, •) unK-foncteur monoı¨dal tel que f soit une e´quivalence
de cate´gories. Alors f est radiciel, et les parties a) et b) du the´ore`me 13.2.1 sont
vraies pour A si et seulement si elles sont vraies pour B.
De´monstration. Le fait que f est radiciel est clair (et ne de´pend pas des structures
monoı¨dales). Le reste de l’e´nonce´ re´sulte du sorite 13.3.2, en remarquant que les
conditions dudit sorite sont manifestement invariantes par e´quivalence monoı¨dale
de cate´gories monoı¨dales. 
13.4. Cate´gories monoı¨dales strictes. Une petite cate´gorie monoı¨dale (B,⊤) est
dite stricte si l’ensemble des objets muni de la loi ⊤ est un monoı¨de (i.e. si ⊤ est
strictement associative).
Un foncteur monoı¨dal (s, (s˜AB)) : (A, •)→ (B,⊤) est dit strict si s(A)•s(B) =
s(A⊤B) et si s˜AB est l’identite´ pour tout couple (A,B). C’est par exemple le cas
du foncteur identique.
Dans le cas strict, la situation se simplifie pour les morphismes de foncteurs
monoı¨daux : si u : s⇒ s′ est un tel morphisme, alors il ve´rifie l’identite´
uA•B = uA⊤uB
pour tout couple d’objets (A,B).
13.4.1. Remarque. Soit AA la cate´gorie des endofoncteurs additifs de A. Munie
de la composition, c’est une cate´gorie monoı¨dale stricte. Pour toute cate´gorie mo-
noı¨dale, le foncteur A 7→ A•? de A vers AA admet une structure monoı¨dale de´finie
par les contraintes d’associativite´ et d’unite´. Ce foncteur est strict si et seulement si
(A, •) est monoı¨dale stricte.
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Si B est monoı¨dale stricte, il en est alors de meˆme de B⊕ : en effet, rappelons que
les objets de B⊕ sont des suites finies A = (A1, A2, . . . , Ar) d’objets de B, note´es
A1 ⊕ A2 ⊕ · · · ⊕ Ar (cf. §1.2) ; les composantes de A⊤A′ sont par de´finition les
Ai⊤A′j , nume´rote´es selon l’ordre lexicographique. Il est clair qu’on obtient ainsi
une cate´gorie monoı¨dale stricte. Si B est K-line´aire, les foncteurs e´vidents B⊕
u⊕
→
←
v⊕
B
(formation du mot a` une lettre, resp. parenthe´sage canonique) sont sous-jacents a`
des foncteurs monoı¨daux stricts (vis-a`-vis de •).
Tout foncteur monoı¨dal s : B → A, il induit, composante par composante, un
foncteur monoı¨dal s⊕ : B⊕ → A⊕, strict si s l’est.
Une petite cate´gorie K-line´aire C sera dite strictement K-line´aire si son biproduit
⊕ (et l’objet nul) fait de C une cate´gorie monoı¨dale stricte. C’est le cas de B⊕, pour
toute petite K-cate´gorie B. Dans une cate´gorie strictement K-line´aire, les sommes
directes finies A1 ⊕ · · · ⊕An sont de´finies sans ambigu¨ite´.
13.4.1. La construction de Mac Lane [36, XI 3]. `A toute petite cate´gorie monoı¨dale
(A, •), on associe une petite cate´gorie monoı¨dale stricte (Astr,⊤), et deux foncteurs
monoı¨daux B
u
→
←
v
A, avec u strict, tels que le compose´ uv soit le foncteur monoı¨dal
identique de A (les foncteurs sous-jacents a` u et v sont donc quasi-inverses).
Rappelons cette construction : on prend pour objets de Astr les mots (finis) dont
les lettres sont les objets de A. Les morphismes entre mots sont les morphismes
entre les objets de A correspondants obtenus par parenthe´sage canonique (toutes
les parenthe`ses commencent au de´but du mot). Le produit ⊤, souvent omis de la
notation, est donne´ au niveau des objets par la concate´nation des mots ; v est donne´
par la “formation de mots d’une lettre”, tandis que u est donne´ par le “parenthe´sage
canonique” (e.g. u(ABC) = (A •B) • C)). L’unite´ est le mot vide : u(∅) = 1.
C’est une K-cate´gorie si A l’e´tait, et u, v sont alors des K-foncteurs.
Noter que lorsque A est K-line´aire, la construction A⊕ est un cas particulier de
cette construction, en prenant • = ⊕.
Si s : B → A est un foncteur, on lui associe canoniquement comme suit un
foncteur monoı¨dal strict sstr : Bstr → Astr : on associe au mot w = B1 . . . Bn de
Bstr le mot sstr(w) = s(B1) . . . s(Bn) de Astr (sstr(∅) = ∅).
On associe a` f ∈ Bstr(w,w′) = B(u(w), u(w′)) le morphisme sstr(f) = s(f) ∈
A(u(sstr(w)), u(sstr(w′))) = Astr(sstr(w), sstr(w′)).
Si s est sous-jacent a` un foncteur monoı¨dal strict, on a usstr = su (donc s =
uA ◦ sstr ◦ vB).
Vu la construction de Mac Lane et le sorite 13.3.3, pour de´montrer le the´ore`me
13.2.1, on peut supposer A stricte. Le the´ore`me 13.2.1 re´sulte alors de la proposition
plus pre´cise suivante :
13.4.2. Proposition. Soient (A, •), A¯, πA comme dans le the´ore`me 13.2.1. Si en
outre A est monoı¨dale stricte,
a) Il existe une section monoı¨dale stricte s de πA.
b) Toute autre section monoı¨dale stricte de πA est isomorphe a` s.
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c) Toute section monoı¨dale de πA est naturellement isomorphe a` une section mono-
ı¨dale stricte de πA.
13.5. Re´ductions. Commenc¸ons par une re´duction du proble`me en deux lemmes.
13.5.1. Lemme. La proposition 13.4.2 de´coule de l’e´nonce´ correspondant pour la
cate´gorie monoı¨dale stricte K-line´aire A⊕.
De´monstration. Soit S une section monoı¨dale stricte de πA⊕ . Le foncteur monoı¨dal
strict (pleinement) fide`le A v⊕→ A⊕ induit un diagramme commutatif
A¯ v¯−−−−→ A¯⊕
s
y Sy
A v−−−−→ A⊕.
Re´ciproquement, si s est donne´e, on peut prendre S = s⊕. 
En identifiant (A¯str)⊕ et (Astr)⊕, ce lemme nous rame`ne a` prouver la proposi-
tion 13.4.2 dans le cas strictement K-line´aire, strictement monoı¨dal.
13.5.2. Lemme. Supposons queA soit strictement K-line´aire, et monoı¨dale stricte.
Soit s une section fonctorielle K-line´aire de πA (vue comme simple K-foncteur).
Supposons que s(f • g) = s(f) • s(g) pour tout couple d’endomorphismes (f ∈
A¯⊕(A,A), g ∈ A¯⊕(B,B)), et que s(11) = 11. Alors s⊕ de´finit une unique section
monoı¨dale stricte de πA⊕ .
De´monstration. Il s’agit de ve´rifier l’identite´ s⊕(f • g) = s⊕(f) • s⊕(g) pour tout
couple (f ∈ A¯⊕(w1, w′1), g ∈ A¯⊕(w2, w′2)), et
s⊕(∅) = 1∅ (ce second point est imme´diat).
Nous utilisons transitoirement la notation w des mots de 13.4, dans le cas ou` la
structure monoı¨dale est donne´e par ⊕ ; au lieu de u(w), la somme directe (dans la
cate´gorie strictement K-line´aire A) des lettres de w sera note´e ⊕w (
⊕
∅ = 1). Via les
identifications canoniques
A⊕(w,w′) = A(⊕w, ⊕w
′
),
on peut e´crire s⊕(f) = s(f), s⊕(g) = s(g), s⊕(f • g) = s(f • g).
Les identifications ci-dessus sont compatibles a` • (
⊕
ŵ1 • w2 = ⊕w • •plusw′).
On peut donc e´crire s⊕(f) • s⊕(g) = s(f) • s(g) (en revanche, on prendra garde
que s n’est pas suppose´e stricte vis-a`-vis de ⊕, i.e. on ne suppose pas que le mor-
phisme canonique
⊕
ŝ⊕(w)→ s(⊕w) soit l’e´galite´).
L’hypothe`se du lemme se traduit donc par l’identite´ s⊕(f • g) = s⊕(f) • s⊕(g)
dans
A⊕(w1 • w2, w1 • w2) = A( ⊕w1 • ⊕w2, ⊕w1 • ⊕w2)
pour tout couple d’endomorphismes (f ∈ A¯⊕(w1, w1), g ∈ A¯⊕(w2, w2)).
Or s⊕ est strict vis-a`-vis de ⊕ par construction (par contraste avec s).
Cela permet de ramener l’identite´ ci-dessus pour tout couple de morphismes
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(f ∈ A¯⊕(w1, w′1), g ∈ A¯⊕(w2, w′2)) au cas d’un couple d’endomorphismes en
remplac¸ant w1 et w′1 par w1 ⊕ w′1, et w2 et w′2 par w2 ⊕ w′2. 
Ce lemme nous rame`ne a` traiter d’endomorphismes, plutoˆt que d’homomorphis-
mes.
Notation abre´ge´e. Nous e´crirons A(A) (resp. R(A)) au lieu de A(A,A) (resp.
R(A,A)) dans ce paragraphe. Pour un objet A ∈ A et a, b ∈ A(A), nous noterons
comme d’habitude [a, b] = ab− ba le commutateur de a et b, et ad(a) l’application
b 7→ [a, b].
13.6. Au cœur du proble`me : de´monstration de la proposition 13.4.2. Compte
tenu des lemmes pre´ce´dents, on suppose de´sormais que A est une petite cate´go-
rie, strictement K-line´aire, monoı¨dale stricte (notons que A¯ a la meˆme proprie´te´).
On proce`de par e´tapes. Nous commencerons par de´montrer c), cette de´monstration
e´tant la plus simple des trois et servant de prototype a` celles de a) et b).
13.6.1. De´but de la preuve de c). Soit s une section K-fonctorielle monoı¨dale de
πA. On a donc des isomorphismes
A •B = s(A) • s(B) s˜A,B−−−−→ s(A •B) = A •B.
Les s˜A,B appartiennent a` 1+R(A•B) et ve´rifient la relation de cohe´rence (dans
1 +R(A •B • C))
(13.3) s˜A•B,C ◦ (s˜A,B • 1C) = s˜A,B•C ◦ (1A • s˜B,C).
Nous allons montrer :
13.6.1. Lemme. Il existe une famille double (u(r)A )A∈A,r≥1, avec u(r)A ∈ 1+R(A),
ayant les proprie´te´s suivantes :
(i) On a u(r+1)A ≡ u(r)A (mod R(A)r) pour tout A ∈ A et tout r ≥ 1.
(ii) En posant
sr(f) = u
(r)
B ◦ s(f) ◦ (u(r)A )−1
pour A,B ∈ A et f ∈ A¯(A,B), on a
(s˜r)A,B = u
(r)
A•B ◦ s˜A,B ◦ (u(r)A • u(r)B )−1 ∈ 1 +R(A •B)r
pour tout couple d’objets (A,B).
Supposons le lemme 13.6.1 de´montre´. Pour tout A, choisissons un entier r(A)
tel que R(A)r(A) = 0. Posons
uA = u
(r(A))
A = u
(r(A)+1)
A = · · · ∈ 1 +R(A)
et
s′(f) = uB ◦ s(f) ◦ (uA)−1
pour A ∈ A et f ∈ A¯(A). Pour A,B ∈ A, on a donc
s˜′A,B = (s˜r)A,B
de`s que r ≥ sup(r(A), r(B), r(A • B)). De plus, le membre de droite de cette
e´galite´ est e´gal a` 1A•B . Ainsi, la section s′ ve´rifie les conclusions de c).
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Nous allons de´montrer le lemme 13.6.1 par re´currence sur r, partant du cas trivial
r = 1 ou` l’on prend u(1)A = 1A pour tout A.
13.6.2. Une relation de cocycle, I. Supposons r ≥ 1 et trouve´e une famille u(r)A
ve´rifiant la condition (ii) du lemme 13.6.1. Quitte a` remplacer s par sr, on peut
supposer sr = s, u(r) = 1. On a donc s˜A,B ∈ 1 + R(A • B)r pour tout couple
d’objets (A,B). Posons nA,B = 1A•B − s˜A,B ∈ R(A • B)r. La relation (13.3) se
re´e´crit alors
(1A•B•C − nA•B,C) ◦ ((1A•B − nA,B) • 1C)
= (1A•B•C − nA,B•C) ◦ ((1A • (1B•C − nB,C))
d’ou`
(13.4) nA•B,C + nA,B • 1C ≡ nA,B•C + 1A • nB,C (mod R(A •B • C)r+1).
Nous cherchons une famille (u(r+1)A )A∈A ve´rifiant :
(i) u(r+1)A ≡ 1 (mod R(A)r) pour tout A ∈ A.
(ii) u(r+1)A•B ◦ s˜A,B ◦ (u(r+1)A • u(r+1)B )−1 ∈ 1 +R(A • B)r+1 pour tout couple
d’objets (A,B).
Supposons le proble`me re´solu et posons mA = 1A−u(r+1)A ∈ R(A)r . On a alors
l’identite´
(1A•B −mA•B) ◦ (1A•B − nA,B) ◦ ((1A −mA) • (1B −mB))−1
≡ 1 (mod R(A •B)r+1)
soit encore
(13.5) nA,B ≡ mA • 1B + 1A •mB −mA•B (mod R(A •B)r+1).
Re´ciproquement, l’existence d’une famille (mA) ve´rifiant la congruence (13.5)
est clairement e´quivalentea` l’existence d’une famille (u(r+1)A ) comme ci-dessus.
13.6.3. Une relation de cocycle, II. La congruence (13.4) fait penser a` une relation
de 2-cocycle, et la congruence (13.5) a` une relation de 2-cobord. Pour donner corps
a` ces impressions, introduisons encore quelques notations.
Si w = A1A2 . . . Am est un mot forme´ d’objets de A, notons •w l’objet A1 •A2 •
· · · • Am de A ou A¯ (notation plus commode que celle u(w) utilise´e plus haut) ;
notons les formules
•
(
•̂
w1
•
w2) =
•
ŵ1w2
•
∅ = 1.
Pour tout A ∈ A, posons R(A)[r] = R(A)r/R(A)r+1. On peut faire ope´rer les
mots a` gauche et a` droite sur le K-espace vectoriel
R[r] =
∏
w
R( •w)[r]
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de la manie`re suivante :
(w0 ·m)(w) =
{
1 •
w0
•m(w′) si w est de la forme w0w′
0 sinon
(m · w1)(w) =
{
m(w′) • 1 •
w1
si w est de la forme w′w1
0 sinon.
(L’expression m(w) de´signe la w-composante de m).
Il n’est pas difficile de voir que cette ope´ration est bien de´finie, et qu’e´tendue par
K-line´arite´, elle munitR[r] d’une structure de K〈Ob(A)〉-bimodule (ou` K〈Ob(A)〉
de´signe la K-alge`bre libre de base les objets de A).
13.6.4. Une relation de cocycle, III – fin de la preuve de c). Nous sommes main-
tenant en mesure d’interpre´ter (13.4) comme relation de 2-cocycle de Hochschild
pour l’alge`bre K〈Ob(A)〉.
En effet, reprenons la famille (nA,B) ci-dessus. Avec les notations pre´ce´dentes,
on a une famille induite
n¯AB ∈ R(AB)[r].
On de´finit alors une 2-cochaıˆne de Hochschild n¯ pour K〈Ob(A)〉 a` valeurs dans
le K〈Ob(A)〉-bimodule R[r], en associant a` tout couple de mots non vides (w0, w1)
l’e´le´ment n¯w0,w1 ∈ R[r] de´fini par
n¯w0,w1(w) =
{
n¯ •
w0,
•
w1
si w0w1 = w,
0 sinon.
Calculons le bord de Hochschild de n¯ :
(d2(n¯))w0,w1,w2 = w0 · n¯w1,w2 − n¯w0w1,w2 + n¯w0,w1w2 − n¯w0,w1 · w2.
Sa w-composante est nulle, par de´finition, si w0w1w2 6= w. Si w0w1w2 = w,
elle est e´gale a`
1 •
w0
• n¯ •
w1,
•
w2
− n¯ •
w0•
•
w1,
•
w2
+ n¯ •
w0,
•
w1•
•
w2
− n¯ •
w0,
•
w1
• 1 •
w2
= 0 d’apre`s (13.4).
Donc n¯ est un 2-cocycle. Comme K〈Ob(A)〉 est une K-alge`bre libre, c’est un
2-cobord, cf. [11, ch. IX, ex. 2 ou ch. X.5]. En d’autres termes, il existe une famille
d’e´le´ments m¯w ∈ R[r] telle que l’on ait l’identite´
n¯w0,w1 = w0 · m¯w1 + m¯w0 · w1 − m¯w0w1 .
Soient A,B ∈ A. Pour w0 = A, w1 = B, la composante de cette identite´ dans
R(w0w1)[r] n’est autre que
n¯AB = 1A • m¯B − m¯A•B + m¯A • 1B .
En relevant les m¯A en des mA ∈ R(A)r , on obtient la famille (u(r+1)A = 1A −
mA) cherche´e.
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13.6.5. De´but de la preuve de a). Soit s une section K-fonctorielle de πA. L’exis-
tence en est garantie par le the´ore`me 12.1.1.
Comme les End(1)-bimodules A(A,B) sont commutatifs par hypothe`se, il est
loisible de remplacer chaque s(f) par s(11)−1 ◦ s(f), et donc de supposer s(11) =
11.
En outre, d’apre`s la proposition 12.2.1 applique´e a` B = A ⊠K A, il existe une
famille (uA,B ∈ 1A•B +R(A •B)) ve´rifiant , pour tout (f, g) ∈ A¯(A)× A¯(B) :
s(f • g) = uA,B(s(f) • s(g))u−1A,B .
Nous allons montrer :
13.6.2. Lemme. Il existe une famille double (u(r)A )A∈A,r≥1, avec u(r)A ∈ 1+R(A),
ayant les proprie´te´s suivantes :
(i) On a u(r+1)A ≡ u(r)A (mod R(A)r) pour tout A ∈ A et tout r ≥ 1.
(ii) En posant
sr(f) = u
(r)
B ◦ s(f) ◦ (u(r)A )−1
pour A,B ∈ A et f ∈ A¯(A,B), on a
sr(f • g) ≡ sr(f) • sr(g) (mod R(A •B)r)
pour tout couple d’objets (A,B) et tout (f, g) ∈ A¯(A)× A¯(B).
L e lemme 13.6.2 implique a) de la meˆme manie`re que le lemme 13.6.1 impliquait
c). On proce`de de nouveau par re´currence sur r.
13.6.6. Une relation de cocycle, I. Supposons r ≥ 1 et trouve´e une famille u(r)A
ve´rifiant la condition (ii) du lemme 13.6.2. Quitte a` remplacer s par sr, on peut
supposer sr = s, u(r) = 1. Posons
nA,B = uA,B − 1A•B .
On a alors
ad(nA,B)(s(f) • s(g)) ∈ R(A •B)r
pour tout (f, g) ∈ A¯(A)× A¯(B).
Soit h ∈ A¯(C). Nous allons calculer de deux fac¸ons s(f • g • h) modulo R(A •
B • C)r+1, compte-tenu de l’associativite´ stricte de •.
On a, modulo R(A •B • C)r+1,
s((f • g) • h) = s(f • g) • s(h) + [nA•B,C , (s(f) • s(g)) • s(h)]
= (s(f) • s(g)) • s(h) + [nA,B, s(f) • s(g))] • s(h)
+ [nA•B,C , (s(f) • s(g)) • s(h)]
= (s(f) • s(g)) • s(h) + [nA,B • 1C + nA•B,C , (s(f) • s(g)) • s(h)]
et de meˆme
sr(f • (g • h)) =
s(f) • (s(g) • s(h)) + [1A • nB,C + nA,B•C , s(f) • (s(g) • s(h))].
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Puisque A est monoı¨dale stricte, on en de´duit que
(13.6) ad(1A • nB,C − nA•B,C + nA,B•C − nA,B • 1C)(s(f • g • h))
∈ R(A •B • C)r+1
pour tous endomorphismes f, g, h comme ci-dessus.
D’autre part, si (u(r+1)A = 1 +mA)A∈A est une famille d’e´le´ments comme dans
la conclusion du lemme 13.6.2 (donc mA ∈ R(A)r pour tout A), un calcul analogue
donne l’identite´
(13.7) ad(nA,B −mA • 1B − 1A •mB +mA•B)(s(f) • s(g)) ∈ R(A •B)r+1
pour (f, g) ∈ A¯(A) × A¯(B) ; re´ciproquement, la donne´e d’e´le´ments mA ve´rifiant
(13.7) implique l’existence d’une famille u(r+1) comme dans l’e´nonce´ du lemme
13.6.2.
13.6.7. Une relation de cocycle, II. Pour interpre´ter (13.6) comme une relation de
2-cocycle et (13.7) comme une relation de cobord, on proce`de comme ci-dessus en
introduisant un K〈Ob(A)〉-bimodule approprie´.
Notons que l’action de A sur R[r] = Rr/Rr+1 se factorise en une action de A¯.
En particulier, on peut se dispenser d’e´crire la section s dans (13.6) et (13.7).
Pour tout mot w = A1 . . . Am en les objets de A, notons
A¯(w) = A¯(A1) • · · · • A¯(Am) ⊂ A¯( •w).
On a A¯(ww′) = A¯(w)A¯(w′).
Notons ensuite C(w)[r] le centralisateur de A¯(w) dans R( •w)[r] :
C(w)[r] = {x ∈ R( •w)[r] | ad(a)(x) = 0∀a ∈ A¯(w)}.
On note encore
M(w)[r] = R( •w)[r]/C(w)[r]
et
adw : R( •w)[r] →M(w)[r]
la projection canonique.
Remarquons que C(w)[r] et M(w)[r] de´pendent effectivement de w, et pas seule-
ment de •w. Les inclusions du type A¯(w1 . . . wn) ⊂ A¯( •w1 . . . •wn) entraıˆne des in-
clusions du type
C(
•
w1 . . .
•
wn)
[r] ⊂ C(w1 . . . wn)[r]
et des projections correspondantes
(13.8) M( •w1 . . . •wn)[r] −→ M(w1 . . . wn)[r]
factorisant les adw.
Les relations (13.6) et (13.7) se re´e´crivent maintenant
(13.9) adABC(rA,B,C) = 0
74 YVES ANDR ´E ET BRUNO KAHN
avec
(13.10) rA,B,C = 1A • nB,C − nA•B,C + nA,B•C − nA,B • 1C
ainsi que
(13.11) adAB(nA,B −mA • 1B − 1A •mB +mA•B) = 0.
L’action a` gauche et a` droite de K〈Ob(A)〉 surR[r] en induit une sur son quotient
M [r] =
∏
w
M(w)[r].
13.6.8. Une relation de cocycle, III - fin de la preuve de a). De meˆme que pour
le lemme 13.6.1, (13.6) et (13.7) s’interpre`tent maintenant comme relations de
2-cocycle et de 2-cobord de Hochschild a` valeurs dans le K〈Ob(A)〉-bimodule
C [r]. La seule remarque a` faire est qu’e´tant donne´ trois mots w0, w1, w2, et w =
w0w1w2, la nullite´ de ad
•
w0
•
w1
•
w2(r •
w0,
•
w1,
•
w2
), donne´e par (13.9), entraıˆne celle de
adw(r •
w0,
•
w1,
•
w2
) via la projection (13.8). On conclut comme auparavant.
13.6.9. Preuve de b). Soient s, s′ deux sections monoı¨dales strictes de πA. Il s’agit
de montrer qu’il existe une famille (uA)A∈A, uA ∈ 1A + R(A,A), telle que pour
tous A,B ∈ A on ait s′(f) = uAs(f)(uA)−1 pour tout f ∈ A¯(A) et
uA•B = uA • uB .
Nous allons montrer :
13.6.3. Lemme. Il existe une famille double (u(r)A )A∈A,r≥1, avec u(r)A ∈ 1+R(A),
ayant les proprie´te´s suivantes :
(i) u(r+1)A ≡ u(r)A (mod R(A)r) pour tout A ∈ A et tout r ≥ 1.
(ii) s′(f) = u(r)A s(f)(u(r)A )−1 pour tout A ∈ A, tout f ∈ A¯(A) et tout r ≥ 1.
(iii) u(r)A•B ≡ u(r)A • u(r)B (mod R(A •B)r) pour tous objets A,B et tout r ≥ 1.
Le lemme 13.6.3 implique b) de la meˆme manie`re que les lemmes 13.6.1 et 13.6.2
impliquaient c) et a). On proce`de toujours par re´currence sur r. Nous aurons besoin
des nouvelles notations suivantes, pour un mot w en les objets de A (voir aussi
§13.6.7) :
Cs(w) = {x ∈ A( •w) | xs(f) = s(f)x pour tout f ∈ A¯(w)}
Crs (w) = R(
•
w)r ∩ Cs(w)
C [r](w) =
Crs (w) +R(
•
w)r+1
R( •w)r+1
≃ Crs (w)/Cr+1s (w).
Le groupe C [r](w) ne de´pend pas du choix de s, puisque deux sections sont
conjugue´es par des e´le´ments de 1 + R (the´ore`me 12.1.1 b)) et que 1 + R ope`re
trivalement sur R[n] par conjugaison. On prendra garde de ne pas le confondre avec
le groupe C(w)[r] du §13.6.7 : l’inclusion
C [r](w) ⊂ C(w)[r]
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est en ge´ne´ral stricte.
En utilisant le the´ore`me 12.1.1 b), choisissons une famille (u(1)A )A∈A, avec u(1)A ∈
1A+R(A), ve´rifient la proprie´te´ (ii) du lemme 13.6.3. La condition (iii) est automa-
tique ; le lemme est donc vrai pour r = 1.
Supposons maintenant r ≥ 1 et le lemme connu pour r. Posons
nA,B := 1A•B − (u(r)A • u(r)B )−1u(r)A•B ∈ R(A •B)r.
Comme s et s′ sont monoı¨dales strictes, on a l’identite´
(u
(r)
A • u(r)B )−1u(r)A•B(s(f) • s(g))(u(r)A•B)−1u(r)A • u(r)B = s(f) • s(g)
pour (f, g) ∈ A¯(A)× A¯(B), ce qui e´quivaut a`
nA,B ∈ Cr(AB).
Par ailleurs, la de´finition de nA,B donne imme´diatement la relation
1A • n¯B,C − n¯A•B,C + n¯A,B•C − n¯A,B • 1C = 0
ou` n¯A,B de´signe l’image de nA,B dans C [r](AB).
Soit maintenant (u(r+1)A ) une famille ve´rifiant les conclusions du lemme 13.6.3.
Posons
u
(r+1)
A = u
(r)
A (1 +mA).
On a donc mA ∈ R(A)r. La condition (ii) du lemme se traduit en
(1 +mA)s(f)(1 +mA)
−1 = s(f)
pour tout f ∈ A¯(A), c’est-a`-dire
mA ∈ Cr(A).
La condition (iii), d’autre part, se traduit en
n¯A,B = m¯A•B − 1A • m¯B − m¯A • 1B
ou` m¯A est la projection de mA dans C [r](A) (calcul imme´diat). Inversement, la
donne´e de mA ∈ R(A)r ve´rifiant ces deux conditions fournit une famille (u(r+1)A )
ve´rifiant les conclusions du lemme 13.6.3.
On termine comme pre´ce´demment, en utilisant le K〈Ob(A)〉-bimodule
C [r] =
∏
w
C [r](w),
et en posant
n¯w0,w1(w) =
{
n¯ •
w0,
•
w1
si w0w1 = w,
0 sinon.
Ceci conclut la preuve de b), donc celle de la proposition 13.4.2, et finalement celle
du the´ore`me 13.2.1. 
13.6.4. Remarques.
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a) SupposonsA abe´lienne et engendre´e par un nombre fini d’objets Ai, au sens
ou` tout objet est sous-quotient d’une somme finie de copies de •-monoˆmes
en ces objets. On prendra garde que A¯ n’est pas ne´cessairement engendre´e
par les π(Ai) = Ai. Le point est que l’image dans A¯ d’un monomorphisme
de A n’est pas ne´cessairement un monomorphisme. En fait, on verra plus
loin des exemples ou` A¯ n’est engendre´e par aucun ensemble fini d’objets.
b) Dans [1], nous appliquons le the´ore`me de scindage monoı¨dal ci-dessus pour
construire, inconditionnellement, des re´alisations de motifs nume´riques, et
les groupes de Galois motiviques associe´s.
c) Dans la quatrie`me partie de ce travail, nous appliquons le meˆme the´ore`me
pour de´finir des “enveloppes” pro-semi-simples ou pro-re´ductives.
13.7. Variantes. Voici un avatar monoı¨dal de la proposition 12.2.1.
13.7.1. Proposition. Soit (B, •) une autre cate´gorie monoı¨dale ve´rifiant les hy-
pothe`ses du the´ore`me 13.2.1. Soit T : B → A un K-foncteur monoı¨dal radiciel.
Notons T¯ : B¯ → A¯ le foncteur induit.
Soit sA : A¯ → A (resp. sB : B¯ → B ) une section monoı¨dale de la projection
canonique.
Alors sA ◦ T¯ et T ◦ sB sont isomorphes (via un isomorphisme monoı¨dal qui couvre
l’isomorphisme monoı¨dal identique modulo les radicaux).
En particulier, si T et les sections sA et sB sont strictes, il existe un
syste`me (uX) d’e´le´ments de 1T (X) + rad(A)(T (X), T (X)) tel que sAT¯ (h) =
uX′TsB(h)(uX )
−1 pour tout h ∈ B¯(X,X ′), et uX•Y = uX • uY .
De´monstration. On prouve d’abord la seconde assertion, sous l’hypothe`se que
A et B sont monoı¨dales strictes. La preuve est entie`rement paralle`le a` celle du
point b) de la proposition 13.4.2. La proposition 12.2.1 montre l’existence d’un
syste`me (uX) d’e´le´ments de 1T (X) + rad(A)(T (X), T (X)) tel que sAT¯ (h) =
uX′TsB(h)(uX )
−1 pour tout h ∈ B¯(X,X ′). Pour le modifier en un syste`me
ve´rifiant de plus uX•Y = uX • uY , on construit une suite d’approximations urX .
Le point est de remplacer le K〈Ob(A)〉-bimodule C [r] par le K〈Ob(B)〉-bimodule
C ′
[r]
=
∏
w
C ′(w)[r], ou` C ′(w)[r] est de´fini de la manie`re suivante :
CTs(w) = {x ∈ A(T ( •w)) | x(TsB(h)) = (TsB(h))x pour tout h ∈ B¯(w)}
CrTs(w) = RA(T (
•
w))r ∩ CTs(w)
C ′
[r]
(w) =
CrTs(w) +RA(T (
•
w))r+1
RA(T ( •w))r+1
≃ CrTs(w)/Cr+1Ts (w).
Passons maintenant au cas ge´ne´ral. D’apre`s le the´ore`me de conjugaison des sections
monoı¨dales, il est loisible de changer de sections sA, sB. Plutoˆt que sA, sB, c’est de
s′A = uA ◦ (sA)str ◦ v¯A, s′B = uB ◦ (sB)str ◦ v¯B dont nous nous servirons (avec
les notations de la construction de MacLane 13.4.1). On est alors ramene´ a` voir que
(sA)
str ◦ T¯ str et T str ◦ (sB)str sont isomorphes (via un isomorphisme monoı¨dal qui
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couvre l’isomorphisme monoı¨dal identique modulo les radicaux) ; mais on est alors
dans le cas strict de´ja` traite´. 
13.7.2. Corollaire. Dans la situation de la proposition 12.2.1, supposons A, B
strictement K-line´aires, i.e. telles que ⊕ soit strictement associative (cf. 13.4). Sup-
posons aussi que T soit strict vis-a`-vis de ⊕. Alors on peut choisir les (uX) (con-
juguant sAT¯ et TsB) de telle sorte que uX⊕Y = uX ⊕ uY . 
Voici une variante monoı¨dale du comple´ment de Malcev au the´ore`me de Wed-
derburn.
13.7.3. Proposition. Sous les hypothe`ses du the´ore`me 13.2.1, supposons donne´e en
outre une sous-cate´gorie monoı¨dale B se´parable de A (non ne´cessairement pleine),
telle que tout objet de A soit facteur direct d’un objet de B. Alors il existe une
section monoı¨dale s de πA qui ve´rifie (s ◦ πA)|B = idB.
De´monstration. Quitte a` remplacer A et B par A♮ et B♮ respectivement, on peut
supposer que Ob(B) = Ob(A). Dans ce cas, le corollaire 12.2.2 montre l’existen-
ce d’une section fonctorielle de πA telle que (s ◦ πA)|B = idB . Pour la modifier
en une section monoı¨dale ve´rifiant la meˆme condition, on reprend la me´thode de
preuve du the´ore`me 13.2.1 a), en construisant une suite d’approximations sr (cf. le
lemme 13.6.2 et sa preuve). Le point est de remplacer le K〈Ob(A)〉-bimodule M [r]
par le sous-bimodule M ′[r] =
∏
w
M ′(w)[r], ou` M ′(w)[r] est le sous-K-espace de
M(w)[r] des e´le´ments dont un releve´ dans R( •w)[r] commute a` B¯(w). On observe
qu’on a bien adABnAB ∈ M ′(AB)[r] puisque la restriction de sr a` B = B¯ est mo-
noı¨dale (c’est l’identite´) ; on obtient ainsi des νA commutant a` B¯(A), de sorte que
sr+1 est encore l’identite´ sur B = B¯. 
13.8. Comple´ment. Ce comple´ment servira au §15.
13.8.1. Proposition. Sous les hypothe`ses du the´ore`me 13.2.1, soit v une structure
monoı¨dale sur le foncteur identique de A telle que πA(v) = 1. Alors (IdA, v) est
monoı¨dalement isomorphe a` (IdA, 1) via un isomorphisme de foncteurs monoı¨daux
se projetant sur 1 dans A¯.
De´monstration. On peut supposer A strictement monoı¨dale. Il s’agit de re´soudre
l’e´quation
vA,B = (u
−1
A • u−1B )uA•B
pour A,B ∈ A, ou` u = (uA) est un automorphisme (non monoı¨dal) de IdA se
projetant sur 1. On proce`de comme d’habitude, en supposant de plus A strictement
K-line´aire et en ne traitant que d’endomorphismes. Il suffit de montrer :
13.8.2. Lemme. Il existe une famille double (u(r))r≥1 d’automorphismes de IdA,
avec u
(r)
A ∈ 1 +R(A), ayant les proprie´te´s suivantes :
(i) u(r+1)A ≡ u(r)A (mod R(A)r) pour tout A ∈ A et tout r ≥ 1.
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(ii) vA,B ≡ (u(r)A
−1 •u(r)B
−1
)u
(r)
A•B (mod R(A •B)r) pour tous objets A,B et
tout r ≥ 1.
De´monstration. Re´currence sur r, en partant de r = 1 avec u(1) = 1. Sup-
posons r ≥ 1 et trouve´e un automorphisme u(r). Quitte a` remplacer vA,B par
(u
(r)
A • u(r)B )u(r)A•B
−1
vA,B, on peut supposer que u(r) = 1 et que v ∈ Rr.
Pour tout mot w en les objets de A, posons
C(w) = {x ∈ A( •w) | x centralise A(w)}
C<r>(w) = C(w) ∩R( •w)r (r ≥ 0)
Γ[r](w) = C<r>(w)/C<r+1>(w)
Γ[r] =
∏
w
Γ[r](w).
L’alge`bre K〈Ob(A)〉 ope`re a` gauche et a` droite sur Γ[r] de la manie`re habituelle.
Posons vA,B = 1 − νA,B : alors νA,B ∈ C<r>(AB) et on a la congruence
identique
νA•B,C + νA,B • 1C ≡ νA,B•C + 1A • νB,C (mod R(A •B • C)r+1).
Soit u(r+1) un automorphisme de IdA solution de (i) et (ii). Posons u(r+1)A =
1 − µA : on a donc µA ∈ C<r>(A). Soit µ¯A l’image de µA dans Γ[r](A). On a la
congruence identique
νA,B ≡ µA•B − 1A • µB − µA • 1B (mod R(A •B)r+1).
Re´ciproquement, si (µA) est une famille d’e´le´ments de C<r>(A) ve´rifiant ces
congruences, alors la famille (u(r+1)A = 1 − µA) de´finit un automorphisme de
IdA solution de (i) et (ii). Il reste a` appliquer comme pre´ce´demment la nullite´ de
H2(K〈Ob(A)〉,Γ<r>). 
13.8.3. Remarque. Si A,B admettent des duaux a` droite (cf. 6), les isomorphismes
canoniques
A(1, A∨ •B) ∼= A(A,B)
de (6.2) passent a` A¯ et sont compatibles a` toute section monoı¨dale s comme dans
le the´ore`me. Si tous les objets de A admettent des duaux a` droite (par exemple si A
est syme´trique et rigide), on en de´duit que s est de´termine´e par ses valeurs sur les
A¯(1, A).
14. REPRE´SENTABILITE´
Dans ce paragraphe, nous nous proposons d’interpre´ter les re´sultats des para-
graphes 12 et 13 en termes plus cate´goriques. Brie`vement, on peut associer a` une pe-
titeK-cate´gorie de Wedderburn (monoı¨dale) le groupoı¨de des sections (monoı¨dales)
de πA. Cette construction est 2-fonctorielle en A pour les foncteurs pleinement
fide`les et les isomorphismes naturels. Sous une hypothe`se de finitude supple´mentaire,
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elle peut meˆme s’enrichir en un 2-foncteur a` valeurs dans les K-groupoı¨des affines
scinde´s unipotents (the´ore`mes 14.3.1 et 14.3.3).
Ces constructions ne de´pendent pas des the´ore`mes 12.1.1 et 13.2.1. Dans le cas
repre´sentable, elles permettent de les re´interpre´ter en des re´sultats tre`s forts de ra-
tionalite´ pour les K-groupoı¨des en jeu.
Nous nous plac¸ons d’abord le cadre discret, puis dans le cadre alge´brique.
14.1. Le paysage discret.
14.1.1. Le cas non monoı¨dal. Soit A une petite K-cate´gorie de Wedderburn. Con-
side´rons la cate´gorie G(A) dont les objets sont les sections de πA, un morphisme de
s vers s′ e´tant une famille (uA)A∈A comme dans le the´ore`me 12.1.1 b) et le com-
pose´ de deux morphismes (uA), (vA) e´tant (vAuA). (Comme nous l’a fait remarquer
A. Bruguie`res, les morphismes de G(A) s’interpre`tent aussi comme les transforma-
tions naturelles entre sections de πA se projetant sur l’identite´ dans A¯.) Alors G(A)
est un petit groupoı¨de : le groupoı¨de des sections de πA. Le contenu du the´ore`me
12.1.1 a) (resp. b)) est que ce groupoı¨de est non vide (resp. connexe).
L’interpre´tation de la proposition 12.2.1 dans ce langage est le peu satisfaisant
principe de fonctorialite´ suivant : si sA ∈ G(A) et sB ∈ G(B), de´finissons le trans-
porteur de sA vers sB comme l’ensemble T (sA, sB) des (uX) ve´rifiant les con-
ditions de ladite proposition : ce sont aussi les transformations naturelles de sAT¯
vers TsB se projetant sur l’identite´. Alors, pour tout couple (sA, sB), l’ensemble
T (sA, sB) est non vide.
Toutefois, si A → B est pleinement fide`le, alors on a un foncteur canonique
G(B) → G(A) dans l’autre sens. Cette correspondance s’e´tend en un 2-foncteur :
notons
Wed{K}
la sous-2-cate´gorie non pleine de {K} (voir §1.2) dont
– les objets sont les petites K-cate´gories de Wedderburn
– les 1-morphismes sont les K-foncteurs pleinement fide`les
– les 2-morphismes sont les isomorphismes naturels.
D’autre part, notons Gr la 2-cate´gorie des petits groupoı¨des (tous les foncteurs
et toutes les transformations naturelles sont autorise´s). Alors on ve´rifie au prix d’un
petit calcul :
14.1.1. Sorite. La construction A 7→ G(A) de´finit un 2-foncteur 1-contravariant et
2-covariant
G :Wed{K} → Gr .
Le the´ore`me 12.1.1 e´nonce que son image est contenue dans la 2-sous-cate´gorie
pleine des groupoı¨des non vides connexes. 
En particulier, touteK-e´quivalence de cate´goriesA ∼−→ B de´finit une e´quivalence
de cate´gories G(B) ∼−→ G(A), qui n’est pas en ge´ne´ral un isomorphisme de cate´-
gories. Toutefois :
80 YVES ANDR ´E ET BRUNO KAHN
14.1.2. Sorite. Pour toute K-cate´gorie de Wedderburn A, les foncteurs
G(A⊕)
ր ց
G(A⊕♮) G(A)
ց ր
G(A♮)
sont des isomorphismes de groupoı¨des. 
(On peut s’en convaincre en remarquant que ces foncteurs de´finissent des inverses
partiels des foncteurs du sorite 1.2.1.)
14.1.2. Le cas monoı¨dal. Supposons maintenant que A soit monoı¨dale, et que son
radical soit un ide´al monoı¨dal. De meˆme que dans 14.1.1, on peut introduire le
groupoı¨de G⊗(A) des sections monoı¨dales de πA (les morphismes e´tant les mor-
phismes de foncteurs monoı¨daux se projetant sur l’identite´ dans A¯). C’est un sous-
groupoı¨de de G(A), lui aussi connexe non vide20. La proposition 13.7.1 admet la
meˆme interpre´tation que la proposition 12.2.1 du paragraphe 12. Si A → B est
pleinement fide`le, on a un foncteur canonique G⊗(B)→ G⊗(A) dans l’autre sens.
Notons
Wed⊗{K}
la 2-cate´gorie dont
– les objets sont les petites K-cate´gories de Wedderburn monoı¨dales, a` radical
monoı¨dal
– les 1-morphismes sont les K-foncteurs monoı¨daux pleinement fide`les
– les 2-morphismes sont les isomorphismes naturels monoı¨daux.
On a un 2-foncteur e´vident
(14.1) Ω :Wed⊗{K} →Wed{K}
(oubli des structures monoı¨dales). Comme au §14.1.1, on obtient en fait :
14.1.3. Sorite. La construction A 7→ G⊗(A) de´finit un 2-foncteur 1-contravariant
et 2-covariant
G⊗ :Wed⊗{K} → Gr .
Le the´ore`me 13.2.1 e´nonce que son image est contenue dans la 2-sous-cate´gorie
pleine des groupoı¨des non vides connexes.
Il existe une 2-transformation naturelle canonique
G⊗ ⇒ G ◦Ω
ou` G est comme dans le sorite 14.1.1 et Ω est comme en (14.1). 
20Tout foncteur d’un groupoı¨de connexe non vide vers un autre est essentiellement surjectif. . .
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14.1.4. Sorite. Pour toute K-cate´gorie de Wedderburn A, les foncteurs
G⊗(A⊕)
ր ց
G⊗(A⊕♮) G⊗(A)
ց ր
G⊗(A♮)
sont des isomorphismes de groupoı¨des. 
14.1.3. Objets compacts, duaux et limites inductives. Supposons A stable par lim-
ites inductives quelconques, et soitAcomp sa sous-cate´gorie pleine forme´e des objets
compacts. Alors on a un foncteur de restriction G(A) → G(Acomp). Si tout objet
de A est isomorphe a` une limite inductive d’objets compacts, on a un foncteur en
sens inverse : ces deux foncteurs sont des e´quivalences de cate´gories, quasi-inverses
l’une de l’autre.
Meˆme sorite dans le cas monoı¨dal syme´trique, en supposant 1 compact et en
remplac¸ant “compact” par “ayant un dual”.
14.1.4. Extension des scalaires. Si L/K est une extension, on a des foncteurs “ex-
tension des scalaires” (naı¨ve et a` la Saavedra) G(A)→ G(AL) et G(A)→ G(A(L)),
et de meˆme dans le cas monoı¨dal. Si L/K est (finie) se´parable, ces foncteurs sont
isomorphes en vertu du the´ore`me 5.3.2. Dans le cas ge´ne´ral et en supposant A sta-
ble par limites inductives quelconques, on a un foncteur de restriction G(A(L)) →
G(AL) commutant naturellement aux deux foncteurs ci-dessus. Meˆme sorite dans
le cas monoı¨dal.
14.2. Objets en cate´gories, en groupoı¨des et en actions de groupe.
14.2.1. Objets en cate´gories et en groupoı¨des. Soit X une cate´gorie avec limites
projectives finies. Rappelons qu’un objet en cate´gories dans X est la donne´e Γ de
deux objets E,S ∈ X , d’un morphisme
(β, σ) : E → S × S
“but” et “source” et d’un morphisme “loi de composition”
◦ : E ×βSσ E → E
telles que, pour tout objet X ∈ X , le couple (X (X,E),X (X,S)) et les morphis-
mes correspondants de´finissent une petite cate´gorie Γ(X) (objets : S(X) ; morphis-
mes : E(X)). Par le lemme de Yoneda, cela revient a` exiger que β, σ, ◦ ve´rifient les
identite´s habituelles. Un objet en cate´gories Γ est un objet en groupoı¨des si, pour
tout X ∈ X , Γ(X) est un groupoı¨de (meˆme remarque).
Si Γ = (E,S, β, σ, ◦) et Γ′ = (E′, S′, β′, σ′, ◦′) sont deux objets en cate´gories
de X , un morphisme de Γ vers Γ′ est un couple T = (f, g), avec f ∈ X (E,E′),
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g ∈ X (S, S′), tels que les diagrammes
E
(β,σ)−−−−→ S × S
f
y g×gy
E′
(β′,σ′)−−−−→ S × S
E ×βSσ E ◦−−−−→ E
f×f
y fy
E′ ×β′S′σ′ E′
◦′−−−−→ E′
soient commutatifs (ou, de manie`re e´quivalente, que T (X) : Γ(X) → Γ′(X) soit
un foncteur pour tout X ∈ X ).
Si T = (f, g) et T ′ = (f ′, g′) sont deux tels morphismes, une homotopie de T
vers T ′ est un morphisme u ∈ X (S,E′) tel que les diagrammes
S
u−−−−→ E′
(g′,g)ց (β′,σ′)
y
S′ × S′
E
(f,uβ)−−−−→ E′ ×β′S′σ′ E′
(uσ,f ′)
y ◦′y
E′ ×β′S′σ′ E′
◦′−−−−→ E′
soient commutatifs (ou, ce qui revient au meˆme, que u(X) soit une transformation
naturelle quel que soit X ∈ X ).
Les objets en cate´gories, morphismes et homotopies de´finissent une 2-cate´gorie
Cat(X ). Sa sous-cate´gorie 1-pleine et 2-pleine forme´e desobjets en groupoı¨des est
note´e Gr(X ).
14.2.2. Objets en actions de groupe. Un objet en groupes dans X est un couple
(G,µG) avec G ∈ X , µG ∈ X (G ×G,G) tel que G(X) = X (X,G) de´finisse un
groupe pour la loi µG(X) = X (X,µG) quel que soit X ∈ X . De meˆme, un objet
en actions de groupe est un syste`me ∆ = (G,S, µG, µS), ou` (G,µG) est un objet
en groupes, S ∈ X , µS ∈ X (G × S, S), tel que (µG(X), µS(X)) de´finisse une
action de G(X) sur S(X) pour tout X ∈ X .
´Etant donne´ deux objets en actions de groupe ∆ = (G,S, µG, µS), ∆′ =
(G′, S′, µG′ , µS′), un morphisme de ∆ vers ∆′ est un couple T = (f, g), avec
f ∈ X (G,G′), g ∈ X (S, S′), tels que les diagrammes
G×G µG−−−−→ G
f×f
y fy
G′ ×G′ µG′−−−−→ G′
G× S µS−−−−→ S
g×g
y gy
G′ × S′ µS′−−−−→ S′
soient commutatifs.
Il y a une notion e´vidente de composition de tels morphismes.
Enfin, e´tant donne´ deux tels morphismes T = (f, g), T ′ = (f ′, g′), une homo-
topie de T vers T ′ est un morphisme u ∈ X (S,G′) tel que les diagrammes
S
(u,g)−−−−→ G′ × S′
g′ ց µS′
y
S′
G× S (u◦µS ,f◦p1)−−−−−−−→ G′ ×G′
f ′×u
y µG′y
G′ ×G′ µG′−−−−→ G′
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soient commutatifs (en formules : g′(s) = u(s)g(s) ; u(γs) =
f ′(γ)u(s)f(γ)−1). La composition de deux homotopies est donne´e par u′ ◦ u :=
µG′ ◦ (u′, u) (u′ ◦ u(s) = u′(s)u(s)).
Les objets en actions de groupe, morphismes et homotopies forment une autre
2-cate´gorie note´e Acg(X ).
14.2.3. Actions de groupe et groupoı¨des. Pour obtenir un groupoı¨de Γ, il suffit de se
donner un objet en actions de groupe ∆ = (G,S, µG, µS). On de´finit E = G × S,
β = µS , σ = seconde projection. On ve´rifie (par exemple a` l’aide du lemme de
Yoneda) que le morphisme
G×G× S (p23,1G×µS)−−−−−−−−→ E ×βSσ E,
ou` p23 est la projection oubliant le premier facteur, est un isomorphisme. On de´finit
alors ◦ comme le morphisme
E ×βSσ E( ∼←−)−1G×G× S
µG×1S−−−−→ G× S = E.
Un tel groupoı¨de est dit scinde´.
La re`gle ci-dessus s’e´tend en un 2-foncteur
Acg(X )→ Gr(X ).
14.2.1. Exemple. X = Sch/K est la cate´gorie des K-sche´mas (dans notre
univers). Un K-groupoı¨de est un objet en groupoı¨des Γ = (S,E) dans X . Il est
dit transitif sur S s’il existe T ′ fide`lement plat quasi-compact sur S ×K S tel que
HomS×KS(T
′, E) 6= ∅ (le champ associe´ a` T 7→ (S(T ), E(T ), β, σ, ◦) est alors
une gerbe, cf. [14, 3.3]). Il est dit unipotent (resp. re´ductif. . . ) si la restriction de E a`
la diagonale de S×K S est un S-groupe affine pro-unipotent (resp. pro-re´ductif. . . ).
Un K-espace homoge`ne est un objet en actions de groupe (G,S) dans X telle
que G ope`re transitivement sur S. On note
Hmg(Sch/K) ⊂ Acg(Sch/K) la sous-cate´gorie 2-pleine et 1-pleine des K-
espaces homoge`nes.
´Etant donne´ un objet en actions de groupe (G,S) dans X , pour que le mor-
phisme (β, γ) du K-groupoı¨de Γ associe´ par 14.2.3 soit fpqc, il suffit que (G,S)
soit un espace homoge`ne. Cela implique que Γ est transitif sur S (prendre T ′ =
E ci-dessus). Si G est pro-unipotent (resp. pro-re´ductif. . . ), Γ est unipotent (resp.
re´ductif. . . ) : en effet, la restriction de E a` la diagonale est un sous-S-groupe ferme´
du S-groupe constant G×K S.
14.3. Repre´sentabilite´ alge´brique. Soient A une K-cate´gorie de Wedderburn et
L une extension de K . Par le corollaire 4.1.4, AL est encore de Wedderburn, de
radical RL = R ⊗ L, ce qui sugge`re la pre´sence d’un K-groupoı¨de (au sens des
sche´mas) dont le groupoı¨de G(A) du §14.1.1 serait le groupoı¨de des K-points. De
meˆme, si A est monoı¨dale a` radical monoı¨dal, on peut espe´rer que le groupoı¨de
G⊗(A) du §14.1.2 est repre´sentable.
Nous allons montrer que c’est bien le cas, sous une hypothe`se de finitude con-
venable. En fait, nous allons obtenir encore mieux.
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14.3.1. Le cas non monoı¨dal.
14.3.1. The´ore`me. Soit Wedf{K} la sous-2-cate´gorie 1-pleine et 2-pleine de
Wed{K} forme´e des cate´gories A telles que dimK A(A,B) < ∞ pour tout
(A,B) ∈ A×A.
a) Soit A ∈ Wedf{K}. Alors il existe un K-groupoı¨de affine scinde´ unipotent
Γ(A) = (E,S), transitif sur S, tel que pour toute extension L de K , on ait
S(L) = Ob(G(AL)) et E(s1, s2)(L) = G(AL)(s1, s2) pour tout couple de sec-
tions (s1, s2) de πAL .
b) Cette construction provient d’un 2-foncteur 1-contravariant et 2-covariant
∆ : Wedf{K} → Hmg(Sch/K)
a` valeurs dans les K-espaces homoge`nes unipotents, via le 2-foncteur
Hmg(Sch/K)→ Gr(Sch/K) de 14.2.3.
c) Les 2-foncteurs ∆ et Γ commutent a` l’extension des scalaires.
De´monstration. Compte tenu de l’hypothe`se de finitude, pour tout objet A le fonc-
teur des K-alge`bres commutatives vers les groupes
R 7→ (1A +R(A,A) ⊗K R, ◦)
est repre´sentable par un K-sche´ma en groupes affine unipotent UA. Soit UA =∏
A
UA leur produit ; c’est un K-groupe pro-unipotent, i.e. une limite projective
filtrante lim←−Uα deK-groupes unipotents ; en tant que sche´ma, c’est juste un produitd’espaces affines.
Pour tout couple (A,B) d’objets de A, soit Sec(A,B) l’ensemble des sections
K-line´aires de la projection A(A,B) → A¯(A,B) : il est repre´sentable par un K-
espace affine Sec(A,B). Posons SecA =
∏
A,B Sec(A,B) : c’est aussi un produit
d’espaces affines.
Conside´rons le sous-sche´ma ferme´ de Sec
SA = {(sA,B) | ∀A,B,C ∈ A,∀(f, g) ∈ A¯(A,B)× A¯(B,C),
sA,C(g ◦ f) = sB,C(g) ◦ sA,B(f)}.
On a une action e´vidente de UA sur SA
µ : UA ×K SA → SA
(u, s) 7→ usu−1
qui est transitive graˆce au the´ore`me 12.1.1 b). Notons ∆(A) ceK-espace homoge`ne
unipotent : le groupoı¨de Γ(A) cherche´ est l’image de ∆(A) par le foncteur de
14.2.3.
Il reste a` voir que ∆ de´finit un 2-foncteur. Soit T : B → A un foncteur pleine-
ment fide`le : il induit un e´pimorphisme UA → UB de K-sche´mas affines graˆce au
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diagramme ∏
A∈A
UAy∏
B∈B
UB
∼−−−−→
∏
B∈B
UT (B)
et de meˆme un e´pimorphisme SecA → SecB, ce dernier envoyant SA dans SB.
Ces morphismes de´finissent clairement un morphisme de K-espaces homoge`nes
∆(T ) : ∆(A)→ ∆(B).
Soit T ′ un autre tel foncteur, et u : T ⇒ T ′ un isomorphisme naturel, d’ou` un
autre u¯ : T¯ ⇒ T¯ ′, ou` T¯ , T¯ ′ : B¯ → A¯ sont les foncteurs induits. Pour tout B ∈ B
et toute section s de πA, l’e´le´ment s(u¯B)−1uB appartient a` 1 +R(T (B), T (B)) :
on en de´duit un e´le´ment T−1(s(u¯B)−1uB) ∈ 1 +R(B,B). Cette re`gle de´finit un
morphisme
∆(u) : SA → UB
dont on ve´rifie facilement qu’il satisfait les conditions d’une homotopie ∆(T ) ⇒
∆(T ′). 
14.3.2. Exemple. Le the´ore`me 14.3.1 montre que, pour deux K-cate´gories de Wed-
derburn A et B K-e´quivalentes, les groupoı¨des Γ(A) et Γ(B) ont en ge´ne´ral meˆme
type d’homotopie (au sens ci-dessus), mais ne sont pas ne´cessairement isomorphes.
La meˆme remarque vaut pour les invariants plus fins ∆(A) et ∆(B). La remarque
12.1.3 va nous permettre de de´crire un repre´sentant explicite du type d’homotopie
de ∆(A) et Γ(A) lorsque K est alge´briquement clos (ou plus ge´ne´ralement parfait,
si tout inde´composable de A le reste dans A♮ apre`s toute extension finie L/K).
Il suffit de supposer que tout objet de A est inde´composable et que deux objets
diffe´rents sont non isomorphes. On a alors S = SpecK et G est le produit des
1 +R(A,A), ou` A de´crit l’ensemble des objets de A. En particulier, le sche´ma des
objets de Γ(A) est ici re´duit a` un point.
14.3.2. Le cas monoı¨dal.
14.3.3. The´ore`me. Soit Wedf⊗{K} la sous-2-cate´gorie 1-pleine et 2-pleine de
Wed⊗{K} forme´e des cate´gories A telles que dimK A(A,B) < ∞ pour tout
(A,B) ∈ A×A.
a) Soit A ∈ Wedf⊗{K}. Alors il existe un K-groupoı¨de affine scinde´ unipotent
Γ⊗(A) = (E⊗, S⊗), transitif sur S⊗, tel que pour toute extension L de K , on ait
S⊗(L) = Ob(G⊗(AL)) et E⊗(s1, s2)(L) = G⊗(AL)(s1, s2) pour tout couple de
sections monoı¨dales (s1, s2) de πAL .
b) Cette construction provient d’un 2-foncteur 1-contravariant et 2-covariant
∆⊗ : Wedf⊗{K} → Hmg(Sch/K)
a` valeurs dans les K-espaces homoge`nes unipotents, via le 2-foncteur
Hmg(Sch/K)→ Gr(Sch/K) de 14.2.3.
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c) On a une 2-transformation naturelle
∆⊗ ⇒ ∆ ◦Ω
comme dans le sorite 14.1.3.
d) Les 2-foncteurs ∆⊗ et Γ⊗ commutent a` l’extension des scalaires.
De´monstration. On reprend les notations de la preuve du theore`me 14.3.1. Con-
side´rons le nouvel espace de parame`tres
Sec⊗ = S ×
∏
A,B
(1 +R(A •B,A •B)).
Les e´quations que doivent ve´rifier la contrainte monoı¨dale s˜ d’une section monoı¨-
dale s de´finissent un sous-sche´ma ferme´ S⊗ ⊂ Sec⊗. Soit U1 le sous-groupe ferme´
de U forme´ des (uA) tels que u1 = 1. Le groupe U1 ope`re cette fois-ci sur S⊗ par
la formule
µ⊗ : U1 ×K S⊗ → S⊗
(u, (s, s˜)) 7→ (usu−1, s˜′)
ou` s˜′ est de´fini par le diagramme (13.1). Le the´ore`me 13.2.1 b) montre que cette
action est transitive. D’ou` ∆⊗(A).
On a un morphisme e´vident ∆⊗(A) → ∆(A), donne´ par le plongement de U1
dans U et par l’oubli des structures monoı¨dales. Ceci de´finit la 2-transformation
naturelle de c) au niveau des objets (cate´gories). Le reste se ve´rifie facilement. 
15. SECTIONS ET TRESSAGES
15.1. Tressages. On renvoie a` [27] pour les notions de tressage et de foncteur mo-
noı¨dal tresse´. Contentons-nous de les rappeler brie`vement.
Un tressage sur une cate´gorie monoı¨dale (A, •) est la donne´e, pour tout couple
d’objets (A,B) ∈ A×A, d’un e´le´ment
RA,B ∈ A(A •B,B • A)
tel que le diagramme
(15.1)
A •B f•g−−−−→ C •D
RA,B
y RC,Dy
B •A g•f−−−−→ D • C
soit commutatif pour tous A,B,C,D ∈ A et tout couple (f, g) ∈ A(A,C) ×
A(B,D). On demande de plus que les RA,B ve´rifient les identite´s de tressage
RA,B•C = aB,C,A(1B •RA,C)a−1B,A,C(RA,B • 1C)aA,B,C(15.2)
RA•B,C = a
−1
C,A,B(RA,C • 1B)aA,C,B(1A •RB,C)a−1A,B,C(15.3)
ou` a est la contrainte d’associativite´.
On dit que le tressage R est syme´trique si on a de plus l’identite´
(15.4) RB,A = R−1A,B .
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Si (B,⊤) et (A, •) sont tresse´es, un foncteur monoı¨dal (s, s˜) : (B,⊤) → (A, •)
est dit tresse´ s’il est compatible avec les tressages. En d’autres termes, pour tous
A,B ∈ B, on demande que le diagramme
(15.5)
s(A) • s(B) s˜A,B−−−−→ s(A⊤B)
Rs(A),s(B)
y s(RA,B)y
s(B) • s(A) s˜B,A−−−−→ s(B⊤A)
soit commutatif.
Notons que si s est strict, la condition devient simplement s(RA,B) = Rs(A),s(B).
Notons aussi qu’imposer que les tressages de B et A soient syme´triques n’im-
pose aucune condition supple´mentaire sur s (et meˆme en retire). Par contre, si les
tressages de B etA sont compatibles via s, et si s est essentiellement surjective, l’un
est syme´trique si et seulement si l’autre l’est.
15.2. Sorites. Le sorite suivant comple`te le sorite 13.3.1 :
15.2.1. Sorite. Soit (s, s˜) : (B,⊤, R) → (A, •, S) un foncteur monoı¨dal tresse´
entre deux cate´gories monoı¨dales tresse´es, et soit u : s ⇒ t un isomorphisme
naturel de s sur un autre foncteur t. Alors l’unique structure monoı¨dale t˜ sur t
faisant de u un morphisme de foncteurs monoı¨daux (sorite 13.3.1) est tresse´e. 
On a aussi :
15.2.2. Sorite. Tout tressage R satisfait les identite´s
RA,B⊕C = diag(RA,B , RA,C)
RA⊕B,C = diag(RA,C , RB,C).
(Cela re´sulte du sorite 1.1.3, en conside´rant R comme une transformation na-
turelle • ⇒ • ◦ T , ou` T est l’e´change des facteurs.) 
Rappelons e´galement le sorite suivant [27, rem. 2.3] :
15.2.3. Sorite. Notons Asym la cate´gorie syme´trique de A (meˆmes objets, meˆmes
morphismes mais produit de´fini par A •′ B := B • A, cf. [53, I.0.1.4]). Alors tout
tressage R sur A de´finit une structure monoı¨dale sur le foncteur identique IdA :
Asym → A. 
Enfin :
15.2.4. Sorite. Soient (B,⊤, R) une cate´gorie monoı¨dale tresse´e, (A, •) une cate´go-
rie monoı¨dale et (s, s˜) : (B,⊤) → (A, •) un foncteur monoı¨dal. Pour A,B ∈ B,
posons
RsA,B = s˜
−1
B,As(RA,B)s˜A,B : s(A) • s(B)→ s(B) • s(A).
Soit a la contrainte d’associativite´ de A. Alors on a les identite´s
(s˜B,C • 1s(A))−1RsA,B•C(1s(A) • s˜B,C) =
as(B),s(C),s(A)(1s(B) •RsA,C)a−1s(B),s(A),s(C)(RA,B • 1s(C))as(A),s(B),s(C)
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(1s(C) • s˜A,B)−1RsA•B,C(s˜A,B • 1s(C)) =
a−1
s(C),s(A),s(B)(RA,C • 1s(B))as(A),s(C),s(B)(1s(A) •RsB,C)a−1s(A),s(B),s(C).

En d’autres termes, Rs ve´rifie “presque” les relations de tressage (15.2) et (15.3).
15.3. Sections. Reprenons maintenant les notations et hypothe`ses du the´ore`me 13.2.1,
en pre´sence d’un tressage21. Ce dernier reste muet sur la compatibilite´ des sections
monoı¨dales a` un tressage e´ventuel. Nous allons voir que, dans ce cas, la situation
est tre`s “rigide”.
Soit R un tressage sur A. On en de´duit un tressage R¯ = πA(R) sur A¯.
Soit (s, s˜) une section monoı¨dale de πA.
15.3.1. Proposition. a) Il existe un automorphisme (non monoı¨dal) u de s tel que,
pour tout couple d’objets A,B ∈ A, on ait
(15.6) s(R¯A,B) = u−1B•As˜B,ARA,B(uA • uB)s˜−1A,B.
b) On a l’identite´
(15.7) s(R¯B,A)s(R¯A,B) = s˜A,BRB,ARA,B(u2A • u2B)s˜−1A,Bu−2A•B .
De´monstration. a) En tenant compte du sorite 15.2.3, on applique la proposition
13.7.1 dans la situation B = Asym, T = (IdA, R), sA = sB = s.
b) Remarquons les relations de commutation
uB•As(R¯A,B) = s(R¯A,B)uA•B ,
due au fait que u est un automorphisme du foncteur s, et
RA,B(uA • uB) = (uB • uA)RA,B ,
due au fait que R est un tressage. On de´duit alors de (15.6)
(15.8) s(R¯A,B) = s˜B,ARA,B(uA • uB)s˜−1A,Bu−1A•B
d’ou`
s(R¯B,A)s(R¯A,B)
= u−1A•B s˜A,BRB,A(uB • uA)s˜−1B,As˜B,ARA,B(uA • uB)s˜−1A,Bu−1A•B
= u−1A•B s˜A,BRB,A(uB • uA)RA,B(uA • uB)s˜−1A,Bu−1A•B
= u−1A•B s˜A,BRB,ARA,B(u
2
A • u2B)s˜−1A,Bu−1A•B
= s˜A,BRB,ARA,B(u
2
A • u2B)s˜−1A,Bu−2A•B
comme annonce´. 
15.3.2. Remarques.
21On rappelle que l’hypothe`se de commutativite´ des End(1)-bimodules A(A,B) est alors au-
tomatiquement satisfaite.
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a) On prendra garde au fait que les relations de commutation apparaissant dans
la preuve de la proposition 15.3.1 a) n’ont pas de raison d’eˆtre vraies en
e´changeant RA,B et s(R¯A,B). De meˆme, uA•B et uA • uB n’ont pas de
raison de commuter.
b) Dans le sorite 15.2.3, la condition, pour un isomorphisme naturel R : • ⇒
• ◦ T , de de´finir une structure monoı¨dale sur le foncteur identique Asym →
A, est plus faible que les conditions de tressage. Il en re´sulte que l’automor-
phisme u n’est pas arbitraire : il ve´rifie deux conditions supple´mentaires du
type “cross-effects” non commutatifs d’ordre 3, qui reviennent a` dire que
la fonction A 7→ uA est “de degre´ ≤ 2” pour la structure monoı¨dale. Nous
laissons au lecteur le soin d’expliciter ces relations, que nous n’utiliserons
pas.
15.3.3. Proposition. Pour une section monoı¨dale (s, s˜), les conditions suivantes
sont e´quivalentes :
(i) R¯s est un tressage (notation du sorite 15.2.4).
(ii) Il existe un automorphisme (non monoı¨dal) v de IdA tel qu’on ait, pour u
comme dans la proposition 15.3.1, l’identite´
(uA • uB)s˜−1A,Bu−1A•B s˜A,B = (vA • vB)v−1A•B .
Si ces conditions sont ve´rifie´es, le tressage R¯s ne de´pend pas du choix de s : pour
un choix de v comme dans (ii), il est donne´ par la formule
R˜A,B = RA,B(vA • vB)v−1A•B .
De´monstration. En utilisant la formule (15.8), on obtient l’identite´
R−1A,BR¯
s
A,B = (uA • uB)s˜−1A,Bu−1A•B s˜A,B.
Si (i) est ve´rifie´, le premier membre de cette identite´ de´finit une structure monoı¨-
dale sur IdA : Asym → Asym couvrant la structure monoı¨dale triviale sur IdA¯. (ii)
re´sulte alors de la proposition 13.8.1. Pour la re´ciproque, remarquons que l’identite´
de (ii) implique que R¯s fait commuter le diagramme (15.1) pour tous morphismes
de A. En particulier, dans le sorite 15.2.4 le premier membre des deux identite´s se
re´duit respectivement a` R¯sA,B•C et a` R¯sA•B,C : R¯s est donc bien un tressage.
Soit (t, t˜) une autre section monoı¨dale. D’apre`s le the´ore`me 13.2.1 b), s et t
sont monoı¨dalement conjugue´es. En d’autres termes, il existe une famille (vA) con-
juguant s et t et ve´rifiant l’identite´
vA•B s˜A,B = t˜A,BvA • vB.
On a alors
R¯tA,B = (v
−1
B • v−1A )R¯sA,B(vA • vB).
Ainsi, si R¯s est un tressage, on a R¯t = R¯s.
La dernie`re assertion est claire a` partir de la formule (15.8). 
Nous ne connaissons pas de crite`re pour que les conditions de la proposition
15.3.3 soient ve´rifie´es, a` l’exception d’un cas : celui ou` le tressage re´siduel R¯ est
syme´trique. Rappelons la de´finition suivante [27, §6] :
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15.3.4. De´finition. Une structure balance´e sur une cate´gorie monoı¨dale tresse´e
(A, •, R) est un automorphisme θ = (θA)A∈A du foncteur identique de A ve´rifiant
l’identite´
RB,ARA,B = (θA • θB)θ−1A•B .
15.3.5. The´ore`me. Soit (A, •, R) une cate´gorie monoı¨dale tresse´e. On suppose que
le radical est un ide´al monoı¨dal, et on note (A¯, •, R¯) la cate´gorie monoı¨dale tresse´e
obtenue en quotientant par le radical.
a) Si R¯ est syme´trique, R est balance´ via un automorphisme θ ve´rifiant πA(θ) = 1.
b) Si de plus carK 6= 2, les conditions de la proposition 15.3.3 sont ve´rifie´es. Le
tressage R˜ correspondant est l’unique tressage syme´trique de A tel que
(i) πA(R˜) = R¯ ;
(ii) (IdA, R˜) est monoı¨dalement isomorphe a` (IdA, R) (cf. sorite 15.2.3).
c) Si de plus R est syme´trique, on a s(R¯) = R pour toute section monoı¨dale s.
De´monstration.
a) On applique la proposition 13.8.1 au foncteur monoı¨dal (IdA, RA,BRB,A).
b) L’identite´ (15.7) de la proposition 15.3.1 donne une nouvelle identite´
(θA • θB)θ−1A•B = s˜−1A,Bu2A•B s˜A,B(u−2A • u−2B ).
Comme carK 6= 2, l’e´le´vation au carre´ est bijective dans 1+R. En particulier, θ
a une unique racine carre´e v. Comme θA•B et θA •θB sont centraux dans A(A•B),
s˜−1A,Bu
2
A•B s˜A,B et (u
−2
A • u−2B ) commutent. On a donc
(vA • vB)v−1A•B = s˜−1A,BuA•B s˜A,B(u−1A • u−1B )
ce qui n’est autre que la condition (iii) de la proposition 15.3.3.
Ceci de´montre que R˜ ve´rifie les conditions (i) et (ii) du the´ore`me. Pour voir l’u-
nicite´, soit R˜′ un autre tressage syme´trique ve´rifiant ces conditions. En particulier,
(IdA, R˜
′) est monoı¨dalement isomorphe a` (IdA, R˜). Il existe donc µ ∈ 1 + R tel
que
R˜′A,B = R˜A,BµA•B(µ
−1
A • µ−1B )
pour tout couple d’objets (A,B). La syme´trie de R˜ et de R˜′ donne maintenant
l’identite´
µ2A•B = µ
2
A • µ2B .
En en prenant la racine carre´e, on trouve bien que R˜′ = R˜.
c) Cela re´sulte de la dernie`re assertion de la proposition 15.3.3.

15.3.6. Exemple. Conside´rons la quantification de Drinfeld-Cartier A¯[[h]] d’une
cate´gorie monoı¨dale stricte syme´trique A¯ munie d’un “tressage infinite´simal” tA,B,
cf. [28, ch. 9]. Rappelons seulement que A¯[[h]] a les meˆmes objets que A¯, et que
A¯[[h]](A,B) = (A¯(A,B))[[h]] ; le tressage de A¯[[h]] est de la forme RA,B =
R¯A,B exp(
h
2 tA,B) (et la contrainte d’associativite´ est construite a` partir de tA,B au
moyen d’un associateur de Drinfeld). En ge´ne´ral ce tressage n’est pas syme´trique,
meˆme modulo h2. Toutefois, le the´ore`me 15.3.5 b) montre par un passage a` la limite
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que (A¯[[h]], R) admet une structure balance´e, et meˆme que A¯[[h]] admet un unique
tressage syme´trique R˜ se re´duisant en R¯ et tel que (Id, R˜) soit monoı¨dalement
isomorphe a` (Id,R) dans le cadre du sorite 15.2.3.
En particulier il n’est pas ne´cessaire de supposer l’existence de duaux dans A¯
pour construire une structure balance´e sur R, comme dans [12].
15.3.7. Remarque. Il est probable que les parties b) et c) du the´ore`me sont fausses
en caracte´ristique 2. Il serait inte´ressant d’exhiber un contre-exemple.
15.4. Comple´ments. Pour finir, examinons de plus pre`s le de´faut de validite´ des
conditions de la proposition 15.3.3 et le de´faut de commutation du diagramme
(15.5). On pose uA,B = R−1A,B(s˜B,A)−1s(R¯A,B)s˜A,B et nA,B = 1A•B − uA,B.
On a nA,B ∈ C1s (AB) (cf. §13.6.9 pour la notation).
Soient
e = e(R) = sup{r | nA,B ∈ Crs (AB) pour tout (A,B) ∈ A×A}
e¯ = e¯(R¯) = sup{r | [1A •mB +mA • 1B , nA,B] ∈ R(A •B)r
pour tout (A,B) ∈ A×A et tout (mA,mB) ∈ R(A,A) ×R(B,B)}.
Notons n¯A,B l’image de nA,B dans C [e](AB) (notation du §13.6.9).
15.4.1. Proposition. a) L’e´le´ment e = e(R) ∈ N ∪ {∞} et les e´le´ments n¯A,B de
C [e](AB) ne de´pendent pas du choix de s : ils ne de´pendent que de R. Si A est
stricte, on a les identite´s
n¯A,B•C = (R¯A,B • 1C)−1(1B • n¯A,C)(R¯A,B • 1C) + n¯A,B • 1C(15.9)
n¯A•B,C = (1A • R¯B,C)−1(n¯A,C • 1B)(1A • R¯B,C) + 1A • n¯B,C(15.10)
la seconde pouvant aussi s’e´crire
n¯A•B,C = (R¯B,A • 1C)(1B • n¯A,C)(R¯B,A • 1C)−1 + 1A • n¯B,C .(15.11)
b) L’e´le´ment e¯ ∈ N ∪ {∞} ne de´pend pas du choix de s : il ne de´pend que de R¯.
On a e¯ > e, et e¯ =∞ si et seulement si les conditions de la proposition 15.3.3 sont
ve´rifie´es.
c) Soit T : (A′, •, R′)→ (A, •, R) un foncteur monoı¨dal strict tresse´ radiciel (avec
(A′, •) stricte). Alors e(R′) ≤ e(R).
De´monstration. a) Soit s′ une autre section monoı¨dale. D’apre`s le the´ore`me
13.2.1 b), s et s′ sont conjugue´es par une famille (vA)A∈A d’e´le´ments de 1 +
R(A) ve´rifiant l’identite´ (vA•B)s˜A,B = t˜A,B(vA • vB). Si on note u′A,B =
R−1A,B(s˜
′
B,A)
−1s′(R¯A,B)s˜
′
A,B, on en de´duit l’identite´
u′A,B = (vA • vB)uA,B(vA • vB)−1.
Si on pose n′A,B = 1A•B − u′A,B, cette identite´ implique d’abord que n′A,B ∈
R(A • B)e, ensuite que que n′A,B ≡ nA,B (mod R(A • B)e+1), et enfin que son
image mod R(A •B)e+1 est dans C [e](AB)
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Pour e´tablir (15.9) et (15.10), on peut supposer s stricte par le point c) de la
proposition 13.4.2. En appliquant s a` (15.2) et (15.3), on obtient les identite´s
s(R¯A,B•C) = (1B • s(R¯A,C))(s(R¯A,B) • 1C)
s(R¯A•B,C) = (s(R¯A,C) • 1B)(1A • s(R¯B,C)).
On en de´duit
uA,B•C = (RA,B • 1C)−1(1B • uA,C)(RA,B • 1C)(uA,B • 1C)
uA•B,C = (1A •RB,C)−1(uA,C • 1B)(1A •RB,C)(1A • uB,C)
Les identite´s (15.9) et (15.10) s’en de´duisent facilement. En utilisant l’identite´
RB,A•C = (1A • RB,C)(RB,A • 1C) et l’e´galite´ nA,C • 1B = R¯B,A•C(1B •
n¯A,C)R¯
−1
B,A•C , on peut re´e´crire le premier terme du membre de droite de (15.10) :
(R¯B,A • 1C)(1B • n¯A,C)(R¯B,A • 1C)−1.
b) re´sulte facilement des calculs de a).
c) Soit s (resp. s′) une section monoı¨dale stricte de πA (resp. πA′) (il en existe
d’apre`s la proposition 13.4.2). Posons
uT (A),T (B) = (RT (A),T (B))
−1s(R¯T (A),T (B)), u
′
A,B = (R
′
A,B)
−1s′(R¯′A,B).
D’apre`s la proposition 13.7.1, Ts′ et sT¯ sont conjugue´es par une famille (wA)A∈A′
d’e´le´ments de 1 +R(T (A)) ve´rifiant l’identite´
wA•B = wA • wB .
On de´duit de ces formules que
Tu′A,B = (wA • wB)uT (A),T (B)(wA • wB)−1.
d’ou` il est aise´ de conclure. 
15.4.2. Remarque. Les identite´s (15.9) et (15.10) ne sont autres que les relations
de tressage infinite´simales de Drinfeld-Cartier (cf. [28, ch. 9]), ve´rifie´es par htA,B
de l’exemple 15.3.6. Toutefois, n¯A,B est “antisyme´trique” si R est syme´trique, alors
que htA,B est “syme´trique” dans la quantification de Drinfeld-Cartier.
16. PREMIE`RE APPLICATION : CATE´GORIES DE KIMURA
16.1. Rappelons (de´finition 9.1.16) qu’une cate´gorie de Kimura sur un corps de
caracte´ristique nulle K est une cate´gorie K-line´aire monoı¨dale syme´trique rigide,
ve´rifiant End(1) = K , pseudo-abe´lienne, et dont tout objet est de dimension finie
au sens de Kimura.
16.1.1. The´ore`me. Soit A une cate´gorie de Kimura, de radical R. Alors
a) Le foncteur de projection A → A/R admet des sections monoı¨dales, qui en-
voient le tressage re´siduel R¯ de A/R sur le tressage R de A. Deux telles sections
sont monoı¨dalement conjugue´es.
b) Soit R′ la contrainte de commutativite´ de A/ ⊗√0 modifie´e a` l’aide de la Z/2-
graduation canonique de A/ ⊗√0 (cf. the´ore`me 9.2.1). Par ailleurs, soit π+A ∈
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A/ ⊗√0(A,A) l’idempotent (central) associe´ canoniquement a` tout objet A de A
(ibid.) Notons R¯′ et π¯+A leurs images dans A/R. Alors, pour toute section monoı¨-
dale s : A/R → A comme en a),
(i) L’image de s(R¯′) (resp. de s(π¯+A) pour tout A) dans A/ ⊗
√
0 est e´gale a` R′
(resp. a` π+A ).
(ii) La famille des s(π¯+A) de´finit une Z/2-graduation sur A, dont le tressage
modifie´ associe´ est s(R¯′). Pour ce tressage syme´trique, la cate´gorie A reste
rigide et la dimension de tout objet A est e´gale a` kimA ; en particulier, c’est
un entier ≥ 0.
De´monstration. a) re´sulte des the´ore`mes 13.2.1 et 15.3.5, applique´s a` A en vertu
du the´ore`me 9.2.2. De meˆme, b) re´sulte des meˆmes re´fe´rences, applique´es a`A/ ⊗√0
munie de R′, en notant que la donne´e de R′ est e´quivalente a` celle de (R et) des π+A .

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IV. Enveloppes
Dans cette partie, on expose quelques applications “concre`tes” des the´ore`mes de
scindage de la partie pre´ce´dente a` la the´orie des repre´sentations inde´composables
des alge`bres artiniennes et des groupes alge´briques line´aires. Dans ce dernier cas, le
re´sultat-cle´ 19.3.1 est une vaste ge´ne´ralisation du the´ore`me classique de Jacobson-
Morosov-Kostant.
17. LE CAS NON MONOI¨DAL : ENVELOPPES PRO-SEMI-SIMPLES
Dans cette section, nous tirons les fruits du the´ore`me 12.1.1 ; elle peut eˆtre con-
side´re´e comme un e´chauffement pre´paratoire aux sections suivantes.
17.1. Enveloppes pro-semi-simples. SoientA une petite K-cate´gorie et πA : A →
A¯ le foncteur de projection sur le quotient de A par son radical. On a alors un fonc-
teur canonique
A¯–Modf → A–Modf
entre cate´gories de modules a` gauche deK-dimension finie (nous dirons brie`vement :
K-finis), induit par M 7→ M ◦ πA, cf. de´finition 1.3.3. Ce foncteur est pleinement
fide`le (du fait que πA est plein et surjectif). Il en est de meˆme du foncteur compose´
avec πA–Mod
A¯–Modf → A–Modf
si A¯-Mod est abe´lienne semi-simple22.
Prenons pour A une alge`bre A (associative unitaire) sur un corps K parfait. On
a le foncteur d’oubli, fide`le et exact
ω : A–Modf → V ecK .
La situation ne change pas si l’on remplace A par sa comple´tion profinie (com-
ple´tion eu e´gard aux ide´aux bilate`res de K-codimension finie). On peut donc la
supposer, et on la supposera, profinie, ce qui permet d’e´noncer :
17.1.1. Lemme. SiA est profinie, le quotient A¯ deA par son radical est semi-simple
(profinie, non ne´cessairement de K-dimension finie). A fortiori, le foncteur
A¯–Modf → A–Modf
est pleinement fide`le.
22Il y a lieu e´ventuellement de prendre un second univers pour ne travailler qu’avec de petites
cate´gories.
NILPOTENCE, RADICAUX ET STRUCTURES MONO¨IDALES 95
De´monstration. ´Ecrivons A comme limite projective filtrante lim←−Aα a` fle`ches de
transition surjectives. Comme un e´le´ment inversible deA s’identifie a` une collection
d’e´le´ments inversibles compatibles de Aα, on obtient, en revenant a` la de´finition des
radicaux, que le radical R de A est la limite lim←−Rα des radicaux de Aα. On a alors
un plongement A/R →֒ lim←−(Aα/Rα), le compose´ avec la projection sur chaque
alge`bre semi-simple Aα/Rα e´tant surjective. Comme A/R est profinie (R e´tant un
ide´al ferme´), cette injection est donc un isomorphisme, d’ou` le re´sultat. 
On sait que A–Modf est une K-cate´gorie de Wedderburn (proposition 2.4.4).
On peut donc appliquer le the´ore`me 12.1.1, et obtenir une section fonctorielle s :
A–Modf → A–Modf , deux telles sections e´tant conjugue´es.
D’apre`s [53, II.2.6.3] ou [54, 2.2], il existe une K-alge`bre pro-semi-simple As,
non ne´cessairement de K-dimension finie, telle que le compose´ ω ◦ s induise une
e´quivalence de cate´gories A–Modf → As–Modf , et un homomorphisme A→ As.
On rappelle qu’e´tant donne´ un homomorphisme f : A′ → A de K-alge`bres
profinies et le foncteur associe´ f∗ : A–Modf → A′–Modf , on a (cf. [53, II.2.6.3]
pour l’e´nonce´ dual) :
– f est surjectif si et seulement si f∗ est pleinement fide`le, et pour tout A-
module K-fini M , tout sous-objet de f∗(M) provient d’un sous-objet de
M ;
– f est injectif si et seulement si tout A′-module K-fini M ′ est sous-quotient
d’un module de la forme f∗(M).
En particulier, le morphisme A → As est une injection. Comme deux sections s
sont conjugue´es, As est bien de´finie a` isomorphisme pre`s. Il de´coule par ailleurs du
lemme pre´ce´dent, et de loc. cit., que l’on a une surjection As → A/R.
On peut conside´rer As comme une “enveloppe pro-semi-simple” de l’alge`bre
profinie A : d’apre`s le lemme 12.1.2, les classes d’isomorphismes de A-modules
inde´composables sont en bijection avec les classes d’isomorphismes de As-modules
simples.
Cette bijection est donne´e de la manie`re suivante : a` tout inde´composable M dans
A-Modf , on peut donner une structure de As-module e´tendant celle de A-module.
On le note alors Ms ; il est simple, et EndAsMs est le corps gauche EndA(M) =
EndAM/rad(EndAM).
L’alge`bre pro-semi-simple As est semi-simple, i.e. de dimension finie sur K , si
et seulement si A est de type de repre´sentation fini. Dans ce cas, si Mα parcourt un
syste`me de repre´sentants des classes d’isomorphismes de A-modules inde´composa-
bles K-finis, notons nα la dimension de Mα sur le corps gauche Dα = EndA(Mα).
On a As ∼=
∏
αMnα(D
o
α).
17.1.2. Remarques.
a) D’apre`s [14, 2.17], touteK-cate´gorie abe´lienne dont tout objet est de longueur
finie, dont toute alge`bre d’endomorphismes est de K-dimension finie, et ad-
mettant un ge´ne´rateur, est e´quivalente a` une cate´gorie A–Modf pour une
K-alge`bre A convenable de dimension finie sur K .
96 YVES ANDR ´E ET BRUNO KAHN
b) Pour l’alge`bre profinie A = K[[T1, . . . , Tn]], la cate´gorie A–Modf est na-
turellement e´quivalente a` la cate´gorie RepK(Gna) des repre´sentations de
dimension finie du groupe vectoriel Gna . En effet, la coge`bre duale de A s’i-
dentifie naturellement a` la coge`bre sous-jacente a` la bige`bre affine O(Gna),
et on conclut par [54, 3].
c) Soit J l’ide´al de A = A-Modf forme´ des morphismes qui se factorisent a`
travers un objet projectif de A-Modf . Le quotient A/J s’appelle la cate´-
gorie stable des A-modules finis, cf. [3, p.23], et se note A–Modf . On a un
diagramme commutatif
A–Modf
pr−−−−→ A–Modfy y
A–Modf
pr−−−−→ A–Modf.
Le foncteur du bas pr est un foncteur plein surjectif entre cate´gories
semi-simples, donc admet une section. En fait, on peut partitionner les classes
d’isomorphismes d’objets simples de A–Modf en deux ensembles : les pro-
jectifs (P ) et les autres (NP ) ; pr envoie les objets dans P sur 0, et la re-
striction de pr a` la sous-cate´gorie K-line´aire pleine de A–Modf engendre´e
par les objets dans NP est une e´quivalence de cate´gories. On en de´duit que
A–Modf ∼= As–Modf pour un quotient As de As “correspondant” a` NP .
On peut alors former le “push-out” A′ = As ×As A/R.
Auslander a conjecture´ que si A et B sont deux K-alge`bres de dimen-
sion finie telles que A–Modf et B–Modf sont e´quivalentes (e´quivalence
de Morita stable), alors il y a le meˆme nombre de modules simples non-
projectifs sur A et sur B, cf. [3, p.223]. Cela e´quivaut donc a` dire que les
alge`bres push-out A′ et B′ sont Morita-e´quivalentes.
Rappelons d’autre part que si A est de dimension globale finie (au sens
de [11]), on peut lui associer une K-alge`bre Aˆ dite re´pe´titive (de dimension
infinie sur K), et une e´quivalence de cate´gories
Db(A–Modf)→ Aˆ–Modf
cf. [50, 5], [22] ; on peut d’ailleurs replacer Aˆ par sa comple´tion profinie.
Ce qui pre´ce`de permet alors de “de´crire” le quotient de Db(A–Modf) par
son radical.
17.2. Lien avec l’alge`bre d’Auslander. L’alge`bre d’Auslander d’une K-alge`bre
A est
Aus(A) := EndA(
⊕
α
Mα),
ou`Mα parcourt un syste`me (en ge´ne´ral infini) de repre´sentants des classes d’isomor-
phismes de A-modules inde´composables K-finis. Lorsque A est de dimension finie
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sur K , elle partage avec As la proprie´te´ que les classes d’isomorphismes de A-
modules inde´composables sont en bijection avec les classes d’isomorphismes de
Aus(A)-modules simples, cf. [3, 4.9.5].
Cette bijection est la suivante : a` tout inde´composable M dans A–Modf , on
associe le Aus(A)-module simple SM := EndA(M). En tant que K-alge`bre,
EndA(M) s’identifie a` EndAus(A)SM (loc. cit.).
L’alge`bre Aus(A) est de dimension finie sur K si et seulement si A est de type
de repre´sentation fini. Dans ce cas,
Aus(A) := Aus(A)/rad(Aus(A)) =
∏
α
Dα.
Ainsi, Aus(A) est Morita-e´quivalente a` As23.
17.3. Cas des alge`bres he´re´ditaires. Rappelons qu’une K-alge`bre est dite he´re´di-
taire (a` gauche) si les conditions e´quivalentes suivantes sont satisfaites cf. [11, I.5] :
– tout ide´al a` gauche est projectif,
– tout sous-module d’un module projectif (a` gauche) est projectif.
C’est une condition Morita-invariante.
Supposons pour simplifier K alge´briquement clos et A de dimension finie sur
K , minimale dans sa classe d’e´quivalence de Morita (ce qui revient a` dire que A¯ =
A/R est commutative). Alors A est he´re´ditaire si et seulement si A = K~∆ est
l’alge`bre des chemins d’un carquois fini ~∆ (et sans boucle oriente´e), cf. [3, 4.2],
[13, 6]. Un A-module n’est donc rien d’autre qu’une repre´sentation K-line´aire de
~∆, et A s’identifie en fait a` l’alge`bre tensorielle sur un A¯-bimodule fini, cf. [13, 6].
Supposons en outre A de type de repre´sentation fini et connexe. Alors par le
the´ore`me de Gabriel (cf. [3, 4.7.6], [51, 2.9]), le graphe non-oriente´ ∆ sous-jacent
a` ~∆ est un diagramme de Dynkin des se´ries ADE. En outre, les inde´composables
Mα sont en bijection avec les racines positives, et les nα ne sont autres que leurs
“longueurs” respectives (somme des coefficients dans la base de racines standard).
Cela de´termine As dans ce cas.
Voici deux exemples. Soit d’abord A la K-alge`bre des matrices triangulaires
supe´rieures de taille n. C’est l’alge`bre K~∆ pour le diagramme de Dynkin ~∆ = An
(oriente´ de gauche a` droite). Dans la base standard de racines α1, . . . , αn, les racines
positives sont les αij =
∑
i≤k<j
αk, 0 < i < j ≤ n+ 1. On en de´duit que
As ∼=
∏
1≤k≤n
(Mk(K))
n+1−k.
23
Aus(A) s’identifie d’ailleurs au quotient par son radical de l’alge`bre des chemins du carquois
d’Auslander-Reiten de A dont il a e´te´ question au §3.1.2, cf. e.g. [3, 4.1.11].
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Prenons maintenant A = KE6, l’alge`bre des chemins du carquois de Dynkin
(oriente´) a` six sommets ~∆ = E6. `A l’aide des planches de racines [6], on trouve
As ∼= K6 ×M2(K)3 ×M5(K)×M6(K)2 ×M7(K)3
×M8(K)2 ×M9(K)×M10(K)×M11(K).
17.3.1. Remarque. Dans le cas des alge`bres de chemins A = K~∆, un avatar de As
a e´te´ construite par voie ge´ome´trique dans [52].
18. SECTIONS MONOI¨DALES ET FONCTEURS FIBRES
Dans ce paragraphe, nous appliquons le the´ore`me de scindage monoı¨dal syme´tri-
que au cas des cate´gories tannakiennes.
18.1. Un contexte ge´ne´ral.
18.1.1. The´ore`me. Soient K un corps de caracte´ristique nulle et L une extension
de K . Soit A une (petite) cate´gorie K-line´aire, pseudo-abe´lienne, monoı¨dale sy-
me´trique rigide avec K = End(1). On suppose qu’il existe un K-foncteur fide`le
monoı¨dal syme´trique ω : A → V ecL.
Alors R = rad(A) est monoı¨dal, et A¯ = A/R est tannakienne semi-simple sur K .
En particulier, si A est une cate´gorie tannakienne sur K , de radical R, alors A/R
est encore tannakienne sur K ; elle est neutre si A est neutre.
De´monstration. On sait par le the´ore`me 8.2.1 que A est de Wedderburn. Comme
A¯ est K-line´aire pseudo-abe´lienne, elle est meˆme abe´lienne (semi-simple) ; elle est
par ailleurs rigide (cf. 6.1.4). D’autre part, la tensorialite´ du radical a e´te´ de´montre´e
dans le the´ore`me 8.2.2.
Les hypothe`ses des the´ore`mes 13.2.1 et 15.3.5 sont satisfaites. On peut donc
trouver une section K-line´aire monoı¨dale s de πA, qui est automatiquement syme´-
trique. Une telle section est clairement fide`le, donc le K-foncteur monoı¨dal syme´-
trique ωs = ω◦s : A¯ → V ecL l’est aussi. Comme c’est un foncteur monoı¨dal fide`le
entre cate´gories monoı¨dales abe´liennes semi-simples, il est exact (les suites exactes
se scindent) ; c’est donc un foncteur fibre.
La seconde assertion de´coule de la`. 
18.1.2. Remarques.
a) On pourrait aussi prouver que A¯ est tannakienne si A l’est en utilisant la
caracte´risation interne de Deligne [14]. En effet, commeR = N , la dimen-
sion d’un objet de A ne change pas si on la calcule dans A¯ ; c’est donc un
entier naturel. Mais cet argument ne montre pas que A¯ est neutre quand A
l’est.
b) L’exemple de cate´gorie monoı¨dale K-line´aire non strictement semi-primaire
vu plus haut (contre-exemple 3.1.4) fournit, en caracte´ristique nulle, un ex-
emple d’application du the´ore`me ci-dessus (le foncteur ω e´tant induit par
x 7→ K pour tout x ∈ E).
Dans cet exemple, la cate´gorie tannakienne A¯ n’est autre que la cate´gorie
des repre´sentations du groupe diagonalisable de groupe de caracte`res E.
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c) L’exemple 10.1.3 montre que le the´ore`me de scindage monoı¨dal syme´tri-
que ne s’e´tend pas, en remplac¸ant R par N , au cas ou` le radical R n’est
pas monoı¨dal. Dans cet exemple, A/N est e´quivalente a` la cate´gorie des
super-espaces vectoriels de dimension finie, qui n’est pas tannakienne (on a
un objet de carre´ tensoriel isomorphe a` 1, mais de dimension 6= 1).
d) Dans [1] nous de´duisons de ce the´ore`me, inde´pendamment de toute con-
jecture, un groupe de Galois motivique pro-re´ductif attache´ a` toute coho-
mologie de Weil “classique” de´finie sur les varie´te´s projectives lisses sur un
corps quelconque.
18.2. Le cas tannakien neutralise´. Ce sous-paragraphe est pre´paratoire au para-
graphe 19.
On suppose encore K de caracte´ristique 0. Soient G un K-sche´ma en groupes
affine (en bref : un K-groupe affine) et A = RepK(G) la cate´gorie des K-repre´-
sentations de dimension finie de G. On note πG au lieu de πA, RG le radical de A,
et ωG le foncteur fibre canonique de A (a` valeurs dans V ecK ).
Le lemme suivant est fort utile :
18.2.1. Lemme. Soient B une (petite) cate´gorie K-line´aire monoı¨dale syme´trique
et f : B → RepK(G) un foncteur monoı¨dal. Pour toute K-alge`bre commutative R,
notons fR (resp. ωR) le foncteur monoı¨dal f (resp. ω) compose´ avec
V ecK → R−Modf (resp. RepK(G)→ RepR(G)).
Notons Aut⊗f (resp. Aut⊗(ω ◦ f)) le faisceau fpqc associe´ au foncteur R 7→
Aut⊗fR (resp. R 7→ Aut⊗(ωR ◦ f)). Alors
1) Aut⊗(ω ◦ f) est repre´sentable par un K-sche´ma en groupes affine,
2) Aut⊗(f) est repre´sentable par le centralisateur de l’image de G ∼−→ Aut⊗(ω)
dans Aut⊗(ω ◦ f),
3) l’homomorphisme
Aut⊗(f)→ Aut⊗(ω ◦ f)
(uR) 7→ (ωR(u))
(vu comme homomorphisme de groupes affines) est un monomorphisme, i.e. une
immersion ferme´e.
De´monstration. 1) Aut⊗(ω ◦ f) est repre´sentable par le sous-sche´ma en groupes
ferme´ de G :=
∏
B∈B GL(ω ◦ f(B)) qui fixe ceux des morphismes de RepKG
qui sont de la forme ω ◦ f(u), ou` u est un morphisme de B.
2) Il est clair que l’image de Aut⊗(f) dans Aut⊗(ω ◦ f) centralise Aut⊗(ω). In-
versement, soit v ∈ Aut⊗(ω ◦ f)(R) centralisant l’image de Aut⊗(ω)(R′) pour
toute extension R′/R. Pour tout B ∈ B et tout g ∈ G(R′), l’e´le´ment vB ∈
EndR′(ω
R′(f(B))) commute a` gB . Il lui correspond donc un unique e´le´ment uB ∈
A(fR(B), fR(B)) tel que ωR(uB) = vB. La fide´lite´ de ωR implique de plus que
uB est inversible et monoı¨dal. Cela montre que Aut⊗(ω ◦ f) est le centralisateur de
l’image de Aut⊗(ω) dans Aut⊗(ω ◦ f), donc repre´sentable.
3) de´coule de ce que les ωR sont fide`les. 
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Choisissons une section monoı¨dale s de πA, et posons comme ci-dessus ωs =
ωG ◦ s. Soit Gs = Aut⊗(ωs) : c’est un K-groupe pro-re´ductif. On a un homomor-
phisme e´vident :
s♯ : G
∼−→ Aut⊗(ωG)→ Aut⊗(ωs) = Gs
d’ou` un foncteur monoı¨dal
(s♯)∗ : RepK(Gs)→ RepK(G).
18.2.2. Lemme. L’homomorphisme s♯ est un monomorphisme (i.e. une immersion
ferme´e).
De´monstration. Soit N = Ker s♯. On a un diagramme commutatif de cate´gories et
foncteurs :
RepK(G/N)
g∗−−−−→ RepK(G)
տ (s♯)∗ ր
RepK(Gs)
Le foncteur g∗ est pleinement fide`le. Comme (s♯)∗ est e´videmment essentielle-
ment surjectif, il en est de meˆme de g∗, qui est donc une e´quivalence de cate´gories,
d’ou` N = 1. 
18.2.3. Remarque. Le foncteur
θs : A¯ → RepK(Gs)
X 7→ (Gs → GL(ωs(X)))
est une e´quivalence de cate´gories monoı¨dales, mais pas en ge´ne´ral un isomorphisme
de cate´gories. Il posse`de ne´anmoins un quasi-inverse canonique. On a un diagramme
strictement commutatif de cate´gories et foncteurs :
RepK(G)
ωG−−−−→ V ecK
s
x ωs ր ωGsx
A¯ θs−−−−→ RepK(Gs)
On a e´videmment (s♯)∗ ◦ θs = s. En particulier, σs := πG ◦ (s♯)∗ est un inverse
a` gauche de θs ; c’en est donc aussi un quasi-inverse a` droite, par un isomorphisme
naturel monoı¨dal.
Si t est une autre section monoı¨dale de πG, elle de´finit un autre foncteur fibre,
donc un autre groupe Gt. D’apre`s la the´orie ge´ne´rale des cate´gories tannakiennes,
Gs et Gt sont des formes inte´rieures l’un de l’autre. On a mieux, puisque t est mo-
noı¨dalement conjugue´e a` s. En effet, choisissons une telle conjugaison u, de sorte
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que t = usu−1. On a alors un diagramme commutatif
(18.1)
Gs
s♯ ր
G uˆ
y≀
t♯ ց
Gt
ou` uˆ : Aut⊗(ωs)(R) → Aut⊗(ωt)(R) est donne´ par g 7→ ugu−1 pour toute K-
alge`bre R. Cette construction donne :
18.2.4. Proposition. On a un foncteur canonique TG du groupoı¨de connexe G⊗u (G)
des sections monoı¨dales de πG vers la cate´gorie des monomorphismes de G vers
un groupe pro-re´ductif, qui associe a` la section s le monomorphisme G →֒ Gs.
En particulier, pour deux sections monoı¨dales s, t, les groupes Gs et Gt sont K-
isomorphes. 
18.2.5. ´Eclairons et comple´tons cette construction a` l’aide des re´sultats du para-
graphe 14. Notons Γu(G) = (Eu, Su) le groupoı¨de affine scinde´ unipotent transitif
sur S⊗ associe´ a`A = RepK(G) par le the´ore`me 14.3.3 : on a Γu(G)(K) = G⊗(G).
Par ailleurs, la cate´gorie tannakienne A¯ e´tant neutre, sa gerbe est repre´sente´e par un
K-groupoı¨de affine que nous noterons Γred(G) : la cate´gorie Γred(G)(K) est le
groupoı¨de des K-foncteurs fibres sur A¯. Conside´rons G comme groupoı¨de a` un
objet. On a alors un (bi)morphisme de K-groupoı¨des affines
Γu(G) ×K G→ Γred(G)
qui au niveau des R-points est de´crit de la manie`re suivante :
Hom⊗(s, t)(R)×Aut⊗(ω)(R)→ Hom⊗(ωs, ωt)(R)
(s, ∗) 7→ ωs = ω ◦ s.
Si l’on fixe une section (K-rationnelle) s, on obtient en particulier un monomor-
phisme de K-sche´mas en groupes affines
Us = Us(G) := Eu(s, s) →֒ Gs
avec Us pro-unipotent, ou` Us centralise G. Le diagramme (18.1) se comple`te en un
diagramme commutatif :
Us ×K G −−−−→ Gs
uˆ×1
y≀ uˆy≀
Ut ×K G −−−−→ Gt.
18.2.6. Proposition. Pour tout e´pimorphisme ϕ : Gs → H , le centralisateur de
ϕ ◦ s♯(G) dans H est e´gal au produit ϕ(Us)× Z(H).
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[Noter que ce produit est direct, puisque l’intersection de ϕ(Us) et de Z(H) est
un groupe unipotent de type multiplicatif.]
De´monstration. Par souci de clarte´, notons plus pre´cise´ment ω = ωG. Conside´rons
le foncteur f = (s♯)∗ ◦ ϕ∗ : RepK(H) → RepK(G) : on remarque que ωG ◦ f =
ωH . Appliquons le lemme 18.2.1 : on obtient que l’homomorphisme Aut⊗(f) →
Aut⊗(ωH) = H est injectif, d’image le centralisateur de l’image de Aut⊗(ωG) =
G dans H . Il reste a` calculer Aut⊗(f), que nous identifions ci-dessous a` un sous-
groupe de H .
Soit h ∈ Aut⊗(f)(R), ou` R est une K-alge`bre commutative (on peut d’ailleurs
se limiter qu cas d’un corps, et meˆme d’une extension alge´brique de K , puisque K
est de caracte´ristique nulle). Alors πG(h) ∈ Aut⊗(πG ◦ (s♯)∗ ◦ ϕ∗)(R). Comme
les foncteurs πG ◦ (s♯)∗ et ϕ∗ sont pleinement fide`les, leur compose´ l’est aussi et
Aut⊗(πG ◦ (s♯)∗ ◦ ϕ∗)(R) s’identifie canoniquement a` Aut⊗(IdRepK(H))(R) =
Z(H)(R)). Autrement dit, il existe un unique z ∈ Z(H)(R) tel que πG(h) =
πG(z). Alors u = h · z−1 ve´rifie πG(u) = 1 ; autrement dit, u ∈ ϕ(Us(R)). D’ou`
l’assertion. 
18.2.7. Proposition. a) Pour toute section s comme ci-dessus, tout homomorphisme
ϕ de G vers un groupe pro-re´ductif H se prolonge en un homomorphisme ψ : Gs →
H .
De´monstration. On a un diagramme commutatif
RepK(G)
ωG−−−−→ V ecK
ϕ∗ ր πG
y
RepK(H)
ϕ¯∗−−−−→ RepK(G)/RG
ou` par souci de clarte´ on note ωG le foncteur fibre canonique de RepK(G). On a
ωH = ωG ◦ ϕ∗.
Remarquons que ϕ¯∗ est exact, puisque la cate´gorie RepK(H) est semi-simple.
Il est aussi fide`le : si A ∈ RepK(H), le noyau de l’homomorphisme induit par ϕ¯∗
de l’anneau R des endomorphismes de A vers l’anneau des endomorphismes de
ϕ¯∗(A) est l’image re´ciproque dans R du radical de l’anneau des endomorphismes
de ϕ∗(A) ; cette image re´ciproque est nulle, comme ide´al nilpotent d’une alge`bre
semi-simple. Donc ωG ◦ s ◦ ϕ¯∗ est un foncteur fibre sur RepK(H).
Le foncteur ϕ¯∗ induit un homomorphisme
(ϕ¯∗)♯ : Gs → H ′
avec H ′ := Aut⊗(ωG ◦ s ◦ ϕ¯∗).
Appliquons la proposition 13.7.1, en remarquant que RepK(H) est semi-simple
(et meˆme se´parable) : il existe un isomorphisme naturel monoı¨dal u : ϕ∗ ⇒ s ◦ ϕ¯∗,
d’ou` un isomorphisme
H
∼−→ Aut⊗(ωG ◦ ϕ∗) ω̂G(u)−−−−→ H ′
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faisant commuter le diagramme
G
ϕ−−−−→ H
s♯
y ω̂G(u)y≀
Gs
(ϕ¯∗)♯−−−−→ H ′.
D’ou` la proposition. 
18.2.8. Lemme. Soient f, g ∈ Hom(G,H), ou` G et H sont deux K-groupes
affines. Alors f et g sont conjugue´s par un e´le´ment de H(K) si et seulement s’il
existe un isomorphisme naturel monoı¨dal f∗ ⊗≃ g∗ au niveau des cate´gories de
repre´sentations.
De´monstration. Soit θ un tel isomorphisme. Alors θ induit un isomorphisme ωH =
ωG◦f∗ ⊗≃ ωG◦g∗ = ωH . Un tel isomorphisme correspond a` un e´le´ment h ∈ H(K).
Cet e´le´ment conjugue f et g. 
18.2.9. Proposition. Soient G un K-groupe affine s, t deux sections monoı¨dales de
πG, Gs et Gt les K-groupes re´ductifs attache´s s et t, u un isomorphisme monoı¨dal
de s sur t et uˆ : Gs
∼−→ Gt l’isomorphisme correspondant (cf. (18.1)). Soient enfin
H un autre K-groupe affine H et f : Gs → H , g : Gt → H deux homomorphis-
mes.
Supposons que f ◦ s♯ et g ◦ t♯ soient conjugue´s par un e´le´ment de H(K). Alors il
en est de meˆme de f et g ◦ uˆ.
De´monstration. On se rame`ne imme´diatement au cas ou` s = t, puis au cas ou`
f ◦ s♯ = g ◦ s♯. On a, au niveau des cate´gories de repre´sentations, une e´galite´ de
foncteurs :
(s♯)∗ ◦ f∗ = (s♯)∗ ◦ g∗
d’ou`, en composant a` gauche avec πG :
σs ◦ f∗ = σs ◦ g∗
(cf. remarque 18.2.3).
Comme σs est un quasi-inverse monoı¨dal de θs (ibid.), on en de´duit l’existence
d’un isomorphisme naturel f∗ ⊗≃ g∗. On conclut par le lemme 18.2.8. 
18.2.10. Scolie. Avec les notations de 10.2, on a
HH0(RepK(G)) ∼= RK(Gs)⊗Z K.
De´monstration. On a vu dans 10.2 que HH0(A) = HH0(A¯), d’ou` HH0(A) ∼=
HH0(RepK(Gs)) d’apre`s ce qui pre´ce`de, et d’autre part et dans l’exemple 10.2.1
que HH0(RepK(Gs)) ∼= RK(Gs)⊗Z K . 
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19. AU-DELA` DE JACOBSON-MOROZOV : ENVELOPPES PRO-RE´DUCTIVES
Dans toute ce paragraphe, K est un corps de caracte´ristique 0 sauf mention ex-
presse du contraire.
Soit g une K-alge`bre de Lie semi-simple. Le the´ore`me de Jacobson-Morozov-
Kostant ([24], [39], [33], [7, p. 162, prop. 2 et 4]) e´nonce que tout e´le´ment nilpotent
non nul de g est contenu dans un sl2-triplet de g et que les orbites de ces deux
types d’objets sous l’action adjointe du groupe adjoint G de g sont en bijection. En
termes de groupes alge´briques, cet e´nonce´ se traduit ainsi : e´tant donne´ unK-groupe
alge´brique semi-simple G, tout homomorphisme non trivial Ga → G se prolonge
en un homomorphisme SL2 → G couvrant l’injection canonique
ϕ : Ga → SL2(19.1)
a 7→
(
1 a
0 1
)
;
De plus, deux tels prolongements sont conjugue´s sous l’action d’un e´le´ment de
G(K).
Nous allons retrouver ce re´sultat en appliquant le the´ore`me 18.1.1 a` la cate´gorie
tannakienne neutralise´e des K-repre´sentations de Ga, et explorer ce qui joue le roˆle
de SL2 lorsque Ga est remplace´ par un K-groupe affine quelconque, dans le fil des
re´sultats du paragraphe pre´ce´dent.
19.1. Groupes a` conjugaison pre`s. Soit GaffK la cate´gorie dont les objets sont
les K-groupes affines et les morphismes sont les homomorphismes de K-groupes
affines. Notons GredK la sous-cate´gorie pleine de GaffK forme´e des groupes pro-
re´ductifs. Ces cate´gories ne sont pas bien adapte´es a` l’interpre´tation des re´sultats du
paragraphe pre´ce´dent : nous devons les remplacer par des cate´gories plus grossie`res.
19.1.1. De´finition. a) Soient G,H deux K-groupes affines. On note H1K(G,H)
l’ensemble quotient de HomK(G,H) par la relation d’e´quivalence ∼ telle que
f ∼ g s’il existe h ∈ H(K) tel que g = hfh−1 (on dit aussi que f et g sont
H(K)-conjugue´s).
b) On note GaffK la cate´gorie dont les objets sont les K-groupes affines et dont les
morphismes sont donne´s par les ensembles H1K(G,H) (ces morphismes se com-
posant de manie`re e´vidente) : c’est la cate´gorie des K-groupes affines a` conjugai-
son pre`s. Sa sous-cate´gorie pleine forme´e des K-groupes pro-re´ductifs est note´e
Gred(K) et s’appelle cate´gorie des K-groupes pro-re´ductifs a` conjugaison pre`s.
19.1.2. Remarques.
a) Notons AffK la cate´gorie des K-sche´mas affines. On a un diagramme com-
mutatif
GredK
ι−−−−→ GaffK −−−−→ AffKy y
GredK
ι¯−−−−→ GaffK
ou` les foncteurs horizontaux sont pleinement fide`les et les foncteurs verti-
caux sont pleins et surjectifs.
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b) Un certain nombre de notions “passent” aux groupes a` conjugaison pre`s (via
les foncteurs de projection ci-dessus) : immersions ferme´es, morphismes fi-
de`lement plats, connexite´, simple connexite´, (pro-)unipotence, (pro)-semi-
simplicite´. . .
c) La notion de sous-groupe n’a pas de sens dans Gaff(K) et Gred(K) : elle
doit eˆtre remplace´e par celle de classe de conjugaison de sous-groupes. Par
contre, la notion de sous-groupe distingue´ a un sens. De meˆme, si H est un
sous-groupe ferme´ (a` conjugaison pre`s) de G, le sous-groupe (distingue´)
(19.2) H⊳ = {〈gHg−1〉 | g ∈ G(K)}
a un sens.
d) On a un foncteur fide`le e´vident
Gaff(K)→ Lien(K)
ou` Lien(K) de´signe la cate´gorie des liens sur K [18, II.2.1.3]. Mais ce
foncteur n’est pas plein si K n’est pas alge´briquement clos.
19.2. Exactitude. Peu de limites inductives existent dans GaffK et dans GaffK . Il
faut aussi prendre garde a` ce que les limites inductives calcule´es dans GaffK , AffK
et GaffK , quand elles existent, ne coı¨ncident pas ne´cessairement.
Une limite inductive qui existe toujours dans GaffK est le coe´galisateur d’un
homomorphisme f : G → H et de l’homomorphisme trivial 1 : G → H : ce
coe´galisateur existe aussi dans GaffK et coı¨ncide avec le pre´ce´dent. Dire que ce
coe´galisateur est trivial est plus faible que de dire que f est un e´pimorphisme. Nous
adopterons la terminologie suivante :
19.2.1. De´finition. a) Soient f : G1 → G2 et g : G2 → G3 deux morphismes de
K-groupes affines tels que g ◦ f = 1. On dit que la suite
(19.3) G1 f−−−−→ G2 g−−−−→ G3
est exacte (resp. faiblement exacte) si Ker g = Im f (resp. si Ker g = (Im f)⊳, cf.
(19.2)).
b) Si G3 = 1 dans a), on dit que f est e´pi (resp. faiblement e´pi) si la suite (19.3) est
exacte (resp. faiblement exacte).
On remarquera que, dans b), dire que f est e´pi e´quivaut a` dire que le morphisme
associe´ de faisceaux fpqc d’ensembles est un e´pimorphisme, ou encore que f est
fide`lement plat.
19.2.2. Lemme. a) Un morphisme f : G1 → G2 de K-groupes affines est faible-
ment e´pi si et seulement si, pour tout K-groupe affine N , l’application d’ensembles
pointe´s f∗ : H1K(G2, N)→ H1K(G1, N) est de noyau trivial. Si G1, G2 ∈ GredK ,
il suffit de prendre N dans GredK .
b) Une suite
G1
f−−−−→ G2 g−−−−→ G3 −−−−→ 1
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de K-groupes affines (avec g ◦ f = 1) est faiblement exacte si et seulement si, pour
tout K-groupe affine N , la suite d’ensembles pointe´s
1→ H1K(G3, N)
g∗−−−−→ H1K(G2, N)
f∗−−−−→ H1K(G1, N)
est exacte). Si G1, G2, G3 ∈ GredK , il suffit de prendre N dans GredK .
c) L’exactitude faible d’une suite comme dans b) ne de´pend que des classes de f et
g dans GaffK . 
De´monstration. c) est imme´diat.
a) : G1
f→ G2 est faiblement e´pi ⇐⇒ f(G1)⊳ = G2 ⇐⇒ [∀G2 h→ N (avec
N pro-re´ductif siG2 l’est), h◦f = 1 =⇒ h = 1] ⇐⇒ (∀h¯ ∈ H1K(G2, N), f∗h¯ =
1 =⇒ h¯ = 1).
b) : Compte tenu de a), nous n’avons a` examiner que l’exactitude au milieu.
Or G1
f→ G2 g→ G3 est faiblement exacte ⇐⇒ f(G1)⊳ = ker g ⇐⇒
[∀G2 h→ N (avec N pro-re´ductif si G2 l’est), h|f(G1)⊳ = 1 =⇒ h| ker g = 1] ⇐⇒
[∀G2 h→ N, h|f(G1)⊳ = 1 =⇒ ∃G3
i→ N tel que h = i ◦ g)] ⇐⇒ [∀ h¯ ∈
H1K(G2, N), f
∗h¯ = 1 =⇒ ∃ i¯ ∈ H1K(G3, N), tel que h¯ = g∗ i¯].

Nous nous autoriserons de ce lemme pour parler de suites faiblement exactes
dans GaffK .
19.3. L’enveloppe pro-re´ductive.
19.3.1. The´ore`me. Le foncteur d’inclusion ι¯ : GredK → GaffK admet un adjoint
a` gauche G 7→ pRed(G). Ce foncteur est un quasi-inverse a` gauche de ι¯.
De´monstration. Pour chaque G ∈ GaffK , choisissons une section monoı¨dale s(G)
∈ G⊗u (G). On de´finit pRed(G) comme e´tant Gs(G). Soit f : G→ H un homomor-
phisme. En appliquant la proposition 18.2.7 a` G et ϕ = s(H)♯ ◦ f : G → Hs(H),
on obtient un homomorphisme ϕ¯ : Gs(G) → Hs(H). La proposition 18.2.9 montre
que son image dans H1K(pRed(G), pRed(H)) ne de´pend pas du choix de ϕ¯ : c’est
pRed(f). La proposition 18.2.9 montre aussi que pRed est un foncteur. Les plonge-
ments G→ Gs(G) de´finissent un morphisme de foncteurs IdGaffK → ι¯ ◦ pRed. Le
fait que ce morphisme fasse de pRed un adjoint a` gauche de ι¯ re´sulte de la construc-
tion pre´ce´dente et des propositions 18.2.7 et 18.2.9. Enfin, le fait que pRed ◦ι¯ ≃ Id
est e´vident. 
19.3.2. De´finition. Le K-groupe a` conjugaison pre`s pRed(G) (muni de l’injection
canonique G →֒ pRed(G)) s’appelle l’enveloppe pro-re´ductive de G.
Son sous-groupe pU(G) (donne´ par le sous-groupe unipotent Us de´fini juste avant
la prop. 18.2.6) s’appelle le comple´ment unipotent de G.
19.3.3. Remarques. a) Si f : G → H est un morphisme, nous ignorons si
pRed(f)(pU(G)) ⊂ pU(H) en ge´ne´ral. C’est vrai si le foncteur f∗ : RepK(H)
→ RepK(G) est pleinement fide`le, en vertu du de´but du §14.1.2 (en particulier si
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f est un e´pimorphisme, mais aussi dans le cas d’un sous-groupe parabolique d’un
groupe connexe, voir la de´monstration de la proposition 19.4.7 b)). On pourrait aussi
le de´duire de la proposition 18.2.6. Dans ce cas, nous ignorons si le morphisme cor-
respondant est e´pi.
b) Le the´ore`me montre que l’homomorphisme ΛG : G → pRed(G) est la limite
projective des morphismes G→ H (dans GaffK), avec H ∈ GredK (de type fini si
l’on veut). En revanche, on ne pourrait pas construire pRed(G) par une telle limite
projective dans GaffK au lieu de GaffK .
Par exemple, si G = Ga, on verra plus loin que pRed(G) ∼= SL2. Conside´rons la
limite du syste`me projectif des groupes SL2, avec pour morphismes de transition
les isomorphismes donne´s par les e´le´ments de PGL2(K) : cette limite vaut SL2
dans GredK , mais dans GredK , elle est re´duite au centre {±1} de SL2.
19.3.4. Proposition. Supposons K alge´briquement clos. `A isomorphisme unique
pre`s dans Gaff(K), l’homomorphisme ΛG : G→ pRed(G) est caracte´rise´ par les
deux proprie´te´s suivantes :
(i) pRed(G) est pro-re´ductif ;
(ii) ΛG induit une bijection entre les classes d’isomorphismes de repre´senta-
tions inde´composables de G et de pRed(G).
De´monstration. Il est clair que ΛG a les proprie´te´s annonce´es. Pour la re´ciproque,
la proprie´te´ universelle de pRed(G) nous rame`ne a` de´montrer l’e´nonce´ suivant :
si f : H → M est un homomorphisme de groupes pro-re´ductifs qui induit une
bijection sur les classes d’isomorphismes de repre´sentations irre´ductibles, alors f
est un isomorphisme.
En effet, les cate´gories RepK(H) et RepK(M) sont semi-simples. L’hypothe`se
implique que le foncteur f∗ : RepK(M) → RepK(H) est essentiellement sur-
jectif. D’autre part, pour deux M -repre´sentations irre´ductibles S, S′, l’application
HomM(S, S
′) → HomH(S, S′) est bijective : si S et S′ ne sont pas isomorphes,
les deux membres sont nuls, et si S = S′ on a EndM (S) = EndH(S) = K
(c’est ici qu’on utilise l’hypothe`se que K est alge´briquement clos). Par conse´quent,
f∗ est pleinement fide`le, donc c’est une e´quivalence de cate´gories et f est bien un
isomorphisme. 
19.3.5. Remarque. Nous ignorons si l’hypothe`se que K est alge´briquement clos
est ne´cessaire dans la proposition 19.3.4.
19.4. Quelques proprie´te´s de l’enveloppe pro-re´ductive.
19.4.1. Lemme. Si G est connexe, pRed(G) est connexe.
Soit (Gs)0 la composante neutre de Gs, et soit Γ = Gs/(Gs)0 : (Gs)0 est pro-
re´ductif connexe et Γ est un groupe profini (de dimension 0). CommeG est connexe,
Hom(G,Γ) = 1 ; la proposition 18.2.9 implique alors que Hom(Gs,Γ) = 1. Donc
Γ = 1. 
19.4.2. Proposition. Si G est pro-unipotent, pRed(G) est pro-semi-simple simple-
ment connexe.
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De´monstration. D’apre`s le lemme 19.4.1, Gs est connexe. Pour montrer qu’il est
semi-simple, on raisonne de meˆme : soit G′s son groupe de´rive´. Alors Γ = Gs/G′s
est un pro-tore. CommeG est pro-unipotent, Hom(G,Γ) = 1 ; la proposition 18.2.9
implique alors que Hom(Gs,Γ) = 1. Donc Γ = 1.
Enfin, soit H un groupe pro-semi-simple connexe quelconque, et soit H˜ son
reveˆtement universel. On a un diagramme commutatif :
H1K(Gs, H˜) −−−−→ H1K(G, H˜)y y
H1K(Gs,H) −−−−→ H1K(G,H).
Les propositions 18.2.7 et 18.2.9 montrent que les fle`ches horizontales sont des
isomorphismes. Comme G est unipotent, il en est de meˆme de la fle`che verticale
de droite. On en de´duit que la fle`che verticale de gauche est un isomorphisme pour
tout H . En appliquant ceci a` H = Gs, cela implique que la projection H˜ → H
admet une section a` conjugaison pre`s. Mais ceci n’est possible que si H est pro-
simplement connexe. 
19.4.3. Contre-exemple. On pourrait se demander si pRed(U) est meˆme de´ploye´.
Le contre-exemple suivant, pour U ≃ G4a, nous a e´te´ aimablement fourni par Ulf
Rehmann. Soit D une alge`bre de quaternions sur K . Le groupe G = SL2,D con-
tient U (avec U(R) = R ⊗K D pour toute K-alge`bre commutative R) comme
sous-groupe triangulaire supe´rieur strict. Si pRed(U) e´tait de´ploye´, son image H
dans G le serait e´galement. Mais un tore maximal de G est donne´ par un tore
maximal du sous-groupe diagonal forme´ des e´le´ments (x, y) ∈ D∗ × D∗ tels que
Nrd(x)Nrd(y) = 1 ; de ceci on de´duit facilement que le rang d’un tore de´ploye´
contenu dans G est ≤ 1. Ainsi H serait de rang ≤ 1 ; mais alors il ne peut pas
contenir U .
Par contre, un groupe semi-simple anisotrope ne peut pas eˆtre un quotient de
pRed(U), cf. [37, 1.5.3].
19.4.4. Proposition. a) Soit G2 → G1 un morphisme faiblement e´pi de K-sche´mas
en groupes affines. Alors le morphisme pRed(G2)→ pRed(G1) correspondant est
faiblement e´pi.
b) Soit G3 → G2 → G1 → 1 une suite faiblement exacte de K-sche´mas en groupes
affines. Alors on a un diagramme commutatif de suites faiblement exactes dans
GaffK :
G3 −−−−→ G2 −−−−→ G1 −−−−→ 1y y y
pRed(G3) −−−−→ pRed(G2) −−−−→ pRed(G1) −−−−→ 1.
De´monstration. Cela re´sulte imme´diatement du the´ore`me 19.3.1 et du lemme 19.2.2
(comme un adjoint a` gauche commute aux limites inductives quelconques, le the´o-
re`me 19.3.1 fournit des proprie´te´s d’exactitude du foncteur pRed). 
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19.4.5. Corollaire. Si U est le radical unipotent de G et si Gred = G/U , on a une
suite faiblement exacte
pRed(U)→ pRed(G)→ Gred → 1.

Voici quelques re´sultats structurels supple´mentaires sur pRed(G) :
19.4.6. Lemme. Soit f : G → H un homomorphisme de K-groupes affines. Sup-
posons que le foncteur f∗ associe´ soit pleinement fide`le. Alors
(i) pRed(f) est e´pi.
(ii) pRed(f) est un isomorphisme si et seulement si f est un isomorphisme.
De´monstration. (i) Si f∗ est pleinement fide`le, f¯∗ l’est aussi ; comme c’est un
foncteur entre cate´gories semi-simples, le foncteur associe´ sur les K-goupes affines
est bien e´pi.
(ii) f est un isomorphisme ⇐⇒ f∗ est une e´quivalence de cate´gories ⇐⇒ f∗
est essentiellement surjectif ; de meˆme pour pRed(f) et f¯∗. Si f∗ est essentiellement
surjectif, il en est e´videmment de meˆme de f¯∗. La re´ciproque est vraie puisque le
foncteur de projection πG est plein et conservatif. 
19.4.7. Proposition. a) Pour tout G alge´brique, on a une suite exacte
1→ pRed(G0)⊳ → pRed(G)→ G/G0 → 1
ou` G0 est la composante neutre de G.
b) Si G est connexe, soit P un K-sous-groupe parabolique de G. Alors pRed(P )→
pRed(G) est e´pi.
c) Si G→ H est e´pi, pRed(G)→ pRed(H) est e´pi.
De´monstration. a) ´Ecrivons G = lim←−Gi, ou` les Gi = G/Ni sont de dimension
finie : alors, pour tout i, G0i est l’image de G0 dans Gi. Comme le syste`me des G0i
est de Mittag-Leffler, on a un diagramme commutatif de suites exactes courtes :
1 −−−−→ G0 −−−−→ G −−−−→ G/G0 −−−−→ 1
A
y y By
1 −−−−→ lim←−G
0
i −−−−→ lim←−Gi −−−−→ lim←−Gi/G
0
i −−−−→ 1.
Comme KerB est profini et que CokerA est connexe, ce diagramme montre que
A et B sont des isomorphismes. En particulier, on a G0 = lim←−G
0/(G0 ∩ Ni), et
N0i := G
0 ∩Ni est de codimension finie dans G0 et distingue´ dans G.
Soit maintenant ρ : G0 → GL(V ) une repre´sentation de G0 (de dimension
finie) : nous allons montrer qu’elle est isomorphe a` un facteur direct d’une repre´-
sentation W provenant de G. Ceci impliquera que pRed(G0) → pRed(G) est un
monomorphisme, d’ou` l’e´nonce´ en appliquant la proposition 19.4.4 et le lemme
19.4.6.
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Notons U = Ker ρ : alors U est de codimension finie dans G0, et d’apre`s ce
qui pre´ce`de il existe V ⊂ G0, de codimension finie et distingue´ dans G. Notons
Γ0 = G0/V , de sorte qu’on a une suite exacte
1→ Γ0 → G/V → G/G0 → 1.
Il existe un quotient fini ∆ de G/G0 tel que G/V soit l’image re´ciproque d’une
extension Γ de ∆ par Γ0. Ainsi, on s’est ramene´ au cas ou` G est alge´brique. Dans
ce cas, il suffit de prendre pour W la restriction a` G0 de IndG
G0
V .
b) Graˆce au lemme 19.4.6 (i), il suffit de prouver que le foncteur RepK(G) →
RepK(P ) est pleinement fide`le. Soient V,W deux repre´sentations de G. Le groupe
G ope`re sur l’espace affine Hom(V,W ) via un de ses quotients alge´briques Γ. Soit
P¯ l’image de P dans Γ : c’est un sous-groupe parabolique de Γ. Comme Γ/P¯ est
propre et connexe, il en re´sulte que HomG(V,W )→ HomP (V,W ) est surjectif.24
c) Cela re´sulte encore du lemme 19.4.6 (i). 
19.4.8. Corollaire. Pour tout K-groupe affine G, on a pRed(G0) = (pRed(G)0)⊳.
De´monstration. En effet, d’apre`s le lemme 19.4.1, pRed(G0) est connexe, donc
aussi (pRed(G)0)⊳. 
Enfin, on a le re´sultat suivant.
19.4.9. Proposition. Pour tout K-groupe G et tout K-groupe pro-re´ductif H , on a
pRed(G×H) = pRed(G) ×H .
De´monstration. On peut raisonner dans Gaff(K). Soit M une repre´sentation de
G × H . Comme H est re´ductif, la restriction de M a` H est semi-simple, donc
l’alge`bre EndH(M) est semi-simple et AutH(M) = EndH(M)∗ est le groupe des
K-points d’un groupe re´ductif H ′ ; on a un homomorphisme G → H ′. Ce dernier
se prolonge en un homomorphisme pRed(G) → H ′, ce qui veut dire que l’action
de G×H sur M s’e´tend en une action de pRed(G)×H .
Conside´rons le morphisme canonique (dans GredK ) f : pRed(G × H) →
pRed(G)×H . En conside´rant se´pare´ment les morphismes pRed(G)→ pRed(G×
H) et H → pRed(G ×H), on voit que c’est un e´pi. D’autre part, on vient de voir
que, pour toute repre´sentation M de pRed(G×H), l’application
H1K(
pRed(G)×H,GL(M))→ H1K(pRed(G×H), GL(M))
est surjective. Par conse´quent, la restriction de M a` Ker f est triviale pour tout M ;
mais alors on a Ker f = {1}. 
19.5. Le cas du groupe additif. `A titre d’exemple emble´matique, calculons
pRed(G) et pU(G) pour G = Ga. Le the´ore`me qui suit est une reformulation
pre´cise´e du the´ore`me de Jacobson-Morozov25.
24Nous remercions Michel Brion de nous avoir indique´ ce type d’argument ; cf. aussi [53,
II.4.3.3.2].
25La preuve que nous donnons de ce re´sultat classique n’est sans doute ni la plus courte ni la plus
simple !
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19.5.1. The´ore`me. On a pU(Ga) = Ga et pRed(Ga) = SL2. Plus pre´cise´ment,
pour toute section monoı¨dale s de πGa , il existe un isomorphisme de (Ga)s sur SL2
tel que s♯ = ϕ, ou` ϕ est comme en (19.1).
De´monstration. Soient V ∈ A la repre´sentation ϕ de (19.1), et V¯ son image dans
A¯. C’est une repre´sentation de rang 2 de Gs, et elle est non triviale puisque sa re-
striction a`Ga via s∗ est non triviale. Comme Gs est semi-simple et connexe (propo-
sition 19.4.2), son image dans GL2 est contenue dans SL2, donc est e´gale a` SL2.
Nous allons montrer que l’homomorphisme f : Gs → SL2 correspondant est un
isomorphisme.
Pour cela, conside´rons le foncteur f∗ : RepK(SL2)→ RepK(Gs) : comme f est
un e´pi, il est pleinement fide`le. Son compose´ avec s n’est autre que le foncteur de re-
striction Φ : RepK(SL2)→ RepK(Ga). Comme K est de caracte´ristique ze´ro, les
repre´sentations irre´ductibles de SL2 sont les puissances syme´triques de V . D’autre
part, la the´orie des blocs de Jordan montre que les repre´sentations inde´composables
de Ga sont e´galement les puissances syme´triques SnV de V . Ainsi, Φ induit une
bijection entre les classes d’isomorphismes de repre´sentations irre´ductibles de SL2
et les classes d’isomorphismes de repre´sentations inde´composables de Ga. D’apre`s
le lemme 12.1.2, f∗ induit donc une bijection entre les classes d’isomorphismes
d’objets irre´ductibles de RepK(SL2) et celles de RepK(Gs). Comme RepK(Gs)
est semi-simple, f∗ est essentiellement surjectif, donc est une e´quivalence de cate´-
gories, d’ou` l’assertion.
Enfin, l’e´galite´ s♯ = ϕ et l’e´galite´ Us = Ga sont claires. 
19.5.2. Remarque. L’espace des Ga-homomorphismes SmV → SnV est de di-
mension |P (m,n)|, avec P (m,n) = {j| |m − n| ≤ j ≤ m + n, j ≡ m + n
mod 2}.
En effet, comme SmV est auto-dual, ces homomorphismes s’identifient aux in-
variants sous Ga dans SmV ⊗ SnV . Or on a la de´composition de SL2-modules
SmV ⊗SnV ∼= ⊕j∈P (m,n)SjV (Clebsch-Gordan), et chaque SjV n’a qu’une droite
de vecteurs invariants sous Ga.
Pour comple´ter l’e´tude de RepKGa, mentionnons le re´sultat suivant, qui nous
servira ulte´rieurement.
19.5.3. Proposition. RepKGa est strictement de Wedderburn.
De´monstration. Il s’agit de montrer que le radical infini est nul. Commenc¸ons par
quelques remarques sur les inde´composables de RepKGa. Ils sont de la forme
SmV , ou` V est la repre´sentation fondamentale de dimension 2, et admettent une
unique suite de composition (a` crans de dimension 1). Tout homomorphisme f de
SmV vers SnV envoie le vecteur invariant de SmV sur 0 si m > n ou si m = n et
f n’est pas un isomorphisme.
Soient alors W,W ′ deux repre´sentations, et f1, . . . fN une chaıˆne d’homomorphis-
mes dans le radical reliant W et W ′. Quitte a` remplacer f1 (resp. le compose´ f des
fi) par le morphisme correspondant f˜1 : 1→W∨⊗W1 (resp. f˜ : 1→W∨⊗W ′),
et fi, pour i > 1, par f˜i = 1W∨ ⊗ fi (qui sont tous dans le radical puisque le radical
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est un ide´al monoı¨dal), on se rame`ne au cas W = 1 (noter que f˜ est le compose´ des
f˜i).
En outre, par additivite´, on peut supposer les sources et buts des fi inde´compo-
sables, i.e. de la forme SnV . On a donc une chaıˆne de non-isomorphismes
1
f1→ Sn1V f2→ Sn2V → · · · fN→ SnNV
ou` nN est fixe´ (et infe´rieur au produit des dimensions des W et W ′ originaux). Si
N > nN , on aura donc ni+1 ≤ ni pour au moins l’un des i, et alors le compose´ des
fj de 1 a` i s’annulera d’apre`s l’observation pre´ce´dente. 
19.5.4. Remarques.
a) Il suit de l’exemple 14.3.2 et du the´ore`me 14.3.3 que le groupoı¨de
Γ⊗(RepKGa) a le meˆme type d’homotopie que Ga → SpecK (au sens
de loc. cit. ).
b) Supposons K de caracte´ristique p > 0. Alors le radical de RepK(Ga)
n’est pas monoı¨dal. En effet, conside´rons la repre´sentation inde´composa-
ble standard W de dimension p de Ga donne´e par t 7→ exp tnp−1, ou` np−1
est l’endomorphisme nilpotent d’e´chelon p (un seul bloc de Jordan). Les
endomorphismes de cette repre´sentation sont donne´s par des matrices tri-
angulaires dont les coefficients diagonaux sont tous e´gaux ; leur trace est
donc nulle, ce qui montre qu’avec les notations de §4, W devient nul dans
RepK(Ga)/N . Ainsi R 6= N , et R n’est pas monoı¨dal d’apre`s 8.2.2.
c) Revenons a` la caracte´ristique nulle. Conside´rons la cate´gorie tannakienne
A = RepKZ des repre´sentations de dimension finie sur K du groupe dis-
cret Z. Un re´sultat de ‘folklore’, base´ sur la de´composition de Jordan, dit
que son enveloppe pro-alge´brique est le produit de Ga par un K-groupe
affine de type multiplicatif T × µ∞ (T est un pro-tore, µ∞ est le groupe de
torsion, cyclique). Il de´coule de la`, du the´ore`me pre´ce´dent et du corollaire
19.4.4, que A¯ est ⊗-e´quivalente a` RepK(SL2 × T × µ∞).
19.6. Extension des scalaires. Si l’on fait varier le corps de base K (toujours sup-
pose´ de caracte´ristique nulle), pour un K-groupe affine G et une extension L/K, il
y a lieu de distinguer entre les L-groupes affines pRed(G×K L) et pRed(G)×K L.
Par la proprie´te´ universelle de pRed, on a toujours un morphisme naturel
(19.4) pRed(G×K L)→ pRed(G)×K L.
Nous verrons ci-dessous que ce morphisme n’est pas un isomorphisme en ge´ne´ral.
Par contre :
19.6.1. The´ore`me. Si L/K est finie, (19.4) est un isomorphisme.
(Il suffit en fait que L/K soit alge´brique, cf. th. C.3.)
De´monstration. Rappelons que dans ce cas, l’extension des scalaires a` la Saavedra
est de´finie sur A = RepK(G), et que l’on a un isomorphisme de cate´gories A(L) ≃
NILPOTENCE, RADICAUX ET STRUCTURES MONO¨IDALES 113
RepL(G) (remarque 5.1.3 c)). Conside´rons le diagramme commutatif, ou` une barre
supe´rieure de´signe la re´duction modulo le radical :
(19.5)
A(L)
π′
y π(L) ց
A(L) α−−−−→ A¯(L).
Pour justifier l’existence de ce diagramme (au moyen de 1.4.7), remarquons que
la cate´gorie A¯(L) est semi-simple en vertu de la remarque 5.1.3 c), et que π(L) est,
tout comme π, un foncteur plein (et d’ailleurs aussi essentiellement surjectif).
Toute section s de π de´finit une section s(L) de π(L), ce qui montre que α est
plein et essentiellement surjectif. On a une section de α
s(L) = π
′ ◦ s(L) : A¯(L) → A(L)
qui donne un diagramme naturellement commutatif :
A(L)
ω(L)−−−−→ V ecL
s(L) ր σ
x
A¯(L)
s(L)−−−−→ A(L).
D’autre part, on a un diagramme (naturellement) commutatif de cate´gories et
foncteurs :
V ecK −−−−→ V ecL
ω
x ω(L)x
A −−−−→ AL −−−−→ A♮L
≃−−−−→ A(L)
π
y y y y
A¯ −−−−→ A¯L −−−−→ A¯♮L A¯(L).
En effet, le corollaire 4.1.4 montre que le foncteur A → AL est radiciel et que
(A¯)L ≃ AL (isomorphisme de cate´gories). De meˆme pour le carre´ suivant, par le
lemme 1.3.10. L’e´quivalence de cate´gories A♮L ∼= A(L) provient du the´ore`me 5.3.2.
Il en re´sulte en particulier que α est une e´quivalence de cate´gories. Alors s(L) est
une e´quivalence de cate´gories, ce qui termine la de´monstration. 
19.7. Enveloppes pro-re´ductives des groupes pro-unipotents. Si G est un K-
groupe pro-unipotent, on sait de´ja` que pRed(G) est pro-semi-simple simplement
connexe (proposition 19.4.2). Nous allons voir que pRed(G) est en ge´ne´ral de di-
mension infinie et que son calcul est un proble`me “insoluble”, le cas de G = Ga
e´tant a` cet e´gard exceptionnel.
Conside´rons d’abord le cas de G = Ga × Ga. On peut voir que pRed(G) n’est
pas de dimension finie en remarquant que les homomorphismes G → Ga, (a, b) 7→
ax + by, (x, y ∈ K), donnent lieu a` une infinite´ (parame´tre´e par y/x ∈ P1(K))
de repre´sentations inde´composables non e´quivalentes de dimension 2. Elles sont du
reste toutes sous-quotients de la repre´sentation standard de dimension 4 donne´e par
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1 a
0 1
)
×
(
1 b
0 1
)
. Cela indique aussi que le morphisme (19.4) d’“extension des
scalaires” n’est pas un isomorphisme en ge´ne´ral (ne serait-ce que pour raison de car-
dinalite´). On notera l’analogie formelle entre d’une part ce fait et le the´ore`me 19.6.1,
et d’autre part le comportement conjectural des groupes de Galois motiviques [55,
6.3? et remarque].
En fait, il s’ave`re que la de´termination de
Ga ×Ga →֒ pRed(Ga ×Ga)
est (en un sens convenable) un proble`me insoluble. En effet, elle inclut la classifica-
tion des repre´sentations inde´composables de Ga × Ga, ou ce qui revient au meˆme,
des A-modules finis inde´composables pour A = K[[T1, T2]] (cf. remarque 17.1.2
b)). Or la classification des A-modules finis inde´composables ou` l’action de A se
factorise par le cube du radical m est de´ja` un proble`me insoluble, car A/m3 est de
type de repre´sentation infini sauvage (cf. e.g. [43]26) ; plus pre´cise´ment, la the´orie
des A/m3-modules finis est inde´cidable (cf. [49]).
Les travaux re´cents de Ginzburg et Panyushev sur les paires nilpotentes [20, 45]
permettent peut-eˆtre toutefois de de´crire de nombreux quotients de pRed(Ga×Ga).
19.7.1. The´ore`me. Soit G un K-groupe pro-unipotent. Les proprie´te´s suivantes
sont e´quivalentes :
a) dim G ≤ 1,
b) pRed(G) est de dimension finie,
c) pour toute extension L/K, le morphisme pRed(GL)→ pRed(G)L est un isomor-
phisme,
d) le radical infini radω(RepKG) est nul, i.e. RepKG est strictement de Wedder-
burn,
e) radω(RepKG) est nilpotent.
De´monstration. D’apre`s la discussion des cas Ga et Ga × Ga et le lemme 19.4.6,
il suffit pour l’e´quivalence de a), b), c) de de´montrer que Ga × Ga est quotient de
G de`s que dimG > 1. Passant aux alge`bres de Lie, il s’agit de voir que pour toute
alge`bre de Lie nilpotente n de dimension > 1, nab est de dimension > 1. Mais il est
bien connu que dim nab est une borne infe´rieure pour le nombre de ge´ne´rateurs de
n.
L’implication d) =⇒ e) est triviale.
L’implication a) =⇒ d) est la proposition 19.5.3.
Pour terminer, prouvons e) =⇒ a) par l’absurde. Fixons un e´pimorphisme G→
Ga × Ga. Identifions RepK (Ga × Ga) a` A-Modf avec A = K[[T1, T2]] d’une
part, et a` une sous-cate´gorie pleine de RepKG d’autre part. Soit m le radical de A,
et conside´rons la sous-cate´gorie pleine (A/m3)-Modf de A-Modf . D’apre`s l’hy-
pothe`se et le lemme 3.1.2, le radical infini de (A/m3)-Modf serait donc nilpotent,
en contradiction, d’apre`s [31], avec le caracte`re sauvage de A/m3. 
26Qui donne aussi une formalisation de la notion de proble`me de classification insoluble ou de
difficulte´ maximale.
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Au-dela` du cas unipotent, on peut se poser la question suivante :
19.7.2. Question. Pour quels groupes alge´briques line´aires G l’enveloppe pro-re´-
ductive pRed(G) est-elle de dimension finie ? Sa formation est-elle alors compatible
a` l’extension des scalaires ?
La re´ponse est donne´e dans l’appendice C : ceci se produit si et seulement si G
est de dimension finie et son radical unipotent U est de dimension ≤ 1. De plus,
pRed(G) est alors produit semi-direct de G/U par SL2.
Un cas e´clairant est celui du produit semi-direct G de SL2 par Ga × Ga (de´fini
par la repre´sentation standard de SL2). Ce cas a e´te´ examine´ dans [46]. L’auteur y
montre que pour tout n ≥ 1, l’alge`bre de Lie sl2n+1 contient une copie de LieG
mais aucune sous-alge`bre de Lie semi-simple interme´diaire. Comme on sait par la
proposition 19.4.2 et le corollaire 19.4.5 que pRed(G) est pro-semi-simple sim-
plement connexe, on en de´duit que pRed(G) admet SL2n+1 comme quotient. Par
application du lemme de Goursat, il admet donc aussi
∏
n
SL2n+1 comme quotient.
20. APPLICATIONS AUX GROUPES ALGE´BRIQUES ET AUX REPRE´SENTATIONS
INDE´COMPOSABLES.
En de´pit du fait que l’enveloppe pro-re´ductive pRedG d’un K-groupe alge´brique
line´aire G soit le plus souvent de dimension infinie, son existence permet d’obtenir
des re´sultats concrets sur les groupes re´ductifs27 contenant G et sur les repre´senta-
tions inde´composables de G.
Dans tout ce paragraphe, K est un corps de caracte´ristique nulle.
20.1. Applications aux groupes alge´briques.
20.1.1. Proposition (cf. [40]). Soit H ′ un sous-groupe re´ductif ferme´ d’un groupe
re´ductif H . Alors le centralisateur de H ′ dans H est re´ductif.
De´monstration. Soit U le radical unipotent de ce centralisateur CH(H ′). Il s’agit
de montrer que tout homomorphisme f : Ga → U est trivial. Un tel homomorphis-
me s’e´tend en un homomorphisme g : Ga ×H ′ → H , puis, d’apre`s la proposition
19.4.9 et le the´ore`me 19.5.1, en un homomorphisme g′ : SL2 × H ′ → H . On a
donc un homomorphisme f ′ : SL2 → CH(H ′) qui prolonge f . La compose´e de f ′
avec la projection CH(H ′)→ CH(H ′)/U est triviale (puisqu’il en est de meˆme de
f ). On en de´duit que f ′ lui-meˆme, et par suite f , est trivial. 
Soient G,H deux K-groupes line´aires et f : G → H un K-homomorphisme.
(Cas le plus inte´ressant : un monomorphisme. . . ) On note CH(f) le centralisateur
de f(G) dans H . Nous nous inte´ressons au cas ou` H est re´ductif.
20.1.2. De´finition. On appelle enveloppe re´ductive de f tout sous-groupe re´ductif
ferme´ de H contenant f(G) et minimal pour cette proprie´te´. Si f est un monomor-
phisme, on dira aussi enveloppe re´ductive de G dans H .
27On rappelle que dans ce texte, re´ductif n’implique pas connexe.
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20.1.3. The´ore`me. a) Deux enveloppes re´ductives de f sont conjugue´es par un
e´le´ment h ∈ CH(f)(K).
b) Soit π : H → H0 un homomorphisme de groupes re´ductifs. Alors l’image dans
H0 de toute enveloppe re´ductive de f est une enveloppe re´ductive de π ◦ f .
c) Supposons que l’enveloppe re´ductive de f soit e´gale a` H . Alors CH(f) est pro-
duit du centre de H par un groupe unipotent.
De´monstration. Nous allons prouver que toute enveloppe re´ductive H ′ de f est im-
age dans H du K-groupe pro-re´ductif Gs attache´ a` une section monoı¨dale s comme
au §18.2 (et re´ciproquement). En effet, il suit de la proposition 18.2.7 que le plonge-
ment G → H ′ se factorise par Gs. Comme l’image de Gs dans H ′ est re´ductive
et contient G, elle est e´gale a` H ′ par minimalite´ de H ′. Re´ciproquement, le meˆme
argument montre que pour toute factorisation de G → H a` travers Gs, l’image H ′
de Gs dans H est une enveloppe re´ductive de f .
Le point b) suit imme´diatement de cette interpre´tation28.
a) Ce point suit alors de la proposition 18.2.9 (avec s = t, f ◦ s♯ = g ◦ s♯).
Enfin, c) a de´ja` e´te´ de´montre´ (proposition 18.2.6). 
Des comple´ments a` ce re´sultat se trouvent dans l’appendice C (C.2).
20.1.4. Contre-exemple. On pourrait se demander si la proprie´te´ c) caracte´rise les
enveloppes pro-re´ductives. C’est (totalement) faux, comme on le voit sur l’exemple
de Ga plonge´ dans SLn+1 par l’interme´diaire de la puissance syme´trique n-ie`me
d’une repre´sentation fide`le dans SL2 : le centralisateur de Ga est alors e´gal au pro-
duit d’un groupe isomorphe a` Gna par le centre de SLn+1.
20.1.5. Remarque. Pour toute enveloppe re´ductive H ′ de G dans GL(V ), il suit
de l’interpre´tation de H ′ donne´e dans la de´monstration du the´ore`me 20.1.3 que la
restriction a` G des repre´sentations de H ′ induit une injection de l’ensemble des
classes d’isomorphismes de repre´sentations irre´ductibles de H ′ vers l’ensemble des
classes d’isomorphismes de repre´sentations inde´composables de G. Les repre´sen-
tations inde´composables de G que l’on obtient ainsi sont, a` isomorphisme pre`s, les
facteurs directs inde´composables des sommes finies ⊕i(Vˇ )mi ⊗ V ni .
Plus pre´cise´ment, soit Rep(G,V ) la sous-cate´gorie pleine deRepKG forme´e des
facteurs directs des sommes finies ⊕i(Vˇ )mi ⊗ V ni . C’est une cate´gorie monoı¨dale
rigide pseudo-abe´lienne. Son quotient par le radical n’est autre que la sous-cate´go-
rie pleine du quotient de RepKG par son radical forme´e des facteurs directs des
sommes finies ⊕i(Vˇ )mi ⊗ V ni ; c’est donc, a` ⊗-e´quivalence pre`s, la sous-cate´go-
rie tannakienne de RepKGs engendre´e par V , qui s’identifie a` RepK
(
Im(Gs →
GL(V ))
)
d’apre`s ce qui pre´ce`de.
20.2. Applications aux repre´sentations inde´composables. Soit V une repre´sen-
tation fide`le de G. On note (abusivement) GV une enveloppe re´ductive de G dans
GL(V ) (c’est-a`-dire, d’apre`s ce qui pre´ce`de, le groupe re´ductif image dans GL(V )
28comme nous l’a fait observer P. O’Sullivan, le point b) se de´duit aussi directement de ce que
l’image inverse dans H ′ (l’enveloppe re´ductive de G dans H) de tout sous-groupe re´ductif de pi(H ′)
est un sous-groupe re´ductif de H ′.
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du K-groupe pro-re´ductif Gs attache´ a` une section monoı¨dale s comme dans 18.2).
Alors la de´composition en inde´composables de toute somme finie ⊕i(Vˇ )mi ⊗ V ni
est de´termine´e par la de´composition en irre´ductibles de⊕i(Vˇ )mi⊗V ni vue comme
repre´sentation de GV . Cela rame`ne un certain nombre de questions sur les repre´-
sentations a` la de´termination (meˆme partielle) de GV et a` la the´orie des poids.
Voici quelques e´chantillons d’application de ce principe.
On suppose dore´navant G connexe et K alge´briquement clos (de caracte´ristique
nulle). Le groupe re´ductif GV est alors connexe.
Conside´rons le sous-groupe abe´lien aK(G,V ) de l’anneau des repre´sentations
aK(G) engendre´ par les classes des objets de Rep(G,V ), c’est-a`-dire des facteurs
directs des⊕i(Vˇ )mi⊗V ni (groupe de Grothendieck vis-a`-vis des sommes directes).
C’est en fait un sous-anneau, et meˆme un sous-λ-anneau.
En outre, le foncteur (s♯)∗ induit un isomorphisme de λ-anneaux
aK(G,V ) ∼= aK(GV ) = RK(GV ).
On rappelle que RK(GV ) s’identifie, via l’isomorphisme “caracte`re” ch, avec l’an-
neau des invariants sous le groupe de Weyl de l’anneau de groupe Z[Λ] sur le re´seau
des poids Λ (re´seau de rang m = rang de GV ).
On obtient comme premie`re application :
20.2.1. The´ore`me. Si G est simplement connexe, aK(G,V ) est un anneau de poly-
noˆmes a` coefficients entiers en m ≤ dimV inde´termine´es.
De´monstration. On montre comme dans la proposition 19.4.2 que GV est semi-
simple simplement connexe. On a alors aK(GV ) = RK(GV ) = RK(LieGV ), et il
est bien connu que ce dernier est un anneau de polynoˆmes en les poids fondamen-
taux de LieGV . 
20.2.2. Remarque. Si V est une repre´sentation fide`le de G. D’apre`s 10.2, 10.2.1,
et la remarque 20.1.5, on obtient
HH0(Rep(G,V )) ∼= HH0(RepKGV ) ∼= aK(GV )⊗Z K ∼= aK(G,V )⊗Z K.
En particulier, l’homologie de Hochschild (en degre´ 0) deRep(G,V ) est une alge`bre
de polynoˆmes sur K si G est simplement connexe.
Pour toute repre´sentation V (de dimension finie), on note SmV la puissance sy-
me´trique m-ie`me de V .
20.2.3. The´ore`me. Les conditions suivantes sont e´quivalentes :
a) S2V est inde´composable,
b) pour tout n ≥ 0, SnV est inde´composable.
De´monstration. Supposons a). Il est e´quivalent de dire que SnV est une repre´-
sentation inde´composable de G ou que vue comme repre´sentation de GV , SnV est
irre´ductible. On est donc ramene´ au cas ou G est re´ductif connexe, et le re´sultat
est alors prouve´ dans [4, app.] (en outre, loc. cit. montre que GV est e´gal soit a`
Z(GV ).SL(V ) soit a` Z(GV ).Sp(V ) pour une forme symplectique convenable, et
le centre Z(GV ) de GV est re´duit aux homothe´ties de GV ). 
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20.2.4. Proposition. Soient V,W deux repre´sentations de G, et n un entier > 0.
Les conditions suivantes sont e´quivalentes :
i) V ∼=W ,
ii) V ⊗n ∼=W⊗n.
De´monstration. Comme pre´ce´demment, le proble`me se rame`ne au proble`me ana-
logue avec G remplace´ par le groupe re´ductif connexe GV⊕W . Via l’homomor-
phisme “caracte`re”, i) (resp. ii)) se traduit par l’e´galite´ ch(V ) = ch(W ) (resp.
ch(V )n = ch(W )n) de polynoˆmes de Laurent en les poids fondamentaux, a` coef-
ficients entiers positifs. Or tout polynoˆme de Laurent a` coefficients entiers positifs
est de´termine´ par sa puissance n-ie`me. 
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APPENDICE A. DES CATE´GORIES SEMI-SIMPLES
L’objet de cet appendice est de clarifier la notion de semi-simplicite´ dans les K-
cate´gories (non ne´cessairement abe´liennes), un anneau commutatif unitaire K e´tant
fixe´. On renvoie au §1.3 et au de´but du §2 pour les de´finitions de base.
Sauf mention du contraire, A-module signifie A-module a` gauche dans tout l’ap-
pendice.
A.1. Objets projectifs et injectifs. Par un raisonnement classique [19], la cate´-
gorie abe´lienne K-line´aire A–Mod des A-modules (a` gauche) posse`de assez d’in-
jectifs et de projectifs. Pour les projectifs, nous allons retrouver ce fait de manie`re
constructive.
A.1.1. Lemme. Soit f :M → N un homomorphisme de A-modules. Alors
a) f est un e´pimorphisme si et seulement si f(A) : M(A) → N(A) est un e´pimor-
phisme pour tout A ∈ A.
b) f est un monomorphisme si et seulement si f(A) : M(A) → N(A) est un
monomorphisme pour tout A ∈ A.
c) f est un isomorphisme si et seulement si f(A) : M(A) → N(A) est un isomor-
phisme pour tout A ∈ A.
De´monstration. a) Soit C = Coker f : on a C(A) = Coker f(A) pour tout A ∈ A,
et C = 0 ⇐⇒ C(A) = 0 pour tout A ∈ A.
b) Re´sulte de a) par dualite´ (ou par le meˆme raisonnement).
c) est clair. 
A.1.2. Lemme. Pour tout objet A ∈ A, le A-module AA est projectif.
De´monstration. Soit f : M → AA un e´pimorphisme. Par le lemme A.1.1, f(A)
est surjectif. Soit m ∈ M(A) tel que f(A)(m) = 1A. Par le lemme de Yoneda
(proposition 1.3.6 a)), m de´finit un homomorphisme m˜ : AA → M , et on voit tout
de suite que m˜ est une section de f . 
A.1.3. De´finition. UnA-module de la forme⊕AAi est appele´ unA-module libre.
Tout A-module libre est projectif. Si A est K-line´aire, tout A-module libre est
de la forme AA pour un objet A convenable.
A.1.4. Proposition. Supposons A petite.
a) Tout A-module M est quotient d’un A-module libre.
b) UnA-module P est projectif si et seulement s’il est facteur direct d’unA-module
libre.
De´monstration. a) Pour tout objet A ∈ A, choisissons un syste`me ge´ne´rateur
(mAi )i∈IA de M(A). Alors l’homomorphisme⊕
A∈A
⊕
i∈IA
AA →M
de´fini par le lemme de Yoneda est un e´pimorphisme par le lemme A.1.1 a).
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b) La ne´cessite´ re´sulte de a). La suffisance re´sulte du lemme A.1.2, puisqu’un
facteur direct d’un module projectif est e´videmment projectif. 
A.1.5. Corollaire. Si P est un A-module projectif, PL : A 7→ L ⊗K P (A) est un
AL-module projectif pour toute extension L/K.
De´monstration. D’apre`s la proposition A.1.4 b), il suffit de le voir pour P de la
forme AA, auquel cas c’est e´vident. 
A.2. Cate´gories semi-simples. Les de´finitions suivantes sont adapte´es de [57].
A.2.1. De´finition. Soit A une K-cate´gorie.
a) Un objet de A est simple s’il n’est pas nul et s’il n’a pas d’autre sous-objet que
lui-meˆme et 0.
b) Un objet de A est semi-simple s’il est somme directe d’objets simples.
c) Un objet A de A est artinien si toute chaıˆne de´croissante de sous-objets de A est
stationnaire.
d) La cate´gorie A est artinienne si, pour tout A ∈ A, AA est un objet artinien de
A-Mod.
e) La cate´gorie A est simple si elle l’est en tant qu’objet de Ae-Mod.
A.2.2. De´finition. Soit (Aα) une famille de cate´gories ayant les meˆmes objets.
a) Le produit local des Aα est la cate´gorie
∏λ
αAα ayant les meˆmes objets que
les Aα et telle que, pour tout couple d’objets (A,B), on ait (
∏λ
αAα)(A,B) =∏
αAα(A,B).
b)A est somme directe locale desAα si elle est produit local desAα et que, de plus,
pour tout objet A, l’ensemble des α tels que (Aα)A 6= 0 est fini.
c) Supposons que les Aα soient des K-cate´gories. Le coproduit des Aα est la K-
cate´gorie A = ∐αAα dont la collection d’objets est la re´union des collections
d’objets des Aα, avec
A(A,B) =
{
Aα(A,B) si ∃α : A,B ∈ Aα
0 sinon.
A.2.3. Lemme. Soit A une K-cate´gorie.
a) Toute somme directe d’objets semi-simples est semi-simple.
b) Soit A ∈ A un objet tel que tout sous-objet de A soit facteur direct. Alors A est
semi-simple dans les cas suivants :
(i) A est artinien.
(ii) A est de la forme R-Mod, ou` R est une K-cate´gorie.
Supposons de plus A abe´lienne.
c) Soit A ∈ A un objet semi-simple et soit B un sous-objet de A. Alors il existe une
famille (Si)I∈I de sous-objets simples de A telle que A = B ⊕
⊕
i∈I Si.
d) Tout quotient, tout sous-objet d’un objet semi-simple est semi-simple.
De´monstration. a) est e´vident. Dans b), supposons d’abord A artinien. Si A n’est
pas semi-simple, soit B un sous-objet de A minimal parmi ceux qui ne sont pas
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semi-simples. Alors B n’est pas simple, donc posse`de un sous-objet C 6= 0, B.
Comme C est facteur direct de A, il est facteur direct de B, soit B = C ⊕D. Mais
C et D sont semi-simples, contradiction. L’autre cas se traite comme la suffisance
dans [11, de´m. de la prop. 4.1] (cf. [57, bas p. 140]). c) se de´montre comme la
ne´cessite´ dans loc. cit. d) re´sulte imme´diatement de c). 
A.2.4. Contre-exemple. Soit A la cate´gorie des espaces vectoriels de dimension
de´nombrable sur un corps k, et soit A¯ la cate´gorie quotient de A par la sous-cate´-
gorie e´paisse des espaces vectoriels de dimension finie. Soit V un espace vectoriel
de dimension infinie, vu comme objet de A¯. Alors tout sous-objet de V est facteur
direct, mais V ne contient aucun sous-objet simple.
A.2.5. Lemme. Soit A une cate´gorie abe´lienne. Conside´rons les e´nonce´s suivants :
(1) Tout objet de A est semi-simple.
(2) Tout objet de A est projectif.
(3) Tout objet de A est injectif.
Alors 1 =⇒ 2 ⇐⇒ 3. De plus, 1 ⇐⇒ 2 ⇐⇒ 3 dans les deux cas suivants :
(i) Tout objet de A est artinien.
(ii) A est de la forme R-Mod, ou` R est une K-cate´gorie.
De´monstration. Il est bien connu que 2 ⇐⇒ 3, et 1 =⇒ 2 re´sulte du lemme A.2.3
a). Les implications inverses re´sultent du lemme A.2.3 b). 
A.2.6. Contre-exemple. Dans la cate´gorie A¯ du contre-exemple A.2.4, tout objet
est projectif, mais A¯ ne contient aucun objet simple (cf. [48, p. 324]).
A.2.7. Lemme (cf. [25]). Soit A une petite cate´gorie K-line´aire pseudo-abe´lienne
et dont tout objet est semi-simple. AlorsA est abe´lienne si et seulement si, pour tout
objet simple S ∈ A, l’anneau A(S, S) est un corps.
De´monstration. La ne´cessite´ re´sulte du lemme de Schur. Suffisance : soit T l’ensem-
ble des types d’objets simples de A, et pour tout t ∈ T soit At la sous-cate´gorie
pleine de A forme´e des objets isotypiques de type t. Alors At ve´rifie encore l’hy-
pothe`se, et il suffit de montrer que At est abe´lienne. En d’autres termes, on peut
supposer A isotypique. Soit S un objet simple de A, et notons D = A(S, S) son
corps d’endomorphismes. Le foncteur AoS s’enrichit en un foncteur T a` valeurs dans
les Do-espaces vectoriels, ou` Do est le corps oppose´ a` D. En utilisant l’hypothe`se,
on voit tout de suite que T est pleinement fide`le et d’image essentielle la cate´gorie
des Do-espaces vectoriels de dimension ≤ c, ou` c est le plus grand cardinal tel qu’il
existe un ensemble I de cardinal c tel que S(I) ∈ A. En particulier, A est abe´lienne.

A.2.8. Contre-exemple. Soit Q[ε] l’alge`bre des nombres duaux (ε2 = 0). La cate´-
gorie des Q[ε]-modules libres de rang fini est Q-line´aire, pseudo-abe´lienne, artini-
enne, et tout objet est semi-simple, mais elle n’est pas abe´lienne.
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A.2.9. Lemme. Soient A une K-cate´gorie pseudo-abe´lienne, A ∈ A et AA =⊕
α∈I Mα une de´composition de AA en somme directe de sous-modules non nuls.
Alors I est fini et il existe une unique de´composition en somme directe A =⊕Aα
telle que, pour tout α, Mα = AAα . Si A est inde´composable, AA est inde´composa-
ble.
De´monstration. ´Ecrivons IdA =
∑
eα avec eα ∈Mα(A) pour tout α. Alors, pour
tout B ∈ A et tout f ∈ AA(B) = A(A,B), on a f =
∑
feα. Par conse´quent,
Mα 6= 0 =⇒ eα 6= 0. Les Mα sont donc en nombre fini. De plus, le lemme de
Peirce montre que les eα forment un syste`me d’idempotents orthogonaux, d’ou` la
deuxie`me assertion en utilisant le lemme de Yoneda. La dernie`re assertion en re´sulte
imme´diatement. 
Le the´ore`me qui suit clarifie le lien entre diverses notions de semi-simplicite´, et
montre qu’elles ne de´pendent pas de la K-structure.
A.2.10. The´ore`me. Soit A une K-cate´gorie. Les conditions suivantes sont e´quiva-
lentes :
(1) Tout objet de A-Mod est projectif.
(2) Tout objet de A-Mod est injectif.
(3) Tout objet de A-Mod est semi-simple.
(4) Pour tout A ∈ A, AA est semi-simple.
(5) A est artinienne et le Ao ⊠K A-module A est semi-simple.
(6) A est e´quivalente au sens de Morita a` une cate´gorie de la forme ∐αDα,
ou`, pour tout α, Dα est un corps gauche.
On dit alors que A est semi-simple (cf. de´finition 2.1.1).
Si de plus A est K-line´aire, les conditions ci-dessus e´quivalent a` :
(7) Pour tout objet A ∈ A, l’anneau A(A,A) est semi-simple.
(8) rad(A) = 0 et pour tout A ∈ A, A(A,A) est un anneau artinien (a`
gauche).
Enfin, siA est en outre pseudo-abe´lienne, les conditions ci-dessus e´quivalent
a` :
(9) A est somme directe locale d’une famille de cate´gories artiniennes simples
(ayant les meˆmes objets).
(10) A est abe´lienne et tout objet de A est semi-simple et de longueur finie.
(11) A est abe´lienne, artinienne, et tout objet de A est semi-simple.
(12) A est abe´lienne, tout objet de A est de longueur finie, et rad(A) = 0.
De´monstration. Il est clair que les six premie`res conditions ne changent pas si
l’on remplace A par une K-cate´gorie e´quivalente au sens de Morita. De meˆme
les septie`me et huitie`me condition sont ve´rifie´es pour une cate´gorie K-line´aire A
si et seulement si elles le sont pour son enveloppe pseudo-abe´lienne A♮ : en ef-
fet, pour tout couple d’objets ((A, e), (A′ , e′)) de A♮, on a A♮((A, e), (A′, e′)) =
e′A(A,A′)e et rad(A♮)((A, e), (A′, e′)) = e′rad(A)(A,A′)e, cf. aussi lemme
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1.3.10 d). Ceci permet en particulier de supposer dans la suiteAK-line´aire pseudo-
abe´lienne.
1 ⇐⇒ 2 ⇐⇒ 3 re´sulte du lemme A.2.5 ; 3 =⇒ 4 est e´vident.
4 =⇒ 3 : soient M un A-module a` gauche, A ∈ A et a ∈ M(A). Alors
Ann(a)(B) = {f ∈ AA(B) | f∗a = 0} de´finit unA-ide´al a` gauche deA et l’appli-
cation f 7→ f∗a induit un morphisme deA-modules AA/Ann(a)→M . En faisant
varier A et a, on obtient un e´pimorphisme
⊕
A∈A,a∈M(A)AA/Ann(a) −→ M.
Il re´sulte alors du lemme A.2.3 que M est semi-simple.
4 =⇒ 10 : le lemme A.2.9 montre que si S ∈ A est simple, alors AS est simple ;
en re´appliquant ce meˆme lemme, on voit que tout objet de A est semi-simple et de
longueur finie.
Enfin, pour tout objet simple S ∈ A, A(S, S) = A-Mod(AS ,AS) est un corps,
donc A est abe´lienne d’apre`s le lemme A.2.7.
10 =⇒ 11 : si S ∈ A est simple, A(S, S) est un corps (lemme de Schur), donc
ne contient aucun ide´al 6= 0 et AS est simple. Il en re´sulte que AA est de longueur
finie, donc artinien, pour tout A ∈ A.
11 =⇒ 10 : le lemme de Yoneda implique que tout objet de A est artinien, donc
de longueur finie.
10 =⇒ 3 : comme dans la de´monstration du lemme A.2.7, on se rame`ne au cas
ou` A est isotypique. Soit M un A-module a` gauche. Choisissons un objet simple S
de A, et soit D le corps des endomorphismes de S (voir ci-dessus). Alors D ope`re
naturellement a` gauche sur M(S). Pour tout objet A deA, on a un homomorphisme
naturel
A(S,A)⊗D M(S)→M(A)
ou` le produit tensoriel sur D est relatif a` l’action a` droite de D sur A(S,A), et
l’hypothe`se surAmontre que c’est un isomorphisme de groupes abe´liens. On de´finit
ainsi une e´quivalence
M 7→M(S)
de A-Mod sur la cate´gorie des D-espaces vectoriels a` gauche, dont tout objet est
e´videmment semi-simple.
6 =⇒ 10 est e´vident. (3 et 11) =⇒ 6 : la premie`re hypothe`se implique que A est
semi-primitive au sens de [57, def. 2] (pour toute fle`che non nulle f de A, il existe
un module simple S tel que S(f) 6= 0). La conclusion re´sulte alors de [57, th. 16].
6 =⇒ 5 : pour tout α, soit Iα l’ide´al bilate`re de A tel que A/Iα =
∐
β 6=αDα. Il
est clair que chaque Iα est simple et que A =
⊕ Iα.
5=⇒ 9 : de´composons le bimodule A en ⊕ Iα, ou` chaque ide´al bilate`re Iα est
simple. Soit Aα = A/
⊕
β 6=α Iβ . Alors Aα s’identifie canoniquement a` Iα, donc
est simple ; en d’autres termes, Aα est simple, et elle est e´videmment artinienne. Le
lemme A.2.9 montre que A s’identifie a` la somme directe locale des Aα.
9 =⇒ 6 : on se rame`ne imme´diatement au cas ou` A est simple. La conclusion
re´sulte alors de [57, prop. 12 et th. 16].
11=⇒ 7 : cela re´sulte du lemme de Schur.
7 =⇒ 11 : cela re´sulte de [25, lemma 2] (ou` l’on peut remplacer l’hypothe`se que
A(A,A) soit de dimension finie sur K par : A(A,A) est artinienne.)
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7 ⇐⇒ 8 : cela vient de ce que toute K-alge`bre artinienne de radical nul est
semi-simple.
3 =⇒ 5 : AA est semi-simple, donc de longueur finie, donc artinien. Soit I
l’ensemble des types d’objets simples de A-Mod et, pour tout α ∈ I , choisis-
sons un module simple Sα de type α. Pour tout A-module a` gauche M , notons
Ann(M) = {f |M(f) = 0} : c’est un ide´al bilate`re de A. On va montrer l’e´galite´
A = ⊕α∈I Ann(⊕β 6=α Sβ) et que Ann(⊕β 6=α Sβ) est un ide´al bilate`re simple
pour tout α. Pour cela, e´tant donne´ A ∈ A, de´composons AoA en une somme di-
recte
⊕
α∈I Mα de sous-modules isotypiques. Ecrivons d’abord IdA =
∑
eα, avec
eα ∈Mα(A) pour tout α. On remarque que les Mα(A) sont des ide´aux bilate`res de
l’anneau A(A,A) ; il en re´sulte que les eα forment un syste`me d’idempotents or-
thogonaux. En particulier, comme Sβ(A) est facteur direct de Mβ(A), eα ope`re par
0 sur Sβ(A) pour β 6= α et par l’identite´ pour β = α. Soit maintenant f ∈ A(A,B),
et soit f =
∑
fα sa de´composition sur les Mα(B). On a fα = feα, donc fα ope`re
sur Mβ(B) par 0 pour β 6= α et par f pour β = α. On a donc bien prouve´ que
A(A,B) = ⊕α∈I Ann(⊕β 6=α Sβ)(A,B). Enfin, montrons que, pour tout α ∈ I ,
Iα = Ann(
⊕
β 6=α Sβ) est simple. Soit J un sous-module non nul de Iα. Choisis-
sons A,B ∈ A tels que J (A,B) 6= 0 et soit 0 6= f ∈ J (A,B). On a Sβ(f) = 0
pour tout β 6= α. Si Sα(f) = 0, on a donc M(f) = 0 pour tout A-module M , ce
qui est absurde en choisissant M = AA. Par conse´quent, Sα(f) 6= 0.
10 =⇒ 12 : Pour tout objet semi-simple A, l’alge`bre A(A,A) est semi-simple
donc rad(A)(A,A) = 0 ; on conclut graˆce a` l’additivite´ des ide´aux sur les objets.
12 =⇒ 10 : Comme A est suppose´e abe´lienne et que tout objet est suppose´
de longueur finie, tout objet est somme directe finie d’inde´composables. Tout se
rame`ne a` montrer que tout inde´composable A est simple. Cela re´sulte du lemme
1.4.9 applique´ au monomorphisme S →֒ A, ou` S est un sous-objet simple de A
(dans ce cas, le lemme dit que S est facteur direct de A, donc e´gal a` A). 
A.2.11. Corollaire (a` la de´monstration). Une K-cate´gorie A est simple (de´finition
A.2.1) si et seulement si elle est semi-simple et n’a qu’un seul type de module simple.
De´monstration. Cela re´sulte de la preuve de 6 =⇒ 5. 
A.2.12. Contre-exemple. La cate´gorie du contre-exemple A.2.4 est semi-simple au
sens de [57, de´f. 4], mais pas au sens de la de´finition 2.1.1 ci-dessus.
A.2.13. Lemme. Dans une cate´gorie abe´lienne semi-simple A, tout morphisme est
somme directe d’un morphisme nul et d’un isomorphisme.
De´monstration. Soit u : A→ B un morphisme de A. On peut de´composer
A = Keru⊕A′
B = B′ ⊕ Imu.
Sur cette de´composition, u a la forme de´sire´e. 
A.2.14. Lemme. Tout foncteur additif F : A → B entre cate´gories abe´liennes
semi-simples est exact. De plus, les conditions suivantes :
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(i) F est fide`le
(ii) F est conservatif
(iii) F n’envoie aucun objet non nul de A sur un objet nul de B
sont e´quivalentes.
De´monstration. Comme tout foncteur additif transforme une suite exacte courte
scinde´e en une suite exacte courte scinde´e, la premie`re affirmation est claire. (i)
=⇒ (iii) est e´vident ; (iii) =⇒ (ii) et (ii) =⇒ (i) re´sultent imme´diatement du lemme
A.2.13.
A.3. Cate´gories se´parables (ou absolument semi-simples).
A.3.1. The´ore`me. Soit A une K-cate´gorie. Les conditions suivantes sont e´quiva-
lentes :
(1) Le Ao ⊠K A-module A est projectif.
(2) Le AoL ⊠L AL-module AL est projectif pour toute extension L/K.
(3) dimK A(A,B) <∞ pour tous A,B ∈ A et AL est semi-simple pour toute
extension L/K.
(4) AL est semi-simple pour toute extension L/K.
(5) dimK A(A,B) < ∞ pour tous A,B ∈ A et rad(AL) = 0 pour toute
extension L/K.
(6) La cate´gorie Ao ⊠K A est semi-simple.
On dit alors que A est se´parable.
Si A est K-line´aire, ces conditions sont encore e´quivalentes a`
(7) La K-alge`bre A(A,A) est se´parable pour tout objet A de A.
De´monstration. Les conditions 1–6 e´tant manifestement invariantes par passage a`
l’enveloppe K-line´aire, on peut supposer A K-line´aire.
3 =⇒ 4 et 3 =⇒ 5 sont e´vidents. 4 ⇐⇒ 7 re´sulte de la caracte´risation 7 du
the´ore`me A.2.10 et de la de´finition d’une K-alge`bre se´parable (de´finition 2.2.2 a)).
7 =⇒ 3 re´sulte de la caracte´risation 3 des K-alge`bres se´parables dans la proposition
2.2.1. 7 =⇒ 6 re´sulte du lemme 2.2.5. 5 =⇒ 7 re´sulte de la caracte´risation 5 des K-
alge`bres se´parables dans la proposition 2.2.1. 6 =⇒ 1 re´sulte de la caracte´risation 1
du the´ore`me A.2.10. 1 =⇒ 2 re´sulte du corollaire A.1.5.
Il reste a` de´montrer que 2 =⇒ 4. Il suffit de traiter le cas L = K . Pour cela, nous
allons reproduire la raisonnement de [11, ch. IX, de´m. de la prop. 7.1] “a` la main”.
Si M et N sont deux A-modules, on leur associe le Ae-module
HomK(M,N) : (A,B) 7→ HomK(M(A), N(B)).
Le foncteur Hom : (A–Mod)o ×A–Mod→ Ae–Mod est bi-exact.
Soit 0 → N → E → M → 0 une extension de M par N . On lui associe une
extension E˜ du Ae-module A par HomK(M,N) par pull-back via le diagramme
0→HomK(M,N) −−−−→ HomK(E,N) −−−−→ HomK(N,N)→0
|| ρ
x x
0→HomK(M,N) −−−−→ E˜ π−−−−→ A →0.
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Soit s une section de π. Alors ρ◦s de´finit un homomorphismeA → HomK(E,N).
Celui-ci correspond a` un homomorphisme f : E → N , et la commutativite´ du dia-
gramme montre que f est une re´traction du monomorphisme N → E. Ainsi, A est
semi-simple. 
APPENDICE B. ERRATUM A` [1]
O. Gabber nous a fait remarquer que la preuve de [1, Prop. 6] e´tait (encore)
incomple`te. Le proble`me est que la de´monstration donne´e dans loc. cit. s’applique a`
un motif de la forme h(X), ou` X est une varie´te´ projective lisse, mais pas a priori a`
un motif ge´ne´ral M . Plus pre´cise´ment, si M est effectif (pour fixer les ide´es) et que
le projecteur de Ku¨nneth pair de M est alge´brique, il n’est pas clair qu’on puisse
choisir une varie´te´ X telle que h(X) contienne M en facteur direct et telle que le
projecteur de Ku¨nneth pair de X soit alge´brique.
Voici deux manie`res de corriger ce point (la premie`re est en substance celle que
nous a propose´e Gabber). Les notations sont celles de [1].
B.1. Premie`re correction. Comme remarque´ au de´but de la preuve de loc. cit. , il
suffit de supposer que le corps de base k est de type fini sur Fp.
B.1.1. Lemme. Soient H : Motrat →Modf -L une cohomologie de Weil classique
a` coefficients dans une Q-alge`bre commutative semi-simple L et MotH la cate´go-
rie des k-motifs H-homologiques a` coefficients rationnels. Pour tout A ∈ MotH ,
notons
H+(A) =
⊕
i pair
H i(A), H−(A) =
⊕
i impair
H i(A).
Alors, pour A,B ∈MotH , on a
RH(A,B) =
{f ∈MotH(A,B) | ∀g ∈MotH(B,A),∀i ∈ Z, trH i(g ◦ f) = 0}
= {f ∈MotH(A,B) | ∀g ∈MotH(B,A), trH+(g ◦ f) = trH−(g ◦ f) = 0},
ou` RH est le radical de MotH .
De´monstration. D’apre`s [1, prop. 5], MotH est semi-primaire, donc son radical de
Kelly coı¨ncide avec son radical de Gabriel. L’e´nonce´ re´sulte alors du lemme 1.4.3.

B.1.2. Lemme. Avec les notations du lemme B.1.1, l’image re´ciproque snum de
RH dans la cate´gorie Motrat des motifs de Chow ne de´pend pas du choix de H .
De´monstration. ´Etant donne´ le lemme B.1.1, il suffit de voir que, pour toute k-
varie´te´ projective lisse X et toute correspondance c ∈ CHdimX(X × X) et tout
i ∈ Z, trH i(c) est un nombre rationnel qui ne de´pend pas de H . Par changement
de base propre et lisse et par spe´cialisation des cycles alge´briques, on se re´duit par
re´currence sur le degre´ de transcendance de k sur Fp au cas ou` k est fini (cf. [1, de´m.
de la prop. 5]). L’assertion re´sulte alors de [29]. 
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B.1.3. Lemme (cf. [1, lemme 7]). Soient, pour fixer les ide´es, ℓ 6= ℓ′ 6= p deux nom-
bres premiers. Alors le noyau du foncteur Motℓℓ′ → Motℓ est un ide´al localement
nilpotent.
De´monstration. Cela re´sulte des lemmes B.1.1 et B.1.2. 
B.1.4. Lemme. Les foncteurs pleins Motℓ → Motsnum,Motℓ′ → Motsnum in-
duisent des bijections sur les classes d’isomorphisme d’objets. En particulier, pour
tout objet M de Motℓ, bi(M) = dimH iℓ(M) ne de´pend pas de ℓ, et ne de´pend que
de la classe d’isomorphisme de l’image de M dans Motsnum.
De´monstration. Par le lemme B.1.3, ces foncteurs sont essentiellement surjectifs et
conservatifs. 
B.1.5. Lemme. L’image M∗snum de M∗ℓ dans Motsnum consiste en la sous-cate´go-
rie pleine forme´ des objets isomorphes a` des sommes finies d’objets n’ayant qu’un
seul nombre de Betti non nul. En particulier, M∗snum est inde´pendant de ℓ. De meˆme
avec M±.
De´monstration. C’est clair par le lemme B.1.4, car on a la meˆme propriete´ au
niveau de M∗ℓ . 
B.1.6. Lemme. M∗snum =M∗num et M±snum =M±num.
De´monstration. C’est clair. 
B.2. Seconde correction. Celle-ci ne marche que pour les M± mais s’applique a`
toute cohomologie de Weil, classique ou non.
D’apre`s le the´ore`me 9.2.1 c), pour toute cohomologie de Weil H on a Mot±H =
(MotH)kim. D’autre part, la proposition 9.1.14 implique que le foncteur (MotH)kim
→ (Motnum)kim est essentiellement surjectif. Ainsi, Mot±num = (Motnum)kim
pour toute cohomologie de Weil H . 
Table de concordance pour les re´fe´rences de [1].
– Preuve du the´ore`me 1 : remplacer [3, 6.7.3] par [3, 8.2.2].
– Preuve de la proposition 2 : remplacer [3, 6.7.9 et 1.4.2b] par [3, 8.3.1 et
1.4.4b].
– De´but de 2 : remplacer [3, 9.2.1, 9.7.3, 11.3.5] par [3, 13.2.1, 13.7.1, 15.3.5].
APPENDICE C. FINITE DIMENSIONALITY OF REDUCTIVE ENVELOPES, BY
PETER O’SULLIVAN
The object of this appendix is to determine when proreductive envelopes are fi-
nite dimensional and when their formation is compatible with extension of scalars.
Let k be a field of characteristic 0, and let H be an affine k-group. Then the prore-
ductive envelope of H is finite dimensional if and only if H is finite dimensional
with prounipotent radical of dimension ≤ 1 (Theorem C.5). This is a consequence
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of Theorem C.1 characterising the affine k-groups with prounipotent radical of di-
mension ≤ 1 as those whose representations are “rigid”. If the prounipotent rad-
ical U of H has dimension 1 the proreductive envelope of H is the semidirect
product of H/U by SL(2) (Theorem C.4). Let k′ be an extension of k. Then
pRed(Hk′) → pRed(H)k′ is an isomorphism if and only if either k′ is algebraic
over k or the prounipotent radical of H is of dimension ≤ 1 (Theorem C.3). This
follows from Theorem C.2 which gives the conditions under which every represen-
tation of H over k′ is a direct summand of one defined over k.
Throughout this appendix k denotes a field of characteristic 0. Unless otherwise
stated, representations are assumed to be finite dimensional.
C.1. Families of representations. The object of this section is to prove Theo-
rems C.1 and C.2. The proofs are based on Lemmas C.4 and C.5. Lemma C.5 is
necessary also for the proof of Theorem C.4.
Lemma C.1. Suppose that k is algebraically closed. Let M be a connected reduc-
tive k-group and let V be a representation of M . Denote by P the set of dominant
weights of M relative to some maximal torus T and Borel subgroup B ⊃ T of M ,
and for each µ ∈ P let Vµ be a representation of M with highest weight µ. Then if
τ ∈ P is such that τ + λ ∈ P for each λ in the set Λ of weights of V , there is an
M -isomorphism V ⊗k Vτ ≃
⊕
λ∈Λ V
m(λ)
τ+λ , where m(λ) is the multiplicity of λ in
V .
Proof. Denote by χ and χµ for µ ∈ P the respective restrictions of the characters
of V and Vµ to T . It suffices to show that χχτ =
∑
λ∈Λm(λ)χτ+λ.
Let W be the Weyl group of M relative to T and let δ be half the sum of the
positive roots of M relative to T and B. For any π in the character group of T , write
e(π) for π regarded as an element of k[T ]. Then we have∑
λ∈Λ
m(λ)e(λ)
∑
w∈W
(detw)e(w(τ + δ)) =
∑
w∈W
(detw)e(w(τ + δ))
∑
λ∈Λ
m(wλ)e(wλ)
=
∑
λ∈Λ
m(λ)
∑
w∈W
(detw)e(w(τ + λ+ δ))
since Λ is stable under W and m(wλ) = m(λ) for w ∈ W and λ ∈ Λ. Thus if
Q =
∑
w∈W (detw)e(wδ), we have by Weyl’s character formula
Qχχτ = Q
∑
λ∈Λ
m(λ)χτ+λ,
whence the required result, since Q 6= 0. 
Lemma C.2. Suppose that k is algebraically closed. Let M be a non-commutative
connected reductive k-group and let V be a faithful irreducible representation of
M . Suppose that V has, relative to some maximal torus of M , at most 3 distinct
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non-zero weights. Then either the derived group M ′ of M is simple of type A1 and
V is of dimension 2 or 3, or M ′ is simple of type A2 and V is of dimension 3.
Proof. We may suppose that M =M ′ is semisimple. Let M˜ be the universal cover
of M , so that V may also be regarded as a representation of M˜ . Let T be a maximal
torus and B ⊃ T a Borel subgroup of M , let X be the character group of T and
W the Weyl group of M relative to T , and let λ ∈ X be the highest weight of V
relative to T and B. Since V has at most 3 distinct non-zero weights, the orbit Λ of
λ under W has at most 3 elements. There is a decomposition W =W1 × · · · ×Wr
corresponding to the simple factors of M˜ such that the representation of W on
X ⊗ R is the direct sum of non-trivial irreducible representations Xi of Wi for
i = 1, . . . , r. By faithfulness of the M -representation V , the projection of λ onto
each Xi is non-zero. Thus r = 1 and M˜ is simple, since otherwise Λ would have at
least 4 elements. The affine subspace of X⊗R generated by Λ is of dimension ≤ 2
and is stable under W , so by irreducibility the rank dimR(X ⊗ R) of M˜ is ≤ 2.
Since W contains a rotation of order 4 when M˜ is of type B2 and of order 6 when
M˜ is of type G2, it follows that M˜ must be of type A1 or A2.
If M˜ is of type A1 any M˜ -representation of dimension ≥ 4 has at least 4 distinct
non-zero weights. If M˜ is of type A2, let τ1 and τ2 be the highest weights of the two
fundamental representations of M˜ relative to T and B, so that the simple positive
roots of M˜ are µ1 = 2τ1 − τ2 and µ2 = −τ1 + 2τ2, and λ = m1τ1 + m2τ2
for integers mi ≥ 0. One of m1,m2 must be 0, since otherwise Λ would contain
6 elements. Thus either λ = τ1 or λ = τ2, since if for example λ = m1τ1 with
m1 ≥ 2 then λ− µ1 would be a non-zero weight of V not conjugate to λ under W ,
so V would have at least 6 distinct non-zero weights. 
Lemma C.3. Suppose that k is algebraically closed. Let M be a connected reduc-
tive k-group and let V be a representation of M which is either the direct sum of
two non-isomorphic 1-dimensional representations or is irreducible of dimension 2
or 3. Then there exists a family (V ij , rij , sij)i,j∈N, with the V ij irreducible represen-
tations of M and the rij : V ⊗k V ij → V i+1j and sij : V ⊗k V ij+1 → V ij non-zero
M -homomorphisms, such that :
(i) for each integer m the V ij with i− j = m are pairwise non-isomorphic ;
(ii) the restrictions of
ri+1j ◦ (V ⊗ rij) : V ⊗k V ⊗k V ij → V i+2j ,
sij−2 ◦ (V ⊗ sij−1) : V ⊗k V ⊗k V ij → V ij−2,
si+1j−1 ◦ (V ⊗ rij) + rij−1 ◦ (V ⊗ sij−1) : V ⊗k V ⊗k V ij → V i+1j−1 ,
respectively to
∧2 V ⊗k V ij , ∧2 V ⊗k V ij ,∧2 V ⊗k V ij , are 0 for i, j ∈ N.
Proof. We may suppose that V is a faithful representation ofM . If V ≃ V1⊕V2 with
V1 and V2 1-dimensional and p1 : V → V1 and p2 : V → V2 are the projections,
take V ij = V
⊗i
1 ⊗k (V ∨2 )⊗j and (modulo canonical isomorphisms) rij = p1 ⊗ V ij
and sij = p2 ⊗ V ij+1. It is immediately checked that (i) and (ii) hold.
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Now suppose that V is irreducible of dimension 2 or 3. Let T and B ⊃ T be a
maximal torus and Borel subgroup ofM , and write λ and λ∨ for the respective high-
est weights of V and V ∨ relative to T and B. Let V ij be an irreducible representation
of M with highest weight iλ+ jλ∨. Then (i) clearly holds because λ+λ∨ 6= 0. All
weights of
∧2 V ⊗k V ij are of the form (i + 2)λ + jλ∨ − π where π 6= 0 is a sum
of positive roots of M , so HomM (
∧2 V ⊗k V ij , V i+2j ) = 0. Similarly
HomM (
2∧
V ⊗k V ij+2, V ij ) = HomM (V ij+2,
2∧
V ∨ ⊗k V ij ) = 0.
Thus it suffices to construct rij 6= 0 and sij 6= 0 for i, j ∈ N such that the restriction
of the third homomorphism of (ii) to ∧2 V ⊗k V ij+1 is 0.
Let tij 6= 0 be an element of the highest weight space of V ij and let u+ 6= 0 be
an element of the highest weight space of V and u− 6= 0 an element of the lowest
weight space of V . The weights of tij , u+ and u− are thus respectively iλ + jλ∨,
λ and −λ∨. The k-linear map V → k which sends u− to 1 and which is 0 on the
other weight spaces of V is an element u∨+ 6= 0 of the highest weight space of V ∨.
Now V ⊗k V ij contains the weight (i+1)λ+ jλ∨ with multiplicity 1, and all of its
other weights are of the form (i+ 1)λ+ jλ∨ − π where π 6= 0 is a sum of positive
roots. Thus there is a unique M -homomorphism rij : V ⊗k V ij → V i+1j such that
(C.1) rij(u+ ⊗ tij) = ti+1j .
Similarly there is a unique M -homomorphism qij : V ij+1 → V ∨ ⊗k V ij such that
qij(t
i
j+1) = u
∨
+ ⊗ tij , whence for any constant Cn = Cn(M,V ) there is a unique
M -homomorphism sij : V ⊗k V ij+1 → V ij such that
(C.2) sij(u− ⊗ tij+1) = Ci+jtij.
Choose Cn as follows. By Lemma (C.2), either the derived group M ′ of M is of
type A1 and V is of dimension 2 or 3, or M ′ is of type A2 and V is of dimension 3.
Set
(C.3) Cn =

1/(n + 2) if M ′ is type A1 and V is of dimension 2,
(n + 1)/(2n + 3) if M ′ is of type A1 and V is of dimension 3,
1/(n + 3) if M ′ is of type A2.
The V ij , rij , sij just constructed are compatible with restriction from M to M ′, so
to check that the third homomorphism of (ii) has restriction 0 to ∧2 V ⊗k V ij+1 we
may suppose that M ′ = M . We show first that HomM (
∧2 V ⊗k V ij+1, V i+1j ) is
1-dimensional. This is immediate when M is of type A1, since then V ij ≃ V i+j0
and
∧2 V is either trivial 1-dimensional or M -isomorphic to V according as V is
2-dimensional or 3-dimensional. When M is of type A2, V and V ∨ are the two
fundamental representations of M , so the dominant weights of M relative to T
and B are the iλ + jλ∨ for i, j ≥ 0. The weights of V are λ, −λ + λ∨, −λ∨,
and
∧2 V ≃ V ∨. Applying Lemma C.1 with V replaced by ∧2 V and with τ =
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iλ + (j + 1)λ∨ shows that
∧2 V ⊗k V ij+1 contains V i+1j with multiplicity 1 when
i ≥ 1, j ≥ 0. Similarly, when j ≥ 1,∧2 V ∨ ⊗k V 1j contains V 0j+1 with multiplicity
1, whence
∧2 V ⊗k V 0j+1 contains V 1j with multiplicity 1. That ∧2 V ⊗k V 01 ≃
V ∨ ⊗k V ∨ contains V 10 ≃ V with multiplicity 1 is clear. Thus HomM (
∧2 V ⊗k
V ij+1, V
i+1
j ) is in all cases 1-dimensional. The restriction to
∧2 V ⊗k V ij+1 of the
third homomorphism of (iii) will thus be 0 provided that that the images of (u+ ⊗
u− − u− ⊗ u+)⊗ tij+1 under rij ◦ (V ⊗ sij) and −si+1j ◦ (V ⊗ rij+1) are non-zero
and coincide. Now
(C.4) sij(u+ ⊗ tij+1) = 0
because the difference between the weight (i+ 1)λ+ (j + 1)λ∨ of u+ ⊗ tij+1 and
the highest weight iλ + jλ∨ of V ij is non-zero and dominant. Thus by (C.1), (C.2)
and (C.3) it is enough to show that
(C.5) si+1j (u+ ⊗ rij+1(u− ⊗ tij+1)) = (Ci+j+1 −Ci+j)ti+1j .
Write m for the Lie algebra of M . Suppose first that M is of type A1 and V is
of dimension 2. Let e be an element of the positive root subspace of m, chosen so
that eu− = u+, and let f, h be such that f is in the negative root subspace of m
and [e, f ] = h, [h, e] = 2e, and [h, f ] = −2f . Then hu+ = u+, hu− = −u−,
fu+ = u−, and htij = (i+ j)tij . We have
rij+1(u− ⊗ tij+1) =
1
i+ j + 2
fti+1j+1,
u+ ⊗ fti+1j+1 = f(u+ ⊗ ti+1j+1)− u− ⊗ ti+1j+1,
where the constant 1/(i+ j + 2) in the first equality is determined by acting with e
and using (C.1). Using (C.4), (C.2), and (C.3) we obtain (C.5).
When M is of type A1 and V is of dimension 3, choose e and f , h such that
e2u− = u+ and [e, f ] = h, [h, e] = 2e, and [h, f ] = −2f . Then hu+ = 2u+,
hu− = −2u−, fu+ = 2eu−, f2u+ = 4u−, and htij = 2(i+ j)tij . We have
rij+1(u− ⊗ tij+1) =
1
4(i + j + 2)(2i + 2j + 3)
f2ti+1j+1,
u+ ⊗ f2ti+1j+1 = f(u+ ⊗ fti+1j+1 − fu+ ⊗ ti+1j+1) + 4u− ⊗ ti+1j+1,
where the constant in the first equality is determined by acting with e2. The images
under si+1j of u+⊗fti+1j+1 and fu+⊗ ti+1j+1 are 0 by weights, so using (C.2) and (C.3)
we obtain (C.5).
Finally suppose that M is of type A2. Then the simple positive roots of M are
µ = 2λ− λ∨ and µ∨ = −λ+ 2λ∨. Let e and e∨ be elements of the root subspaces
of m corresponding respectively to µ and µ∨. We may suppose e and e∨ chosen so
that ee∨u− = u+. Let f , f∨, h, h∨ be the unique elements of m such that f and f∨
lie in the root subspaces corresponding respectively to −µ and −µ∨ and [e, f ] = h,
[h, e] = 2e, [h, f ] = −2f , [e∨, f∨] = h∨, [h∨, e∨] = 2e∨, [h∨, f∨] = −2f∨.
Then [h, h∨] = 0, [h, e∨] = −e∨, [h∨, e] = −e, [h, f∨] = f∨, [h∨, f ] = f ,
and [e, f∨] = [e∨, f ] = 0. Also eu− = f∨u+ = 0, e∨u− = fu+, hu+ = u+,
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h∨u+ = 0, hu− = 0, h
∨u− = −u−, f∨fu+ = u−, and htij = itij , h∨tij = jtij ,
etij = e
∨tij = 0. We have
rij+1(u− ⊗ tij+1) =
1
(i+ 1)(i+ j + 3)
((i+ 2)f∨f − (i+ 1)ff∨)ti+1j+1,
u+ ⊗ f∨fti+1j+1 = f∨(u+ ⊗ fti+1j+1),
u+ ⊗ ff∨ti+1j+1 = f(u+ ⊗ f∨ti+1j+1)− f∨(fu+ ⊗ ti+1j+1) + u− ⊗ ti+1j+1,
where the coefficients in the first equality are determined by acting with ee∨ and e.
The respective weights of u+ ⊗ fti+1j+1, u+ ⊗ f∨ti+1j+1, and fu+ ⊗ ti+1j+1 differ from
the highest weight of V i+1j by the positive roots µ∨, µ and µ∨, so the image under
si+1j of all three elements is 0. Using (C.2) and (C.3) we obtain (C.5). 
Let H be an affine k-group and let S be a k-scheme. A family of representations
of H over S, or simply a representation of H over S, is a locally free OS-module V
of finite type together with a homomorphism HS → GL(V) over S. Suppose that
H is a semidirect product U ⋊M . Then M acts on U by group automorphisms. A
representation of H over S is the same as a representation V of M together with an
M -homomorphism ρ : US → GL(V) over S. If U is of finite type and V is its Lie
algebra, the M -structure on U defines a structure of M -Lie algebra on V . ¿From
ρ we then obtain a homomorphism σ : V ⊗k OS → EndOS(V) of (M,OS)-Lie
algebras.
Suppose that U is a vector group and S is quasi-compact. Then the ρ correspond
uniquely to the σ for which σn = 0 for some n. It follows that a representation of
H over S is the same as a pair (V, µ), where V is a representation of M over S and
where µ is an M -homomorphism
(C.6) µ : V ⊗k V → V
of OS-modules such that the
(C.7) µ(n) : V ⊗n ⊗k V → V,
defined inductively by µ(0) = 1V and µ(n) = µ ◦ (V ⊗k µ(n−1)), are 0 for n large,
and such that the restriction of µ(2) to
∧2 V ⊗k V is 0 (corresponding to [σ, σ] = 0).
When S = Spec(k) the images of the µ(n) define an H-invariant filtration on
V . Further H acts on the associated graded Grµ V through M , and µ induces an
M -homomorphism V ⊗k Grnµ V → Grn+1µ V for each n.
Lemma C.4. Suppose that k is algebraically closed, and let H be a connected
affine k-group with prounipotent radical of dimension > 1. Then there exists a rep-
resentation of H over the affine line A1 with fibres at k-points of A1 pairwise
non-isomorphic.
Proof. We may suppose that H is of finite type over k. If U is the prounipotent
radical of H and Z1 ⊂ Z2 ⊂ · · · ⊂ Zm−1 ⊂ Zm = U is the upper central series of
U , then the Zi are normal subgroups of H , and Zm/Zm−1 is of dimension > 1 since
U is of dimension > 1. Factoring out Zm−1, we may suppose that U is commutative.
We have H = U ⋊M with M a connected reductive subgroup of H . Write V for
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the Lie algebra of U . The action of M on U defines a representation of M on V .
If U¯ is an M -quotient of U of dimension > 1 we may replace H = U ⋊M by its
quotient U¯ ⋊M , so we may suppose that V is either irreducible of dimension > 1
or is the direct sum of two 1-dimensional representations. It will be convenient to
distinguish the following three cases :
I V is the direct sum of two isomorphic 1-dimensional representations ;
II V is either the direct sum of two non-isomorphic 1-dimensional representa-
tions, or is irreducible of dimension 2 or 3 ;
III V is irreducible of dimension > 3.
Suppose I holds. Then we may identify U with G2a, where M acts on both fac-
tors as the same character χ. With A1 = Spec(k[t]), we may identify the endo-
morphism ring of (Ga)A1 over A1 with k[t]. If M acts on (Ga)A1 as χ, then the
semidirect product over A1 of (1,−t) : UA1 = (Ga)2A1 → (Ga)A1 with MA1 is
a homomorphism p : HA1 → (Ga ⋊M)A1 over A1. Given a faithful represen-
tation τ : Ga ⋊M → GL(n), the kernel of the fibre above x ∈ A1(k) = k of
τA1 ◦ p : HA1 → GL(n)A1 is the subgroup
(
x
1
)
: Ga → G2a = U of U ⊂ H . The
fibres of the representation τA1 ◦ p of H over A1 are thus pairwise non-isomorphic.
Now suppose II holds. Apply Lemma C.3 to obtain a family (V ij , rij , sij)i,j∈N,
with rij : V ⊗k V ij → V i+1j and sij : V ⊗k V ij+1 → V ij , such that (i) and (ii) of
Lemma C.3 hold. Write A1 = Spec(k[t]), and define a family (E ij , f ij , gij)i,j∈N of
free OA1-modules of finite type E ij and OA1 -homomorphisms f ij : E ij → E i+1j ,
gij : E ij+1 → E ij by E00 = E10 = E01 = E21 = E12 = E22 = OA1 , E11 = O2A1 , E ij = 0 for
all other i, j, and f00 = g00 = f12 = g21 = 1 and f01 =
(
1
0
)
, g10 = (1,−t), g11 =
(
0
1
)
,
f11 = (−1, 1). The non-zero E , f , g thus form a commutative diagram
(C.8)
OA1 1−−−−→ OA1y(01) y1
OA1
(10)−−−−→ O2
A1
(−1,1)−−−−→ OA1y1 y(1,−t)
OA1 1−−−−→ OA1
Now set V =⊕i,j∈N V ij ⊗ E ij and let µ : V ⊗k V → V have component
V ⊗k V ij ⊗k E ij → V i
′
j′ ⊗ E i
′
j′
given by rij ⊗ f ij if (i′, j′) = (i + 1, j), sij ⊗ gij if (i′, j′ + 1) = (i, j), and 0 in
all other cases. Clearly µ(3) = 0, and the restriction of µ(2) to
∧2 V ⊗k V is 0
by (ii) of Lemma C.3 together with the fact that (C.8) commutes. Thus (V, µ) is a
representation of H over A1.
We now show that an isomorphism between the fibres (Vx, µx) and (Vy, µy) of
(V, µ) at the k-points x and y of A1 induces an isomorphism between the fibres
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at x and y of the diagram (C.8). This will give an isomorphism k2 = (E11 )x ≃
(E11 )y = k2 which sends Im(g11)x, Ker(f11 )x, Im(f01 )x, Ker(g10)x respectively to
Im(g11)y, Ker(f
1
1 )y, Im(f
0
1 )y, Ker(g
1
0)y , hence an isomorphism P1 ≃ P1 which
sends 0, 1,∞, x respectively to 0, 1,∞, y, and so will imply x = y as required.
For any x we have Vx =
⊕
i,j∈N V
i
j ⊗k Eij with Eij the fibre of E ij at x. Write
Vnx =
⊕
i−j=n V
i
j ⊗k Eij , so that Vx =
⊕
n∈Z Vnx . Then µx : V ⊗k Vx → Vx
restricts to an M -homomorphism
µnx : V ⊗k Vnx → Vn+1x
for each n. Further µnx is an epimorphism for n ≥ −1 because its composite with
each projection Vn+1x → V ij ⊗k Eij is an epimorphism by (C.8), and the V ij with
i− j = n+ 1 are pairwise non-M -isomorphic by (i) of Lemma C.3. Since µnx = 0
for n < −1, it follows that the image of µ(n)x : V ⊗n ⊗k Vx → Vx is
⊕
m≥n−1 Vmx .
Hence Grnµx Vx = Vn−1x , and V ⊗k Grnµx Vx → Grn+1µx Vx induced by µx coincides
with µn−1x . Thus any isomorphism θ : (Vx, µx) → (Vy, µy) induces on passage to
the associated graded an isomorphism
θn : Vnx → Vny
for each n such that the diagram
(C.9)
V ⊗k Vnx
µnx−−−−→ Vn+1xyV⊗θn yθn+1
V ⊗k Vny
µny−−−−→ Vn+1y
commutes. Since for each n the V ij with i− j = n are pairwise non-M -isomorphic
by (i) of Lemma C.3, there are k-isomorphisms θij : Eij → Eij such that
θn = V ij ⊗k θij .
From (C.9) it then follows that
rij ⊗ (θi+1j (f ij)x) = rij ⊗ ((f ij)yθij)
sij ⊗ (θij(gij)x) = sij ⊗ ((gij)yθij+1)
for i, j ≥ 0. Since the rij and sij are non-zero,
θi+1j (f
i
j)x = (f
i
j)yθ
i
j
θij(g
i
j)x = (g
i
j)yθ
i
j+1,
so the θij give an isomorphism between the fibres of (C.8) at x and y.
Finally suppose III holds. In the notation of Lemma C.1, choose τ ∈ P such that
τ + λ ∈ P and τ + λ /∈ Λ for λ ∈ Λ. Then V ⊗k Vτ ≃
⊕
λ∈Λ V
m(λ)
τ+λ . Choose
by Lemma C.2 distinct non-zero elements λ1, λ2, λ3, λ4 of Λ, and write V0 = Vτ
and Vj = Vτ+λj , j = 1, 2, 3, 4. The Vi, i = 0, 1, 2, 3, 4 are then pairwise non-
isomorphic irreducible representations of M , and Vj is a direct summand of V ⊗kV0
for j = 1, 2, 3, 4. Let rj : V ⊗k V0 → Vj be a non-zero M -homomorphism for
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j = 1, 2, 3, 4. With A1 = Spec(k[t]), set E0 = O2A1 , Ej = OA1 for j = 1, 2, 3, 4,
and define fj : Ej → E0 for j = 1, 2, 3, 4 by f1 = (1, 0), f2 = (−1, 1), f3 = (0, 1),
f4 = (1,−t). Now set V =
⊕4
i=0 Vi⊗kEi and let µ : V ⊗kV → V have component
V ⊗k Vi ⊗ Ei → Vi′ ⊗ Ei′
given by rj ⊗ fj when i = 0, i′ = j and j = 1, 2, 3, 4, with all other components 0.
Then µ(2) = 0 so (V, µ) is a representation of H over A1.
Suppose that θ : Vx → Vy is an isomorphism between the fibres (Vx, µx) and
(Vy, µy) at x and y. Since Vx =
⊕4
i=0 Vi⊗kEi withEi the fibre of Ei at x, and since
the Vi are pairwise non-M -isomorphic, we have θ =
⊕4
i=0 Vi⊗θi for isomorphisms
θi : Ei → Ei. Compatibility of θ with µx and µy then shows that for j = 1, 2, 3, 4
rj ⊗ (θj(fj)x) = rj ⊗ ((fj)yθ0)
whence
θj(fj)x = (fj)yθ0
since rj 6= 0. Thus the θi give an isomorphism k2 = E0 ≃ E0 = k2 which sends
Ker(fj)x to Ker(fj)y for j = 1, 2, 3, 4, and hence an isomorphism P1 ≃ P1 which
sends 0, 1,∞, x respectively to 0, 1,∞, y. Thus x = y as required. 
Lemma C.5. Let H be an affine k-group with prounipotent radical U of dimension
≤ 1. Then there exists a k-homomorphism H → GL(2) with restriction to U an
embedding. If g is such a k-homomorphism and p : H → H/U is the projection
then every indecomposable representation of H is isomorphic to g∗V ⊗k p∗W for
some representation V of GL(2) and W of H/U .
Proof. We may suppose that U is of dimension 1. Then M = H/U acts on U as a
character χ. Taking a Levi decomposition of H and identifying U with Ga we may
suppose H = Ga⋊χM . The restriction to U of the k-homomorphism H → GL(2)
defined by
am 7→
(
χ(m) a
0 1
)
for points a of Ga and m of M is then an embedding.
A representation of H on a k-vector space E is a representation of M on E to-
gether with an M -homomorphism E ⊗k χ → E such that E ⊗k χr → E induced
by iteration is 0 for r large. Equivalently, a representation of H on E is a represen-
tation of M on E together with a structure of module on E over the polynomial
ring k[n] such that n acts nilpotently and mne = χ(m)nme for each k-algebra k′,
m ∈M(k′) and e ∈ E ⊗k k′.
If D is the standard 2-dimensional representation of GL(2), then the kernel of
g∗D → g∗D defined by the action of n is 1-dimensional and stable under M . Let
d0 6= 0 be an element of a 1-dimensional M -stable subspace of g∗D complementary
to this kernel. Then d1 = nd0 6= 0, nd1 = 0, and md0 = χ0(m)d1, md1 =
χ(m)χ0(m)d1 for points m of M and some character χ0 of M . Thus if V is the
rth symmetric power of D, there is a basis v0, . . . , vr of g∗V for which mvi =
χi(m)χr0(m)vi and nvi = vi+1 if i < r and nvr = 0.
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Now let E be a representation of H . LetE0 be an M -subrepresentation of E, and
suppose that nr+1E = 0. Then if W = E0 ⊗ χ−r0 , the assignment vi ⊗ w 7→ niw
defines an H-homomorphism ϕ : g∗V ⊗k p∗W → E. For the second statement, it
will thus suffice to show that if E is H-indecomposable, and if r and E0 are chosen
so that nrE 6= 0, nr+1E = 0, and E0 ⊕ nE = E, then ϕ is an isomorphism, i.e.
each e ∈ E has a unique decomposition
(C.10) e = e0 + ne1 + · · · + nrer
with ei ∈ E0 for i = 0, . . . , r. In fact from E0 ⊕ nE = E it follows inductively
that E = E0 + · · · + niE0 + ni+1E so taking i = r shows that each e ∈ E has
a decomposition (C.10). To prove the uniqueness, write E′′ for the kernel of nr
restricted to E0 and let E′ be an M -subspace of E0 such that E0 = E′ ⊕E′′. Since
nrE 6= 0 we have E′ 6= 0. If e′ =∑ri=0 nie′i and e′′ =∑ri=0 nie′′i with e′i ∈ E′ and
e′′i ∈ E′′, then e′ = e′′ implies e′i = 0 for i = 0, 1, . . . , r, as is seen by induction
on i : given that e′0 = e′1 = · · · = e′i−1 = 0, from nr−ie′ = nr−ie′′ we have
nre′i = n
re′′i = 0 whence e′i = 0. Thus k[n]E′ ∩ k[n]E′′ = 0 and E = k[n]E0 =
k[n]E′ ⊕ k[n]E′′. Since E is H-indecomposable and k[n]E′ and k[n]E′′ are H-
subspaces of E, we have E′′ = 0 and E′ = E0, whence the required uniqueness
since e′ = 0 implies e′i = 0 for i = 0, 1, . . . , r. 
Lemma C.6. Let H be an affine k-group, let k′ be an extension of k, and let V ′ be
a representation of H over k′.
(i) If H is proreductive then V ′ is a direct summand of some V ⊗k k′.
(ii) If k′ is algebraic over k then V ′ is a direct summand of some V ⊗k k′.
(iii) If k is algebraically closed and V ′ is a direct summand of V ⊗k k′, then
V ′ ≃ V0 ⊗k k′ for some direct summand V0 of V .
Proof. There is a canonical epimorphism
(C.11) V ′ ⊗k k′ → V ′ → 0
of (not necessarily finite dimensional) H-representations over k′. Since V ′ is finite-
dimensional over k′ there is a finite dimensional H-subrepresentation V of V ′ over
k such that the restriction of (C.11) to V ⊗k k′ is an epimorphism. If H is reductive,
V ′ is a direct summand of V ⊗k k′, whence (i). To prove (ii) we may suppose k′
finite over k. Then V ′ is finite dimensional over k and there is a canonical splitting of
(C.11), defined using the trace from k′ to k. For (iii), note that ifA = EndH(V ), any
idempotent e in A ⊗k k′ is conjugate to one in A. Indeed e generates a semisimple
k′-subalgebra of A ⊗k k′ and so some conjugate lies in the extension to k′ of a
maximal semisimple subalgebra ofA. With k algebraically closed, it is then obvious
that some conjugate lies in A. 
Theorem C.1. If H is an affine k-group the following conditions are equivalent :
(a) the prounipotent radical of H is of dimension ≤ 1 ;
(b) for every k-scheme S of finite type and family V of representations of H over
S, there is a finite extension k′ of k and a stratification of Sk′ by locally closed
subschemes such that the family Vk′ of representations of Hk′ over Sk′ is constant
along each stratum ;
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(c) for every k-scheme S of finite type and family V of representations of H over
S, the set of H-isomorphism classes of the fibres of V at k-points of S is finite ;
(d) for every family V representations of H over A1 there exists a representation
V of H over k such that Vx ≃ V for an infinite set of x ∈ A1(k).
Proof. (a) =⇒ (b) : We may suppose that k is algebraically closed. It is enough
to show then that, assuming the prounipotent radical U of H is of dimension ≤ 1,
each representation V of H over a non-empty reduced and irreducible k-scheme S
of finite type is constant along some non-empty open subscheme of S. Let V1 be
the generic fibre of V . If K = GL(2) × M/U and k′ is the function field of S
there is by Lemma C.5 a k-homomorphism f : H → K such that V1 ≃ f∗k′V ′ for
some representation V ′ of Kk′ . Further V ′ ≃ V ⊗k k′ for some representation V of
K by (i) and (iii) of Lemma C.6, so there is an H-isomorphism V1 ≃ f∗V ⊗k k′.
This extends to an H-isomorphism of V with the constant family f∗V along some
non-empty open subscheme of S.
(b) =⇒ (c) : It is enough to note that representations V and W of H which
become isomorphic over k′ are themselves isomorphic, because the determinant is
then not identically zero on HomH(V,W ).
(c) =⇒ (d) is immediate.
(d) =⇒ (a) : Call the fibres of a representation V of H over A1 almost distinct
if for each representation V of H over k we have Vx ≃ V for only a finite set
of x ∈ A1(k). The fibres of V are almost distinct provided that those of the rep-
resentation obtained from V by either extension of scalars, pullback along some
H ′ → H , or passage to a direct summand, are almost distinct. This is immediate
in the first two cases and in the case of direct summands follows from the fact that
by Krull–Schmidt any Vx has only a finite set of pairwise non-H-isomorphic direct
summands. Now suppose that (a) does not hold. Then we show that there exists a
V whose fibres are almost distinct, so that (d) does not hold. To do this we may
suppose by passing to a quotient that H is of finite type.
Consider first the case where k is algebraically closed. If H0 is the connected
component of H there is then by Lemma C.4 a representation V0 of H0 over A1
with almost distinct fibres. Since V0 is a direct H0-summand of the induced H-
representation IndHH0 V0, the fibres of IndHH0 V0 are almost distinct.
For arbitrary k, with algebraic closure k¯, there is thus a representation V¯ of H
over A1
k¯
with almost distinct fibres. We have V¯ = V ′⊗k′ k¯ for some finite extension
k′ of k and H-representation V ′ over Ak′ . If p : A1k′ → A1 is the projection and
we write V = p∗V ′ then V ′ is a direct H-summand of V ⊗k k′ = p∗p∗V ′. The fibres
of V ′ and hence V are thus almost distinct. 
Theorem C.2. Let H be an affine k-group and let k′ be an extension of k. Then
every representation of H over k′ is a direct summand of a representation defined
over k if and only if either k′ is algebraic over k or the prounipotent radical of H
has dimension ≤ 1.
Proof. If k′ is algebraic over k then each representation V ′ of H over k′ is a direct
summand of some V ⊗k k′ by Lemma C.6(ii). Suppose that the prounipotent radical
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U of H has dimension ≤ 1. If K = GL(2)×M/U there is then by Lemma C.5 a k-
homomorphism f : H → K such that any representation V ′ ofHk′ is isomorphic to
f∗k′W
′ for some representation W ′ of Kk′ . Then W ′ is a direct summand of W⊗kk′
for some representation W of K by Lemma C.6(i), so V ′ is a direct summand of
f∗W ⊗k k′.
For the converse, suppose that k′ is transcendental over k and that the prounipo-
tent radical of H has dimension > 1. Then by the equivalence of (a) and (d) of
Theorem C.1, there is a representation V of H over A1 with an infinite set of pair-
wise non-isomorphic fibres at k-points of A1. Choose an embedding of k(t) in k′,
and let V1 be the generic fibre of V . We show that V1⊗k(t)k′ is not a direct summand
of any V ⊗k k′. In fact suppose the contrary. Then for some V the identity of V1 lies
in the image of the composition homomorphism
HomH,k(t)(V ⊗k k(t), V1)⊗k(t) HomH,k(t)(V1, V ⊗k k(t))→ EndH,k(t) V1,
since this is so after extending scalars from k(t) to k′. Thus for some n there are
H-homomorphisms ri : V ⊗k k(t) → V1, si : V1 → V ⊗k k(t), i = 1, . . . , n over
k(t) such that r1s1 + · · · + rnsn = 1V1 . This implies that V1 is a direct summand
of V n ⊗k k(t). Thus V is a direct summand of the constant family V n along some
non-empty open subscheme of A1. By Krull–Schmidt this contradicts the fact that
V has an infinite set of pairwise non-isomorphic fibres. 
C.2. Application to proreductive envelopes. In connection with proreductive en-
velopes it will be convenient to use the following terminology. Let f : H → K be
a k-homomorphism from an affine k-group to a proreductive k-group. Call f uni-
versal if each k-homomorphism H → K ′ to a proreductive K ′ factors, uniquely
up to conjugation by a k-point of K ′, through f . Equivalently, f is universal if its
conjugacy class is the embedding of H into its proreductive envelope. The´ore`me
19.3.1 states that for each H there exists a universal f . Call f minimal if f factors
through no proper proreductive subgroup of K . If L is proreductive, h : H → L is
universal, and f = lh, then f is universal if and only if l is an isomorphism and f
is minimal if and only if l is faithfully flat.
By considering k-homomorphisms to general linear groups it can be seen that
if f is universal then f∗ induces a bijection on isomorphism classes of objects
(Proposition 19.3.4). We note also the following fact, which generalises a result
due to Kostant [33, Theorem 3.6]. If f is universal, then any k-homomorphism
h : H → K ′ to a proreductive K ′ factors through f uniquely up to conjugation by
a unique k-point of the prounipotent radical RuCK ′(h) of the centraliser CK ′(h) of
h. Equivalently, if h = lf then CK ′(l) is a Levi subgroup of CK ′(h), i.e. CK ′(h)
is the semidirect product of RuCK ′(h) and CK ′(l). To verify this, let L be a Levi
subgroup of CK ′(h). Then h factors through the proreductive subgroup CK ′(L) of
K ′, so by universality of f the conjugate of l by some k-point z of CK ′(h) factors
through CK ′(L). Thus L ⊂ zCK ′(l)z−1 ⊂ CK ′(h) and zCK ′(l)z−1 = L since
CK ′(l) is proreductive.
The main facts required about universal and minimal k-homomorphisms are con-
tained in the following lemma.
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Lemma C.7. Let f : H → K be a k-homomorphism from an affine k-group to a
proreductive k-group. Then
(i) f is universal if and only if f is minimal and each representation of H is a
direct summand of f∗V for some representation V of K .
(ii) If f is minimal then fk′ : Hk′ → Kk′ is minimal for any extension k′ of k.
(iii) If f is universal then fk′ : Hk′ → Kk′ is universal for any algebraic exten-
sion k′ of k.
Proof. Factor f as H g→ L l→ K with L proreductive and g universal. Then g∗
induces a bijection on isomorphism classes of objects, and f is universal (resp.
minimal) if and only if l is an isomorphism (resp. faithfully flat).
Thus f is universal ⇐⇒ f is minimal and l is a closed immersion. Further l is a
closed immersion ⇐⇒ each representation of L is a direct summand of some l∗V
(because L is proreductive) ⇐⇒ each representation of H is a direct summand of
some f∗V . This gives (i).
If W is representation of a k-group G, write mG(W ) for the multiplicity of
the trivial G-representation k in a decomposition of W into G-indecomposables.
Clearly mG(W ) is the rank of the canonical k-homomorphism WG → WG, so it
is preserved by extension of the scalars. Then l is surjective ⇐⇒ l∗ is fully faith-
ful (because L is proreductive) ⇐⇒ dimk HomK(k, V ) = dimk HomL(k, l∗V )
for each representation V of K ⇐⇒ mK(V ) = mL(l∗V ) for each V ⇐⇒
mK(V ) = mH(f
∗V ) for each V ⇐⇒ each V is a direct summand of some V1 for
which mK(V1) = mH(f∗V1) (because mK(V ) ≤ mH(f∗V )). By Lemma C.6(i),
if the last condition is satisfied it is also satisfied with f , H and K replaced by fk′,
Hk′ and Kk′ . This gives (ii).
For (iii) it is enough by (i) and (ii) to show if each representation of H is a direct
summand of some f∗V then each representation of Hk′ is a direct summand of
some f∗k′V
′
. This is clear from Lemma C.6(ii). 
Theorem C.3. Let H be an affine k-group and let k′ be an extension of k. Then the
canonical morphism pRed(Hk′) → pRed(H)k′ is an isomorphism if and only if
either k′ is algebraic over k or the prounipotent radical of H is of dimension ≤ 1.
Proof. Let f : H → K , with K proreductive, be universal. Then pRed(Hk′) →
pRed(H)k′ is an isomorphism ⇐⇒ fk′ is universal ⇐⇒ each representation of Hk′
is a direct summand of some f∗k′W ′ (Lemma C.7)⇐⇒ each representation of Hk′ is
a direct summand of some f∗W ⊗k k′ (Lemma C.6(i)) ⇐⇒ each representation of
Hk′ is a direct summand of some V⊗kk′. The result thus follows from Theorem C.2.

Theorem C.4. Let U be a unipotent k-group of dimension 1, equipped with an
action of the proreductive k-group M . Then
(i) There exists an M -embedding U → SL(2) for some action of M on SL(2).
(ii) If f : U → SL(2) is anM -embedding and h : U → K is anM -homomorphism
with K proreductive, then there is an M -homomorphism l : SL(2) → K , unique
up to conjugation by a k-point of K fixed by M , such that h = lf .
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(iii) If f : U → SL(2) is an M -embedding then (the conjugacy class of) f⋊M :
U ⋊M → SL(2)⋊M is the embedding of U ⋊M into its proreductive envelope.
Proof. By Lemma C.5 there is a k-homomorphism g : U⋊M → GL(2) non-trivial
on U . The restriction of g to U factors through an M -embedding f : U → SL(2),
where M acts on SL(2) through g and the inner action of GL(2). This gives (i).
It will suffice to prove (ii) and (iii) for the f just constructed. Consider first (iii).
Let L be a proreductive subgroup of SL(2)⋊M through which f⋊M factors. Then
L∩SL(2) ⊃ U is reductive since SL(2) is normal in SL(2)⋊M , soL∩SL(2) = L
and L ⊃ SL(2). Also L ⊃ M , so L = SL(2) ⋊M . Thus f ⋊M is minimal. The
projection U ⋊M → M factors through f ⋊M : U ⋊M → SL(2) ⋊M , and g
factors through f ⋊M by construction. Thus (f ⋊M)∗ is essentially surjective by
Lemma C.5, and so universal by Lemma C.7(i).
Given h as in (ii), h⋊M is by universality of f⋊M the composite of f⋊M with
a k-homomorphism SL(2)⋊M → K⋊M , necessarily of the form l⋊M for some
M -homomorphism l. Thus h = lf . If also h = l′f for anM -homomorphism l′, then
l and l′ are by universality of f conjugate by a unique k-point α of the prounipotent
radical of the centraliser of h. This implies that lk′ and l′k′ are conjugate by mα for
any extension k′ of k and m ∈ M(k′). Since M stabilises the centraliser of h and
so the prounipotent radical of this centraliser, M fixes α by uniqueness. 
An affine k-group G will be called finite dimensional if its quotients of finite type
are of bounded dimension. It is equivalent to require that the connected component
of G be an extension of a group of finite type by a proe´tale group.
Lemma C.8. If k is algebraically closed then a connected finite dimensional reduc-
tive k-group has only a finite number of non-isomorphic irreducible representations
of given dimension and determinant.
Proof. The connected semisimple case follows from Weyl’s dimension formula. In
general, a connected finite dimensional reductive group is a quotient of T × G for
some protorus T and connected semisimple G. An irreducible representation of
T ×G of dimension n and determinant χ is the tensor product of an n-dimensional
irreducible representation of G with a 1-dimensional representation of T defined by
a character ψ with ψn = χ. Since there is at most one such ψ, the result follows
from the connected semisimple case. 
Theorem C.5. The proreductive envelope of an affine k-group H is of finite type
over k (resp. finite dimensional) if and only if H is of finite type over k (resp. finite
dimensional) and the prounipotent radical of H is of dimension ≤ 1.
Proof. The “if” is clear by Theorem C.4(iii). Let f : H → K , with K proreductive,
be universal. For the “only if”, it suffices to show that if the prounipotent radical of
H has dimension > 1 then K is not finite dimensional. By Lemma C.7(iii) we may
suppose that k is algebraically closed. If H¯ is a quotient of H and H¯ → K¯, with K¯
proreductive, is universal, then H → H¯ → K¯ is minimal, and so factors through
a faithfully flat K → K¯ . Replacing H by an appropriate H¯ , we may thus further
suppose H to be of finite type (see also Proposition 19.4.7 c)). Let j : H0 → H
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be the embedding of the connected component of H and g : H0 → L, with L
proreductive, be universal, so that fj = lg for some l : L → K . Then l is a
closed immersion. Indeed otherwise some representation of L would not be a direct
summand of any l∗V , whence the same would hold with L and l replaced by H0
and j, since f∗ and g∗ induce bijections on isomorphism classes of objects. But each
representation W of H0 is a direct summand of j∗ IndHH0 W . Replacing H by H0
we may thus suppose H connected (see also Proposition 19.4.7 a)). Then K also is
connected, as is seen by considering k-homomorphisms to finite groups.
By Theorem C.1 there is a family V of representations of H , parametrised by
A1, such that the set of H-isomorphism classes of the fibres Vx for x ∈ A1(k) is
infinite. There thus exists an infinite set S of pairwise non-isomorphic irreducible
representations V of H such that each V ∈ S is a direct summand of some Vx for
x ∈ A1(k). Let T be the radical of a a Levi subgroup of H . The restrictions to
T of the Vx are isomorphic, so among direct summands of the Vx there are only a
finite number of possible T -isomorphism classes. Since the determinant of a rep-
resentation of H is defined uniquely by its restriction to T , it follows that there is
an infinite subset S ′ of S such that each V ∈ S ′ has the same determinant χ. Then
χ = ψ ◦ f for a unique character ψ of K . Each V ∈ S ′ is isomorphic to f∗W for
some representation W of K , and each such W has determinant ψ and dimension at
most that of the fibres of V . Lemma C.8 then shows that K is not finite dimensional.

By a similar argument it can be shown for example that if k is uncountable the
proreductive envelope of an affine k-group with prounipotent radical of dimension
> 1 is not a countable limit of k-groups of finite type.
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