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We examine the many-body localization (MBL) phase transition in one-dimensional quantum
systems with quenched randomness and short-range interactions. Following recent works, we use a
strong-randomness renormalization group (RG) approach where the phase transition is due to the so-
called avalanche instability of the MBL phase. We show that the critical behavior can be determined
analytically within this RG. On a rough qualitative level the RG flow near the critical fixed point is
similar to the Kosterlitz-Thouless (KT) flow as previously shown, but there are important differences
in the critical behavior. Thus we show that this MBL transition is in a new universality class that is
different from KT. The divergence of the correlation length corresponds to critical exponent ν →∞,
but the divergence is weaker than for the KT transition.
I. INTRODUCTION
The many-body localization (MBL) phase transition
is a dynamical quantum phase transition in the en-
tanglement and thermalization properties of highly-
excited quantum many-body systems [1, 2]. The iso-
lated system’s unitary dynamics may be given by a
time-independent Hamiltonian, or by a Floquet opera-
tor due to a Hamiltonian that is periodic in time. This
phase transition is between the thermal phase where the
eigenstates of the system’s dynamics obey the Eigen-
state Thermalization Hypothesis (ETH) [3–6] and thus
are volume-law entangled, and the MBL phase where the
eigenstates do not obey the ETH and are only area-law
entangled. In the thermal phase the system is able to
function as a thermal reservoir and bring its subsystems
to thermal equilibrium at late times via its own unitary
dynamics, while in the MBL phase the system instead
remains localized in a state “near” the initial state. This
can be explained by the existence of an extensive set of
local integrals of motion (LIOMs) in the MBL phase [7–
11], which cannot be formed in the thermal phase. The
details of how these LIOMs delocalize at the transition
are still not well understood, and this is part of why MBL
transitions remain an unsettled topic.
Broadly speaking, investigations of the nature of the
MBL phase transition have been either numerical or
renormalization group studies. The numerical studies
are mostly limited to either rather small one-dimensional
systems or to short time scales. For the models with
quenched randomness, when the eigenstate data are fit
to conventional finite-size scaling for a continuous phase
transition [12–14], the resulting correlation length expo-
nent ν strongly violates the Chayes, et al. inequality
(ν ≥ 2) [15, 16]. This indicates that the system sizes
being studied are too small to see the correct asymptotic
critical behavior, and trends with size consistent with
this have been seen [17]. On the other hand, numeri-
cal finite-size scaling studies of spin systems where the
many-body localization is instead due to a nonrandom
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FIG. 1. The RG flow near the critical point. Flow lines
for the system defined by Eqs. (4) and (6), with
√
y plotted
on the vertical axis because the separatrix is asymptotic to
y = x2 as x→ 0.
quasiperiodic field (and thus not subject to the Chayes,
et al. inequality) may be producing fairly good estimates
of the critical behavior for those systems [17, 18].
There have been a number of renormalization group
(RG) studies of the phase transition in one-dimensional
systems with quenched randomness. Some, like the
present study, assume that the coarse-grained system can
be approximated as consisting of distinct locally thermal-
izing regions and locally insulating regions [19–22], while
others start more microscopically [23–27]. Effectively,
these are all functional RGs, with the probability distri-
butions of the local properties of the system being renor-
malized. In the earlier works the resulting functional RGs
were implemented numerically and essentially fit to stan-
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2dard one-parameter power-law scaling forms [19, 23, 24].
More recently it was argued by Goremykina et al. [21]
and Dumitrescu et al. [27] that the RG flow is actually
Kosterlitz-Thouless-like, with the MBL phase being gov-
erned by a fixed line, and the phase transition being gov-
erned by an unstable fixed point at the end of that fixed
line. They also showed that the numerical results from
the earlier RGs are quite consistent with this scenario,
even though they had been instead fit to one-parameter
scaling. The conventional scaling assumptions used for
exact calculations on small systems are also starting to
be revisited [28, 29]. In Ref. [21], certain approximations
were made to make the RG analytically tractable, and
within those approximations they found that the MBL
transition is in the Kosterlitz-Thouless (KT) universal-
ity class. Subsequent studies put in more of the correct
physics and implemented the RGs numerically, both find-
ing RG flows that are indeed qualitatively KT-like, but
these numerical studies were not able to look in enough
detail at the flows to determine whether or not they differ
in universality class from KT [22, 27]. What we show in
the present paper is that the RG flow near the unstable
critical fixed point can be understood analytically and
it produces a phase transition that differs in universal-
ity class from Kosterlitz-Thouless, even though the RG
flows are qualitatively similar to the KT flows. We thus
propose a new universality class for the MBL transition
in one-dimensional systems with quenched randomness.
Since we work within a certain coarse-grained descrip-
tion, this universality class applies to systems for which
that description is appropriate. Near the critical point,
after coarse-graining to large enough lengthscales, we as-
sume that the system consists of regions that are locally
insulating (I-blocks) or thermalizing (T-blocks), with
most of the system being insulating and the T-blocks be-
ing of random lengths and randomly located in space. We
do know of one class of MBL phase transitions for which
this is not true, namely those where the bare model has
no quenched randomness, such as models with quasiperi-
odicity [18]. It seems that there are two possible sce-
narios where a non-fine-tuned system with short-range-
correlated quenched randomness might have a MBL tran-
sition in a different universality class from the one we
describe: (1) The MBL phase might have some other
instability that causes a transition before the avalanche
instability that we are treating. We are not aware of any
concrete proposal along these lines, although such a pos-
sibility has very recently been suggested in Ref. [30]; (2)
The description of the avalanche instability that we as-
sume, following previous works [22, 31], might need to be
revised in some of its details, and those changes would
have to be relevant to the universal features of the RG
flow in order to change the universality class.
The remainder of this paper is organized as follows. In
Sec. II, we begin by defining two key RG parameters,
which are variations on the ones used in the abovemen-
tioned works. One of these (x) relates to the decay rate
for interactions across insulating regions, and we work
with an approximation of spatially uniform x. The other
(y) relates to the density of thermal regions along the
line. Then we show that a basic assumption about the
least-unlikely way to generate thermal regions of a given
length leads to a simple recursion relation—see Eq. (3)
below—that puts strong constraints on how these param-
eters evolve under the RG. Consequently, any reasonable
functional RG satisfying these assumptions can be ap-
proximated by a specific two-parameter flow—see Eqs.
(4) and (6) below. In Sec. III, we obtain some analytical
results for this proposed RG flow. First, the length scale
for departure from criticality diverges as δ
− log2 log2 δ−10
0 ,
where δ0 is the initial displacement from the separatrix.
Note that the form of this divergence is quite different
from the one seen for the standard KT flow. Evidently,
ν =∞, and thus the Chayes, et al. inequality is satisfied,
so we are able to justify the neglect of spatial variations
in x. We also obtain an expression for the fractal expo-
nent of locally thermal regions in the MBL phase near the
transition (in agreement with Ref. [22]). In Sec. IV, we
show that the recursion relation first introduced in Sec.
II through more general arguments can be derived via
controlled approximations from a particular functional
RG, specifically the one from Ref. [22], by enforcing a
spatially uniform x. In Sec. V, we show how to obtain a
more accurate flow equation by introducing a third pa-
rameter and finding the stable manifold in that expanded
space. In so doing, we confirm the validity of approxi-
mations made earlier in deriving the two-parameter flow.
We finish by providing a summary of our results and some
concluding remarks.
II. A RECURSION FOR T-BLOCK RATES
When considering the MBL phase transition in one
dimension, a real-space RG description has emerged, in
which the line is populated by a collection of T-blocks
(thermalized blocks) of length ≥ Λ, where Λ is a cutoff
length scale. The eigenstates are assumed to be well ther-
malized and volume-law entangled within these T-blocks,
while the regions in between the T-blocks are insulating
for this cutoff. As the cutoff is increased (Λ→ Λ + dΛ),
pairs of adjacent T-blocks satisfying certain proximity
conditions are able to thermalize the insulating region be-
tween them, so they are combined into a longer T-block.
The remaining T-blocks with lengths in [Λ,Λ + dΛ] are
sufficiently isolated so as to be “erased”, i.e., absorbed
into the surrounding insulating regions. As explained in
Ref. [32], if the erasure of T-blocks predominates over
the process of T-block combination in the limit of large
Λ, then the system is in the MBL phase or at the phase
transition. If combination predominates, then the system
is in the thermal phase.
A key insight of recent years has been the avalanche
mechanism [26, 31, 33–37]. The insulating regions are
characterized by a decay length ζ for the exponential de-
cay of interactions with distance. When a T-block is
3erased, thus combining two adjacent insulating regions,
the decay of interactions is interrupted across its former
extent, which leads to a reduction in the characteristic de-
cay rate ζ−1 for the new larger insulating region. When
the decay rate reaches a critical value, ζ−1c , a finite T-
block can thermalize an arbitrarily large insulating re-
gion. Let us choose our unit of length so that ζc = 1, and
then we may let x = ζ−1−1 denote the excess decay over
this critical rate. The parameter x, which characterizes
the insulating regions, is then one of two key RG param-
eters governing the transition [22, 27]. This parameter x
will get renormalized, so more precisely we could denote
it by xΛ to make this cutoff dependence explicit. But
for brevity we will generally leave off the subscript Λ. If
the system is within the MBL phase, x remains strictly
positive, flowing to a nonzero limiting value as Λ → ∞,
while at the phase transition and in the thermal phase x
flows to zero. We will focus on the behavior for x  1,
near the phase transition.
If we consider systems with quenched randomness then
the decay rate will vary from one insulating region to an-
other. Here we will first ignore these variations, making
the approximation of a spatially uniform x. Below we
will revisit the question of whether spatial variations in
x are important, after the critical behavior is determined,
arguing that they are not relevant at the critical point.
The other RG parameters should relate to the density
of T-blocks in space. In the RG at cutoff Λ, adjacent
T-blocks combine if the insulating region between them
is of length Λ/x. This process does not produce corre-
lations between T-blocks other than the implied “hard-
core” condition of a minimum spacing between T-blocks.
Thus if we start with a bare system with quenched ran-
domness and only short-range correlations in the local
properties, at large cutoff Λ it will produce a distribu-
tion of spacings between T-blocks that is exponential,
beyond the minimum-distance condition. This means
that it makes sense to define RΛ as the rate (in space)
of T-block occurrence along the line when the cutoff is
Λ, so that RΛ exp(−RΛw)dw is the probability that the
insulating region between two adjacent T-blocks has its
length in the interval [Λ/x+w,Λ/x+w+dw]. Note that
RΛ does not give the density of T-blocks, since it is the
rate of their occurrence outside of the minimum-distance
constraint, and excluding their own length. This overall
rate RΛ may be broken down into separate rates for each
possible length ` ≥ Λ of the next T-block along the line:
RΛ =
∫ ∞
Λ
rΛ(`)d`. (1)
Thus rΛ(`)d`/RΛ is the probability that the next T-block
has length ∈ [`, `+ d`], and rΛ(`)d` is the rate of occur-
rence of T-blocks in that length range.
Let us now focus on rΛ(Λ). This is the rate for T-blocks
whose length is at the cutoff scale Λ. Having failed to
combine into larger T-blocks, all remaining T-blocks at
the cutoff scale are erased as Λ→ Λ + dΛ. As rΛ(Λ) has
dimensions 1/(length)2, we may define a dimensionless
rate y = yΛ = Λ
2rΛ(Λ). We will use y as the second RG
parameter when we consider two-parameter RG flows or
recursions near the phase transition. (Note that y does
depend on Λ, but usually we will leave off the subscript.)
As we will see, these two parameters provide a useful
way of encapsulating the behavior of the functional RG
for the flow of rΛ(`) and x = xΛ with Λ. This works well,
provided x and y/x are small, which covers the critical
region up to the point at which the RG flows strongly
towards thermalization.
The MBL phase is governed by a fixed line with
rΛ(`) = 0 and thus y = 0, which means the system
is asymptotically all insulating with no T-blocks. This
MBL fixed line is parametrized by x ≥ 0 which is set by
the decay length of the interactions in this insulator. For
x > 0 this fixed line is stable to adding a low enough
density of T-blocks. It becomes unstable at x = 0, so
the MBL phase transition is governed by the fixed point
x = y = 0 at the terminus of the MBL fixed line.
For small x and y, the dominant mode of production
of T-blocks of size Λ/x should be the combination of
component T-blocks of size close to Λ. This is based on
the idea that the most efficient (i.e. least unlikely) way
to create a T-block of a given length is to combine the
smallest possible sub-blocks. In this approximation, we
should have
rΛ(Λ/x) = R
2
Λ. (2)
For the same reason, rΛ(`) should be weakly dependent
on Λ between x` and `, as any such dependence involves
combination of sub-blocks that are larger than the min-
imum size. Thus rΛ(`) ≈ y`/`2 for Λ ≤ ` ≤ Λ/x. We
would like to approximate RΛ ≈ ΛrΛ(Λ). This is valid
if y is a slowly varying function of Λ, since then RΛ can
be approximated by
∫∞
Λ
(yΛ/`
2)d` = yΛ/Λ = ΛrΛ(Λ). It
will turn out that y is indeed slowly varying on the sep-
aratrix of the flow. Near the fixed line, we will see that
y is not slowly varying, but nevertheless the approxima-
tion is not so bad as to spoil our conclusions about the
behavior there. (In Sec. V, we will show how to improve
on this.)
If we insert RΛ = ΛrΛ(Λ) in Eq. (2), we obtain
rΛ(Λ/x) = Λ
2rΛ(Λ)
2. From the weak dependence of rΛ
on Λ, we have rΛ(Λ/x) ≈ rΛ/x(Λ/x), and so we obtain a
recursion for y:
yΛ/x =
(
yΛ
xΛ
)2
. (3)
To complete the picture, we need a flow equation for x.
As explained above, the T-blocks with size ∈ [Λ,Λ + dΛ]
are erased with the increment Λ → Λ + dΛ. Since in-
teractions do not decay across these regions of size Λ,
and they occur at rate rΛ(Λ)dΛ, the decay rate of inter-
actions, 1 + x, gets reduced by −ΛrΛ(Λ)dΛ due to this
increment. Changing to “RG time” t = log Λ and con-
verting the resulting factor of Λ2rΛ(Λ) to y, we obtain
4the flow of x:
dx
dt
= −y, (4)
otherwise known as the rule of halted decay [26].
We have seen that the recursion/flow given by Eqs. (3)
and (4) follows from some general arguments based on
the dominant mode of creation of T-blocks of a given
length and an assumption of uniform x. Analysis of the
recursion will provide a quick route to an understanding
of the behavior of the full RG for the rate function rΛ(`).
III. CRITICAL BEHAVIOR
It should be clear from Eq. (3) that the separatrix is
asymptotic to the curve y = x2. If we start with a point
on the curve y = x2+δ, then for small enough x, the image
is essentially on the curve y = x2+2δ (the change in x
from dx/dt = −y being negligible over a ∆t = log x−1).
To understand the flow along the separatrix, observe
that substituting y = x2 in Eq. (4) leads to dx/dt = −x2,
which has solution x = t−1, and hence y ≈ x2 = t−2.
Recall that t = log Λ. Note that y ≈ 1/(log Λ)2 is indeed
a slowly varying function of Λ; this verifies one of the
assumptions made in deriving Eq. (3).
In order to examine the rate of departure from the
separatrix during the RG recursion/flow, we may con-
sider as above the evolution of δ = (log y)/(log x) − 2.
We have, in essence, an exponential rate of departure
from the separatrix with respect to the number, n, of
recursion steps. So if we start at a small departure δ0,
then n = log2 δ
−1
0 steps are required until δ = O(1).
Let T denote the RG time required for those n steps.
Progress along the separatrix has a logarithmic slow-
down, i.e., RG time steps in the recursion are of size
log x−1 ≈ log t near the separatrix, so ∆T/∆n = log T ,
and hence n ≈ ∫ T
2
dt/ log t = Li(T ) ≈ T/ log T . Thus
T ≈ n log n+ n log log T , and dropping the subdominant
second term, we obtain T ≈ (log2 δ−10 ) log log2 δ−10 , which
leads to a diverging length
Λ = eT = δ
− log2 log2 δ−10
0 . (5)
This evidently diverges faster than any power of δ0, so
we have in effect ν = ∞. Thus the Chayes, et al. in-
equality ν ≥ 2 is satisfied [15, 16, 38]. In essence, this is
telling us that fluctuations of size Λ−1/2 in x are small in
comparison to the initial displacement δ0 = Λ
−1/ν that
is needed to depart the vicinity of the separatrix at scale
Λ. In this way, we can justify the neglect of fluctuations
in x in the derivation of these equations.
It is noteworthy that in a finite-size system where
Λ cannot be larger than the physical size of the sys-
tem, we can obtain an expression for the effective
system-size-dependent ν(Λ): First we identify ν(Λ) =
(log Λ)/(log δ−10 ) = T/(n log 2), then using n ≈ T/ log T ,
this becomes ν(Λ) ≈ log2 T = log2 log Λ. This implies
that ν(Λ) is an extremely slowly increasing function of
Λ. For example, ν(106) ≈ 3 (here we use Li(T ) for n in-
stead of T/ log T ). Therefore, direct finite-size numerical
approaches will not be able to access the asymptotic crit-
icality that we study in this work. But ν(Λ) is consistent
with previous numerical studies of the MBL transition in
approximate RG models, in which ν ≈ 3 was consistently
found [19, 23–25].
For comparison, the usual KT flow also exhibits log-
arithmic slowdown and ν = ∞; however in that case
progress is slow both along the separatrix and orthogonal
to it. Here we still have what is essentially exponential
divergence from the separatrix, but it proceeds through
the logarithmically-slowed RG time that is dictated by
the separatrix flow. Consequently the form of the diver-
gence of Λ as δ0 → 0 given by Eq. (5) is very different
from the standard KT picture.
This unusual combination of slow and fast modes leads
to another important feature of this universality class:
extreme narrowness of the critical window. This can be
quantified by xf , the final value of x on the MBL fixed
line that follows from an initial displacement δ0 > 0.
Since the flow of x effectively freezes once δ = O(1) (the
system is decidedly in the MBL phase), and x(t) ≈ 1/t on
the separatrix, we can infer from Eq. (5) that xf is ap-
proximately given by 1/T = [(log δ−10 ) log2 log2 δ
−1
0 ]
−1.
Consequently, the window width is given by δ0(xf ) ≈
exp[−1/(xf log2 x−1f )]; compare with δ0 ≈ x2f for the
standard KT flow. This indicates how finely-tuned the
initial condition needs to be to keep the system critical
down to x ∼ xf .
While the critical behavior can be seen directly from
Eqs. (3) and (4), it is instructive to derive an equivalent
continuous flow. The natural way to do this is to replace
Eq. (3) with
dy
dt
= −(log 2)yδ = −(log 2)y
(
log y
log x
− 2
)
. (6)
From this, we see that the separatrix is still asymptotic
to the curve y = x2, and x ∼ 1/t, y ∼ 1/t2 still holds.
We compute that dδ/dt ≈ δ(log 2)/(log x−1) (as before,
the contribution from the flow of x is negligible). As in
the case of the recursion, we have that δ → 2δ when
t → t + log x−1. From this, we may derive the same
behavior of the diverging length shown in Eq. (5) as one
approaches the MBL transition. See Fig. 1 for a stream
plot of the RG flow given by Eqs. (4) and (6).
Near the x-axis, well below the separatrix, we see that
for both discrete and continuous equations, y exhibits
super-exponential decay, and so x effectively freezes. In
terms of z = log y Eq. (3) becomes
z(Λ/x) = 2z(Λ)− 2 log x, (7)
and so for |z|  |log x|, we have that
z(Λ) ≈ −2logx−1 Λ = −2log Λ/ log x−1 = −Λlog 2/ log x−1 .
(8)
5This corresponds to y = exp(−Λξ), with ξ, the fractal
dimension, equal to (log 2)/(log x−1). This agrees with
the result of Ref. [22] in the limit x  1 that we have
been considering. Note that ξ tends to zero as one tends
towards the transition at x = 0.
The continuous equation has identical behavior near
the x-axis. Rewriting Eq. (6) in terms of z, we have that
dz
dt
= (log 2)
(
z
log x−1
− 2
)
. (9)
For large negative z, we may neglect the 2 in Eq. (9),
and the resulting exponential growth reproduces Eq. (8)
after replacing t with log Λ.
Above the separatrix, it is evident that once δ is O(1),
both the recursion and the flow leave, in finite RG time,
the regime of their validity (that is, x and y/x small). We
presume, then, that within a finite RG time, the majority
of space will be covered by T-blocks, and the system is
decidedly approaching complete thermalization.
Recall that rΛ(`) ≈ r`(`) for Λ ≤ ` ≤ Λ/x (see also
Eq. (16) below). This means that any solution (x(t), y(t))
to the flow determines r`(`) = y`/`
2 as the (unnormal-
ized) distribution of T-block sizes in [Λ,Λ/x] when the
cutoff is Λ. We assumed from the beginning that this
distribution is dominated by ` near Λ, and this is ev-
idently true on the separatrix (where y` ∼ 1/(log `)2)
and below (where y` decreases more rapidly). We see
that the critical theory exhibits a 1/`2 distribution, with
a logarithmic correction. This is consistent with all of
the previous RGs, which found a distribution of T-block
sizes approaching a power law ∝ `−α at criticality, with
α & 2 [21, 22, 27]. Noting that x−1Λ ≈ t = log Λ, we see
that the average size of T-blocks for the critical theory
at cutoff Λ is approximately
R−1Λ
∫ Λ/x
Λ
`r`(`)d` = R
−1
Λ
∫ Λ/x
Λ
d`
`(log `)2
(10)
≈ R−1Λ
log x−1
(log Λ)2
≈ R−1Λ
log log Λ
(log Λ)2
.
Recalling that RΛ ≈ yΛ/Λ, the average size of I-blocks is
Λ/x+R−1Λ = R
−1
Λ (y/x+ 1) ≈ R−1Λ . Thus for the critical
theory the fraction of the system in T-blocks decreases
as (log log Λ)/(log Λ)2.
IV. A CONCRETE RG AND ITS FLOW
EQUATIONS
In this section we introduce the RG of Ref. [22], which
was, in turn, a modification of the RGs of Refs. [20, 21],
and modify it so as to work in the approximation of spa-
tially uniform x within the insulating regions. The result-
ing flow equations for x and rΛ(`) can be written down
exactly. We examine these under the assumption that x
and y/x are small, and show that our fundamental re-
cursion relation Eq. (2) follows. For definiteness, let us
assume that y ≤ x3/2.
Following Ref. [22], the line is divided into a sequence
of alternating T-blocks (thermalized blocks) and I-blocks
(insulating blocks). At a given RG cutoff length scale Λ,
the T-blocks have lengths ` ≥ Λ. The I-blocks are char-
acterized by two lengths, the physical length ` and the
“deficit” d. The latter can be interpreted as the length
of the shortest T-block that can, by itself, thermalize
that I-block. At this point the parameter x, which de-
scribes how close an I-block is to the avalanche instabil-
ity [26, 31, 33, 34], is given by x = d/` and varies from
one I-block to another. When the cutoff is Λ, all I-blocks
have deficit d ≥ Λ and physical length ` ≥ Λ/x. As the
cutoff is raised from Λ to Λ +dΛ, all T-blocks with ` and
I-blocks with d in that range are “erased” or absorbed,
along with the two adjacent blocks, into a single new
block whose physical length is the sum of the individual
physical lengths. These “moves” are either TIT→T or
ITI→I. In the latter case, one sets dnew = d1 − Λ + d2,
where d1 and d2 are the deficits of the two I-blocks.
From this starting point, we modify the RG to have
the same x across all I-blocks, or equivalently, the same
decay length ζ. The order of moves is as described above:
when the cutoff length is Λ, TIT→T moves happen when
the middle block has d = Λ (i.e., ` = Λ/x), and ITI→I
moves happen when the middle block has ` = Λ. The
TIT→T moves do not change the global x, since they do
not make new I-blocks, but the ITI→I moves do. When
an ITI→I move happens, the new I-block is first gener-
ated as defined above. But that I-block then has a new
value of d/` that is different from the global value of x, so
we “average” over all I-blocks to compute a new global x
and use that to reset the deficit d of all I-blocks to d = x`.
This ensures the total length of the system is preserved.
When the RG length cutoff is Λ, TIT→T moves gener-
ate T-blocks of size > (2 + x−1)Λ ≈ Λ/x and the ITI→I
moves generate I-blocks of size > (2x−1 + 1)Λ ≈ 2Λ/x.
Both types of moves are capturing processes at physical
time exp(cΛ/x) for some order-one constant c, because
they are both associated with an avalanche running for a
distance Λ/x (either across the I-block as an I-block ther-
malizes or into I-blocks as a T-block localizes). Interblock
correlations are not generated by these RG rules because
the order of moves is determined only by the properties
of the middle blocks in any candidate move.
In the context of this RG, one may define as in Sec. II
the rate functions rΛ(`) and RΛ =
∫∞
Λ
rΛ(`)d`. In terms
of these quantities, the exact flow equations are as fol-
lows:
6dx
dΛ
= −ΛrΛ(Λ)(1 + x)
1 + ΛRΛ/x
(11)
drΛ(L)
dΛ
=
1
x
(
dx
dΛ
−RΛ
)
rΛ(L) +
1
x
Θ(L− [2 + x−1]Λ)
∫ L−(1+x−1)Λ
Λ
d`rΛ(`)rΛ(L− `− Λ/x). (12)
See Appendix A for details.
Recall that y ≡ Λ2rΛ(Λ) is the dimensionless version of
the rate at the cutoff length, ` = Λ. As in Sec. II, it may
be convenient to switch out RΛ for ΛrΛ(Λ). As these two
quantities behave similarly, let us define a “correction
factor” a = ΛrΛ(Λ)/RΛ. Then ΛRΛ = Λ
2rΛ(Λ)/a =
y/a. If we insert this into Eq. (11) and switch to t =
log Λ, we obtain
dx
dt
= − y(1 + x)
1 + y/(ax)
. (13)
This makes it clear that for x and y/x small, Eq. (13)
becomes dx/dt = −y, as claimed earlier in Eq. (4). (We
will see in the next section that a stays away from 0
as long as x and y/x are small; also a ≈ 1 along the
separatrix.)
The main contribution in Eq. (12) should be the final
term, which represents TIT→T moves producing new T-
blocks of length L. The first term gives small contribu-
tions from implicit dependence on x in rΛ(L), and from
T-blocks of length L absorbed into larger T-blocks in
TIT→T moves.
We may obtain an expression for rΛ(L) at L = (2 +
x−1)Λ by integrating Eq. (12) dΛ′ from xΛ to Λ, say.
The lower limit does not matter much because for such
L the initial condition is negligible. (In general, we ex-
pect that rΛ(`) should decay exponentially for ` > Λ/x,
with a decay length ≤ Λ/x. This is based on the prin-
ciple that the least-unlikely way to produce a T-block
with a given length is to join up T-blocks near the cutoff
scale Λ, separated by I-blocks of size Λ/x. In the case at
hand, rxΛ(`) should have a decay length ≤ Λ, so rxΛ(L)
is suppressed by a factor e−1/x.) Therefore, let us ignore
the initial condition and write
rΛ(L) =
∫ Λ
xΛ
dΛ′
[
1
x
(
− y
Λ′
− y
aΛ′
)
rΛ′(L)+
1
x
∫ L−(1+x−1)Λ′
Λ′
d`rΛ′(`)rΛ′(L− `− Λ′/x)
]
.
(14)
Here we used dx/dΛ = (1/Λ)dx/dt = −y/Λ and
switched out RΛ for y and a as described above. The
Θ-function is 1 for the L we are considering (L =
[2 + x−1]Λ). We claim the second term is approximately
R2Λ = [y/(aΛ)]
2, and the first term is much smaller than
this.
In the second term, we change variables, letting `′ =
L− `− Λ′/x. Then dΛ′ = xd`′, which cancels the factor
1/x, leaving the following:∫
d`′d`rΛ′(`)rΛ′(`′). (15)
Here Λ′ = x(L − ` − `′) = Λ + x(2Λ − ` − `′) is now a
function of `, `′. This looks a lot like R2Λ, because at least
on the domain {`, `′ ≥ Λ}, weak dependence of rΛ(`) on
Λ—see Eq. (16) below—allows us to replace Λ′ with Λ
in Eq. (15). For the same reason, rΛ(`) ≈ r`(`) = y`/`2,
so from the 1/`2 decay and/or from the decay of y`, it
is clear that Eq. (15) is dominated by `, `′ near Λ (and
consequently |Λ′ − Λ| ∼ xΛ). Understanding the full
domain for `, `′ is a little more complicated, but we show
in Appendix B that Eq. (15) is equal to R2Λ, up to terms
that are negligible for x and y/x small. This shows in
detail how T-blocks of size Λ/x are mainly formed from
sub-blocks of size around Λ, as claimed in the heuristic
argument for Eq. (2).
Let us return to the first term in Eq. (14). It represents
the depletion of T-blocks that have previously been pro-
duced by the second term. For a crude estimate, we can
apply this decay to the entire second term (even though,
as we have seen, the second term is largely produced by
Λ′ in a window of size ∼ xΛ in front of Λ). Writing
s = log Λ′, dΛ′/Λ′ = ds, we see that the decay occurs
over a range of s of size log x−1, so the decay factor is
exp
[− ∫ ds(y/x)] ≈ 1 − O(y/x) log x−1. Thus the first
term is bounded by O[(y/x) log x−1]R2Λ; recall that by
assumption y/x ≤ x1/2.
A similar analysis may be performed to determine the
fate of the T-blocks after their production at Λ′ ≈ Λ.
Note that from Eq. (12), it is clear that for L = (2+x−1)Λ
(as we have been considering) the Θ-function implies that
there is no further production for Λ′ > Λ. Thus we may
obtain rL(L) by again applying the decay over a range
of s of size log x−1, which again results in a drop of size
O[(y/x) log x−1]R2Λ, so rΛ(L) is almost independent of Λ
for Λ ∈ [xL,L]. Thus
rΛ(L) = rL(L)(1−O[(y/x) log x−1]). (16)
This statement gives a quantitative version of the approx-
imation rΛ(Λ/x) ≈ rΛ/x(Λ/x), which was used to convert
Eq. (2) into the key recursion Eq. (3) for yΛ ≡ Λ2rΛ(Λ).
In conclusion, we have the approximate relationship
rΛ([2 + x
−1]Λ) = R2Λ, and then to the level of approx-
imation that we have been working with, this can be
replaced with
rΛ(Λ/x) = R
2
Λ, (17)
7which is Eq. (2). We may switch out RΛ = ΛrΛ(Λ)/a
and rΛ(Λ/x) ≈ rΛ/x(Λ/x), to turn this into
rΛ/x(Λ/x) = rΛ(Λ)(Λ/a)
2. (18)
This may be expressed in terms of y:
yΛ/x =
(
yΛ
aΛxΛ
)2
. (19)
However, this recursion still depends on the parameter
a, which was set to 1 as a working hypothesis in Sec. II.
The behavior of a will be addressed in the next section.
V. A MORE ACCURATE FLOW
In this section we will be using t = log Λ as the RG
parameter, so let us use R(t) instead of the previous
RΛ. The rate function rΛ(`) is for T-blocks in the range
[`, ` + d`], but in terms of s = log `, the corresponding
rate with respect to ds is `rΛ(`). At the lower edge, this
is ΛrΛ(Λ) = y/Λ, and we will denote this by p(t) ≡ ye−t.
We will use the approximate relation R′(t) ≈ −p(t),
where the prime denotes a derivative with respect to t.
This is essentially the fundamental theorem of calculus
[see Eq. (1)], except that rΛ(Λ) depends on Λ also in the
subscript (the RG scale); however, as explained at the
end of Sec. IV, that dependence is weak, with the error
down by a factor of y/x. (The dependence represents
loss of weight in the distribution due to TIT moves—in
the regimes we consider these are much rarer than ITI
moves, which occur at rate p(t).) Recall that a was de-
fined as ΛrΛ(Λ)/RΛ, so in the new variables it is written
as a(t) = p(t)/R(t) ≈ −R′(t)/R(t) = (− logR)′. Thus
in this approximation a(t) is the instantaneous rate of
exponential decay of R(t).
Recall that in solving the recursion, we assumed that
a = 1 and found that on the separatrix, x ∼ t−1, y ∼ t−2,
and hence p(t) = t−2e−t. Its negative antiderivative is
p(t)[1−2/t+O(t−2)]; and since R′ = −p(t)[1+O(y/x)] =
−p(t)[1+O(t−1)], we should likewise have R(t) = p(t)[1+
O(t−1)]. Hence a(t) = 1 + O(t−1), which is consistent
with our original choice for a.
Near the x-axis, we found that y(t) behaves like
exp(−eξt), with ξ = (log 2)/(log x−1). This is also the
leading behavior of R(t), so a(t) ≈ −R′/R = ξeξt. Hence
log a is essentially ξt, and then based on Eq. (19) the re-
cursion for z becomes
z(t+ log x−1) = 2z(t) + 2 log x−1 − 2ξt. (20)
It should be clear that the rate of exponential growth of
z = log y is still ξ, i.e., limt→∞ t−1 log(−z) = ξ.
While the original assumption a = 1 was sufficient to
determine our main conclusions about the critical behav-
ior, it will be useful to develop a systematic way of rein-
troducing a into the flow. The following flow equation
accomplishes this goal:
dy
dt
= −(log 2)y
(
log y
log x
− 2− 2 log a(x, y)
log x
)
. (21)
Here a(x, y) is the solution to the following equation:
a− 1 = (log 2)
(
log y
log x
− 2− 2 log a
log x
)
. (22)
As the right-hand side involves only log a, a recursive
solution to Eq. (22) will converge very rapidly.
In order to obtain Eq. (22), let us approximate a as
−p′/p instead of −R′/R. This is reasonable, because we
can expect that (p′/p)/(R′/R) = RR′′/R′2 is close to 1.
Thus we may put
a(t) ≈ −p′/p = (− log p)′ (23)
= (− log ye−t)′ = (− log y)′ + 1.
As a check on the separatrix, put R equal to the an-
tiderivative of p, and then the ratio RR′′/R′2 = 1 +
O(t−2). (The approximation is good more generally for
slowly-modulated exponential functions.) As a further
check on the approximation near the fixed line, one may
put R(t) equal to its leading behavior, exp(−eξt), and
then the ratio RR′′/R′2 = 1 − e−ξt is likewise close to
1, for t large. Within this approximation, we have that
a − 1 = −y′/y. Then using Eq. (21) for y′/y, we obtain
Eq. (22), whose solution determines a(x, y).
To complete the picture, we need to derive Eq. (21).
Recall that
δ =
log y
log x
− 2. (24)
Observe that the uncorrected flow Eq. (6) can be ob-
tained from the knowledge that in the recursion, δ → 2δ
when t → t + log x−1. Thus we may put δ′ = bδ with
b = (log 2)/(log x−1). This may be equated with the re-
sult from differentiating Eq. (24):
δ′ =
y′
y
· 1
log x
. (25)
(Here we ignore the term (−y log y)/(x(log x)2) from dif-
ferentiating x—compared with Eq. (25) it is down by a
factor y/x, which is assumed to be small.) We obtain the
flow we have been working with:
dy
dt
= −(log 2)yδ = −(log 2)y
(
log y
log x
− 2
)
. (26)
Now let us perform a similar procedure on the cor-
rected recursion Eq. (19). In this case, when t →
t+ log x−1, δ → 2δ− 2(log a)/(log x). This may be mod-
eled by the ODE δ′ = bδ + c, whose solution is
δ(0)ebt +
c
b
(ebt − 1). (27)
8Now putting t = log x−1, and noting that ebt = 2, we see
that the recursion is satisfied if c/b = −2(log a)/(log x).
Thus if we put c = 2[(log 2)/(log x)2] log a, we obtain the
desired value of δ(t).
To obtain the flow, we may equate Eq. (25) with bδ+c
to obtain
y′ = y log x
(
− log 2
log x
δ + c
)
= −(log 2)y
(
δ − 2 log a
log x
)
,
(28)
which is Eq. (21). This corrected equation can then be
used to determine a better approximation for y′/y and
hence a. Note that the log a term is much smaller than
(log y)/(log x) − 2 in all regimes except in a very small
neighborhood of the separatrix. On the separatrix, we
may put y = t−2, and then y′/y = −2t−1. Consequently,
Eq. (26) implies that δ = (2/ log 2)t−1 = (2/ log 2)x, to
leading order in t−1 or x. (This leads to a corrected equa-
tion for the separatrix: y = x2+δ = x2 exp(2x log2 x) ≈
x2(1 + 2x log2 x), which as expected is slightly below the
parabola y = x2.) As a(t) = 1 +O(t−1), log a is O(t−1),
so the correction is still smaller than the rest, by a fac-
tor of log x. So practically speaking, one may replace
Eq. (22) with
a = 1 + (log 2)
(
log y
log x
− 2
)
. (29)
On the separatrix, Eq. (29) gives a correction O(t−1) to
a−1, but this does not actually improve our understand-
ing of a there, because it adds to an error of equivalent
size from the approximation a ≈ −R′/R. So Eq. (28)
improves on Eq. (26) only away from the separatrix.
Note that a is bounded away from 0 for y ≤ x, which
verifies a claim made in Sec. IV. In fact, Eqs. (21) and
(22) show that if a < 1, then y′ > 0, which implies that
(x, y) is above the separatrix.
If one runs the functional RG on an initial condition
with a rapidly decaying distribution of T-block lengths,
then one should expect that eventually the distribution
will fill out to a particular value of a satisfying Eq. (22).
This procedure amounts to finding the stable manifold
a(x, y) in the three-parameter space x, y, a. This is pos-
sible because the flow for x, y depends weakly on a, and
because a can be identified, at least approximately, from
any candidate flow.
VI. SUMMARY AND DISCUSSION
In this work we analyzed the universal aspects
of avalanche-driven MBL transitions in random one-
dimensional systems. Building on previous works we em-
ployed a real-space RG approach and were able to under-
stand the near-critical behavior analytically.
Our results first followed from quite general arguments,
and then using a slightly modified version of the RG of
Ref. [22], we were able to demonstrate these arguments
within a particular RG using controlled approximations.
This led into the explanation of how to systematically
improve our approximations, but did not change the main
results derived via more general considerations.
The resultant two-parameter RG flow was found to
be qualitatively similar to the Kosterlitz-Thouless (KT)
flow, with the critical point being an unstable endpoint
of the MBL fixed line; however some key differences were
uncovered that put this MBL transition into a separate
universality class. The lengthscale that diverges at the
critical point does so more slowly (as a function of the
bare displacement from criticality) in the case of the MBL
transition than at KT transitions. This follows from a
similarly slow flow along the separatrix, but a faster flow
away from it. As a consequence, the critical window is
extremely narrow, meaning that an exponential degree
of tuning is needed in the bare system to ensure x gets
close to zero at large lengthscales.
This work contributes to an effort to understand the
consequences of the avalanche mechanism for the MBL
transition in one dimension. Due to the nature of the re-
sulting criticality in an avalanche-driven MBL transition
described above, it will be very difficult to verify our con-
clusions by numerically studying small systems. In fact,
it has also proven difficult to study the asymptotic criti-
cal physics of the RGs numerically. Thus one promising
route for progress is to continue to test the validity of
the avalanche mechanism in more microscopic settings,
theoretically, numerically, and experimentally.
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Appendix A: Derivation of functional RG equations
In this appendix we derive Eqs. (11) and (12), the flow
equations for x and rΛ(`) within the context of the RG
described in Sec. IV.
Let nTΛ(`) be the number density (in block length,
not in space) of T-blocks of length ` such that NTΛ =∫∞
Λ
nTΛ(`)d` is the total number of T-blocks in the system
when the RG scale is Λ. This means that the probability
density of a randomly chosen T-block having length ` is
pTΛ(`) = n
T
Λ(`)/N
T
Λ . n
I
Λ(d) is the corresponding number
density for I-blocks, where we are using the deficit d in-
stead of the physical length, and the associated probabil-
ity distribution over d for I-blocks is pIΛ(d) = n
I
Λ(d)/N
I
Λ.
Note that N IΛ = N
T
Λ because blocks alternate between T
and I, so we will drop the superscript.
9When the cutoff goes from Λ to Λ +dΛ, the number of
TIT→T moves that happen is nIΛ(Λ)dΛ, and the number
of ITI→I moves that happen is nTΛ(Λ)dΛ. The probabil-
ity density (again, in block length) for the length L of
newly created T-blocks is∫ ∞
Λ
d`pTΛ(`)p
T
Λ(L− `− x−1Λ), (A1)
where x−1Λ is the contribution of the middle I-block to
the length of the new T-blocks (x is the same for all I-
blocks in this model). Note that the upper limit ∞ on
the integral can be moved down to L−(1+x−1)Λ because
pTΛ(L− `−x−1Λ) = 0 for ` > L− (1 +x−1)Λ, but we will
leave this implicit in much of the following for notational
convenience. This also implies that if L < (2 + x−1)Λ
then the whole integral is zero (new T-blocks created
when the cutoff is Λ have a minimum length (2+x−1)Λ).
In Eq. (12) we denote this explicitly with a Θ function,
but in this section we leave it implicit. The T-blocks that
go into the TIT→T moves are twice as numerous, and
they are drawn according to their own distribution pTΛ(Λ).
The number density nTΛ(`) therefore flows according to
∂nTΛ(L)
∂Λ
=−2nIΛ(Λ)pTΛ(L) (A2)
+nIΛ(Λ)
∫ ∞
Λ
d`pTΛ(`)p
T
Λ(L− `− x−1Λ).
A similar line of reasoning for nIΛ(d) and ITI→I moves
leads to
∂nIΛ(D)
∂Λ
=−2nTΛ(Λ)pIΛ(D) (A3)
+nTΛ(Λ)
∫ ∞
Λ
ddpIΛ(d)p
I
Λ(D − d+ Λ).
Noting that the number of blocks evolves according to
dNΛ/dΛ = −[nTΛ(Λ) +nIΛ(Λ)] we can write Eqs. (A2-A3)
in terms of only pTΛ(`) and p
I
Λ(d), as was done in Refs. [20–
22]. As in Ref. [22], the equation for pIΛ(d) can be solved
by an exponential form γΛ exp(−γΛ(d − Λ)), where the
parameter γΛ flows with Λ. Another name for γΛ here
is pIΛ(Λ), and we will use that going forwards. The flow
equation that governs the evolution of this parameter
pIΛ(Λ) ends up being
dpIΛ(Λ)
dΛ
= −pTΛ(Λ)pIΛ(Λ). (A4)
And the equation for pTΛ(L) is
∂pTΛ(L)
∂Λ
=[pTΛ(Λ)− pIΛ(Λ)]pTΛ(L) (A5)
+pIΛ(Λ)
∫ ∞
Λ
d`pTΛ(`)p
T
Λ(L− `− x−1Λ).
Now we identify the rate RΛ = xp
I
Λ(Λ) because
xpI(Λ)d` is the probability that an I-block has physical
length ∈ [Λ/x,Λ/x+ d`], and then rΛ(`) = xpIΛ(Λ)pTΛ(`)
follows. Rewriting Eq. (A5) now in terms of RΛ and
rΛ(`) yields
drΛ(L)
dΛ
=
1
x
(
dx
dΛ
−RΛ
)
rΛ(L) (A6)
+
1
x
∫ L−(1+x−1)Λ
Λ
d`rΛ(`)rΛ(L− `− x−1Λ)
as desired. This is an exact equation within the RG de-
fined in Sec. IV.
We now need to determine a flow equation for x. We
do this by writing x = (
∑
I d)/(
∑
I `), where
∑
I denotes
a sum over all I-blocks. Then again note that when the
cutoff moves from Λ to Λ + dΛ the number of TIT→T
moves is nIΛ(Λ)dΛ and the number of ITI→I moves is
nTΛ(Λ)dΛ. Therefore by the RG rules for combining
blocks (
∑
I d)Λ+dΛ = (
∑
I d)Λ −ΛnTΛ(Λ)dΛ−ΛnIΛ(Λ)dΛ
and (
∑
I `)Λ+dΛ = (
∑
I `)Λ+Λn
T
Λ(Λ)dΛ−x−1ΛnIΛ(Λ)dΛ.
The updated x is then
xΛ+dΛ =
(
∑
I d)Λ+dΛ
(
∑
I `)Λ+dΛ
= xΛ − Λn
T
Λ(Λ)(1 + x)∑
I `
dΛ. (A7)
Now the distribution of d (and ` = d/x) is a known expo-
nential, so
∑
I ` = N
I
Λ[1 + Λp
I
Λ(Λ)]/[xp
I
Λ(Λ)]. Inserting
this into Eq. (A7), then using nTΛ(`) = N
T
Λ p
T
Λ(`) and
NTΛ = N
I
Λ we arrive at
dx
dΛ
= −x(1 + x)Λp
I
Λ(Λ)p
T
Λ(Λ)
1 + ΛpIΛ(Λ)
. (A8)
Writing this in terms of rates results in
dx
dΛ
= −ΛrΛ(Λ)(1 + x)
1 + ΛRΛ/x
, (A9)
which is Eq. (11), as desired.
Appendix B: Approximation of the convolution term
Here we analyze the integral (15):∫
d`′d`rΛ′(`)rΛ′(`′), (B1)
where Λ′ = Λ +x(2Λ− `− `′), and where the integration
domain is restricted by the conditions xΛ ≤ Λ′ ≤ Λ,
` ≥ Λ′, and `′ ≥ Λ′. We show that it is approximately
equal to R2Λ. The restrictions xΛ ≤ Λ′ ≤ Λ translate to
2Λ ≤ `+ `′ ≤ Λ(1 + x−1). (B2)
We also have the conditions `, `′ ≥ Λ′ = Λ+x(2Λ−`−`′),
which means that if either ` or `′ is much smaller than
Λ, then the other must be quite large. These boundaries
of the integration region consist of rays going through
(`, `′) = (Λ,Λ) with slopes −x and −1/x. The inte-
gration domain is thus a triangle, as the lower limit
in (B2) is superfluous. Observe that the entire square
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Λ ≤ `, `′ ≤ Λ/(2x) is contained in the integration do-
main. Using Eq. (16) to replace rΛ′ with rΛ in (B1), we
see that the integral over this square approximates well
the full integral, R2Λ, as any contribution from ` or `
′
greater than Λ/(2x) can be ignored. (Near the separa-
trix, rΛ′(`) ≈ yΛ/`2, which ensures that such contribu-
tions are down by a factor x, relative to the contribution
from the square. Below the separatrix, the decay is even
more rapid, as we will see in a moment.) We need to
consider carefully the narrow wedges that expand the
opening angle of the square to slightly more than 90◦.
To show their contributions are small, relative to R2Λ,
consider first what happens near the separatrix, where
y is slowly varying and can be treated as a constant.
Then using again Eq. (16) and the fact that `′ ≥ Λ/2 for
` ≤ Λ/(2x), we have that rΛ′(`′) = yΛ′/`′2 ≈ y`′/`′2 ≤
4y`′/Λ
2 ≈ 4yΛ/Λ2 = 4rΛ(Λ). Then the integral over one
of the wedges is bounded by a constant times∫ Λ/(2x)
Λ
d`rΛ(`)rΛ(Λ)x`
=
∫ Λ/(2x)
Λ
d`
y
`2
y
Λ2
x` ≤ x(log x−1)
( y
Λ
)2
= x(log x−1)a2R2Λ, (B3)
where x` is a bound on the width of the wedge at `.
Near the separatrix, a ≈ 1, so this case is complete.
More generally, consider what happens anywhere be-
low the separatrix. Again, from Eq. (16), we have that
rΛ′(`) ≈ r`(`). Let us write r(t) = r`(`), where ` = et,
so that r(t) = ye−2t. Then using Eq. (23), we have that
r′/r = y′/y−2 = −(a+1), which leads to an exponential
approximation
r`(`) =rΛ(Λ) exp
(∫ log `
log Λ
(r′/r)dt
)
=rΛ(Λ) exp [−(a+ 1) log(`/Λ)]
≈rΛ(Λ) exp [−(a+ 1)(`− Λ)/Λ] , (B4)
for (`−Λ)/Λ small. Again using ` as the coordinate along
the wedge, the density r`′(`
′) acquires some growth in `
when `′ is at the boundary, `′ = Λ′. From Eq. (B4), this
leads to an extra factor of exp[(a + 1)x(` − Λ)/Λ], due
to the depression ∼ x(` − Λ) of Λ′ below Λ. However,
this is of little consequence, due to the decay of r`(`).
In fact, Eq. (B4) effectively limits ` to the interval ` −
Λ ∈ [0,Λ/a], so the transverse integral can be estimated
by density · length ≈ (yΛ/Λ2) · xΛa = xyΛ/(Λa) = xRΛ.
The integral d` along the wedge leads to another factor
RΛ, so this concludes the second case. Note that we
have not been allowing for the flow of x. However, since
dx/dt = −y, it is clear this is also a small effect. In the
end, one finds that the integral (B1) is very close to R2Λ,
the errors down by a factor of at least x log x−1.
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