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Abstract
In this paper we study non-linear noise excitation for the following
class of space-time fractional stochastic equations in bounded domains:
∂
β
t ut(x) = −ν(−∆)
α/2
ut(x) + I
1−β
t [λσ(u)
·
F (t, x)]
in (d + 1) dimensions, where ν > 0, β ∈ (0, 1), α ∈ (0, 2]. The operator
∂
β
t is the Caputo fractional derivative, −(−∆)
α/2 is the generator of an
isotropic stable process and I1−βt is the fractional integral operator. The
forcing noise denoted by
·
F (t, x) is a Gaussian noise. The multiplicative
non-linearity σ : R → R is assumed to be globally Lipschitz continuous.
These equations were recently introduced by Mijena and Nane [28]. We
first study the existence and uniqueness of the solution of these equations
and under suitable conditions on the initial function, we also study the
asymptotic behavior of the solution with respect to the parameter λ. In
particular, our results are significant extensions of those in [12], [14], [28],
and [29].
Keywords: Space-time-fractional stochastic partial differential equations;
space-time fractional diffusion in bounded domain; fractional Duhamel’s prin-
ciple; Caputo derivatives; noise excitability.
1
1 Introduction and statement of the main re-
sults.
While fractional calculus has existed in the theoretical realm of mathematics
as long as its classical counterpart, the pragmatic applications of said branch
of calculus were sparse until the last century, when a rather large number of
scientific branches, such as statistical mechanics, theoretical physics, theoretical
neuroscience, theory of complex chemical reactions, fluid dynamics, hydrology,
and mathematical finance began applying fractional differential equations to
problems in said fields; see, for example, Khoshnevisan [21] for an extensive list
of references. One such application is, the fractional heat equation ∂βt ut(x) =
∆ut(x), which describes heat propagation in inhomogeneous media whereas
the integer counterpart, the classical heat equation ∂tut(x) = ∆ut(x), is used
for modeling heat diffusion in homogeneous media. It is well known that when
0 < β < 1, time fractional equations are known to exhibit sub diffusive behavior
and are related with anomalous diffusions, or diffusions in non-homogeneous
media, with random fractal structures; see, for instance, [26]. Most of the work
done so far on the stochastic heat equations have dealt with the usual time
derivative, that is β = 1. But recently, Mijena and Nane have introduced time
fractional SPDEs in [28]. These types of time fractional stochastic equations are
attractive models that can be used to model phenomenon with random effects
with thermal memory. They also studied exponential growth of solutions of time
fractional SPDEs–intermittency– under the assumption that the initial function
is bounded from below in [29]. In the paper [17] Foondun and Nane have proved
asymptotics of the second moment of the solution under various assumptions
on the initial function. In addition, a related class of time-fractional SPDE was
studied by Karczewska [19], Chen et al. [6], and Baeumer et al [1]. In these
papers they proved regularity of the solutions to the time-fractional parabolic
type SPDEs using cylindrical Brownain motion in Banach spaces in the sense of
[11]. For a comparison of the two approaches to SPDE’s see the paper by Dalang
and Quer-Sardanyons [10]. The current paper is mainly about a class of space-
time fractional stochastic heat equations in bounded domains with Dirichlet
boundary conditions.
Next we provide some heuristics before describing our equations. Fix R > 0.
First let us look at the following space-time fractional equation with Dirichlet
boundary conditions (see [9] and [25] for a representation of the solution),
∂βt ut(x) = −ν(−∆)
α/2ut(x), x ∈ B(0, R), t > 0,
ut(x) = 0, x ∈ B(0, R)
c,
(1.1)
with β ∈ (0, 1) and ∂βt is the Caputo fractional derivative which first appeared
in [5] and is defined by
∂βt ut(x) =
1
Γ(1− β)
∫ t
0
∂rur(x)
dr
(t − r)β
. (1.2)
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If u0(x) denotes the initial condition to the above equation, then the solution
can be written as
ut(x) =
∫
B(0,R)
GB(t, x, y)u0(y)dy.
GB(t, x, y) is the space-time fractional heat kernel. Now consider
∂βt ut(x) = −ν(−∆)
α/2ut(x) + f(t, x), (1.3)
with the same initial condition u0(x) and f(t, x) is some nice function. To get
the correct version of (1.3) we will make use of time fractional Duhamel’s
principle [33, 35, 34]. Applying the fractional Duhamel principle, the solution
to (1.3) is given by
ut(x) =
∫
B(0,R)
GB(t, x, y)u0(y)dy +
∫ t
0
∫
B(0,R)
GB(t− r, x, y)∂
1−β
r f(r, y)dydr.
Using the definition of the fractional integral
Iγt f(t) :=
1
Γ(γ)
∫ t
0
(t− τ)γ−1f(τ)dτ,
and the property
∂βt I
β
t g(t) = g(t),
for every β ∈ (0, 1), and g ∈ L∞(R+) or g ∈ C(R+), then by the Duhamel’s
principle, the mild solution to (1.3) where the force is f(t, x) = I1−βt g(t, x), will
be given by
ut(x) =
∫
B(0,R)
GB(t, x, y)u0(y)dy +
∫ t
0
∫
B(0,R)
GB(t− r, x, y)g(r, y)dydr.
For more informations on these see [6] and [28].
Our first equation in this paper is the following.
∂βt ut(x) = −Lut(x) + I
1−β
t [λσ(ut(x))
·
W (t, x)], x ∈ B(0, R),
ut(x) = 0 x ∈ B(0, R)
c,
(1.4)
where L is the generator of an α-stable process killed upon exiting B(0, R),
the initial datum u0 is a non-random nonnegative measurable function u0 :
B(0, R)→ R+ which is strictly positive in a set of positive measure in B(0, R).
·
W (t, x) is a space-time white noise with x ∈ Rd and σ : R → R is a globally
Lipschitz function with σ(0) = 0. λ is a positive parameter called the “level of
noise”.
We will use an idea in Walsh [36] to make sense of the above equation. Using
the above argument, a solution ut to the above equation will in fact be a solution
to the following integral equation.
ut(x) = (GBu0)t(x) + λ
∫ t
0
∫
B(0,R)
GB(t− s, x, y)σ(us(y))W (dy ds), (1.5)
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where
(GBu0)t(x) :=
∫
B(0,R)
GB(t, x, y)u0(y)dy.
Here GB(t, x, y) denotes the heat kernel of the space-time fractional diffusion
equation with Dirichlet boundary conditions in (1.1). In this paper α and β
are fixed. We will restrict β ∈ (0, 1) and α ∈ (0, 2]. The relation between the
dimension d and the parameters α and β is given by
d < (2 ∧ β−1)α.
Observe that when β = 1, the equation reduces to the well known stochastic
heat equation and the above inequality restrict the problem to a one-dimensional
one. This is the so called curse of dimensionality explored in [15]. We will need
d < 2α to get a finite L2−norm of the heat kernel, while d < β−1α is needed
for an integrability condition needed for ensuring existence and uniqueness of
the solution. We will require the following notion of ”random-field” solution.
Definition 1.1. A random field {ut(x), t ≥ 0, x ∈ B(0, R)} is called a mild
solution of (1.4) if
1. ut(x) is jointly measurable in t ≥ 0 and x ∈ B(0, R);
2. ∀(t, x) ∈ [0,∞)×Rd,
∫ t
0
∫
Rd
GB(t−s, x, y)σ(us(y))W (dy ds) is well-defined
in L2(Ω); by the Walsh-Dalang isometry this is the same as requiring
sup
x∈Rd
sup
0<t≤T
E|ut(x)|
2 <∞ for all T <∞.
3. The following holds in L2(Ω),
ut(x) = (GBu0)t(x) + λ
∫ t
0
∫
Rd
GB(t− s, x, y)σ(us(y))W (dy ds).
Before stating our main results, we will mention all the assumptions we need.
The first assumption is required for the existence-uniqueness result as well as
the upper bound on the second moment of the solution.
Assumption 1.2. • We assume that initial condition is a non-random bounded
non-negative function u0 : R
d → R.
• We assume that σ : R → R is a globally Lipschitz function satisfying
σ(x) ≤ Lσ|x| with Lσ being a positive number.
The following assumption is needed for lower bound on the second moment.
Assumption 1.3. • We will assume that the initial function u0 is non-
negative on a set of positive measure.
• The function σ satisfies σ(x) ≥ lσ|x| with lσ being a positive number.
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Our first theorem extends the result of Mijena and Nane [28, Theorem 2] for
the equation (1.4) in Rd to the equation with Dirichlet boundary conditions in
bounded domains.
Theorem 1.4. Suppose that d < (2 ∧ β−1)α. Then under Assumption 1.2,
there exists a unique random-field solution to (1.4) satisfying
sup
x∈B(0,R)
E|ut(x)|
2 ≤ c1e
c2λ
2α
α−dβ t for all t > 0.
Here c1 and c2 are positive constants.
Remark 1.5. This theorem says that second moment grows at most exponen-
tially. For small λ, this upper bound is not sharp. But for large λ, this is sharp.
Theorem 1.4 implies that a random field solution exists when d < (2∧β−1)α. It
follows from this theorem that space-time fractional stochastic equations with
space-time white noise is that a random field solution exists in space dimension
greater than 1 in some cases, in contrast to the parabolic stochastic heat type
equations, the case β = 1. So in the case α = 2, β < 1/2, a random field solution
exists when d = 1, 2, 3. When β = 1 a random field solution exist only in spatial
dimension d = 1.
Remark 1.6. Suppose that d < (2 ∧ β−1)α. Using similar ideas in the proof
of Theorem 1.4, the results in Theroem 1.4 can be extended to other classes of
bounded domains in Rd. Let D be a bounded domain that is regular as in [9].
Consider the equation
∂βt ut(x) = −Lut(x) + I
1−β
t [λσ(ut(x))
·
W (t, x)], t > 0, x ∈ D,
ut(x) = 0 x ∈ D
C ,
(1.6)
where L is the generator of an α-stable process killed upon exiting D, the initial
datum u0 is a non-random nonnegative measurable function u0 : D → R+
which is strictly positive in a set of positive measure in D.
·
W (t, x) is a space-
time white noise with x ∈ Rd, and σ : R → R is a globally Lipschitz function
with σ(0) = 0. Then under Assumption 1.2, there exists a unique random-field
solution to (1.6) satisfying
sup
x∈D
E|ut(x)|
2 ≤ c1e
c2λ
2α
α−dβ t for all t > 0.
Here c1 and c2 are positive constants.
Our second theorem is the following.
Theorem 1.7. Fix ǫ > 0 and let x ∈ B(0, R− ǫ), then for any t > 0,
lim
λ→∞
log logE|ut(x)|
2
logλ
=
2α
α− dβ
,
where ut is the mild solution to (1.4).
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Set
Et(λ) :=
√∫
Rd
E|ut(x)|2 dx.
and define the nonlinear excitation index by
e(t) := lim
λ→∞
log log Et(λ)
logλ
.
Corollary 1.8. The excitation index of the solution to (1.4), e(t) is equal to
2α
α−dβ .
The second class of equation we introduce in this paper is with space colored
noise stated as:
∂βt ut(x) = Lut(x) + I
1−β
t [λσ(ut(x))F˙ (t, x)], x ∈ B(0, R), t > 0,
ut(x) = 0, x ∈ B(0, R)
c.
(1.7)
The only difference with (1.4) is that the noise term is now colored in space.
All the other conditions are the same. We now briefly describe the noise. F˙
denotes the Gaussian colored noise satisfying the following property,
E[F˙ (t, x)F˙ (s, y)] = δ0(t− s)f(x, y).
This can be interpreted more formally as
Cov
(∫
φdF,
∫
ψdF
)
=
∫ ∞
0
∫
Rd
dx
∫
Rd
dyφs(x)ψs(y)f(x− y), (1.8)
where we use the notation
∫
φdF to denote the wiener integral of φ with respect
to F , and the right-most integral converges absolutely.
We will assume that the spatial correlation of the noise term is given by the
following function for γ < d,
f(x, y) :=
1
|x− y|γ
.
Following Walsh [36], we define the mild solution of (1.7) as the predictable
solution to the following integral equation
ut(x) = (GBu0)t(x) + λ
∫
B(0,R)
∫ t
0
GB(t− s, x, y)σ(us(y))F (dsdy). (1.9)
As before, we will look at random field solution, which is defined by (1.9). We
will also assume the following
γ < α ∧ d.
The condition we should have γ < d follows from an integrability condition
about the correlation function and γ < α comes from an integrability condition
needed for the existence and uniqueness of the solution. Our first result on
space colored noise case reads as follows.
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Theorem 1.9. Under the Assumption 1.2, there exists a unique random field
solution ut of (1.7) whose second moment satisfies
sup
x∈B(0,R)
E|ut(x)|
2 ≤ c5 exp(c6λ
2α/(α−γβ)t) for all t > 0.
Here the constants c5, c6 are positive numbers.
Our main result for the space colored noise equation is the following theorem.
Theorem 1.10. Fix t > 0 and x ∈ B(0, R− ǫ), we then have
lim
λ→∞
log logE|ut(x)|
2
logλ
=
2α
α− γβ
,
where ut is the unique solution to (1.7).
Corollary 1.11. The excitation index of the solution to (1.7), e(t) is equal to
2α
α−γβ .
A key difference from the methods used in [12] and [13] is that, here we need
to overcome some new technical difficulties. Compared with the usual heat
equation with the same boundary conditions, time fractional equations have
significantly different behavior. This is the source of the main difficulties we
have to overcome. Our method will rely on heat kernel estimates which we will
prove later on.
We now briefly give an outline of the paper. In this paper we employ similar
methods as in [17] and [12] with crucial changes to prove our main results. We
give some preliminary results in section 2. We prove a number of interesting
properties of the heat kernel of the time fractional heat type partial differential
equations that are essential to the proof of our main results. The most important
result in this section is Lemma 2.5. The proofs of the results in the space-time
white noise are given in Section 3. In Section 4, we prove the main results about
the space colored noise equation. We give and extension of the results stated
in the introduction in section 5. Throughout the paper, we use the letter C or
c with or without subscripts to denote a constant whose value is not important
and may vary from places to places. If x ∈ Rd, then |x| will denote the euclidean
norm of x ∈ Rd, while when A ⊂ Rd, |A| will denote the Lebesgue measure of
A.
2 Preliminaries.
As mentioned in the introduction, the behaviour of the heat kernel GB(t, x)
will play an important role. This section will mainly be devoted to estimates
involving this quantity. LetXt denote a symmetric α stable process with density
function denoted by p(t, x). This is characterized through the Fourier transform
which is given by
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p̂(t, ξ) = e−tν|ξ|
α
. (2.1)
Let D = {Dr, r ≥ 0} denote a β-stable subordinator and Et be its first
passage time. It is known that the density of the time changed process XEt is
given by the Gt(x). By conditioning, we have
Gt(x) =
∫ ∞
0
p(s, x)fEt(s)ds, (2.2)
where
fEt(x) = tβ
−1x−1−1/βgβ(tx
−1/β), (2.3)
where gβ(·) is the density function of D1 and is infinitely differentiable on the
entire real line, with gβ(u) = 0 for u ≤ 0. Moreover,
gβ(u) ∼ K(β/u)
(1−β/2)/(1−β) exp{−|1− β|(u/β)β/(β−1)} as u→ 0+, (2.4)
and
gβ(u) ∼
β
Γ(1− β)
u−β−1 as u→∞. (2.5)
We will need the following properties of the heat kernel of stable process.
•
p(t, x) = t−d/αp(1, t−1/αx).
•
p(st, x) = s−d/αp(t, s−1/αx).
• p(t, x) ≥ p(t, y) whenever |x| ≤ |y|.
• It is well known that the transition density p(t, x) of any strictly stable
process satisfies the following
c1
(
t−d/α ∧
t
|x|d+α
)
≤ p(t, x) ≤ c2
(
t−d/α ∧
t
|x|d+α
)
, (2.6)
where c1 and c2 are positive constants.
The L2-norm of the heat kernel can be calculated as follows.
Lemma 2.1 ( Lemma 1 in [28]). Suppose that d < 2α, then∫
Rd
G2t (x)dx = C
∗t−βd/α, (2.7)
where the constant C∗ is given by
C∗ =
(ν)−d/α2πd/2
αΓ(d2 )
1
(2π)d
∫ ∞
0
zd/α−1(Eβ(−z))
2dz.
Here Eβ(x) is the Mittag-Leffler function defined by
Eβ(x) =
∞∑
k=0
xk
Γ(1 + βk)
. (2.8)
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Remark 2.2. Let D ⊂ Rd be a bounded domain. Let pD(t, x, y) denote the
heat kernel of the equation (1.1) when β = 1. A well known fact is that
pD(t, x, y) ≤ p(s, x, y) for all x, y ∈ D, t > 0. (2.9)
Using the representation from Meerschaert et al. [9] and [25]
GD(t, x, y) =
∫ ∞
0
pD(s, x, y)fEt(s)ds.
and equation (2.9) we get
GD(t, x, y) ≤ G(t, x, y) for all x, y ∈ D, t > 0. (2.10)
This fact will be crucial in proving the existence and uniqueness of solutions to
equations (1.4) and (1.7).
The next result is crucial in getting the upper bounds for the spatially colored
noise equation.
Lemma 2.3 (Lemma 2.7 in [17]). Suppose that γ < α, then there exists a
constant c1 such that for all x, y ∈ R
d, we have∫
Rd
∫
Rd
Gt(x− w)Gt(y − z)f(z, w)dwdz ≤
c1
tγβ/α
.
The next lemma follows from the previous lemma by using (2.10).
Lemma 2.4. Let D ⊂ Rd be a bounded domain. Suppose that γ < α, then there
exists a constant c1 such that for all x, y ∈ D, we have∫
D
∫
D
GD(t, x, w)GD(t, y, z)f(z, w)dwdz ≤
c1
tγβ/α
.
The next proposition is the crucial result in proving the lower bounds in
Theorems 1.4 and 1.10.
Proposition 2.5. Fix ǫ > 0, then there exists t0 > 0 such that for all x, y ∈
B(0, R− ǫ) and for all t < t0 and |x− y| < t
β/α we have
GB(t, x, y) ≥ Ct
−βd/α,
for some constant C > 0.
Proof. We use the representation
GB(t, x, y) =
∫ ∞
0
pB(s, x, y)fEt(s)ds.
By proposition 2.1 in [12] there exists a T0 > 0 such that pD(t, x, y) ≥
c1p(t, x, y) whenever t ≤ T0. Now this and the representation (2.3) with a
change of variables we get
GB(t, x, y) ≥
∫ T0
0
pB(s, x, y)fEt(s)ds
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≥ c1
∫ T0
0
p(s, x, y)fEt(s)ds
= c1
∫ ∞
tT
−1/β
0
p((t/u)β, x, y)gβ(u)du. (2.11)
Now suppose that tT
−1/β
0 < 1/2 and |x−y| < t
β/α hence t/|x−y|α/β > 1 and for
u < t/|x− y|α/β we have (t/u)β > |x− y|α or equivalently |x− y| < [(t/u)β]1/α,
therefore using all of these observations with (2.6) we obtain
GB(t, x, y) ≥ c1
∫ ∞
tT
−1/β
0
p((t/u)β , x, y)gβ(u)du
≥ c1
∫ t/|x−y|α/β
tT
−1/β
0
p((t/u)β , x, y)gβ(u)du
≥ C
∫ t/|x−y|α/β
tT
−1/β
0
(1/(t/u)β)d/αgβ(u)du
≥ C
∫ 1
1/2
t−βd/αuβd/αgβ(u)du
= Ct−βd/α
∫ 1
1/2
uβd/αgβ(u)du = Ct
−βd/α.
Remark 2.6. Recall that for any t > 0 and x ∈ B(0, R)
(GBu)t(x) :=
∫
B(0,R)
GB(t, x, y)u0(y)dy.
By remark 2.2 in Foondun et al. [12] we know that for fixed ǫ > 0 we have
ht := inf
x∈B(0,R−ǫ)
inf
s≤t
(G˜Bu)s(x) = inf
x∈B(0,R−ǫ)
(G˜Du)t(x) > 0,
where (G˜Bu)s(x) =
∫
B(0,R)
pB(t, x, y)u0(y)dy is the killed semigroup of stable
process and is the solution of (1.1) when β = 1.
By a simple conditioning we have
(GBu)s+t0(x) :=
∫
B(0,R)
GB(s+ t0, x, y)u0(y)dy =
∫ ∞
0
(G˜Bu)s′(x)fEs+t0 (s
′)ds′
≥
∫ s+t0
0
(G˜Bu)s(x)fEs+t0 (s)ds
≥ hs+t0
∫ s+t0
0
fEs+t0 (s)ds := gt > 0,
(2.12)
for any fixed t0 > 0 and all s ≤ t.
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We end this section with a few results from [12] and [13]. These will be
useful for the proofs of our main results.
Proposition 2.7. [Proposition 2.5 in [13]] Let ρ > 0 and suppose f(t) is a
locally integrable function satisfying
f(t) ≤ c1 + κ
∫ t
0
(t− s)ρ−1f(s)ds for all t > 0,
where c1 is some positive number. Then, we have
f(t) ≤ c2 exp(c3(Γ(ρ))
1/ρκ1/ρt) for all t > 0,
for some positive constants c2 and c3.
Also we give the following converse.
Proposition 2.8 (Proposition 2.6 in [13]). Let ρ > 0 and suppose f(t) is
nonnegative, locally integrable function satisfying
f(t) ≥ c1 + κ
∫ t
0
(t− s)ρ−1f(s)ds for all t > 0,
where c1 is some positive number. Then, we have
f(t) ≥ c2 exp(c3(Γ(ρ))
1/ρκ1/ρt) for all t > 0,
for some positive constants c2 and c3.
Proposition 2.9 (Proposition 2.6 in [12]). Let T < ∞ and η > 0. Suppose
that f(t) is a positive locally integrable function satisfying
f(t) ≥ c2 + κ
∫ t
0
(t− s)η−1f(s)ds for all 0 ≤ t ≤ T, (2.13)
where c2 is some positive number. Then for any t ∈ (0, T ], we have the following
lim inf
κ→∞
log log f(t)
logλ
≥
1
η
.
Lemma 2.10 (Lemma 2.4 in [12]). Let ρ > 0 and S(t) =
∑∞
k=1
(
t
kρ
)k
. For any
fixed t > 0, we have
lim inf
θ→∞
log logS(θt)
log θ
≥
1
ρ
.
3 Proofs for the white noise case.
3.1 Proofs of Theorem 1.4.
Proof. The proof follows main steps in [12] and [17] with some crucial changes.
We first show the existence of a unique solution. This follows from a standard
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Picard iteration; see [36], so we just briefly spell out the main ideas. For more
information, see [28]. Set
u
(0)
t (x) := (GBu0)t(x)
and
u
(n+1)
t (x) := (GBu0)t(x)+λ
∫ t
0
∫
B(0,R)
GB(t− s, x, y)σ(u
(n)
s (y))W (dy ds) for n ≥ 0.
Define Dn(t , x) := E|u
(n+1)
t (x) − u
(n)
t (x)|
2 and Hn(t) := supx∈Rd Dn(t , x). We
will prove the result for t ∈ [0, T ], where T is some fixed number. We now use
this notation, (2.10), together with Walsh’s isometry and the assumption on σ
to write
Dn(t, x) = λ
2
∫ t
0
∫
B(0,R)
G2B(t− s, x, y)E|σ(u
(n)
s (y))− σ(u
(n−1)
s (y))|
2dy ds
≤ λ2L2σ
∫ t
0
Hn−1(s)
∫
Rd
G2(t− s, x, y) dy ds
≤ λ2L2σ
∫ T
0
Hn−1(s)
(t− s)dβ/α
ds
We therefore have
Hn(t) ≤ λ
2L2σ
∫ T
0
Hn−1(s)
(t− s)dβ/α
ds.
We now note that the integral appearing on the right hand side of the above
display is finite when d < α/β. Hence, by Lemma 3.3 in Walsh [36], the series∑∞
n=0H
1
2
n (t) converges uniformly on [0, T ]. Therefore, the sequence {un} con-
verges in L2 and uniformly on [0, T ]× Rd and the limit satisfies (1.5). We can
prove uniqueness in a similar way. We now turn to the proof of the exponential
bound. From Walsh’s isometry, we have
E|ut(x)|
2 = |(GBu0)t(x)|
2 + λ2
∫ t
0
∫
B(0,R)
G2B(t− s, x, y)E|σ(us(y))|
2dy ds.
Since we are assuming that the initial function (condition) is bounded, we have
that |(GBu0)t(x)|
2 ≤ c1 and by (2.10) the second term is bounded by
λ2L2σ
∫ t
0
∫
B(0,R)
G2B(t− s, x, y)E|us(y)|
2dy ds
≤ c1λ
2L2σ
∫ t
0
1
(t− s)dβ/α
sup
y∈B(0,R)
E|us(y)|
2dy ds.
We therefore have
sup
x∈B(0,R)
E|us(x)|
2 ≤ c1 + c2λ
2L2σ
∫ t
0
1
(t− s)dβ/α
sup
y∈B(0,R)
E|us(y)|
2 ds.
The renewal inequality in Proposition 2.7 with ρ = (α − dβ)/α proves the
result.
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3.2 Proof of Theorem 1.7.
Set St(λ) := supx∈B(0,R) E|ut(x)|
2. We first state following proposition which
follows from Theorem 1.4.
Proposition 3.1. Fix t > 0, then
lim sup
λ→∞
log logSt(λ)
logλ
≤
2α
α− βd
.
For any fixed ǫ > 0, set
Iǫ,t(λ) := inf
x∈B(0,R−ǫ)
E|ut(x)|
2.
Next we give a proposition that gives the lower bound in Theorem 1.7
Proposition 3.2. For any fixed ǫ > 0, there exists a t0 > 0 such that for all
t ≤ t0,
lim inf
λ→∞
log log Iǫ,t(λ)
logλ
≥
2α
α− βd
.
Proof. The proof of the proposition will rely on the following observation. From
Walsh isometry, we have
E|ut(x)|
2 = |(GBu0)t(x)|
2 + λ2
∫ t
0
∫
B(0,R)
G2B(t− s, x, y)E|σ(us(y))|
2dy ds.
= I1 + I2.
We fix ǫ > 0 and choose a t0 as in Proposition 2.5.
For x ∈ B(0, R − ǫ) we have GB(t, x) ≥ gt0 by Remark 2.6. Hence I1 ≥ g
2
t0 .
We now prove the lower bound for I2.
I2 ≥ (λlσ)
2
∫ t
0
∫
B(0,R)
G2B(t− s, x, y)E|us(y))|
2dy ds
≥ (λlσ)
2
∫ t
0
Iǫ,s(λ)
∫
B(0,R−ǫ)
G2B(t− s, x, y)dy ds.
Set A := {y ∈ B(0, R− ǫ) : |x− y| ≤ (t− s)β/α}. Since t− s ≤ t0, we have
|A| ≥ c1(t− s)
dβ/α. Now using Proposition 2.5, we have∫
B(0,R−ǫ)
G2B(t− s, x, y)dy ≥ c2
∫
A
1
(t− s)2βd/α
= c3
1
(t− s)βd/α
.
We thus have
I2 ≥ c4λ
2
∫ t
0
Iǫ,s(λ)
(t− s)βd/α
ds.
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Combining the above estimates we have
Iǫ,t(λ) ≥ g
2
t0 + c4λ
2
∫ t
0
Iǫ,s(λ)
(t− s)βd/α
ds.
We now apply Proposition 2.9.
Proof of Theorem 1.7. The proof of the result when t ≤ t0 follows from the two
propositions above. To prove the theorem for all t > 0, we only need to prove
the above proposition for all t > 0. For any fixed T, t > 0, by changing variables
we have
E|ut+T (x)|
2 ≥ |(GBu0)t+T (x)|
2 + λ2
∫ t+T
0
∫
B(0,R)
G2B(t+ T − s, x, y)E|σ(us(y))|
2dy ds
≥ |(GBu0)t+T (x)|
2 + λ2
∫ T
0
∫
B(0,R)
G2B(t+ T − s, x, y)E|σ(us(y))|
2dy ds
+ λ2
∫ t
0
∫
B(0,R)
G2B(t+ T − s, x, y)E|σ(us+T (y))|
2dy ds.
This gives
E|ut+T (x)|
2 ≥ |(GBu0)t+T (x)|
2+λ2l2σ
∫ t
0
∫
B(0,R)
G2B(t+ T − s, x, y)E|us+T (y)|
2dy ds,
since |(GBu0)t+T (x)|
2 strictly positive, we can use the proof of the above propo-
sition with an obvious modification to conclude that
lim inf
λ→∞
log logE|ut+T (x)|
2
logλ
≥
2α
α− βd
,
for x ∈ B(0, R− ǫ) and small t.
Proof of Corollary 1.8. Note that∫
B(0,R)
E|ut(x)|
2dx ≤ CRd sup
x∈B(0,R)
E|ut(x)|
2,
and ∫
B(0,R)
E|ut(x)|
2dx ≥ C(R− ǫ)d inf
x∈B(0,R−ǫ)
E|ut(x)|
2.
We now apply Theorem 1.7 and use the definition of Et(λ) to obtain the result.
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4 Proofs for the colored noise case.
4.1 Proof of Theorem 1.9.
Proof. The proof of existence and uniqueness is standard as in [12] and [17].
We give the details for the convenience of the reader. For more information, see
[36]. We set
u(0)(t, x) := (GBu0)t(x),
and
u(n+1)(t, x) := (GBu0)t(x)+λ
∫ t
0
∫
B(0,R)
GB(t− s, x, y)σ(u
(n)(s, y))F (dy ds), n ≥ 0.
Define Dn(t , x) := E|u
(n+1)(t, x)− u(n)(t, x)|2, Hn(t) := supx∈Rd Dn(t , x) and
Σ(t, y, n) = |σ(u(n)(t, y)) − σ(u(n−1)(t, y))|. We will prove the result for t ∈
[0, T ] where T is some fixed number. We now use this notation together with
the covariance formula (1.8) and the assumption on σ to write
Dn(t, x)
= λ2
∫ t
0
∫
B(0,R)
∫
B(0,R)
GB(t− s, x, y)GB(t− s, x, z)E[Σ(s, y, n)Σ(s, z, n)]f(y, z)dydzds.
Now we estimate the expectation on the right hand side using Cauchy-Schwartz
inequality.
E[Σ(s, y, n)Σ(s, z, n)] ≤ L2σE|u
(n)(s, y)− u(n−1)(s, y)||u(n)(s, z)− u(n−1)(s, z)|
≤ L2σ
(
E|u(n)(s, y)− u(n−1)(s, y)|2
)1/2
(
E|u(n)(s, z)− u(n−1)(s, z)|2
)1/2
≤ L2σ
(
Dn−1(s, y)Dn−1(s, z)
)1/2
≤ L2σHn−1(s).
Hence we have for γ < α using Lemma 2.3
Dn(t, x)
≤ λ2L2σ
∫ t
0
Hn−1(s)
∫
B(0,R)
∫
B(0,R)
GB(t− s, x, y)GB(, x, z)f(y, z)dydz ds
≤ λ2L2σ
∫ t
0
Hn−1(s)
∫
Rd
∫
Rd
Gt−s(x− y)Gt−s(x− z)f(y, z)dydz ds
≤ c1λ
2L2σ
∫ t
0
Hn−1(s)
(t− s)γβ/α
ds.
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We therefore have
Hn(t) ≤ c1λ
2L2σ
∫ t
0
Hn−1(s)
(t− s)γβ/α
ds.
We now note that the integral appearing on the right hand side of the above
display is finite when γ < α/β. Hence, by Lemma 3.3 in Walsh [36], the series∑∞
n=0H
1
2
n (t) converges uniformly on [0, T ]. Therefore, the sequence {un} con-
verges in L2 and uniformly on [0, T ]× Rd and the limit satisfies (1.9). We can
prove uniqueness in a similar way.
We now turn to the proof of the exponential bound. Set
A(t) := sup
x∈Rd
E|ut(x)|
2.
We claim that there exist constants c4, c5 such that for all t > 0, we have
A(t) ≤ c4 + c5(λLσ)
2
∫ t
0
A(s)
(t− s)βγ/α
ds.
The renewal inequality in Proposition 2.7 with ρ = (α − γβ)/α then proves
the exponential upper bound. To prove this claim, we start with the mild
formulation given by (1.9), then take the second moment to obtain the following
E|ut(x)|
2 = |(GBu)t(x)|
2
+ λ2
∫ t
0
∫
B×B
GB(t− s, x, y)GB(t− s, x, z)f(y, z)E[σ(us(y))σ(us(z))]dydzds
= I1 + I2.
(4.1)
Since u0 is bounded, we have I1 ≤ c4. Next we use the assumption on σ
together with Ho¨lder’s inequality to see that
E[σ(us(y))σ(us(z))] ≤ L
2
σE[us(y)us(z)]
≤ L2σ[E|us(y)|
2]1/2[E|us(z)|
2]1/2
≤ L2σ sup
x∈Rd
E|us(x)|
2.
(4.2)
Therefore, using Lemma 2.3 the second term I2 is thus bounded as follows.
I2 ≤ c5(λLσ)
2
∫ t
0
A(s)
(t− s)βγ/α
ds.
Combining the above estimates, we obtain the required result in the claim.
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4.2 Proof of Theorem 1.10.
The proof is inspired by the methods in [12] and [17]. Set B = B(0, R) and
Bǫ = B(0, R − ǫ). We will use the following notation B
2 = B × B and B2ǫ =
Bǫ × Bǫ. The starting point of the proof of the lower bound hinges on the
following recursive argument.
E|ut+t˜(x)|
2
= |(GBu)t+t˜(x)|
2 + λ2
∫ t+t˜
0
∫
B2
GB(t+ t˜− s1, x, z1)GB(t+ t˜− s1, x, z
′
1)E[σ(us1 (z1))σ(us1 (z
′
1))f(z1, z
′
1)]dz1dz
′
1ds1.
We now use the assumption that σ(x) ≥ lσ|x| for all x together with a change
of variable to reduce the above to
E|ut+t˜(x)|
2
≥ |(GBu)t+t˜(x)|
2 + λ2l2σ
∫ t
0
∫
B2
GB(t− s1, x, z1)GB(t− s1, x, z
′
1)E|us1+t˜(z1)us1+t˜(z
′
1)|f(z1, z
′
1)dz1dz
′
1ds1.
We also have
E|us1+t˜(z1)us1+t˜(z
′
1)| ≥ |(GBu)s1+t˜(z1)(GBu)s1+t˜(z1)|+ λ
2l2σ
∫ s1
0
∫
B2
GB(s1 − s2, z1, z2)GB(s1 − s2, z
′
1, z
′
2)E|us2+t˜(z2)us2+t˜(z
′
2)|f(z2, z
′
2)dz2dz
′
2ds2.
We set z0 = z
′
0 := x and s0 := t and continue the recursion as above to
obtain
E|ut+t˜(x)|
2
≥ |(GBu)t+t˜(x)|
2
+
∞∑
k=1
(λlσ)
2k
∫ t
0
∫
B2
∫ s1
0
∫
B2
· · ·
∫ sk−1
0
∫
B2
|(GBu)sk+t˜(zk)(GBu)sk+t˜(z
′
k)|
k∏
i=1
GB(si−1 − si, zi−1, zi)GB(si−1 − si, z
′
i−1, z
′
i)f(zi, z
′
i)dzidz
′
idsi.
(4.3)
Proposition 4.1. Fix ǫ > 0. Then for all x ∈ B(0, R− ǫ) and 0 ≤ t ≤ t0
E|ut+t˜(x)|
2 ≥ g2t + g
2
t
∞∑
k=1
(
λ2l2σc1
)k ( t
k
)k(α−γβ)/α
,
where c1 is a positive constant depending on α and γ and t˜ > 0 is a fixed
constant.
17
Proof. We will look at the following term which comes from the recursive rela-
tion described above,
∞∑
k=1
(λlσ)
2k
∫ t
0
∫
B2
∫ s1
0
∫
B2
· · ·
∫ sk−1
0
∫
B2
|(GBu)sk+t˜(zk)(GBu)sk+t˜(z
′
k)|
k∏
i=1
GB(si−1 − si, zi−1, zi)GB(si−1 − si, z
′
i−1, z
′
i)f(zi, z
′
i)dzidz
′
idsi.
Using the fact from Remark 2.6 that for zk, z
′
k ∈ Bǫ
(GBu)sk+t˜(zk)(GBu)sk+t˜(z
′
k)
≥ inf
x,y∈Bǫ
inf
0≤s≤t
(GBu)s+t˜(x)(GBu)s+t˜(y)
= g2t ,
(4.4)
we obtain
E|ut+t˜(x)|
2 ≥g2t + g
2
t
∞∑
k=1
(λlσ)
2k
∫ t
t−t/k
∫
B2ǫ
∫ s1
s1−t/k
∫
B2ǫ
· · ·
∫ sk−1
sk−1−t/k
∫
B2ǫ
k∏
i=1
GB(si−1 − si, zi−1, zi)GB(si−1 − si, z
′
i−1, z
′
i)f(zi, z
′
i)dzidz
′
idsi.
We now make a substitution and reduce the temporal region of integration to
write
g2t
∞∑
k=1
(λlσ)
2k
∫ t/k
0
∫
B2ǫ
∫ t/k
0
∫
B2ǫ
· · ·
∫ t/k
0
∫
B2ǫ
k∏
i=1
GB(si, zi−1, zi)GB(si, z
′
i−1, z
′
i)f(zi, z
′
i)dzidz
′
idsi.
We will further reduce the domain of integration so the function
k∏
i=1
GB(si, zi−1, zi)GB(si, z
′
i−1, z
′
i)f(zi, z
′
i),
has the required lower bound. For i = 0, · · · , k, we set
zi ∈ B(x, s
β/α
1 /2) ∩B(zi−1, s
β/α
i )
and
z′i ∈ B(x, s
β/α
1 /2) ∩B(z
′
i−1, s
β/α
i ).
We therefore have |zi− z
′
i| ≤ s
β/α
1 , |zi− zi−1| ≤ s
β/α
i and |z
′
i− z
′
i−1| ≤ s
β/α
i . We
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use the lower bound on the heat kernel from Lemma 2.5
k∏
i=1
GB(si, zi−1, zi)GB(si, z
′
i−1, z
′
i)f(zi, z
′
i)
≥
ck
s
kγβ/α
1
k∏
i=1
1
s
2βd/α
i
,
for some c > 0. We setAi := B(x, s
β/α
1 /2)∩B(zi−1, s
β/α
i ) andA
′
i := B(x, s
β/α
1 /2)∩
B(z′i−1, s
β/α
i ). We will further choose that s
β/α
i ≤
s
β/α
1
2 and note that |Ai| ≥
c1s
dβ/α
i and |A
′
i| ≥ c1s
dβ/α
i . We therefore have
g2t
∞∑
k=1
(λlσ)
2k
∫ t/k
0
∫
B2ǫ
∫ t/k
0
∫
B2ǫ
· · ·
∫ t/k
0
∫
B2ǫ
k∏
i=1
GB(si, zi−1, zi)GB(si, z
′
i−1, z
′
i)f(zi, z
′
i)dzidz
′
idsi
≥ g2t
∞∑
k=1
(λlσ)
2k
∫ t/k
0
∫
A1×A′1
∫ t/k
0
∫
A2×A′2
· · ·
∫ t/k
0
∫
Ak×A′k
1
s
kγβ/α
1
k∏
i=1
1
s
2βd/α
i
dzidz
′
idsi
≥ g2t
∞∑
k=1
(λlσc2)
2k
∫ t/k
0
1
s
kγβ/α
1
sk−11 ds1
≥ g2t
∞∑
k=1
(λlσc3)
2k
(
t
k
)k(1−γβ/α)
.
This completes the proof of proposition.
Proposition 4.2. For any fixed ǫ > 0, there exists a t0 > 0 such that for all
0 < t ≤ t0,
lim inf
λ→∞
log log Iǫ,t
logλ
≥
2α
α− βγ
.
Proof. Since t is strictly positive, we can use a substitution and rewrite the
lower bound in Proposition 4.1 as
∞∑
k=1
(λlσc3)
2k
(
t
k
)k(1−γβ/α)
=
∞∑
k=1
(
(λlσc3)
2t(α−γβ)/α
k(α−γβ)/α
)k
.
(4.5)
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Now from Lemma 2.10 with ρ = (α − γβ)/α and θ = λ2 together with the
previous proposition give the result.
Proof of Theorem 1.10. The previous propositions prove the theorem for all 0 <
t ≤ t0. Now we extend the result to all t > 0. For any T, t > 0,
E|ut+T (x)|
2
≥ |(GBu)t+T (x)|
2 + λ2l2σ
∫ t+T
0
∫
B2
GB(T + t− s1, x, z1)GB(T + t− s1, x, z
′
1)E|us1(z1)us1(z
′
1)|f(z1, z
′
1)dz1dz
′
1ds1.
This leads to
E|ut+T (x)|
2
≥ |(GBu)t+T (x)|
2 + λ2l2σ
∫ t
0
∫
B2
GB(t− s1, x, z1)GB(t− s1, x, z
′
1)E|uT+s1 (z1)uT+s1(z
′
1)|f(z1, z
′
1)dz1dz
′
1ds1.
A similar argument used in the proof of Proposition 4.1 shows that
E|ut+T (x)|
2
≥(GBu)t+T (x)|
2
+
∞∑
k=1
(λlσ)
2k
∫ t
0
∫
B2
∫ s1
0
∫
B2
· · ·
∫ sk−1
0
∫
B2
|(GBu)T+sk(zk)(GBu)T+sk(z
′
k)|
k∏
i=1
GB(si−1 − si, zi−1, zi)GB(si−1 − si, z
′
i−1, z
′
i)f(zi, z
′
i)dzidz
′
idsi.
Similar ideas to those used in the proof of Proposition 4.1 combined with the
proof of the proposition above show that for all t ≤ t0, we have
lim inf
λ→∞
log logE|uT+t(x)|
2
logλ
≥
2α
α− βγ
,
for all T > 0 and whenever x ∈ B(0, R− ǫ).
Proof of Corollary 1.11. The proof of this corollary is exactly as that of Corol-
lary 1.8 and it is omitted.
5 An extension
We can obtain results similar to the results in section 5 of [12]. We state one
example, other examples can also be extended to the time fractional case. We
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choose L to be the generator of the relativistic stable process killed upon exiting
the ball B(0, R). So we are looking at the following equation
∂βt ut(x) = mut(x) − (m
2/α −∆)α/2ut(x) + I
1−β
t [λσ(ut(x))F˙ (t, x)], x ∈ B(0, R),
ut(x) = 0, x ∈ B(0, R)
c.
(5.1)
Here m is a positive number. It is known that for any ǫ > 0, there exists a
T0 > 0 such that for all x, y ∈ B(0, R− ǫ) and t ≤ T0 we have
p(t, x, y) ≈ t−d/α
whenever |x − y| ≤ t1/α. See, for instance, [7]. The constant involved in this
inequality depends on m. We therefore have the same conclusion as the one in
Theorem 1.10. So we have for all x ∈ B(0, R− ǫ)
lim
λ→∞
log logE|ut(x)|
2
logλ
=
2α
α− γβ
,
where ut is the unique solution to (5.1).
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