Our aim is to analyse special type of boundary conditions created to simulate flows like in cardiovascular and respiratory systems. Firstly we will describe model of viscous incompressible fluid in a domain consisting many inlets and outlets with open dissipative boundary conditions. The conditions are augmented by the inertia terms and we are posing additional constrains on a fluid motion by a volumetric flow rates or inlet/outlet pressure. Afterwards we will define weak formulation of the problem and it's motivation. Then we will prove mathematical correctness of proposed conditions by properly modified Galerkin method. We will prove also existence of a solution.
Introduction
Numerical modelling of unsteady incompressible flows in the large domains with many branches is still a big challenge for both mathematicians and engineers. Suppose that we are interested in the fluid flow simulation in domain which consists of the bifurcation tree, where every branch is divided onto two sub-branches, [see pic. 1]. The system of branches has approximately 16 levels of bifurcation. This situation can appear for example in respiratory or cardiovascular systems.
We can distinguish two major difficulties that arise in this setting. First is geometric complexity of the domain. The whole system is too large from the numerical point of view, thus the computation of the velocity field in whole domain is out of reach. However, in many cases the flow simulation for whole domain is not necessary and it is enough if we consider only a part of the system. Hence, the second problem is how to impose boundary conditions for the restricted domain.
In the restricted domain problems we use so called artificial boundary conditions. They are "artificial" in the sense that these conditions are simply pipe sections separating the domain of interest from another component of the network.
There are many approaches for this problem. In [Hywd] the do-nothing boundary conditions for network systems have been proposed. In [Frmg] have been described boundary conditions based on Lagrange multipliers. Many other approaches was also described in Maury's monograph [Maury] . In this paper we will focus on a special type of the boundary conditions called open dissipative. The starting point is the paper of Szumbarski, [Szumb] , where we can find full description of the mechanical interpretation of the unsteady Stokes problem, as well as numerical analysis. The boundary conditions from [Szumb] are strictly related to general open disspiative conditions which can be found in [Maury] .
The main purpose of this paper is to establish results concerning existence and uniqueness of weak solutions to the problem from [Szumb] . Now we will briefly introduce the model.
The main outline of the model is as follows. The domain consist of the rigid impermeable wall Γ 0 with no-slip boundary condition and the inlet/outlet sections Γ k , k = 1, . . . , K where open/dissipative boundary conditions are imposed. Description of this boundary conditions can be found in [Maury] . In general, we assume that inlet/outlet is connected with outside world by the virtual pipe where the Poiseuille's law is preserved. Then, the pressure difference between at the outlet and in the far field can be expressed as a linear dependence with the flux:
where Πn = ν∇u − pn and p, v, ν denote pressure, velocity and dynamic viscosity of a fluid respectively. The symbol n denotes the external normal vector to the boundary. In our case the scalar function S is given.
In [Szumb] imposed inlet/outlet are modified in a following way:
The coefficients {λ k , γ k } > 0 are given for all k = 1, . . . , K. We assume that the scalar functions {S 1 (t), . . . , S K (t)} are also given. The physical interpretation is following. Suppose that given inlet/outlet is flat. It can be shown that Γ k n · (∇u · n)dΓ = 0.
If we integrate (1) over Γ k and divide by |Γ k | it leads to he following equation
The quantity p k = |Γ k | −1 Γ k p dS is average pressure on the inlet/ outlet. We can interpret this situation as the difference between pressure on inlet / outlet and pressure in the far field. The difference is expressed as a sum of two components: static (which is proportional to flowrate Γ k v · n dΓ) and dynamic (which is proportional to the rate of change of the flowrate). In [Szumbar] the author obtained numerical solution based on the splitting method. In this paper we give a proof that unsteady, incompressible Stokes equation:
with (1) boundary condition possesses a weak solution, which is unique.
Notation
In this section we will introduce notation for function spaces, that will be used in following sections. Firstly, let's denote by
By n k we will stand for normal unit vector to surface Γ k . Next let's define space
Let's observe, that definition of space V 2 (4) is motivated by condition (1). We see that space V 2 is closed subspace of H 2 (Ω) and thus is also a Hilbert space. Thus we can define scalar product in V 2 in a following way
where λ k come from condition (1). We see that defined product (·, ·) V 2 denotes equivalent norm to standard norm in H 2 (Ω) due to trace theorem. Next, space V 2 is separable, as a subset of separable metric space, and thus has orthonor-
3 Auxiliary theorems/lemmas
In this section we would like to remind/show same results, that will be helpful in next sections. First let's recall classical result of regularity theory for eliptic equations.
Then, for any Ω ⊂⊂ Ω, u ∈ H 2 (Ω ) and
From this follows
Remark 1. Let u ∈ W 1,2 (Ω) and ∆u ∈ L 2 (Ω). Then, for any Ω ⊂⊂ Ω, u ∈ H 2 (Ω ) and
Proof. Remark follows from theorem 1 with function f = ∆u.
We will need following fact about matrix M m Remark 2. Matrix M m is invertible.
Proof. We will show that M m has full rank, and thus is invertible. It will be done by contradiction.
For purpose of this proof, let's denote by W m = span{w k } m k=1 and introduce scalar product in W m in a following way
Suppose, there is a row k of matrix M m , that is linear combination of other rows, thus
for some β j . This would imply, that w k is a linear combination of other elements of W m , which contradicts orthonormality
Weak formulation of problem and it's motivation
In this section we will derive weak formulation of problem (2), (3), (1). Let's formally multiply (2) by test function w ∈ V and integrate over Ω
By integration by parts we obtain
Now, we can omit parts of boundary that are not inlets/outlets due to (3)
Using condition (1) we get
Finally we obtain
In order to properly define weak solution we need some assumptions on functions S k and f :
and
Definition 1. Let (17) and (18) hold. Then, we say that v ∈ H 1 (0, T ; V ) is weak solution to problem (2), (3), (1), if for all w ∈ V (16) holds.
We require additional time regularity from solution v to give meaning to boundary scalar products (due to trace theorem).
Main theorem -existence of weak solution
Theorem 2. Let's assume that Ω ⊂ R 3 is bounded and that boundary ∂Ω is Lipschitz. Moreover inlets/outlets of Ω are flat(see section 1). Additionally let's assume that
and (17) and (18) hold. Then there exists unique weak solution to problem (2)
and ∆v ∈ L 2 (0, T ; L 2 (Ω)).
Proof. Proof is organised in sections to make it more transparent. We will employ Galerkin method. First, we will show existence of solution to approximated system. Next we will derive proper estimates, that will enable us to pass to a limit. Finally, we will show that obtained solution is unique.
Approximate system
Let
where functions g m i (t) solve system of equations
with initial condition given by
System (24) and (25) is system of ordinary differential equations. Problem can be reformulated following way
invertible, thus we can rewrite system in a following form
Existence of solution g m i (t) on time interval [0, T ] follows from classical theory of ODE.
Estimates
In this section we will show several estimates that will enable us to pass to the limit in (24). Additionally we have to obtain such regularity from estimates that boundary terms will make sense (in sense of trace).
L
Firstly, we will show some control of v m . To do so, we multiply equation (24) by g m l (t) and sum from 1 to m. This effectively means that equation (24) was tested by v m
Using Cauchy-Schwartz inequality we obtain
Now we need to control r.h.s. side of above inequality. To do this, we first use Poincaré inequality (f m , v m ) ≤ f m 2 v m 2 ≤ C(p) f m 2 ∇v m 2 . Additionally we use Young inequality to obtain
Finally, we get
Let's recall that v m (0) → v 0 in H 2 (Ω) and (21), (22) hold, so r.h.s. is bounded and following inequality holds
Now we will proceed to establish control of ∇v m . Let's multiply equation (24) by d dt g m l (t) and and sum from 1 to m. This means effectively testing equation (24) by
Applying Hölder and Young inequality we get
After simplification we get
Integrating from 0 to t ∈ [0, T ] we get
Again, we see that due to v m (0) → v 0 in H 2 (Ω), (21) and (22) r.h.s. side is bounded and thus
In particular following holds
Additionally
5.2.3 L 2 (Ω) and L 2 (Γ k ) control for v t (0) and v t (0) · n Now we will show estimates on time derivatives in zero time. This will become useful in next subsection. To do this let's test equation (24) by v m Like previously, we can employ Hölder and Young inequalities to obtain
Again, using Hölder and Young inequalities and (21), (22) we get
We see that due to (40) term v m · n 2 2,Γ k is bounded 5.2.4 L 2 (0, T ; H 1 (Ω)) ∩ L ∞ (0, T ; L 2 (Ω)) estimates for v m t Aim of this section is to show higher order estimates for v t . This part is crucial, because it will enable us to properly define boundary terms in weak solution(after passing to the limit). Let's differentiate equation (24) ( 
, λ k , ν, C * * .
(55) 5.2.5 L ∞ (0, T ; H −1 (Ω)) estimates for ∆v m
In this section we will show an estimate for ∆v m
By (39) 
Conclusion of obtained estimates
In previous sections we obtained following estimates
sup
ess sup
Passing to the limit
Based on estimates (58) -(61) we can extract subsequence (which we again label m) that
v m t * v t in L ∞ (0, T ; L 2 (Ω)),
∆v m * ∆v in L ∞ (0, T ; H −1 (Ω)).
Using above convergence we can pass to the limit in (24). This system is fully linear and thus we will refrain from showing detailed proof of passing to the limit. After passing we obtain
Using density of V in V 2 we can lower assumptions on testing functions
Higher regularity of spacial derivatives
During proof of existence of solutions we have shown high regularity for time derivatives. We can use them to show, that laplacian of solution has higher regularity than that shown so far. We do this following way ∆v 2 = ∆P v 2 = P ∆v 2 = sup 
where P is projection operator onto non-divergent functions. Thus we can use equation (67) ∆v 2 = sup w∈H 1 0 (Ω): w 2 =1 |(∆v, P w)| = sup
Using regularity of solution we have ess sup t∈(0,T ) ∆v 2 ≤ ess sup t∈(0,T )
( v t 2 + f 2 )).
