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Introduction
La motivation initiale de la the`se vient du the`me de l’assurance de portefeuille,
que j’avais aborde´ lors de mon stage de DEA effectue´ au sein de la Socie´te´ Ge´ne´rale
Asset Management. Il s’agit en effet d’une technique de gestion dynamique permet-
tant de limiter en cas de baisse du marche´, la perte de valeur d’un portefeuille tout
en lui laissant la possibilite´ de profiter, dans une plus ou moins grande mesure, d’une
hausse du marche´. L’abandon d’une partie des gains re´alise´s par le marche´ en cas
de hausse repre´sente le couˆt implicite d’une telle assurance.
Ainsi, le point de de´part a e´te´ de conside´rer un proble`me tre`s pratique d’optimisa-
tion de portefeuille, ou` les strate´gies admissibles doivent partir de la meˆme richesse
initiale et dominer un certain processus de plancher a` toute date interme´diaire jus-
qu’a` la maturite´ du fonds (garantie Ame´ricaine).
Pour re´soudre ce proble`me, nous avons effectue´ quelques transformations qui nous
ont amene´s a` reconside´rer le proble`me dans un cadre plus abstrait et plus ge´ne´ral et
a` nous poser des questions tre`s the´oriques. Le coeur du proble`me s’est re´ve´le´ eˆtre une
sorte de de´composition de surmartingales dans une structure mathe´matique parti-
culie`re, appele´e “alge`bre Max-Plus”.
Par ailleurs, nous avons de´couvert que les applications en finance de cette nouvelle
de´composition ne se limitent pas uniquement a` l’assurance de portefeuille, mais
s’e´tendent notamment aux options Ame´ricaines.
Ainsi dans notre expose´, nous proce`derons dans l’ordre inverse du de´roulement des
e´ve´nements. Nous commencerons d’abord par e´tudier le proble`me de de´composition
des surmartingales dans l’alge`bre Max-Plus et nous nous tournerons ensuite vers les
applications en finance.
L’alge`bre Max-Plus de´signe l’ensemble R ∪ {−∞} muni des deux ope´rations bi-
naires : l’addition (a, b) 7→ a⊕b = max(a, b) et la multiplication (a, b) 7→ a⊗b = a+b.

Elle diffe`re des structures de corps classiques par le fait que l’addition n’est pas une
loi de groupe, mais est idempotente : a⊕ a = a. Cette structure alge´brique particu-
lie`re introduit un point de vue d’alge`bre line´aire aux proble`mes de programmation
dynamique et de grandes de´viations, et s’ave`re tre`s efficace pour effectuer des calculs
alge´briques (cf. [BCOQ92]).
D’autres de´compositions de surmartingales ont de´ja` e´te´ sugge´re´es dans la structure
classique des nombres re´els, la plus connue dans la the´orie moderne des probabilite´s
e´tant celle de Doob-Meyer. Elle repre´sente toute surmartingale Z de la classe (D),
comme la diffe´rence d’une martingale locale M et d’un processus croissant pre´visible
A. Cette de´composition additive peut se re´e´crire sous la forme suivante :
Zt = E[Aζ − At|Ft] + E[Zζ |Ft]. (1)
Nous e´tablissons e´galement dans la the`se une de´composition “additive” des sur-
martingales de la classe (D), mais l’additivite´ doit eˆtre perc¸ue au sens de Max-Plus.
Plus pre´cise´ment, e´tant donne´e une surmartingale Z quasi-continue a` gauche de
la classe (D), de´finie sur [0, ζ] ou` ζ est un temps d’arreˆt, nous avons pour but de
construire un processus optionnel L semi-continu supe´rieurement a` droite, tel que Z
puisse s’e´crire en termes du maximum glissant (“running supremum”) de L :
Zt = E
[
sup
t6u6ζ
Lu ∨ Zζ |Ft
]
= E
[ ∮
[t,ζ]
Lu ⊕ Zζ
∣∣∣Ft], 0 6 t 6 ζ. (2)
Ici,
∮
de´signe une inte´grale non-line´aire appele´e inte´grale Max-Plus. Le running
supremum de L sur [0, τ ] pour tout temps d’arreˆt τ entre 0 et ζ peut s’interpre´ter
comme la valeur d’un processus croissant Λτ , et par conse´quent la repre´sentation
pre´ce´dente (2) est analogue a` la de´composition (1) de Doob-Meyer.
La martingale M⊕ de´finie comme l’espe´rance conditionnelle de Λζ ⊕ Zζ :
M⊕t = E[Λζ ∨ Zζ |Ft] = E
[
sup
06u6ζ
Lu ∨ Zζ |Ft
]
,
s’appelle la martingale de la de´composition Max-Plus de Z et domine Λτ ⊕Zτ pour
tout temps d’arreˆt τ . Contrairement a` la de´composition additive de Doob-Meyer,
l’e´galite´ a seulement lieu aux points croissants de Λ, c’est-a`-dire aux temps d’arreˆt
τ ve´rifiant Lτ = Λτ =
∮ τ
0
Lu.
Avant d’e´tablir l’existence d’un tel processus L, nous traitons d’abord la question
de l’unicite´. Nous montrons au chapitre II que la martingale M⊕ est unique. Par
contre, ce re´sultat n’est plus vrai pour le processus croissant. Tout ce qu’on peut

dire est que l’ensemble des processus croissants admissibles Λ admet un e´le´ment
maximal Λmax.
Quant au re´sultat d’existence d’une telle de´composition, il est essentiellement base´
sur des me´thodes simples de dualite´ convexe, qui se sont ave´re´es particulie`rement
utiles pour le proble`me du Bandit [Whi80, KK95], et pour des repre´sentations non-
line´aires de processus ge´ne´raux [BK04, Kl05].
Une application inte´ressante de la de´composition Max-Plus des surmartingales est
le proble`me d’un Call Ame´ricain, sans facteur d’actualisation, e´crit sur un sous-
jacent quelconque Y de la classe (D). En effet, graˆce a` la repre´sentation de l’en-
veloppe de Snell de Y sous forme d’espe´rance conditionnelle d’un certain running
supremum L∗t,ζ = supt6u6ζ Lu, nous caracte´risons explicitement un temps d’arreˆt
optimal en termes du processus indice L. Ainsi, la simple connaissance de L permet
de re´soudre comple`tement le proble`me d’arreˆt optimal sans avoir a` calculer le
prix de l’option Ame´ricaine.
De plus, toujours graˆce a` la de´composition Max-Plus, nous identifions les Calls
Ame´ricains a` des options Lookback. Ceci ge´ne´ralise en particulier les re´sultats de
Darling, Liggett et Taylor [DLT72] sur les options Ame´ricaines, uniquement valables
dans le cas discret, lorsque le sous-jacent est une somme partielle de variables ale´a-
toires inde´pendantes et identiquement distribue´es de drift ne´gatif. Notre extension
aux cas d’un sous-jacent surmartingale Z e´voluant suivant un processus de Le´vy
ge´ome´trique (avec seulement des sauts ne´gatifs) conduit a` un processus indice L,
proportionnel au sous-jacent Z.
Comme il a de´ja` e´te´ signale´, l’inte´reˆt initial de la de´composition Max-Plus des sur-
martingales provenait de l’assurance de portfeuille. En effet, s’appuyant sur la de´-
composition Max-Plus des surmartingales, la the`se sugge`re une nouvelle approche au
proble`me classique de maximisation d’utilite´ sous des contraintes de type Ame´ricain.
Il s’agit en fait de trouver un portefeuille auto-financ¸ant V dominant un plancher
dynamique a` toute date interme´diaire jusqu’a` l’e´che´ance du fonds (garantie Ame´ri-
caine).
La re´solution se fait en deux e´tapes. En choisissant un nouveau nume´raire, nous
transformons d’abord le proble`me re´el d’assurance de portefeuille en un proble`me
ge´ne´ral d’optimisation de martingale, sous contrainte de dominer un obstacle
Y , ou de fac¸on e´quivalente son enveloppe de Snell. Par ailleurs, toutes les martin-
gales admissibles doivent partir de la meˆme valeur initiale. L’optimisation dans ce
nouveau proble`me contraint est relative a` l’ordre stochastique convexe sur la
valeur terminale, de manie`re a` e´viter toute hypothe`se arbitraire sur la forme de la
fonction d’utilite´ d’un de´cideur.
Ainsi, la strate´gie optimale ne de´pend pas de la forme de la fonction d’utilite´, contrai-
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rement aux proble`mes d’optimisation usuels, ou` le choix de la fonction d’utilite´ reste
majeur. Ici, le roˆle de la fonction d’utilite´ se trouve minimise´ puisqu’elle n’intervient
que dans le choix du nume´raire.
Ensuite, la deuxie`me e´tape consiste a` montrer que la martingale de la de´composi-
tion Max-Plus de l’enveloppe de Snell du plancher Y re´sout le proble`me pose´. Un
exemple explicite est comple`tement traite´ dans le cadre d’un mouvement Brownien
ge´ome´trique.
Cette application a fait l’objet d’un article publie´ dans “Mathematical Finance”, in-
titule´ “Constrained optimization with respect to stochastic dominance. Application
to portfolio insurance” [KM06a].
La dernie`re partie de notre e´tude se tourne vers les liens entre la de´composition
Max-Plus et les martingales d’Aze´ma-Yor. Celles-ci ont e´te´ introduites par les
auteurs [AY79] pour re´soudre le proble`me de Skorohod, et en de´pit de leur simpli-
cite´, elles suffisent dans de nombreux cas a` obtenir des re´sultats d’acce`s difficile.
Dans notre contexte, ces martingales se re´ve`lent eˆtre un outil simple et efficace pour
donner, sous forme explicite, la de´composition Max-Plus d’une surmartingale Z,
lorsque celle-ci est une fonction concave u d’une martingale locale N . Dans ce cas,
la martingale d’Aze´ma-Yor associe´e a` u et N co¨ıncide avec la martingale de la de´-
composition Max-Plus de la surmartingale Z.
Ceci permet de de´crire pre´cise´ment la frontie`re d’arreˆt optimal d’un Call Ame´ricain
e´crit sur un tel sous-jacent Z, et d’obtenir une formule ferme´e pour le prix. Des
exemples illustratifs base´s sur des diffusions unidimensionnelles sont pre´sente´s dans
l’avant-dernier chapitre de la the`se. Nous retrouvons en particulier, d’une manie`re
tre`s e´le´mentaire, la plupart des re´sultats classiques sur les frontie`res Ame´ricaines des
processus a` accroissements inde´pendants.
La martingale d’Aze´ma-Yor permet e´galement de re´soudre d’autres proble`mes d’op-
timisation en finance, comme par exemple celui de trouver des martingales optimales
ve´rifiant des contraintes de type“drawdown”ou encore, celui de trouver la“meilleu-
re”martingale dominant un plancher donne´ fonction d’une martingale de re´fe´rence,
par rapport a` l’ordre convexe sur la valeur terminale.
Un article traitant de la de´composition Max-Plus des surmartingales et de ses appli-
cations en finance, intitule´ “Max-Plus decomposition of supermartingales and convex
order. Application to American options and portfolio insurance”, a e´te´ soumis aux
“Annals of Probability” [KM06b].
Un troisie`me article sur les applications des martingale d’Aze´ma-Yor en finance est
en cours de re´daction.
Par ailleurs, nous avons re´dige´, en collaboration avec d’autres membres du Centre
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de Mathe´matiques Applique´es de l’Ecole Polytechnique (Charles Dossal, Emma-
nuel Gobet, Re´mi Munos) et la Direction Recherche Gaz de France - Projet Valoris
(Christophe Barrera-Esteve, Florent Bergeret, Damien Reboul-Salze), un article in-
titule´ “Numerical methods for the pricing of Swing options : a stochastic control
approach”, qui a e´te´ accepte´ pour publication dans “Methodology and Computing
in Applied Probability” [BEBD+06]. L’article, pre´sente´ dans la dernie`re partie de
la the`se, a pour objectif de re´soudre nume´riquement un proble`me particulier de
controˆle stochastique. Il s’agit de valoriser les deux types de contrats Swing les
plus rencontre´s dans les me´tiers du gaz a` savoir les contrats d’approvisionnement
et les stockages.
Le premier type de contrat permet a` son de´tenteur d’acheter du gaz tous les jours, a`
un prix fixe´ a` l’avance et selon le volume de son choix. Quant au contrat de stockage,
il offre deux possibilite´s : soit acheter du gaz sur le marche´ et l’injecter dans un re´ser-
voir initialement vide, soit soutirer du gaz et le vendre sur le marche´. Dans les deux
cas, le volume du gaz est sujet a` des contraintes journalie`res et pe´riodiques (men-
suelles ou annuelles). Le prix de tels contrats de´pend a` la fois du prix du sous-jacent
et de la consommation cumule´e, et re´sout donc une e´quation de programmation dy-
namique avec une variable d’e´tat bi-dimensionnelle.
Afin de calculer ce prix, nous proposons d’abord dans l’article une version adapte´e
de la me´thode de Longstaff-Schwarz (originellement utilise´e pour les options Ber-
mude´ennes). Ensuite, nous explorons deux approches de recherche de consommation
optimale sous forme parame´trique. La premie`re me´thode est base´e sur les re´seaux
de neurones : le crite`re a` optimiser est re´gulier et l’optimisation est rendue aise´e a`
l’aide d’un algorithme de gradient stochastique. La seconde de´finit le comportement
optimal en fonction de seuils de consommation parame´tre´s par des e´le´ments finis.
Des tests nume´riques ont permis d’illustrer l’efficacite´ de ces approches. Elles sont
ite´ratives, contrairement aux me´thodes base´es sur la programmation dynamique, et
permettent donc de donner une estimation du prix a` chaque instant au cours des
ite´rations. De plus, elles ne se limitent pas aux mode`les a` un facteur.
Plan de la the`se
La the`se est organise´e de la manie`re suivante :
• Le premier chapitre est consacre´ a` la description des proprie´te´s essentielles de
l’alge`bre Max-Plus et de ses domaines d’application.
• Au chapitre II, nous e´tendons le the´ore`me de Doob-Meyer de de´composition des
surmartingales a` l’alge`bre Max-Plus, et nous e´tudions la question d’unicite´ de la
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martingale et du processus croissant associe´s.
• Nous ge´ne´ralisons au chapitre III le point de vue de Darling et de ses co-auteurs
concernant les proble`mes d’arreˆt optimal. Quelques exemples illustratifs base´s sur
les processus de Le´vy additifs et multiplicatifs mettent en e´vidence le lien entre la
de´composition Max-Plus et les options Ame´ricaines, et montrent que nous pouvons
comple`tement re´soudre le proble`me de Call Ame´ricain sans facteur d’actualisation,
sans avoir a` calculer le prix. Nous proposons e´galement une me´thode permettant
d’approcher nume´riquement la frontie`re d’un Put Ame´ricain e´crit sur un Brownien
ge´ome´trique. La question est aborde´e dans la the`se, plus comme une amorce de
re´flexion sur ce the`me, que sous la forme d’une solution aboutie en toute ge´ne´ralite´.
• Le chapitre IV a pour objectif d’e´tablir l’existence de la de´composition des sur-
martingales dans l’alge`bre Max-Plus. Graˆce a` des arguments simples de dualite´
convexe, nous montrons que la de´composition Max-Plus d’une surmartingale don-
ne´e, continue a` droite est e´troitement lie´e a` la re´solution d’une famille convexe de
proble`mes d’arreˆt optimal et nous exhibons ainsi une de´composition explicite dans
l’alge`bre Max-Plus. Ensuite, nous appliquons notre the´ore`me de de´composition
Max-Plus pour re´soudre le proble`me de Call Ame´ricain e´crit sur un sous-jacent
ge´ne´ral. Dans une dernie`re partie, nous reconside´rons les diffe´rentes e´tapes de la
de´composition Max-Plus dans un cadre Markovien, afin de mettre en e´vidence
l’aspect Markovien des processus implique´s.
• Au chapitre V, nous caracte´risons la martingale de la de´composition Max-Plus en
tant que solution optimale d’un proble`me d’optimisation particulier sous
contraintes, formule´ en termes d’ordre stochastique convexe. Nous donnons e´ga-
lement quelques formules ferme´es de martingales associe´es a` des de´compositions
Max-Plus de processus de Le´vy multiplicatifs et additifs.
• Le chapitre VI est consacre´ a` l’application de la de´composition Max-Plus des
surmartingales a` l’assurance de portefeuille (avec garantie Ame´ricaine).
• Au chapitre VII, nous exploitons la martingale d’Aze´ma-Yor pour de´duire la
de´composition Max-Plus de toute fonction concave croissante d’une martingale
locale continue. Cet exemple de de´composition Max-Plus est tre`s utile et couvre
entre autres tous les cas conside´re´s de processus de Le´vy. Nous abordons e´ga-
lement dans ce chapitre certaines applications de la martingale d’Aze´ma-Yor en
finance (options Ame´ricaines, assurance de portefeuille, contraintes de drawdown).
• Le dernier chapitre concerne l’article sur les me´thodes nume´riques de pricing des

options Swing.
Nous y de´veloppons de nouvelles approches de pricing des contrats Swing les plus
rencontre´s dans les me´tiers du gaz, et nous les comparons a` des me´thodes de´ja`
existantes.
Ainsi, la the`se sugge`re une nouvelle approche dans la the´orie des martingales, consis-
tant a` regarder les martingales sous forme d’espe´rance conditionnelle d’un certain
running supremum. Ces martingales ne sont rien d’autre qu’une extension des mar-
tingales de Doob-Meyer dans l’alge`bre Max-Plus. L’analyse de ces martingales et de
leurs proprie´te´s d’optimalite´ sugge`re des applications potentielles, notamment via la
martingale d’Aze´ma-Yor, a` la the´orie des martingales et leurs processus du maxi-
mum.
De plus, notre point de vue diffe´rent donne un cadre unifie´ a` la solution de diffe´rents
proble`mes d’optimisation du type arreˆt optimal ou bandit, en reliant la notion de
frontie`re a` celle d’indice, par le biais de la de´composition Max-Plus.
Ainsi, la de´composition Max-Plus des surmartingales et l’unicite´ de la martingale
associe´e se re´ve`lent tre`s utiles dans de nombreux proble`mes d’optimisation et ont un
large champ d’applications, comme les options Ame´ricaines et l’assurance de por-
tefeuille en finance. Nous pensons e´galement que notre approche peut eˆtre relie´e a`
d’autres travaux de´veloppe´s dans l’alge`bre Max-Plus (grandes de´viations, . . . ).
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Chapitre I
Alge`bre Max-Plus
Re´sume´
L’alge`bre Max-Plus est simplement obtenue en e´changeant les ope´rations (+,×) en
(max,+). Elle apparaˆıt dans plusieurs proble`mes de mathe´matiques et de physique,
en particulier dans l’e´tude de phe´nome`nes asymptotiques. Le projet MAXPLUS de
l’INRIA [ACG+94, BCOQ92, AQV94] a pour but de de´velopper la the´orie, l’algo-
rithmique et les applications des alge`bres de type Max-Plus, en relation avec les
domaines ou` celles-ci interviennent :
– la the´orie de la de´cision (commande optimale de´terministe et stochastique, the´orie
des jeux)
– la mode´lisation et l’e´valuation de performance de syste`mes a` e´ve´nements discrets
(re´seaux de transport ou de te´le´com, syste`mes de production)
– la recherche ope´rationnelle (re´solution de proble`mes d’optimisation discre`te)
– la the´orie des perturbations (perturbations de valeurs propres), etc.
Nous de´crivons dans ce chapitre les proprie´te´s essentielles de l’alge`bre Max-Plus et
ses principaux domaines d’application, en nous inspirant essentiellement des travaux
du groupe MAXPLUS (S. Gaubert, M. Akian, J.P. Quadrat, G. Cohen,...) et des
polycopie´s de cours de G.Cohen [Coh95] et de S. Gaubert [Gau99].
Par ailleurs, a` partir de l’alge`bre Max-Plus, on peut construire un formalisme ana-
logue au calcul des probabilite´s. Ceci introduit en particulier un point de vue d’al-
ge`bre line´aire aux proble`mes de programmation dynamique et aux grandes de´via-
tions. Nous pre´sentons dans ce chapitre les principaux re´sultats de la the´orie de
probabilite´ Max-Plus, en nous basant essentiellement sur l’article de Fleming [Fle04].
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I.1 Introduction ge´ne´rale a` l’alge`bre Max-Plus
Le semi-corps Max-Plus est l’ensemble R ∪ {−∞}, muni de l’addition (a, b) 7→
a ⊕ b = max(a, b) et de la multiplication (a, b) 7→ a ⊗ b = a + b. Cette structure
alge´brique diffe`re des structures de corps classiques par le fait que l’addition n’est
pas une loi de groupe, mais est idempotente : a⊕ a = a.
On rencontre parfois des variantes de cette structure : par exemple, le semi-corps
Min-Plus est l’ensemble R∪{+∞} muni des lois a⊕ b = min(a, b) et a⊗ b = a+ b,
et le semi-anneau tropical est l’ensemble N ∪ {+∞} muni des meˆmes lois.
L’objet de “l’alge`bre Max-Plus” est de ge´ne´raliser les constructions de l’alge`bre et de
l’analyse classique, qui reposent pour une bonne part sur des anneaux ou des corps
tels que Z ou R, au cas de semi-anneaux de type Max-Plus.
L’inte´reˆt pour les structures de type Max-Plus est contemporain de la naissance de la
the´orie des treillis. Depuis, les structures de type Max-Plus ont e´te´ de´veloppe´es inde´-
pendamment par plusieurs e´coles, en relation avec plusieurs domaines. Les motiva-
tions venant de la Recherche Ope´rationnelle (programmation dynamique, proble`mes
de plus court chemin, proble`mes d’ordonnancement, optimisation discre`te) ont e´te´
centrales dans le de´veloppement du domaine. Les semi-anneaux de type Max-Plus
sont bien suˆr relie´s aux alge`bres de Boole. L’alge`bre Max-Plus apparaˆıt de manie`re
naturelle en controˆle optimal et dans la the´orie des e´quations aux de´rive´es partielles
d’Hamilton-Jacobi. Elle apparaˆıt aussi en analyse asymptotique (asymptotiques de
type WKB, grandes de´viations, asymptotiques a` tempe´rature nulle en physique sta-
tistique), puisque l’alge`bre Max-Plus apparaˆıt comme limite de l’alge`bre usuelle.
La the´orie des ope´rateurs line´aires Max-Plus peut eˆtre vue comme faisant partie
de la the´orie des ope´rateurs de Perron-Frobenius non-line´aires, ou de la the´orie des
applications contractantes ou monotones sur les coˆnes, laquelle a de nombreuses mo-
tivations, telle l’e´conomie mathe´matique et la the´orie des jeux.
Dans la communaute´ des syste`mes a` e´ve´nements discrets, l’alge`bre Max-Plus a e´te´
beaucoup e´tudie´e parce qu’elle permet de repre´senter de manie`re line´aire les phe´no-
me`nes de synchronisation, lesquels de´terminent le comportement temporel de sys-
te`mes de production ou de re´seaux. Parmi les de´veloppements re´cents du domaine,
on peut citer le calcul des re´seaux, qui permet de calculer des bornes pire des cas de
certaines mesures de qualite´ de service. En informatique the´orique, l’alge`bre Max-
Plus (ou plutoˆt le semi-anneau tropical) a joue´ un roˆle de´cisif dans la re´solution
de proble`mes de de´cision en the´orie des automates. Notons finalement que l’alge`bre
Max-Plus est apparue re´cemment en ge´ome´trie alge´brique et en the´orie des repre´-
sentations.

Introduction ge´ne´rale a` l’alge`bre Max-Plus Section I.1
– Alge`bre Max-Plus, programmation dynamique et commande optimale.
L’exemple le plus simple d’un proble`me conduisant a` une e´quation Min-Plus li-
ne´aire est le proble`me classique du plus court chemin. Conside´rons en effet un
graphe dont les noeuds sont nume´rote´s de 1 a` n et dont le couˆt de l’arc allant du
noeud i au noeud j est note´ Mij ∈ R ∪ {+∞}. Le couˆt minimal d’un chemin de
longueur k allant de i a` j peut s’e´crire en termes d’e´quation de programmation
dynamique :
vij(k) = min
16s6n
(Mis + vsj(k − 1)).
On reconnaˆıt ainsi une e´quation line´aire Min-Plus :
v(k) = M.v(k − 1),
ou` on note par la concate´nation le produit matriciel induit par la mesure de l’al-
ge`bre Min-Plus.
Le proble`me classique de Lagrange du calcul des variations peut eˆtre vu comme
une version continue du proble`me pre´ce´dent. Ainsi, l’e´quation d’Hamilton-Jacobi
que ve´rifie v est une e´quation de la programmation dynamique a` temps continu
et peut s’interpre´ter comme une e´quation Min-Plus line´aire. En particulier, ses
solutions ve´rifient un principe de superposition Min-Plus : si v et w sont deux so-
lutions, et si λ, µ ∈ R, inf(λ+v, µ+w) est encore solution de l’e´quation. Ce point
de vue, inaugure´ par Maslov, a conduit au de´veloppement de l’Ecole d’Analyse
Idempotente.
– Applications monotones et the´orie de Perron-Frobenius non-line´aire,
ou l’approche ope´ratorielle du controˆle optimal et des jeux.
Depuis le tout de´but des travaux en de´cision Markovienne, on sait que les ope´-
rateurs de la programmation dynamique de proble`mes de controˆle optimal ou de
jeux, avec crite`re additif, ont des proprie´te´s de monotonie et de contraction pour
la norme sup. Or les applications monotones qui sont contractantes pour la norme
sup peuvent eˆtre vues comme des ge´ne´ralisations non-line´aires des matrices sous-
stochastiques. Une sous-classe utile, ge´ne´ralisant les matrices stochastiques, est
forme´e des applications qui sont monotones et commutent avec l’addition d’une
constante. Les proble`mes de programmation dynamique peuvent eˆtre traduits en
termes d’ope´rateurs f :
• l’e´quation de programation dynamique d’un proble`me de commande optimale
a` horizon fini s’e´crit en effet x(k) = f(x(k − 1)), ou` x(k) est la fonction valeur
en horizon k et x(0) est donne´
• la fonction valeur y d’un proble`me a` horizon infini (y compris le cas d’un
proble`me d’arreˆt optimal) ve´rifie y = f(y)
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• la fonction valeur z d’un proble`me avec facteur d’actualisation 0 < α < 1
ve´rifie z = f(αz)
• etc.
Ce point de vue abstrait a e´te´ tre`s fructueux. Il permet d’inclure la programma-
tion dynamique dans la perspective plus large de la the´orie de Perron-Frobenius
non-line´aire, qui traite des applications non line´aires sur des coˆnes ve´rifiant des
conditions de monotonie, de contraction ou d’homoge´ne´ite´.
L’e´tude des points fixes de f donne la valeur de proble`mes de de´cision en horizon
infini. L’e´tude du comportement asymptotique de f k, et en particulier l’e´tude de
l’existence de la limite de f k(x)/k lorsque k tend vers l’infini, permet d’obtenir
le couˆt ergodique d’un proble`me de controˆle optimal ou de jeux. L’asymptotique
plus pre´cise de f k, a` une normalisation pre`s, permet d’obtenir le comportement
pre´cis de l’ite´ration sur les valeurs.
Signalons enfin que les applications de la the´orie des applications monotones
contractantes ne se limitent pas au controˆle optimal et aux jeux mais servent
aussi a` la mode´lisation des syste`mes a` e´ve´nements discrets et en analyse statique
de programmes.
– Processus de Bellman.
Un autre point de vue sur la commande optimale est la the´orie des processus de
Bellman qui fournit un analogue Max-Plus de la the´orie des probabilite´s. Cette
the´orie a e´te´ de´veloppe´e a` partir de la notion de mesure idempotente introduite par
Maslov. Elle e´tablit une correspondance entre probabilite´s et optimisation, dans
laquelle les variables ale´atoires deviennent des variables de couˆt (qui permettent de
parame´triser les proble`mes d’optimisation), la notion d’espe´rance conditionnelle
est remplace´e par celle de couˆt conditionnel (pris sur un ensemble de solutions fai-
sables), la proprie´te´ de Markov correspond au principe de la programmation dyna-
mique de Bellman, et la convergence faible a` une convergence de type e´pigraphe.
Les the´ore`mes limites pour les processus de Bellman (loi des grands nombres, the´o-
re`me de la limite centrale, lois stables) fournissent des re´sultats asymptotiques en
commande optimale. Ces re´sultats ge´ne´raux permettent en particulier de com-
prendre qualitativement les difficulte´s d’approximation des solutions d’e´quations
d’Hamilton-Jacobi.
– Syste`mes a` e´ve´nements discrets.
Un des proble`mes que se posent les chercheurs est d’optimiser des syste`mes a`
e´ve´nements discrets, dans lesquels les de´cisions re´sultent e´ventuellement de l’in-
tervention de plusieurs agents, avec chacun ses propres crite`res. On peut alors se
poser la question suivante : peut-on atteindre un e´quilibre global, et en vertu de
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quelles de´cisions ?
Pour simplifier la re´solution de proble`mes complexes, il suffit parfois de changer
de cadre axiomatique. Cela vaut pour les syste`mes a` e´ve´nements discrets, que
l’on peut aborder dans le cadre de l’alge`bre Max-Plus. Cette dernie`re ressemble
beaucoup a` l’alge`bre classique, sauf qu’elle est construite a` partir de deux autres
ope´rations e´le´mentaires, mieux adapte´es a` ces syste`mes et a` la programmation
dynamique : le calcul du maximum et de l’addition. Elle permet de repre´senter
les phe´nome`nes de synchronisation comme des phe´nome`nes line´aires, donc d’avoir
des intuitions qualitatives simples et des algorithmes efficaces.
Ainsi, l’approche Max-Plus des syste`mes a` e´ve´nements discrets fournit un ana-
logue Max-Plus de la the´orie des syste`mes line´aires classiques, incluant les notions
de repre´sentation d’e´tat, de stabilite´, de se´ries de transfert, etc.
Les syste`mes dynamiques Max-Plus line´aires ale´atoires sont particulie`rement utiles
dans la mode´lisation des re´seaux. Les mode`les d’automates a` multiplicite´s Max-
Plus, incluant certaines versions temporise´es des mode`les de traces ou de tas de
pie`ces, permettent de repre´senter des phe´nome`nes de concurrence ou de partage
de ressources. Les automates a` multiplicite´s Max-Plus ont e´te´ e´tudie´s en informa-
tique the´orique. Ils fournissent des mode`les particulie`rement adapte´s a` l’analyse
de proble`mes d’ordonnancement.
– Alge`bre line´aire Max-Plus.
Une bonne partie des re´sultats de l’alge`bre Max-Plus concerne l’e´tude des sys-
te`mes d’e´quations line´aires. On peut distinguer trois familles d’e´quations, qui sont
traite´es par des techniques diffe´rentes :
1. Le proble`me spectral Max-Plus Ax = λx et ses ge´ne´ralisations. Celui-ci ap-
paraˆıt en controˆle optimal de´terministe et dans l’analyse des syste`mes a` e´ve´-
nements discrets.
2. Le proble`me Ax = b intervient en commande a` mi-temps. Il est intimement
lie´ au proble`me d’affectation optimale, et plus ge´ne´ralement au proble`me de
transport optimal. Il se traite via la the´orie des correspondances de Galois
abstraite, ou the´orie de la re´siduation. Les versions en dimension infinie du
proble`me Ax = b sont relie´es aux questions d’analyse convexe abstraite, et
de dualite´ non convexe.
3. Le proble`me line´aire ge´ne´ral Ax = Bx conduit a` des de´veloppements combi-
natoires inte´ressants (polye`dres Max-Plus, de´terminants Max-Plus, syme´tri-
sation).
– Alge`bre Max-Plus et asymptotiques.
Le roˆle de l’alge`bre Min-Plus dans les proble`mes asymptotiques est e´vident si l’on
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e´crit
a + b ≈ min(a,b), a × b = a+b, lorsque → 0+.
L’alge`bre Min-Plus peut eˆtre vue comme la limite d’une de´formation de l’alge`bre
classique, en introduisant le semi-anneau R, qui est l’ensemble R ∪ {+∞}, muni
de l’addition (a, b) 7→ − log (e−a +e− b ) et de la multiplication (a, b) 7→ a+b. Pour
tout  > 0, R est isomorphe au semi-corps usuel des re´els positifs, (R+,+,×),
mais pour  = 0+, R n’est autre que le semi-anneau Min-Plus. Cette ide´e a e´te´
introduite par Maslov, motive´ par l’e´tude des asymptotiques de type WKB d’e´qua-
tions de Schro¨dinger. Ce point de vue permet d’utiliser des re´sultats alge´briques
pour re´soudre les proble`mes d’asymptotiques, puisque les e´quations limites ont
souvent un caracte`re Min-Plus line´aire.
La meˆme de´formation apparaˆıt classiquement en the´orie des grandes de´viations a`
la loi des grands nombres : dans ce contexte, les objets limites sont des mesures
idempotentes au sens de Maslov.
Ainsi, des relations ont e´te´ e´tablies entre l’alge`bre Max-Plus et les grandes de´-
viations et ces ide´es ont e´te´ applique´es aux perturbations singulie`res de valeurs
propres.
I.2 Domaines d’application de l’alge`bre Max-Plus
L’alge`bre Max-Plus intervient dans de nombreux domaines : the´orie de la de´ci-
sion (commande optimale de´terministe et stochastique, the´orie des jeux), analyse
asymptotique et the´orie des probabilite´s, mode´lisation et e´valuation de performance
de syste`mes a` e´ve´nements discrets (re´seaux de transport ou de te´le´com, syste`mes de
production), et plus ge´ne´ralement, recherche ope´rationnelle (re´solution de proble`mes
d’optimisation discre`te).
– Commande optimale et the´orie des jeux.
La commande optimale et la the´orie des jeux ont de nombreuses applications bien
re´pertorie´es : e´conomie, finance, gestion de stock, optimisation des re´seaux, aide
a` la de´cision, etc. Ce sont des proble`mes de de´cision dans le temps.
La the´orie de la de´cision vise pre´cise´ment a` e´valuer les chances et/ou les couˆts de
tel ou tel comportement futur d’un syste`me, en pre´sence d’incertitudes dues au
hasard ou aux choix d’adversaires. Dans bien des cas, il est possible de s’affranchir
du passe´ de ce syste`me (comme dans un jeu d’e´checs), et de n’e´valuer son avenir
qu’a` partir du seul e´tat pre´sent. Il s’agit d’une simplification non ne´gligeable qui,
en termes mathe´matiques, consiste a` se placer dans le cadre de la the´orie des
processus de de´cision Markoviens.
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Un outil de base, en de´cision Markovienne, est la programmation dynamique : a`
chaque e´tat du syste`me e´tudie´, est associe´e une valeur de´termine´e par une e´qua-
tion non line´aire, appele´e e´quation de Bellman en the´orie de la commande opti-
male. C’est en effet a` ce mathe´maticien ame´ricain que l’on doit l’invention de la
programmation dynamique, il y a une cinquantaine d’anne´es.
Les syste`mes Max-Plus line´aires se re´ve`lent eˆtre tre`s pertinents pour e´tudier les
proprie´te´s the´oriques des e´quations de la programmation dynamique et de´velopper
des algorithmes pour les re´soudre. De nouveaux algorithmes et me´thodes de dis-
cre´tisation sont ainsi de´veloppe´s a` partir des re´sultats Max-Plus et de leurs ge´ne´ra-
lisations. Ceci est particulie`rement inte´ressant dans les proble`mes de grande taille,
qui ne´cessitent le de´veloppement d’algorithmes rapides (algorithmes de graphe)
ou de nouvelles approximations.
– Syste`mes a` e´ve´nements discrets.
Depuis l’invention de la programmation dynamique, les chercheurs se sont rendu
compte que cette e´quation, ainsi que celle d’Isaacs pour les jeux, pouvait servir a`
mode´liser des syste`mes dits a` e´ve´nements discrets. Cette expression fait re´fe´rence
a` l’occurence d’e´ve´nements comparables a` l’arrive´e de nouveaux clients dans une
file d’attente.
Alors que la the´orie classique des syste`mes “continus” (y compris en temps discret)
et de l’Automatique s’inte´resse a` des syste`mes “naturels”obe´issant essentiellement
aux lois de la Physique, et descriptibles par des e´quations diffe´rentielles ou aux de´-
rive´es partielles (ou leur discre´tisation approche´e en temps), le vocable “Syste`mes
(Dynamiques) a` Eve´nements Discrets” (SED) recouvre des syste`mes e´galement
dynamiques, mais dont la dynamique e´chappe totalement a` ce genre de descrip-
tion1. En re´alite´, c’est plutoˆt le niveau descriptif auquel on se place qui est a` la
source de cette impossibilite´ : au lieu de s’inte´resser au de´roulement continu des
phe´nome`nes, on ne se soucie que des “de´buts” et des “fins” de ces phe´nome`nes (les
“e´ve´nements discrets”) et de leur enchaˆınement dynamique, logique ou temporel.
Cette classe de syste`mes donne lieu a` des phe´nome`nes de synchronisation et de
concurrence, que l’on rencontre typiquement dans les re´seaux de te´le´communica-
tions (re´seaux informatiques) [LT02], les syste`mes de production (ateliers flexibles,
lignes d’assemblage) [CDQV83, CDQV85], les syste`mes de transport (routier, fer-
roviaire ou ae´rien) [LMQ01, Bra93, OSM98], ou encore en robotique et dans des
applications me´dicales.
L’importance prise par ces syste`mes dans notre socie´te´ a conduit de nombreux
chercheurs a` proposer des mode`les mathe´matiques permettant de de´crire leur com-
1Ces syste`mes sont ge´ne´ralement de conception humaine, en opposition aux syste`mes “naturels”
de´crits par les lois de la physique.

Chapitre I Alge`bre Max-Plus
portement afin d’en e´valuer les performances et d’optimiser leur conception ou leur
pilotage. La diversite´ de ces syste`mes conduit naturellement a` diffe´rents mode`les,
tels que les mode`les a` base d’automates a` e´tats finis, les chaˆınes de Markov et les
Re´seaux de Petri.
L’un des premiers ouvrages concernant les structures alge´briques de type Max-
Plus est sans doute celui de R. A. Cuninghame-Green [CG79], mais c’est en Aouˆt
1981 [CGQ99] que l’e´quipe Max-Plus de l’INRIA a assure´ le lien avec les syste`mes
a` e´ve´nements discrets. L’ide´e forte fut de montrer qu’en changeant d’alge`bre, le
comportement de certains syste`mes a` e´ve´nements discrets pouvait eˆtre de´crit a`
l’aide d’e´quations line´aires. Il s’agit des syste`mes caracte´rise´s uniquement par des
phe´nome`nes de synchronisation ou de retard. Ils correspondent a` une sous-classe
de re´seaux de Petri temporise´s, les Graphes d’Eve´nements Temporise´s (GET).
Au cours des anne´es 80, cette e´quipe a ainsi construit une the´orie des syste`mes
Max-Plus line´aires a` l’image de celle qui existait pour les syste`mes line´aires dans
l’alge`bre classique. Ce travail donna lieu a` un ouvrage collectif paru en 1992
[BCOQ92], de Baccelli, Cohen, Olsder et Quadrat, qui constitue une excellente
re´fe´rence a` jour sur l’approche Max-Plus line´aire des Syste`mes a` Eve´nements Dis-
crets (de´terministes et stochastiques), et plus ge´ne´ralement sur le semi-anneau
Max-Plus. Nous renvoyons e´galement le lecteur inte´resse´ par la the´orie des sys-
te`mes a` e´ve´nements discrets aux excellentes notes de cours de G.Cohen [Coh95]
et de S. Gaubert [Gau99].
Les syste`mes dynamiques Max-Plus line´aires et leurs ge´ne´ralisations (automates,
syste`mes monotones ou contractants), fournissent des mode`les naturels dont les
re´sultats analytiques peuvent eˆtre applique´s aux proble`mes d’e´valuation de per-
formance. Ainsi, l’approche Max-Plus permet par exemple de calculer le temps
de cycle pour des circuits digitaux, calculer le de´bit pour des ateliers, des re´-
seaux ferroviaires ou routiers, e´valuer ou maximiser la performance des re´seaux
de communication, fabriquer des controˆleurs (ou meˆme des “feedbacks”) ve´rifiant
certaines contraintes de se´curite´ ou de service, repre´senter des phe´nome`nes de
synchronisation ou de concurrence (partage de ressources) :
– Synchronisation. L’accomplissement de certains e´ve´nements entraˆıne l’appari-
tion simultane´e de plusieurs ressources ou la ve´rification simultane´e de plusieurs
conditions. La fin d’un e´ve´nement entraˆıne l’apparition simultane´e de plusieurs
autres e´ve´nements. Par exemple, pour qu’une conversation te´le´phonique ait lieu,
il faut qu’une ligne soit disponible pour acheminer l’appel et que les deux in-
terlocuteurs aient de´croche´. La fin de la conversation marque la libe´ration de la
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ligne, et le fait que les deux interlocuteurs peuvent de´sormais vaquer a` d’autres
occupations. De telles conside´rations peuvent eˆtre reprises par exemple a` propos
d’un atelier flexible.
– Concurrence. Certains e´ve´nements excluent l’apparition simultane´e d’autres
e´ve´nements. Par exemple, une machine ne peut travailler que sur une seule
pie`ce a` la fois. A la SNCF, les voies sont divise´es en tronc¸ons appele´s “cantons”.
Le “cantonnement” consiste a` exclure par un syste`me de feux rouges la pre´sence
simultane´e de deux trains sur le meˆme canton. Sur un bus d’ordinateur non
multiplexe´, un seul message peut transiter a` la fois.
L’alge`bre Max-Plus est donc apparue comme la structure mathe´matique ade´quate
pour mode´liser line´airement le phe´nome`ne de synchronisation, alors que ce phe´-
nome`ne semble fortement non-line´aire “de point de vue” des outils alge´briques
conventionnels. Bien que la motivation initiale ait paru dans l’e´tude des syste`mes
a` e´ve´nements discrets, il s’est re´ve´le´ que la the´orie des syste`mes line´aires dans
l’alge`bre Max-Plus peut eˆtre approprie´e a` d’autres fins aussi.
– Recherche ope´rationnelle.
Le roˆle de l’alge`bre Max-Plus dans certains proble`mes de recherche ope´rationnelle
est maintenant bien connu (programmation dynamique, proble`mes de chemins,
d’affectation ou de transport, certains proble`mes d’ordonnancement, proble`mes
avec des contraintes disjonctives).
Premie`rement, il existe des liens profonds entre l’alge`bre Max-Plus et les proble`mes
d’optimisation discre`te. Ces liens conduisent parfois a` de nouveaux algorithmes
pour les proble`mes de recherche ope´rationnelle classiques, comme le proble`me de
circuit de poids moyen maximum. Certains proble`mes combinatoires, comme ceux
de programmation disjonctive, peuvent eˆtre de´compose´s par des me´thodes de type
Max-Plus. Ensuite, le roˆle de l’alge`bre Max-Plus dans les proble`mes d’ordonnance-
ment est bien connu depuis les anne´es 60, puisque les dates de comple´tion peuvent
souvent se calculer a` partir d’e´quations line´aires Max-Plus. Plus re´cemment, des
repre´sentations de proble`mes d’ordonnancement ont pu eˆtre obtenues a` partir de
semi-groupes de matrices Max-Plus : une premie`re repre´sentation a e´te´ obtenue
dans le cas du “jobshop”, une repre´sentation plus simple a e´te´ obtenue dans le cas
du “flowshop”. Ce point de vue alge´brique a e´te´ tre`s utile dans le cas du “flow-
shop” : il permet de retrouver des re´sultats anciens de dominance et d’obtenir ainsi
de nouvelles bornes. Finalement, en regardant l’alge`bre Max-Plus comme une li-
mite de l’alge`bre classique, on peut utiliser des outils alge´briques en optimisation
combinatoire.
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– The´orie des perturbations.
Il s’agit de l’e´tude de proble`mes asymptotiques dont les e´quations limites ont
une structure de type Max-Plus, tels que les perturbations singulie`res de valeurs
propres ou les grandes de´viations.
Signalons e´galement que les proble`mes de l’alge`bre Max-Plus de base (analogues
Max-Plus des modules et des polyhe`dres convexes, des de´terminants, des notions
de rang, des syste`mes d’e´quations line´aires, des vecteurs propres, des e´quations po-
lynomiales, mesures idempotentes, etc.) ont souvent joue´ un roˆle de´cisif dans les
applications pre´ce´dentes de l’approche Max-Plus. L’inte´reˆt pour certains proble`mes
de base Max-Plus est re´cemment apparu dans plusieurs autres domaines de mathe´-
matiques.
I.3 Alge`bre Max-Plus : de´finitions et proprie´te´s
I.3.1 De´finitions
De´finition I.1 (Semi-anneau)
Un semi-anneau K est un ensemble muni de deux ope´rations internes ⊕ et ⊗ appe-
le´es respectivement “addition” et “multiplication”, telles que :
– l’addition est associative : (a⊕ b)⊕ c = a⊕ (b⊕ c) ;
– l’addition est commutative : a⊕ b = b⊕ a ;
– l’addition posse`de un e´le´ment neutre note´ 0⊕ et appele´ “ze´ro” : a⊕ 0⊕ = a ;
– la multiplication est associative : (a⊗ b)⊗ c = a⊗ (b⊗ c) ;
– la multiplication posse`de un e´le´ment neutre note´ e⊗ et appele´ “identite´” : a⊗e⊗ =
e⊗ ⊗ a = a ;
– la multiplication est distributive par rapport a` l’addition : a⊗ (b⊕ c) = (a⊗ b)⊕
(a⊗ c) et idem pour la multiplication a` gauche.
Nous avons la` toutes les proprie´te´s de structure des anneaux, sauf qu’il n’est pas
requis que ⊕ soit une loi de groupe.
Comme en alge`bre usuelle, le signe multiplicatif est parfois omis.
The´ore`me I.1
Le ze´ro d’un semi-anneau est absorbant pour la seconde ope´ration, c’est-a`-dire 0⊕⊗
a = a⊗ 0⊕ = 0⊕, ∀a ∈ K.
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Preuve - I.1 -
0⊕ = 0⊕e⊗ = 0⊕(0⊕ ⊕ e⊗) = 02⊕ ⊕ 0⊕ = 02⊕.
Par suite,
∀a ∈ K∗, 0⊕ = 0⊕e⊗ = 0⊕a−1a = 0⊕(a−1 ⊕ 0⊕)a = 0⊕a−1a⊕ 02⊕a = 0⊕a.

On dit que le semi-anneau est
– idempotent ou dio¨ıde, si la premie`re ope´ration est idempotente, c’est-a`-dire si
a⊕ a = a, ∀a ∈ K; (I.1)
– commutatif si le groupe est commutatif (la multiplication est commutative).
De´finition I.2 (Semi-corps)
Si la multiplication de´finit un groupe sur K∗ := K\{0⊕}, alors on qualifie (K,⊕,⊗)
de semi-corps.
Un semi-corps est dit
– idempotent si l’addition ve´rifie (I.1) ;
– commutatif si le produit est commutatif.
De´finition I.3 (Structure alge´brique Rmax)
Le symbole Rmax de´signe l’ensemble R ∪ {−∞} muni des deux ope´rations binaires
max et + note´es ⊕ et ⊗ respectivement. On a 0⊕ = −∞ et e⊗ = 0.
On appelle cette structure l’alge`bre Max-Plus.
The´ore`me I.2
La structure alge´brique Rmax est un dio¨ıde (et meˆme un semi-corps idempotent).
I.3.2 L’alge`bre Max-Plus comme structure ordonne´e
La notion de semi-treillis est rappele´e dans la de´finition suivante :
De´finition I.4 (Semi-treillis)
Un ensemble ordonne´ (E,6) est un semi-treillis supe´rieur si toute partie a` deux
e´le´ments de E admet une borne supe´rieure, i.e.
∀a, b ∈ E2, ∃c ∈ E, ((x > a et x > b) ⇐⇒ x > c).
On note c = a ∨ b.
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Un dio¨ıde K peut eˆtre muni de la relation d’ordre naturelle suivante :
a 6 b si a⊕ b = b. (I.2)
On e´crit a < b lorsque a 6 b et a 6= b.
Comme l’addition est idempotente, on a a = a⊕ a > a, ce qui montre la reflexivite´.
L’antisyme´trie et la transivite´ sont claires. Cette relation d’ordre est compatible avec
les lois de structure de K, i.e. :
a 6 b⇒ a⊕ c 6 b⊕ c
a 6 b⇒ ac 6 bc.
(K,6) est ainsi un semi-treillis dans lequel la borne supe´rieure est donne´e par ⊕
(a⊕ b est le plus petit majorant de a, b) et 0⊕ est le plus petit e´le´ment.
Dans l’alge`bre Max-Plus Rmax, la relation 6 co¨ıncide avec l’ordre coutumier.
Nous introduisons maintenant la sous classe commode et importante des dio¨ıdes
complets.
De´finition I.5 (Dio¨ıde complet)
Le dio¨ıde K est complet s’il est complet en tant qu’ensemble ordonne´ par (I.2) et
s’il ve´rifie les deux proprie´te´s suivantes, dites de “distributivite´ infinie” :
∀A ⊂ K, ∀b ∈ K, (⊕a∈A a)b = ⊕a∈A ab,
b(⊕a∈A a) = ⊕a∈A ba.
En d’autres termes, un dio¨ıde complet est un dio¨ıde ou` toute somme (infinie) d’e´le´-
ments est de´finie et ou` la distributivite´ (a` droite et a` gauche) de ⊗ par rapport a` ⊕
s’e´tend aux sommes infinies.
Il en re´sulte imme´diatement que
(⊕a∈A a)(⊕b∈B b) = ⊕(a,b)∈A×B ab.
Exemple I.3 (Dio¨ıde comple´te´ de Rmax)
R∪ {±∞}, muni du max et du +, avec la convention (+∞) + (−∞) = −∞, est un
dio¨ıde complet que l’on notera Rmax.
Remarque I.4
On peut montrer que la comple´tion et l’inversibilite´ de la loi produit sont incompa-
tibles. Autrement dit, nous avons le re´sultat suivant : un semi-corps idempotent
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non trivial n’a pas de plus grand e´le´ment, et n’est pas complet en particulier.
En effet, soit ∞ le plus grand e´le´ment d’un semi-corps idempotent K. Nous avons
∞.∞ > ∞.e⊗ = ∞, et en simplifiant ∞ = e⊗. Ainsi, tout x non nul ve´rifie
x 6 e⊗. (I.3)
D’ou` en passant aux inverses, x−1 > e⊗. L’autre ine´galite´ s’obtient en appliquant
(I.3) a` x−1, d’ou` x = e⊗ et K = {0⊕, e⊗} est trivial.
I.3.3 Idempotence de l’addition et non simplifiabilite´
Impossibilite´ de la syme´trisation
Les proprie´te´s combinatoires des dio¨ıdes (associativite´, commutativite´, distributi-
vite´, etc.) sont similaires a` celles des structures alge´briques usuelles. La diffe´rence
majeure provient du fait que l’addition ne de´finit pas une structure de groupe (pas
de “signe moins” ou d’oppose´).
Ainsi en comparant les proprie´te´s de ⊕ et de ⊗ a` celles de + et de ×, nous voyons
que :
1. nous avons perdu la syme´trie de l’addition (pour a donne´, il n’existe pas d’e´le´-
ment b tel que max(b, a) = −∞ de`s que a 6= −∞) ;
2. nous avons gagne´ l’idempotence de l’addition ;
3. il n’existe pas de diviseurs de ze´ro dans Rmax (a ⊗ b = 0⊕ = −∞ ⇒ a =
−∞ ou b = −∞).
Le fait que ⊕ soit idempotent et non inversible, est la principale caracte´ristique ori-
ginale de cette alge`bre “exotique”, ce qui la rend tre`s diffe´rente des autres structures
plus familie`res. En effet, les axiomes d’idempotence et de cancellativite´ sont exclu-
sives : si pour tous a, b, c, (a ⊕ b = a ⊕ c ⇒ b = c) et (a ⊕ a = a), il vient a = 0⊕,
pour tout a (il suffit de simplifier a⊕ a = a⊕ 0⊕).
En essayant d’effectuer des calculs alge´briques dans cette structure, nous pouvons
nous apercevoir que l’idempotence est aussi utile que l’existence d’un e´le´ment sy-
me´trique pour simplifier les formules. Par exemple, puisque la nouvelle addition ⊕
est idempotente et l’ordre est total (max(a, b) ∈ {a, b}), l’analogue de la formule
binomiale
(a+ b)n =
n
0
 an +
n
1
 an−1b + . . .+
 n
n− 1
 abn−1 +
n
0
 bn
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est
nmax(a, b) = max(na, nb).
qui est beaucoup plus simple. D’un autre coˆte´, le max n’est pas simplifiable :
max(a, b) = b n’implique pas que a = 0⊕.
I.3.4 Equations line´aires
Les e´quations line´aires dans l’alge`bre Max-Plus peuvent avoir ou ne pas avoir de
solution. De plus, meˆme s’il existe une solution, elle peut ne pas eˆtre unique.
De´finition I.6 (Fonction line´aire)
La fonction f : Rmax → Rmax est line´aire si elle satisfait
f(c) = c⊗ f(e⊗), ∀c ∈ Rmax.
Par conse´quent toute fonction line´aire est de la forme y = f(c) = a⊗c, ou` a = f(e⊗).
Les graphes de telles fonctions sont des droites de pente un et d’ordonne´e a` l’origine
a.
De´finition I.7 (Fonction affine)
La fonction f : Rmax → Rmax,
f(c) = ac⊕ b, a, b ∈ Rmax
est dite affine.
Son graphe est le sup de la fonction constante et d’une droite de pente 1.
De´finition I.8 (Equation affine)
L’e´quation affine scalaire ge´ne´rale est de la forme
ax⊕ b = a′x⊕ b′. (I.4)
En effet puisque ⊕ n’a pas d’inverse, l’e´quation (I.4) ne peut pas se re´duire a` ax⊕b =
0⊕.
La solution de l’e´quation scalaire ge´ne´rale (I.4) est la suivante :
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The´ore`me I.5
– Si les ine´galite´s
((a′ < a) et (b < b′)) ou ((a < a′) et (b′ < b)) (I.5)
sont vraies, alors la solution est unique et donne´e par
x = (b⊕ b′)/(a⊕ a′);
– Si a 6= a′, b 6= b′, et (I.5) n’est pas ve´rifie´e, alors il n’existe pas de solution dans
Rmax ;
– Si a = a′ et b 6= b′, la solution n’est pas unique et toutes les solutions sont donne´es
par x > (b⊕ b′)/a ;
– Si a 6= a′ et b = b′, la solution n’est pas unique et toutes les solutions sont donne´es
par x 6 b/(a⊕ a′) ;
– Si a = a′ et b = b′, alors tout x ∈ R est solution.
En pratique, il est pre´fe´rable de simplifier (I.4) avant de la re´soudre. Par exemple,
si a > a′ et b′ > b, alors ax⊕ b = a′x⊕ b′ ⇐⇒ ax = b′.
L’exemple qui suit est un cas particulier du the´ore`me pre´ce´dent.
Exemple I.6 (Equation line´aire)
Examinons les solutions en x de l’e´quation
z ⊕ x = m. (I.6)
Il est a` noter que l’ensemble des solutions peut eˆtre vide contrairement aux e´quations
line´aires classiques. Lorsqu’il n’est pas vide, l’ensemble des solutions admet un plus
grand e´le´ment x = m.
Preuve - I.6 -
– Si m < z, alors il n’existe pas de solution.
– Si m > z, alors x = m.
– Si m = z, alors tout x 6 z est solution, mais x = m est la solution maximale.

Le lecteur inte´resse´ par les syste`mes d’e´quations line´aires dans les dio¨ıdes pourra
se reporter a` Gondran et Minoux [GM84], Carre´ [Car79], ainsi qu’a` Cao, Kim et
Roush [CKR84]. Pour une pre´sentation plus re´cente et plus oriente´e syste`mes a`
e´ve´nements discrets, on pourra e´galement se reporter a` Baccelli et al [BCOQ92],
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ainsi qu’aux re´fe´rences qui y sont cite´es. Ce livre re´sume a` peu pre`s l’e´tat de l’art en
92 sur les syste`mes a` e´ve´nements discrets Max-Plus line´aires aussi bien de´terministes
que stochastiques, et donne des re´sultats alge´briques re´cents (comme par exemple
la syme´trisation).
I.3.5 Probabilite´ Max-Plus et processus stochastiques Max-Plus
La structure alge´brique Rmax introduit un point de vue d’alge`bre line´aire aux pro-
ble`mes de programmation dynamique et aux grandes de´viations. Une the´orie de
probabilite´s Max-Plus non-line´aires a e´te´ introduite pour formaliser ce point de vue
(voir par exemple [Aki99] de M. Akian, [AQV94] de J.-P. Quadrat et M. Viot, [MD99]
de P. Del Moral et M. Doisy), ou` la probabilite´ Max-Plus d’un e´ve´nement corres-
pond au gain d’un ensemble de de´cisions. Lorsque l’espace de de´cision est R+ et le
processus de gain une fonction re´elle de´terministe, cette probabilite´ non-line´aire
est de´finie comme une inte´grale non-line´aire.
Exemple I.7 (Inte´grale Max-Plus et running supremum)
Soit (lt)t∈[0,ζ] une fonction a` valeurs re´elles. Pour tout couple (s, t) ve´rifiant 0 6
s 6 t 6 ζ, le running supremum (ou maximum glissant) de l entre s et t est, par
de´finition, une inte´grale Max-Plus sur [s, t] par rapport a` l,
l∗s,t = sup
s6u6t
lu =
∮ t
s
lu = I
+([s, t[). (I.7)
La fonction t → l∗s,t de´finie sur [s, ζ] est croissante, continue a` droite si l est semi-
continue supe´rieurement a` droite (s. c. s. d.), c’est-a`-dire
lim sup
ε↓↓0
lt+ε 6 lt.
L’additivite´ Max-Plus
( ∮ t
s
lv
)
⊕
( ∮ u
t
lv
)
=
∮ u
s
lv de´coule de la relation suivante
sup
s6v6t
lv ∨ sup
t6v6u
lv = sup
s6v6u
lv.
Le processus (l∗0,t) croˆıt uniquement aux instants s tels que ls = l
∗
0,s.
Ainsi, si l’on conside`re la the´orie de la mesure dans laquelle le demi-corps des re´els
positifs est remplace´ par un demi-anneau idempotent, on obtient la notion de mesure
idempotente introduite par Maslov. Les mesures ou inte´grales idempotentes a` den-
site´ correspondent alors a` des suprema de fonctions pour la relation d’ordre partiel
induite par la structure idempotente.
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A partir de l’alge`bre Max-Plus ou Min-Plus,2 on peut donc construire un formalisme
analogue au calcul des probabilite´s :
Soit Ω un “espace e´chantillon”, et Q une fonction sur Ω a` valeurs dans R−, telle
que supω∈ΩQ(ω) = 0. Alors pour tout A ⊂ Ω, la probabilite´ Max-Plus de A est
P+(A) = supω∈AQ(ω).Q(ω) est appele´e vraisemblance de ω, etQ la fonction de den-
site´ de probabilite´ Max-Plus. Une variable ale´atoire Max-Plus est une fonction Z sur
Ω a` valeurs dans Rmax. L’espe´rance Max-Plus de Z est E+(Z) =
∮
Ω
Z(ω)⊗P+(dω) =
supω∈Ω[Z(ω)+Q(ω)]. Notons que si E
+(Z) < +∞, alors Z est Max-Plus inte´grable.
Il est e´galement imme´diat de voir que E+ est stable par limite croissante et line´aire
par rapport a` l’addition Max-Plus et la multiplication scalaire.
Dans le cas particulier ou` Ω = R+ et Z(ω) = l]s,t](ω), l]s,t] e´tant la fonction indi-
catrice Max-Plus qui vaut 0 si ω ∈]s, t] et −∞ sinon, E+(Z) n’est autre que notre
inte´grale Max-Plus (I.7).
La the´orie du calcul de probabilite´ Max-Plus a e´te´ profonde´ment de´veloppe´e par
W. H. Fleming qui a conside´re´ la notion d’inte´grale Max-Plus additive dans son
article [Fle04]. Il a aborde´ la notion de martingale Max-Plus, analogue a` celle de
maxingale exponentielle, telle qu’elle a e´te´ de´finie dans [Puh01]. Les re´sultats que
Fleming a pre´sente´s dans [Fle04] peuvent eˆtre vus comme un premier pas vers un cal-
cul stochastique Max-Plus (quelques proprie´te´s de la probabilite´ Max-Plus, notion
d’e´quation diffe´rentielle stochastique Max-Plus, e´quations diffe´rentielles partielles
re´trogrades et progressives, etc.).
Meˆme si nous ne les utilisons pas, nous pre´sentons ici, sans de´monstration, les prin-
cipaux re´sultats de la the´orie de´veloppe´e par Fleming dans [Fle04].
I.3.5.1 Probabilite´ Max-Plus
Soit Ω un “espace e´chantillon” et Q une fonction sur Ω a` valeurs dans R− avec
sup
ω∈Ω
Q(ω) = 0.
Pour tout A ⊂ Ω, la probabilite´ Max-Plus de A est
P+(A) = sup
ω∈A
Q(ω).
Q(ω) est appele´e vraisemblance de ω, et Q la fonction de densite´ de probabilite´ Max-
Plus. On appelle variable ale´atoire Max-Plus toute fonction Z de´finie sur Ω a` valeurs
dans R−. L’espe´rance Max-Plus de Z est
E+(Z) = sup
ω∈Ω
[Z(ω) +Q(ω)].
2L’alge`bre Min-Plus est le dual de l’alge`bre Max-Plus (le ze´ro e´tant cette fois +∞).
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Si E+(Z) < +∞, alors Z est Max-Plus inte´grable. Il est imme´diat que E+ est li-
ne´aire par rapport a` l’addition Max-Plus et la multiplication scalaire. De plus, si
Zn(ω) ↑ Z(ω) lorsque n→∞, alors E+(Zn) ↑ E+(Z) lorsque n→∞.
Espe´rance Conditionnelle Max-Plus.
Pour tout A tel que P+(A) > −∞, la densite´ de probabilite´ Max-Plus conditionnelle
sachant A est de´finie par
Q(ω|A) =
 Q(ω)− supα∈AQ(α), ω ∈ A−∞, ω /∈ A.
L’espe´rance conditionnelle d’une variable ale´atoire Max-Plus inte´grable Z s’e´crit
sous la forme
E+[Z|A] = sup
ω
[Z(ω) +Q(ω|A)].
En particulier, soit Π une fonction qui envoie Ω sur un autre espace Ω′ et posons
A(ω′) = Π−1(ω′). De´signons par Q(ω|ω′) la densite´ conditionnelle Max-Plus corres-
pondante. Alors si P+[A(ω′)] > −∞,
Q(ω|ω′) =
 Q(ω)−Q′(ω′), si ω′ = Π(ω)−∞, si ω′ 6= Π(ω),
et Q′(ω′) = supω′=Π(ω) Q(ω). Q
′(ω′) est la densite´ de la mesure de probabilite´ Max-
Plus sur Ω′ induite par la fonction Π. Similairement, l’espe´rance conditionnelle Max-
Plus est note´e par E(Z|ω′). Il est e´vident que E[Z|ω′] est Max-Plus inte´grable et
E+[E+(Z|ω′)|ω′′] = E+[Z|ω′′]. (I.8)
De plus, si Y et Z sont Max-Plus inte´grables et Y (ω) = Y ′[Π(ω)] pour tout ω, alors :
E+[Y |ω′] = Y ′(ω′) (I.9)
E+[(Y ⊕ Z)|ω′] = Y ′(ω′)⊕ E+[Z|ω′] (I.10)
E+[(Y ⊗ Z)|ω′] = Y ′(ω′)⊗ E+[Z|ω′]. (I.11)
I.3.5.2 Martingales Max-Plus
Conside´rons un intervalle de temps 0 6 t 6 T et un espace e´chantillon Ω = ΩT . A
chaque instant t, soit Πt une fonction de ΩT dans un espace Ωt, ou` ΠT est la fonction
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identite´ pour t = T . De plus, pour 0 6 τ < t 6 T , Πτ = Π˜τt ◦ Πt, ou` Π˜τt envoie Ωt
sur Ωτ . Les e´le´ments de Ωt sont note´s par ω
t.
Pour 0 6 t 6 T , soit Mt une famille de variables ale´atoires Max-Plus inte´grables,
telle que Mt = Mt(ω
t). Mt est alors une martingale Max-Plus si, pour 0 6 τ < t 6 T
E+[Mt|ωτ ] = Mτ . (I.12)
Similairement, Mt est une surmartingale Max-Plus (resp. sous-martingale Max-Plus)
si dans (I.12), l’e´galite´ est remplace´e par une ine´galite´ 6 (resp. >).
Exemple I.8
Si Z est Max-Plus inte´grable, alors Mt = E
+[Z|ωt] est une martingale Max-Plus.
Ceci re´sulte de (I.8) avec ω′ = ωt, ω′′ = ωτ .
Dans la suite, nous allons essentiellement conside´rer le cas particulier suivant.
Soit q(v) une fonction a` valeurs re´elles de la classe C1 de´finie sur l’euclidien Rm et
ve´rifiant les hypothe`ses suivantes :
(i) q(v) > 0,min
v
q(v) = 0
(ii) q est strictement convexe sur Rm (I.13)
(iii) |v|−1q(v) → +∞ p.s. |v| → ∞.
En particulier, (I.13) a lieu si q(v) = p−1|v|p, p > 1. Soit Ω l’ensemble des fonctions
absolument continues ω de´finies sur [0, T ], a` valeurs dans Rm, telles que
ω0 = 0,
∫ T
0
q(vs)ds <∞, vs = ω˙s. (I.14)
Ici ω˙s = dωs/ds. Soit Q(= QT ) la densite´ Max-Plus donne´e par
Q(ω.) = −
∫ T
0
q(ω˙s)ds. (I.15)
Soit Πt la restriction de ω. a` [0, t] :
ωt = Πt(ω.) = ω.
∣∣
[0,t]
.
La densite´ Qt(ω
t) induite par Πt et la densite´ conditionnelle Q(ω.|ωt) sont donne´es
par
(a) Qt(ω
t) = −
∫ t
0
q(ω˙s)ds (I.16)
(b) Q(ω.|ωt) = −
∫ T
t
q(ω˙s)ds. (I.17)
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Exemple I.9
Soit q∗(θ) la fonction duale convexe de q(v) :
q∗(θ) = max
v
[θ.v − q(v)], θ ∈ Rm.
Soit θs = θs(ω
s) borne´e sur [0, T ] pour tout ω. et soit
Mt =
∫ t
0
[θs.dωs − q∗(θs)ds].
Pour τ < t, il vient a` partir de (I.17)
E+[Mt|ωτ ] = Mτ + sup
ω.
[ ∫ t
τ
[θs.ω˙s − q∗(θs)− q(ω˙s)]ds
]
.
L’inte´grale est ne´gative, et donc Mt est une surmartingale Max-Plus. Le terme a`
inte´grer est nul si qv(ω˙s) = θs. Ainsi, Mt est une martingale Max-Plus si l’e´quation
diffe´rentielle fonctionnelle ω˙s = q
−1
v (θs) admet une solution borne´e sur [τ, t] avec
une donne´e initiale ωτ .
Il existe d’autres choix inte´ressants pour l’espace e´chantillon et la densite´ Max-Plus,
parmi lesquels :
(a) Si l’e´tat initial x0 a` l’instant t = 0 est inconnu, on peut prendre ω = (x0, ω.) et
Q(ω) = φ0(x0)−
∫ T
0
q(ω˙s)ds,
ou` φ0(x0) de´signe la vraisemblance (densite´ de probabilite´ Max-Plus) de x0.
(b) Soit ω = x. et I(x.) une fonctionnelle de “grandes de´viations” de la forme
I(x.) =
∫ T
0
Λ(xs, x˙s)ds,
ou` Λ(x, y) > 0, Λ(x, y(x)) = 0. Sous d’autres hypothe`ses ade´quates, Q(x.) =
−I(x.) est une densite´ de probabilite´ Max-Plus.
Le choix q(v) = 1
2
|v|2 pre´sente un inte´reˆt particulier pour les grandes de´viations
des syste`mes dynamiques de type Wentzell-Freidlin, sous de faibles perturbations
Browniennes.
Exemple I.10
Supposons que Vt = Vt(ω
t), lt = lt(ω
t) sont borne´es et ve´rifient pour 0 6 τ < t 6 T
Vτ = E
+
[( ∫ t
τ
lsds+ Vt
)∣∣ωτ]. (I.18)
Soit Mt =
∫ t
0
lsds + Vt. D’apre`s (I.9), (I.11) et (I.18), Mt est une martingale Max-
Plus.
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Exemple I.11
De´finissons l’inte´grale Max-Plus de ls sur [τ, t] comme∮ t
τ
ls ds = sup
[τ,t]
ls. (I.19)
Supposons que Φt = Φt(ω
t) et lt = lt(ω
t) sont borne´es et ve´rifient pour 0 6 τ < t 6 T
Φτ = E
+
[( ∮ t
τ
lsds⊕ Φt
)
|ωτ
]
.
Soit Mt =
∮ t
0
lsds⊕ Φt. Comme∮ t
0
lsds =
(∮ τ
0
lsds
)
⊕
(∮ t
τ
lsds
)
, (I.20)
les e´quations (I.9), (I.11) et (I.20) impliquent que Mt est une martingale Max-Plus.
Les exemples I.10 et I.11 apparaˆıtront dans les sections I.3.5.4 et I.3.5.5, en liaison
avec les principes de programmation dynamique Max-Plus multiplicatif et Max-Plus
additif.
I.3.5.3 Equations diffe´rentielles stochastiques Max-Plus
Soit ωs une fonction absolument continue sur [0, T ], a` valeurs dans Rm et ve´ri-
fiant (I.14). Conside´rons ensuite une densite´ Max-Plus Q(ω.) comme celle de´crite
dans (I.15). Les formules (I.16) et (I.17) refle`tent la proprie´te´ qu’avec un tel choix
de Q(ω.), ωs est un “processus a` accroissements Max-Plus inde´pendants”, selon la
terminologie de [Qua98]. Lorsque q(v) = 1
2
|v|2, ωs est l’analogue Max-Plus d’un
mouvement Brownien m-dimensionnel.
Soit xs ∈ Rn e´voluant suivant l’e´quation diffe´rentielle
dxs = f(xs)ds+ σ(xs)dωs. (I.21)
De manie`re e´quivalente, (I.21) se re´e´crit comme
x˙s = f(xs) + σ(xs)vs, (I.22)
ou` vs = ω˙s peut eˆtre conside´re´e comme une perturbation inconnue rentrant line´ai-
rement dans la dynamique d’un e´tat syste`me xs. Si ωs dans l’e´quation (I.21) e´tait
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remplace´ par un mouvement Brownien, nous aurions une e´quation diffe´rentielle sto-
chastique au sens d’Itoˆ. Gardant cette analogie, (I.21) est appele´e e´quation diffe´ren-
tielle stochastique Max-Plus. Nous supposons que f et σ sont de la classe C1 avec f ,
fx, σ, σx borne´es. Ces hypothe`ses sont certes fortes et peuvent eˆtre affaiblies, elles
permettent toutefois d’e´viter certaines complications techniques.
Nous donnons dans cette section et la section I.3.5.4, quelques re´sultats e´le´mentaires
autour du calcul stochastique Max-Plus, analogue a` celui d’Itoˆ (associe´ aux solutions
d’e´quations diffe´rentielles stochastiques au sens d’Itoˆ).
Re`gle diffe´rentielle Max-Plus.
Pour x, p ∈ Rn, posons
H(x, p) = f(x).p + q∗(σ′(x)p). (I.23)
Soit G(t, x) une fonction quelconque de la classe C1. Si xs ve´rifie l’e´quation (I.21)
sur [0, T ], alors on pose
(a) MGt =
∫ t
0
[θs.dωs − q∗(θs)ds],
(b) θs = σ
′(xs)Gx(s, xs).
Un calcul e´le´mentaire permet d’aboutir au re´sultat suivant analogue a` la re`gle dif-
fe´rentielle stochastique d’Itoˆ.
dG(s, xs) =
[∂G
∂s
(s, xs) +H(xs, Gs(s, xs))
]
ds+ dMGs . (I.24)
Proposition I.12
Soit G(t, x) une fonction de la classe C1. Alors
(a) MGt est une surmartingale Max-Plus.
(b) MGt est une martingale Max-Plus si Gx est borne´e.
Proprie´te´ de Markov Max-Plus.
La famille des solutions xs de l’e´quation diffe´rentielle (I.21), avec une donne´e initiale
arbitraire, constitue une contrepartie de´terministe au processus de diffusion Marko-
vien obtenu en remplac¸ant ωs par un mouvement Brownien. xs est appele´ processus
de´cisionnel de diffusion, ou de manie`re e´quivalente processus de Bellman-Maslov.
Nous ne donnons pas ici de de´finition pre´cise d’un processus de Markov Max-Plus,
puisque nous n’en servirons pas dans la suite. Nous allons plutoˆt conside´rer des ver-
sions Max-Plus de certains concepts associe´s, tels que les densite´s de transition et
les EDP re´trogrades et progressives.
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Pour 0 6 t < s 6 T , nous notons par P (t, x; s, ζ) la densite´ de transition Max-Plus
de xs solution de (I.21), avec pour condition initiale xt = x. Il en re´sulte que
P (t, x; s, ζ) = − inf
v.
{∫ s
t
q(vr)dr : xt = x, xs = ζ
}
, (I.25)
a` condition que l’ensemble des v. admissibles, avec q(vr) inte´grable sur [t, s], soit
non vide. Sinon, P (t, x; s, ζ) vaudrait −∞. La fonction P est l’analogue Max-Plus
de la densite´ de transition d’un processus Markovien de diffusion. L’e´quation sui-
vante, valable pour 0 6 τ < t < s 6 T , est l’analogue de l’e´quation de Chapman-
Kolmogorov :
P (τ, y; s, ζ) = sup
x
{P (τ, y; t, x) + P (t, x; s, ζ)}.
La notation E+ = E+tx dans la proposition I.13, indique la donne´e initiale xt = x.
Par ailleurs pour t < r < T , nous notons par xr,T la restriction de la trajectoire
e´chantillon x. a` l’intervalle de temps [r, T ].
Proposition I.13
Soit t < r < T . Pour toute fonction borne´e F (xr,T ),
E+tx
[
F (xr,T )
]
= E+tx
{
E+r,xr
[
F (xr,T )
]}
.
I.3.5.4 EDP re´trogrades et progressives
Le ge´ne´rateur d’un processus de diffusion Markovien est un ope´rateur diffe´rentiel
partiel line´aire, du second ordre, parabolique et de type elliptique (e´ventuellement
de´ge´ne´re´). Les EDP line´aires re´trogrades et progressives correspondantes, de´pen-
dantes du temps, sont de type parabolique. Dans le cadre Max-Plus, le ge´ne´rateur
de diffusion Markovien est remplace´ par l’ope´rateur de premier ordre H dans (I.23)
et (I.24). Les EDP re´trogrades et progressives correspondantes (voir (I.29) et (I.32)
ci-apre`s) sont non-line´aires par rapport aux ope´rations arithme´tiques usuelles. Ce-
pendant, ces EDP sont line´aires par rapport a` l’addition Max-Plus et a` la multipli-
cation scalaire. Les e´quations (I.29) et (I.32) sont des EDP du premier ordre. Les
solutions de ces EDP sont typiquement non re´gulie`res, mais doivent eˆtre interpre´te´es
comme solutions de viscosite´.
Commenc¸ons par de´crire une solution V (t, x) de l’EDP re´trograde Max-Plus (I.29),
dans laquelle a e´te´ inclu un terme inhomoge`ne l(x). Selon la terminologie de la the´o-
rie de controˆle, l est une fonction de “couˆt courant” (“running cost”). Nous associons
a` l’e´quation (I.29) une condition terminale en T (I.30), ou` g de´signe une fonction de
“couˆt terminal”. Afin d’e´viter certaines complications techniques, nous supposons de
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plus que l et g sont de la classe C1 avec l, lx, g et gx borne´es.
Etant donne´e la condition initiale xt = x, nous conside´rons le proble`me de controˆle
suivant. Soit xs la solution de (I.22) pour t 6 s 6 T , ou` le controˆle est donne´ par
vs. Posons
J(t, x; v.) =
∫ T
t
[l(xs)− q(vs)]ds+ g(xT ).
La fonction valeur V (t, x) de´finie par
V (t, x) = sup
v.
J(t, x; v.), (I.26)
peut se re´e´crire comme une espe´rance Max-Plus. En effet, en posant
ZtT =
∫ T
t
l(xs)ds+ g(xT ), (I.27)
il vient
V (t, x) = E+tx(ZtT ), (I.28)
ou` les indices indiquent simplement la condition initiale xt = x.
Proposition I.14
Il existe un controˆle minimisant v0. . De plus, il existe une constante M telle que
|v0s | 6 M .
La proposition I.14 implique que la fonction valeur V (t, x) ne change pas en imposant
|vs| 6 M . On a alors
The´ore`me I.15
La fonction valeur V ve´rifie une condition de Lipschitz sur [0, T ] × Rn. De plus,
V (t, x) est l’unique solution de viscosite´ borne´e, continue, Lipschitz, de l’EDP re´-
trograde
∂V
∂t
+H(x, Vx) + l(x) = 0, 0 6 t 6 T, (I.29)
avec la condition terminale
V (T, x) = g(x). (I.30)
Si (I.29) - (I.30) admet une solution G(t, x) re´gulie`re (de la classe C1) avec Gx bor-
ne´e, alors il re´sulte de la re`gle diffe´rentielle Max-Plus (I.24) que G(t, x) = V (t, x).
Cependant, une telle solution re´gulie`re n’existe pas.
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Interpre´tation probabiliste Max-Plus.
Soit xs solution de (I.22) pour 0 6 s 6 T , avec une condition initiale arbitraire x0
a` l’instant 0. Pour 0 6 t < T , si la condition initiale pour (I.22) est donne´e par xt
sur l’intervalle de temps [t, T ], alors V (t, xt) re´alise le sup dans (I.26). Pour τ < t,
le principe de programmation dynamique implique que
V (τ, xτ ) = sup
v.
[ ∫ t
τ
[l(xs)− q(vs)]ds+ V (t, xt)
]
. (I.31)
De fac¸on e´quivalente (puisque vs = ω˙s),
V (τ, xτ ) = E
+
[( ∫ t
τ
l(xs)ds+ V (t, xt)
)∣∣∣ωτ].
Soit Mt =
∫ t
0
l(xs)ds+V (t, xt). Alors a` partir de l’exemple I.10, avec Vt = V (t, xt) :
Proposition I.16
Mt est une martingale Max-Plus.
La proprie´te´ de martingale Max-Plus de Mt est e´quivalente au principe de pro-
grammation dynamique. Elle est valable sous des hypothe`ses beaucoup plus faibles
que celles que nous avons faites. Comme la multiplication Max-Plus revient a` une
addition ordinaire, l’e´quation (I.31) peut s’appeler principe de programmation dyna-
mique Max-Plus multiplicatif. Nous conside´rerons dans la section I.3.5.5 un principe
correspondant de programmation dynamique Max-Plus additif.
EDP Progressives.
Supposons que l’e´tat x0 a` l’instant t = 0 est inconnu, et conside´rons φ(x0) la vrai-
semblance (densite´ Max-Plus) de x0. La vraisemblance de xs qui ve´rifie (I.21) est
note´e par φ(s, xs), ou`
φ(s, ζ) = sup
x0
{φ0(x0) + P (0, x0; s, ζ)}
et P de´signe la densite´ de transition Max-Plus dans (I.25). L’EDP progressive Max-
Plus s’e´crit
∂φ
∂s
= H˜(ζ, φζ), s > 0, (I.32)
ou` φζ est le gradient et
H˜(ζ, p) = −f(ζ).p+ q∗(−σ′(ζ)p).
La condition initiale pour (I.32) est φ(0, ζ) = φ0(ζ).
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Remarque I.17
Une fonction ψ sur Rn est dite semi-convexe si : pour tout R > 0 il existe CR telle
que ψ(x) + CR|x|2 est convexe sur la sphe`re {|x| 6 R}. Si f, σ, l sont suppose´es de
la classe C2 en plus des hypothe`ses pre´ce´dentes, la semi-convexite´ de φ0 engendre la
semi-convexite´ de φ(s, .) pour s > 0. De manie`re analogue pour la fonction valeur,
V (t, .) est semi-convexe si g l’est. La classe des fonctions semi-convexes est naturel-
lement lie´e aux processus stochastiques Max-Plus gouverne´s par (I.21). Ce lien est
analogue a` celui qui existe entre les fonctions de classe C2 sur Rn et les e´quations
diffe´rentielles stochastiques au sens d’Itoˆ.
I.3.5.5 Programmation dynamique Max-Plus additive
Dans cette section, nous conside´rons un analogue Max-Plus Z+tT au crite`re ZtT donne´
par (I.27). Par souci de simplification, le terme de couˆt terminal g(xT ) dans (I.27)
sera maintenant omis. f , σ et l satisfont aux meˆmes hypothe`ses pre´ce´dentes. Soit
Z+tT =
∮ T
t
l(xs)ds, (I.33)
ou` comme pre´ce´demment xs est solution de (I.21) pour t 6 s 6 T avec xt = x et
comme dans (I.19), ∮ T
t
l(xs)ds = max
[t,T ]
l(xs). (I.34)
Par correspondance a` (I.28), nous posons
V +(t, x) = E+tx(Z
+
tT ).
Dans la section I.3.5.6, V +(t, x) s’obtient comme limite de grandes de´viations des
normes Lλ lorsque λ→∞, si dans (I.14) q(v) = 12 |v|2.
Soit 0 6 t < r < T . Comme l’inte´grale Max-Plus en temps dans (I.34) est additive
sous une subdivision de [t, T ] en [t, r] et [r, T ], il de´coule de l’identite´ (I.10) et de la
proposition I.13 :
V +(t, x) = E+tx
[( ∮ r
t
l(xs)ds
)
⊕
( ∮ T
r
l(xs)ds
)]
= E+tx
[( ∮ r
t
l(xs)ds
)
⊕
(
E+rxr
∮ T
r
l(xs)ds
)]
.
Ainsi V + satisfait au principe de programmation dynamique Max-Plus additif :
V +(t, x) = E+tx
[( ∮ r
t
l(xs)ds
)
⊕ V +(r, xr)
]
. (I.35)
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Dans l’exemple I.11, posons Φt = V
+(t, xt) et ls = l(xs). L’identite´ (I.35) applique´e
a` x = xt donne alors :
Proposition I.18
Mt =
( ∮ t
0
l(xs)ds
)⊕ V +(t, xt) est une martingale Max-Plus.
La fonction V (t, x) satisfait a` l’EDP re´trograde (I.29) au sens de viscosite´ (the´o-
re`me I.15). Nous allons voir dans cette section que V +(t, x) ve´rifie une ine´galite´
variationnelle correspondante (I.36), mais signalons d’abord quelques proprie´te´s de
V +.
Lemme I.19
(a) ||V +|| 6 ||l|| ou` || || est la norme sup.
(b) V +(T, x) = l(x).
(c) V +(t, x) est une fonction de´croissante de t.
Lemme I.20
(a) V +(t, x) =
∮ T
t
U(t, s; x)ds.
(b) V + satisfait une condition de Lipschitz sur [0, T ]× Rn.
(c) Il existe une constante M telle que
V +(t, x) = sup
|vs|6M
[
Z+tT −
∫ T
t
q(vs)ds
]
.
Comme V + est Lipschitz continue, V + est diffe´rentiable en presque tout (t, x) ∈
[0, T ]×Rn. Le the´ore`me suivant montre que V + satisfait l’ine´galite´ de programmation
dynamique (I.36) .
The´ore`me I.21
Si V + est diffe´rentiable en (t, x) avec t < T , alors
0 = max[l(x)− V +(t, x), V +t (t, x) +H(x, V +x (t, x))], (I.36)
ou` H est donne´e par (I.23).
Si (I.36) est vraie pour presque tout (t, x), V + est appele´e solution ge´ne´ralise´e de l’in-
e´galite´ variationnelle. Malheureusement, en plus de la fonction valeur V +, il existe
typiquement infiniment beaucoup d’autres solutions ge´ne´ralise´es de (I.36) avec la
meˆme condition terminale l(x) en T . Ce proble`me disparaˆıt en conside´rant des so-
lutions de viscosite´ plutoˆt que des solutions ge´ne´ralise´es. Le the´ore`me suivant est
l’analogue du the´ore`me I.15.
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The´ore`me I.22
V +(t, x) est l’unique solution de viscosite´ borne´e, Lipschitz, continue, de l’ine´galite´
variationnelle (I.36) avec la condition terminale
V +(T, x) = l(x).
I.3.5.6 Limites de grandes de´viations
Nous posons dans cette section q(v) = 1
2
|v|2. L’EDS Max-Plus (I.21) re´sulte natu-
rellement de la the´orie de grandes de´viations de Freidlin-Wentzell pour de faibles
perturbations ale´atoires [FW84]. Pour  > 0, conside´rons xs, solution au sens d’Itoˆ
de l’EDS
dxs = f(x

s)ds+ 
1
2σ(xs)dBs, t 6 s 6 T
avec xt = x, et Bs mouvement Brownien m-dimensionnel. Comme dans (I.27), on
pose
ZtT =
∫ T
t
l(xs)ds+ g(x

T ).
Alors sous nos hypothe`ses pre´ce´dentes,
E+tx(ZtT ) = lim
→0
 log Etx[exp(
−1ZtT )].
La contrepartie Max-Plus additive dans la section I.3.5.5 re´sulte d’un autre type
de limite. C’est une version de grandes de´viations d’une Lλ-norme, lorsque λ = 
−1
tend vers l’infini. Soit F (x) une fonction positive telle que l(x) = logF (x) ve´rifie
nos hypothe`ses pre´ce´dentes. Posons
J tT =
∫ T
t
F (xs)
1
 ds =
∫ T
t
exp(−1l(xs))ds.
Il de´coule de la the´orie des grandes de´viations que
lim
→0
 log(J tT ) =
∮ T
t
E+tx[l(xs)]ds = E
+
tx(Z
+
tT ),
avec Z+tT donne´e par (I.33).
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Chapitre II
De´composition Max-Plus
de surmartingales
Re´sume´
Nous e´tablissons dans ce chapitre un the´ore`me de de´composition des surmartingales
de la classe (D) dans l’alge`bre Max-Plus.
Nous abordons notamment la question d’unicite´ des processus associe´s. Alors que
la martingale de la de´composition Max-Plus est unique, ce re´sultat n’est plus vrai
pour le processus croissant. Tout ce que l’on peut affirmer est que l’ensemble des
processus croissants admissibles admet un e´le´ment maximal.
Deux exemples illustrant la de´composition Max-Plus de surmartingales de´ge´ne´re´es
sont e´galement donne´s dans le chapitre.
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II.1 Introduction
L’un des the´ore`mes les plus fondamentaux de la the´orie des processus stochastiques
est la fameuse de´composition additive de Doob-Meyer qui date des anne´es 60. Elle
caracte´rise toute surmartingale de la classe (D) sous forme de diffe´rence d’une mar-
tingale locale et d’un processus croissant pre´visible. Depuis et pour des motivations
essentiellement financie`res, elle a e´te´ e´tendue a` une classe plus large de proces-
sus [KQ95, Kra96]. Citons e´galement la de´composition multiplicative [Jac78, Mem78]
qui elle aussi, reveˆt un inte´reˆt conside´rable en finance.
Nous allons d’abord rappeler les versions standard de ces the´ore`mes de de´composi-
tions de surmartingales, et nous proposerons ensuite un nouveau the´ore`me de de´com-
position des surmartingales de la classe (D) dans l’alge`bre Max-Plus (note´e Rmax).
Il s’agit en quelque sorte d’une extension du the´ore`me de Doob-Meyer puisque la
repre´sentation est additive dans Rmax.
L’existence des processus associe´s a` la de´composition Max-Plus sera e´tudie´e au cha-
pitre IV. Nous nous concentrerons plutoˆt ici sur les questions d’unicite´. Ainsi, nous
verrons que la martingale de la de´composition est unique, contrairement a` ce qui se
passe pour le processus croissant. Tout ce que l’on peut dire est que l’ensemble des
processus croissants admissibles admet un e´le´ment maximal.
La de´composition Max-Plus sera e´galement illustre´e dans ce chapitre par des exem-
ples lie´s a` des surmartingales de´ge´ne´re´es, d’abord comme processus de´croissant, en-
suite comme martingale.
II.2 Cadre
Nous donnons ici les notations et de´finitions qui seront utilise´es tout au long de la
the`se.
L’incertitude est mode´lise´e par un espace de probabilite´ filtre´ (Ω,F ,P) satisfaisant
les conditions usuelles :
– F0 contient les ensembles ne´gligeables de F .
– (Ft)t∈R+ est une famille croissante de sous-tribus de F , i.e. Fs est incluse dans
Ft si s 6 t. La famille Ft, pour tout t ∈ R+, est appele´e la tribu des e´ve´nements
ante´rieurs a` t et on de´signe par F∞ la tribu engendre´e par toutes les sous-tribus
Ft. Pour tout t ∈ R+, on pose
Ft+ = ∩s>tFs, Ft− = ∨s>tFs,
ou` F0− = F0 par convention.
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– La famille (Ft) est continue a` droite, i.e. Ft = Ft+.
Nous supposerons en outre que la famille (Ft) est quasi-continue a` gauche. Contrai-
rement a` la de´finition de la continuite´ a` droite, cette notion fait intervenir des temps
d’arreˆt. En particulier, l’e´galite´ pour tout temps constant t des tribus Ft et Ft− est
une proprie´te´ plus faible que la quasi-continuite´ a` gauche.
Nous rappelons d’abord ici des de´finitions de tribus associe´es aux temps d’arreˆt, puis
la notion de quasi-continuite´ a` gauche pour une famille de tribus.
De´finition II.1 (Tribus associe´es aux temps d’arreˆt)
Soit T un temps d’arreˆt de la famille (Ft).
(a) On appelle tribu des e´ve´nements ante´rieurs a` T la tribu FT forme´e par
les e´le´ments A de F∞ tels que
A ∩ {T 6 t} ∈ Ft pour tout t ∈ R+.
(b) On appelle tribu des e´ve´nements strictement ante´rieurs a` T la tribu FT−
engendre´e par les e´le´ments de F0 et par les ensembles de la forme
A ∩ {t < T} ou` A ∈ Ft et t ∈ R+.
La tribu FT est donc de´finie globalement, tandis que la tribu FT− est de´finie par un
syste`me de ge´ne´rateurs stable pour (∩f).
Remarque II.1
Dans la de´finition (b), on peut remplacer la condition ′′A ∈ F ′′t par ′′A ∈ F ′′t− , et
meˆme par ′′A ∈ ∪s<tF ′′s . En effet, si A appartient a` Ft, l’ensemble A ∩ {T > t} est
e´gal a` la re´union des ensembles A ∩ {T > r} lorsque r parcourt les rationnels > t,
et A appartient a` ∪s<rFs.
Nous renvoyons le lecteur aux ouvrages [Del72] et [DM87b] pour de plus amples
de´tails sur les tribus associe´es aux temps d’arreˆt, la classification des temps d’arreˆt
et plus largement, la the´orie ge´ne´rale des processus.
De´finition II.2
La famille de tribus (Ft) est dite quasi-continue a` gauche si, pour tout temps
d’arreˆt pre´visible1 τ ,
Fτ = Fτ−.
Fτ− est appele´e la tribu des e´ve´nements strictement ante´rieurs a` τ .
1La notion de temps d’arreˆt pre´visible sera rappele´e au chapitre IV.
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Le pre´fixe “quasi” rappelle que l’e´galite´ de Fτ− et de Fτ n’est demande´e que pour les
temps d’arreˆt pre´visibles τ . Il existe en effet des familles quasi-continues a` gauche
telles que l’e´galite´ Fτ = Fτ− soit en de´faut pour certains temps d’arreˆt τ non
pre´visibles.
On montre (voir [Del72] pour la de´monstration) que la famille (Ft) est quasi-continue
a` gauche si et seulement si, elle n’admet pas de temps de discontinuite´ :
∨nFτn = F(lim τn),
si (τn) est une suite croissante de temps d’arreˆt.
Une famille de tribus quasi-continue a` gauche est aussi caracte´rise´e par le fait que
toute martingale M est quasi-continue a` gauche, c’est-a`-dire ∆Mτ = 0 p.s. pour
tout temps d’arreˆt pre´visible τ > 0.
Comme nous nous inte´ressons dans ce chapitre a` la de´composition des surmartin-
gales, il est essentiel de rappeler d’abord quelques notions relatives a` la the´orie des
martingales et des surmartingales.
De´finition II.3
Un processus adapte´ re´el Z = (Zt) est une surmartingale (resp. martingale) si, pour
chaque t, Zt est une variable ale´atoire inte´grable, et si, pour tout couple (s, t) tel que
s 6 t, on a
Zs > E[Zt|Fs] p.s. (resp. Zs = E[Zt|Fs] p.s.).
The´ore`me II.2 (Re´gularite´ des trajectoires)
– Une surmartingale Z = (Zt) admet une modification continue a` droite si et seule-
ment si la fonction t 7→ E[Zt] est continue a` droite. En particulier, toute martin-
gale admet une modification continue a` droite.
– Une surmartingale continue a` droite admet p.s. des limites a` gauche finies.
L’horizon du proble`me est un temps d’arreˆt note´ ζ et peut eˆtre infini.
Les processus que nous conside´rons dans la the`se sont principalement de la classe
(D). Nous donnons ci-dessous leur de´finition (cf. [DM87a], de´finition 20, p.89).
De´finition II.4
Soit X un processus mesurable. On dit que X est borne´ dans L1 (par rapport a` (Ft))
si le nombre
||X||1 = sup
T
E[|XT |1{T<∞}]
est fini, T parcourant l’ensemble de tous les temps d’arreˆt de (Ft). Si de plus toutes
les variables ale´atoires XT1{T<∞} sont uniforme´ment inte´grables, on dit que X ap-
partient a` la classe (D).
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On dit aussi qu’un processus adapte´ X est de la classe (D) si |X| est domine´ par
une martingale uniforme´ment inte´grable.
Rappelons ci-dessous la de´finition d’inte´grabilite´ uniforme.
De´finition II.5 (Inte´grabilite´ Uniforme)
On dit qu’une famille de variables ale´atoires (Xα, α ∈ I) est uniforme´ment inte´grable
si
lim
n→∞
sup
α∈I
∫
{|Xα|>α}
|Xα|dP = 0.
Il est e´quivalent d’avoir les deux conditions suivantes :
(a) supα E[|Xα|] < +∞ ;
(b) pour tout  > 0, il existe δ > 0 tel que l’on ait
A ∈ F et P(A) 6 δ ⇒ sup
α∈I
E[1A.|Xα|] < .
Une partie finie de L1 est uniforme´ment inte´grable, ainsi qu’une famille domine´e
dans L1. Plus ge´ne´ralement, si H est uniforme´ment inte´grable, et si une famille H1
est telle que
∀X ∈ H1, ∃Y ∈ H, |X| 6 |Y |,
alors H1 est uniforme´ment inte´grable.
Une surmartingale X = (Xt) sera alors dite uniforme´ment inte´grable si la famille
(Xt) est uniforme´ment inte´grable.
Le crite`re suivant est tre`s utile en pratique pour s’assurer de l’inte´grabilite´ uniforme
d’une famille.
Proposition II.3 (The´ore`me De La Valle´e Poussin)
Une famille (Xα, α ∈ I) est uniforme´ment inte´grable si et seulement si il existe
une fonction Φ(x) : R+ → R+, croissante, telle que Φ(x)x converge vers +∞ lorsque
x→ +∞, et telle que
sup
α∈I
E[Φ(|Xα|)] < +∞.
Ainsi, une partie borne´e dans Lp est uniforme´ment inte´grable de`s que p > 1.
Notons que dans le cas particulier ou` X est une martingale continue a` droite, X est
de la classe (D) si et seulement si elle est uniforme´ment inte´grable.
Le the´ore`me suivant donne un crite`re simple d’appartenance a` la classe (D) pour les
surmartingales positives, duˆ a` Johnson et Helms [JH63].
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The´ore`me II.4
Soient Z une surmartingale continue a` droite positive et Rn(ω) = inf{t : Zt(ω) > n}.
Alors Z appartient a` la classe (D) si et seulement si limn E[ZRn1{Rn<∞}] = 0.
Une surmartingale (resp. martingale) Z de la classe (D) est appele´e une (D)- sur-
martingale (resp. (D)-martingale).
II.3 De´compositions de surmartingales
En 1937, Joseph Leo Doob a donne´ un cadre mathe´matique rigoureux de l’e´tude des
processus stochastiques en temps discret et continu.
S’appuyant sur la the´orie des fonctions harmoniques et des fonctions analytiques et
sur les travaux de Paul Le´vy, Doob a cre´e´ la the´orie des martingales et a de´veloppe´
nombre de ses applications.
En France, les travaux de Joseph Doob ont notamment beaucoup influence´ les re-
cherches de Paul-Andre´ Meyer, dont le livre “Probabilite´s et Potentiel” [DM87b] pro-
longe l’oeuvre de Doob. Un re´sultat, duˆ a` Doob, puis e´tendu par P.-A. Meyer, d’une
importance conside´rable dans l’e´tude des processus stochastiques, est la de´compo-
sition additive des surmartingales, appele´e “de´composition de Doob-Meyer”.
Elle caracte´rise toute surmartingale de la classe (D) comme e´tant la diffe´rence unique
entre une martingale locale et un processus pre´visible croissant.
Re´cemment, pour des raisons lie´es a` des proble`mes d’optimisation en mathe´ma-
tiques financie`res, cette de´composition a e´te´ e´tendue a` un processus de´finissant une
surmartingale pour une famille infinie de mesures de probabilite´ e´quivalentes. Ce-
pendant El Karoui et Quenez [KQ95], et ensuite Kramkov [Kra96], ont e´tabli qu’une
telle de´composition n’a lieu qu’en relaxant la proprie´te´ de pre´visibilite´ du processus
croissant.
Pour diffe´rentes raisons, nous sommes concerne´s dans notre e´tude par une de´com-
position optionnelle de surmartingales, mais dans un sens diffe´rent.
Par ailleurs, la de´composition additive n’est pas la seule a` pre´senter un inte´reˆt. La
de´composition multiplicative par exemple, a retenu beaucoup d’attention en ma-
the´matiques financie`res [Jam04]. Nous allons d’abord rappeler la version standard
du the´ore`me de de´composition de Doob-Meyer ([Mey73], [KS91], [DM87a] (Th 4.10,
p. 24)).
The´ore`me II.5
Soit Z une (D)-surmartingale de´finie sur [0, ζ], ou` ζ est un temps d’arreˆt e´ventuel-
lement infini.

De´compositions de surmartingales Section II.4
1. Il existe un processus croissant A unique ca`dla`g (continu a` droite, limite´ a` gauche)
pre´visible, tel que A0 = 0, Aζ inte´grable et
Zt = E
[
Aζ − At
∣∣Ft]+ E[Zζ∣∣Ft], 0 6 t 6 ζ. (II.1)
2. De plus avec cette repre´sentation, nous avons
Zt + At = M
A
t , 0 6 t 6 ζ. (II.2)
ou` le processus MA de´fini par MAt = E
[
Aζ + Zζ |Ft
]
est une (D)-martingale. Cette
de´composition est unique (a` des processus e´vanescents pre`s).
3. En outre, si Z est quasi-continu a` gauche, alors A est continu.
Comme mentionne´ pre´ce´demment, il existe d’autres de´compositions relatives a` des
ope´rations diffe´rentes de l’addition, telle que la multiplication. On parle alors de
de´composition multiplicative de surmartingales positives ([Jac78, Mem78]).
The´ore`me II.6
Soit Z une (D)-surmartingale strictement positive.
1. Il existe un processus croissant B inte´grable, pre´visible tel que B0 = 1 et
Zt = E
[
Zζ × Bζ
Bt
∣∣∣Ft], 0 6 t 6 ζ. (II.3)
2. De plus avec cette repre´sentation, nous avons
Zt × Bt = MPt , 0 6 t 6 ζ. (II.4)
ou` MP de´finie parMPt = E
[
Bζ×Zζ |Ft
]
est une (D)-martingale. Cette de´composition
est unique (a` des processus e´vanescents pre`s).
Il est a` noter qu’en raison de la non-line´arite´ de l’espe´rance conditionnelle par rapport
a` la multiplication, l’e´quation (II.3) ne peut pas s’e´crire sous la forme
Zt = E
[Bζ
Bt
∣∣∣Ft] ×E[Zζ∣∣Ft].
Inte´ressons-nous a` pre´sent a` un nouveau type de de´composition relative a` l’ope´ration
max, qui joue le roˆle de l’addition dans le semi-corps Max-Plus Rmax : x ⊕ y =
max(x, y). Le proble`me est alors de trouver un processus optionnel L tel que
Zt = E
[
sup
t6u6ζ
Lu|Ft
]
= E
[ ∮ ζ
t
Lu
∣∣∣Ft].

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II.4 Re´sultat Principal
Le the´ore`me qui va suivre est le the´ore`me principal du chapitre. Nous lui donnons
une forme tre`s semblable a` celle du the´ore`me II.5. La premie`re partie est la version
Max-Plus de la de´composition des surmartingales, exprime´e en termes de running
supremum (ou maximum glissant) d’un processus L. Contrairement a` ce qui se passe
avec la de´composition additive ou multiplicative (voir les e´quations (II.2) et (II.4)),
ici l’identite´ E
[
ΛT |Ft
]
= Zt⊕Λt n’est pas vraie a` chaque instant t dans [0, ζ]. Nous
avons juste une ine´galite´.
Nous donnons ici une preuve partielle du the´ore`me. L’existence d’un processus sa-
tisfaisant aux proprie´te´s ci-dessous sera montre´e au chapitre IV. Elle est e´tablie
dans le cas ou` le processus Z est quasi-continu a` gauche, notion qui sera de´finie au
chapitre IV. Nous e´tudions d’abord la question de l’unicite´.
The´ore`me II.7
Soit Z une (D)-surmartingale quasi-continue a` gauche de´finie sur [0, ζ].
1. Z admet la de´composition Max-Plus suivante : pour tout temps d’arreˆt S 6 ζ,
ZS = E
[
sup
S6u6ζ
Lu ∨ Zζ|FS
]
= E
[ ∮
[S,ζ]
Lu ⊕ Zζ|FS
]
, (II.5)
ou` L =
(
Lt
)
06t6ζ
est un processus optionnel, semi-continu supe´rieurement a`
droite et ve´rifiant Lζ 6 Zζ.
2. Soit L∗t,s le running supremum (ou maximum glissant) ca`dla`g de Lu : L
∗
t,s =
supt6u6s Lu =
∮
[t,s]
Lu.
De´finissons la (D)-martingale M⊕ par
M⊕S := E
[
L∗0,ζ ∨ Zζ |FS
]
, pour tout temps d’arreˆt S 6 ζ. (II.6)
Alors
M⊕ > max(Z, L∗0,.) = Z ⊕ L∗0,., (II.7)
et pour tout temps d’arreˆt S 6 ζ,
LS = L
∗
0,S ⇒ M⊕S = ZS ⊕ L∗0,S = ZS. (II.8)
Nous avons en particulier la condition de “flat-off” suivante :∫
[0,ζ]
(M⊕s − Zs)dL∗0,s = 0. (II.9)

Re´sultat d’unicite´ Section II.5
3. Cette de´composition est unique au sens du the´ore`me II.8 ci-dessous.
Preuve - Preuve partielle -
1. Voir Chapitre IV pour la construction du processus Lu.
2. Pour tout instant t dans [0, ζ], l’additivite´ ⊕ de L∗ entraˆıne que
M⊕t = E
[
L∗0,ζ ∨ Zζ|Ft
]
= E
[
L∗0,t ∨ L∗t,ζ ∨ Zζ|Ft
]
> L∗0,t ∨E
[
L∗t,ζ ∨ Zζ |Ft
]
= L∗0,t ∨ Zt.
De plus, si S est un temps d’arreˆt ou` LS = L
∗
0,S , alors L
∗
0,ζ = L
∗
S,ζ et par conse´quent
M⊕S = E
[
L∗0,ζ ∨ Zζ |FS
]
= E
[
L∗S,ζ ∨ Zζ|FS
]
= ZS.

La repre´sentation II.5 du the´ore`me pre´ce´dent est une de´composition additive de
surmartingale dans la structure alge´brique Rmax, analogue a` celle de Doob-Meyer.
Cependant, le processus croissant ici est seulement optionnel et non force´ment pre´-
visible. Cette restriction est semblable a` celle qui figure dans la de´composition de
Kramkov [Kra96].
Notons e´galement que contrairement a` ce qui se passe dans la de´composition Max-
Plus, dans les de´compositions pre´ce´dentes l’e´galite´ MAS = ZS, ou` M
A est la mar-
tingale de la de´composition additive de Doob-Meyer (resp. MPS = ZS, ou` M
P est
la martingale de la de´composition additive) est uniquement vraie jusqu’au premier
temps d’arreˆt ou` le processus croissant A (resp. B) commence a` croˆıtre.
II.5 Re´sultat d’unicite´
Pour l’unicite´, il n’est pas ne´cessaire de supposer a priori que le processus croissant
intervenant dans la de´composition Max-Plus est un running supremum. Seule la
condition de “flat-off” (II.9) est requise.
The´ore`me II.8 (Unicite´)
Soit Z une (D)-surmartingale. Supposons qu’il existe une (D)-martingale M avec
M0 = Z0, et un processus croissant ca`dla`g adapte´ Λ a` valeurs dans [−∞,+∞), tel
que, presque suˆrement,
Mt > Zt ∀t ∈ [0, ζ], Mζ = Λζ ∨ Zζ . (II.10)

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Supposons en outre que Λ croˆıt uniquement aux instants t 6 ζ ou` Mt = Zt. Autre-
ment dit, Λ satisfait la “condition de flat-off”∫
[0,ζ]
(Mt − Zt) dΛt = 0 , p.s. (II.11)
Alors la martingale M est unique et note´e M⊕ dans la suite.
De plus, e´tant donne´e une telle martingale M⊕, l’ensemble K des processus crois-
sants Λ ve´rifiant (II.10) et (II.11), admet un e´le´ment maximal qui ve´rifie e´galement
la condition (II.11). On le note Λmax.
Remarque II.9
(a) Lorsque Λ est un running supremum de la forme L∗0,t = sup06s6t Ls, Λ ne croˆıt
qu’aux instants t tels que L∗0,t = Lt. Ainsi la “condition de flat-off” imposant que
M⊕t = Zt aux points de croissance de Λ, entraˆıne la condition (II.8) du the´o-
re`me II.7.
(b) A la maturite´, la “condition de flat-off” implique que sur le sous-ensemble
{Λζ > Λζ−, ∀ > 0}, Λζ 6 Zζ puisque M⊕ζ = Zζ. Cette ine´galite´ est encore
vraie si Λ+ζ > Λζ , ou` Λ
+
ζ := Λζ ∨ Zζ.
(c) Si Z est minore´ par un re´el c, la martingale M⊕ l’est aussi et le processus
croissant Λ⊕ c satisfait aux conditions (II.7) et (II.8).
Remarque II.10 (Programmation Dynamique)
La de´composition de Doob-Meyer est inde´pendante de la maturite´ puisque pour tout
temps d’arreˆt τ dans [0, ζ],
Zt = E
[
Aτ − At
∣∣Ft]+ E[Zτ ∣∣Ft].
Il paraˆıt donc naturel d’e´tudier le roˆle de la maturite´ dans la de´composition Max-
Plus de Z. Le processus L et la martingale M⊕ de´pendent a priori de la maturite´ ζ,
et en les indexant par ζ, la de´composition Max-Plus de Z devient
Zt = E
[
sup
t6u6ζ
Lζu ∨ Zζ |Ft
]
,
et les conditions sur Lζ et M⊕,ζ sont
M⊕,ζt > Zt ∀t ∈ [0, ζ], M⊕,ζζ = L∗,ζ0,ζ ∨ Zζ et
∫ ζ
0
(M⊕,ζt − Zt) dL∗,ζ0,t = 0.

Re´sultat d’unicite´ Section II.5
Conside´rons une nouvelle maturite´ τ , ou` τ est un temps d’arreˆt quelconque dans
[0, ζ], et inte´ressons-nous a` la de´composition Max-Plus de Z sur [0, τ ] :
Zt = E
[
sup
t6u6τ
Lτu ∨ Zτ |Ft
]
.
M⊕,ζ et L∗,ζ0,. ve´rifient les deux conditions
M⊕,ζt > Zt ∀t ∈ [0, τ ] et
∫ τ
0
(M⊕,ζt − Zt) dL∗,ζ0,t = 0.
Le seul proble`me qui subsiste est la condition terminale M⊕,ζτ = L
∗,ζ
0,τ ∨ Zτ , qui n’est
pas force´ment ve´rifie´e par M⊕,ζ et L∗,ζ0,. .
Donc si τ est un temps d’arreˆt tel que M⊕,ζτ = Zτ ⊕ L∗,ζ0,τ , alors M⊕,ζ est e´galement
la martingale de la de´composition Max-Plus de Z sur l’intervalle [0, τ ].
Par contre ce re´sultat n’est plus vrai si M⊕,ζτ > Zτ ⊕ L∗,ζ0,τ , puisque la condition
terminale n’est pas satisfaite.
Ainsi a` la diffe´rence des autres de´compositions de surmartingales ou` pour tout temps
d’arreˆt τ , la de´composition sur [0, ζ] est la meˆme que celle sur [0, τ ]. Ici, ce re´sultat
est uniquement valable si M⊕τ = Zτ ∨ L∗0,τ .
Avant d’e´tablir le re´sultat d’unicite´, donnons quelques exemples associe´s a` des sur-
martingales de´ge´ne´re´es, d’abord comme processus de´croissant et ensuite comme mar-
tingale.
Exemple II.11
(a) Cas d’un processus de´croissant.
Si Z est un processus de´croissant adapte´ inte´grable, alors pour tout t ∈ [0, ζ]
M⊕t = Λ
max
t = Z0, p.s.
En effet, il est aise´ de voir que Z0 est une martingale ve´rifiant la de´composition
Max-Plus de Z. C’est aussi la seule candidate puisque la martingale de la de´com-
position est unique.
(b) Cas d’une martingale.
Si Z est une martingale, alors pour tout t ∈ [0, ζ]
M⊕t = Zt et Λ
max
t 6 Zt = E[Zζ |Ft].

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Ainsi Λmax est le plus grand processus croissant ca`dla`g domine´ par Z. Il s’agit de
l’infimum conditionnel de la variable ale´atoire Zζ par rapport a` la σ-alge`bre Ft :
Λmaxt = Ft- ess inf{Zζ} = ess sup{Yt ∈ Ft | Yt 6 Zζ p.s.} ∀t ∈ [0, ζ].
En effet, de´finissons pour r ∈ Q, Λmaxr comme l’infimum conditionnel de Zζ par
rapport a` Fr. La suite (Λmaxr )r∈Q est croissante avec Λmaxt comme re´gularise´e a`
droite. Il est clair que Λmaxt 6 E(Zζ|Ft) = Zt. De plus, si Λ est un processus
croissant ca`dla`g tel que Λt 6 Λζ 6 Zζ, alors Λt 6 Λ
max
t .
Remarque II.12
L’infimum conditionnel est de´fini par E. N. Barron, P. Cardaliaguet et R. Jen-
sen [BCJ03]. Le concept de maxingale est e´galement introduit, en liaison avec l’in-
fimum conditionnel par rapport a` une filtration, et utilise´ pour de´velopper la nouvelle
the´orie d’arreˆt optimal dans L∞, ainsi que le concept de temps d’arreˆt absolument
optimal.
Dans notre cas, Λmax est une maxingale puisque Λmaxt = Ft− ess inf{Λmaxζ }, presque
suˆrement, pour tout t ∈ [0, ζ].
Contrairement aux martingales, il s’ave`re que les maxingales sont plus simples a`
analyser car elles convergent toujours fondamentalement. Notons e´galement que ces
processus sont diffe´rents de ceux qui apparaˆıssent dans la the´orie de Fleming ou
de Puhalskii [Fle04, Puh01]. En effet, ce n’est pas la probabilite´ Max-Plus2 qui est
employe´e ici mais plutoˆt la probabilite´ usuelle.
La preuve de l’unicite´ est essentiellement base´e sur l’observation que Mζ est e´gale a`
la valeur terminale Λ+ζ d’un processus croissant. Ce type d’argument a e´te´ introduit
pour la premie`re fois par N. El Karoui et M. Jeanblanc-Picque´ dans [KJP98]. Il
apparaˆıt aussi dans les papiers [KJPL05] de N. El Karoui, M. Jeanblanc-Picque´ et
V. Lacoste, ainsi que [BK04] de P. Bank et N. El Karoui.
Preuve - Preuve du the´ore`me II.8 -
Nous utilisons ici la notation Λ+, introduite dans la remarque II.9, pour de´signer le
processus Λ qui saute en ζ. Λ+ est de´fini par Λ+t = Λt pour t < ζ et Λ
+
ζ = Λζ ∨ Zζ.
Il satisfait encore a` la condition de “flat-off”.
Supposons qu’il existe deux de´compositions (M 1,Λ+,1) et (M2,Λ+,2) ve´rifiant les
conditions pre´ce´dentes (II.10) et (II.11). Par souci de simplicite´, nous supposons
d’abord que Λ+,10 et Λ
+,2
0 sont finis (notons que cette hypothe`se est automatiquement
satisfaite si la surmartingale Z est minore´e). Ensuite a` la fin de la preuve, nous
montrerons que cette hypothe`se artificielle peut eˆtre leve´e.
2La probabilite´ Max-Plus sera introduite au chapitre suivant I.

Re´sultat d’unicite´ Section II.5
(a) Soit f une fonction arbitraire positive, re´gulie`re et convexe dans C2b , nulle en
ze´ro (par exemple, la re´gularise´e C2-borne´e de x 7→ x+ sur les intervalles de la
forme [−ε, ε] et (−∞,− 1
ε
] ∪ [1
ε
,∞)(ε > 0)). Comme f(0) = 0, la convexite´ de f
entraˆıne que
f
(
M1ζ −M2ζ
)
6 f ′
(
M1ζ −M2ζ
) (
M1ζ −M2ζ
)
= f ′
(
Λ+,1ζ −Λ+,2ζ
) (
M1ζ −M2ζ
)
. (II.12)
Nous allons utiliser la re`gle diffe´rentielle classique pour les processus a` variation
finie. Pour cela, il convient d’introduire la de´rive´e discre`te de f ′, f ′′d comme{
f ′′d (x, δ) =
1
δ
(
f ′(x + δ)− f ′(x)), si δ 6= 0
f ′′d (x, 0) = f
′′(x), si δ = 0
Nous poserons dans la suite,
∆1,2s =
(
Λ+,1s − Λ+,2s
)− (Λ+,1
s−
− Λ+,2
s−
)
, pour s ∈ (0, ζ].
Il vient donc
f ′
(
Λ+,1ζ − Λ+,2ζ
)
= f ′
(
Λ+,10 − Λ+,20
)
+
∫
(0,ζ]
f ′′d
(
Λ+,1
s−
− Λ+,2
s−
, ∆1,2s
)
d
(
Λ+,1s − Λ+,2s
)
.
La fonction f ′′d est positive et borne´e, puisque f est convexe re´gulie`re dans C2b .
Comme nous n’avons pas re´ellement besoin de la forme explicite de f ′′d , nous
introduisons la notation
f˜ ′′d (s) := f
′′
d
(
Λ+,1
s−
− Λ+,2
s−
, ∆1,2s
)
.
Notons e´galement que la valeur courante de la martingale uniforme´ment inte´grable
M1−M2 a` chaque instant s est simplement l’espe´rance conditionnelle de sa valeur
terminale par rapport a` la filtration Fs. D’ou`
E
[
f ′
(
Λ+,1ζ − Λ+,2ζ
)(
M1ζ −M2ζ
)]
= E
[
f ′
(
Λ+,10 − Λ+,20
)(
M1ζ −M2ζ
)]
+ E
[ ∫
(0,ζ]
(
M1s −M2s
)
f˜ ′′d (s) d
(
Λ+,1s − Λ+,2s
) ]
.
Par ailleurs, Λ+,1 (resp. Λ+,2) ne croˆıt qu’aux instants t 6 ζ ou` M 1t = Zt (resp.
M2t = Zt). Par suite,∫
(0,ζ]
(
M1s −M2s
)
f˜ ′′d (s) d
(
Λ+,1s − Λ+,2s
)
=
∫
(0,ζ]
f˜ ′′d (s)
((
Zs −M2s
)
dΛ+,1s −
(
M1s − Zs
)
dΛ+,2s
)
6 0.
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Ces conside´rations conduisent donc a` l’ine´galite´ :
E
[
f ′
(
Λ+,1ζ − Λ+,2ζ
)(
M1ζ −M2ζ
)]
6 E
[
f ′
(
Λ+,10 − Λ+,20
)(
M1ζ −M2ζ
)]
= E
[
f ′
(
Λ+,10 − Λ+,20
)(
M10 −M20
)]
= 0.
L’ine´galite´ (II.12) entraˆıne que
E[f(M1ζ −M2ζ )] 6 0,
pour toute fonction convexe f dans C2b . Il en de´coule imme´diatement que M 1 =
M2.
(b) Dans le cas ou` Λ10 et Λ
2
0 sont infinis, il suffit juste de poser que −∞+∞ = 0.
(c) Conside´rons l’ensemble des processus croissants de K ve´rifiant∫
[0,ζ]
(
M⊕t − Zt
)
dΛ+t = 0, M
⊕
ζ = Λ
+
ζ = Λζ ∨ Zζ.
Cet ensemble est stable par rapport a` l’addition Max-Plus. En effet, si M⊕ζ =
Λ1ζ ∨Zζ = Λ2ζ ∨Zζ , la meˆme e´galite´ a lieu pour Λ1∨Λ2 comme nous avons vu dans
l’exemple I.6 qui re´sout une e´quation line´aire (I.6) dans l’alge`bre Max-Plus.
De plus, comme Λ+,1 et Λ+,2 ne croissent qu’aux instants t ou` M⊕t = Zt, le
processus Λ+,1 ∨ Λ+,2 satisfait e´galement la meˆme proprie´te´.
L’ide´e maintenant est d’introduire le supremum essentiel de cette famille de pro-
cessus croissants. Pour cela, on pose pour tout r ∈ Q+,
Λ˜r = ess sup
{
Λr; Λ ∈ K
}
.
La famille
(
Λ˜r
)
r∈Q+ est clairement croissante, et pour tout re´el t dans [0, ζ), on
de´finit la re´gularise´e a` droite de Λ˜r : Λ
max
t = limr↓↓t Λ˜r.

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Chapitre III
Ge´ne´ralisation du point de
vue de
Darling-Liggett-Taylor
Re´sume´
Nous ge´ne´ralisons dans ce chapitre les travaux de Darling, Liggett et Taylor qui
ont traite´ dans leur papier [DLT72] le proble`me d’un Call Ame´ricain e´crit sur une
somme partielle de variables ale´atoires i.i.d. de drift ne´gatif, et caracte´rise´ des temps
d’arreˆt optimaux en termes du running supremum du sous-jacent.
Nous conside´rons donc un Call Ame´ricain e´crit sur un sous-jacent surmartingale
Z, qui se repre´sente dans l’alge`bre Max-Plus a` l’aide du running supremum d’un
certain processus indice L. Nous montrons que le proble`me de trouver un temps
d’arreˆt optimal admet une solution universelle explicite (par rapport au strike) qui
s’exprime en fonction de L. Le calcul de la fonction valeur devient donc comple`tement
inutile pour re´soudre le proble`me d’option Ame´ricaine.
Nous pre´sentons ensuite quelques exemples illustratifs base´s sur des sous-jacents
mode´lise´s par des processus de Le´vy (multiplicatifs et additifs). La de´composition
Max-Plus est en effet imme´diate pour cette classe de processus.
Le chapitre s’ache`ve par une me´thode nume´rique d’approximation de la frontie`re
d’exercice pour un Put Ame´ricain e´crit sur un Brownien ge´ome´trique. Cette me´thode
repose sur la de´composition Max-Plus et la syme´trie Call-Put.
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III.1 Introduction
Les mathe´matiques financie`res ont popularise´ un certain type de proble`mes d’ar-
reˆt optimal, appele´ options Ame´ricaines. Ces options peuvent eˆtre exerce´es a` tout
moment avant leur e´che´ance.
Pour valoriser une option Ame´ricaine, il est crucial de de´terminer les conditions sous
lesquelles l’option doit eˆtre exerce´e. La the´orie moderne des options affirme qu’il
existe une frontie`re telle qu’il est optimal pour le de´tenteur de l’option d’exercer son
droit de`s que les valeurs des biens sous-jacents traversent cette frontie`re. Pour les
options d’achat ou de vente portant sur un seul bien, cette frontie`re est simplement
une fonction du temps appele´e prix critique. Si l’on connaˆıt cette frontie`re, valoriser
une option Ame´ricaine revient alors a` valoriser une option Europe´enne car la date
d’exercice est bien de´termine´e. Cependant, on n’est pas capable en ge´ne´ral de donner
une formule explicite de´crivant la frontie`re d’exercice.
Nous ge´ne´ralisons dans ce chapitre les ide´es de Darling, Liggett et Taylor , qui ont
conside´re´ dans leur papier [DLT72] des Calls Ame´ricains e´crits sur des sommes par-
tielles Sn de variables ale´atoires inde´pendantes et identiquement distribue´es de drift
ne´gatif. Ils ont accorde´ une grande importance au “running supremum” du sous-
jacent Sn. Ils ont en effet exprime´ des temps d’arreˆt optimaux et le prix de l’option
Ame´ricaine en fonction de ce running supremum.
Ainsi, a` partir d’une repre´sentation de surmartingale en termes de running supre-
mum d’un certain processus indice L, nous caracte´risons en premier lieu un temps
d’arreˆt optimal a` l’aide de L, et nous repre´sentons la fonction valeur en fonction du
running supremum de L.
Ensuite, nous e´tudions les Calls Ame´ricains e´crits sur des surmartingales Z de´fi-
nissant des processus de Le´vy, ou encore des processus a` accroissements (additifs
ou multiplicatifs) inde´pendants stationnaires. Ces processus ont en effet de nom-
breuses proprie´te´s inte´ressantes et constituent un domaine d’e´tude en plein de´velop-
pement. Ce sont e´galement de beaux exemples ou` la de´composition Max-Plus est
quasi-imme´diate. Nous pre´sentons dans le chapitre quelques exemples illustratifs,
montrant que le proble`me de Call Ame´ricain peut se re´soudre entie`rement dans ces
cas, sans avoir a` calculer le prix explicite.
Quant a` la dernie`re partie du chapitre, elle sugge`re une approximation nume´rique
pour calculer la frontie`re d’une option Ame´ricaine e´crite sur un Brownien ge´ome´-
trique. Notre outil principal est la de´composition Max-Plus des surmartingales et la
syme´trie Call-Put.

De´composition Max-Plus et Calls Ame´ricains Section III.2
III.2 De´composition Max-Plus et Calls Ame´ricains
Comme il a de´ja` e´te´ mentionne´, Darling, Liggett et Taylor ont traite´ en 1972 un
proble`me d’option Ame´ricaine lorsque le sous-jacent Sn est une marche ale´atoire de
la forme
Sn = X1 + ...+Xn, S0 = 0,
X1, X2, ... e´tant des variables ale´atoires inde´pendantes et identiquement distribue´es
telles que E[X1] = −µ < 0 et E[X2] = σ2 + µ2 < ∞. Darling et ses co-auteurs ont
particulie`rement re´solu dans leur papier [DLT72] le proble`me de trouver un temps
d’arreˆt T ∗ parmi tous les temps d’arreˆt T relatifs a` (Sn), qui maximise l’espe´rance
du gain
E[(x+ ST )
+].
Ils ont montre´ que la strate´gie optimale consiste a` s’arreˆter au premier instant n s’il
existe, pour lequel x+Sn > E[M ], avec M = max{S0, S1, ...}. Avec ce temps d’arreˆt
optimal T ∗, le gain espe´re´ optimal vaut
E[(x + ST ∗)
+] = E[(x+M − E[M ])+].
Conside´rons un mode`le en finance ou` x+Sn repre´sente le prix du marche´ d’un actif
donne´ a` la date n et conside´rons une option qui permet a` son de´tenteur d’acheter a`
tout moment cet actif a` un prix normalise´ a` ze´ro et de le revendre au prix du marche´.
Il s’agit donc pour le de´tenteur de l’option de trouver le meilleur moment pour
exercer son option afin d’optimiser son gain. Ce proble`me d’option Ame´ricaine n’est
qu’une interpre´tation financie`re du proble`me d’arreˆt de Darling-Liggett-Taylor, et
dans ce contexte ne jamais s’arreˆter e´quivaut a` ne jamais exercer l’option Ame´ricaine.
En 2002, E. Mordecki a ge´ne´ralise´ dans son article [Mor02] les travaux de Darling et
de ses co-auteurs a` un marche´ de Le´vy a` temps continu, par approximation a` partir
du temps discret. Il a ainsi conside´re´ des Calls Ame´ricains perpe´tuels e´crits sur des
sous-jacents dirige´s par des processus de Le´vy et explicite´ le prix de ces options en
termes du supremum des processus de Le´vy.
Nous nous proposons a` notre tour de ge´ne´raliser les ide´es pre´ce´dentes dans le the´o-
re`me III.1, en conside´rant un Call Ame´ricain e´crit sur un sous-jacent surmartingale
Z de la classe (D), mais non force´ment re´gi par un processus de Le´vy. Nous nous
basons pour cela sur la repre´sentation de Z sous forme d’espe´rance conditionnelle
d’un certain running supremum. Afin de re´soudre un proble`me d’optimisation de
consommation de´pendant du passe´, P. Bank et H. Fo¨llmer ont donne´ le meˆme genre
de repre´sentation de la fonction valeur dans [Bl03], en partant d’une autre de´com-
position (voir la remarque III.10), qui ne couvre pas le cas de´crit ici.
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The´ore`me III.1
Soit Z une surmartingale quasi-continue a` gauche de la classe (D) admettant la
de´composition Max-Plus suivante en termes d’un processus (Lt) semi-continu supe´-
rieurement a` droite :
Zt = E[ sup
t6s6ζ
Ls ∨ Zζ |Ft] = E[L∗t,ζ ⊕ Zζ|Ft].
Le proble`me de trouver un temps d’arreˆt optimal τ ∗t (m) au Call Ame´ricain C
Am(Z,m)
e´crit sur Z, de prix d’exercice m :
CAmt (Z,m) = ess supt6s6ζ E
[
(Zs −m)+|Ft
]
= E
[(
Zτ∗t (m) −m
)+|Ft],
admet une solution universelle explicite (par rapport au prix d’exercice m > 0)
donne´e par
τ ∗t (m) = Tt(m) ∧ ζ := inf{s > t ; L∗t,s > m} ∧ ζ = inf{s > t ; Ls > m} ∧ ζ. (III.1)
De plus, le Call Ame´ricain CAm(Z,m) est explicitement caracte´rise´ comme une op-
tion Lookback :
CAmt (Z,m) = E
[
(L∗t,ζ∨Zζ−m)+|Ft
]
= E
[(
sup
t6s6ζ
Ls∨Zζ−m
)+|Ft], t 6 ζ. (III.2)
Ainsi graˆce a` l’e´quation (III.1) reliant le temps d’arreˆt optimal Tt(m) au processus
indice Lt, nous n’avons pas besoin de calculer la fonction valeur pour re´soudre le
proble`me d’arreˆt optimal, si nous disposons de la de´composition Max-Plus de Z.
Le point cle´ est que le conditionnement par FS peut eˆtre omis dans la repre´sentation
Max-Plus de ZS et nous pouvons donc remplacer Z par L
∗
.,ζ dans le calcul du prix
du Call Ame´ricain.
Preuve - III.1 -
Observons tout d’abord que le processus (E
[
(L∗t,ζ ∨ Zζ − m)+|Ft
]
)t∈[0,ζ] est l’espe´-
rance conditionnelle d’un processus de´croissant et de´finit donc une surmartingale.
De plus, en remarquant que ZS = E[L
∗
S,ζ ∨Zζ |FS] pour tout temps d’arreˆt S 6 ζ et
E[(X − m)+] > (E[X] − m)+ pour toute variable ale´atoire X, il vient pour tout
temps d’arreˆt S 6 ζ
E
[
(L∗S,ζ ∨ Zζ −m)+|FS
]
>
(
E
[
L∗S,ζ ∨ Zζ |FS
]−m)+ = (ZS −m)+.
Par conse´quent, la surmartingale (E
[
(L∗t,ζ ∨Zζ −m)+|Ft
]
)t∈[0,ζ] domine le processus
(Zt −m)+ et force´ment aussi son enveloppe de Snell CAmt (Z,m).
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Introduisons Tt(m) comme le premier temps d’arreˆt apre`s t, ou` le processus (L
∗
t,u)u>t
de´passe m :
Tt(m) := inf{s ∈ [t, ζ];L∗t,s > m}, = ∞+ si l’ensemble est vide.
La notation ∞+ de´signe ici un “deuxie`me infini” permettant aux temps d’arreˆt de
se´vanouir.
Sur l’ensemble {Tt(m) 6 ζ}, L∗Tt(m),ζ ∨ Zζ = L∗t,ζ ∨ Zζ > m et par suite
ZTt(m) = E[L
∗
Tt(m),ζ ∨ Zζ |FTt(m)] > m, sur {Tt(m) 6 ζ}.
Il vient donc
E
[
(L∗t,ζ ∨ Zζ −m)+
∣∣Ft] = E[1{Tt(m)6ζ}(L∗Tt(m),ζ ∨ Zζ −m)+∣∣Ft]
= E
[
E
[
1{Tt(m)6ζ}(L
∗
Tt(m),ζ ∨ Zζ −m)+
∣∣FTt(m)]|Ft]
= E
[
1{Tt(m)6ζ}E
[
L∗Tt(m),ζ ∨ Zζ −m
∣∣FTt(m)]∣∣Ft]
= E
[
1{Tt(m)6ζ}(ZTt(m) −m)|Ft
]
= E
[
(ZTt(m)∧ζ −m)+|Ft
]
, p.s.,
ou` la dernie`re e´galite´ de´coule du fait que ZTt(m)∧ζ −m est ne´gatif si Tt(m) = ∞+.
Ainsi E
[
(L∗t,ζ ∨ Zζ −m)+|Ft
]
= E
[
(ZTt(m)∧ζ −m)+|Ft
]
6 CAmt (Z,m) par de´finition
de l’enveloppe de Snell. Ceci ache`ve la preuve puisque l’ine´galite´ re´ciproque a de´ja`
e´te´ montre´e. 
Les surmartingales Z qui sont des processus de Le´vy, ou encore des processus a` ac-
croissements (additifs ou multiplicatifs) inde´pendants stationnaires, nous fournissent
de beaux exemples ou` la de´composition Max-Plus est imme´diate. Nous pre´sentons
dans ce qui suit quelques exemples illustratifs, montrant que le proble`me de Call
Ame´ricain peut se re´soudre comple`tement sans avoir besoin du prix explicite. Nous
avons juste a` calculer l’espe´rance du running supremum de Z, et non sa distribution
de probabilite´.
III.3 Processus de Le´vy
Pour valoriser et couvrir les produits financiers, il est crucial d’avoir un bon mode`le
pour la distribution de probabilite´ de l’actif sous-jacent. Le mode`le le plus ce´le`bre a`
temps continu est le fameux mode`le de Black-Scholes qui mode´lise les logarithmes
des rendements du sous-jacent par une loi Normale.
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Cependant, un des proble`mes majeurs du mode`le de Black-Scholes est que les lo-
garithmes des rendements de la plupart des actifs financiers rencontre´s en re´alite´
(actions, indices, ...) ne suivent pas une loi Normale. Leurs courbes de distribution
pre´sentent des asyme´tries (par exemple plus de gros rendements ne´gatifs que ce qui
re´sulte de la distribution Normale) et des queues plus e´paisses que la loi Normale,
symptomatiques de la discontinuite´ des prix (plus de rendements exceptionnellement
e´leve´s dans l’absolu, ainsi que de faibles rendements dans l’absolu, et trop peu de
rendements moyens par rapport a` ce qui est stipule´ par la loi Normale).
Ainsi, les sauts dans la dynamique des prix sont bien une re´alite´ du marche´ et pas
seulement un outil mathe´matique. Il est e´vident qu’une dynamique de ce type ne
peut pas eˆtre mode´lise´e correctement par un processus ale´atoire continu. En meˆme
temps, c’est a` ces grands changements impre´visibles dans les prix qu’est associe´e la
partie majeure des pertes lie´es a` l’actif financier. Il est donc important de les prendre
en compte et de trouver d’autres distributions plus flexibles pour une gestion efficace
du risque.
L’introduction des processus de Le´vy dans la mode´lisation financie`re (depuis les
anne´es 80-90) s’est re´ve´le´e eˆtre une me´thode naturelle et efficace pour expliquer
l’observation de mouvements de grande amplitude dans les marche´s. Ces proces-
sus fournissent en effet une classe de mode`les avec sauts, a` la fois assez riche pour
bien de´crire les donne´es empiriques et assez simple pour faire beaucoup de calculs
analytiques. Nous renvoyons le lecteur inte´resse´ par les processus de Le´vy et leurs
applications en finance aux ouvrages [CT04, Sch03, App04, Sat99].
Les“running suprema” de processus de Le´vy ont e´te´ particulie`rement e´tudie´s par
S. Asmussen, F. Avram, M. R. Pistorius dans [AAP04]. Ils ont aborde´ les cas du put
Ame´ricain perpe´tuel et de l’option Russe lorsque le prix du sous-jacent est mode´lise´
par un processus de Le´vy exponentiel, et ont explicite´ les prix pour des sous-jacents
appartenant a` la classe des processus de Le´vy avec des sauts de type phase dans les
deux sens. Cette classe de processus est en effet assez riche puisqu’elle est connue
pour eˆtre dense dans la classe de tous les processus de Le´vy. De plus, le mode`le est
soluble analytiquement pour de nombreuses options.
Le pricing des options Russes repose sur une re´duction bien connue au proble`me de
premier temps de passage d’un processus de Le´vy re´fle´chi a` son supremum. Ceci le
rend en quelque sorte plus difficile que le proble`me analogue concernant le processus
de Le´vy non-contraint, utilise´ pour re´soudre le proble`me de pricing des options
Ame´ricaines perpe´tuelles. Ces proble`mes se re´solvent explicitement dans le cas de
type phase, graˆce a` une approche de type arreˆt de martingale et a` la factorisation
de Wiener-Hopf.
Nous distinguerons dans la suite entre les processus de Le´vy additifs et les proces-
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sus de Le´vy multiplicatifs.
• Les processus de Le´vy additifs ou simplement processus de Le´vy sont de´finis comme
des processus stochastiques a` accroissements inde´pendants et stationnaires. Autre-
ment dit, si (Xt)t>0 est un processus de Le´vy, alors Xt−Xs ou` t > s est inde´pendant
de l’histoire du processus jusqu’a` l’instant s. De plus, sa loi de´pend uniquement de
t− s et non de t ou s pris se´pare´ment.
De´finition III.1 (Processus a` accroissements inde´pendants et stationnaires)
On dit qu’un processus continu a` droite a` valeurs re´elles {Xt, t > 0} est un pro-
cessus a` accroissements inde´pendants stationnaires s’il posse`de les deux proprie´te´s
suivantes :
(Inde´pendance des accroissements) : pour tous t, s > 0, (Xt+s−Xt)⊥FXt , ou` (FXt , t ∈
R+) est la filtration naturelle du processus X : FXt = σ(Xr, 0 6 r 6 t).
(Stationnarite´ des accroissements) : pour tous t, s > 0, la loi de Xt+s−Xt est e´gale
a` la loi de Xs −X0. La loi de Xt+s −Xt ne de´pend donc pas de t.
Pour de tels processus, donner la loi de Xt −X0, ∀t > 0, ainsi que celle de X0 suffit
a` caracte´riser entie`rement le processus.
La de´finition pre´ce´dente, vraie pour tout temps s > 0 fixe, peut se ge´ne´raliser a` des
temps S ale´atoires. C’est la proprie´te´ de Markov forte des processus a` accroissements
inde´pendants et stationnaires :
The´ore`me III.2
Soit {Xt, t > 0} un processus a` accroissements inde´pendants stationnaires, nul en
0, et soit S un temps d’arreˆt. Alors sur l’ensemble {S <∞}, le processus {Xt+S −
XS, t ∈ R+} est inde´pendant de FXS et a la meˆme loi que {Xt, t ∈ R+}.
Exemple III.3
Le mouvement Brownien ainsi que le processus de Poisson sont des processus de
Le´vy.
• Les processus de Le´vy multiplicatifs sont de´finis comme e´tant des processus sto-
chastiques a` accroissements relatifs inde´pendants et stationnaires. Ce sont des ex-
ponentielles de processus de Le´vy.
Conside´rons d’abord le cas d’un Call Ame´ricain CAm(Z,m) e´crit sur un sous-jacent
Z de´fini par des processus de Le´vy multiplicatif positif.
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III.3.1 Processus de Le´vy multiplicatifs positifs
Soit Z un processus de Le´vy multiplicatif positif de valeur initiale x et tel que
E[sup06t6ζ Zt] < +∞. Cette dernie`re condition assure que Z est de la classe (D)
(voir [KS98], Appendix D).
Comme Z0 = x, alors Zt = xZt, ou` Z est le processus Z partant de 1.
Nous supposons d’abord que la maturite´ ζ est infinie.
III.3.1.1 Horizon infini
Graˆce a` la proprie´te´ d’inde´pendance des accroissements relatifs de Z, il est tre`s
simple de de´terminer un processus croissant L∗0,t = sup06u6t Lu, ve´rifiant la de´com-
position Max-Plus de Z. Ensuite, l’application du the´ore`me III.1 permet d’obtenir
imme´diatement une caracte´risation explicite d’un temps d’arreˆt optimal sans avoir a`
calculer le prix du Call Ame´ricain. La seule quantite´ a` connaˆıtre est xE[supt>0 Zt]
−1 =
xE[Z∗0,∞]
−1 = E[Z∗0,∞]−1, qui ne de´pend pas de la valeur initiale x.
Proposition III.4
Soit Z un processus de Le´vy multiplicatif positif de´finissant une surmartingale de
valeur initiale positive x et telle que E[Z∗0,∞] < +∞. En notant Z∗t := Z∗0,t =
sup06u6t Zu, il vient :
1. Zt = bE
[
Z∗t,∞|Ft
]
et L∗0,t = bZ
∗
t , ou` b =
1
E[Z∗0,∞]
.
2. Un temps d’arreˆt optimal pour le Call Ame´ricain perpe´tuel CAm(Z,m) est
explicitement caracte´rise´ par
Tt(m) = inf
{
s > t ; bZs > m
}
= inf
{
s > t ; Zs > m E[Z∗0,∞]
}
,
et la frontie`re d’exercice est ainsi donne´e par Ec(m) =
m
b
= mE[Z∗0,∞].
Preuve - III.4 -
1. Utilisons la notation pre´ce´dente Z∗s,t = sups6u6t Zu. Graˆce a` l’inde´pendance
des accroissements relatifs de Z et a` la proprie´te´ d’inte´grabilite´ de Z∗0,∞, il
vient
Zt = b E
[
Z∗t,∞|Ft
]
,
1
b
=
1
x
E
[
sup
06u
Zu
]
= E[Z∗0,∞], Lt = bZt, (III.3)
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puisque
E
[
Z∗t,∞|Ft
]
= ZtE
[
sup
t6u
Zu
Zt
|Ft
]
= ZtE
[
sup
06u
(Zu+t
Zt
)|Ft]
= ZtE
[
sup
06u
Zu
]
= ZtE[Z∗0,∞].
2. Une application imme´diate du the´ore`me III.1 fournit un temps d’arreˆt optimal
de la forme
Tt(m) = inf
{
s > t ; Ls > m
}
= inf
{
s > t ; bZs > m
}
,
avec b =
x
E[Z∗0,∞]
=
1
E[Z∗0,∞]
.

Notons e´galement que d’apre`s le the´ore`me III.1, un Call Ame´ricain perpe´tuel e´crit
sur Z de strike m n’est autre qu’une option Lookback perpe´tuelle e´crite sur le pro-
cessus indice L, de meˆme strike m :
CAm0 (Z,m) = E[(bZ
∗
0,∞ −m)+] = E
[( Z∗0,∞
E[Z∗0,∞]
−m
)+]
. (III.4)
Remarque III.5
Lorsque la maturite´ est finie et note´e par T , nous sommes intuitivement amene´s a`
remplacer la constante b dans la de´composition Max-Plus de Z par une fonction b(.),
telle qu’a` chaque instant t,
Zt = E
[
sup
t6u6T
b(T − u)Zu|Ft
]
.
Pour une justification rigoureuse de ce re´sultat, nous renvoyons le lecteur au the´o-
re`me IV.9 du prochain chapitre, ou` nous construirons un processus indice L(u, Zu)
sous la forme
L(u, Zu) = sup{m ; CAmu (Z,m) = Zu −m}
= Zu sup
{m
Zu
; CAmu
( Z
Zu
,
m
Zu
)
= 1− m
Zu
}
= Zu L(u, 1).
Ainsi la quantite´ L(u, 1) =
L(u, Zu)
Zu
ne de´pend pas de Zu et nous la de´signons par
b(T − u).
Cependant, nous n’avons pas d’expression explicite pour la fonction b(.). Nous ver-
rons dans la dernie`re partie une me´thode nume´rique d’approximation de b(.).
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Donnons a` pre´sent quelques exemples de processus de Le´vy multiplicatifs positifs Z
pour lesquels le Call Ame´ricain perpe´tuel correspondant peut se re´soudre explicite-
ment. Comme il nous suffit juste de connaˆıtre la frontie`re d’exercice, les exemples
suivants reviennent a` calculer l’espe´rance du maximum de Z.
Le premier exemple est celui du mouvement Brownien ge´ome´trique, motive´ par des
applications en finance. Ce processus est en effet tre`s souvent utilise´ pour mode´liser
le prix d’un actif financier.
Exemples de calculs de l’espe´rance du maximum.
– Mouvement Brownien ge´ome´trique :
Conside´rons un mouvement ge´ome´trique Brownien de drift ne´gatif (r > 0) et de
valeur initiale positive, de manie`re a` ce qu’il de´finisse une surmartingale :
dZt
Zt
= −rdt+ σdWt, Z0 = x > 0. (III.5)
Posons γ = 1 + 2r
σ2
. Il est bien connu que
P
[
Z∗0,∞ > m
]
=
( x
m
∧ 1)γ, E[Z∗0,∞] = γγ − 1x et donc E[Z∗0,∞] = γγ − 1 .
Ce re´sultat classique sera prouve´ au chapitre V. Il en de´coule que b =
γ − 1
γ
et
TS(m) = inf
{
t > S ; Zt > E
c(m) =
γ
γ − 1m
}
.
– Processus de Le´vy ge´ome´trique :
La meˆme de´composition reste valable pour un processus de Le´vy ge´ome´-
trique avec sauts de´finissant une surmartingale. Nous devons ne´anmoins intro-
duire d’autres hypothe`ses afin de satisfaire la condition E[Z∗0,∞] <∞. Nous nous
inspirons ici des ide´es de E. Mordecki dans son papier [Mor01].
Conside´rons le cas particulier ou` l’horizon ζ est infini et Zt = xe
Xt , X e´tant un
processus de Le´vy sans sauts positifs, ou encore un processus de Le´vy semi-continu
supe´rieurement (cf. [Mor01]). La formule de Le´vy-Khinchine permet d’exprimer la
fonction caracte´ristique de X en fonction de son triplet caracte´ristique (a, σ2,Π) :
EeiµXt = exp
{
t
[
iµa− 1
2
σ2µ2 +
∫ 0
−∞
(eiµy − 1− iµy1{−1<y<0})Π(dy)
]}
,
ou` a et σ > 0 sont deux constantes re´elles, et Π une mesure positive de support
(−∞, 0), telle que ∫ (1 ∧ y2)Π(dy) < +∞. La mesure Π est appele´e la mesure
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de Le´vy et le triplet de parame`tres (a, σ2,Π) de´termine comple`tement la loi du
processus X. De plus pour λ > 0, le processus
( eλXt
E[eλXt]
)
t>0
est une martingale.
L’exposant de Laplace κ = κ(λ) est de´fini par
κ(λ) = aλ+
1
2
σ2λ2 +
∫ 0
−∞
(eλy − 1− λy1{−1<y<0})Π(dy), pour λ > 0, (III.6)
et ve´rifie E[eλXt] = etκ(λ).
Nous supposons en outre que le processus erteXt est une martingale, et cette
condition entraˆıne que E[eXt] = e−rt, c’est-a`-dire κ(1) = −r.
Comme κ(0) = 0, κ est convexe et limλ→+∞ κ(λ) = +∞, il existe γLe´vy > 1 tel que
κ(γLe´vy) = 0. Autrement dit, le processus e
γLe´vyXt =
(Zt
x
)γLe´vy
est une martingale.
A partir de l’article [Mor01], nous pouvons de´duire que
E[Z∗0,∞] =
γLe´vy
γLe´vy − 1 , ou` γLe´vy > 1 est tel que κ(γLe´vy) = 0.
Formules ferme´es.
Une fois qu’on connaˆıt la frontie`re d’exercice optimal, on peut traiter l’option Ame´-
ricaine comme une option barrie`re en termes d’e´valuation et de couverture (on peut
par exemple utiliser les techniques de simulations Monte Carlo pour les options va-
nille).
Ainsi nume´riquement graˆce a` l’e´quation (III.4), on peut calculer le prix du Call Ame´-
ricain perpe´tuel CAm0 (Z,m) avec simplement deux simulations Monte-Carlo, l’une
pour E[Z∗0,∞] et l’autre pour toute l’espe´rance (III.4). Nous devons juste ve´rifier
auparavant que E[Z∗0,∞] < +∞.
Toutefois, il se trouve que dans beaucoup de cas de processus de Le´vy, les espe´rances
sont simples a` calculer et peuvent s’exprimer sous forme explicite.
Par exemple, la proposition suivante donne l’expression explicite de CAmt (Z,m) dans
le cas ou` Z suit un mouvement Brownien ge´ome´trique, mais comme ce prix est inutile
pour re´soudre le proble`me d’arreˆt optimal, nous rele´guons la preuve au chapitre V.
Proposition III.6
Conside´rons un mouvement Brownien ge´ome´trique Z de parame`tres (−r, σ) et po-
sons γ = 1 +
2r
σ2
. Le prix du Call Ame´ricain e´crit sur le sous-jacent Z, de strike m
est donne´ par
CAmt (Z,m) = E
[(γ − 1
γ
Z∗t,∞ −m
)+|Ft] =

( m
γ − 1
)1−γ(Zt
γ
)γ
si γ−1
γ
Zt 6 m
Zt −m si γ−1γ Zt > m.
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Fig. III.1 – Prix du Call Ame´ricain CAm0 (Z,m)
Puts Ame´ricains.
On peut facilement voir qu’un tel Call Ame´ricain sans facteur d’actualisation revient
a` un Put Ame´ricain “classique” par un simple changement de mesure de probabilite´.
En effet, graˆce a` la proprie´te´ de martingale du processus continu positif ertZt, on
peut de´finir une nouvelle mesure de probabilite´ QZ sur Ft par sa densite´ de Radon-
Nikodym par rapport a` P :
dQZ
dP
∣∣∣
Ft
= ert
Zt
Z0
= ert
Zt
x
.
Ensuite conside´rant xZ−1 comme nouveau nume´raire, nous transformons notre Call
Ame´ricain en un Put Ame´ricain classique e´crit sur un nouveau sous-jacent 1
Z
et avec
un nouveau strike 1
m
:
CAm0 (Z,m) = sup
τ
EP
[
(Zτ −m)+
]
= sup
τ
EQZ
[
xe−rτZ−1τ (Zτ −m)+
]
= sup
τ
EQZ
[
e−rτ (x−mxZ−1τ )+
]
= mx sup
τ
EQZ
[
e−rτ
( 1
m
− 1
Zτ
)+]
= mxPutAm0
(1
x
,
1
m
)
= mZ0Put
Am
0
( 1
Z0
,
1
m
)
. (III.7)

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Il est a` noter que le nouveau sous-jacent Z−1 a bien la bonne dynamique puisqu’il
de´finit une sous-martingale sous la probabilite´ QZ et suit un processus de Le´vy mul-
tiplicatif positif.
Par exemple, dans le cas ou` Z est un mouvement Brownien ge´ome´trique de para-
me`tres (−r, σ), la dynamique de Z−1 sous QZ est donne´e par
d
( 1
Zt
)
=
1
Zt
(
rdt+ σdWt).
De plus, la frontie`re d’exercice Ep(m−1) du nouveau Put classique PutAm(Z−1,m−1)
n’est rien d’autre que l’inverse de Ec(m), c’est-a`-dire
Ep(m−1) =
γ − 1
γ
m−1.
Rappelons que pour un Put Ame´ricain classique perpe´tuel de strike K et de sous-
Fig. III.2 – Prix du Put Ame´ricain perpe´tuel PutAm0
(
1
Z0
, 1
m
)
dans le cas d’un mou-
vement Brownien ge´ome´trique.
jacent S, dont la dynamique sous la probabilite´ risque-neutre est de la forme
dSt
St
= rdt+ σdWt, avec Wt Q−mouvement Brownien,
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la formule de la frontie`re d’exercice est donne´e par Ep(K) =
γ − 1
γ
K.
La formule de dualite´ Call-Put (III.7), base´e sur un changement ade´quat de mesure
de probabilite´, peut eˆtre plus ge´ne´ralement e´tendue a` un processus de diffusion
uni-dimensionnel homoge`ne en temps, posse´dant une fonction de volatilite´ (voir
chapitre VII, section VII.4). Cependant, les deux sous-jacents “duaux”n’auront plus
force´ment la meˆme dynamique. Nous renvoyons le lecteur a` l’article [FM03] pour de
plus amples de´tails sur la dualite´ entre les prix des Puts et des Calls.
Dans le cas ou` Z = xeXt, X e´tant un processus de Le´vy sans sauts positifs, on peut
montrer que moyennant un changement de probabilite´, CAmt (Z,m) est simplement
le prix d’un Put perpe´tuel, e´crit sur le sous-jacent me−Xt et de strike K = x.
L’article [Mor01] de Mordecki permet de de´duire une formule ferme´e pour CAmt (Z,m)
comme fonction de Zt. Cette fonction est la meˆme que celle de la proposition III.6.
Nous avons juste a` substituer le parame`tre γLe´vy a` γ.
III.3.1.2 Horizon de´fini par une v.a. exponentielle inde´pendante
Supposons a` pre´sent que l’horizon ζ est une variable ale´atoire exponentielle inde´-
pendante de parame`tre β > 0. La proprie´te´ caracte´ristique des lois exponentielles
est d’eˆtre “sans me´moire”. Soit Gt la filtration augmente´e continue a` droite ge´ne´re´e
par Ft∧ζ ∨ σ(t ∧ ζ). Nous pouvons alors observer que sur l’ensemble {t < ζ}, toute
variable ale´atoire Gt-mesurable sur Ω×R+ est aussi Ft-mesurable. Ainsi pour toute
variable ale´atoire X ∈ Gζ ,
E
[
X|Gt
]
1{t<ζ} =
E
[
X1{t<ζ}|Ft
]
E
[
1{t<ζ}|Ft
] 1{t<ζ} = eβtE[X1{t<ζ}|Ft]1{t<ζ}. (III.8)
Avant de de´river une de´composition explicite de Z dans l’alge`bre Max-Plus, relati-
vement a` la filtration G, observons d’abord le lemme suivant :
Lemme III.7
Sur l’ensemble {t < ζ} et pour toute fonction f positive ou borne´e,
E
[
f
(Z∗t,ζ
Zt
)∣∣∣Gt] = E[f(Z∗0,ζ
x
)]
.
Z∗t,ζ
Zt
est alors conditionnellement inde´pendante sachant Gt et a la meˆme distribution
que
Z∗0,ζ
x
.
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Preuve - III.7 -
Appliquons l’e´galite´ (III.8) a` X = f
(Z∗t,ζ
Zt
)
sur l’ensemble {t < ζ},
E
[
f
(Z∗t,ζ
Zt
)∣∣∣Gt] = eβtE[f(Z∗t,ζ
Zt
)
1{t<ζ}
∣∣∣Ft] = E[ ∫ ∞
t
βe−β(s−t)f
(Z∗t,s
Zt
)
ds
∣∣∣Ft].
Graˆce aux proprie´te´s d’inde´pendance et de stationnarite´ des accroissements relatifs
de Z, le membre droit de la dernie`re identite´ ne de´pend pas de t et est donne´ par
E
[ ∫ ∞
0
βe−βuf
(Z∗0,u
x
)
du
]
= E
[
f
(Z∗0,ζ
x
)]
.

Il en re´sulte que
Zt1{t<ζ} = E
[ ∫ ∞
t
βe−β(s−t)
Z∗t,s
Zt
ds
∣∣∣Ft]−1 × E[Z∗t,ζ |Gt]1{t<ζ} = bβE[Z∗t,ζ |Gt]1{t<ζ},
(III.9)
ou`
1
bβ
= E
[Z∗0,ζ
x
]
= E[Z∗0,ζ ]. Observons ici que
E[Z∗t,ζ|Gt] =E
[ ∫ ∞
t
βe−β(s−t)Z∗t,s ds
∣∣∣Ft] = E[ ∫ ∞
t
βe−β(s−t)Z∗t,s− ds
∣∣∣Ft]
=E[Z∗t,ζ−|Gt],
et par conse´quent Z∗t,ζ = Z
∗
t,ζ− p.s.
Il est a` noter que la repre´sentation (III.9) ne peut pas eˆtre conside´re´e comme une de´-
composition Max-Plus de Z puisque l’e´galite´ Zt = bβE[Z
∗
t,ζ |Gt] n’est valable que pour
t < ζ. Pour obtenir une de´composition Max-Plus dans ce cas, il faudrait introduire
le processus
Z˜t = Zt1{t<ζ} = Zt∧ζ − Zζ1{ζ6t}.
Graˆce a` la positivite´ de Z, Z˜ de´finit clairement une Gt-surmartingale comme diffe´-
rence d’une surmartingale et d’un processus de´croissant. Observons aussi que Z˜ζ = 0,
ce qui conduit aux meˆmes proprie´te´s que le cas pre´ce´dent. Par ailleurs, la positivite´
de Z implique pour t < ζ,
Z∗t,ζ = sup
t6u6ζ
Zu = sup
t6u<ζ
Zu = sup
t6u<ζ
(Zu1{u<ζ}) = sup
t6u<ζ
Z˜u = sup
t6u6ζ
Z˜u = Z˜
∗
t,ζ.
Notons que pour t = ζ, supt6u6ζ Zu = Zζ 6= supt6u6ζ Z˜u = Z˜ζ = 0.
Nous obtenons ainsi la de´composition Max-Plus suivante de Z˜ :
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Lemme III.8
Soit Z˜t = Zt1{t<ζ} et bβ =
1
E[Z∗ζ ]
. Nous avons alors pour t 6 ζ,
Z˜t = bβ E
[
Z∗t,ζ |Gt
]
1{t<ζ} = bβ E
[
Z˜∗t,ζ |Gt
]
et Lz˜,∗0,t = bβ Z˜
∗
t = bβ Z
∗
t .
Ainsi, les re´sultats de la proposition III.4 s’e´tendent au cas de l’horizon exponentiel
et s’e´noncent de la meˆme fac¸on. Nous avons juste a` substituer Z˜ a` Z, bβ a` b et la
filtration Gt a` Ft.
Exemple III.9 (Mouvement Brownien ge´ome´trique)
Nous allons montrer au chapitre V que si Z suit un mouvement Brownien ge´ome´-
trique de parame`tres (−r, σ), alors bβ = δ − 1
δ
, ou` δ est la plus grande racine de
l’e´quation y2 − γ y − 2β
σ2
= 0 (δ > γ = 1 +
2r
σ2
).
De´signons par CAm(Z˜,m) un Call Ame´ricain e´crit sur le sous-jacent surmartingale
Z˜, de strike m et de maturite´ ζ :
CAmt (Z˜,m) = ess supt6S6ζ E
[
(Z˜S −m)+|Gt
]
.
Alors, un temps d’arreˆt optimal a` partir de l’instant t, pour le Call Ame´ricain
CAm(Z˜,m), est donne´ par
Tt(m) ∧ ζ = inf
{
S > t ; ZS > E
c(m) =
δ
δ − 1m
} ∧ ζ,
et le prix du Call se calcule explicitement de la meˆme manie`re que dans le cas de
l’horizon infini :
CAmt (Z˜,m) = E
[(δ − 1
δ
Z˜∗t,ζ −m
)+∣∣∣Gt] =

( m
δ − 1
)1−δ( Z˜t
δ
)δ
si δ−1
δ
Z˜t 6 m
Z˜t −m si δ−1δ Z˜t > m.
Remarque III.10
L’e´quation (III.9) conduit a` la repre´sentation suivante de Z sur l’ensemble {t < ζ} :
Zt =
1
bβ
E
[ ∫ +∞
t
βe−β(s−t)Z∗t,s ds
∣∣∣Ft]. (III.10)
Soient µ une mesure ale´atoire optionnelle positive et f = f(ω, t, x) : Ω× [0,+∞]×
R → R un champ ale´atoire ve´rifiant les proprie´te´s suivantes :
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1. Pour tout x ∈ R, la fonction (ω, t) 7→ f(ω, t, x) est un processus progressive-
ment mesurable dans L1(P(dω)⊗ µ(ω, dt)).
2. Pour tout (ω, t) ∈ Ω × [0,+∞], la fonction x 7→ f(ω, t, x) est continue et
strictement de´croissante de +∞ dans −∞.
Alors, pour tout processus optionnel donne´ X = (Xt)t∈[0,+∞] avec X+∞ = 0, P. Bank
et N. El Karoui ont construit dans leur article [BK04], un processus progressivement
mesurable ξ = (ξν)ν∈[0,+∞) avec des trajectoires semi-continues supe´rieurement a`
droite, telles que
f(t, sup
ν∈[t,s)
ξν)1(t,+∞](t) ∈ L1(P⊗ µ(dt))
et
Xt = E
[ ∫
(t,+∞]
f(s, sup
ν∈[t,s)
ξν)µ(dt)
∣∣∣Ft]
pour tout temps d’arreˆt t ∈ T . Cette repre´sentation stochastique de X en termes
du running supremum de ξ n’est rien d’autre que l’e´quation (III.10), dans le cas
particulier ou` Xt = Zte
−βt, ξ = Z, f(s, l) = βe−βsl et µ(dt) = dt.
III.3.2 Processus de Le´vy additifs
Soit Z une surmartingale a` accroissements additifs inde´pendants, de valeur initiale
x et telle que E[Z∗0,∞] < +∞. Soit Z le processus Z partant de 0 : Zt = Zt − x.
Nous supposons que la maturite´ ζ est infinie.
Utilisant les meˆmes notations que pre´ce´demment et posant
b = E
[
sup
06u
Zu
]− x = E[Z∗0,∞]− x = E[Z∗0,∞],
il est aise´ de voir que Zt est de la forme Zt = E
[
Z∗t,∞− b|Ft
]
, graˆce a` l’inde´pendance
des accroissements de Z. Nous avons alors juste a` calculer l’espe´rance E[Z ∗0,∞] et
appliquer le the´ore`me III.1 pour re´soudre le proble`me de Call Ame´ricain. Le calcul
de la fonction valeur est encore inutile dans ce cas.
Proposition III.11
Soit Z un processus de Le´vy additif de´finissant une surmartingale de valeur initiale
x, et telle que E[Z∗0,∞] < +∞. Nous avons alors
1. Zt = E
[
Z∗t,∞ − b|Ft
]
et LZ,∗0,t = Z
∗
t − b, ou` b = E[Z∗0,∞].
2. Un temps d’arreˆt optimal pour le Call Ame´ricain perpe´tuel CAm(Z,m) est
explicitement caracte´rise´ par
TZS (m) = inf
{
t > S ; Zt − b > m
}
= inf
{
t > S ; Zt > m + E[Z∗0,∞]
}
,
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et la frontie`re d’exercice est ainsi donne´e par Ec(m) = m+ E[Z∗0,∞].
3. Le prix a` l’instant t du Call Ame´ricain perpe´tuel CAm(Z,m) est donne´ par
CAmt (Z,m) = E
[(
Z∗t,∞ −E[Z∗0,∞]−m
)+|Ft].
Exemple III.12 (Mouvement Brownien)
Conside´rons un mouvement Brownien de drift ne´gatif, de manie`re a` de´finir une
surmartingale Z :
dZt = −µdt + σdWt, Z0 = 0, µ > 0, (III.11)
et posons γ = 2 µ
σ2
. La loi de Z∗0,∞ peut se de´duire de l’exemple pre´ce´dent du mou-
vement Brownien ge´ome´trique et nous obtenons b = 1
γ
. Nous pouvons e´galement
de´duire une formule ferme´e pour le prix du Call CAmt (Z,m) comme fonction de Zt.
Proposition III.13
Soit Z un mouvement Brownien de parame`tres (−µ, σ) : Zt = σWt − µt, et posons
γ =
2µ
σ2
. Nous avons alors
1. Zt = E
[
Z∗t,∞|Ft
]− 1
γ
et L∗0,t = Z
∗
0,t − 1γ = Z∗t − 1γ .
2. Le Call Ame´ricain perpe´tuel CAm(Z,m) a une formule ferme´e donne´e par
CAmt (Z,m) = E
[(
Z∗t,∞ −
1
γ
−m)+|Ft]
=

1
γ
exp(−γm− 1 + γZt) si Zt < 1γ +m
Zt −m si Zt > 1γ +m.
III.4 Approximation nume´rique de la frontie`re d’exer-
cice
Dans un marche´ financier, l’absence d’opportunite´ d’arbitrage se traduit par l’exis-
tence d’une probabilite´, e´quivalente a` la probabilite´ historique, sous laquelle les pro-
cessus des prix actualise´s des actifs de base sont des martingales. Dans un marche´
complet, une telle probabilite´ est unique (note´e Q) et appele´e probabilite´ risque-
neutre.
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Fig. III.3 – Prix du Call Ame´ricain perpe´tuel CAm0 (Z0,m) dans le cas ou` Z suit un
mouvement Brownien de drift ne´gatif.
Plac¸ons-nous sous Q et conside´rons un actif risque´ S dont le processus de prix est
dirige´ par l’e´quation diffe´rentielle suivante :
dSt
St
= rdt+ σdWt, S0 = x,
ou` Wt est un mouvement Brwonien sous Q.
Soit PutAmt (St, m) le prix d’un Put Ame´ricain e´crit sur S, de maturite´ fixe´e T et de
strike m :
PutAmt (St, m) = ess supτ∈Tt,T EQ[e
−r(τ−t)(m− Sτ )+|Ft].
Par la syme´trie Call-Put, ce Put peut se transformer en un Call Ame´ricain sans
facteur d’actualisation, e´crit sur un sous-jacent surmartingale. En effet, Comme le
processus continu positif e−rtSt est une martingale, on peut introduire une nouvelle
mesure de probabilite´ QS sur Ft telle que
dQS
dQ
∣∣∣
Ft
= e−rt
St
S0
= e−rt
St
x
.
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Posons ensuite Zt :=
1
St
. Sous la probabilite´ QS, Z est un mouvement Brownien
ge´ome´trique de parame`tres (−r, σ) :
dZt
Zt
= −rdt + σdW St , Z0 =
1
x
,
ou` W St := Wt + σt est un Q
S-mouvement Brownien.
Ainsi sous la nouvelle mesure de probabilite´ QS, le Put Ame´ricain “classique” peut
se re´interpre´ter comme un Call Ame´ricain, sans facteur d’actualisation, e´crit sur Z
et de strike m−1 :
PutAmt (St, m) = ess supτ∈Tt,T EQ
[
e−r(τ−t) (m− Sτ )+
∣∣Ft]
= ess supτ∈Tt,T EQS
[St
Sτ
(m− Sτ )+
∣∣∣Ft]
= mSt ess supτ∈Tt,T EQS
[(
Zτ − 1
m
)+∣∣∣Ft] = mSt CAmt (Z,m−1).
(III.12)
La frontie`re d’exercice optimal du Put Ame´ricain est simplement une fonction de la
maturite´ restante “s∗(T − t)”, appele´e prix critique et de´finie par la relation
s∗(T − t) = sup{S ; S 6∈ C},
ou` C est la re´gion de continuation dans laquelle l’exercice imme´diat du Put Ame´ri-
cain n’est jamais optimal (en moyenne, il est possible d’obtenir un meilleur gain en
exerc¸ant l’option a` un instant ulte´rieur) :
C := {(S, t) ; PutAmt (S,m) > (m− S)+}.
Le temps d’arreˆt ρ∗t de´fini par
ρ∗t = inf{τ > t;Sτ 6 s∗(T − τ)} ∧ T,
re´alise le supremum dans l’expression du prix du Put et il est donc optimal de
s’arreˆter a` chaque fois que le niveau du sous-jacent S descend en dessous du prix
critique.
Par la syme´trie Call-Put, le temps d’arreˆt optimal ρ∗t pour le Put Ame´ricain
PutAm(St, m) co¨ıncide presque suˆrement avec τ
∗
t (m
−1) = Tt(m−1) ∧ T (voir the´o-
re`me III.1), qui est optimal pour le Call CAm(Z,m−1).
D’apre`s le the´ore`me III.1, τ ∗t (m
−1) est caracte´rise´ par
τ ∗t (m
−1) = inf{τ > t ; Lτ > m−1} ∧ T,
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L e´tant le processus indice de la de´composition Max-Plus de Z. Par ailleurs, dans
la remarque III.5, nous avons exprime´ L sous la forme Lt = bT−tZt, ou` u 7→ bu est
une fonction du temps. Il vient donc que
τ ∗t (m
−1) = inf{τ > t ; bT−τ Zτ > m−1} ∧ T = inf{τ > t ; Zτ > m−1 b−1T−τ} ∧ T
= inf{τ > t ; Sτ 6 mbT−τ} ∧ T,
et par suite, la frontie`re d’arreˆt optimal s∗(T − t) vaut e´galement m.bT−t. Comme
nous ne sommes pas capables de de´crire la frontie`re d’exercice sous forme explicite,
nous allons discre´tiser le proble`me afin d’approcher nume´riquement la fonction t 7→
bT−t et ensuite utiliser l’e´galite´ s∗(T − t) = m.bT−t.
A la maturite´, on sait que s∗(0) = m et b0 = 1. Posons T = N.h, ou` N est le
nombre de pas et supposons dans notre approximation que la fonction t 7→ bT−t est
constante par morceaux sur des intervalles de longueur h. Elle s’e´crit donc sous la
forme
bT−t = b01{t=Nh} +
N∑
j=1
bjh1{(N−j)h6t<(N−j+1)h}.
Nous nous proposons de calculer le vecteur b = {bjh, j = . . . N} par re´currence en
nous basant sur la de´composition Max-Plus de Z. Nous exploiterons notamment
la proprie´te´ d’inde´pendance des accroissements relatifs de Z et le fait que la loi
conditionnelle du maximum d’un Brownien ge´ome´trique se calcule explicitement
connaissant sa valeur terminale.
Nous verrons e´galement dans la re´currence que le calcul d’un e´le´ment bjh fait ap-
paraˆıtre les valeurs pre´ce´demment calcule´es {bkh, 1 6 k 6 j − 1}, avec un poids
diffe´rent a` chaque ite´ration j. Ceci a pour effet de rendre la re´solution plus de´licate.
La de´composition Max-Plus de Z et l’approximation de la fonction t 7→ bT−t per-
mettent d’e´crire :
Z(N−1)h = E
[
sup
(N−1)h6u6Nh
(bNh−uZu)|F(N−1)h
]
= E
[
bh sup
(N−1)h6u6Nh
Zu|F(N−1)h
]
,
c’est-a`-dire
1 = E
[
bh sup
(N−1)h6u6Nh
( Zu
Z(N−1)h
)]
= E[bhY
h
N−1],
ou` nous avons pose´ Y hN−1 := sup
(N−1)h6u6Nh
( Zu
Z(N−1)h
)
. En adoptant les meˆmes nota-
tions et les meˆmes approximations pour Z(N−2)h, nous obtenons
Z(N−2)h = E
[
b2h sup
(N−2)h6u6(N−1)h
Zu ∨ bhY hN−1Z(N−1)h|F(N−2)h
]
,
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ou encore
1 = E
[
b2h sup
(N−2)h6u6(N−1)h
( Zu
Z(N−2)h
)
∨ bh Y hN−1
Z(N−1)h
Z(N−2)h
]
= E
[
b2h Y
h
N−2 ∨ bh Y hN−1
Z(N−1)h
Z(N−2)h
]
. (III.13)
Ensuite en effectuant des ite´rations successives jusqu’au rang j compris entre 2 et
N , il vient
1 = E
[
bjh Y
h
N−j ∨ b(j−1)h Y hN−j+1
Z(N−j+1)h
Z(N−j)h
∨ . . .
bkh Y
h
N−k
j∏
i=k+1
(Z(N−i+1)h
Z(N−i)h
)
∨ · · · ∨ bh Y hN−1
j∏
i=2
(Z(N−i+1)h
Z(N−i)h
)]
, (III.14)
ou` Y hN−i := sup
(N−i)h6u6(N−i+1)h
( Zu
Z(N−i)h
)
, pour tout i ∈ [[1, n]].
Les variables ale´atoires (Y hN−i)16i6N sont inde´pendantes graˆce a` l’inde´pendance des
accroissements relatifs de Z.
Par ailleurs, la loi du maximum d’un Brownien ge´ome´trique se calcule explicitement
lorsqu’on connaˆıt sa valeur terminale. Ainsi, la fonction de re´partition de la loi
conditionnelle de Y hN−i sachant
{Z(N−i+1)h
Z(N−i)h
= K
}
est donne´e par
P
[
Y hN−i 6 H
∣∣∣Z(N−i+1)h
Z(N−i)h
= K
]
= 1− exp
[ 2
σ2h
ln
(K
H
)
ln(H)
]
, pour 1, K 6 H.
(III.15)
Nous pouvons donc simuler les variables Y hN−i par la me´thode d’inversion de la
fonction de re´partition. Cette me´thode se base sur le re´sultat suivant :
• Si F est la fonction de re´partition de la loi conditionnelle que nous cherchons a`
simuler et si U est une variable ale´atoire suivant une loi uniforme sur [0, 1], alors la
loi conditionnelle de X = F−1(U) a pour fonction de re´partition F . F−1 de´signe ici
l’inverse a` droite de F , c’est-a`-dire
F−1(α) = inf{x, F (x) 6 α}.
D’apre`s l’identite´ (III.15), F (x,K) = 1 − exp [ 2
σ2h
(lnK − ln x) ln x], pour x >
max(1, K). Nous pouvons donc inverser explicitement F par rapport a` x et l’ex-
pression obtenue est de la forme
F−1(y,K) = exp
[1
2
(
lnK +
√
ln2K − 2σ2h ln(1− y)
)]
.
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L’algorithme est alors le suivant :
III.4.1 Simulation de bh
On calcule d’abord
bh =
1
E[Y hN−1]
=
1
E
[
E
(
Y hN−1
∣∣ ZNh
Z(N−1)h
)] .
Pour cela, on ge´ne`re n re´alisations de variables ale´atoires Ki inde´pendantes et de
meˆme loi que
ZNh
Z(N−1)h
:
Ki = exp
[− (r + σ2
2
)
h + σW ih
]
, (III.16)
les W ih e´tant des mouvements Browniens standard inde´pendants.
Ensuite pour chaque re´alisation simule´e Ki, on ge´ne`re p re´alisations u
i
j de variables
ale´atoires U ij inde´pendantes et de loi uniforme sur [0, 1]. On effectue enfin une double
boucle Monte Carlo pour approcher E[Y hN−1] =
1
bh
(pour cela n et p doivent eˆtre
suffisamment grands) :
1
bh
= E[Y hN−1] w
1
n
n∑
i=1
E
[
Y hN−1
∣∣∣ ZNh
Z(N−1)h
= Ki
]
w
1
n
n∑
i=1
[1
p
p∑
j=1
F−1(uij, Ki)
]
pour n, p→ +∞.
III.4.2 Simulation de bjh, j = 2, . . . , N
• Simulation de b2h
D’apre`s la relation (III.13), le re´el b2h doit annuler la fonction f2 de´finie par
f2(x) = E
[
x Y hN−2 ∨ bh Y hN−1
Z(N−1)h
Z(N−2)h
]
− 1. (III.17)
Le nombre bh a de´ja` e´te´ calcule´ a` l’ite´ration pre´ce´dente et Y
h
N−1 est inde´pendant de
Y hN−2 et de
Z(N−1)h
Z(N−2)h
.
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Comme c’est la loi conditionnelle de Y hN−j sachant
Z(N−j+1)h
Z(N−j)h
(pour j = {1, 2}) qui
est facile a` simuler, on e´crit la fonction f2(x) sous la forme
f2(x) = E
[
E
{
x Y hN−2 ∨ bh Y hN−1
Z(N−1)h
Z(N−2)h
∣∣∣ ZNh
Z(N−1)h
,
Z(N−1)h
Z(N−2)h
} ]
− 1.
Ensuite, on proce`de comme suit :
– On ge´ne`re n re´alisations (K i1, K
i
2) (pour i = 1, . . . , n) de variables ale´atoires in-
de´pendantes et de meˆme loi que
(Z(N−1)h
Z(N−2)h
, ZNh
Z(N−1)h
)
. Comme
Z(N−1)h
Z(N−2)h
et ZNh
Z(N−1)h
sont
e´galement inde´pendantes entre elles, ceci revient a` ge´ne´rer 2n tirages inde´pendants
du meˆme Brownien ge´ome´trique (III.16).
– Pour chaque couple ge´ne´re´ (K i1, K
i
2), on approche par Monte-Carlo la quantite´
g2(x,K
i
1, K
i
2) = E
[
x Y hN−2 ∨ bh Y hN−1
Z(N−1)h
Z(N−2)h
∣∣∣ ZNh
Z(N−1)h
= Ki1,
Z(N−1)h
Z(N−2)h
= Ki2
]
,
en utilisant la loi conditionnelle (III.15) et la me´thode de simulation par inversion
de la fonction de re´partition. On obtient alors pour un entier p suffisamment grand,
g2(x,K
i
1, K
i
2) w
1
p
p∑
l=1
xF−1(u2l , K
i
2) ∨ bh F−1(u1l , Ki1)Ki2,
ou` les {u1l , u2l , l = 1, . . . , p} sont 2p re´alisations de variables ale´atoires inde´pen-
dantes et de meˆme loi uniforme sur [0, 1].
– La fonction f2(x) de´finie par (III.17) est approche´e par une autre boucle de type
Monte-Carlo :
f2(x) w
1
n
n∑
i=1
g2(x,K
i
1, K
i
2)− 1.
– Par la relation (III.13), on sait que f2(b2h) = 0. Il suffit donc d’utiliser un algo-
rithme de recherche de ze´ros d’une fonction pour trouver la valeur de b2h (citons
par exemple la me´thode de dichotomie).
• Simulation de bjh, j = 2, . . . , N
La simulation de bjh pour j ∈ [[2, N ]] est strictement analogue a` celle de b2h.
En effet d’apre`s la relation (III.14), le re´el bjh est un ze´ro de la fonction fj de´finie
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par
fj(x) = E
[
x Y hN−j ∨ b(j−1)h Y hN−j+1
Z(N−j+1)h
Z(N−j)h
∨ . . .
bkh Y
h
N−k
j∏
i=k+1
(Z(N−i+1)h
Z(N−i)h
)
∨ · · · ∨ bh Y hN−1
j∏
i=2
(Z(N−i+1)h
Z(N−i)h
)]
− 1.
Pour utiliser les lois conditionnelles des Y hN−k pour k = 1, . . . , j, on e´crit fj(x) sous
la forme
fj(x) = E
[{
x Y hN−j ∨ b(j−1)h Y hN−j+1
Z(N−j+1)h
Z(N−j)h
∨ . . .
bh Y
h
N−1
j∏
i=2
(Z(N−i+1)h
Z(N−i)h
)∣∣∣ ZNh
Z(N−1)h
, . . . ,
Z(N−j+1)h
Z(N−j)h
} ]
− 1.
On ge´ne`re jn tirages inde´pendants du meˆme mouvement Brownien ge´ome´trique
(III.16), c’est-a`-dire n re´alisations (K i1, K
i
2, . . . , K
i
j) des variables ale´atoires inde´pen-
dantes
(
ZNh
Z(N−1)h
,
Z(N−1)h
Z(N−2)h
, . . . ,
Z(N−j+1)h
Z(N−j)h
)
(pour i = 1, . . . , n).
Ensuite, on approche la fonction fj(x) par
fj(x) w
1
n
n∑
i=1
gj(x,K
i
1, K
i
2, . . . , K
i
j)− 1, (III.18)
ou` pour tout j compris entre 2 et N , gj est de´finie par
gj(x,K
i
1, K
i
2, . . . , K
i
j) = E
[
x Y hN−j ∨ b(j−1)h Y hN−j+1
Z(N−j+1)h
Z(N−j)h
∨ . . .
∨ bh Y hN−1
j∏
i=2
(Z(N−i+1)h
Z(N−i)h
) ∣∣∣ ZNh
Z(N−1)h
= Ki1,
Z(N−1)h
Z(N−2)h
= Ki2, . . . ,
Z(N−j+1)h
Z(N−j)h
= Kij
]
.
Cette dernie`re fonction est approche´e de la meˆme fac¸on que g2 : on ge´ne`re jp re´a-
lisations de variables ale´atoires inde´pendantes uniformes sur [0, 1]. On les note par
{u1l , u2l , . . . , ujl , l = 1, . . . , p}. Puis, par Monte Carlo on e´crit que
gj(x,K
i
1, K
i
2, . . . , K
i
j) w
1
p
p∑
l=1
[
x F−1(ujl , K
i
j) ∨ b(j−1)h F−1(uj−1l , Kij−1) Kij ∨ . . .
∨ bkh F−1(ukl , Kik)
j∏
q=k+1
Kiq ∨ · · · ∨ bh F−1(u1l , Ki1)
j∏
q=2
Kiq
]
.
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Enfin par un algorithme de recherche de ze´ros d’une fonction, on de´termine bjh tel
que fj(bjh) = 0, avec fj donne´e par (III.18).
Une fois qu’on a obtenu le vecteur b = {bjh j = 0, . . . , N}, il suffit de le multiplier
par le strike m du Put Ame´ricain PutAm(St, m) pour obtenir une approximation de
la frontie`re d’arreˆt optimal s∗(T − t).
Pour pouvoir appliquer la me´thode de dichotomie par exemple, nous avons besoin de
pre´ciser les bornes entre lesquelles se trouve le ze´ro de la fonction fj. Pour chaque bjh,
nous avons de´ja` une borne supe´rieure donne´e par b(j−1)h puisque s∗(T − t) = mbT−t
et on sait que la frontie`re d’un Put Ame´ricain est une fonction de´croissante de la
maturite´ restante.
Quant a` la borne infe´rieure, nous avons utilise´ l’approximation de la frontie`re d’Al-
legretto, Barone-Adesi et Elliott dans leur article [ABAE95], a` laquelle nous avons
soustrait un certain re´el positif  assez petit. Ceci nous a e´galement permis de com-
parer nos re´sultats aux leurs.
L’annexe A reprend les principales lignes de l’algorithme d’Elliott et de ses co-
auteurs, pour approcher la frontie`re d’arreˆt optimal d’un Put Ame´ricain. Le lecteur
inte´resse´ est invite´ a` consulter l’article [ABAE95] et le livre d’Elliott-Kopp [EK99]
pour de plus amples de´tails sur cette me´thode.
Au voisinage de la maturite´, nous avons conside´re´ les deux estimations analytiques
suivantes comme bornes infe´rieures possibles de bjh :
1. La premie`re est donne´e par
s∗(jh)
m
−  = 1− σ
√
jh ln
( 1
jh
)
− .
Elle se de´duit simplement de la limite (III.19) lorsque la maturite´ restante
jusqu’a` la date d’e´che´ance tend vers 0 (cf. [AS95, BBRS95, Lam95, Vil99,
EKK02, LV03]) :
lim
t→T
m− s∗(T − t)
σm
√
(T − t) ln ( 1
T−t
) = 1, (III.19)
m e´tant le strike du Put Ame´ricain.
2. La seconde estimation teste´e est de la forme
s∗(jh)
m
−  = e−
√
2σ2jh
q
α( σ
2
2
jh) − ,
avec α
(σ2
2
jh
)
= −1
2
ln(2pik2σ2jh) et k =
2r
σ2
. Elle est duˆe a` Chen-Chadam-
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Stamicar [CC03, CCS01] :
s∗(τ) = me−2
√
τ
√
α(τ), (III.20)
avec τ =
σ2
2
(T − t), α(τ) ' − ln(√4pik2τ) lorsque τ → 0 et k = 2r
σ2
.
III.4.3 Exemples nume´riques
Nous illustrons ci-dessous notre me´thode d’approximation de la frontie`re par diffe´-
rents exemples nume´riques. Les deux premie`res figures III.4 et III.5 correspondent
a` des maturite´s tre`s petites (T1 = 0.05 et T2 = 0.01). La premie`re repre´sente le vec-
teur {m.bjh ; j = 0, . . . , N} comme une fonction de la maturite´ restante T − t = j.h
et le compare a` l’approximation asymptotique de la frontie`re Ame´ricaine donne´e
par (III.19) :
s∗(jh) = m
(
1− σ
√
jh ln
( 1
jh
))
. (III.21)
Fig. III.4 – Repre´sentation de mbT−t comme une fonction de T − t et compa-
raison avec l’approximation analytique (III.21), pour r = 0.08, σ = 0.25, T1 =
0.05, Nombre de pas = 30.
La deuxie`me figure compare plutoˆt notre me´thode nume´rique a` l’approximation
analytique de Chen-Chadam-Stamicar donne´e par (III.20) :
s∗(jh) = m exp(−
√
2σ2jh) exp
(√−0.5 ln(2pik2σ2jh)), avec k = 2r
σ2
. (III.22)
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Fig. III.5 – Repre´sentation de mbT−t comme une fonction de T − t et compa-
raison avec l’approximation analytique (III.22), pour r = 0.08, σ = 0.20, T2 =
0.01, Nombre de pas = 40.
Nous pouvons noter a` travers ces deux exemples que la frontie`re mbT−t que nous
construisons approche bien les solutions analytiques (III.21) et (III.22).
Quant aux deux dernie`res figures III.6 et III.7, elles comparent notre frontie`re
mbT−t = {m.bjh ; j = 0, . . . , N} a` celle d’Elliott et de ses co-auteurs (voir l’an-
nexe A), pour des maturite´s plus grandes : T3 = 5 et T4 = 10. Ici aussi, notre
approximation nume´rique donne des re´sultats satisfaisants.
Fig. III.6 – Repre´sentation de mbT−t comme une fonction de T − t et com-
paraison avec l’approximation d’Elliott et al., pour r = 0.08, σ = 0.25, T3 =
5, Nombre de pas = 40.
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Fig. III.7 – Repre´sentation de mbT−t comme une fonction de T − t et com-
paraison avec l’approximation d’Elliott et al., pour r = 0.08, σ = 0.25, T4 =
10, Nombre de pas = 50.
Signalons enfin que notre approximation nume´rique pourra eˆtre compare´e a` d’autres
me´thodes nume´riques de calcul de la frontie`re Ame´ricaine et ame´liore´e en conse´-
quence.
Le but de cette section n’est pas vraiment de trouver une solution aboutie en toute
ge´ne´ralite´, mais plutoˆt d’amorcer la re´flexion sur la possibilite´ d’approcher la fron-
tie`re via la de´composition Max-Plus.
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Chapitre IV
Existence de la
de´composition Max-Plus
des surmartingales
Re´sume´
Ce chapitre a pour objectif d’e´tablir l’existence de la de´composition des surmartin-
gales dans l’alge`bre Max-Plus, en utilisant essentiellement des techniques simples de
dualite´ convexe.
Pour cela, nous introduisons une famille convexe d’enveloppes de Snell indexe´e par
un parame`tre re´el m et nous e´tudions ses proprie´te´s en tant que fonction de m. Puis,
nous conside´rons des proble`mes d’arreˆt optimal associe´s a` cette famille d’enveloppes
de Snell et nous montrons que la de´composition des surmartingales (D)-re´gulie`res
(quasi-continues a` gauche, de la classe (D)) est e´troitement lie´e a` la re´solution de
tels proble`mes.
L’e´tape suivante est d’utiliser notre the´ore`me de de´composition Max-Plus pour ge´-
ne´raliser les re´sultats du chapitre III sur les Calls Ame´ricains. Les sous-jacents consi-
de´re´s ne sont plus force´ment des surmartingales mais des processus ge´ne´raux (D)-
re´guliers.
Enfin, nous reconside´rons les diffe´rentes e´tapes de la de´composition Max-Plus dans
un cadre Markovien, afin de mettre en e´vidence l’aspect Markovien des processus
implique´s.
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IV.1 Introduction
Ce chapitre a pour objectif d’e´tablir l’existence de la de´composition des surmartin-
gales dans l’alge`bre Max-Plus. Pour cela, nous allons utiliser des me´thodes de dualite´
convexe qui s’ave`rent tre`s efficaces pour ce genre de proble`me.
Dans notre contexte, Whittle e´tait le premier a` introduire dans son papier [Whi80]
une famille convexe de proble`mes d’arreˆts optimaux, en vue de re´soudre le proble`me
du bandit. Depuis, la meˆme ide´e a e´te´ exploite´e par d’autres auteurs, comme El
Karoui-Karatzas [KK95] pour le proble`me du bandit, Bank-El Karoui [BK04] ou
encore El Karoui-Fo¨llmer [Kl05] pour obtenir une repre´sentation non-line´aire de
processus ge´ne´raux (voir la remarque III.10 et la section IV.6).
IV.2 Aperc¸u des principaux re´sultats sur les proble`mes
de temps d’arreˆt
En ge´ne´ral, tout processus X que nous conside´rerons dans la suite est de´fini sur [0, ζ]
et suppose´ adapte´, ca`dla`g.
Lorsqu’on travaille, en the´orie ge´ne´rale des processus, sur l’ensemble de temps [0,∞],
il est d’usage d’introduire un “deuxie`me infini” permettant aux temps d’arreˆt de
s’e´vanouir. Or comme d’habitude, un temps d’arreˆt peut prendre des valeurs infinies,
donc afin d’e´viter toute confusion avec l’horizon ζ, nous utilisons la notation ∞+
pour de´signer les valeurs infinies des temps d’arreˆt. Par convention, tous les processus
sont nuls a` cet instant.
La famille des temps d’arreˆt (finis ou non) est note´e par T , et pour tout temps d’arreˆt
S, TS est l’ensemble des temps d’arreˆt poste´rieurs a` S : TS = {τ > S ; τ ∈ T }.
Tout processus adapte´ X, pour lequel la famille {Xτ∧ζ}τ∈T est uniforme´ment inte´-
grable, est de la classe (D). Il s’agit en fait d’une condition ne´cessaire et suffisante
pour que X soit de la classe (D). Elle est donc e´quivalente a` la caracte´risation donne´e
au chapitre II, section II (cf. [KS91]).
Comme nous allons essentiellement travailler avec des temps d’arreˆt, les crite`res
suivants sont tre`s utiles pour montrer la re´gularite´ des trajectoires (cf. [DM87, th.
48-49]).
• Un processus optionnel X de la classe (D) est continu a` droite (X = X+) si
et seulement si E
[
Xτn1τn<∞+
] → E[Xτ1τ<∞+], pour toute suite de´croissante de
temps d’arreˆt
(
τn
)
n>0
⊆ T , avec τ = limn→∞ τn p.s.
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• Pour la re´gularite´ a` gauche, nous devons eˆtre plus pre´cis. Un processus X de la
classe (D) est dit quasi-continu a` gauche si E[Xτn10<τn<∞+] → E[Xτ10<τ<∞+],
pour toute suite strictement croissante de temps d’arreˆt
(
τn
)
n>0
, avec
τ = limn→∞ ↑↑ τn p.s. τ est dit pre´visible.
Rappelons ci-dessous la de´finition d’un temps d’arreˆt pre´visible.
De´finition IV.1
Un temps d’arreˆt τ est dit pre´visible s’il existe une suite de temps d’arreˆt (τn)
ve´rifiant les conditions suivantes :
(a) (τn) est croissante et admet τ pour limite,
(b) τn < τ sur l’ensemble {τ > 0} pour tout n.
Dans ces conditions, on dit que la suite (τn) annonce τ .
Dans ce cas, le processus X est limite´ a` gauche, avec comme processus des limites
a` gauche X−, (cf. [DM87], th 48-49, p.120) et pour tout temps d’arreˆt pre´visible
τ annonce´ par une suite (τn),
E
[
Xτ−10<τ<∞+
]
= E
[
lim
n→∞
Xτn10<τn<∞+
]
.
Comme X est de la classe (D), nous pouvons passer a` la limite sous le signe E et
E
[
lim
n→∞
Xτn10<τn<∞+
]
= lim
n→∞
E
[
Xτn10<τn<∞+
]
= E
[
Xτ10<τ<∞+
]
,
ou` la dernie`re e´galite´ de´coule de la quasi-continuite´ a` gauche de X. Ainsi pour
tout temps d’arreˆt pre´visible τ ,
E
[
Xτ−10<τ<∞+
]
= E
[
Xτ10<τ<∞+
]
. (IV.1)
En de´pit de cette e´galite´, les processus X et X− sont diffe´rents en ge´ne´ral et X
n’est donc pas continu a` gauche. La raison principale est que X− est pre´visible
tandis que X est optionnel. Le proble`me disparaˆıt en introduisant la projection
pre´visible X (p) de X, caracte´rise´e par l’identite´
X(p)τ 1{τ<∞+} = E[Xτ1{τ<∞+}|Fτ−],
pour tout temps d’arreˆt pre´visible τ , avec la convention F0− = F0. Ainsi,
E
[
Xτ−10<τ<∞+
]
= E
[
X(p)τ 10<τ<∞+
]
= E
[
Xτ10<τ<∞+
]
,
et les deux processus pre´visibles X− et X (p) sont indistinguables (la preuve que
nous donnons ci-apre`s est tire´e de l’ouvrage [DM87] de Dellacherie-Meyer).

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Preuve.
Soit τ un temps d’arreˆt pre´visible borne´ et strictement positif, annonce´ par une
suite (τn). Soit A ∈ Fτi ; appliquons (IV.1) aux temps d’arreˆt Tn = τi+n1A + τ1Ac,
il vient que
∫
A
XτdP =
∫
A
Xτ−dP, et donc
Xτ− = E[Xτ |Fτ−] p.s.
Mais d’autre part, on a X
(p)
τ = E[Xτ |Fτ−] p.s., donc l’unicite´ de la projection
pre´visible entraˆıne que les processus pre´visibles X− et X (p) sont indistinguables.

Dans ce qui suit, un processus X quasi-continu a` gauche, appartenant a` la classe
XD (des processus ca`dla`g de la classe (D)), sera dit (D)-re´gulier.
– Toutes les martingales de la classe (D) sont (D)-re´gulie`res.
– Tout processus pre´visible croissant A associe´ a` la de´composition Doob-Meyer
d’une surmartingale (D)-re´gulie`re Z est continu, puisqu’il ve´rifie l’e´galite´ suivante
E
[
Aτ1τ<∞+
]
= E
[
Aτ−1τ<∞+
]
pour tout temps d’arreˆt pre´visible τ .
Le lemme suivant porte sur les transformations convexes de processus quasi-continus
a` gauche, et nous sera tre`s utile dans la suite.
Lemme IV.1
Si X− ≡ X (p), alors pour toute fonction continue convexe ϕ, nous avons
ϕ(X−) 6 ϕ(X)(p).
En particulier pour tout re´el m, X− ∨m 6 (X ∨m)(p).
Preuve - IV.1 -
Pour tout temps d’arreˆt pre´visible τ , nous avons
E
[
ϕ(Xτ−)1τ<∞+
]
= E
[
ϕ(X(p)τ )1τ<∞+
]
= E
[
ϕ
(
E[Xτ |Fτ−]
)
1τ<∞+
]
6 E
[
E
[
ϕ(Xτ )|Fτ−
]
1τ<∞+
]
= E
[
ϕ(Xτ )1τ<∞+
]
= E
[
ϕ(Xτ )
(p)1τ<∞+
]
,
ou` l’ine´galite´ de´coule de la convexite´ de ϕ . 
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IV.3 Une famille convexe de surmartingales
Soit Z = (Zt ; t ∈ [0, ζ]) une surmartingale (D)-re´gulie`re. Introduisons l’enveloppe
de Snell Z.(m) = (Zt(m) ; t ∈ [0, ζ]) de Z ∨m = (Zt ∨m ; t ∈ [0, ζ]), c’est-a`-dire la
plus petite surmartingale ca`dla`g qui majore Z ∨ m, indexe´e par le parame`tre re´el
m. On se propose d’e´tudier les proprie´te´s de cette famille de surmartingales en tant
que fonction du parame`tre m. La proprie´te´ cle´ est la convexite´ par rapport a` m de
ce champ ale´atoire.
La caracte´risation duale de Z.(m) est bien connue : pour tout temps d’arreˆt S ∈ T0,ζ ,
ZS(m) est de la forme
ZS(m) = ess sup
τ∈TS,ζ
E
[
Zτ ∨m|FS
]
, (IV.2)
ou` TS, ζ de´signe la collection des F -temps d’arreˆt a` valeurs dans [S, ζ].
Par ailleurs, les observations suivantes nous seront utiles.
• Si Z est une martingale M , alors M ∨m est une sous-martingale et il n’est jamais
optimal de s’arreˆter avant la maturite´. Ainsi M.(m) est une martingale et
MS(m) = E
[
Mζ ∨m
∣∣FS]. (IV.3)
• Lorsque Z est une surmartingale (D)-re´gulie`re et donc de la classe (D), il existe
deux martingales uniforme´ment inte´grables U et V telles que U 6 Z 6 V . Ainsi
l’enveloppe de Snell Z.(m) appartient a` la classe (D) et
E
[
Uζ ∨m
∣∣FS] 6 ZS(m) 6 E[Vζ ∨m∣∣FS].
Les proprie´te´s principales de (ZS(m))S∈T0, ζ reposent essentiellement sur des proprie´-
te´s lie´es a` l’enveloppe de Snell et a` la the´orie d’arreˆt optimal. La proposition suivante
pre´cise les re´gularite´s de cette famille parame´trise´e de surmartingales par rapport
au parame`tre m.
Proposition IV.2
– Il existe une version re´gulie`re 1-Lipschitzienne du champ ale´atoire (S,m) 7→
ZS(m), telle que m 7→ ZS(m) est convexe croissante et m 7→ ZS(m) − m est
convexe de´croissante. De plus, pour toute variable ale´atoire ΛS FS-mesurable,
ZS(ΛS) = ess supS6τ6ζ E
[
Zτ ∨ ΛS|FS
]
, τ ∈ TS, ζ .
– La frontie`re m est absorbante pour le processus Z.(m). En particulier, si
θS(m) := inf{t ∈ [S, ζ] ; Zt(m) = m}, (= ∞+ si {} = ∅),
alors sur l’ensemble {θS(m) 6 ζ}, ZU(m) = m pour tout U ∈ [θS(m), ζ].

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Preuve - IV.2 -
– Observons d’abord que si (ai)i∈I et (bi)i∈I sont deux familles borne´es de nombres
re´els,
sup
i∈I
ai − sup
j∈I
bj 6 sup
i∈I
(
ai − sup
j∈I
bj
)
6 sup
i∈I
(ai − bi),
et
∣∣ supi∈I ai − supj∈I bj∣∣ 6 supi∈I |ai − bi|. Ainsi, comme la fonction m 7→ x ∨m
est 1-Lipschitzienne,
|ZS(m)− ZS(m′)| 6 |m−m′|.
Nous pouvons alors de´finir le champ ale´atoire re´gulier (Zt(m);m ∈ Q) et re´aliser
une extension continue en m de Q dans R.
L’e´tape suivante est de remplacer m par une FS-variable ale´atoire minore´e et de
montrer ensuite que nous avons encore :
ZT (ΛS) = ess sup
τ>T
E
[
Zτ ∨ ΛS|FT
]
, T ∈ TS, ζ p.s.
Il est d’abord a` noter que les proprie´te´s essentielles de (ZS(m))S∈T0, ζ de´coulent
du fait que pour tout temps d’arreˆt T , la famille {E[Zτ ∨ m|FT ] ; τ > T} est
filtrante croissante. En effet soient τ1 et τ2 deux temps d’arreˆt > T , et posons
Ui = E
[
Zτi ∨m|FT
]
(i = 1, 2) ; il vient
U1 ∨ U2 = E
[
ZR ∨m|FT
]
, ou` R = τ1 si U1 > U2, R = τ2 si U1 < U2.
Il en re´sulte en particulier pour tout temps d’arreˆt S 6 T ,
E
[
ess sup
τ∈TT, ζ
E(Zτ ∨m|FT )|FS
]
= ess sup
τ∈TT, ζ
E
[
Zτ ∨m|FS
]
, p.s.
c’est-a`-dire
E
[
ZT (m)|FS
]
= ess sup
τ∈TT, ζ
E
[
Zτ ∨m|FS
]
, p.s. (IV.4)
De´finissons a` pre´sent, pour toute variable ale´atoire e´tage´e ΛS = Σ1Aimi, avec (Ai)
une partition FS-mesurable de Ω,
Z˜T (ΛS) = ess sup
τ>T
E
[
Zτ ∨ ΛS|FT
]
, T ∈ TS, ζ p.s.
Afin d’utiliser la proprie´te´ (IV.4), de´finissons un nouveau temps d’arreˆt SAi qui
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vaut S sur Ai et ζ sur A
c
i . Il vient
1Ai Z˜S(ΛS) = 1Ai E
[
Z˜SAi (ΛS)|FS
]
= 1Ai ess sup
τ>SAi
{
1Ai E
[
Zτ ∨mi|FS
]
+ 1Aci E
[
Zζ ∨ ΛS|FS
]}
= 1Ai ess sup
τ>S
{
E
[
Zζ ∨ ΛS|FS
]
+1Ai E
[
(Zτ ∨mi − Zζ ∨mi)|FS
]}
= 1AiE
[
Zζ ∨mi|FS
]
+1Ai ess sup
τ>SAi
{
E
[(
Zτ ∨mi − E
[
Zζ ∨mi|Fτ
])|FS]}
= 1Ai ess sup
τ>SAi
E
[
Zτ ∨mi|FS
]
= 1AiZS(mi) p.s.
Ceci entraˆıne donc que Z˜S(ΛS) = ZS(mi) sur l’ensemble Ai, et par suite
Z˜S(ΛS) = Σ1AiZS(mi) = ZS(ΛS), p.s.
Le meˆme argument peut s’appliquer a` tout temps d’arreˆt T > S pour obtenir
ZT (ΛS) = Z˜T (ΛS) = ess sup
τ>T
E[Zτ ∨ ΛS|FT ], pour tout T ∈ TS, ζ .
Graˆce a` la proprie´te´ de Lipschitz, cette formule peut s’e´tendre par continuite´ a`
toute variable ale´atoire FS-mesurable minore´e.
– Une proprie´te´ classique des surmartingales positives est que 0 est absorbant. L’ap-
plication de ce re´sultat a` la surmartingale positive Z.(m)−m permet d’obtenir le
re´sultat souhaite´.
La meˆme proprie´te´ reste valable lorsque m est remplace´ par une variable ale´atoire
FS-mesurable ΛS.

IV.3.1 Temps d’arreˆt optimaux
Dans cette section, nous exposons brie`vement quelques proprie´te´s basiques relatives
a` la the´orie d’arreˆt optimal (voir [Kar81, KS98] pour un de´veloppement plus ge´ne´ral),
en insistant notamment sur le lien entre l’enveloppe de Snell et les temps d’arreˆt
optimaux. Les re´sultats s’expriment directement en termes des processus Z.(m).
On cherche a` maximiser E[Zτ ∨ m] lorsque τ parcourt la classe de tous les temps
d’arreˆt dans T0,ζ . Un temps d’arreˆt τ ∗ tel que E[Zτ∗ ∨m] = supτ∈T0,ζ E[Zτ ∨m] est
dit optimal.
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Le crite`re d’optimalite´ suivant met en e´vidence le roˆle joue´ par l’enveloppe de Snell.
Proposition IV.3
Une condition ne´cessaire et suffisante pour qu’un temps d’arreˆt τ soit optimal est
que l’on ait Zτ (m) = Zτ ∨m p.s., et que Zt∧τ (m) soit une martingale.
Preuve - IV.3 -
La surmartingale ca`dla`g Zt(m) appartenant a` la classe (D), Zt∧τ (m) est une martin-
gale si et seulement si E[Zτ(m)] = E[Z0(m)]. D’autre part, pour tout temps d’arreˆt
τ
Zτ ∨m 6 Zτ (m) , E[Zτ(m)] 6 E[Z0(m)] = sup
S∈T0,ζ
E[ZS ∨m].
Ainsi,
τ est optimal ⇐⇒ E[Zτ ∨m] = E[Z0(m)]
⇐⇒ E[Zτ ∨m] = E[Zτ(m)] = E[Z0(m)]
⇐⇒ Zτ ∨m = Zτ (m) p.s. et E[Zτ (m)] = E[Z0(m)].

The´ore`me IV.4
Supposons que Z est une surmartingale (D)-re´gulie`re. Nous avons alors
1. Z.(m) est une surmartingale (D)-re´gulie`re.
2. Posons
TS(m) := inf{t ∈ [S, ζ] ; Zt(m) = Zt}, = ∞+ si l’ensemble est vide.
Le temps d’arreˆt TS(m) ∧ ζ est un temps d’arreˆt optimal :
ZS(m) = E
[
sup
(
ZTS(m)∧ζ , m
)|FS], et ZTS(m)∧ζ(m) = sup (ZTS(m)∧ζ , m),
mais le plus petit temps d’arreˆt optimal est T̂S(m) := TS(m) ∧ θS(m).
3. La famille m 7→ TS(m) ∧ ζ est croissante et continue a` gauche.
Remarque IV.5
La preuve de la continuite´ a` gauche de la famille m 7→ TS(m) ∧ ζ est la partie la
plus technique du travail. Elle peut eˆtre omise dans une premie`re lecture.
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Preuve - IV.5 -
1. Si la surmartingale Z est continue (dans le cas d’une filtration Brownienne
par exemple), le processus Z ∨m est e´galement continu, et la the´orie classique
peut s’appliquer pour expliquer la premie`re partie du the´ore`me (voir [KK95]).
Dans le cas ge´ne´ral ou` la surmartingale Z est quasi-continue a` gauche, le pro-
cessus Z ∨ m est seulement quasi-continu supe´rieurement a` gauche, puisque
d’apre`s le lemme IV.1, Z−∨m 6 (Z∨m)(p). Autrement dit, en termes de temps
d’arreˆt, pour toute suite croissante de temps d’arreˆt Sn ↑ S,
limn→∞E
[
ZSn ∨ m
]
6 E
[
ZS ∨ m
]
(cf. la seconde remarque pre´liminaire de
la section IV.2).
Pour conclure, nous devons utiliser des re´sultats ge´ne´raux sur les proble`mes
d’arreˆt optimal ; en particulier, le re´sultat de´sire´ de´coule imme´diatement du
the´ore`me 2.43, p. 142 dans [Kar81].
2. Observons d’abord que
ZTS(m)∧ζ(m) = ZTS(m)(m)1{TS(m)6ζ} + sup(Zζ, m)1{TS(m)=∞+}
= ZTS(m)1{TS(m)6ζ} + sup(Zζ , m)1{TS(m)=∞+}.
Or sur l’ensemble {TS(m) 6 ζ}, ZTS(m)(m) = ZTS(m) > m et donc
ZTS(m)∧ζ(m) = sup
(
ZTS(m)∧ζ , m
)
.
Il reste a` observer que
Z bTS(m)(m) = ZθS(m)∧(TS(m)∧ζ)(m)
= sup(ZTS(m)∧ζ , m)1{TS(m)∧ζ6θS(m)} +m1{θS(m)<TS(m)∧ζ}.
Ensuite, comme m est absorbant sur l’ensemble {θS(m) < TS(m) ∧ ζ},
ZTS(m)∧ζ(m) = m = sup(ZTS(m)∧ζ , m).
Nous obtenons donc finalement
Z bTS(m)(m) = ZTS(m)∧ζ(m) = sup(ZTS(m)∧ζ , m)
et ZS(m) = E
[
Z bTS(m)(m)|FS
]
= E
[
sup
(
ZTS(m)∧ζ , m
)|FS], puisque T̂S(m) est
un temps d’arreˆt optimal.
3. Croissance : Soient m1 et m2 deux re´els tels que m1 6 m2. Si TS(m2) = ζ, il
en de´coule imme´diatement que TS(m1) 6 TS(m2). Sinon, nous de´duisons de la
proprie´te´ de croissance de m 7→ ZS(m) que
ZTS(m2)(m1) 6 ZTS(m2)(m2) = ZTS(m2) p.s..
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Ceci implique donc que TS(m1) 6 TS(m2), puisque TS(m1) est le premier
temps d’arreˆt U apre`s S ou` ZU(m1) = ZU .
Continuite´ a` gauche : Soit  > 0. Comme m 7→ ZU(m) est Lipschitzienne et
continue a` chaque instant U > S, ZU(m− ) → ZU(m) p.s. et dans L1, lorsque
 ↓ 0.
Posons T S := TS(m − ), TS := TS(m) et TS− := lim ↑ TS(m − ). Nous
spe´cifions la partie pre´visible T
(p)
S−
de TS− comme le temps d’arreˆt de´fini par
T
(p)
S−
= TS− sur H
−
TS
= {ω, T S ↑↑ TS−}, = ∞+ sinon,
T
(s)
S−
= TS− sur
(
H−TS
)c
= {ω, ∃ T S = TS−}, = ∞+ sinon.
Ainsi TS− = inf
(
T
(p)
S−
, T
(s)
S−
)
.
Nous pouvons donner une description pre´cise de la limite des diffe´rents termes :
(a) sur
(
H−TS
)c
, limZT S∧ζ(m− ) = ZTS−∧ζ(m). De plus,
– Si TS− 6 ζ, alors T

S 6 ζ et ZT S∧ζ = ZT S > m−  tend vers ZTS− > m.
– Si TS− = ∞+, alors il existe  tel que T S = ∞+ et ZT S∧ζ(m − ) =
sup(Zζ, m− ).
Ainsi dans les deux cas, ZTS−∧ζ(m) = sup
(
ZTS−∧ζ , m
)
. On en de´duit aise´-
ment que TS−(m) = TS(m) sur
(
H−TS
)c
.
(b) sur H−TS , graˆce a` la monotonicite´ stricte de la suite T

S, T
(p)
S−
6 ζ, et
lim→0 ZT S∧ζ(m − ) = ZT (p)
S−
−(m). D’autre part, ZT S(m− ) = ZT S puisque
T S 6 ζ p.s. Par suite, lim→0 ZT S∧ζ(m− ) = lim→0 ZT S = ZT (p)
S−
−.
Comme T
(p)
S−
est pre´visible sur H−TS , et graˆce a` la quasi-continuite´ a` gauche
de Z et de Z.(m), il vient
Z
T
(p)
S−
−(m) = Z
(p)
T
(p)
S−
(m) = Z
T
(p)
S−
− = Z
(p)
T
(p)
S−
= E
[
Z
T
(p)
S−
|F
T
(p)
S−
−
]
.
Ainsi sur l’ensemble H−TS , ZT (p)
S−
(m) = Z
T
(p)
S−
p.s et T
(p)
S−
= TS− = TS(m),
puisque TS(m) est le plus petit temps d’arreˆt U apre`s S ve´rifiant ZU(m) =
ZU .

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Remarque IV.6
Si la surmartingale Z n’est pas quasi-continue a` gauche, il a e´te´ de´montre´ dans [Kar81]
qu’il peut y avoir une perte d’optimalite´ dans le proble`me d’arreˆt optimal du proces-
sus Z∨m. Plus pre´cise´ment, le candidat a` eˆtre un temps d’arreˆt optimal est l’instant
τ̂S(m) tel que
τ̂S(m) := inf{t > S ; Zt(m) = Zt ∨m ou Z−t (m) = Z−t ∨m} ∧ ζ.
Il est possible d’adapter la preuve pre´ce´dente en introduisant les deux familles de
temps d’arreˆt θ˜S(m) = inf{t > S;Zt(m) = m ou Z−t (m) = m} et T˜S(m) = inf{t >
S;Zt(m) = Zt ou Z
−
t (m) = Z
−
t }.
IV.4 Analyse convexe et caracte´risation de la de´com-
position Max-Plus de Z
Dans ce qui suit, la surmartingale Z est suppose´e (D)-re´gulie`re. Nous travaillons
encore avec la version 1-Lipschitzienne du champ ale´atoire m 7→ Z.(m). Graˆce a` la
convexite´ et a` la monotonicite´ de m 7→ Z. ∨m, le champ ale´atoire Z.(m) he´rite des
meˆmes proprie´te´s. En particulier, il est possible de caracte´riser la de´rive´e a` gauche
de ZS(m) par rapport a` m.
On peut trouver des ide´es similaires dans l’article [KK95] de N. El Karoui et I.
Karatzas. Conside´rant certaines proprie´te´s (par rapport a` K) d’une famille convexe
de Puts Ame´ricains, ils donnent en effet une repre´sentation de la prime d’exercice
anticipe´ d’un Put Ame´ricain de strike donne´ K > 0, sur un horizon fini. La diffe´rence
majeure dans notre contexte est que le prix du sous-jacent est une surmartingale
non obligatoirement continue, mais seulement continue en espe´rance par rapport
aux temps d’arreˆt. Le the´ore`me de repre´sentation d’un processus quelconque X de
la classe (D), e´tabli par P. Bank et N. El Karoui [BK04] est e´galement tre`s proche
de ce point de vue.
Proposition IV.7 (Repre´sentation Statique de Zt(m))
Fixons S dans T0,ζ et conside´rons ΛS(α) l’inverse a` gauche a` l’instant α de l’appli-
cation m 7→ TS(m), ou` m ∈ R :
ΛS(α) := sup{m ; TS(m) 6 α}, avec la notation conventionnelle sup{∅} = −∞.

Chapitre IV Existence de la de´composition Max-Plus des surmartingales
(a) La fonction convexe m 7→ ZS(m) admet une de´rive´e a` gauche ve´rifiant
∂−
∂m
ZS(m) = P
[
Zζ < m ; TS(m) = ∞+|FS
]
(IV.5)
= P
[
Zζ < m ; ΛS(ζ) < m|FS
]
= 1 +
∂−
∂m
CAmS (Z,m), p.s.
(b) Pour tout re´el m,
ZS(m) = E
[
ΛS(ζ) ∨ Zζ ∨m|FS
]
, et ZS = ZS(−∞) = E
[
ΛS(ζ) ∨ Zζ |FS
]
p.s.
Ce re´sultat est intimement lie´ aux “the´ore`mes d’enveloppe traditionnels” qui ont
pour objectif de de´crire comment la valeur d’un proble`me d’optimisation change en
fonction des parame`tres du proble`me. Plus pre´cise´ment un the´ore`me d’enveloppe est
un principe ge´ne´ral qui fournit des conditions suffisantes assurant la diffe´rentiabilite´
par rapport au parame`tre, de la valeur d’un proble`me d’optimisation parame´trise´.
Il donne e´galement une formule pour la de´rive´e.
Ce principe est tre`s utile en e´conomie. Supposons par exemple que l’on cherche
a` pre´dire comment une le´ge`re hausse du prix de l’un des inputs d’une entreprise
impacte ses profits. Ce proble`me peut paraˆıtre complique´ au premier abord puisque
l’entreprise peut choisir de modifier la quantite´ d’input lorsque son prix varie. On
pourrait supposer que l’unique fac¸on d’aborder ce proble`me serait de conside´rer la
fonction de production de l’entreprise, de de´terminer la nouvelle quantite´ optimale
d’input et de calculer les profits dans la nouvelle situation. Cependant, graˆce au
the´ore`me de l’enveloppe, le proble`me devient tre`s simple. On a juste a` de´terminer
la quantite´ d’input actuellement utilise´e par l’entreprise et a` la multiplier par la
variation du prix.
Lorsque la variation du prix est importante, le the´ore`me de l’enveloppe ne peut
plus s’appliquer directement puisque la de´rive´e de la fonction de profit n’est plus un
indicateur suˆr de la variation totale de profit.
Nous renvoyons le lecteur inte´resse´ a` l’article [Mil99] pour une revue des the´ore`mes
d’enveloppe.
Preuve - IV.7 -
(a) La preuve est base´e sur l’optimalite´ de TS(m)∧ ζ et sur les ine´galite´s convexes
classiques
1{x<m−} 6 x ∨m− x ∨ (m− ) 6 1{x<m}.
Nous avons en effet :
x ∨m− x ∨ (m− ) = (m− x)1{m−6x<m} + 1{x<m−} 6 1{x<m}.

Analyse convexe et caracte´risation de la de´composition Max-Plus Section IV.4
L’ensemble {ZTS(m)∧ζ < m} joue un roˆle cle´. Pour pouvoir l’exprimer autrement,
nous exploitons le fait que sur l’ensemble {TS(m) 6 ζ}, ZTS(m) = ZTS(m)(m) > m.
Il en re´sulte aussitoˆt que
{ZTS(m)∧ζ < m} = {Zζ < m ; TS(m) = ∞+}.
Les observations pre´ce´dentes entraˆınent la se´rie d’ine´galite´s suivante :
ZS(m)− ZS(m− ) 6 E[sup(ZTS(m)∧ζ , m)− sup(ZTS(m)∧ζ , m− )|FS]
6 P
[
ZTS(m)∧ζ < m|FS
]
= P
[
Zζ < m ; TS(m) = ∞+|FS
]
.
Maintenant pour obtenir une borne infe´rieure, nous exploitons l’optimalite´ de
TS(m− ) ∧ ζ :
ZS(m)− ZS(m− ) > E
[
sup(ZTS(m−)∧ζ , m)− sup(ZTS(m−)∧ζ , m− )|FS
]
> P
[
ZTS(m−)∧ζ < m− |FS
]
= P
[
Zζ < m−  ; TS(m− ) = ∞+|FS
]
.
Comme la suite (TS(m))m est croissante et continue a` gauche,
lim
↓0
P
[
Zζ < m− ; TS(m−) = ∞+|FS
]
6 P
[
Zζ < m ; TS(m) = ∞+|FS
]
. (IV.6)
Cependant {TS(m) = ∞+} = ∩{TS(m − ) = ∞+} puisque sur l’ensemble H−TS ,
TS(m) = limTS(m− ) 6 ζ et sur
(
H−TS
)c
, il existe  tel que TS(m− ) = TS(m).
Ainsi, {TS(m) = ∞+} ne peut pas eˆtre atteint par des suites {TS(m− ) 6 ζ} et
l’ine´galite´ dans (IV.6) est une vraie e´galite´. Il en de´coule finalement que
∂−
∂m
ZS(m) = lim
↓0
P
[
Zζ < m−  ; TS(m− ) = ∞+|FS
]
= P
[
Zζ < m ; TS(m) = ∞+|FS
]
.
(b) Nous cherchons maintenant a` re´inte´grer afin de de´river une repre´sentation ex-
plicite de ZS(m). Pour ce faire, nous avons besoin d’exprimer plus simplement
l’e´ve´nement {TS(m) = ∞+} en fonction de m.
Notons que {m ; TS(m) 6 ζ} est un intervalle ferme´ a` droite par ΛS(ζ), e´galement
de´fini par
ΛS(ζ) = sup{m ; TS(m) 6 ζ} (= −∞ si {} = ∅).

Chapitre IV Existence de la de´composition Max-Plus des surmartingales
Il en re´sulte que
∂−
∂m
ZS(m) = P
[
Zζ < m ; m > ΛS(ζ)|FS
]
= P
[
m > ΛS(ζ) ∨ Zζ |FS
]
.
Il nous faut ensuite des conditions aux bords. Comme
ZS(m)−m = ess sup
τ∈TS,ζ
E
[
(Zτ −m)+|FS
]
,
nous pouvons utiliser (IV.3) pour montrer que si la surmartingale Z est domine´e
par la martingale V ,
0 6 limm↑+∞(ZS(m)−m) 6 limm↑+∞E
[
(Vζ −m)+|FS
]
= 0
et ZS(m)−m peut donc s’e´crire sous forme d’inte´grale :
ZS(m)−m =
∫ +∞
m
−∂
−
∂α
(ZS(α)− α) dα.
Il est a` noter ici que nous ne pouvons pas directement re´inte´grer ∂
−
∂m
ZS(m), puisque
la limite de ZS(m) lorsque m tend vers −∞ est e´gale a` ZS qui est inconnue.
Ensuite d’apre`s l’e´quation (IV.5),
ZS(m)−m =
∫ +∞
m
P
[
ΛS(ζ) ∨ Zζ > α|FS
]
dα.
L’application du the´ore`me de Fubini conditionnel permet d’obtenir les e´galite´s
suivantes :
ZS(m)−m = E
[ ∫ +∞
m
1{ΛS(ζ)∨Zζ>α} dα
∣∣∣FS] = E[(ΛS(ζ) ∨ Zζ −m)+|FS],
et ZS(m) = E
[
ΛS(ζ) ∨ Zζ ∨m|FS
]
.
Faisons maintenant tendre m vers −∞ et appliquons le the´ore`me de convergence
monotone. Il vient
lim
m↓−∞
ZS(m) = ZS(−∞) = E
[
lim
m↓−∞
ΛS(ζ) ∨ Zζ ∨m|FS
]
= E
[
ΛS(ζ) ∨ Zζ|FS
]
.
Par ailleurs, la suite (TS(m))m de´croˆıt vers T
+
S (−∞), et par continuite´ a` droite de
Z, ZTS(m)∧ζ ∨m tend vers ZT+S (−∞)∧ζ . Par le the´ore`me de Lebesgue,
ZS 6 lim
m↓−∞
ZS(m) = lim
m↓−∞
E
[
sup(ZTS(m)∧ζ , m)|FS
]
= E
[
lim
m↓−∞
sup(ZTS(m)∧ζ , m)|FS
]
= E
[
ZTS(−∞)+∧ζ |FS
]
6 ZS, p.s.

Analyse convexe et caracte´risation de la de´composition Max-Plus Section IV.4
ou` la dernie`re ine´galite´ de´coule du fait que TS(−∞)+ ∧ ζ est un temps d’arreˆt
poste´rieur a` S et Z est une surmartingale.
Il en re´sulte aussitoˆt que ZS = ZS(−∞) = E
[
ΛS(ζ) ∨ Zζ |FS
]
.

La proposition pre´ce´dente donne une repre´sentation statique de Zt(m) (t fixe´). Nous
allons exploiter ci-apre`s la structure dynamique de l’enveloppe de Snell
{
Zt(m); t >
0
}
afin de de´duire une repre´sentation exhibant la de´pendance de Λt(ζ) par rapport
a` t. Pour ce faire, nous allons employer des techniques lie´es aux changements de
variables dans R, que nous rappelons dans le lemme suivant :
Lemme IV.8
Posons
Λt(α) := sup{m ; Tt(m) 6 α}; α ∈ [t, ζ], = −∞ si l’ensemble est vide.
Alors Λt(α) de´finit l’inverse continu a` droite de la fonction croissante, continue a`
gauche m 7→ Tt(m). En d’autres termes,
Tt(m) 6 α ⇐⇒ m 6 Λt(α), ∀α ∈ [t, ζ].
Notons ici que puisque les ine´galite´s sont larges, Λt(α) repre´sente l’inverse a` droite
du processus continu a` gauche m 7→ Tt(m). Des travaux ante´rieurs sur le change-
ment de temps [KW77] montrent que le processus α 7→ Λt(α) est continu a` droite.
Observons que le cas pre´sent est diffe´rent des cas usuels, ou` nous conside´rons plu-
toˆt des inverses a` droite de processus continus a` droite, et ou` les ine´galite´s sont
par conse´quent strictes. Le lecteur inte´resse´ pourra consulter l’article de El Karoui-
Weindenfeld [KW77] pour de plus amples de´tails sur la the´orie du changement de
temps.
Le the´ore`me suivant repre´sente le processus croissant {Λt(α); t 6 α 6 ζ} en termes
d’un processus de running supremum et donne une forme explicite a` la martingale
M⊕ de la de´composition Max-Plus de Z.
The´ore`me IV.9
Soit Lt une variable ale´atoire Ft-mesurable de´finie par
Lt : = sup{m ∈ Q ; Zt(m) = Zt}
= sup{m ∈ Q ; Tt(m) = t} = −∞ si l’ensemble est vide.
Soit L∗t,α le running supremum de L sur [t, α] (t 6 α 6 ζ), c’est-a`-dire L
∗
t,α =
supt6s6α Ls. Nous avons alors

Chapitre IV Existence de la de´composition Max-Plus des surmartingales
(a) L∗t,α = Λt(α) pour tout α ∈ [t, ζ] et Zt(m) = E
[
L∗t,ζ ∨ Zζ ∨m|Ft
]
.
(b) α 7→ L∗t,α est continue a` droite pour tout α ∈ [t, ζ[.
(c) Le processus
(
Mt
)
t>0
de´fini par
Mt = E
[
L∗0,ζ ∨ Zζ |Ft
]
= Zt
(
L∗0,t
)
> Zt = Zt(−∞), 0 6 t 6 ζ
est la martingale M⊕ de la de´composition Max-Plus de Z, puisque le processus
croissant (L∗0,t) satisfait a` la condition de flat-off∫
[0,ζ]
(
Mt − Zt
)
dL∗0,t = 0. p.s.
Preuve - IV.9 -
(a) Tout d’abord, notons que la croissance et la continuite´ de la fonction m 7→
Zt(m) impliquent que Lt est l’extre´mite´ droite de l’intervalle ferme´ {m,Zt(m) =
Zt}.
Notons ensuite que pour α 6 ζ, Tt(m) 6 α, si et seulement si, il existe s ∈ [t, α]
tel que Zs(m) = Zs, ou encore de manie`re e´quivalente Ls > m. Ceci conduit a` la
se´rie d’e´galite´s suivante :
{Tt(m) = t} =
⋂
α>0
{
Tt(m) 6 t+ α
}
=
⋂
α>0
{∃s ∈ [t, t+ α];Ls > m} = { lim sup
s↓t
Lt > m
}
.
Cependant, comme Tt(m) = t si et seulement si Lt > m, il en re´sulte imme´-
diatement que Lt = lim supLt et Lt est semi-continu supe´rieurement a` droite.
Ainsi
Tt(m) 6 α ⇐⇒ ∃s ∈ [t, α] ; m 6 Ls ⇐⇒ m 6 L∗t,α.
Cette dernie`re e´quivalence conjointement avec le lemme pre´ce´dent implique aise´-
ment que L∗t,α = Λt(α) pour tout α ∈ [t, ζ]. De plus graˆce a` la proposition IV.7,
Zt(m) = E
[
L∗t,ζ ∨ Zζ ∨m|Ft
]
.
(b) Il s’agit d’une conse´quence imme´diate de (a) et de la continuite´ a` droite de
α 7→ Λt(α).

Analyse convexe et caracte´risation de la de´composition Max-Plus Section IV.4
(c) (L∗0,t)t>0 est e´videmment un processus croissant. Conside´rons un temps d’arreˆt
S correspondant a` un point de croissance de L∗0,..
- Si S < ζ, il ve´rifie ne´cessairement sup06t6ζ Lt = supS6t6ζ Lt, d’ou`
MS = E
[
sup
06t6ζ
Lt ∨ Zζ|FS
]
= E
[
sup
S6t6ζ
Lt ∨ Zζ |FS
]
= ZS.
- Si S = ζ, nous avons L∗
0,S−
< LS , sinon le processus croissant ne pourrait pas
sauter en ζ. Or Lζ = Zζ et Mζ = L
∗
0,ζ−
∨ Lζ , il en re´sulte imme´diatement que
Mζ = Zζ et la condition de flat-off est bien ve´rifie´e. Ceci entraˆıne imme´diatement,
au vu du the´ore`me II.8, l’unicite´ de la martingale dans la de´composition Max-Plus
MS = ZS ⊕ L∗0,S , ou` S ve´rifie LS = L∗0,S .

La proposition IV.7 et le the´ore`me IV.9 permettent d’e´tudier la re´gularite´ de la
de´rive´e de la fonction valeur CAmS (Z,m) par rapport au strike m. Nous disons qu’il
y a “smooth-fit” si les deux de´rive´es co¨ıncident a` la frontie`re d’arreˆt optimal de´-
termine´e par m = LS = sup{m;CAmS (Z,m) = ZS −m}. Le corollaire suivant de´crit
comple`tement les sauts de la de´rive´e a` droite a` la frontie`re et e´tablit les conditions
sous lesquelles le “smooth-fit” a lieu.
Corollaire IV.10 (Principe de smooth-fit)
1. Les de´rive´es a` gauche et a` droite du prix du Call Ame´ricain CAmS (Z,m) par
rapport a` m ont pour expression
∂−
∂m
CAmS (Z,m) = −P[Zζ ∨ L∗S,ζ > m|FS],
∂+
∂m
CAmS (Z,m) = −P[Zζ ∨ L∗S,ζ > m|FS] p.s.
2. La de´rive´e a` gauche est presque suˆrement continue a` la frontie`re m = LS :
∂−
∂m
CAmS (Z,m)
∣∣∣
m=LS
=
∂−
∂m
(ZS −m)
∣∣∣
m=LS
= −1.
3. La de´rive´e a` droite n’est pas continue a` la frontie`re si
P[Zζ ∨ L∗S,ζ = LS|FS] = P[Lt 6 LS, ∀t ∈ [S, ζ] |FS] > 0. (IV.7)
Ainsi le principe de smooth-fit n’a pas lieu si la fonction de re´partition condi-
tionnelle de Zζ ∨ L∗S,ζ saute au point LS.

Chapitre IV Existence de la de´composition Max-Plus des surmartingales
Preuve - IV.10 -
La formule de la de´rive´e a` gauche du prix du Call de´coule imme´diatement de la pro-
position IV.7. Quant a` l’expression de la de´rive´e a` droite, elle re´sulte de la convexite´
de la fonction m 7→ ZS(m), qui entraˆıne que ∂
+
∂m
ZS(m) = lim
↓0
∂−
∂m
ZS(m+ ).
On en de´duit alors que
∂+
∂m
CAmS (Z,m) = − lim
↓0
P[Zζ ∨ L∗S,ζ > m + |FS] = −P[Zζ ∨ L∗S,ζ > m|FS].

Il est inte´ressant de noter que lorsque le sous-jacent Z e´volue selon un processus
de Le´vy multiplicatif positif, le principe de smooth-fit que nous avons de´fini ici est
e´quivalent au principe “classique”1 rencontre´ habituellement dans le contexte des
Puts Ame´ricains (voir [AK05, The´ore`me 6]). En effet, d’apre`s l’e´quation (III.7), les
prix de Calls Ame´ricains sont transforme´s en prix de Puts Ame´ricains “classiques”
avec coefficient d’actualisation, en e´changeant simplement le strike et le prix spot
du sous-jacent :
CAm0 (Z,m) = mZ0Put
Am
0
( 1
Z0
,
1
m
)
= PutAm0 (m,Z0).
Ainsi tout point m de notre frontie`re correspond a` un point x de la frontie`re du Put
Ame´ricain tel que L(x) = bx = m.
Remarque IV.11
Rappelons que le temps d’arreˆt TS(m)∧ζ est optimal, tandis que TS(m) ne l’est pas.
De plus, le plus petit temps d’arreˆt optimal est
T̂S(m) = TS(m) ∧ θS(m),
ou` θS(m) est de´fini comme e´tant le premier temps d’arreˆt apre`s S ou` Z.(m) vaut
m.
La fonction m 7→ θS(m) est de´croissante, de domaine effectif
DomS := {m ; θS(m) 6 ζ} = [KS,ζ,+∞],
ou` KS,ζ est la plus petite valeur de m pour laquelle ZS(m)−m = 0. Autrement dit,
KS, ζ := FS − ess sup Z∗S, ζ = ess inf{YS | YS ∈ FS, YS > Z∗S, ζ p.s.}.
Observons que
1Le principe de smooth-fit usuel e´tablit que le point d’arreˆt optimal b, qui se´pare la re´gion de
continuation C de la re´gion d’arreˆt D dans le proble`me d’arreˆt optimal V (x) = supτ ExG(Xτ ), est
caracte´rise´ par le fait que V ′(b) existe et vaut G′(b).

De´composition Max-Plus et options Ame´ricaines Section IV.5
– Si S et T sont deux temps d’arreˆt tels que S 6 T , alors KS, ζ > KT, ζ .
En effet, comme toute variable FT -mesurable est FS-mesurable, nous avons
KS, ζ = ess inf{Y ∈ FS, Y > Z∗S, ζ > Z∗T, ζ p.s.}
> ess inf{Y ∈ FT , Y > Z∗T, ζ p.s.} = KT, ζ.
– Pour tout temps d’arreˆt U > S, ZS(KS, ζ) = ZU(KS, ζ) = KS, ζ , p.s.
IV.5 De´composition Max-Plus et options Ame´ricaines
Contrairement a` ce qu’il est possible d’obtenir dans un contexte d’e´valuation d’op-
tions de type Europe´en, il n’existe pas de formule analytique simple pour e´valuer les
options Ame´ricaines, meˆme si la volatilite´ du sous-jacent est suppose´e constante. La
possibilite´ d’exercice pre´mature´ qu’offre ce type de contrat complique conside´rable-
ment son e´valuation.
Dans le chapitre III, nous avons traite´ le proble`me de trouver un temps d’arreˆt op-
timal a` un Call Ame´ricain e´crit sur un sous-jacent surmartingale de classe (D).
Nous allons nous inte´resser ici a` des Calls Ame´ricains plus ge´ne´raux sans facteur
d’actualisation, e´crits sur un sous-jacent Y (D)-re´gulier, mais non force´ment une
surmartingale. Nous notons par ZY l’enveloppe de Snell de Y , qui de´finit e´galement
un processus (D)-re´gulier selon [Kar81, KS91].
The´ore`me IV.12
Soit Y un processus (D)-re´gulier, ZY l’enveloppe de Snell de Y et CAm. (Y,m) le prix
d’un Call Ame´ricain donne´, a` chaque temps d’arreˆt S 6 ζ, par
CAmS (Y,m) = ess supτ>S E
[
(Yτ −m)+|FS
]
.
1. Les Calls Ame´ricains respectivement e´crits sur Y et ZY ont le meˆme prix :
CAmS (Y,m) = C
Am
S (Z
Y , m).
2. Soit LZ. un processus indice dans la de´composition Max-Plus de Z
Y . Le temps
d’arreˆt T ZS (m) ∧ ζ := inf{t > S ; LZt > m} ∧ ζ est un temps d’arreˆt optimal.
Caracte´risation intrinse`que en termes de Y .
3. De´finissons les temps d’arreˆt DS et T
Y
S (m) par
DS := inf{t > S ; ZYt = Yt}
T YS (m) := inf{t > S ; CAmt (Y,m) = Yt −m}.

Chapitre IV Existence de la de´composition Max-Plus des surmartingales
Alors DT ZS (m)∧ζ = T
Y
S (m) ∧ ζ et m 7→ T YS (m) ∧ ζ est croissant, continu a`
gauche.
4. Posons LYS := sup{m ; CAmS (Y,m) = YS − m} et LY,∗s,u = sups6t6u LYt . Alors
LZ,∗S,ζ = L
Y,∗
S,ζ pour tout temps d’arreˆt S 6 ζ et C
Am
S (Y,m) a une formule ferme´e
donne´e par
CAmS (Y,m) = E
[
(LZ,∗S,ζ ∨ Zζ −m)+|FS
]
= E
[
(LY,∗S,ζ ∨ Yζ −m)+|FS
]
.
Preuve - IV.12 -
1. Notons d’abord que
CAmt (Z
Y , m) = ess supt6S6ζ E
[
ZYS ∨m|Ft
]−m := ZYt (m)−m.
Soit Z ′ une surmartingale dominant Y ∨m. Comme Z ′ domine Y , elle domine
aussi son enveloppe de Snell ZY . Il en de´coule imme´diatement que Z ′ domine
ZY ∨m et donc force´ment son enveloppe de Snell ZY. (m). Ainsi l’enveloppe de
Snell de Y ∨m domine ZY. (m), et comme l’ine´galite´ inverse est trivialement
vraie, on obtient le re´sultat de´sire´.
2. Ce point a de´ja` e´te´ prouve´ au chapitre III, pour tout processus indice L ve´-
rifiant la de´composition Max-Plus de Z. Nous donnons ici une autre preuve
spe´cifique au processus indice L construit dans ce chapitre.
Graˆce au the´ore`me IV.4, le temps d’arreˆt T ZS (m) ∧ ζ de´fini par
TZS (m) ∧ ζ = inf{u > S;CAmu (Y,m) = ZYu −m} ∧ ζ
est optimal. Soit LZ. le processus indice suivant intervenant dans la de´compo-
sition Max-Plus de ZY :
LZS = sup{m ; ZYS (m) = ZYS } = sup{m ; CAmS (ZY , m) = ZYS −m}.
TZS (m) est l’inverse a` gauche de α 7→ LZ,∗S,α et satisfait par suite la relation
mentionne´e ci-dessus dans le the´ore`me IV.12.
3. Afin de simplifier les notations dans cette preuve, nous allons omettre le para-
me`tre m dans les expressions des temps d’arreˆt T ZS (m) et T
Y
S (m).
Posons
DS(m) := DT ZS ∧ζ = inf{t > T
Z
S ∧ ζ ; ZYt = Yt}.

De´composition Max-Plus et options Ame´ricaines Section IV.5
Comme DS(m) est le premier temps d’arreˆt apre`s T
Z
S ∧ ζ, ou` Y atteint son
enveloppe de Snell ZY , il de´coule imme´diatement de la the´orie d’arreˆt optimal
ZY
T ZS ∧ζ = E
[
YDS(m)|FT ZS ∧ζ
]
. (IV.8)
Graˆce a` l’optimalite´ du temps d’arreˆt T ZS ∧ ζ pour ZY. (m), ZYT ZS ∧ζ(m) =
sup
(
ZY
T ZS ∧ζ
, m
)
et donc
ZY
T ZS ∧ζ(m) = E
[
YDS(m)|FT ZS ∧ζ
] ∨m 6 E[ sup (YDS(m), m)|FT ZS ∧ζ] (IV.9)
6 ZY
T ZS ∧ζ(m).
Ainsi la chaˆıne d’ine´galite´s est effectivement une se´rie d’e´galite´s, qui prouve
que DS(m) est un temps d’arreˆt optimal a` partir de T
Z
S ∧ ζ : ZYDS(m)(m) =
sup(ZYDS(m), m).
Notons maintenant que ZY
T ZS
(m) = ZY
T ZS
> m sur l’ensemble {T ZS 6 ζ}. Cette
observation conjointement avec l’e´galite´ (IV.8) implique que YDS(m) > m sur
{TZS 6 ζ}.
Ceci permet de re´interpre´ter DS(m) en tant que T
Y
S . En effet, sur l’ensemble
{TZS 6 ζ},
DS(m) = inf{t > T ZS ; ZYt = Yt}
= inf{t > TZS ; ZYt (m) = ZYt = Yt}
= inf{t > S ; ZYt (m) = ZYt = Yt} = T YS ,
ou` l’avant-dernie`re e´galite´ de´coule du fait que T ZS est le premier temps d’arreˆt
apre`s S ou` ZY. (m) = Z
Y .
Il vient finalement que T YS = DS(m) sur l’ensemble {T ZS 6 ζ}.
De plus comme DS(m) 6 ζ, il en re´sulte aussitoˆt que T
Y
S 6 ζ sur {TZS 6 ζ}
et par suite {T ZS 6 ζ} = {T YS 6 ζ} (puisque T ZS 6 T YS p.s.). Ainsi, il est facile
de voir que
DS(m) = DT ZS (m)∧ζ = T
Y
S (m) ∧ ζ.
Maintenant, nous voudrions e´tendre les proprie´te´s de T ZS (m) par rapport a` m
(continuite´ a` gauche et croissance) au temps d’arreˆt T YS (m), via l’application
t 7→ Dt. Il est e´vident que l’application m 7→ T YS (m)∧ ζ est croissante puisque
t 7→ Dt l’est. De la meˆme manie`re, nous aurions obtenu la continuite´ a` gauche
si t 7→ Dt e´tait continu a` gauche. Le proble`me est que cette dernie`re proprie´te´
n’est pas vraie en ge´ne´ral mais seulement le long des temps d’arreˆt T ZS (m)∧ ζ.
Posons D−S (m) := lim ↑ DS(m − ). Graˆce a` la proprie´te´ de croissance de
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m 7→ DS(m) et a` la quasi-continuite´ a` gauche des processus ZY et Y , les
remarques pre´liminaires du paragraphe IV.2 impliquent que
E[ZYDS(m−)] → E[ZYD−S (m)] et E[YDS(m−)] → E[YD−S (m)] lorsque → 0.
Comme ZYDS(m−) = YDS(m−) et Z
Y > Y , il en de´coule aussitoˆt que
ZY
D−S (m)
= YD−S (m)
,
et par suite D−S (m) = DS(m) puisque DS(m) est le premier temps d’arreˆt U
apre`s TZS ∧ ζ ve´rifiant ZYU = YU .
4. Le running supremum LY,∗S,u peut se mettre sous la forme suivante :
LY,∗S,u = sup{m;T YS (m) 6 u}.
En effet, T YS (m) 6 u ⇐⇒ ∃t ∈ [S, u];ZYt (m) = Yt ⇐⇒ ∃t ∈ [S, u];m 6
LYt ⇐⇒ m 6 LY,∗S,u.
Ainsi m 7→ TZS (m) et m 7→ T YS (m) de´finissent des fonctions diffe´rentes qui
sont toutes les deux croissantes et continues a` gauche. Leurs inverses continus
a` droite u 7→ LZ,∗S,u et u 7→ LY,∗S,u sont ainsi diffe´rents mais de meˆme valeur en ζ,
graˆce aux e´quivalences suivantes :
T YS (m) 6 ζ ⇐⇒ m 6 LY,∗S,ζ et T YS (m) 6 ζ ⇐⇒ T ZS (m) 6 ζ,
qui impliquent que m 6 LY,∗S,ζ ⇐⇒ m 6 LZ,∗S,ζ pour tout m. Ainsi en appliquant
le the´ore`me IV.9, il vient
CAmS (Y,m) = E
[
LZ,∗S,ζ ∨m|FS
]−m = E[(LZ,∗S,ζ −m)+|FS]
= E
[
(LY,∗S,ζ −m)+|FS
]
.

Remarque IV.13
Il est a` noter que les processus croissants (LY,∗0,. ) et (L
Z,∗
0,. ) sont en ge´ne´ral diffe´rents.
On peut le ve´rifier aise´ment dans un cadre de´terministe ou` ZYt = supt6u6T Yu. Le
prix du Call Ame´ricain e´crit sur ZY peut alors s’exprimer comme
CAmt (Z
Y , m) = sup
t6u6T
(ZYu −m)+ = sup
t6u6T
(
sup
u6v6T
(Yv −m)+
)
= sup
t6v6T
(Yv −m)+ = CAmt (Y,m) = (ZYt −m)+.
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Quant aux processus indices LY et LZ , ils sont diffe´rents. En effet,
LZt = sup{m ; ZYt (m) = ZYt } = sup{m ; ZYt ∨m = ZYt } = ZYt
LYt = sup{m ; ZYt ∨m = Yt} = sup{m ; ZYt ∨m = ZYt = Yt}.
Ainsi si ZYt = Yt, alors L
Z
t = L
Y
t = Z
Y
t , sinon L
Y
t = −∞.
Soit α un re´el tel que sup06u6T Yu = Yα = Z
Y
α = Z
Y
0 . Si α 6 t, alors L
Y,∗
0,t = Z
Y
0 =
LZ,∗0,t , sinon L
Y,∗
0,t = −∞ 6= LZ,∗0,t .
IV.6 Cas Markovien
Dans un cadre Markovien, l’e´tude des processus revient a` celle des fonctions.
Soit X un processus fortement Markovien (“un processus droit”), a` valeurs dans un
espace d’e´tat topologique E dont la tribu Bore´lienne B(E) est se´parable.
On s’inte´resse a` l’e´volution du processus X jusqu’a` un temps terminal ζ, fini ou
infini, appele´ dure´e de vie du processus X.
Intuitivement, un processus de MarkovX de´fini sur un espace de probabilite´ (Ω,F ,P)
est un processus sans me´moire. Son comportement dans le futur ne de´pend du passe´
qu’a` travers le pre´sent. En d’autres termes, a` chaque instant t, Xt contient toujours
assez d’information pour “ge´ne´rer” le futur (il suffit de mettre assez d’information
dans Xt).
De´finition IV.2
Soit (Xt) un processus stochastique Ft-adapte´, a` valeurs dans un espace mesurable
(E,B(E)). On dit que (Xt) est un processus de Markov par rapport a` la famille
(Ft) (ou que (Xt) est markovien par rapport a` (Ft)) si pour tout t, les tribus Ft et
σ(Xs, s > t) sont conditionnellement inde´pendantes, la variable ale´atoire Xt e´tant
donne´e.
Cette partie a pour objectif de reconside´rer les diffe´rentes e´tapes de la de´composition
Max-Plus dans le cas Markovien, afin de mettre en e´vidence l’aspect Markovien
des diffe´rents processus implique´s. Pour ce faire, nous nous inte´ressons particulie`re-
ment aux fonctions excessives f telles que f(Xt)1{t<ζ} de´finissent des surmartingales
ca`dla`g. Le proble`me est de montrer que la de´composition Max-Plus de f(Xt)1{t<ζ}
peut s’exprimer a` l’aide d’un processus indice Lt = L(Xt). Le proble`me alors peut
se formuler comme suit :
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- Etant donne´e une fonction excessive f sur E, existe-t-il une fonction L telle que
f(x) = Ex
[
sup
06t<ζ
L(Xt)
]
= Ex
[ ∮ ζ
0
L(Xt)
]
. (IV.10)
Dans le cas unidimensionnel et si L est croissant, l’e´quation (IV.10) est e´quivalente
a` f(x) = Ex
[
L
(
sup06t<ζ Xt
)]
.
Il n’est pas certain a priori que ce proble`me admette une solution, mais si elle existe,
la fonction L peut s’interpre´ter comme une “de´rive´e” Max-Plus.
Ce genre de repre´sentation est assez inhabituel, car la the´orie potentielle classique
fait intervenir une inte´grale classique et non une inte´grale Max-Plus. Elle apparaˆıt
par exemple dans l’article de N. El Karoui et H. Fo¨llmer [Kl05], illustrant des de´ve-
loppements re´cents dans le cadre classique de la the´orie potentielle probabiliste, tout
en pre´cisant le lien avec la the´orie potentielle non-line´aire. Les auteurs ont montre´
en particulier que sous des hypothe`ses de re´gularite´ peu restrictives, toute fonction
u admet une de´composition de Riesz non-line´aire en termes d’un ope´rateur potentiel
non-line´aire G sous-additif et d’un autre ope´rateur correspondant D sur-additif. Ce
dernier ope´rateur D est un ope´rateur de “de´rive´e” au sens de la the´orie potentielle
non-line´aire de´veloppe´e par Dellacherie [Del90] :
u(x) = Ex
[ ∫ ζ
0
sup
06s6t
Du(Xs)dt
]
= GDu(x).
Soit Ptf le semi-groupe du processus de Markov X (avec Pt1 6 1), de´fini par
Ptf(x) = Ex
[
f(Xt)1{t<ζ}
]
.
Le processus de Markov X est caracte´rise´ par son semi-groupe de transition Pt, qui
est l’analogue en temps continu de la matrice de transition associe´e a` une chaˆıne de
Markov.
Le the´ore`me de Daniell-Kolmogorov (voir [RW94]) assure l’existence d’un processus
de Markov de fonction de transition donne´e.
Proposition IV.14
Soient {Pt, t > 0} un semi-groupe de transition et ν une mesure de probabilite´ sur
E. Il existe alors un espace de probabilite´ (Ω,F ,P) ainsi qu’un processus de Markov
(Xt)t>0 de fonction de transition {Pt, t > 0} de´fini sur cet espace tel que
X0 =
loi ν.
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Une fonction f est dite excessive si
f ∈ B(E), Ptf(x) 6 f(x) et Ptf(x) → f(x) lorsque t→ 0.
D’apre`s les hypothe`ses droites, les fonctions excessives sont continues a` droite sur
les trajectoires (donc un processus droit est en particulier fortement Markovien).
Soit Be(E) la tribu engendre´e sur E par les fonctions excessives.
Avec un tel semi-groupe, le processus X est seulement sous-Markovien. Afin de le
rendre Markovien, on adjoint a` l’espace d’e´tat E un point cimetie`re ∂, sur lequel
on envoie le processus X apre`s ζ (c’est-a`-dire que si ζ < t,Xt = ∂). On e´tend aussi
toutes les fonctions de´finies sur E a` des fonctions nulles au point cimetie`re ∂.
Pour toute probabilite´ µ sur (E,B(E)), on de´finit la probabilite´ Pµ par la formule :
Pµ(A) =
∫
Px(A)µ(dx).
Conside´rons une re´alisation de ce processus de Markov X sur un espace
(Ω, (F et ), θt, Xt, ζ,Px), ou` :
– θt est une famille de transformations mesurables θt : Ω → Ω telle que pour tout
s > 0,
Xs ◦ θt = Xs+t.
θt est appele´ ope´rateur de translation.
– ζ est le temps de mort du processus :
ζ ◦ θt = ζ − t sur {t < ζ}, et Xt ∈ {∂} sur {t > ζ}.
– F et de´signe la filtration naturelle ge´ne´re´e par Be(E) et X. C’est la comple´tion de
σ(f(Xs) ; s 6 t, f ∈ Be(E)) par rapport a` la famille {Pµ ; µ mesure finie sur P(E)}.
Ainsi pour toute fonction excessive f , f(Xt)1{t<ζ} est une surmartingale ca`dla`g
pour toutes les mesures de probabilite´s (Pµ ; µ ∈ P(E)). Ceci permet d’e´viter toute
hypothe`se de continuite´ sur f . De plus, pour toute fonction g Be(E)-mesurable, le
processus g(Xt)1{t<ζ} est optionnel pour toute loi P µ.
Soit Yt = g(Xt)1{t<ζ} un processus (D)-re´gulier pour toute mesure de probabilite´
(Pµ), ou` g est suppose´e positive. Cette hypothe`se n’est pas vraiment indispensable,
mais du point de vue de l’enveloppe de Snell et comme Yζ = 0, il est e´quivalent de
conside´rer Sn(Y ) ou Sn(Y ∨ 0).
Conside´rons ensuite l’enveloppe de Snell de Y .
Nous rappelons ci-dessous le the´ore`me 2.54 p. 152 du livre [Kar81], qui donne un
proce´de´ de construction par approximation de l’enveloppe de Snell lorsque le pro-
cessus de gain est de la forme g(Xt)1{t<ζ} et s.c.i. a` droite sur les trajectoires pour
toute loi Pµ.
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The´ore`me IV.15
Soit g une fonction positive, mesurable par rapport a` la tribu engendre´e par les
excessives. On suppose de plus que le processus Yt = g(Xt)1{t<ζ} est, pour toute
probabilite´ initiale Pµ, s.c.i. a` droite et de la classe (D).
De´finissons K(g) = supr∈Q+ Prg et q
0 = g, ..., qn = K(qn−1).
La suite qn est une suite croissante de fonctions Be(E)-mesurables qui converge vers
une fonction q.
Pour toute loi µ sur E, q(Xt)1{t<ζ} est la Pµ-enveloppe de Snell du processus Yt.
Cette hypothe`se de re´gularite´ portant sur le processus de gain ne peut eˆtre suppri-
me´e qu’au prix d’efforts conside´rables. Nous renvoyons le lecteur inte´resse´ aux notes
de cours de l’Ecole d’Ete´ de Saint-Flour de N. El Karoui [Kar81].
Ainsi selon l’article [KJPS98] et le the´ore`me pre´ce´dent du livre [Kar81], l’enveloppe
de Snell de Y est associe´e a` la fonction Rg, de´finie comme e´tant le plus petit point
fixe de l’ope´rateur Kg : Be(E) → Be(E), tel que Kg(x) = supr∈Q+ Prg(x). Notons
que g > 0 ⇒ Rg > 0. Nous obtenons ainsi
Rg(x) = sup
τ∈T
Ex
[
g(Xτ )1{τ<ζ}
]
. (IV.11)
Rg peut eˆtre en fait identifie´e avec la plus petite fonction excessive dominant g. Si
nous nous plac¸ons a` l’instant t, l’e´quation (IV.11) devient
Rg(Xt)1{t<ζ} = ess supτ∈Tt Eµ
[
g(Xτ )1{τ<ζ}|Ft
]
, Pµ − p.s,
et par suite, le proble`me (IV.10) revient a` trouver un temps d’arreˆt optimal au Call
Ame´ricain CAm(Y,m) e´crit sur Y et de maturite´ ζ.
Notons ici qu’une constante m ne peut pas eˆtre conside´re´e comme une fonction sur
E. Pour e´viter toute ambigu¨ıte´, la fonction constante correspondante sera note´e par
m1E.
The´ore`me IV.16
Soit v(x,m) = R(g −m)+(x) +m1E(x), pour m > 0. Alors
(i) La de´composition Max-Plus de Rg(Xt)1{t<ζ} a` l’instant 0 est donne´e par
Rg(x) = Ex
[
sup
06u<ζ
L(Xu)
]
, (IV.12)
ou` L est la fonction de´finie sur E par
L(x) := sup{m;R(g −m)+(x) = g(x)−m1E(x)} (et 0 ailleurs).
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(ii) Plus ge´ne´ralement, le prix a` l’instant 0 du Call Ame´ricain CAm(Y,m) est donne´
par
R(g −m)+(x) = Ex
[
sup
06u<ζ
(L−m)+(Xu)
]
,
et un temps d’arreˆt optimal est caracte´rise´ par
T Y0 (m) ∧ ζ = inf{t > 0 ; L(Xt) > m} ∧ ζ.
La preuve du the´ore`me IV.16 est simplement base´e sur l’observation que l’enveloppe
de Snell de g(Xt)1{t<ζ} ∨m est donne´e par
v(Xt, m)1{t<ζ} +m1{t>ζ}.
De plus, l’e´quation (IV.12) montre que le proble`me initial (IV.10) admet une solu-
tion, ce qui n’e´tait pas clair a priori. Cependant, cette solution n’est pas force´ment
unique, puisqu’il n’y a pas d’unicite´ pour les processus croissants implique´s dans la
de´composition Max-Plus de Rg(Xt)1{t<ζ}.
H. Fo¨llmer et T. Knispel discutent du cas Markovien dans un article re´cent [lK06] sur
les fonctions excessives. Ils donnent e´galement une description de l’unicite´ (partielle)
de la fonction L a` l’aide de la the´orie potentielle probabiliste.
Remarque IV.17
A l’instant t, la de´composition Max-Plus de Rg(Xt)1{t<ζ} devient
Rg(Xt)1{t<ζ} = Ex
[
sup
t6u<ζ
L(Xu)|Ft
]
,
et le prix du Call Ame´ricain a` l’instant t est donne´ par
R(g −m)+(Xt) = Ex
[
sup
t6u<ζ
(L−m)+(Xu)|Ft
]
.
Exemple IV.18
Revenons a` l’exemple du chapitre III et re´interpre´tons-le en termes de processus
de Markov. La surmartingale Z est un processus de Markov uni-dimensionnel qui
e´volue suivant un mouvement Brownien ge´ome´trique :
dZt
Zt
= −rdt + σdWt, Z0 = 1.
Introduisons un temps de mort ζ suppose´ une variable exponentielle inde´pendante
de parame`tre β > 0, et un point cimetie`re ∂ (on pose Zt = ∂, si t > ζ). Z est ainsi
prolonge´ a` un processus de Markov a` valeurs dans l’espace e´largi R ∪ {∂}.
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Ensuite, nous de´finissons formellement la fonction identite´ par Id(x) = x sur R
et Id(∂) = 0. Notons qu’avec cette convention, la surmartingale Z˜t = Zt1{t<ζ}
introduite au chapitre III peut s’e´crire : Z˜t = Id(Zt).
Graˆce au the´ore`me IV.16, l’enveloppe de Snell Z˜.(m) de Z˜ ∨m est une fonction de
(Z,m) et peut se de´composer comme suit dans l’alge`bre Max-Plus :
Z˜t(m) =
 E
[
supt6u<ζ L(Zu)1{u<ζ} ∨m|Ft
]
pour t < ζ,
m pour t > ζ,
avec L(x) =
δ − 1
δ
x, comme nous l’avons montre´ au chapitre III. Il vient finalement :
Z˜t = E
[
sup
t6u6ζ
δ − 1
δ
Zu1{u<ζ}|Gt
]
=
δ − 1
δ
E
[
Z˜∗t,ζ|Gt
]
.
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Chapitre V
Optimalite´ de la
de´composition Max-Plus
par rapport a` l’ordre
convexe
Re´sume´
Nous caracte´risons dans ce chapitre la martingale de la de´composition Max-Plus en
tant que solution optimale d’un certain proble`me d’optimisation de martingale sous
contraintes. Toutes les martingales admissibles doivent partir de la meˆme valeur
initiale et dominer un certain processus plancher de la classe (D). L’optimisation
est relative a` l’ordre convexe sur les valeurs terminales. Cet ordre est en effet tre`s
utile dans de nombreux domaines et permet notamment de ge´ne´raliser la the´orie de
l’utilite´ en e´conomie, comme nous allons le voir dans le chapitre VI.
Nous pre´sentons par ailleurs quelques exemples illustratifs de martingales associe´es
a` des de´compositions Max-Plus de processus de Le´vy multiplicatifs et additifs. La
classe de ces processus a` accroissements inde´pendants et stationnaires fournit en effet
de beaux exemples ou` la de´composition Max-Plus peut s’obtenir de manie`re expli-
cite, aussi bien dans le cas de l’horizon infini que dans le cas de l’horizon exponentiel
inde´pendant.

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V.1 Introduction
La taˆche d’un gestionnaire de portefeuille consiste a` choisir la bonne combinaison de
titres en vue de maximiser le rendement de l’investisseur, compte tenu d’un niveau
de risque donne´. La gestion de portefeuille est un processus continu et dynamique.
Les versions simples des proble`mes de portefeuille peuvent eˆtre re´solues par les
techniques d’optimisation classiques, comme l’approche “moyenne-variance” in-
troduite par le prix Nobel Harry Markowitz [Mar52, Mar59]. Celle-ci tient compte
du rendement moyen, de l’e´cart-type et de la corre´lation des rendements des dif-
fe´rents actifs ; on de´termine ainsi le portefeuille d’actifs minimisant les risques par
rapport a` un taux de rendement donne´.
Bien que tre`s populaire, le crite`re probabiliste “moyenne-variance” ne suffit pas tou-
jours a` comparer deux variables ale´atoires, et peut meˆme conduire a` des aberrations,
comme le montrent P. Bernhard et G. Cohen dans [BC79].
Un autre crite`re probabiliste de de´cision est le crite`re de l’espe´rance de l’utilite´ de
von-Neumann-Morgenstern (1944) [MvN44]. Il consiste a` repre´senter les pre´fe´rences
dans l’incertain par des fonctions d’utilite´ concaves1 et a` pre´fe´rer la de´cision qui a
l’espe´rance de l’utilite´ du gain la plus e´leve´e possible. Ce crite`re de l’espe´rance de
l’utilite´, plus ge´ne´ral que le crite`re d’espe´rance-variance, est tre`s utilise´ en e´conomie
de l’incertain et en finance du fait de sa simplicite´.
Il existe une autre approche en e´conomie et en finance, utilisant la notion d’ordre
stochastique, pour comparer des variables ale´atoires re´elles repre´sentant des gains
ou des pertes. La dominance stochastique ge´ne´ralise en effet la the´orie de l’utilite´
en e´vitant toute hypothe`se arbitraire concernant la forme de la fonction d’utilite´.
Elle n’impose aucune spe´cification explicite des fonctions d’utilite´s des agents.
Le concept de dominance stochastique permet de comparer des distributions en-
tie`res de probabilite´. Il a e´te´ introduit en e´conomie par Rothchild-Stiglitz en 1970
comme mesure du risque de variables ale´atoires (voir [RS70]), et donne un cadre
syste´matique pour analyser le comportement e´conomique dans un environnement
incertain. Plus ge´ne´ralement, les relations d’ordre stochastique donnent un point de
vue perspicace pour analyser le comportement de syste`mes stochastiques complexes.
1La concavite´ de la fonction d’utilite´ traduit l’aversion pour le risque. Un individu averse au
risque pre´fe`re un gain certain a` un gain ale´atoire de meˆme espe´rance mathe´matique. Plus ge´ne´ra-
lement, si les deux risques ont la meˆme espe´rance mathe´matique, cet individu pre´fe´rera celui dont
la variance est plus faible. Il pre´fe´rera par exemple avoir l’espe´rance d’une variable ale´atoire re´elle
avec probabilite´ 1 plutoˆt que la variable elle-meˆme.
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Elles ont e´te´ utilise´es a` des e´poques tre`s varie´es et dans de nombreux domaines tels
que le pricing, la finance, l’assurance, le risque financier et actuariel, les proble`mes
de de´cision, les simulations stochastiques, etc. La mesure du risque implique´ par les
variables ale´atoires est rendue possible graˆce a` l’utilisation de fonctions convexes
ge´ne´rales.
Nous allons donc, en premier lieu, de´finir et caracte´riser les proprie´te´s essentielles
de l’ordre stochastique convexe. Ensuite, nous poserons un proble`me d’optimisation
de martingale sous contraintes en termes d’ordre convexe. Toutes les martingales
admissibles doivent partir de la meˆme valeur initiale et dominer un certain processus
de plancher Y . Nous montrerons que la martingale de la de´composition Max-Plus
de l’enveloppe de Snell de Y re´sout ce proble`me d’optimisation et nous donnerons
e´galement quelques exemples illustratifs de “martingales Max-Plus”.
Nous verrons dans le prochain chapitre que le proble`me de martingale que nous
traitons ici peut s’appliquer en assurance de portefeuille, lorsqu’une contrainte de
type Ame´ricain est impose´e sur la valeur liquidative du fonds ouvert.
V.2 Proprie´te´s principales de l’ordre convexe
De´finition V.1
Soient X1 et X2 deux variables ale´atoires re´elles.
On dit que X1 est moins variable que X2 par rapport a` l’ordre stochastique
convexe, et on e´crit X1 6cx X2 si pour toute fonction convexe g a` valeurs re´elles,
E
[
g(X1)
]
6 E
[
g(X2)
]
, (V.1)
lorsque les espe´rances pre´ce´dentes sont bien de´finies.
Si E[X1] = E[X2], les fonctions test peuvent se limiter a` Φm(x) = x ∨m pour tout
re´el m.
Nous avons aussi les e´quivalences suivantes qui permettent de caracte´riser l’ordre
convexe d’une autre manie`re :
Proposition V.1
Soient X1 et X2 deux variables ale´atoires re´elles de meˆme espe´rance et de fonctions
de re´partition F1 et F2. Les deux affirmations suivantes sont e´quivalentes :
1. X1 6cx X2
2. Pour tout re´el a, ∫ a
−∞
F1(u)du 6
∫ a
−∞
F2(u)du,
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3. Pour tout re´el a, ∫ +∞
a
F 1(u)du 6
∫ +∞
a
F 2(u)du,
sous re´serve que les inte´grales soient bien de´finies, F 1 et F 2 e´tant les fonctions
de survie2 de X1 et X2.
Observons quelques points essentiels concernant l’ordre convexe.
• Les fonction g1 et g2, de´finies par g1(x) = x et g2(x) = −x, sont toutes les deux
convexes. Ainsi, l’application de la de´finition V.1 donne
X1 6cx X2 ⇒ E(X1) = E(X2).
Seules les variables ale´atoires de meˆme espe´rance peuvent eˆtre compare´es par
l’ordre convexe.
• L’ordre convexe compare la “dispersion” de variables ale´atoires de meˆme espe´-
rance. En conside´rant une fonction convexe spe´cifique (g3(x) = (x − m)2), nous
pouvons particulie`rement voir que
X1 6cx X2 ⇒ Var(X1) 6 Var(X2), lorsque Var(X2) <∞.
Cependant, l’implication re´ciproque n’est pas vraie. Ainsi, l’ordre convexe est plus
fort que celui de la variance puisqu’il prend en compte des perspectives de risque
irre´gulie`res ou asyme´triques.
• En ge´ne´ral, les fonctions convexes sont des fonctions qui prennent leur (relative-
ment) grandes valeurs dans les re´gions de la forme (−∞, a) ∪ (b,∞) pour a < b.
Ainsi si X1 6cx X2, alors X2 a plus de chance que X1 de prendre des valeurs
“extreˆmes”. En d’autres termes, X2 est “plus variable” que X1.
• Rappelons qu’une fonction g a` valeurs re´elles est convexe si g(E(X)) 6 E(g(X))
pour toute variable ale´atoire X. Nous avons en particulier E(X) 6cx X pour toute
variable ale´atoire X. Plus ge´ne´ralement, notons que si g est une fonction convexe,
alors par l’ine´galite´ de Jensen,
E{g(E[X2|X1])} 6 E{E[g(X2)|X1]} = E[g(X2)].
2Soit X une variable ale´atoire re´elle. On appelle fonction de survie (fonction de queue) la
fonction F (u) = P{X > u}.
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Ceci signifie que E[X2|X1] 6cx X2. Cette proprie´te´ est en fait caracte´ristique au
sens du beau the´ore`me suivant de Strassen, qui caracte´rise l’ordre convexe par
construction sur le meˆme espace de probabilite´ :
Si X1 et X2 sont deux variables ale´atoires telles que X1 6cx X2, alors il existe
deux variables ale´atoires X˜1 et X˜2 de´finies sur le meˆme espace de probabilite´ telles
que
X˜i
d
= Xi pour i = 1, 2 et X˜1 = E
[
X˜2|X˜1
]
p.s.
Ce the´ore`me sur la dominance stochastique est un outil crucial en the´orie d’in-
te´raction des syste`mes de particules, et a trouve´ d’innombrables applications in-
te´ressantes dans d’autres domaines. Le lecteur inte´resse´ pourra consulter [lS02]
(corollaire 2.100) ou [lr01] pour une preuve de ce the´ore`me.
• Notons que X1 6cx X2 est e´quivalente a` −X1 6cx −X2. Ceci signifie que contrai-
rement aux ordres monotones convexes, l’ordre convexe ne de´pend pas de l’inter-
pre´tation des variables ale´atoires comme e´tant des variables de gain ou de perte.
• On dit que X1 est plus petite que X2 par rapport a` l’ordre convexe de´crois-
sant, et on e´crit X1 6dcx X2, si l’ine´galite´ (V.1) a lieu pour toutes les fonctions
convexes de´croissantes g, pour lesquelles les espe´rances existent.
Ceci implique en particulier que E[X1] > E[X2] et si les deux espe´rances sont
e´gales, l’ordre de´croissant convexe revient simplement a` l’ordre convexe.
• Notons que l’ordre convexe de´croissant est strictement e´quivalent a` la domi-
nance stochastique de second ordre, qui n’est rien d’autre que l’ordre concave
croissant classique en finance. Il s’agit d’un mode`le fondamental pour les pre´fe´-
rences averses au risque et se caracte´rise de manie`re e´quivalente par les fonctions
d’utilite´. Le terme “convexe de´croissant” est naturel lorsque nous traitons des pro-
ble`mes de minimisation et non de maximisation.
Ce sont von Neumann et Morgenstern qui ont de´veloppe´ en fait la the´orie de l’uti-
lite´ espe´re´e [MvN44] : pour tout de´cideur rationnel, il existe une fonction d’utilite´
u(.) telle que le de´cideur pre´fe`re X a` Y si et seulement si E[u(X)] > E[u(Y )].
Cependant en pratique, il est presque impossible de de´terminer explicitement la
fonction d’utilite´ d’un agent. Des difficulte´s supple´mentaires peuvent surgir lors-
qu’un groupe de de´cideurs avec des fonctions d’utilite´ diffe´rentes doivent parvenir
a` un consensus.
En termes de the´orie d’utilite´, X 6dcx Y signifie que E[u(X)] > E[u(Y )] pour
toute fonction d’utilite´ u(.) concave croissante. Autrement dit, le gain X est pre´-
fe´re´ au gain Y par tout de´cideur averse au risque.
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Nous renvoyons le leteur a` l’ouvrage de Shaked et Shanthikumar [SS94] pour un
expose´ plus complet sur l’ordre convexe et les autres ordres stochastiques.
V.3 Proble`me d’optimisation de martingale
Il est naturel de se poser le proble`me de “trouver la plus petite martingale”dominant
un processus de plancher, par exemple en finance ou` les martingales peuvent eˆtre
conside´re´es comme des strate´gies de portefeuille auto-financ¸antes3, et aussi dans le
langage des jeux e´quitables ou` les martingales peuvent eˆtre assimile´es a` la fortune
gagne´e par une strate´gie de pari.
Cependant, l’ensemble des martingales n’est pas stable par passage a` l’ope´ration
“infimum”, puisque l’inf de deux martingales est une surmartingale et non une mar-
tingale. Ainsi, le proble`me n’a pas de solution en ge´ne´ral et nous devons affaiblir
l’hypothe`se de “l’ordre fort” en un ordre stochastique convexe.
Tandis que ce genre de proble`me, pose´ en termes d’ordre convexe, est peu commun
en finance car on ne conside`re en ge´ne´ral qu’une seule fonction convexe, il paraˆıt plus
classique dans d’autres domaines de la the´orie des probabilite´s. Par exemple, R. P.
Kertz et U. Ro¨sler se sont pose´s dans [Ks93] un proble`me de martingale similaire au
noˆtre, dans lequel l’optimisation est e´galement relative a` l’ordre stochastique convexe
sur les valeurs terminales. Cependant, notre contrainte de domination trajectorielle
est remplace´e par une contrainte imposant que la distribution du maximum d’une
martingale admissible soit une mesure de probabilite´ donne´e ν. Kertz et Ro¨sler ca-
racte´risent comple`tement la solution en utilisant les notions de fonctions maximales
de Hardy-Littlewood et d’enveloppes convexes.
Formulons a` pre´sent notre proble`me d’optimisation contraint en termes d’ordre
convexe. Les notations sont celles de la section IV.5 du chapitre IV : ZY est l’enve-
loppe de Snell d’un processus optionnel Y a` valeurs re´elles de la classe (D).
Introduisons l’ensemble suivant des martingales admissibles :
MY = {(Mt)t>0martingale u.i. | M0 = ZY0 et Mt > Yt ∀t ∈ [0, ζ]}.
Notons que toute martingale dominant un processus de plancher Y domine force´ment
son enveloppe de Snell ZY . Par suite, afin de satisfaire la contrainte de plancher
3De´finition de l’auto-financement : a` l’instant t = 0, l’agent investit une certaine richesse initiale
dans le marche´ puis au cours du temps, il fait e´voluer la re´partition des titres dans son portefeuille.
Il n’y a ni apport de fonds ni retrait d’argent pour consommation.
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Mt > Yt pour tout t 6 ζ, la valeur initiale de toute martingale admissible M doit
eˆtre au moins e´gale a` la valeur initiale de l’enveloppe de Snell de Y . Autrement dit,
M0 > Z
Y
0 = supτ∈T0,ζE
[
Yτ
]
.
Nous avons pour objectif de trouver la plus petite martingale M ∗ dans MY par
rapport a` l’ordre stochastique convexe sur la valeur terminale, c’est-a`-dire :
M∗ζ 6cx Mζ pour toute martingale (Mt)06t6ζ dans MY .
D’abord, il est facile de ve´rifier que l’ensemble MY des martingales admissibles
n’est pas vide puisqu’il contient de´ja` la martingale MA(Y ) de la de´composition
Doob-Meyer de ZY .
De plus, Rogers a montre´ dans [Rog02] que cette martingale MA(Y ) re´alise le mi-
nimum sur toutes les martingales M de valeur initiale ZY0 , dans la repre´sentation
suivante :
ZY0 = inf
M
E
[
sup
t∈[0,ζ]
(Yt −Mt)
]
+M0. (V.2)
Cependant, c’est aussi trivialement le cas pour toute martingale admissible M dans
MY puisque
E
[
sup
t∈[0,ζ]
(Yt −Mt)
]
+M0 6 E
[
sup
t∈[0,ζ]
(ZYt −Mt)
]
+M0 6 M0 = Z
Y
0 ∀M ∈ MY .
Le proble`me pose´ est en ge´ne´ral difficile a` re´soudre et on se limite habituellement a`
la martingale de Doob-Meyer MA(Y ).
Le the´ore`me suivant affirme que la martingale MY,⊕, introduite dans la section IV.5
du chapitre IV re´sout notre proble`me d’optimisation sous contraintes. Il en re´sulte
en particulier que MY,⊕ζ est moins variable que M
A
ζ (Y ).
The´ore`me V.2
La martingale MY,⊕ de la de´composition Max-Plus de ZY est la plus petite martin-
gale dans MY , par rapport a` l’ordre stochastique convexe sur la valeur terminale.
Preuve - V.2 -
Soit (Mt)06t6ζ un e´le´ment arbitraire deMY et (LY,∗0,t ) un processus croissant ve´rifiant
la de´composition Max-Plus de ZY . Nous allons montrer que MY,⊕ζ 6cx Mζ .
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Comme M domine ZY , l’enveloppe de Snell ZM(m) de
(
M ∨ m) domine aussi(
ZY. (m)
)
.
Or nous avons de´ja` observe´ au chapitre IV (voir e´quation (IV.3)) que ZMS (m) =
E
[
Mζ ∨m|FS
]
pour tout S dans T . Il en re´sulte imme´diatement que
E
[
Mζ ∨m|FS
]
> E
[
LY,∗S,ζ ∨ ZYζ ∨m|FS
] ∀S ∈ T .
Plus ge´ne´ralement, cette ine´galite´ reste vraie pour toute fonction convexe g, c’est-a`-
dire :
E
[
g
(
Mζ
)|FS] > E[g(LY,∗S,ζ ∨ ZYζ )|FS] ∀S ∈ T . (V.3)
Graˆce a` la condition terminale M⊕ζ = L
Y,∗
0,ζ ∨ ZYζ , l’e´quation (V.3) implique en par-
ticulier (pour S = 0) que
E
[
g
(
Mζ
)]
> E
[
g
(
LY,∗0,ζ ∨ ZYζ
)]
= E
[
g(MY,⊕ζ )
]
,
et la martingale (MY,⊕t )06t6ζ est effectivement optimale.
Il est a` noter que ce genre d’argument s’applique seulement aux temps d’arreˆt S tels
que LY,∗0,S = L
Y
S , c’est-a`-dire aux points de croissance de L
Y,∗
0,. . 
Observons que
– Si on impose une autre valeur initiale m pour toutes les martingales admissibles
dans MY , m doit eˆtre ne´cessairement supe´rieure a` ZY0 , sinon le proble`me n’aura
pas de solution. Ensuite, les meˆmes re´sultats restent vrais si le processus croissant(
LY,∗0,t
)
t>0
est remplace´ par
(
LY,∗0,t ∨m
)
t>0
.
– Comme la valeur initiale de toute martingale est e´gale a` sa moyenne, la formu-
lation de la condition initiale de´pend fortement de l’ordre stochastique choisi. Si
nous conside´rons l’ordre convexe, toutes les martingales admissibles doivent partir
de la meˆme valeur initiale m. Si nous optons plutoˆt pour l’ordre convexe de´crois-
sant, la valeur initiale de toute martingale admissible M ne doit pas de´passer la
valeur initiale de n’importe quelle solution optimale du proble`me. Elle doit eˆtre
e´galement supe´rieure ou e´gale a` ZY0 .
– Tandis que le proble`me d’optimisation paraˆıt difficile a` re´soudre au premier abord,
le fait de conside´rer l’enveloppe de Snell d’une famille convexe de processus et sa
de´composition dans l’alge`bre Max-Plus simplifie e´norme´ment la re´solution. Celle-
ci n’utilise en effet que des outils simples d’analyse convexe.
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Remarque V.3
Si on conside`re un nouvel environnement financier dans lequel les strate´gies de por-
tefeuille sont des martingales, le proble`me traite´ ici peut s’appliquer a` l’assurance de
portefeuille.
En effet, nous pouvons le voir comme un proble`me particulier de choix de portefeuille
ou` une contrainte de type Ame´ricain est impose´e sur la valeur liquidative du fond
ouvert. Traditionnellement, les investisseurs sont suppose´s munis d’une fonction
d’utilite´ concave croissante u et le choix du portefeuille repose sur la maximisation
de l’utilite´ espe´re´e de la richesse terminale, parmi tout l’ensemble des portefeuilles
admissibles. Cependant, il est quasi-impossible en pratique de repre´senter explicite-
ment les fonctions d’utilite´ des investisseurs.
Dans notre approche, l’optimisation est relative a` l’ordre convexe sur les valeurs
terminales et la strate´gie optimale est donc robuste par rapport a` diffe´rentes pre´fe´-
rences. Ainsi, ce mode`le est tre`s utile, surtout lorsqu’un groupe de de´cideurs avec
des fonctions d’utilite´ diffe´rentes cherche a` parvenir a` un consensus. Le lecteur est
renvoye´ au chapitre VI pour de plus amples de´tails sur l’application du proble`me de
martingale a` l’assurance de portefeuille.
V.4 Martingales Max-Plus et processus de Le´vy
Comme nous avons vu au chapitre III, les processus a` accroissements inde´pendants
et stationnaires fournissent de beaux exemples ou` la de´composition Max-Plus peut
se mettre sous une forme quasi-ferme´e. Tandis que le chapitre III pre´vile´gie surtout
le lien entre la de´composition Max-Plus et les options Ame´ricaines, nous insistons
plutoˆt ici sur les diffe´rentes martingales implique´es dans la de´composition Max-Plus
des processus de Le´vy.
La distinction inte´ressante a` e´tablir ici est celle entre l’horizon infini et l’horizon de´-
fini par une variable ale´atoire exponentielle inde´pendante. Nous conside´rerons ainsi
les deux cas et nous de´terminerons a` chaque fois la forme explicite et la dynamique
de la martingale Max-Plus M⊕.
V.4.1 Re´sultat analytique
Soit Z un mouvement Brownien ge´ome´trique de parame`tres (−r, σ). Nous rappe-
lons ici quelques re´sultats classiques sur la distribution de probabilite´ du running
supremum de Z, c’est-a`-dire Z∗t := Z
∗
0,t = sup06u6t Zu.
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Lemme V.4
Posons γ = 1 +
2r
σ2
et δ la racine supe´rieure ou e´gale a` γ de l’e´quation y2−γy− 2β
σ2
=
0.
Soit ζ une variable exponentielle inde´pendante de parame`tre β > 0. Le cas ou` ζ est
infinie presque suˆrement correspond a` β = 0 et sera donc traite´ en meˆme temps.
1. P
[
Z∗ζ > m
]
=
( x
m
∧ 1)δ, et E[Z∗ζ ] = δδ − 1x.
2. E
[
(Z∗ζ −m)+
]
=

m
δ − 1
( x
m
)δ
si m > x
δ
δ − 1x−m si m 6 x
= C∗δ (x,m).
Preuve - V.4 -
1. Introduisons le temps de passage au dessus de m :
Tm := inf{t ; Zt > m}.
La variable ale´atoire Tm de´finit bien un temps d’arreˆt puisque
{Tm 6 t} = {sup
s6t
Zs > m} = {∀, ∃s ∈ Q, s 6 t : Zs > m− }
= ∩∈Q+{∪s6t,s∈Q{Zs > m− }}.
L’e´galite´ pre´ce´dente montre que {Tm 6 t} est obtenu a` partir d’ope´rations
de´nombrables d’union et d’intersection d’e´le´ments de Ft, et appartient donc a`
cette tribu (la pre´sence de Q est indispensable pour garder la de´nombrabilite´).
La preuve est base´e sur l’e´quivalence {Z∗t > m⇔ Tm 6 t}, qui implique que
P[Z∗ζ > m] = E
[ ∫ ∞
0
βe−βsP(Z∗s > m)ds
]
= E
[ ∫ ∞
0
βe−βsP(Tm 6 s)ds
]
= E[exp(−βTm)],
et meˆme si β = 0, P[Z∗0,∞ > m] = P[Tm < +∞] = limβ→0 E[exp(−βTm)].
Pour calculer ces quantite´s, on se propose de de´terminer le coefficient α tel
que e−βtZαt de´finisse une martingale exponentielle, et d’appliquer ensuite le
the´ore`me de Doob afin d’en de´duire certaines proprie´te´s de Tm.
Pour tout re´el positif α,
e−βtZαt = x
α exp
[− (β + αr + ασ2
2
)
t+ ασWt
]
.
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Posons γ = 1 +
2r
σ2
et δ la racine positive, plus grande que γ, du trinoˆme
α2 − γα− 2β
σ2
(δ = γ si β = 0). Le processus e−βtZδt = x
δ exp
[
δσWt − δ
2σ2
2
t
]
est alors une martingale exponentielle et en particulier, E
[
e−β(Tm∧t)ZδTm∧t
]
=
xδ. Comme e−β(Tm∧t)ZδTm∧t est positif et borne´ par m ∨ x pour tout t, alors
lorsque t → +∞, le membre de gauche tend vers (m ∨ x)δ × E[e−βTm] =
(m ∨ x)δ ×P[Z∗ζ > m]. Ainsi P
[
Z∗ζ > m
]
=
( x
m
∧ 1
)δ
et
E[Z∗ζ ] = E[(Z
∗
ζ )
+] =
∫ +∞
0
P(Z∗ζ > m)dm =
∫ x
0
dm+
∫ +∞
x
( x
m
)δ
dm =
δ
δ − 1x.
2. Plus ge´ne´ralement, pour m > x, le prix d’un Call e´crit sur le supremum est
donne´ par
E
[
(Z∗ζ−m)+
]
=
∫ +∞
0
P
[
Z∗ζ−m > α
]
dα =
∫ +∞
0
( x
α+m
)δ
dα =
m
δ − 1
( x
m
)δ
.
Mais si m 6 x, alors Z∗ζ > m et E
[
(Z∗ζ −m)+
]
= E
[
Z∗ζ −m
]
=
δ
δ − 1x−m.

Nous reconnaissons ici le prix d’un Call Ame´ricain perpe´tuel (voir [lS02, KS98]). Le
re´sultat est ge´ne´ral comme nous avons pu l’observer au the´ore`me III.1. Le lemme
pre´ce´dent V.4 donne une preuve de la proposition III.6.
Nous traitons d’abord le cas de l’horizon infini.
V.4.2 Horizon infini
V.4.2.1 Processus de Le´vy multiplicatif
Soit Z un processus de Le´vy multiplicatif tel que E[Z∗0,∞] < +∞. La de´composition
Max-Plus de Z admet une formule ferme´e graˆce a` l’inde´pendance de ses accroisse-
ments relatifs.
- Mouvement Brownien Ge´ome´trique :
Proposition V.5
Soit Z un mouvement Brownien ge´ome´trique de parame`tres (−r, σ), et posons
γ = 1 +
2r
σ2
. La martingale de la de´composition Max-Plus de Z peut se caracte´ri-
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ser explicitement comme une fonction φγ de (Zt, Z
∗
t ) :
M⊕t =
γ − 1
γ
Z∗t
[ 1
γ − 1
(Zt
Z∗t
)γ
+ 1
]
:= φγ(Zt, Z
∗
t ).
En particulier, M⊕t = Zt ⊕ L∗0,t si et seulement si Zt = Z∗t .
De plus, en tant que martingale, M⊕t peut se repre´senter comme une inte´grale sto-
chastique :
dM⊕t =
(Zt
Z∗t
)γ−1
σZtdWt =
(Zt
Z∗t
)γ−1
dMAt ,
ou` MA de´signe la martingale de la de´composition Doob-Meyer de Z.
Preuve - V.5 -
Par le the´ore`me d’unicite´ II.8, M⊕t = bγE
[
Z∗0,∞|Ft
]
est la martingale de la de´com-
position Max-Plus de Z. Comme la distribution de Z∗0,∞ est bien connue, il existe
une formule ferme´e de M⊕t en tant que fonction de (Zt, Z
∗
t ) :
M⊕t = bγE
[(
Z∗t,∞ − Z∗t
)+∣∣Ft]+ bγZ∗t = bγZtE[(Z∗t,∞Zt − Z
∗
t
Zt
)+∣∣∣Ft] + bγZ∗t . (V.4)
Comme Z∗t,∞/Zt est inde´pendante de Z
∗
t /Zt et a la meˆme distribution que Z
∗
0,∞/x,
l’e´quation (V.4) peut se re´e´crire comme suit :
M⊕t = bγZtC
∗
γ(1, mt) + bγZ
∗
t , avec mt :=
Z∗t
Zt
> 1. (V.5)
Ensuite en remplac¸ant mt par son expression dans le lemme V.4, nous de´terminons
explicitement M⊕ :
M⊕t =
γ − 1
γ
Z∗t
[ 1
γ − 1
(Zt
Z∗t
)γ
+ 1
]
:= φγ(Zt, Z
∗
t ).
Comme le processus croissant associe´ est de la forme
L∗0,t = bγZ
∗
t =
γ − 1
γ
Z∗t ,
nous pouvons imme´diatement voir que la martingale M⊕ est diffe´rente de Z ∨L∗0,. :
M⊕t −
(
Zt ∨ L∗0,t
)
=
γ − 1
γ
Z∗t
[ 1
γ − 1
(Zt
Z∗t
)γ
−
( γ
γ − 1
Zt
Z∗t
− 1
)+]
.
La fonction x 7→ 1
γ−1x
γ− ( γ
γ−1x−1
)+
est positive sur [0, 1], nulle en 0 et 1 et atteint
son maximum au point bγ =
γ−1
γ
.
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Ainsi M⊕t = Zt ∨ L∗0,t si et seulement si Zt = Z∗t , c’est-a`-dire si et seulement si t est
un point de croissance du processus L∗0,..
En outre, comme nous savons que M⊕t = φγ(Zt, Z
∗
t ) est une martingale, d’apre`s la
formule d’Itoˆ, sa de´composition sous forme d’inte´grale stochastique demande juste
a` connaˆıtre la de´rive´e de la fonction φ par rapport a` Z :
dM⊕t =
∂φγ
∂x
(Zt, Z
∗
t )Ztσ dWt.
Nous obtenons donc
dM⊕t =
(Zt
Z∗t
)γ−1
σZtdWt =
(Zt
Z∗t
)γ−1
dMAt , (V.6)
ou` MA de´signe la martingale de la de´composition de Doob-Meyer de Z. A partir de
l’e´quation (V.6) et des figures V.1 et V.2, nous pouvons observer en particulier que
M⊕ est moins variable que MA puisque γ > 1 et Z∗t > Zt. 
Fig. V.1 – Comparaison de la martingale Max-Plus avec celle de Doob-Meyer sur une
trajectoire possible du Brownien ge´ome´trique Z de parame`tres (−r = −0.04, σ =
0.2).
Les deux figures V.1 et V.2 montrent aussi, sur deux exemples diffe´rents de trajec-
toires de Z, qu’a` chaque fois que Z atteint son maximum (Zt = Z
∗
0,t), la martingale
M⊕ colle au plancher Z, contrairement a` ce qui se passe pour la martingale MA de
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Fig. V.2 – Comparaison de la martingale Max-Plus avec celle de Doob-Meyer sur une
autre trajectoire du Brownien ge´ome´trique Z de parame`tres (−r = −0.04, σ = 0.2).
Doob-Meyer. En effet comme dMAt = σZt dWt, la martingale de Doob-Meyer est de
la forme
MAt = Zt +
∫ t
0
rZsds,
et ne revient donc plus au plancher Z une fois qu’elle a de´colle´.
La deuxie`me figure V.2 montre notamment que meˆme si la martingale M⊕ est moins
risque´e que celle de Doob-Meyer, elle peut atteindre de plus hauts niveaux dans
certains cas.
Plac¸ons-nous dans le cadre d’un environnement financier ou` les strate´gies de por-
tefeuille sont des martingales, et conside´rons le proble`me d’un fonds ouvert dont la
valeur liquidative doit dominer un certain plancher Z sur toute la dure´e de vie du
fonds (cf. remarque V.3). Nous pouvons assimiler le plancher a` un benchmark de
marche´ (indice boursier par exemple).
La figure V.3 correspond au cas ou` la trajectoire du plancher pre´sente des phases de
forte croissance et change de maximum a` plusieurs reprises. La martingale de Doob-
Meyer est alors plus performante que la martingale de la de´composition Max-Plus
et profite plus d’une hausse du marche´. Ceci s’explique surtout par le fait que la
martingale Max-Plus doit coller a` son plancher a` chaque fois que ce dernier atteint
un nouveau maximum.
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Fig. V.3 – Comparaison de la martingale Max-Plus avec celle de Doob-Meyer sur une
trajectoire possible du Brownien ge´ome´trique Z de parame`tres (−r = −0.04, σ =
0.3).
Fig. V.4 – Comparaison de la martingale Max-Plus avec celle de Doob-Meyer sur
un autre type de trajectoire du Brownien ge´ome´trique Z de parame`tres (−r =
−0.04, σ = 0.3).
Par contre, si le marche´ a tendance a` baisser comme l’indique la figure V.4, et que
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le plancher Z atteint tre`s peu de fois un nouveau maximum sur la dure´e de vie du
fonds, l’ordre de performance est inverse´. La strate´gie de la martingale Max-Plus
n’est plus contrainte a` revenir au niveau du plancher et produit donc une meilleure
performance que la strate´gie de Doob-Meyer, en atte´nuant davantage la perte de
valeur du portefeuille.
Ces deux dernie`res courbes traduisent bien la notion d’optimalite´ par rapport a`
l’ordre convexe. En cas de baisse des marche´s actions, la strate´gie optimale associe´e
a` la de´composition Max-Plus permettra de limiter l’impact de cette baisse sur le
fonds, et sera en ge´ne´ral plus performante que les autres strate´gies d’assurance de
portefeuille. En revanche, en cas de hausse du marche´, elle limitera plus l’exposition
au marche´ action. Elle est donc de ce fait moins sensible que les autres strate´gies,
aussi bien aux e´volutions positives que ne´gatives des marche´s actions.
- Processus de Le´vy ge´ome´trique :
Soit CAm(Z,m) un Call Ame´ricain perpe´tuel e´crit sur un processus de Le´vy ge´o-
me´trique Z de´finissant une surmartingale, de strike m. La difficulte´ principale pour
calculer son prix re´side dans la complexite´ des formules ferme´es pour les options
Lookback. En nous basant sur le papier [Mor01] de Mordecki, nous avons explici-
tement de´termine´ au chapitre III le prix d’un tel Call, dans le cas particulier ou`
Zt = xe
Xt, X e´tant un processus de Le´vy semi-continu supe´rieurement (c’est-a`-dire
un processus avec uniquement des sauts ne´gatifs).
Ensuite graˆce a` la relation M⊕t = C
Am
t (Zt, bZ
∗
t ) + bZ
∗
t , nous de´duisons aise´ment
une formule ferme´e pour la martingale Max-Plus M⊕ en tant que fonction φγLe´vy de
(Zt, Z
∗
t ). Cette fonction φγLe´vy a la meˆme forme que celle de la proposition V.5 et la
constante γLe´vy > 1 est telle que κ(γLe´vy) = 0 :
M⊕t = φγLe´vy(Zt, Z
∗
t ) =
γLe´vy − 1
γLe´vy
Z∗t
[ 1
γLe´vy − 1
(Zt
Z∗t
)γLe´vy
+ 1
]
. (V.7)
V.4.2.2 Mouvement Brownien de drift ne´gatif
Soit Z un mouvement Brownien drifte´ de valeur initiale 0 et de parame`tres (−µ, σ)
ou` µ = r + σ
2
2
:
dZt = −µdt+ σdWt, Z0 = 0.
Supposons que la maturite´ ζ est infinie.
La martingale de la de´composition Max-Plus de Z admet une formule ferme´e base´e
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sur l’inde´pendance des accroissements de Z. Nous avons vu dans la section III.3.2
du chapitre III que Zt peut simplement s’e´crire :
Zt = E[Z
∗
t,∞ − b|Ft], ou` b = E[Z∗0,∞].
Ensuite par le the´ore`me d’unicite´ II.8,
M⊕t = E
[
Z∗0,∞ − b|Ft
]
est la martingale de la de´composition Max-Plus associe´e au running supremum du
processus Zt − b.
Nous pouvons calculer la loi de Z∗0,∞ a` partir du lemme V.4, ce qui permet de de´duire
une formule ferme´e pour M⊕t comme fonction de (Zt, Z
∗
0,t).
La proposition suivante donne une caracte´risation explicite de la martingale M⊕. Sa
preuve est strictement analogue a` celle de la proposition V.5.
Proposition V.6
La martingale M⊕ associe´e a` la de´composition de Z est de la forme
M⊕t =
1
γ
[
exp(−γ (Z∗t − Zt))− 1
]
+ Z∗t := φ(Zt, Z
∗
t ). (V.8)
En particulier, M⊕t = Zt ⊕ L∗0,t si et seulement si Zt = Z∗t .
De plus, en tant que martingale, M⊕t peut se repre´senter sous forme d’inte´grale
stochastique :
dM⊕t = exp(−γ (Z∗t − Zt))σdWt = exp(−γ (Z∗t − Zt))dMAt ,
ou` MA est la martingale de la de´composition de Doob-Meyer de Z.
Preuve - V.6 -
La martingale M⊕ de la de´composition Max-Plus de Zt = −µt+σWt est de la forme
M⊕t = E
[
Z∗0,∞ −
1
γ
∣∣∣Ft] = E[(Z∗t,∞ ∨ Z∗t )− 1γ ∣∣∣Ft]
= E
[
(Z∗t,∞ − Z∗t )+|Ft
]
+ Z∗t −
1
γ
= E
[(
(Z∗t,∞ − Zt)− (Z∗t − Zt)
)+|Ft]+ Z∗t − 1γ . (V.9)
Comme Z∗t,∞ − Zt est inde´pendante de Z∗t − Zt et a la meˆme loi que Z∗0,∞, l’e´qua-
tion (V.9) peut se re´e´crire comme suit :
M⊕t = E
[(
Z∗0,∞ −
1
γ
−mt
)+]
+ Z∗t −
1
γ
= C∗γ(0, mt) + Z
∗
t −
1
γ
, (V.10)
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ou` mt := Z
∗
t − Zt −
1
γ
et C∗γ(0, mt) est le prix a` la date t = 0 d’un Call Ame´ricain
e´crit sur Z et de strike “mt” (mt est suppose´ de´terministe). Pour calculer ce prix,
nous posons Yt = exp(Zt) et nous nous basons sur le lemme V.4 qui donne la loi du
running supremum d’un mouvement Brownien ge´ome´trique. Il en re´sulte que
C∗γ(0, mt) =
∫ ∞
0
P
[
Z∗0,∞ > mt +
1
γ
+ α
]
dα =
∫ ∞
0
P
[
Y ∗0,∞ > exp
(
mt +
1
γ
+ α
)]
dα
=
∫ ∞
0
exp
[− γ(mt + 1
γ
+ α
)]
dα =
1
γ
exp
[− γ(mt + 1
γ
)
]
=
1
γ
exp[−γ(Z∗t − Zt)].
Ainsi, l’e´quation pre´ce´dente conjointement avec l’e´quation (V.10) permet finalement
de de´duire l’expression explicite de M⊕t :
M⊕t =
1
γ
exp[−γ(Z∗t − Zt)] + Z∗t −
1
γ
:= φγ(Zt, Z
∗
t ).
Nous pouvons imme´diatement voir que M⊕t est diffe´rente de L
∗
0,t∨Zt =
(
Z∗t − 1γ
)∨Zt :
M⊕t − (Zt ∨ L∗0,t) =
1
γ
exp[−γ(Z∗t − Zt)]− (Zt − Z∗t +
1
γ
)+
.
La fonction x 7→ 1
γ
exp(−γx)− (1
γ
− x)+ est positive sur [0,+∞), nulle en 0 et en
+∞ et atteint son maximum au point bγ = 1
γ
. Ainsi M⊕t = Zt ∨L∗0,t si et seulement
si Zt = Z
∗
t .
Par ailleurs, comme M⊕t = φγ(Zt, Z
∗
t ) est une martingale, sa de´composition en
inte´grale stochastique ne´cessite seulement de connaˆıtre la de´rive´e de φγ par rapport
a` Z : dM⊕t =
∂φγ
∂x
(Zt, Z
∗
t )σdWt. Il vient finalement
dM⊕t = exp(−γ (Z∗t − Zt))σdWt = exp(−γ (Z∗t − Zt))dMAt ,
ou` MA est la martingale associe´e a` la de´composition de Doob-Meyer de Z. 
La figure V.5 montre sur un exemple de trajectoire de Z (mouvement Brownien de
drift ne´gatif), que M⊕t = Zt si et seulement si Z
∗
0,t = Zt.
Ainsi, sur la premie`re pe´riode ou` le plancher change deux fois de maximum, la
martingale Max-Plus est presque colle´e a` son plancher. Par contre sur la seconde
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Fig. V.5 – Repre´sentation de la martingale de Max-Plus M⊕t et du running su-
premum de Z sur une trajectoire de Z, Z e´tant un mouvement Brownien drifte´ de
parame`tres (−µ = −0.06, σ = 0.2).
pe´riode ou` le plancher subit une forte chute, la martingale Max-Plus parvient a` se
maintenir a` un niveau assez stable, bien supe´rieur a` celui du plancher.
Sur le meˆme exemple de trajectoire, la figure V.6 montre que la martingale de Doob-
Meyer est nettement plus variable que la martingale optimale M⊕. Celle-ci est en
effet presque plate sur la seconde pe´riode, contrairement a` la martingale de Doob-
Meyer qui e´volue suivant un mouvement Brownien de parame`tres (0, σ) :MAt = σWt.
Nous repre´sentons dans la figure V.7 une autre trajectoire possible de mouvement
Brownien drifte´. Dans sa trajectoire, le plancher change plusieurs fois de maximum
au cours de la vie du fonds, ce qui contraint la martingale Max-Plus a` coller a` son
plancher a` plusieurs reprises et a` eˆtre donc moins performante que la martingale de
Doob-Meyer.
Par contre, dans les zones ou` le niveau du plancher chute, la baisse du niveau de la
martingale Max-Plus est nettement moins marque´e que celle de Doob-Meyer. Cette
robustesse en cas de baisse du plancher caracte´rise l’optimalite´ de la martingale
Max-Plus par rapport a` l’ordre convexe.
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Fig. V.6 – Comparaison des martingales Max-Plus et de Doob-Meyer sur une trajec-
toire de Z, Z e´tant un mouvement Brownien drifte´ de parame`tres (−µ = −0.06, σ =
0.2) .
Fig. V.7 – Comparaison des martingales Max-Plus et de Doob-Meyer sur une autre
trajectoire de Z, Z e´tant un mouvement Brownien drifte´ de parame`tres (−µ =
−0.12, σ = 0.4) .
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Remarque V.7
Nous pouvons prouver ici la formule ferme´e du Call Ame´ricain CAm(Z,m) de la
proposition III.13. En effet, si Zt > m+
1
γ
,
CAmt (Z,m) = E
[(
Z∗t,∞ −
1
γ
−m)+∣∣Ft] = E[Z∗t,∞ − 1γ −m∣∣Ft]
= E
[
Z∗t,∞ − Zt
∣∣Ft]+ Zt − 1
γ
−m = E[Z∗0,∞]+ Zt − 1γ −m = Zt −m.
Par contre, si Zt < m+
1
γ
,
CAmt (Z,m) = E
[(
Z∗t,∞ −
1
γ
−m)+∣∣Ft] = E[(Z∗t,∞ − Zt − 1γ −m+ Zt)+∣∣Ft]
= E
[(
Z∗0,∞ −
1
γ
−mt
)+]
= Cγ(0, mt),
ou` mt := m− Zt. D’apre`s la preuve de la proposition V.6, il vient finalement
CAmt (Z,m) = Cγ(0, m− Zt) =
1
γ
exp
[− γ(m− Zt + 1
γ
)]
.
V.4.3 Horizon exponentiel inde´pendant
Nous supposons maintenant que la maturite´ ζ est une variable ale´atoire exponen-
tielle inde´pendante de parame`tre β > 0, et que Z est un mouvement Brownien
ge´ome´trique de parame`tres (−r, σ).
Nous adoptons les meˆmes notations que celles de la section III.3.1.2 du chapitre III.
La martingale M˜⊕ associe´e a` la de´composition Max-Plus de Z˜ est alors de la forme
M˜⊕t = bβ E
[
sup
06u6ζ
Z˜u|Gt
]
= bβ E[Z˜
∗
0,ζ|Gt] = bβ E[Z∗0,ζ|Gt].
Comme la distribution de Z∗0,ζ est e´galement explicite dans ce cas, nous pouvons de
nouveau en de´duire une formule ferme´e de M˜⊕t comme fonction de (Zt, Z
∗
0,t), pour
t < ζ.
Notons que la loi de Z∗0,ζ a la meˆme forme que celle dans le cas de l’horizon infini, mais
γ est remplace´e par δ. Ensuite, les calculs sont strictement identiques et conduisent
a` la meˆme formule ferme´e pour la martingale M˜⊕.
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Proposition V.8
– La martingale Max-Plus associe´e a` Z˜t = Zt1{t<ζ} est de la forme
M˜⊕t =
δ − 1
δ
Z˜∗t
[ 1
δ − 1
( Z˜t
Z˜∗t
)δ
+ 1
]
= φδ(Z˜t, Z˜
∗
t ), pour tout t ∈ [0, ζ].
En particulier, M˜⊕t = Z˜t ⊕ L˜∗0,t si et seulement si Z˜t = Z˜∗t .
– En tant que martingale, M˜⊕t peut se repre´senter comme la somme d’une inte´grale
stochastique et d’une martingale purement discontinue, pour tout t 6 ζ :
dM˜⊕t =
(Zt
Z∗t
)δ−1
1{t<ζ}dM
A
t + ∆M˜
⊕
t−
dN˜dt ,
ou` N˜dt := 1{ζ6t} − β(t ∧ ζ) et ∆M˜⊕ζ− = M˜⊕ζ − M˜⊕ζ− = −
Z∗ζ
δ
(Zζ
Z∗ζ
)δ
.
Preuve - V.8 -
– Pour tout t < ζ, M˜⊕t =
δ − 1
δ
ZtE
[
mt ∨
Z∗t,ζ
Zt
|Gt
]
avec mt =
Z∗0,t
Zt
.
Comme la variable ale´atoire
Z∗t,ζ
Zt
est conditionnellement inde´pendante sachant la
filtration Gt et distribue´e comme
Z∗0,ζ
x
, l’application du lemme V.4 implique que
M˜⊕ζ =
δ − 1
δ
Z∗ζ , et pour t < ζ,
M˜⊕t =
δ − 1
δ
ZtE
[
mt ∨
Z∗0,ζ
x
]
=
δ − 1
δ
Zt
x
(
E[(Z∗ζ −mtx)+] +mtx
)
=
δ − 1
δ
Zt
x
( mtx
δ − 1
( 1
mt
)δ
+mtx
)
=
δ − 1
δ
Z∗t
[ 1
δ − 1
(Zt
Z∗t
)δ
+ 1
]
.
– A l’instant ζ, le processus Z˜ saute de Z˜ζ− = Zζ a` 0. Par conse´quent, la martingale
M˜⊕ζ a e´galement un saut d’amplitude
∆M˜⊕ζ = M˜
⊕
ζ − M˜⊕ζ− = φδ(Z˜ζ , Z˜∗ζ )− φδ(Zζ, Z∗ζ ) = −
Z∗ζ
δ
(Zζ
Z∗ζ
)δ
=
1
δ
(Zζ
Z∗ζ
)δ−1
∆Z˜ζ .
Comme le processus N˜dt := 1{ζ6t} −
∫ t∧ζ
0
βdu est une martingale et ∆M˜⊕ζ est la
valeur en ζ d’un processus Gt-pre´visible, alors
M˜⊕,dt := ∆M˜
⊕
ζ 1{ζ6t} +
∫ t∧ζ
0
β
Z∗u
δ
(Zu
Z∗u
)δ
du

Martingales Max-Plus et processus de Le´vy Section V.4
est la partie purement discontinue de la G-martingale M˜⊕t (toute martingale pu-
rement discontinue est la somme compense´e de ses sauts).
Observons que si N˜
eZ,d
t := −Zζ1{ζ6t}+
∫ t∧ζ
0
βZudu est la martingale correspondant
au saut de Z˜, alors
dM˜⊕,dt =
1
δ
(Zt
Z∗t
)δ−1
dN˜
eZ,d
t .
La partie continue de la martingale M˜⊕t est donne´e par
M˜⊕,ct = φδ(Zt∧ζ , Z
∗
t∧ζ)−
∫ t∧ζ
0
β
Z∗u
δ
(Zu
Z∗u
)δ
du
avec comme de´composition infinite´simale
dM˜⊕,ct =
∂φδ
∂x
(Zt∧ζ , Z∗t∧ζ) dM
A
t∧ζ ,
ou` MA de´signe la martingale de la de´composition de Doob-Meyer de Z. 
Notons que dans le cas de l’horizon infini, M⊕ e´tait continue meˆme en ζ = ∞,
puisque Zt tend vers 0 lorsque t → ∞. Par contre ici, Zζ n’est pas e´gale a priori a`
Z˜ζ = 0, et donc la martingale M˜
⊕ saute a` l’instant ζ.

Re´fe´rences bibliographiques
Chapitre V
[BC79] P. Bernhard and G. Cohen, “On the rationality of some decision rules
in a stochastic environment”, IEEE Transactions on Automatical Control
AC-24 (1979), no. 5.
[Ks93] R. P. Kertz and U. Ro¨sler, “Hyperbolic-concave functions and Hardy-
Littlewood maximal functions”, Stochastic Inequalities, IMS Lecture
Notes-Monograph Series 22 (1993), pp. 196–210.
[KS98] I. Karatzas and S. E. Shreve, Methods of Mathematical Finance, Springer-
Verlag, New York, 1998.
[lr01] A. Mu¨ller and L. Ruschendo¨rf, “On the optimal stopping values induced by
general dependence structures”, Journal of Applied Probability 38 (2001),
no. 3, pp. 672–684.
[lS02] H. Fo¨llmer and A. Schied, Stochastic Finance, de Gruyter Studies in Ma-
thematics, Berlin, New York, 2002.
[Mar52] H. Markowitz,“Portfolio selection”, Journal of Finance 7 (1952), pp. 77–91.
[Mar59] , Portfolio selection : Efficient diversification of investment, John
Wiley and Sons, New York, 1959.
[Mor01] E. Mordecki, “Elementary proofs on optimal stopping”, Prepublicaciones
de Matema´tica de la Universidad de la Repu´blica (2001).
[MvN44] O. Morgenstern and J. von Neumann, Theory of Games and Economic
Behavior, Princeton University Press, 1944.
[Rog02] L. C. G. Rogers, “Monte Carlo valuation of American options”, Mathema-
tical Finance 12 (2002), pp. 271–286.
[RS70] M. Rothschild and J.E. Stiglitz, “Increasing risk, I : A definition”, Journal
of Economic Theory 2(3) (1970), pp. 225–243.

[SS94] M. Shaked and J. G. Shanthikumar, Stochastic Orders and Their Appli-
cations, Academic Press, San Diego, CA, 1994.

Chapitre VI
Optimisation sous
contraintes par rapport a`
l’ordre convexe.
Application a` l’assurance
de portefeuille
Re´sume´
Nous nous inte´ressons dans ce chapitre a` un proble`me classique d’optimisation de
portefeuille ou` les strate´gies admissibles doivent dominer un certain processus de
plancher a` toute date interme´diaire (garantie Ame´ricaine). Nous transformons le
proble`me en un proble`me de martingale dont le but est de dominer un obstacle,
ou de fac¸on e´quivalente son enveloppe de Snell. L’optimisation est relative a` l’ordre
stochastique convexe sur la valeur terminale, de manie`re a` ne pas avoir a` spe´cifier
explicitement la fonction d’utilite´ de l’agent. Un outil cle´ est la repre´sentation de la
surmartingale obstacle en termes d’un processus de running supremum (de´compo-
sition Max-Plus). Un exemple explicite illustratif, base´ sur le mouvement Brownien
ge´ome´trique est donne´ a` la fin du chapitre.
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VI.1 Introduction
Notre proble`me ici est motive´ par l’assurance de portefeuille qui est un exemple
populaire d’allocation dynamique d’actifs. Il s’agit d’une technique de gestion dy-
namique permettant de limiter en cas de baisse du marche´, la perte de valeur d’un
portefeuille tout en lui laissant la possibilite´ de profiter, dans une plus ou moins
grande mesure, d’une hausse de marche´. L’abandon d’une partie des gains re´alise´s
par le marche´ en cas de hausse repre´sente le couˆt implicite d’une telle assurance.
Les fonds garantis ge´re´s selon cette technique inte´ressent surtout les e´pargnants
prudents qui recherchent une diversification des styles de gestion sur les marche´s
actions sans aucun risque de perte de capital. Ils combinent
– un investissement sans risque sur des fonds mone´taires,
– et une gestion dynamique de fonds actions.
Le principe de la me´thode consiste a` de´terminer la re´partition ade´quate des deux
types d’actifs afin que la valeur du portefeuille reste supe´rieure a` une valeur fixe´e a
priori.
Ainsi les produits d’assurance offrent a` leurs acque´reurs une richesse minimale garan-
tie, commune´ment appele´e “plancher”. Les vendeurs de tels produits d’assurance
sont oblige´s d’honorer leurs engagements quant a` la garantie quelles que soient les
fluctuations du marche´. Ils ont donc tout inte´reˆt a` suivre une strate´gie de porte-
feuille leur permettant de remplir cette exigence, s’ils ne veulent pas encourir de
couˆts supple´mentaires.
La classe de telles strate´gies est large. Elles sont traditionnellement base´es sur un
mode`le axiomatique de pre´fe´rences averses au risque, ou` les de´cideurs sont suppose´s
avoir une fonction d’utilite´ espe´re´e et le choix du portefeuille consiste a` maximiser
l’utilite´ espe´re´e parmi tout l’ensemble des portefeuilles admissibles. Ainsi, chaque
strate´gie qui prend moins de risque lorsque le niveau de richesse est bas et plus de
risque au fur et a` mesure que la richesse s’accroˆıt, est candidate.
Or, la fonction d’utilite´ de´pend de pre´fe´rences individuelles, et les agents ne sont
pas toujours dispose´s ou capables de re´pondre a` des questions pre´cises concernant
leurs pre´fe´rences. Ainsi, moins on impose de restrictions sur la fonction d’utilite´, plus
les re´sultats seront applicables. Ceci nous conduit a` la notion d’ordre stochastique
convexe (ou de manie`re e´quivalente concave) qui ne requiert aucune spe´cification ex-
plicite de la fonction d’utilite´ de l’agent. Il utilise plutoˆt des conditions tre`s ge´ne´rales
de pre´fe´rence du risque et de non-satie´te´1.
1L’axiome de non-satie´te´ signifie grossie`rement que l’on pre´fe`re toujours plus a` moins.
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Dans ce chapitre, nous visons a` re´soudre le proble`me de de´cision classique “choix
de portefeuille” avec une nouvelle approche non encore exploite´e dans la litte´ra-
ture disponible sur le sujet. L’ide´e principale consiste a` diviser le proble`me en deux
e´tapes. Nous conside´rons d’abord un nouvel environnement dans lequel les strate´gies
de portefeuille sont des martingales et nous essayons d’optimiser un crite`re ge´ne´ral
convexe sur toutes les martingales ve´rifiant une contrainte de type Ame´ricain. En-
suite, nous montrons que moyennant un changement de probabilite´ ade´quat, nous
pouvons utiliser notre re´sultat pour re´soudre le proble`me de maximisation d’utilite´,
sous les hypothe`ses standard de comple´tude du marche´ et d’absence d’arbitrage et
de friction.
Le chapitre est organise´ comme suit. Tout d’abord, nous expliquerons le me´canisme
de gestion d’un Fonds Commun de Placement (FCP) selon la technique de l’assu-
rance de portefeuille (garantie en capital a` l’e´che´ance du fonds en ge´ne´ral). Puis,
nous poserons un proble`me d’optimisation de martingale motive´ par l’assurance de
portefeuille et nous discuterons de la ne´cessite´ d’introduire la notion d’ordre convexe
face a` l’ambigu¨ıte´ du choix de la fonction d’utilite´. Ensuite, nous reformulerons le
proble`me de martingale en termes d’ordre convexe et nous le re´soudrons dans un
cas particulier avant de donner la solution ge´ne´rale.
Suivant les meˆmes ide´es que ceux de Bank-Fo¨llmer dans [Bl03] et Bank-El Karoui
dans [BK04], nos re´sultats d’optimalite´ reposent sur une nouvelle repre´sentation des
surmartingales sous forme d’espe´rance conditionnelle d’un processus de running su-
premum. Cette repre´sentation n’est autre que la de´composition des surmartingales
dans l’alge`bre Max-Plus (cf. chapitre II). Nous reviendrons enfin dans le monde re´el
ou` les portefeuilles ne sont plus des martingales, et nous consacrerons la dernie`re
partie a` la re´solution d’un proble`me classique d’allocation optimale de portefeuille,
lorsqu’une contrainte de type Ame´ricain est impose´e sur la valeur liquidative du
fonds ouvert.
VI.2 Assurance de portefeuille et fonds communs de
placement
Plusieurs strate´gies s’offrent a` l’investisseur, institutionnel ou particulier, qui de´cide
de consacrer ses fonds a` la constitution d’un portefeuille d’actifs financiers. La plus
connue et la plus simple est celle qui consiste a` choisir une fois pour toutes, sur
un horizon d’investissement donne´, un portefeuille d’actifs risque´s, en principe bien
diversifie´, et de constater le re´sultat en fin de pe´riode. L’alternative consiste a` pro-
ce´der a` des re´visions de la composition du portefeuille, entre le de´but et la fin de
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la pe´riode de gestion, au fur et a` mesure que les cours boursiers changent. Dans
les deux cas, en l’absence d’une couverture ade´quate, le portefeuille peut subir une
perte importante, voire catastrophique, comme en ont te´moigne´ les krachs d’octobre
1987 et d’octobre 1989.
Ainsi, meˆme si a` long-terme la rentabilite´ des actions est tre`s supe´rieure a` celle des
actifs sans risque, voire meˆme excessivement supe´rieure, leurs fortes variances im-
pliquent que la probabilite´ qu’un portefeuille risque´ soit moins rentable ex-post est
substantielle. Aussi, l’investisseur peut eˆtre tente´ de se construire un portefeuille lui
permettant a` la fois de be´ne´ficier de la hausse des marche´s tout en lui assurant un
revenu minimum ou une valeur terminale minimum de´termine´e a` l’avance
(a` condition qu’elle soit atteignable) pour son portefeuille.
L’investisseur a a priori le choix entre investir sa richesse en actifs risque´s (ou dans
un indice de marche´) ou dans l’actif certain. La conse´quence d’un investissement
dans les actifs risque´s est e´videmment d’exposer totalement les revenus du porte-
feuille aux e´volutions du marche´. A contrario, un investissement dans l’actif certain
rend le revenu du portefeuille inde´pendant des re´sultats du marche´. Le couˆt de cette
strate´gie de se´curite´ est que l’on renonce a` be´ne´ficier des hausses du marche´.
Propose´e initialement aux Etats-Unis en 1971 par deux compagnies d’assurances,
Harleysville Mutual Insurance Company et Prudential Insurance Company, l’assu-
rance de portefeuille ne rencontra qu’un succe`s mitige´ parce que les investisseurs
ne voyaient pas, a` l’e´poque, beaucoup d’inte´reˆt a` la gestion en fonds communs, que
les contrats propose´s manquaient de souplesse et que les actifs supports souffraient
d’un manque de liquidite´ re´dhibitoire. L’ide´e fut reprise, pour les actions cote´es en
bourse, et ame´liore´e par deux professeurs ame´ricains de l’Universite´ de Californie
a` Berkeley, Hayne Leland et Mark Rubinstein, de`s 1976 sur le plan the´orique, et
depuis 1981 en pratique, dans le cadre de leur socie´te´ LOR (Leland, O’Brien and
Rubinstein) qui devait connaˆıtre un essor rapide et spectaculaire. Le coup de frein
duˆ au krach d’octobre 1987 de´montra les limites des techniques utilise´es jusqu’alors
mais permit d’en de´velopper d’autres.
Leland et Rubinstein utilise`rent l’argument de Black et Scholes (1973), selon lequel
une combinaison judicieuse de l’action support et d’une option e´crite sur cette der-
nie`re produit un portefeuille localement sans risque, pour “synthe´tiser” une option
a` partir d’une position ade´quate dans l’action support et dans l’actif sans risque.
Les techniques dites OBPI (Option Based Portfolio Insurance) e´taient ne´es,
utilisant des options re´elles ou synthe´tiques. Elles consistent a` former un portefeuille
compose´ d’un actif risque´ S (usuellement un indice financier) couvert par un Put
de´fini sur lui. Pour une valeur quelconque a` e´che´ance de S, la valeur du portefeuille
doit toujours eˆtre au-dessus d’un montant fixe correspondant au prix d’exercice du
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Put.
Ces techniques se heurtant a` diffe´rents proble`mes, dont ceux de la de´termination
d’un horizon pre´cis d’investissement et de l’estimation des volatilite´s des actions
supports, de nouvelles strate´gies de gestion dites a` coussin ont e´te´ de´veloppe´es. La
premie`re d’entre elles, ou plutoˆt leur anceˆtre, est base´e sur le principe tre`s simple du
stop-loss. La strate´gie consiste a` fixer a priori une valeur minimale du portefeuille,
souvent appele´e “plancher”, a` tout instant. Au cours de la gestion, chaque fois que
la valeur du portefeuille franchit a` la baisse (resp. a` la hausse) ce seuil, l’inte´gralite´
du portefeuille est place´e en actif se´curise´ (resp. risque´).
Cette me´thode pre´sente deux inconve´nients majeurs. D’une part, elle est ge´ne´ratrice
de forts couˆts de transaction puisqu’a` chaque fois, c’est la totalite´ du portefeuille
qui change de support. D’autre part, on ne conside`re dans cette re`gle que le fait que
le seuil a e´te´ franchi ou non, sans tenir compte de la marge par rapport a` celui-ci.
Si apre`s un franchissement a` la hausse, l’actif baisse de fac¸on brutale, et dans des
proportions supe´rieures a` la marge dont on dispose, la garantie peut se re´ve´ler im-
possible a` tenir.
De`s 1986, Perold et Sharpe [PS88], puis Black et Jones [BJ87] ont propose´ une me´-
thode ame´liore´e, appele´e “me´thode du coussin proportionnel” ou CPPI (Constant
Proportion Portfolio Insurance) en anglais, dans laquelle ils de´finissent cer-
taines re`gles me´caniques d’achat et de vente des actifs sous-jacents. Cette me´thode
consiste a` de´finir un “plancher”, partie du portefeuille qui se valorise a` un taux sans
risque (ou dont le risque est maˆıtrise´), de fac¸on a` ce qu’un niveau de garantie de´fini
au pre´alable puisse eˆtre atteint a` l’e´che´ance. L’e´cart entre le plancher et la valeur du
portefeuille constitue la marge, souvent appele´e “coussin”, disponible pour investir
en actif risque´. Sa valeur est re´vise´e, chaque fois que cela est possible, entre la date
initiale et l’horizon.
Par exemple, si l’on veut garantir 100 dans un an, pour un portefeuille qui vaut 100
aujourd’hui, et que le taux sans risque re´mune`re 5% par an, il suffit de placer 95.3
en actif sans risque pour eˆtre certain d’obtenir 100 a` la fin. Le risque de de´faut est
alors nul, puisque meˆme si la valeur de l’actif perd 100%, la garantie peut eˆtre tenue,
mais les 4.7 investis en actif risque´ ne permettent pas d’augmenter significativement
la rentabilite´ du portefeuille par rapport au taux sans risque.
Afin d’augmenter l’espe´rance de rentabilite´ de l’investissement, les auteurs du mode`le
proposent m× 4.7, ou` m est supe´rieur ou e´gal a` 1. Ceci a en contrepartie pour effet
d’augmenter le risque pris. Par exemple, si m = 2, on investira 9.4 en actif risque´,
mais cette fois le risque est plus important puisqu’il suffit que celui-ci baisse de
plus de 50% entre deux re´allocations ( 9.4
2
= 4.7), pour que la garantie ne soit plus
tenue. Et bien suˆr, si l’on prend un multiplicateur m e´leve´, ce risque peut devenir
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important. Toute la logique de la me´thode est d’obtenir un compromis entre le risque
que l’on accepte et l’espe´rance de rentabilite´ que l’on souhaite obtenir.
Cette me´thode a le me´rite d’eˆtre simple a` mettre en oeuvre, et de permettre un
bon controˆle du risque de de´faut. Toutefois, les me´thodes de rebalancement sont
nombreuses et le choix doit en eˆtre optimise´. En outre, le re´sultat, en termes de
performance, ne de´pend pas uniquement de la valeur finale de l’actif risque´, comme
c’est le cas pour une option (au moins Europe´enne). En d’autres termes, le re´sultat
est tre`s de´pendant de la trajectoire de l’actif risque´ dans le temps.
Le de´veloppement de la gestion collective de l’e´pargne et la croissance spectaculaire
des OPCVM2, tant en France qu’en Europe, impliquent de´sormais de nouveaux
crite`res de choix et de mesures de performance. La modernisation des marche´s fi-
nanciers et le de´veloppement des produits de´rive´s et des techniques d’assurance de
portefeuille ont bouleverse´ les modes de gestion traditionnels.
Objectif de gestion d’un FCP.
Un Fonds Commun de Placement (FCP)3 a pour objectif de participer a` l’e´volution
des marche´s actions, obligataires et mone´taires sur un horizon de´termine´, par la
gestion dynamique de l’allocation entre les actifs risque´s et non risque´s. Les inves-
tissements sont notamment re´alise´s par le biais de parts ou actions d’OPCVM et de
fonds d’investissement.
La gestion du FCP est encadre´e par des re`gles issues de la technique d’assurance de
portefeuille, permettant d’offrir une garantie du capital net investi.
Ce type de fonds s’adresse a` des investisseurs qui souhaitent be´ne´ficier d’une perfor-
mance ge´ne´re´e par un portefeuille diversifie´ ge´re´ dynamiquement, sans pour autant
prendre un risque de perte s’ils conservent leurs parts jusqu’a` la date de garantie.
Ils be´ne´ficient en effet, a` cette date-la`, de la garantie de 100% du capital net investi
(hors commission de souscription).
En cas d’e´volution de´favorable des marche´s, le portefeuille sera susceptible d’eˆtre
inte´gralement investi en produits de taux, permettant ainsi d’atteindre la valeur
liquidative4 minimum garantie a` la date d’e´che´ance.
2OPCVM : Organisme de Placements collectifs en Valeurs Mobilie`res. C’est un nom ge´ne´rique
regroupant les SICAV ou FCP. Il existe une grande varie´te´ d’OPCVM en fonction de la nature
des placements re´alise´s par l’OPCVM (actions, obligataire, mone´taire). Ce support d’investisse-
ment permet de confier son investissement a` des experts financiers en acce´dant notamment a` un
portefeuille largement diversifie´, meˆme avec un faible montant investi.
3Un FCP est un portefeuille de valeurs mobilie`res en coproprie´te´, ge´re´ par une socie´te´ de gestion
pour le compte des porteurs de parts.
4La valeur liquidative d’un FCP correspond a` la valeur a` un instant donne´ d’une part du fonds.
Elle est obtenue en divisant la valeur globale de l’ensemble des titres qui composent le FCP, par le
nombre total de parts existantes.
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Strate´gie d’investissement.
La strate´gie d’investissement consiste en une gestion dynamique du portefeuille.
Celui-ci est constitue´ de deux sous-portefeuilles :
– le sous-portefeuille “actif risque´” est destine´ a` produire la performance recher-
che´e. Il est ge´ne´ralement investi en OPCVM et fonds d’investissement actions,
obligataires et diversifie´s. Il peut eˆtre e´galement investi en OPCVM mone´taires a`
vocation internationale et en fonds de gestion alternative.
– le sous-portefeuille “actif sans risque” est ge´ne´ralement investi en OPCVM et
fonds d’investissement mone´taires euros, obligataires euros et mone´taires dyna-
miques, ainsi qu’en titres de cre´ance et instruments du marche´ mone´taire. Il per-
met d’assurer une protection de la valeur liquidative a` l’e´che´ance.
La ponde´ration de ces deux sous-portefeuilles prend en compte le sce´nario d’e´vo-
lution des marche´s financiers et est re´gulie`rement re´ajuste´e de manie`re a` respecter
les contraintes de garantie a` l’e´che´ance du produit. En particulier, pour pre´server
la garantie, la strate´gie d’investissement consiste a` suivre les facteurs de risque de
l’actif dynamique ainsi que l’e´volution des taux d’inte´reˆt de manie`re a` de´terminer la
proportion d’actif dynamique autorise´e.
Le poids maximal du sous-portefeuille “actif risque´” est encadre´ par des re`gles is-
sues de la technique d’assurance de portefeuille. Il est re´e´value´ en permanence afin
d’obtenir la valeur liquidative garantie a` l’e´che´ance du fonds. Il est ainsi fonction
de l’e´cart entre la valeur liquidative et la valeur actualise´e de la valeur liquidative
garantie (dite “valeur plancher”), et de´pend e´galement d’hypothe`ses de perte poten-
tielle maximale sur les diffe´rents marche´s composant l’univers d’investissement du
FCP.
Ainsi selon les circonstances du marche´, le ge´rant peut eˆtre amene´ a` investir la to-
talite´ du fonds dans l’actif non risque´, ou inversement dans l’actif dynamique.
Si la part investie en actif dynamique repre´sente 100% de l’actif, ceci va e´videmment
permettre de maximiser le potentiel de performance du fonds.
Par contre en cas d’e´volution extreˆmement de´favorable des marche´s, la valeur li-
quidative devenant tre`s proche de la valeur plancher, le FCP est susceptible d’eˆtre
totalement de´sinvesti des sous-portefeuilles et d’eˆtre alors inte´gralement et de´finiti-
vement investi en instruments de taux destine´s a` permettre a` la valeur liquidative
de converger vers la valeur liquidative garantie. On parle alors de “mone´tarisa-
tion”. De`s lors, la valeur liquidative du fonds refle`tera par construction et jusqu’a`
l’e´che´ance du produit, la valeur actualise´e de la garantie.
Ceci a e´videmment pour inconve´nient de ne pas pouvoir be´ne´ficier d’un e´ventuel
rebond des marche´s dans la pe´riode qui pre´ce`de la date de garantie.
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Profil de risque.
Les instruments financiers dans lesquels est investi le FCP sont se´lectionne´s par la
socie´te´ de gestion et connaissent les e´volutions et ale´as du marche´.
Les principaux risques auxquels s’expose l’investisseur (y compris par le biais des
OPCVM et fonds d’investissement dans lesquels le portefeuille est investi) sont :
• le risque de perte d’opportunite´ dans le cas ou` le FCP, a` la suite d’e´volutions
tre`s de´favorables des marche´s, a e´te´ conduit a` eˆtre totalement de´sinvesti du por-
tefeuille “actif risque´” et ce jusqu’a` la date de garantie et sans avoir la possibilite´
d’y eˆtre de nouveau investi (proce´dure de mone´tarisation).
• le risque actions : Le FCP peut investir dans des indices ou actions, y compris
des actions de petites capitalisations. Si ces actions ou indices, auxquels le FCP
est expose´ baissent, la valeur liquidative du fonds peut baisser dans la limite de
la protection accorde´e.
En raison de leurs caracte´ristiques spe´cifiques, les actions de petites capitalisations
peuvent pre´senter des risques de liquidite´ et de volatilite´ pour les investisseurs.
• le risque de taux : Il s’agit du risque de baisse des instruments de taux de´coulant
des variations de taux d’inte´reˆt.
Ainsi si le FCP investit dans des actifs obligataires, sa valeur liquidative baisse en
cas de hausse des taux d’inte´reˆt de la courbe des emprunts d’Etat.
• le risque de cre´dit : Il s’agit du risque de baisse des titres e´mis par un e´metteur
prive´ ou de de´faut de ce dernier. La valeur des titres de cre´ance dans lesquels est
investi le FCP peut baisser entraˆınant une baisse de la valeur liquidative dans la
limite de la protection.
• le risque de change : Si le FCP investit dans des actifs libelle´s dans une devise
autre que l’euro, sa valeur liquidative peut baisser en cas de variations sur les
marche´s des devises.
• risque e´conomique : notons aussi que la garantie porte sur le capital initiale-
ment investi (hors commission de souscription) et ne tient pas compte de l’infla-
tion.
• risques lie´s au style de gestion : le style de gestion discre´tionnaire applique´
au fonds repose sur l’anticipation de l’e´volution des diffe´rents marche´s (actions,
obligations) et/ou sur la se´lection des valeurs. Il existe un risque que l’OPCVM ne
soit pas investi a` tout moment sur les marche´s ou les valeurs les plus performantes.
Ainsi, en fonction de la performance du FCP a` la date de garantie, la valeur liquida-
tive calcule´e a` la date de garantie (VLDG) peut eˆtre supe´rieure ou e´gale a` la valeur
liquidative garantie.
Au cours de la vie du FCP, la valeur liquidative est soumise a` l’e´volution des marche´s
financiers et peut donc eˆtre infe´rieure a` la valeur liquidative garantie.
Les porteurs, quelle que soit la date de souscription de leurs parts, demandant le
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rachat de ces meˆmes parts sur la base d’une valeur liquidative autre que la VLDG,
ne be´ne´ficient plus de la garantie. Celle-ci est en effet seulement accorde´e aux por-
teurs conservant leurs parts jusqu’a` l’e´che´ance du fonds. Par ailleurs, seules les parts
souscrites avant la fin de la pe´riode de commercialisation ont un capital garanti a`
l’e´che´ance.
VI.3 Proble`me d’optimisation de martingale
Nous expliquons d’abord dans la section VI.3.1 les notions de fonction d’utilite´ et
d’aversion pour le risque. Ensuite, nous nous posons dans la section VI.3.2 un pro-
ble`me d’assurance de portefeuille ou` l’investisseur cherche a` maximiser l’espe´rance
de son utilite´ terminale. Les strate´gies admissibles auto-financ¸antes sont des mar-
tingales locales et doivent dominer un certain processus de plancher a` toute date
interme´diaire jusqu’a` l’e´che´ance du fonds. Dans la section VI.3.3, nous reformulons
ce proble`me en termes d’ordre convexe, de manie`re a` ne plus avoir a` spe´cifier les
crite`res d’utilite´ et nous le re´solvons a` l’aide des re´sultats du chapitre V.
VI.3.1 Fonction d’utilite´ et aversion pour le risque
Tous les individus n’ont pas le meˆme comportement face au risque et cette diffe´rence
correspond a` des degre´s diffe´rents d’aversion pour le risque. Comment caracte´riser
cette aversion ?
L’un des enjeux majeurs de la the´orie e´conomique est de parvenir a` mode´liser le com-
portement des agents face a` une situation donne´e. Pour ce faire, les e´conomistes ont
recours au concept d’utilite´ qui, a` l’origine, a e´te´ e´voque´ par Bernouilli au XVIIe`me
sie`cle puis introduit par Le´on Walras au de´but du XXe`me sie`cle. Walras, inge´nieur
de formation, a voulu appliquer a` l’e´conomie les concepts de la physique. Il s’est
ainsi inspire´ de l’e´nergie potentielle des physiciens pour de´finir l’utilite´ d’un agent
e´conomique. L’ide´e est la meˆme qu’en physique : on repre´sente le degre´ de satisfac-
tion d’un individu par une fonction re´elle, ce qui est plus facile a` manipuler.
Vient alors le proble`me suivant : comment l’agent de´termine-t-il ses choix a` partir
de sa fonction d’utilite´ ? Ou plutoˆt au moyen de quel crite`re l’agent va-t-il prendre
ses de´cisions ?
Le proble`me est de de´finir un crite`re de de´cision simple qui rende compte le mieux
possible du comportement des agents en environnement incertain. Il est clair que le
crite`re retenu doit eˆtre une fonction de l’utilite´. Les e´conomistes conside`rent que la
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fac¸on la plus “rationnelle” de se comporter est de recourir a` un calcul d’espe´rance
d’utilite´. Les fondements axiomatiques de ce mode`le ont e´te´ propose´s pour la pre-
mie`re fois par von Neumann et Morgenstern (1947) [MvN47]. Ce mode`le pre´sente
beaucoup d’avantages pratiques et reste le plus utilise´ dans tous les domaines de
la the´orie e´conomique inte´grant le facteur risque (finance, assurance, the´orie des
enche`res, the´orie de la firme, e´conomie de l’environnement ou de la sante´ ...). La
the´orie de la demande d’assurance s’est notamment de´veloppe´e sur la base du mo-
de`le d’espe´rance d’utilite´. Ce dernier a la particularite´ de se´parer les probabilite´s
des utilite´s des conse´quences mone´taires correspondantes et d’avoir une fonction-
nelle repre´sentant les pre´fe´rences, alors que celle-ci est line´aire dans les probabilite´s.
A partir d’une axiomatique qui lui est propre, le mode`le d’espe´rance d’utilite´ permet
ainsi de repre´senter les pre´fe´rences des agents d’une fac¸on e´le´gante dans un univers
risque´.
La fonction d’utilite´ de von Neumann-Morgenstern u est strictement croissante,
concave (aversion pour le risque), de classe C2 (deux fois continuˆment diffe´rentiable),
telle que limx→0 u′(x) = −∞, limx→−∞ u′(x) = 0.
Dans la the´orie de l’espe´rance d’utilite´, la de´croissance de l’utilite´ marginale et l’aver-
sion pour le risque se traduisent par la concavite´ de la fonction d’utilite´ repre´sentant
les pre´fe´rences. Plus pre´cise´ment, plus u est concave, plus l’agent est averse au risque.
Lorsque u est line´aire, l’agent est neutre au risque. Nous avons alors :
u(E[X]) = E[u(X)].
Dans ce cas, les choix de l’agent se basent sur l’espe´rance mathe´matique de la richesse
terminale.
Rappelons ici les de´finitions des notions d’aversions pour le risque et pour un ac-
croissement de risque.
• Aversion pour le risque : un agent a de l’aversion pour le risque (ou est adver-
saire du risque) s’il pre´fe`re a` toute loterie le gain de son espe´rance mathe´matique
avec certitude.
Il s’agit donc d’un parame`tre mesurant la tendance a` e´viter la variabilite´ des ren-
dements. Pour une variabilite´ des rendements donne´e, un investisseur exigera un
rendement moyen d’autant plus e´leve´ que son aversion au risque est e´leve´e.
• Aversion pour un accroissement de risque : un agent a de l’aversion pour
un accroissement de risque si, quelles que soient deux variables ale´atoires telles que
l’une se de´duit de l’autre par un e´talement a` moyenne constante, il pre´fe`re toujours
la moins e´tale´e.
Etant donne´es deux variables ale´atoires X et Y , on dira que Y se de´duit de X par
un e´talement a` moyenne constante, si E[X] = E[Y ] et X domine Y au sens de la
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dominance stochastique du second ordre5.
Ainsi, la notion d’accroissement de risque est directement associe´e a` la dominance
stochastique d’ordre deux. Un agent adversaire d’un accroissement du risque sera
aussi adversaire du risque. La re´ciproque est fausse.
Dans le cadre du mode`le de l’espe´rance d’utilite´, ces deux notions d’aversion pour
le risque sont e´quivalentes a` la meˆme proprie´te´ de concavite´ de la fonction d’utilite´.
La de´croissance de l’utilite´ marginale incite l’investisseur a` rechercher le meilleur
compromis entre risque et rendement.
Le lecteur inte´resse´ pourra consulter par exemple l’article [Gay04] pour de plus
amples de´tails sur le sujet.
VI.3.2 Cadre de l’assurance de portefeuille
Tout au long de ce chapitre, l’incertitude est mode´lise´e par un espace de probabilite´
filtre´ (Ω,F ,P) satisfaisant les conditions usuelles, c’est-a`-dire {Ft} est une famille
de sous-tribus de F croissante, continue a` droite et F0 contient tous les e´ve´nements
P-ne´gligeables dans F . Nous supposons e´galement que {Ft} est quasi-continue a`
gauche. On pourra conside´rer une filtration Brownienne dans une premie`re lecture,
de fac¸on a` ce que toutes les martingales soient continues. Toutefois, ce chapitre
propose un cadre plus ge´ne´ral qui recouvre aussi bien le cas continu que le cas
discontinu (mouvement Brownien ge´ome´trique, processus de Le´vy, etc.). L’horizon
du proble`me est un temps d’arreˆt note´ ζ et peut eˆtre infini. Tous les processus sont
suppose´s de´finis jusqu’a` l’horizon du proble`me, meˆme si ce dernier n’est pas fini.
Comme d’habitude, un temps d’arreˆt peut prendre des valeurs infinies.
En finance, le proble`me de “trouver le plus petit portefeuille” dominant un obstacle
(Xt) (suppose´ borne´ ou plus ge´ne´ralement de la classe (D), c’est-a`-dire, domine´ par
une martingale uniforme´ment inte´grable) est classique et se rapporte en ge´ne´ral a`
un proble`me d’option de style Ame´ricain.
Dans l’environnement risque-neutre, les portefeuilles auto-financ¸ants6 sont des mar-
tingales locales. Comme l’inf de deux martingales est une surmartingale, le proble`me
admet toujours une solution dans la classe des surmartingales, appele´e “enveloppe
de Snell”.
5Nous avons observe´ au chapitre V que la dominance stochastique du second ordre est e´quiva-
lente a` l’ordre convexe de´croissant, et lorsque les espe´rances sont e´gales, l’ordre de´croissant convexe
revient simplement a` l’ordre convexe.
6Les variations de la valeur d’un portefeuille auto-financ¸ant sont uniquement dues a` celles des
actifs (autrement dit, sont exclus l’apport exte´rieur d’argent ou une consommation).
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Pour pouvoir se´lectionner une “martingale” optimale (et non une “surmartin-
gale” optimale), nous introduisons un crite`re d’utilite´ sur la valeur terminale de
la martingale. Notons que toute martingale dominant un processus de plancher X
domine force´ment son enveloppe de Snell Z et il est donc naturel de conside´rer le
proble`me suivant d’optimisation de martingale avec un plancher surmartingale :
max
Mt
EP{u(Mζ), avec Mt martingale > Zt ∀t ∈ [0, ζ] et M0 donne´e},
ou` u de´signe une fonction d’utilite´ ge´ne´rale (concave, strictement croissante, de´finie
sur R+) et la surmartingale Z est suppose´e borne´e, ou domine´e par une martingale
uniforme´ment inte´grable.
La solution du proble`me non-contraint ne de´pend pas de la fonction d’utilite´. En
effet, graˆce a` la concavite´ de u, nous avons
E[u(Mζ)] 6 u(E[Mζ ]) = u(M0),
pour toute martingale (Mt) et par suite, la strate´gie optimale est de ne rien faire.
De fac¸on similaire, lorsque les contraintes jouent, nous voudrions trouver une solu-
tion qui ne de´pend pas de la forme de u, surtout que le choix de la fonction d’utilite´
est loin d’eˆtre simple. Il n’est pas e´vident, en effet, de trouver une mesure explicite de
la satisfaction d’un investisseur pour ses actifs financiers en fonction de son aversion
au risque.
Ces observations nous conduisent a` la notion d’ordre stochastique convexe (ou
concave) (cf. chapitre V). Nous avons en effet besoin d’un ordre plus fort que celui
des valeurs espe´re´es pour comparer des distributions entie`res de probabilite´. L’ordre
stochastique re´pond a` cet objectif et nous permet d’effectuer les comparaisons sto-
chastiques souhaite´es.
VI.3.3 Formulation et re´solution du“nouveau”proble`me de mar-
tingale
Munis de l’ordre stochastique convexe de´fini au chapitre V, nous sommes en mesure
de reformuler le proble`me d’optimisation sous contraintes en termes d’ordre convexe.
Observons d’abord qu’en raison de la proprie´te´ de surmartingale de Z, le capital
initial permettant a` l’investisseur de dominer le plancher doit eˆtre au moins e´gal a`
Z0.
Introduisons l’ensemble suivant des martingales admissibles :
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MZ = {(Mt)t>0 martingale uniforme´ment P−inte´grable |
M0 = Z0 et Mt > Zt ∀t ∈ [0, ζ]
}
.
Comme il a de´ja` e´te´ mentionne´ au chapitre V, cet ensemble n’est pas vide puisqu’il
contient de´ja` la martingale MAt = Zt + At associe´e a` la de´composition de Doob-
Meyer de Z (A e´tant un processus croissant pre´visible partant de 0).
Nous avons pour objectif de trouver la plus petite martingale M⊥ dans MZ par rap-
port a` l’ordre stochastique convexe sur la valeur terminale. Autrement dit,
M⊥ζ 6cx Mζ pour toutes les martingales (Mt)06t6ζ dans MZ.
Comme nous allons voir dans l’exemple suivant, la solution peut se de´crire de manie`re
explicite dans le cadre de Black-Scholes a` horizon infini.
VI.3.3.1 Formules ferme´es dans le cadre d’un mouvement Brownien ge´ome´-
trique
Supposons que la surmartingale Z est un mouvement Brownien ge´ome´trique de drift
ne´gatif :
dZt
Zt
= −rdt+ σdWt, Z0 = x > 0.
Supposons que la maturite´ ζ est infinie et introduisons la notation Z∗s,t = sups6u6t Zu.
Comme les accroissements relatifs de Z sont inde´pendants,
E
[
Z∗t,∞|Ft
]
= ZtE
[
sup
t6u
Zu
Zt
|Ft
]
= ZtE
[
sup
06u
Zu+t
Zt
|Ft
]
=
Zt
x
E
[
Z∗0,∞
]
.
Il en de´coule que
Zt = bE
[
Z∗t,∞|Ft
]
et
1
b
=
1
x
E
[
sup
06u
Zu
]
= E
[Z∗0,∞
x
]
. (VI.1)
The´ore`me VI.1
La martingale
M⊕t := bE
[
Z∗0,∞|Ft
]
de la de´composition Max-Plus de Z est la plus petite martingale dansMZ par rapport
a` l’ordre stochastique convexe sur la valeur terminale.
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Preuve - VI.1 -
L’optimalite´ rele`ve de la preuve ge´ne´rale du the´ore`me VI.3 (qui reprend le the´o-
re`me V.2 du chapitre V). 
Comme la loi de Z∗0,∞ est bien connue (cf. lemme V.4), il existe une formule fer-
me´e pour M⊕t comme fonction de (Zt, Z
∗
0,t). Nous rappelons ici le re´sultat de la
proposition V.5 qui de´crit explicitement la martingale optimale M⊕.
Proposition VI.2
1. Le processus de plancher Z et la solution optimale M⊕ sont de la forme
Zt =
γ − 1
γ
E
[
Z∗t,∞|Ft
]
et M⊕t =
γ − 1
γ
Z∗0,t
[ 1
γ − 1
( Zt
Z∗0,t
)γ
+1
]
:= φ(Zt, Z
∗
0,t).
2. En tant que martingale, M⊕t peut se repre´senter comme une inte´grale stochas-
tique :
dM⊕t =
( Zt
Z∗0,t
)γ−1
σZtdWt =
( Zt
Z∗0,t
)γ−1
dMAt ,
ou` MA de´signe la martingale de la de´composition Doob-Meyer de Z.
La figure VI.1 repre´sente la martingale M⊕ de la de´composition Max-Plus de Z et
la martingale de Doob-Meyer MA, sur une trajectoire possible de Z. Nous pouvons
observer en particulier que MA est plus volatile que M⊕. Ceci s’explique par le fait
que M⊕ est la plus petite martingale par rapport a` l’ordre convexe sur la valeur
terminale. Elle est donc force´ment moins risque´e et colle plus au plancher Z.
Ainsi, en cas de forte chute du plancher, la martingale optimale parvient a` controˆler
sa baisse et a` se maintenir a` un niveau assez stable.
VI.3.3.2 Re´sultat principal
A pre´sent, nous nous posons la meˆme question dans un cadre plus ge´ne´ral ou` la
maturite´ ζ n’est plus ne´cessairement infinie et le processus de plancher Z n’e´volue
plus suivant un mouvement Brownien ge´ome´trique. Toutefois, il de´finit encore une
surmartingale.
The´ore`me VI.3
Conside´rons un horizon ζ et une surmartingale ca`dla`g Z = (Zt)06t6ζ de la classe
(D), qui admet la de´composition Max-Plus suivante :
Zt = E
[
sup
t6u6ζ
Lu|Ft
]
, 0 6 t 6 ζ, (VI.2)
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Fig. VI.1 – Comparaison des martingales M⊕ et MA sur une trajectoire possible
de Z, Brownien ge´ome´trique de parame`tres (−r = −0.04, σ = 0.2).
ou` L =
(
Lt
)
06t6ζ
est un processus optionnel, semi-continu supe´rieurement a` droite.
Soit M⊕ la martingale associe´e a` la de´composition Max-Plus de Z de´finie par
M⊕t = E
[
sup
06u6ζ
Lu|Ft
]
, 0 6 t 6 ζ.
Alors, M⊕ est la plus petite martingale dans MZ par rapport a` l’ordre stochastique
convexe. En d’autres termes,
E[g(M⊕ζ )] 6 E[g(Mζ)]
pour toute martingale M dans MZ (Mt > Zt ∀t ∈ [0, ζ], M0 = Z0) et toute
fonction convexe g pour laquelle les espe´rances pre´ce´dentes sont bien de´finies.
Remarque VI.4
Ce the´ore`me a de´ja` e´te´ prouve´ au chapitre V (voir the´ore`me V.2). Nous pre´sentons
ici une autre preuve de l’optimalite´ de M⊕ base´e essentiellement sur l’observation
que M⊕ζ est e´gale a` la valeur terminale d’un processus croissant. Ce genre d’argument
a e´te´ introduit pour la premie`re fois par El Karoui et Jeanblanc dans [KJP98].
Preuve - VI.4 -
Nous utilisons dans la preuve du the´ore`me la condition de flat-off ve´rifie´e par le
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running supremum L∗0,t = sup06u6t Lu (voir II.7). Cette proprie´te´ est repre´cise´e
dans le lemme suivant :
Lemme VI.5
L∗0,t := sup06u6t Lu est un processus croissant qui ve´rifie la condition de flat-off∫
[0,ζ]
(M⊕t − Zt)dL∗0,t = 0.
Autrement dit, il croˆıt uniquement aux instants t 6 ζ tels que M⊕t = Zt.
Preuve - VI.5 -
(L∗0,t) est bien e´videmment un processus croissant. Soit t un point de croissance de
(L∗0,t).
Si t < ζ, il ve´rifie force´ment sup06s6ζ Ls = supt6s6ζ Ls, et par suite M
⊕
t = Zt.
Si t = ζ, nous avons L∗0,ζ− < Lζ , sinon le processus croissant ne sauterait pas en
ζ. Or Lζ = Zζ par de´finition de Z (cf. (VI.2)) et M
⊕
ζ = L
∗
0,ζ− ∨ Lζ . Il en de´coule
imme´diatement que M⊕ζ = Zζ et la condition de flat-off est bien ve´rifie´e. 
Suite de la preuve du the´ore`me VI.3.
Soit (Mt) un e´le´ment arbitraire de MZ. Nous allons prouver que M⊕ζ 6cx Mζ .
Soit g une fonction convexe a` valeurs re´elles, pour laquelle les espe´rances E[g(Mζ)]
et E[g(M⊕ζ )] sont bien de´finies. La convexite´ de g entraˆıne
E[g(Mζ)]− E[g(M⊕ζ )] > E[g′(M⊕ζ )(Mζ −M⊕ζ )] = E[g′(L∗0,ζ)(Mζ −M⊕ζ )].
Nous utilisons la re`gle diffe´rentielle classique pour les processus a` variation finie ; il
est commode d’introduire la de´rive´e discre`te de g ′, g′′d de´finie par{
g′′d(x, δ) =
1
δ
(
g′(x+ δ)− g′(x)), si δ 6= 0
g′′d(x, 0) = g
′′(x), si δ = 0.
Il vient alors
g′(L∗0,ζ) = g
′(L∗0,0) +
∫ ζ
0
g′′d(L
∗
0,s−,∆L
∗
0,s) dL
∗
0,s,
et par suite
E[g′(L∗0,ζ)(Mζ −M⊕ζ )] =E[g′(L∗0,0)(Mζ −M⊕ζ )]
+ E
[ ∫ ζ
0
(Mζ −M⊕ζ ) g′′d(L∗0,s−,∆L∗0,s) dL∗0,s
]
. (VI.3)
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Notons que g′′d(L
∗
0,s−
,∆L∗0,s) dL
∗
0,s est Fs-adapte´ a` chaque instant s. Nous pouvons
donc remplacer dans l’inte´grale (VI.3), la valeur terminale de la martingale M−M⊕
par son espe´rance conditionnelle par rapport a` la filtration Fs, c’est-a`-dire, Ms−M⊕s .
Nous obtenons finalement l’identite´ suivante :
E[g′(L∗0,ζ)(Mζ −M⊕ζ )] =E[g′(L∗0,0)(Mζ −M⊕ζ )]
+ E
[ ∫ ζ
0
(Ms −M⊕s ) g′′d(L∗0,s− ,∆L∗0,s) dL∗0,s
]
.
Maintenant comme g est une fonction convexe, g′′d est positive. Par ailleurs d’apre`s
le lemme VI.5, (L∗0,t) croˆıt uniquement aux instants t 6 ζ ou` M
⊕
t = Zt. Ainsi,∫ ζ
0
(Ms −M⊕s )g′′d(L∗0,s−,∆L∗0,s) dL∗0,s =
∫ ζ
0
(Ms − Zs) g′′d(L∗0,s− ,∆L∗0,s) dL∗0,s > 0.
Par conse´quent, ces conside´rations impliquent que
E[g′(L∗0,ζ)(Mζ−M⊕ζ )] > E[g′(L∗0,0)(Mζ−M⊕ζ )] = E[g′(L∗0,0)(M0−M⊕0 )] = 0. (VI.4)
Si nous conside´rons plutoˆt l’ordre convexe de´croissant, nous avons e´galement
E[g′(L∗0,ζ)(Mζ − M⊕ζ )] > 0 puisque g′(L∗0,0) 6 0 (par la de´croissance de g) et
M0 > M
⊕
0
7.
Ainsi E[g(Mζ)] > E[g(M
⊕
ζ )] et la martingale M
⊕ est bien optimale.
Il est a` noter que les (in)e´galite´s pre´ce´dentes restent valables pour des fonctions g
non -re´gulie`res. Tout ce dont nous avons besoin est de conside´rer les de´rive´es au sens
des distributions et non au sens strict. 
VI.4 Application a` l’assurance de portefeuille : pro-
ble`me “ge´ne´ral” d’optimisation sous contraintes
Certains produits re´els d’assurance promettent un revenu minimum garanti ou une
certaine richesse donne´e. Ces contraintes de garantie doivent eˆtre respecte´es inde´-
pendamment des conditions du marche´. Ainsi, les vendeurs de tels produits doivent
choisir une bonne strate´gie de portefeuille qui performe meˆme dans le pire sce´nario
envisageable.
7Si nous conside´rons l’ordre convexe de´croissant (ou de manie`re e´quivalente l’ordre concave
croissant), la valeur initiale d’une martingale admissible quelconque ne doit pas exce´der la valeur
initiale de toute solution optimale du proble`me. Elle doit eˆtre e´galement supe´rieure ou e´gale a` Z0.
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Comme il a de´ja` e´te´ mentionne´, les strate´gies traditionnelles tentent ge´ne´ralement
de maximiser un crite`re d’utilite´ espe´re´e concave croissante, lie´e a` des pre´fe´rences
individuelles.
Nous nous inte´ressons ici a` un proble`me pratique d’optimisation de portefeuille, ou`
le ge´rant a pour but de dominer un certain plancher (Kt) sur toute la dure´e de vie
du fonds.
En pratique, Kt peut eˆtre soit de´termine´ a` l’avance, soit relie´ a` un processus de
benchmark donne´. Lorsque Kt ne de´pend pas d’un benchmark de marche´, il s’agit
d’une garantie en capital. Dans le cas contraire, il s’agit plutoˆt d’une garantie en
termes de performance. Dans ce cas, le ge´rant a pour but de battre la performance
du benchmark sur toute la dure´e de vie du fonds, selon l’aversion au risque de
l’investisseur.
Par exemple, un fonds peut garantir une part α de la performance d’un indice It
(α e´tant une proportion fixe´e entre 0 et 100%), et en meˆme temps l’investisseur
peut se voir garantir une proportion β = 90% de son investissement initial, non
capitalise´. Autrement dit, la valeur courante Vt du fonds doit ve´rifier la contrainte :
Vt > Kt = sup
(
βV0, α
It
I0
)
.
Des proble`mes similaires apparaˆıssent lorsque des investisseurs institutionnels sont
soumis a` des contraintes le´gales, leur imposant que la valeur liquidative du fonds ne
descende pas en dessous d’un certain seuil jusqu’a` l’e´che´ance.
En pratique, la premie`re e´tape dans la gestion des fonds d’investissement ou des
fonds de pension, est de de´finir une allocation strate´gique lie´e a` un horizon fini.
Selon l’aversion au risque de l’investisseur, le ge´rant fixe la proportion d’indices,
actions et obligations a` placer dans un portefeuille bien diversifie´ de valeur courante
St.
Dans un cadre mathe´matique, (St) de´signe le portefeuille optimal pour le proble`me
non-contraint associe´, avec une fonction d’utilite´ donne´e.
VI.4.1 Proble`me“non-contraint” et changement de nume´raire
Conside´rons un marche´ financier complet, standard au sens de Karatzas-Shreve (cf.
les de´finitions 1.3, 5.1, 6.1 et le the´ore`me 6.6 du premier chapitre de [KS98]). Tout au
long de cette section, nous supposerons que l’horizon ζ est un temps d’arreˆt borne´ :
0 6 ζ 6 T . Rappelons ci-dessous les de´finitions de Karatzas-Shreve concernant les
notions de marche´ financier standard et complet.
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• Rappels :
De´finition VI.1
Un marche´ financier est dit standard si
(i) il est viable, c’est-a`-dire sans opportunite´ d’arbitrage (pas de possibilite´ de faire
des be´ne´fices sans prendre de risque) ;
(ii) le nombre N des actifs risque´s ne de´passe pas la dimension D du mouvement
Brownien sous-jacent ;
(iii) le processus de la prime de risque D-dimensionnel, progressivement mesurable
λ(.) satisfait ∫ ζ
0
||λ(t)||2dt <∞ presque suˆrement ;
(iv) la martingale positive locale
Z0(ζ) := exp
{− ∫ t
0
λ′(s)dW (s)− 1
2
||λ(s)||2ds}, 0 6 t 6 ζ,
est une vraie martingale.
Pour un marche´ standard, on peut de´finir une mesure martingale standard Q sur Fζ
par
Q(A) := EP[Z0(ζ)1A], ∀A ∈ Fζ .
Un ensemble de Fζ est Q-ne´gligeable si et seulement si, il est P-ne´gligeable. On dit
alors que Q et P sont e´quivalentes sur Fζ .
De´finition VI.2
Soient S0(t) le prix a` l’instant t de l’actif non risque´ (avec S0(0) = 1), B une variable
ale´atoire Fζ-mesurable telle que B
S0(ζ)
soit presque suˆrement minore´e et
x := EQ
[ B
S0(ζ)
]
<∞. (VI.5)
(i) B est dit atteignable (ou simulable), s’il existe une strate´gie de portefeuille
auto-financ¸ante pi, de valeur initiale x, dont le processus de richesse associe´ ve´rifie
X(ζ) = B ; c’est-a`-dire,
B
S0(ζ)
= x +
∫ ζ
0
1
S0(u)
pi′(u)σ(u)dW0(u) p.s.,
ou` σ(.) de´signe le processus de volatilite´.
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(ii) Le marche´ financier est dit complet si toute variable ale´atoire Fζ-mesurable,
avec
B
S0(ζ)
minore´e et ve´rifiant (VI.5), est atteignable. Sinon, on dit que le marche´
est incomplet.
Ainsi dans un marche´ standard, il existe une probabilite´ e´quivalente a` la probabilite´
historique, sous laquelle les processus des prix actualise´s des actifs de base sont des
martingales.
Dans un marche´ complet, une telle probabilite´ est unique, on l’appelle la probabilite´
risque neutre ou mesure-martingale.
Par souci de simplicite´, nous ne de´crivons pas ici en de´tail le cadre de notre e´tude.
Nous retenons uniquement les e´le´ments essentiels :
• Le processus de densite´ du prix d’e´tat Ht de´finit une semi-martingale continue,
strictement positive, telle que H0 = 1. Il peut se repre´senter comme le produit
du facteur d’actualisation et de la densite´ du changement de probabilite´ risque-
neutre. Nous supposons de plus qu’il existe δ > 1 telle que
E[H−δζ ] < +∞. (VI.6)
• Un portefeuille admissible auto-financ¸ant de valeur courante Vt est une semi-
martingale continue telle que
1. Vt > 0 pour tout t ∈ [0, ζ],
2. HtVt est une martingale uniforme´ment inte´grable sous P et non uniquement
une martingale locale. Elle ve´rifie, par conse´quent, la contrainte budge´taire
E[HζVζ ] = V0.
• Comme le marche´ est suppose´ complet, tout actif contingent positif ξ ∈ Fζ
ve´rifiant E[ξµ] < +∞ pour une certaine constante µ > 1, est la valeur terminale
d’un portefeuille admissible. Autrement dit, il existe V ξ tel que V ξζ = ξ et V
ξ
0 =
E[ξHζ].
Conside´rons maintenant le proble`me suivant “non-contraint” d’un investisseur qui
cherche a` maximiser un crite`re d’utilite´ espe´re´e
sup
Vt
E{u(Vζ), (Vt) portefeuille admissible auto-financ¸ant et V0 = x}, (VI.7)
ou` l’espe´rance est calcule´e sous la probabilite´ historique P. Supposons qu’il existe
une strate´gie admissible de valeur terminale V ∗ζ , telle que
u′(V ∗ζ ) = λHζ(λ > 0), E[u(V
∗
ζ )] < +∞ et E[HζV ∗ζ ] = x,
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alors cette strate´gie est optimale.
En effet, comme u est une fonction concave,
u(y)− u(x) 6 u′(x)(y − x) pour tout couple (x, y),
et par suite
E[u(Vζ)]−E[u(V ∗ζ )] 6 λE[Hζ(Vζ − V ∗ζ )] 6 λ(x− x) = 0.
Remarque VI.6
La the´orie de l’optimisation (voir [KS98]) permet de montrer que la solution du
proble`me non-contraint de richesse initiale x, note´e V ∗, doit ve´rifier la condition
d’utilite´ marginale
u′(V ∗ζ ) = λHζ,
ou` λ est un parame`tre appele´ multiplicateur de Lagrange. Il est comple`tement de´ter-
mine´ par la contrainte budge´taire E[Hζ u
′−1(λHζ)] = x.
La situation classique, ou` V ∗ est connue pour eˆtre une strate´gie optimale sous les
hypothe`ses pre´ce´dentes, est le cas de fonctions d’utilite´ de type puissance CRRA
(aversion relative au risque constante).
Supposons alors que l’agent est muni d’une fonction d’utilite´ u de type puissance
de´finie par :
uα(x) =
x1−α
1− α pour tout x ∈ R
+,
avec 1
1+δ
< α < 1 (δ introduit dans (VI.6)), de manie`re a` ce que toutes les conditions
d’inte´grabilite´ pre´ce´dentes soient satisfaites.
De plus, l’ine´galite´ E[uα(Vζ)] < +∞ est simple a` ve´rifier pour toutes les strate´-
gies admissibles auto-financ¸antes (Vt). Pour cela, posons δ =
1− α
α
λ avec λ > 1.
Appliquons ensuite l’ine´galite´ de Ho¨lder. Il vient
E[uα(Vζ)] =
1
1− αE
[
H
−(1−α)
ζ (HζVζ)
1−α]
6
1
1− αE
[
H
− 1−α
α
λ
ζ
]α
λ E
[
(HζVζ)
(1−α)να] 1να ,
ou` να est de´finie par
1
να
+
α
λ
= 1, c’est-a`-dire να =
λ
λ− α . En posant β :=
1− α
1− α
λ
,
nous obtenons l’ine´galite´ suivante :
E[uα(Vζ)] 6
1
1− αE
[
H−δζ
]α
λ E
[
(HζVζ)
β
]λ−α
λ .
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Comme (HtVt) est une martingale uniforme´ment inte´grable et f : x 7→ xβ est une
fonction concave sur R, f(HtVt) est une surmartingale et par suite
E[f(HζVζ)] 6 f(H0V0) = 1.
Cette dernie`re ine´galite´ en conjonction avec l’hypothe`se (VI.6) implique aise´ment
que E[uα(Vζ)] <∞ pour tout portefeuille admissible (Vt).
Graˆce a` la comple´tude du marche´,
H
− 1
α
ζ
E(H
1− 1
α
ζ )
est atteignable par un portefeuille
admissible auto-financ¸ant St, tel que HtSt est une martingale de valeur initiale 1.
Ainsi, la valeur terminale de la strate´gie optimale V ∗ζ est de la forme
V ∗ζ = λ
− 1
αH
− 1
α
ζ = x
H
− 1
α
ζ
E(H
1− 1
α
ζ )
.
Elle est donc proportionnelle a` la valeur initiale investie dans le fonds, et le porte-
feuille optimal associe´ a` la richesse initiale x est simplement
V ∗t = xSt.
Graˆce a` la proprie´te´ de martingale du processus positif continu MSt := HtSt, nous
pouvons introduire une nouvelle mesure de probabilite´ QS e´quivalente a` P. QS est
de´finie sur Fs par sa densite´ de Radon-Nikodym par rapport a` P :
dQS
dP
= MSζ = HζSζ .
La famille de tribus (Fs) satisfait alors aux conditions habituelles a` QS, aussi bien
qu’a` P. Les ensembles ne´gligeables, les tribus optionnelle et pre´visible sont les meˆmes
pour QS et pour P. Un processus ca`dla`g X est une QS-martingale si et seulement
si le processus XMS est une P-martingale. Il en re´sulte aussitoˆt que X est une
QS-martingale locale si et seulement si XMS est une P-martingale locale.
En choisissant S comme nouveau nume´raire, nous pouvons observer que pour tout
portefeuille admissible Vt, le processus
V St :=
Vt
St
est une martingale uniforme´ment inte´grable sous QS. De plus, la forme particulie`re
de la fonction d’utilite´ uα permet de re´e´crire le crite`re a` maximiser sous la forme
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suivante :
EP[uα(Vζ)] = EQS
[ 1
HζSζ
V 1−αζ
1− α
]
= EQS
[S−αζ
Hζ
1
1− α
(Vζ
Sζ
)1−α]
= EQS
[S−αζ
Hζ
uα
(Vζ
Sζ
)]
= λ′EQS
[
uα
(
V Sζ
)]
,
ou` la dernie`re e´galite´ de´coule de la condition de premier ordre u′α(Sζ) = S
−α
ζ = λ
′Hζ .
Sous la nouvelle probabilite´ QS, le proble`me est de trouver un portefeuille optimal
dans le nume´raire (S), qui maximise le crite`re
max
V St
EQS
{
uα(V
S
ζ ), V
S martingale u.i. et V S0 = x
}
.
Comme nous l’avons note´ dans la section VI.3.2, une strate´gie optimale dans ce cas
est de ne rien faire. Ici, le changement de probabilite´ semble non pertinent. Nous
verrons, cependant, dans la prochaine section comment il peut s’ave´rer extreˆment
utile pour transformer le proble`me classique d’allocation optimale de portefeuille en
un proble`me de martingale sous contraintes. Ceci nous permettra alors d’utiliser nos
re´sultats pre´ce´dents concernant le proble`me de martingale, en vue de trouver une
solution optimale au proble`me d’assurance de portefeuille, dans le monde re´el ou` les
portefeuilles auto-financ¸ants ne sont plus des martingales.
VI.4.2 Proble`me“contraint” : changement de probabilite´ et ca-
racte´risation de la solution optimale
Le but de cette section est de caracte´riser la solution optimale du proble`me de
maximisation de l’utilite´ de la richesse terminale d’un agent, sous des contraintes
de type Ame´ricain. Nous nous restreignons aux fonctions d’utilite´ de type puissance
(CRRA). Nous renvoyons le lecteur a` l’article [KJPL05] par El Karoui-Jeanblanc-
Lacoste, pour une extension des re´sultats aux fonctions d’utilite´ ge´ne´rales.
VI.4.2.1 Fonctions d’utilite´ CRRA
Conside´rons le proble`me suivant d’optimisation sous contraintes, en supposant que
la fonction d’utilite´ uα est de type puissance :
max
Vt
E{uα(Vζ), sous les contraintes Vt > Kt ∀t ∈ [0, ζ] et V0 = x}
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parmi tous les portefeuilles auto-financ¸ants admissibles Vt. Le plancher Kt est un
processus optionnel positif.
Sous la nouvelle probabilite´ QS, le proble`me consiste a` trouver un portefeuille opti-
mal dans le nume´raire (S), qui maximise le crite`re
max
V St
EQS
{
uα(V
S
ζ ), avec V
S
t martingale u.i. >
Kt
St
= Xt ∀t ∈ [0, ζ] et V S0 = x
}
.
(VI.8)
Nous supposons raisonnablement que Xt :=
Kt
St
est un processus optionnel de la
classe (D), continu en espe´rance par rapport a` toute suite de temps d’arreˆt, sous la
probabilite´ QS.
Sous cette forme, le processus de plancher X n’est pas une surmartingale. Cepen-
dant, comme il a de´ja` e´te´ signale´ dans la section VI.3.2, toute martingale dominant
X domine force´ment son enveloppe de Snell ZX , et nous pouvons donc remplacer
X par ZX dans la formulation du proble`me.
De plus, comme le marche´ est suppose´ complet, chaque martingale peut eˆtre vue
comme un portefeuille auto-financ¸ant V S. Ainsi, le proble`me d’optimisation de porte-
feuille peut se formuler comme un proble`me de martingale similaire a` celui introduit
dans la section VI.3.2, avec un obstacle de´fini par la surmartingale ZX .
D’apre`s le chapitre IV, ZX peut se de´composer sous forme d’espe´rance conditionnelle
d’un processus de running supremum :
ZXt = E
[
sup
t6u6ζ
LXu |Ft
]
,
ou` LX est un processus optionnel semi-continu supe´rieurement a` droite, et la mar-
tingale
MX,⊕t = EQS
[
LX,∗0,ζ |Ft
]
= EQS
[
sup
06u6t
LXu |Ft
]
, 0 6 t 6 ζ, (VI.9)
ve´rifie l’ine´galite´ E[g(MX,⊕ζ )] 6 E[g(Mζ)] pour toute fonction convexe g et toute
martingale admissible M . Elle re´sout en particulier le proble`me d’optimisation as-
socie´ a` la fonction d’utilite´ uα, lorsque x = Z
X
0 . Il suffit pour cela de remarquer que
la fonction g = −uα est convexe et par conse´quent
E[uα(M
X,⊕
ζ )] > E[uα(Mζ)], pour toute martingale admissible partant de x = Z
X
0 .
Si maintenant x > ZX0 , nous devons remplacer L
X,∗
0,ζ par L
X,∗
0,ζ ∨ x dans (VI.9) et la
martingale optimale est dans ce cas donne´e par
MX,⊕t (x) = EQS
[
LX,∗0,ζ ∨ x|Ft
]
.
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Si l’on revient au proble`me initial, le portefeuille optimal associe´ s’exprime simple-
ment sous la forme
V ∗t = StM
X,⊕
t (x).
Ainsi, l’influence de la fonction d’utilite´ a e´te´ minimise´e ici, puisqu’elle a juste servi
a` trouver le portefeuille optimal S qui re´sout le proble`me non-contraint.
Pour des fonctions d’utilite´ ge´ne´rales, la proprie´te´ line´aire de la solution optimale
du proble`me (VI.7) n’est plus vraie : la solution optimale ne varie plus line´airement
avec la valeur de la richesse initiale. Dans ce cas, l’article [KJPL05] sugge`re une
solution avec des techniques similaires. La repre´sentation des martingales en tant
qu’espe´rance conditionnelle de la valeur terminale d’un processus croissant joue un
roˆle cle´ dans la re´solution du proble`me.
Liens avec l’exemple de la section VI.3.3
Soit P la probabilite´ historique et Ht le processus du prix d’e´tat de´fini a` partir du
taux d’inte´reˆt r et la prime de risque λ dans un marche´ complet :
dHt
Ht
= −rdt− λdŴt,
ou` Ŵt est un mouvement Brownien sous P.
Comme d’habitude, nous introduisons la probabilite´ risque-neutre Q de densite´
exp(−λŴζ − λ22 ζ) par rapport a` P, de manie`re a` ce que Wt = Ŵt + λt de´finisse
un mouvement Brownien sous Q.
Avec les notations pre´ce´dentes, la valeur terminale du portefeuille optimal (sans
contraintes) est de la forme
Sζ = (λ
′Hζ)−
1
α = exp
[
rζ +
λ
α
Wζ − 1
2
(λ
α
)2
ζ
]
.
Dans ce cadre, la mesure de probabilite´ QS est donne´e par
dQS
dP
= HζSζ = e
−rζSζ
dQ
dP
,
et W St := Wt −
λ
α
t est un QS-mouvement Brownien.
Comme e−rtSt est la martingale de densite´ de QS par rapport a` Q, (e−rtSt)−1 est
une martingale sous QS de la forme
exp
[
−λ
α
W St −
1
2
(λ
α
)2
t
]
.

Chapitre VI Optimisation de portefeuille sous contraintes pour l’ordre convexe
Revenons au proble`me d’assurance de portefeuille et supposons que Kt = K et ζ = T
dans (VI.8). Le processus de plancher Xt =
K
St
est alors une QS-surmartingale note´e
Zt :
dZt
Zt
= −rdt− λ
α
dW St , Z0 = K.
Fig. VI.2 – Une trajectoire possible du plancher Z.
Pour un horizon temporel infini, nous avons montre´ que Zt = bE
[
Z∗t,∞|Ft
]
dans
l’exemple de la section VI.3.3. Par contre pour un horizon fini, la constante b est
remplace´e par une fonction de´terministe du temps, pour laquelle nous n’avons pas
de formule ferme´e :
Zt = E
[
sup
t6s6T
bsZs|Ft
]
et M⊕t = E
[
sup
06s6T
bsZs|Ft
]
.
Le meˆme exemple de la section VI.3.3 donne des formules ferme´es lorsque la ma-
turite´ est infinie. Par conse´quent, lorsque la maturite´ T est suffisamment grande, il
est possible de de´river une solution explicite approximative base´e sur ces formules
ferme´es. Nous devons juste supposer que la solution ne domine plus le processus du
plancher pour tout t dans [0, T ], mais pour tout t > 0.
Conside´rons alors un horizon temporel T suffisamment grand de fac¸on a` pouvoir
de´terminer une formule ferme´e approximative pour la solution du proble`me. D’apre`s
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la proposition VI.2 de la section VI.3.3, Zt ' γ−1γ E[Z∗t,T |Ft] et la strate´gie optimale
est approximativement de la forme
M⊕t '
γ − 1
γ
E[Z∗0,T |Ft] '
γ − 1
γ
sup
0,t
Zu
[ 1
γ − 1
( Zt
sup0,t Zu
)γ
+ 1
]
=
γ − 1
γ
K
inf0,t Su
[ 1
γ − 1
( inf0,t Su
St
)γ
+ 1
]
.
La figure VI.3 repre´sente une approximation de la martingale optimale M⊕ associe´e
au plancher Z de la figure VI.2. Nous pouvons notamment observer que la martin-
gale colle a` son plancher dans les phases de croissance et au voisinage de certains
maxima locaux. En effet comme il a de´ja` e´te´ signale´ au chapitre pre´ce´dent, la mar-
tingale doit revenir au niveau du plancher a` chaque fois que ce dernier atteint un
nouveau maximum (cf. proposition V.5).
Par contre lorsque le plancher connaˆıt une chute, le niveau de la martingale M⊕
baisse e´galement, mais dans une moindre mesure du fait de son optimalite´ par rap-
port a` l’ordre convexe sur les valeurs terminales.
Fig. VI.3 – Approximation de la Martingale Max-Plus M⊕ sur un exemple de tra-
jectoire du processus de plancher Zt =
K
St
.
La solution optimale V ∗t du proble`me initial est alors donne´e par
V ∗t = StM
⊕
t '
γ − 1
γ
K
St
inf0,t Su
[ 1
γ − 1
( St
inf0,t Su
)−γ
+ 1
]
= Ψ
( St
inf0,t Su
)
. (VI.10)
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La figure VI.4 repre´sente cette strate´gie optimale V ∗t en fonction du temps. Nous
pouvons particulie`rement observer que V ∗t reste extreˆmement proche du plancher
constant K au voisinage de la zone ou` Z a atteint son maximum global (cf. fi-
gure VI.3).
Par souci de simplicite´, nous posons dans la suite s∗t := inf0,t Su. Comme V
∗
t est
Fig. VI.4 – Repre´sentation de la strate´gie optimale V ∗t en fonction du temps.
un portefeuille auto-financ¸ant, sa partie a` variation finie sous la probabilite´ risque-
neutre Q est en rVtdt. Il reste a` identifier sa partie martingale en utilisant la formule
d’Itoˆ. La dynamique de V ∗t est alors donne´e par l’e´quation suivante :
dV ∗t = rV
∗
t dt+ Ψ
′
(St
s∗t
) 1
s∗t
(λ
α
StdWt
)
= rV ∗t dt+
γ − 1
γ
K
[
1−
(St
s∗t
)−γ] 1
s∗t
(λ
α
StdWt
)
= rV ∗t dt+
γ − 1
γ
K
λ
α
( St
inf0,t Su
)[
1−
( St
inf0,t Su
)−γ]
dWt. (VI.11)
Notons que dans le cas particulier ou` St = inf0,t Su,
V ∗t =
γ − 1
γ
K
[ 1
γ − 1 + 1
]
= K,
et la quantite´ d’actifs risque´s est nulle. Ainsi, la strate´gie optimale touche le plancher
K a` chaque fois que St atteint son minimum, comme le montre la figure VI.5.
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Fig. VI.5 – V ∗t touche le plancher K a` chaque fois que St ateint son minimum sur
[0, t].
Comparaison des strate´gies de Max-Plus et de Doob-Meyer
La figure VI.6 repre´sente la martingale M⊕ et la martingale MDM de la de´compo-
sition de Doob-Meyer de Z, sur un exemple de trajectoire du plancher Zt =
K
St
.
Par absence d’opportunite´ d’arbitrage, nous savons qu’il n’existe pas de strate´gie
dominante dans tous les e´tats du monde.
Nous pouvons observer que la martingale optimale par rapport a` l’ordre convexe
sur les valeurs terminales, reste colle´e au plancher sur la premie`re pe´riode. De plus,
son maximum sur les intervalles de la forme [0, t] est toujours le meˆme que celui du
plancher : sup0,tM
⊕
u = sup0,t Zu, contrairement a` la martingale de Doob-Meyer qui
est plus variable. Celle-ci colle moins au plancher et n’y revient plus une fois qu’elle
a de´colle´.
La figure VI.7 compare les strate´gies de portefeuille V ∗t = St.M
⊕
t et V
DM
t = St.M
DM
t
dans le monde re´el ou` les portefeuilles auto-financ¸ants ne sont plus des martingales.
Nous voyons bien ici que la strate´gie optimale la moins risque´e V ∗t a tendance a`
revenir au plancher, contrairement a` celle de Doob-Meyer.
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Fig. VI.6 – Comparaison des martingales de Max-Plus et de Doob-Meyer sur une
trajectoire possible du plancher.
Fig. VI.7 – Comparaison de la strate´gie optimale et de la strate´gie associe´e a` la
martingale de Doob-Meyer.
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VI.5 Conclusion
Ce chapitre propose une nouvelle approche au proble`me classique de maximisation
d’utilite´ sous des contraintes de type Ame´ricain, en se basant sur la notion d’ordre
stochastique convexe. Comme il a de´ja` e´te´ souligne´, l’attrait principal de la domi-
nance stochastique re´side dans le fait qu’elle e´vite toute hypothe`se arbitraire concer-
nant la forme de la fonction d’utilite´. Elle n’impose aucune spe´cification explicite de
la fonction d’utilite´ de l’agent.
Il est a` noter que les crite`res de l’ordre convexe ont pu eˆtre employe´s ici parce que
nous avons conside´re´ un nouvel environnement dans lequel les portefeuilles auto-
financ¸ants sont des martingales.
Le proble`me pose´ admet une solution optimale dans le cadre d’un marche´ complet,
puisque tous les actifs contingents sont re´plicables. De ce fait, le portefeuille optimal
ne de´finit pas seulement une martingale locale mais une vraie martingale.
Signalons enfin que l’optimisation est essentiellement base´e sur la de´composition des
surmartingales dans l’alge`bre Max-Plus, qui permet d’exprimer toute martingale de
la classe (D) sous forme d’espe´rance conditionnelle d’un certain processus de running
supremum.
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Chapitre VII
Martingales d’Aze´ma-Yor
et De´composition
Max-Plus
Re´sume´
Les martingales d’Aze´ma-Yor ont initialement servi a` re´soudre le proble`me de Sko-
rohod, et graˆce a` leurs proprie´te´s remarquables, elles ont suffi dans de nombreux cas
a` obtenir des re´sultats d’acce`s difficile (cf. [Obl05]).
Nous de´finirons donc tout d’abord les martingales d’Aze´ma-Yor. Ensuite, nous iden-
tifierons ces martingales aux martingales Max-Plus et nous montrerons notamment
comment elles permettent de repre´senter toute surmartingale, fonction concave d’une
martingale de re´fe´rence, sous forme d’espe´rance conditionnelle d’un certain running
supremum.
Cette repre´sentation est extreˆmement utile en finance puisqu’elle permet entre autres
de de´crire de manie`re pre´cise la frontie`re d’arreˆt optimal pour des Calls Ame´ricains
e´crits sur de tels sous-jacents et de de´terminer des formules ferme´es pour les prix.
Nous donnerons dans ce chapitre quelques exemples base´s sur des processus de dif-
fusion uni-dimensionnels et graˆce a` la syme´trie Call-Put, nous de´riverons une re`gle
universelle de pricing (en fonction du strike) pour des Puts Ame´ricains “classiques”
dans le cadre d’un mode`le de diffusion a` volatilite´ locale.
Nous nous tournerons enfin vers les applications des martingales d’Aze´ma-Yor en op-
timisation de portefeuille. Nous verrons par exemple qu’elles permettent de re´soudre
les proble`mes suivants :
– trouver la meilleure martingale dominant un plancher donne´ par rapport a` l’ordre
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convexe sur les valeurs terminales,
– trouver des martingales optimales ve´rifiant certaines contraintes de drawdown.

Introduction Section VII.1
VII.1 Introduction
Les martingales d’Aze´ma-Yor ont e´te´ introduites par les auteurs pour re´soudre le
proble`me de Skorohod, qui consiste a` trouver un temps d’arreˆt inte´grable pour lequel
le mouvement Brownien arreˆte´ a` cet instant a une distribution donne´e.
Plus pre´cise´ment, soient (Bt) un mouvement Brownien a` une dimension issu de
l’origine et µ une loi de probabilite´ sur R, centre´e et admettant un moment du
second ordre. Appelons Ψµ(x) le barycentre de la restriction de µ a` [x,∞), et posons
B∗t = sups6tBs. L’objet principal de l’article [AY79] par J. Aze´ma et M. Yor, e´tait
de montrer que le temps d’arreˆt
T = inf{t ; B∗t > Ψµ(Bt)}
re´sout le proble`me de Skorohod relatif a` µ. Autrement dit, il satisfait aux conditions
suivantes :
(a) La loi de BT est µ.
(b) E[T ] =
∫
R
x2dµ(x).
Pour cela, les auteurs ont utilise´ de manie`re intensive le re´sultat suivant : si f est
de classe C1, le processus
f(B∗t ) + (Bt − B∗t )f ′(B∗t )
est une martingale locale, appele´e martingale locale d’Aze´ma-Yor. Ce point de
vue s’est re´ve´le´ tre`s efficace dans les proble`mes de calibration implicite, et les options
sur variance.
Plusieurs solutions ont e´te´ propose´es. Citons par exemple les articles de Dubins
[Dub68], Root [Roo69], Chacon-Walsh [CW76], Lehoczky [Leh77], Bass [Bas83], Val-
lois [Val83]...
Re´cemment, Cox et Hobson ont propose´ dans [CH05] un point de vue unifie´ pour ces
diffe´rentes repre´sentations. Mais le plus important pour nous est la caracte´risation
de Obloj [Obl05] des martingales d’Aze´ma-Yor comme e´tant les seules martingales
qui s’e´crivent comme une fonction du mouvement Brownien et de son processus
du maximum. Plus ge´ne´ralement, toute martingale ca`dla`g de´pendant uniquement
d’une martingale donne´e N et de son running supremum N ∗t = sup06s6tNs est une
martingale d’Aze´ma-Yor qui s’e´crit sous la forme
f(N∗t ) + (Nt −N∗t )f ′(N∗t ).
En de´pit de leur simplicite´, ces martingales locales ont servi a` re´soudre des proble`mes
particulie`rement e´pineux.
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En ce qui nous concerne, les martingales d’Aze´ma-Yor s’ave`rent tre`s utiles pour
repre´senter toute surmartingale, fonction concave d’une martingale de re´fe´rence,
sous forme d’espe´rance conditionnelle du running supremum d’un certain indice.
Ceci permet de de´duire des formules ferme´es pour les Calls Ame´ricains e´crits sur de
tels sous-jacents, et donne une description pre´cise de la frontie`re d’arreˆt optimal. Des
exemples utiles reposant sur des diffusions unidimensionnelles sont propose´s dans ce
chapitre.
D’autres proble`mes d’optimisation peuvent se re´soudre par les martingales d’Aze´ma-
Yor, comme par exemple :
– trouver la meilleure martingale dominant un plancher donne´ par rapport a` l’ordre
convexe sur les valeurs terminales. Nous avons vu au chapitre VI que les martin-
gales“Max-Plus”sont des solutions optimales. Nous montrons dans ce chapitre que
les martingales d’Aze´ma-Yor fournissent des exemples de de´compositions Max-
Plus, ou` nous pouvons faire des calculs explicites sans aucune hypothe`se de type
accroissements inde´pendants et stationnaires.
– trouver des martingales optimales ve´rifiant des contraintes de type “drawdown”.
En effet, un fonds garanti (avec des contraintes de type “drawdown”) est sense´
offrir la possibilite´ de tirer le meilleur parti des hausses des marche´s actions sans
aucun risque pour le capital investi. Dans la plupart des cas, il permet, au terme
du fonds, de be´ne´ficier d’une valeur liquidative au moins e´gale a` un certain pour-
centage (70 % par exemple) de la plus haute valeur liquidative ou la plus haute
performance observe´e quotidiennement de`s la fin de la pe´riode de souscription et
jusqu’a` l’e´che´ance du fonds, et ce quelle que soit l’e´volution des marche´s financiers.
VII.2 De´finition de la martingale d’Aze´ma-Yor
De´finition VII.1
Soit N une martingale locale continue et N ∗t = sup06s6tNs son running supremum.
Alors, pour toute fonction a` variation finie u, avec une de´rive´e a` droite u′ localement
inte´grable, le processus MAY
MAYt = u(N
∗
t ) + u
′(N∗t )(Nt −N∗t ) (VII.1)
est une martingale locale, appele´e martingale d’Aze´ma-Yor.
Cette proprie´te´ a e´te´ utilise´e de manie`re intensive par Aze´ma-Yor et a particulie`re-
ment servi a` re´soudre le proble`me de Skorohod dans [AY79].
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Supposons que u admette une de´rive´e seconde u′′1 et e´crivons (VII.1) sous forme
diffe´rentielle. Cela donne
dMAYt = u
′(N∗t )dN
∗
t + u
′(N∗t )(dNt − dN∗t ) + u′′(N∗t )(Nt −N∗t )dN∗t
= u′(N∗t )dNt,
ou` la seconde e´galite´ de´coule du fait que N ∗t = Nt lorsque t est un point de croissance
de N∗.
Ainsi, la martingale d’Aze´ma-Yor de la de´finition VII.1 peut s’e´crire sous la forme
suivante :
MAYt = M
AY
0 +
∫ t
0
u′(N∗s )dNs. (VII.2)
Il est aise´ de voir que l’identite´ (VII.2) reste vraie pour tout processus ca`dla`g Nt de´-
finissant une semi-martingale dont les sauts sont ne´gatifs, ou plus ge´ne´ralement
dont le processus de running supremum N ∗t est continu.
VII.3 Martingales Max-Plus et martingales d’Aze´ma-
Yor
Soient (Nt) une martingale locale qui tend vers 0 a` l’infini et (Zt) une fonction
concave croissante u de (Nt). Nous pouvons supposer que le processus (Nt) est
continu, ou plus ge´ne´ralement ca`dla`g a` sauts ne´gatifs, de fac¸on a` ce que le processus
de running supremum (N ∗t ) soit continu.
Graˆce a` la concavite´ de u, Zt = u(Nt) est une surmartingale. Nous supposons e´gale-
ment que l’horizon ζ est infini et E[| u(supt>0 Nt) |] = E[| u(N∗∞) |] < +∞ de manie`re
a` ce que Z soit de la classe (D).
Posons ensuite N ∗t = sup06s6tNs et appliquons la formule d’Itoˆ dans le cas ou` u est
de la classe C1. Nous pouvons alors observer que le processus
Mt := u(N
∗
t ) + (Nt −N∗t )u′(N∗t ) = u(N0) +
∫ t
0
u′(N∗s )dNs (VII.3)
est une martingale locale d’Aze´ma-Yor, qui sera note´e par MAYt dans la suite.
Comme la fonction u est concave, il vient
u(y)− u(x) 6 u′(x)(y − x)
1Cette hypothe`se n’est pas indispensable pour montrer (VII.2). Cette dernie`re proprie´te´ est en
fait vraie pour toute fonction u ve´rifiant les conditions de la de´finition VII.1.
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pour tous re´els (x, y), et par suite la martingale MAYt domine Zt = u(Nt).
Nous avons pour objectif d’identifier la martingale MAY d’Aze´ma-Yor a` la martin-
gale associe´e a` la de´composition Max-Plus de Z. Pour cela, nous appliquons ici le
the´ore`me d’unicite´ II.8 du chapitre II ; mais nous verrons dans la section VII.4.2
que nous pouvons directement prouver ce re´sultat, en exploitant uniquement des
proprie´te´s lie´es a` la martingale d’Aze´ma-Yor.
Nous verrons e´galement, dans la suite du chapitre, que la martingale d’Aze´ma-Yor
permet de retrouver, dans des cas particuliers, un certain nombre de re´sultats des
chapitres pre´ce´dents, sans utiliser la the´orie de la de´composition Max-Plus.
Pour pouvoir appliquer le the´ore`me d’unicite´ II.8, MAY∞ doit eˆtre e´gale a` la valeur
terminale d’un processus croissant L∗0,. qui croˆıt uniquement aux instants t tels que
L∗0,t = Lt.
Comme nous avons suppose´ que N∞ = 0, il en de´coule imme´diatement que N ∗∞ > 0
et
MAY∞ = lim
t→+∞
MAYt = u(N
∗
∞)− u′(N∗∞)N∗∞ := v(N∗∞),
ou` la fonction v est de´finie par v(x) := u(x)− xu′(x) pour tout re´el x. Si la fonction
u est re´gulie`re, v′(x) = −xu′′(x). Donc, graˆce a` la concavite´ de u, v ′(x) > 0 si x > 0
et la fonction v est croissante sur [0,+∞).
De plus, N∗∞ = (N
+)∗∞ car N
∗
∞ > 0, mais nous n’avons pas force´ment N
∗
t = (N
+)∗t
pour tout t. Ainsi, MAY∞ est la valeur terminale d’un processus croissant de la forme
v((N+)∗t ) = sup
06s6t
Ls ou` Ls := u(N
+
s )− u′(N+s )N+s = v(N+s ).
Par ailleurs, tant que Nt 6 0, (N
+)∗t reste colle´ a` 0 et ne croˆıt pas. Ainsi, le processus
croissant v((N+)∗t ) croˆıt uniquement lorsque (N
+)∗t = N
+
t = Nt = N
∗
t , c’est-a`-dire
lorsque MAYt = Zt (d’apre`s l’e´quation (VII.3)).
La martingale MAY satisfait donc a` toutes les conditions du the´ore`me II.8, qui assure
l’unicite´ de la martingale MAY = M⊕ associe´e a` la de´composition Max-Plus de Z.
De plus, graˆce a` la contrainte de domination M⊕t > Zt et a` la premie`re e´galite´
dans (VII.3), il vient
u(Nt) 6 M
⊕
t 6 u(N
∗
t ).
Par conse´quent, les processus de running supremum de M⊕ et de Z sont indistin-
guables :
M⊕,∗t = Z
∗
t = u(N
∗
t ), pour tout t > 0.
Nous pouvons re´capituler ces re´sultats dans la proposition suivante :
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Proposition VII.1
Soit Z une surmartingale de la forme Zt = u(Nt) ou` u est une fonction croissante
concave et N une martingale locale continue, ou ca`dla`g a` sauts ne´gatifs telle que
N∞ = 0.
1. Z admet alors la de´composition suivante dans l’alge`bre Max-Plus :
Zt = E[L
∗
t,∞|Ft] = E
[
sup
s>t
Ls|Ft
]
, ou` Ls = v(N
+
s )
et v est une fonction croissante de la forme v(x) = u(x)− u′(x)x.
2. La martingale de la de´composition Max-Plus de Z est de la forme
M⊕t = u(N
∗
t ) + (Nt −N∗t )u′(N∗t ).
Elle a en particulier le meˆme running supremum que Z : M⊕,∗t = Z
∗
t = u(N
∗
t ),
pour tout t.
3. Cette martingale M⊕, solution optimale du proble`me de martingale sous
contrainte de plancher M⊕t > Zt, satisfait en fait a` la contrainte de “draw-
down” plus forte :
M⊕,∗t > v ◦ u−1(Z∗t ) = v ◦ u−1(M⊕,∗t ).
Remarque VII.2
Ces re´sultats ne sont pas seulement valables sous les hypothe`ses ζ = ∞ et N∞ = 0.
Le processus MAY est encore la martingale de la de´composition Max-Plus de Z, pour
tout horizon ζ tel que Mζ = v(N
∗
ζ ), ou` v est une fonction croissante.
VII.3.1 Exemples pre´ce´dents revisite´s
Revenons sur les exemples de la section V.4.
Cas de l’horizon infini.
• Notons que le premier cas ou` Z est un mouvement Brownien ge´ome´trique de
parame`tres (−r, σ) rentre dans le cadre de l’exemple plus ge´ne´ral des martingales
d’Aze´ma-Yor.
En effet, Zγ (avec γ = 1 + 2r
σ2
) est une martingale locale et donc Zt = u(Nt) ou`
u(x) = x
1
γ est une fonction concave croissante et Nt = Z
γ
t . En particulier, nous
pouvons aise´ment montrer le re´sultat de la proposition V.5 en utilisant simplement
l’e´quation (VII.3).
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Plus ge´ne´ralement, soit Nt une martingale continue exponentielle d’une inte´grale
stochastique telle que
∫∞
0
σ2(Nt)dt = ∞. Alors, la martingale associe´e a` la de´com-
position Max-Plus de Zt = N
1
γ
t a la meˆme forme que celle dans le cas du Brownien
ge´ome´trique.
• Reconside´rons l’exemple du chapitre V ou` la surmartingale Z est un processus de
Le´vy ge´ome´trique de la forme Zt = xe
Xt , avec x > 0 et X un processus de Le´vy
sans sauts positifs (ou encore un processus de Le´vy semi-continu supe´rieurement).
Le processus de running supremum Z∗t est dans ce cas continu, puisque Z ne peut
avoir que des sauts ne´gatifs.
Si (a, σ2,Π) est le triplet caracte´ristique de X, avec a et σ > 0 deux constantes
re´elles et Π une mesure positive de support (−∞, 0), telle que ∫ (1 ∧ y2)Π(dy) <
+∞, alors nous pouvons de´finir, comme explique´ au chapitre III, l’exposant de
Laplace κ = κ(λ) par
κ(λ) = aλ+
1
2
σ2λ2 +
∫ 0
−∞
(eλy − 1− λy1{−1<y<0})Π(dy), pour λ > 0. (VII.4)
Cet exposant a pour proprie´te´ que E[eλXt] = etκ(λ) et tout processus de la forme
eλXt−tκ(λ) (avec λ > 0) est une martingale.
Ainsi, le processus Zt = xe
Xt peut s’e´crire sous la forme
Zt = Mte
tκ(1), ou` Mt = xe
Xt−tκ(1) est une martingale.
Z ne peut donc eˆtre une surmartingale que si le processus etκ(1) est de´croissant,
c’est-a`-dire κ(1) 6 0.
Supposons que κ(1) = a +
1
2
σ2 +
∫ 0
−∞
(ey − 1− y1{−1<y<0})Π(dy) < 0. Comme
κ(0) = 0, κ est convexe et limλ→+∞ κ(λ) = +∞, il existe γLe´vy > 1 tel que
κ(γLe´vy) = 0 (cf. chapitre III).
Le processus Z
γLe´vy
t = x
γLe´vyeγLe´vyXt est alors une martingale que nous de´signons
par Nt.
Nous proce´dons ensuite comme dans le cas pre´ce´dent en posant u(x) = x
1
γLe´vy et en
appliquant l’e´galite´ (VII.3), afin de retrouver l’expression (V.7) de la martingale
Max-Plus, donne´e dans le chapitre V :
M⊕t = (N
∗
t )
1
γLe´vy + (Nt −N∗t )
(N∗t )
1
γLe´vy
−1
γLe´vy
= Z∗t +
(
Z
γLe´vy
t − (Z∗t )γLe´vy
)(Z∗t )1−γLe´vy
γLe´vy
.
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• Conside´rons a` pre´sent le cas d’un mouvement Brownien drifte´ Z de parame`tres
(−µ, σ), ou` µ = r+ σ2
2
. Nous pouvons facilement voir que le processus exp(γZt) =
Nt est une martingale et par conse´quent Zt = u(Nt), ou` u(x) =
1
γ
log(x) est une
fonction concave croissante.
Ensuite d’apre`s l’e´quation (VII.3), la martingale M⊕ associe´e a` la de´composition
Max-Plus de Z est de la forme
M⊕t =
1
γ
log(N∗t ) + (Nt −N∗t )
1
γN∗t
= Z∗t +
1
γ
(exp γ(Zt − Z∗t )− 1),
et nous pouvons donc de´duire la meˆme formule que celle de la proposition V.6.
Cette proprie´te´ n’est pas typique du mouvement Brownien et reste valable pour
des inte´grales stochastiques plus ge´ne´rales.
Cas de l’horizon exponentiel inde´pendant.
Supposons a` pre´sent que
– l’horizon ζ est une variable ale´atoire inde´pendante de parame`tre β > 0,
– la surmartingale Z est un mouvement Brownien ge´ome´trique de parame`tres (−r, σ).
Nous adoptons les notations de la section III.3.1.2.
Soit δ la racine supe´rieure a` γ du trinoˆme de second degre´ : y2 − γ y − 2β
σ2
= 0.
Le processus Z˜t
δ
= Zδt 1{t<ζ} est alors une Gt-martingale. En effet, pour tous re´els
t, s > 0 :
E[Z˜δt+s|Gt] = 1{t<ζ} E
[
Zδt+s1{t+s<ζ}
∣∣Gt]
= 1{t<ζ}eβt E
[
Zδt+s1{t+s<ζ}
∣∣Ft],
d’apre`s l’e´quation de changement de filtration (III.8) du chapitre III. Il en re´sulte
aussitoˆt que
E[Z˜δt+s|Gt] = 1{t<ζ}eβtZδt E
[(Zt+s
Zt
)δ
1{t+s<ζ}
∣∣∣Ft]
= 1{t<ζ}eβtZδt E
[(Zt+s
Zt
)δ
e−β(t+s)
∣∣∣Ft]
= Z˜t
δ
E
[
e−βs
(Zs
x
)δ]
,
ou` la dernie`re e´galite´ de´coule des proprie´te´s d’inde´pendance et de stationnarite´ des
accroissements relatifs de Z. Par ailleurs,
E
[
e−βs
(Zs
x
)δ]
= E
[
exp
(− σ2
2
γδs− βs+ σδWs
)]
,
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et comme δ2 − γδ − 2β
σ2
= 0, il en re´sulte que
E
[
e−βs
(Zs
x
)δ]
= E
[
exp
(
σδWs − σ
2δ2
2
s
)]
= 1,
et E[Z˜δt+s|Gt] = Z˜t
δ
pour tous t, s > 0.
Ainsi la surmartingale Z est de la forme Zt = u(Nt), ou` u(x) = x
1
δ est une fonction
concave croissante et Nt = Z˜t
δ
est une martingale locale.
Comme la martingale d’Aze´ma-Yor MAY associe´e a` u et N n’est rien d’autre que
la martingale M⊕ de la de´composition Max-Plus de Z, il suffit d’exploiter la de´fini-
tion (VII.3) de MAY pour retrouver le re´sultat de la proposition V.8 concernant la
forme explicite de la martingale Max-Plus, pour t 6 ζ :
M⊕t = (N
∗
t )
1
δ + (Nt −N∗t )
(N∗t )
1
δ
−1
δ
= Z˜t
∗
+
(
Z˜t
δ − (Z˜t∗)δ
)(Z˜t∗)1−δ
δ
=
δ − 1
δ
Z˜t
∗[ 1
δ − 1
( Z˜t
Z˜t
∗
)δ
+ 1
]
.
VII.4 Options Ame´ricaines et martingales d’Aze´ma-
Yor
Le but de cette section est d’exploiter les martingales d’Aze´ma-Yor afin de re´soudre
explicitement certains proble`mes de Calls Ame´ricains perpe´tuels, sans facteur d’ac-
tualisation, e´crits sur des sous-jacents fonctions d’une martingale locale de re´fe´rence.
Comme nous avons vu au chapitre III que ces Calls Ame´ricains ont exactement les
meˆmes proprie´te´s que les Puts Ame´ricains “classiques” avec facteur d’actualisation,
les re´sultats s’appliqueront e´galement aux Puts. Nous rappelons d’abord cette sy-
me´trie Call-Put dans le prochain paragraphe.
VII.4.1 Syme´trie Call-Put
Conside´rons le processus de densite´ de prix d’e´tat H et supposons que pour tout
temps d’arreˆt borne´ τ , Ht∧τSt∧τ est une martingale uniforme´ment inte´grable sous la
probabilite´ historique P, et non uniquement une martingale locale. Nous pouvons
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de´finir une nouvelle mesure de probabilite´ QS sur Fτ par sa densite´ de Radon-
Nikodym par rapport a` P :
dQS
dP
∣∣∣
Fτ
= Hτ
Sτ
S0
(VII.5)
Ainsi, un Put Europe´en de maturite´ τ et de strike m peut encore s’e´crire comme
Put0(m, τ) = EP[Hτ (m− Sτ )+] = mS0EQS[(S−1τ −m−1)+]. (VII.6)
Nous avons aussi pour tout t 6 τ ,
EQS
[ 1
Sτ
|Ft
]
= EP
[ 1
Sτ
HτSτ
HtSt
|Ft
]
=
1
HtSt
EP
[
Hτ |Ft
]
.
Ces e´galite´s montrent que la QS-semimartingale S−1 a les meˆmes proprie´te´s que le
processus H sous la probabilite´ historique P et de´finit par suite une surmartingale.
Ainsi, l’e´quation (VII.6) traduit la syme´trie entre les Puts Ame´ricains “classiques”
avec facteur d’actualisation et les Calls Ame´ricains sans facteur d’actualisation.
VII.4.2 De´composition Max-Plus et enveloppe de Snell
Nous nous inte´ressons dans ce paragraphe a` l’enveloppe de Snell Zt(m) de Zt ∨m,
ou` Z est de la forme Zt = u(Nt), u e´tant une fonction concave croissante et Nt une
martingale locale positive qui tend vers 0 a` l’infini.
Pour cela, nous conside´rons la martingale d’Aze´ma-Yor, et nous la faisons de´marrer
de t au lieu de 0. L’e´quation VII.1 devient alors
MAYt,h = u(N
∗
t,t+h) + (Nt,t+h −N∗t,t+h)u′(N∗t,t+h), ∀h > 0.
Le processus MAYt,h est une martingale par rapport a` la filtration de´cale´e (Gh)h>0
(de´finie par G0 = Ft et Gh = Ft+h pour tout h > 0), de valeur initiale u(Nt) et de
valeur terminale u(N ∗t,∞)−N∗t,∞u′(N∗t,∞) = v(N∗t,∞) (puisque Nt,∞ = 0).
Comme MAYt,0 = E[M
AY
t,∞|Ft], nous obtenons imme´diatement la de´composition Max-
Plus de Z :
u(Nt) = E[v(N
∗
t,∞)|Ft]. (VII.7)
Conside´rons maintenant l’enveloppe de Snell Zt(m) de Zt∨m. D’apre`s la section IV.4,
Zt(m) est de la forme
Zt(m) = E[sup(v,m)(N
∗
t,∞)|Ft]. (VII.8)
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Par ailleurs d’apre`s l’e´quation (VII.7),
φ(Nt, m) = E[φ(N
∗
t,∞, m)−N∗t,∞φ′x(N∗t,∞, m)|Ft] (VII.9)
pour toute fonction concave croissante x 7→ φ(x,m). Il suffit donc de trouver une
fonction φ concave croissante ve´rifiant
sup(v(x), m) = φ(x,m)− xφ′x(x,m)
pour pouvoir e´crire au vu des identite´s (VII.8) et (VII.9) que
Zt(m) = φ(Nt, m). (VII.10)
Il est aise´ de voir que la fonction φ existe bien et s’exprime sous la forme : φ(x,m) =
m si v(x) < m pour tout x. Sinon,
φ(x,m) =

u(x) si x > x∗m,
u(x∗m)−m
x∗m
x +m si x < x∗m,
(VII.11)
pour un re´el x∗m ve´rifiant v(x
∗
m) = m (par continuite´ de sup(v,m)). Notons que x
∗
m
est bien de´fini graˆce a` la croissance de v, et que la fonction φ(x,m) n’est rien d’autre
que l’enveloppe concave de u(x) ∨m (voir figure VII.1).
Remarque VII.3
Conside´rons une martingale locale X continue partant de 0 (X0 = 0) et un intervalle
]r1, r2[ avec r1, r2 ∈ R. Posons
τ˜ = inf{t > 0 ; Xt 6∈]r1, r2[},
et introduisons le domaine
M := {τ ; E|Xτ | <∞, E[Xτ ] = 0, τ < τ˜ p.s.}.
Soit G une fonction continue ve´rifiant la condition suivante :
• Il existe au moins une fonction concave H telle que
G(x) 6 H(x) ∀x ∈ R (autrement dit, H est un majorant concave de G).
De´signons alors par G˜ le plus petit majorant concave (ou l’enveloppe concave) de G.
En 1995, Galtchouk et Mirochnitchenko (voir [GM95]) se sont pose´s le proble`me de
trouver un temps d’arreˆt τ ∗ ∈ M tel que
sup
τ∈M
E[G(x+Xτ )] = E[G(x+Xτ∗)].
En posant V (x) := supτ∈M E[G(x + Xτ )] et D(G) := {x ; G(x) < G˜(x)}, ils ont
montre´ que
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(i) la fonction V est l’enveloppe concave de G (c’est-a`-dire V = G˜),
(ii) si le temps d’arreˆt
τx := inf{t > 0 ; x +Xt 6∈ D(G)}
appartient a` la famille M pour tout x ∈ R, alors V (x) = E[G(x+Xτx)].
La fonction G˜ est line´aire sur chaque composante connexe de D(G) (voir
[Mir79]). Cette re´gion D(G) s’appelle la re´gion de continuation des obser-
vations pour la fonction g.
Si les hypothe`ses de support pre´ce´dentes sont ve´rifie´es, ce re´sultat permet de montrer
directement que le processus φ(Nt, m), avec φ de´finie par (VII.11), n’est rien d’autre
que l’enveloppe de Snell de u(Nt) ∨m = Zt ∨m. Autrement dit,
Zt(m) = Snell(Zt ∨m) = φ(Nt, m).
Fig. VII.1 – φ(x,m) : enveloppe concave de u(x) ∨m
VII.4.3 Martingales d’Aze´ma-Yor et Calls Ame´ricains perpe´tuels
Soit (Nt) une martingale locale positive qui tend vers 0 a` l’infini, et g une fonction
continue croissante sur R+ dont l’enveloppe concave croissante u est finie.
Alors, le processus Zt = u(Nt) est simplement l’enveloppe de Snell de Y . Consi-
de´rons un Call Ame´ricain e´crit sur le sous-jacent Yt = g(Nt) et supposons que
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E
[
sup0,∞ |u(Nt)|
]
<∞.
La martingale d’Aze´ma-Yor associe´e a` la fonction u est de la forme
MAYt = u(N
∗
t )− u′(N∗t )(N∗t −Nt).
Nous avons vu qu’elle majore Zt = u(Nt) graˆce a` la concavite´ de u. Sous les hy-
pothe`ses pre´ce´dentes et d’apre`s (VII.7), Z est l’espe´rance conditionnelle du running
supremum v(N∗t,∞) = sups>t v(Ns), ou` v(y) = u(y)− yu′(y) est une fonction crois-
sante sur R+.
Le the´ore`me suivant caracte´rise explicitement un temps d’arreˆt optimal en fonc-
tion de v, pour le proble`me de Call Ame´ricain perpe´tuel CAm(Y,m), e´crit sur le
sous-jacent Y et de strike m.
The´ore`me VII.4
– Partant de l’instant t, le Call Ame´ricain CAm(Y,m) est optimalement arreˆte´ au
temps d’arreˆt Dt(m) de´fini par
Dt(m) := inf{s ∈ [t,∞] ; v(Nt) > m},
ou` v(y) = u(y)− yu′(y).
– Le prix du Call Ame´ricain perpe´tuel a` l’instant t est donne´ par
CAmt (Y,m) = E[(v(N
∗
t,∞)−m)+|Ft] = φ(Nt, m)−m := V (Nt, m),
ou` V (y,m) est l’enveloppe concave de la fonction (g(y)−m)+.
Preuve - VII.4 -
Nous avons vu a` la section IV.5 du chapitre IV qu’un Call Ame´ricain e´crit sur Y est
e´quivalent a` un Call Ame´ricain e´crit sur son enveloppe de Snell Z.
Par ailleurs, le prix du Call Ame´ricain CAmt (Z,m) s’e´crit simplement en fonction de
Zt(m) sous la forme
CAmt (Z,m) = Zt(m)−m,
et donc d’apre`s les e´quations (VII.8) et (VII.10),
CAmt (Y,m) = C
Am
t (Z,m) = E[(v(N
∗
t,∞)−m)+|Ft] = φ(Nt, m)−m,
ou` φ(x,m) est l’enveloppe concave de u(x)∨m (cf. section VII.4.2, e´quation (VII.11)).
Comme u(x) est l’enveloppe concave de g(x), alors l’enveloppe concave de (g(x) −
m)+ co¨ıncide avec celle de (u(x)−m)+, c’est-a`-dire avec V (x,m) := φ(x,m)−m.
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Un temps d’arreˆt optimal a` partir d’un instant t, pour le proble`me de Call Ame´ricain
CAm(Y,m), ou encore CAm(Z,m), est donne´ par
Dt(m) = inf{s > t ; CAms (Z,m) = Zs −m} = inf{s > t ; φ(Ns, m) = u(Ns)}.
Par ailleurs, d’apre`s l’expression de φ (VII.11), φ(x,m) = u(x) lorsque v(x) > m. Il
en re´sulte aussitoˆt que Dt(m) = inf{s > t ; v(Ns) > m}, et la preuve est acheve´e. 
Revenons ici sur les exemples du chapitre III concernant les Calls Ame´ricains e´crits
sur des sous-jacents surmartingales a` accroissements inde´pendants.
Exemples
Cas de l’horizon infini.
• Reconside´rons le cas ou` la surmartingale Z e´volue suivant un mouvement Brow-
nien ge´ome´trique de drift ne´gatif :
dZt
Zt
= −rdt + σdWt, Z0 = z > 0,
et posons γ = 1 + 2r
σ2
. Nt = Z
γ
t est alors une martingale exponentielle locale de la
forme
Nt = exp
(
σγWt − σ
2γ2
2
t
)
et Zt = u(Nt) ou` u(x) = x
1
γ .
Ainsi, graˆce a` la martingale d’Aze´ma-Yor MAY associe´e a` u et N , nous pouvons
retrouver directement l’expression explicite de la frontie`re d’exercice Ec(m) =
mE[Z∗0,∞] =
mγ
γ − 1 du Call Ame´ricain perpe´tuel, sans utiliser les re´sultats du
lemme V.4.
En effet, l’expression (VII.3) de MAY permet d’e´crire a` tout instant t :
E[MAYt ] = E
[(
N∗t
) 1
γ +
1
γ
(
N∗t
) 1
γ
−1
(Nt −N∗t )
]
= MAY0 = u(N0) = z.
Ensuite, comme Zt = u(Nt) est un Brownien ge´ome´trique, la loi de son maximum
est bien connue (cf. lemme V.4) et l’hypothe`se E
[
sup0,∞ |u(Nt)|
]
<∞ est parfai-
tement ve´rifie´e dans ce cas.
Il suffit donc de conside´rer la limite de l’espe´rance pre´ce´dente lorsque t → +∞,
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et d’appliquer le the´ore`me de Lebesgue. Comme N∞ = 0, il vient finalement :
E
[γ − 1
γ
(N∗∞)
1
γ
]
= z, c’est-a`-dire
E[Z∗0,∞] =
Ec(m)
m
= E
[(N∗∞) 1γ
z
]
=
γ
γ − 1 .
Nous pouvons meˆme observer que le the´ore`me VII.4 permet d’obtenir directe-
ment la frontie`re d’exercice optimal sous la forme : Ec(m) = u ◦ v−1(m) (cf.
section VII.4.4, e´quation (VII.12)). En effet,
Dt(m) := inf{s ∈ [t,∞] ; Nt > v−1(m)} = inf{s ∈ [t,∞] ; Zt > Ec(m) = u◦v−1(m)}.
Il reste ensuite a` observer que v−1(m) =
( γm
γ − 1
)γ
.
• Dans le cas ou` Z est l’exponentielle d’un processus de Le´vy a` sauts ne´gatifs, le
meˆme re´sultat a lieu, mais avec un coefficient diffe´rent γLe´vy tel que κ(γLe´vy) = 0
(cf. section VII.3.1, e´quation (VII.4)).
En effet, Nt = Z
γLe´vy
t est une martingale locale qui tend vers 0 a` l’infini et Zt =
u(Nt) ou` u(x) = x
1
γLe´vy . D’apre`s les re´sultats de l’article de Mordecki [Mor01] sur
ce type de processus de Le´vy, l’hypothe`se d’inte´grabilite´ E
[
sup0,∞ |u(Nt)|
]
< ∞
est encore ve´rifie´e dans ce cas.
Ensuite, le reste se de´roule comme dans le cas pre´ce´dent et la frontie`re d’exercice
du Call Ame´ricain perpe´tuel e´crit sur Z et de strike m est de la forme
Ec(m) = mE[Z∗0,∞] =
mγLe´vy
γLe´vy − 1 .
• Soit Z un mouvement Brownien de drift ne´gatif −(r + σ2
2
)
:
dZt = −
(
r +
σ2
2
)
dt+ σdWt, Z0 = z.
Alors Zt =
1
γ
ln(Nt) = u(Nt), ou` Nt est une martingale locale. Dans ce cas, v(z) =
1
γ
ln z − 1
γ
et v−1(z) = exp(1+γz). Ensuite, d’apre`s le the´ore`me VII.4, la frontie`re
d’exercice du Call Ame´ricain est simplement donne´e par Ec(m) = u ◦ v−1(m) =
m +
1
γ
.
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Cas de l’horizon exponentiel inde´pendant.
Reprenons l’exemple ou` l’horizon ζ est une variable ale´atoire inde´pendante de pa-
rame`tre β > 0, et la surmartingale Z est un mouvement Brownien ge´ome´trique de
parame`tres (−r, σ) (cf. section VII.3.1).
Les notations sont de nouveau celles de la section III.3.1.2.
Nous avons montre´ dans la section VII.3.1 que le processus Z˜t
δ
= Zδt 1{t<ζ} est une
Gt-martingale, que nous pouvons de´signer par Nt. Par conse´quent, la surmartingale
Z est de la forme Zt = u(Nt), ou` u(x) = x
1
δ et Nt = Z˜t
δ
(δ est la plus grande racine
du trinoˆme y2 − γ y − 2β
σ2
= 0).
Nous proce´dons ensuite de la meˆme manie`re que dans le cas de l’horizon infini et
nous e´crivons pour tout t 6 ζ :
E[MAYt ] = E
[(
N∗t
) 1
δ +
1
δ
(
N∗t
) 1
δ
−1
(Nt −N∗t )
]
= MAY0 = u(N0) = Z0.
Au vu du lemme V.4, l’hypothe`se d’inte´grabilite´ E
[
sup0,ζ |u(Nt)|
]
< ∞ est bien
satisfaite dans ce cas. Le the´ore`me de Lebesgue s’applique donc et nous pouvons
passer a` la limite, lorsque t → ζ, a` l’inte´rieur de l’espe´rance pre´ce´dente. Il vient :
E
[δ − 1
δ
(N∗∞)
1
δ
]
= Z0.
Ainsi, graˆce aux proprie´te´s de la martingale d’Aze´ma-Yor, nous retrouvons d’une
manie`re e´le´mentaire les re´sultats de l’exemple III.9, concernant la forme explicite de
la frontie`re d’un Call Ame´ricain e´crit sur Z˜ et de maturite´ ζ :
Ec(m) = mE[Z∗0,ζ ] =
mδ
δ − 1 .
VII.4.4 Frontie`re universelle et re`gle de pricing
Nous exploitons dans cette partie la syme´trie Call-Put, en vue de de´river une
re`gle universelle de pricing d’un Put Ame´ricain perpe´tuel avec un sous-jacent sous-
martingale S, e´voluant suivant un mode`le unidimensionnel a` volatilite´ locale.
Pour ce faire, nous explicitons d’abord en fonction du strike, la frontie`re d’arreˆt
optimal et le prix d’un Call Ame´ricain perpe´tuel sans facteur d’actualisation, e´crit
sur un sous-jacent surmartingale Z fonction d’une martingale locale ca`dla`g N .
VII.4.4.1 Call Ame´ricain perpe´tuel
Soit Z une fonction concave strictement croissante u d’une martingale locale ca`dla`g
N allant vers 0 a` l’infini, et dont le running supremum N ∗t = sup06s6tNs est continu :
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Zt = u(Nt). Supposons en outre que E[|Z∗0,∞|] < +∞.
Soit Φ la fonction inverse de u. Il s’agit d’une fonction convexe strictement croissante,
telle que Φ(Z) = N est une martingale locale. La de´composition Max-Plus de Z est
alors donne´e par
Zt = E[v(N
∗
t,∞)|Ft] = E[ψ(Z∗t,∞)|Ft],
ou` v(z) = u(z) − zu′(z) et ψ(z) = v ◦ Φ(z) = z − Φ(z)
Φ′(z)
. Ainsi au vu du the´o-
re`me VII.4, le prix du Call Ame´ricain perpe´tuel e´crit sur Z et de strike m est
de la forme
CAmt (Z,m) = E[(ψ(Z
∗
t,∞)−m)+|Ft].
La frontie`re d’arreˆt optimal y∗(m) de´finie par la relation
Dt(m) = inf{s > t ; Zs > y∗(m)},
et le Call Ame´ricain CAmt (Z,m) sont caracte´rise´s par la re`gle universelle suivante :
y∗(m) = u ◦ v−1(m) = ψ−1(m) = m + Φ(y
∗(m))
Φ′(y∗(m))
(VII.12)
CAmt (Z,m) =

Zt −m si Zt > y∗(m)
y∗(m)−m
Φ(y∗(m))
Φ(Zt) si Zt < y
∗(m).
(VII.13)
En effet, d’apre`s le the´ore`me VII.4 et l’expression de la fonction φ (VII.11), le prix
du Call Ame´ricain a` l’instant t s’e´crit explicitement sous la forme
CAmt (Z,m) = φ(Nt, m)−m =

u(Nt)−m = Zt −m si Nt > v−1(m),
u ◦ v−1(m)−m
v−1(m)
Nt si Nt < v
−1(m).
Or Nt > v
−1(m) si et seulement si Zt > ψ−1(m) = y∗(m), et
u ◦ v−1(m)−m
v−1(m)
Nt =
ψ−1(m)−m
u−1(y∗(m))
u−1(Zt) =
y∗(m)−m
Φ(y∗(m))
Φ(Zt).
D’ou` le re´sultat (VII.13).
VII.4.4.2 Put Ame´ricain perpe´tuel
Nous conside´rons dans ce paragraphe des options Ame´ricaines perpe´tuelles dans le
cadre d’un mode`le a` volatilite´ locale.
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Nous souhaitons en effet trouver une re`gle de pricing universelle pour un Put Ame´-
ricain perpe´tuel e´crit sur une diffusion unidimensionnelle avec une fonction de vola-
tilite´ locale σ ve´rifiant l’hypothe`se suivante :
• Hypothe`se Hvol : σ est continue sur (0,+∞), homoge`ne en temps, et ve´rifie
σ 6 σ(x) 6 σ, avec 0 < σ < σ < +∞.
Notre de´marche est analogue a` celle de A. Alfonsi et B. Jourdain [AJ06], qui mettent
en e´vidence une relation de dualite´ Call-Put permettant d’interpre´ter le prix d’un
Call comme e´tant le prix d’un Put ou` le strike et la valeur actuelle du sous-jacent
sont intervertis.
Ainsi, graˆce a` la syme´trie Call-Put, nous allons de´river a` partir du paragraphe pre´-
ce´dent la frontie`re d’exercice et la formule explicite d’un Put Ame´ricain perpe´tuel
dans le cadre d’un mode`le a` volatilite´ locale.
Conside´rons un actif donne´ St dont le prix e´volue suivant un processus de diffusion
unidimensionnelle avec une fonction de volatilite´ σ ve´rifiant l’hypothe`se Hvol. Sa
dynamique sous la probabilite´ risque-neutre Q (avec un taux d’inte´reˆt r constant)
est re´gie par l’e´quation diffe´rentielle stochastique suivante :
dSxt = S
x
t [rdt+ σ(S
x
t )dWt], S
x
0 = x,
ou` W est un mouvement Brownien sous Q.
Conside´rons une nouvelle mesure de probabilite´ QS dont la densite´ de Radon-
Nikodym par rapport a` la probabilite´ risque-neutre Q sur Fτ est donne´e par
dQS
dQ
∣∣∣
Fτ
= e−rτ
Sxτ
x
.
Il s’agit bien de la meˆme mesure de probabilite´ que celle introduite dans la sec-
tion VII.4.1 (voir l’e´quation (VII.5)), puisque Hτ est le produit du facteur d’actua-
lisation e−rτ et de la densite´ de Radon-Nikodym de la probabilite´ risque-neutre Q
par rapport a` la probabilite´ subjective P.
Le processus Zt = (S
x
t )
−1 est alors une surmartingale sous la probabilite´ QS et
re´sout l’e´quation diffe´rentielle suivante :
dZzt = Z
z
t [−rdt + σ˜(Zzt )dBt], Zz0 = z =
1
x
,
ou` B est un mouvement Brownien sous QS et σ˜(z) = σ
(1
z
)
.
Nous avons en effet,
dZzt = d
( 1
Sxt
)
= − dS
x
t
(Sxt )
2
+
1
2
2
(Sxt )
3
d < Sx >t= − 1
Sxt
[rdt+ σ(Sxt )dWt] +
1
Sxt
σ2(Sxt )dt
= Zzt [−rdt− σ(Sxt )(dWt − σ(Sxt )dt)] = Zzt
[− rdt+ σ( 1
Zzt
)
dBt
]
.
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La syme´trie Call-Put donne la relation suivante entre le prix d’un Put Ame´ricain
perpe´tuel e´crit sur le sous-jacent Sxt , de valeur initiale x et de strike m, et le prix
d’un Call Ame´ricain perpe´tuel e´crit sur Zzt , de valeur initiale z =
1
x
et de strike
1
m
:
P Sσ (x,m) = xmC
Z
σ˜
(1
x
,
1
m
)
, (VII.14)
avec P Sσ (x,m) = supτ∈T0,∞ EQ[e
−rτ (m−Sxτ )+] et CZσ˜
(1
x
,
1
m
)
= sup
τ∈T0,∞
EQS
[(
Zzt −
1
m
)+]
.
Conside´rons la fonction
Φσ˜(z) =
∫ z
0
exp
[ ∫ v
1
2r
uσ˜2(u)
du
]
dv
qui a pour proprie´te´ que Φσ˜(Z
z
t ) est une martingale locale (voir [AJ06]). Soit y
∗
σ˜
(
1
m
)
la frontie`re d’arreˆt optimal pour le Call Ame´ricain perpe´tuel (sans facteur d’actua-
lisation) CZσ˜
(
1
x
, 1
m
)
e´crit sur Z. D’apre`s la re`gle de pricing universelle (VII.12) que
nous avons vue au paragraphe pre´ce´dent, y∗σ˜
(
1
m
)
est solution de
y∗σ˜
( 1
m
)
=
1
m
+
Φσ˜
(
y∗σ˜
(
1
m
))
Φ′σ˜
(
y∗σ˜
(
1
m
)) . (VII.15)
Par la syme´trie Call-Put, la frontie`re d’exercice du Put Ame´ricain perpe´tuel “clas-
sique” P Sσ (x,m) est donne´e par
x∗σ(m) =
1
y∗σ˜
(
1
m
) , (VII.16)
et nous en de´duisons la proposition suivante :
Proposition VII.5
– La frontie`re d’exercice du Put Ame´ricain perpe´tuel P Sσ (x,m) est caracte´rise´e par
la re`gle universelle suivante :
x∗σ(m) = m+
θσ(x
∗
σ(m))
θ′σ(x∗σ(m))
, avec θσ(x) := x
∫ +∞
x
( 1
v2
exp
[
−
∫ v
1
2r
uσ2(u)
du
])
dv.
– Le prix du Put Ame´ricain P Sσ (x,m) est explicitement donne´ par
P Sσ (x,m) =

m− x si x < x∗σ(m),
m− x∗σ(m)
θσ(x∗σ(m))
θσ(x) si x > x
∗
σ(m).

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Preuve - VII.5 -
D’apre`s la syme´trie Call-Put,
x∗σ(m) =
1
y∗σ˜
(
1
m
) = 1
1
m
+
Φσ˜
(
y∗σ˜
(
1
m
))
Φ′σ˜
(
y∗σ˜
(
1
m
))
=
mΦ′σ˜
(
1
x∗σ(m)
)
Φ′σ˜
(
1
x∗σ(m)
)
+mΦσ˜
(
1
x∗σ(m)
) = m− m2Φσ˜( 1x∗σ(m))
Φ′σ˜
(
1
x∗σ(m)
)
+mΦσ˜
(
1
x∗σ(m)
) . (VII.17)
Or d’apre`s les identite´s (VII.15) et (VII.16),
1
x∗σ(m)
=
1
m
+
Φσ˜
(
1
x∗σ(m)
)
Φ′σ˜
(
1
x∗σ(m)
) = Φ′σ˜( 1x∗σ(m))+mΦσ˜( 1x∗σ(m))
mΦ′σ˜
(
1
x∗σ(m)
) ,
et m =
x∗σ(m)Φ
′
σ˜
(
1
x∗σ(m)
)
Φ′σ˜
(
1
x∗σ(m)
)− x∗σ(m)Φσ˜( 1x∗σ(m)) . Par conse´quent, l’e´quation (VII.17) devient
x∗σ(m) = m−
mΦσ˜
(
1
x∗σ(m)
)
Φ′σ˜
(
1
x∗σ(m)
) x∗σ(m) = m− (x∗σ(m))2Φσ˜
(
1
x∗σ(m)
)
Φ′σ˜
(
1
x∗σ(m)
)− x∗σ(m)Φσ˜( 1x∗σ(m)) .
Par ailleurs, Φσ˜ peut s’exprimer en fonction de θσ par un simple changement de
variable :
Φσ˜
(1
z
)
=
∫ 1
z
0
exp
[ ∫ v
1
2r
uσ˜2(u)
du
]
dv =
∫ +∞
z
1
t2
exp
[
−
∫ 1
t
1
2r
uσ˜2(u)
du
]
dt
=
∫ +∞
z
1
t2
exp
[
−
∫ t
1
2r
wσ2(w)
dw
]
dt =
1
z
θσ(z).
Ainsi, pour tout z,
θσ(z)
θ′σ(z)
=
zΦσ˜
(
1
z
)
Φσ˜
(
1
z
)− 1
z
Φ′σ˜
(
1
z
) = z2Φσ˜(1z)
zΦσ˜
(
1
z
)− Φ′σ˜(1z) ,
d’ou` le re´sultat souhaite´.
La formule du prix du Put Ame´ricain s’obtient aise´ment a` partir de celle du prix du
Call (VII.12), en utilisant la relation de syme´trie Call-Put (VII.14) :

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Lorsque x > x∗σ(m) =
1
y∗σ˜
(
1
m
) ,
P Sσ (x,m) = xmC
Z
σ˜
(1
x
,
1
m
)
= xm
[
1
x∗σ(m)
− 1
m
Φσ˜
(
1
x∗σ(m)
)]Φσ˜(1
x
)
=
m− x∗σ(m)
θσ(x∗σ(m))
θσ(x).
Par contre lorsque x < x∗σ(m),
P Sσ (x,m) = xm
[1
x
− 1
m
]
= m− x.

VII.5 Strate´gies dynamiques sous des contraintes de
“drawdown”
Le drawdown d’un portefeuille a` un instant t est la diffe´rence entre le maximum
courant atteint par la valeur du portefeuille jusqu’a` l’instant t et la valeur actuelle
Vt du portefeuille :
DDt0,t = sup
{t06u6t}
Vu − Vt = V∗t0,t − Vt.
Pour se de´cider d’ouvrir un compte chez un gestionnaire de portefeuilles, les inves-
tisseurs se basent en ge´ne´ral sur les amplitudes et la dure´e du drawdown du compte.
Ils ne tole`reraient pas par exemple un drawdown sur une trop longue pe´riode (plus
d’une anne´e). Le compte sera automatiquement ferme´ si le drawdown, meˆme de
faible amplitude, dure plus de deux ans. Les niveaux de drawdown acceptables sont
ge´ne´ralement fixe´s a` 20%.
Ainsi, l’effet de cliquet2 introduit des contraintes de type drawdown dans la gestion
d’un fonds. Toute hausse de la valeur liquidative du fonds, meˆme sur une seule jour-
ne´e, sera automatiquement re´percute´e sur la valeur liquidative garantie et ce, quel
2L’effet de cliquet est un me´canisme qui permet, a` e´che´ances re´gulie`res (dates du cliquet),
d’engranger tout ou partie des hausses d’un indice ou des performances passe´es de l’OPCVM
concerne´. Le niveau atteint par le cliquet constitue le nouveau seuil de calcul de la performance ou
de la garantie pour l’intervalle suivant.

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que soit le comportement des marche´s financiers par la suite. Dans un fonds commun
de placement (FCP), un syste`me de cliquet peut rehausser le niveau de garantie a`
hauteur de 85%, par exemple, de la plus haute valeur liquidative. Ce niveau de ga-
rantie peut eˆtre supe´rieur a` la conservation du capital investi, permettant ainsi de
limiter l’impact d’une forte baisse des marche´s actions.
De nombreux auteurs ont traite´ des proble`mes d’optimisation de portefeuille sou-
mis a` des contraintes de type drawdown. Nous renvoyons le lecteur aux re´fe´rences
suivantes [GZ93, CK95, CUZ05, Roc06], pour de plus amples de´tails sur le sujet.
Nous nous posons ici le proble`me de trouver une strate´gie de portefeuille base´e sur
un actif de re´fe´rence et ve´rifiant une contrainte de drawdown a` tout instant.
L’actif de re´fe´rence est la valeur actualise´e Ŝt d’un certain portefeuille bien choisi,
et de´finit une martingale locale sous une certaine mesure de probabilite´ Q.
Notons X̂pit la valeur actualise´e d’une strate´gie admissible de portefeuille pi. Sa dy-
namique est re´gie par l’e´quation suivante :
dX̂pit = pit
dŜt
Ŝt
, X̂pi0 = x0. (VII.18)
Nous supposons dans la suite que la valeur actualise´e de tout portefeuille auto-
financ¸ant est positive.
Grossmann-Zhou [GZ93] et Cvitanic-Karatzas [CK95] ont conside´re´ un proble`me
classique d’optimisation de portefeuille sous une contrainte de type drawdown im-
posant que le processus de richesse actualise´e X̂pi ve´rifie
X̂pit > α max
06s6t
X̂pis = αX̂
pi,∗
t , ∀0 6 t <∞ p.s.,
ou` α est une constante comprise entre 0 et 1. En d’autres termes, tout processus de
richesse actualise´e X̂pit associe´ a` une strate´gie de portefeuille admissible pi ne doit
jamais tomber en dessous de 100× α% de son maximum courant.
Nous allons conside´rer une contrainte de drawdown plus ge´ne´rale :
X̂pit > max
06s6t
w(X̂pis ) = w(X̂
pi,∗
t ), ∀0 6 t <∞ p.s., (VII.19)
ou` w est une fonction positive croissante telle que w(x) < x.
Le the´ore`me suivant montre que la martingale d’Aze´ma-Yor M u de´finie par (VII.20)
satisfait a` une contrainte de drawdown du type (VII.19) avec une fonction w de´pen-
dant de u.

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The´ore`me VII.6
Soit u une fonction continue strictement croissante de´finie sur R+ et Φ sa fonction
inverse.
– Le processus
Mut = u(Ŝ
∗
t ) + u
′(Ŝ∗t )(Ŝt − Ŝ∗t ) (VII.20)
est la valeur actualise´e d’un portefeuille auto-financ¸ant partant de M u0 = u(Ŝ0) et
ve´rifiant la contrainte de drawdown
Mut > w(M
u,∗
t ), ∀t > 0, ou` w(x) = (u− xu′) ◦ Φ(x) = x−
Φ(x)
Φ′(x)
. (VII.21)
– w est une fonction croissante si et seulement si Φ (resp. u) est une fonction
convexe (resp. concave). Dans ce cas, Mut > u(Ŝt) et M
u,∗
t = u(Ŝ
∗
t ).
Preuve - VII.6 -
– La martingale d’Aze´ma-Yor Mu de´finie par (VII.20) est e´gale a` v(Ŝ∗t ) + u
′(Ŝ∗t )Ŝt,
ou` v(x) = u(x)−xu′(x). Il en de´coule imme´diatement que Mut > v(Ŝ∗t ) puisque u
est croissante et Ŝt > 0 pour tout t (en tant que valeur actualise´e d’un portefeuille
auto-financ¸ant). De plus, toujours d’apre`s la de´finition de Mu, u(Ŝ∗t ) > M
u
t , et
par suite u(Ŝ∗t ) > M
u,∗
t , c’est-a`-dire Ŝ
∗
t > u
−1(Mu,∗t ). On en de´duit finalement la
contrainte de drawdown (VII.21).
– Si la fonction Φ est suffisamment re´gulie`re,
w′(x) = 1− Φ
′(x)2 − Φ(x)Φ′′(x)
Φ′(x)2
=
Φ(x)Φ′′(x)
Φ′(x)2
.
Comme Φ = u−1 est une fonction positive (car u est de´finie sur R+), w′(x) est
du signe de Φ′′(x). Ainsi w est croissante (w′(x) > 0 ∀x) si et seulement si Φ est
convexe (Φ′′(x) > 0 ∀x).
Lorsque Φ est convexe, ou encore u est concave, nous avons vu dans la section VII.3
que Mut > u(Ŝt) et M
u,∗
t = u(Ŝ
∗
t ). 
La proprie´te´ de croissance de la fonction w est naturelle. En effet, plus la richesse de
l’investisseur augmente, plus son aversion au risque de drawdown augmente aussi.
Inte´ressons-nous maintenant a` la re´ciproque du the´ore`me pre´ce´dent. Autrement dit,
e´tant donne´e une fonction de drawdown w, avec w(x) < x, existe-t-il une fonction u
telle que la martingale d’Aze´ma-Yor associe´e a` u ve´rifie la contrainte de drawdown
Mut > w(M
u,∗
t ). Le the´ore`me suivant re´pond a` cette question.

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The´ore`me VII.7
Soit w une fonction telle que w(x) < x, Φ une solution positive de l’e´quation diffe´-
rentielle
Φ′(x)
Φ(x)
=
1
x− w(x) (VII.22)
et u sa fonction inverse (u = Φ−1). La martingale d’Aze´ma-Yor (VII.20) associe´e
a` la fonction u est la valeur actualise´e d’un portefeuille auto-financ¸ant ve´rifiant la
contrainte de drawdown Mut > w(M
u,∗
t ) et e´voluant suivant l’e´quation suivante :
dMut = (M
u
t − w(Mu,∗t ))
dŜt
Ŝt
, Mu0 = u(Ŝ0). (VII.23)
Preuve - VII.7 -
Pour montrer que la martingale Mu ve´rifie l’e´quation (VII.23), il suffit d’observer
que
Ŝtu
′(Ŝ∗t ) = M
u
t − v(Ŝ∗t ). (VII.24)
Ensuite d’apre`s l’e´quation (VII.2), il vient
dMut = u
′(Ŝ∗t ) dŜt. (VII.25)
Enfin, le re´sultat final se de´duit aise´ment de la combinaison des e´galite´s (VII.24),
(VII.25) et du fait que v(Ŝ∗t ) = v ◦ u−1(Mu,∗t ) = w(Mu,∗t ). 
Remarque VII.8
1. Notons que la strate´gie de portefeuille du the´ore`me pre´ce´dent est tre`s simple
a` mettre en place : a` chaque instant t,
– le montant investi dans l’actif risque´ est la distance au drawdown, c’est-a`-
dire Mut − w(Mu,∗t ),
– le montant investi en cash est w(Mu,∗t ).
2. L’e´quation diffe´rentielle stochastique (VII.18) impose une contrainte de ri-
chesse initiale : X̂pi0 = x0, pour toutes les strate´gies admissibles pi. Ainsi, le
processus de richesse actualise´e Mu, associe´ a` la strate´gie du the´ore`me VII.7,
doit impe´rativement ve´rifier la condition Mu0 = u(Ŝ0) = x0 pour eˆtre admis-
sible.
La solution Φ qui re´pond a` cette contrainte est celle qui ve´rifie Φ(x0) = Ŝ0.

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Exemple VII.9
Si w est une fonction line´aire de la forme w(x) = αx avec α ∈ (0, 1) (voir [CK95]),
alors Φ = u−1 est solution de l’e´quation diffe´rentielle
Φ′(x)
Φ(x)
=
1
(1− α)x . Il s’agit
donc d’une fonction puissance de la forme Φ(x) = Ax
1
1−α , ou` A est une constante
et u(y) =
( y
A
)1−α
. La martingale Mu d’Aze´ma-Yor peut donc s’e´crire
Mut =
( Ŝ∗t
A
)1−α
+
1− α
A1−α
(Ŝ∗t )
−α(Ŝt − Ŝ∗t ) = α
( Ŝ∗t
A
)1−α
+
1− α
A1−α
Ŝt(Ŝ
∗
t )
−α.
Sous certaines hypothe`ses que nous pre´cisons ci-dessous :
• le taux d’inte´reˆt r(.), le vecteur des drifts b(.) des actifs risque´s sous la probabilite´
historique et la matrice de volatilite´ σ(.) sont suppose´s de´terministes,
• r∗ := limT→+∞ 1T
∫ T
0
r(s)ds et ||θ∗||2 := limT→+∞ 1T
∫ T
0
||θ(s)||2ds existent et sont
finis (θ e´tant le processus de prime de risque),
Grossmann-Zhou [GZ93] et Cvitanic-Karatzas [CK95] ont re´solu dans leurs travaux
le proble`me suivant qui vise a` maximiser le taux de croissance a` long-terme
R(pi) := limT→∞ 1
T
lnE[(XpiT )
δ], (VII.26)
pour une certaine puissance δ ∈ (0, 1), parmi toutes les strate´gies de portefeuille
pi partant d’une richesse initiale Xpi0 = x et ve´rifiant la contrainte de drawdown
associe´e a` w(x) = αx : Xpit > αX
pi,∗
t pour tout t.
Le re´sultat auquel ils ont abouti peut s’interpre´ter de la fac¸on suivante :
• Soit Sνt le portefeuille optimal du proble`me suivant de maximisation d’utilite´ es-
pe´re´e sans contraintes :
sup
Vt
E{U(VT ), (Vt) portefeuille auto-financ¸ant et V0 = ν}, (VII.27)
ou` la fonction d’utilite´ U est de type puissance : U(x) = 1
β
xβ, avec β := δ(1− α).
La richesse initiale ν sera comple`tement de´termine´e par la condition initiale du
proble`me (VII.26) : Xpi0 = x.
• Conside´rons ensuite la fonction u de´finie par u(y) = ( y
1−α
)1−α
, et le portefeuille
actualise´ Ŝνt . En choisissant ν = (1−α)x
1
1−α , la martingale d’Aze´ma-Yor Mut as-
socie´e a` u et a` Ŝνt est la valeur actualise´e d’un portefeuille auto-financ¸ant optimal
pour le crite`re asymptotique (VII.26).

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Le montant initial ν investi dans le portefeuille S est choisi de fac¸on a` ce que
Φ(Mu0 ) = Φ(x) = ν. On peut donc construire un portefeuille optimal du pro-
ble`me contraint (VII.26) a` partir du portefeuille optimal S du proble`me non-
contraint (VII.27).
Ainsi, le principe consiste a` re´soudre un proble`me d’optimisation sans contraintes
et a` investir une partie ν de la richesse initiale dans le portefeuille optimal Sν. La
richesse restante x − ν est mise de coˆte´ pour pouvoir satisfaire a` la contrainte de
drawdown.
VII.6 Assurance de Portefeuille dans le cadre d’Aze´ma-
Yor
Nous nous inte´ressons ici a` un proble`me d’assurance de portefeuille ou` le ge´rant
cherche a` optimiser sa performance tout en maintenant a` chaque instant le niveau
du fonds au dessus d’un plancher donne´ (garantie Ame´ricaine).
Nous supposons que les portefeuilles auto-financ¸ants sont des martingales et que le
plancher Z est une fonction d’un portefeuille de re´fe´rence Ŝ. Cette dernie`re hypothe`se
prend tout son sens en cas de gestion benchmarke´e, qui a pour avantage de pouvoir
profiter des e´volutions du marche´ en suivant la performance d’un “benchmark” ou
indice de re´fe´rence.
Par ailleurs, tous les portefeuilles admissibles doivent partir de la meˆme richesse
initiale Z0 = u(Ŝ0).
Les notations sont celles de la section pre´ce´dente.
Proposition VII.10
Soit u une fonction concave strictement croissante et Φ sa fonction inverse. Sup-
posons que le plancher Z est de la forme : Zt = u(Ŝt), ou` Ŝt est un portefeuille de
re´fe´rence donne´. Alors,
– Le processus de plancher Z est une surmartingale dont la partie martingale a pour
dynamique
dMZt = Ŝtu
′(Ŝt)
dŜt
Ŝt
, MZ0 = Z0 = u(Ŝ0).
Cette martingale MZ satisfait a` la contrainte du plancher : MZt > Zt = u(Ŝt)
pour tout t.
– La martingale d’Aze´ma-Yor associe´e a` u :
Mut = u(Ŝ
∗
t ) + u
′(Ŝ∗t )(Ŝt − Ŝ∗t ), Mu0 = u(Ŝ0), (VII.28)

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est un portefeuille admissible ve´rifiant e´galement la contrainte du plancher, avec
un investissement risque´ donne´ par
piM
u
t = Ŝtu
′(Ŝ∗t ) 6 pi
MZ
t = Ŝtu
′(Ŝt). (VII.29)
Preuve - VII.10 -
– Le plancher Z est une surmartingale en tant que fonction concave d’une martin-
gale. De plus, la partie martingale MZ de Z n’est autre que la martingale associe´e
a` la de´composition Doob-Meyer de Z. Elle s’e´crit donc sous la formeMZt = Zt+At,
ou` At est un processus croissant partant de 0, et domine le plancher Zt = u(Ŝt),
a` tout instant t.
– Nous avons vu dans le section pre´ce´dente que la dynamique de la matingale M u
d’Aze´ma-Yor est re´gie par l’e´quation suivante :
dMut = u
′(Ŝ∗t )dŜt = Ŝtu
′(Ŝ∗t )
dŜt
Ŝt
, Mu0 = u(Ŝ0).
La part de richesse investie dans l’actif risque´ Ŝ est donc donne´e par piM
u
t =
Ŝtu
′(Ŝ∗t ). Comme u est concave croissante, u
′ est positive et de´croissante. Il en
de´coule par conse´quent que piM
u
t 6 Ŝtu
′(Ŝt) = piM
Z
t .

L’ine´galite´ (VII.29) de la proposition VII.10 montre que la martingale d’Aze´ma-Yor
est moins risque´e que la martingale de Doob-Meyer, puisqu’elle investit moins de
richesse dans l’actif risque´.
Par ailleurs, comme Mu,∗t = u(Ŝ
∗
t ) = Z
∗
t , le maximum courant M
u,∗
t de la martingale
Mu est toujours plus petit que celui de n’importe quelle martingale admissible M
dominant le plancher et partant de la meˆme richesse initiale :
∀t > 0, Mu,∗t = Z∗t 6 M∗t pour toute martingale admissible M.
Il s’agit donc d’un argument pour se convaincre que la martingale d’Aze´ma-Yor est
moins risque´e : a` chaque fois que Z atteint son maximum, Mu colle a` son plancher.
Plus pre´cise´ment, nous avons le the´ore`me suivant :
The´ore`me VII.11
Soit MZ l’ensemble des martingales admissibles partant de Z0 = u(Ŝ0) et dominant
le plancher Z :
MZ = {(Mt)t>0 martingale u.i. |M0 = Z0 et Mt > Zt = u(Ŝt), ∀t > 0}.

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Supposons que l’horizon de gestion est infini et que la martingale de re´fe´rence Ŝt
tend vers 0 a` l’infini.
La martingale (VII.28) d’Aze´ma-Yor est optimale pour l’ordre convexe3 sur la valeur
terminale, parmi toutes les martingales admissibles de MZ :
Mu∞ 6cx M∞ ∀M ∈ MZ .
Preuve - VII.11 -
• Lorsque l’horizon est infini et le plancher Z est une fonction concave croissante u
d’une martingale Ŝ, la martingale d’Aze´ma-Yor (VII.28) co¨ıncide avec la martingale
M⊕ de la de´composition Max-Plus de Z. L’optimalite´ de M⊕ par rapport a` l’ordre
convexe sur la valeur terminale a de´ja` e´te´ montre´e au chapitre V.
• Une autre preuve n’utilisant pas la the´orie de la de´composition Max-Plus est celle
donne´e dans le chapitre VI (voir la preuve du the´ore`me VI.3). Ici, la condition de
flat-off rappele´e au lemme VI.5 est e´vidente a` ve´rifier.
En effet, Mu∞ = L
∗
0,∞ = v(Ŝ
∗
∞) et pour tout t, L
∗
0,t = sup06s6t v(Ŝs), ou` v(x) =
u(x)− xu′(x).
Ensuite, si t est un point de croissance du processus (L∗0,t) = (v(Ŝ
∗
t )), alors Ŝ
∗
t = Ŝt
puisque v est une fonction croissante et
Mut − Zt = u(Ŝ∗t ) + u′(Ŝ∗t )(Ŝt − Ŝ∗t )− u(Ŝt) = 0.

Remarque VII.12
Conside´rons le proble`me d’un investisseur muni d’une certaine fonction d’utilite´ g
concave croissante, et qui cherche a` maximiser l’espe´rance d’utilite´ de sa richesse
terminale sous une contrainte de type Ame´ricain. Supposons que l’horizon de gestion
est suffisamment grand pour eˆtre assimile´ a` un horizon infini.
Nous avons vu au chapitre VI que par un simple changement de probabilite´, nous
pouvons nous ramener a` un monde financier ou` les portefeuilles auto-financ¸ants
sont des martingales. Par ailleurs, toute martingale M dominant un plancher X
domine force´ment son enveloppe de Snell Z. Le proble`me d’optimisation peut donc
se formuler comme suit :
max
Mt
E{g(M∞), avec Mt martingale u.i. > Zt ∀t et M0 = Z0}.
3De manie`re e´quivalente, la martingale d’Aze´ma-Yor est optimale pour l’ordre concave sur la
valeur terminale :
Mu
∞
>cv M∞ ∀M ∈MZ .

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Si le plancher Z est une fonction concave u d’un portefeuille de re´fe´rence Ŝ, le
the´ore`me pre´ce´dent s’applique et la martingale d’Aze´ma-Yor M u associe´e a` u est
optimale. Autrement dit,
E[g(M∞)] 6 E[g(M
u
∞)] 6 g(Z0) = g ◦ u(Ŝ0) pour toute martingale admissible M.
Cette dernie`re ine´galite´ est simplement due a` la concavite´ de g. Cependant, graˆce
aux proprie´te´s de la martingale d’Aze´ma-Yor et a` la de´composition Max-Plus (voir
l’e´quation VII.7), nous pouvons obtenir un meilleur majorant pour l’espe´rance de
l’utilite´ terminale de tout portefeuille admissible M .
En effet, l’utilite´ terminale de la martingale d’Aze´ma-Yor est de la forme g(M u∞) =
g ◦ v(Ŝ∗∞) ou` v(x) = u(x)−xu′(x). Ensuite comme g ◦ v est une fonction croissante,
g◦v(Ŝ∗∞) est la valeur terminale d’un processus croissant et c’est e´galement la valeur
terminale d’une martingale Mug d’Aze´ma-Yor telle que pour tout t,
M
ug
t = ug(Ŝ
∗
t ) + u
′
g(Ŝ
∗
t )(Ŝt − Ŝ∗t ),
et la fonction ug re´sout l’e´quation : ug(x) − xu′g(x) = g ◦ v(x). Nous obtenons
finalement la borne supe´rieure suivante :
E[g(M∞)] 6 E[g ◦ v(Ŝ∗∞)] = ug(Ŝ0), pour toute martingale admissible M.
Il s’agit bien du plus petit majorant qu’on puisse obtenir puisqu’il est atteint par la
martingale optimale Mu d’Aze´ma-Yor.
VII.7 Conclusion
Ce chapitre montre que les martingales d’Aze´ma-Yor sont bien adapte´es pour de´-
composer explicitement dans l’alge`bre Max-Plus toute surmartingale Z, fonction
concave d’une martingale locale. Ceci permet, entre autres, d’obtenir la frontie`re
d’un Call Ame´ricain e´crit sur un tel sous-jacent Z, et nous retrouvons en particulier,
d’une manie`re tre`s e´le´mentaire, la plupart des re´sultats classiques sur les frontie`res
Ame´ricaines des processus a` accroissements inde´pendants.
Par ailleurs, les martingales d’Aze´ma-Yor se re´ve`lent eˆtre un outil efficace pour
obtenir tre`s simplement des formules explicites de strate´gies optimales en assurance
de portefeuille. Cependant, plusieurs cas ne sont pas couverts par cette me´thode,
ce qui fait qu’a` chaque fois que le processus de plancher n’est pas fonction d’une
martingale locale, nous devons faire appel a` des re´sultats plus ge´ne´raux :
– de´composition Max-Plus de l’enveloppe de Snell du processus de plancher,
– optimalite´ de la martingale Max-Plus associe´e par rapport a` l’ordre convexe sur
les valeurs terminales.
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Abstract
In the natural gas market, many derivative contracts have a large degree of flexibi-
lity. These are known as Swing or Take-Or-Pay options. They allow their owner to
purchase gas daily, at a fixed price and according to a volume of their choice. Daily,
monthly and/or annual constraints on the purchased volume are usually incorpora-
ted. Thus, the valuation of such contracts is related to a stochastic control problem,
which we solve in this paper using new numerical methods. Firstly, we extend the
Longstaff-Schwarz methodology (originally used for Bermuda options) to our case.
Secondly, we propose two efficient parameterizations of the gas consumption, one is
based on neural networks and the other on finite elements. It allows us to derive a
local optimal consumption law using a stochastic gradient ascent. Numerical expe-
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riments illustrate the efficiency of these approaches. Furthermore, we show that the
optimal purchase is of bang-bang type.
Key words : Swing options, Monte Carlo simulations, bang-bang control, parame-
tric consumption, stochastic gradient.
AMS 2000 Subject Classification numbers : 90C31, 91B02, 93Exx.
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Introduction
Since natural gas is a physical asset, the associated energy market is different in-
deed from the non-physical equity markets. In fact, the model needs to incorporate
specific features, such as seasonality effects : we refer for these aspects to the paper
by Jaillet, Ronn and Tompaidis (2004) and references therein. Another difference,
on which we focus in this work, comes from the nature of financial contracts written
on gas. These latters are aimed at accommodating the uncertain volume of energy
purchased by the end user and then, include many flexibilities of delivery. Namely,
the owner of such a contract is usually allowed to purchase some amount of gas at
some dates. The purchase may be daily, or at a fixed number of dates chosen by the
owner. The volume of gas is subject to daily as well as periodic (monthly or annual)
constraints. Moreover, the purchase price may be fixed or predetermined according
to some factors, such as the past values of the crude oil. These options are known as
Swing or Take-or-Pay options (see the description in Thompson (1995)). They are
also traded on other energy markets (e.g. electricity). However, as we will consider
in the sequel the case of storage contracts that are specific to the gas industry, we
will mainly focus on this asset in our discussions. The aim of the paper is to propose
new numerical approaches for the pricing of Swing options and to compare them
with existing methods.
The valuation of such contracts is known to be a challenging task : their price de-
pends on the price of the underlying asset and the cumulative consumption. Actually,
it may be written as a solution of a dynamic programming equation (see Thomp-
son (1995) ; Lari-Lavassani, Simchi and Ware (2001) ; Clewlow, Strickland and Ka-
minski (2001) ; Raikar and Ilic´ (2001) ; Jaillet, Ronn and Tompaidis (2004)) with a
two-dimensional state variable (see Paragraph VIII.2.1 for a better description). At
each date, given a value of the underlying asset and the cumulative consumption,
the price is computed by maximizing over the possible consumptions the immediate
payoff plus the expected cash flows. In practice, a methodology extending the usual
binomial tree method can be performed : it is the so-called forest tree approach (see
the references above). This can be successfully implemented in the case of a one-
factor model on the forward prices. However, this discretizes a continuous dynamics
in space and thus incorporates errors in relation to this discretization procedure.
Furthermore, for multi-factor models, the computational complexity blows up and
the method is not feasible in practice. For these reasons, it may be more efficient to
combine the backward dynamic programming equation with a forward simulation of
the underlying asset, analogously to what can be done for Bermuda options (where
only one exercice date has to be determined in an optimal way). So here, we pro-
pose an adaptation of the Longstaff-Schwarz methodology (Longstaff and Schwartz
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(2001)) to our case (where optimal volumes at each date have to be computed). This
adaptation is discussed in Section VIII.2.
One inherent feature of the dynamic programming equation is that we have an idea
of the price today, only when all the intermediate optimal consumptions have been
computed, in any state, between the current date and the maturity. As the purchase
frequency increases (it is daily in our numerical examples), this iteration takes more
and more time and the exact resolution of this nonlinear problem turns out to be
too costly. So, instead of computing the optimal consumption, we may prefer to
identify a fairly good consumption rule which would provide a price close to the
optimal one. This is the so-called policy search algorithm, which transforms a sto-
chastic control problem into a parametric optimization one (see Kushner and Yang
(1991)). This approach is developed in Section VIII.3. The success of this method
depends strongly on our ability to find a nice parameterization of the consumption.
Under some assumptions, the Pontryagin principle enables us to prove that the op-
timal consumption is of bang-bang type : this new result is justified in Appendix B.
Then, based on this observation, we derive two relevant parameterizations and test
them numerically.
VIII.1 Statement of the problem and notations
Here we give the notation which will be used throughout the paper.
We consider contracts with maturity T . Since the spot price of the gas does not
correspond to a tradable instrument, the valuation and the hedging of contracts on
gas are performed through the use of forward contracts with different maturities
t ∈ [0, T ] (see the approach given in Jaillet, Ronn and Tompaidis (2004)) : their
prices are denoted by (F (s, t))06s6t. The interest rates are assumed to be constant,
equal to r and for the sake of simplicity, we consider a one-factor yield, as in Jaillet,
Ronn and Tompaidis (2004) :
dF (s, t)
F (s, t)
= σe−α(t−s)dWs, 0 6 s 6 t. (VIII.1)
In the last expression, the initial condition is defined by the forward curve
(F (0, t))06t6T (corresponding to the seasonality, as shown on Figure VIII.1). It would
be easy to incorporate extra factors or a convenience yield term, without major mo-
difications to what follows. Within our framework, the spot price at time t is given
by Ft = F (t, t). In Equation (VIII.1), the dynamics is given directly under the usual
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Fig. VIII.1 – Gas Forward Curve
risk-neutral probability measure Q. W defines a linear Brownian motion and so,
the probability Q transforms the forward contract processes (or equivalently the
discounted option prices) into martingales. We recall that the true dynamics of the
forward contracts is not under Q but under the historical probability ; however, arbi-
trage arguments show that the fair value of a financial contract has to be evaluated
as the Q-expectation of its discounted cash-flow (see Karatzas (1988) for American
options, or Jaillet, Ronn and Tompaidis (2004) for Swing options). Since we focus
on pricing issues, we consider the dynamics only under Q.
Now, let us describe a general Swing contract. We assume that energy is purchased
at some fixed dates 0 = t0 < · · · < ti < · · · < tN = T . The volume at time ti is
denoted by qti and subject to the constraint
qmin 6 qti 6 qmax. (VIII.2)
The cumulative volume purchased up to time ti is given by Qti =
∑i−1
j=0 qtj . It must
satisfy the terminal constraint
Qmin 6 QT 6 Qmax. (VIII.3)
To simplify, the purchase price is assumed to be constant, equal to K. However if
necessary, it can be extended to a deterministic time function. Hence, the buyer of
the contract gets qti(Fti − K) at time ti . Furthermore, when the global purchase
constraints are violated, he may apply some penalties at maturity. These can be
proportional to the spot price FT at maturity and to the over or under-consumption :
−A FT [QT −Qmin]− −B FT [QT −Qmax]+, where A and B are positive constants.
To be concise, we denote this penalty by PT (FT , QT ) in the sequel. For a given
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consumption strategy q = (qti)06i6N , the fair price is thus given by
J (q) = E
(
N−1∑
i=0
e−rtiqti(Fti −K) + e−rTPT (FT , QT )
)
(VIII.4)
(the expectation is performed under the risk-neutral probability measure Q).
Case VIII.1
In the further numerical experiments about Swing contracts, we shall consider the
same following set of parameters : σ = 70%, α = 4, r = 0%, qmin = 0, qmax = 6,
Qmin = 1300, Qmax = 1900, K = 20, T = 1 year with daily exercise (N = 365).
We will use the forward curve described in Figure VIII.1. To discuss the impact of
seasonality in the numerical procedure, we will also consider a flat forward curve
F (0, ti) = 20, ∀0 6 i 6 N .
The preceding description has to be slightly modified for storage contracts. In this
case, an empty tank is rent to the owner of the contract and allows him to either
buy some gas on the market and inject it in the tank, or withdraw it and sell it on
the market. At each date, the profit is given by
ψ(Fti , qti) =

−qti(Fti + cI) if qti > 0 (Injection),
−qti(Fti − cW ) if qti 6 0 (Withdrawal),
0 if qti = 0 (Same level for the storage),
where cI > 0 (resp. cW > 0) denotes some strictly positive injection (resp. withdra-
wal) cost. Moreover, the tank capacity has some volume limitations, which imposes
constraints like 0 6 f1(t) 6 Qt 6 f2(t) for some deterministic functions f1 and f2.
For the next optimization problem, we can formulate these physical constraints in
terms of a smooth penalization : −C∑Ni=0 e−rti [(Qti−f1(ti))−]2−C∑Ni=0 e−rti [(Qti−
f2(ti))+]
2, with a large constant C. If we consider this penalization as a financial
penalty, the fair price of this storage contract is then given by
J (q) = E
(
N∑
i=0
Ψti(qti , Fti , Qti)
)
, (VIII.5)
where Ψt(q, F,Q) = e
−rt (ψ(F, q)− C[(Q− f1(t))−]2 − C[(Q− f2(t))+]2) if
t < tN and ΨtN (q, F,Q) = e
−rtN (−C[(Q− f1(tN ))−]2 − C[(Q− f2(tN ))+]2).
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Case VIII.2
The storage contract we will consider in the next numerical experiments is such that
the tank is empty at the maturity of the contract (Qmin = Qmax = 0) and the tank
capacity equals 20 units say (this determines the function f2). The parameters will
be set as follows : σ = 70%, α = 4, r = 0%, qmin = −0.2, qmax = 0.4, f1 ≡ 0,
f2(ti) = min(qmaxi, 20, qmin(i − N)), cI = 0.6, cW = 0.2, K = 20, T = 1 year with
daily exercise (N = 365). As for the Swing contract, we will use the forward curve
on Figure VIII.1, but also the flat forward curve F (0, ti) = 20.
These descriptions of Swing options and storage contracts can be unified within the
following formulation of the price
J (q) = E
(
N−1∑
i=0
Ψti(qti , Fti , Qti) + PT (FT , QT )
)
. (VIII.6)
In the above, q is a given consumption strategy, Ψ·(·) denotes some appropriate
instantaneous profit and PT (·) some terminal penalty.
To price these instruments, we make the crucial assumption that the consumption
decisions are taken according to the sole evolution of the underlying asset, and not
the real needs in gas. So, the price is given by
sup
q
J (q).
It is a stochastic optimal control problem. In the next section, we state the associated
dynamic programming equation (see Bertsekas and Shreve (1978), Bertsekas (1995))
from which we derive some numerical methods.
VIII.2 Numerical methods based on dynamic program-
ming equation
First, for both theoretical and numerical purposes, it is better to rewrite (Ft)06t6T
using an extra state variable X = (Xt)06t6T defined by Xt = σe
−αt ∫ t
0
eαudWu. Note
that X is an Ornstein-Uhlenbeck process, which solves dXt = −αXtdt + σdWt.
Yet, this property will not be really used in the sequel. Moreover, an immediate
application of Itoˆ’s formula yields F (s, t) = F (0, t) exp[e−α(t−s)Xs − σ24α(e−2α(t−s) −
e−2αt)]. We particularly have
Fti = F
(
0, ti
)
exp
(
Xti −
σ2
4α
(
1− e−2αti)). (VIII.7)
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VIII.2.1 Writing the dynamic programming equation
As already mentioned, the valuation of Swing contracts can be embedded into a
stochastic control framework. Indeed, the dynamics of the system is described by a
discrete-time Markov chain (Fti , Qti)06i6N that is controlled by the local consump-
tion (qti)06i6N−1. Given a time ti and a state (F,Q), the price is given by
P (ti, F, Q) = sup
(qtj )i6j6N−1
E
(N−1∑
j=i
Ψtj (qtj , Ftj , Qtj ) + PT (FT , QT )|Fti = F,Qti = Q
)
.
In the last expression, the sup is taken over all admissible consumptions. A stan-
dard result states that, under mild assumptions, there exists an optimal Markovian
consumption, given by the dynamic programming equation (also known as Bellman’s
equation).
Proposition VIII.3
Assume that for some positive constants p and C, the following inequalities hold for
any ti ∈ [0, T ], F > 0, q ∈ [qmin, qmax] and (Q,Q′) ∈ [−N(qmin)−, N(qmax)+] :
|Ψti(q, F,Q)|+ |PT (F,Q)| 6 C(1 + F p),
|Ψti(q, F,Q′)− Ψti(q, F,Q)| 6 C(1 + F p)|Q′ −Q|.
Then, there exists an optimal Markov consumption q∗(t, F,Q), which is given by the
argmax in the following dynamic programming equation :
P (ti, F, Q) = max
q∈[qmin,qmax]
[
Ψti(q, F,Q) + E
(
P (ti+1, Fti+1, Q+ q)|Fti = F
)]
, (ti < T ),
P (T, F,Q) = PT (F,Q). (VIII.8)
Note that this result holds for both Swing and storage contracts.
Proof. This is an immediate application of Proposition 8.5. in Bertsekas and Shreve
(1978). First, the conditions on the growth of instantaneous and terminal profits to-
gether with the classical estimates E(sup06t6T F
p
t ) <∞ enable us to check assump-
tions (F+) and (F−) in Proposition 8.5. Then, it remains to prove that the supremum
in (VIII.8) is attained. This immediately follows from the continuity of P (ti+1, F, Q)
w.r.t. Q (which is a easy consequence of our Lipschitz continuity hypothesis). Fi-
nally, since the dynamics of the forward contracts does not depend on (qti)i, the
usual conditional expectation w.r.t. (Fti , Qti) can be simplified using the relation
Qti+1 = Qti + qti . It provides the dynamic programming equation as expressed in
(VIII.8).
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2
Paragraphs VIII.2.2 and VIII.2.3 respectively implement the maxq∈[qmin,qmax] opera-
tion and the computation of E(·|Fti = F ) for solving approximately the dynamic
programming equation (VIII.8).
VIII.2.2 Towards an implementation of the dynamic program-
ming equation
As usual, solving the dynamic programming equation (VIII.8) is far from being tri-
vial because of the conditional expectation and the optimization w.r.t. q at each time.
For a numerical resolution, this formulation must be simplified. To do so, we first dis-
Fig. VIII.2 – Restriction of the set of admissible purchased volumes when the global
constraints can not be violated.
cretize the set of admissible values of qti : qti ∈ {qmin, qmin +∆q, . . . , qmax−∆q, qmax}
where ∆q denotes a positive consumption step.Consequently, the purchased cumu-
lative volume Qti =
∑i−1
j=0 qtj belongs to a set of possible values {Q1ti , Q2ti , . . . , Q
Mti
t
i
}
, where Mti denotes the number of possible cumulative volumes that are purchased
up to time ti. If it is not allowed to break the global purchase constraints Qmin and
Qmax (i.e. the applied penalties are infinite), the set A = {(ti, Qti) : 0 6 i 6 N} of
admissible cumulative consumptions can be efficiently limited. This will be extre-
mely useful to speed up the resolution of (VIII.8). For example, let us consider a
contract with the characteristics Qmax = 1, Qmin = 0, ∆q = qmax = 1 and qmin = −2,
over the period {t0 = 0, t1, . . . , t4 = T}. The set A is represented on Figure VIII.2.
For a given couple (ti, Qti), denote by Adm(ti, Qti) the set of discrete admissible
values of qti . If the constraints can be broken, then Adm(ti, Qti) = {qmin, qmin +
∆q, . . . , qmax − ∆q, qmax}. Otherwise it can be much smaller (see Figure VIII.2).
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Thus, for any (ti, Qti) ∈ A, (VIII.8) becomes
P (ti, F, Qti) = max
q∈Adm(ti,Qti)
[
Ψti(q, F,Qti) + E
(
P (ti+1, Fti+1 , Qti + q)|Fti = F
)]
.
(VIII.9)
In light of (VIII.9), we should compute as many functions P (ti, ·, Qti) as elements
in the set A. However, this latter can be quite large (see Example VIII.4), and thus
much time consuming. This is an inherent drawback of this approach and as we will
later see, we do not meet these issues with the approaches based on parameterized
consumptions.
Example VIII.4
Consider a storage contract where, the initial level of gas is 17 units, the maximum
possible volume is 24 units and the final volume can take any value between 2 units
and 17 units. The set A represented on Figure VIII.3, gives an idea about the com-
plexity. The daily injection capacity is one unit per exercise whereas the withdrawal
capacity is two units. We consider in this example 20 possible exercise dates. Here,
qti can take any integer value between -2 and 1. We can yet speed up the resolution
if we further assume that the consumption is of bang-bang type (see Theorem VIII.5
below). In this case, we can simply take ∆q = qmax − qmin.
Fig. VIII.3 – States where the price function P (ti, Qti , ·) should be computed
To complete the resolution of the dynamic programming equation (VIII.9), we de-
velop in the sequel two different strategies.
1. Using a trinomial tree to describe the evolution of (Fti)06i6N . It leads to the so-
called forest of trees algorithm (see Lari-Lavassani, Simchi and Ware (2001) ;
Jaillet, Ronn and Tompaidis (2004)).
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2. Using Monte Carlo simulations of (Fti)06i6N , which are much more adapted
to multi-factor models. They enable to compute conditional expectations in-
volved in (VIII.9) (with another representation) using regression techniques
(analogous to the Longstaff-Schwartz approach (2001) for Bermuda options).
This approach has not been used in the existing literature on Swing options.
VIII.2.3 Forest of trees
VIII.2.3.1 Description of the algorithm
In light of (VIII.7), we need to construct a trinomial tree, in order to describe how
(Xti)06i6N (and therefore (Fti)06i6N) evolves. We briefly remind the construction
of such a tree (for details, see Lari-Lavassani, Simchi and Ware (2001)). Each node
can either go up, or go down or even stay in the same physical state. Three kinds
of branches are then available to fit the mean-reverting behavior of X. See Figure
VIII.4, where case 2 and 3 correspond respectively to the top and the bottom of
the trinomial tree. The spacing between nodes is equal to σ
√
3∆t, where ∆t denotes
Fig. VIII.4 – On the left, three possible branches. On the right, trinomial tree.
the discretization time step. Table VIII.1 gives the probabilities on each alternative
branching. These latters are computed in order to match the first two moments,
and their sum is naturally equal to one. As probabilities must not be negative,
we deduce that necessarily jmax =
⌈
0.184
α∆t
⌉
, and this bounds the tree’s width since
j ∈ [−jmax, jmax]. Denote by Xjti the value of Xti on node j in the trinomial tree,
and by Lti the number of nodes at time ti. To each point
(
ti, Q
jti
ti
)
jti=1,...,Mti
on the
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Case 1 Case 2 (j = jmax) Case 3 (j = −jmax)
pup
1
6
− 1
2
αj∆t +
1
2
[αj∆t]
2 7
6
− 3
2
αj∆t +
1
2
[αj∆t]
2 1
6
+ 1
2
αj∆t +
1
2
[αj∆t]
2
pmiddle
2
3
− [αj∆t]2 −13 + 2αj∆t − [αj∆t]2 −13 − 2αj∆t − [αj∆t]2
pdown
1
6
+ 1
2
αj∆t +
1
2
[αj∆t]
2 1
6
− 1
2
αj∆t +
1
2
[αj∆t]
2 7
6
+ 3
2
αj∆t +
1
2
[αj∆t]
2
Tab. VIII.1 – Probabilities depending on the vertical position j in the tree.
graphic, corresponds a range
(
Xjti
)
j=1,...,Lti
of nodes in the tree (at time ti). Formula
(VIII.7) gives the corresponding spot prices of gas
(
F jti
)
j=1,...,Lti
. Consider now the
algorithm for the forest of trees. By Equation (VIII.9), the price P (t0, F
1
t0
, Q1t0) of
the option is computed backwards in the forest, in the following way.
– Initialization. Compute the terminal values P (tN , F
j
tN
, QktN ) for j = 1, . . . , LtN
and k = 1, . . . ,MtN .
– Iteration. Assume now that the values P (ti+1, F
j
ti+1
, Qkti+1) for j = 1, . . . , Lti+1
and k = 1, . . . ,Mti+1 are known. Hence, for each possible cumulative volume(
ti, Q
k
ti
)
with a spot price equal to F jti , we compute the value Ψti(q, F
j
ti
, Qkti) +
E(P (ti+1, Fti+1 , Q
k
ti
+ q)|F jti), for any q in Adm(ti, Qkti), using the probabilities in
the tree (see Table VIII.1). The maximum over q gives P (ti, F
j
ti
, Qkti).
Then, iterating till time t0 provides the price of the contract.
VIII.2.3.2 Numerical results
We give numerical results for the two cases described in Section VIII.1. We also plot
the optimal gas consumption with respect to a natural gas sample path. We observe
a bang-bang behavior for the optimal consumption, as it is theoretically justified in
Section VIII.3.1.
Example VIII.1 : Swing contract. The values of parameters are set to those
of Case VIII.1. In the table below, both forward curves are considered. To have
comparable results with different consumption frequencies, we adjust qmin and qmax.
For instance, with a weekly consumption, we set qmin = 0 and qmax = 6× 7.
Example VIII.2 : storage contract. The values of parameters are set to those
of Case VIII.2.
For both cases, the price converge as the consumption frequency increases. The
convergence is slower with the real forward curve because of the high seasonality. In
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Consumption period Flat forward curve Real forward curve
7 days 2700 4439
3 days 2691 4587
2 days 2704 4607
1 day 2717 4611
Fig. VIII.5 – Swing contract. Optimal gas decision for a natural gas sample path.
On the left, with a flat forward curve. On the right, with the real forward curve of
Figure VIII.1.
the sequel, the above values are taken as references for the other numerical methods.
We also note that the realized optimal consumption is often of bang-bang type (this
is theoretically confirmed by Theorem VIII.5).
VIII.2.4 Monte Carlo method using Longstaff-Schwartz metho-
dology (2001)
VIII.2.4.1 Description of the algorithm
We need to simulate NMC independent realizations of F = (Fti)06i6N . To do so and
in view of (VIII.7), it suffices to simulate (Xti)06i6N , which can be done by writing
Xti = σe
−ati ∑i−1
j=0 gj, where gj =
∫ tj+1
tj
eαudWu. Then, since (gj)j are independent
Gaussian random variables with a zero mean and a variance equal to
∫ tj+1
tj
e2αudu =
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Consumption period Flat forward curve Real forward curve
7 days 66.69 224.9
4 days 67.36 239
2 days 67.75 242.2
1 day 67.92 242.3
Fig. VIII.6 – Storage contract. Optimal gas decision for a natural gas sample path.
On the left, with a flat forward curve. On the right, with the real forward curve of
Figure VIII.1.
e
2αtj+1−e2αtj
2α
, the simulation of (Xti)06i6N is standard. Note that an extension to
multi-factor models is straightforward with this approach (even if we do not present
related results here).
We now explain how the algorithm is devised. Once the optimal consumption q∗,mti for
the m-th path determined, the price is computed via a Monte Carlo approximation
of the form
1
NMC
NMC∑
m=1
[N−1∑
i=0
Ψti(q
∗,m
ti
, Fmti , Q
∗,m
ti
) + PT (FmT , Q∗,mT )
]
.
For this, we first have to find at any given date ti, the optimal strategy for all
simulated paths (Fm)16m6NMC and all admissible cumulative consumptions Q (i.e.
(ti, Q) ∈ A). We therefore need to measure the quantity
R(ti, F, Q+ q) = E
( N−1∑
j=i+1
Ψtj (q
∗
tj
, Ftj , Q
∗
tj
) + PT (FT , Q∗T )|Fti = F,Qti+1 = Q + q
)
,
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where (q∗tj )j>i denotes the optimal control at time tj and (Q
∗
tj
)j>i the corresponding
cumulated consumption. This is the best expected return from date ti+1 till the end
of the contract. Assume, for a while, that R(ti, F, Q + q) is numerically approxi-
mated by Rˆ(ti, F, Q + q), using NMC Monte Carlo simulations. Then the optimal
strategy, at time ti, for the m-th path and the admissible cumulative consumption
Q is determined by :
q∗ti(F
m
ti
, Q) = arg max
q∈Adm(ti ,Q)
[
Ψti(q, F
m
ti
, Q) + Rˆ(ti, F
m
ti
, Q+ q)
]
.
Hence, by estimating the conditional expectation R(ti, F, Q + q) for each date and
each possible cumulative consumption Q, the optimal exercise strategy is completely
specified along each path. Following the Longstaff-Schwartz methodology, we fix
(ti, Q) and approximate the random variable R(ti, Fti , Q) as the L2-projection of∑N−1
j=i+1 Ψtj (q
∗
tj
, Ftj , Q
∗
tj
) + PT (FT , Q∗T ), on the space spanned by a set of selected
basis functions [Φl(Fti)]06l6L. It leads to Rˆ(ti, F, Q) =
∑L
l=0 αˆl(ti, Q)Φl(F ), where
the coefficients [αˆl(ti, Q)]06l6L solve the least-squares problem
arg min
(αl)l
NMC∑
m=1
(
N−1∑
j=i+1
Ψtj (q
∗,m
tj
, Fmtj , Q
∗,m
tj
) + PT (FmT , Q∗,mT )−
L∑
l=0
αlΦl(F
m
ti
)
)2
with an initial consumption Qti+1 = Q + q. Various methods are available to solve
numerically this problem, depending on the volatility and the exercise frequency.
For a general reference on least-squares problems, see Golub and Van Loan (1996).
Iterating the procedure, we obtain backwards an approximation q∗ti(F
m
ti
, Q) along all
simulated paths and all possible cumulative consumptions. The price of the contract
easily follows.
VIII.2.4.2 Numerical results
The pricing has been performed with 5000 simulations (plus antithetic), with the first
four canonical polynomials (Φ(x) = xi, 0 6 i 6 3) and with various consumption
frequencies. We have not reported any result for periods smaller than 4 days, since
the resolution of the least-squares problems usually generates instabilities for small
initial times ti.
Example VIII.1 : Swing contract. For the following results, the statistical errors
due to Monte Carlo simulations are about 100 units at the 95% level. Hence, this
approach gives good results.
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Consumption period Flat forward curve Real forward curve
15 days 2450 4410
10 days 2510 4450
5 days 2560 4480
4 days 2640 4510
Forest of trees (daily purchase) 2717 4611
Fig. VIII.7 – Flat forward curve on the left. Real forward curve on the right.
Example VIII.2 : storage contract. The values of parameters are set to those
of Case VIII.2. We directly plot the results w.r.t. the frequency.
Concerning the functions basis, we have observed that the numerical values are quite
insensitive to the number of polynomials from the moment that the degree 3 is achie-
ved. The statistical error due to simulations limits any possible improvement (when
we take more basis functions).
Moreover, in our numerical experiments (similarly to the forest method), it appears
that the consumption is of bang-bang type. To prepare the connection with the
further consumption parameterization approach, we plot on Figure VIII.8 the op-
timal injection threshold for the storage contract (see Paragraph VIII.3.3.1). Here,
we take the flat curve rescaled at level 1 for convenience. The two first axes stand
respectively for the time and the volume of stored gas. The surface shows the de-
pendence of the gas price w.r.t the volume and the optimal time for injection. Note
that the price for which we have to inject decreases as the volume of the stored gas
increases. When the tank is empty, we inject at any cost. On the contrary, when the
tank is almost full, the price must be much lower to inject some more gas. These
observations are intuitively satisfying. Irregularities of the optimal frontier are due
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Fig. VIII.8 –
to statistical errors in the Monte Carlo algorithm. However, the overall shape seems
quite smooth. Thus, modeling this optimal frontier with a smooth parameterization
may lead to efficient procedures. This is developed in the sequel.
VIII.3 Parametric approximation
In this section, we develop numerical procedures based on parameterized consump-
tions. The purpose is to avoid using the dynamic programming equation (VIII.8),
whose resolution can be much time consuming. The approach below leads to accurate
estimations of supq J (q), provided that the parameterization is relevant enough. To
this end, we first determine some intrinsic properties of the optimal consumption,
which will help in setting the parameterization.
VIII.3.1 Theoretical results : bang-bang consumption
Hereafter, we state a remarkable theoretical result concerning the necessary optima-
lity conditions satisfied by the optimal consumption, in the Swing contract (with a
penalty a little smoother than PT (F,Q) = −AF [Q − Qmin]− − BF [Q − Qmax]+).
The proof is relegated to Appendix B. It states that the optimal consumption is of
bang-bang type under some assumptions. This has been numerically observed with
the procedures presented before.
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Theorem VIII.5
Consider Problem1(VIII.6) with Ψti(q, F ) = e
−rtiq(F − K) and PT (F,Q) =
−e−rTFP (Q), P being a continuously differentiable function.
If the following condition holds
P
[
e−rti (Fti −K) + E
(
e−rTFTP
′(Q∗T )|Fti , Q∗ti
)
= 0
]
= 0, (VIII.10)
the optimal consumption at time ti is necessarily of bang-bang type and given by
q∗(ti, Fti , Q
∗
ti
) =qmax1e−rti(Fti−K)+E(e−rT FT P ′(Q∗T )|Fti ,Q∗ti)>0
+ qmin1e−rti(Fti−K)+E(e−rT FT P ′(Q∗T )|Fti ,Q∗ti)<0
.
Condition (VIII.10) appears to be hard to check since it involves the unknown op-
timal consumption. However, it can be expected (even if we have not been able
to prove it) that for ti < T , the law of the random variable e
−rti (Fti −K) +
E
(
e−rTFTP ′(Q∗T )|Fti , Q∗ti
)
has a density w.r.t. the Lebesgue measure. Then, 0 will
be a null point and Condition (VIII.10) will be satisfied.
Note that Theorem VIII.5 is strongly related to the stochastic maximum principle
(Pontryagin principle) for optimal control problems. However, this latter strictly
holds in the continuous case (both in time and space). Since the cumulative consump-
tion has a continuous state space, it has been possible to derive optimality conditions
in our context.
Moreover, for less smooth penalties of the form P (Q) = −A [Q−Qmin]− − B [Q−
Qmax]+, one can easily see that there are certain regions where the derivative of the
terminal penalty does not depend any more on the whole consumption. The pro-
position below explicitly characterizes the consumption threshold in these special
cases.
Proposition VIII.6
Consider the Swing contract described by (VIII.4).
1. If Qti ∈ [Qmin−qmin (N−i), Qmax−qmax (N−i)], the terminal constraints will be
satisfied whatever happens (QT ∈ [Qmin, Qmax]). The consumption threshold is
therefore equal to the strike K and the optimal consumption takes the following
form (see Zone 1 in Figure VIII.12)
qti = qmax 1Fti>K + qmin 1Fti6K.
1For the storage contract, we have not been able to derive analogous rigorous results because of
the lack of smoothness of Ψti(q, F ) w.r.t. q. However, formal computations show that the optimal
consumption essentially takes three values {qmin, 0, qmax}.

Parametric approximation Section VIII.3
2. If Qti + qmin (N − i) > Qmax, we are certain to be in over-consumption at the
time horizon and P ′(QT ) = −A. Then using the relation F (ti, T ) = E (FT |Fti),
the optimal consumption is in the form of (cf. Zone 2 in Figure VIII.12)
qt = qmax 1e−rti(Fti−K)−A e−rT F (ti,T )>0 + qmin 1e−rti(Fti−K)−A e−rT F (ti,T )60.
3. If Qti + qmax (N − i) 6 Qmin, we are certain to be in under-consumption at the
time horizon and P ′(QT ) = B. The optimal consumption is given by (cf. Zone
3 in Figure VIII.12)
qt = qmax 1e−rti(Fti−K)+B e−rT F (ti,T )>0 + qmin 1e−rti(Fti−K)+B e−rT F (ti,T )60.
In order to improve optimization procedures, these specific cases have been taken
into account in the parameterization of the gas consumption.
VIII.3.2 Using a neural network
VIII.3.2.1 Description and motivations
We first propose a nonlinear parameterization of the consumption function qt =
q(t, Ft, Qt), using a neural network (see Haykin (1994) for general references on neu-
ral networks). We have selected for our study a one-hidden-layer neural network,
whose architecture is described in Figure VIII.9. The input layer (xi)16i63 is connec-
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Fig. VIII.9 – Architecture of the neural network.
ted to the state and time variables : x1 = t, x2 = Ft and x3 = Qt. There is one hidden
layer with L neurons, and the output layer returns the level of optimal consumption
at time t. Actually, the number of hidden units to use is far from clear. It is related
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to the complexity of the underlying function that the network is trying to model. A
good starting point is to choose a number of units equal to half the sum of the num-
ber of input and output units. We have conducted a certain number of experiments
with different configurations and finally selected a network with 4 hidden neurons,
in preference to a larger one with a negligible improvement. The network is defined
by a matrix and a vector of weights (the parameters) : the input weights {θinkl} and
the output weights {θoutl }. The output of the network is given by
y =
4∑
l=1
θoutl s
(
3∑
k=0
θinkl xk
)
,
where
(
θin0l
)
l
are the bias weights (we set x0 = 1) and s is the Sigmoid function :
s(x) = 1
1+e−x
. The local consumption is then defined by
q = qmin + (qmax − qmin) s(y), (VIII.11)
which still belongs to the range [qmin, qmax].
The motivation of such a parameterization is the following. First, neural networks
are very sophisticated techniques capable of modeling extremely complex functions
(in particular, nonlinear ones with large numbers of variables), and at the same
time, the level of the user knowledge needed to successfully apply neural networks is
much lower than would be the case using, for example, some more traditional non-
linear statistical methods. In addition, the expected payoff J (q) defined in (VIII.6)
becomes J (θ), with θ = (θinkl, θoutl ; 0 6 k 6 3 ; 1 6 l 6 4), and in the sequel the
optimization w.r.t. θ will be performed using an estimation of the gradient ∇J (θ).
This justifies why we here consider a smooth parameterization. However, thanks to
Theorem VIII.5, we may expect the optimal consumption to be of bang-bang type.
This behavior can be seen as a limit case where the output weights tend to infinity.
It means that y represents in a nonlinear way the bang-bang threshold : for large
positive values of y, q ≈ qmax and for large negatives values of y, q ≈ qmin.
VIII.3.2.2 The gradient algorithm
From an initial random configuration of weights, the stochastic gradient algorithm
makes, in expectation, a move towards points of higher values in the search space,
in order to locate a local maximum (see Benveniste, Metivier and Priouret (1990),
Kushner and Yin (1997) for general references on stochastic approximation algo-
rithms). We thus define a recursive sequence of parameters (θn) by setting θn+1 =
θn + γn ̂∇θJ (θn), where ̂∇θJ (θn) is a gradient estimator of the mapping θ 7→ J (θ)

Parametric approximation Section VIII.3
and (γn) is a suitable sequence of nonnegative step sizes. We have chosen to fix γn to
a constant throughout our numerical experiments, but the difficult part is to decide
how large the steps should be. Large steps may converge more quickly, but may also
overstep the solution or go off in the wrong direction. In contrast, very small steps
may go in the correct direction, but they also require a large number of iterations.
The correct setting for the step size is application-dependent, and typically chosen
by experiments. The algorithm stops in a high point, which is a local maximum.
Throughout the numerical experiments we have performed, the values to which the
algorithm has converged were all very close to the global optimum (presumably given
by the method of Section VIII.2.3). As for ∇θJ (θ), it has been computed by a clas-
sic Monte-Carlo approach, using a path-wise method (see Kushner and Yang (1991)
and recently Gobet and Munos (2005)). It is thus expressed as an expectation :
∇θJ (θ) =E
( N−1∑
i=0
∇θq(θ, ti, Fti , Qti)∂qΨti(qti , Fti , Qti)
+ ∂θQti∂QΨti(qti , Fti , Qti)
)
+ E
(
e−rT∂θQT∂QPT (FT , QT )
)
. (VIII.12)
The quantity ∇θq(θ, ti, F, Q) results in differentiating the parameterization of the
consumption defined in (VIII.11), which is straightforward. For the Monte Carlo
evaluations of ∇θJ (θ), we need to simulate (∂θQti)06i6N . It is obtained using the
equation Qti+1 = Qti + qti , from which we deduce
∂θQti+1 = ∂θQti + ∂θq(θ, ti, Fti , Qti) + ∂Qq(θ, ti, Fti, Qti) ∂θQti ,
with an initial condition ∂θQ0 = 0.
VIII.3.2.3 Numerical results
Example VIII.1 : Swing contract. As can be seen in section VIII.3.1, we expect
the optimal consumption to be of bang-bang type. Thus in order to take into account
this (remarkable) result, a threshold function can be additionally applied to the
output unit :
qthreshold = qmax 1qnetwork> qmax+qmin2
+ qmin 1qnetwork6 qmax+qmin2
.
In the above expression, qnetwork and qthreshold stand for the output neuron and the
threshold value, respectively. Here, the parameters are the ones given in Case VIII.1.
We also consider A = B = 1. The step size for the stochastic-gradient algorithm is
constant and equal to 3. Denote by
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Fig. VIII.10 – Price of the Swing contract w.r.t. the number of iterations. On the
left, with a flat forward curve. On the right, with the forward curve of Figure VIII.1.
Neural network Neural network Forest of trees
before thresholding after thresholding
Flat forward 2659± 28 2681± 28 2717
curve
Real 4555± 31 4584± 31 4611
forward curve
Tab. VIII.2 – Final price of the Swing contract, before and after thresholding the
consumption (the values after ± equal the half of the 95% confidence interval width).
– NMC the required number of Monte Carlo simulations to calculate an estimator
of the gradient, for a given set of parameters,
– NIT the number of iterations on the parameters in the optimization stage.
The algorithm can therefore be split into two stages :
1) a first optimization stage, where we set for example NMC = 100 and a large
number of iterations NIT = 3000, so that the algorithm presumably converges.
2) a second pricing stage with the last set of parameters and a much higher NMC
(it can be set equal to 100000 for example), in order to reduce the confidence
interval on the price.
Results are reported in Table VIII.2. Note that for both forward curves, the results
are far by 1% from the optimal price computed by the tree method, and thresholding
at the exit of the neural network seems to be relevant. Furthermore, we can see
that these two tests provide powerful insights concerning the type of convergence
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that may be observed in the optimization algorithms (independently of the selected
parameterization). For the first forward curve, we can see that the algorithm requires
only 1000 iterations to converge, and thus it is useless to go until 3000 iterations. On
the contrary, for the second forward curve, we have a slower optimization, which is
even performed in two steps (as if a local optimum were reached at an intermediate
stage). The quality of results and the type of convergence are thus strongly related
to the selected forward curve.
Example VIII.2 : storage contract. The values of parameters are set to those
of Case VIII.2. The step size for the stochastic-gradient algorithm is constant and
equal to 0.1. The terminal penalties are always satisfied in this case. In fact, as
already mentioned, the constraints in the storage case can be formulated as follows
f1(t) 6 Qt 6 f2(t), ∀t ∈ [0, T ].
Denote by qparams(t) the output of the neural network at time t.
 Qt > f1(t) for every t ∈ [0, T ]. Thus as soon as |Qt− f1(t)| 6 |qmin| dt, we replace
the output of the network by :
q1t =
 qparams(t), if qparams(t) +Qt dt > f1(t)f1(t)−Qt
dt
, otherwise.
 Qt 6 f2(t) for every t ∈ [0, T ]. Thus if q1t dt+Qt > f2(t), we replace q1t by f2(t)−Qtdt .
Finally, the retained control at time t takes the form of
qt = min
[
q1t ,
f2(t)−Qt
dt
]
= min
[
max
(
qparams(t),
f1(t)−Qt
dt
)
,
f2(t)−Qt
dt
]
.
Note that the above consumption is not of class C1 any more. However, the stochastic
gradient algorithm is still applicable, since there is only a finite set of points where
the function is not differentiable.
The results reported in Table VIII.3 are computed with NIT = 3000 (resp. NIT =
6000) iterations for the flat forward curve (resp. for the forward curve from Figure
VIII.1), still using NMC = 100000 paths for the final value. Note that the neural
network gives a less satisfying price in the case of the real forward curve. The strong
seasonality component of the curve is undoubtedly an important explaining factor.
Adding more hidden neurons certainly improves the quality of the price, but also
implies longer computing times.
Let us finally stress that no thresholding at the output of the network has been
applied here. Unlike the Swing contract, we have not been able in this case to find
a relevant thresholding rule at the output of the network.
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Neural network Forest of trees
Flat forward 64.7± 0.4 67,9
curve (NIT = 3000)
Real 218.7± 0.6 242.3
forward curve (NIT = 6000)
Tab. VIII.3 – Final price of the storage contract (the values after ± equal the half
of the 95% confidence interval width).
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Fig. VIII.11 – Price of the storage contract w.r.t. the number of iterations. On the
left, with a flat forward curve. On the right, with the forward curve of Figure VIII.1.
VIII.3.3 Direct parameterization of the purchase threshold
VIII.3.3.1 For the Swing contract
Unlike the previous approach with neural networks, here the parameterization of
q(ti, F, Q) does not need to be smooth with respect to parameters. We rather focus
on the bang-bang behavior which can be expected from Theorem VIII.5. Thus, we
here assume that
– q∗(ti, Fti , Qti) takes only two values qmin and qmax,
– q∗(ti, Fti , Qti) is an increasing function w.r.t Fti .
The second property is heuristic : we expect that a higher price of gas will lead to a
higher consumption at a fixed price K. Previous algorithms based on the dynamic
programming equation (see Section VIII.2) give results that confirm this heuristic.
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From these two properties we deduce that if q is optimal, there exists a threshold
S∗ depending on both ti and Qti such that
qti = qmax1{Fti>S∗(ti,Qti)} + qmin1{Fti6S∗(ti ,Qti)}.
Our approach is to model this optimal threshold price as a function of t and Qt. We
can divide the set of couples (ti, Qti) into four zones.
– Zone 1 corresponds to a consumption such that the consumer is sure to respect
the global constraints. The optimal threshold is equal to the strike K.
– Zone 2 (resp.3) corresponds to an over (resp. under) consumption. In these two
cases the optimal threshold is an explicit function of ti. If the global penalties are
infinite, these two zones are useless.
– Zone 4 is the only one where the threshold has to be found.
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Fig. VIII.12 – Parameterization of the threshold as a function of both (t, Qt) and
(t− Qt−qmin
qmax−qmin , Qt − qmin × t).
Even if Fti fluctuates a lot, we expect that the threshold S
∗ changes a little with
respect to ti and Qti . For instance, in the special case where Fti is deterministic with
r = 0, S∗ is constant. Consequently, S∗(ti, Qti) may be approximated by a smooth
function of (ti, Qti). Figure VIII.8 about the injection optimal decision confirms that
the threshold surface may be approximated by a smooth one for these contracts.
Actually, it is more efficient to express S∗ as a function of(
i− Qti − qmin × i
qmax − qmin , Qti − qmin × i
)
,
the support of the function S∗ being now a rectangle. The parameters θ of the
function S∗ are values of the threshold at a fixed position spread, on a uniform grid
with a chosen size (5× 5 for example). The value of S∗ outside the grid is equal to
the strike if the couple (ti, Qti) is in Zone 1, and to a bilinear interpolation of the
four nearest neighbors, otherwise.
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VIII.3.3.2 Optimization of parameters
With this parameterization, the function J (θ) to maximize is not smooth, and a
specific optimization procedure has to be carried out.
Since parameters θ are threshold values, they can be initialized near the value K.
The idea of the optimization is the following. With a given set of simulations, we
can evaluate Ĵ (θ) for any value of θ. We are looking for the optimal parameter by
applying coordinate-wise iterative perturbations of the parameters. The size of the
perturbation equals ε and parameters are iteratively chosen according to a statistical
test based on the empirical mean and variance of the improvement. To get better
and better parameters we increase the size of the set of simulations in several stages.
We start with l = 0 and NMC = 10000. We define θ
+
j0
= (θ1, . . . , θj0 + ε, . . . , θd) and
θ
−
j0
= (θ1, . . . , θj0 − ε, . . . , θd). The algorithm can be described as follows.
– Stage l
– Simulate a set of 2lNMC independent paths (Fti)i.
– Denote by σˆ(X) the empirical standard deviation of X computed with this set
of paths.
– While Ĵ (θ) is improved
– Compute the empirical mean of Ĵ (θ) using this set of paths.
– For each parameter coordinate θj0
– if Ĵ (θ+j0)− Ĵ (θ) > 1.65× σˆ(J (θ+j0)− J (θ)) or
– if Ĵ (θ−j0)− Ĵ (θ) > 1.65× σˆ(J (θ−j0)− J (θ))
change the value of θj0 and continue the optimization with the best of these
three sets of parameters.
– l → l + 1.
Iterations are stopped when 2lNMC is too large for computations or when there is
no more improvement.
VIII.3.3.3 Applications to storage contract
A similar strategy can be used for the storage contract, since we expect that the
optimal consumption q(t, Qt, Ft) takes only three values. In this case we build two
surfaces associated to the two thresholds, using the same method. We choose a size
of grid and change the values of nodes, one by one, at each optimization step :
nodes of the first surface, then nodes of the second one. Since the previous change
of variables is useless, we parameterize the two surfaces with ti and Qti .
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VIII.3.3.4 Results
Example VIII.1 : Swing contract. For different forward curves, the solution and
the optimal parameters computed with this algorithm do not depend on the initial
set of parameters. Furthermore, no local maximum phenomenon has been noticed.
The quality of results mainly depends on the forward curves. With a 4 × 4 grid
we can reach, in the best cases, 98% of the performance obtained by a dynamic
programming approach. The following results are computed with ε = 0.1, l = 5
steps (corresponding to a maximum set of 320 000 different simulations) and 95%
confidence intervals.
Forward curve Size of grid Ĵ Forest of trees
real 4× 4 4565± 25 4611
real 10× 10 4578± 25 4611
flat 4× 4 2696± 23 2718
flat 10× 10 2692± 23 2718
Example VIII.2 : storage contract. These results mainly depend on the choice
of ε and the size of grids. ε needs to be small enough to have reliable results but a
too small value of ε may also generate heavy computations. In our case grids were
too coarse to use a very small value of ε. Adaptive grids, which become more precise
as t grows, may be more efficient than uniform ones. In the storage contract, a grid
that ensures continuity of the threshold surface at edges of Zone 1, gives good results
as well. It appears that initialization and order of parameters θj in the optimization
procedure are not crucial.
Forward curve Size of grid Ĵ Forest of trees
real 4× 4 225.3± 1.2 242.5
real 10× 10 230± 1.2 242.5
VIII.4 Conclusion
In the paper, we have presented several numerical methods to price Swing options.
The well-known forest of trees method allows to deal efficiently with one factor
models. We have extended the Longstaff-Schwartz method (initially used for Ber-
muda options) to our framework. This authorizes multi-factor models. These two

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procedures take advantage of the dynamic programming equation and thus, lead
to accurate valuations of the Swing contract. Numerical experiments confirm this
feature. We develop alternative algorithms based on relevant parameterizations of
the consumption. These new methods can also handle multi-factor models. Moreo-
ver, unlike the previous ones, they have the advantage to give intermediate prices
throughout the optimization stage.
To guide our choice of parameterization, we have proven that the optimal purchase
is of bang-bang type. The first parametric method is based on a neural network,
which can asymptotically reproduce the bang-bang behavior. The objective func-
tion is smooth w.r.t. parameters and gradient stochastic methods can be used for
the optimization. The results are quite satisfying. The second parametric method
directly models the bang-bang threshold as a function of the time and the cumula-
tive consumption. This seems to be particularly adapted to the problem and thus
leads to better results.
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Annexe A
Frontie`re optimale
d’Allegretto,
Barone-Adesi et Elliott
Allegretto, Barone-Adesi et Elliott ont mis en place en 1995 un algorithme d’approxi-
mation de la frontie`re d’arreˆt optimal, pour un Put Ame´ricain. L’approximation est
meilleure au voisinage de la frontie`re ou pour de grandes maturite´s.
Conside´rons le Put Ame´ricain PutAm(S,m) e´crit sur le Brownien ge´ome´trique S et
de strike m. Sa fonction de prix P (x, t) a` l’instant t peut se mettre sous la forme
P (x, t) = p(x, t) + e(x, t),
ou` e(x, t) de´signe la prime d’exercice anticipe´ et p(x, t) le prix a` l’instant t du Put
Europe´en correspondant. Elliott et ses co-auteurs ont propose´ une approximation
de e(x, t) de la forme
(x, t) = A(t)
( x
s∗t
)q(t)
,
ou` A et q sont des fonctions a` de´terminer. En posant,
g(t) =
1
A(t)
∂p(s∗t , t)
∂t
, M =
2r
σ2
, N =
2µ
σ2
, G(t) =
2g(t)
σ2
,

µ e´tant le drift du sous-jacent S sous la probabilite´ historique, ils ont abouti au
syste`me suivant de 3 e´quations a` 3 inconnues A(t), q(t) et s∗(t) :
s∗(t) =
(m− p(s∗(t), t))q(t)
−1 + q(t) + e(µ−r)(T−t)N (−d1(s∗(t), t)) , (A.1)
A(t) = −p(s∗(t), t)− s∗(t) +m, (A.2)
q(t)2 + (N − 1)q(t)− (M +G(t)) = 0. (A.3)
Dans la premie`re e´quation, la fonction d1 est donne´e par
d1(x, t) =
log
(
x
m
)
+
(
r + σ
2
2
)
(T − t)
σ
√
T − t .
Ainsi pour une valeur fixe´e de t, ces e´quations peuvent se re´soudre par une proce´dure
ite´rative :
1. donner une valeur test de s∗(t) ;
2. calculer A(t) a` partir de (A.2) ;
3. calculer q(t) a` partir de (A.3) ;
4. calculer une nouvelle valeur de s∗(t) a` partir de (A.1).
Utilisant la nouvelle valeur de s∗(t), ces 3 dernie`res e´tapes sont re´pe´te´es jusqu’a` ce
que l’ame´lioration de s∗(t) ne soit plus significative.
Afin d’ame´liorer la qualite´ de l’approximation, Elliott et ses co-auteurs ont introduit
une “constante de relaxation” λ, de manie`re a` remplacer l’e´quation (A.3) par
q(t)2 + (N − 1)q(t)− (M + λG(t)) = 0.
La valeur de λ est choisie de telle fac¸on que (s∗(t), t) = A(t). Dans le cas ou` r = b,
λ est de´termine´e empiriquement par
λ = 1.2952 + 4.3338× 10−2M − 4.6591× 10−3M2 + 2.1452× 10−4M3,
ou` M = 2r/σ2.
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Annexe B
Proof of Theorem VIII.5
Let q(.) be an optimal control and q¯(.) an admissible control in [qmin, qmax]. For
 ∈ [0, 1], we define a third admissible control
qtj =
 qti +  (q¯ti − qti) j = i,qtj j 6= i.
The objective function corresponding to q is given by
J (q) = E
(
N−1∑
j=0
e−rtjqtj (Ftj −K) + e−rTFTP (QT )
)
.
Since q is optimal, we get J (q) 6 J (q), for every  ∈ [0, 1], and therefore ∂J (q)
∂
|=0 6
0. We can easily compute this derivative and obtain
∂J (q)
∂
|=0 = lim
↓0
J (q)− J (q)

= E
{
(q¯ti − qti)
[
e−rti(Fti −K) + e−rTFTP ′(QT )
]}
= E
{
(q¯ti − qti)
[
e−rti(Fti −K) + E
(
e−rTFTP ′(QT )|Fti , Qti
)]}
6 0.
The above inequality holds true for all admissible control (q¯tj )j, thus in particular
for q¯tj = qtj + (q − qti)1λti>01i=j, where
Hti = e
−rti(Fti −K) + E
(
e−rTFTP
′(QT )|Fti , Qti
)
and λti = (q − qti)Hti (q ∈ [qmin, qmax] being fixed). This gives E
(
1λti>0λti
)
6 0. In
other words, λti is negative outside some negligible sets. Thus we have proven the

following optimality condition
(q − qti)
[
e−rti(Fti −K) + E
(
e−rTFTP ′(QT )|Fti , Qti
)]
6 0, ∀ q ∈ [qmin, qmax],
and the desired result follows at once.
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