These notes present preliminary results regarding two different approximations of linear infinitehorizon optimal control problems arising in model predictive control. Input and state trajectories are parametrized with basis functions and a finite dimensional representation of the dynamics is obtained via a Galerkin approach. It is shown that the two approximations provide lower, respectively upper bounds on the optimal cost of the underlying infinite dimensional optimal control problem. These bounds get tighter as the number of basis functions is increased. In addition, conditions guaranteeing convergence to the cost of the underlying problem are provided.
Introduction
Model predictive control (MPC) takes input and state constraints fully into account and is therefore a promising control strategy with various applications. The standard MPC approach relies on discrete dynamics and a finite prediction horizon, which leads inevitably to issues related to closed-loop stability. In [5] , an approximation of the underlying infinite dimensional infinite-horizon optimal control problem has been proposed, which is based on a parametrization of input and state trajectories with basis functions. The infinite prediction horizon is maintained, and therefore closed-loop stability and recursive feasibility arise naturally from the problem formulation. Moreover, it is conjectured that the underlying infinite dimensional optimization problem is well-approximated even with a low basis function complexity.
Herein, we compare the approach from [5] to a different finite dimensional approximation. We analyze both with respect to convergence of the optimal costs as the number of basis functions is increased. In particular, the optimal cost of the approximation given in [5] decreases monotonically and approaches the cost of underlying infinite dimensional problem from above. It is shown that the corresponding optimal trajectories are guaranteed to converge and that the second approximation approaches the optimal cost of the infinite dimensional problem from below. In addition, we will establish conditions guaranteeing convergence of both approximations to the cost of the underlying infinite dimensional problem.
This report focuses on the technical proofs and complements [4] , where the underlying ideas are discussed in detail and a numerical example is provided.
Problem Formulation
We present and analyze two approximations of the following optimal control problem,
s.t.ẋ(t) = Ax(t) + Bu(t), x(0) = x 0 , x(t) ∈ X , u(t) ∈ U, ∀t ∈ [0, ∞),
where X and U are closed and convex subsets of R n and R m , respectively, containing 0; the space of square integrable functions mapping from [0, ∞) to R q is denoted by L 2 q , where q is a positive integer; and the
where dt denotes the Lebesgue measure. We assume that J ∞ is finite and that the corresponding minimizers, x and u, are unique. Input and state trajectories will be approximated as a linear combination of basis functions
where ⊗ denotes the Kronecker product, η x ∈ R ns and η u ∈ R ms are the parameter vectors, and τ s (t) := (τ 1 (t), τ 2 (t), . . . , τ s (t)) ∈ R s . In order to simplify notation we will omit the superscript s in τ s ,x s , andũ s , and simply write τ ,x, andũ whenever the number of basis functions is clear from the context. Similarly, the dependence ofx andũ on η x and η u is frequently omitted. Without loss of generality we assume that the basis functions are orthonormal. Note that orthonormal basis functions can be constructed with the Gram-Schmidt procedure, [3, p. 50] .
As motivated in [5] , the following additional assumptions on the basis functions are made: A1) They are linearly independent. A2) They fulfillτ (t) = M τ (t) for all t ∈ [0, ∞), for some matrix M ∈ R s×s . The eigenvalues of M have strictly negative realparts.
Resulting optimization problems
In [5] the following finite dimensional approximation of the original problem (1) is introduced,
Note that the subscript s refers to the number of basis functions used. More precisely, the optimization problem with optimal cost J s corresponds to the case where input and state trajectories are spanned by the first s basis functions. The trajectoriesx andũ, which satisfy the equality constraint, fulfill the equations of motion exactly, that is, Ax(t) + Bũ(t) =ẋ(t) for all t ∈ [0, ∞) andx(0) = x 0 , see [5] . This is needed to guarantee that the minimizers of (4) achieve the cost J s on the nominal system. We make the following assumptions on the sets X s and U s1 1 The assumptions are listed for the state constraints X and are analogous for the input constraints U. B0) X s is closed and convex
where the inclusion i s , mapping from R ns to R n(s+1) is defined bỹ
Assumption B0) implies that the optimization problem (4) is convex, and that the corresponding minimum is attained, provided that feasible trajectories exist. Assumption B1) is used to show that the cost J s is monotonically decreasing in s, whereas Assumption B2) implies that J s is bounded below by J ∞ , see Sec. 3.
In the context of MPC, Assumption B2) guarantees recursive feasibility and closed-loop stability, [5] . In addition, the cost J s is achieved on the nominal system, as the resulting input and state trajectories respect input and state constraints and fulfill the dynamics exactly.
The following alternative approximation is introduced,
whose purpose is to provide a monotonically increasing sequenceJ s bounding J ∞ from below. To that extent, the following assumptions on the setsX s andŨ s are made: 2 C0)X s is closed and convex.
where the projections π s and π s are defined as
Assumption C0) ensures that the optimization problem (6) is convex, and that the corresponding minimum is attained, provided that feasible trajectories exist. Assumption C1) is used to demonstrate thatJ s is monotonically increasing, whereas Assumption C2) implies thatJ s is bounded above by J ∞ , see Sec. 3. Examples fulfilling Assumptions B0)-B2) and C0)-C2) are provided in [4] .
Main results
In the following we will analyze the two approximations (4) and (6) and prove the following result: We start by summarizing the results from [5] , stating that the optimal cost of (4) is a monotonically decreasing sequence providing an upper bound on the optimal cost of (1). Proposition 3.2 Let N 0 be such that J N 0 is finite. If Assumptions B0) and B1) are fulfilled, then the sequence J s is monotonically decreasing for s ≥ N 0 and converges as s → ∞. If Assumptions B0) and B2) are fulfilled, J s is bounded below by J ∞ .
Proof See [5] .
The fact that J s converges can be used to demonstrate convergence of the optimizerx s andũ s , as well as the corresponding parameters η xs and η us . Therefore, the parameter vectors η xs and η us are interpreted as square summable sequences, i.e. as elements in 2 .
3 Proposition 3.3 Let N 0 be such that J N 0 is finite and let Assumptions B0) and B1) be fulfilled. Then, the minimizers of (4) converge (strongly) in 2 as s → ∞, and the corresponding trajectoriesx s andũ
m . Proof We fix s ≥ N 0 and denote the minimizers corresponding to J s by η xs , η us , and the minimizers corresponding to J s+1 by η x s+1 , η u s+1 , which we consider to be elements of 2 . The following observation can be made: The vectors η x := λi s (η xs ) + (1 − λ)η x s+1 and η u := λi s (η us ) + (1 − λ)η u s+1 with λ ∈ [0, 1] are feasibly candidates for the optimization problem (4) over s + 1 basis functions. 4 This is because the
are satisfied by Assumptions B0) (convexity) and B1). Moreover, as the dynamics are fulfilled exactly it follows forx :
, which concludes that the equality constraint is likewise fulfilled. Since η x s+1 and η u s+1 are the minimizers corresponding to J s+1 , we have that
for all λ ∈ [0, 1]. The objective function is quadratic, and hence strongly convex with respect to the L 2 n and L 2 m -norm, which leads to
for all λ ∈ [0, 1]. We set λ = 1/2 and obtain
According to Prop. 3.2, the sequence J s converges as s → ∞. As a result, it follows that ( We Proof We will denote the minimizers of (1) by x and u, which are both square integrable and fulfillẋ(t) = Ax(t) + Bu(t) for all t ∈ [0, ∞). We define η x := π s (x) ∈ R ns , η u := π s (u) ∈ R ms (where notation is slightly abused to denote both the projection from L 2 n → R ns and the projection from L 2 m → R ms , defined in analogy to (7), by π s ). From Assumption C2) it follows that η x ∈X s and η u ∈Ũ s . We will argue that η x and η u fulfill the equality constraints in (6). Therefore we rewrite the equality constraint as
where orthonormality of the basis functions, the properties of the Kronecker product, and Assumption A2) is used. We note further that the identity
which follows from integration by parts, simplifies the previous equation to
Moreover, it holds that
where integration by parts (1st step), the definition of the projection π s (2nd step), and the fact that x and u fulfill the (linear) equations of motion exactly (3rd step) has been used. Clearly, (16) and (17) are equivalent to (14) and therefore η x and η u are feasible candidates for (6). Bessel's inequality, [3, p. 51], implies that
where the Euclidean norm is denoted by | · | 2 . Therefore η x and η u are feasible candidates achieving a cost, which is smaller than J ∞ , and henceJ s ≤ J ∞ for all s ≥ s 0 .
In order to establish that the sequenceJ s is monotonically increasing, we will work with the dual problem. It turns out that the finite dimensional representation of the adjoint equations are fulfilled exactly by (6) . We will use this fact to construct feasible candidates for the optimization over s + 1 basis functions. Proposition 3.5 Let Assumptions C0), C1), and C2) be fulfilled. ThenJ s is monotonically increasing and bounded above by J ∞ for all s ≥ 1.
Proof We first derive the dual of (6). We use Lagrange duality to rewrite (6) as
From Assumptions C0) and C1) we can infer thatJ s ≤ J ∞ for all s ≥ 1 by Prop. 3.4. The fact that 0 ≤J s ≤ J ∞ implies further that the infimum in (6) is attained, and that the set of minimizers is nonempty due to Assumption C0) (X s andŨ s are closed). According to [6, p. 503, Thm. 11.39] strong duality holds, and the infimum and supremum can be interchanged, which yields
The minimization over η x and η u is a convex problem and can be rewritten in terms of convex-conjugate functions, [6, p. 473] . To that extent, we apply first integration by parts on the termp Tẋ , resulting iñ
for all δη λ ∈ R ns , which is equivalent to −ṽ := A Tp +ṗ as shown in [5] , the minimization overx can be interpreted as a (extended real-valued) function ofṽ, i.e.
Note that I * ϕs maps from L 2 n to the extended real line and is well-defined. In a similar way, we can regard the minimization over η u as (extended real-valued) function ofp,
where in this case π s denotes the projection L 2 m → R sm defined in analogy to (7) (with a slight abuse of notation). Thus, (21) is reformulated as
The functionsṽ andp satisfy the adjoint equations exactly and it holds that lim t→∞p (t) = 0 by Assumption A1). Let η v ∈ R ns and η p ∈ R ns , with corresponding trajectoriesṽ s (t, η v ) andp s (t, η p ), be maximizers of (25). The set of maximizers is non-empty due to the fact that we optimize over R ns and 0 ≤J s ≤ J ∞ holds. The equality constraint implies that the adjoint equationṗ s (t) + A Tps (t) +ṽ s (t) = 0 is fulfilled for all times t ∈ [0, ∞), see [5] , and thus, the adjoint equation is likewise fulfilled by the augmented trajectoriesṽ
) are feasible candidates to the optimization (25) over s + 1 basis functions. It remains to establish the relation between I * ϕs and I * ϕ s+1
, as well as I * ψ s+1
and I * ψs , which is done via the order reversing property of the convex-conjugation. Therefore the function I * ϕs is regarded as the conjugate of
We note that Assumption C1) implies
n . This is due to the fact that any square integrable function x with π s+1 (x) ∈X s+1 automatically fulfills π s (x) ∈X s , since π s (X s+1 ) is contained inX s by Assumption C1), and |π
n . The convexconjugation reverses ordering, which implies
The same reasoning applies to I * ψs , which is the convex-conjugate of
This leads to the conclusion that
for any v, p ∈ L 2 n . Hence, we have thatṽ
are feasible candidates to the optimization problem over s + 1 basis functions with higher corresponding cost and thereforeJ s+1 ≥J s .
Next, we would like to establish that lim s→∞Js = lim s→∞ J s . In order to do so, we need the following assumptions: D0) lim sup s→∞X s ⊂ lim inf s→∞ X s D1) The basis functions τ i , i = 1, 2, . . . , are dense in C ∞ 0 (in the topology of uniform convergence). 5 Proposition 3.6 Let N 0 be such that J N 0 is finite and let Assumptions B0)-D1) be fulfilled. Then, lim s→∞Js = lim s→∞ J s holds.
Proof By Prop. 3.2 and Prop. 3.3 it follows that J s is monotonically decreasing, lim s→∞ J s is finite, and that the corresponding optimizers converge. From Prop. 3.4 and Prop. 3.5, we can infer thatJ s is monotonically increasing and bounded above by J ∞ for all s ≥ 1. This implies further that the sequence of minimizers of (6) 
n , converging uniformly to δp. According to Assumption D1) such a sequence exists. Hence for any > 0 we can find an integer N 0 large enough, such that
holds for all k ≥ N 0 . We claim that |x s(q) −x 0 | 2 is uniformly bounded. This can be seen by right multiplying the equality constraint of (6) by η 5 The set of smooth functions with compact support mapping from [0, ∞) to R is denoted by C ∞ 0 .
which can be further simplified to
using lim t→∞x s(q) (t) = 0 (by Assumption A1)) and completing the squares. From the fact thatJ s(q) ≤ J ∞ for all q, it follows thatx
is uniformly bounded, as can be verified with the Cauchy-Schwarz inequality, lim k→∞ δp k (0) T (x s(q) (0) − x 0 ) converges uniformly, and the limits over q and k can be interchanged,
The equality constraint of (6) reads therefore as
where both limits agree. We will show that the limit over k commutes with the integration. To that extent, we make the following claim: For any functionṽ := N i=1 τ i η v i , where η v i are bounded vectors in R n and N is a positive integer, it holds that
We will prove the claim below, but assume for now that it holds. As a consequence of Assumption A1), implying thatẋ s(q) is a linear combination of the basis functions, the claim results in
for any integer s(q). Using integration by parts (twice) and the fact thatx s(q) converges weakly leads to
Note that δṗ has compact support, is bounded (by continuity), and is therefore square integrable in [0, ∞). The claim implies further that (33) simplifies to
The same argument can be repeated for any δp = (δp 1 , . . . δp n ), δp i ∈ C ∞ 0 , i = 1, 2, . . . , n, vanishing at 0, and therefore, as s(q) → ∞, the equality constraint of (6) reads as
Due to the fundamental lemma of the calculus of variations, [9, p. 18] , this is equivalent toẋ(t) = Ax(t) + Bũ(t) for all t ∈ [0, ∞) (almost everywhere). A similar argument ensures lim q→∞x s(q) = x 0 , c.f. (34). As a result, the equality constraint of (6) is equivalent to the one of (4) in the limit as s(q) → ∞. Combined with Assumption D1), it implies thatx andũ are feasible candidates for (4) 
It remains to prove the claim. Letṽ := N i=1 τ i η v i where the η v i s are bounded vectors in R n and N is fixed. The matrix M in Assumption A1) is negative definite and therefore it holds that |ṽ(t)| 2 ≤ C 1 e −βt for all t ≥ T 0 for some constants C 1 > 0, β > 0 and time T 0 > 0. As a result, it follows from Hölder's inequality, [7, p. 76] , that 
The second term can be bounded by invoking Hölder's inequality once more, 
Hence, the right-hand side of (42) converges to zero due to the uniform convergence of the δp k to δp as k → ∞. This proves the claim.
Conclusion
In this note we introduced two different approximations to a class of infinite-horizon optimal control problems encountered in MPC. The approximations bound the optimal cost of the underlying problem from above and below, and their optimal costs converge as the number of basis functions tends to infinity. Under favorable circumstances, the resulting input trajectories of the first approximation are found to approximate the optimal input of the underlying infinite dimensional problem arbitrarily accurately, and the corresponding optimal costs converge to the optimal cost of the underlying infinite dimensional problem. The second approximation yields a lower bound on the cost of the underlying optimal control problem, and can therefore be used to quantify the approximation quality of both approximations.
