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Resumo
Sejam E e F espac¸os de Banach. Os principais resultados que iremos expor sera˜o teoremas
sobre a reflexividade de L(E;F ) e P(mE;F ). No cap´ıtulo 2, estudamos alguns conceitos
ba´sicos da teoria de produtos tensoriais de espac¸os de Banach. A importaˆncia do cap´ıtulo
2 para o trabalho sera´, essencialmente, a identificac¸a˜o do espac¸o de operadores lineares
cont´ınuos L(E;F ) com o dual do produto tensorial projetivo E⊗˜piF ′. No cap´ıtulo 3, que
trata de espac¸os de polinoˆmios homogeˆneos, inclu´ımos definic¸o˜es e resultados ba´sicos e
estudamos um teorema de linearizac¸a˜o que permitira´ transferir resultados em espac¸os de
operadores lineares para espac¸os de polinoˆmios homogeˆneos.
ii
Abstract
Let E and F be Banach spaces. The main results in this work are theorems concerning
the reflexivity of L(E;F ) and P(mE;F ). In Chapter 2, we study basic concepts of the
theory of tensor products of Banach spaces. The importance of Chapter 2 will be, es-
sentially, the identification of the space of continuous linear operators L(E;F ) with the
dual of the projective tensor product E⊗˜piF ′. In Chapter 3, that deals with homogeneous
polynomials, we include basic definitions and results and we study a linearization theorem
that will allow to transfer results from spaces of linear operators to spaces of homogeneous
polynomials.
iii
Suma´rio
Introduc¸a˜o 1
1 Preliminares 4
1.1 Notac¸o˜es e terminologia . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Espac¸os reflexivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Operadores compactos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Espac¸os de func¸o˜es cont´ınuas . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5 Sistemas duais e Teorema Bipolar . . . . . . . . . . . . . . . . . . . . . . . 13
2 Produto Tensorial de Espac¸os de Banach 16
2.1 Produto tensorial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Norma projetiva . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 O dual de E⊗˜piF ′ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3 Espac¸os de Polinoˆmios Homogeˆneos 32
3.1 Aplicac¸o˜es multilineares . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2 Polinoˆmios homogeˆneos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3 Linearizac¸a˜o de polinoˆmios homogeˆneos . . . . . . . . . . . . . . . . . . . . 39
3.4 Subespac¸os de P(mE;F ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4 Reflexividade de L(E;F ) e P(mE;F ) 50
iv
4.1 Propriedade de aproximac¸a˜o e propriedade de aproximac¸a˜o compacta . . . 50
4.2 Reflexividade de L(E;F ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 Reflexividade de P(mE;F ) . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
Refereˆncias Bibliogra´ficas 58
v
Introduc¸a˜o
Esta dissertac¸a˜o esta´ dedicada ao estudo da reflexividade do espac¸o de operadores lineares
L(E;F ) e do espac¸o de polinoˆmios homogeˆneos P(mE;F ) entre espac¸os de Banach.
O trabalho comec¸a com um cap´ıtulo preliminar onde relembramos alguns fatos ba´sicos
a respeito de espac¸os reflexivos e operadores compactos. Enunciamos sem demonstrac¸a˜o
duas caracterizac¸o˜es de espac¸os reflexivos; uma delas, que diz que um espac¸o E e´ reflexivo
se, e so´ se, a bola BE e´ fracamente compacta teve a demonstrac¸a˜o omitida para na˜o
estender demasiadamente o trabalho e ter o risco de perder de foco o objetivo principal.
A outra caracterizac¸a˜o, que diz que um espac¸o de Banach E e´ reflexivo se, e so´ se, cada
funcional linear cont´ınuo em E atinge sua norma tem um n´ıvel que ultrapassa este texto.
Tambe´m enunciamos sem demonstrac¸a˜o alguns teoremas importantes como o Teorema de
Ascoli e o Teorema Bipolar.
No segundo cap´ıtulo, estudamos o produto tensorial E⊗F de dois espac¸os vetoriais E
e F . Se E e F sa˜o normados, definimos a norma projetiva pi em E⊗F . O completamento
de E ⊗ F munido da norma projetiva e´ denotado por E⊗˜piF . A utilidade do produto
tensorial deve-se, em parte, a`s identificac¸o˜es que podem ser feitas entre diferentes espac¸os.
Temos que
(E⊗˜piF )′ = B(E × F ) = L(E;F ′)
onde B(E×F ) denota o espac¸o das formas bilineares cont´ınuas em E×F . Em particular,
se F e´ reflexivo, enta˜o (E⊗˜piF ′)′ = L(E;F ). Nesse caso, diz-se que E⊗˜piF ′ e´ um pre´-
dual de L(E;F ). Uma das vantagens que se tira dessa identificac¸a˜o e´ que no lugar de
se trabalhar com operadores lineares, trabalhamos com funcionais lineares, que de certa
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forma sa˜o mais simples.
No cap´ıtulo 3, estudamos o espac¸o de polinoˆmios m-homogeˆneos P(mE;F ). Um po-
linoˆmiom-homogeˆneo e´ uma aplicac¸a˜o P : E → F da forma P = A◦∆, sendo ∆ : E → Em
a aplicac¸a˜o diagonal x → (x, . . . , x) e A : Em → F uma aplicac¸a˜o multilinear sime´trica.
Uma relac¸a˜o fundamental entre P e A e´ dada pela Fo´rmula de Polarizac¸a˜o
A(x1, . . . , xm) =
1
m!2m
∑
εj=±1
ε1 · · · εmP (x0 + ε1x1 + · · ·+ εmxm).
Para expressar a relac¸a˜o P = A ◦ ∆, escreve-se A = Pˇ ou enta˜o P = Aˆ. O resul-
tado mais importante do cap´ıtulo 3 e´ um teorema de linearizac¸a˜o de polinoˆmios obtido
por R. Ryan [14] e demonstrado com outra te´cnica por J. Mujica [9]. No teorema de
linearizac¸a˜o, constro´i-se um espac¸o de Banach Q(mE) e um polinoˆmio m-homogeˆneo
qm ∈ P(mE;Q(mE)) de maneira que, para cada espac¸o de Banach F e cada polinoˆmio
m-homogeˆneo P ∈ P(mE;F ), o diagrama
E
qm
²²
P // F
Q(mE)
TP
;;w
w
w
w
w
pode ser completado de maneira u´nica com uma aplicac¸a˜o linear TP ∈ L(Q(mE);F ). Isso
fornece uma isometria entre P(mE;F ) e L(Q(mE);F ).
No cap´ıtulo 4, estudamos dois resultados de Mujica [10]. O primeiro mostra que, se E e
F sa˜o espac¸os de Banach reflexivos, sendo que um deles tem a propriedade de aproximac¸a˜o
compacta, enta˜o L(E;F ) e´ reflexivo se, e so´ se, cada T ∈ L(E;F ) e´ compacto se, e so´ se,
cada T ∈ L(E;F ) atinge sua norma. Essas equivaleˆncias ja´ eram conhecidas quando E e F
sa˜o espac¸os de Banach reflexivos, sendo que um deles tem a propriedade de aproximac¸a˜o
(ver Holub [5]). Em [10], mostra-se que de fato pode-se obter algo mais forte com a
hipo´tese de propriedade de aproximac¸a˜o. Sob essas condic¸o˜es, L(E;F ) e´ reflexivo se, e
so´ se, cada T ∈ L(E;F ) e´ o limite de uma sequ¨eˆncia de operadores de posto finito. Em
[7], Jaramillo e Moraes usam o resultado de [5] e o teorema de linearizac¸a˜o de Ryan para
obter um resultado ana´logo para espac¸os de polinoˆmios homogeˆneos. Isso tambe´m e´ feito
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em [10] mas no lugar de usar [5], usa-se o resultado melhorado mencionado anteriormente.
Em consequ¨encia, melhora-se tambe´m o resultado de [7].
3
Cap´ıtulo 1
Preliminares
1.1 Notac¸o˜es e terminologia
Nesta dissertac¸a˜o, usaremos as letras E,F,G . . . para denotar K-espac¸os vetoriais, onde
K podera´ ser o corpo R dos nu´meros reais ou o corpo C dos nu´meros complexos. Se E e
F sa˜o espac¸os normados, usaremos as seguintes notac¸o˜es:
• BE : Bola unita´ria aberta de E.
• BE : Bola unita´ria fechada de E.
• E∗ : Dual alge´brico de E.
• E ′ : Dual topolo´gico de E com relac¸a˜o a` norma ‖ · ‖. A`s vezes tambe´m usaremos a
notac¸a˜o (E, ‖ · ‖)′.
• L(E;F ) : Espac¸o das aplicac¸o˜es lineares de E em F .
• L(E;F ) : Espac¸o das aplicac¸o˜es lineares cont´ınuas de E em F .
Um isomorfismo linear entre dois espac¸os vetoriais E e F e´ uma aplicac¸a˜o linear bijetiva
T : E → F . Se E e F sa˜o espac¸os vetoriais topolo´gicos, diremos que um isomorfismo
linear T : E → F e´ um isomorfismo topolo´gico se T e T−1 sa˜o cont´ınuas. Se E e F
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sa˜o normados, um isomorfismo linear T : E → F e´ um isomorfismo isome´trico ou uma
isometria se ‖Tx‖ = ‖x‖ para todo x ∈ E.
Seja E um espac¸o vetorial topolo´gico com topologia τ . Dizemos que τ e´ uma topologia
localmente convexa se cada vizinhanc¸a de 0 conte´m uma vizinhanc¸a convexa de 0. Nesse
caso, dizemos que (E, τ) e´ um espac¸o localmente convexo. Seja P = {pα : α ∈ A} uma
famı´lia arbitra´ria de seminormas em E. Essa famı´lia determina uma u´nica topologia
localmente convexa τ em E tal que, para x0 ∈ E, os conjuntos da forma⋂
α∈F
U(x0, α, ε)
formam uma base de vizinhanc¸as de x0, sendo F ⊂ A finito, ε > 0 e
U(x0, α, ε) = {x ∈ E : pα(x− x0) < ε}
Dizemos que τ e´ a topologia localmente convexa em E definida pela famı´lia de seminormas
P . Reciprocamente, cada topologia localmente convexa em E e´ determinada pela famı´lia
de seminormas P = {pU : U ∈ B0}, sendo B0 uma base vizinhanc¸as convexas e equilibradas
de 0 e pU o funcional de Minkowski de U . Para mais detalhes a respeito de espac¸os
localmente convexos, sugerimos [16].
1.2 Espac¸os reflexivos
Seja E um espac¸o normado. Para cada x ∈ E, associamos um elemento xˆ ∈ E ′′ definido
por
xˆ(ϕ) = ϕ(x)
para ϕ ∈ E ′. A aplicac¸a˜o J : E → E ′′ dada por J(x) = xˆ e´ uma isometria entre E e
um subespac¸o de E ′′. Quando essa aplicac¸a˜o canoˆnica e´ sobrejetiva, dizemos que E e´ um
espac¸o reflexivo. Assim, se E e´ reflexivo, E = E ′′ com uma identificac¸a˜o natural.
Sejam E,F espac¸os normados e seja T ∈ L(E;F ). O operador adjunto T ′ : F ′ → E ′ e´
definido por
T ′(ψ)(x) = ψ(Tx) (ψ ∈ F ′, x ∈ E)
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ou seja, T ′(ψ) = ψ ◦ T . Na˜o e´ dif´ıcil mostrar que T ′ e´ um operador linear cont´ınuo e
‖T ′‖ = ‖T‖.
Lema 1.2-1 Sejam E,F espac¸os normados e seja T : E → F linear. Enta˜o sa˜o equiva-
lentes:
(a) T e´ um isomorfismo isome´trico.
(b) T e´ injetiva e T (BE) = BF .
(c) T e´ invert´ıvel e ‖T‖ = ‖T−1‖ = 1.
Demonstrac¸a˜o. (a)⇒ (b) E´ fa´cil ver.
(b)⇒ (c) A condic¸a˜o T (BE) = BF implica que T e´ sobrejetiva, pois BF gera F . Assim,
T e´ invert´ıvel. Ale´m disso,
‖T‖ = sup{‖Tx‖ : x ∈ BE} = sup{‖y‖ : y ∈ BF} = 1
Como T−1(BF ) = BE, esse mesmo argumento mostra que ‖T−1‖ = 1.
(c)⇒ (a) Para cada x ∈ E, temos que
‖Tx‖ ≤ ‖x‖ = ‖T−1(Tx)‖ ≤ ‖Tx‖
Logo, ‖Tx‖ = ‖x‖. 2
Proposic¸a˜o 1.2-2 Seja T : E → F um isomorfismo isome´trico. Enta˜o T ′ : F ′ → E ′
tambe´m e´ um isomorfismo isome´trico.
Demonstrac¸a˜o. Para cada ϕ ∈ E ′, temos que
T ′ ◦ (T−1)′(ϕ) = T ′(ϕ ◦ T−1) = ϕ ◦ T−1 ◦ T = ϕ
De maneira ana´loga, (T−1)′ ◦ T ′(ψ) = ψ para todo ψ ∈ F ′. Assim, T ′ e´ invert´ıvel e
(T ′)−1 = (T−1)′. Ale´m disso,
‖T ′‖ = ‖T‖ = 1
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e‖(T ′)−1‖ = ‖T−1‖ = 1
Portanto, T ′ e´ um isomorfismo isome´trico. 2
Proposic¸a˜o 1.2-3 Sejam E,F espac¸os normados. Se E e F sa˜o isometricamente iso-
morfos, enta˜o E e´ reflexivo se e so´ se, F e´ reflexivo.
Demonstrac¸a˜o. Suponha que T : E → F e´ uma isometria e considere as incluso˜es
canoˆnicas JE : E → E ′′ e JF : F → F ′′. Pela proposic¸a˜o anterior, T ′′ := (T ′)′ e´ um
isomorfismo isome´trico entre E ′′ e F ′′. Na˜o e´ dif´ıcil verificar que o diagrama abaixo e´
comutativo
E
JE
²²
T // F
JF
²²
E ′′
T ′′
// F ′′
isto e´, JF ◦ T = T ′′ ◦ JE. Enta˜o e´ claro que JE e´ sobrejetiva se, e so´ se, JF e´ sobrejetiva,
isto e´, E e´ reflexivo se, e so´ se, F e´ reflexivo. 2
Proposic¸a˜o 1.2-4 Cada subespac¸o fechado de um espac¸o reflexivo e´ reflexivo.
Demonstrac¸a˜o. Suponha que E e´ reflexivo e M e´ um subespac¸o fechado de E. Sejam
JM :M →M ′′ e JE : E → E ′′ as incluso˜es canoˆnicas. Dado z′′ ∈M ′′, defina x′′ : E ′ → K
por
x′′(x′) = z′′(x′|M)
E´ fa´cil ver que x′′ e´ linear. Ale´m disso,
|x′′(x′)| ≤ ‖z′′‖‖x′|M‖ ≤ ‖z′′‖‖x′‖
Assim, x′′ ∈ E ′′. Como E e´ reflexivo, existe x ∈ E tal que JEx = x′′. Vamos mostrar que
x ∈M . Se x na˜o estivesse em M , existiria x′ ∈ E ′ tal que x′(M) = {0} e
x′(x) = d(x,M) 6= 0
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Temos que x′′(x′) = z′′(x′|M) = 0. Por outro lado, JEx(x′) = x′(x) 6= 0, o que e´ absurdo.
Dado z′ ∈M ′, seja x′ ∈ E ′ uma extensa˜o de z′. Enta˜o
z′′(z′) = x′′(x′) = x′(x) = z′(x)
Isso mostra que JMx = z
′′. Portanto, M e´ reflexivo. 2
Proposic¸a˜o 1.2-5 Um espac¸o de Banach E e´ reflexivo se, e so´ se, E ′ e´ reflexivo.
Demonstrac¸a˜o. Sejam JE : E → E ′′ e JE′ : E ′ → E ′′′ as incluso˜es canoˆnicas.
(⇒) Seja x′′′ ∈ E ′′′. Usando a sobrejetividade de JE, na˜o e´ dif´ıcil verificar que x′′′ = JE′x′,
sendo x′ = J ′Ex
′′′.
(⇐) Pela implicac¸a˜o oposta, E ′′ e´ reflexivo. Como E e´ completo, JE e´ uma isometria
entre E e um subespac¸o fechado de E ′′. Por 1.2-4 e 1.2-3, segue que E e´ reflexivo. 2
A seguinte caracterizac¸a˜o dos espac¸os reflexivos e´ obtida do teorema de Alaoglu e do
teorema de Goldstine (ver [4] pa´g. 18).
Teorema 1.2-6 Seja E um espac¸o normado. Enta˜o E e´ reflexivo se, e so´ se, a bola
unita´ria fechada BE de E e´ fracamente compacta.
Se E e´ reflexivo, segue do teorema de Hahn-Banach que cada funcional linear cont´ınuo
em E atinge sua norma. A rec´ıproca dessa afirmac¸a˜o foi provada por R. C. James em [6]
(ver Theorem 5). Assim, temos outra caracterizac¸a˜o
Teorema 1.2-7 Um espac¸o de Banach E e´ reflexivo se, e so´ se, para cada ϕ ∈ E ′, existe
x ∈ E, com ‖x‖ = 1, tal que |ϕ(x)| = ‖ϕ‖.
1.3 Operadores compactos
Sejam E,F espac¸os normados. Um operador linear T ∈ L(E;F ) e´ compacto se, para cada
subconjunto limitado B ⊂ E, T (B) e´ relativamente compacto em F (equivalentemente,
T (BE) e´ relativamente compacto em F ). Denotamos o conjunto de todos os operadores
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compactos de E em F por LK(E;F ). Vejamos a seguir as propriedades ba´sicas dos
operadores compactos.
Proposic¸a˜o 1.3-1 Sejam E,F espac¸os normados. Enta˜o LK(E;F ) e´ um subespac¸o de
L(E;F ). Se F e´ completo, LK(E;F ) e´ fechado em L(E;F ).
Demonstrac¸a˜o. Se T ∈ LK(E;F ), enta˜o T (BE) e´ relativamente compacto em F . Em
particular, T (BE) e´ um conjunto limitado, logo, T ∈ L(E;F ). Na˜o e´ dif´ıcil verificar que
LK(E;F ) e´ subespac¸o. Para provar a outra afirmac¸a˜o, tome uma sequ¨eˆncia de operadores
compactos (Tn) que converge para algum T ∈ L(E;F ) e tome uma sequ¨eˆncia (xn) ⊂ BE.
Precisamos mostrar que (Txn) admite uma subsequ¨eˆncia convergente. Usando que cada
Tk e´ compacto, podemos construir subsequ¨eˆncias (x
(k)
n )∞n=1 de (xn), k = 1, 2, . . . , de
maneira que (Tkx
(k)
n )∞n=1 seja convergente e (x
(k+1)
n ) seja subsequ¨eˆncia de (x
(k)
n ). Tome a
sequ¨eˆncia diagonal (yn) := (x
(n)
n ). Enta˜o (yn) e´ subsequ¨eˆncia de (xn) e (Tkyn) converge
para cada k. Na˜o e´ dif´ıcil provar que (Tyn) e´ uma sequ¨eˆncia de Cauchy em F , e portanto
convergente, pois assumimos F completo. 2
A proposic¸a˜o seguinte mostra que operadores lineares compactos sa˜o fracamente cont´ınuos
em conjuntos limitados, isto e´, se T ∈ LK(E;F ), enta˜o T : (B, σ(E,E ′)) → (F, ‖ · ‖) e´
cont´ınua para cada conjunto limitado B ⊂ E.
Proposic¸a˜o 1.3-2 Seja T ∈ LK(E;F ) e seja (xλ) uma rede limitada em E que converge
fracamente para algum x ∈ E. Enta˜o (Txλ) converge em norma para Tx em F .
Demonstrac¸a˜o. Para provar que (Txλ) converge para Tx, basta mostrar que cada subrede
de (Txλ) admite uma subrede que converge para Tx. Enta˜o seja (zλ) uma subrede qual-
quer de (xλ). Como (zλ) e´ limitada e T e´ compacto, (Tzλ) admite uma subrede (Tzφ(µ))
que converge em norma para algum y ∈ F . Como T ∈ L(E;F ), T e´ cont´ınua com
relac¸a˜o a`s topologias fracas de E e F . Assim, (Tzφ(µ)) converge fracamente para Tx. Pela
unicidade do limite fraco, devemos ter y = Tx. Isso completa a demonstrac¸a˜o. 2
Dizemos que um operador linear T : E → F tem posto finito se T (E) tem dimensa˜o finita.
O subespac¸o de L(E;F ) formado por todos os operadores de posto finito e´ denotado por
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Lf (E;F ). Temos a inclusa˜o
Lf (E;F ) ⊂ LK(E;F ).
Para ver isso, tome T ∈ Lf (E;F ). Enta˜o T (BE) e´ um subconjunto limitado de T (E).
Como T (E) tem dimensa˜o finita, T (BE) e´ relativamente compacto em T (E). Ale´m disso,
como T (E) e´ fechado em F , segue que T (BE) e´ relativamente compacto em F , ou seja,
T ∈ LK(E;F ).
Lema 1.3-3 Sejam T ∈ L(E;F ) e U ∈ L(F ;G). Enta˜o,
(a) Se T ou U e´ compacto, enta˜o U ◦ T e´ compacto.
(b) Se T ou U tem posto finito, enta˜o U ◦ T tem posto finito.
Demonstrac¸a˜o. (a) Se T e´ compacto, enta˜o T (BE) e´ relativamente compacto em F . Como
U e´ cont´ınuo, U(T (BE)) e´ relativamente compacto em G. Portanto, U ◦ T e´ compacto.
Agora suponha que U e´ compacto. Sendo T cont´ınuo, T (BE) e´ limitado. Sendo U com-
pacto, U(T (BE)) e´ relativamente compacto em G. Portanto, U ◦ T e´ compacto.
(b) Se T tem posto finito, enta˜o U(T (E)) tem dimensa˜o finita porque T (E) tem di-
mensa˜o finita. Agora, se U tem posto finito, enta˜o U(T (E)) tem dimensa˜o finita porque
U(T (E)) ⊂ U(F ) e U(F ) tem dimensa˜o finita. 2
1.4 Espac¸os de func¸o˜es cont´ınuas
Dados X um espac¸o topolo´gico e F um espac¸o de Banach, denotamos por C(X;F ) o
espac¸o vetorial de todas as func¸o˜es cont´ınuas de X em F . Quando F = K, escrevemos
C(X) no lugar de C(X;K). A topologia compacto-aberta ou topologia da convergeˆncia
compacta em C(X;F ), denotada por τc, e´ a topologia localmente convexa em C(X;F )
definida pelas seminormas
pK(f) = sup
x∈K
‖f(x)‖
com K ⊂ X compacto. Em geral, um espac¸o vetorial localmente convexo com a topologia
definida por uma famı´lia de seminormas P e´ Hausdorff se, e so´ se, p(x) = 0 para todo
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p ∈ P implica x = 0. E´ claro que a famı´lia de seminormas {pK : K ⊂ X compacto}
que define a topologia compacto-aberta satisfaz essa condic¸a˜o, portanto, (C(X;F ), τc) e´
Hausdorff. E´ fa´cil ver que {pK : K ⊂ X compacto} e´ uma famı´lia dirigida de seminormas.
Assim, para f ∈ C(X;F ), os conjuntos da forma
U(f,K, ε) = {g ∈ C(X;F ) : pK(g − f) < ε}
com K ⊂ X compacto e ε > 0, formam uma base de vizinhanc¸as de f em (C(X;F ), τc).
A proposic¸a˜o seguinte justifica o nome “topologia da convergeˆncia compacta”.
Proposic¸a˜o 1.4-1 Seja (fλ)λ∈Λ uma rede em C(X;F ) e seja f ∈ C(X;F ). Enta˜o fλ τc→ f
se, e so´ se, (fλ) converge para f uniformemente sobre cada compacto de X, isto e´, dados
K ⊂ X compacto e ε > 0, existe λ0 ∈ Λ tal que
‖fλ(x)− f(x)‖ < ε
para todo λ ≥ λ0 e todo x ∈ K.
Demonstrac¸a˜o. (⇒) Sejam K ⊂ X compacto e ε > 0. Enta˜o o conjunto
U = {g ∈ C(X;F ) : sup
w∈K
‖g(w)− f(w)‖ < ε}
e´ uma vizinhanc¸a de f em (C(X;F ), τc). Como fλ τc→ f , existe λ0 ∈ Λ tal que fλ ∈ U
para todo λ ≥ λ0. Assim,
‖fλ(x)− f(x)‖ ≤ sup
w∈K
‖fλ(w)− f(w)‖ < ε
para todo λ ≥ λ0 e todo x ∈ K.
(⇐) Seja U(f,K, ε) uma vizinhanc¸a ba´sica de f . Por hipo´tese, existe λ0 ∈ Λ tal que
‖fλ(x)− f(x)‖ < ε
2
para todo λ ≥ λ0 e todo x ∈ K. Segue que fλ ∈ U(f,K, ε) para todo λ ≥ λ0. Portanto,
fλ
τc→ f . 2
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Uma famı´lia F de aplicac¸o˜es de X em F e´ dita equicont´ınua no ponto a ∈ X se, dado
ε > 0, existe uma vizinhanc¸a V de a tal que ‖f(x) − f(a)‖ < ε para toda f ∈ F e todo
x ∈ V . A famı´lia F e´ dita equicont´ınua se for equicont´ınua em cada ponto a ∈ X. E´ claro
que, se F e´ equicont´ınua, enta˜o F ⊂ C(X;F ).
Teorema 1.4-2 (Ascoli) Seja X um espac¸o topolo´gico. Suponha que F ⊂ C(X) seja
uma famı´lia equicont´ınua e pontualmente limitada. Enta˜o F e´ relativamente compacta
em (C(X), τc).
Demonstrac¸a˜o. Ver [8] Theorem 9.12. 2
Para uso posterior, vamos provar o seguinte lema:
Lema 1.4-3 Seja (fn) uma sequ¨eˆncia em C(X;F ) que converge uniformemente para uma
func¸a˜o f : X → F , isto e´, dado ε > 0, existe n0 ∈ N tal que
‖fn(x)− f(x)‖ < ε
para todo n ≥ n0 e todo x ∈ X. Enta˜o f ∈ C(X;F ).
Demonstrac¸a˜o. Seja (xλ)λ∈Λ uma rede em X que converge para algum x ∈ X. Dado
ε > 0, seja N ∈ N tal que ‖fN(x)− f(x)‖ < ε/3 para todo x ∈ X. Como fN e´ cont´ınua,
existe λ0 ∈ Λ tal que
‖fN(xλ)− fN(x)‖ < ε
3
para todo λ ≥ λ0. Segue que
‖f(xλ)− f(x)‖ ≤ ‖f(xλ)− fN(xλ)‖+ ‖fN(xλ)− fN(x)‖+ ‖fN(x)− f(x)‖ < ε
para todo λ ≥ λ0. Portanto, f(xλ)→ f(x). Isso mostra que f e´ cont´ınua. 2
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1.5 Sistemas duais e Teorema Bipolar
Definic¸a˜o 1.5-1 Um sistema dual e´ uma tripla (E,F, 〈 , 〉), onde E e F sa˜o espac¸os
vetoriais sobre K e 〈 , 〉 e´ uma forma bilinear em E × F tal que
〈x, y0〉 = 0 para todo x ∈ E implica y0 = 0 ,
〈x0, y〉 = 0 para todo y ∈ F implica x0 = 0
O sistema dual e´ denotado por 〈E,F 〉.
Exemplo 1.5-2 Seja E um espac¸o normado. Enta˜o 〈E,E ′〉 e´ um sistema dual com a
forma bilinear
〈x, ϕ〉 = ϕ(x)
Essa e´ a forma bilinear mais natural para 〈E,E ′〉. Assim, sempre que dissermos “o sistema
dual 〈E,E ′〉”, ficara´ subentendido que essa e´ a forma bilinear do sistema dual.
Proposic¸a˜o 1.5-3 Sejam E,F espac¸os normados. Suponha que exista um isomorfismo
isome´trico T : F → E ′. Enta˜o:
(a) 〈E,F 〉1 e´ um sistema dual com a forma bilinear definida por
〈x, y〉1 = 〈x, Ty〉 (x, y) ∈ E × F
(b) A aplicac¸a˜o y ∈ F → 〈 · , y〉1 ∈ E ′ e´ um isomorfismo isome´trico.
(c) A aplicac¸a˜o Ψ : x ∈ E → 〈x, · 〉1 ∈ F ′ e´ um isomorfismo isome´trico entre E e um
subespac¸o de F ′. E e´ reflexivo se, e so´ se, Ψ e´ sobrejetiva.
Demonstrac¸a˜o. (a) e´ fa´cil verificar. (b) e´ trivial, pois a aplicac¸a˜o y → 〈 · , y〉1 e´ a pro´pria
T . Para obter (c), basta notar que Ψ e´ a inclusa˜o canoˆnica de E em seu bidual E ′′ = F ′.
Mais precisamente, o diagrama abaixo e´ comutativo
E
J
²²
Ψ // F ′
E ′′
T ′
==||||||||
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sendo J a inclusa˜o canoˆnica de E em E ′′ e T ′ o adjunto de T . 2
A topologia fraca σ(E,F ) de E e´ a topologia localmente convexa em E definida pela
famı´lia de seminormas
pA(x) = sup
y∈A
|〈x, y〉|
com A ⊂ F finito. A topologia fraca σ(F,E) em F e´ definida de maneira ana´loga. Se
A ⊂ E e B ⊂ F , os polares A◦ ⊂ F e B◦ ⊂ E com respeito ao sistema dual 〈E,F 〉 sa˜o
definidos por
A◦ = {y ∈ F : |〈x, y〉| ≤ 1 para todo x ∈ A}
e
B◦ = {x ∈ E : |〈x, y〉| ≤ 1 para todo y ∈ B}
O bipolar de um subconjunto A ⊂ E e´ o polar de A◦ e e´ denotado por A◦◦. O seguinte
teorema, chamado de teorema bipolar, sera´ muito u´til. Para a demonstrac¸a˜o, ver [16] pa´g.
126.
Teorema 1.5-4 Seja 〈E,F 〉 um sistema dual e seja A ⊂ E. Enta˜o
A◦◦ = Γ(A)
σ(E,F )
onde Γ(A) denota a envolto´ria convexa e equilibrada de A.
Lembremos que, se E e´ um espac¸o normado, enta˜o A
‖·‖
= A
σ(E,E′)
para cada subconjunto
convexo A ⊂ E. Assim, obtemos imediatamente do teorema acima o seguinte:
Teorema 1.5-5 Seja E um espac¸o normado e considere o sistema dual 〈E,E ′〉. Para
cada A ⊂ E, temos que
A◦◦ = Γ(A)
‖·‖
Lema 1.5-6 Seja E um espac¸o normado. Enta˜o B
◦
E = BE′ e B
◦
E′ = BE, onde
◦ denota
polares com respeito ao sistema dual 〈E,E ′〉.
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Demonstrac¸a˜o. Temos que
x′ ∈ B◦E ⇔ |x′(x)| ≤ 1 para todo x ∈ BE
⇔ ‖x′‖ = sup
x∈BE
|x′(x)| ≤ 1
⇔ x′ ∈ BE′
Assim, B
◦
E = BE′ . Como BE e´ convexo, equilibrado e fechado, segue do teorema bipolar
que
B
◦
E′ = B
◦◦
E = BE
completando a demonstrac¸a˜o. 2
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Cap´ıtulo 2
Produto Tensorial de Espac¸os de
Banach
2.1 Produto tensorial
As letras E, F , G,..., sempre denotara˜o espac¸os vetoriais sobre o mesmo corpo K (= R
ou C). Denotaremos o espac¸o das aplicac¸o˜es bilineares de E ×F em G por B(E ×F ;G).
Definic¸a˜o 2.1-1 Sejam E,F espac¸os vetoriais. Diremos que um par (G,Φ) e´ um produto
tensorial do par (E,F ), onde G e´ um espac¸o vetorial e Φ ∈ B(E×F ;G) e´ uma aplicac¸a˜o
bilinear, se para cada espac¸o vetorial H e cada B ∈ B(E × F ;H), existe um u´nico
TB ∈ L(G;H) tal que B = TB ◦ Φ.
Se (G,Φ) tem essa propriedade universal, escrevemos G = E ⊗ F . Assim, para cada H,
a aplicac¸a˜o
B ∈ B(E × F ;H)→ TB ∈ L(E ⊗ F ;H)
e´ um isomorfismo linear. Em particular, (E ⊗ F )∗ = B(E × F ).
E × F
Φ
²²
B // H
G
TB
;;wwwwwwwwww
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Os elementos de E ⊗ F sa˜o chamados de tensores. Os tensores da forma Φ(x, y) sa˜o
chamados de tensores elementares e sa˜o denotados por x⊗y. Por definic¸a˜o, cada aplicac¸a˜o
bilinear B ∈ B(E × F ;H) tem a forma
B(x, y) = TB(x⊗ y)
para um u´nico TB ∈ L(E ⊗ F ;H). Dizemos que a aplicac¸a˜o linear TB e´ a linearizac¸a˜o da
aplicac¸a˜o bilinear B.
O conjunto ImΦ gera todo o espac¸o E ⊗ F . Para ver isso, considere H 6= {0}. Se
tive´ssemos [ImΦ] 6= E ⊗ F , poder´ıamos construir, com o aux´ılio de bases, uma aplicac¸a˜o
linear T ∈ L(E⊗F ;H) tal que Tx = 0 para todo x ∈ [ImΦ] mas T 6= 0. Assim, ter´ıamos
T ◦ Φ = 0 mas T 6= 0, o que contraria a unicidade de T . Dessa forma, cada tensor
u ∈ E ⊗ F tem a forma
u =
n∑
i=1
xi ⊗ yi
Teorema 2.1-2 (Unicidade do produto tensorial) Sejam E,F espac¸os vetoriais. Se
(G1,Φ1) e (G2,Φ2) sa˜o produtos tensoriais de (E,F ), enta˜o existe um (u´nico) isomorfismo
linear S : G1 → G2 com Φ2 = S ◦ Φ1.
Demonstrac¸a˜o. Como (G1,Φ1) e´ produto tensorial de (E,F ), existe S1 ∈ L(G1;G2) tal
que Φ2 = S1 ◦ Φ1. Da mesma forma, como (G2,Φ2) e´ produto tensorial de (E,F ), existe
S2 ∈ L(G2;G1) tal que Φ1 = S2 ◦ Φ2. Logo,
Φ1 = S2 ◦ S1 ◦ Φ1
Assim, S2 ◦ S1(x) = x para todo x ∈ ImΦ1. Como ImΦ1 gera G1, temos S2 ◦ S1 = IdG1 .
De maneira ana´loga, temos S1 ◦ S2 = IdG2 . Enta˜o S = S1 e´ o isomorfismo com as
propriedades requeridas. 2
Ainda na˜o sabemos se cada par de espac¸os vetoriais admite um produto tensorial. Existem
diversas maneiras naturais de se fazer a construc¸a˜o. Faremos uma delas a seguir.
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Proposic¸a˜o 2.1-3 Sejam E, F espac¸os vetoriais. Dados x ∈ E e y ∈ F , definimos
x⊗ y : B(E × F )→ K por
x⊗ y(B) = B(x, y)
O funcional x⊗ y e´ um elemento de B(E × F )∗, o dual alge´brico de B(E × F ). Seja
Φ : E × F → B(E × F )∗ definida por Φ(x, y) = x⊗ y e seja G = [ImΦ]. Enta˜o:
(i) Φ e´ uma aplicac¸a˜o bilinear.
(ii) (G,Φ) e´ um produto tensorial de (E,F ).
Demonstrac¸a˜o. (i) e´ de fa´cil verificac¸a˜o, enta˜o so´ provaremos (ii).
Cada u ∈ G tem a forma
u =
n∑
i=1
Φ(xi, yi) =
n∑
i=1
xi⊗ yi
Dados H um espac¸o vetorial e B ∈ B(E × F ;H), seja T : G→ H dada por
T
(
n∑
i=1
xi⊗ yi
)
=
n∑
i=1
B(xi, yi)
Para provar que T esta´ bem definida, basta mostrar que, se
∑n
i=1 xi⊗ yi = 0, enta˜o∑n
i=1B(xi, yi) = 0. Enta˜o suponha
∑n
i=1 xi⊗ yi = 0. Dado ϕ ∈ H∗, temos que
ϕ
(
n∑
i=1
B(xi, yi)
)
=
n∑
i=1
ϕ ◦B(xi, yi) =
n∑
i=1
xi⊗ yi(ϕ ◦B) = 0
Portanto,
∑n
i=1B(xi, yi) = 0. E´ fa´cil ver que T e´ linear e B = T ◦ Φ. Note que qualquer
U ∈ L(G;H) que satisfaz B = U ◦ Φ tambe´m deve satisfazer
U
(
n∑
i=1
xi⊗ yi
)
=
n∑
i=1
B(xi, yi)
o que mostra a unicidade de T . 2
Corola´rio 2.1-4 Cada par de espac¸os vetoriais admite um u´nico produto tensorial (a
menos de um isomorfismo linear).
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Definic¸a˜o 2.1-5 Dizemos que um subconjunto S ⊂ E∗ separa os pontos de E se, para
x ∈ E,
ϕ(x) = 0 para todo ϕ ∈ S implica x = 0.
Proposic¸a˜o 2.1-6 Seja u =
∑n
i=1 xi⊗ yi ∈ E ⊗F . Se os conjuntos SE ⊂ E∗ e SF ⊂ F ∗
separam os pontos de E e F , respectivamente, enta˜o as seguintes condic¸o˜es sa˜o equiva-
lentes:
(i) u = 0.
(ii)
n∑
i=1
ϕ(xi)ψ(yi) = 0 para todo ϕ ∈ SE e todo ψ ∈ SF .
(iii)
n∑
i=1
ϕ(xi)yi = 0 para todo ϕ ∈ SE.
(iv)
n∑
i=1
ψ(yi)xi = 0 para todo ψ ∈ SF .
Demonstrac¸a˜o. (i) ⇒ (ii) Sejam ϕ ∈ SE, ψ ∈ SF . Seja B ∈ B(E × F ) a forma bilinear
dada por B(x, y) = ϕ(x)ψ(y) e seja T ∈ (E ⊗ F )∗ sua linearizac¸a˜o. Temos que
0 = T (u) =
n∑
i=1
B(xi, yi) =
n∑
i=1
ϕ(xi)ψ(yi)
(ii)⇒ (iii) Seja ϕ ∈ SE. Para cada ψ ∈ SF , temos
ψ
(
n∑
i=1
ϕ(xi)yi
)
=
n∑
i=1
ϕ(xi)ψ(yi) = 0
Como SF separa os pontos de F , segue que
∑n
i=1 ϕ(xi)yi = 0.
(iii)⇒ (iv) Seja ψ ∈ SF . Para cada ϕ ∈ SE, temos
ϕ
(
n∑
i=1
ψ(yi)xi
)
= ψ
(
n∑
i=1
ϕ(xi)yi
)
= 0
Como SE separa os pontos de E, segue que
∑n
i=1 ψ(yi)xi = 0.
(iv)⇒ (i) Seja (eα)α∈Λ uma base de E. Enta˜o existem F ⊂ Λ finito e λ(i)α ∈ K tais que
xi =
∑
α∈F
λ(i)α eα (i = 1, . . . , n)
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Temos que
u =
n∑
i=1
xi ⊗ yi =
n∑
i=1
(∑
α∈F
λ(i)α eα
)
⊗ yi
=
∑
α∈F
eα ⊗
(
n∑
i=1
λ(i)α yi
)
Assim,
∑
α∈F eα ⊗ zα tambe´m e´ uma representac¸a˜o de u, onde zα =
∑n
i=1 λ
(i)
α yi. Dado
ψ ∈ SF , seja B ∈ B(E × F ;E) a aplicac¸a˜o bilinear dada por B(x, y) = ψ(y)x e seja
T ∈ L(E ⊗ F ;E) sua linearizac¸a˜o. Segue de (iv) que∑
α∈F
ψ(zα)eα = T (u) =
n∑
i=1
ψ(yi)xi = 0
Assim, ψ(zα) = 0 para cada α ∈ F . Como ψ ∈ SF e´ arbitra´rio e SF separa os pontos de
F , segue que cada zα e´ zero e portanto u = 0. 2
No in´ıcio da sec¸a˜o, vimos que L(E ⊗ F ;H) = B(E × F ;H). A`s vezes e´ mais conveniente
trabalhar com operadores lineares em vez de aplicac¸o˜es bilineares. Assim, identificamos
cada aplicac¸a˜o bilinear B ∈ B(E × F ;H) com a aplicac¸a˜o linear LB ∈ L(E;L(F ;H))
dada por
LB(x)(y) = B(x, y) (2.1)
E´ simples verificar que a correspondeˆncia B → LB e´ um isomorfismo linear. Ale´m disso,
se E, F e H sa˜o normados, esse isomorfismo induz uma isometria entre B(E × F ;H) e
L(E;L(F ;H)), como se pode concluir pela proposic¸a˜o seguinte.
Proposic¸a˜o 2.1-7 Sejam E,F,H espac¸os normados. Seja B ∈ B(E × F ;H) e seja
LB ∈ L(E;L(F ;H)) definido como em (2.1). Enta˜o B e´ cont´ınua se, e so´ se, LB(x) e´
cont´ınua para cada x ∈ E e LB : E → L(F ;H) e´ cont´ınua. Nesse caso, ‖B‖ = ‖LB‖.
Demonstrac¸a˜o. (⇒) Se B e´ cont´ınua, enta˜o para cada x ∈ E e cada y ∈ F tem-se que
‖LB(x)(y)‖ ≤ ‖B‖‖x‖‖y‖
Logo, LB(x) e´ cont´ınua para cada x ∈ E e vale
‖LB(x)‖ ≤ ‖B‖‖x‖
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Segue que LB e´ cont´ınua e vale ‖LB‖ ≤ ‖B‖.
(⇐) Supondo LB(x) cont´ınua para cada x e LB cont´ınua, temos que
‖B(x, y)‖ ≤ ‖LB(x)‖‖y‖ ≤ ‖LB‖‖x‖‖y‖
para cada x ∈ E e cada y ∈ F . Segue que B e´ cont´ınua e vale ‖B‖ ≤ ‖LB‖. 2
Na pro´xima sec¸a˜o, definiremos uma norma no espac¸o E ⊗ F que permitira´ obter um
isomorfismo isome´trico entre L(E ⊗ F ;H) e B(E × F ;H). Assim, teremos
L(E ⊗ F ;H) = L(E;L(F ;H)).
Em particular,
(E ⊗ F )′ = L(E;F ′).
2.2 Norma projetiva
Sejam E,F espac¸os normados. Sabemos que cada u ∈ E ⊗ F tem uma representac¸a˜o da
forma
u =
n∑
i=1
xi ⊗ yi
com (xi, yi) ∈ E × F , e essa representac¸a˜o claramente na˜o e´ u´nica. Definimos
pi(u) = inf
{
n∑
i=1
‖xi‖‖yi‖ : u =
n∑
i=1
xi ⊗ yi
}
(2.2)
Mostraremos em seguida que a aplicac¸a˜o pi : E ⊗ F → R define uma norma em E ⊗ F .
Proposic¸a˜o 2.2-1 A aplicac¸a˜o pi : E⊗F → R definida por (2.2) e´ uma norma em E⊗F .
Demonstrac¸a˜o. Claro que pi(u) ≥ 0 para todo u ∈ E ⊗ F . Se pi(u) = 0 e ∑ni=1 xi ⊗ yi e´
uma representac¸a˜o de u, para cada ϕ ∈ E ′ e cada ψ ∈ F ′, temos∣∣∣∣∣
n∑
i=1
ϕ(xi)ψ(yi)
∣∣∣∣∣ ≤ ‖ϕ‖‖ψ‖
n∑
i=1
‖xi‖‖yi‖
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Como o lado esquerdo da desigualdade na˜o depende da representac¸a˜o de u, segue que∣∣∣∣∣
n∑
i=1
ϕ(xi)ψ(yi)
∣∣∣∣∣ ≤ ‖ϕ‖‖ψ‖pi(u) = 0
Logo,
∑n
i=1 ϕ(xi)ψ(yi) = 0 para todo ϕ ∈ E ′ e ψ ∈ F ′. Como E ′ e F ′ separam os pontos
de E e F , respectivamente, segue da proposic¸a˜o 2.1-6 que u = 0.
Agora vamos mostrar que pi(λu) = |λ|pi(u) para cada u ∈ E⊗F e λ ∈ K. Seja∑ni=1 xi⊗yi
uma representac¸a˜o de u. Enta˜o
∑n
i=1(λxi)⊗ yi e´ uma representac¸a˜o de λu. Logo,
pi(λu) ≤
n∑
i=1
‖λxi‖‖yi‖ = |λ|
n∑
i=1
‖xi‖‖yi‖
Segue que
pi(λu) ≤ |λ|pi(u) (2.3)
Claro que a igualdade vale para λ = 0. Se λ 6= 0, temos por (2.3) que
pi(u) = pi(λ−1λu) ≤ |λ|−1pi(λu)
Logo, |λ|pi(u) ≤ pi(λu) e temos a igualdade requerida.
Sejam u, v ∈ E ⊗ F . Dado ε > 0, podemos encontrar representac¸o˜es de u e v, digamos,
u =
∑n
i=1 xi ⊗ yi e v =
∑m
i=n+1 xi ⊗ yi, tal que
n∑
i=1
‖xi‖‖yi‖ ≤ pi(u) + ε
e
m∑
i=n+1
‖xi‖‖yi‖ ≤ pi(v) + ε
Como u+ v =
∑m
i=1 xi ⊗ yi, temos
pi(u+ v) ≤
m∑
i=1
‖xi‖‖yi‖ ≤ pi(u) + pi(v) + 2ε
Como ε > 0 e´ arbitra´rio, vale a desigualdade triangular pi(u+ v) ≤ pi(u) + pi(v). 2
A norma pi e´ chamada de norma projetiva. O produto tensorial projetivo e´ o espac¸o E⊗F
munido da norma projetiva pi. Usa-se a notac¸a˜o E ⊗pi F := (E ⊗ F, pi).
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Proposic¸a˜o 2.2-2 Sejam E,F,H espac¸os normados e seja B ∈ B(E × F ;H). Enta˜o
B e´ cont´ınua se, e so´ se, sua linearizac¸a˜o TB ∈ L(E ⊗pi F ;H) e´ cont´ınua. Nesse caso,
‖B‖ = ‖TB‖.
Demonstrac¸a˜o. (⇒) Se B e´ cont´ınua e ∑ni=1 xi ⊗ yi e´ uma representac¸a˜o de u ∈ E ⊗pi F ,
temos que
‖TB(u)‖ ≤
n∑
i=1
‖B(xi, yi)‖ ≤ ‖B‖
n∑
i=1
‖xi‖‖yi‖
Logo, ‖TB(u)‖ ≤ ‖B‖pi(u). Assim, TB e´ cont´ınua e vale ‖TB‖ ≤ ‖B‖.
(⇐) Se TB e´ cont´ınua e (x, y) ∈ E × F , temos que
‖B(x, y)‖ = ‖TB(x⊗ y)‖ ≤ ‖TB‖pi(x⊗ y) ≤ ‖TB‖‖x‖‖y‖
Isso mostra que B e´ cont´ınua e ‖B‖ ≤ ‖TB‖. 2
Corola´rio 2.2-3 Sejam E,F espac¸os normados. Enta˜o a aplicac¸a˜o que leva cada forma
bilinear B ∈ B(E × F ) em sua linearizac¸a˜o TB ∈ (E ⊗pi F )∗ induz uma isometria entre
B(E × F ) e (E ⊗pi F )′.
Proposic¸a˜o 2.2-4 Para cada (x, y) ∈ E × F , tem-se pi(x⊗ y) = ‖x‖‖y‖.
Demonstrac¸a˜o. A desigualdade pi(x ⊗ y) ≤ ‖x‖‖y‖ e´ clara. Por Hahn-Banach, existem
ϕ ∈ E ′ e ψ ∈ F ′, com ‖ϕ‖ = ‖ψ‖ = 1, tais que ϕ(x) = ‖x‖ e ψ(y) = ‖y‖. Seja
B = ϕ(·)ψ(··). E´ fa´cil ver que B ∈ B(E × F ) e ‖B‖ ≤ 1. Seja TB ∈ (E ⊗pi F )′ a
linearizac¸a˜o de B. Temos ‖TB‖ = ‖B‖ ≤ 1, assim
‖x‖‖y‖ = ϕ(x)ψ(y) = B(x, y) = TB(x⊗ y) ≤ pi(x⊗ y).
Portanto, pi(x⊗ y) = ‖x‖‖y‖. 2
O completamento de E ⊗pi F e´ denotado por E⊗˜piF . A extensa˜o de pi para o com-
pletamento E⊗˜piF tambe´m sera´ denotada por pi. A proposic¸a˜o seguinte caracteriza os
elementos de E⊗˜piF e permite obter uma fo´rmula para pi(u) com u nesse espac¸o comple-
tado.
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Proposic¸a˜o 2.2-5 Sejam E,F espac¸os normados e seja u ∈ E⊗˜piF . Enta˜o, dado ε > 0,
existem sequ¨eˆncias (xn) ⊂ E e (yn) ⊂ F , tais que
u =
∞∑
n=1
xn ⊗ yn
e ∞∑
n=1
‖xn‖‖yn‖ < pi(u) + ε
Demonstrac¸a˜o. Seja ε > 0 e seja (un) uma sequ¨eˆncia em E⊗pi F com pi(un−u) < ε/2n+2.
Temos que
pi(u1) ≤ pi(u1 − u) + pi(u) < pi(u) + ε
8
Logo, u1 admite uma representac¸a˜o
u1 =
i1∑
i=1
xi ⊗ yi
com
i1∑
i=1
‖xi‖‖yi‖ < pi(u) + ε/8. Para cada n ∈ N, seja vn = un+1 − un. Temos que
pi(vn) ≤ pi(un+1 − u) + pi(u− un)
<
ε
2n+3
+
ε
2n+2
<
ε
2n+1
Assim, vn admite uma representac¸a˜o
vn =
in+1∑
i=in+1
xi ⊗ yi
com
in+1∑
i=in+1
‖xi‖‖yi‖ < ε/2n+1. Como
∑∞
n=1 vn e´ absolutamente convergente, temos que
u = lim
n→∞
un = u1 +
∞∑
n=1
vn =
∞∑
n=1
xn ⊗ yn
Ale´m disso,
∞∑
n=1
‖xn‖‖yn‖ =
i1∑
i=1
‖xi‖‖yi‖+
∞∑
n=1
in+1∑
i=in+1
‖xi‖‖yi‖
< pi(u) +
ε
8
+
ε
2
< pi(u) + ε
2
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Corola´rio 2.2-6 Sejam E,F espac¸os normados. Enta˜o
E⊗˜piF =
{ ∞∑
n=1
xn ⊗ yn : (xn, yn) ∈ E × F ,
∞∑
n=1
‖xn‖‖yn‖ <∞
}
e para cada u ∈ E⊗˜piF , tem-se
pi(u) = inf
{ ∞∑
n=1
‖xn‖‖yn‖ : u =
∞∑
n=1
xn ⊗ yn,
∞∑
n=1
‖xn‖‖yn‖ <∞
}
2.3 O dual de E⊗˜piF ′
Sejam E,F espac¸os normados. A aplicac¸a˜o que associa cada u′ ∈ (E⊗˜piF )′ a` restric¸a˜o
de u′ ao espac¸o na˜o completado E ⊗pi F e´ uma isometria entre (E⊗˜piF )′ e (E ⊗pi F )′.
Isso decorre do seguinte resultado, cuja demonstrac¸a˜o pode ser encontrada em livros
introduto´rios de ana´lise funcional.
Teorema 2.3-1 Sejam E,F espac¸os normados, com F completo. Cada aplicac¸a˜o linear
cont´ınua T : E → F admite uma u´nica extensa˜o cont´ınua T˜ : E˜ → F , onde E˜ denota o
completamento de E. A aplicac¸a˜o T˜ e´ linear e ‖T˜‖ = ‖T‖.
Combinando diversas isometrias obtemos o seguinte:
Teorema 2.3-2 Sejam E,F espac¸os normados, com F reflexivo. Enta˜o existe um iso-
morfismo isome´trico entre L(E;F ) e (E⊗˜piF ′)′.
Demonstrac¸a˜o. Temos
(E⊗˜piF ′)′ 1= (E ⊗pi F ′)′ 2= B(E × F ′) 3= L(E;F ′′) 4= L(E;F )
A isometria (1) foi comentada ainda ha´ pouco. (2) e´ obtida pela correspondeˆncia que leva
cada B ∈ B(E × F ′) em sua linearizac¸a˜o TB ∈ (E ⊗pi F ′)′ (ver corol. 2.2-3). Para obter
(3) associamos cada B ∈ B(E × F ′) a` aplicac¸a˜o linear LB ∈ L(E;F ′′) dada por
〈y′, LB(x)〉 = B(x, y′) (x ∈ E, y′ ∈ F ′)
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(ver prop. 2.1-7). Finalmente, (4) e´ obtida pela correspondeˆncia
T ∈ L(E;F )→ J ◦ T ∈ L(E;F ′′)
sendo J : F → F ′′ a identificac¸a˜o canoˆnica entre F e F ′′. 2
Para ver como um operador linear T ∈ L(E;F ) atua como um funcional linear em E⊗˜piF ′,
suponha que as correspondeˆncias
u′ ∈ (E⊗˜piF ′)′ → v′ ∈ (E ⊗pi F ′)′ → B ∈ B(E × F ′)→ L ∈ L(E;F ′′)→ T ∈ L(E;F )
sejam as correspondeˆncias usadas no teorema acima. Se u =
∞∑
n=1
xn⊗ y′n ∈ E⊗˜piF ′, temos
que
〈u, u′〉 =
∞∑
n=1
〈xn ⊗ y′n, v′〉 =
∞∑
n=1
B(xn, y
′
n) =
∞∑
n=1
〈y′n, L(xn)〉 =
∞∑
n=1
y′n(Txn)
Assim, usando a proposic¸a˜o 1.5-3, podemos enunciar o teorema 2.3-2 de uma maneira
mais precisa.
Teorema 2.3-3 Sejam E,F espac¸os de Banach, com F reflexivo. Enta˜o:
(a) 〈E⊗˜piF ′,L(E;F )〉 e´ um sistema dual com a forma bilinear〈 ∞∑
n=1
xn ⊗ y′n, T
〉
=
∞∑
n=1
y′n(Txn)
(b) A correspondeˆncia T → 〈 · , T 〉 e´ uma isometria entre L(E;F ) e (E⊗˜piF ′)′.
(c) A correspondeˆncia Ψ : u→ 〈u, · 〉 e´ uma isometria entre E⊗˜piF ′ e (L(E;F ), τc)′.
Os itens (a) e (b) decorrem imediatamente do teorema anterior e da proposic¸a˜o 1.5-3.
Para obter (c), precisamos provar que ImΨ = (L(E;F ), τc)′. Para isso, precisaremos de
alguns resultados auxiliares.
Lema 2.3-4 Seja (an) uma sequ¨eˆncia em R com an ≥ 0, tal que
∑∞
n=1 an < ∞. Enta˜o
existe uma sequ¨eˆncia (λn) em R, com λn > 0, λn →∞, tal que
∑∞
n=1 λnan <∞.
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Demonstrac¸a˜o. Seja (εj) uma sequ¨eˆncia em R com εj > 0 e
∑∞
j=1 εj <∞. Como
∑∞
n=1 an
converge, existe uma sequ¨eˆncia de ı´ndices (nj), estritamente crescente, tal que
∞∑
n=nj+1
an < ε
2
j (j = 1, 2, . . .)
Defina
λn =

1 se 1 ≤ n ≤ n1
1
εj
se nj < n ≤ nj+1
Enta˜o λn > 0 para todo n e λn →∞. Para todo k ∈ N, temos que
nk∑
n=n1+1
λnan =
k−1∑
j=1
nj+1∑
n=nj+1
λnan
=
k−1∑
j=1
1
εj
nj+1∑
n=nj+1
an <
∞∑
j=1
εj
Portanto,
∑∞
n=1 λnan <∞. 2
Lema 2.3-5 Seja E um espac¸o de Banach e seja (xn) uma sequ¨eˆncia em E tal que
xn → 0. Enta˜o
Γ({xn : n ∈ N}) =
{ ∞∑
n=1
λnxn :
∞∑
n=1
|λn| ≤ 1
}
Demonstrac¸a˜o. Seja L := {∑∞n=1 λnxn :∑∞n=1 |λn| ≤ 1}. A inclusa˜o L ⊂ Γ({xn : n ∈ N})
e´ clara. Na˜o e´ dif´ıcil verificar que L e´ convexo, equilibrado e conte´m {xn : n ∈ N}. Enta˜o
basta mostrar que L e´ fechado. Mostraremos que L e´ compacto. Se (yk) e´ uma sequ¨eˆncia
em L, podemos escrever
yk =
∞∑
n=1
λ(k)n xn (k = 1, 2, . . .)
com
∑∞
n=1 |λ(k)n | ≤ 1. Seja D o disco unita´rio fechado em K e considere a sequ¨eˆncia
(αk) ⊂ DN, onde αk = (λ(k)n )∞n=1. Pelo teorema de Tychonoff, DN e´ compacto para a
topologia produto em DN. Assim, (αk) admite uma subsequ¨eˆncia (αkj) que converge para
algum α = (λn)
∞
n=1 ∈ DN. Para cada m ∈ N, temos que
m∑
n=1
|λn| =
m∑
n=1
lim
j→∞
|λkjn | = lim
j→∞
m∑
n=1
|λkjn | ≤ 1
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Logo,
∑∞
n=1 |λn| ≤ 1. Assim, se definimos
y :=
∞∑
n=1
λnxn
enta˜o y ∈ L. Vamos mostrar que (ykj) converge para y. Dado ε > 0, seja n0 ∈ N tal que
‖xn‖ < ε/3 para todo n > n0. E´ claro que
n0∑
n=1
|λ(kj)n − λn|‖xn‖ → 0
com j → ∞. Enta˜o existe j0 ∈ N tal que
∑n0
n=1 |λ(kj)n − λn|‖xn‖ < ε/3 para todo j ≥ j0.
Segue que
‖ykj − y‖ ≤
n0∑
n=1
|λ(kj)n − λn|‖xn‖+
∞∑
n=n0+1
|λ(kj)n − λn|‖xn‖
<
ε
3
+
2ε
3
= ε
para todo j ≥ j0. Isso termina a demonstrac¸a˜o. 2
Seja E um espac¸o de Banach. Enta˜o:
• Se 1 ≤ p <∞, `p(E) denota o espac¸o vetorial de todas as sequ¨eˆncias (xn) ⊂ E tais
que
∑∞
n=1 ‖xn‖p <∞. `p(E) e´ um espac¸o de Banach com a norma dada por
‖(xn)‖ =
( ∞∑
n=1
‖xn‖p
) 1
p
• `∞(E) denota o espac¸o vetorial de todas as sequ¨eˆncias (xn) ⊂ E que sa˜o limitadas.
`∞(E) e´ um espac¸o de Banach com a norma dada por
‖(xn)‖ = sup
n
‖xn‖
• c0(E) denota o subespac¸o de `∞(E) formado por todas as sequ¨eˆncias (xn) ⊂ E tais
que xn → 0. c0(E) e´ um subespac¸o fechado de `∞(E).
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Proposic¸a˜o 2.3-6 Seja E um espac¸o de Banach. A aplicac¸a˜o
Φ : (x′n) ∈ `1(E ′)→ ϕ ∈ c0(E)′
onde ϕ e´ dada por
ϕ((xn)) =
∞∑
n=1
x′n(xn)
e´ um isomorfismo isome´trico entre `1(E
′) e c0(E)′.
Demonstrac¸a˜o. Seja (x′n) ∈ `1(E ′). E´ fa´cil verificar que ϕ ∈ c0(E)′ e ‖ϕ‖ ≤ ‖(x′n)‖. Seja
ε > 0. Como
∑∞
n=1 ‖x′n‖ <∞, existe n0 ∈ N tal que
∞∑
n=n0+1
‖x′n‖ <
ε
2
Para cada n = 1, . . . , n0, seja xn ∈ E, com ‖xn‖ ≤ 1, tal que
‖x′n‖ < |x′n(xn)|+
ε
2n0
Podemos supor que x′n(xn) e´ um nu´mero real na˜o-negativo (se na˜o for, multiplicamos xn
por um escalar de mo´dulo 1 conveniente). Se x = (x1, . . . , xn0 , 0, 0, . . .), enta˜o x ∈ c0(E),
‖x‖ ≤ 1 e
‖(x′n)‖ =
∞∑
n=1
‖x′n‖ <
n0∑
n=1
(x′n(xn) +
ε
2n0
) +
ε
2
= ϕ(x) + ε
Assim, vale a igualdade ‖ϕ‖ = ‖(x′n)‖. E´ fa´cil ver que Φ e´ linear. Enta˜o Φ e´ uma
isometria entre `1(E
′) e ImΦ. Como `1(E ′) e´ completo, ImΦ e´ fechado em c0(E)′. Se ◦
denota polares com relac¸a˜o ao sistema dual 〈c0(E), c0(E)′〉, temos que
(ImΦ)◦ = {(xn) ∈ c0(E) : |〈 (xn),Φ((x′n)) 〉| ≤ 1, para todo (x′n) ∈ `1(E ′)}
Enta˜o, se (xn) ∈ c0(E), temos que
(xn) ∈ (ImΦ)◦ ⇔
∣∣∣∣∣
∞∑
n=1
x′n(xn)
∣∣∣∣∣ ≤ 1 para todo (x′n) ∈ `1(E ′)
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Se (xn) satisfaz essa condic¸a˜o, enta˜o, em particular, |x′(xn)| ≤ 1 para todo x′ ∈ E ′ e todo
n. Por Hahn-Banach, devemos ter xn = 0 para todo n. Assim, (ImΦ)
◦ = {0}. Como
ImΦ e´ convexo, equilibrado e fechado, segue do teorema bipolar que
ImΦ = (ImΦ)◦◦ = {0}◦ = c0(E)′
Isso completa a demonstrac¸a˜o. 2
Tambe´m precisaremos do resultado seguinte. Para a demonstrac¸a˜o, sugerimos [4] (ver
pa´g. 3).
Proposic¸a˜o 2.3-7 Seja E um espac¸o normado e K ⊂ E compacto. Enta˜o existe uma
sequ¨eˆncia (xn) ⊂ E, com xn → 0, tal que K ⊂ Γ({xn : n ∈ N}).
Demonstrac¸a˜o do Teorema 2.3-3. Conforme observado anteriormente, so´ precisamos pro-
var que ImΨ = (L(E;F ), τc)′. Seja u =
∑∞
n=1 xn⊗y′n ∈ E⊗˜piF ′ com
∑∞
n=1 ‖xn‖‖y′n‖ <∞.
Pelo lema 2.3-4, existe uma sequ¨eˆncia (λn) ⊂ R com λn > 0, λn →∞ e
c0 :=
∞∑
n=1
λn‖xn‖‖y′n‖ <∞
Sem perda de generalidade, podemos supor que xn 6= 0 para todo n. Assim, o conjunto
K :=
{
λ−1n
xn
‖xn‖ : n ∈ N
}
∪ {0}
e´ compacto e, para todo T ∈ L(E;F ), temos que
|〈u, T 〉| ≤
∞∑
n=1
‖y′n‖‖Txn‖ =
∞∑
n=1
λn‖xn‖‖y′n‖
∥∥∥∥T (λ−1n xn‖xn‖
)∥∥∥∥ ≤ c0 sup
x∈K
‖Tx‖
Portanto, 〈u, · 〉 e´ τc-cont´ınua. Obtemos assim a inclusa˜o ImΨ ⊂ (L(E;F ), τc)′. Agora
tome ϕ ∈ (L(E;F ), τc)′. Enta˜o existem c > 0 e K ⊂ E compacto tais que
|ϕ(T )| ≤ c sup
x∈K
‖Tx‖ = sup
x∈K
‖Tx‖
para todo T ∈ L(E;F ). Por 2.3-7, existe uma sequ¨eˆncia (xn) em E, xn → 0, tal que
cK ⊂ X, sendo X a envolto´ria convexa, equilibrada e fechada do conjunto {xn : x ∈ N}.
Vamos mostrar que
sup
x∈X
‖Tx‖ = sup
n
‖Txn‖
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Pelo lema 2.3-5, cada x ∈ X tem a forma x =∑∞n=1 λnxn, com ∑∞n=1 |λn| ≤ 1. Assim,
‖Tx‖ ≤
∞∑
n=1
|λn|‖Txn‖ ≤ sup
n
‖Txn‖
e portanto,
sup
x∈X
‖Tx‖ ≤ sup
n
‖Txn‖
A desigualdade oposta e´ clara. Segue que, para todo T ∈ L(E;F ), tem-se
|ϕ(T )| ≤ sup
n
‖Txn‖ (2.4)
Seja A : L(E;F ) → c0(F ) a aplicac¸a˜o linear definida por A(T ) = (Txn). Pela desigual-
dade (2.4),
A(T ) = 0 ⇒ ϕ(T ) = 0
o que e´ o mesmo que
A(T ) = A(U) ⇒ ϕ(T ) = ϕ(U)
isto e´, a aplicac¸a˜o Φ : ImA → K dada por Φ(A(T )) = ϕ(T ) esta´ bem definida. E´ fa´cil
ver que Φ e´ linear. Ale´m disso, Φ e´ cont´ınua, pois
|Φ(A(T ))| = |ϕ(T )| ≤ sup
n
‖Txn‖ = ‖A(T )‖
Por Hahn-Banach, Φ admite uma extensa˜o Φ˜ ∈ c0(F )′. Pela proposic¸a˜o 2.3-6, Φ˜ e´ da
forma
Φ˜((yn)) =
∞∑
n=1
y′n(yn)
onde (y′n) ∈ `1(F ′). Assim, u :=
∑∞
n=1 xn⊗y′n ∈ E⊗˜piF ′ e, para todo T ∈ L(E;F ), tem-se
ϕ(T ) = Φ˜(A(T )) = Φ˜((Txn)) =
∞∑
n=1
y′n(Txn) = 〈u, T 〉
logo, ϕ = Ψ(u) ∈ ImΨ. Conclu´ımos que vale a igualdade ImΨ = (L(E;F ), τc)′. 2
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Cap´ıtulo 3
Espac¸os de Polinoˆmios Homogeˆneos
3.1 Aplicac¸o˜es multilineares
Sejam E,F espac¸os de Banach. Uma aplicac¸a˜o A : Em → F e´ dita multilinear ou
m-linear se for linear em cada varia´vel. O espac¸o vetorial de todas as aplicac¸o˜es m-
lineares A : Em → F sera´ denotado por L(mE;F ). O subespac¸o dos membros cont´ınuos
de L(mE;F ) sera´ denotado por L(mE;F ). Quando F = K, omitiremos o espac¸o F e
escreveremos L(mE) no lugar de L(mE;K). O mesmo valera´ para subespac¸os de L(mE).
Seja N0 = N ∪ {0}. Para cada multi-´ındice α = (α1, . . . , αn) ∈ Nn0 definimos
|α| = α1 + · · ·+ αn
e
α! = α1! · · ·αn!
Se A ∈ L(mE;F ), x1, . . . , xn ∈ E e |α| = m, escrevemos
Axα11 · · ·xαnn = A(x1, . . . , x1︸ ︷︷ ︸
α1
, . . . , xn, . . . , xn︸ ︷︷ ︸
αn
)
Proposic¸a˜o 3.1-1 Para cada aplicac¸a˜o multilinear A : Em → F , defina
‖A‖ = sup{‖A(x1, . . . , xm)‖ : xj ∈ E, ‖xj‖ ≤ 1 para j = 1, . . . ,m}
Enta˜o as seguintes condic¸o˜es sa˜o equivalentes:
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(a) ‖A‖ <∞.
(b) A e´ cont´ınua.
(c) A e´ cont´ınua na origem.
Demonstrac¸a˜o. (a) ⇒ (b) Para (x1, . . . , xm), (a1, . . . , am) ∈ E, com ‖xi‖ < r e ‖ai‖ < r,
temos que
‖A(x1, . . . , xm)− A(a1, . . . , am)‖ =
=
∥∥∥∥∥
m∑
i=1
(A(a1, . . . , ai−1, xi, . . . , xm)− A(a1, . . . , ai, xi+1, . . . , xm))
∥∥∥∥∥
≤
m∑
i=1
‖A(a1, . . . , ai−1, xi − ai, xi+1, . . . , xm)‖
≤ ‖A‖rm−1mmax
i
‖xi − ai‖
Assim, dados a = (a1, . . . , am) ∈ Em e ε > 0, seja s > max
i
‖ai‖ e seja δ > 0 tal que
δ < s−max
i
‖ai‖ e δ < ε/C, onde C = ‖A‖sm−1m. Enta˜o e´ claro que ‖A(x)−A(a)‖ < ε
para todo x = (x1, . . . , xm) ∈ Em com ‖x− a‖ = max
i
‖xi − ai‖ < δ.
(b)⇒ (c) O´bvio.
(c) ⇒ (a) Seja δ > 0 tal que ‖A(x)‖ < 1 para todo x = (x1, . . . , xm) ∈ Em com
‖x‖ = max
i
‖xi‖ ≤ δ. Segue que
‖A(x1, . . . , xm)‖ < δ−m
para (x1, . . . , xm) ∈ Em com ‖xj‖ ≤ 1. Portanto, ‖A‖ ≤ δ−m <∞. 2
Proposic¸a˜o 3.1-2 Sejam E,F espac¸os de Banach e m ∈ N. Enta˜o (L(mE;F ), ‖ · ‖) e´
um espac¸o de Banach.
Demonstrac¸a˜o. Na˜o e´ dif´ıcil verificar que a aplicac¸a˜o A ∈ L(mE;F ) → ‖A‖ ∈ R e´
uma norma em L(mE;F ). Para mostrar que (L(mE;F ), ‖ · ‖) e´ completo, tomemos uma
sequ¨eˆncia de Cauchy (Aj) em L(mE;F ). Para cada x = (x1, . . . , xm) ∈ Em, temos que
‖Aj(x)− Ai(x)‖ ≤ ‖Aj − Ai‖‖x1‖ · · · ‖xm‖
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Assim, (Aj(x)) e´ uma sequ¨eˆncia de Cauchy em F . Como F e´ completo, (Aj(x)) converge
para cada x ∈ Em. Definimos A : Em → F por A(x) = limj→∞Aj(x). Na˜o e´ dif´ıcil provar
que A e´ multilinear, ‖A‖ <∞ e ‖Aj − A‖ → 0, isto e´, A ∈ L(mE;F ) e Aj → A. 2
Uma aplicac¸a˜o multilinear A : Em → F e´ dita sime´trica se
A(x1, . . . , xm) = A(xσ(1), . . . , xσ(m))
para toda permutac¸a˜o σ do conjunto {1, . . . ,m}. O conjunto de todas as aplicac¸o˜es
multilineares sime´tricas A : Em → F e´ um subespac¸o vetorial de L(mE;F ) e sera´ denotado
por Ls(mE;F ). Definimos tambe´m
Ls(mE;F ) := Ls(mE;F ) ∩ L(mE;F )
Para A ∈ L(mE;F ), a simetrizac¸a˜o As ∈ L(mE;F ) de A e´ definida por
As(x1, . . . , xm) =
1
m!
∑
σ∈Sm
A(xσ(1), . . . , xσ(m))
onde Sm denota o conjunto de todas as permutac¸o˜es do conjunto {1, . . . ,m}. Temos as
seguintes propriedades:
Proposic¸a˜o 3.1-3 Seja A ∈ L(mE;F ). Enta˜o:
(i) As ∈ Ls(mE;F ).
(ii) Se A ∈ Ls(mE;F ), enta˜o As = A.
(iii) ‖As‖ ≤ ‖A‖.
A demonstrac¸a˜o e´ simples e na˜o a faremos aqui. A proposic¸a˜o acima implica no seguinte:
Corola´rio 3.1-4 A aplicac¸a˜o A → As e´ uma projec¸a˜o de L(mE;F ) sobre Ls(mE;F ) e
induz uma projec¸a˜o cont´ınua de L(mE;F ) sobre Ls(mE;F ).
Teorema 3.1-5 Seja A ∈ Ls(mE;F ). Enta˜o:
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(a) (Fo´rmula de Leibniz) Para x1, . . . , xn ∈ E, tem-se
A(x1 + · · ·+ xn)m =
∑ m!
α!
Axα11 · · · xαnn
onde a soma e´ tomada sobre todos os multi-´ındices α = (α1, . . . , αn) com |α| = m.
(b) (Fo´rmula de polarizac¸a˜o) Para x0, x1, . . . , xm ∈ E, tem-se
A(x1, . . . , xm) =
1
m!2m
∑
εj=±1
ε1 · · · εmA(x0 + ε1x1 + · · ·+ εmxm)m
A Fo´rmula de polarizac¸a˜o pode ser obtida a partir da Fo´rmula de Leibniz e e´ fundamental
para tratar de polinoˆmios homogeˆneos. Para a demonstrac¸a˜o, ver, por exemplo, [8] pa´g.
5-7.
3.2 Polinoˆmios homogeˆneos
Dizemos que uma aplicac¸a˜o P : E → F e´ um polinoˆmio m-homogeˆneo quando e´ da forma
P (x) = Axm
com A ∈ L(mE;F ). O espac¸o vetorial de todos os polinoˆmios m-homogeˆneos P : E → F
sera´ denotado por P (mE;F ). O subespac¸o dos membros cont´ınuos de P (mE;F ) sera´
denotado por P(mE;F ). Quando F = K, omitiremos F e escreveremos P (mE) no lugar
de P (mE;K). O mesmo valera´ para subespac¸os de P (mE).
Para cada polinoˆmio m-homogeˆneo P : E → F , definimos
‖P‖ = sup{‖P (x)‖ : x ∈ E, ‖x‖ ≤ 1}
Proposic¸a˜o 3.2-1 Para cada P ∈ P (mE;F ), existe um u´nico Pˇ ∈ Ls(mE;F ) tal que
P (x) = Pˇ xm para todo x ∈ E. Valem as seguintes desigualdades
‖P‖ ≤ ‖Pˇ‖ ≤ m
m
m!
‖P‖
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Demonstrac¸a˜o. Seja P ∈ P (mE;F ). Por definic¸a˜o, existe A ∈ L(mE;F ) de maneira que
P (x) = Axm para todo x ∈ E. E´ fa´cil ver que Axm = Asxm para todo x, sendo As a
simetrizac¸a˜o de A. Enta˜o basta tomar Pˇ = As. A unicidade de Pˇ decorre da Fo´rmula de
polarizac¸a˜o. Para x ∈ E com ‖x‖ ≤ 1, tem-se que
‖P (x)‖ ≤ ‖Pˇ‖‖x‖m ≤ ‖Pˇ‖
Logo, ‖P‖ ≤ ‖Pˇ‖. Sejam x1, . . . , xm ∈ E com ‖xj‖ ≤ 1. Pela Fo´rmula de Polarizac¸a˜o,
temos que
‖Pˇ (x1, . . . , xm)‖ ≤ 1
m!2m
∑
εj=±1
‖ε1 · · · εmP (ε1x1 + · · ·+ εmxm)‖
Para εj = ±1, temos que
‖ε1 · · · εmP (ε1x1 + · · ·+ εmxm)‖ ≤ ‖P‖‖ε1x1 + · · ·+ εmxm‖m
≤ ‖P‖(‖x1‖+ · · ·+ ‖xm‖)m
≤ ‖P‖mm
Assim,
‖Pˇ (x1, . . . , xm)‖ ≤ m
m
m!
‖P‖
E portanto ‖Pˇ‖ ≤ m
m
m!
‖P‖. 2
Corola´rio 3.2-2 Seja P ∈ P (mE;F ). Enta˜o P e´ cont´ınuo se, e so´ se, ‖P‖ <∞.
Demonstrac¸a˜o. Se P e´ cont´ınuo, segue da fo´rmula de polarizac¸a˜o que Pˇ e´ cont´ınua.
Assim,
‖P‖ ≤ ‖Pˇ‖ <∞.
Por outro lado, se ‖P‖ <∞, enta˜o
‖Pˇ‖ ≤ m
m
m!
‖P‖ <∞
Assim, Pˇ e´ cont´ınua e portanto P e´ cont´ınuo, pois P e´ a composic¸a˜o de Pˇ com a aplicac¸a˜o
diagonal x ∈ E → (x, . . . , x) ∈ Em. 2
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Corola´rio 3.2-3 (P(mE;F ), ‖ · ‖) e´ um espac¸o de Banach.
Demonstrac¸a˜o. E´ fa´cil verificar que ‖ · ‖ e´ uma norma em P(mE;F ). A correspondeˆncia
P ∈ P (mE;F ) → Pˇ ∈ Ls(mE;F ) e´ um isomorfismo linear e induz um isomorfismo
topolo´gico entre P(mE;F ) e Ls(mE;F ). E´ fa´cil verificar que Ls(mE;F ) e´ um subespac¸o
fechado de L(mE;F ) e e´ portanto completo. Logo, P(mE;F ) tambe´m e´ completo. 2
Proposic¸a˜o 3.2-4 Seja P ∈ P (mE;F ). Enta˜o as seguintes condic¸o˜es sa˜o equivalentes:
(a) P e´ cont´ınuo.
(b) P e´ limitado em toda bola B(a; r) ⊂ E.
(c) P e´ limitado em alguma bola B(a; r) ⊂ E.
Demonstrac¸a˜o. (a)⇒ (b) Para x ∈ B(a; r), temos que
‖P (x)‖ ≤ ‖P‖‖x‖m ≤ ‖P‖(r + ‖a‖)m
(b)⇒ (c) O´bvio.
(c) ⇒ (a) Seja c > 0 tal que ‖P (x)‖ ≤ c para todo x ∈ B(a; r). Usando a fo´rmula de
polarizac¸a˜o com x0 = a e x1 = · · · = xm = x, temos que
P (x) =
1
m!2m
∑
εj=±1
ε1 · · · εmP (a+ (ε1 + · · ·+ εm)x)
Se ‖x‖ ≤ r/m, temos que a+ (ε1 + · · ·+ εm)x ∈ B(a; r). Assim,
‖P (x)‖ ≤ 1
m!2m
∑
ε=±1
‖P (a+ (ε1 + · · ·+ εm)x)‖ ≤ c
m!
Segue que, para ‖x‖ ≤ 1,
‖P (x)‖ ≤ c
m!
· m
m
rm
Assim, ‖P‖ <∞ e portanto P e´ cont´ınuo. 2
Corola´rio 3.2-5 Seja P ∈ P (mE;F ). Enta˜o P e´ cont´ınuo se, e so´ se, P e´ cont´ınuo na
origem.
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Demonstrac¸a˜o. Se P e´ cont´ınuo na origem, enta˜o existe δ > 0 tal que
P (BE(0; δ)) ⊂ BF (0; 1)
Assim, P e´ limitado na bola BE(0; δ/2). Portanto, P e´ cont´ınuo. 2
E´ fa´cil ver que, se P : E → F e´ um polinoˆmio m-homogeˆneo e T : F → G e´ uma aplicac¸a˜o
linear, enta˜o T ◦ P : E → G e´ um polinoˆmio m-homogeˆneo.
Teorema 3.2-6 Sejam E,F espac¸os de Banach e seja P : E → F uma aplicac¸a˜o. Enta˜o
P ∈ P(mE;F ) se, e so´ se, ψ ◦ P ∈ P(mE) para todo ψ ∈ F ′.
Demonstrac¸a˜o. (⇒) E´ fa´cil ver.
(⇐) Defina a aplicac¸a˜o A : Em → F por
A(x1, . . . , xm) =
1
m!2m
∑
εj=±1
ε1 · · · εmP (ε1x1 + · · ·+ εmxm)
Seja ψ ∈ F ′. Como ψ ◦ P ∈ P(mE), existe Aψ ∈ Ls(mE) tal que ψ ◦ P (x) = Aψxm para
todo x ∈ E. Usando a fo´rmula de polarizac¸a˜o, temos que
Aψ(x1, . . . , xm) =
1
m!2m
∑
εj=±1
ε1 · · · εmψ ◦ P (ε1x1 + · · ·+ εmxm)
Enta˜o e´ claro que ψ ◦ A = Aψ. Como isso vale para qualquer ψ ∈ F ′ e Aψ e´ m-linear, e´
claro que A e´ m-linear. Para cada x ∈ E e cada ψ ∈ F ′, temos que
ψ ◦ P (x) = Aψxm = ψ ◦ Axm
Assim, P (x) = Axm para todo x ∈ E. Isso mostra que P ∈ P (mE;F ). Para cada ψ ∈ F ′,
o conjunto ψ(P (BE)) e´ limitado em K, pois ψ ◦ P ∈ P(mE). Pelo princ´ıpio da limitac¸a˜o
uniforme, P (BE) e´ limitado em F . Conclu´ımos que P ∈ P(mE;F ). 2
Proposic¸a˜o 3.2-7 Sejam E,F espac¸os de Banach e m ∈ N. Seja F um subconjunto de
P(mE;F ). As seguintes condic¸o˜es sa˜o equivalentes:
(a) F e´ limitado.
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(b) F e´ equicont´ınuo.
(c) F e´ equicont´ınuo na origem.
Demonstrac¸a˜o. (a) ⇒ (b) Seja c > 0 tal que ‖P‖ ≤ c para todo P ∈ F . Para P ∈ F e
x, a ∈ E, com ‖x‖ < r e ‖a‖ < r, temos que
‖P (x)− P (a)‖ = ‖Pˇ xm − Pˇ am‖
=
∥∥∥∥∥
m∑
i=1
(Pˇ ai−1xm−i+1 − Pˇ aixm−i)
∥∥∥∥∥
≤
m∑
i=1
‖Pˇ ai−1(x− a)xm−i‖
≤ mrm−1‖Pˇ‖‖x− a‖
≤ m
m+1rm−1c
m!
‖x− a‖
Assim, dados a ∈ E e ε > 0, seja r > ‖a‖ e seja δ > 0 tal que δ < r − ‖a‖ e δ < ε/C,
onde C = (mm+1rm−1c)/m!. Enta˜o e´ claro que ‖P (x) − P (a)‖ < ε para todo P ∈ F e
todo x ∈ E com ‖x− a‖ < δ.
(b)⇒ (c) E´ o´bvio.
(c) ⇒ (a) Se F e´ equicont´ınuo na origem, existe δ > 0 tal que ‖P (x)‖ < 1 para todo
P ∈ F e todo x ∈ E com ‖x‖ ≤ δ. Segue que ‖P‖ ≤ δ−m para todo P ∈ F . 2
Corola´rio 3.2-8 A bola unita´ria fechada de P(mE) e´ τc-compacta.
Demonstrac¸a˜o. Seja B = BP(mE). Pelo teorema de Ascoli, B e´ relativamente compacta
em C(E) para a topologia compacto-aberta τc. Na˜o e´ dif´ıcil provar que (P(mE), τc) e´ um
subespac¸o fechado de (C(E), τc) e que B e´ τc-fechado em P(mE). Assim, segue que B e´
τc-compacta. 2
3.3 Linearizac¸a˜o de polinoˆmios homogeˆneos
Sejam E um espac¸o de Banach e m ∈ N. Por um teorema de Ng [12], sera´ poss´ıvel obter
um espac¸o de Banach Q(mE) tal que P(mE) = Q(mE)′. O espac¸o Q(mE) tem a nota´vel
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propriedade de que, para cada espac¸o de Banach F , P(mE;F ) = L(Q(mE);F ) (teorema
3.3-3), isto e´, Q(mE) pode ser usado para “linearizar” polinoˆmios m-homogeˆneos. Dessa
forma, uma vez que se tenha obtido algum resultado a respeito de espac¸os de opera-
dores lineares, podemos tentar obter um resultado ana´logo para espac¸os de polinoˆmios
homogeˆneos. Isso e´ o que sera´ feito no cap´ıtulo 4, onde estudaremos condic¸o˜es para a
reflexividade de L(E;F ) e P(mE;F ).
O teorema 3.3-3 e´ devido a R. Ryan (ver [14]) mas seguiremos a demonstrac¸a˜o proposta
em [9], que e´ uma demonstrac¸a˜o ana´loga a de um teorema de linearizac¸a˜o de func¸o˜es
holomorfas limitadas, obtido por J. Mujica em [9] (ver Theorem 2.1).
Teorema 3.3-1 [12] Seja E um espac¸o normado. Suponhamos que exista uma topologia
localmente convexa de Hausdorff τ em E tal que a bola BE seja τ -compacta. Seja
F = {ϕ ∈ E∗ : ϕ e´ τ -cont´ınua em BE}
Enta˜o F e´ um subespac¸o fechado de E ′ e a aplicac¸a˜o avaliac¸a˜o J : E → F ′ dada por
Jx(ϕ) = ϕ(x)
para x ∈ E, ϕ ∈ F e´ um isomorfismo isome´trico.
Demonstrac¸a˜o. Faremos a demonstrac¸a˜o seguindo [12]. Se ϕ ∈ F , enta˜o ϕ(BE) e´ com-
pacto em K, pois e´ a imagem cont´ınua de um compacto. Em particular, ϕ(BE) e´ limitado,
portanto, ϕ ∈ E ′. Isso mostra que F ⊂ E ′. Para mostrar que F e´ fechado em E ′, tome
uma sequ¨eˆncia (ϕn) em F que converge para algum ϕ ∈ E ′. Enta˜o ϕn(x) → ϕ(x) uni-
formemente sobre BE e, como cada ϕn e´ τ -cont´ınua em BE, segue do lema 1.4-3 que ϕ
tambe´m e´ τ -cont´ınua em BE. Pelo teorema de Hahn-Banach para espac¸os localmente
convexos, (E, τ)′ separa os pontos de E. Enta˜o F tambe´m separa os pontos de E, pois
F ⊃ (E, τ)′. Isso implica que J e´ injetiva. Afirmamos que a aplicac¸a˜o
J : (BE, τ)→ (F ′, σ(F ′, F ))
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e´ cont´ınua. De fato, seja (xλ) uma rede em BE que converge para algum x ∈ BE para a
topologia τ . Temos
Jxλ
σ(F ′,F )→ Jx ⇔ ϕ(xλ)→ ϕ(x) para todo ϕ ∈ F
e essa condic¸a˜o e´ satisfeita pela pro´pria definic¸a˜o de F . Segue que J(BE) e´ σ(F
′, F )-
compacto e, portanto, σ(F ′, F )-fechado. Se ◦ denota polares com respeito ao sistema dual
〈F, F ′〉, temos que
J(BE)
◦ = {ϕ ∈ F : |Jx(ϕ)| ≤ 1, ∀x ∈ BE}
= {ϕ ∈ F : |ϕ(x)| ≤ 1, ∀x ∈ BE} = BF
Como J(BE) e´ convexo, equilibrado e σ(F
′, F )-fechado, segue do teorema bipolar que
J(BE) = J(BE)
◦◦ = B
◦
F = BF ′
Isso completa a demonstrac¸a˜o. 2
Sejam E um espac¸o de Banach e m ∈ N. A topologia compacto-aberta τc e´ uma to-
pologia localmente convexa de Hausdorff em P(mE) e a bola unita´ria fechada BP(mE) e´
τc-compacta (corol. 3.2-8). Assim, o espac¸o
Q(mE) := {u ∈ P(mE)′ : u e´ τc-cont´ınua em BP(mE)}
com a norma induzida por P(mE)′ e´ um espac¸o de Banach e a aplicac¸a˜o avaliac¸a˜o
J : P(mE)→ Q(mE)′
que e´ dada por J(P )(u) = u(P ) para P ∈ P(mE), u ∈ Q(mE), e´ um isomorfismo
isome´trico. Vamos fixar essas notac¸o˜es para todo o restante da sec¸a˜o. Assim, Q(mE)
e J sempre denotara˜o os objetos definidos acima. Os pro´ximos resultados dessa sec¸a˜o
aparecem em [9].
Proposic¸a˜o 3.3-2 Se x ∈ E, defina ux : P(mE) → K por ux(P ) = P (x) para cada
P ∈ P(mE). Enta˜o:
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(a) Para cada x ∈ E, ux ∈ Q(mE) e ‖ux‖ = ‖x‖m.
(b) Seja qm : E → Q(mE) definida por qm(x) = ux. Enta˜o qm ∈ P(mE;Q(mE)) e
‖qm‖ = 1.
(c) Q(mE) = Γ(qm(E)). Em particular, qm(E) gera um subespac¸o denso de Q(
mE).
Demonstrac¸a˜o. (a) Seja x ∈ E. Se (Pλ) e´ uma rede em P(mE) que converge para algum
P ∈ P(mE) para a topologia τc, enta˜o, em particular, (Pλ) converge pontualmente para
P . Assim,
ux(Pλ) = Pλ(x)→ P (x) = ux(P )
Isso mostra que ux ∈ (P(mE), τc)′ ⊂ Q(mE). Para P ∈ P(mE), temos que
|ux(P )| = |P (x)| ≤ ‖P‖‖x‖m
logo, ‖ux‖ ≤ ‖x‖m. Por Hahn-Banach, existe ϕ ∈ E ′ tal que ϕ(x) = ‖x‖. Seja P ∈ P(mE)
dado por P (y) = (ϕ(y))m. Enta˜o ‖P‖ ≤ 1 e
ux(P ) = P (x) = ‖x‖m
Portanto ‖ux‖ = ‖x‖m.
(b) Seja ψ ∈ Q(mE)′. Como J e´ sobrejetiva, existe P ∈ P(mE) tal que J(P ) = ψ. Para
cada x ∈ E, temos que
ψ ◦ qm(x) = J(P )(ux) = ux(P ) = P (x)
isto e´, ψ ◦ qm = P . Pelo teorema 3.2-6, qm ∈ P(mE;Q(mE)). Ale´m disso, pelo item
anterior,
‖qm‖ = sup
‖x‖≤1
‖qm(x)‖ = sup
‖x‖≤1
‖x‖m = 1
(c) Se ◦ denota polar com respeito ao sistema dual 〈Q(mE), Q(mE)′〉, temos que
qm(E)
◦ = {J(P ) ∈ Q(mE)′ : P ∈ P(mE), |J(P )(qm(x))| ≤ 1, ∀x ∈ E}
Notemos que
J(P )(qm(x)) = J(P )(ux) = ux(P ) = P (x)
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Segue que
qm(E)
◦ = {J(P ) : P ∈ P(mE), |P (x)| ≤ 1, ∀x ∈ E} = {0}
Assim, pelo teorema bipolar, temos que
Q(mE) = {0}◦ = qm(E)◦◦ = Γqm(E)
Como Γ(qm(E)) ⊂ [qm(E)], isso imediatamente implica que Q(mE) = [qm(E)], isto e´,
qm(E) gera um subespac¸o denso de Q(
mE). 2
Vamos fixar a notac¸a˜o para o polinoˆmio qm definido no teorema acima para todo o restante
da sec¸a˜o.
Teorema 3.3-3 Sejam E um espac¸o de Banach e m ∈ N. O par (Q(mE), qm) tem a
seguinte propriedade universal: Para cada espac¸o de Banach F e cada P ∈ P(mE;F )
existe um u´nico TP ∈ L(Q(mE);F ) tal que P = TP ◦ qm. A correspondeˆncia
P ∈ P(mE;F )→ TP ∈ L(Q(mE);F ) (3.1)
e´ um isomorfismo isome´trico.
Demonstrac¸a˜o. Seja F um espac¸o de Banach e seja P ∈ P(mE;F ). Para cada u ∈ Q(mE),
defina TP (u) : F
′ → K por
TP (u)(ψ) = u(ψ ◦ P )
E´ fa´cil verificar que TP (u) e´ linear. Ale´m disso,
|TP (u)(ψ)| ≤ ‖u‖‖ψ‖‖P‖
para todo ψ ∈ F ′. Logo, TP (u) ∈ F ′′ e ‖TP (u)‖ ≤ ‖P‖‖u‖. E´ fa´cil verificar que a
aplicac¸a˜o TP : Q(
mE)→ F ′′ e´ linear, logo, TP ∈ L(Q(mE);F ′′) e ‖TP‖ ≤ ‖P‖. Para cada
x ∈ E e cada ψ ∈ F ′, temos que
TP (qm(x))(ψ) = qm(x)(ψ ◦ P ) = ψ(P (x))
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Logo, TP (qm(x)) = P (x) na identificac¸a˜o canoˆnica de F com um subespac¸o de seu bidual
F ′′. Usando o teorema anterior,
TP (Q(
mE)) = TP ([qm(E)]) ⊂ TP ([qm(E)]) = P (E) ⊂ F = F
Assim, TP ∈ L(Q(mE);F ). Para x ∈ E, temos que
‖P (x)‖ = ‖TP (qm(x))‖ ≤ ‖TP‖‖qm(x)‖ = ‖TP‖‖x‖m
Assim, ‖P‖ ≤ ‖TP‖ e portanto vale a igualdade ‖P‖ = ‖TP‖. Para provar a unicidade
de TP , seja UP ∈ L(Q(mE);F ) tal que P = UP ◦ qm. Enta˜o TP (qm(x)) = UP (qm(x)) para
todo x ∈ E, logo, TP (u) = UP (u) para todo u ∈ qm(E). Como qm(E) gera um subespac¸o
denso de Q(mE), segue que TP = UP . 2
A menos de um isomorfismo isome´trico, (Q(mE), qm) e´ o u´nico par com a propriedade
universal do teorema anterior. A demonstrac¸a˜o e´ ana´loga a` do teorema 2.1-2, que da´ a
unicidade do produto tensorial.
Teorema 3.3-4 Seja E um espac¸o de Banach e m ∈ N. Suponha que o par (Qˆ(mE), qˆm),
onde Qˆ(mE) e´ um espac¸o de Banach e qˆm ∈ P(mE; Qˆ(mE)), tem a propriedade universal
do teorema 3.3-3, isto e´, para cada espac¸o de Banach F e cada polinoˆmio P ∈ P(mE;F )
existe um u´nico TP ∈ L(Qˆ(mE);F ), com ‖TP‖ = ‖P‖, tal que P = TP ◦ qˆm. Enta˜o:
(a) ‖qˆm‖ = 1.
(b) qˆm(E) gera um subespac¸o denso de Qˆ(
mE).
(c) Existe um (u´nico) isomorfismo isome´trico T : Q(mE)→ Qˆ(mE) com qˆm = T ◦ qm.
Demonstrac¸a˜o. (a) Desde que E 6= {0}, devemos ter Qˆ(mE) 6= {0}. Enta˜o, supondo que
E e´ na˜o-trivial, podemos escolher ψ ∈ Qˆ(mE)′ na˜o-nulo. Temos que
‖ψ‖ = ‖ψ ◦ qˆm‖ ≤ ‖ψ‖‖qˆm‖
o que implica ‖qˆm‖ ≥ 1. Por Hahn-Banach, para cada x ∈ E, existe ψx ∈ Qˆ(mE)′,
‖ψx‖ = 1, tal que
ψx(qˆm(x)) = ‖qˆm(x)‖
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Assim, para ‖x‖ ≤ 1,
‖qˆm(x)‖ ≤ ‖ψx ◦ qˆm‖ = ‖ψx‖ = 1
Logo, ‖qˆm‖ ≤ 1. Portanto, temos que ‖qˆm‖ = 1.
(b) Suponha que qˆm(E) na˜o gera um subespac¸o denso de Qˆ(
mE), isto e´, [qˆm(E)]  Qˆ(mE).
Por Hahn-Banach, e´ poss´ıvel obter ψ ∈ Qˆ(mE)′, ψ 6= 0, tal que ψ([qˆm(E)]) = {0}. Logo,
ψ ◦ qˆm = 0 com ψ 6= 0, o que contraria a propriedade universal.
(c) Pelo teorema 3.3-3, existe T1 ∈ L(Q(mE); Qˆ(mE)) tal que qˆm = T1 ◦ qm e
‖T1‖ = ‖qˆm‖ = 1
Por hipo´tese, existe T2 ∈ L(Qˆ(mE);Q(mE)) tal que qm = T2 ◦ qˆm e
‖T2‖ = ‖qm‖ = 1
Assim, qm = T2◦T1◦qm. Logo, T2◦T1(u) = u para todo u ∈ qm(E). Como qm(E) gera um
subespac¸o denso de Q(mE), segue que T2 ◦ T1 = IdQ(mE). De maneira ana´loga mostra-se
que T1 ◦ T2 = IdQˆ(mE). Assim, T = T1 e´ o isomorfismo isome´trico que queremos. 2
Tambe´m temos o seguinte resultado, cuja demonstrac¸a˜o sera´ omitida.
Teorema 3.3-5 Sejam E,F espac¸os de Banach e m ∈ N. Enta˜o a aplicac¸a˜o
Ψ : P(mE;F )→ L(Q(mE);F )
dada pela correspondeˆncia (3.1) e´ um isomorfismo topolo´gico quando os espac¸os P(mE;F )
e L(Q(mE);F ) esta˜o munidos da topologia compacto-aberta.
Para a demonstrac¸a˜o, ver [9], pa´g. 874-875.
Corola´rio 3.3-6 Seja Ψ a aplicac¸a˜o dada pela correspondeˆncia (3.1) e seja
Ψ′ : (L(Q(mE);F ), ‖ · ‖)′ → (P(mE;F ), ‖ · ‖)′
o adjunto de Ψ. Enta˜o Ψ′ e´ um isomorfismo isome´trico e aplica (L(Q(mE);F ), τc)′ sobre
(P(mE;F ), τc)′.
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Demonstrac¸a˜o. Seja ϕ ∈ (L(Q(mE);F ), ‖ · ‖)′. Como a aplicac¸a˜o
Ψ : (P(mE;F ), τc)→ (L(Q(mE);F ), τc)
e´ um isomorfismo topolo´gico e Ψ′(ϕ) = ϕ ◦ Ψ, e´ fa´cil ver que ϕ e´ τc-cont´ınua se, e so´ se,
Ψ′(ϕ) e´ τc-cont´ınua. 2
3.4 Subespac¸os de P(mE;F )
Nessa sec¸a˜o, estudaremos algumas propriedades ba´sicas de certos subespac¸os de P(mE;F )
que sera˜o u´teis nas caracterizac¸o˜es da reflexividade de P(mE;F ).
Definic¸a˜o 3.4-1 Sejam E,F espac¸os de Banach e m ∈ N. Um polinoˆmio m-homogeˆneo
P ∈ P (mE;F ) e´
• cont´ınuo do tipo finito se e´ da forma
P (x) =
n∑
i=1
(ϕi(x))
mbi
com ϕi ∈ E ′ e bi ∈ F . O subespac¸o de todos os polinoˆmios cont´ınuos do tipo finito
e´ denotado por Pf (mE;F ).
• fracamente cont´ınuo nos limitados se, para cada subconjunto limitado B ⊂ E, a
aplicac¸a˜o
P : (B, σ(E,E ′))→ (F, ‖ · ‖)
e´ cont´ınua (equivalentemente, P : (BE, σ(E,E
′))→ (F, ‖·‖) e´ cont´ınua). O conjunto
de todos os P que sa˜o fracamente cont´ınuos nos limitados e´ denotado por Pw(mE;F ).
Proposic¸a˜o 3.4-2 Sejam E,F espac¸os de Banach e m ∈ N. Enta˜o
Pf (mE;F ) ⊂ Pw(mE;F ) ⊂ P(mE;F )
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Demonstrac¸a˜o. Sejam ϕ ∈ E ′ e b ∈ F . Se (xλ) e´ uma rede em E e x ∈ E, temos que
xλ
σ(E,E′)→ x ⇒ ϕ(xλ)→ ϕ(x) ⇒ (ϕ(xλ))mb→ (ϕ(x))mb
Isso mostra que, se P e´ um polinoˆmio m-homogeˆneo da forma P (x) = (ϕ(x))mb, enta˜o
P : (E, σ(E,E ′))→ (F, ‖ · ‖)
e´ cont´ınua. Em particular, temos P ∈ Pw(mE;F ). Como os polinoˆmios da forma
P (x) = (ϕ(x))mb geram Pf (mE;F ), segue que Pf (mE;F ) ⊂ Pw(mE;F ). Agora tome
P ∈ Pw(mE;F ). Enta˜o
P : (BE, σ(E,E
′))→ (F, ‖ · ‖)
e´ cont´ınua. Como σ(E,E ′) e´ mais fraca que a topologia induzida pela norma em E, segue
que
P : (BE, ‖ · ‖)→ (F, ‖ · ‖)
e´ cont´ınua. Em particular, P e´ cont´ınua em 0. Por 3.2-5, P ∈ P(mE;F ). 2
Proposic¸a˜o 3.4-3 Sejam E,F espac¸os de Banach. Enta˜o Pw(mE;F ) e´ um subespac¸o
fechado de P(mE;F ).
Demonstrac¸a˜o. E´ fa´cil ver que Pw(mE;F ) e´ subespac¸o de P(mE;F ). Para ver que e´
fechado, tome uma sequ¨eˆncia (Pn) em Pw(mE;F ) que converge para algum P ∈ P(mE;F ).
Enta˜o Pn(x)→ P (x) uniformemente sobre BE. Como cada Pn e´ fracamente cont´ınua em
BE, segue do lema 1.4-3 que P e´ fracamente cont´ınua em BE. 2
Proposic¸a˜o 3.4-4 Sejam E,F espac¸os de Banach e m ∈ N. Se E tem dimensa˜o finita,
enta˜o Pf (mE;F ) = P(mE;F ).
Demonstrac¸a˜o. Seja P ∈ P(mE;F ). Sejam {e1, . . . , en} uma base de E e {ϕ1, . . . , ϕn}
sua base dual. Cada x ∈ E e´ escrito como
x =
n∑
i=1
ϕi(x)ei
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Pela Fo´rmula de Leibniz,
P (x) =
∑
α
ϕ1(x)
α1 · · ·ϕn(x)αncα
onde cα =
m!
α!
Pˇ eα11 · · · eαnn e a soma e´ tomada sobre todos os multi-´ındices α = (α1, . . . , αn)
com |α| = m. Vamos provar que, se Q ∈ P(mE;F ) e´ da forma
Q(x) = ψ1(x) · · ·ψm(x)c
com ψi ∈ E ′ e c ∈ F , enta˜o Q ∈ Pf (mE;F ). Para isso, basta usar a Fo´rmula de
polarizac¸a˜o da seguinte maneira
Q(x) = ψ1(x) · · ·ψm(x)c =
 1
m!2m
∑
εj=±1
ε1 · · · εm(ε1ψ1(x) + · · ·+ εmψm(x))m
 c
Assim, vemos que Q e´ do tipo finito. Mostramos enta˜o que P e´ uma soma finita de
polinoˆmios m-homogeˆneos do tipo finito. Portanto, P ∈ Pf (mE;F ). 2
Lema 3.4-5 Sejam E,F espac¸os de Banach e seja P ∈ P(mE;F ). Temos que:
(a) Se T ∈ LK(E;E), enta˜o P ◦ T ∈ Pw(mE;F ).
(b) Se T ∈ Lf (E;E), enta˜o P ◦ T ∈ Pf (mE;F ).
Demonstrac¸a˜o. (a) Seja T ∈ LK(E;F ). Na˜o e´ dif´ıcil mostrar que P ◦ T e´ um polinoˆmio
m-homogeˆneo. Pela proposic¸a˜o 1.3-2, T e´ fracamente cont´ınua nos limitados, isto e´,
T : (BE, σ(E,E
′))→ (E, ‖ · ‖)
e´ cont´ınua. Assim, como P ∈ P(mE;F ), e´ claro que
P ◦ T : (BE, σ(E,E ′))→ (F, ‖ · ‖)
e´ cont´ınua. Portanto, P ◦ T ∈ Pw(mE;F ).
(b) Seja T ∈ Lf (E;E). Enta˜o M := T (E) e´ um subespac¸o de E de dimensa˜o finita. Seja
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P¯ a restric¸a˜o de P ao conjunto M . Enta˜o e´ claro que P¯ ∈ P(mM ;F ). Pela proposic¸a˜o
3.4-4, P¯ e´ do tipo finito, isto e´, P¯ e´ da forma
P¯ (x) =
n∑
i=1
(ϕi(x))
mbi
com ϕi ∈M ′ e bi ∈ F . Assim, para todo x ∈ E, temos que
P ◦ T (x) = P¯ ◦ T (x) =
n∑
i=1
(ϕi ◦ T (x))mbi
E´ claro que ϕi ◦ T ∈ E ′. Portanto, P ◦ T ∈ Pf (mE;F ). 2
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Cap´ıtulo 4
Reflexividade de L(E;F ) e P(mE;F )
Neste cap´ıtulo estudaremos resultados de [10], que da˜o condic¸o˜es necessa´rias e suficien-
tes para a reflexividade de espac¸os de operadores lineares e de espac¸os de polinoˆmios
homogeˆneos.
4.1 Propriedade de aproximac¸a˜o e propriedade de
aproximac¸a˜o compacta
Muito poderia ser dito a respeito da propriedade de aproximac¸a˜o e de outras propriedades
relacionadas. Inclu´ımos nessa sec¸a˜o apenas alguns fatos que sera˜o necessa´rios para os
resultados principais deste trabalho, que veremos nas pro´ximas sec¸o˜es.
Definic¸a˜o 4.1-1 Dizemos que um espac¸o de Banach E tem
• a propriedade de aproximac¸a˜o se o operador identidade em E pertence ao τc-fecho
de Lf (E;E) em L(E;E).
• a propriedade de aproximac¸a˜o compacta se o operador identidade em E pertence ao
τc-fecho de LK(E;E) em L(E;E).
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O operador identidade em E pertencer ao τc-fecho de Lf (E;E) (resp., LK(E;E)) significa
que, dados K ⊂ E compacto e ε > 0, existe T ∈ Lf (E;E) (resp., T ∈ LK(E;E)) tal que
‖Tx − x‖ < ε para todo x ∈ K. E´ claro que, se E tem a propriedade de aproximac¸a˜o,
enta˜o E tem a propriedade de aproximac¸a˜o compacta. O primeiro a construir um espac¸o
de Banach com a propriedade de aproximac¸a˜o compacta que na˜o tem a propriedade de
aproximac¸a˜o foi G. Willis em [17].
Proposic¸a˜o 4.1-2 Sejam E,F espac¸os de Banach. Temos que
(a) Se E ou F tem a propriedade de aproximac¸a˜o, enta˜o L(E;F ) = Lf (E;F )τc.
(b) Se E ou F tem a propriedade de aproximac¸a˜o compacta, enta˜o L(E;F ) = LK(E;F )τc.
Demonstrac¸a˜o. A prova de (a) e´ similar a` prova de (b), enta˜o provaremos apenas (b).
Suponha que E tem a propriedade de aproximac¸a˜o compacta. Seja S ∈ L(E;F ), S 6= 0.
Dados K ⊂ E compacto e ε > 0, existe T ∈ LK(E;E) tal que
‖Tx− x‖ < ε‖S‖
para todo x ∈ K. Assim,
‖S ◦ Tx− Sx‖ ≤ ‖S‖‖Tx− x‖ < ε
para todo x ∈ K. Pelo lema 1.3-3, S ◦ T ∈ LK(E;F ). Isso mostra que S ∈ LK(E;F )τc .
Agora suponha que F tem a propriedade de aproximac¸a˜o compacta e seja S ∈ L(E;F ).
Dados K ⊂ E compacto e ε > 0, existe T ∈ LK(F ;F ) tal que
‖Ty − y‖ < ε
para todo y ∈ S(K). Assim,
‖T ◦ Sx− Sx‖ < ε
para todo x ∈ K. Pelo lema 1.3-3, T ◦ S ∈ LK(E;F ). Isso mostra que S ∈ LK(E;F )τc 2
Tambe´m ha´ um resultado parecido para espac¸os de polinoˆmios homogeˆneos. Para a
demonstrac¸a˜o, vamos precisar do seguinte lema:
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Lema 4.1-3 Sejam E,F espac¸os normados e f : E → F uma aplicac¸a˜o cont´ınua. Seja
K ⊂ E compacto. Enta˜o, dado ε > 0, existe δ > 0 tal que
‖f(y)− f(x)‖ < ε
sempre que x ∈ K, y ∈ E e ‖y − x‖ < δ.
Demonstrac¸a˜o. Seja ε > 0. Para cada x ∈ K, existe δx > 0 tal que
‖f(y)− f(x)‖ < ε
2
para todo y ∈ E com ‖y − x‖ < 2δx. Como K e´ compacto, existem x1, . . . , xn ∈ K tais
que
K ⊂
n⋃
i=1
B(xi; δi)
onde δi = δxi . Seja δ = min{δ1, . . . , δn}. Sejam x ∈ K e y ∈ E com ‖y − x‖ < δ. Temos
x ∈ B(xi; δi) para algum i. Notemos que
‖x− xi‖ < δi < 2δxi
e
‖y − xi‖ ≤ ‖y − x‖+ ‖x− xi‖ < δ + δi ≤ 2δxi
Segue que
‖f(y)− f(x)‖ ≤ ‖f(y)− f(xi)‖+ ‖f(xi)− f(x)‖
<
ε
2
+
ε
2
= ε
e o lema esta´ provado. 2
A proposic¸a˜o seguinte aparece em [11], Prop. 2.2. A demonstrac¸a˜o e´ reproduzida a seguir.
Proposic¸a˜o 4.1-4 Sejam E,F espac¸os de Banach. Enta˜o
(a) Se E tem a propriedade de aproximac¸a˜o, enta˜o P(mE;F ) = Pf (mE;F )τc.
(b) Se E tem a propriedade de aproximac¸a˜o compacta, enta˜o P(mE;F ) = Pw(mE;F )τc.
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Demonstrac¸a˜o. (a) pode ser demonstrado de maneira similar a (b), enta˜o so´ provaremos
(b). Seja P ∈ P(mE;F ). Dados ε > 0 e K ⊂ E compacto, segue do lema 4.1-3 que existe
δ > 0 tal que
‖P (y)− P (x)‖ < ε
para todo x ∈ K e todo y ∈ E com ‖y − x‖ < δ. Como E tem a propriedade de
aproximac¸a˜o compacta, existe T ∈ LK(E;E) tal que
‖Tx− x‖ < δ
para todo x ∈ K. Segue que ‖P ◦ T (x) − P (x)‖ < ε para todo x ∈ K. Pelo lema 3.4-5,
P ◦ T ∈ Pw(mE;F ). Isso mostra que P ∈ Pw(mE;F )τc . 2
4.2 Reflexividade de L(E;F )
Em [13], Ruckle prova que, se E e F sa˜o espac¸os de Banach reflexivos com a propriedade
de aproximac¸a˜o, enta˜o L(E;F ) e´ reflexivo se, e so´ se, L(E;F ) = LK(E;F ). Holub [5]
prova o mesmo assumindo que apenas um dos espac¸os E ou F tenha a propriedade de
aproximac¸a˜o e da´ outra condic¸a˜o necessa´ria e suficiente para a reflexividade de L(E;F ).
O resultado em Mujica [10], Theorem 2.1, que reproduziremos mais a seguir, se baseia, em
parte, no resultado em [5]. Em [10], a hipo´tese de propriedade de aproximac¸a˜o e´ trocada
pela propriedade de aproximac¸a˜o compacta.
Proposic¸a˜o 4.2-1 Seja (E, τ) um espac¸o localmente convexo de Hausdorff e seja A um
subconjunto convexo de E. Enta˜o
A
τ
= A
σ(E,(E,τ)′)
O resultado acima e´ bem conhecido e implica o seguinte:
Lema 4.2-2 Seja E um espac¸o vetorial e sejam τ1 e τ2 duas topologias localmente con-
vexas de Hausdorff em E. Sa˜o equivalentes:
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(a) (E, τ1)
′ = (E, τ2)′.
(b) A
τ1
= A
τ2
para cada subconjunto convexo A ⊂ E.
(c) M
τ1
=M
τ2
para cada subespac¸o vetorial M ⊂ E.
Demonstrac¸a˜o. (a)⇒ (b) Seja A ⊂ E convexo. Enta˜o
A
τ1
= A
σ(E,(E,τ1)′)
= A
σ(E,(E,τ2)′)
= A
τ2
(b)⇒ (c) E´ claro.
(c)⇒ (a) Em geral, se E e´ um espac¸o vetorial topolo´gico, um funcional linear ϕ : E → K
e´ cont´ınuo se, e so´ se, ϕ−1(0) e´ fechado em E. Assim, se ϕ ∈ E∗, enta˜o
ϕ ∈ (E, τ1)′ ⇔ ϕ−1(0) e´ τ1-fechado⇔ ϕ−1(0) e´ τ2-fechado⇔ ϕ ∈ (E, τ2)′
Portanto, (E, τ1)
′ = (E, τ2)′. 2
Teorema 4.2-3 [10] Sejam E,F espac¸os de Banach reflexivos. Considere as seguintes
condic¸o˜es:
(0) L(E;F ) = Lf (E;F )‖·‖.
(1) L(E;F ) = LK(E;F ).
(2) Para cada T ∈ L(E;F ), existe x ∈ E, com ‖x‖ = 1, tal que ‖Tx‖ = ‖T‖.
(3) L(E;F ) e´ reflexivo.
(4) (L(E;F ), ‖ · ‖)′ = (L(E;F ), τc)′.
Enta˜o as implicac¸o˜es (0) ⇒ (1) ⇒ (2) ⇒ (3) ⇔ (4) sempre valem. Se E ou F tem a
propriedade de aproximac¸a˜o compacta, enta˜o (4)⇒ (1). Se E ou F tem a propriedade de
aproximac¸a˜o, enta˜o (4)⇒ (0).
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Demonstrac¸a˜o. (0) ⇒ (1). Como Lf (E;F ) ⊂ LK(E;F ) e LK(E;F ) e´ fechado em
L(E;F ), temos que
L(E;F ) = Lf (E;F )‖·‖ ⊂ LK(E;F ) ⊂ L(E;F )
Logo, L(E;F ) = LK(E;F ).
(1) ⇒ (2). Seja T ∈ L(E;F ) = LK(E;F ). Tome uma sequ¨eˆncia (xn) em BE tal
que ‖T‖ = limn→∞ ‖Txn‖. Como E e´ reflexivo, a bola unita´ria fechada BE e´ fraca-
mente compacta. Assim, (xn) admite uma subrede (zλ) que converge fracamente para
algum x ∈ BE. Pela proposic¸a˜o 1.3-2, (Tzλ) converge em norma para Tx. Segue que
‖Tx‖ = ‖T‖, e e´ claro que ‖x‖ = 1.
(2) ⇒ (3). Como F e´ reflexivo, segue do teorema 2.3-3 que L(E;F ) = (E⊗˜piF ′)′ com a
fo´rmula dual para 〈E⊗˜piF ′,L(E;F )〉 dada por〈 ∞∑
n=1
xn ⊗ y′n, T
〉
=
∞∑
n=1
y′n(Txn)
Por hipo´tese, dado T ∈ L(E;F ), existe x ∈ E, com ‖x‖ = 1, tal que ‖Tx‖ = ‖T‖. Por
Hahn-Banach, existe y′ ∈ F ′, com ‖y′‖ = 1, tal que y′(Tx) = ‖Tx‖. Assim, pi(x⊗ y′) = 1
e
〈x⊗ y′, T 〉 = y′(Tx) = ‖Tx‖ = ‖T‖
Pelo teorema de reflexividade de James 1.2-7, E⊗˜piF ′ e´ reflexivo e, portanto, L(E;F )
tambe´m e´ reflexivo.
(3)⇔ (4). Como L(E;F ) = (E⊗˜piF ′)′, L(E;F ) e´ reflexivo se, e so´ se, E⊗˜piF ′ e´ reflexivo.
Assim, a equivaleˆncia desejada segue do item (c) do teorema 2.3-3 e do item (c) da
proposic¸a˜o 1.5-3.
(4) ⇒ (1). Suponha que E ou F tem a propriedade de aproximac¸a˜o compacta. Enta˜o,
usando a proposic¸a˜o 4.1-2 e o lema 4.2-2,
L(E;F ) = LK(E;F )τc = LK(E;F )‖·‖ = LK(E;F )
De maneira similar, podemos mostrar que (4) ⇒ (0) se E ou F tem a propriedade de
aproximac¸a˜o. 2
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4.3 Reflexividade de P(mE;F )
As investigac¸o˜es sobre a reflexividade de espac¸os de polinoˆmios homogeˆneos iniciaram
com R. Ryan em [14]. Jaramillo e Moraes [7] escrevem que o interesse no estudo da
reflexividade e de outras propriedades relacionadas em espac¸os de polinoˆmios em espac¸os
de Banach e´ motivada, em parte, pela conexa˜o com as propriedades correspondentes de
espac¸os de func¸o˜es holomorfas e tambe´m com o problema de estender func¸o˜es inteiras
para o bidual.
Aqui e´ necessa´ria a observac¸a˜o de que as implicac¸o˜es (2) ⇒ (3) ⇔ (4) do teorema 4.2-3
continuam verdadeiras assumindo que E e´ um espac¸o de Banach qualquer e F e´ um
espac¸o de Banach reflexivo. Uma inspec¸a˜o na demonstrac¸a˜o do teorema 4.2-3 mostra que
a hipo´tese de E ser reflexivo foi usada apenas para provar (1)⇒ (2).
Teorema 4.3-1 [10] Sejam E,F espac¸os de Banach reflexivos e seja m ∈ N. Considere
as seguintes condic¸o˜es:
(0) P(mE;F ) = Pf (mE;F )‖·‖.
(1) P(mE;F ) = Pw(mE;F ).
(2) Para cada P ∈ P(mE;F ), existe x ∈ E, com ‖x‖ = 1, tal que ‖P (x)‖ = ‖P‖.
(3) P(mE;F ) e´ reflexivo.
(4) (P(mE;F ), ‖ · ‖)′ = (P(mE;F ), τc)′.
Enta˜o as implicac¸o˜es (0)⇒ (1)⇒ (2)⇒ (3)⇔ (4) sempre valem. Se E tem a propriedade
de aproximac¸a˜o compacta, enta˜o (4) ⇒ (1). Se E tem a propriedade de aproximac¸a˜o,
enta˜o (4)⇒ (0).
Demonstrac¸a˜o. (0) ⇒ (1). Como Pf (mE;F ) ⊂ Pw(mE;F ) e Pw(mE;F ) e´ fechado em
P(mE;F ), temos que
P(mE;F ) = Pf (mE;F )‖·‖ ⊂ Pw(mE;F ) ⊂ P(mE;F )
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Logo, P(mE;F ) = Pw(mE;F ).
(1) ⇒ (2). Seja P ∈ P(mE;F ) = Pw(mE;F ). Tome uma sequ¨eˆncia (xn) em BE tal que
‖P‖ = limn→∞ ‖P (xn)‖. Como E e´ reflexivo, a bola unita´ria fechada BE e´ fracamente
compacta. Assim, (xn) admite uma subrede (zλ) que converge fracamente para algum
x ∈ BE. Como P e´ fracamente cont´ınuo nos limitados, (P (zλ)) converge em norma para
P (x). Segue que ‖P (x)‖ = ‖P‖, e e´ claro que ‖x‖ = 1.
(2)⇒ (3). Por 3.3-3, a correspondeˆncia T → T ◦ qm e´ uma isometria entre L(Q(mE);F )
e P(mE;F ). Por (2), para cada T ∈ L(Q(mE);F ), existe x ∈ E com ‖x‖ = 1 tal que
‖T (qm(x))‖ = ‖T ◦ qm‖ = ‖T‖
Temos ‖qm(x)‖ = ‖x‖m = 1, assim, pelo teorema 4.2-3, L(Q(mE);F ) e´ reflexivo. Por-
tanto, P(mE;F ) e´ reflexivo.
(3)⇔ (4). Pelo teorema 3.3-3, P(mE;F ) e´ reflexivo se, e so´ se, L(Q(mE);F ) e´ reflexivo.
Pelo teorema 4.2-3, L(Q(mE);F ) e´ reflexivo se, e so´ se,
(L(Q(mE);F ), ‖ · ‖)′ = (L(Q(mE);F ), τc)′
Pelo corola´rio 3.3-6, isso e´ o mesmo que
(P(mE;F ), ‖ · ‖)′ = (P(mE;F ), τc)′
(4)⇒ (1). Suponha que E tem a propriedade de aproximac¸a˜o compacta. Enta˜o, usando
a proposic¸a˜o 4.1-4 e o lema 4.2-2,
P(mE;F ) = Pw(mE;F )τc = Pw(mE;F )‖·‖ = Pw(mE;F )
De maneira similar, podemos mostrar que (4) ⇒ (0) se E tem a propriedade de apro-
ximac¸a˜o. 2
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