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Let (N(t)) be an ergodic birth-death process on state space .K= (0, 1,2,. . . ). Let (N;+ 1(t)) 
be the associated sequence of absorbing processe:, on the set (0, I, 2,. . . , k + 1) with state k + 1 
absorbing. It is shown that if the boundary at a\ is entrance or natural, then the sequence of 
corresponding quasi-stationary distributions for (Nt, , (1)) converges to the ergodic distribution 
of (N(t)) as k + 00. 
quasi-stationary distributions * birth-death processes * Feller boundaries 
0. Introduction and summary 
Let (N(t), ta 0) be an ergodic Markov chain in continuous time on state space 
X which is partitioned as ./\/’ = G + B. It 1~ convenient to think of the states in G 
and B as ‘good’ and ‘bad’ states respectively. 
Consider the modified process (&,(t), t 2 0) in which the states of the bad set B 
are aggregated into a single absorbing state. Let &(t) be the submatrix of transition 
probabilities amongst the states of the set G. 
Darroch and Seneta [l, 21 have shown that, when the states of G communicate 
internally, i.e. without having to leave G, then for any initial distribution pz with 
support on G, one has a common limiting distribution 
4: = lim 
PlfPW 
f-+=yl p;:‘pZ;( t)lc; 
(0.1) 
Here 10 is the column vector all of whose elements are 1. 
The limiting distribution q:;, which is intuitively the asymptotic distribution of 
survivors on G as t --) 00, is called the quasi-stationary distribution. This distriblltion 
is of considerable practical and aesthetic importance. The relationship between the 
quasi-stationary distribution and the ergodic distribution has not been explored to 
the authors’ knowledge. 
In the case where N(t) is an ergodic birth-death process on the half-lattice 
hP=(0,1,2 )... ), we can consider the sequence of partitions .h”= Gk + &, where 
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G,‘=(O, 1,2,. . . , k), and the associated sequence of quasi-stationary distributions 
(49. 
For a birth-death process in which higher levels are increasingly difficult to reach, 
one might expect that qz will begin to look like eT. We will show as a limit theorem 
that when the mean time from state 0 to state k becomes infinite, i.e. when the 
boundary at a is a natural or an entrance boundary (Keilson and Callaert [7]), qf 
converges in distribution, and hence elementwise, to eT, as k + a~. 
Quasi-stationary distributions have been dealt with in the literature in some detail. 
We present a brief account, nevertheless, in Section 1. In Section 2 we establish 
the necessary notation and give an outline of the proof. Section 3 is devoted to 
intermediate results necessary to prove the main theorem. Definitions and certain 
key properties of stochastic ordering, monotone matrices and a special type of 
‘uniform’ stochastic ’ rdering called ‘local’ ordering, which are essential tools in the 
proof of the main thtrjrem, are presented in the Appendix. The main theorem itself 
is proved in Section 4. 
1. The quasi-stationary distribution 
Darroch and Seneta [I] formalized the concept of the quasi-stationary distribution 
for a discrete time finite state absorbing Markov chain and later extended it to finite 
Markov chains in continuous time (Darroch and Seneta [2]). Seneta and Vere-Jones 
[ 12; defined the notion of quasi-stationary distributions for Markov chains with a 
dcnumcrable infinity of stares, using essentially the Vere-Jones’ extension of the 
Pcrron-Frohcnius theory to in5nite nonnegative matrices. A full exposition is 
contain4 in the recent book by Serreta [I 1. Chapters S-71. Of particular interest 
is Section 7.3 where the convergence of quasi-stationary distributions for the 
sequence of north-west corner truncations of an infinite substochastic matrix, to 
that for the entire matrix, is discussed. In the present work emphasis is given to 
continuous time. 
Let (N(t), t 2 0) be an ergo&c birth-death process on ..1“ = (0. 1, 2, . . , ) governed 
1~~ prirameters (A,,, CL,,) with A,, > 0 and ptl =O. For each k, we partition the state 
qtct.1 a!..\‘=G,+R, whcrcG,=(O.1,2...., k). Consider the modified absorh- 
in? prt,cc+ (N.’ L, ,t 111 where the state k + 1 is absorbing. This is equivalent to 
rcplaciry the states of BL by the single absorbing state k -t 1 due to the skip-frt:c 
MI urc 41f the birth-dcat h proces.s. 
IAl Q ’ A., bc the O-matrix of the absorbing process and let (2; he the submatrix 
of a,,$. , restricted to tht set GA. 
As far as the absorbing process (IV”’ L+ , ( t)) is concerned, WC shall be interested 
c~rlv in the transient behavior of the process on (0. 1, 2,. . . , k‘) which can be 
thcrilwd ~;olcly in terms of transitions between these states. The motion on Cc 
mat !v ctrn~vnicntiy dc>cribed ;I> a ‘lossy’ Markov chain (Nz( I)) governed by the 
*I~%~’ Gnlatrix QT i Keilson [h. <Xiaptcr 31). Such ;L description provides a verbal 
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shorthand for the presentation which should cause no hardship on the reader. For 
this lossy process the hazard rate for permanent loss from state k is hk. 
Let 
p:(t) = h-&nn(th~neG, U.1) 
be the matrix of transition probabilities restricted to the set Gk. Then 
PRO = exp(W (1.2) 
Choose v>max Osr.sk( A,, + p,,). Then equation (1.2) can be written as 
pf( t) = exp[- vt( I - azk)] 0.3) 
where 
(1.4) 
where Z is the identity matrix. Notice that azk is substochastic and that the lossy 
process (iVf( t)) may be described in terms of a discrete time chain governed by 
azk and a Poisson process of rate v for the transition epochs. This technique called 
uniformization, which establishes a bridge between discrete time and continuous 
time processes, has been widely used. (See, for example, Keilson [6] or Heyman 
and Sobel [3]). 
We now formally define the quasi-stationary distribution. 
Definition. The quasi-stationary distribur;on 4: is defined by 
q; = [qddl (1.5) 
where 
q&z)=!in~ P[N(t)=nl max N(+k] (1.6) o- s’:t 
The states of Gk communicate within Gk and azk is therefore irreducible. It is 
also aperiodic. Let pk be the associated Perron-Frobenius maximal eigenvalue. It 
is known that quasi-stationary distribution qz is the unique left eigenvector corre- 
sponding to eigenvalue ph., normalized so as to be a probability vector i.e., 
q:a:k = pkqi and qll= 1. ( 1-v 
Multiplying both sides of equation ( 1.7) by the vector 1. one obtains 
qla$J = pk. (I.10 
Now since loss is only at the boundary, the sun-1 of all rows of azk except the kth 
is unity, and that of the kth is 1 -A,,/ 11. Hence equation ( 1.8) gives 
Ah 
1 -q&q+ l-- 
( ) 
v 9!M = Pk- (1.W 
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Therefore, 
Akqkw = 41 --pd. (1.10) 
The quantity on the right of the equation (1.10) is called the ‘quasi-stationary 
exit rate’ (Keilson [6, Chapter 6-J). The reason is that, in continuous time, the sojourn 
time on the set of states Gk, after having started with the quasi-stationary distribution, 
is exponentialljj distributed with this exit rate as the parameter. 
While expressions like those in equations (1.9) and (1 .lO) are special to birth- 
death process (indeed, to skip-free positive processes), the definition and other 
properties are valid for any irreducible substochastic matrix. 
2. Notation and an outline of the proof 
Let f ,‘Vf( t), t 2 0) be the reflecting process on Gk with a reflecting barrier at the 
upper boundary at k. Consider the following modifications of the absorbing process 
( IV;, #)). Suppose the absorbing process starts in state 0. In the first process, 
wheircter a process ample path reaches the absorbing state k + 1, it is replaced at 
state IO. In the second process it is replaced at the states (0, 1,2,. . . , k) by the 
qua!&stationary distribution 4:. We shall denote these two replacement processes 
by l N’,‘(f), t 2 0) and (A$( t), t 2 0) respectively. All of the above processes are on 
St at e-space G k and we assume that they start at the origin. Clearly these are all 
crgodic because of the finiteness of thle state-space and irreducibility. Let the ergodic 
disaributions be given by ef“. et” and eF7‘. respectively. It will be shown in Section 
3 th;ji 
01 = 
41, q;. (2.1) 
It will be seen in Section 4 that 
ey’ -C qi -C etT for all k. (2.2) 
‘The fact that both e:l’ and etl converge elementwise to e’r, which will be established 
in Scctiun 3, shows that 
q:-+e’ as k--w_ (2.3) 
which is our main result. 
3. lntcrmediate results 
I-hc following result, proved in Seneta [ 11. Section 7.21, enables one to derive 
cxproGt~n~ for the replacement processes defined above and is stated as a lemma. 
l-4~ ;i Jkussion of replacement processes, the reader is referred to K&on [6, 
(*hq~r 4). which &) contains the proof of the lemma. 
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Lemma 1. Let B* be an irreducible substochastic matrix of order n and let 
M =[I-a*]-‘. (3.1) 
Let UT be a nonzero row vector of n elements with nonnegative entries. 
Then the matrix B defined by 
UT 
8=8*+[I-8’1575 
is stochastic and has for its ergodic probability vector 
&J= UTM 
UTMl’ 
(3.2) 
(3.3) 
As a simple application of Lemma 1, we have 
Lemma 2. (i) The replacement process (NL( t), t 2 0) with replacement at state r, 
0 s r s k, is ergodic and its ergodic probability vector is given by 
(3.4) 
where UF is the probability vector with all its mass concentrated in the rth position and 
Mk =[I-83-‘. (3.5) 
(ii) (NF( t)) is ergodic and has for its ergodic distribution thu quasi-stationary 
distribution qz. 
We also state the following well-known result, which is due to the detailed balance 
present in birth-death processes. 
Lemma 3. The reflecting process (N t( t)) is ergodic with ergodic distribution 
R-I. et 
ek 
=- 
ell 
(3.6) 
where el=(e,,, e,, . . . , ek). 
Lemma 4. Consider an ergodic birth-death process such thut E[ TIk] + 00 as k + 00, 
where To,, is first passage time from state 0 to state k. 
Then the sequence of probability vectors et” converges elementwise to e I’, the ergodic 
distribution of (N(t), t 2 0) on N. 
Before proving the lemma, we make the following remark. 
Remark. The condition E[ TClk] + 00 as k + co is equivalent to If&o 1 I&n,, z a~ 
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under the ergodicity condition C& n,, < 0~). Hence C:Ezo l/&n,, = CO is an equivalent 
suffkient condition in the ergodic setting of the lemma. 
We now prove the lemma. 
Proof. Let (NE(t), t Z= 0) be governed by Q-matrix Qz. Recall that Qi is obtained 
from the original loss process by replacement at the state 0, i.e. 
Q”-0*++ L/-UT k- k k c, 0 
Let 4;’ = [et(n)]. It is easily seen from the equilibrium conditions 
ey”Qt =o 
that the quantities e!(n) satisfy 
p’,‘( nM,,- e(l:(n+l)p,,+,=ik forW=n~k---1 
where 
ik = &e:(k). 
Solving these equations by successive substitution, we get 
ti:‘( rr ) = r,,ei (0) - O,, 1 ik 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
i0r 1 - jt 5 k, where TT,, NT the potential coefficients given by 
(3.1 I) 
(3.12) 
I 
f-t,, = --_ (3.13) 
.u I 
(3.15) 
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example, Keilson [6, Chapter 51) that FL can be computed recursively from the 
equations 
with 
A n+l I?;;+, = l+&+J; (3.16) 
-+ 
To 
1 =- 
41’ 
The mean passage times are given correspondingly by 
k k m 
%k+l = c 7: = c (AmG,)-’ c rr,* 
n=O In =o II =o 
(3.17) 
(3.18) 
Now consider the dual birth-death process (N”(t)) governed by parameters 
(See Karlin and McGregor [5] or Van Doorn [13]). 
Comparing equations (3.12) and (3.13) with equations (3.16) and (3.17) we see 
that the 8,, satisfy equations (3.16) and (3.17) with parameters replaced according 
to equation (3.19). Hence it follows that 
(3.20) 
It is known that ik = h@:(k) is the asymptotic renewal density for transitions 
from state k to state k + 1. Hence by cozsidering replacements at state 0 as renewal 
points, it follows from renewal theory that 
1 
ik =G (3.21) 
since TOk+r is the mean time between renewals. Substituting equations (3.20) and 
(3.21) in equation (3.15), we obtain 
et(O) = 
Since rrfi’ = Ao/A,,~,,, it can be verified from (3.18) by simple algebra that 
r k 1 k 
(3.22) 
F()k+.l + T:,‘k = c (A,&--* c T,,. 1 J (3.23) n =O ?I =o 
Hence 
1 
e%(O) =-F- ; (Ln,)-‘. 
ok+1 n=o 
It follows that 
(3.24) 
c:=o (A,P,)-~ 
e’(oi =x&z, (Amrm)-' ~;zo n,’ (3.25) 
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The condition Tok+, + a~ implies that 
which can be easily seen from equation (3.18) using the fact that 
i 7rn < (Jo (3.27) 
because of ergodicity. l_Js,ng Toep!itz Lemma, one obtains from (3.25) and (3.26) 
that 
(3.28) 
Hut the limit in equation (3.28) is e (,, the ergodic probability uf state 0 for the 
original process on the entire lattice. Therefore 
et (0) + e,,. (3.29) 
Now Ttlk -9 m * ic + 0. 
The lemma now follows from equation (3.10). 
4. The main theorem 
Theorem 1. For k 2 1, 
‘I’ 4 I< I ek .q:<eA 
where ‘x1 stands for ordinary stochastic ordering. 
(4.1) 
Prcwf. We shall show first that 
q; < ey (J-2) 
t3y comparing the kth row of each, we see that, after uniformization, 
aI2 -c affk (4.3) 
and that a!!& is monotone, for Y sufficiently large. (See Appendix for the dclfinition 
of monotonicity and related properties.) Hence 
[aK J” i [a:.‘, J” for n 2 1. (4.4) 
Now monotonicity is preserved under limits; from Lemma 2 the quantity on the 
Left-hand Gde of equation (4.4) converges to lq: and the quantity on the right 
ccmvcrgcs to 1 ef ’ . This proves equation (4.2). 
N’c shall now show that 
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Although a:, < a% holds, neither matrix is monotone and one requires a different 
approach. 
Clearly (U;f, 0) <r(& 0) where ‘x1’ stands for local ordering. (See Appendix for 
the definition and properties of local ordering.) 
Let a* &+l denote the matrix of an absorbing process on (0, 1,2,. . . , k, k + 1) with 
state k + 1 absorbing. Thus i!& is the substochastic submatrix of order k correspond- 
ing to states (0, 1,2,. . . , k). Since the matrix a* &+] is T&y for v sufficiently large, 
one has, from Theorem A.2, 
for n=1,2,.... Since the ordering is local we see that 
(4.7) 
By (1.7) and (1.8) we see that the right-hand side of equation (4.7) is ql. But 
notice that from equation (3.5) 
From Lemma 2(i), we have 
Thus ezT is a mixture of the quantity on the left-hand side of equation (4.7) with 
mixing coefficients 
u&&]“l 
u;M,l ’ 
The fact that stochastic ordtring is preserved under mixing proves equation (4.5). 
The proof of the theorem is now complete. 
Theorem 2 
Proof. The proof is immediate from Lemma 3, Lemma 4 and Theorem 1. 
Appendix 
(4.9) 
The proof of the Key Theorem 1 in Section 4 relies heavily on stochastic ordering, 
stochastic monotonicity, and the concept of local ordering. We present definitions 
and some relevant properties collected for the reader’s convenience. 
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Definirtion 1. Suppose pT and 9T are two probability vectors of the same dimension 
n. We say that pT is stochastically smaller than 9T, and write 
PI‘ 4 9l’ (A.1) 
if 
kc, p& s i qk for all i 
k=i 
(A.3 
where the pk and the qk are the components of the vectors pT and 9T respectively. 
Equivalently, if t be a matrix with elements 
h, =l foridj, 
then 
= 0 for i < j, 
p“<9’~ ifi pltSqTt. (44.3) 
1Noticc that we can compare any two probability vectors, possibly of different 
dimension on the lattice in the above fashion by simply appending appropriate 
number of zeros. 
The relation l <’ is a partial ordering on the set of probability vectors. It is a 
mcatter of easy verification that this ordering is closed under mixing. 
Definition 2. Let a = (of’) be a stochastic matrix of order n whose ith row is given 
by a,! We say that the matrix a is monotone, and write a E .H, i4F 
a! -c 0: fori<j. (A.4) 
In terms of the matrix f, this is equivalent to 
t- ‘at 3 0 element-wisle. (A.3 
Et is easily seen that if a is TP2 (totally positive of order 2 (Karlin [4])), then EI E A 
(K&on and Kester [8]). 
if ai! denotes the (uniformized) transition probability matrix associated with a 
birth-death process on state space (0. 1, . . . , N, N + 1) with state N + 1 absorbing, 
then ai’ is TPz for v sufficiently large, since a matrix having wo null rows or columns 
is 7PZ if and only if it is locally TP, i.e. iff minors for adjatzent rows and columns 
arc’ no;lnegative. [c.f. Karlin [4-J). 
If a: denotes the transition matrix (uniformized) associated with a birth-death 
)mcess on a finite state space @,I,. . . , N) with states 0 and IV reflecting, then a: 
is monotone provided u is large enough. 
Definition 3. Suppose a and b are stochastic matrices of the same order. We say 
that d is \tochasticaIly smaller than b, and write ‘a -C b’, if, for the row representations 
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of the matrices a and b, one has 
a: < by for all i. (A-6) 
One therefore has the equivalent definition 
a-cb @ atsbt. (A-7) 
Theorem Al. If a < b and either a or b is monotone, then 
[a]” -c [blk. (A.@ 
Proof. We give a sketch of the proof of Kester [lo] when a is monotone. 
Suppose 
[a]” < [blk. (A.9) 
Then 
[a]“” t = [a]“ttm’at < [b]“tt-‘st = [blkat s [blkbt = [blk+’ t. 
These inequalities go through because the matrix t-‘at is nonnegative by the 
monotonicity assumption. The proof follows by induction from k = 1. 
The case where b is monotone can be similarly dealt with. 
The results above and other results and applications are in Keilson and Kester [8]. 
We next summarize local ordering. 
Let X and Y be continuous random variables with densities &(x) and f19( x) 
respectively. Let Xcrh and Yah denote the random variables X and Y conditioned 
to lie in the interval (a, 6). 
Definition 4 
X$ Y iff XC,b< YCzh (A.9) 
for all possible choices of the interval (a, b) such that the conditioning is meaningful. 
We state the following easy theorem. 
Theorem A2. If a is Tp,, then 
pm’ <,ql +“[a]” <]q ‘[a]“. (AM) 
For an extensive discussion of ‘local ordering’, see Keilson and Sumita [9]. 
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