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Resumo
Esta tese discute como o formalismo de espinores puros pode ser utilizado para cal-
cular amplitudes de espalhamento eficientemente. A enfaˆse recai sobre as expresso˜es dos
fatores cinema´ticos no superespac¸o de espinores puros, onde as caracter´ısticas simplifi-
cadoras inerentes dessa linguagem nos permitiram relacionar explicitamente as ampli-
tudes de quatro-pontos em n´ıvel de a´rvore, um-loop e dois-loops. Enfatizamos como essas
identidades simplificam de maneira elegante a tarefa de calcular as amplitudes de quatro-
pontos para todas as poss´ıveis combinac¸o˜es de part´ıculas externas. Em particular, as
amplitudes envolvendo fe´rmions em dois-loops nunca antes haviam sido calculadas.
Tambe´m demonstramos a equivaleˆncia das amplitudes de um e dois-loops entre os
formalismos mı´nimo e na˜o-mı´nimo. A a variac¸a˜o de gauge da amplitude de seis-pontos
dos glu´ons e´ calculada para obter o fator cinema´tico relacionado com o cancelamento da
anomalia. Alguns resultados parciais obtidos para a amplitude de cinco-pontos tambe´m
sera˜o discutidos.
Palavras Chaves: Supercordas; Supersimetria; Formalismo de Green-Schwarz; Es-
pinores Puros
A´reas do conhecimento: Supersimetria; Teoria de Campos
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Abstract
This thesis discusses how the pure spinor formalism can be used to efficiently compute
superstring scattering amplitudes. We emphasize the pure spinor superspace form of
the kinematic factors, where the simplifying features of this language have allowed an
explicit relation among the massless four-point amplitudes at tree-level, one- and two-
loops to be found. We show how these identities elegantly simplify the task of computing
the amplitudes for all possible external state combination related by supersymmetry. In
particular, the two-loop amplitudes involving fermionic states had never been computed
before.
By explicit calculation we show that the one- and two-loop amplitudes computed with
the minimal and non-minimal formalisms are equivalent. Furthermore we compute the
gauge variation of the massless six-point open string amplitude and obtain the kinematic
factor related to the anomaly cancellation. We also discuss some preliminary results
regarding the massless five-point amplitude at one-loop.
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At some point, “performance” is just more than a question of how fast
things are, it becomes a big part of usability.
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Chapter 1
Introduction
In his later years Einstein struggled to find a unified theory describing both gravity and
electromagnetism and met failure. Nowadays superstring theory is the most promising
candidate to fulfill what Einstein envisioned in the last century. It unifies in a quantum
framework not only gravity and electromagnetism but also the electroweak and strong
forces. It is even more than a simple construction which is able to handle all interactions
together, as it requires them to be pieces of a whole setup which breaks down if one of its
parts is absent.
Among other things, superstring theory has provided us with a consistent quantum
description of the gravitational force. One particular oscillation mode of the closed string
has the right properties to be the quantum messenger of the gravitational force, the
graviton. And its interactions are described precisely by the Einstein-Hilbert action,
SEH =
1
16πGN
∫
d10x
√−gR (1.1)
plus quantum and superstring corrections to be described below [16].
Also present in the open superstring spectrum is a massless string with spin one which
describes the Yang-Mills gluons (or photons), whose interactions in the low energy limit
are described by the standard Yang-Mills action,
SYM =
1
g2YM
∫
d10xTr(FmnF
mn) (1.2)
together with other quantum or superstring corrections.
One of the most fundamental questions which naturally arise when studying the low
energy properties of the superstring interactions is to understand what are the perturba-
tive corrections to these two actions predicted by the theory. That question automatically
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leads us to contemplate the fact that superstring perturbation theory is finite to all loop
orders [17]. Therefore besides unifying all forces of nature, superstring theory does it in
such a way as to be finite. No renormalization is ever needed when deriving quantum
corrections to the effective action.
One of the standard procedures to obtain these quantum corrections is through the
computation of scattering amplitudes. For example, the information needed to derive
higher-derivative terms in the Yang-Mills action (1.2) is encoded in the scattering of the
string counterparts of the gluons, i.e., the massless open strings with spin one. Analo-
gously, quantum corrections to the Einstein-Hilbert action are determined by the scatter-
ing of massless closed strings with spin two.
The tree-level scattering of three gluons, for example, can be used to find the three
point vertex in the expansion of the Yang-Mills action (1.2). Higher-point scatterings
in string theory probe higher-order vertices in the low energy effective action and so
forth. But the first true superstring corrections are obtained from the massless four-point
scattering at tree-level [18], and are of quartic order in the field-strength Fmn or Riemann
tensor Rmnpq,
S ∝ α
′2
g2YM
∫
d10xF4, S ∝ α
′3
16πGN
∫
d10x
√−gR4 (1.3)
where F4 and R4 are abbreviations for
F4 = tmnpqrstu8 FmnFpqFrsFtu,
R4 = tmnpqrstu8 tabcdefgh8 RmnabRpqcdRrsefRtugh,
and the t8 tensor is described in the Appendix C.
Superstring theory – no wonder – is supersymmetric, so there are many more interac-
tions in the effective actions than those of (1.1) and (1.2). In fact their actions in the low
energy limit are given by the ten-dimensional supergravity and super-Yang-Mills actions,
describing also their fermionic superpartners; the gravitino and gluino. Furthermore, all
these extra terms are related by supersymmetry and also receive quantum and superstring
corrections. Computing these corrections to all those terms has proven to be a challenging
task over the years.
The computation of these various scattering amplitudes have been traditionally done
using two different prescriptions, encompassed in the so-called Ramond-Neveu-Schwarz
[6] or Green-Schwarz formalisms [8][9].
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The Ramond-Neveu-Schwarz formalism
The Ramond-Neveu-Schwarz formalism [6] is based on spacetime vectors Xm(σ, τ) and
ψm(σ, τ) which are scalars (the Xm’s) or spinors (the ψm’s) of the two-dimensional wordl-
sheet with coordinates σ, τ . The lack of spacetime spinors is the major source of difficulty
in this formalism, as the computation of scattering amplitudes for fermionic strings is
not natural in this framework. It has to be done using a clever construction of vertex
operators for the spacetime spinors which uses spin fields Σα [44]
Σα = e
±iφ1e±iφ2e±iφ3e±iφ4e±iφ5
and the bosonization of the ψm’s
ψ1 ± iψ2 = e±iφ1 , ψ3 ± iψ4 = e±iφ2 , ψ5 ± iψ6 = e±iφ3 ,
ψ7 ± iψ8 = e±iφ4 , ψ9 ± iψ10 = e±iφ5 .
Furthermore, because the ψm’s are spinors in the worldsheet, the computation of higher-
loop scattering amplitudes requires a sum over different spin structures. The fact that
each term can have divergences which are cancelled only after the sum is performed also
leads to difficulties.
So if one uses the scattering amplitude prescription of the Ramond-Neveu-Schwarz
formulation each scattering involving fermionic partners has to be computed in isolation,
and the computation of the fermionic state is much more difficult due to the complicated
nature of the vertex operator. The formalism is said to lack manifest supersymmetry.
The Green-Schwarz formalism
In contrast, the Green-Schwarz formulation is manifestly supersymmetric [8][9]. It is based
on the worldsheet fields Xm and θα, which are spacetime vectors and spinors, respectively.
The drawback in this formalism comes from the fact that it has a complicated action,
S =
1
π
∫
d2z
[
1
2
∂Xm∂Xm − i∂XmθLγm∂θL − i∂XmθRγm∂θR
− 1
2
(θLγ
m∂θL)(θLγm∂θL + θRγm∂θR)− 1
2
(θRγ
m∂θR)(θLγm∂θL + θRγm∂θR)
]
,
which is impossible to quantize preserving manifest Lorentz covariance. By breaking
SO(1, 9) covariance to SO(8) with the light cone gauge choice the action simplifies [7]
S =
1
4π
∫
d2z
(
∂X i∂X i + SaL∂S
a
L + S
b
R∂S
b
R
)
.
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In this gauge the construction of vertex operators is possible and the computation of
scattering amplitudes can be done. For example, the gluon and gluino vertices are given,
in a Lorentz frame where k+ = 0, ζ+ = ζ− = 0, by
VB(ζ, k) = ζ
i(X˙ i − 1
4
SaSbkjγijab)e
ikX ,
VF (ζ, k) = (u
aF a + ua˙F a˙)eikX ,
where
F a =
√
p+
2
Sa, F a˙ = (2p+)−1/2
[
(γ · X˙S)a˙ + 1
3
: (γiS)a˙(SγijS) : kj
]
.
However, the need of a non-covariant gauge and restricted kinematics are features which
reduce the power of this manifestly supersymmetric approach. For example, in the light
cone gauge one looses the conformal symmetry of the original theory and therefore can
not use the powerful methods of conformal field theory. Furthermore it is not always
possible to impose those restrictions simultaneously.
So up to the year 2000 the computations of superstring scattering amplitudes were done
using these two different formalisms. The results were equivalent but required different
amounts of work to be performed. Due to the issues mentioned above, however, there was
little progress in computing higher-loop and/or higher-point amplitudes. Furthermore,
either spacetime supersymmetry or Lorentz covariance was hidden in the middle steps.
Nevertheless both symmetries are fundamental requirements of superstring theory and as
such the results must respect them. The fact that the end result has all these symmetries
while they are not obvious in the middle steps means that the formalisms were introducing
spurious difficulties were there should be none.
The Pure Spinor formalism
The pure spinor formalism was born at the dawn of the new millennium [1], as a successful
attempt to solve this long-standing problem of finding a manifestly supersymmetric and
covariant superstring formalism. It has already been used to study several aspects of
string theory, for example the propagation of strings in curved backgrounds1 [24][26]
where among other things it has been used to derive the non-linear Born-Infeld equations
of motion [25]. Various aspects of strings in AdS5× S5 were also studied [27]. It has also
1For detailed computations see the theses [29] and [30].
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been used to derive the Chern-Simons correction required by the anomaly cancellation
[28]. Furthermore, there is also research related to its inner workings [31][32][34], including
studies of its own origins [33][61]. The focus of this thesis, however, is to show how it can be
used in the computations of scattering amplitudes2, highlighting the virtues and elegance
of manifest Lorentz covariance and spacetime supersymmetry in the results obtained.
The amplitudes computed so far in the pure spinor formalism turned out to be easier
to obtain. As a sounding example of how simpler computations can be, a good measure is
to compare the hundred-pages long calculation of the four-point amplitude at two-loops
in the RNS formalism [19][20] versus the ten-pages-long computation using pure spinors
[14][2]. Of course the results were shown to be equivalent [2], as well as for all other
amplitudes computed so far [3][4][5] (see [12] for a general tree-level proof), proving that
the pure spinor formalism produces the same results while being simpler.
Right after the formalism came into light, the tree-level amplitudes were shown to
be equivalent with the RNS computations in [12], for amplitudes containing any number
of bosons and up to four fermions. Years later, Berkovits spelled out the multiloop
prescription [13][14] and paved the way to show the equivalence of his formalism up to
the two-loop level, which is the state-of-the-art situation as of 2008.
In the computations of massless four-point amplitudes the results can be written down
in terms of a supersymmetric kinematic factor in pure spinor superspace [34] times a
function which is manifestly equal to their RNS and GS counterparts. So the comparison
of the results require the evaluation of the pure spinor superspace integrals appearing in
the kinematic factors. For example, the supersymmetric kinematic factors in the massless
four-point amplitudes at one- and two-loop order were originally written as [13][14]
Kone−loop = (1.4)∫
d16θ(ǫT−1)((αβγ))[ρ1...ρ11]θ
ρ1 . . .θρ11(γmnpqr)βγ
[
A1α(θ)(W2(θ)γ
mnpW 3(θ))F qr4 (θ) + cycl(234)
]
Ktwo−loop = (1.5)∫
d16θ(ǫT−1)((αβγ))[ρ1...ρ11]θ
ρ1 . . .θρ11(γmnpqr)αβγ
s
γδ
[
F1mn(θ)F2pq(θ)F3rs(θ)W 4δ(θ)∆(z1, z3)∆(z2, z4)
+perm(1234)
]
where ∆(y, z) = ǫCDωC(y)ωD(z), ωC are the two holomorphic one-forms defined in [19],
AIα(θ), W
Iα(θ) and F Imn(θ) are the super-Yang-Mills connection and the linearized spinor
2After this thesis was finished a mixed open-closed amplitude has been computed by Alencar in [35].
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and vector superfield-strengths for the I th external state with momentum kmI satisfying
kI ·kI = 0, and (T−1)αβγρ1...ρ11 is a Lorentz-invariant tensor which is antisymmetric in [ρ1...ρ11]
and symmetric and γ-matrix traceless in (αβγ). Up to an overall normalization constant,
(T−1)αβγρ1...ρ11 = ǫρ1...ρ16(γ
m)κρ12(γn)σρ13(γp)τρ14(γmnp)
ρ15ρ16(δ(ακ δ
β
σδ
γ)
τ −
1
40
γ(αβq δ
γ)
κ γ
q
στ ).
To finally get the final result for these pure spinor amplitudes one should use the θ-
expansions of the super-Yang-Mills superfields listed in (B.24), plug them back into the
above expressions, compute the traces of a multitude of gamma matrix arrays (some
of them containing as much as twenty gamma matrices) and finally perform the d16θ
superspace integration. Looking at the multitude of vector and spinor indices of (1.4)
and (1.5) one would conclude that the manifest Lorentz covariance and supersymmetry of
the pure spinor formalism were making those kinematic factors expressions look awkward
and laborious to be evaluated. Fortunately that is not the case, in fact quite the opposite
is true. With the observation that, up to an overall coefficient, [2]∫
d16θ(ǫT−1)((αβγ))[ρ1...ρ11]θ
ρ1 . . .θρ11fαβγ(θ) = 〈λαλβλγfαβγ(θ)〉 (1.6)
those scary-looking kinematic factors of (1.4) and (1.5) simply become3
K1 = 〈(λA1)(λγmW 2)(λγnW 3)F4mn〉+ cycl.(234), (1.7)
K2 = 〈(λγmnpqrλ)F1mnF2pqF3rs(λγsW 4)〉∆(1, 3)∆(2, 4) + perm.(1234). (1.8)
The pure spinor correlator in the right-hand side of (1.6) was defined since day one in
[1] and allows a tremendous simplification in the computations, which in fact become
trivial to perform. As explained in [1], the pure spinor expression 〈λαλβλγfαβγ(θ)〉 is to
3The biggest problem with the brute-force approach of computing thousand of gamma matrix traces
which follow from expressions like (1.4) is that one misses various identities which become clear in
their pure spinor superspace representation of (1.7) and (1.8). The identities (1.11) and (1.12) are
simple examples of what can be accomplished. Furthermore, as the usual tool to compute traces of
gamma matrices at my disposal at that time was Mathematica with the package GAMMA, which become
inefficient at this specific task, computations along those lines could take more than 24 hours of run-time,
which I considered unacceptable. With the method of Appendix A those computations don’t take longer
than 1 minute (with FORM [21][22] it is a matter of a couple of seconds). And following Linus Torvalds’
citation in this thesis, “performance is a big part of usability”. In hindsight, it was the performance
requirements which I set as a goal in the beginning of this enterprise which allowed the quick verification
of superspace identities, making further progress much faster than otherwise it would be.
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be evaluated by selecting the terms which contain five θ’s proportional to the (normalized)
pure spinor measure,
〈(λγmθ)(λγnθ)(λγpθ)(θγmnpθ)〉 = 1. (1.9)
In Appendix A we show that the computation of pure spinor expressions containing an
arbitrarily complicated combination of three λ’s and five θ’s is uniquely determined by
symmetry alone. Using the method described in the appendix, many pure spinor su-
perspace expressions were explicitly evaluated with not much effort. For example, in [3]
and [2] the kinematic factors for the bosonic components of (1.7) and (1.8) were shown
to reproduce the t8-tensorial structure appearing in the low energy effective action for
superstrings (1.3). That provided the proof that the pure spinor formalism reproduces
the same results as the RNS formalism [19] up to the two-loop level. And as the pure
spinor expressions for the kinematic factors are supersymmetric, the computation of the
fermionic terms pose no further difficulties and were also evaluated [15][5]. This situation
is in deep contrast to the need of computing each amplitude separately for all the external
superpartners as is the case in the RNS and GS formalisms (see some RNS fermionic com-
putations in [46][47]). Furthermore, as summarized below, the simple nature of the pure
spinor representation for the kinematic factors allowed the explicit proof that the massless
four-point amplitudes were all related to one another at different orders in perturbation
theory, namely at tree-, one- and two-loops.
Firstly, the idea was to obtain a pure spinor superspace expression for the massless
four-point kinematic factor at tree-level [5]
K0 =
1
2
km1 k
n
2 〈(λA1)(λA2)(λA3)F4mn〉−(k1·k3)〈A1n(λA2)(λA3)(λγnW 4)〉+(1↔ 2). (1.10)
Then it was shown through manipulations in pure spinor superspace that (1.10) was
proportional to the massless four-point kinematic factor at one-loop (1.7)
K0 = −〈(λA1)(λγmW 2)(λγnW 3)F4mn〉 = −
1
3
K1. (1.11)
After that, using a proof based on BRST-equivalence of some pure spinor expressions, the
two-loop kinematic factor (1.8) was related to the tree-level factor as follows
K2 = −32K0 [(u− t)∆(1, 2)∆(3, 4) + (s− t)∆(1, 3)∆(2, 4) + (s− u)∆(1, 4)∆(2, 3)] .
(1.12)
That was the first time ever that these kinematic factors were shown to be related as a
whole without having to compute every possible scattering of bosonic and/or fermionic
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states4 individually, showing case by case their proportionality to each other. Of course
once one obtains the same kinematic factor for the computation of four-point gluon (or
graviton) scattering at different loop orders, supersymmetry can be used to argue that
the kinematic factors for the superpartners are also the same, as can be seen in [55]:
Having discovered this result for bosons, it becomes plausible that supersym-
metry ensures that the one-loop four-particle amplitudes involving fermions
also have the same kinematic factors as the tree diagrams. In fact, this must
be the case, because the various K factors given in §7.4.2 can be related to one
another by supersymmetry transformations.
Nevertheless, it is worth having an explicit simple proof that the kinematic factors (1.10),
(1.7) and (1.8) satisfy the identities (1.11) and (1.12). Note that explicit two-loop com-
putations involving fermionic external states have never been done before the pure spinor
computations of [5][15]. Furthermore, with identities like (1.11) and (1.12) it is not even
needed to compute the one- and two-loop kinematic factors explicitly in components any-
more. That is truly a remarkable simplification compared to the standard RNS and GS
formalisms.
So this thesis emphasises the study of pure spinor superspace expressions and their
role in obtaining simple relations for seemingly complicated amplitudes. It is structured
as follows.
In chapter 2 we review the pure spinor formalism and the prescriptions to compute
scattering amplitudes in the minimal and non-minimal versions.
In chapter 3 the manifestly supersymmetric kinematic factors for massless massless
four-point amplitudes at tree-, one- and two-loop levels are studied and explicitly evalu-
ated in components. In section 3.7 we also compute the gauge variation of the massless
six-point amplitude for open strings, which gives rise to a pure spinor superspace repre-
sentation for the gauge anomaly kinematic factor
Kanom = 〈(λγmW 1)(λγnW 2)(λγpW 3)(W 4γmnpW 5)〉. (1.13)
Furthermore, in section 3.8 we evaluate the bosonic components of the interesting pure
spinor superspace expression
〈(λγrW 1)(λγsW 2)(λγtW 3)(θγmγnγrstW 4)〉, (1.14)
4And here we note that the scattering computation of fermionic states at two loops has never been
done using the RNS formalism (and nothing at all with the GS formalism).
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from which the t8 and ǫ10 tensors naturally emerge in a unified manner, in the form
ηmntm1n1...m4n48 − 12ǫmnm1n1...m4n410 .
In section 3.3.5 we digress about the expression
〈(λγmθ)(λγnW )(λγpW )(WγmnpW )〉, (1.15)
which turns out to be proportional to the one-loop kinematic factor of (1.7) and con-
sequently it is supersymmetric despite the explicit appearance of θ. We will show its
supersymmetry by relating the bosonic components of (1.15) with the left hand side of
the following identity
〈
[
(DγmnpA)
]
(λγmW )(λγnW )(λγpW )〉 = −8〈(λA)(λγmW )(λγnW )Fmn〉, (1.16)
in such a way as to finally prove that
〈(λγmθ)(λγnW )(λγpW )(WγmnpW )〉 = 8〈(λA)(λγmW )(λγnW )Fmn〉.
Finally, in section 3.9 we consider an intriguing pure spinor superspace expression
〈(λγmθ)(λγnγrsW 5)(λγpW 1)(W 3γmnpW 4)F2rs〉 (1.17)
whose bosonic component expansion reproduces the massless five-point amplitude of open
strings. We will show that (1.17) is proportional to
〈(DγmnpA1)(λγmγrsW 5)(λγnW 3)(λγpW 4)F2rs〉 − (2↔ 5) (1.18)
which is one of the terms produced in the evaluation of
〈(λγmnpD)
[
(λA1)(λγmγrsW 5)(λγnW 3)(λγpW 4)F2rs
]
〉 − (2↔ 5), (1.19)
which appears in the massless five-point computation with the non-minimal pure spinor
formalism5.
Chapter 4 contains some conclusions and possible directions for further inquiry along
the lines of the study presented in this thesis.
In Appendix A we describe an efficient method to compute pure spinor superspace
expressions in terms of the polarizations and momenta of the external particles. This is
5This is work in progress with the collaboration of Christian Stahn. Note added: It is now completed,
see [75].
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the method which was used in several papers to obtain the final component expression
for various kinematic factors.
A brief review of N = 1 super-Yang-Mills theory in D = 10 is given in Appendix B,
together with the explicit θ-expansion of the superfields used in this thesis.
And finally the famous t8-tensor is written down explicitly in Appendix C. This is
done both in terms of explicit Kronecker deltas as well as in terms of its contraction with
four field-strengths Fmn. We also present its U(5)-covariant form which can be deduced
from the pure spinor expression (1.15).
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Chapter 2
The Pure Spinor Formalism
The pure spinor formalism is an efficient tool to compute superstring scattering amplitudes
in a covariant way, and this is the aspect which we will emphasize in this thesis.
Being manifestly supersymmetric and containing no worldsheet spinors, it does not
require the summation over the spin structures which makes the evaluation of higher-loop
amplitudes in the RNS formalism a difficult task. And as it can be covariantly quantized,
one does not need to go to the light-cone gauge as in the Green-Schwarz formulation,
avoiding the problems when one has to do so. We will now review the origins of the pure
spinor formalism and how it was constructed, establishing our notation along the way.
Then we will explain how amplitudes are to be computed using Berkovits’ formalism.
2.1 Siegel’s modification of the Green-Schwarz for-
malism
The main difficulty one faces when trying to quantize the Green-Schwarz action (written
here in the conformal gauge)
S =
1
π
∫
d2z
[
1
2
∂Xm∂Xm − i∂XmθLγm∂θL − i∂XmθRγm∂θR
− 1
2
(θLγ
m∂θL)(θLγm∂θL + θRγm∂θR)− 1
2
(θRγ
m∂θR)(θLγm∂θL + θRγm∂θR)
]
,
is related to the complicated nature of the fermionic constraints dα. To see this we
compute the conjugate momentum to θαL, denoted by p
L
α, to obtain
pLα =
i
2
(γmθL)α
[
Πm +
i
2
(θLγ
m∂1θL)
]
.
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As it depends on θαL, it defines a constraint d
L
α = p
L
α− i2 (θLγm)αΠm+ 14 (θLγm)α (θLγm∂1θL)
which satisfies the OPE
dLα(z)d
L
β (w)→ −i
γmαβΠm
z − w . (2.1)
Due to the Virasoro constraint ΠmΠ
m = 0 the relation (2.1) mixes first and second class
types of constraints in such a way that is very difficult to disentangle them covariantly.
The standard way to deal with this situation is to go to the light-cone gauge, where the
two types of constraints can be treated separately in (2.1).
In 1986 Warren Siegel [62] proposed a new approach to deal with this problem. His
idea was to treat the conjugate momenta for θα as an independent variable, proposing
the following action for the left-moving variables1
S =
1
2π
∫
d2z
[
1
2
∂Xm∂Xm + pα∂θ
α
]
. (2.2)
Together with (2.2) one should add an appropriate set of first-class constraints to repro-
duce the superstring spectrum. The Virasoro constraint T = −1
2
ΠmΠm − dα∂θα and the
kappa symmetry generators of the GS formalism, given by Gα = Πm(γmd)
α, where
Πm = ∂Xm +
1
2
(θγm∂θ) (2.3)
should certainly be elements of that set of constraints. Furthermore, in his approach the
variable dα
dα = pα − 1
2
(
∂Xm +
1
4
(θγm∂θ)
)
(γmθ)α
was not supposed to be a constraint.
Even though there was a successful description of the superparticle using Siegel’s
approach, the whole set of constraints was never found for the superstring case. However,
as we shall see below, Siegel’s idea was used by Berkovits in his proposal for the pure
spinor formalism.
Note that the action (2.2) defines a CFT whose OPE’s are given by
Xm(z, z)Xn(w,w) −→ −α
′
2
ηmn ln |z − w|2, pα(z)θβ(w) −→ δ
β
α
z − w, (2.4)
dα(z)dβ(w) −→ −α
′
2
γmαβΠm
z − w , dα(z)Π
m(w) −→ α
′
2
(γm∂θ)α
z − w . (2.5)
1We will restrict our attention to the left-moving variables only, as it is straightforward to add the
right-moving part.
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Furthermore, if V (y, θ) is a generic superfield then its OPE’s with dα and Π
m are computed
as follows
dα(z)V (y, θ) −→ α
′
2
DαV (y, θ)
z − y , Π
m(z)V (y, θ) −→ ∂
mV (y, θ)
z − y , (2.6)
where the supersymmetric derivative Dα is given by
Dα =
∂
∂θα
+
1
2
(γmθ)α∂m. (2.7)
The energy momentum tensor for the action (2.2) is given by
T (z) = −1
2
∂Xm∂Xm − pα∂θα
as can be easily checked by using the known results of the bosonic string and the bc system
with λ = 1, in the notation of [52]. Furthermore, the central charge is c = +10−32 = −22,
where each pair of pα and θ
β have c = −3(2λ− 1)2 + 1 = −2, for a total of −32.
The non-vanishing of the central charge leads to problems when quantizing the theory,
so that was a major difficulty in Siegel’s approach to the GS formalism.
Furthermore in [62] Siegel proposed that the supersymmetric integrated massless ver-
tex operator in his approach should be
U =
∫
dz(∂θαAα(x, θ) + Am(x, θ)Π
m + dαW
α(x, θ)) (2.8)
where the superfields appearing in (2.8) are the SYM superfields which are reviewed in
the appendix. But there is a problem with this supposition if one wants it to be equivalent
to the RNS formalism, where the vertex operator for a gluon is given by (see (7.3.25) in
[54])
URNSgluon =
∫
dz(Am∂X
m +
1
2
ψmψnFmn), (2.9)
where the field-strength is Fmn = ∂mAn − ∂nAm. To see this one uses the superfield
expansions of appendix B to conclude that the gluon vertex operator obtained from (2.8)
is
USiegelgluon =
∫
dz(Am∂X
m − 1
4
(pγmnθ)Fmn)
Comparing both expressions we see that the operator which multiplies 1
2
Fmn is the Lorentz
current for the fermionic variables in each formalism. To see this we use Noether’s
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method to define the variation of (2.2) under the Lorentz transformation to be δS =
1
2π
∫
1
2
∂εmnΣ
mn, where
δpα =
1
4
εmn(γ
mn) βα pβ, δθ
α =
1
4
εmn(γ
mn)αβθ
β.
Therefore the variation of (2.2) is
1
2π
∫
δ(pα∂θ
α) =
1
2π
∫ [
1
4
εmn(γ
mn) βα pβ∂θ
α +
1
4
pα∂(εmn(γ
mnθ)α)
]
.
=
1
2π
∫ [
+
1
4
∂εmnpα(γ
mn)αβθ
β
]
,
so that
Σmn =
1
2
(pγmnθ) (2.10)
is the Lorentz currents of the fermionic variables. However the Lorentz currents of the
fermionic variables in Siegel’s approach had a double pole coefficient of +4 instead of +1
as in the RNS formalism. Using the OPE (2.4) we get
Σmn(w)Σpq(z) =
1
4
p(γmnγpq − γpqγmn)θ
w − z +
1
4
(
tr(γmnγpq)
(w − z)2
)
,
=
ηp[nΣm]q − ηq[nΣm]p
w − z + 4
ηm[qηp]n
(w − z)2 (2.11)
where we used that γmnγpq − γpqγmn = 2ηnpγmq − 2ηnqγmp + 2ηmqγnp − 2ηmpγnq and
tr(γmnγpq) = −32δmnpq . Recalling that in the RNS formalism the OPE of the Lorentz
currents for the fermionic variables ΣRNS = ψ
mψn satisfies
ΣmnRNS(w)Σ
pq
RNS(z)→
ηp[nΣ
m]q
RNS − ηq[nΣm]pRNS
w − z +
ηm[qηp]n
(w − z)2 (2.12)
the different double pole coefficient in (2.11) and (2.12) would make the computations of
scattering amplitudes using (2.9) or (2.8) not agree with each other.
2.2 The elements which led to the pure spinor for-
malism
The modification of Siegel’s approach proposed by Berkovits in the year 2000 was based
in the observation that there existed a set of ghost variables with cg = +22 and whose
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contribution to the double pole of the Lorentz currents was −3. So the problems described
above would no longer exist if that set of ghosts was added to Siegel’s action (2.2). That
discovery led to the creation of the pure spinor formalism. Let’s now take a look at some
of its ingredients in such a way as to motivate the solution found by Berkovits2.
2.2.1 Lorentz currents for the ghosts
When trying to construct the Lorentz currents for the fermionic variables in the pure
spinor formalism, Berkovits suggested to modify the Lorentz currents (2.10) by the addi-
tion of a contribution Nmn coming from the ghosts,
Mmn = Σmn +Nmn.
The newly defined Mmn would satisfy the same OPE (2.12) as in the RNS formalism if
Nmn(w)Npq(z)→ η
p[nNm]q − ηq[nNm]p
w − z − 3
ηm[qηp]n
(w − z)2 , (2.13)
Σmn(w)Npq(z)→ regular, (2.14)
as one can check as follows
Mmn(w)Mpq(z) = (Σmn(w) +Nmn(w))(Σpq(z) +Npq(z))
→ Σmn(w)Σpq(z) +Nmn(w)Npq(z)
→ η
p[nMm]q − ηq[nMm]p
w − z +
ηm[qηp]n
(w − z)2 .
At the same time those ghosts should have the right properties as to contribute cg = +22 to
the central charge, otherwise the total central charge would be non-vanishing. Fortunately
the right solution to both problems was found when a proposal for the BRST charge was
put forward. As we will see, that provided the hint as to what was missing in the long
quest for finding a manifestly spacetime supersymmetric and covariant formalism: pure
spinors.
2The “history” presented here is merely a pedagogical attempt to show how pure spinors naturally
solve the issues which were present in Siegel’s approach, namely the non-vanishing central charge and
the different double pole in the Lorentz generator appearing in the integrated vertex operator. It should
not be interpreted as “history” per se, but as an exposition artifact. It is interesting to note, however,
the prior developments which happened with the superembedding approach pioneered by Sorokin et. al.
[57][58][59]. For a review see [60]. In 2002 there was a paper which discussed the pure spinor formalism
from the perspective of the superembedding approach [61].
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2.2.2 The BRST operator
The next step in the line of reasoning which led to the pure spinor formalism is the
proposal of the BRST operator3
QBRST =
∮
λα(z)dα(z), (2.15)
where λα are bosonic and dα = pα− 12(γmθ)α∂Xm− 18(γmθ)α(θγm∂θ). However the BRST
charge (2.15) must satisfy the basic consistency condition Q2BRST = 0 (see [52][56] for
more details about the BRST quantization). Using (2.15) we obtain
Q2BRST =
1
2
{QBRST , QBRST} = −1
2
∮
dz(λγmλ)Πm,
therefore the bosonic fields λα must satisfy the constraints
(λγmλ) = 0. (2.16)
Definition 1 (Pure Spinor). A ten dimensional Weyl spinor λα is said to be a pure spinor
if (2.16) is satisfied for m = 0. . .9.
The formalism discovered by Berkovits is based on the properties of the pure spinor
λα, and it is important to study what are the number of degrees of freedom which survives
the constraints (2.16). Naively one could think that those ten constraints would imply
that a ten dimensional pure spinor would have only 16− 10 = 6 degrees of freedom, but
that’s not the case. To see this it is convenient to perform a Wick rotation and break
manifest SO(10) Lorentz symmetry to its U(5) subgroup.
A Weyl spinor of SO(10) decomposes under U(5) as follows
16→ (1 5
2
, 10 1
2
, 5− 3
2
),
where the subscript denotes the U(1)-charge. Using this decomposition for λα we can
solve the constraints (2.16) explicitly,
λ+ = e
s, (2.17)
λab = uab, (2.18)
λa = −1
8
e−sǫabcdeubcude, (2.19)
3It is interesting to note that pure spinors had already been used by Howe in [10] (see also [11]) to
obtain the on-shell constraint of ten-dimensional super-Yang-Mills and supergravity (and also D=11 SG).
One can check that equation (4) of [10] is essentially the BRST charge (2.15) of the pure spinor formalism.
16
for any s and antisymmetric uab. To prove this
4 we note that λαγmαβλ
β is obtained from
the 32-dimensional expression λT (CΓm)λ, where C is the conjugation matrix satisfying
CΓm = −Γm,TC which is given by C =∏5i=1(ai − ai).
Under the decomposition of SO(10) → U(5) the constraint (2.16) goes to two inde-
pendent equations
〈λ|Cai |λ〉 = 0 i = 1, 2, 3, 4, 5 (2.20)
〈λ|Cai |λ〉 = 0. (2.21)
In the above expressions the only non-vanishing terms are the ones proportional to5
〈0|Caiajakalam |0〉 = ǫijklm. Therefore, using the known expansion of a Weyl spinor in
terms of creation operators
|λ〉 = λ+ |0〉+ 1
2
λija
jai |0〉+ 1
24
λiǫijklma
malakaj |0〉
equation (2.20) becomes
〈λ|Cap |λ〉 = λ+ 〈0|Cap |λ〉+1
2
λij 〈0| aiajCap |λ〉+ 1
24
λiǫijklm 〈0| ajakalamCap |λ〉 . (2.22)
But,
λ+ 〈0|Cap |λ〉 = 1
24
λ+λ
iǫijklm 〈0|Capamalakaj |0〉
=
1
24
λ+λ
iǫijklmǫ
pmlkj
= λ+λ
p
Analogously, by noting that aiC = −Cai and aiC = −Cai we obtain
1
2
λij 〈0| aiajCap |λ〉 = 1
4
ǫpijklλijλkl
1
24
λiǫijklm 〈0| ajakalamCap |λ〉 = λ+λp.
Plugging the above results into (2.22) we arrive at 2λ+λ
a + 1
4
ǫabcdeλbcλde = 0 which is
easily solved by
λ+ ≡ es, λab ≡ uab, λa = −1
8
e−sǫabcdeubcude. (2.23)
4The proof is based on [71], which the reader should consult for more details.
5To prove this one computes 〈0|Ca1a2a3a4a5 |0〉 = 1 and notes that the expression is completely
antisymmetric in the exchange of its indices.
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One can also show that (2.21) is automatically satisfied by the above parametrisation,
therefore the eleven degrees of freedom of es and uab together with (2.23) correctly describe
the ten-dimensional pure spinor λα.
Let’s now see how the pure spinor λα can be used to solve the issues present in the
approach of Siegel to the Green-Schwarz formulation.
2.3 The pure spinor formalism
To solve the pure spinor constraint it was convenient to break the manifest SO(10) sym-
metry to its subgroup U(5), so the solution (2.23) is written in terms of U(5) variables.
Therefore using this solution one is able to write down only the U(5)-covariant Lorentz
currents
Nmn −→ (n, nba, nab, nab).
We will be required to check whether the U(5) Lorentz currents constructed out of the
variables s(z), uab(z) and their conjugate momenta t(z) and v
ab(z) satisfy the required
condition (2.13). To do this we will first need to know how the OPE (2.13) decomposes
under SO(10) → U(5). This can be summarized by the following statement, which we
will prove in the appendix.
Theorem 1. If the SO(10)-covariant OPE of the Lorentz currents Nmn is given by
Nkl(y)Nmn(z)→ δ
m[lNk]n(z)− δn[lNk]m(z)
y − z − 3
δknδlm − δkmδln
(y − z)2 , (2.24)
then the U(5)-covariant currents (n, nba, nab, n
ab) satisfy the following OPE’s:
nab(y)n
cd(z)→
−δ[c[and]b](z)− 2√5δ
[c
a δ
d]
b n(z)
y − z + 3
δ
[c
a δ
d]
b
(y − z)2 (2.25)
nba(y)n
d
c(z)→
δbcn
d
a(z)− δdandc(z)
y − z − 3
δdaδ
b
c − 15δbaδdc
(y − z)2 (2.26)
n(y)n(z)→ − 3
(y − z)2 , (2.27)
n(y)nab(z)→ − 2√
5
nab
y − z (2.28)
n(y)nab(z)→ + 2√
5
nab
y − z (2.29)
n(y)nab(z)→ regular (2.30)
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Furthermore there is one more (consistency) condition to be obeyed when constructing
those U(5) Lorentz currents. The pure spinor λα must obviously transform as a spinor
under the action of Nmn,
δλα =
1
2
[∮
dzǫmnM
mn, λα
]
=
1
4
ǫmn(γ
mnλ)α
As the OPE of λα with Σmn have no poles we conclude that the pure spinor must satisfy,
Nmn(y)λα(z)→ 1
2
(γmn)α βλ
β(z)
(y − z) . (2.31)
By the same reasoning, the OPE (2.31) must also be broken to U(5) if we want the check
whether the U(5) Lorentz currents to be described below satisfy it. That is
Theorem 2. If the OPE in SO(10)-covariant language is given by
Nmn(y)λα(z)→ 1
2
(γmn)α βλ
β(z)
(y − z) , (2.32)
then the OPE’s between (n, nab , nab, n
ab) and (λ+, λcd, λ
c) are given by
n(y)λ+(z)→ −
√
5
2
λ+(z)
y − z (2.33)
n(y)λcd(z)→ − 1
2
√
5
λcd(z)
y − z (2.34)
n(y)λc(z)→ 3
2
√
5
λc(z)
y − z (2.35)
nab (y)λ+(z)→ regular (2.36)
nab (y)λcd(z)→
δadλcb − δacλdb
(y − z) −
2
5
δabλcd
(y − z) (2.37)
nab (y)λ
c(z)→ 1
5
δabλ
c − δcbλa (2.38)
nab(y)λ+(z)→ λab(z)
y − z (2.39)
nab(y)λcd(z)→ ǫabcdeλe (2.40)
nab(y)λ
c(z)→ regular (2.41)
nab(y)λ+(z)→ regular (2.42)
nab(y)λcd(z)→ −δ
[a
c δ
b]
d λ+(z)
y − z (2.43)
nab(y)λc(z)→ −1
2
ǫabcdeλde (2.44)
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Will it be possible to find an action for s(z), uab(z), t(z) and v
ab(z) and explicitly
construct the Lorentz currents (n, nba, nab, n
ab) out of those variables in such a way as
to reproduce all the above OPE’s? If it was impossible to do this then the pure spinor
formalism would have never been born. In the following paragraphs we will see the
solution found by Berkovits.
2.3.1 The action for the ghosts
The action for the ghosts appearing in the pure spinor constraint is given by
Sλ =
1
2π
∫
d2z
(
−∂t∂s+ 1
2
vab∂uab
)
(2.45)
where t(z) and vab(z) are the conjugate momenta for s(z) and uab(z). Furthermore s(z)
and t(z) chiral bosons, so that we must impose their equations of motions by hand ∂s =
∂t = 0. The OPE’s are given by
t(y)s(z)→ ln (y − z) (2.46)
vab(y)ucd(z)→ 2 δ
ab
cd
y − z =
δ
[a
c δ
b]
d
y − z . (2.47)
One of the most important results which allowed the birth of the pure spinor formalism
is given by the following theorem
Theorem 3. If the U(5)-symmetric Lorentz currents are built out of the ghosts as follows
n = − 1√
5
(
1
4
uabv
ab +
5
2
∂t− 5
2
∂s
)
(2.48)
nab = ubcv
ac − 1
5
δabucdv
cd (2.49)
nab = −esvab (2.50)
nab = e
−s
(
2∂uab − uab∂t− 2uab∂s + uacubdvcd − 1
2
uabucdv
cd
)
(2.51)
then their OPE’s among themselves and with λ+, λab e λ
a correctly reproduce the relations
(2.25)-(2.30) and (2.33)-(2.44), if s(z), t(z), vab(z) e uab(z) satisfy the OPE’s (2.46) and
(2.47).
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Proof. We will explicitly check a few of those OPE’s as the others can be shown along
similar lines. For example, one can easily check (2.34) as follows,
n(y)λcd(z) = − 1√
5
(
1
4
uabv
ab +
5
2
∂t− 5
2
∂s
)
ucd(z)
→ − 1
4
√
5
uab(y)
(
δ
[a
c δ
b]
d
y − z
)
= − 1
2
√
5
λcd(z)
y − z .
Similarly, (2.42) is easily seen to be true because s(z) has no poles with itself nor with
vab(y),
nab(y)λ+(z) = −(esvab)es → regular.
Using (2.47) we check the validity of (2.43),
nab(y)λcd(z) = −(esvab)ucd → − δ
[a
c δ
b]
d
y − zλ+.
The OPE (2.28) requires a bit more work but it also comes out right. Using (2.48) we get
n(y)n(z)→ 1
80
(
uabv
cd : vabucd : +uab : v
abucd : v
cd+ : uabv
cd : vabucd
)−5
4
(: ∂t∂s : + : ∂s∂t :) ,
and one can check that the simple pole terms cancel while for the double pole we get
→ − 1
80
δ
[a
c δ
b]
d δ
[c
a δ
d]
b
(y − z)2 −
10
4
1
(y − z)2 → −
3
(y − z)2 ,
so it correctly reproduces (2.28). Finally we check (2.40),
nab(y)λcd(z)→ e−s
(
uaeubf : v
efucd : −1
2
uabuef : v
efucd :
)
→ e−s
(
uaeubf − 1
2
uabuef
)
δ
[e
c δ
f ]
d
y − z
→ e−s (uacubd − uadubc − uabucd) = ǫabcdeλe,
where in the last line we used (2.19). The proof for all the other cases is analogous and
will be omitted. 
We will show in the following that the central charge for the ghost action (2.45) is
+22, which is indeed the required value for it to annihilate the total central charge when
added to Siegel’s action.
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The energy momentum tensor for the ghosts can be found using Noether’s procedure,
with the following definition for the variation of the action
δSλ =
1
2π
∫
d2z[∂εTλ(z) + ∂εT λ(z)],
under the conformal transformations of
δvab = ∂εvab + ε∂vab + ε∂vab (2.52)
δuab = ε∂uab + ε∂uab (2.53)
δ∂s = ∂ε∂s + ε∂2s+ ∂ε∂s+ ∂ε∂s (2.54)
δ∂t = ε∂∂t+ ∂ε∂t + ∂ε∂t+ ε∂∂t. (2.55)
Doing this we obtain
Tλ(z) =
1
2
vab∂uab + ∂t∂s + ∂
2s.
For example,
δ(∂t∂s) =
(
ε∂∂t + ∂ε∂t + ∂ε∂t+ ε∂∂t
)
∂s + ∂t
(
∂ε∂s + ε∂2s+ ∂ε∂s+ ∂ε∂s
)
= ∂(ε∂t∂s) + ∂(ε∂t∂s) + ∂ε∂t∂s + ∂ε∂s∂t,
so up to a surface term, T (z) = ∂t∂s is the contribution from the variables s, t. The
contribution from the variables vab e uab can be easily obtained by noticing that it is a
βγ system with λ = 1, if the following identification is made β → −1/2vab and γ → uab.
As the energy momentum tensor for βγ system is given by [53] T (z) = ∂βγ − λ∂(βγ) =
1
2
vab∂uab, it follows that
T (z) =
1
2
vabuab + ∂t∂s.
To justify the addition of the term ∂2s in T (z) we compute the OPE of T (y) with the
Lorentz current n(z) from Theorem 3. We get
T (y)n(z)→
√
5
(y − z)3 +
n(z)
(y − z)2 +
∂n(z)
(y − z)
where the triple pole comes from(
1
2
vab∂uab
)(
1
4
√
5
ucdv
cd
)
→ 1
8
√
5
δ
[a
c δ
b]
d δ
[c
a δ
d]
b
(y − z)3 =
√
5
(y − z)3 .
Therefore the Lorentz current would fail to be a primary field, but that can be fixed by
the addition of ∂2s, because
∂2s(y)n(z)→
√
5
2
: ∂2s(y)∂t(z) := −
√
5
(y − z)3 .
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So we have shown that the energy momentum tensor for the ghost variables is given by
Tλ(z) =
1
2
vab∂uab + ∂t∂s + ∂
2s. (2.56)
The central charge can be easily computed by considering the fourth order pole in
Tλ(y)Tλ(z). There are two contributions
1
4
: vab(y)∂ucd(z) :: ∂uab(z)v
cd(y) : =
1
4
δ
[a
c δ
b]
d δ
[c
a δ
d]
b
(y − z)4 =
10
(y − z)4 ,
and
: ∂t(y)∂s(z) :: ∂s(z)∂t(y) : =
1
(y − z)4 ,
whose sum imply that cg = +22. Therefore, as there are no poles between the ghosts
and matter variables, the total central charge of the energy momentum tensor in the pure
spinor formalism
T (z) = −1
2
∂Xm∂Xm − pα∂θα + 1
2
vab∂uab + ∂t∂s + ∂
2s, (2.57)
is zero.
The conclusion from the previous discussion is that the addition of the pure spinor
ghost action of (2.45) to the Siegel action (2.2) makes the central charge of the theory to
vanish and implies that the Lorentz currents have the same OPE as in the RNS formalism.
So the pure spinor formalism action for the left-moving fields is given by
S =
1
2π
∫
dz
[1
2
∂Xm∂Xm + pα∂θ
α − ∂t∂s+ 1
2
vab∂uab
]
. (2.58)
The variables in the pure spinor formalism have the following supersymmetry transfor-
mations
δXm =
1
2
(εγmθ) , δθα = εα, δ(ghosts) = 0, (2.59)
δpβ = −1
2
εαγmαβ∂Xm +
1
8
εαθγ∂θδγmβδγmγα (2.60)
and one can check that they are generated by
Qα =
∮
(pα +
1
2
γmαβθ
β∂Xm +
1
24
γmαβγmγδθ
βθγ∂θδ),
which satisfy the supersymmetry algebra
{Qα, Qβ} = γmαβ
∮
∂Xm.
23
For example, the variation of (2.58) under (2.59)-(2.60) can be checked to be
δS =
∫
dz
[1
4
(εγm∂θ)∂Xm +
1
4
(εγm∂θ)∂Xm − 1
2
(εγm∂θ)∂Xm − 1
8
(∂θγm∂θ)(εγmθ)
]
.
(2.61)
Integrating the first term by parts we get −1/4 ∫ (εγm∂∂θ)Xm, which can be integrated
by parts again to result in +1/4
∫
(εγm∂θ)∂Xm. Therefore the sum of the first two terms
of (2.61) cancels the third. So the supersymmetry variation of the pure spinor action
(2.58) will be zero if
∫
(∂θγm∂θ)(εγmθ) vanishes. To see that this we integrate it by parts
to obtain∫
(∂θγm∂θ)(εγmθ) = −
∫
(θγm∂θ)(εγm∂θ)−
∫
(θγm∂∂θ)(εγmθ)
= −
∫
(θγm∂θ)(εγm∂θ) +
∫
(∂θγm∂θ)(εγmθ) +
∫
(θγm∂θ)(εγm∂θ)
= −
∫
θα∂θβεγ∂θσ
(
γmαβγmγσ − γmβσγmγα + γmασγmγβ
)
= +2
∫
θα∂θβεγ∂θσ
(
γmβσγmγα
)
= −2
∫ (
∂θγm∂θ
)
(εγmθ) ,
where we used γmα(β(γm)γδ) = 0. We therefore conclude that
∫
(∂θγm∂θ)(εγmθ) = 0, which
finishes the proof that (2.58) is supersymmetric.
We can define the ghost number of any state Ψ(y) by
[
∮
dzJ(z),Ψ(y)] = ngΨ(y),
where the ghost current J(z) is given by [63]
J(z) =
1
2
uabv
ab + ∂t + 3∂s. (2.62)
One can check that the ghost current defined above satisfies the following OPE’s [13][69],
J(y)λα(z)→ λ
α
y − z (2.63)
J(y)J(z)→ − 4
(y − z)2 (2.64)
J(y)T (z)→ − 8
(y − z)3 +
J(z)
(y − z)2 (2.65)
J(y)Nmn(z)→ regular (2.66)
T (y)J(z)→ 8
(y − z)3 +
J(z)
(y − z)2 +
∂J(z)
y − z . (2.67)
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For example, to show that (2.63) is true we must compute the OPE’s of J(y) with the
U(5) components of λα to check that the results are compatible. So
J(y)λ+(z)→ : ∂t(y)es(z) :=→ λ+
y − z
J(y)λcd → 1
2
uab(y) : v
ab(y)ucd(z) : =
1
2
uab
δ
[a
c δ
b]
d
y − z =
λcd
y − z
The triple pole of (2.65), for example, comes from the following contractions
1
4
: ucd(y)v
ab(z) :: vcd(y)∂uab(z) :→ −1
4
δ
[a
c δ
b]
d δ
[c
a δ
d]
b
(y − z)3 = −
10
(y − z)3
: ∂t(y)∂2s(z) :→ 2
(y − z)3
whose sum results in the coefficient −8. The proof for the other OPE’s is similar and
therefore will be omitted.
From (2.63) we can see that the ghost number of the pure spinor λα is +1. Moreover
from (2.66) we see that J(z) is a Lorentz scalar (as it should be) and from (2.67) that
there is an anomaly of +8 in the ghost current, which has conformal weight h = 1.
2.4 Massless vertex operators
The physical states in the pure spinor formalism are defined to be in the cohomology of
the BRST operator
Q =
1
2πi
∮
λαdα
which satisfy Q2 = 0 due to the pure spinor condition (2.16) and the OPE (2.5). Therefore
we can define the unintegrated and integrated massless vertex operators for the super-
Yang-Mills states as follows
V = λαAα(x, θ) (2.68)
U(z) = ∂θαAα(x, θ) + Am(x, θ)Π
m + dαW
α(x, θ) +
1
2
NmnFmn(x, θ), (2.69)
where the superfields Aα, Am,W
α and Fmn describe the super-Yang-Mills theory in D=10,
which is briefly reviewed in appendix B.
In the RNS formalism the unintegrated vertex operator satisfies QU = ∂V , as one can
check by recalling that U = {∮ b, V } and T = {Q, b}. The proof then follows from the
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Jacobi identity
QU = [Q, {
∮
b, V }] = −[V, {Q,
∮
b}]− [
∮
b, {V,Q}] = ∂V (2.70)
because the cohomology condition requires {V,Q} = 0 and the conformal weight zero of
V implies [
∮
T, V ] = ∂V .
In the pure spinor formalism the integrated vertex (2.69) also satisfies (2.70). To see
this we use the OPE’s (2.4), (2.5) and (2.6) and the equations of motion for the SYM
superfields listed in Appendix B to get
Q(∂θαAα) = (∂λ
α)Aα − ∂θαλβDβAα
Q(ΠmAm) = (λγ
m∂θ)Am +Π
mλα(DαAm)
Q(dαW
α) = −(λγmW )Πm − dβλαDαW β
Q(
1
2
NmnFmn) = 1
4
(γmnλ)αdαFmn + 1
2
Nmnλ
αDαFmn
Therefore
QU = (∂λα)Aα − ∂θβλα(DαAβ − γmαβAm) + λαΠm(DαAm − (γmW )α)
−λαdβ(DαW β + 1
4
(γmn) βα Fmn) +Nmn(λγn∂mW ). (2.71)
Using the equations of motion listed in Appendix B we get
QU = (∂λα)Aα + λ
α∂θβDβAα + λ
αΠm∂mAα (2.72)
where the last term in (2.71) vanished by the pure spinor condition (λγn)α(λγn)β = 0 and
the equation of motion γmαβ∂mW
β = 0,
Nmn(λγ
n∂mW ) =
1
2
(wγmγnλ)(λγn∂mW )− (wλ)(λγm∂mW ) = 0.
Using the definitions (2.3) and (2.7) one easily checks that (2.72) becomes
QU = (∂λα)Aα + λ
α(∂θβ∂βAα + ∂X
m∂mAα)
= (∂λα)Aα + λ
α∂Aα = ∂(λA) = ∂V,
as we wanted to show.
The unintegrated vertex operator satisfies QV = 0 if the superfield Aα is on-shell, i.e.,
if equation (B.8) is obeyed,
QV =
∮
λα(z)dα(z)λ
β(w)Aβ(x, θ) = λ
αλβDαAβ = 0,
where we used that λαλβ = (1/3840)(λγmnpqrλ)γαβmnpqr for pure spinors λ
α.
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2.5 Tree-level prescription
The prescription to compute N-point superstring amplitudes at tree-level is given by
A = 〈V 1V 2V 3
∫
U4. . .
∫
UN〉 (2.73)
where the angle brackets is defined in such a way as to be non-vanishing only when there
are three pure spinor λ’s and five θ’s in a combination proportional to
〈(λγmθ)(λγnθ)(λγpθ)(θγmnpθ)〉 = 1. (2.74)
One can check that the measure (2.74) is in the cohomology of the pure spinor BRST
operator (2.15). It is BRST-closed due to the pure spinor constraint (2.16). And it is not
BRST-trivial because there is no Lorentz scalar built out of two λ’s and six θ’s. To check
this one uses the theory of group representations as follows.
The representation of two pure spinors λα is given by [0, 0, 0, 0, 2] while six antisym-
metric thetas are represented by [0, 1, 0, 2, 0] + [2, 0, 1, 0, 0]. Therefore6
[0, 0, 0, 0, 2]⊗
[
[0, 1, 0, 2, 0]+[2, 0, 1, 0, 0]
]
= 1[0, 0, 0, 1, 1]+1[0, 0, 0, 2, 2]+2[0, 0, 1, 2, 0]+. . .
has no scalar component.
The pure spinor measure (2.74) together with BRST-closedness of the vertex operators
imply that the amplitude prescription is supersymmetric. To see this one notes that the
only possibility of getting a non-vanishing result after a supersymmetry transformation
δθα = ǫα is if the amplitude of (2.73) contains the term
A = 〈(λγmθ)(λγnθ)(λγpθ)(θγmnpθ)(θαΦα + . . .)〉 (2.75)
for some Φα. If that were true then the supersymmetry variation δSA would be
δSA =
∫
dz4· · ·
∫
dzNǫ
αΦα. (2.76)
But note that the result of the amplitude calculation of (2.73)∫
dz4· · ·
∫
dzNλ
αλβλγfαβγ(θ)
must satisfy the BRST-closedness property of∫
dz4· · ·
∫
dzNλ
αλβλγλδDδfαβγ(θ) = 0. (2.77)
6I acknowledge the use of LiE in doing these computations [23].
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Plugging (2.75) into (2.77) we conclude that∫
dz4· · ·
∫
dzNλ
αλβλγλδΦδ = 0,
which is only possible if Φδ is a total derivative, implying that the supersymmetry variation
of (2.76) vanishes, δSA = 0.
2.6 Multiloop prescription
The prescription to compute multiloop amplitudes in the minimal pure spinor formalism
was spelled out in [13], which we now briefly review.
The multiloop prescription in the pure spinor formalism was made possible by the
construction of the analogous operators of the picture changing operators in the RNS
formalism, which can be understood as being necessary to absorb the zero-modes of the
various variables. As it is well-known [70], the zero-modes of bosonic variables require the
introduction of delta functions which depend on the variable which has the zero mode.
The fermionic zero modes require the insertion of as much fermionic variables as is the
number of zero modes, otherwise the Berezin integration will produce a vanishing result.
So the analysis of zero modes will play a crucial roˆle in the multiloop prescription.
But for our purposes in this thesis it will be sufficient to know that a conformal weight
one variable Φ1 has g zero-modes in a genus g Riemann surface, while a conformal weight
zero variable Φ0 always has one zero mode in every genus.
In the pure spinor formalism the zero modes of λα, Nmn and J will require insertions
of delta functions involving these variables. They are given as follows
YC = Cαθ
αδ(Cβλ
β), ZB =
1
2
Bmn(λγ
mnd)δ(BpqNpq), ZJ = (λ
αdα)δ(J), (2.78)
where Cα and Bmn are constant tensors. They will be responsible for killing the eleven
zero modes of λα and 11g zero modes of wα. Therefore after eliminating the conformal
weight one variables through their OPE’s one will be left with an expression containing
only the zero modes of all the variables which are part of the pure spinor formalism.
Those zero modes will be absorbed by the insertions of the operators (2.78), but one will
need explicit measures to integrate what is left.
The measure for integration over the eleven λ zero-modes is given by
[dλ]λαλβλγ = ǫρ1...ρ11κ1...κ5T
((αβγ))[κ1κ2κ3κ4κ5]dλρ1. . .dλρ11
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while for the wα zero modes it reads
(d11N)[[m1n1][m2n2]...[m10n10]] = [dN ][
(λγm1n1m2m3m4λ)(λγm5n5n2m6m7λ)(λγm8n8n3n6m9λ)(λγm10n10n4n7n9λ) + permutations
]
where
(d11N)[[m1n1][m2n2]...[m10n10]] ≡ dN [m1n1] ∧ dN [m2n2] ∧ ... ∧ dN [m10n10] ∧ dJ.
and
T ((αβγ))[κ1κ2κ3κ4κ5] = (γm)
κ[κ1(γn)
σ|κ2(γp)τκ3(γmnp)κ4κ5](δ(ακ δ
β
σδ
γ)
τ −
1
40
γ(αβq δ
γ)
κ γ
q
στ ).
To compute multiloop amplitudes over a g-genus Riemann surface one needs to have
a measure for the integration over the moduli space of Riemann surfaces. The standard
way to achieve this is through the insertion of 3g − 3 factors containing the b-ghost and
the Beltrami differential, which is a conformal weight (−1, 1) differential defined by
µ zz = g
zz ∂gzz
∂τ
.
That insertion has the property of being a density for the moduli integration, because the
Beltrami differential transforms as
µ zz = µ˜
z
z
∂τ˜
∂τ
.
Explicitly the b-ghost insertion reads
〈b · µ〉 =
∫
d2zbzzµ
z
z
However the b-ghost must satisfy the property of {Q, b(z)} = T (z) because 〈b ·µ〉 must be
BRST-invariant after the integration over moduli space. But in the pure spinor formalism
there is no such object, because there is no gauge invariant operator with ghost number
−1 (with respect to J = (λw)).
The idea to overcome this difficulty was to construct an operator b(u, z) such that
{Q, bB(u, z)} = T (u)ZB(z)
because whenever one needs to insert the 3g − 3 b-ghosts in the scattering amplitude
prescription one also needs to insert 10g of ZB and 1g of ZJ to deal with the zero modes
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of wα. Then the idea was to borrow 3g − 3 ZB’s into the factor containing the measure
for the moduli space. Therefore the insertion of 〈bB · µ〉 in the pure spinor amplitude
prescription will respect its BRST-closedness property up to a total derivative in moduli
space.
The multiloop amplitude prescription for genus higher than one is given by
A =
∫
d2τ1. . .d
2τ3g−3〈
3g−3∏
P=1
∫
d2uPµP (uP )b˜BP (uP , zP )
10g∏
P=3g−2
ZBP (zP )
g∏
R=1
ZJ(vR)
11∏
I=1
YCI (yI) |2
N∏
T=1
∫
d2tTUT (tT )〉,
where the bB-ghost is a complicated operator whose expression can be looked in [13] (see
also detailed computations in [74][73]). For the genus one surface the prescription is given
by
Aone−loop
∫
d2τ〈 |
∫
d2uµ(u)˜bB1(u, z1)
10∏
P=2
ZBP (zP )ZJ(v)
11∏
I=1
YCI (yI) |2 V1(t1)
N∏
T=2
∫
d2tTUT (tT ) 〉,
where due to translational invariance of the torus one can fix the position of one uninte-
grated vertex operator V1.
The 〈 〉 brackets means the integration over the zero modes of the various variables
using the measures described above together with the Berezin integrals over
∫
d16θ and∫
d16d.
2.7 The non-minimal pure spinor formalism
In the year 2005 a modification of the pure spinor formalism was proposed in [49] which
features the addition of the left-moving non-minimal variables (rα, s
β) and (λα, w
α). The
action is given by
SNMPS =
1
2π
∫
d2z(
1
2
∂xm∂xm + pα∂θ
α − wα∂λα − wα∂λα + sα∂rα) (2.79)
where wα and sα are the conformal weight one conjugate momenta of the bosonic pure
spinor λα and the fermionic spinor rα which satisfies
(λγmr) = 0.
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Their OPE’s are given by
λα(z)w
β(y)→ δ
β
α
z − y , s
α(z)rβ(w)→
δαβ
z − w.
Analogously to the minimal pure spinor formalism variables where
Nmn =
1
2
(wγmnλ), Jλ = wαλ
α, Tλ = wα∂λ
α,
the new variables also have their associated Lorentz and ghost currents,
Nmn =
1
2
(wγmnλ− sγmnr), Jλ = wαλα − sαrα, Tλ = wα∂λα − sα∂rα,
Furthermore one also defines
Smn =
1
2
(sγmnλ), S = s
αλα, Jr = (rs).
and the total ghost current to be7
J = wαλ
α − sαrα − 2
(λλ)
[
(λ∂λ) + (r∂θ)
]
+
2
(λλ)2
(λr)(λ∂θ), (2.80)
which is BRST equivalent to
Jb = Jλ − Jλ + Jr = wαλα − wαλα.
The non-minimal BRST operator is defined by
Q =
∫
dz(λαdα + w
αrα). (2.81)
Using the Kugo-Ojima (KO) quartet mechanism [38][39] one can show that the coho-
mology of the non-minimal BRST operator (2.81) doesn’t depend on the “quartet” of
non-minimal variables (rα, s
α), (λα, w
α). That will allow us to choose a gauge were the
external vertex operators are independent of the non-minimal variables, so that the same
vertices as in the minimal pure spinor formalism can be used.
Furthermore, due to the existence of the pure spinor field λα it is possible to construct a
b-ghost satisfying {Q, b(z)} = T (z), where (see also the discussion using the Y-formalism
[72])
b = sα∂λα +
1
4(λλ)
[
(2Πm(λγmd)−Nmn(λγmn∂θ)− Jλ(λ∂θ)− (λ∂2θ)
]
7There is a typo in equations (3.14) and (3.15) of [49], where λαrα was written as λαr
α.
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+
(λγmnpr)(dγmnpd+ 24NmnΠp)
192(λλ)2
− (rγmnpr)(λγ
md)Nnp
16(λλ)3
+
(rγmnpr)(λγ
pqrr)NmnNqr
128(λλ)4
(2.82)
and the total energy momentum tensor is given by
T (z) = −1
2
∂xm∂xm − (p∂θ) + (w∂λ) + (w∂λ)− (s∂r). (2.83)
Now the key aspect of this non-minimal construction follows from the observation that
the operators T (z), G+(z) = 2jBRST, G
−(z) = b and J(z) satisfy the twisted cˆ = 3 N = 2
algebra
T (z)T (w)→ c/2
(z − w)4 +
2T
(z − w)2 +
∂T
(z − w)
T (z)G± → 3
2
G±
(z − w)2 +
∂G±
(z − w)
G+(z)G−(w)→ 2c/3
(z − w)3 +
2J
(z − w)2 +
T
(z − w)
T (z)J(w)→ cˆ
(z − w)3 +
J
(z − w)2 +
∂J
(z − w)
J(z)G±(w)→ ± G
±
(z − w)
J(z)J(w)→ c/3
(z − w)2 .
In particular we note that the anomaly of cˆ = +3 in the ghost current of (2.80) is the
same as the anomaly of J = −bc in bosonic string theory. The anomaly of +3 in the ghost
current implies the non-conservation of 3g−3 units of charge in a genus g Riemann surface,
via the Riemann-Roch theorem. That is the same as the number of moduli parameters
of the surface. It is this equality that allows one to use topological string methods in
the computation of superstring scattering amplitudes in the non-minimal pure spinor
formalism (see for example [40]).
2.8 The scattering amplitude prescription
We will now briefly review how scattering amplitudes are to be computed using the non-
minimal pure spinor formalism.
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2.8.1 Tree-level prescription
N-point tree-level scattering amplitudes are computed by a correlation function with three
unintegrated vertices (2.68) and N − 3 integrated vertices (2.69),
A = 〈NV 1V 2V 3
∫
U4· · ·
∫
UN 〉. (2.84)
The computation of (2.84) proceeds as usual in a CFT. First one integrates out the
conformal weight one variables through their OPE’s to get an expression containing only
zero modes for λ’s and θ’s,
A =
∫
[dλ][dλ][dr]d16θNλαλβλγfαβγ(θ).
The measures [dλ], [dλ] and [dr] are given by
[dλ]λαλβλγ = ǫρ1...ρ11κ1...κ5T
((αβγ))[κ1κ2κ3κ4κ5]dλρ1. . .dλρ11 (2.85)
[dλ]λαλbλγ = ǫ
α1...α11κ1...κ5T((αβγ))[κ1κ2κ3κ4κ5] dλα1 · · · dλα11 (2.86)
[dr] = ǫα1...α11κ1...κ5T
((αβγ))[κ1κ2κ3κ4κ5]λαλβλγ ∂
α1
r · · ·∂α11r (2.87)
This is almost the same recipe as in the minimal formalism, the difference is the
insertion of a regularization factor N , where
N = exp({Q, χ}) = e−(λλ)−(rθ) for χ = −(λθ).
The purpose of the regularization factor is due to the fact that the integration over λ and
λ may diverge because they are non-compact. However, as N = 1 +QΩ the integral will
be independent of the choice for the regularization.
Using the measures (2.85) – (2.87) one can show that
A =
∫
[dλ][dλ][dr]d16θNλαλβλγfαβγ(θ) = 〈λαλβλγfαβγ(θ)〉
and therefore the non-minimal prescription for tree-level amplitudes is equivalent to the
minimal pure spinor formalism.
2.8.2 Multiloop prescription
The prescription to compute g−loop amplitudes is given by
A =
∫
d3g−3τ〈N (y)
3g−3∏
i=1
(
∫
dwiµi(wj)b(wj))
N∏
j=1
∫
dzjU(zj)〉 (2.88)
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where U(z) is the same integrated vertex operator of (2.69) and the b-ghost is given by
(2.82). After the integration of non-zero modes appearing in the correlator (2.88) one is
left with the problem of how to integrate over the g−zero modes of the conformal weight
one variables
Nmn(z), Nmn(z), Jλ(z), Jλ(z), dα(z), Smn(z) and S(z).
and also the zero modes of the conformal weight zero variables λα, λα and rα. In general,
a conformal weight +1 field Φ1 is written in a genus g Riemann surface as follows
Φ1(z) = Φˆ1(z) +
g∑
I=1
ΦI1wI(z)
where wI(z) are the holomorphic one-forms and Φˆ1(z) has no zero-mode. They satisfy∫
aI
wJ = δIJ ,
∫
aI
dzΦˆ1(z) = 0 ∀I = 1, . . ., g.
Therefore one can show that, for example
wIα =
∫
aI
dzw(z)α,
and this notation will be used in the following discussion. The integration over the zero
modes of the pure spinor fields and of rα is performed with the measures (2.85) – (2.87)
described above, while the other zero modes are integrated with the measures defined by
[dw] = (λγm)κ1(λγ
n)κ2(λγ
p)κ3(γmnp)κ4κ5ǫ
κ1...κ5ρ1...ρ11dwρ1· · · dwρ11 , (2.89)
[dw] = (λγm)κ1(λγn)κ2(λγp)κ3(γmnp)
κ4κ5 ǫκ1...κ5α1...α11dw
α1 · · · dwα11 (2.90)
[ds] = (λλ)−3(λγm)κ1(λγ
n)κ2(λγ
p)κ3(γmnp)κ4κ5ǫ
κ1...κ5ρ1...ρ11∂sρ1 · · ·∂sρ11 , (2.91)
Note that the measure (2.89) is gauge invariant under δwα = (λγ
m)αΩm because
(dλγq)[δ1(λγ
m)κ1(λγ
n)κ2(λγ
p)κ3(γmnp)κ4κ5] = 0,
which comes from the fact that there is no vector representation in the decomposition
of λ4θ6 (here the θ6 factor is to emulate the antisymmetry over the spinor indices). To
define the regularization factor we use χ = −(λθ)− (wIsI) to obtain
N (y) = exp [− (λλ)− (rθ)− (wIwI) + (sIdI)]. (2.92)
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Note that here we are using a different (non gauge invariant) χ from what was origi-
nally defined in [49]. However the non gauge invariance of (2.92) should not affect the
amplitudes because N − 1 continues to be BRST-trivial even if it is not gauge invariant.
Therefore the evaluation of (2.88) will give rise to an expression of the form
A =
∫
[dλ][dλ][dr]
g∏
I=1
[dwI ][dwI ][dsI ](d16dI)d16θN f(θ).
From the measures (2.85) – (2.87) and (2.89) – (2.91) one can deduce the following
behaviour as (λλ)→ 0∫
[dλ][dλ][dr]
g∏
I=1
[dwI ][dwI ][dsI ](d16dI)d16θN → λ8+3gλ11, (2.93)
therefore f(λ, λ, r, θ) must diverge slower than λ−8−3gλ
−11
as (λλ) → 0 so that (2.93) is
guaranteed not to diverge. Since each b-ghost diverges as λ−4λ
−3
the maximum number
of loops in which this regularization can be safely used is g = 2, where f could diverge as
λ−14λ
−11
but whose 3g − 3 b-ghosts makes it diverge at most like λ−12λ−9. There exists
a regularization prescription which can in principle be used to go beyond g = 2, but so
far no concrete computations were ever done with it [36].
We will see in the next chapter that in fact this multiloop prescription was successfully
used to compute massless four-point amplitudes up to two-loops [4].
Due to the fact that the external vertices don’t depend on the non-minimal variables
and that the rα’s appearing in the b-ghost can be substituted by Dα, we can easily guess
the result of the integrations over [dw], [dw] and [ds]. That will enable us to easily obtain
the kinematic factors at one-loop, for example.
Note that at one-loop there are eleven zero-modes of sα, which can only8 come from
the term (sd) in the regularizator N . Therefore the remaining five dα zero modes must
come from the b-ghost and the external vertices. Therefore by ghost number conservation
we obtain∫
d16d[dw][dw][ds] exp
[− (ww) + (sd)− (λλ)− (rθ)]dκ1· · · dκ5fκ1...κ5(rα, θ) =
= (λ3)[κ1κ2κ3κ4κ5]f
κ1...κ5(Dα, θ)
8The term sα∂λα of the b-ghost does not contribute because there is no w
α in the external vertices
to kill the non zero-modes of ∂λα.
35
where (λ3)[κ1κ2κ3κ4κ5] is some tensor with five antisymmetric free indices containing three
pure spinors. The unique such tensor is given by
(λγm)κ1(λγn)κ2(λγp)κ3(γ
mnp)κ4κ5. (2.94)
Thus we can see that the effect of evaluating the pure spinor measures is to substitute
five dα’s from the b-ghost and the external vertices by (2.94). Explicitly,
dκ1dκ2dκ3dκ4dκ5 → (λγm)κ1(λγn)κ2(λγp)κ3(γmnp)κ4κ5 . (2.95)
It is interesting to note that the right hand side of (2.95) already is completely antisym-
metric in [κ1. . .κ5] because of the pure spinor condition. To see this one notices that the
only non-obvious antisymmetry to check is over the exchange of the indices κ1 and κ4,
for example. However, as (λγp)α(λγp)β = 0 we can write (γ
mnp)κ4κ5 = γ
m
κ4σ
(γnγp)σ κ5 and
use the gamma matrix identity ηrsγ
r
α(βγ
s
γδ) = 0 to obtain
λα(γm)ακ1(λγn)κ2(λγp)κ3γ
m
κ4σ(γ
nγp)σ κ5 = −(λγmγnγp)κ5(λγn)κ2(λγp)κ3(γm)κ4κ5
−(λγm)κ4(λγn)κ2(λγp)κ3(γmnp)κ1κ5 .
The proof follows from the vanishing of the first term of the right hand side due to the
pure spinor condition.
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Chapter 3
Computing Pure Spinor Scattering
Amplitudes
3.1 Massless three-point amplitude at tree-level
The tree-level scattering amplitudes with up to four fermions were shown to be equivalent
to RNS in [12]. As a brief illustration we will compute the scattering of three massless
particles at tree-level. This is the simplest example possible because the prescription
(2.73) implies that there are no integrated vertices and therefore there is no need to
compute OPE’s. Only the zero modes contribute to the amplitude and their contribution
is completely determined by the measure (2.74).
The amplitude to compute is given by
A = 〈V1(z1)V2(z2)V3(z3)〉+ (2↔ 3), (3.1)
where V = λαAα(θ)e
ik·X and the theta expansion of Aα(θ) is given in Appendix B. The
sum over the permutation of labels 2 and 3 has to be done because a general Mo¨bius
transformation does not change the cyclic ordering of the vertex operators1, so both
orderings must be summed over.
1That is because a non-cyclic transformation always has a fixed point. For example, it is impossible to
map y1y2y3 into y1y3y2 because the fixed point y1 implies that the Mo¨bius transformation is the identity,
y1 =
1y1 + 0
0 + 1
.
37
The contribution from the exponential is proportional to a constant because the par-
ticles are massless. Therefore k2j = 0 implies ki · kj = 0 due to momentum conservation.
The non trivial part of the computation comes from the θ zero modes.
To compute the scattering of three gluons we use the Aα(θ) expansion of appendix B
to get three different possibilities to obtain five thetas, given by
A1α(θ) A
2
α(θ) A
3
α(θ)
1 1 3
1 3 1
3 1 1
Explicitly we get, for one of the permutations of (3.1),
ABBB = − 1
64
(
k3me
1
re
2
se
3
n − k2me1re2ne3s + k1me1ne2re3s
) 〈(λγrθ) (λγsθ) (λγpθ) (θγpmnθ)〉 . (3.2)
As we will see in Appendix A, the above correlator is given by
〈(λγrθ)(λγsθ)(λγpθ)(θγpmnθ)〉 = 1
120
δrsppmn =
1
45
δrsmn.
Then (3.2) evaluates to
ABBB = − 1
2880
[
(e1 · e2)(e3 · k2) + (e1 · e3)(e2 · k1) + (e2 · e3)(e1 · k3)
]
(3.3)
where we used momentum conservation and ei · ki = 0. Note that (3.3) is antisymmetric
in (2↔ 3) and therefore the whole amplitude vanishes for photons, whereas for gluons it
is non-vanishing due to the Chan-Patton factors. Up to an overall constant, this is the
same result as in the RNS formalism (see equation (7.4.30) of [54]).
As (3.1) is supersymmetric, the contribution of fermionic states is as easy to compute
as the bosonic case considered above. For example, the B1F 2F 3 scattering amplitude is
given by the following theta distribution
A1α(θ) A
2
α(θ) A
3
α(θ)
1 2 2
which is computed to be
ABFF = − 1
288
e1n1(χ
2γrχ3)〈(λγn1θ)(λγmθ)(λγpθ)(θγmrpθ)〉 = 1
2880
e1m(χ
2γmχ3),
which again is non-vanishing after summing (2↔ 3) only for a non-abelian group.
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3.2 Massless four-point amplitude at tree-level
It has been known for over eight years now that tree-level amplitudes computed with the
pure spinor formalism are equivalent to their RNS counterparts [12]. Nevertheless, apart
from the trivial massless tree-point amplitude, no other tree-level amplitude has been
explicitly computed with the pure spinor formalism. When ones attention is directed
towards pure spinor superspace expressions for kinematic factors, the natural amplitude
to study is the scattering of four massless strings. In [5] this task has been completed and
the following pure spinor superspace expression for the kinematic factor was obtained,
K0 = 2〈(∂mAn)(λA)∂m(λA)(λγnW )〉 − 〈(λA)∂m(λA)∂n(λA)Fmn〉.
With this superspace representation for the kinematic factor one can show through pure
spinor manipulations that this is in fact proportional to the kinematic factor for this
same amplitude, but at the one-loop level. That this could be shown in a few pages is
a remarkable display of the usefulness in having kinematic factors written in pure spinor
superspace. We will now review the computation of [5].
Following the tree-level prescription of (2.73), the amplitude to compute is
A = 〈V 1(z1, z1)V 2(z2, z2)V 3(z3, z3)
∫
C
d2z4U(z4, z4)〉. (3.4)
The closed string vertices are given by the holomorphic square of the open string vertices,
V (z, z) = eik·Xλαλ
β
Aα(θ)Aβ(θ) and U(z, z) = e
ik·XU(z)U(z), where the integrated vertex
operator is given by (2.69).
In the computation of (3.4) we note that standard SL(2,C) invariance allows us to fix
z1 = 0, z2 = 1 and z3 =∞, so the expectation value for the exponentials simplify,
〈
4∏
i=1
: eik
i·X(zi,zi) :〉 = |z4|− 12α′t|1− z4|− 12α′u ≡M(z4, z4).
Now we remove the conformal weight one operators of the integrated vertex (2.69) in (3.4)
by using their OPE’s. The first term of (2.69) does not contribute because there is no
pα’s in the unintegrated vertices, while the second gives
〈A4mΠm(z4)
4∏
j=1
: eik
j ·X(zj ,zj) :〉 =
3∑
j=1
α′
2
ikmj
zj − z4 〈(λA
1)(λA2)(λA3)A4m〉M(z4, z4). (3.5)
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Using the standard OPE’s
Nmn(z4)λ
α(zj) =
α′
4
(λγmn)α
zj − z4 , dα(z4)V (zj) = −
α′
2
DαV
zj − z4 , (3.6)
we obtain the following OPE identity:
〈(λA1)(λA2)(λA3)
(
dα(z4)W
α
4 +
1
2
Nmn(z4)F4mn
)
〉 =
=
α′
2(z1 − z4)〈A
1
m(λA
2)(λA3)(λγmW 4)〉 − (1↔ 2) + (1↔ 3). (3.7)
To show this, one uses (3.6) to get
〈(λA1)(z1)(λA2)(z2)(λA3)(z3)dα(z4)W α4 〉 =
α′
2(z1 − z4)〈Dα(λA
1)(λA2)(λA3)W α4 〉 − (1↔ 2) + (1↔ 3).
Concentrating for simplicity on the first term, the use of the super-Yang-Mills identity
Dα(λA) = −(λD)Aα + (λγm)αAm allows the numerator to be rewritten as
〈Dα(λA1)(λA2)(λA3)W α4 〉 = −〈(λDA1α)(λA2)(λA3)W α4 〉+ 〈A1m(λA2)(λA3)(λγmW 4)〉.
(3.8)
As BRST-exact terms decouple, the first term in the right hand side of (3.8) becomes
− α
′
2(z1 − z4)〈(λDA
1
α)(λA
2)(λA3)W α4 〉 = −
α′
2(z1 − z4)〈A
1
α(λA
2)(λA3)(λD)W α4 〉
= − α
′
8(z1 − z4)〈(λγ
mnA1)(λA2)(λA3)F4mn〉.
However, this term is exactly canceled by the (z1 − z4)−1 contribution from the OPE
1
2
〈(λA1)(λA2)(λA3)(NmnF4mn)〉 =
α′
8(z1 − z4)〈(λγ
mnA1)(λA2)(λA3)F4mn〉+ . . .,
which finishes the proof of (3.7).
With the results (3.5) and (3.7), the correlation in the amplitude (3.4) reduces to
A =
(
α′
2
)2 ∫
C
d2z4
(
F12
z4
+
F21
1− z4
)(
F 12
z4
+
F 21
1− z4
)
|z4|− 12α′t|1− z4|− 12α′u,
where F12 = ik
m
1 〈(λA1)(λA2)(λA3)A4m〉 + 〈A1m(λA2)(λA3)(λγmW 4)〉 and F21 is obtained
by exchanging 1↔ 2. The integral can be evaluated using the following formula∫
C
d2zzN (1− z)MzN(1− z)M = 2πΓ(1 +N)Γ(1 +M)
Γ(2 +N +M)
Γ(−1−N −M)
Γ(−N)Γ(−M ) .
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After a few manipulations one finally gets
A = −2π(α
′
2
)4K0K0
Γ(−α′t
4
)Γ(−α′u
4
)Γ(−α′s
4
)
Γ(1 + α
′t
4
)Γ(1 + α
′u
4
)Γ(1 + α
′s
4
)
,
where K0 =
1
2
(uF12 + tF21) is given by
K0 = 〈(∂mA1n)(λA2)∂m(λA3)(λγnW 4)〉−
1
2
〈∂m(λA1)∂n(λA2)(λA3)F4mn〉+(1↔ 2), (3.9)
which is the sought-for kinematic factor in pure spinor superspace.
Note that K0 is BRST-closed because
QF12 = − t
2
〈(λA1)(λA2)(λA3)(λA4)〉, QF21 = +u
2
〈(λA1)(λA2)(λA3)(λA4)〉.
When trying to relate the above tree-level kinematic factor with its one-loop cousin,
it is convenient to rewrite (3.9) without explicit labels,
K0 = 2〈(∂mAn)(λA)∂m(λA)(λγnW )〉 − 〈(λA)∂m(λA)∂n(λA)Fmn〉. (3.10)
We postpone the explicit evaluation in components of (3.9) to section 3.6. Before that
we will show how (3.9) relates to amplitudes at higher-loop orders.
3.3 Massless four-point amplitude at one-loop
We can compute the massless four-point amplitude at the one-loop order with the two
different pure spinor formalism prescriptions described in sections 2.6 an 2.8.2. It will be
shown that they are equivalent up to a constant factor. Note that it has been recently
formally proved that these two prescriptions are equivalent [37], and the results presented
here can be regarded as an example of that.
If one is not interested in the overall coefficient, it also happens that the kinematic
factor is readily obtained by a zero-mode saturation argument, avoiding the long procedure
of functionally integrating using the measures [dr], [ds], [dλ] etc. This is the route taken
in the papers [13][4] and which will be described here.
3.3.1 Minimal pure spinor computation
Using the minimal pure spinor prescription the open superstring amplitude is given by
A =
∫
dτ〈
∫
dwµ(w)˜bB1(w, z1)
10∏
P=2
ZBP (zP )ZJ(v)
11∏
I=1
YCI (yI) V1(t1)
N∏
T=2
∫
d2tTUT (tT ) 〉,
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and the kinematic factor in pure spinor superspace is obtained by considering how the
sixteen zero modes for dα can be saturated.
From (2.78) we see that the nine ZB and one ZJ will provide ten dα zero modes. Since
there is no term in the b-ghost which contains three or five dα’s, the amplitude will be
non-vanishing if the b-ghost contributes with four d’s and the three integrated vertices
provide two d’s through the term (dW )(dW ). Furthermore, as there is a delta function
derivative of Nmn coming from the b-ghost, the amplitude will be non-vanishing if one
of the external vertices provide an explicit Nmn, so that the analogous delta function
property of
∫
dxδ′(x)x = −1 can be used.
Looking at the integrated vertex (2.69) we see that the term containing Nmn has the
superfield Fmn, so we have shown the kinematic factor to be composed out of the following
superfields
(λ)2(λA)W 2F , (3.11)
where we already used the fact (which can be shown by integrating the measures) pure
spinor superspace expressions contain three pure spinors λα. We are now required to check
how many different Lorentz invariant contractions can be constructed out of these fields
in (3.11). If there is a unique contraction then we can shortcut the functional integration
procedure and immediately write down the answer in pure spinor superspace. It is a
happy fortuitous fact that this is the case here, in deep contrast to the massless five-point
amplitude of section 3.9.2.
Fortunately, it is easy to show there is a unique Lorentz-invariant way to contract the
indices in (3.11). To show this, first choose a Lorentz frame in which the only non-zero
component of λα is in the λ+ direction. This choice preserves a U(1)× SU(5) subgroup
of SO(10), under which a Weyl spinor Uα and an anti-Weyl spinor Vα decompose as
Uα −→
(
U+5
2
, U 1
2
[ab], U
a
− 3
2
)
, Vα −→
(
V− 5
2
+, V
[ab]
− 1
2
, V+ 3
2
a
)
,
where the subscript denotes the U(1) charge. So the unique way to cancel the +15/2
U(1)-charge of the three λα’s is when the superfields contribution is
K = 〈(λ+)3A+W aW bFab〉
which can be written in covariant SO(10) language as
K = 〈(λA)(λγmW )(λγnW )Fmn〉, (3.12)
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which is the final pure spinor superspace expression for this important amplitude. Now
let’s analyse it a bit.
Gauge invariance of the kinematic factor
The appearance of the explicit superfield Aα in the kinematic factor of (3.12) might spoil
the gauge invariance of the amplitude, as it transforms as (B.7)
δAα = DαΩ. (3.13)
However it is easy to check that using the properties of pure spinor superspace and the
equations of motion of the SYM superfields (B.10) and (B.11), the kinematic factor (3.12)
is indeed gauge invariant. This is because the variation (3.13) implies that the gauge
transformation of the unintegrated vertex operator is BRST-exact δ(λA) = λαDαΩ =
QBRSTΩ, which allows the BRST-charge to be “integrated by parts” using the property
that pure spinor superspace expressions of BRST-exact terms are zero. So the gauge
variation of (3.12) is given by
δK = 〈Q(Ω)(λγmW )(λγnW )Fmn〉 = −〈ΩQ[(λγmW )(λγnW )Fmn]〉 = 0
where we used
Q(λγmW ) = −1
4
(λγmγrsλ)Frs = 0
and
(λγmW )(λγnW )QFmn = 2(λγmW )(λγnW )∂[m(λγn]W ) = 0,
which can be shown using the equations of motion and the defining pure spinor property
of (λγmλ) = 0. We have then shown that the massless four-point amplitude at one-loop
level is indeed gauge invariant.
An equivalent pure spinor superspace expression
If we use the SYM identity (B.16)
QAm = (λγ
mW ) + ∂m(λA)
and the vanishing of BRST-exact terms in pure spinor superspace, we can rewrite (3.12) in
a manifestly gauge invariant way. To see this substitute (λA) in 〈(λA)(λγmW )(λγnW )Fmn〉
by
(λA) =
1
(H · k)H
pQAp − 1
(H · k)Hp(λγ
pW ) (3.14)
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where Hp is an arbitrary vector such that (H · k) 6= 0. Note that the first term in the
right hand side of (3.14) will not contribute because
〈(QAp)(λγmW )(λγnW )Fmn〉
is BRST-exact. So we get
〈(λA1)(λγmW 2)(λγnW 3)F4mn〉 = −
1
(H · k1)Hp〈(λγ
pW 1)(λγmW 2)(λγnW 3)F4mn〉. (3.15)
We can easily use the method of appendix A to evaluate the purely bosonic part of
the right hand side of (3.15). We obtain the following table for the distribution of thetas,
W α1 (θ) W
α
2 (θ) W
α
3 (θ) F
4
mn(θ)
1 1 1 2
1 1 3 0
1 3 1 0
3 1 1 0
which, using the superfields of appendix B, expands to
1
256(H · k1)F
1
m1n1
F 2m2n2F
3
m3n3
F 4m4n4
[
+〈(λγpγm1n1θ)(λγmγm2n2θ)(λγk4γm3n3θ)(θγ[mγm4n4θ)〉k4n]
+
1
3
〈(λγpγm1n1θ)(λγ[m4|γm2n2θ)(λγ|n4]γk3aθ)(θγaγm3n3θ)〉k3k3
+
1
3
〈(λγpγm1n1θ)(λγ[m4|γk2aθ)(λγ|n4]γm3n3θ)(θγaγm2n2θ)〉k2k2
+
1
3
〈(λγpγk1aθ)(λγ[m4|γm2n2θ)(λγ|n4]γm3n3θ)(θγaγm1n1θ)〉k1k1
]
.
After a long but straightforward calculation we obtain,
= − 1
5760
[
+
1
2
t2(e1 · e3)(e2 · e4) + 1
2
tu(e1 · e4)(e2 · e3) + 1
2
tu(e1 · e3)(e2 · e4)
−1
2
tu(e1 · e2)(e3 · e4) + 1
2
u2(e1 · e4)(e2 · e3)
+t(k4 · e2)(k4 · e3)(e1 · e4)− t(k4 · e1)(k4 · e3)(e2 · e4)− t(k3 · e4)(k4 · e2)(e1 · e3)
−t(k3 · e1)(k4 · e3)(e2 · e4) + t(k3 · e1)(k4 · e2)(e3 · e4)− t(k2 · e4)(k4 · e3)(e1 · e2)
+t(k2 · e4)(k3 · e2)(e1 · e3)− t(k2 · e4)(k3 · e1)(e2 · e3) + t(k2 · e3)(k4 · e2)(e1 · e4)
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−t(k2 · e3)(k4 · e1)(e2 · e4)− t(k2 · e3)(k2 · e4)(e1 · e2)− u(k3 · e4)(k4 · e1)(e2 · e3)
−u(k3 · e2)(k4 · e3)(e1 · e4) + u(k3 · e2)(k4 · e1)(e3 · e4) + u(k3 · e2)(k3 · e4)(e1 · e3)
−u(k3 · e1)(k3 · e4)(e2 · e3) + u(k2 · e4)(k3 · e2)(e1 · e3)− u(k2 · e4)(k3 · e1)(e2 · e3)
+u(k2 · e3)(k4 · e2)(e1 · e4)− u(k2 · e3)(k4 · e1)(e2 · e4)− u(k2 · e3)(k3 · e4)(e1 · e2)
−u(k2 · e3)(k2 · e4)(e1 · e2)
]
,
where we used the Mandelstam variables and momentum conservation as s = −t − u.
Therefore the answer does not depend on Hp and we will see in (3.81) that it matches
with the computation of the left hand side of (3.15), by considering the identity (3.69).
3.3.2 Non-minimal pure spinor computation
In this section we will compute the same one-loop amplitude of section 3.3.1, but now
using the NMPS prescription of 2.8.2.
At the genus one surface the variables sα and dα have eleven and sixteen zero-modes,
respectively. Using the one-loop prescription of the non-minimal formalism, the only place
which can provide the 11 zero modes of sα is the regulator N of (2.92). But they are
multiplied by the eleven dα zero modes, and so the remaining five zero modes of dα must
come either from the vertex operators or from the single b ghost.
Since the three integrated vertex operators can provide at most three dα zero modes
through the terms (W αdα), the single b ghost of (2.82) must provide two dα zero modes
through the term
(λγmnpr)(dγmnpd)
192(λλ)2
. (3.16)
After integrating over the zero modes of the dimension one fields (wα, w
α, dα, s
α) using
the measure factors described in 2.8.2, one is left with an expression proportional to∫
d16θ
∫
[dλ][dλ][dr](λλ)−2(λ)4(λγmnpr)AWWW exp(−λλ− rθ) (3.17)
=
∫
d16θ
∫
[dλ][dλ][dr] exp(−λλ− rθ)(λλ)−2(λ)4(λγmnpD)AWWW (3.18)
where Dα =
∂
∂θα
+(γmθ)α∂m is the usual superspace derivative and the index contractions
on
(λ)4(λγmnpD)AWWW (3.19)
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have not been worked out. Note that (3.18) is obtained from (3.17) by writing rα exp(−rθ) =
∂
∂θα
exp(−rθ), integrating by parts with respect to θ, and using conservation of momen-
tum to ignore total derivatives with respect to x. Furthermore, the factor of (λ)4 in (3.17)
comes from the λ in the unintegrated vertex operator, the 11 factors of λ and λ which
multiply the zero modes of dα and sα in N , the factor of (λ)−8(λ)−8 in the measure factor
of wα and w
α, and the factor of (λ)−3 in the measure factor of sα.
Fortunately, it is easy to show there is a unique Lorentz-invariant way to contract the
indices in (3.19). Since (λ+)4 carries +10 U(1) charge, (λγmnpD)AWWW must carry
−10 U(1) charge which is only possible if (λγmnpD) carries −3 charge, Aα carries −52
charge, and each W α carries −3
2
charge. Contracting the SU(5) indices, one finds that
the unique U(1)× SU(5) invariant contraction of the indices is
(λ+)4(λγabcD)A+W
aW bW c. (3.20)
Returning to covariant notation, one can easily see that (3.19) must be proportional to
the Lorentz-invariant expression
(λγmnpD)(λA)(λγ
mW )(λγnW )(λγpW ), (3.21)
which reduces to (3.20) in the frame where λ+ is the only non-zero component of λα.
Note that this same conclusion can be obtained covariantly from the prescription if we
use the trick given by (2.95). That is because from the zero mode counting the kinematic
factor is proportional to
〈(λγrstD)(dγrstd)(λA)(dW )(dW )(dW )〉,
which, upon use of (2.95), immediately becomes (3.21).
However, to express the kinematic factor as an integral over pure spinor superspace as
in (3.12), it is convenient to have an expression in which all λα’s appear in the combination
(λαλα). If all λ’s appear in this combination one can use that, up to a constant,∫
d16θ
∫
[dλ][dλ][dr] exp(−λλ− rθ)(λλ)−nλαλβλγfαβγ = 〈λαλβλγfαβγ〉. (3.22)
To convert (3.21) to this form, it is convenient to return to the frame in which λ+ is
the only non-zero component of λα and write (3.20) as
(λ+)4ǫabcde(λ
[de]
D+ − λ+D[de])A+W aW bW c. (3.23)
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Using the superspace equations of motion for Aα and W
α, it is easy to show that
D+A+ = D+W
a = 0, D[de]A+ +D+A
[de] = 0, ǫabcdeD
[ab]W c = Fde. (3.24)
So (3.23) is proportional to two terms which are
(λ+)4λ+ǫabcde(D+A
[de])W aW bW c and (λ+)4λ+A+W
aW bFab. (3.25)
The second term in (3.25), when written in covariant language, is proportional to
(λλ)(λA)(λγmW )(λγnW )Fmn, (3.26)
which produces the desired pure spinor superspace integral of (3.12). And the first term
in (3.25) can be written as
(λλ)
[
(λD)(λγmnA)
]
(λγpW )(WγmnpW ), (3.27)
which produces the pure spinor superspace integral
〈[(λD)(λγmnA)](λγpW )(WγmnpW )〉. (3.28)
But since BRST-trivial operators decouple,
〈(λD)[(λγmnA)(λγpW )(WγmnpW )]〉 = 0,
which implies that (3.28) is equal to
〈(λγmnA)(λD)[(λγpW )(WγmnpW )]〉 = −1
2
(λγmnA)(λγpW )(λγrsγmnpW )Frs
= −24〈(λA)(λγrW )(λγsW )Frs
where we used the equation of motion for the superfield W α and several gamma matrix
identities in the last step. So we finally have shown that the non-minimal computation
of the kinematic factor is proportional to the minimal kinematic factor of (3.12), which
was indeed to be expected due to the formal proof presented in [37].
3.3.3 Covariant proof of equivalence
In the last section we used the U(5) decomposition of the superfields to show the equiv-
alence between the kinematic factor (3.12), obtained with the minimal pure spinor for-
malism, and the non-minimal expression of (3.21). The proof was rather straightforward
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but it doesn’t teach us how to deal with expressions containing four λα’s and one λα in
general, where it is not always the case that going to the U(5) frame where λ[ab] = λ
a = 0
leads to manageable expressions.
So it is worth devoting some time in trying to find a covariant (and general) method
to deal with kinematic factors containing λ4λ which are obtained in the non-minimal pure
spinor formalism. These expressions are of the following form∫
d16θ
∫
[dλ][dλ][dr]e−(λλ)−(rθ)(λλ)−nλαλβλγλδλǫf ǫαβγδ(θ) (3.29)
and are obtained after integration over the non-minimal measures [ds],[dw] and [dw]. The
reason to integrate over these particular variables is because the end result contains the
same integrations to perform as the tree-level amplitude prescription. This is interesting
because for tree-level amplitudes there is the notion of pure spinor superspace, where one
uses the fact that the integrations over [dr],[dλ],[dλ] and d16θ select the terms proportional
to 〈(λγmθ)(λγnθ)(λγpθ)(θγmnpθ)〉.
What we now require is a rule analogous to (3.22) for expressions of the type (3.29)
or, in other words, we need to have a covariant prescription to integrate2 over four λ’s
and one λ,
〈λαλβλγλδλǫf ǫαβγδ〉(4,1). (3.30)
To derive such a rule one needs to write down a tensor T αβγδǫ which is symmetric and
gamma-matrix traceless with respect to the four Weyl indices,
33
2
T αβγδǫ = δ
α
ǫ T
βγδ + δβǫ T
αγδ + δγǫ T
αβδ + δδǫT
αβγ − 1
12
[
γmǫκγ
αβ
m T
γδκ + γmǫκγ
αδ
m T
βγκ
+ γmǫκγ
αγ
m T
βδκ + γmǫκγ
βγ
m T
αδκ + γmǫκγ
βδ
m T
αγκ + γmǫκγ
γδ
m T
αβκ
]
. (3.31)
This is valid because there is only one scalar built out of four pure spinors λα, one pure
spinor λα and five unconstrained θ
α’s. Using the theory of group representations one can
show the following to be true [23]
λλ4 = [0, 0, 0, 1, 0]⊗ [0, 0, 0, 0, 4] = 1X [0, 0, 0, 0, 3] + 1X [0, 0, 0, 1, 4] + 1X [0, 1, 0, 0, 3]
θ5 = 1X [0, 0, 0, 3, 0] + 1X [1, 1, 0, 1, 0]
2Note that one could in principle use the explicit form for the measures [dr],[dλ],[dλ] to integrate the
pure spinor variables and arrive at the final answer. But in doing so one looses the elegance and the
simplifying features of expressions written in pure spinor superspace, so we avoid that route here.
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so that
λλ4θ5 = 1X [0, 0, 0, 0, 0] + 2X [0, 0, 0, 0, 4] + 5X [0, 0, 0, 1, 1] + 1X [0, 0, 0, 1, 5] + . . .
where the . . . are higher rank representations. If λα were not a pure spinor then there
would be three different scalars in the above decomposition.
Using (3.31) we can translate pure spinor superspace expressions of the type (4, 1) into
a sum of familiar (3, 0) expressions
33
2(λλ)
〈λαλβλγλδλǫf ǫαβγδ〉(4,1) = (3.32)
= 〈λβλγλδfααβγδ〉+ 〈λαλγλδfβαβγδ〉+ 〈λαλβλδf γαβγδ〉+ 〈λαλβλγf δαβγδ〉
− 1
12
[
〈(λγm)ǫγαβm λγλδf ǫαβγδ〉+ 〈(λγm)ǫγαδm λβλγf ǫαβγδ〉+ 〈(λγm)ǫγαγm λβλδf ǫαβγδ〉
〈(λγm)ǫγβγm λαλδf ǫαβγδ〉+ 〈(λγm)ǫγβδm λαλγf ǫαβγδ〉+ 〈(λγm)ǫγγδm λαλβf ǫαβγδ〉
]
(3.33)
We will now proceed to show that using (3.33) one can derive that
〈(λγmnpD)[(λA)(λγmW )(λγnW )(λγpW )]〉(4,1) = 40(λλ)〈(λA)(λγmW )(λγnW )Fmn〉,
(3.34)
which is the covariant equivalence proof we are looking for. Acting with the derivative
over the superfields in (3.34) one obtains
〈(λγmnpD)[(λA)(λγmW )(λγnW )(λγpW )]〉 =
〈[(λγmnpD)(λA)](λγmW )(λγnW )(λγpW )〉 − 〈(λA)(λγmnpD)[(λγmW )(λγnW )(λγpW )]〉.
(3.35)
However using pure spinor properties and the equations of motion of super-Yang-Mills
theory we find that the second term in the right hand side of (3.35) is given by
−〈(λA)(λγmnpD)(λγmW )(λγnW )(λγpW )〉 = 36(λλ)〈(λA)(λγmW )(λγnW )Fmn〉, (3.36)
so that (3.21) is manifestly equivalent to (3.12) when the derivative acts over the W ’s.
To finish the equivalence proof we need to evaluate the expression
〈[(λγmnpD)(λA)](λγmW )(λγnW )(λγpW )〉. (3.37)
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Using (3.33) and paying attention to the normalization one converts (3.37) into a pure
spinor superspace expression with three λ’s,
33
2(λλ)
〈[(Dγmnpλ)(λA)](λγmW )(λγnW )(λγpW )〉 =
〈[(DγmnpA)](λγmW )(λγnW )(λγpW )〉+ 24〈[Dα(λA)](γnpW )α(λγnW )(λγpW )〉
+
1
4
〈[(λγqγmnpD)Aα](γqγmW )α(λγnW )(λγpW )〉
+
1
4
〈[(λγqγmnpD)(λA)](WγmγqγnW )(λγpW )〉, (3.38)
where in the above it has to be understood that Dα acts only over the superfield Aβ. Note
that the last two terms of (3.38) come from the gamma matrix terms of (3.33).
Using
DαAβ +DβAα = γ
q
αβAq (3.39)
one can show that
〈Dα(λA)(γnpW )α(λγnW )(λγpW )〉 =
−〈(λD)Aα(γnpW )α(λγnW )(λγpW )〉+ 〈Am(λγmγnpW )(λγnW )(λγpW )〉
where the last term is zero due to the pure spinor condition and the BRST charge in the
first one can be integrated by parts to give
−〈(λD)Aα(γnpW )α(λγnW )(λγpW )〉 = +1
4
〈(λγrsγnpA)(λγnW )(λγpW )Frs〉
= −2〈(λA)(λγmW )(λγnW )Fmn〉.
Doing similar manipulations we also get
〈(λγqγmnp)β(DβAα)(γqγmW )α(λγnW )(λγpW )〉 = 4〈
[
(λD)Aα
]
(γqγmW )α(λγmW )(λγqW )〉
= 〈(λγrsγmqA)(λγmW )(λγqW )Frs〉 = −8〈(λA)(λγmW )(λγnW )Fmn〉.
and
〈(λγqγmnp)α[Dα(λA)](WγmγqγnW )(λγpW )〉 = −〈Q
[
(λγqγmnpA)
]
(WγmγqγnW )(λγpW )〉
+〈(λγmnpqrλ)Ar(WγmnqW )(λγpW )〉. (3.40)
The last line of (3.40) is zero due to the pure spinor condition, so (3.40) becomes
〈(λγqγmnp)αDα(λA)(WγmγqγnW )(λγpW )〉 = −1
2
〈(λγqγmnpA)(λγrsγmγqγnW )(λγpW )Frs〉
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= −32〈(λA)(λγmW )(λγnW )Fmn〉, (3.41)
where we integrated the BRST-charge by parts and went through a long list of gamma
matrix manipulations.
Finally, the first term in the right hand side of (3.38) can be rewritten using the
gamma matrix identity of ηmnγ
m
α(βγ
n
γδ) = 0,
〈[(DγmnpA)](λγmW )(λγnW )(λγpW )〉 =
= 〈(γmγnW )σ(γpγnλ)ρDσAρ(λγmW )(λγpW )〉+〈(γmγnλ)σ(γpγnW )ρDσAρ(λγmW )(λγpW )〉
= +2〈(Wγnγm)α[Dα(λA)](λγmW )(λγnW )〉+ 2〈(γpγnW )σ[(λD)Aσ](λγnW )(λγpW )〉
Using (3.39) in the first term we get,
= −4〈(Wγnγm)α[Dα(λA)](λγmW )(λγnW )〉 = −〈(λγrsγnγmA)(λγmW )(λγnW )Frs〉
and so
〈[(DγmnpA)](λγmW )(λγnW )(λγpW )〉 = −8〈(λA)(λγmW )(λγnW )Fmn〉 (3.42)
Using all the above identities (3.32) implies
〈[(λγmnpD)(λA)](λγmW )(λγnW )(λγpW )〉 = 4(λλ)〈(λA)(λγmW )(λγnW )Fmn,
and therefore, from (3.35) and (3.36) one finally gets
〈(λγmnpD)[(λA)(λγmW )(λγnW )(λγpW )]〉(4,1) = 40(λλ)〈(λA)(λγmW )(λγnW )Fmn〉,
(3.43)
which is what we wanted to show. We have thus just obtained a covariant proof of equiv-
alence between the minimal and non-minimal superspace expressions of the the massless
four-point kinematic factor.
We also observe that the terms containing gamma matrices in (3.33) – they are re-
sponsible for the traceless property of T αβγδǫ – covariantly generate the term (3.28) whose
existence was deduced through U(5) arguments in [4]. This can be checked by noticing
that (3.40) can also be written as,
〈(λγqγmnpD)(λA)(WγmγqγnW )(λγpW )〉 = −4〈
[
(λγmnD)(λA)
]
(WγmnpW )(λγpW )〉,
(3.44)
by using the pure spinor property of (λγp)α(λγ
p)β = 0 to get rid of the γp inside of
(λγqγmnpD)(λA).
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3.3.4 Yet another covariant proof of equivalence
There is yet another covariant proof of the equivalence between (3.12) and (3.21), which
is perhaps more elegant than the proof presented in the previous section.
From (3.35) and (3.36) we know that
〈(λγmnpD)[(λA)(λγmW )(λγnW )(λγpW )]〉 = 36(λλ)〈(λA)(λγmW )(λγnW )Fmn〉
+〈[(λγmnpD)(λA)](λγmW )(λγnW )(λγpW )〉. (3.45)
Using ηmnγ
m
α(βγ
n
γδ) = 0 and that the factor of
[
(λγmnpD)(λA)
]
can be substituted by[
(λγmγnγpD)(λA)
]
we arrive at the following identity for the second term of (3.45)
〈[(λγmnpD)(λA)](λγmW )(λγnW )(λγpW )〉 = 〈(λγmγnW )[(λγnγpD)(λA)](λγmW )(λγpW )〉
+〈(λγmγnλ)(Wγnγp)σ
[
Dσ(λA)
]
(λγmW )(λγpW )〉. (3.46)
Using γnγp = −γpγn+2δnp and the equation of motion Q(λA) = 0 the first term of (3.46)
vanishes, while the second can be rewritten as
〈(λγmγnλ)(Wγnγp)σ
[
Dσ(λA)
]
(λγmW )(λγpW )〉 =
= −2(λλ)〈(Wγmγp)σ
[
(λD)Aσ
]
(λγmW )(λγpW )〉
= +4(λλ)〈(λA)(λγmW )(λγnW )Fmn〉,
where we used (3.39) and integrated the BRST-charge by parts. So we have just shown
that (3.45) is equal to
〈(λγmnpD)
[
(λA)(λγmW )(λγnW )(λγpW )
]
〉 = 40(λλ)〈(λA)(λγmW )(λγnW )Fmn〉,
which finishes the proof. The result is obviously the same as (3.43).
3.3.5 On the pure spinor expression (1.15)
The pure spinor superspace expression (1.15)
Kc = 〈(λγmθ)(λγnW 1)(λγpW 2)(W 3γmnpW 4)〉 (3.47)
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is an interesting one. The complete explanation of its origins remains unknown3 to this
date, but it may turn out to be useful as a hint to further studies.
First of all one should notice that (3.47) is manifestly gauge invariant but appears to
be non-supersymmetric. Secondly, it is BRST-closed and finally it has the dimensions of
a F 4 term. What does the component expression of (3.47) look like?
Using the SYM superfield expansions of (B.24) one easily obtains the bosonic contri-
bution
Kc = − 1
256
〈(λγmθ)(λγnγm1n1θ)(λγpγm2n2θ)(θγm3n3γmnpγm4n4θ)〉F 1m1n1 . . .F 4m4n4
= Atm1n1...m4n48 F
1
m1n1
. . .F 4m4n4 (3.48)
whose proportionality with the four-point kinematic factor at one-loop seems surprising
at first, and clearly deserves some kind of explanation.
Although (3.47) seems to be non-supersymmetric due to the explicit θ, one can show
that its supersymmetry variation is a total derivative,
δsusyKc = 〈(λγmǫ)(λγnW 1)(λγpW 2)(W 3γmnpW 4)〉 (3.49)
because δsusyKc is proportional to the anomaly kinematic factor, which is known to be a
total derivative4.
One can understand the appearance of the t8 tensor in (3.48) by noticing that in the
bosonic θ-expansion of (DγqrsA), due to the antisymmetry of γqrs in its spinor indices,
has no components with zero thetas,
(DγmnpA) =
1
4
(θγmnpγtuθ)Ftu +
1
4
∂tau(θγ
tγmnpγuθ) + . . .
= −(θγmnpW ) + 1
4
∂tau(θγ
tγmnpγuθ). (3.50)
where the substitution in the second line is valid up to fermionic terms.
Now if one considers the bosonic computation of
L = 〈[(DγmnpA)](λγmW )(λγnW )(λγpW )〉 (3.51)
3It was found when trying to discover a prescription which uses only integrated vertices to compute
the massless four-point amplitude at one-loop and can be roughly seen as the substitution rule of
∫
bV →
(d0θ)
∫
U inside the kinematic factor.
4To make it clearer, just suppose that one of the W ’s in (1.13) is a constant spinor ǫ.
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there is only one contribution coming from the superfield (DγmnpA), namely the two-
thetas term of (3.50). So the pure spinor expression (3.51) becomes
L = −〈(θγmnpW )(λγmW )(λγnW )(λγpW )〉+1
4
∂tau〈(θγtγmnpγuθ)(λγmW )(λγnW )(λγpW )〉.
It is a straightforward exercise to show that the bosonic part of second term vanishes
identically, leading us to
L = −〈(θγmnpW )(λγmW )(λγnW )(λγpW )〉.
On one hand, using that (λγm)δ1(λγ
n)δ2(λγ
p)δ3(γmnp)δ4δ5 is completely antisymmetric in
its spinor indices one obtains,
L = −〈(λγmθ)(λγnW )(λγpW )(WγmnpW )〉. (3.52)
on the other hand, from (3.42) and (3.51) one is led to conclude
〈(λγmθ)(λγnW )(λγpW )(WγmnpW )〉 = 8〈(λA)(λγmW )(λγnW )Fmn〉. (3.53)
As it was shown in (3.49), the left hand side of (3.53) is supersymmetric. So it turns
out that (3.53) is valid for all bosonic and fermionic components! Consequently not only
(3.48) is expected to happen at the level of pure spinor superspace but it is a completely
equivalent way of computing the massless four-point kinematic factor at one-loop. Note
that somehow we are exchanging manifest supersymmetry by manifest gauge invariance
when computing either the left or right hand side of (3.53). This may be a hint on
how to develop an amplitude prescription at one-loop which uses only integrated vertices,
indicating that maybe manifest supersymmetry will be spoiled.
It is also interesting to note that the analogous generalization for the massless five-
point amplitude,
K5 = 〈(λγmθ)(λγnγrsW 5)(λγpW 1)(W 3γmnpW 4)F2rs〉 − (2↔ 5)
leading to
K5 = 〈(DγmnpA1)(λγmγrsW 5)(λγnW 3)(λγpW 4)F2rs〉 − (2↔ 5)
also gives rise to the correct bosonic component expression (as we shall compute in section
3.9)5. Whether they are the correct full kinematic factor is presently under investigation
with the collaboration of Christian Stahn.
5The computation of 3.9 was a work in progress when the thesis was finished in 2008. It has been
completed now [75].
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3.4 Massless four-point amplitude at two-loops
In this section we will present the massless four-point amplitude at two-loops and as in
the other amplitudes considered in this thesis, we will focus our attention in the form of
the kinematic factor in pure spinor superspace.
There are two different ways of computing this particular amplitude, using the minimal
and the non-minimal pure spinor formalism. As it turns out, the minimal version is more
efficient in getting the final expression for the kinematic factor. With the non-minimal
version what one obtains is a kinematic factor which contains also the pure spinor λ’s,
complicating things a bit. But in the end one can prove that both versions are equivalent
to
K2 = 〈(λγmnpqrλ)F1mnF2pqF3rs(λγsW 4)〉∆(1, 3)∆(2, 4) + perm.(1234). (3.54)
This is again a manifestation of the fact that both prescriptions were shown to be equiv-
alent in [37].
3.4.1 Minimal computation
Following the prescription given in section 2.6 the massless four-point closed6 superstring
amplitude at genus two is given by
A =
∫
d2τ1d
2τ2d
2τ3〈|
3∏
P=1
∫
d2uPµP (uP )b˜BP (uP , zP )
20g∏
P=4
ZBP (zP )
2∏
R=1
ZJ(vR)
11∏
I=1
YCI (yI) |2
4∏
i=1
∫
d2ziU
i(zi)〉,
The explicit computation can be done by considering the 32 zero modes of dα and the 16
zero modes of θα.
Seventeen zero modes of dα come from the ZB operators, while another two come from
the ZJ ’s. Therefore the remaining thirteen zero modes must come from the three b-ghosts
and the external vertices, and there is only one possibility. This is because the b-ghost has
6The closed string amplitude is computed as the holomorphic square of the open string. We use this
fact implicitly all the time in this thesis, by considering only one Riemann surface at each genus. However
we always present the results in terms of open superstring kinematic factors K, from which the closed
string kinematic factor can be obtained by the holomorphic square KK. In terms of the effective action,
the Riemann tensor is obtained by identifying Rmnpq with FmnF pq, or Rmnpq = k[mhn][qkq], where we
identified ene˜q → hnq.
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terms with zero, one, two or four dα’s. So suppose the three b-ghosts contribute ten d’s
and the external vertices the remaining three through (dW )3. In this case the amplitude
vanishes because there is a factor of δ′(BmnNmn) in the term with four d’s in the b-ghost,
bB
∣∣∣
4d
= BmnB
qr(dγmnpd)(dγpqrd)δ
′(BstNst)
which makes the amplitude vanish because there is no Nmn coming from the external
vertices to cancel the derivative of the delta function7.
Going through all the possibilities one obtains a vanishing result for all but one case,
when the three b-ghosts provide twelve zero modes of dα and three δ
′(BmnNmn) while
the four external vertices contribute with the required (dW )(N · F )3 term to give a non-
vanishing result.
The integrations over the pure spinor measures have the effect of selecting only the
components such that 〈λ3FFFW 〉 is proportional to the pure spinor measure (2.74), and
one can easily check that there is only one scalar which can be built out of this superfields,
namely
〈(λγmnpqrλ)(λγsW 4)F1mnF2pqF3rs.〉 (3.55)
The computation of the moduli space part is summarized as follows. Each b-ghost has
conformal weight +2 and no poles over the Riemann surface of genus two and their
product has zeros when their position coincide. These conditions uniquely determine their
Riemannian contribution to be given by the product of three quadri-holomorphic 1-forms
∆(u1, u2)∆(u2, u3)∆(u3, u1). Analogously, each external vertex has conformal weight +1
and therefore their contribution is given by some linear combination of the holomorphic
1-forms, hIJKLwI(z1)wJ(z2)wK(z3)wL(z4). The only linear combination compatible with
the symmetries of (3.55) is given by the following permutations
K2 = 〈(λγmnpqrλ)(λγsW 4)F1mnF2pqF3rs∆(z1, z3)∆(z2, z4)〉+ perm(1234). (3.56)
For example, due to the symmetry of (λγmnpqrλ)F1mnF2pq under (1↔ 2) there could be no
factor of ∆(z1, z2) in the above combination.
And from the theory of Riemann surfaces one can show that∫
d2τ1d
2τ2d
2τ3|
3∏
j=1
∫
d2ujµ(uj)∆(u1, u2)∆(u2, u3)∆(u3, u1)|2 =
∫
d2Ω11d
2Ω12d
2Ω22,
7The derivative of the delta function satisfies xδ′(x) = −δ(x).
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where ΩIJ is the 2× 2 period matrix of the genus two Riemann surface.
Finally, the amplitude is given by
A2 ∝ e2φK˜2K˜2
∫
M2
|d3Ω|2
(det ImΩ)5
F2(Ω,Y),
where K2 = K˜2Y and F2(Ω,Y), apart from the factor of |Y|2,
Y(s, t, u) = [(u− t)∆(1, 2)∆(3, 4) + (s− t)∆(1, 3)∆(2, 4) + (s− u)∆(1, 4)∆(2, 3)]
comes from the standard integration over zero modes of Xm and is given by
F2(Ω,Y) =
∫
|Y|2
∏
i<j
G(zi, zj)
ki·kj ,
where G(zi, zj) is the scalar Green function.
3.4.2 Non-Minimal computation
The computation as dictated by the non-minimal pure spinor formalism gives rise to the
same moduli space part described in the last subsection, with a final integration over the
period matrix of the Riemann surface. The only difference comes from the computation
of the kinematic factor, due to the different expression for the b-ghost and the additional
functional integrations over the non-minimal variables.
If we restrict our attention to the kinematic factor, then the computation can be easily
performed by zero mode counting, and goes as follows [49].
First note that there is only one place where the 22 zero modes of sα can come from,
the regulator N of (2.92). It must provide the whole 22 sα zero modes, which come
multiplied by 22 zero modes of dα. So the remaining 10 dα zero modes must come from
the four integrated vertex operators and the three bα ghosts. This is only possible if each
integrated vertex operators provides a dα zero mode through the term (W
αdα) and each
b ghost provides two dα zero modes through the term of (3.16).
After integrating over the zero modes of the conformal weight +1 fields (wIα, w
Iα, dIα, s
Iα)
using the measure factors described in [49], one is left with an expression proportional to∫
d16θ
∫
[dλ][dλ][dr](λλ)−6(λ)6(λγmnpr)3WWWW exp(−λλ− rθ) (3.57)
=
∫
d16θ
∫
[dλ][dλ][dr] exp(−λλ− rθ)(λλ)−6(λ)6(λγmnpD)3WWWW (3.58)
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where the index contractions on
(λ)6(λγmnpD)3WWWW (3.59)
will be found in the discussion below. Note that the factor of (λ)6 in (3.57) comes from
the 11g factors of λ and λ which multiply the zero modes of dIα and s
I
α in N , the factor of
(λ)−8g(λ)−8g in the measure factor of wIα and w
Iα, and the factor of (λ)−3g in the measure
factor of sIα.
As in the one-loop four-point amplitude, there is fortunately a unique way of con-
tracting the indices of (3.59) in a Lorentz-invariant manner. Choosing the Lorentz frame
where λ+ is the only non-zero component of λα, one finds that (λ+)6 contributes +15 U(1)
charge so that each (λγmnpD) must contribute −3 charge and each W must contribute
−3
2
charge. Since the −3 component of (λγmnpD) is (λ[ab]D+ − λ+D[ab]), and since D+
annihilates the −3
2
component of W α, the only contribution to (3.59) comes from a term
of the form
(λ+)6(λ+)
3(D[ab]D[cd]D[ef ])(W gW hW jW k) (3.60)
where the ten SU(5) indices are contracted with two ǫabcde’s.
The term of (3.60) produces three types of terms depending on how the three D’s act
on the four W ’s. If all three D’s act on the same W , one gets a term proportional to
(λ+)6(λ+)
3WWW∂F , which by U(1)× SU(5) invariance must have the form
(λ+)6(λ+)
3W aW bW c∂aFbc. (3.61)
And if two D’s act on the sameW , one gets a term proportional to (λ+)6(λ+)
3FWW∂W ,
which by U(1)× SU(5) invariance must have the form
(λ+)6(λ+)
3FbcW aW b∂aW c. (3.62)
Finally, if each D acts on a different W , one obtains a term that is proportional to
(λ+)6(λ+)
3WFFF , which by U(1)× SU(5) invariance must have the form
(λ+)6(λ+)
3FabFcdFefW fǫabcde. (3.63)
The first term in (3.61) vanishes by Bianchi identities. And the second term in (3.62)
is proportional to the first term after integrating by parts with respect to ∂a and using
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the equation of motion ∂aW
a = 0. So the only contribution to the kinematic factor comes
from the third term of (3.63), which can be written in Lorentz-covariant notation as
(λλ)3(λγmnpqrλ)FmnFpqFrs(λγsW ). (3.64)
So the non-minimal computation of the two-loop kinematic factor agrees with the minimal
computation of (3.56).
3.5 Relating massless four-point kinematic factors
In this section the usefulness of having pure spinor superspace expressions for the kine-
matic factors will reveal itself through a general proof that the scattering amplitudes of
four massless strings have the same kinematic factors at tree-, one- and two-loops, up to
Mandelstam invariants [5].
3.5.1 Tree-level and one-loop
In the following sections we will make heavy use of the superfield equations of motion in
the formulation of ten-dimensional Super-Yang-Mills theory in superspace (see review in
Appendix A), namely
QFmn = 2∂[m(λγn]W ), QW α = 1
4
(λγmn)αFmn, QAm = (λγmW ) + ∂m(λA), (3.65)
where Q =
∮
λαdα is the pure spinor BRST operator. With these relations in hand we
will show that (1.11) holds true. To prove this we note that
〈(λA)∂m(λA)(QAn)Fmn〉 = −〈(λA)∂m(λA)An(QFmn)〉,
which upon use of (3.65) and momentum conservation becomes
〈(λA)∂m(λA)(QAn)Fmn〉 = 〈(λA)∂m(λA)∂mAn(λγnW )〉
−〈∂n(λA)∂m(λA)An(λγmW )〉 − 〈(λA)∂n∂m(λA)An(λγmW )〉. (3.66)
The second term can be rewritten like
〈∂n(λA)∂m(λA)An(λγmW )〉 = −〈(λA)(λγmW ) [An∂m∂n(λA) + ∂n(λA)∂mAn]〉
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as can be shown by integrating ∂m by parts and using the equation of motion for W α. So,
〈(λA)∂m(λA)(QAn)Fmn〉 = 〈(λA)∂m(λA)(λγnW )Fmn〉 − 2〈(λA)∂n∂m(λA)An(λγmW )〉
which implies that 〈(λA)∂m(λA)∂n(λA)Fmn〉 = −2〈(λA)∂n∂m(λA)An(λγmW )〉, or equiv-
alently,
〈(λA)∂m(λA)∂n(λA)Fmn〉 = −2〈(λA)∂n(QAm)An(λγmW )〉. (3.67)
Using [Q, ∂n] = 0 and the decoupling of BRST-trivial operators, equation (3.67) becomes
〈(λA)∂m(λA)∂n(λA)Fmn〉 = 2〈(λA)(∂nAm)(QAn)(λγmW )〉
= 〈(λA)(λγmW )(λγnW )Fmn〉+ 2〈(∂nAm)(λA)∂n(λA)(λγmW )〉. (3.68)
Plugging (3.68) in the tree-level kinematic factor (3.10) we finally obtain
K0 = −〈(λA)(λγmW )(λγnW )Fmn〉 = −1
3
K1, (3.69)
which finishes the proof and explicitly relates the tree-level and one-loop kinematic factors.
3.5.2 One- and two-loop
To obtain a relation between the one- and two-loop kinematic factors we first need to
show that 〈(λA1)(λγmW 2)(λγnW 3)F4mn〉 is completely symmetric in the labels (1234).
This can be done by noting that
〈(λγmnpqrλ)(λA1)(W 2γpqrW 3)F4mn〉 = 4〈(λA1)Q
[
(W 2γpqrW
3)
]
(λγpqrW 4)〉. (3.70)
Together with the identities
(λγmnγpqrW 2)(λγpqrW
4) = −48(λγ[mW 2)(λγn]W 4)
(λγmnpqrλ)(W 2γpqrW
3) = −96(λγ[mW 2)(λγn]W 3),
equation (3.70) implies that
〈(λA1)(λγmW 4)(λγnW 2)F3mn〉+ 〈(λA1)(λγmW 3)(λγnW 4)F2mn〉 =
= 2〈(λA1)(λγmW 2)(λγnW 3)F4mn〉. (3.71)
From (3.71) it follows that,
K1−loop = 3〈(λA1)(λγmW 2)(λγnW 3)F4mn〉. (3.72)
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Furthermore, the independence of which vertex operator we choose to be non-integrated
implies total symmetry of 〈(λA1)(λγmW 2)(λγnW 3)F4mn〉 in the labels (1234).
Now we can relate the one- and two-loop kinematic factors by noting that
(λγmnpqrλ)F1mnF2pqF3rs(λγsW 4) = −4Q
[
(λγrγmnW 2)(λγsW 4)F1mnF3rs
]
−8ik1m(λγnW 1)(λγrγmnW 2)(λγsW 4)F3rs, (3.73)
where the pure spinor constraint (λγmλ) = 0 and the identity ηmnγ
m
α(βγ
n
γδ) = 0 must be
used to show the vanishing of terms containing factors of (λγm)α(λγm)β. Furthermore, as
BRST-exact terms decouple from pure spinor correlations 〈. . .〉, equation (3.73) implies
〈(λγmnpqrλ)F1mnF2pqF3rs(λγsW 4)〉 = +16ik1m〈(λγrW 1)(λγmW 2)(λγsW 4)F3rs, 〉, (3.74)
where we have used k1m(λγnW
1)(λγrγmnW 2) = −2k1m(λγrW 1)(λγmW 2), which is valid
when the equation of motion k1m(γ
mW 1)α = 0 is satisfied.
Using (λγmW
2) = QA2m − ik2m(λA2) and 〈(λγrW 1)Q(Am2 )(λγsW 4)F3rs〉 = 0 we arrive
at the following pure spinor superspace identity
〈(λγmnpqrλ)F1mnF2pqF3rs(λγsW 4)〉 = −16(k1 · k2)〈(λA2)(λγrW 1)(λγsW 4)F3rs〉 (3.75)
Multiplying (3.75) by ∆(1, 3)∆(2, 4) and summing over permutations leads to the follow-
ing identity,
K2 =
32
3
K1 [(u− t)∆(1, 2)∆(3, 4) + (s− t)∆(1, 3)∆(2, 4) + (s− u)∆(1, 4)∆(2, 3)] ,
(3.76)
where we used (3.72) and the standard Mandelstam variables s = −2(k1 · k2), t = −2(k1 ·
k4), u = −2(k2 · k4).
In view of the results from the next section, (3.76) not only provides a simple proof
of two-loop equivalence with the (bosonic) RNS result of [19] but it also automatically
implies the knowledge of the full amplitude, including fermionic external states (which
has not been computed in the RNS yet).
3.6 The complete supersymmetric kinematic factors
at tree-level, one- and two-loops in components
In this section the usefulness and the simplifying power of the pure spinor formalism be-
come manifest. Using either the RNS or GS formalism, the computation of the kinematic
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factor for all possible external state combination allowed by supersymmetry for the mass-
less four-point amplitude at tree-level, one-loop and two-loop order would be a daunting
task. In fact, after more than two decades of effort, the kinematic factors for fermionic
states have never been explicitly computed at two-loops. Using the pure spinor formalism
derivation of the identities in section 3.5 this task becomes almost trivial, as shown below.
To obtain the complete supersymmetric kinematic factors for the massless four-point
amplitudes at tree-level, one- and two-loops all one needs to do is to use the method of
appendix A to evaluate the pure spinor superspace expression of
K0 =
1
2
km1 k
n
2 〈(λA1)(λA2)(λA3)F4mn〉 − (k1 · k3)〈A1m(λA2)(λA3)(λγmW 4)〉+ (1↔ 2).
(3.77)
The first term doesn’t contribute in the computation of K0(f1f2f3f4) ≡ K4F0 , while the
second leads to8
K4F0 = −
1
9
(k1 · k3)〈(λγaθ)(λγbθ)(λγcχ4)(χ3γbθ)(θγcχ1)(χ2γaθ)〉+ (1↔ 2),
=
1
5760
[
(χ1γmχ2)(χ3γmχ
4)
[
(k2 · k3)− (k1 · k3)]− 1
12
(k3 · k4)(χ1γmnpχ2)(χ3γmnpχ4)
]
.
Using the following Fierz identity
(χ1γmnpχ2)(χ3γmnpχ
4) = 24(χ1γmχ3)(χ2γmχ
4)− 12(χ1γmχ2)(χ3γmχ4),
the four-fermion kinematic factor can be conveniently rewritten as
K4F0 = −
1
2880
[
(k1 · k3)(χ1γmχ2)(χ3γmχ4) + (k3 · k4)(χ1γmχ3)(χ2γmχ4)
]
. (3.78)
Both terms of (3.77) contribute in the K2B2F0 ≡ K0(f1f2b3b4) kinematic factor,
K2B2F0 = −
1
36
km1 k
n
2F
4
mne
3
p〈(λγtθ)(λγuθ)(λγpθ)(θγtχ1)(χ2γuθ)〉
− 1
24
(k1 · k3)F 4mne3p〈(λγtθ)(λγpθ)(λγqγmnθ)(θγqχ1)(χ2γtθ)〉+ (1↔ 2)
=
1
5760
F 4mne
3
p
[
km1 k
n
2 (χ
1γpχ2) +
1
2
(k1 · k3)(χ1γmnγpχ2)
]
+ (1↔ 2) (3.79)
It is worth noticing that the explicit computation of K2B2F0 becomes easier if we use the
identity (3.69) with a convenient choice for the labels in the right hand side, namely
8I acknowledge the use of GAMMA [51] and specially of FORM [21][22] in these computations.
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K0 = −〈(λA1)(λγmW 3)(λγnW 4)F2mn〉, because now one can check that only one term
contributes
K2B2F0 =
1
24
〈(λγpθ)(λγ[m|γrsθ)(λγ|n]γtuθ)(θγpχ1)(χ2γnθ)〉k2mF 3rsF 4tu
=
1
5760
F 3mnF
4
rs
[
−i(χ1γrχ2)ηsmkn2 +
i
2
(χ1γmnrχ2)ks2
]
+ (3↔ 4). (3.80)
One can verify that (3.79) and (3.80) are in fact equal and equivalent to the RNS result
(see for example [50]). This equality can also be regarded as a check of identity (3.69),
which is reassuring.
The computation ofK4B0 is straightforward (and can also be deduced from the one-loop
result of [3]). One can in fact check that
K4B0 =
1
5760
[
−1
2
(e1 · e3)(e2 · e4)ts− 1
2
(e1 · e4)(e2 · e3)us− 1
2
(e1 · e2)(e3 · e4)tu
+(k4 · e1)(k2 · e3)(e2 · e4)s+ (k3 · e2)(k1 · e4)(e1 · e3)s
+(k3 · e1)(k2 · e4)(e2 · e3)s+ (k4 · e2)(k1 · e3)(e1 · e4)s
+(k1 · e2)(k3 · e4)(e1 · e3)t+ (k4 · e3)(k2 · e1)(e2 · e4)t
+(k4 · e2)(k3 · e1)(e3 · e4)t+ (k1 · e3)(k2 · e4)(e1 · e2)t
+(k2 · e1)(k3 · e4)(e2 · e3)u+ (k4 · e3)(k1 · e2)(e1 · e4)u
+(k4 · e1)(k3 · e2)(e3 · e4)u+ (k2 · e3)(k1 · e4)(e1 · e2)u
]
=
1
2880
tm1n1m2n2m3n3m4n48 F
1
m1n1F
2
m2n2F
3
m3n3F
4
m4n4 , (3.81)
where we used the t8 tensor definition of [54][55].
3.7 Anomaly kinematic factor
Type-I superstring theory is defined in ten dimensional space and contains gluinos of
only one chirality. So it could be plagued by an anomaly which would reveal itself as
the failure of the massless six-point amplitude to be gauge invariant, therefore making
the theory inconsistent at the quantum level. One could even expect type-I theory to be
anomalous, considering the fact that N = 1 super-Yang-Mills in D = 10 definitely has an
anomaly and it is recovered as the low-energy limit of the type-I superstring. But Green
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and Schwarz showed in a seminal 1984 paper that superstring theory is anomaly-free [42],
setting free the spark which lighted the wondrous fire of the so-called First Superstring
Revolution.
One way to understand the absence of the anomaly is to note that to compute the
massless six-point amplitude in type-I superstring theory one has to sum over three dif-
ferent manifolds. That is because at genus one the worldsheet can be the planar (or
non-planar) cylinder or the Mo¨bius strip. So there is a chance of getting a vanishing
gauge transformation if the sum of the non-vanishing partial amplitudes cancel out. And
that is exactly what happens. So it is the extended nature of the string – its propagation
through space-time sweeps a Riemann surface – which allows the cancellation of the gauge
variation. And now one can understand why SYM is anomalous; being the low-energy
limit of type-I superstring theory it looses the information about the size of the string
to become a point, and the three different worldsheet configurations become only one
Feynman graph along the way, making a cancellation impossible.
One can compute the superstring scattering for each worldsheet configuration indi-
vidually and the kinematic factor turns out to be the same for all of them and is given
by
K = ǫm1n1...m5n5k1m1e
1
n1. . .k
5
m5e
5
n5 . (3.82)
In the following sections it will be shown that the non-minimal pure spinor formalism
computation of the hexagon gauge anomaly in the Type-I superstring is equivalent to the
RNS result of [42]. As will be proved below, the kinematic factor of the hexagon gauge
variation can be written as the pure spinor superspace integral
K =
〈
(λγmW 2)(λγnW 3)(λγpW 4)(W 5γmnpW
6)
〉
,
whose bosonic part will be computed to demonstrate that it is the well-known ǫ10F
5 RNS
result of (3.82).
As discussed in [43][44], the anomaly can be computed as a surface term which con-
tributes at the boundary of moduli space. The result can be separated in two parts: the
kinematic factor depending only on momenta and polarizations, and the moduli space
part which depends on the worldsheet surface. We will treat them separately, first we will
compute the kinematic factor and afterwards we will say a few words about the moduli
space part.
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3.7.1 Kinematic factor computation
In the type-I superstring theory with gauge group SO(N), the massless open string six-
point one-loop amplitude is given by
A =
∑
top=P,NP,N
Gtop
∞∫
0
dt〈N
∫
dwb(w)(λA1)
6∏
r=2
∫
dzrUr(zr)〉 (3.83)
where P,NP,N denotes the three possible different world-sheet topologies, each of which
has a different group-factor Gtop [55]. When all particles are attached to one boundary,
we have a cylinder with GP = Ntr(t
a1ta2ta3ta4ta5ta6). When particles are attached to both
boundaries, the diagram is a non-planar cylinder, where GNP = tr(t
a1ta2)tr(ta3ta4ta5ta6).
And finally, there is the non-orientable Mo¨bius strip where GN = −tr(ta1ta2ta3ta4ta5ta6).
We will be interested in the amplitude when all external states are massless gluons with
polarization erm i.e., a
r
m(x) = e
r
me
ik·x, where m = 0, . . .9 is the space-time vector index and
r is the particle label 9. To probe the anomaly, one can compute (3.83) and substitute
one of the external polarizations for its respective momentum. However, instead of first
computing the six-point amplitude and substituting em → km in the answer, we will
first make the gauge transformation in (3.83) and then compute the resulting correlation
function. This will give us the anomaly kinematic factor directly.
Under the super-Yang-Mills gauge transformation (B.7)
δAα = DαΩ, δAm = ∂mΩ, (3.84)
the integrated vertex operator
∫
dzU changes by the surface term
∫
dzδU =
∫
dz∂Ω,
and the unintegrated vertex operator changes by the BRST-trivial quantity δ(λA) =
λαDαΩ = QΩ. Choosing Ω(x, θ) = e
ik·x has the same effect as changing em → km, which
is the desired gauge transformation to probe the anomaly.
To compute the gauge anomaly, it will be convenient to choose the gauge transforma-
tion to act on the polarization e1m in the unintegrated vertex operator, so that the gauge
variation of (3.83) is
δA =
∑
top=P,N,NP
Gtop
∞∫
0
dt〈N
∫
dwb(w)(QΩ(z1))
6∏
r=2
∫
dzrUr(zr)〉. (3.85)
9We will omit the adjoint gauge group index from the polarizations and field-strengths for the rest of
this section.
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Integrating Q by parts inside the correlation function will only get a contribution from the
BRST variation of the b-ghost, which is a derivative with respect to the modulus [48][44].
This is due to the fact that {Q, b} = T together with the definition of the Beltrami
differential as parametrizing the violation of the conformal gauge under a variation of the
metric tensor
δg = δgzzdzdz + δgzzdzdz
where if τ is the modulus parameter then
δgzz = µ
z
z gzzδτ.
In this way, having the insertion of
∫
d2zTzzµ
z
z in a correlation function is equivalent to
derive it with respect to the modulus because
δS
δτ
=
δS
δgzz
δgzz
δτ
=
∫
d2zT · µ.
So (3.85) becomes
δA =−
∑
top
Gtop
∞∫
0
dt
d
dt
〈Ω(z1)N
6∏
r=2
∫
dzrUr(zr)〉 (3.86)
≡−K
∑
top
Gtop
[
Btop(∞)− Btop(0)
]
, (3.87)
where the moduli space part of the anomaly is encoded in the function
Btop(t) ≡
t∫
0
dz6
z6∫
0
dz5
z5∫
0
dz4
z4∫
0
dz3
z3∫
0
dz2 〈
6∏
r=1
: eikr ·xr :〉top,
and K = 〈NU2U3U4U5U6〉. From (3.86), it is clear that the anomaly comes from the
boundary of moduli space.
To compute the kinematic factor K, observe that there is an unique way to absorb the
16 zero modes of dα, 11 of s
α and 11 of rα. The regularization factor N must provide 11
dα, 11 s
α and 11 rα zero modes. The five remaining dα zero modes must come from the
external vertices10 through (dW)5. As in the computations of the previous section, the
kinematic factor is thus given by a pure spinor superspace integral involving 3 λ’s and 5
10It follows from this zero mode counting that the anomaly trivially vanishes for amplitudes with less
than six external massless particles.
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W ’s, as can be easily verified by integrating all the zero mode measures except [dλ], [dλ]
and [dr]. To find out how the indices are contracted in K, choose the reference frame
where only λ+ 6= 0. Then one can easily check that the unique U(1) × SU(5)-invariant
contraction is
K =
〈
(λ+)3ǫabcdeW
a
2W
b
3W
c
4W
d
5W
e
6
〉
,
which in SO(10)-covariant notation translates into
K = 〈(λγmW2)(λγnW3)(λγpW4)(W5γmnpW6)〉. (3.88)
Now one needs to check if the pure spinor expression (3.88) reproduces the known
ǫ10F
5 contraction computed with the RNS formalism [42].
When all external states are gluons, there is only one possibility to obtain the re-
quired five θ’s from the pure spinor measure 〈λ3θ5〉. Using the superfield expansions from
appendix B we see that each superfield W α(θ) must contribute one θ through the term
−1
4
(γmnθ)αFmn. Therefore the kinematic factor (3.88) is equal to
= − 1
1024
〈(λγpγm2n2θ)(λγqγm3n3θ)(λγrγm4n4θ)(θγm5n5γpqrγm6n6θ)〉F 2m2n2. . .F 6m6n6 .
(3.89)
We will now demonstrate the equivalence with the RNS anomaly result of [42] by proving
that
〈(λγpγm1n1θ)(λγqγm2n2θ)(λγrγm3n3θ)(θγm4n4γpqrγm5n5θ)〉 = 1
45
ǫm1n1...m5n5. (3.90)
We will first show that the correlation in (3.90) is proportional to ǫ10 by checking its
behavior under a parity transformation. Using the language of [13], we can rewrite (3.90)
as
(T−1)(αβγ)[ρ1ρ2ρ3ρ4ρ5]T(αβγ)[δ1δ2δ3δ4δ5](γ
m1n1)δ1ρ1(γ
m2n2)δ2ρ2(γ
m3n3)δ3ρ3(γ
m4n4)δ4ρ4(γ
m5n5)δ5ρ5 ,
(3.91)
where T and T−1 are defined by
(T−1)(α1α2α3)[δ1δ2δ3δ4δ5] = (γm)α1δ1(γn)α2δ2(γp)α3δ3(γmnp)δ4δ5 (3.92)
T(α1α2α3)[δ1δ2δ3δ4δ5] = γ
m
α1δ1γ
n
α2δ2γ
p
α3δ3
(γmnp)δ4δ5 ,
and the α-indices are symmetric and gamma matrix traceless, and the δ-indices are anti-
symmetric. Since a parity transformation has the effect of changing a Weyl spinor ψα to an
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anti-Weyl spinor ψα, it follows from the definitions of (3.92) that a parity transformation
exchanges T ↔ T−1. Furthermore, since a parity transformation also changes
(γmn)δρ → (γmn) ρδ = −(γmn)ρδ,
it readily follows that the kinematic factor (3.91) is odd under parity, so it is proportional
to ǫ10. Finally, the proportionality constant of
1
45
in (3.90) can be explicitly computed
using the identities listed in Appendix B.
3.7.2 The evaluation of the moduli space part
In this section we compute the limits of Btop(t) when the topology of the open string
world-sheet is a cylinder, where Btop(t) is given by
Btop(t) ≡
θ∫
0
dw5
w5∫
0
dw4
w4∫
0
dw3
w3∫
0
dw2
w2∫
0
dw1 〈
6∏
r=1
: eikr ·Xr :〉top, (3.93)
and θ = it. Note that to obtain (3.93) we did not need to introduce any regularization
factor such as the Pauli-Villars used in [55]. Furthermore, in the RNS computations of
[55] the fact that the anomaly is an effect from the boundary of moduli space is not
evident, and was first pointed out in [44]. This was later verified to be the case in
[43] and [45]. Using the non-minimal pure spinor formalism it is clear from (3.87) that
the anomaly comes from the boundary of moduli space. Although reference [45] uses a
different formalism, the evaluation of the moduli space limits of (3.93) require almost
identical manipulations as the ones described there, so this subsection is heavily based
on it. The final result is obviously the same, concluding the proof that the non-minimal
pure spinor formalism analysis of the gauge anomaly in type-I superstring is equivalent
to the RNS.
When the topology is a cylinder (P) we have [45]
〈
6∏
r=1
: eikr ·Xr :〉P ∼ 1
t5
∏
i<j
[
ψC(wij|τ)
]ki·kj
,
where
ψC(wij|τ) = −ie(iπw2ij/τ)ϑ1(wij|τ)
η3(τ)
,
and
ϑ1(ν|τ) = 2q1/8 sin(πν)
∞∏
n=1
(1− qn)(1− qne2πiν)(1− qne−2πiν),
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η(τ) = q1/24
∞∏
n=1
(1− qn),
with q = exp (2πiτ). Note that
lim
t→∞
ψC(wij|τ) = 2 sin(πwij), (3.94)
implies the vanishing of limt→∞B(t). To obtain the limit when t → 0 we make the
following change of variables w˜ = w
τ
and τ˜ ≡ it˜ = − 1
τ
to get
BP (t) ≡
1∫
0
dw˜5
w˜5∫
0
dw˜4
w˜4∫
0
dw˜3
w˜3∫
0
dw˜2
w˜2∫
0
dw˜1
∏
i≤j
[
ψC(w˜ij|τ˜)
]ki·kj
,
where
ψC(w˜ij|τ˜) = −i exp (−iπw˜ij/τ˜)
ϑ1(− w˜ijτ˜ | − 1τ˜ )
η3(− 1
τ˜
)
=
i
τ˜
ϑ1(w˜ij|τ˜)
η3(τ˜)
. (3.95)
To obtain (3.95) we used the well-known modular transformation properties,
ϑ1(−ν
τ
| − 1
τ
) = −i√−iτ exp (iπν2/τ)ϑ1(−ν|τ)
η(−1
τ
) =
√−iτη(τ),
and ϑ1(−ν|τ) = −ϑ1(ν|τ). Note that the factor of i/τ˜ in (3.95) will not contribute because
of momentum conservation and masslessness of the external particles,
∏
i<j
(
i
τ˜
)ki·kj
=
(
i
τ˜
)P
i<j ki·kj
= 1.
Noting that the limit is now t˜→∞, we can use the previous result (3.94) to finally obtain
lim
t→0
BP (t) =
1∫
0
dw˜5
w˜5∫
0
dw˜4
w˜4∫
0
dw˜3
w˜3∫
0
dw˜2
w˜2∫
0
dw˜1
∏
i<j
[
2 sin(πwij)
]ki·kj
. (3.96)
The final expression for the gauge variation of the amplitude in the planar cylinder is
finally
δA = KGP
1∫
0
dw˜5
w˜5∫
0
dw˜4
w˜4∫
0
dw˜3
w˜3∫
0
dw˜2
w˜2∫
0
dw˜1
∏
i<j
[
sin(πw˜ij)
]ki·kj
, (3.97)
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where K is given by (1.13). When the world-sheet is a Mo¨bius strip the kinematical factor
is exactly the same. The limits of (3.93) in the boundary of moduli space are however
different. We will not repeat the computation here and merely quote the result of [55][45]
that limt→0BN (t) = 32 limt→0BP (t). From this it follows that the sum of the anomalies
for the planar and non-orientable diagrams vanish if N = 32, i.e., if the gauge group is
SO(32). For the non-planar cylinder one can show that (3.93) vanishes [55].
3.7.3 The fermionic expansion
From the explicit bosonic computation of the anomaly kinematic factor of section 3.7.1
we know that it is a total derivative, because
ǫmnpqrstuvx10 FmnFpqFrsFtuFvx = 2∂m
[
ǫmnpqrstuvx10 AnFpqFrsFtuFvx
]
.
What about the fermionic components? Based on supersymmetry we expect them to be
total derivatives also, and in this section we explicitly compute the 2F3B components of
(3.88) to show that this is indeed true.
If we choose the particle distribution to be f0f1b2b3b4 then we obtain for
K = 〈(λγmW2)(λγnW3)(λγpW4)(W0γmnpW1)〉
the following distribution of thetas
W 2(θ) W 3(θ) W 4(θ) W 0(θ) W 1(θ)
3 1 1 0 0
1 1 3 0 0
1 3 1 0 0
1 1 1 2 0
1 1 1 0 2
Using the component expansion of Appendix B and the identity
ψαχβ =
1
16
γαβm (ψγ
mχ) +
1
96
γαβmnp(ψγ
mnpχ) +
1
3840
γαβmnpqr(ψγ
mnpqrχ)
the above table translates to
256K =
+
[1
3
〈(λγmγrtθ)(λγnγm3n3θ)(λγpγm4n4θ)(θγtm2n2θ)〉 (χ0γmnpχ1)k2r
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+
1
3
〈(λγmγrtθ)(λγnγm2n2θ)(λγpγm4n4θ)(θγtm3n3θ)〉 (χ0γmnpχ1)k3r
+
1
3
〈(λγmγrtθ)(λγnγm2n2θ)(λγpγm3n3θ)(θγtm4n4θ)〉 (χ0γmnpχ1)k4r
− 1
16
〈(λγmγm2n2θ)(λγnγm3n3θ)(λγpγm4n4θ)(θγkaγmnpγrγaθ)〉 k0k(χ0γrχ1)
+
1
16
〈(λγmγm2n2θ)(λγnγm3n3θ)(λγpγm4n4θ)(θγkaγmnpγrγaθ)〉 k1k(χ0γrχ1)
+
1
96
〈(λγmγm2n2θ)(λγnγm3n3θ)(λγpγm4n4θ)(θγkaγmnpγrstγaθ)〉 k0k(χ0γrstχ1)
+
1
96
〈(λγmγm2n2θ)(λγnγm3n3θ)(λγpγm4n4θ)(θγkaγmnpγrstγaθ)〉 k1k(χ0γrstχ1)
− 1
3840
〈(λγmγm2n2θ)(λγnγm3n3θ)(λγpγm4n4θ)(θγkaγmnpγrstuvγaθ)〉 k0k(χ0γrstuvχ1)
+
1
3840
〈(λγmγm2n2θ)(λγnγm3n3θ)(λγpγm4n4θ)(θγkaγmnpγrstuvγaθ)〉 k1k(χ0γrstuvχ1)
]
×F 2m2n2F 3m3n3F 4m4n4 . (3.98)
It will be instructive to compute the correlator by parts, separating them according to
the factors of (χ0γrχ
1), (χ0γrstχ
1) or (χ0γrstuvχ
1).
The terms containing (χ0γrχ
1) are given by Kr =
− 1
16
(χ0γrχ
1)(k0k − k1k)F 2F 3F 4〈(λγmγm2n2θ)(λγnγm3n3θ)(λγpγm4n4θ)(θγkaγmnpγrγaθ)〉
which can be rewritten using the tensor (3.102) computed in section 3.8,
Kr = +
1
16
(χ0γrχ
1)(k0k − k1k)tarm2n2m3n3m4n4kb10 δab
= − 1
360
tkrm2n2m3n3m4n48 (k
0
k − k1k)(χ0γrχ1)F 2m2n2F 3m3n3F 4m4n4. (3.99)
To compare (3.99) with the terms proportional to (χ0γrstχ
1) in (3.98) it is convenient to
use Dirac’s equation such that
k0k(χ
0γkmnχ1) = −2k0[m(χ0γn]χ1), k1k(χ0γkmnχ1) = +2k1[m(χ0γn]χ1)
which allows one to rewrite (3.99) as follows
256Kr = +
1
720
tmnm2n2m3n3m4n48 (k
0
k + k
1
k)(χ
0γkmnχ
1)F 2m2n2F
3
m3n3F
4
m4n4 .
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The terms in (3.98) proportional to (χ0γrstχ
1) can be computed similarly and we obtain
256Krst = +
1
720
tmnm2n2m3n3m4n48 (k
2
k + k
3
k ++k
4
k)(χ
0γkmnχ
1)F 2m2n2F
3
m3n3
F 4m4n4,
and therefore
256(Kr +Krst) = +
1
720
tmnm2n2m3n3m4n48
4∑
i=0
kik(χ
0γkmnχ
1)F 2m2n2F
3
m3n3
F 4m4n4 . (3.100)
Another long computation for the terms proportional to (χ0γrstuvχ
1) results in the fol-
lowing
256Krstuv = − 53
25200
4∑
i=0
kik(χ
0γkm2n2m3n3m4n4χ1)F 2m2n2F
3
m3n3
F 4m4n4 ,
therefore we have show that the terms containing two fermions and three bosons in (3.98)
combine into a total derivative.
3.8 t8 and ǫ10 from pure spinor superspace
In this section we digress about an interesting identity which involves both the t8 and ǫ10
tensors, showing how closely related they are when obtained from pure spinor superspace
integrals. This is different from computations in the RNS formalism where t8 and ǫ10
come from correlation functions with different spin structures.
Since the one-loop t8F
4 and ǫ10BF
4 terms are expected to be related by non-linear
supersymmetry, there might be a common superspace origin for the t8 and ǫ10 tensors.
This suggests looking for a BRST-closed pure spinor superspace integral involving four
super-Yang-Mills superfields whose bosonic part involves both the t8 and ǫ10 tensors. One
such BRST-closed expression is
〈(λγrW 1)(λγsW 2)(λγtW 3)(θγmγnγrstW 4)〉. (3.101)
Although (3.101) is not spacetime supersymmetric because of the explicit θ, it might
be related to a supersymmetric expression in a constant background where the N = 1
supergravity superfield Gmα satisfies Gmα = γmαβθ
β + bmn(γ
nθ)α for constant bmn.
When restricted to its purely bosonic part, (3.101) defines the following 10-dimensional
tensor:
tmnm1n1m2n2m3n3m4n410 =
〈
(λγaγm1n1θ)(λγbγm2n2θ)(λγcγm3n3θ)(θγmγnγabcγ
m4n4θ)
〉
.
(3.102)
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Using γmγn = γmn + ηmn we obtain
tmnm1n1m2n2m3n3m4n410 = +〈(λγaγm1n1θ)(λγbγm2n2θ)(λγcγm3n3θ)(θγmnγabcγm4n4θ)〉
+ηmn〈(λγaγm1n1θ)(λγbγm2n2θ)(λγcγm3n3θ)(θγabcγm4n4θ)〉. (3.103)
And using the identities listed in appendix B, one can check that11
tmnm1n1m2n2m3n3m4n410 = −
2
45
[
ηmntm1n1m2n2m3n3m4n48 −
1
2
ǫmnm1n1m2n2m3n3m4n4
]
. (3.104)
It is also interesting to contrast the similarity between ǫ10 and t8 when written in
terms of the T and T−1 tensors:
ǫmnm1n1...m4n4 ∝ (T−1)(αβγ)[ρ0ρ1ρ2ρ3ρ4]T(αβγ)[δ0δ1δ2δ3δ4](γmn)δ0ρ0 . . .(γm4n4)δ4ρ4
tm1n1...m4n48 ∝ (T−1)(αβγ)[κρ1ρ2ρ3ρ4]T(αβγ)[κδ1δ2δ3δ4](γm1n1)δ1ρ1 . . .(γm4n4)δ4ρ4 ,
which shows, in a pure spinor superspace language, how one can “obtain” the t8 tensor
from ǫ10: it is a matter of removing (γ
mn)δ0ρ0 and contracting the associated spinorial
indices in T and T−1. So when using pure spinors, there is a close relation between these
two different-looking tensors.
3.9 Massless open string five-point amplitude at one-
loop
In this section we will describe some of the ongoing work with Christian Stahn to obtain
the kinematic factor for the massless five-point amplitude for open strings12.
3.9.1 Modified NMPS computation
First of all I will show how one can get the correct answers for the bosonic components
using the following substitution rule∫
d2zb · µV 1 −→ (d0θ)
∫
dzU1(z) (3.105)
11The sign in front of ǫ10 depends on the chirality of θ. For an anti-Weyl θα, the sign is “+”.
12This is the status of the computation as of September 2008. It was later completely finished and the
agreement with bosonic computations obtained with other formalisms demonstrated [75].
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where d0α means only the zero mode. Using (3.105) the amplitude prescription of
A =
∫
dt〈N (
∫
b · µ)V 1U2U3U4U5〉 (3.106)
becomes
A =
∫
dt〈N (dθ)U1U2U3U4U5〉 (3.107)
where the regularization factor is given by (2.92)
N = exp [− (λλ)− (ww)− (rθ) + (sd)].
To saturate the 16 zero-modes of dα and 11 of s
α which are present at the one-loop level
there is only one possibility using the modified prescription of (3.107). The regularization
factor N provides 11 zero-modes of sα and dα. Note that there is already a zero mode
in the factor (d0θ) so the remaining four dα zero modes can come from the five external
vertices through two different ways, depending on which term of the integrated vertex is
chosen to act by its OPE over the others. The kinematic factor then becomes
K = 〈(dθ)(dW 1)(dW 2)(dW 3)(dW 4)
(
A5mΠ
m + dˆαW
α
5
)
〉+ perm(2345) (3.108)
= Ka +Kb,
where, following the notation of [50], we defined
Ka =
4∑
i=1
Gθ(z5, z2)〈(λγmθ)(λγnW 1)(λγpγrsW 5)(W 3γmnpW 4)F 2rs〉 (3.109)
Kb =
4∑
i=1
GX(z5, zi)k
r
i 〈A5r(λγmθ)(λγnW 1)(λγpW 2)(W 3γmnpW 4)〉 (3.110)
To go from (3.108) to arrive at (3.109) and (3.110) we used the following substitution
dδ1dδ2dδ3dδ4dδ5 → (λγm)[δ1(λγn)δ2(λγp)δ3(γmnp)δ4δ5], (3.111)
which can be justified by a ghost number conservation argument using the integrations
over the measures [dw], [dw] and [ds], as explained in section 2.8.2.
To evaluate the bosonic components of (3.110) one notices that the superfield A5r
doesn’t contribute any θ’s, so it can be moved out of the pure spinor brackets 〈 〉. By
making use of identity (3.53) we get
Kb = 8
4∑
i=1
GX(z5, zi)(k
i · e5)〈(λA1)(λγmW 2)(λγnW 3)F4mn〉,
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which is equivalent to equation (5.5.2) of [50].
In the kinematic factor Kb we will restrict our attention to the term proportional to
Gθ(z5, z2), which is antisymmetric in its arguments. Consequently,
Ka = Gθ(z5, z2)
[
〈(λγmθ)(λγnW 1)(λγpγrsW 5)(W 3γmnpW 4)F 2rs〉 − (2↔ 5)
]
.
After checking that the following is true for the bosonic components
〈k1t e1u(λγmW 3)(λγnW 4)(λγpγrsW 5)(θγtγmnpγuθ)F2rs〉 − (2↔ 5) = 0,
one can repeat the steps in the proof of section 3.3.5 to arrive at the following
Ka = −Gθ(z5, z2)
[
〈(DγmnpA1)(λγmW 3)(λγnW 4)(λγpγrsW 5)F 2rs〉 − (2↔ 5)
]
. (3.112)
The computation of the bosonic components of (3.112) is straightforward,
Ka = − 1
256
F 1m1n1 . . .F
5
m5n5
[
〈(λγmθ)(λγnγm1n1θ)(λγpγm2n2γm5n5θ)(θγm3n3γmnpγm4n4θ)〉 − (2↔ 5)
]
=
1
360
[
+ 2F 1mnF
2
mpF
3
nqF
4
qrF
5
pr + 2F
1
mnF
2
mpF
3
qrF
4
nqF
5
pr − F 1mnF 2mpF 3qrF 4qrF 5np
+ F 1mnF
2
pqF
3
mnF
4
prF
5
qr − 2F 1mnF 2pqF 3mpF 4nrF 5qr + 2F 1mnF 2pqF 3mrF 4npF 5qr
+ 2F 1mnF
2
pqF
3
mrF
4
prF
5
nq + F
1
mnF
2
pqF
3
prF
4
mnF
5
qr + 2F
1
mnF
2
pqF
3
prF
4
mrF
5
nq
]
. (3.113)
This result is equivalent to equation (5.5.1) of [50]. So the modified prescription of (3.107)
is able to quickly reproduce the same bosonic results while being simpler to obtain than
using the “unmodified” non-minimal pure spinor prescription of 2.8.2, as we shall see in
the next subsection. However much work remains to be done in order to understand the
procedure described in the previous paragraphs and to relate it to following (incomplete
as of September 2008)13 computation using the “unmodified” NMPS formalism.
3.9.2 Unmodified NMPS computation
Using the unmodified NMPS prescription of (3.106), with the b-ghost being
b = sα∂λα +
2Πm(λγmd)−Nmn(λγmn∂θ)− J(λ∂θ) − (λ∂2θ)
4(λλ)
(3.114)
13It was completed in February 2009 and agreement was found with RNS/GS/LS [75].
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+
(λγmnpr)(dγmnpd+ 24NmnΠp)
192(λλ)2
− (rγ
mnpr)(λγmd)Nnp
16(λλ)3
+
(rγmnpr)(λγpqrr)NmnN
qr
128(λλ)4
,
the saturation of the 16 dα and 11 s
α zero modes implies these four different expressions
for the kinematic factor14.
I1 =
1
2
〈 Π
m
(λλ)
(λγmd)(λA
1)(dW 2)(dW 3)(dW 4)(dW 5)〉 (3.115)
I2 = − 1
16
〈(rγmnpr)
(λλ)3
(λγmd)Nnp(λA1)(dW 2)(dW 3)(dW 4)(dW 5)〉 (3.116)
I3 =
1
96
〈(λγmnpr)
(λλ)2
(dγmnpdˆ)(λA1)(dW 2)(dW 3)(dW 4)(dW 5)〉 (3.117)
I4 = 〈(λγmnpr)
192(λλ)2
(dγmnpd)(λA1)(dW 2)(dW 3)(dW 4)(A5qΠ
q + (dˆW 5) +
1
2
N · F 5)〉
+perm(2345)〉 (3.118)
We will restrict out attention to I4, which is the only case where the b-ghost doesn’t act
through OPE’s.
The term proportional to Gθ(z5, z2) in (3.118) is
Gθ(z5, z2)〈(λγmnpr)(dγmnpd)(λA1)(dγrsW 5)(dW 3)(dW 4)F2rs〉 − (2↔ 5),
which becomes
Ka = Gθ(z5, z2)〈(λγmnpD)
[
(λA1)(λγmγrsW 5)(λγnW 3)(λγpW 4)F2rs
]
〉−(2↔ 5)+(3↔ 4),
where we summed over (3 ↔ 4) for reasons which will soon become clear. After a long
and tedious computation we get
Ka/Gθ(z5, z2) = 〈(λγmnpD)
[
(λA1)F2rs
]
(λγmγrsW 5)(λγnW 3)(λγpW 4)〉
−48(λλ)〈(λA1)(λγ[mW 3)(λγn]W 4)F2muF 5nu〉
+12(λλ)〈(λA1)(λγmγrsW 5)(λγnW 4)F2rsF3mn〉
+12(λλ)〈(λA1)(λγmγrsW 5)(λγnW 3)F2rsF4mn〉
+4〈(λγrsλ)(λA1)(λγmW 3)(λγnW 4)F2rsF5mn〉
+4〈(λγrsλ)(λA1)(λγmW 3)(λγnW 4)F5rsF2mn〉
14The hat notation means that the variable acts via its OPE.
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−16〈(λγtuλ)(λA1)(λγ[mW 3)(λγn]W 4)F2mtF5nu〉
−(2↔ 5) + (3↔ 4). (3.119)
However the last three lines of (3.119) vanish after antisymmetrization over [25]. The
second line can be rewritten more conveniently as
−48(λλ)〈(λA1)(λγ[mW 3)(λγn]W 4)F2muF 5nu〉 =
1
2
(λλ)〈(λγmnpqrλ)(λA1)(W 3γpqrW 4)F2muF5nu〉.
Therefore (3.119) becomes, after explicitly summing over (3↔ 4),
Ka/Gθ(z5, z2) =
+〈(λγmnpD)
[
(λA1)F2rs
]
(λγmγrsW 5)(λγnW 3)(λγpW 4)〉
+〈(λγmnpD)
[
(λA1)F2rs
]
(λγmγrsW 5)(λγnW 4)(λγpW 3)〉
+(λλ)〈(λγmnpqrλ)(λA1)(W 3γpqrW 4)F2muF5nu〉
+24(λλ)〈(λA1)(λγmγrsW 5)(λγnW 4)F2rsF3mn〉
+24(λλ)〈(λA1)(λγmγrsW 5)(λγnW 3)F2rsF4mn〉
−(2↔ 5).
The first two lines can be rewritten using γnα(β(γn)γδ) = 0, for example
(λγmnpD)
[
(λA1)F2rs
]
(λγmγrsW 5)(λγnW 3)(λγpW 4) = (3.120)
= −Dσ
[
(λA1)F2rs
]
(λγmγnγp)σ(λγnW 3)(λγmγrsW 5)(λγpW 4)
= (λγnγ
pD)
[
(λA1)F2rs
]
(λγmγnW 3)(λγmγrsW 5)(λγpW 4)
+Dσ
[
(λA1)F2rs
]
(λγmγ
nλ)(W 3γnγp)σ(λγmγrsW 5)(λγpW
4)
= 2(λD)
[
(λA1)F2rs
]
(λγmγnW 3)(λγmγrsW 5)(λγnW 4) (3.121)
+2(λλ)(W 3γmγpD)
[
(λA1)F2rs
]
(λγmγrsW 5)(λγpW 4). (3.122)
Using the equation of motion (λD)(λA) = 0 and a few gamma matrix identities we obtain
for (3.121) (and its permutation over (3↔ 4))
2〈(λD)[(λA1)F2rs](λγmγnW 3)(λγmγrsW 5)(λγnW 4)〉+ (3↔ 4) = (3.123)
= −8k2r〈(λA1)(λγmW 2)(λγrW 5)
[
(λγmnW
3)(λγnW 4) + (λγmnW
4)(λγnW 3)
]〉
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= −4k2r〈(λγabλ)(λA1)(λγmW 2)(λγrW 5)(W 3γmabW 4)〉,
where to arrive at the last line we used
W α3 W
β
4 =
1
16
(W 3γmW 4)γαβm +
1
96
(W 3γmnpW 4)γαβmnp +
1
3840
(W 3γmnpqrW 4)γαβmnpqr.
To rewrite (3.122) in a more convenient way we use Dα(λA
1) = −(λD)A1+(λγq)αAq and
(B.10),
2(λλ)(W 3γmγpD)
[
(λA1)F2rs
]
(λγmγrsW 5)(λγpW 4) = (3.124)
= −2(λλ)(W 3γmγp)α(QA1α)F2rs(λγmγrsW 5)(λγpW 4)
+2(λλ)A1q(W
3γmγpγqλ)F2rs(λγmγrsW 5)(λγpW 4)
+4k2r(λλ)(λA
1)(λγmγrsW 5)(λγpW 4)(W 3γmγpγsW 2).
The second line is zero due to the pure spinor condition. Integrating the BRST-charge
by parts (3.124) becomes
= −1
2
(λλ)〈(λγtuγmγpA1)F 3tuF 2rs(λγmγrsW 5)(λγpW 4)〉 (3.125)
+
1
2
(λλ)〈(W 3γmγpA1)(λγmrstuλ)(λγpW 4)F2rsF5tu〉 (3.126)
+8k2r(λλ)〈(W 3γmγpA1)(λγmW 2)(λγrW 5)(λγpW 4)〉
+4k2r(λλ)〈(λA1)(λγmγrsW 5)(λγpW 4)(W 3γmγpγsW 2)〉.
The first line can be rewritten as
−1
2
(λλ)〈(λγtuγmγpA1)F 3tuF 2rs(λγmγrsW 5)(λγpW 4)〉 =
= 4(λλ)(λA1)(λγmγrsW 5)(λγnW 4)F2rsF3mn,
and (3.126) vanishes after antisymmetrization in [25]. Therefore
2(λλ)(W 3γmγpD)
[
(λA1)F2rs
]
(λγmγrsW 5)(λγpW 4) + (3↔ 4) = (3.127)
+4(λλ)(λA1)(λγmγrsW 5)(λγnW 4)F2rsF3mn
+4(λλ)(λA1)(λγmγrsW 5)(λγnW 3)F2rsF4mn
−8k2r(λλ)〈(λγrW 5)(λγmW 2)(λγnW 4)(W 3γmnA1)〉
−8k2r(λλ)〈(λγrW 5)(λγmW 2)(λγnW 3)(W 4γmnA1)〉
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+4k2r(λλ)〈(λA1)(λγmγrsW 5)(λγpW 4)(W 3γmpγsW 2)〉.
+4k2r(λλ)〈(λA1)(λγmγrsW 5)(λγpW 3)(W 4γmpγsW 2)〉.
So that finally from (3.120), (3.123) and (3.127) we get
〈(λγmnpD)
[
(λA1)F2rs(λγmγrsW 5)(λγnW 3)(λγpW 4)
]
〉 − (2↔ 5) + (3↔ 4) =
+(λλ)〈(λγmnpqrλ)(λA1)(W 3γpqrW 4)F2muF5nu〉
+28(λλ)〈(λA1)(λγmγrsW 5)(λγnW 4)F2rsF3mn〉
+28(λλ)〈(λA1)(λγmγrsW 5)(λγnW 3)F2rsF4mn〉
−8k2r(λλ)〈(λγrW 5)(λγmW 2)(λγnW 4)(W 3γmnA1)〉
−8k2r(λλ)〈(λγrW 5)(λγmW 2)(λγnW 3)(W 4γmnA1)〉
+4k2r(λλ)〈(λA1)(λγmγrsW 5)(λγnW 4)(W 3γmnγsW 2)〉
+4k2r(λλ)〈(λA1)(λγmγrsW 5)(λγnW 3)(W 4γmnγsW 2)〉
−4k2r〈(λγabλ)(λA1)(λγmW 2)(λγrW 5)(W 3γabmW 4)〉 − (2↔ 5), (3.128)
where we used (λγm)α(λγm)β = 0 to convert γmγp into γmp in the fourth and fifth lines.
Using the tensor (3.32) we obtain
〈(λγabλ)(λA1)(λγmW 2)(λγrW 5)(W 3γabmW 4)〉 =
+
3
2
〈(λγabA1)(λγmW 2)(λγrW 5)(W 3γabmW 4)〉
+
3
2
〈(λA1)(λγabmW 2)(λγrW 5)(W 3γabmW 4)〉
+
3
2
〈(λA1)(λγmW 2)(λγabγrW 5)(W 3γabmW 4)〉,
and therefore the last line in (3.128) can be evaluated using the standard methods.
Using the identity γnα(β(γn)γδ) = 0 one can show that (3.112) – which gives us the right
answer for the kinematic factor – can be rewritten like
〈(DγmnpA1)(λγmW 3)(λγnW 4)(λγpγrsW 5)F 2rs〉 − (2↔ 5) = (3.129)
= −8〈(λA1)(λγmγrsW 5)(λγnW 4)F2rsF3mn
+16k2r〈(λγrW 5)(λγmW 2)(λγnW 4)(A1γmnW 3)− (2↔ 5),
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therefore we conclude that if
+(λλ)〈(λγmnpqrλ)(λA1)(W 3γpqrW 4)F2muF5nu〉
+24(λλ)〈(λA1)(λγmγrsW 5)(λγnW 4)F2rsF3mn〉
+24(λλ)〈(λA1)(λγmγrsW 5)(λγnW 3)F2rsF4mn〉
+4k2r(λλ)〈(λA1)(λγmγrsW 5)(λγnW 4)(W 3γmnγsW 2)〉
+4k2r(λλ)〈(λA1)(λγmγrsW 5)(λγnW 3)(W 4γmnγsW 2)〉
−4k2r〈(λγabλ)(λA1)(λγmW 2)(λγrW 5)(W 3γabmW 4)〉 − (2↔ 5), (3.130)
is proportional to (3.129) then the NMPS kinematic factor computation described above
is equivalent15 to the RNS result listed in [50].
15Note added: The story is a bit more complex. See the complete result in [75].
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Chapter 4
Conclusions
In this thesis we have shown how the pure spinor formalism can be used to obtain in a
manifestly SO(1,9)-covariant and supersymmetric way various scattering amplitudes for
massless particles. We emphasized the simple pure spinor superspace expressions for their
kinematic factors and how they encode the complete results for all possible external state
combination related by supersymmetry, and computed them explicitly in components.
The results which were known from the computations of the RNS and GS formalisms
were shown to be correctly reproduced. But also new results were obtained, namely the
explicit computation at two-loops involving external fermionic states [15][5].
What was also accomplished is a simple proof which explicitly relates the massless
four-point kinematic factors at tree-level with those at one- and two-loops. The proof can
be summarized as follows,
K0 = −1
3
K1, K2 = −32K0 Y(s, t, u), (4.1)
where K0, K1 and K2 denote the complete supersymmetric massless four-point kinematic
factors at tree-level, one-loop and two-loops, respectively. The function Y(s, t, u) is called
quadri-holomorphic 1-form and is quadratic in momenta. It is given by
Y(s, t, u) = [(u− t)∆(1, 2)∆(3, 4) + (s− t)∆(1, 3)∆(2, 4) + (s− u)∆(1, 4)∆(2, 3)] .
But there is more to the scattering amplitude than just its kinematic factor. The ampli-
tudes also depend on the moduli space of the Riemann surface. Considering the ampli-
tudes for closed strings they read
A0 ∝ e−2φK0K0
Γ(−α′t
4
)Γ(−α′u
4
)Γ(−α′s
4
)
Γ(1 + α
′t
4
)Γ(1 + α
′u
4
)Γ(1 + α
′s
4
)
,
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A1 ∝ K1K1
∫
M1
|dτ |2
(Imτ)2
F1(τ),
A2 ∝ e2φK˜2K˜2
∫
M2
|d3Ω|2
(det ImΩ)5
F2(Ω,Y), (4.2)
where F1(τ) and F2(Ω,Y) are modular invariant functions given by
F1(τ) =
1
(Imτ)3
∫
d2z2
∫
d2z3
∫
d2z4
∏
i<j
G1(zi, zj)
ki·kj .
F2(Ω,Y) =
∫
|Y|2
∏
i<j
G2(zi, zj)
ki·kj
and for convenience we defined K2 = K˜2Y . It is not hard to say that, up to overall coeffi-
cients, equations (4.1) – (4.2) encode the state-of-the-art of what is known about massless
four-point scattering amplitudes in superstring theory after more than two decades of
heavy development.
Much more work remains to be done. For example, the coefficients in the above am-
plitudes can be derived by factorization [76][77], but it is still unclear how to obtain them
directly from the pure spinor amplitude prescription1. Another project worth pursuing
is the computation of higher-point scattering amplitudes, because not so much is known
about these amplitudes involving fermionic fields [78][79]. At tree-level, it would be in-
teresting to find the pure spinor superspace expression which reproduces the five-point
results of [80], therefore also obtaining the fermionic amplitudes along the way. One
could expect some previously unknown hidden simplicities will become apparent using
pure spinor superspace. For example there may be a possible generalization of the iden-
tities of [5] to the case of five-point amplitudes (as one could expect from the conjecture
in [81]).
Therefore there remains some avenues of research exploring the pure spinor formalism’s
aptitude to compute superstring scattering amplitudes.
1The analogous task has not yet been done with the RNS at two-loops.
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Appendix A
Evaluating Pure Spinor Superspace
Expressions
In the previous chapter we have encountered many pure spinor superspace expressions of
the form
〈λαλβλγθδ1θδ2θδ3θδ4θδ5fαβγ(θ)〉 (A.1)
where fαβγ(θ) was composed by some combination of super-Yang-Mills superfields and
the angle brackets 〈 〉 is defined in such a way that the only non-vanishing component
is proportional to
〈(λγmθ)(λγnθ)(λγpθ)(θγmnpθ)〉 = 1. (A.2)
We will now proceed to show how they can be explicitly computed, obtaining as a result
an expression which depends only on polarizations em, ξ
α and momenta km. That this
is possible can be seen by checking that there is only one scalar built out of three pure
spinors λα and five unconstrained θ’s
[0, 0, 0, 0, 3]⊗
(
[0, 0, 0, 3, 0] + [1, 1, 0, 1, 0]
)
= 1X [0, 0, 0, 0, 0] + 2X [0, 0, 0, 1, 1] + . . .,
so that an arbitrarily complicated pure spinor correlator written in terms of three λ’s and
five θ’s can be written entirely in terms of Kronecker deltas and Levi-Civita ǫ10 tensors.
After expanding the superfields appearing in the generic correlator (A.1) and taking
the terms which contain five θ’s one will get
θδ1θδ2θδ3θδ4θδ5fαβγδ1δ2δ3δ4δ5
where fαβγδ1δ2δ3δ4δ5 is composed by a string of gamma matrices with several indices. Each
one of those terms can be easily evaluated using the rule (A.2).
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Suppose one wants to compute the following pure spinor correlation
〈(λγmθ)(λγnγrsθ)(λγpγtuθ)(θγfghθ)〉. (A.3)
To use the argument after (A.2) it is better to write (A.3) in a form in which the symme-
tries over the vector indices are manifest. In this case we can do it by using the gamma
matrix identity
γmγnp = γmnp + ηmnγp − ηmpγn. (A.4)
to obtain
〈(λγmθ)(λγnγrsθ)(λγpγtuθ)(θγfghθ)〉 = 〈(λγmθ)(λγnrsθ)(λγptuθ)(θγfghθ) (A.5)
+2〈(λγmθ)δ[rn (λγs]θ)(λγptuθ)(θγfghθ)〉+ 4〈(λγmθ)δ[rn (λγs]θ)δ[tp (λγu]θ)(θγfghθ)〉.
And now we can easily use symmetry arguments to show that
〈(λγmθ)(λγsθ)(λγuθ)(θγfghθ)〉 = 1
120
δmsufgh (A.6)
where δmsufgh is the antisymmetrized combination of Kronecker deltas beginning with
1
3!
δmf δ
s
gδ
u
h .
To see this note that the right hand side of (A.6) is the only tensor which is antisymmetric
in [msu] and [fgh] and which is normalized to one (because δmsumsu = 120), therefore re-
specting the normalization imposed by the rule (A.2). By the same token, using symmetry
arguments alone one can show that
〈(λγmθ)(λγsθ)(λγptuθ)(θγfghθ)〉 = 1
70
δ
[p
[mηs][fδ
t
gδ
u]
h] (A.7)
〈(λγmθ)(λγnrsθ)(λγptuθ)(θγfghθ)〉 = 1
8400
ǫfghmnprstu+
+
1
140
[
δ[nmδ
r
[fη
s][pδtgδ
u]
h] − δ[pmδt[fηu][nδrgδs]h]
]
− 1
280
[
ηm[fη
v[pδtgη
u][nδrh]δ
s]
v − ηm[fηv[nδrgηs][pδth]δu]v
]
.
(A.8)
In general, using several identities like (θγabcγmnθ) = (θγr1r2r3θ)Kabcmnr1r2r3 , where
Kabcmnr1r2r3 = −ηcnδabmr1r2r3 + ηcmδabnr1r2r3 + ηbnδacmr1r2r3 − ηbmδacnr1r2r3 − ηanδbcmr1r2r3 + ηamδbcnr1r2r3
or
(λγmnpθ)(λγqrsθ) = − 1
96
(θγtuvθ)(λγmnpγtuvγ
qrsλ)
≡ − 1
96
(λγabcdeλ)(θγtuvθ)fmnpqrsabcdetuv, (A.9)
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where
fmnpqrsabcdetuv = 18(δ
rs
uvδ
abcde
mnpqt − δnpuvδabcdeqrsmt) + 54(δpstv δabcdemnqru + δmnqr δabcdepstuv)
+54(δnvrs δ
abcde
mpqtu − δrvnpδabcdeqsmtu) + [mnp] + [qrs] + [tuv]
and gamma matrix identities like (A.4) together with
(λγabcγdeθ) = +(λγabcdeθ)− 2δbcde(λγaθ) + 2δacde(λγbθ)− 2δabde(λγcθ)
−δce(λγabdθ) + δcd(λγabeθ) + δbe(λγacdθ)− δbd(λγaceθ)− δae (λγbcdθ) + δad(λγbceθ)
(and many others) all pure spinor superspace expressions can be written in terms as a
linear combination of the basic ones (A.6), (A.7), (A.8) and
〈(λγmnpqrθ)(λγstuθ)(λγvθ)(θγfghθ) = 1
35
ηv[mδn[sδ
p
t ηu][fδ
q
gδ
r]
h] −
2
35
δ
[m
[s δ
n
t δ
p
u]δ
q
[fδ
r]
g δ
v
h] (A.10)
+
1
120
ǫmnpqr abcde
(
1
35
ηv[aδb[sδ
c
tηu][fδ
d
gδ
e]
h] −
2
35
δ
[a
[sδ
b
tδ
c
u]δ
d
[fδ
e]
g δ
v
h]
)
〈(λγmnpqrθ)(λγdθ)(λγeθ)(θγfghθ) = − 1
42
δmnpqrdefgh −
1
5040
ǫmnpqr defgh (A.11)
〈(λγmnpθ)(λγqrsθ)(λγtuvθ)(θγijkθ)〉 = (A.12)
− 3
175
[
− δ[ia δj[qδk]r δ[ms] δn[tδp]u δav] + δ[ia δj[tδk]u δ[mv] δn[qδp]r δas] + δ[i[qδjrηk][mηs][tδnuδp]v]
+δa[tη
b[iδjuη
k][mηv][qδ
n
r ηs]aδ
p]
b − δa[qηb[iδjrηk][mηs][tδnuηv]aδp]b − δ[i[tδjuηk][mηv][qδnr δp]s]
]
+
1
33600
ǫabcde a1a2a3a4a5f
mnpqrs
abcdefgh
[
δ
[t
[fδ
u
g η
v][a1δa2h] δ
a3
[i δ
a4
j δ
a5]
k] + δ
[t
[iδ
u
j η
v][a1δa2k] δ
a3
[f δ
a4
g δ
a5]
h]
−ηz[tδu[fηv][a1δa2g ηh][iδa3j δa4k] δa5]z − ηz[tδu[iηv][a1δa2j ηk][fδa3g δa4h] δa5]z
]
.
〈(λγmnpqrλ)(λγuθ)(θγfghθ)(θγjklθ)〉 = (A.13)
− 4
35
[
δ
[m
[j δ
n
k δ
p
l]δ
q
[fδ
r]
g δ
u
h] + δ
[m
[f δ
n
g δ
p
h]δ
q
[jδ
r]
k δ
u
l] −
1
2
δ
[m
[j δ
n
kηl][fδ
p
gδ
q
h]η
r]u − 1
2
δ
[m
[f δ
n
g ηh][jδ
p
kδ
q
l]η
r]u
]
− 1
1050
ǫmnpqr abcde
[
δ
[a
[j δ
b
kδ
c
l]δ
d
[fδ
e]
g δ
u
h] + δ
[a
[fδ
b
gδ
c
h]δ
d
[jδ
e]
k δ
u
l]
−1
2
δ
[a
[j δ
b
kηl][fδ
c
gδ
d
h]η
e]u − 1
2
δ
[a
[fδ
b
gηh][jδ
c
kδ
d
l]η
e]u
]
〈(λγmnpqrλ)(λγstuθ)(θγfghθ)(θγjklθ)〉 = (A.14)
−12
35
[
δ
[s
[fδ
t
gη
u][mδnh]δ
p
[jδ
q
kδ
r]
l] + δ
[s
[jδ
t
kη
u][mδnl]δ
p
[fδ
q
gδ
r]
h]
−ηv[sδt[fηu][mδng ηh][jδpkδql]δr]v − ηv[sδt[jηu][mδnkηl][fδpgδqh]δr]v
]
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− 1
350
ǫmnpqrabcde
[
δ
[s
[fδ
t
gη
u][aδbh]δ
c
[jδ
d
kδ
e]
l] + δ
[s
[jδ
t
kη
u][aδbl]δ
c
[fδ
d
gδ
e]
h]
−ηv[sδt[fηu][aδbgηh][jδckδdl]δe]v − ηv[sδt[jηu][aδbkηl][fδcgδdh]δe]v
]
and finally, the only “important” correlator which was missing in the catalog of [4] was
obtained by Stahn in [15]
〈(λγmnpqrλ)(λγabcdeθ)(θγfghθ)(θγjklθ)〉 = 16
7
(
δmnpqrmnpqr +
1
5!
εmnpqrmnpqr
)
×
[
δmnpabc δ
f
j δ
d
gδ
q
k(−δehδrl + 2δel δrh) + δmnab δcdfgδpqjk(δehδrl − 3δel δrh)
]
[abcde][fgh][jkl](fgh↔jkl)
(A.15)
where, for convenience, (A.15) has been taken ipsis litteris from [15].
A.1 Obtaining epsilon terms
In the correlations above we obtained the epsilons terms by considering the duality of the
gamma matrices
(γm1m2m3m4m5)αβ = +
1
5!
ǫm1m2m3m4m5n1n2n3n4n5 (γn1n2n3n4n5)αβ , (A.16)
(γm1m2m3m4m5m6) βα = +
1
4!
ǫm1m2m3m4m5m6n1n2n3n4 (γn1n2n3n4)
β
α ,
(γm1m2m3m4m5m6m7)αβ = −
1
3!
ǫm1m2m3m4m5m6m7n1n2n3 (γn1n2n3)αβ ,
(γm1m2m3m4m5m6m7m8) βα = −
1
2!
ǫm1m2m3m4m5m6m7m8n1n2 (γn1n2)
β
α .
For example, to obtain the epsilon term of (A.8) we used the identity (A.9) to relate
(A.8) with (A.13), whereas the epsilon terms in (A.13) were found by first computing its
Kronecker delta terms and then using (A.16) to obtain the epsilon terms.
In fact, due to the pure spinor property of (λγmλ) = 0 there are only three different
correlations which need to be taken care of. That is because one can always use the
properties of
λαλβ =
1
3840
(λγmnpqrλ)γαβmnpqr
θαθβ =
1
96
(θγmnpθ)γαβmnp
to write any1 correlation in terms of (A.13), (A.14) and (A.15). And as the epsilon terms
of these three fundamental building blocks are easily found through the use of (A.16), all
epsilon terms of an arbitrary pure spinor expression are easily2 determined.
1This was explicited in [15].
2If one has a computer to do the tedious calculations, of course [21][22][51].
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Appendix B
N = 1 Super Yang-Mills Theory in
D = 10
The basic reference for this appendix is [64] (see also [65]). One can also look at the 1991
derivation of the SYM on-shell constraint Fαβ = 0 using ten-dimensional pure spinors by
Howe [10], whose work also contains the operator uαDα (the pure spinor λ
α was denoted
by uα in [10]), which is essentially the BRST operator (2.15) of the pure spinor formalism1.
Definition 2. The supercovariant derivatives are
∇m = ∂m + Am (B.1)
∇α = Dα + Aα (B.2)
Dα =
∂
∂θα
+
1
2
(γmθ)α∂m, (B.3)
and the field-strengths are defined by
Fαβ = {∇α,∇β} − γmαβ∇m (B.4)
Fαm = [∇α,∇m] (B.5)
Fmn = [∇m,∇n]. (B.6)
One can easily check the above field-strengths to be invariant under the gauge trans-
formations of
δAm = ∂mΩ, δAα = DαΩ. (B.7)
1As a curiosity it is interesting to mention that in reference [10] the author makes reference to the
“pure spinor formalism” in the context of [11].
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Lemma 1. The fermionic supercovariant derivative satisfies
{Dα, Dβ} = γmαβ∂m.
Proposition 1. Fαβ = 0 if and only if
γαβmnpqr (DαAβ +DβAα + {Aα, Aβ}) = 0. (B.8)
By straighforward computation using definition 2 we get
Fαβ = {Dα, Dβ}+ {Dα, Aβ}+ {Aα, Dβ}+ {Aα, Aβ} − γmαβ(∂m + Am) = 0,
so
DαAβ +DβAα + {Aα, Aβ} = γsαβAs.
Multipling both sides by γαβmnpqr and using the identity tr(γmnpqrγs) = 0, equation (B.8)
follows. By reversing the above steps, the converse can also be proved.
Proposition 2. If γαβmnpqr (DαAβ +DβAα + {Aα, Aβ}) = 0 (or equivalently {∇α,∇β} =
γmαβ∇m) then
Fαm ≡ (γmW )α (B.9)
∇αW β = −1
4
(γmn) βα Fmn, (B.10)
∇αFmn = ∇m(γnW )α −∇n(γmW )α. (B.11)
The proof follows from the use of Bianchi and gamma matrix identities. The Bianchi
identity
[{∇α,∇β},∇γ] + [{∇γ,∇α},∇β] + [{∇β,∇γ},∇α] = 0,
implies that
γmαβ[∇m,∇γ] + γmγα[∇m,∇β] + γmβγ[∇m,∇α] = 0.
Consequentely,
γmαβFγm + γ
m
γαFβm + γ
m
βγFαm = 0. (B.12)
The identity ηmnγ
m
α(βγ
n
γδ) = 0 implies that (B.12) is trivially satisfied if Fαm = (γmW )a.
Similarly, from
[[∇m,∇n],∇α] + [[∇α,∇m],∇n] + [[∇n,∇α],∇m] = 0
we obtain (B.11). From
[{∇α,∇β},∇m] + {[∇m,∇α],∇β} − {[∇β,∇m],∇α} = 0,
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we get
(γm)βδ∇αW δ + (γm)αδ∇βW δ = γnαβFnm. (B.13)
The identity ∇αW α = 0 follows if we multiply (B.13) by (gm)αβ. Multiplication by (γm)βσ
results in,
10∇αW σ + γmαδγβσm ∇βW δ = −(γmn) σα Fmn. (B.14)
Multiplying (B.14) by γpσκγ
αρ
p and using the identities (γ
pγmnγp)
ρ
κ = −6(γmn)ρκ and
(γm)αδ(γ
m)βσ(γp)σκ(γp)
αρ = −4γβρr γrδκ + 12δβκδρδ + 8δβδ δρκ,
it follows that
12∇κW ρ + 6γpσκγαρp ∇αW σ = 6(γmn) ρκ Fmn. (B.15)
Finally, from (B.14) and (B.15) we get ∇αW β = −14(γmn) ρκ Fmn.
Lemma 2. The following identity holds true (written with the pure spinor λa for conve-
nience)
λαDαAm = (λγ
mW ) + ∂m(λA). (B.16)
The proof follows trivially from (B.5) and (B.9).
Lemma 3. The superfields Am, W
α and Fmn can be written as
Am =
1
8
γαβm (DαAβ + AαAβ) (B.17)
W α =
1
10
(γm)αβ (DβAm − ∂mAβ + [Aβ, Am]) (B.18)
Fmn = ∇mAn −∇nAm (B.19)
Proposition 3. The constraint equation
γαβmnpqr (DαAβ +DβAα + {Aα, Aβ}) = 0 (B.20)
is equivalent to the super Yang-Mills equations
γmαβ∇mW β = 0 (B.21)
∇mFmn + 1
2
γnαβ{W α,W β} = 0. (B.22)
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From Proposition 2 we know that the constraint (B.20) implies the equations (B.10)
and (B.11). Now we will show that (B.21) and (B.22) follow from those two equations,
which proves the above proposition.
To prove (B.21) we act with the derivative ∇γ over (B.10) and symmetrize over the
spinor indices (γα) to obtain
(∇α∇γ +∇γ∇α)W β = −1
4
(γmn) βγ ∇αFmn −
1
4
(γmn) βα ∇γFmn
Using (B.4) in the left hand side and (B.11) on the right we get
γpαβ∇pW β = −
1
2
(γmn) βγ (γm∇nW )α −
1
2
(γmn) βα (γm∇nW )γ,
from which we obtain upon multiplication by δγβ on both sides and using γ
mn
m = 7γ
n that
γpαβ∇pW β = 0, (B.23)
which proves (B.21). To obtain (B.22) we multiply (B.23) by γαδn ∇δ to get
γmαβγ
αδ
n ∇δ∇mW β = 0.
Using ∇δ∇m = [∇δ,∇m]+∇m∇δ, [∇δ,∇m] = (γmW )δ and the equation of motion (B.10)
we arrive at
1
4
tr(γnγ
pqγm)∇mFpq = (γmγnγm)βκW κW β
which implies
∇mFmn = (γn)αβW βW α = −1
2
(γn)αβ{W α,W β}.
B.1 The θ-expansion of Super Yang-Mills superfields
In this thesis we use the following N = 1 super-Yang-Mills θ expansions [66][67][68]
Aα(x, θ) =
1
2
am(γ
mθ)α − 1
3
(ξγmθ)(γ
mθ)α − 1
32
Fmn(γpθ)α(θγ
mnpθ)
+
1
60
(γmθ)α(θγ
mnpθ)(∂nξγpθ) +
1
1152
(γmθ)α(θγ
mrsθ)(θγspqθ)∂rFpq + . . .
Am(x, θ) = am − (ξγmθ)− 1
8
(θγmγ
pqθ)Fpq +
1
12
(θγmγ
pqθ)(∂pξγqθ)+
+
1
192
(θγmrsθ)(θγspqθ)∂rFpq + . . .
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W α(x, θ) = ξα − 1
4
(γmnθ)αFmn +
1
4
(γmnθ)α(∂mξγnθ) +
1
48
(γmnθ)α(θγnγ
pqθ)∂mFpq
− 1
96
(γmnθ)α(θγnpqθ)∂m∂p(ξγqθ)− 1
1536
(γmnθ)α(θγnrsθ)(θγspqθ)∂m∂rFpq + . . .
Fmn(x, θ) = Fmn − 2(∂[mξγn]θ) + 1
4
(θγ[mγ
pqθ)∂n]Fpq − 1
6
(θγ[mγ
pqθ)∂n]∂p(ξγqθ)
− 1
96
(θγ[mγ
rsθ)(θγspqθ)∂n]∂rFpq + . . . (B.24)
Here ξα(x) = χαeik·x and am(x) = emeik·x describe the gluino and gluon respectively, while
Fmn = 2∂[man] is the gluon field-strength.
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Appendix C
The t8 tensor
The famous t8 tensor is defined by [7][55]
tm1n1m2n2m3n3m4n48 = −
1
2
[
(δm1m2δn1n2 − δm1n2δn1m2) (δm3m4δn3n4 − δm3n4δn3m4) (C.1)
+ (δm2m3δn2n3 − δm2n3δn2m3) (δm4m1δn4n1 − δm4n1δn4m1)
+ (δm1m3δn1n3 − δm1n3δn1m3) (δm2m4δn2n4 − δm2n4δn2m4)
]
+
1
2
[
δn1m2δn2m3δn3m4δn4m1 + δn1m3δn3m2δn2m4δn4m1 + δn1m3δn3m4δn4m2δn2m1
+45 terms obtained by antisymmetrizing on each pair of indices
]
.
One can check that its contraction with four field-strengths Fmn gives the following ex-
pression
t8F
4 = 8(F 1F 2F 3F 4) + 8(F 1F 3F 2F 4) + 8(F 1F 3F 4F 2)
−2(F 1F 2)(F 3F 4)− 2(F 2F 3)(F 4F 1)− 2(F 1F 3)(F 2F 4),
which is a convenient way of summarizing the t8 tensor. One can also check that in terms
of components
t8F
4 =
1
2
[−(k2 · e3)(k2 · e4)(e1 · e2)t− (k2 · e4)(k4 · e3)(e1 · e2)t
+(k2 · e4)(k3 · e2)(e1 · e3)t− (k3 · e4)(k4 · e2)(e1 · e3)t+ (k2 · e3)(k4 · e2)(e1 · e4)t
+(k4 · e2)(k4 · e3)(e1 · e4)t− (k2 · e4)(k3 · e1)(e2 · e3)t− (k2 · e3)(k4 · e1)(e2 · e4)t
−(k3 · e1)(k4 · e3)(e2 · e4)t− (k4 · e1)(k4 · e3)(e2 · e4)t+ (k3 · e1)(k4 · e2)(e3 · e4)t
−(k2 · e3)(k2 · e4)(e1 · e2)u− (k2 · e3)(k3 · e4)(e1 · e2)u+ (k2 · e4)(k3 · e2)(e1 · e3)u
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+(k3 · e2)(k3 · e4)(e1 · e3)u+ (k2 · e3)(k4 · e2)(e1 · e4)u− (k3 · e2)(k4 · e3)(e1 · e4)u
−(k2 · e4)(k3 · e1)(e2 · e3)u− (k3 · e1)(k3 · e4)(e2 · e3)u− (k3 · e4)(k4 · e1)(e2 · e3)u
−(k2 · e3)(k4 · e1)(e2 · e4)u+ (k3 · e2)(k4 · e1)(e3 · e4)u+ 1
2
(e1 · e3)(e2 · e4)t2+
1
2
(e1 · e4)(e2 · e3)u2 + 1
2
(e1 · e4)(e2 · e3)tu+ 1
2
(e1 · e3)(e2 · e4)tu− 1
2
(e1 · e2)(e3 · e4)tu
]
,
which is a useful representation when comparing against scattering amplitude computa-
tions.
The t8 tensor can also be represented in a U(5)-covariant fashion by taking (1.15) and
going to the λ+-frame
t8F
4 = ǫabcde〈(λ+)3θaW bW cW dW e〉 = ǫabcde〈(λ+)3F bfF cgF dhF ei θaθfθgθhθi〉
= δfghibcde F
b
fF
c
gF
d
hF
e
i .
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