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FULL FACTORS AND CO-AMENABLE INCLUSIONS
JON BANNON, AMINE MARRAKCHI, AND NARUTAKA OZAWA
Abstract. We show that if M is a full factor and N ⊂ M is a co-
amenable subfactor with expectation, then N is also full. This answers
a question of Popa from 1986. We also generalize a theorem of Tomatsu
by showing that ifM is a full factor and σ : GyM is an outer action of
a compact group G, then σ is automatically minimal and MG is a full
factor which has w-spectral gap in M . Finally, in the appendix, we give
a proof of the fact that several natural notions of co-amenability for an
inclusion N ⊂ M of von Neumann algebras are equivalent, thus closing
the cycle of implications given in Anantharaman-Delaroche’s paper in
1995.
1. Introduction
An inclusion of two von Neumann algebras N ⊂M is called co-amenable
if the inclusion of the commutants M ′ ⊂ N ′ admits a conditional expecta-
tion Φ: N ′ →M ′. In particular, M is amenable if and only if the inclusion
C ⊂ M is co-amenable. This notion originally appeared in Definition 3.2.1
of [Po86], and was there called relative amenability. In [MoPo03], the rela-
tion between this concept and the notion of co-amenability for groups was
clarified. Indeed, an inclusion of groups H ⊂ G co-amenable if and only if
there exists a G-invariant mean on ℓ∞(G/H), and it holds that the inclusion
of group von Neumann algebras L(H) ⊂ L(G) is co-amenable if and only if
the inclusion H ⊂ G is co-amenable. Other examples of co-amenable inclu-
sion are given by finite index inclusions, inclusions of the form N ⊂ N ⋊G
with G amenable or inclusions of the form MG ⊂M for a minimal compact
group action GyM .
Following [Co74], we say that a separable factor M is full if the group of
all its inner automorphisms Inn(M) is closed in Aut(M). In the type II1
case, the factor M is full if and only if it does not have the property Gamma
of Murray and von Neumann [MvN43], i.e. if and only if every central se-
quence of M is trivial, or equivalently, if and only if M ′ ∩Mω = C where
Mω is the ultrapower of M with respect to a free ultrafilter on N. Fullness
is also closely related to a group-theoretic notion. Recall that a group G
is inner amenable when there exists a non-trivial conjugacy invariant mean
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on ℓ∞(G). By [Ef73], if G is non-inner amenable then L(G) is a full fac-
tor. A subtle counter-example due to Vaes [Va09] shows that the converse
implication is however not true.
It is not difficult to see that if H ⊂ G is a co-amenable group inclusion
and if H is inner amenable, then G must also be inner amenable. In [Po86,
Problem 3.3.2], Popa asked the following analogous question in the context
of von Neumann algebras:
Question ([Po86]). If M is a full II1 factor and N ⊂ M is a co-amenable
subfactor, is it true that N is also full?
This question was partially motivated by Proposition 1.4.1 of [Po83],
which affirmatively answers the above question whenM is the crossed prod-
uct of N by an action of Z. A few years later (cf. Proposition 1.11 of
[PiPo86]), he and Pimsner proved that when N ⊂ M is a finite index in-
clusion of II1 factors then N is full if and only if M is full. The case where
the co-amenable inclusion N ⊂M is regular and irreducible was confirmed
by Be´dos [Be90], and independently by Bisch [Bi90]. Such subfactors arise
as cocycle crossed products of free cocycle actions of amenable groups on
II1 factors (cf. [Ch79]), and both Be´dos’s and Bisch’s proofs rely heavily on
this. We note that the specialized question for crossed products by amenable
groups also follows from the recent work of the second author, which com-
pletely characterizes fullness of crossed product factors N ⋊ G with N a
factor of arbitrary type and G discrete amenable [Ma18]. In that case, not
only N is full, but it also has spectral gap in N ⋊G.
We now state our main theorem. We assume that our inclusion N ⊂
M is with expectation, i.e. that there exists a faithful normal conditional
expectation EN : M → N . This is automatic if M is tracial, but it is both
a necessary and a natural assumption in the non-tracial setting.
Theorem A. Let M be a separable full factor and N ⊂ M a co-amenable
subalgebra with expectation. Then there exists a non-zero projection p ∈
N ′ ∩M such that p(N ′ ∩Mω)p = Cp for all ω ∈ βN.
In particular, we obtain a complete solution to Popa’s question, but for
factors of arbitrary type and with the additional property that N has w-
spectral gap in M in the irreducible case.
Corollary B. Let M be a separable full factor and let N ⊂ M be a co-
amenable subfactor with expectation. Then N is full. Moreover, if N ′∩M =
C, then we have N ′ ∩Mω = C for all ω ∈ βN.
We note that our proof is completely different from the case of crossed
products by amenable groups. Indeed, in that specific case, Bisch proves
that if N is not full then M ′ ∩ Nω 6= C. But he subsequently (cf. [Bi94])
exhibits a finite index inclusion N ⊂ M of hyperfinite II1 factors such that
M ′ ∩ Nω = C, hence showing that one cannot hope to solve the general
problem by proving that M ′ ∩ Nω 6= C for all co-amenable inclusions of
II1 factors N ⊂ M where N is not full. Instead, the proof of Theorem A
essentially encodes a reduction of the problem to the finite index case. We
also note that in the case of crossed products of II1 factors by amenable
groups, one can actually show that the subfactor N ⊂ M has spectral gap
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thanks to [Jo81] and [Ma18]. In Remark 3.6, we observe that this is no
longer true for arbitrary co-amenable subfactors: in general the conclusion
N ′ ∩Mω = C of Corollary B cannot be improved to true spectral gap.
In our second main result, we give an application of Theorem A to actions
of compact groups on full factors. Very recently, Tomatsu proved that if
σ : G y M is a minimal action of a compact group G on a full factor M ,
then MG and M ⋊ G are full factors [To18, Theorem 4.8]. Recall that an
action is minimal if it is faithful and (MG)′ ∩M = C. A minimal action is
necessarily outer meaning that σg /∈ Inn(M) for all g 6= 1. But the converse
is far from being true in general. Nevertheless, thanks to Theorem A, we can
show that outerness automatically implies minimality for actions of compact
groups on full factors. This is the content of our second main theorem. We
also strengthen Tomatsu’s result by showing that MG has w-spectral gap in
M .
Theorem C. Let σ : GyM be an outer action of a compact group G on a
separable factor M . Assume that M is full. Then σ is automatically minimal
and MG and M ⋊G are full factors. Moreover, we have (MG)′ ∩Mω = C
and M ′ ∩ (M ⋊G)ω = C for all ω ∈ βN.
To obtain this theorem, we first prove the following dichotomy: for any
outer action σ : G y M of a compact group G on an arbitrary factor M ,
either (MG)′ ∩M = C or (MG)′ ∩M is diffuse. Then we apply Theorem A.
Acknowledgments. The first author thanks Jan Cameron for sharing his
ideas on Property Γ for an earlier approach to the problem, and is grateful
for the hospitality of the Lancaster University Department of Mathematics
and Statistics. The second author is grateful to Yuki Arano for a thought-
provoking discussion regarding Theorem 4.1. We are also grateful to Adrian
Ioana for providing us with the reference [HK05] used in Remark 3.6.
2. Preliminaries
2.1. Ultrapowers. Given a free (i.e. nonprincipal) ultrafilter ω ∈ βN \N
and σ–finite von Neumann algebra M one defines
Iω(M) = {(xn)n ∈ ℓ
∞(N,M) | lim
n→ω
xn = 0 ∗ -strongly}
and its multiplier algebra
M
ω(M) = {(xn)n ∈ ℓ
∞(N,M) | (xn)nIω(M) + Iω(M)(xn)n ⊂ Iω(M)}.
The latter is a C∗-algebra inside of which the former is a norm-closed two-
sided ideal. The quotient C∗-algebra Mω := Mω(M)/Iω(M) is actually a
von Neumann algebra and is called the Ocneanu ultrapower ofM associated
to ω [Oc85]. The von Neumann algebra M naturally embeds into Mω as
x 7→ (xn)n with xn = x for all n ∈ N.
The Ocneanu ultrapower generalizes the tracial ultrapower associated to
a finite von Neumann algebra M with trace τ . Indeed, in that specific case
we have Iω(M) = {(xn)n ∈ ℓ
∞(N,M) | limn→ω ‖xn‖2 = 0} and M
ω(M) =
ℓ∞(N,M), and the Ocneanu ultrapower admits the faithful normal trace
τω((xn)n + Iω(M)) = limn→ω τ(xn).
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2.2. Standard form and basic construction. For any von Neumann al-
gebra M , we denote by (M,L2(M), J,L2(M)+) its standard form [Ha73].
Recall that L2(M) is naturally endowed with the structure of a M -M -
bimodule: we will simply write xξy = xJy∗Jξ for all x, y ∈ M and all
ξ ∈ L2(M). We will denote by λ : M → B(L2(M)) and ρ : Mop → B(L2(M))
the associated left and right regular representation of M . We have λ(M) =
ρ(Mop)′. We will use the notation C∗λ·ρ(M) for the C
∗-algebra generated by
λ(M)ρ(Mop).
If N ⊂M is a subalgebra, the so-called basic construction associated to it
is the von Neumann algebra ρ(Nop)′, which will be denoted 〈M,N〉. Since
λ(M) ⊂ ρ(Nop)′, we will view M as a subalgebra of 〈M,N〉. When N ⊂M
admits a faithful normal conditional expectation EN : M → N , there is
associated to it a canonical N -N -bimodular isometry V : L2(N) → L2(M).
Its range projection eN = V V
∗ ∈ B(L2(M)) is the Jones projection of EN .
In that case, it holds that eNxeN = EN (x)eN for all x ∈M and MeNM is
a dense ∗-subalgebra of 〈M,N〉. Moreover, we can identify L2(〈M,N〉) with
the space L2(EN ) associated to the completely positive map EN : M → M
via the Stinespring construction, i.e. as the Hilbert space separation and
completion of M ⊙ L2(M) under the semi-inner product defined on simple
tensors by 〈x1 ⊗ η1, x2 ⊗ η2〉EN := 〈EN (x
∗
2x1)η1, η2〉L2(M) with the natural
bimodule action given by a(x ⊗ η)b := ax ⊗ ηb for x1, x2, a, b, x ∈ M and
η1, η2 ∈ L
2(M).
2.3. Correspondences. Let M and N be von Neumann algebras. The
opposite von Neumann algebra Nop = {nop : n ∈ N} is identical to N
as a Banach space, but with product nop1 n
op
2 = (n2n1)
op and involution
(nop)∗ = (n∗)op. An M -N -correspondence is a ∗-representation πH : M ⊙
Nop → B(H) that is normal in each variable, or equivalently a binormal
M -N -bimodule structure on H.
We will say that an M -N -correspondence H is contained in another
K, written abusively H ⊂ K, if there exists an M -N -bimodular isometry
V : H → K. We will say that H is weakly contained in K, written H ≺ K,
if we have ‖πH(T )‖ ≤ ‖πK(T )‖ for all T ∈ M ⊙ N
op. Said another way,
we have H ≺ K if and only if the matrix coefficients of H can be locally
modeled using those of K: for all ξ ∈ H, finite subsets E ⊂M , F ⊂ N and
ε > 0 there exist n ∈ N and {η1, . . . ηn} ⊂ K such that
|〈xξy, ξ〉 −
n∑
i=1
〈xηiy, ηi〉| < ε
for all x ∈ E and y ∈ F . If H has a vector ξ which is cyclic, i.e. such that
MξN is dense in H, then it is enough to check the above criterion for ξ.
Two M -N -correspondences H and K are weakly equivalent, written H ∼
K, if H ≺ K and K ≺ H. Equivalently, H ∼ K if and only if ‖πH(T )‖ =
‖πK(T )‖ for all T ∈M ⊙N
op.
2.4. Intertwining bimodules and finite index subfactors. We will use
the following classical criterion from Popa’s intertwining theory to reduce our
problem to the case of finite index subfactors ([PiPo86]). We are interested
in (i)⇒ (iv), for which we give a direct proof for the reader’s convenience.
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Lemma 2.1 ([Po01, Po03]). Let M be a II1 factor and N ⊂M a subalgebra.
The following are equivalent:
(i) L2(M) ⊂ L2(〈M,N〉) as an M -M -bimodule.
(ii) There exists a normal conditional expectation Φ: 〈M,N〉 →M .
(iii) M ≺M N in the sense of Popa’s intertwining theory.
(iv) There exists a non-zero projection p ∈ N ′∩M such that Np ⊂ pMp
is an irreducible subfactor with finite index.
Proof of (i)⇒ (iv). Assume (i) holds. The normal conditional expectation
Φ in (ii) is obtained by compressing elements of 〈M,N〉 to the M -M -sub-
module L2(M) ⊂ L2(〈M,N〉). SinceMeNM is ultraweakly dense in 〈M,N〉,
the element a := Φ(eN ) ∈ N
′ ∩M is nonzero. Let q ∈ N ′ ∩M denote the
support projection of a. We claim that q(N ′ ∩M)q is completely atomic.
Suppose for the sake of a contradiction that there is a nonzero projection
q0 ≤ q in N
′∩M such that q0(N
′∩M)q0 is diffuse. Then for any ε > 0, there
are projections q1, . . . , qn in N
′ ∩M such that τM(qi) ≤ ε and
∑
i qi = q0.
Put qopi := JqiJ ∈ M
′ ∩ 〈M,N〉 and observe that Φ(qopi ) ∈ M
′ ∩M = C1
and qieN = q
op
i eN . Hence
q0eNq0 = (
∑
i
qiq
op
i )eN (
∑
j
qjq
op
j ) ≤
∑
i
qiq
op
i
and so
(τ ◦ Φ)(q0eNq0) ≤ (τ ◦Φ)(
∑
i
qiq
op
i ) =
∑
i
τM (qi)Φ(q
op
i ) ≤ ε.
Since ε > 0 was arbitrary, one obtains q0aq0 = Φ(q0eNq0) = 0, a contradic-
tion. Thus one can find a minimal projection p in q(N ′ ∩ M)q. Then,
Np ⊂ pMp is an irreducible subfactor and its basic construction is ∗-
isomorphic to ppop〈M,N〉ppop via L2(pMp) ∼= ppopL2(M), where pop :=
JpJ ∈ M ′ ∩ 〈M,N〉. Since Φ(popeN ) = Φ(peN ) = pa 6= 0, the element
Φ(pop) ∈ M ′ ∩M = C1 is nonzero and Φ(pop)−1popΦ( · ) defines a normal
conditional expectation from ppop〈M,N〉ppop onto ppopMppop ∼= pMp. This
proves that Np ⊂ pMp has finite index. 
2.5. Crossed products by locally compact groups. Let σ : GyM be
a continuous action of a locally compact group G on a von Neumann algebra
M . Let M ⋊σ,alg G be the algebraic crossed product.
Let α : M → M ⊗ L∞(G) = L∞(G,M) be the normal ∗-homomorphism
which sends x ∈M to g 7→ σ−1g (x). Then there is a unique injective ∗-homo-
morphism
π : M ⋊σ,alg G→M ⊗B(L
2(G))
such that π|M = α and π|G = 1⊗ λ for all g ∈ G, where λ : G→ B(L
2(G))
is the left regular representation of G.
By definition, the crossed product von Neumann algebra M ⋊σ G is the
unique von Neumann algebra containing M ⋊σ,algG as a dense ∗-subalgebra
and such that π extends to a faithful normal ∗-homomorphism π : M⋊σG→
M ⊗B(L2(G)).
Recall that ifM is a type III factor with faithful, normal semifinite weight
ω and associated modular automorphism group (σt)t∈R, then M ∼= (M ⋊σ
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R)⋊σ̂ R, and c(M) :=M ⋊σ R is a semifinite von Neumann algebra called
the continuous core of M .
Beyond this, in this paper we will only need to know the following fun-
damental facts:
• π(M ⋊σ G) is the fixed point subalgebra of M ⊗B(L
2(G)) for the
diagonal action σ⊗ρ : GyM⊗B(L2(G)) where ρ : Gy B(L2(G))
is the action coming from the conjugation by the right regular rep-
resentation of G.
• There is a (surjective) ∗-isomorphism from the basic construction
〈M ⋊G,M〉 to M ⊗B(L2(G)) which restricts to π on M ⋊σ G.
• If G is compact, there exists a surjective ∗-homomorphism from
M ⋊G onto the basic construction 〈M,MG〉 which restricts to the
identity on M [Pa77, Theorem 4.2].
2.6. Co-amenable inclusions.
Definition 2.2. Let M ⊂ B(H) be a von Neumann algebra. We say that
a subalgebra N ⊂ M is co-amenable in M if there exists a (not necessarily
normal) conditional expectation Φ: N ′ →M ′.
This property does not depend on the choice of the spatial realization
M ⊂ B(H). Indeed, any other spatial realization can be obtained from
H by amplification and reduction. We then observe that Φ extends to a
conditional expectation Φ ⊗ id : N ′ ⊗ B(K) → M ′ ⊗ B(K) for any Hilbert
space K, and restricts to a conditional expectation Φ|pN ′p : pN
′p → pM ′p
for any projection p ∈M ′.
We see immediately from the definition that the following properties are
satisfied:
• If N ⊂ P and P ⊂M are co-amenable then N ⊂M is co-amenable.
• If we have N ⊂ P ⊂M and N ⊂M is co-amenable then P ⊂M is
co-amenable (but N ⊂ P need not be co-amenable).
• If p ∈ N is any projection whose central support in N is 1, then
pNp ⊂ pMp is co-amenable if and only if N ⊂ M is co-amenable
(because the map x 7→ px is an isomorphism from N ′ to pN ′).
• N ⊂ M is co-amenable if and only if there exists a conditional
expectation Φ: 〈M,N〉 → M . Indeed, by definition, the inclusion
M ⊂ 〈M,N〉 is anti-isomorphic to M ′ ⊂ N ′ in the standard repre-
sentation M ⊂ B(L2(M)).
Crossed products by locally compact groups produce natural examples
of co-amenable inclusions. For the proofs, we refer to Proposition 2.6 and
Proposition 3.4 in [AD95]. We point out that our definition of co-amenability
corresponds to what is called relative injectivity in [AD95].
Theorem 2.3. Let M be a von Neumann algebra and σ : G y M and
action of a locally compact group. Then the inclusion M ⋊G ⊂ 〈M ⋊G,M〉
is co-amenable, i.e. there exists a conditional expectation Φ: M ⋊G→M .
If G is amenable, then the inclusion M ⊂ M ⋊σ G is also co-amenable,
i.e. there exists a conditional expectation Φ: 〈M ⋊G,M〉 →M ⋊G.
Finally, we need the following bimodule characterization of co-amenability.
The proof is given in Proposition 2.5 and Proposition 3.6 of [AD95] in the
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semifinite case and this is enough for our purpose. In the appendix, we
include a proof for arbitrary von Neumann algebras.
Theorem 2.4. Let N ⊂M be an inclusion of von Neumann algebras. Then
N ⊂M is co-amenable if and only if L2(M) ≺ ML
2(〈M,N〉)M .
2.7. Full Factors. A factorM is full if every central net inM is trivial, i.e.
if for every bounded net (xi)i inM such that ‖ϕ(·xi)−ϕ(xi·)‖ → 0 for every
ϕ ∈M∗, there exists a bounded net (zi)i in C such that xi − zi1→ 0 in the
strong operator topology. IfM is a II1-factor, then by Corollary 3.8 of [Co74]
this is equivalent to the negation of the Murray-von Neumann property Γ.
By [Ma18b, Theorem A], a factor M is full if and only if C∗λ·ρ(M) contains
the algebra K(L2(M)) of compact operators. If M has separable predual,
M is full if and only if the group of inner automorphisms Inn(M) is closed
in Aut(M) [Co74].
3. Proof of the main theorem
Our proof of Theorem A is based on a reduction to the following theorem
of Pimsner and Popa which solves the finite index case. The second part
of this statement follows implicitly from the proof of [PiPo86, Proposition
1.11].
Theorem 3.1 ([PiPo86, Proposition 1.11]). Let M be a II1 factor and N ⊂
M an irreducible subfactor with finite index. Then M is full if and only if N
is full and in that case, we have N ′∩Mω = C for any ultrafilter ω ∈ βN\N.
In order to reduce the problem to the finite index case, we will need few
lemmas. The first is the following bimodule interpretation of fullness.
Proposition 3.2. Let M be a full factor. Then every M -M -bimodule that
is weakly equivalent to L2(M) must contain L2(M).
Proof. Suppose that M is full. Let H be an M -M -bimodule with its bi-
normal representation π : M ⊙Mop → B(H). Suppose that H is weakly
equivalent to L2(M). This means that π extends to an isometric ∗-repre-
sentation π : C∗λ·ρ(M) → B(H). Take a unit vector ξ ∈ L
2(M). In order
to show that L2(M) ⊂ H, it is enough to find a unit vector η ∈ H such
that 〈aξb, ξ〉 = 〈aηb, η〉 for all a, b ∈ M . Let p be the projection on the
one-dimensional space spanned by ξ. By [Co75, Theorem 2.1] and [Ma18b,
Theorem A], C∗λ·ρ(M) contains all the compact operators of L
2(M) and in
particular, it contains p. Since π is isometric, π(p) is a non-zero projection
in B(H) and any unit vector η in the range of π(p) satisfies the desired
equality. 
Remark 3.3. The converse of Proposition 3.2 is also true when M has
separable predual. Indeed, in that case, if M is not full, then there exists
θ ∈ Inn(M) \ Inn(M). Then the correspondence L2(θ) is weakly equivalent
to L2(M) but does not contain it.
In the proof of our main theorem, the following key lemma will be com-
bined with Proposition 3.2 in order to obtain the condition in Lemma 2.1.(i).
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Lemma 3.4. Let (M, τ) be a tracial von Neumann algebra. Suppose that
P ⊂M is a subalgebra which satisfies P = (P ′∩Mω)′∩M for some ultrafilter
ω ∈ βN \N. Then ML
2(〈M,P 〉)M ≺ ML
2(M)M .
Proof. Let {x1, . . . , xn} be a finite subset of M . We will use the notations
M = M⊕n, x = (x1, . . . , xn) ∈ M , M
ω = (Mω)⊕n = (M⊕n)ω. For every
finite set F ⊂ P and every ε > 0, we define
UF,ε = {u ∈ U(M) |
∑
a∈F
‖ua− au‖2 < ε}
and we let
CF,ε = conv {uxu
∗ | u ∈ UF,ε}, C =
⋂
F,ε
CF,ε.
Then C is a non-empty convex weak∗-compact subset of M . Let y =
(y1, . . . , yn) ∈ C be the unique element with minimal ‖ · ‖2-norm. Observe
that for every u ∈ U(P ′ ∩Mω), we have E(uyu∗) ∈ C where E: Mω → M
is the canonical conditional expectation. Moreover, we have ‖E(uyu∗)‖2 ≤
‖uyu∗‖2 = ‖y‖2. Therefore, by minimality of ‖y‖2, we must have y =
uyu∗ = E(uyu∗). This shows that y ∈ (P ′ ∩Mω)′ ∩M = P . But since
y ∈ C, we also have EP (yi) = EP (xi) for all i ≤ n. We conclude that
yi = EP (xi) for all i ≤ n. This shows that EP is the pointwise weak
∗-limit
of of convex combinations of inner automorphisms.
Now, L2(〈M,P 〉) contains a natural M -M -cyclic vector ξ which satisfies
〈xξy, ξ〉 = τ(xEP (y)) for all x, y ∈M . But we have proved that τ(xEP (y))
can be approximated by convex combinations of τ(xuyu∗) = 〈x(u1ˆ)y, (u1ˆ)〉
where 1ˆ ∈ L2(M) and u ∈ U(M). Thus ML
2(〈M,P 〉)M ≺ ML
2(M)M . 
Finally, we will need the following proposition for the reduction to the
tracial case.
Proposition 3.5. Let N ⊂ M be an inclusion of von Neumann algebras
with a faithful normal conditional expectation EN : M → N and let c(N) ⊂
c(M) be the associated inclusion of continuous cores. If N ⊂ M is co-
amenable then c(N) ⊂ c(M) is also co-amenable.
Proof. Since N ⊂ M is co-amenable and M ⊂ c(M) is co-amenable by
Theorem 2.3, we know that N ⊂ c(M) is co-amenable. Since N ⊂ c(N) ⊂
c(M), it follows that c(N) ⊂ c(M) is co-amenable. 
Proof of Theorem A. We first deal with the case where M is a II1 factor.
Fix a free ultrafilter ω ∈ βN \N. Let P = (N ′ ∩Mω)′ ∩M . Then we have
P = (P ′∩Mω)′∩M . By Lemma 3.4, we have ML
2(〈M,P 〉)M ≺ ML
2(M)M .
Since N ⊂ M is co-amenable and N ⊂ P , we have that P ⊂ M is still co-
amenable. Therefore ML
2(M)M ≺ ML
2(〈M,P 〉)M . This shows that theM -
M -bimodule ML
2(〈M,P 〉)M is weakly equivalent to ML
2(M)M . Therefore,
by Proposition 3.2, we have ML
2(M)M ⊂ ML
2(〈M,P 〉)M . Therefore, by
Lemma 2.1, there exists a non-zero p ∈ P ′ ∩M such that Pp ⊂ pMp is
an irreducible subfactor with finite index. Since pMp is full, we obtain
p(P ′ ∩Mω)p = Cp by Theorem 3.1. In particular, we have p ∈ N ′ ∩M and
p(N ′ ∩Mω)p = Cp.
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Now suppose that M is of arbitrary type. Let K be a full type III1 factor
with separable predual and with trivial τ -invariant (for example take K the
free Araki-Woods factor associated to the regular orthogonal representation
of R, see [Sh98]). Let M1 = M ⊗K and N1 = N ⊗K. Then by [HMV16],
M1 is a full type III1 factor with trivial τ -invariant. Therefore by [Ma16],
we know that the continuous core c(M1) is a full II∞ factor. Now, pick a
faithful normal state ϕ on N and extend it to M by using a faithful normal
conditional expectation EN : M → N . Define a faithful normal state on M1
by ϕ1 = ϕ ⊗ ψ where ψ is any faithful normal state on K. Then we have
a trace preserving inclusion of the continuous cores c(N1) = N1 ⋊σϕ1 R ⊂
c(M1) = M1 ⋊σϕ1 R. The inclusion c(N1) ⊂ c(M1) is co-amenable by
Proposition 3.5. Pick a non-zero finite trace projection q ∈ L(R) = C ⋊ϕ
R ⊂ c(N1). Observe that the central support of q in c(N1) is 1 because N1 is
of type III1. Therefore qc(N1)q is still a co-amenable subalgebra in the full
II1 factor qc(M1)q. Thus, by the first part of the proof, there exists a non-
zero projection p ∈ c(N1)
′ ∩ c(M1) such that pq(c(N1)
′ ∩ c(M1)
ω)pq = Cpq.
Since q has central support 1 in c(N1), this implies p(c(N1)
′∩c(M1)
ω)p = Cp.
Now, observe that c(N1)
′ ∩ c(M1) = N
′ ∩Mϕ because K is of type III1.
Moreover, N ′ ∩Mωϕω ⊂ c(N1)
′ ∩ c(M1)
ω. Therefore, we have p ∈ N ′ ∩Mϕ
and p(N ′ ∩ Mωϕω)p = Cp. Since p(N
′ ∩ Mωϕω)p is the centralizer of the
state ϕω restricted to p(N ′ ∩Mω)p, we know by [AH12, Lemma 5.3] that
p(N ′∩Mω)p is either trivial or a type III1 factor. But the latter case cannot
happen because if p(N ′ ∩Mω)p is of type III1, then for any ε > 0, we can
find a Haar unitary u ∈ p(N ′ ∩Mω)p such that ‖uϕω − ϕωu‖ ≤ ε and by
a diagonal extraction, this would imply that p(N ′ ∩Mωϕω)p 6= C. Thus we
conclude that p(N ′ ∩Mω)p = Cp. 
Remark 3.6. Note that the w-spectral gap property for an inclusion of
factors is weaker than the spectral gap property in general (we refer the
reader to the introduction of [IV15] for the definitions and a discussion of
this subtle difference). Thus, one might wonder wether in Corollary B,
one can improve the w-spectral gap to a true spectral gap. The following
example shows that the answer is negative in general.
Let F2 y (X,µ) be a free ergodic pmp action which is weakly compact
(see [OP07, Section 3]) and strongly ergodic but does not have spectral gap.
The weak compactness implies that the inclusion L(F2) ⊂ L
∞(X) ⋊ F2 is
co-amenable by [OP07, Proposition 3.2]. Since the action F2 y (X,µ) is
strongly ergodic and F2 is non-inner amenable, the crossed product L
∞(X)⋊
F2 is full by [Ch81]. However, since F2 y (X,µ) does not have spectral
gap, the subfactor L(F2) does not have spectral gap in L
∞(X)⋊F2 (see the
introduction of [IV15]).
In order to construct such an action F2 y (X,µ), one can use the result
[HK05, Theorem A.3.2] which was pointed to us by Adrian Ioana. We
start from a compact free ergodic pmp action F2 = 〈a, b〉 y (Y, ν) which
has spectral gap and such that a acts ergodically on (Y, ν). Then we use
[HK05, Theorem A.3.2] to obtain a new action F2 y (X,µ) which is orbit
equivalent to F2 y (Y, ν) but does not have spectral gap. This new action
F2 y (X,µ) is strongly ergodic and also weakly compact by [Io08, Section
6], as we wanted.
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4. Actions of compact groups on full factors
Recall that an action σ : GyM of a locally compact group G on a factor
M is called outer if σg /∈ Inn(M) for all g ∈ G \ {1}. It is called strictly
outer if M ′ ∩ (M ⋊σ G) = C. Finally, it is called minimal if it is faithful
and (MG)′ ∩M = C. A minimal action is strictly outer and a strictly outer
action is outer, but the reverse implications are not true in general. When G
is discrete, σ is outer if and only if it is strictly outer. When G is compact,
σ is minimal if and only if it is strictly outer. We refer the reader to [Va05]
for further details regarding these notions.
In order to prove Theorem C, we will first need to prove the following
dichotomy:
Theorem 4.1. Let σ : G y M be an action of a compact group G on a
factor M . Suppose that σ is outer. Then (MG)′ ∩M is either trivial or
diffuse.
The following lemma is an easy consequence of the Peter-Weyl theorem.
Lemma 4.2. Let M be a von Neumann algebra. The following are equiva-
lent:
(i) M is a multi-matrix algebra, i.e. M ∼=
⊕
i∈I Mni(C) for some (pos-
sibly infinite) family of integers ni ≥ 1, i ∈ I.
(ii) The unitary group of M is compact.
(iii) M is generated by a compact group of unitaries.
Lemma 4.3. Let σ : GyM be an action of a compact group G on a factor
M . Then the following are equivalent.
(i) M ′ ∩ (M ⋊G) is a multi-matrix algebra.
(i)′ (MG)′ ∩M is a multi-matrix algebra.
(ii) M ′ ∩ (M ⋊G) is completely atomic.
(ii)′ (MG)′ ∩M is completely atomic.
(iii) M ′ ∩ (M ⋊G) is not diffuse.
(iii)′ (MG)′ ∩M is not diffuse.
Proof. We will fix the notation N =M ⊗B(L2(G)) and consider the action
σ ⊗ ρ : G y N where ρ : G y B(L2(G)) is the action coming from the
right regular representation as in the preliminary section. Recall that we
have an isomorphism π : M ⋊σ G → N
G which extends to an isomorphism
from 〈M ⋊σ G,M〉 to N . Since G is compact, we also observe that if eG ∈
B(L2(G)) is the rank-one projection on the scalar functions, then eG is
invariant under ρ and σ ⊗ ρ restricts to σ on eGNeG =M .
The implications (i) ⇒ (ii) ⇒ (iii) and (i)′ ⇒ (ii)′ ⇒ (iii)′ are obvious.
The implications (i)⇒ (i)′, (ii)⇒ (ii)′ and (iii)′ ⇒ (iii) are also easy. Indeed,
this follows from [Pa77, Theorem 4.2] which says that there is a surjective
∗-homomorphism from M ⋊ G onto 〈M,MG〉 which is the identity on M .
Hence M ′ ∩ (M ⋊ G) surjects onto M ′ ∩ 〈M,MG〉 ∼= ((MG)′ ∩M)
op
. We
conclude that if M ′ ∩ (M ⋊G) is a multi-matrix algebra (resp. completely
atomic, resp. diffuse) then (MG)′ ∩M is also a multi-matrix algebra (resp.
completely atomic, resp. diffuse).
(i)′ ⇒ (i). Observe that (MG)′ ∩ (M ⋊ G) = ((MG)′ ∩ M) ⋊ G (this
follows from the fact that π(MG) = MG ⊗ C ⊂ M ⊗ B(L2(G))). Since
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(MG)′ ∩M is a multi-matrix algebra then its unitary group U((MG)′ ∩M)
is compact. Therefore, (MG)′ ∩M)⋊G is generated by the compact group
U((MG)′ ∩M) ⋊ G, hence (MG)′ ∩ (M ⋊ G) is a multi-matrix algebra. In
particular M ′ ∩ (M ⋊G) is a multi-matrix algebra.
(ii)′ ⇒ (i)′. This can be deduced from [HLS81] but we provide an easy
proof in our specific situation. Take p a minimal projection in the center of
MG. Then the action of G on the algebra D = ((MG)′ ∩M))p is ergodic,
i.e. DG = C. Since D is completely atomic, there exists a unique faithful
semifinite trace τ on D such that τ(e) = 1 for every minimal projection
e ∈ D. Since τ is unique, it must be G-invariant. But the canonical G-
invariant conditional expectation E : M → MG already restricts to a G-
invariant state ψ on D. Since DG = C, this forces τ to be proportional to
ψ. In particular, τ is finite and D must be finite dimensional. This holds
for every minimal projection p ∈ Z(MG) hence (MG)′ ∩M is a direct sum
of finite dimensional algebras.
(iii)′ ⇒ (ii). Let z be the maximal central projection in (MG)′ ∩ M
such that ((MG)′ ∩M)z is completely atomic. Then z must be G-invariant,
hence z ∈ Z(MG). Consider the truncated action σ′ : Gy Q = zMz. Then
(QG)′ ∩ Q is completely atomic. Hence, by (ii)′ ⇒ (i)′ ⇒ (i) ⇒ (ii), we
have that Q′ ∩ (Q⋊G) is completely atomic. But we have Q′ ∩ (Q⋊G) =
(M ′ ∩ (M ⋊ G))z and (M ′ ∩ (M ⋊ G))z is isomorphic to M ′ ∩ (M ⋊ G)
because z ∈ M and M is a factor. Therefore M ′ ∩ (M ⋊ G) is completely
atomic.
(iii)⇒ (ii). If M ′ ∩ (M ⋊G) is not diffuse, then (NG)′ ∩N , which is anti-
isomorphic to it, is also not diffuse. Then the implications (iii)′ ⇒ (ii)⇒ (ii)′
show that (NG)′∩N is completely atomic, henceM ′∩(M⋊G) is completely
atomic.
The reader may now check that all the implications we proved form a
connected graph, so that all the properties are equivalent. 
Proof of Theorem 4.1. Suppose that (MG)′ ∩M is not diffuse. By Lemma
4.3, we know that (MG)′ ∩M is a multi-matrix algebra. We want to show
that σ is minimal, i.e. that (MG)′ ∩M = C.
We first deal with the case where (MG)′∩M is a factor. In this case, since
Q = (MG)′ ∩M is a finite dimensional factor, we have M =M0 ⊗Q where
M0 = Q
′ ∩M . Observe that the action σ0 : G y M0 is minimal. Indeed,
by construction we have MG = (M0)
G and (MG)′ ∩M0 = C, and σ0 is
outer (hence faithful) because σ is outer. Now, suppose that Q 6= C and
consider the representation of G on Q ⊖C induced by the action G y Q.
Choose V ⊂ Q ⊖C an irreducible subrepresentation. Since σ0 is minimal,
we can find a copy of the contragredient representation V ⊂ M0. Then
V ⊗V ⊂M0⊗(Q⊖C) =M⊖M0 contains a copy of the trivial representation
ofG. But this contradicts the fact thatMG ⊂M0. We conclude thatQ = C,
hence σ is minimal.
Now, we deal with the general case where (MG)′ ∩M is not necessarily
a factor. Among all open subgroups K ⊂ G and all non-zero projections
e ∈MK , we choose a pair (K, e) such that the dimension of e((MK)′ ∩M)e
is minimal. Take f a minimal projection in the center of e((MK)′ ∩M)e.
Then there exists an open subgroup H ⊂ K which stabilizes f . Since
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f((MH)′ ∩M)f ⊂ e((MK)′ ∩M)e, by minimality of (K, e), we must have
f((MH)′ ∩M)f = e((MK)′ ∩M)e hence f = e. This shows that e((MK)′ ∩
M)e = ((eMe)K)′ ∩ eMe is a factor. But the action of K on eMe is outer
(because K yM is outer and M is a factor). Since we already treated the
factorial case, we get that K y eMe is minimal. Therefore K y eMe is
strictly outer, i.e. (M ′∩(M⋊K))e = (eMe)′∩(eMe⋊K) = Ce. SinceM is
a factor, this implies that M ′ ∩ (M ⋊K) = C, i.e. K yM is strictly outer.
Finally, using the fact that K is open in G, we will conclude that GyM is
also strictly outer, hence minimal. Indeed, since K is open, any x ∈M ⋊G
has a “Fourier decomposition” x =
∑
g∈G/K ugxg where xg ∈ M ⋊ K (we
implicitly choose a set of representatives of each equivalence class in G/K).
We refer to [BB16] for an explanation of this “Fourier decomposition”. If
x ∈M ′ ∩ (M ⋊G), we must have xga = σ
−1
g (a)xg for all a ∈M . By [BB16,
Corollary 3.11], and since σ is outer, this is only possible if g ∈ K. Therefore
M ′ ∩ (M ⋊G) =M ′ ∩ (M ⋊K) = C as we wanted. 
Remark 4.4. Let σ : GyM be an action of a compact group G on a factor
M . Let H = {g ∈ G | σg is inner}. Then one can deduce from Theorem 4.1
that either (MG)′ ∩M is diffuse or
(MG)′ ∩M = (MH)′ ∩M = {u ∈M | ∃g ∈ G, Ad(u) = σg}
′′.
Proof of Theorem C. Suppose first that MG ⊂M is co-amenable. Since M
is full, then by Theorem A, (MG)′ ∩ M is not diffuse and by combining
with Theorem 4.1 it must be trivial. We conclude that (MG)′ ∩Mω = C
by Theorem A. Next, since we have π(M ⋊G) is with expectation in M ⊗
B(L2(G)), we have π(M⋊G)ω ⊂Mω⊗B(L2(G)). Since π(MG) =MG⊗C,
we get π(M ′ ∩ (M ⋊ G)ω) ⊂ ((MG)′ ∩Mω) ⊗ B(L2(G)) = C ⊗ B(L2(G)).
We conclude that M ′ ∩ (M ⋊G)ω =M ′ ∩ (M ⋊G) = C.
Now, in the general case, consider the action σ ⊗ ρ : G y N = M ⊗
B(L2(G)). Then the inclusion NG ⊂ N which is isomorphic to M ⋊ G ⊂
〈M ⋊G,M〉 is co-amenable by Theorem 2.3. So we can apply the first case
to deduce that σ ⊗ ρ is minimal, hence σ is also minimal. In particular,
MG ⊂M is co-amenable and we conclude by the first case. 
Appendix A. Bimodule characterization of co-amenability
LetM be a von Neumann algebra. We will denote by L2(M) the standard
Hilbert space forM , by JM the modular conjugation, by L
2(M)+ the natural
positive cone, and by πM : M ⊙M
op → B(L2(M)) the natural binormal ∗-
representation. We define the norm
M ⊙Mop ∋ T 7→ ‖T‖piM = ‖πM (T )‖B(L2(M)).
For x ∈M , we will use the notation x = (x∗)op = (xop)∗ ∈Mop.
Haagerup has made a deep study of the norm
M⊕n ∋ (x1, . . . , xn) 7→ ‖
∑
i
xi ⊗ xi‖piM
and obtained many remarkable results in [Ha93], but we need only the fol-
lowing (Theorem 2.1 in [Ha93]). This was proved earlier in the semifinite
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case by Pisier (Theorem 2.1 in [Pi95]). Alternative proofs are found in [JP10]
and [Xu05].
Theorem A.1 (Pisier–Haagerup). For any von Neumann algebra M and
any x1, . . . , xn ∈M ,
‖
∑
i
xi ⊗ xi‖
1/2
piM
= ‖(x1, . . . , xn)‖1/2,
where the latter norm is the complex interpolation of equivalent norms ‖ · ‖0
and ‖ · ‖1 on M
⊕n that are given by
‖(a1, . . . , an)‖0 := ‖
∑
i
aia
∗
i ‖
1/2 and ‖(a1, . . . , an)‖1 := ‖
∑
i
a∗i ai‖
1/2.
In particular, for any (not necessarily normal) unital completely positive
map θ from M into a von Neumann algebra N and any x1, . . . , xn ∈M ,
‖
∑
i
θ(xi)⊗ θ(xi)‖piN ≤ ‖
∑
i
xi ⊗ xi‖piM .
Note that the second half of Theorem A.1 is a trivial consequence of the
interpolation theorem, because θ ⊗ idn : (M
⊕n, ‖ · ‖t) → (N
⊕n, ‖ · ‖t) is
contractive at t = 0, 1. The purpose of this appendix is to give a proof of
the following corollary to Theorem A.1.
Corollary A.2 (cf. Corollary 3.8 in [Ha93]). For von Neumann algebras
N ⊂M , the following are equivalent.
(i) There is a conditional expectation of M onto N .
(ii) For every x1, . . . , xn ∈ N ,
‖
∑
i
xi ⊗ xi‖piN = ‖
∑
i
xi ⊗ xi‖piM .
(iii) NL
2(N)N ≺ NL
2(M)N . Namely, for every xi, yi ∈ N ,
‖
∑
i
xi ⊗ yi‖piN ≤ ‖
∑
i
xi ⊗ yi‖piM .
The following reformulation of Corollary A.2 closes the circle of implica-
tions of Propositions 2.5 in [AD95].
Corollary A.3 (cf. Proposition 3.6 in [AD95]). Let MHN be an M -N cor-
respondence and put N1 = BNop(H), the commutant of the right N -action.
Then the following are equivalent.
(i) MHN is left-amenable, i.e. ML
2(M)M ≺ ML
2(N1)M .
(ii) There is a conditional expectation of N1 onto M .
We recall the notion of the selfpolar forms ([Co74b, Wo74]), which plays
a central role in [Ha93] as well as in the proof of Corollary A.2. Associated
with any normal state ϕ on M , there are a canonical unit vector ξϕ in
L2(M)+ and the selfpolar form sϕ : M ×M → C given by
sϕ(x, y) = 〈πM(x⊗ y)ξϕ, ξϕ〉L2(M).
Proposition A.4 (Theorems 1.1 and 2.1 in [Wo74]). The selfpolar form sϕ
satisfies the following properties.
(i) sϕ is a positive semi-definite sesqui-linear form on M ×M ,
14 JON BANNON, AMINE MARRAKCHI, AND NARUTAKA OZAWA
(ii) sϕ ≥ 0 on M+ ×M+,
(iii) sϕ(x, 1) = ϕ(x) for x ∈M , and
(iv) sϕ is selfpolar.
Moreover, if s is any sesqui-linear form on M which satisfies (i) - (iii) above
(with sϕ exchanged by s), then s(x, x) ≤ sϕ(x, x) for every x ∈M .
We do not introduce the selfpolar property (iv), since we will not use it
(in an explicit way). We use the following well-known variant of the Hahn–
Banach theorem.
Lemma A.5. Let C be a convex cone of a real vector space V , p : V → R a
sublinear function, and q : C → R a superlinear function. This means that
p(x+ y) ≤ p(x) + p(y) and p(λx) = λp(x) for every x, y ∈ V and λ ∈ R≥0;
and that −q is sublinear. If q ≤ p on C, then there is a linear functional ψ
on V such that ψ ≤ p on V and q ≤ ψ on C.
Proof. Observe that r(x) := inf{p(x + y) − q(y) : y ∈ C} is a sublinear
function on V such that −p(−x) ≤ r(x) ≤ p(x) for x ∈ V (in particular r
takes values inR). By the Hahn–Banach theorem, there is a linear functional
ψ on V such that ψ ≤ r. One has −ψ(x) ≤ r(−x) ≤ −q(x) for x ∈ C. 
Proof of Corollary A.2. The equivalence (i) ⇔ (ii) is proved in Corollary
3.8 in [Ha93]. That (i)⇒ (ii) follows from Theorem A.1. That (iii)⇒ (i) is
proved in Proposition 2.5 in [AD95]. Thus it is left to show (ii)⇒ (iii). We
closely follow the proof of Corollary 3.8 (Theorem 3.7) in [Ha93]. Take any
normal state ϕ on N and consider the convex cone C := {
∑
i xi ⊗ xi : xi ∈
N} ⊂M ⊙Mop and the seminorm p( · ) = ‖πM ( · )‖B((L2(M)) on M ⊙M
op.
Since ∑
i
sϕ(xi, xi) = 〈πN (
∑
i
xi ⊗ xi)ξϕ, ξϕ〉 ≤ p(
∑
i
xi ⊗ xi)
by condition (ii), Lemma A.5 yields ψ ∈ B(L2(M))∗ of norm 1 such that
sϕ(x, x) ≤ ℜψ(πM (x ⊗ x)) for x ∈ N . Observe that ‖ψ‖ ≤ 1 and 1 ≤
ℜψ(1) imply that ψ is a state. The state ψ∗ on B(L2(M)) defined by
ψ∗(T ) = ψ(JMT
∗JM ) satisfies ψ
∗(πM (x ⊗ y)) = ψ(πM (y ⊗ x)) for every
x, y ∈ M . Thus by replacing ψ with the state 12 (ψ + ψ
∗), we may assume
that s : M ×M ∋ (x, y) 7→ ψ(πM (x ⊗ y)) is a sesqui-linear form such that
sϕ(x, x) ≤ s(x, x) for every x ∈ N . Since sϕ(1+λx, 1+λx) ≤ s(1+λx, 1+λx)
for all λ ∈ R and a fixed x ∈ N , one sees ϕ(x) = s(x, 1) for x ∈ N . It
follows from Proposition A.4 that sϕ(x, x) = s(x, x) for every x ∈ N . Hence
by polarization identity, sϕ = s and so for every T =
∑
i xi ⊗ yi ∈ N ⊙N
op
we have
〈πN (T )ξϕ, ξϕ〉 =
∑
i
sϕ(xi, yi) =
∑
i
s(xi, yi) = ψ(πM (T )).
Since {ξϕ}ϕ is a πN -cyclic family, one obtains
‖πN (T )‖B(L2(N)) ≤ ‖πM (T )‖B(L2(M))
which is precisely condition (iii). 
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