If methods fromFlat and fmtStr are inspected, the same pattern arises, with different purposes. In fact, the function of fromFlat is reading the information related to the current class, while fmtStr builds a text string in which the class information is properly formatted. Both methods have the structure found in method toFlat: the general class (1) performs some input/formatting operations on its own data. It loops on each of the three lists of objects of the three associated classes (2), delegating the ongoing operation to them, and it invokes a virtual method to perform the input/formatting required by the concrete implementation (3) of this class.
A specific design pattern could therefore be inferred from the code. Its purpose is organizing input/output (I/O) operations when a class contains a list of objects as part of its data members, and has several possible concrete implementations. I/O related to information owned by the general class is directly handled by the class itself. Information of the contained objects can be processed by looping on the objects and delegating the I/O operation, while information related to specific concrete implementations of the general class is processed through a virtual invocation.
Engineers who maintain this system may find the extracted information useful for understanding the organization of the I/O. The design decision that led to the chosen class structure can now be comprehended in terms of purpose and rationale. This kind of information is extremely valuable, especially if the maintenance personnel is not very familiar with the application, due to the turn over and/or the lack or obsolescence of the available documentation. Moreover, the successive evolutive iterations of the software can reuse the inferred information to facilitate design decisions and to avoid the problems that were solved by the recovered design pattern.
Conclusion
Design patterns are often used without documenting their presence in the code. Therefore an approach which infers their characteristics directly from the code or the design can be extremely useful during software maintenance. In this paper an approach for pattern inference, based on concept analysis, was proposed. It extracts recurrent groups of classes sharing common structural relations as well as non structural attributes, without using any predefined pattern library, and it can be adopted both at the code and at the design level.
The approach was applied to a case study, consisting of a C++ program of about 21 kLOC. The purely structural design patterns extracted from the code were used as a starting point. One of them could be recognized as matching the widely used adapter pattern, and a manual verification confirmed the intuition. Then, non structural attributes were added to one of the structural patterns, to obtain a specialization of its features. In this way a class organization aimed at handling input/output operations was recovered. It is employed for a general class including a sequence of objects from an associated class and extended by a derived class.
Concept analysis revealed a powerful technique able to infer meaningful class organizations directly from the code. The pattern retrieved for the analyzed application could be given meaning and purpose, becoming valuable information about the system. Future work will be devoted to investigating the usefulness of non structural attributes not considered in this paper, like, e.g., the presence of code clones. The proposed approach will also be applied to industrial designs and code. 46 attributes, was analyzed in 5.2 s. Two concepts from the equivalence classes were considered particularly relevant. They both have the structure of the initial pattern, and for both of them classes number 1 and 3 are the same and have the same common methods (see Table 4 ). They differ on the classes associated to position 2, being MmArea, MmSeg and MmDs for the first concept and CxFetch and CxStore for the second one, as shown in Table 4 . The methods shared by the classes in the first concept are also different from the only method, getProc, owned by both classes in the second concept. A closer inspection of the association between classes number 1 and 2 of the pattern reveals that while in the first concept the association is implemented as a list of objects of type MmArea, MmSeg and MmDs, which are also method parameters, the association in the second concept is only due to method parameters of type reference to CxFetch and CxStore. Thus, the use of method names as additional attributes allowed determining two subsets of the initial pattern instances having different features. The two class groups share common methods, and one of the two groups is also characterized by the presence of a list of objects of the associated class. Method invocations were then analyzed to further investigate the identified patterns.
References
A context with the objects and the structural relations of the bottom-left pattern in Figure 4 , augmented with the call relation between pairs of methods, was constructed. It consists of 48 objects and 50 attributes, and its analysis took 0.5 s. Among the determined concepts, the one depicted in Figure 5 was considered particularly interesting. It has the same structure as the initial pattern, and it involves the same classes of the concept in Table 4 which has MmArea, MmSeg and MmDs in position number 2. It can therefore be considered a further characterization of that pattern.
Class number 1 (EvBase) contains method fromFlat which invokes method fromFlat of class number 2 (either MmArea, MmSeg or MmDs). The same property is true for methods toFlat and fmtStr. In addition method fromFlat of class 1 calls method fromFlatEv of class number 3 (EvSci, EvSco, EvExec, EvExit, EvFirst, EvSignal), and a similar property holds for toFlat and fmtStr, which have the same suffix Ev in class number 3. Figure 6 contains the source code of the toFlat method of class EvBase. The purpose of the method is sending some class information to an output communication channel. The first three statements are used to write class specific data. Then a sequence of three statements is repeated three times, for the three lists of objects of the associated classes (either MmArea, MmSeg or MmDs). For example, the first sequence refers to the larea list of MmArea objects. The number of objects in the list is first written, followed by a loop over all objects in the list. The body of the loop delegates the output operation to the object retrieved from the list. The same identical pattern is used for the lists of objects of type MmSeg and MmDs. Finally some additional output operations are delegated to the concrete classes that will implement EvBase, by calling the virtual method toFlatEv. Its actual implementation can be found in the class number 3 of the pattern, instantiated by EvSci, EvSco, EvExec, EvExit, EvFirst and EvSignal. gram, which can run a target program, trace it, and then replay it, so that a viewer can see it executing exactly as when traced. mec was written in C++, and consists of 21006 Lines Of Code (LOC), 3498 of which are header file LOC, for a total of 32 classes. The code was reverse engineered and class diagrams were extracted. Aggregation and association relations between classes were not distinguished, since their C++ implementations are not clearly separated. In the following the term association will be used as inclusive of both relations.
D R A F T
An order 3 context was inductively constructed, including the structural relations (inheritance and association). It contains 1721 objects and 10 attributes, and was successfully analyzed in 1.8 s on a Sun SPARC 20 workstation, under normal load conditions. Equivalence classes of patterns were then computed for the resulting concepts. Figure 4 shows some of the structural patterns inferred for the application, listed in decreasing frequency order. The most frequent pattern consists of two classes, both associated to a third one. Such organization is matched by 416 non equivalent class sequences. Other recurring structures involve both association and inheritance. In particular, the last design pattern depicted in Figure 4 resembles one of the well known class organizations described in [4], the adapter.
The adapter pattern adapts the interface exported by the associated class (number 2 in Figure 4 ), so that its services can be called with the different calling conventions of the extended class (number 3). The 34 instances identified by concept analysis possess the class organization of this pattern. They were manually inspected to see whether their behavior corresponds to the purposes of the adapter pattern. For 27 of them the answer was positive, since the associated class interface is actually adapted to that of the ex- tended class. Thus, concept analysis was able to infer from the code one of the patterns widely recognized as recurrent organizations in OO design. The next step was to search potential domain and application specific design patterns.
Before adding non structural attributes, one of the structural patterns was selected for further investigation. The pattern at the bottom-left of Figure 4 , involving an inheritance relation and an association from the general class, was considered interesting. The structural attributes for the 48 instances of the pattern were extracted from the initial context and augmented with information on the methods owned and called by each class. Table 4 . Classes and methods in the two concepts which specialize the bottom-left pattern of Figure 4 , differing on the methods owned by the class number 2.
The methods owned by the involved classes were considered first. The resulting context, with 48 objects and and (3; 2) a , produces the same set of attributes. Therefore (X; Z; Y ) and (Y; Z; X) are equivalent instances of the pattern represented by concept c 7 . The same permutation on sequence indexes can be employed to demonstrate that the objects (H; K; J) and (J; K; H) from the extent of c 7 are also equivalent. Equivalent instances in a concept extent can be replaced by one representative instance. In this way the cardinality of the resulting extent can be actually associated to the number of instances a pattern has in the code (or design).
Some additional simplifications can be made on the concepts computed for a given context. Concepts with empty extent or intent are not interesting and can be therefore removed (c 1 ; c 8 ). Concepts representing patterns made of disconnected subgraphs can also be disregarded, since they can be determined by a lower order context. A context of order n is computed when order n patterns are looked for, while n ? 1, n ? 2, : : : order contexts suffice for lower order patterns. For example, concept c 9 is characterized by an association from the first class to the second one, while the third class is ignored. The same pattern, which simply represents the notion of association, can be retrieved from the order 2 context.
If equivalence classes of patterns and instances are substituted by one single representative element, and lower order patterns are disregarded, together with the patterns with empty extent or intent, concepts in Table 2 become those in  Table 3 . is particularly interesting because it contains both the patterns intermixed.
This example highlights a nice property related to the use of concept analysis for pattern inference: a pattern can be identified even in cases in which it is implemented in conjunction with other patterns or in a noisy way. In fact the presence of shared relations becomes however apparent when the given context is examined through concept analysis. This makes concept analysis appealing when patterns are inferred directly from the code or the design, where noisy and intermixed implementations are expected.
Non structural attributes
Structural relations (association and inheritance) may be insufficient to narrow the choice of candidate design patterns. Additional attributes can be attached to the classes in a context with the purpose of enriching the characterization of the inferred patterns and pruning false positives. Such additional attributes are basically of two kinds: relations between classes or properties of individual classes. Relations between classes can be handled exactly in the same way as the structural attributes. For example an interesting relation between two classes x i and x j is that x i invokes method M of x j . This can be represented by the attribute (i; j) chMi , where chMi is a label for the call to method M. If the invocation is associated to a specific method from a class, rather than the class as a whole, the label can be modified into chM 1 ; M 2 i, to indicate that method M 1 from the first class calls method M 2 from the second class.
Properties of individual classes need a special treatment, since only one index of a class sequence is involved. To express such positional reference, the related index is represented in brackets after the name of the attribute. If the attribute of interest is, e.g., that a class x i owns method M, the associated representation is ohMi(i).
Let us consider the example in Figure 1 . If classes B; C; Y and Z own method f, the associated context has to be augmented with the three attributes ohfi(1); ohfi(2); ohfi(3), since the classes owning f may occupy all the three available sequence positions in the context given in Table 1 . By applying concept analysis to the resulting context, three design patterns are obtained after simplification. One of them is an enrichment of d 1 from Table 3, and has two instantiations, (B; C; A) and (Y; Z; X). Figure 3 .
It is depicted in
The picture of the pattern is given as the associated class diagram, enriched with non structural relations and attributes. Class names are replaced by the positions in the sequences of the instance classes. Structural relations and owned methods are represented as links between classes and class attributes respectively, with the graphical format usually adopted for the class diagram.
The case study
The proposed approach was applied to the public domain application mec, version 0.3. mec is a trace-and-replay pro-
D R A F T Initial step:
O 2 = f(x; y)j(x; y) t 2 Rg A 2 = f(1; 2) t j9(x; y) t 2 Rg
Step k > 2 (given step k ? If a context of order 3 is inductively constructed for the example in Figure 1 , the initial step generates an object set O 2 with 7 class pairs (f(B; A); (B; C); : : :g), while the attribute set A 2 is f(1; 2) e ; (1; 2) a g. Then, in the inductive step classes related to one or both the paired classes in O 2 are appended to the sequence, forming the new context of order 3, given in Table 1 .
It can be noted that considering all possible class sequences would lead to an object set with 504 elements, while the inductively constructed context contains only 7 objects. The reduction in the object set size is due to the presence of disconnected subgraphs in the class diagram, and to the partial connectivity inside each connected graph. Such reduction does not limit the ability of concept analysis to infer all possible design patterns. Table 2 . Concepts for the order 3 context in Table 1 .
Equivalence classes of patterns
By applying concept analysis to the context in Table 1 , the set of concepts in Table 2 can be determined. They can be directly interpreted as design patterns, but some redundancies are apparent (e.g., c 2 and c 3 ), and can be removed by defining the notion of equivalent instances and equivalent patterns. According to Definition 1 two patterns are equivalent when classes in the extent are the same, but ordered differently. Consequently each intent attribute from the first concept can be transformed into an attribute of the second concept and vice versa. In fact, if it is possible to define an index permutation transforming the first object extent into the second one, attributes are assured to be mapped accordingly, because a concept is by definition a maximal collection of attributes shared by a set of objects, and therefore, if the remapped objects becomes equal, so necessarily do the possessed attributes.
Definition 1 (Equivalent patterns)
Let us consider for example concepts c 2 and c 3 from Table 2. The index permutation f1 7 ! 1; 2 7 ! 3; 3 7 ! 2g can be defined on the object indexes, which transforms (B; A; C) into (B; C; A), and (Y; X; Z) into (Y; Z; X). As expected, when applied to the attributes of c 2 it gives the attributes of c 3 . Since concepts c 2 and c 3 are associated to equivalent patterns, just one of them can be retained as representative of the whole equivalence class.
Definition 2 (Equivalent instances) Two objects in the extent of a concept, representing design pattern instances, are equivalent if a permutation of the indexes of the objects exists, which transforms the first object into the second one and, when applied to the attributes of the concept, produces still attributes of the same concept.
When two class sequences in a pattern contain the same classes in a different order, and the attributes which characterize the pattern are invariant with respect to such permutation, the two instances of the pattern cannot be considered distinct, being the difference only based on the order of the involved classes. They are therefore treated as equivalent instances.
Concept c 7 from Table 2 contains two examples of equivalent instances. The two class sequences (X; Z; Y ) and (Y; Z; X) can be transformed into each other by applying the permutation f1 7 ! 3; 2 7 ! 2; 3 7 ! 1g to the indexes. In addition, its application to the attributes, (1; 2) a where O is the set of objects, A is the set of attributes and P is the binary possess relation between them. X is said the extent of the concept and Y is said the intent. There are several algorithms to compute the concepts for a given context. The simple bottom-up algorithm described in [12] was used for this work.
The key observation for using concept analysis is that a design pattern corresponds to a formal concept. In fact a concept consists of a set of class groups sharing common relations. The number of such groups (extent cardinality) gives the number of instances of the pattern that can be found in the code (or design), while the number of attributes determines the complexity of the pattern (number of relations involved). The size of the class groups considered as candidate patterns is the order of the design pattern.
Let us consider the class diagram in Figure 1 . The different relations between classes can be represented through the labelled class relation R (not to be confused with P), containing labelled pairs from C C, where C is the set of all classes in the class diagram. Thus, e.g., (Y; X) e 2 R is the extends relation between Y and X, and (H; K) a 2 R represents the association between H and K.
Classes are then aggregated into sequences, so that each included class can be addressed by its sequential index, rather than by name. Sequences are used in place of sets, because in this way it is possible to express relations between different parts of a pattern without knowing the name of the classes actually instantiating the pattern, and using the sequence indexes instead. Thus, the associated attributes become pairs of sequence indexes, labelled with the relation identifier.
With reference to Figure 1 , the two class sequences (B; A; C) and (Y; X; Z) have the following attributes in common: (1; 2) e and (1; 3) a . In fact the first class in both sequences extends the second one, and the first class in both sequences is associated to the third one.
Inductive context construction
A context of order n can be built from a class diagram by considering class sequences of length n as objects and labelled relations between sequence indexes as attributes:
O n = f(x 1 ; : : : ; x n )jx i 2 C; 1 i ng (3) A n = f(i; j) t j(x i ; x j ) t 2 R; 1 i; j ng (4) To mitigate the combinatorial explosion associated to generating all possible sequences of classes, an inductive context construction algorithm is proposed, the steps of which are described in Figure 2 . The underlying hypothesis is that design patterns consist of connected graphs.
In the initial step all pairs of classes are collected, between which a relation holds. In the inductive step, the class sequence from previous iteration is augmented with all the classes having some relation with the classes in the sequence. The attribute set A k is updated accordingly.
Using the inductive context construction algorithm ensures that sequences representing disconnected graphs from tween them, and are therefore good candidates to represent design patterns inferred from the code or from the design. The number of instances of a pattern is an indicator of the frequency of reuse of the identified class organization, while the number of involved relations determines the complexity of the pattern. The proposed approach was applied to a case study, consisting of a public domain C++ application for which a set of design patterns was inferred. Different class properties were used on this example, to isolate meaningful design patterns.
While some works addressed the problem of recovering design patterns from the code or the design, given a library of known patterns to be matched, no work to the authors' knowledge attempted to directly infer design patterns from the code or the design. Kramer and Prechelt [5] have proposed an approach and developed a system, called Pat, that localizes instances of structural design patterns by means of structural information. It relies on the reverse engineering capability of a CASE tool to extract design information and uses Prolog facts to represent it and rules to express patterns.
Schauer and Keller [9] developed an approach and a prototype tool for recovering and visualizing both generic and ad-hoc design patterns, given the reverse engineered source code of a system. The tool supports recovery of design patterns using automatic, manual and semi-automatic design clustering techniques. Knowledge about the existence of design patterns is preserved in a central repository. Shull, Melo and Basili [11] developed a manual inductive method to help discover design patterns in existing OO software systems. Antoniol et al.
[1] proposed a multi-stage reduction strategy, based on OO metrics and structural properties, to match the design or the code against a library of 5 patterns.
Works [2, 3, 8, 15] inferring high level information about the system, without using a reference pattern library, deal with the identification of abstract data types and objects in the code. The main difference is in the nature of the inferred information, which cannot be interpreted in terms of design patterns.
Some of the works aiming at abstract data type identification make use of concept analysis. In [6, 13] concept analysis is applied to the extraction of code configurations. The relation between procedures and global variables is analyzed by means of concept analysis in [7] . The resulting lattice is used to identify module candidates. Concept analysis is used in [12] to identify modules, by considering both positive and negative information about the types of the function arguments and of the return value. In [14] the accesses to dynamic locations are used as the attributes which allow the determination of module candidates, consisting of functions operating on common dynamic data structures.
The contribution of this paper is in the adoption of concept analysis, successfully used to identify abtract data types and objects, with the purpose of inferring OO design patterns directly from the code or the design, without any assumption on the availability of a pattern library, employed in the design of the system. The paper is organized as follows: Section 2 describes the proposed approach to design pattern inference from code or design, and introduces the notion of equivalent patterns and classes, to simplify the output of concept analysis and make it more usable. It also addresses the problem of representing the non structural information which can constitute a pattern. Section 3 discusses the results of the application of the inference technique on a real public domain system. Different design patterns could be retrieved from the code, according to different choices of characteristic attributes. Finally conclusions are drawn in Section 4.
Design pattern inference
Design patterns are organizations of classes and arrangements of operations aimed at solving general problems. To infer the design patterns that are repeatedly used inside a given application, the properties characterizing the pattern should be recovered from its instances. For the sake of simplicity, let us first consider only the structural relations between classes, in the class diagram possibly reverse engineered from the code. The presence of a repeated pattern can be described as the possibility to extract groups of classes sharing the same mutual relations. This notion is very close to that of concept, in concept analysis. By properly representing the input domain, concept analysis can be effectively employed to infer design patterns from the code or the design.
In the following only the basic definitions of concept analysis are introduced, and the results on an example are discussed to illustrate the general ideas. For a primer, the interested reader can refer to [12] .
Concept analysis for pattern inference
Concept analysis permits grouping objects that have common attributes. In the present application of concept analysis, objects are groups of classes and attributes are relations between classes. The starting point for concept analysis is a context, i.e., a set of objects, a set of attributes and a binary relation between objects and attributes, stating which attributes are possessed by each object. For the present application the binary relation states which class pairs are connected by each relation. A concept is a maximal collection of objects that possess common attributes, i.e., it is a grouping of all the objects that share a set of attributes. More formally a concept is a pair of sets (X; Y ) such that:
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