In this study we evaluated the applicability of a space-borne hyperspectral sensor, Hyperion, to resolve for chlorophyll a (Chl a) concentration in Lake Atitlan, a tropical mountain lake in Guatemala. In situ water quality samples of Chl a concentration were collected and correlated with water surface reflectance derived from Hyperion images, to develop a semi-empirical algorithm. Existing operational algorithms were tested and the continuous bands of Hyperion were evaluated in an iterative manner. A third order polynomial regression provided a good fit to model Chl a. The final algorithm uses a blue (467 nm) to green (559 nm) band ratio to successfully model Chl a concentrations in Lake Atitlán during the dry season, with a relative error of 33%. This analysis confirmed the suitability of hyperspetral-imagers like Hyperion, to model Chl a concentrations in Lake Atitlán. This study also highlights the need to test and update this algorithm with operational multispectral sensors such as Landsat and Sentinel-2.
INTRODUCTION
Fresh water bodies provide multiple services ranging from recreation to ecological and economical. In Guatemala, the combination of poor development planning, lack of sewage treatment infrastructure, and overuse of land for agriculture with absent soil protective practices, has led to the degradation of inland water bodies (Perez Gudiel, 2007; Pérez et al., 2011; Romero-Oliva et al., 2014) . Lake Atitlán, located in the highlands of Guatemala (14.68 N, 91.16 W) exemplifies a fresh water body subjected to pressures that have increased over the years. Lake Atitlán is the second most visited tourist attraction in the country, as such represents the livelihood of communities located around it. The 15 municipalities in Lake Atitlán's watershed hold about 368,000 inhabitants (INE, n.d.; AMSCLAE, 2017) , from which about 170,000 inhabitants are surrounding the lake (INE, n.d.; SIGSA, 2019) . In October 2009 the lake experienced a never before seen algal bloom that lasted about 2 months. At its highest point this algal bloom covered about 40% of the 132 square kilometers lake's surface. The bloom was caused by cyanobacteria, first tentatively identified as Lyngbya robusta (Rejmánková et al., 2011) and later as Limnoraphis robusta . This bloom affected the local economy as tourism came to a halt. In addition, the lake is a direct source of drinking water, use with no purification, for two of the municipalities around the lake (Romero Santizo, 2009; Dix et al., 2012b) .
The data available for the lake show its degradation overtime (Chandra et al., 2013; AMSCLAE, 2017) . Lake Atitlán is considered a unique example of an oligotrophic lake, given its unusual transparencies (Secchi disk transparency) that in the 1960s were as high as 20 m (Weiss, 1971) and in 2010 as high as 15 m (Dix et al., 2012a) . The scientific data available for the lake, even though existent, is confined to a few monitoring points measured over a few months per year. Due to limited resources the data is not published on the regular basis. The two most complete studies published for Lake Atitlán's water quality are from Weiss (1971) and Dix et al. (2012a) and both are based on in situ standard water quality monitoring methods. Both studies report and provide evidence of the oligotrophic condition of the lake during the dry season. However, there exists a significant time gap between both studies. Weiss and Dix's year long studies showed that the optical properties of Lake Atitlán such as transparency (measured by Secchi disk), vary by season. The rainy season had lower transparencies than the dry season. Weiss found maximum transparencies of 22 m in February 1969, in a station equidistant from San Pablo, San Pedro, and San Marcos towns and Dix et al. (2012a) maximum of 15.5 m in March 2010, at the center of the lake in the station Center Weiss G.
The limited published information available undermines the understanding of the factors promoting the degradation of the lake and the intrinsic behavior and dynamics of Lake Atitlán. Despite recent efforts to invest more in science and technology in Guatemala (UNESCO, 2015) , funding for water quality monitoring is minimal. In addition, standard methods to monitor water quality are generally expensive, time consuming and require special equipment and trained personnel, which consequently provides data with limited spatial coverage and temporal frequency (Palmer et al., 2015) . Earth observing satellites, on the other hand, can provide a cost-effective solution to Guatemalan authorities and academia to complement water quality measurements on the ground. Several studies exemplified how satellite data can be used for water quality monitoring in inland water bodies, particularly algal bloom monitoring (Vincent et al., 2004; Ogashawara and Moreno-Madriñán, 2014; Watanabe et al., 2015; Page et al., 2018) . During Lake Atitlán's algal bloom in 2009 images from NASA Earth observing satellites, such as Landsat, Advance Spaceborne Thermal Emission and Reflection Radiometer (ASTER) and Earth Observing 1 (EO-1) were used to estimate the extent and progression of the algal bloom and provided authorities and general public a complete picture of the event (SERVIR, 2009). In 2011, satellite images were also used to study water surface extent and other minor algal blooms events for the same lake (SERVIR, 2011). Thus far, the common factor among the different analyses using satellite imagery for this region has been their qualitative nature. Still, satellite remote sensing can be more beneficial and actually represent a reliable, quantitative source of water quality parameters that can effectively complement the in situ data collected. In addition, the use of satellite imagery to estimate water quality parameters can increase the timeliness of information and can also provide estimates for the entire water body and not only from single points of measurement.
To evaluate if the combination of in situ measurements and satellite imagery can enhance our understanding of lake's Atitlán dynamics, the present study is aimed to evaluate satellite remote sensing to estimate water quality parameters, specifically chlorophyll-a (Chl a) concentration. Chlorophyll concentration is an indirect measurement of phytoplankton biomass (Schalles, 2006) . Chl a is a dominant light harvesting pigment and is universally present in eukaryotic algae and cyanobacteria (Rowan, 1989) . Therefore, all algae, whether toxic or nontoxic, have Chl a. In this study we evaluate the applicability of a space-borne hyperspectral sensor, Hyperion, to resolve for Chl a concentration. Hyperion was a hyperspectral imager on board of the EO-1 satellite. It is foreseen that this study will contribute to the transition of remote sensing applications from a qualitative to a quantitative nature for algal bloom monitoring and assessment in Guatemala. In addition, this study provides valuable information on the capabilities of hyperspectral satellite data for Chl a concentration retrieval, relevant to ongoing and future hyperspectral satellite missions.
Satellite Remote Sensing and Chlorophyll Algorithms
The Chl a algorithms in ocean waters are based on a simple interaction of phytoplankton density with water, in which usually blue to green band ratios have a robust and sensitive relation to Chl a during low concentrations 1-30 mg/m 3 situations. This relationship becomes less sensitive at higher Chl a concentrations (above 30 mg/m 3 Chla) and is highly compromised by the effects of colored dissolved organic matter (CDOM) in turbid and optically complex waters (Schalles, 2006) . According to Schalles (2006) and Mobley (1995) (1) extremely low Chl a concentrations < 2 mg/m 3 Chla show higher reflectances in the blue part of the spectrum (400-500 nm) and reflectance decreases as wavelength increases, with extremely low reflectance values, near to 0, in the NIR (700-800 nm); (2) Chl a concentrations between 2 and 30 mg/m 3 show higher reflectances in the green (500-600 nm) and red bands (600-700 nm), with peak reflectance in the green part of the spectrum; and (3) higher Chl a concentrations, > 300 mg/m 3 , show peak reflectances in the NIR and minimum high in the green part of the spectrum, the blue and red bands show low reflectances. These principles are used to select bands and develop algorithms to retrieve Chl a from satellite images, since it is evident that spectral signature changes depending on the content of Chl a in water. Usually local-based algorithms are needed for inland water bodies, and they vary significantly from one site to another since their development is based on the specific optical constituents of a water body. The measurement of Chl a in water is commonly used (a) as an indicator to monitor water quality programs in coastal and inland waters, (b) in surveillance programs of harmful algal blooms, (c) and in ecological studies of phytoplankton biomass and productivity (Jordan et al., 1991; Morrow et al., 2000) . Moreover, Chl a has also been used as an indicator of cyanobacteria (Ogashawara and Moreno-Madriñán, 2014) . Satellite remote sensing has been used for decades to estimate Chl a concentrations, most notably with operational applications in the oceans (Mobley, 1995; O'Reilly et al., 1998; Schalles, 2006; Hu et al., 2012) . However, significant progress has been made in applying satellite remote sensing in inland water bodies with positive outcomes as described in Palmer et al. (2015) and Bukata (2013) . The main challenge to use remote sensing is to isolate the Chl a signal from other cell components and other optically active compounds and the effects of the vertical distribution variation of chlorophyll in the water column.
The first satellite sensor developed to evaluate water properties, particularly Chl a concentration was the Coastal Zone Color Scanner (CZCS) on board Nimbus 7 and launched in late 1978. A two-band ratio of 443-550 nm was calibrated and routinely used for Chl a estimation (O'Reilly et al., 1998) . Later, another two operational sensors were also designed to monitor Chl a estimations using bands in the blue and the green regions (Sea-viewing Field of view sensor-SeaWIFS-and Moderate resolution Imaging Spectroradiometer -MODIS-) (O'Reilly et al., 1998; Schalles, 2006) . The current operational algorithm used for Chl a estimation has been updated for the sixth time (version 6) and is generated by the NASA Ocean Biology Processing Group (OBPG). These algorithms are based on a multi-band optimization procedure called OC4 (for Ocean Color 4) and their approach is termed Maximum Band Ratio (MBR).
These operational algorithms are based on comparing blue to green ratios. The largest value of the ratios is used in a fourth order polynomial regression equation as the exponential term in a power function equation. These exponential equations best represent the sigmoidal relationship between Chl a and band ratio calculations (O'Reilly et al., 1998) .
The operational algorithms for Chl a concentration estimations are based on blue to green band ratios and have been generated for oceanic waters which color is dominated by phytoplankton. The good performance of blue and green ratios in oceanic waters is due to the general tendency that as the phytoplankton concentration increases, reflectance decreases in the blue (400-515 nm) and increases in the green (515-600 nm) (Kirk, 1994) .
Evaluating all the algorithms utilized to estimate Chl a concentration, we can deduct that the majority of passive remote sensing chlorophyll algorithms use either (a) blue to green band ratio, or (b) a NIR/red band ratio, or (c) spectral curvature or slope at different regions of the spectrum to estimate Chl a, this last one uses three bands.
In summary, Chl a algorithms develop for: (a) pythoplankton dominated-waters are based on blue to green band ratios, and (b) for optically complex waters are based on either a two-band ratio using NIR and red bands or the spectral curvature approach. Even though these approaches are mostly for oceanic waters, they represent the basis to inland fresh water bodies. Moreover, these approaches can be extrapolated onto inland fresh water bodies, per appropriate calibration and validation with in-situ data. Per previous studies in the lake (Weiss, 1971; Dix et al., 2012a; Chandra et al., 2013) , we can deduct that the color of Lake Atitlán's waters is dominated mostly by pythoplankton during the dry season and during the rainy season, given all the runoff and sediment deposited in the lake, the waters become more optically complex, with a mix of constituents affecting the color of the water.
Area of Study
Lake Atitlán is a tropical mountain lake located in the Department of Sololá, Guatemala at 14.70 • N, 91.19 • W. Its origin is volcanic and is situated within a caldera that was formed 84,000 years ago (Chesner and Halsor, 2010) . Located at 1,565 masl, Lake Atitlàn has a volume of 24 km 3 , a maximum depth greater than 300 m with an average of 188 m, and a surface area of about 132 Km 2 . Lake Atitlàn is surrounded by three volcanoes and forms part of an endorheic basin, where the point of discharge is the lake and there is not an obvious outflow. However, Weiss (1971) proposed the possibility that the lake discharges through subterranean passages into River Madre Vieja, on the Pacific slope drainage, since chemical water characteristics were similar between the lake and river waters. river waters. Figure 1 shows the unique topography of the basin and its location.
METHODS
Remote-sensing spectra was collected from Hyperion satellite images and correlated with in situ measurements of Chl a concentration. Below we explain how in situ measurements were acquired, how satellite data was processed and how the algorithm was developed and tested.
Field Measurements
The Centro de Estudios Atitlán from the Universidad del Valle de Guatemala (UVG) collected 40 in situ measurements of Chl a concentration in synchronization with Hyperion overpasses between January and April 2013. We use the term "in situ" in this paper for data that was collected in the field. These months represent the dry season in Lake Atitlán and consequently the months in which the lake's water is the clearest (Weiss, 1971; Dix et al., 2012b) . Samples were collected in the field, placed in a cooler with ice and transported to the laboratory where they were filtered the same day. A standard volume of water (180 ml) was filtered through Whatman GFF filters with 7 micrometer mesh and 25 mm diameter. The filters were individually packaged in aluminum foil and frozen for 24 h. Chlorophyll measurements were carried out using 20 ml methanol to extract the pigment during 12-24 h refrigeration in the dark. Readings were carried out using a Turner fluorometer following Standard Method (Eaton, 2005) and based on Ritchie (2006) .
The Chl a measurements used in this study were collected at the same time than the Secchi disk transparencies. In addition, AMSCLAE supported the collection of in situ data, measuring Secchi disk transparencies. A total of five field campaigns were carried out between UVG and AMSCLAE to collect in situ measurements of Chl a and Secchi disk transparency. Figure 2 shows the locations of these in situ measurements.
The extremely low values of chlorophyll concentration measured during the dry season in Lake Atitlán at the subsurface level (below limit of detection) provided the initial foundation to determine the depth for the in situ Chl a measurements, which was based on less than the minimum transparency depth, in this study in situ samples of Chl a were measured at 3 m depth. Since there are no profile measurements of chlorophyll concentration or any other optically active components available that corresponded to coinciding overpass Hyperion imagery, it is not possible to determine the influence of the vertical structure of chlorophyll concentration on the surface reflectance measured by the satellite. This is a limitation of this study. However, calculation of Kd490 based on Mueller (2000) derived an average value of 0.3/m, and a median of 0.2/m. These Kd490 values indicate that the intensity of the visible light in the blue to green region of the spectrum will be reduced about 0.3 units per meter. Therefore, at 3m depth there is still available light in the blue and green region of the spectrum in the water column. As described by Stramska and Stramski (2005) , even the operational empirical algorithms for chlorophyll retrieval (Ocean color algorithms) are affected to an unknown degree by the nonuniformity of Chl a profiles.
Satellite Data
Hyperion was a hyperspectral imager on board of the satellite Earth Observing-1 (EO-1), launched in 2000 as part of a 1-year technology validation/demonstration mission (U.S. Geological Survey, 2018). The EO-1 mission was undertaken originally to meet the needs of Landsat continuity program. After the baseline mission of EO-1 was accomplished, NASA approved the Extended Mission operations phase, with the objective of maximizing the use of EO-1 data, in December 2001, and this ran through early 2017, when the satellite was decommissioned. Hyperion has continuous spectral bands of about 10 nm width that cover from 0.4 to 2.5 µm of the electromagnetic spectrum, containing 220 spectral bands. The images have 30 m spatial resolution and cover a swath of 7.6 km. The EO-1 satellite flew in formation with the Landsat-7 satellite in a sunsynchronous, 705 km orbit with an equatorial crossing time 1 min later than that of Landsat-7 (Liao et al., 2000) . Level 1 Gst data of Hyperion was used for this study. Level 1 Gst is radiometrically corrected and resampled for geometric correction and registration to a geographic map projection (USGS, 2006) . There were two main reasons to use Hyperion in this study, first for research purposes, to assess suitability of a hyperspectral sensor to retrieve Chl a concentration and second, due to the ability to task image acquisitions. Hyperion satellites images were tasked at time of in situ data collection during cloud free conditions. A strong coordination effort to acquire in situ data and satellite data at the same time allowed us to generate a sound scientific dataset suitable for algorithm development.
Atmospheric Correction
The digital numbers obtained from the Hyperion satellite imagery were first converted to top of atmosphere (TOA) radiances and then to reflectance. Reflectance is a dimensionless value obtained from the ratio between the upwelling radiance emittance and the incoming radiant flux (irradiance). The spectral radiance is obtained by radiometrically calibrating the digital number collected in Hyperion Level 1 data. Hyperion data are scaled to limit the amount of saturation and storage space (Beck, 2003) . The digital values of the Level 1 product are 16-bit radiances and are stored as a 16-bit signed integer (Beck, 2003) . The visible and NIR infrared bands are divided by 40 and the SWIR bands by 80 to de-scale the data and obtain the radiance in W/m 2 srµm. Then, Hyperion top of the atmosphere (TOA) reflectance was calculated using the following equation:
where: ρTOA= measured spectral radiance in W/m 2 srµm d = Earth-Sun distance in astronomical units. These values were obtained from the Earth-Sun distance table provided by U.S. Geological Survey (2018) ESUN λ = Mean solar exoatmospheric irradiance phi s = Solar zenith angle in degrees, obtained from the Hyperion imagery metadata.
The ρTOA calculated using 1 was transformed to surface reflectance to be compared with in situ values, for this a radiative model was used. The second simulation of satellite signal in the solar spectrum-vector (6SV) was the radiative transfer model used to account for the atmospheric effects on the signal recorded by Hyperion satellite sensor. According to Vermote et al. (2006) the 6SV radiative transfer code "is the most widely used, rigorously validated, and heavily documented radiative transfer code known in the scientific remote-sensing community." In addition, 6S has been successfully used for remote sensing of water quality (Potes et al., 2012; Shang and Shen, 2016; Markert et al., 2018) , which makes it a suitable method for this analysis.
Python code was used to transform ρTOA to surface remote sensing reflectance using 6SV. P6S was run for satellite data accounting for each in situ sample.
The following criteria were used to compare satellite and in situ data following (Le et al., 2013) : (1) both measurements (satellite and in situ sample) were acquired within a narrow window of ±3 h (Bailey and Werdell, 2006) ; and (2) a mean, maximum and median value from a 3 × 3 pixel box centered at the in situ sample site was used to filter sensor and algorithm noise (Hu et al., 2001) . All the in situ samples were acquired in locations where the shallow bottom (depths < 2 m) was not a problem.
Testing Chlorophyll a Algorithms
Existing operational algorithms were tested, including the default blue to green ratio OCx algorithms (O'Reilly et al., 1998; and Bailey, 2005) , the red to NIR band ratios and the threeband approach for spectral shape, specifically the Fluorescence Line Height (FLH) and Maximum Chlorophyll Index (MCI), mathematical formulations are presented in Table 1 . FLH as described by Gower et al. (1999 Gower et al. ( , 2005 and Wynne et al. (2008) uses a central band at 685nm and it measures the fluorescence of Chl a, which produces a narrow peak at this part of the spectrum for Chl a concentrations up to 30 mg/m 3 . Above this concentration the absorption by water and Chl a pigments combine to shift the peak to longer wavelengths (706 nm at 300 mg/m 3 ) (Gower et al., 2005) , which is the central band used in MCI. These last two algorithms use the reflectance height relative to a baseline formed linearly between two neighboring bands which are distributed evenly, hence the priority on the central band. The continuous bands of Hyperion were evaluated in an iterative manner to determine optimal position that would be used in the band ratio approach. Linear, power and polynomial equations were tested to find the best statistical correlations between in situ Chl a and satellite reflectance. For the algorithm development 75% of the in situ measurements (30 samples) were used and for the algorithm evaluation the remaining 25% (10 samples) were used.
Regression Analysis
From the total (40) in situ Chl a samples one was diskarded since it did not match the correspondent Hyperion image. From the resulting 39 samples, 30 were selected randomly for the algorithm development. The least square method was used for the regression analysis which was tested using linear and polynomial fits. To further select the best algorithm the analysis of variance (ANOVA) was used. 
Inference of Best Fit and Algorithm Evaluation
This explains the methodology used to select and validate final algorithm. To validate the resulting algorithm a cross-validation resampling procedure was employed. With a data set of n data stations, the data will be randomly resampled n times, leaving out one station each time, following Chernick (2012) . The predictive power of the algorithm will be evaluated using different statistical parameters. The best results obtained from the linear and polynomial regression are evaluated further with other statistical parameters such as the analysis of variance (ANOVA). In the ANOVA analysis the F-test (or F-ratio) and p-value (or p(F), significance of F) were evaluated. The F-test is used to evaluate the hypothesis that all predictor variables under consideration have no explanatory power and that all regression coefficients are zero (Chatterjee et al., 2000) .
RESULTS AND DISCUSSION

Field Measurements
Chl a measurements collected in situ were relatively low, in a range of 1.01 − 10.91 mg/m 3 (see Table 2 ). Secchi disk transparency and Chl a display modes values of 6 m and 7 mg/m 3 , respectively. The datasets represent low optically complex waters, as expected for the dry season, when these datasets were acquired on the field. Forty samples were collected for Chl a concentration and 60 samples for Secchi disk transparency. These samples were acquired on January 16, 24, 29; February 22 and April 05, 2013.
Linear Regression
The coefficient of determination, R 2 and the Standard error of estimate were used to assess the results of the linear regression analysis based on band ratios and spectral shape models (FLH and MCI) described in Table 1 . First, simple surface reflectance (SR) band ratios were assessed and then log-transformed ratios were used. Log-transformation datasets are used in the development of ocean color algorithms (O'Reilly et al., 1998) . Extremely low R 2 were obtained using linear regressions for both approaches, the highest R 2 was 0.302, representing not good fit. However, given the multiple bands assessed in this study, this step was used to pre-select band ratios that will be further tested in polynomial regressions. The hyperion bands assessed were in the blue and red-edge part of the spectrum.
Polynomial Regression
Polynomial regressions using a third order polynomial fit following the methods of the ocean color algorithms (O'Reilly et al., 1998; Werdell and Bailey, 2005) were tested. See OC x model in Table 1 . O'Reilly et al. (1998) and Werdell and Bailey (2005) reported the SR443/SR555 ratio maximal to be at Chl a < 0.3 mg/m 3 , SR490/SR555 ratio was maximal between 0.3 and 2.0 mg/m 3 and the SR510/SR555 was maximal above 2.0 mg/m 3 and below 30 mg/m 3 . Given the Chl a concentration values obtained in the study (1-11 mg/m 3 ), in theory the analogous band ratios used to represent SR490/SR555 and SR510/SR555 (SR487, SR498/SR559 and SR508/SR559, respectively) should have performed better to simulate the Chl a. Nonetheless, our best fit was obtained with SR467/SR555, using all datasets. The regression was tested using different combinations of bands. Two datasets, one with all stations containing the whole range of Chl a concentration ( a ), and another with Chl a concentrations < 9 mg/m 3 ( b ) were assessed. Overall, group b had better fits, this is due to the nature of the data, since most of the observations were in this range. This also implies that the algorithm resolves better real Chl a conditions that are lower than 9 mg/m 3 . Band ratios SR487/SR559 and SR498/SR559 provided good R 2 , between 0.65 and 0.66, using mean reflectance values, but were outperformed by SR467/SR555 with an R 2 of 0.7. The 3-band algorithm, FLH, did not improve significantly in the polynomial regression, R 2 of 0.52. Given the overall good performance of the polynomial regression, the band ratios with the best R 2 in this step were selected for further evaluation.
Inference of Best Fit
A summary of the results for the analysis of variance (ANOVA) for the polynomial regressions that have the higher R 2 are shown in Table 3 . All the algorithms have larger F-ratios than the one tabulated for the significant level of 0.01. Therefore, it can be stated that the results are significant at level 0.01. Consequently the hypothesis that the predictor variables have no explanatory power can be rejected. This means that the Chl a concentration can be modeled using a blue to green band ratio. A blue to green band ratio satisfactorily explains the behavior of Chl a in the waters of Lake Atitlán at a significant level of 0.01. Evaluating the results from the mean and median values it can be deducted that the third order polynomial of the ratios 467/559 and 467/548 have the best results. The F-ratio is larger than the tabulated one and the ρ-values are significantly smaller than 0.01, see Table 3 . Figures 3, 4 show the polynomial regression graphs for band ratio 467/559, both using the median and mean values datasets respectively. This is the algorithm selected in this study for chlorophyll a concentration estimation in Lake Atitlán.
Evaluation of the Algorithm
A cross-validation resampling technique was performed to generate a data set that will be used to assess the adequacy of the model. The leave-one-out method was used for this purpose (Chernick, 2012) . In this method the complete data set (n = 39) conformed by the data points used for the algorithm development (30) together with the other points that were left out of the algorithm development (9) are randomly resampled n times leaving one point out (n−1). Then the accuracy of the model is tested on the data point left out. This method was used since the number of samples for validation was too small (9 points) which can result in a very large bias (Chernick, 2012) . Multiple statistical parameters were used to evaluate the model performance. The Mean relative Error (MRE) is the ratio of the absolute error to the real observed measurement, which is assumed to be error free. The MRE provides an estimate of how relevant is the absolute error. MRE is presented as a percentage. The Root mean square error (RMSE) is a common measure to evaluate model performance (Willmott et al., 1985; Moriasi et al., 2007) . RMSE has the advantage of indicating an error in the units of the constituent of interest, in this case mg/m 3 . However, its disadvantage lies in that large errors are weighted heavily, producing a large RMSE even if there are small errors in a good portion of the data. RMSE values of 0 indicate a perfect fit and the general interpretation is that the smaller the RMSE the better the model performance. Given the uncertainty of what is considered a low RMSE another model evaluation statistic is used to aid the interpretation of RMSE, the RMSE-observations standard deviation ratio (RSR). RSR standardizes RMSE using the observations standard deviation and is calculated as the ratio of the RMSE and standard deviation of observations (Moriasi et al., 2007) . The closer the RSR is to zero (0) the better the model performance. The bias error (BIAS) indicates an average model "bias"; that is average overor under prediction (Willmott and Matsuura, 2005) . The percent bias (PBIAS) measures the average tendency of the simulated data to be larger or smaller than their observed counterparts (Gupta et al., 1999) . The optimal value of PBIAS is 0.0. Positive values indicate model underestimation bias, and negative values indicate model overestimation (Gupta et al., 1999; Moriasi et al., 2007) . PBIAS is the deviation of the data being evaluated, expressed as a percentage (Moriasi et al., 2007) . The Nash-Sutcliffe efficiency is a normalized statistic that determines the relative magnitude of the residual variance ("noise") compared to the measured data variance ("information") (Nash and Sutcliffe, 1970; Moriasi et al., 2007) . Table 4 displays the results of the model evaluation statistics. In general the results obtained from the validation and crossvalidation data sets agree. It is important to mention that in this analysis the algorithm development and evaluation is being done with satellite data. Meanwhile, the majority of the algorithms developed for water quality parameters had been generated using in situ measured reflectance (O'Reilly et al., 1998; Schalles, 2006) . The evaluation of these algorithms performances is also commonly done using in situ measured reflectance (Le et al., 2013) . Our analysis portrays a different approach for algorithm development and evaluation, for an understudied area where, in situ reflectance is not available, which can be more easily replicated using a variety of satellite remote sensing data in future research projects.
The algorithm assessed had a MRE error of about 33%. Le et al. (2013) reported its lowest MRE value of 25.66% for a 2band algorithm using in situ reflectance Rrs(λ) in the Tampa Bay area. Le et al. (2013) also reported higher MRE values for 3-band and 4-band algorithms with 50.68% and 48.05%, respectively, using in situ reflectance as well. Le et al. (2013) evaluated algorithm performance using real satellite data from MODIS and MERIS. There was no meaningful statistical relationship between in situ measurements of Chl-a and coincident MODIS reflectance. This was attributed to atmospheric correction errors in MODIS data and abscence of appropiate spectral bands. The algorithm evaluation performed by Le et al. (2013) using real satellite data from MERIS provided better statistical results, with a MRE of 35.33% for the 2-band algorithm and 46.93%, and 69.15% for the 3-band and 4-band algorithm, respectively. The 2-band algorithm evaluated by Le et al. (2013) was a NIR-red band ratio generated for optically complex waters with Chl a concentrations that ranged between 2 and 80 mg/m 3 .
However, the MRE was degraded when using the MERIS satellite data (35.33%) compared to using the in situ reflectance (25.66%) due to spatial patchiness, differences in Chl a concentrations between in situ measurement and satellite over pass (Chen et al., 2010; Le et al., 2013) and even atmospheric correction errors (Le et al., 2013) . All of these sources of error apply for the analysis performed in Lake Atitlán, and the MRE obtained for the Hyperion data (33%) is very similar to that observed by Le et al. (2013) with MERIS data (35.33%). The algorithm performance results obtained by Le et al. (2013) provide a source of reference for our analaysis, since they are reported for both in situ reflectance measurements and satellitederived reflectance measurements. The RMSE obtained for the algorithm evaluated in this study had an approximate value of 2.0 mg/m 3 , which is very similar to the optimal obtained by Le et al. (2013) using MERIS-derived data, 2.01 mg/m 3 . To further support the interpretation of the RMSE, the RSR statistic was calculated. An optimal value of RSR would be zero, which indicates zero residual variation, and therefore perfect model simulation (Moriasi et al., 2007) . The average RSR value obtained for the algorithm performance evaluation is of 0.77 (see Table 4 ) which is close to zero. The BIAS and PBIAS measurements indicate that overall the model evaluated is overestimating by 0.26 mg/m 3 the simulated Chl a concentration values. Finally, the NSE statistic value of 0.46 (see Table 4 ) falls into the range to determine that the model has an acceptable performance.
Discussion
The data set utilized for algorithm development represented a small range of Chl-a concentration (1-10 mg/m 3 ), which limits the application of the algorithm generated within this concentration range. The final algorithm selected to simulate Chl a concentration follows the form of the Ocean color algorithms (OCx), of a polynomial regression fit using blue and green bands. Band ratios of blue and green bands are used for low Chl a concentrations, such as the measured in Lake Atitlán in which the major constituent driving the color of water is chlorophyll. The latter was also true for the conditions under which the algorithm was developed in Lake Atitlán. Even though the overall performance of the algorithm selected provided an overestimation of the simulated Chl a, the algorithm also presents an under estimation of Chl a concentrations when in situ Chl a was higher than 9 mg/m 3 , Figure 5 portrays this. It is recommended to use a larger calibration and validation data set to fit and test the algorithm to a broader Chl a concentration range.
The blue to green ratio selected in this study represents the theoretical behavior of the water dominated by Chl a, in which the Chl a absorption and scattering characteristics strongly influence the spectral signature of the water. For example, in these waters Chl a absorbs in the blue part of the spectrum (400-500 nm) and scatter in the green part of the spectrum (500-600 nm) with an evident reflectance peak at about 550 nm (Schalles, 2006) . The band ratio selected in this study SR467/SR559 represents these spectral regions. As recorded by Schalles (2006) this absorption in the blue and scatter in the green is consistent from low (3.3 mg/m 3 ) to high (more than 60 mg/m 3 ) Chl a concentrations. In theory these blue to green ratios are applicable for water dominated by Chl a in concentrations that range from low to high Chl a above 60 mg/m 3 . However, the evaluation performance of the algorithm in this analysis exhibited larger errors especially in low and high Chl a concentrations, for our case the low was defined < 2-4 mg/m 3 and high > 9 mg/m 3 , see Table 2 . This is due to the low representation of these values for the algorithm development and it can be deduced that the majority of data sets are between 6 and 8 mg/m 3 .
CONCLUSIONS AND FUTURE PERSPECTIVES
After evaluating the different wavelengths and band ratios used in previous studies to model Chl a in Lake Atitlán, the best result was obtained by a blue to green band ratio. The final algorithm obtained had relative error of 33% and assumes that the color of the water in Lake Atitlán is mainly driven by phytoplankton. Given that the data sets used to generate and evaluate this algorithm reflect a small range of Chl a concentration (1-10 mg/m 3 ) it is expected that the relative error will increase when the algorithm is applied in Chl a concentrations > 10 mg/m 3 . In addition, the analyses performed confirmed the suitability of Hyperion satellite images to model Chl a concentrations in Lake Atitlán. The developed algorithm was applied to experimentally estimate Chl a in Lake Atitlán during a bloom event, using Landsat OLI data in August 2015. The water quality parameters of Lake Atitlán present a seasonal pattern that is related to the dry and rainy season of the area. At the end of the rainy season lower transparencies and higher Chl a concentrations are recorded. Meanwhile, at the end of the dry season higher transparencies and lower Chl a concentrations are recorded. Thermal stratification and mixing processes take place seasonally in Lake Atitlàn but given the limited measurements in the lake this seasonality is not well characterized yet (Dix et al., in preparation) .
The results of this study represent an early effort, known to the authors, to use satellite images to quantitatively monitor water quality parameters in an inland water body in Central America. The only existing applications of satellite remote sensing for water quality monitoring has been limited to qualitative applications in this region. Therefore, the results of this sutdy demonstrate that Chl a can be estimated from hyperspectral imagers like the now-defunct Hyperion, with a relative error of 33%. The algorithm developed is relevant for the current Venµs satellite, DLR Earth Sensing Imaging Spectrometer (DESIS) and the upcoming Hyspiri mission, all hyperspectral, that are or will capture data useful to monitor Chl a concentration in Lake Atitlan using the developed algorithm. Given the rapid eutrophication of fresh water bodies world wide (Ho et al., 2019) , it is imperative to develop cost-effective methods, such as the one presented in this work, that allow local water managers monitor water quality of their fresh water resources.
The error obtained is slightly below the desired error set by NASA's Ocean Biology and Biogeochemistry Program of 35% (McClain et al., 2006) . This confirms the adequacy of the results. Other studies that retrieve Chl a concentration in fresh water bodies using multispectral sensors show low degree of certainty (Boucher et al., 2018) . However, better performance was obtained when time window of multispectral satellite data acquisition was closer to acquisition of in situ data used in correlation. This highlights two issues, (1) the high applicability of hyperspectral sensors and use of narrow spectral bands to retrieve Chl a concentration and (2) the relevance of methodologies encompassing same time/date acquisition of satellite data and in situ observation to develop algorithms to retrieve water quality parameters from satellite images.
The main sources of error for this algorithm stem from the estimation of surface reflectance obtained from the satellite image and the optical variability presented in the in situ data set that was used to generate the algorithm. The latter is related to the in situ Chl a data set used for the algorithm development, which in this case represented a range of 1-10 mg/m 3 . Under higher Chl a concentrations (>10 mg/m 3 ) it is expected that the current algorithm will underperform given the data sets used for its generation. Our validation shows that locations with maximum Chl a concentrations (> or = to 10 mg/m 3 ) retrieved simulated Chl a concentration lower than real. Additional testing of applicable band combinations would be required. The significant conclusions of this study can be summarized as follows:
• Hyperion satellite images can be successfully used to model Chl a concentrations in Lake Atitlán. • A semi-empirical algorithm that uses a blue to green band ratio is suitable to model Chl a concentrations in Lake Atitlán during the dry season. This algorithm has a relative error of 33%.
The Chl a concentrations described in this study are relatively low (1.0 -10 mg/m 3 ), but the demonstration of Hyperion's suitability to model such low concentrations (represented by low reflectance values) is promising. It is reasonable to expect that Hyperion can be applied to distinguish Chl a in lakes with more variable or higher Chl a concentrations. This could be achieved with further in situ sampling in more varied conditions and would require fine tuning. The methodology used in this work can also be replicated in other lakes of the region to generate ad-hoc algorithms that represent the unique water quality characteristics of those individual water bodies. Future research should be oriented toward determining the performance of ALI and other multispectral satellite images, such as Landsat MSS, ETM+, and OLI, in estimating Chl a concentration re-calibrating this algorithm. This will expand the applicability of the results obtained in this study. The accuracy of the algorithm should be very straightforward to calculate using ALI because images are available for the same dates on which the in situ Chl a data were collected. The original bands selected from Hyperion will need to be replaced by the closest ALI bands. Landsat 8 and Copernicus, Sentinel 2 is the other logical next step in testing the performance of multispectral imagers, but this will only be possible through the careful coordination of field sampling efforts with satellite overpasses and clear-sky conditions.
Multi-algorithm approaches that combine indices and look-up table approaches are promising (Salem et al., 2017) developments that can expand applicability of locallytuned algorithms and should be explored when using hyperspectral datasets.
Since the development of this algorithm to the release of the peer-reviewed article, EO-1 has been decommissioned. Hence, it is critical to test and calibrate algorithms using operational sensors, such as Landsat and Sentinel-2.
As a final conclusion we would like to stress the local impact that this research has had in the area of Atitlán and Guatemala. The results of study have provided with new tools to the Lake Authorities (AMSCLAE, CONAP) and academia (UVG, San Carlos) to monitor Chl a, such as in the case of the algal bloom in 2015. Satellite remote sensing applications like this will allow for the creation of a systematic record of Chl a concentration in the lake that will document the progress of the water quality conditions. At the same time it will be possible to determine the more critical factors that are affecting the water quality of the lake and evaluate the impacts that the implemented policies or conservation actions are having in the lake's water quality. 
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