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Real Money Balances and Production
Efficiency: A Panel-Data Stochastic Production
Frontier Study
Farrokh Nourzad

Department of Economics, Marquette University, Milwaukee, WI

Abstract
This paper examines the effect of four alternative measures of real money balances on production efficiency
using annual panels of 10 developed and 10 developing countries. Using maximum likelihood, separate
stochastic production frontiers are estimated, along with the parameters of an equation relating technical
inefficiency to real money balances. The results for the sample of developed economies indicate that increases
in real simple-sum M1, simple-sum M2, Divisia M1, and Divisia M2 enhance efficiency in the production sector.
On the other hand, in the sample of developing nations, there is no evidence that real money balances reduce
technical inefficiency.
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1. Introduction
A controversial issue in monetary economics that has lasted for more than thirty years is whether real money
balances can be considered a productive input. Those who favor including money balances in an economy-wide
production function argue that money facilitates transactions, including the acquisition of capital and labor.
As Sinai and Stokes (1972, p. 290) put it “in a monetary economy, productive efficiency may increase as labor
and capital services, released from the special tasks required in a barter economy, are used in production”.
There exists a large body of empirical literature on the productivity effect of real money balances. Sinai and
Stokes (1972) were the first to directly test the proposition that real money balances constitute an input in the
production process. Since then, many aspects of the inclusion of money in an aggregate production function
have been studied. These include the differential productivity effect of money in developing and developed
countries (Chowdhury and Liu, 1995; Khan and Ahmad, 1985; Paul and Bhattacharyay, 1986), the proper
functional form of the production function (Hsing, 1990), and the role of anticipated and unanticipated money
(Beladi and Samanta, 1988) to name but a few.
The empirical money-in-the-production-function literature has been criticized on the grounds that there is no
theoretical foundation for treating money as productive input (Davidson, 1979; Fischer, 1974; Nguyen, 1986). A
synthesis of the two opposing views is that money balances should not be treated as a productive input that
increases output or productivity directly but rather as a factor that increases the overall efficiency in the
economy. Even Sinai and Stokes, who include real money balances in an aggregate production function, state
that “the rationale for including money balances in the production function relates, in part, to the increased
`economic efficiency' of a monetary economy compared with a barter economy”. This line of reasoning is
extended by Moroney (1972) and Saving (1972) among others. To my knowledge, the recent empirical study
by DeLorme et al. (1995) is the only work that approaches the role of real money balances in the production
process from this angle.
In this paper, I follow DeLorme et al. (1995) and examine the effect of real money balances in enhancing
technical efficiency. However, my work differs from theirs in the following ways. First, while they use annual
data for the US alone, I use annual panels of 10 developed and 10 developing countries. Second, and most
important, whereas they use a two-stage approach to estimate the effect of real money balances on technical
inefficiency, I use the single-stage procedure due to Battese and Coelli (1995) to estimate jointly the parameters
of the production function and the effect of real money balances. As Coelli et al. (1998, p. 207) note, “a
significant problem with [the] two-stage approach … [is that in] the first stage, the inefficiency effects are
assumed to be independently and identically distributed … in order to predict the values of the technical
inefficiency effects. However, in the second stage, the predicted inefficiency effects are assumed to be a
function of a number of firm-specific factors, which implies that they are not independently distributed, unless
the coefficients of the factors are simultaneously equal to zero”. The two-stage approach is likely to generate
estimates that are less efficient than those obtained from the single-stage procedure (Coelli, 1996).
Using the Coelli–Battese single-stage method, I estimate a Cobb–Douglas production frontier and use the results
to examine the effect of alternative monetary aggregates on technical efficiency over time and space. The
central hypothesis tested in this paper is whether real money balances are statistically significantly correlated to
the estimated production efficiencies. The estimation results indicate that real money balances enhance
technical efficiency in industrialized countries but not in developing economies.

Section 2 outlines the econometric approach used in this paper, while Section 3 presents and discusses the
estimation results. The paper closes with Section 4, which contains a summary of this work.

2. Econometric methodology
The standard stochastic production frontier (SPF) can be presented in the context of the following log-linear
Cobb–Douglas functional form (Aigner et al., 1977; Meeusen and van den Broeck, 1977),
′

(1) yi =xi β

+εi ,i=1,2,…,N,

where yi is the logarithm of output of firm (country or industry) i; xi is a 1×(k+1) row vector whose first element
is 1 and the remaining elements represent the logarithms of the k inputs used by the ith firm; and β′ is a (k+1)×1
column vector of unknown parameters. The random error term, εi, is the difference of two independent random
variables: a classical error term, vi, and a non-negative random variable, ui, capturing technical inefficiencies in
firm i,
(2) εi =vi -ui ,

where the error variance is given by
(3) σ2 ε =σ2 v +σ2 .

While vi is typically assumed to be iid.n(0,σ2v), the choice of a distribution for ui is arbitrary. In practice different
researchers have used a number of alternative distributions, including the truncated normal, half normal,
gamma, and exponential distributions.

In this context, the technical efficiency of the ith firm, TEi, is the ratio of observed output of firm i divided by its
efficient output represented by the estimated production frontier,
′

(4) TEi =yi /exp(xi β

)=exp(-ui ).

The technical efficiency coefficient in Eq. (4), which is bounded between zero and one, is unobservable
because ui is unobservable. Battese and Coelli (1988) show that the best estimator of exp(−ui) is its conditional
expectation, E[exp(−ui)|εi].

The above model, which implicitly assumes cross-sectional data, can easily be extended to panel data (Pitt and
Lee, 1981). The panel-data version of the model in , is as follows:
′

(5) yit =xit β
And

+εit ,i=1,2,…,N;t=1,2,…,T,

(6) εit =vit -uit .

Different versions of the panel-data SPF model have been proposed and estimated, ranging from models that
assume the production inefficiencies, uit, are iid, to those that assume them to be time invariant, to models in
which technical inefficiencies vary over time.1 The specification used here is due to Battese and Coelli (1995) in
which technical efficiencies are affected by external factor(s) across space and over time. This model consists
of , in which the uit component of the error term in Eq. (6) is assumed to be a non-negative, independently
distributed random variable, which is distributed as the truncation at zero of n(μit,σ2) where
′

(7) μit =zit δ

.

Here, zit is a vector of factors that may have an influence on technical inefficiencies in firm i in period t, and δ′ is
a column vector of unknown parameters that are to be estimated.
Note that neither the basic SPF model in , nor its panel-data version presented above can be estimated using
OLS. This is because OLS assumes that u=0. As a result the OLS estimate of β0 would be biased downwards, those
of β1,β2,…,βκ, would be unbaised, but SE(β�) would be biased. To avoid this, both specifications of the SPF model
should be estimated using maximum likelihood. However, if γ=δ0=δ1=,…,δs=0, where γ=σ2/σ2ε, there are no
technical inefficiencies and Eq. (5) can be estimated by OLS and the resulting parameter estimates will be
efficient.
While one can estimate indices of technical efficiency using either a production frontier or a cost frontier, I use
the former. I begin with the following Cobb–Douglas production frontier,
(8) Qit =β0 +β1 Lit +β2 Kit +β3 t+εit ,

where Q, L, and K denote the natural logarithms of output, labor, and capital stock, respectively, the stochastic
error term, εit, is as defined in (6), i is the country index, and t is the time index.2 I assume the uit component
of εit, which represents technical inefficiency, follows the generalized truncated-normal distribution. I specify
technical inefficiencies as a function of the natural log of real money balances in country i at time t, denoted mit,
(9) μit =δ0 +δ1 mit .

I estimate , using maximum likelihood.3 This yields point estimates of the parameters of the production function
(β0,β1,β2,β3) as well as estimates of the coefficients of the relation between real money balances and technical
inefficiencies, (δ0,δ1). As was indicated earlier, the joint estimation of these two sets of parameters is a major
difference between the present study and that by DeLorme et al. (1995). They use a two-step approach in which
technical efficiency indicies are estimated first from the basic frontier model in , and then regressed on real
money balances in a separate regression equation.
I use annual data for 10 developed and 10 developing countries covering the period from 1981–1990. The
countries in the sample, sources of data and other pertinent information are found in the appendix. In order to
be consistent with the earlier money-in-the-production-function literature, I use alternatively real M1 and real
M2 aggregates for money balances, m, in Eq. (9). However, in recognition of the fact that simple-sum M1 and
simple-sum M2 are not consistent with neoclassical theory, I also use real Divisia M1 and real Divisia M2 to
represent monetary aggregates in Eq. (9).4

3. Results
Before estimating , jointly using maximum likelihood, I test whether the samples of developed and developing
countries can be pooled.5 For this purpose, I pooled the two samples and constrained them to have the same
intercept and slope coefficients. The resulting likelihood ratio (LR), which has a chi-square distribution with four
degrees of freedom, equaled 64.89. This is highly statistically significant, indicating that the two samples cannot
be pooled and must be used separately to estimate the model in , .
Table 1 reports the results from the sample of industrialized nations. I begin with the results in the top portion
of this table concerning the effects of capital and labor. The estimated coefficients associated with these
traditional inputs have the expected positive sign and are statistically significant at the 1% level across all four
equations. Moreover, in no case is the sum of the estimated coefficients on labor and capital significantly
different from one, indicating that the pooled aggregate production function exhibits constant returns to scale.

The results in Table 1 reveal that the estimated coefficient on the trend variable, which captures the rate of
disembodied technological change, is positive and highly statistically significant in all four equations.
Table 1. Maximum likelihood estimates of SPF using an annual panel of 10 industrialized countries, 1981–1990
(asymptotic standard errors in parentheses)
Variables
Simple-sum M1
Divisia M1
Simple-sum M2
Divisia M2
Intercept
4.3220331
5.01792100
4.71621650
4.76178470
(0.31665318)a
(0.19954076)a
(0.02039956)a
(0.23397001)a
L
0.57741090
0.63591087
0.59231763
0.60000247
(0.03886576)a
(0.019010318)a
(0.0027618)a
(0.01258762)a
K
0.48097845
0.42027813
0.45785707
0.45144506
a
a
a
(0.03578804)
(0.01875602)
(0.00242660)
(0.01150757)a
Trend
0.10095921
0.00570276
0.0066404459
0.00677184
a
a
a
(0.00289869)
(0.00137731)
(0.00144430)
(0.00122206)a
Intercept
0.49187273
0.83093746
1.11736290
1.3374346
a
a
a
(0.19107688)
(0.08366794)
(0.43520240)
(0.24482650)a
Monetary
−0.076864817
−0.14089963
−0.22094614
−0.14006504
aggregate
(0.03881876)b
(0.02111857)a
(0.10075098)b
(0.02263169)a
σ2
0.04669040
0.0555555
0.1354788
0.04495300
γ
0.99999999
0.9999999
0.9999999
0.99900319
a
a
a
LR
86.011458
80.446563
86.011458
91.267709a
LLF
90.418148
87.635701
90.418148
93.046274
L is natural logarithm of number of workers.
K is natural logarithm of stock of capital.
a
Significant at the 1% level of a two-tailed test.
b
Significant at the 5% level of a two-tailed test.
Next, I test the hypothesis that there are no technical inefficiencies, that is, γ=δ0=δ1=0. The test statistic is a LR
which has a mixed chi-square distribution with three degrees of freedom. The results in the lower portion
of Table 1 indicate that the LR statistic, which equals 86.01, 80.45, 86.01, and 91.27 for the models with simplesum M1, Divisia M1, simple-sum M2 and Divisia M2, respectively, is highly significant. Moreover, in all cases the
variance parameter, γ, is nearly one (0.999), suggesting that almost all of the variation in the random error term
in Eq. (8) is due to technical inefficiencies.6
Finally, consider the estimated coefficients on the alternative measures of real money balances in the middle
section of Table 1. These estimates are negative and statistically significant at the 5% level or better for all four
monetary aggregates. However, there are several notable differences regarding the point estimates of the
coefficients on the various monetary aggregates. First, while the effect of simple-sum M2 is nearly three times
that of simple-sum M1, the estimated coefficients associated with Divisia M1 and Divisia M2 are virtually equal.
Second, the latter two estimates have smaller standard errors than the former. All in all, though, the model that
uses Divisia M2 appears to be the preferred model on statistical grounds as it has the smallest standard error of
estimate (σ=0.212) and the largest value of the log likelihood function (93.05).
To summarize, the results from the sample of industrialized nations suggest that an increase in any of the four
alternative measures of real money balances would reduce technical inefficiencies in production. This is
consistent with the view that real money balances improve the efficiency with which the production sector
operates. It is also consistent with the findings of DeLorme et al. (1995) for the US. Thus, these results reconcile
economic theory and empirical findings in monetary economics as suggested by DeLorme et al.

The next step in this exercise is to estimate an SPF model using the panel of 10 developing nations. The
maximum likelihood estimates and the associated summary statistics are found in Table 2. As far as the effect of
the traditional inputs of labor and capital are concerned, with one exception the results are generally consistent
with those of the developed nations. The only exception is the fact that none of the estimated production
functions exhibits constant returns to scale. Another difference between the two sets of results is the fact that
the estimated coefficients on the trend variable for the equations containing simple-sum and Divisia M1 are
barely significant.
Table 2. Maximum likelihood estimates of SPF using an annual panel of 10 developing countries 1981–1990
(asymptotic standard errors in parentheses)
Variables
Simple-sum M1
Divisia M1
Simple-sum M2
Divisia M2
Intercept
8.2391506
8.17226347
7.99569450
8.13926600
(0.99885600)a
(0.70240232)a
(0.38002700)a
(0.35554610)a
L
0.47459622
0.49872504
0.44877981
0.47920333
(0.02688371)a
(0.05797175)a
(0.02402185)a
(0.02419953)a
K
0.36447374
0.35494500
0.39370217
0.36442784
(0.04720496)a
(0.03204984)a
(0.02440216)a
(0.02516743)a
Trend
0.021263176
0.02919117
0.01778776
0.02705178(0.00808832)a
(0.01230551)b
(0.01763069)b
(0.00785401)c
Intercept
−0.16432108
−0.54610468
−0.43300066
−2.2791634
(0.40103441)
(0.68215064)
(0.71072909)
(1.31228460)b
Monetary
0.071495944
0.07107123
0.04592952
0.07754826 (0.09050557)
aggregate
(0.06101526)
(0.06171120)
(0.04538229)
σ2
0.06267396
0.07793562
0.06623118
0.06614000
γ
0.67030226
0.79033946
0.66786964
0.62097108
LR
7.2557496b
6.1872275b
7.7937900b
8.9886684c
LLF
17.114130
16.549869
14.875945
17.980590
L is natural logarithm of number of workers.
K is natural logarithm of stock of capital.
a
Significant at the 1% level of a two-tailed test.
b
Significant at the 10% level of a two-tailed test.
c
Significant at the 5% level of a two-tailed test.
In contrast, the results concerning the effect of alternative measures of real money balances in the middle
section of Table 2 differ from those of the developed nations. The hypothesis that there is no technical
inefficiency can be rejected only at low levels of confidence (the 90% percent level in three of the four cases).
Moreover, the estimated values of the variance parameter, γ, are much smaller than those of the developed
nations, ranging from a low of 0.62 to a high of 0.79. Thus, it appears that technical production inefficiencies are
only partially responsible for variation in the error term in Eq. (8).
The most important difference between the results in Table 2 and those in Table 1 is the fact that the estimated
coefficients on the four monetary aggregates are positive, although none is statistically significant at
conventional levels. This suggests that money does not help to improve production efficiency in developing
countries. A possible explanation for this result is that in these countries financial institutions are not able to
reduce the cost of acquiring information to help inputs to move to their most efficient uses. Reduction of such
costs are particularly important in those instances where the acquisition of information concerning the most
efficient production process involves a substantial fixed cost (Levine, 1997).

The above finding regarding the differential efficiency effect of money balances in developed and developing
countries contradicts the notion that money is more productive in developing countries, a hypothesis that has
been tested by Khan and Ahmad (1985), Chowdhury and Liu (1995), and Paul and Bhattacharyay (1986), among
others. Using a conventional money-in-the-production-function approach and a simultaneous-equations
model, Khan and Ahmad (1985, p. 338) find real M1 and real M2 balances to be “an important factor of
production in the large-scale manufacturing sector of Pakistan”. On the other hand, Paul and Bhattacharyay
(1986, p. 207), who also use the conventional production-function approach to estimate the output elasticities
of real M1 and real monetary base for India and Pakistan, conclude that their “evidence is inconsistent with the
view that money is more productive in developing countries”. This is consistent with the result reported
by Chowdhury and Liu (1995, p. 120) who use a similar approach with a sample of 20 countries in various stages
of development and find that “money does not play a more productive role in a developing economy relative to
a developed economy”.

4. Summary
This paper examined the effect of four alternative measures of real monetary balances on productive efficiency
with two separate annual panels of 10 developed and 10 developing countries over the period from 1981–1990.
Using maximum likelihood, separate stochastic Cobb–Douglas production frontiers were estimated jointly with
the effect of real money balances on technical inefficiency indices. For the sample of industrialized countries,
the results indicate that real monetary aggregates defined as simple-sum M1, simple-sum M2, Divisia M1 and
Divisia M2 have a statistically significant negative effect on technical inefficiency, suggesting that increases in
these monetary aggregates enhance efficiency in the production sector. On the other hand, in the sample of
developing nations, there is no evidence that real money balances reduce technical inefficiencies.
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Countries in the sample and data sources
The two panels consists of the following 10 developed and 10 developing countries:
Australia
Canada
France
Germany
Ireland
Japan
Netherlands
Switzerland
UK
USA
•

Indonesia
Malaysia
Mauritius
Morocco
Nigeria
Philippines
Singapore
South Korea
Sri Lanka
Thailand

The data used to quantify the arguments of the production function in Eq. (8) are taken from Easterly
and Levine (1999).

•

•
•

•
•

•

The data on simple-sum M1 and simple-sum M2 for Indonesia, Malaysia, Singapore, South Korea, Sri
Lanka, and Thailand are taken from Habibullah (1999). For all other countries these series are taken
from the International Monetary Fund International Financial Statistics CD ROM.
Divisia M1 and Divisia M2 for Indonesia, Malaysia, Singapore, South Korea, Sri Lanka, and Thailand are
taken from Habibullah (1999).
Divisia M1 and Divisia M2 for Japan and Divisia M1 for the Netherlands are taken from the International
Divisia Database, the Ole Miss Project on Monetary Economics, Banking Studies, Index Numbers and
Computation, www.bus.olemiss.edu/divisia/.
The M1 and M2 Monetary Services Index (Divisia) for the US are from Anderson et al. (1997) available
from the Federal Reserve Bank of St. Louis web site at www.stls.frb.org/research/msi/.
Divisia M1 and Divisia M2 for all other countries in the sample are constructed by the author using the
method developed by Barnett (1980). The data on the various components of M1 and M2 and the
required interest rates are taken from the IMF International Financial Statistics CD ROM.
The Consumer Price Index used to express the monetary aggregates in real terms is taken from the UN
Global Development Finance and World Development Indicators.
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