The main result of this paper is an algorithm for the calculation of this polynomial, which is first motivated by an independent proof for the existence of P. A function / is said to be finitely oscillating if it has at most a finite number of relative extrema. The following mode of approximating a continuous finitely oscillating function / in the uniform norm so that the oscillations are preserved, is discussed : first obtain a polynomial P of minimal degree which has the same variation as/ and then obtain an increasing polynomial Q such that P(Q) agrees with / at all its relative extrema. Two theorems are given in the last section, to show that this method of approximation is always possible.
2. Proof of Theorem. Let D and Dv denote the set of all n + 1 tuples X = (xo, Xi, • • • , xn) such that 0•*» x» < X\ < • • • < x" = 1 and 0 = x0 < x( < •••<*» S 1 respectively. Let (P denote the class of all polynomials p of degree n, for which there exists an element X e D, such that p(x¡) = «¿ (i = 1, 2, • • • , n). A polynomial p e (P can be written in the following form:
where the bracket function is defined by where A(x) is a polynomial of degree n -1, and
By construction one has |pi(x*)| < |p(x*)|. Investigation of the possible cases contradicts the hypothesis that F is a relative extrema of [X] . It should be observed that the above theorem and proof are valid for polynomials of the form £,!La atf(x)k where / is a strictly increasing differentiable function on [0, 1J. The proof is identical except for notation.
3. An Iterative Procedure.
Step 1. Choose an arbitrary element Xi = (xo1, xi , • • • , x»1) in.fi.
Step 2. With one of the standard interpolating formulas construct the polynomial p\ e <?, such that pi(xt') -vk , k = 0, 1, • • • , n. We now have a new element X2 e D. To obtain pi, repeat this process beginning with step 2, using Xt in place of Xi and making the obvious change in subscripts.
Continuing this procedure, we obtain a recursive process for obtaining a sequence ÍP.}- Proof. By (3), p can be written in the following two forms
where A(x) is a polynomial of degree n -1 and gk(x, X) is defined as in (5). To obtain the desired result, subtract (6) from (7). To complete the proof of theorem 3.1, observe that lemmas 2.1 and 3.3.a imply that {[Xi]} is a Cauchy sequence. Lemma 3.3.b implies |p,| also forms a Cauchy sequence in the uniform norm on {0, 1] and therefore convergent to a polynomial P of degree n. Part c of lemma 3.3 implies that P satisfies conditions 1 and 2.
This iteration can be carried out by the use of standard subroutines available in most computer libraries, and from all empirical evidence the convergence seems quite rapid. To illustrate, we shall calculate the third-degree Chebyshev poly- -f(x) | < e on [0, 1]. As a concluding remark, let C represent the class of all composite polynomials of the, form P(Q), where both P and Q are of degree greater than unity and Q' è 0
