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ABSTRACT
Energy efficiency is increasingly important for next-generation wireless systems due
to the limited battery resources of mobile clients. While fourth generation cellu-
lar standards emphasize low client battery consumption, existing techniques do not
explicitly focus on reducing power that is consumed when a client is actively commu-
nicating with the network. Based on high data rate demands of modern multimedia
applications, active mode power consumption is expected to become a critical con-
sideration for the development and deployment of future wireless technologies.
Another reason for focusing more attention on energy efficient studies is given by
the relatively slow progress in battery technology and the growing quality of service
requirements of multimedia applications. The disproportion between demanded and
available battery capacity is becoming especially significant for small-scale mobile
client devices, where wireless power consumption dominates within the total device
power budget. To compensate for this growing gap, aggressive improvements in all
aspects of wireless system design are necessary.
Recent work in this area indicates that joint link adaptation and resource alloca-
tion techniques optimizing energy efficient metrics can provide a considerable gain
in client power consumption. Consequently, it is crucial to adapt state-of-the-art
energy efficient approaches for practical use, as well as to illustrate the pros and
cons associated with applying power-bandwidth optimization to improve client en-
ergy efficiency and develop insights for future research in this area. This constitutes
the first objective of the present research.
Together with energy efficiency, next-generation cellular technologies are em-
phasizing stronger support for heterogeneous multimedia applications. Since the
integration of diverse services within a single radio platform is expected to result
in higher operator profits and, at the same time, reduce network management ex-
penses, intensive research efforts have been invested into design principles of such
networks. However, as wireless resources are limited and shared by clients, ser-
vice integration may become challenging. A key element in such systems is the
packet scheduler, which typically helps ensure that the individual quality of service
requirements of wireless clients are satisfied.
In contrastingly different distributed wireless environments, random multiple ac-
cess protocols are beginning to provide mechanisms for statistical quality of service
assurance. However, there is currently a lack of comprehensive analytical frame-
works which allow reliable control of the quality of service parameters for both
cellular and local area networks. Providing such frameworks is therefore the sec-
ond objective of this thesis. Additionally, the study addresses the simultaneous
operation of a cellular and a local area network in spectrally intense metropolitan
deployments and solves some related problems.
Further improving the performance of battery-driven mobile clients, cooperative
communications are sought as a promising and practical concept. In particular,
they are capable of mitigating the negative effects of fading in a wireless chan-
nel and are thus expected to enhance next-generation cellular networks in terms
of client spectral and energy efficiencies. At the cell edges or in areas missing any
supportive relaying infrastructure, client-based cooperative techniques are becom-
iv
ing even more important. As such, a mobile client with poor channel quality may
take advantage of neighboring clients which would relay data on its behalf.
The key idea behind the concept of client relay is to provide flexible and dis-
tributed control over cooperative communications by the wireless clients themselves.
By contrast to fully centralized control, this is expected to minimize overhead proto-
col signaling and hence ensure simpler implementation. Compared to infrastructure
relay, client relay will also be cheaper to deploy. Developing the novel concept of
client relay, proposing simple and feasible cooperation protocols, and analyzing the
basic trade-offs behind client relay functionality become the third objective of this
research.
Envisioning the evolution of cellular technologies beyond their fourth generation,
it appears important to study a wireless network capable of supporting machine-
to-machine applications. Recent standardization documents cover a plethora of
machine-to-machine use cases, as they also outline the respective technical require-
ments and features according to the application or network environment. As follows
from this activity, a smart grid is one of the primary machine-to-machine use cases
that involves meters autonomously reporting usage and alarm information to the
grid infrastructure to help reduce operational cost, as well as regulate a customer’s
utility usage.
The preliminary analysis of the reference smart grid scenario indicates weak
system architecture components. For instance, the large population of machine-to-
machine devices may connect nearly simultaneously to the wireless infrastructure
and, consequently, suffer from excessive network entry delays. Another concern is
the performance of cell-edge machine-to-machine devices with weak wireless links.
Therefore, mitigating the above architecture vulnerabilities and improving the per-
formance of future smart grid deployments is the fourth objective of this thesis.
Summarizing, this thesis is generally aimed at the improvement of energy effi-
cient properties of mobile devices in next-generation wireless networks. The related
research also embraces a novel cooperation technique where clients may assist each
other to increase per-client and network-wide performance. Applying the proposed
solutions, the operation time of mobile clients without recharging may be increased
dramatically. Our approach incorporates both analytical and simulation compo-
nents to evaluate complex interactions between the studied objectives. It brings
important conclusions about energy efficient and cooperative client behaviors, which
is crucial for further development of wireless communications technologies.
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Chapter1
Introduction
1.1 RESEARCH MOTIVATION
The rapid expansion of wireless cellular systems over the last decades has intro-
duced fundamental changes to “anytime, anywhere” mobile Internet access, as well
as posed new challenges for the research community. The fourth generation (4G)
of broadband communication standards targets aggressive improvements in all as-
pects of wireless system design, including system capacity, energy efficiency, and
quality of service (QoS).
Primary next-generation challenges include, for example, energy efficient com-
munications, multi-radio coexistence, client cooperation, and support for advanced
services (see Figure 1.1). These key research directions are insufficiently addressed
by the conventional simulation methodology and existing analytical models. More-
over, known approaches fail to account for many important performance factors,
such as realistic network architectures, practical QoS frameworks, wireless chan-
nel degradation factors, etc. As the result, the output of these models provides
inadequate insight into the performance of a real-world wireless network.
The main target of this thesis is the development of the comprehensive system
models and evaluation methodologies that may be used for the performance assess-
ment of next-generation (4G and beyond) communication technologies. Throughout
this work, we particularly emphasize the need for energy efficient system behavior to
save power for wireless devices with a tight battery budget. Further, we address the
most crucial QoS aspects of contemporary wireless wide area networks (WWANs)
and wireless local area networks (WLANs), first separately, and then in the more
practical scenarios where a WWAN and a WLAN are co-located. We also adopt
the promising concept of cooperative communications for WWAN environments,
where wireless clients may assist each other when transmitting data. Analyzing
various flavors of client relay, we propose and detail several practical solutions for
next-generation networks. Finally, we consider emerging machine-to-machine com-
munications that are predicted to support the Internet of Things. In particular, we
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Figure 1.1 Next-generation network challenges.
review the state-of-the-art technology enablers and then focus critical design chal-
lenges, such as handling a large number of devices and improving the performance
of devices with weak links.
Consequently, our approach involves deep and systematic study of energy efficient
and cooperative techniques in modern and future wireless networks. It not only pro-
poses new system architectures and corresponding communication algorithms that
substantially improve spectral efficiency, energy efficiency, and effectively satisfy di-
verse performance requirements of heterogeneous traffic flows, but also provides a
deep understanding of fundamental mechanisms in advanced wireless resource man-
agement. The joint study of energy efficiency, QoS, heterogeneity, and cooperation
is expected to facilitate the deployment of next-generation wireless multimedia net-
works that support converged client objectives in complex heterogeneous wireless
environments.
1.2 SCOPE OF THE THESIS
Adoption of wireless technology has become increasingly widespread as new high
data rate communication standards emerge, allowing for improved access to ser-
vices and applications previously only supported through fixed broadband systems.
The increasing importance of energy efficiency for wireless systems is given by the
relatively slow progress in battery technology and the growing quality of service re-
quirements of multimedia applications. The disproportion between demanded and
available battery capacity is becoming especially significant for small-scale mobile
client devices, where wireless power consumption dominates within the total device
power budget. To compensate for this growing gap, aggressive improvements in all
aspects of wireless system design are necessary.
ll .
i i l si c l-
i rf r ce
f r fficie t
. I t l r -
i i l rit s t t
ff i l s tisf i-
, l r i es
i l i i i l s r e -
. j i f ffi i , , i , r ti
i f ili l f i i l lti i et-
li j i i l s ireless
i .
. I
o tio of ireless tec olog as eco e i creasi gl i es rea as e ig
ata rate co icatio sta ar s e erge, allo i g for i rove access to ser-
vices a a licatio s revio sly o ly s orte t ro g fixe roa a syste s.
he increasing i portance of energy efficiency for ireless syste s is given by the
relatively slo progress in battery technology and the gro ing quality of service re-
quire ents of ulti edia applications. he disproportion bet een de anded and
available battery capacity is beco ing especially significant for s all-scale obile
client devices, here ireless po er consu ption do inates ithin the total device
po er budget. o co pensate for this gro ing gap, aggressive i prove ents in all
aspects of wireless syste design are necessary.
SCOPE OF THE THESIS 3
Wireless client power saving has been an important consideration in defining
WWAN standards where special protocols have been developed to reduce the en-
ergy consumption of a mobile device. Consequently, wireless technologies support
reduction in client power consumption through maximizing the clients’ sleep and
idle periods. However, they do not explicitly address the energy expenses when a
client is active, that is, communicating with the network. Given the battery-limited
power budget of mobile devices and the high data rate demands of multimedia ap-
plications, active mode power consumption becomes an important consideration for
wireless system design and standards development.
However, little research addresses active mode power consumption. Some theo-
retical frameworks apply optimization theory to propose joint link adaptation and
resource allocation strategies. While effective solutions have indeed been obtained,
they have never been tested in a realistic wireless cellular environment. Therefore,
concluding upon the feasibility of such energy efficient schemes is an important con-
sideration in this thesis. Additionally, it is practically valuable to understand how
close the power saving techniques proposed by competitor 4G technologies are. As
such, we also target the comparison of power saving mechanisms within alternative
next-generation standards.
Whereas energy efficiency is accentuated by the need of extending client device
operation time without recharging, the support for higher QoS is dictated by the
ubiquitous wireless multimedia applications. Contemporary WWAN standards pro-
vide a variety of QoS features, but effective mechanisms to control those features
are typically left out of scope. In this thesis, we review the most advanced QoS
schemes in contemporary WWAN deployments and then demonstrate how to apply
them efficiently to improve client performance. Additionally, we address QoS pro-
visioning in the state-of-the-art WLANs and build a comprehensive framework to
control performance across diverse client requirements.
Currently, WWAN, WLAN, and wireless personal area network (WPAN) tech-
nologies as well as supportive network architectures are evolving toward more ad-
vanced and complex converged networks (see Figure 1.2). Hence, it is highly relevant
to consider client operation in areas where different wireless communication systems
are co-located. On the other hand, consumer electronics is spawning a huge explo-
sion in number and variety of multi-radio devices, driven by the user demand for
“anytime, anywhere” connectivity. The problem of interworking between disjoint
wireless technologies within a client multi-radio device is therefore addressed in this
thesis in order to develop provably efficient coordination protocols that allow for
significant performance improvement in heterogeneous wireless environments.
Aiming at even higher performance improvement, we recall that various diversity
techniques are known to mitigate the negative effects of multipath channel fading
and thus increase the reliability of a wireless link. Whereas much research effort has
been invested into time and frequency domains, spacial domain diversity is only be-
ginning to come to attention. Consequently, one of the most promising approaches
for next-generation mobile systems is spatial transmit diversity that exploits two
or more transmit antennas to enhance the link quality. However, mobile terminals
with multiple transmit antennas may be costly to produce due to their size and/or
hardware limitations. For this reason, a concept of cooperative communications has
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been introduced allowing single-antenna mobile devices to take advantage of spatial
diversity gain and provide so-called cooperative diversity.
With cooperative communications, neighboring clients across a WWAN deploy-
ment may assist each other by relaying traffic opportunistically. We may further
differentiate between the two flavors of this technique, which we term client relay,
in what follows. In homogeneous client relay, all wireless links are in-band, whereas
heterogeneous client relay allows for out-of-band oﬄoading. The latter option may
use WLAN technology for client-to-client links to save WWAN resources meaning,
in turn, that cooperating clients should have multi-radio capabilities. Client re-
lay schemes are becoming increasingly attractive as they may take advantage of
both distributed and cellular assisted control functions, thus providing a flexible
mechanism for improving system spectral and energy efficiencies. As homogeneous
client relay is expected to lead to simpler algorithms, we focus on this alternative
in the course of this thesis to propose efficient solutions and verify them in real-
istic WWAN environments. We also couple cooperation with power saving client
behavior under a more general system model.
Finally, we argue that advanced services, such as machine-to-machine commu-
nications, are about to reshape the Internet as we know it today. The paradigm of
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the Internet of Things is currently generating a lot of attention while beyond-4G
technologies are targeting decisive improvements to support the tight requirements
of emerging machine-to-machine applications. Given our experience in standard-
ization, we indicate vulnerable system design components and critical needs, e.g.,
supporting a large number of devices accessing the network nearly simultaneously
and recovering the performance of devices with weak wireless links. Here, we pro-
pose the use of advanced signal processing techniques at the receiver and couple
these with an improved multi-access algorithm. Additionally, we tailor our homo-
geneous client relay scheme to the reference machine-to-machine scenario in order
to support devices with poor channel quality and improve their spectral and energy
efficiencies.
Summarizing, this thesis targets various aspects of energy efficiency, hetero-
geneous QoS assurance, and cooperative communications in the context of next-
generation wireless networks. We not only propose effective communication algo-
rithms, but also test them in practical wireless environments where applicable. The
ultimate goals of this research are to propose novel and verify existing state-of-
the-art solutions, to extend the respective evaluation methodologies, as well as to
predict the final gains within the realistic wireless system deployments. In order
to achieve the objectives of the study, we extensively combine advanced analytical
and simulation techniques. Concluding, the obtained results are expected to reduce
power consumption of wireless mobile devices and improve their performance, thus
providing a significant contribution to the next-generation networking community.
1.3 THESIS OUTLINE AND MAIN RESULTS
This thesis consists of an introductory part comprising seven chapters and of eight
main publications referred to as [P1]-[P8]. Additionally, the scope of this work is
closely related to publications [1], [2], [3], [4], [5], [6], [7], and [8], which are sum-
marized and seamlessly integrated into the body of the manuscript. In order to
make this text accessible by a more general audience, we begin with the funda-
mental issues and core trade-offs related to spectral and energy efficiencies. We
then gradually shift toward particular protocols, architectures, and algorithms to
provide the reader with additional important details. Finally, we consider selected
key scenarios and features which require specific knowledge of the state-of-the-art
communication systems. Facilitating the flow of thought, the material given in the
initial chapters is reused by the subsequent chapters. As such, the focus of the nar-
ration tends to transfer from more general to more detailed problem formulations
and related research.
In Chapter 1, we start with the core motivation behind our research and then
continue with the scope of this work by highlighting the key problems addressed
in the thesis. In Chapter 2, we emphasize the importance of energy efficient com-
munications and provide the reader with the related background. We then discuss
energy efficient features in different modes of client operation, focusing more on
the active mode behavior. Conducting a system-level performance evaluation, we
adapt several advanced solutions for practical use within a reference 4G system. Our
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power optimization research indicates significant system-wide reductions in energy
consumption due to enhanced link adaptation and resource allocation mechanisms.
In Chapter 3, various aspects related to QoS in contemporary WWANs and
WLANs are discussed. We propose efficient QoS assurance solutions in terms of
algorithms, architectures, and performance evaluation frameworks. Accounting for
realistic cooperation between a WWAN and a WLAN, we address coordination
algorithms within a multi-radio device to mitigate the effect of radio-to-radio inter-
ference. Our results report significant performance improvement when enabling co-
ordination. In Chapter 4, we review client cooperation schemes and argue that they
may be efficiently used in future networking design to improve spectral efficiency,
energy efficiency, and QoS perception of wireless clients. In particular, we exten-
sively analyze the technique of homogeneous client relay and predict the expected
gains within the system-level context. We also update the reader on state-of-the-art
advances for heterogeneous client relay.
In Chapter 5, the novel concept of machine-to-machine communications is ad-
dressed and recent progress in respective standardization is summarized including
our own contributions. We then indicate weak architectural components that fail
to satisfy target performance requirements, as well as recover performance by con-
sidering alternative techniques. In particular, we propose the usage of successive
interference cancellation to reduce network entry delay in case of large device pop-
ulation and exploit a type of client relay scheme to increase the performance of
devices with weak links. Our results confirm that the proposed solutions are suc-
cessful in bridging across the indicated system vulnerabilities. Chapter 6 concludes
the introductory part and outlines some interesting directions for future work. Fi-
nally, Chapter 7 summarizes the publications constituting the second part of this
thesis and highlights the author’s contribution to them.
Chapter2
Energy Efficient Wireless Systems
2.1 INTRODUCTION AND MOTIVATION
2.1.1 General background
Wireless networks demonstrate worldwide proliferation, which has further advanced
recently with the introduction of novel communication technologies [9], [10]. How-
ever, the future success of wireless communications significantly depends on the
solution to overcome the disproportion between the demanded QoS and limited net-
work resources. The overview of such candidate solutions captured in the following
sub-sections is largely based on the comprehensive surveys in [11], [12], and [13] as
well as the references therein. Where necessary, it is extended and updated with
more recent results reflecting cutting-edge developments in the field.
Over the years, wireless spectrum has become one of the most valuable natural
resources. Therefore, the importance of its efficient usage accentuates the need for
spectral efficiency. However, energy efficiency is also becoming increasingly impor-
tant primarily for small form-factor mobile devices [12]. This is due to the growing
gap between the available and the required battery capacity, which is demanded by
the ubiquitous multimedia applications [14], [15].
For the above reasons, efficient resource allocation and management becomes crit-
ical for technologies where multiple clients share the limited wireless spectrum [16].
Currently, the layered principle dominates in networking design and each system
layer is operated independently to maintain architectural transparency [17]. Among
conventional layers, the physical layer is responsible for the raw-bit transmission,
whereas themedium access control layer arbitrates the access of clients to the shared
wireless channel [11].
We reiterate the fact that wireless channels are commonly known to suffer from
multipath fading. Furthermore, the statistical channel properties may vary signifi-
cantly across different clients [18]. Therefore, the traditional layer-wise architecture
turns out to lack flexibility and thus results in inefficient wireless resource uti-
lization. As such, an integrated and adaptive design involving adjacent layers is
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required to overcome this limitation. Consequently, cross-layer optimization across
both physical and medium access control layers is desired for efficient wireless re-
source allocation and data packet scheduling [19].
Enabling cross-layer optimization, channel-aware approaches have been intro-
duced and developed recently to explicitly take into account wireless channel state
information (CSI). Typically, a channel-aware technique flexibly adapts data trans-
mission and dynamically controls resources to ensure that a client with more favor-
able channel conditions transmits its packet [20]. Taking advantage of independent
channel variation across multiple clients, channel-aware approaches were shown to
substantially improve network performance through multiuser diversity, whose gain
increases with the growing client population [21].
2.1.2 Physical layer
The physical (PHY) layer is of primary importance in wireless communications due
to the challenging nature of the underlying medium. It concentrates on raw-bit
transmission over the wireless channel and incorporates radio frequency (RF) cir-
cuits, modulation and coding schemes, power control algorithms, and other key
system elements [18]. Conventional wireless technologies are typically built to com-
municate data on a fixed set of operating points [22] by sacrificing flexible power
adaptation for design simplicity. This often causes excessive energy consumption
or pessimistic transmission rates selected for peak channel conditions [23]. Hence,
PHY parameters should be flexibly adjusted to actually account for the client QoS
requirements as well as for the state of the wireless channel to reach a compromise
between energy and spectral efficiencies.
As wireless medium is shared, the communication efficiency and the energy con-
sumption are affected not only by the performance of a point-to-point wireless
link, but also by the interaction between the individual links across the entire net-
work [17]. This necessitates a more complex system-level approach. Importantly,
orthogonal frequency division multiplexing (OFDM) is becoming the primary mod-
ulation scheme for next-generation wireless standards [9], [10]. From a resource
management perspective, multiple channels in OFDM-based systems have the po-
tential for more efficient medium access control design since sub-carriers may be
dynamically assigned to different clients [24], [25]. To further improve performance,
adaptive power allocation on each sub-carrier may be applied [26], [27].
2.1.3 Medium access control layer
The medium access control (MAC) layer should maintain individual client QoS
requirements and at the same time ensure that wireless resources are efficiently
allocated maximizing network-wide performance metrics. Therefore, MAC strate-
gies that manage resources pessimistically to guarantee worst-case QoS may often
degrade total network spectral and energy efficiencies [12].
Typically, MAC schemes can be either distributed or centralized. For distributed
access, MAC is expected to minimize the number of wasted transmissions that are
corrupted by the interference from other network clients, whereas for centralized
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access efficient scheduling algorithms are necessary to exploit the variations across
clients to maximize the overall network performance [28]. The MAC layer manages
resources on behalf of the PHY layer and they together define the general wireless
network operation.
2.1.4 Cross-layer approaches
Summarizing, spectral and energy efficiencies are influenced by every component
of the wireless system architecture, ranging from RF circuits to user applications
(see Figure 2.1 and [29]). As mentioned above, the conventional layer-wise archi-
tecture implies independent design of different layers and may result in sub-optimal
network performance. By contrast, cross-layer approaches leverage the interac-
tions between different system layers and may considerably improve performance in
terms of adaptability to service, traffic, and environment dynamics [11], [12], [13].
Throughput optimization via cross-layer approaches has long been an attractive re-
search direction [30], [31]. However, as wireless clients become increasingly mobile,
the focus of recent efforts tends to shift toward energy consumption at all layers of
communication systems, from architectures [32] to algorithms [33].
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Given that wireless channels are shared and highly dynamic, efficient resource
management is believed to be the most challenging element in the channel-aware
system design [13], [34]. A scheduler to perform adaptive resource control should
thus account for at least three primary performance metrics: system capacity (or
spectral efficiency), energy consumption (or energy efficiency) of wireless clients,
and their quality of experience (or QoS). It is also highly desirable to flexibly con-
trol the trade-offs associated with these metrics [35]. In the course of this thesis, we
consider each of these important metrics and the related trade-offs in more detail.
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2.2 SPECTRAL EFFICIENCY
2.2.1 Background
Because of fading, the characteristics of a wireless channel vary significantly with
time, frequency, and client. Previously, we emphasized that as any wireless system
relies on the shared medium, its communication performance depends on individual
links and, more importantly, their interaction across the entire network. Accounting
for this fact, channel-aware MAC schemes have been introduced to adaptively com-
municate data and dynamically manage wireless resources based on CSI [23], [36].
With these schemes, wireless network spectral efficiency, which refers to the data
rate that can be transmitted over a given bandwidth in a particular communication
system (typically, in bit/s/Hz), may be substantially improved [28].
The main principle behind cross-layer channel-aware MAC is to schedule a client
with more favorable channel conditions to transmit with optimized link adapta-
tion according to CSI [25], [27]. As mentioned above, MAC schemes can be either
distributed or centralized and we consider each option separately.
2.2.2 Distributed medium access
Random multiple access algorithms allow clients to share network resources sub-
ject to distributed control. Conventional contention-based methods include pure,
slotted, and reservation Aloha solutions, as well as carrier sense multiple access
(CSMA) and CSMA with collision avoidance (CSMA/CA) schemes, multiple ac-
cess with collision avoidance for wireless [37] technique, and many others [12]. How-
ever, these MAC approaches do not use CSI explicitly. Hence, when a client decides
to transmit a packet, its wireless link may experience a deep fade [12]. By contrast,
when the client link is in a favorable condition the transmission may be deferred,
which is a waste of channel resources.
Recently, so-called opportunistic random multiple access schemes have been in-
vestigated in [38], [39], [40], and [41] to exploit CSI for performance improvement.
With opportunistic random access, each client is made aware of its CSI and accounts
for it during the contention behavior. Thus, clients with better channel qualities
have higher contention probabilities and enjoy more frequent transmissions. It is
important to emphasize that the majority of known opportunistic approaches con-
sider wireless networks where clients transmit to a common receiver, e.g., an access
point. However, this well-explored scenario does not include many practical wire-
less system setups which are typical for sensor [42], ad-hoc [43], [44], and mesh
networks [45], [46]. Those may require separate attention.
The distributed random-access techniques and associated challenges are discussed
in more detail in Chapter 3.
2.2.3 Centralized medium access
With assistance of a central controller, the highest performance is known to be ob-
tained by scheduling the client with the best channel conditions [25], [27]. However,
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the extent of CSI feedback to dynamically determine such a client may sometimes
incur excessive overheads, especially for densely-populated mobile networks, which
negatively impacts network scalability [12]. To reduce the required CSI feedback,
distributed approaches are often preferable. However, the operation of a distributed
MAC protocol may sometimes be prohibited by the network topology.
Recently, the principles of MAC design have evolved from traditional point-to-
point models to more advanced multiuser approaches (see Figure 2.2, [47], and [48]).
Special attention has been paid to the fact that time-varying fading is a unique prop-
erty of a wireless channel [11]. Previously, with adaptive modulation and coding,
the client could transmit at higher data rates as long as the channel condition re-
mained satisfactory [49]. However, spectral efficiency degraded dramatically during
periods of deep fade. Consequently, exploiting multiuser diversity has become in-
creasingly attractive and channel-aware scheduling was tailored originally for code
division multiple access (CDMA) systems [50].
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Figure 2.2 Multiuser wireless system.
The initial results with respect to multiuser diversity indicated that the use of a
simple channel-aware scheduler alone can significantly recover network spectral effi-
ciency [20]. Naturally, multiuser diversity gain follows from the independent channel
variation for different clients. With the growing client population, the packets are
more likely to be communicated at higher data rates since different clients experi-
ence independent fading fluctuations [11]. From a client perspective, if the system
is enhanced with a channel-aware scheduler then the data is transmitted stochasti-
cally, which is sometimes referred to as opportunistic communications [51].
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2.2.4 Interference-limited scenarios
Next-generation wireless networks, particularly those with cellular topology [9],
[10], are becoming increasingly interference-limited as more clients share the same
spectrum to receive high-rate multimedia service (see Figure 2.3). In modern cel-
lular systems, co-channel interference (CCI) is often the dominant limiting factor
that affects performance, especially as these systems shift toward deployments with
more aggressive frequency reuse [9], [10]. Whereas the total spectral efficiency may
indeed improve with aggressive frequency reuse, the performance of the cell-edge
clients degrades dramatically.
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A popular CCI mitigation technique is to provide neighboring cells with non-
overlapping sets of channels [52] and we refer to [53] for a good summary of channel
assignment schemes. In particular, a relatively novel approach to reducing cell-edge
interference is through fractional frequency reuse [54]. Hence, partial frequency
reuse is applied for clients at cell edges, whereas full frequency reuse is specified for
those at cell centers. Consequently, the throughput of cell-edge clients improves as
they experience lower levels of interference.
Targeting a further increase in spectral efficiency with frequency reuse, CCI can
be combated by applying advanced signal processing schemes, such as interference
cancellation [55]. However, interference cancellation techniques are typically com-
plex (see Chapter 5 for more discussion) and therefore may result in prohibitive im-
plementation costs for mobile client devices. For downlink (DL) transmission, CCI
can be reduced by joint encoding schemes across several base stations [56], or nearly
avoided by using cooperative scheduling [57], both of which require an exchange of
extra instantaneous feedback. Alternatively, contention-based techniques have also
been introduced for CCI mitigation together with advanced channel-sensing MAC
strategies [58].
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2.3 ENERGY EFFICIENCY
2.3.1 Background
Energy efficiency is becoming increasingly important for contemporary wireless net-
works due to the limited battery lifetime of mobile clients. For maximizing energy
efficiency, so-called “bits-per-Joule” [59] or “throughput-per-Joule” [28] metrics are
often considered. As such, a measure of average energy efficiency of the client n in
the time frame t may be the total data size sent by this client by the time t (Dn[t])
divided by the total consumed energy (En[t]):
un[t] =
Dn[t]
En[t]
. (2.1)
Due to the fact that the radio frames typically have equal size, the equation (2.1)
could be rewritten as:
un[t] =
Tn[t]
Pn[t]
, (2.2)
where Tn[t] is the throughput of the client n, Pn[t] is the total consumed power.
The Tn[t] and Pn[t] may be calculated recursively [60] by:
Tn[t] =
(
1− 1
w
)
Tn[t− 1] + 1
w
· rn[t] and (2.3)
Pn[t] =
(
1− 1
w
)
Pn[t− 1] + 1
w
· pn[t], (2.4)
where rn[t] is the data rate of the client n in the frame t, pn[t] is the consumed
power by the client n in the frame t, and w is the sample window length, w  1.
Thus, energy efficiency shows how many data bits are sent by a client per Joule of
consumed energy (bit/J or bpJ).
Several approaches are known to focus energy efficiency, which may include
water-filling power allocation techniques that optimize throughput with respect to
the fixed total transmit power limitation [25], [27], as well as adaptation of both
the total transmit power and its allocation according to the CSI [23], [36].
Again, we emphasize the important fact that energy efficiency of a wireless client
is affected not only by the performance of its point-to-point communication link,
but also by that of the other links in the system. Therefore, a cross-layer approach
is required, including transmission adaptation together with multiuser resource as-
signment [11]. Moreover, energy-efficient schemes are expected to provide benefits
to other co-channel clients by reducing the levels of interference.
Energy-efficient transmission has first been addressed within the framework of
information theory more than two decades ago [61]. Summarizing the theoretical
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efforts, for any communication rate below the capacity per unit energy [62], the
probability of an error decreases exponentially with increasing total energy [28]. In
particular, it was demonstrated that the capacity per unit energy may be reached
only with increasing bandwidth [63] or by extending the transmission time [64].
As both are difficult to achieve in a real-world wireless network, more practical
approaches to improving energy efficiency are addressed below.
2.3.2 Link adaptation
As wireless channel quality varies with time, frequency, and client, link adaptation
can be applied to improve communication performance. Link adaptation typically
operates by adjusting modulation order, coding rate, and transmit power with re-
spect to CSI [17]. Earlier research on link adaptation exploited power allocation
to improve individual channel capacity [65], whereas state-of-the-art approaches
highlight the importance of joint link adaptation and resource allocation [28].
More specifically, since channel frequency responses differ significantly across
frequencies and clients, transmission rate adaptation for individual sub-carriers,
dynamic sub-carrier selection, and flexible power adjustment may significantly im-
prove the performance of OFDM-based networks [11]. With data rate adaptation,
a client can enjoy a higher rate and lower power consumption over the sub-carriers
in better condition so as to improve its throughput while ensuring an acceptable
bit-error rate at every sub-carrier [49]. However, regardless of such adaptation, deep
fading on particular sub-carriers may still degrade the channel capacity.
The vast majority of the information-theoretic findings (see e.g., [63] and [64]) ac-
count only for the transmit power when investigating energy consumption over the
link. Typically, a client device will consume extra circuit power (see Figure 2.4),
which is incurred independently of the transmission rate [66], [67]. As such, the
circuit power consumption should be considered explicitly when optimizing energy
efficiency [13]. Consequently, the known approach to maximize the transmission
time may not be attractive anymore since circuit energy consumption grows with
transmission duration. With the emphasis on circuit power, the challenge shifts to-
ward using optimization theory for establishing energy-optimal link settings [23],
[68].
Energy-efficient communications may thus be considered as a trade-off between
transmit power, circuit power, and transmission time [67]. Clearly, the optimal
rate that minimizes the total power consumption may be established with respect
to a particular throughput constraint [69]. Despite the fundamental importance
of power optimization for energy conservation and interference mitigation, surpris-
ingly little research attention has been given to studying the joint operation of link
adaptation and resource allocation. The work in [70] mentions some known solu-
tions that focus separately on either throughput or energy efficiency in the context
of power control for CDMA networks. Few other papers address this joint limitation
and investigate energy-efficient power allocation for OFDM communications [23],
[28], and [36].
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Figure 2.4 Example device power profile.
2.3.3 Resource allocation
Due to the scarcity of wireless resources, intricate performance trade-offs arise be-
tween an individual client and the entire network [12]. Exploiting diversity across
clients is likely to reduce the total network energy consumption. Importantly, wire-
less resource management over different domains may further improve system energy
efficiency. In this sub-section, we consider time and frequency domains, whereas
spatial domain is focused on in Chapter 4.
With time-division multiple access, the wireless channel is shared by the clients
in the time domain. Each client thus attempts to extend its transmission time to
save some of its energy and consequently contradicts the respective needs of other
clients [13]. As such, efficient transmission time allocation across all clients is critical
for maximizing network energy efficiency. To define a practical resource manage-
ment strategy, the process of scheduling may be partitioned into a design-time phase
and a run-time phase [71]. In the design-time phase, the energy-performance pro-
file of every client may be determined to capture the relevant trade-offs. In the
run-time phase, low-complexity (greedy) solutions may be applied to adjust the
operating points and further improve the energy efficiency.
While extensive efforts have been undertaken to optimize energy-efficient re-
source management in time domain, little attention has been devoted to frequency
domain [12]. Here, while increasing transmission bandwidth naturally improves en-
ergy efficiency, the entire frequency resource cannot be allocated exclusively to one
client. This is due to the fact that in a multiuser system the energy efficiency of
other clients may suffer, as well as that of the overall network [28]. Therefore,
frequency-domain resource control is crucial in optimizing the total energy effi-
ciency of a wireless network. Frequency selectivity of broadband wireless channels
emphasizes this need even further [23].
The OFDM technique is known to split the entire frequency channel into multiple
orthogonal narrowband sub-channels (sub-carriers) to compensate for the frequency-
selective fading and to support higher data rates. Furthermore, in an OFDM-based
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wireless network, different sub-carriers can be assigned to different clients to enable
a flexible MAC scheme and to effectively exploit multiuser diversity. In multiuser
environments, since channel properties for different clients are almost mutually in-
dependent [11], the sub-carriers suffering from a deep fade for one client may be
favorable for other clients. Therefore, a particular sub-carrier could be in an attrac-
tive condition for some clients in a multiuser OFDM-based wireless network. Hence,
with dynamic sub-carrier allocation, the network can gain additional performance
through multiuser diversity [11].
2.4 ENERGY EFFICIENT CELLULAR NETWORKS
2.4.1 Fourth generation wireless systems
The parallel evolution of personal, local, and metropolitan area networks (see Fig-
ure 1.2 and [72]) provides end clients with a wide choice of infrastructures to use for a
particular application. The Institute of Electrical and Electronics Engineers (IEEE)
and the 3rd Generation Partnership Project (3GPP) are currently introducing next-
generation wireless technologies [9], [10]. Given the importance of power consump-
tion for battery constrained mobile devices, client power saving and improved energy
efficiency are challenging objectives for the emerging 4G standards [73].
Active mode power consumption is increasingly important for reliable uplink
(UL) transmissions due to the significant transmit power required to overcome path
loss degradation and low efficiency of contemporary RF power amplifiers. Conse-
quently, by achieving reduced active mode power consumption, the battery lifetime
of mobile clients can be extended, which is crucial for the deployment of 4G high
data rate wireless networks [74].
Higher energy efficiency through reduced power consumed in the network is also
becoming attractive due to environmental concerns as well as due to the operators’
desire to reduce maintenance costs [75] (see e.g., 3GPP discussions on “green” radio
access networks for Release 12 and beyond [76]). However, our focus in the remain-
der of this chapter will be on client energy efficiency. The results reported below
are primarily concentrated on the IEEE 802.16 standards [9], but are equally ap-
plicable to other cellular technologies based on OFDM access (OFDMA), such as
3GPP Long Term Evolution (LTE) [10].
2.4.2 Advanced power saving operation
As repeatedly emphasized above, power saving mechanisms are becoming increas-
ingly important for next-generation wireless networks. In order to save power and
maximize the battery lifetime of small-scale mobile devices, either 4G cellular tech-
nology specifies a power saving technique. Improving client operation time with-
out recharging its battery, IEEE 802.16m proposes a so-called sleep mode, whereas
3GPP LTE-Advanced (LTE-A) defines discontinuous reception (DRX) mode.
Studying mobile client performance in sleep or DRX mode requires the deriva-
tion of a more advanced wireless system model. Queuing theoretic methods may
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be used for this purpose. In particular, the behavior of a wireless client may be
represented as a queue with vacations accounting for both delay and power con-
sumption. Adequate modeling of power saving operation allows maximizing the
client’s sleep/DRX periods while satisfying its QoS constraints. As such, it has
the potential to significantly decrease the power consumption of a battery-driven
mobile device.
In this sub-section, we only mention some of our results on power saving and con-
tinue the related discussion in Chapter 4, where power saving operation is coupled
with cooperative communications. In [1], we argue that existing research works are
not addressing the explicit comparison between the DRX and the sleep mode. We
then bridge in this gap by conducting the comparative analysis of the two power
saving techniques. In particular, we focus on two polar scenarios with respect to
practical traffic patterns: voice over Internet protocol (VoIP) and hypertext transfer
protocol (HTTP) traffic. Our analysis indicates that both advanced power saving
features generally show excellent energy efficient performance and are important for
the development of the next-generation wireless cellular networks.
2.4.3 Existing energy efficient frameworks
We discussed above that modern wireless technologies support reductions in client
power consumption through maximizing the client’s sleep/DRX periods. However,
they do not explicitly focus on active mode power consumption. Given the tight
battery budget of mobile client devices and the increasingly high data rate demands
of multimedia applications [77], active mode power consumption is also expected to
become an important consideration for next-generation wireless networks.
Generally, Shannon’s theorem for a point-to-point link can be considered to pro-
vide intuition on possible approaches for transmit power reduction:
c = b · log
(
1 +
g · p
σ2
)
, (2.5)
where b is the allocated bandwidth, g is the channel gain, p is the transmit power
of a client, σ2 is the noise power, and c is the achievable capacity for a client.
The channel capacity is known to be the maximum rate at which reliable com-
munication is possible in the system. Given that it is linearly related to bandwidth,
but exponentially related to power, client transmit energy consumption may be
reduced by one of the following.
• For the fixed data rate, if transmission bandwidth is increased, power can be
exponentially decreased in the system.
• For the fixed data rate, clients experiencing good channel conditions can be
scheduled.
• If the delay can be tolerated and the data rate is reduced, power can be ex-
ponentially decreased.
Therefore, the network can allocate power and bandwidth, as well as control
delay across clients [78], to conserve transmit energy.
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Surprisingly, very little scientific attention is paid to the problem of client energy
efficiency in the active mode. Here we emphasize that the network may utilize ad-
ditional techniques that go beyond simple management of the transmit power per
link to improve battery consumption for its mobile clients [79]. One such solution is
to develop novel resource allocation strategies at the base station that would mini-
mize client power consumption. Joint power and resource optimization for wireless
cellular systems has recently been investigated by a number of research works that
are summarized below.
In [80], the problem of energy efficient transmission in OFDMA-based networks
is studied for frequency-flat fading channels. Although cellular wireless channels
are typically frequency-selective, the assumption of flat fading is a sufficient rep-
resentation for the case when OFDMA systems exploit distributed or randomized
sub-carrier sub-channelization. Consequently, the effective channel quality is rel-
atively similar across all sub-channels and thus may be modeled through the flat
fading assumption. The work in [23] extends the results of [80] for the frequency-
selective wireless channels.
In [28], the essentials of the cross-layer wireless system design are summarized for
energy efficient communications. Particularly, a general information-theoretic ap-
proach to the energy efficient communications is introduced. Further, several energy
efficient resource allocation strategies are proposed accounting for both transmit
and circuit power consumption. The paper [36] focuses energy efficient communica-
tions in interference-limited cellular systems. Low complexity solutions for energy
efficient optimization are proposed in [60], which significantly reduces the computa-
tional complexity typical for earlier iterative approaches. Closed form solutions for
energy efficient link adaptation and resource allocation are derived by considering
time-averaged, steady state metrics.
The inherent limitation of the above power optimization research is that it is
based on a simplified network model of the cellular environment. Therefore, we ex-
tend the previously reported results using a realistic system-level simulation model,
which is compliant with the methodology proposed for the IEEE 802.16m stan-
dard [73]. Some of our findings are summarized below.
2.4.4 System-level performance evaluation
In [P1], we carried out an in-depth system-level performance evaluation (see Fig-
ure 2.5) of energy efficient resource and power optimization for OFDMA-based wire-
less cellular networks by extending our initial research in [2]. The most advanced
IEEE 802.16m evaluation methodology [73] was used to investigate a reference 4G
system and realistic system parameters, channel environments, and implementation
considerations were addressed.
In the course of this work, we adapted several state-of-the-art approaches and
associated modifications for practical use. In particular, low complexity energy ef-
ficient schemes from [60] were evaluated and shown to perform similar to near-
optimal, but significantly more complex, iterative approaches. A performance
comparison with existing state-of-the-art throughput efficient power optimization
schemes was also considered.
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comparison with existing state-of-the-art throughput efficient power optimization
schemes was also considered.
The contribution of [P1] is therefore the detailed investigation of important prac-
tical trade-offs, such as the dependence of the considered schemes on the circuit/idle
power consumption, as well as amplifier efficiency and fairness aspects. We also fo-
cus on the important relationship between inter-cell interference and power reduc-
tion to compare the performance of energy efficient schemes against power-control
based interference management. The results reported in [P1] illustrate the pros
and cons associated with applying power-bandwidth optimization approaches for
improving client energy efficiency and develop insights for future research in this
field.
The system-level performance characterization of energy efficient wireless trans-
mission techniques appears to be the first of its kind and indicates significant
promise for this research area. Future extensions of this work need to focus on
more advanced system models and algorithms [82]. In particular, the full-buffer as-
sumption used in [P1] needs to be relaxed and the traffic models for multimedia
services should be included [83], [84]. Queuing models, arrival flows, and traffic-
aware energy efficient scheduling might also be accounted for. It should also be
noted that IEEE 802.16m standard now provides specific mechanisms for mobile
devices to initiate their active mode power savings. The results reported in [P1]
were important toward enabling this feature in the standards [85] and may be in-
vestigated for enhancing client energy efficiency in next-generation cellular system
implementations.
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The contribution of [P1] is therefore the detailed investigation of important prac-
tical trade-offs, such as the dependence of the considered schemes on the circuit/idle
power consumption, as well as amplifier efficiency and fairness aspects. We also fo-
cus on the important relationship between inter-cell interference and power reduc-
tion to compare the performance of energy efficient schemes against power-control
based interference management. The results reported in [P1] illustrate the pros
and cons associated with applying power-bandwidth optimization approaches for
improving client energy efficiency and develop insights for future research in this
field.
The system-level performance characterization of energy efficient wireless trans-
mission techniques appears to be the first of its kind and indicates significant
promise for this research area. Future extensions of this work need to focus on
more advanced system models and algorithms [81]. In particular, the full-buffer as-
sumption used in [P1] needs to be relaxed and the traffic mod ls for multimedia
ervices should be included [82]. Queuing model , arrival flows, and traffic-aware
energy efficient scheduling might also be accounted f r. It should also be noted that
IEEE 802.16m andard now provides specific mecha isms for mobile devices to ini-
tiate their active mode power savings. The results reported in [P1] were important
toward enabling this feature in the standards [83] and may be investigated for en-
hancing client energy efficiency in next-generation cellular system implementations.

Chapter3
Heterogeneous Networking and QoS
3.1 INTRODUCTION AND MOTIVATION
3.1.1 General background
Modern wireless networks are constantly evolving to enable better support for het-
erogeneous multimedia applications [84], that is, at the very least, best effort and
streaming traffic [13]. Since the integration of diverse services within a single radio
platform is expected to result in higher operator profits and at the same time re-
duce network management expenses, intensive research efforts have been invested
into the design principles of such networks [70], [85]. However, as wireless resources
are limited and shared by clients, service integration may become challenging [86],
[87], especially in heterogeneous networks [88], [89], [90]. A key element in such sys-
tems is the packet scheduler, which typically helps ensure that the individual QoS
requirements of wireless clients are satisfied. As discussed in the previous chapter,
such schedulers may be made opportunistic, i.e., primarily serving clients which
experience favorable channel conditions. Several attempts to investigate efficient
opportunistic behavior while meeting diverse QoS demands of wireless clients have
been made in [51], [91], [92], [93], [94], and [95].
More advanced QoS-constrained opportunistic frameworks for wireless cellular
networks focus flow-level performance and consider stochastic traffic loads [96].
In particular, new data flows representing either real-time sessions or file trans-
fer requests are arriving randomly and leave the system after the service has been
received. Consequently, the number of active flows varies with time, which is re-
ferred to as the flow-level dynamics [97]. Analyzing dynamic setups is important
to gain better understanding of real-world systems, but it also incurs extra com-
plexity. Therefore, dynamic systems receive much less research attention than their
static alternatives e.g., with a fixed set of backlogged clients.
Every data flow in a realistic network may represent a stream of packets cor-
responding to a new file transfer, web-page browsing, or real-time voice/video ses-
sion [13]. To mimic the flows produced by a large population of independent clients,
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Poisson processes have extensively been applied [92]. Originally, flow-level frame-
works were helpful investigating flexible bandwidth allocation mechanisms in the
context of wired systems [98]. Extending their applicability to wireless networks,
it was concluded that the throughput experienced by a dynamic client population
can substantially differ from that received by a fixed number of clients [92]. As
such, studying dynamic wireless systems may require separate attention and some
promising steps in this direction are discussed below.
3.1.2 Opportunistic resource management
Time- and frequency-varying channels are unique properties of a wireless client as
opposed to wired communication networks. We emphasized previously that ineffi-
cient use of channel variability may potentially result in degraded system capacity.
As a preventive measure, channel-aware (opportunistic) scheduling may be applied,
where the network favors clients with better channel conditions. Opportunistic
scheduling has been demonstrated to considerably improve system capacity [51],
[91] and thus constitutes a promising strategy to achieve higher performance bene-
fits.
However, in an opportunistic wireless system, more capacity may not always
translate into better levels of QoS [97]. This stems from the fact that the maximum
achievable capacity is constrained by the individual QoS requirements of wireless
clients [99]. Specifically, to support minimum bandwidth guarantees, it is often
required to sacrifice opportunism by serving clients with a relatively bad channel
state. With increasing integration of diverse multimedia applications, the benefits
of opportunism continue to cut down even further, which may negatively impact
both system throughput and traffic delay. All these negative factors are known as
the loss in opportunism due to integration [13].
In an integrated dynamic wireless network, where client population changes over
time, it is important to investigate time-averaged system performance metrics, such
as average throughput and traffic delay. Some initial studies, such as in [92], did not
focus on the mixture of different traffic. Other efforts to investigate diverse packet
flows within wireless opportunistic systems have been made later by [94]. However,
these studies targeted packet-level performance, whereas the work in [96] has re-
cently addressed flow-level dynamics, but in the context of the simplified system
model. Therefore, there is currently a lack of comprehensive analytical frameworks
which allow reliable control of the QoS parameters for heterogeneous wireless sys-
tems and we concentrate on bridging in this gap in what follows.
3.2 QOS ASPECTS OF WWANS
3.2.1 General QoS architecture
Contemporary WWAN deployments extensively use mobile cellular network tech-
nologies with the leading positions being held primarily by IEEE 802.16 [9] and
3GPP LTE [10]. Believed to be the most advanced wireless communication stan-
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dards, IEEE 802.16 specifications detail a high speed wireless access system with
support for various multimedia services. The IEEE 802.16 family of standards has
been commercialized under the name of WiMAX (from “Worldwide Interoperabil-
ity for Microwave Access”). Given the importance of this pioneering technology, we
concentrate on IEEE 802.16 mechanisms and features in the course of this chapter.
More specifically, a series of IEEE 802.16 standards defines an air interface for
broadband wireless access systems. As the result of a recent revision, the con-
temporary baseline document IEEE 802.16-2009 [100] consolidates the legacy IEEE
802.16-2004 [101] protocol with several amendments (see Figure 3.1). Further, IEEE
802.16m-2011 [9], also known as Mobile WiMAX Release 2, is an advanced air inter-
face complying with the ITU-R IMT-Advanced requirements on 4G systems. The
high data rate technology specified by the IEEE 802.16 enables multimedia services
in both line-of-sight (LOS) and non line-of-sight (NLOS) conditions as well as pro-
vides support for diverse traffic flows to satisfy a wide range of QoS requirements
for its clients.
Generally, the QoS is a broad concept and refers to the network ability of assign-
ing different priority to diverse multimedia applications, clients, or their data flows,
as well as to guarantee certain levels of performance to a particular data flow. QoS
metrics may include received throughput, data packet delay, jitter, bit error rate,
packet drop probability, and others. In this thesis, we, however, concentrate on the
primary QoS characteristics, such as client and system throughputs, as well as the
mean packet delay.
QOS ASPECTS OF WWANS 23
dards, IEEE 802.16 specifications detail a high speed wireless access system with
support for various multimedia services. The IEEE 802.16 family of standards has
been co ercialized under the na e of i AX (fro “ orldwide Interoperabil-
ity for icrowave ccess”). iven the i portance of this pioneering technology, we
concentrate on IEEE 802.16 echanis s and features in the course of this chapter.
ore specifically, a series of I 802.16 standards defines an air interface for
broadband ireless access syste s. s the result of a recent revision, the con-
te porary baseline docu ent I 802.16-2009 [102] consolidates the legacy I
802.16-2004 [103] rotocol it several a e e ts (see ig re 3.1). rt er, I
802.16 - [ ], ls s ile i ele se , is ce air inter-
face co l i it t e I - I - ce re ire e ts s ste s. he
hig t r t t l s ifi t I . l s lti e ia services
in ot li - f- i t li - f- i t i i s s ell as pro-
vides s rt f i ffi fl i f i f re ire ents
for its clie ts.
e er ll , ilit of assign-
ing iffere t i i li , r t eir ata flo s,
as ell s t i l r t flo . oS
etrics i l l , ji t r, it error rate,
packet r il , e trate on the
pri ar ts, s ell as the
ea c t l .
Bridging of 802.16
IEEE 802.16k-2007
Multihop relay
IEEE 802.16j-2009 IEEE 802.16m-2011
Advanced air 
interface
IEEE 802.16-2009
Rollup of 
802.16-2004, etc.
IEEE 802.16-2001
LOS, 10-63 GHz
PmP only
IEEE 802.16a-2003
NLOS, 2-11 GHz
PmP, mesh
IEEE 802.16-2004
(formerly 802.16d)
LOS, 10-66 GHz,
NLOS, 2-11 GHz
IEEE 802.16e-2005
(mobility enhancement)
Mobile Broadband 
Wireless Access 
System
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The core point-to-multipoint (PmP) IEEE 802.16 architecture comprises a base
station (BS) and a set of clients or subscriber stations (SSs) in its vicinity (see
Figure 3.2). BS performs polling of its SSs and schedules their transmissions such
that the QoS guarantees of each data flow at every SS are satisfied [104]. The
BS and the associated SSs exchange packets through disjoint communication chan-
nels. In the DL channel, the BS broadcasts data to its SSs, whereas in the UL
channel the transmissions from the SSs are multiplexed. IEEE 802.16 provides two
duplexing schemes for the aforementioned DL and UL channels. With time divi-
sion duplex (TDD), a time frame is split into DL and UL sub-frames, respectively.
With frequency division duplex (FDD), the channel frequency range is divided into
non-overlapping sub-ranges to avoid cross-interference.
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Figure 3.2 Core WWAN architecture.
The simplified TDD frame structure is demonstrated in Figure 3.3. Importantly,
together with the data packets, the BS also communicates the relevant scheduling
information for both DL and UL channels. The UL sub-frame schedule is incorpo-
rated into the UL map (UL-MAP) management message within the DL sub-frame
header and is used by the SSs to determine the start time of their transmission in
the UL. Enabling entry of new SSs into the system, a ranging interval is provided.
Similarly, in order to allow the SSs to indicate their bandwidth demand to the BS,
a reservation interval is provided. The SSs can send their ranging or bandwidth re-
quests during transmission opportunities comprising the respective intervals. These
requests are then processed by the BS.
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Figure 3.3 Simplified TDD frame structure.
IEEE 802.16 is known to successfully manage various multimedia connec-
tions [105]. It is equally suitable for both high data rate (VoIP, audio, and video)
and low data rate (web browsing) applications. The protocol also supports bursty
data flows and delay-sensitive traffic. In order to ensure that the diverse QoS re-
quirements of all these applications are satisfied, IEEE 802.16 standard introduces
five QoS profiles. Consequently, a data flow with a dedicated identifier is mapped
onto one of the following profiles:
1. Unsolicited grant service (UGS). Used for real-time data sources with constant
bit-rate (VoIP traffic without silence suppression).
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onto one of the following profiles:
1. Unsolicited grant service (UGS). Used for real-time data sources with constant
bit-rate (VoIP traffic without silence suppression).
i .
I . i
ti s [ 3]. I i ll
l
t fl l
ir t f ll
fi fil .
t f f ll i
. li it
it-r ffi
QOS ASPECTS OF WWANS 25
2. Real-time polling service (rtPS). Used for real-time data sources with variable
bit-rate (MPEG traffic).
3. Extended real-time polling service (ertPS). Used for real-time data sources
with variable bit-rate, which may require more strict delay and throughput
guarantees (VoIP traffic with silence suppression). This profile was introduced
in one of the later specifications, IEEE 802.16e-2005.
4. Non real-time polling service (nrtPS). Used for non real-time data sources
with variable packet length (FTP traffic).
5. Best effort (BE). Used for non real-time data sources, which do not require
delay and throughput guarantees (HTTP traffic). This profile utilizes the
residual bandwidth after the scheduling of all the above profiles has been
completed.
The standardization of WWAN technologies is an ongoing activity by the IEEE
802.16 Working Group under the support of WiMAX Forum [104]. The UL data
packet scheduler, which is out of scope of the IEEE 802.16 standard (see Figure 3.4),
has a major impact on the efficiency of ensuring QoS requirements for the end
clients. As a consequence, numerous research papers address the challenging prob-
lem of effective scheduling, such as [105], [106], and [107], where various frameworks
are built and analyzed to provide a specified level of QoS. In particular, the work
in [108] proposes a novel QoS architecture based on priority scheduling and dynamic
bandwidth allocation. The paper [109] compares and contrasts the performance of
various reservation disciplines in the framework of the simplified wireless system
model. For a good summary on QoS in the context of IEEE 802.16 networks, we
refer to the on-line document [110].
As follows from Figure 3.4, a particular admission control procedure is also unde-
fined by the IEEE 802.16 specification. Designing efficient admission control meth-
ods is a separate research problem (see e.g., [111] and [112]) and is not addressed
in this thesis.
In the scientific literature, the majority of known analytical frameworks do not
account for the bandwidth reservation and packet scheduling components of the
packet delay. However, the importance of considering both components to evaluate
the overall delay of access-control systems was emphasized by a pioneering funda-
mental work [113], as well as by the earlier paper of the author [114]. For a more
practical approach, we refer to [115], where the realistic performance measures of
the IEEE 802.16 system are studied by various techniques. Some alternative polling
techniques are investigated in [116]. We continue below with our own approach to
jointly analyze the reservation and scheduling delays.
3.2.2 Overall packet delay analysis
Below we consider the two major components of the overall packet delay at the
reservation and scheduling stages respectively. We define the overall delay (Wi) of
the tagged packet as the time interval elapsed from its arrival into the outgoing
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buffer of the SS number i until the end of its successful transmission in the UL. It
may be shown to be composed of several parts:
Wi =W ri + α+W
s
i +W
t
i + τ. (3.1)
Here, W ri is the reservation delay, which is the time interval from the packet ar-
rival at the SS i to the start of the corresponding bandwidth request transmission
to the BS. Further, α is the duration of a successful bandwidth request transmis-
sion. We define the grant time of the tagged packet as the scheduling epoch of the
frame preceding the one where the tagged packet has been transmitted. As such,
W si is the scheduling delay, which is the time interval from the end of the bandwidth
request transmission corresponding to the tagged packet to its grant time. W ti is
the transmission delay, which is the time interval from the grant time of the tagged
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buffer is the one at the tagged SS where the packet is queued during the reserva-
tion delay. Further, at the beginning of the corresponding reservation interval the
packet is immediately transferred to the virtual buffer. The virtual buffer accounts
for the fact that a packet cannot be transmitted in the current frame, that is, expe-
riences the delay of at least one frame. After this additional delay the packet enters
the individual BS buffer of the tagged SS. There, the packet is queued until the end
of the scheduling delay. Finally, the packet is transmitted.
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Figure 3.5 Overall packet delay evaluation model.
We then continue with obtaining the steady-state expressions for the mean num-
bers of packets in all the considered buffers. However, due to intricate internal
correlations between the studied variables, in [P2] we only establish a closed-form
upper bound on the overall data packet delay in the IEEE 802.16 network. As
such, [P3] follows the same methodology and derives the exact value of the delay,
but with a more complex numerical solution. Therefore, [P2] and [P3] together
constitute a complete framework for the overall packet delay evaluation.
3.2.3 Advanced model for dynamic capacity allocation
Leveraging our experience on the analysis of IEEE 802.16 system accumulated
by [P2] and [P3], we propose an extended analytical model [3] to perform effi-
cient dynamic capacity allocation. Particularly, the non real-time (delay-tolerant)
traffic of each SS can utilize a portion of the spare bandwidth remaining after the
capacity allocation for the real-time (delay-critical) traffic flows at every SS. Thus,
the model incorporates the effect of the capacity allocation for the rtPS, the ertPS,
and the UGS flows on the overall delay of the nrtPS flow.
More specifically, the analytical model in [3] is applied to the performance eval-
uation of the UL nrtPS traffic in the IEEE 802.16-based network. Providing com-
prehensive numerical examples, we study the influence of the real-time traffic on
the delay of the nrtPS service flow. We discuss how to take into account an up-
per bound on the mean delay of the nrtPS service flow at the SSs in determining
the maximum sum of the real-time capacities at every SS. Finally, we introduce
a cost model which considers the QoS constraints on some important parameters,
including packet delay and real-time capacity. The various aspects of our perfor-
mance analysis have potential applications in network control, since they facilitate
the proper selection of the capacity parameters with respect to the requirements of
the actual application scenario.
Based on our performance evaluation in [3], the following general conclusions can
be made:
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• The influence of the mean nrtPS packet delay on the total UGS capacity and
on the maximum (e)rtPS capacity for the uniform distribution follow similar
trends.
• The distribution of the (e)rtPS capacity has essential impact on the mean
nrtPS packet delay.
The presented analytical model also enables enforcing specific upper bounds on
the mean nrtPS packet delays at every SS in a given range of loads. In this case,
the optimal value of the total real-time capacity can be determined.
3.3 QOS ASPECTS OF WLANS
3.3.1 General QoS architecture
The WLANs based on a series of IEEE 802.11 standards (or “The Standard for
Wireless Fidelity,” WiFi) is a rapidly growing technology worldwide. Given that
this type of network is cheaper to deploy, it provides an effective low-cost solution to
achieve ubiquitous wireless connectivity across various devices. There are important
special cases of a WLAN, such as a mobile ad-hoc network (MANET) [117]. Gener-
ally, an ad-hoc network is a self-configuring network of devices connected wirelessly.
The emerging IEEE 802.11 technologies (such as 802.11ac, 802.11ad, 802.11ah, etc.)
motivate the need to further evaluate the network performance in order to support
increasing client population and exploit scarce wireless resources even more effi-
ciently. However, the lack of infrastructure complicates the MAC-level analysis of
an ad-hoc network.
Typically, WLAN applications embrace two kinds of traffic: unicast traffic of
point-to-point connections and broadcast traffic of point-to-multipoint connections.
As these traffic types serve different purposes and typically coexist within a net-
work, neither of them should be neglected at the performance evaluation stage. It is
commonly believed that the overall population of contemporary WLANs is growing,
whereas not all the network clients have similar necessities with respect to the chan-
nel resources. For this reason, traffic differentiation is crucial in modern WLANs.
As such, a group of privileged clients (generating e.g., real-time traffic) might need
to enjoy higher channel access probabilities than the other clients.
The contemporary IEEE 802.11-2012 [118] standard has merged several impor-
tant amendments (including IEEE 802.11n-2009 for higher data rates) together with
its previous version IEEE 802.11-2007 to specify the up-to-date features of the PHY
and the MAC layer. At MAC, a contention-based protocol allows wireless clients
to share channel resources through the use of a carrier sense multiple access with
collision avoidance (CSMA/CA, see Chapter 2) mechanism based on the binary
exponential backoff (BEB) collision resolution procedure. The carrier sense is per-
formed by physical and virtual means. The virtual carrier sense scheme is typically
implemented as an explicit exchange of two dedicated reservation frames, request to
send (RTS) and clear to send (CTS) prior to the actual transmission of the data
frames. These control frames specify a duration field within the frame header that
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contains the prediction of the ongoing busy period duration. The latter includes
sending data, as well as receiving the respective acknowledgment (ACK) or block
ACK (BA) frame.
The duration field is important to prevent the hidden users from accessing the
channel while a transmission is in progress. A hidden user is a wireless client that
cannot sense the sender but may influence the receiver if it starts communicating
its data frame. In wireless environments, active clients are expected to constantly
monitor RTS/CTS frames and use the duration field information therein to update
their network allocation vectors (NAVs).
The physical carrier sense is known as clear channel assessment (CCA) and ex-
ploits the signal to interference-plus-noise ratio (SINR) to determine whether the
medium is idle or not. Generally, a client shall refrain from transmission when ei-
ther the NAV timer is active or the CCA senses the medium busy. However, if
both carrier sense mechanisms indicate an idle channel, a transmission opportunity
(TXOP) is obtained (see Figure 3.6) by the client. A TXOP may be regarded as
a bounded time interval during which a sequence of packets encapsulated into the
frames is transmitted by the source, while only service messages are received from
the destination.
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Enabling traffic differentiation, enhanced distributed channel access (EDCA) re-
placed the legacy distributed coordination function (DCF) of IEEE 802.11 in order
to provide improved QoS to wireless clients (see Figure 3.7). The QoS is handled
via the four dedicated queues for different packet types. Every one of the queues,
or access categories, has a separate BEB instance to control the medium access.
The four different access categories are: voice (VO), video (VI), best effort (BE),
and background (BK). Typically, the multimedia categories (voice and video) access
the channel with higher priority. However, our literature survey in [P4] indicates
that the influence of broadcast traffic on the performance of diverse (heterogeneous)
client groups has never been studied. Therefore, it is important to propose a novel
comprehensive analytical model that captures the heterogeneous IEEE 802.11 MAC
saturation performance with both unicast and broadcast traffic.
.
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Figure 3.7 EDCA vs. DCF comparison.
3.3.2 Advanced model for a saturated WLAN
With an advanced model in [P4], we target realistic IEEE 802.11 performance eval-
uation that accounts for the mixture of traffic, heterogeneous groups of clients with
different QoS requirements, and limited number of retries after a failed transmis-
sion. Our analytical approach is based on the concept of regeneration cycles and
accounts for the average number of packet transmission attempts during such a
cycle. Hence, a method to calculate the packet transmission probability pt is as
follows:
pt = lim
n→∞
n∑
i=1
B(i)
n∑
i=1
D(i)
=
E[B]
E[D]
, (3.2)
where B(i) is the number of transmissions in a cycle and D(i) is the mean number
of contention time slots for the ith transmission attempt. Notice that B(i) and D(i)
are independent and identically distributed with respect to i, but both are depen-
dent on the conditional collision probability pc. Here, E[B] stands for the average
number of transmissions in a cycle and E[D] is the average number of slots that a
client shall backoff before it starts its last transmission.
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Further, considering a realistic lossy model when after k unsuccessful transmis-
sion attempts the packet is discarded and accounting for a limiting number of m
BEB stages, the equation above modifies as:
pt =
E[B]
E[D]
=
{
E[B] ·Ψ−11 , k ≤ m+ 1
E[B] ·Ψ−12 , k > m+ 1
. (3.3)
In [P4], we establish analytical expressions for the two components of E[D], Ψ1
and Ψ2. We also assume that the network population is composed of G different
groups with respective channel access probabilities. These groups are heteroge-
neous, whereas all clients belonging to a particular group j share similar param-
eters. Therefore, each group j has a respective transmission probability p(j)t and,
consequently, observes different conditional collision probability p(j)c :
p(j)c = 1−
(
1− p(j)t
)Mj−1 G∏
i=1;i 6=j
(
1− p(i)t
)Mi
. (3.4)
The equation (3.4) explains how the conditional collision probability may be cal-
culated for a generic group j. Note that a collision can be intergroup, intragroup,
or both at the same time. An intergroup is a collision between the clients belong-
ing to different groups. An intragroup collision is between the clients of the same
group. The transmission probability p(j)t is calculated as per (3.3) according to the
properties of group j:
p
(j)
t (W0 =W
(j)
0 ,m = m
(j), k = k(j), pb = p
(j)
b , pc = p
(j)
c ), (3.5)
where the core parameters of the model are summarized in Table 3.1.
Table 3.1 Saturation model parameters
Parameter Description
M Total number of clients in the system (Mj is the size of group j)
G Total number of different client groups
W0 Initial contention window value for the BEB protocol
k Maximum number of transmissions that a unicast packet can
tolerate. However, a broadcast frame is only sent once
m The BEB protocol stage, which is the maximum number of
possible increases for W0
pb Probability of a broadcast packet generation
pu Probability of a unicast packet generation. Hence, it is
complementary to pb
Notice that (3.4) and (3.5) constitute a system of non-linear equations with a
numerical solution. Once the transmission probability for each group is established,
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the system-wide probabilities can be calculated in order to obtain the overall satura-
tion throughput. Therefore, in [P4] we proposed a simple and accurate approach to
evaluate the main performance metrics, whereas currently more complicated tech-
niques are typically used. The model was validated theoretically by proving the
backwards compatibility to previous well-known models e.g., [119], as well as via
extensive simulations.
3.4 COEXISTENCE OF WWAN AND WLAN
3.4.1 Possibilities for interworking
Contemporary metropolitan-scale wireless deployments often include areas where
different communication networks are co-located [120], [121]. Following the trend
for universality, the concept of the multi-radio device was introduced in [122] to
allow for the simultaneous operation of different technologies. A multi-radio unit
may operate in several wireless networks at the same time in accordance with the
inbuilt protocols. However, several research problems arise to enable efficient het-
erogeneous functioning [123].
The problems caused by the multi-protocol operation at the MAC layer have not
yet received much attention in the scientific literature. Some papers (see, for ex-
ample, [124], [125], and [126]) cover IEEE 802.11 and IEEE 802.15.1 (Bluetooth)
coexistence issues. Another case is IEEE 802.16 and IEEE 802.11 cooperation.
Although these communication standards adopt drastically different MAC proto-
cols, the capability of IEEE 802.11 reuse by IEEE 802.16 in the mesh mode was
demonstrated in [127]. In [128], the general coexistence evaluation approach was
shown and [129], particularly, addressed IEEE 802.16 and IEEE 802.11e interwork-
ing, where a concept of the base station hybrid coordinator was introduced. The
use of such a coordinator is possible when the base station of IEEE 802.16 and the
hybrid coordinator of IEEE 802.11e are co-located.
In this section, we also address the case of cooperation between IEEE 802.16
and IEEE 802.11 technologies (see Figure 3.8). But by contrast to the approach
of [129], we consider a more realistic scenario without a central coordinating node
in the communication system [P5]. Instead, the problem of the MAC coordina-
tion within a client multi-radio (MR) station itself is addressed, thus avoiding any
restriction on the network topology.
Currently, IEEE 802.16 and IEEE 802.11 wireless networks operate in non-
overlapping frequency bands [121]. Therefore, they may coexist simultaneously
without any significant performance degradation. However, this is the case only
when each client device supports the functionality of exactly one technology. When
the capabilities of two or more standards are co-located within a single MR station,
the client performance degrades dramatically [130]. This is explained by the fact
that the radio parts of a device are in close proximity and the ongoing transmis-
sion in one network prohibits the reception by another one. Preventive solutions in
a form of MAC coordination algorithms require a novel evaluation framework that
takes into account mutual interference between wireless systems at a MR station.
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3.4.2 MAC coordination solutions
Due to the multi-radio interference, when a station is receiving some data an over-
lapping transmission via the co-located technology prevents its successful reception.
It was shown in [132] that 802.16 and 802.11 radio-to-radio interference severely de-
grades the performance and requires significant isolation of at least 55 dB. Increasing
isolation is costly, large in size, and highly platform dependent. An alternative solu-
tion may be pursued in the time domain (see Figure 3.9). To mitigate the indicated
effect, a special module on top of the respective MAC layers may be implemented
for the purposes of the MAC coordination. This solution is known to be universal,
effective, and medium independent.
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Figure 3.9 Principle of MAC coordination.
The MAC coordination module controls scheduling of both network activities
within a MR station and thus enables the simultaneous operation of 802.16 and
802.11. As 802.16 system is schedule-based, the MAC coordination module only
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monitors its transmit and receive activity and allows/denies the channel access of the
802.11 part depending on the current 802.16 schedule. In [P5], we propose a range of
coordination algorithms, which demonstrate performance-complexity trade-off and
thoroughly analyze them. Given that the details of the introduced algorithms are
covered by [P5], below we only list their main pros and cons denoted by “+” and
“−” respectively.
1. Basic coordination algorithm:
+ Simple implementation.
+ Workability in case of both shared and separate antennas.
− Constant atomic operation, some resource waste.
− Usage of activity gaps only, non-maximum performance.
2. Enhanced coordination algorithm:
+ Dynamic atomic operation, enhanced performance.
+ Workability in case of both shared and separate antennas.
− Higher computational and implementation complexity.
− Usage of activity gaps only, non-maximum performance.
3. Suppressing enhanced coordination algorithm:
+ Simultaneous operation in both networks, better resource utilization.
+ Dynamic atomic operation, enhanced performance.
− Workability in case of separate antennas only.
− CCA suppression, highest computational and implementation complexity.
Our subsequent performance analysis of the introduced coordination algo-
rithms [P5] is carried out within the framework of a simplified system model. We
study the operation of the MAC coordination solutions and establish the respective
MAC goodput of a MR station, which is defined as the portion of 802.11 PHY layer
data rate available for the information transmission at its MAC layer.
For instance, the MAC goodput of the Basic coordination algorithm in case of a
single TXOP per 802.16 frame GB1 may be calculated as:
GB1 =
LQmax
Tframe
· Pr{T˜tail ≤ T}, (3.6)
where the important parameters are summarized in Table 3.2 and T is the thresh-
old value of the backoff interval remainder duration T˜tail that still results in one
TXOP per 802.16 frame.
Generalizing, the MAC goodput of the Basic coordination algorithm in case of
not more than two TXOPs per 802.16 frame GB2 may be calculated as:
GB2 =
LQmax
Tframe
· (1 + Pr{T˜tail + T˜BO ≤ T}), (3.7)
where T is the threshold value of the backoff interval remainder duration that now
results in two TXOPs per 802.16 frame.
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Table 3.2 Coordination model parameters
Parameter Description
Tframe IEEE 802.16 frame duration
Qmax Maximum number of packets within IEEE 802.11 TXOP
Qmod Maximum number of packets within modified IEEE 802.11 TXOP
L IEEE 802.11 data packet length
T˜tail IEEE 802.11 tagged backoff interval duration that avoids overlapping
with IEEE 802.16 header
T˜BO IEEE 802.11 backoff interval duration
Q˜last Number of packets within the last IEEE 802.11 TXOP
per IEEE 802.16 frame
Correspondingly, the MAC goodput of the Enhanced coordination algorithm in
case of not more than two TXOPs per 802.16 frame GE2 may be calculated as:
GE2 =
L
Tframe
· (Qmax + E[Q˜last]). (3.8)
Finally, the MAC goodput of the Suppressing enhanced coordination algorithm
in case of not more than three TXOPs per 802.16 frame GS3 may be calculated as:
GS3 =
L
Tframe
· (Qmax + E[Q˜last] +Qmod) = GE2 +
LQmod
Tframe
. (3.9)
Summarizing, in [P5] we presented an efficient approach to enable the simul-
taneous operation of WWAN and WLAN technologies within a multi-radio client
device. The MAC coordination concept was introduced and three various coor-
dination algorithms were discussed that demonstrate the performance-complexity
trade-off. Our analysis of the MAC goodput indicates significant performance gains
of the proposed solutions. Moreover, some aspects of coexistence with other MR
stations, as well as the mean packet delay simulations, were reported in [P5].

Chapter4
Client Cooperation Techniques
4.1 INTRODUCTION AND MOTIVATION
4.1.1 General background
As more wireless clients are sharing limited spectrum in modern broadband com-
munication networks and future cellular technologies are shifting toward aggressive
full-frequency reuse [9], [10], the performance of wireless networks is becoming heav-
ily impaired by interference. Since wireless communication is inherently broadcast,
the transmission of a particular client may interfere with that of neighboring clients
and thus reduce the energy efficiency. However, clients can recover their energy
efficiency if cooperation among clients in close proximity is allowed. Therefore, spa-
tial domain resource management is important to control the operation of wireless
clients at different geographical locations [12]. However, client cooperation may
require extra signaling overhead and additional energy consumption.
Previously, it was shown that with either transmitter or receiver cooperation
significant energy savings may be achieved [131]. Furthermore, it has also been
demonstrated that cooperation has the potential to reduce packet delay within cer-
tain transmission ranges due to the fact that sometimes it enables higher order
modulation and increased data rate. Similarly, considerable energy savings may be
obtained when receiver cooperation is properly exploited [132].
Since the energy required for reliable communication is known to grow exponen-
tially with increasing distance between the participants [53], it is typically more
energy efficient to transmit data over several shorter intermediate hops than via a
longer hop [133]. However, client cooperation may incur excess energy consumption
of the assisting relay nodes and, in some scenarios, it may still be preferable to keep
using longer hops [134]. As such, the relay selection problem may be considered as
a compromise between the performance of the data originator and the expenses of
the assisting cooperator with respect to the overall system energy efficiency [12].
Below we mention some practical implications of this trade-off.
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4.1.2 Cooperative communications
We remind you of the fact that wireless communication channels are known to suffer
significantly from fading, which practically means that the attenuation of a signal
varies over the transmission duration. An efficient solution to mitigate the nega-
tive effects of channel fading is via transmitting several copies of the initial signal
independently, thus creating diversity. Particularly, by transmitting from different
locations, so-called spatial diversity is created. It has the potential to improve sig-
nal reception quality as different copies of the same signal fade independently from
each other before arriving at the receiver [135]. Cooperative communications receive
increasing attention from the research community as a novel and practical way to
create spatial diversity [136].
Historically, the core ideas behind data relaying were first introduced in the fun-
damental work [137], where a simplified three-terminal system model containing a
sender, a receiver, and a relay was studied within the context of mutual informa-
tion. More thorough capacity analysis of the relay channel was conducted later
in [138]. These pioneering efforts focused on the similar three-node case and sug-
gested a number of relaying strategies. They also established achievable regions and
upper bounds on the capacity of what we now sometimes refer to as the “classical”
relay channel.
Unlike the approach of [137] and [138], in cooperative communications both the
data originator and the relay may act as information sources, which was considered
in [139]. Accounting for practical decode-and-forward signaling, the paper [139]
inspired many contemporary works on cooperation. With the recent proliferation
of smart phones and machine-to-machine communications, wireless technology is
steadily evolving toward 4G mobile systems. As such, a renewed surge of interest
has arrived with rapidly expanding literature on cooperative communications. A
good overview of this area may be found in [140].
The originator of a data packet may practically have more than one coopera-
tor to partner with. The problem of relay selection is a rich topic and has been
elaborated upon in [141] and [142], which assume the availability of a centralized
controller in the network. Hence, the concept of cooperation was brought into the
scope of wireless cellular networks with a base station controlling client activity.
Further, in [143] a scenario is considered where the direct link from the originator is
not available due to, for example, its poor quality. As such, the originator can only
communicate its packets to the destination through the relays and [143] proposes
an efficient protocol for the relay selection.
In [144], it is argued that relay-enhanced cellular architecture is a cost-effective
way to achieve higher performance for end clients. More importantly, [144] suggests
that wireless clients themselves may relay data for other clients thus acting as mo-
bile relay stations [145]. Developing the novel concept of client relay, we seek to
propose simple and feasible cooperation protocols, as well as to analyze the basic
trade-offs behind client relay functionality.
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4.1.3 Client relay in WWANs
While infrastructure relay technology [146], [147] has been standardized in e.g.,
IEEE 802.16j-2009 [148] and IEEE 802.16m-2011 [9], limited attention has been
paid across WWAN protocols to the cooperation between wireless clients them-
selves. Client relay is more formally defined as the process by which one or more
clients forward traffic between the originating client and the BS. As such, client re-
lay has the potential to improve WWAN system performance by providing higher
data rates while moderately impacting infrastructure complexity. Compared to in-
frastructure relay, client relay is also expected to be cheaper to deploy.
Client relay can technically be implemented in a homogeneous or heterogeneous
manner. In homogeneous client relay (see Figure 4.1), all transmissions (i.e., client-
to-BS, client-to-client) occur on the licensed bands (i.e., IEEE 802.16, 3GPP LTE).
More specifically, homogeneous client relays forward traffic over the same DL and
UL channels as their respective data originators. In heterogeneous client relay (see
Figure 4.2), client-to-BS transmissions occur on the licensed bands, whereas client-
to-client transmissions are carried out over the unlicensed bands (i.e., IEEE 802.11,
Bluetooth). Although both flavors of client relay require the same basic function-
ality, the corresponding communication protocols are expected to be substantially
different due to the centralized and distributed nature of the licensed and unlicensed
bands respectively.
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With the client relay technique, both DL and UL traffic can be relayed. However,
given that clients typically operate at much lower powers than BSs, we expected
that the majority of gains will be achieved for the UL traffic. Therefore, we only
concentrate on the UL channel in what follows. Consequently, the UL client re-
lay performance evaluation requires the derivation of an adequate wireless system
model. As the integral research is complex, it might be divided into two compo-
nents.
Firstly, analytical techniques can be used to derive a coarse system model. Queu-
ing theoretic methods may be widely applied for this purpose. However, complex
interactions between the queues during cooperation prohibit the direct use of known
results for basic queuing models. Thus, an advanced model should be formulated
to obtain throughput, energy efficiency, and packet delay.
Secondly, simulation may be exploited to account for numerous factors that in-
fluence the practical performance of client relays, such as realistic traffic arrival
flows, predefined QoS parameters, wireless channel degradation factors, etc. In
special cases, the simulation results should converge to those obtained with an-
alytical modeling, which ensures the adequateness of the constructed simulation
model. Simulation data would allow for many interesting insights into the coop-
erative wireless networking and bring important conclusions about the desirable
application area of relay-enhanced technology.
4.2 HOMOGENEOUS CLIENT RELAY
4.2.1 Baseline triangle model
Motivated by the scenario from [143] and other related research works, we consider
a wireless cellular network enhanced with client relay functionality in [P6]. Sim-
ilarly to [149], we concentrate on the simplest network topology (see Figure 4.3)
comprising two source nodes and one sink node. The node A is termed the origina-
tor and generates its own data packets with the mean arrival rate λA. The node R
is termed the relay and generates its own data packets with the mean arrival rate
λR. Additionally, the relay is capable of eavesdropping on the transmissions from
the originator and may temporarily store its packets for the subsequent retransmis-
sion. The node B is termed the base station and receives data packets from both
the originator and the relay.
The channel is error-prone and is based on the multipacket reception channel
model from [150] and [151]. Once transmitted, a packet is corrupted with a constant
probability which depends only on the link type and the number of transmitters.
The basic parameters of the model are:
• pAB , Pr{packet from A is received at B | only A transmits}
• pRB , Pr{packet from R is received at B | only R transmits}
• pAR , Pr{packet from A is received at R | only A transmits}
• pCB , Pr{packet from A is received at B | A and R cooperate}
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If a packet is corrupted, it is retransmitted by the source. The maximum al-
lowed number of retry attempts is infinite. The nodes are equipped with single
transceivers and thus cannot transmit and receive at the same time.
Upon the first transmission from the originator, the relay successfully eavesdrops
on the packet with pAR > pAB . If the base station fails to receive this packet from
the originator in the current slot with 1 − pAB the relay stores it in the memory
location for the eavesdropped packet.
Upon any retransmission from the originator, the relay performs one of the follow-
ing operations. If the packet being retransmitted by the originator is already stored
in the memory location, the relay transmits this packet simultaneously with the
source [154] and the base station successfully receives the packet with pCB > pAB
due to the better quality of the relay link. Otherwise, the relay eavesdrops again on
the retransmission of the originator and successfully receives the packet with pAR.
Once the packet from the originator is received successfully by the base station, the
relay empties the memory location for the eavesdropped packets.
The proposed analytical approach to the performance evaluation of the consid-
ered three node client relay system is based on the notion of the packet service
time. The service time of the tagged packet from a particular node starts when
this packet becomes the first one in the queue of this node and ends when its suc-
cessful transmission finishes. We denote the service time of a packet from node
A as TAR(λA, λR) , TAR. Additionally, we introduce the mean service time of
a packet from node A as τAR(λA, λR) , τAR = E[TAR]. Further, we denote by
τAR(λA, 0) , τA0 the mean service time of a packet from node A conditioning on
the fact that λR = 0. Symmetrically, we introduce respective characteristics TRA,
τRA, and τR0 for node R.
We established in [P6] that for both a system with cooperation (when pAR > 0)
and a system without cooperation (when pAR = 0), it holds that τR0 = p−1RB ,
whereas only for the system without cooperation it holds that τA0 = p−1AB . The
derivation of τA0 for the system with cooperation is a more complicated task. Fi-
nally, we denote the queue load coefficient of node A as ρAR(λA, λR) , ρAR. By
definition, we have ρAR = Pr{QA 6= 0} = λAτAR. In particular, the queue load
coefficient of node A conditioning on the fact that λR = 0 may be established as
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ρAR(λA, 0) , ρA0 = λAτA0. For the system without cooperation, ρA0 further sim-
plifies to ρA0 = λA/pAB . The queue load coefficients ρRA and ρR0 of node R are
introduced similarly. For both systems with and without cooperation ρR0 further
simplifies to ρR0 = λR/pRB .
Consider now the queue at node A and set ρA0 > ρR0 as an example. The
following propositions may further be formulated.
Proposition 1. For the queue load coefficient of node A, it holds:
ρAR ≤ ρA01− ρR0 .
Proposition 2. For the queue load coefficients of nodes A and R, it holds:
ρAR − ρRA = ρA0 − ρR0.
Proposition 3. For the queue load coefficient of node R, it holds:
ρRA = ρAR − ρA0 + ρR0 ≤ ρA01− ρR0 − ρA0 + ρR0.
Using the above definitions and propositions, in [P6] we establish important per-
formance metrics of the client relay system. Firstly, our approach is applicable for
determining the exact mean departure rate of packets from (throughput of) nodes
A and R. Secondly, we study the behavior of node A within the framework of the
queuing theory. Due to the fact that the queues of nodes A and R are mutually
dependent, the notorious Pollaczek-Khinchin formula does not give the exact mean
queue length of node A. We, however, apply this formula to establish the approxi-
mate value of the mean queue length of node A. Additionally, we obtain the exact
values of the mean energy expenditure of nodes A and R.
4.2.2 Opportunistic cooperation
The relay improves the throughput of the originator by sacrificing its own energy
efficiency. Extra energy is spent by the relay on the eavesdropping, as well as on the
simultaneous packet transmissions with the originator. To save some of its energy,
the relay may act opportunistically. As such, in each time slot the relay may decide
not to eavesdrop on the transmissions from the originator with probability 1− prx
and/or not to relay a packet with probability 1 − ptx. The probabilities prx and
ptx correspond to a particular client relay policy and may be used to trade overall
system throughput for total energy expenditure.
The client relay system operation is summarized by Algorithm 1. Accordingly, a
single memory location for the eavesdropped data packets at the relay suffices for the
considered client relay network operation. Importantly, the originator is unaware
of the cooperative help from the relay and the relay sends no explicit acknowledg-
ments to the originator by contrast to the approach in [151]. This enables tailoring
the proposed client relay model to the contemporary cellular technologies [9], [10].
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1: Generate new packets for A and R with λA and λR
2: {Fair stochastic round-robin scheduling}
3: if both queues at A and R are not empty then
4: Slot is given to either A or R with probability 0.5
5: else if queue at A is not empty then
6: Slot is given to A
7: else if queue at R is not empty then
8: Slot is given to R
9: else
10: Slot is idle
11: {Packet transmission}
12: if slot is given to A then
13: if current packet from A is not stored at R then
14: Packet from A is successful at B with pAB
15: if R has decided to eavesdrop with prx then
16: Relay eavesdrops on the packet from A
17: Eavesdropping is successful with pAR
18: else
19: Relay stays idle
20: if packet from A is successful at R then
21: Packet from A is stored at R
22: else
23: if R has decided to cooperate with ptx then
24: Relay transmits the stored packet
25: Packet from A is successful at B with pCB
26: else
27: Relay stays idle
28: Packet from A is successful at B with pAB
29: if packet from A is successful at B then
30: Relay empties its single memory location
31: else
32: Originator retransmits in the next available slot
33: else if slot is given to R then
34: Packet from R is successful at B with pRB
35: else
36: Slot is idle
Algorithm 1: Client relay network operation.
In [4], we extend the analysis of the baseline model from [P6] to take into account
the opportunistic client relay behavior. As before, we focus on the primary per-
formance metrics, including throughput, mean packet delay, and energy efficiency.
Importantly, our model enables both opportunistic reception and transmission of
relay packets, thus allowing for many useful insights into realistic network perfor-
mance. We conclude that opportunistic behavior is a flexible tool to balance system
spectral and energy efficiencies.
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4.2.3 Coupling cooperation with power saving mode
Another important practical aspect of cellular networking discussed in Chapter 2
is that mobile devices are typically equipped with limited battery power. Dur-
ing time intervals when no packets are being sent or received, a wireless unit may
switch to a power saving mode by shutting down its transmit and receive activi-
ties and thus save some of its power. Novel communication standards [9] and [10]
support reductions in client power consumption through introducing various power
saving mechanisms. Over the recent years, an extensive literature on power saving
operation has accumulated.
The vast majority of research papers consider the sleep mode schemes as per
IEEE 802.16 technology. The sleep mode within the legacy version of the stan-
dard, IEEE 802.16e-2004 [101], has been thoroughly studied in [153] and [154]. The
approach therein is based on a queuing model with vacations to propose an opti-
mization with respect to the packet loss probability. Another example of the legacy
sleep mode performance evaluation is given by [155], where another queuing model
with variably-distributed vacations is considered. The work also introduces a set of
optimization solutions depending on which system parameters are known.
Conventionally, the arrival process of new data packets into the system is as-
sumed to be Poisson. Therefore, the consideration of non-Poisson traffic may be
of separate interest for researchers. In particular, the work in [156] concentrates
on discrete time batch Markovian arrival processes and conducts a performance
analysis of DL packet delay and energy consumption for the sleep mode. A more
complicated operation for both DL and UL traffic was considered in [157] and has
some contribution by the author of this thesis. Furthermore, the core trade-off be-
tween packet delay and energy efficiency was analyzed in [158]. Both papers adopt
discrete-time queuing models to conclude on the efficiency of the sleep mode oper-
ation, whereas in [159] a continuous-time queuing model was exploited for similar
purposes.
A more practical approach to the performance evaluation of sleep mode for the
IEEE 802.16e-2004 standard and a comparison with its improved version in IEEE
802.16m-2011 standard may be found in [160], where the author of this thesis has
also contributed significantly. Various QoS aspects associated with IEEE 802.16m
sleep mode operation were addressed in [161] and [162] focusing on non real-time
and VoIP traffic respectively. It was concluded that the novel sleep mode scheme
may result in significant power savings for a wireless client. Later, this version of
the sleep mode mechanism was also described analytically by [163] using a queuing
model.
In 3GPP LTE and LTE-A, the equivalent power saving scheme is known as dis-
continuous reception (DRX, see Chapter 2). The operation of DRX has been subject
to fewer research. In particular, [164] outlines a strategy to optimize the DRX pa-
rameters achieving higher power saving and resource utilization. The influence of
the DRX parameters on client energy consumption and mean packet delay was stud-
ied in [165]. Some analytical results for DRX in case of bi-directional traffic were
also presented in [166].
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Our work in [5] couples power saving and cooperative client behavior. As the
range of applications is very broad, rather than modeling one of the protocols in
detail, we construct a high-level model capturing joint features of cooperation and
power saving. As such, the developed model is intentionally broad-scoped, hence
capturing only the key aspects of the considered system. Our model can be tailored
to either the IEEE 802.16 sleep mode, or the 3GPP DRX mode operation. It allows
for accurate performance evaluation and enables us to unveil less trivial trade-offs
across all the potential scenarios, including homogeneous client relay.
4.2.4 System-level performance evaluation
Growing demand for bandwidth dictates the use of smaller wireless cells, which in-
evitably results in increased inter-cell interference. In most contemporary cellular
systems, the clients at the cell edge typically use higher transmission power to com-
pensate for increased path loss and fading and thus generate the most interference.
As discussed previously, client relay is believed to be a promising technique to en-
hance the performance of cell-edge clients by allowing them to exploit other clients
as relay nodes and thus transmit with less power.
In [6], we conduct an in-depth system-level evaluation of homogeneous client re-
lay for the state-of-the-art wireless cellular networks. Several important features
are considered, including realistic client relay operation and practical channel mod-
els. In particular, we address opportunistic client relay behavior within the context
of interference, capacity, and energy efficient resource management. It is demon-
strated that client cooperation may considerably improve system performance in
terms of cell-edge spectral efficiency for the cost of some increase in cell-center en-
ergy consumption.
Studying the relaying strategies in [6], we have designed a simple and elegant ap-
proach that regards the cooperative network as a “virtual” multiuser multiple-input
and multiple-output (MIMO) system [167], where the inputs are transmitting mo-
bile terminals, and the outputs are BS antennas and other terminals. Wireless nodes
may eavesdrop on the transmissions from other nodes and then communicate the
previously intercepted packets together with their originators upon a retransmission,
thus improving the packet reception probability. Since the clients are well-spaced
and their channels are uncorrelated, there is a distinct transmit diversity gain which
could be also converted into a MIMO gain by using multiple antennas at the BS.
Naturally, if more nodes join the relaying the gain is higher.
The overall system model in [6] is based on IEEE 802.16m evaluation method-
ology [73], but some simplifications are adopted to reduce the computational com-
plexity. The nodes are assumed to be randomly roaming around the associated
BS. Generally, a comprehensive wireless channel model should take into account
many real-world effects: distance, power, bandwidth, landscape, random fluctua-
tions of the link parameters over time, etc. In our system-level evaluations, we use
a widely-accepted path loss model [73] and also develop an empirical model [168] to
enable the eavesdropping capability by mobile terminals. Fast fading is described
by a thoroughly validated Rayleigh fading process. Slow fading process, however, is
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non-trivial due to extra client-to-client links. Therefore, we extend the well-known
model [73] using the approach in [169].
Our research in [6] allows us to conclude that the proposed client relay technique
is feasible within the IEEE 802.16m signaling without significant modification of
the baseline protocol. Considerable gains in throughput and delay performance for
the cell-edge clients as well as for the entire cell can be observed. Trade-offs be-
tween throughput, delay, and energy efficiency make our client relay approach a
promising concept for improving performance of next-generation wireless networks.
Since our methodology is built upon OFDM, it may be applicable for alternative
OFDM-based technologies, including 3GPP LTE-A.
4.3 HETEROGENEOUS CLIENT RELAY
4.3.1 WWAN traffic oﬄoading
According to many predictions, the proportion of traffic transmitted over wireless
broadband networks is expected to grow considerably in the very near future [170].
Consequently, the currently deployed WWAN technologies are very likely to face
serious overloads [171] resulting in a dramatic degradation in the levels of quality
of experience for their end clients.
One solution to mitigate the increasing disproportion between the client QoS and
the available wireless resources might be by deploying additional serving BSs [172].
However, introducing a higher density of BSs may not solely be sufficient to bridge
this gap primarily for the following reasons [173]. Firstly, the inter-cell interference
can grow substantially for aggressive frequency reuse patterns, thus preventing re-
liable communication. Secondly, due to necessary extra equipment, the rental fees
are likely to increase, yielding respective difficulties in obtaining permission from
regulatory authorities. Finally, the required operator maintenance costs are pre-
dicted to skyrocket, which consequently burdens the subscriber with the associated
expenses.
In light of the above, it may be feasible to oﬄoad some of the WWAN traffic
by enabling wireless clients (or peers) to communicate directly without changing
much of the core network topology [174]. Where appropriate, client-to-client links
are believed to become an effective solution that would relieve congestion in next-
generation mobile networks [175]. By contrast to conventional data transmission
over a WWAN technology (e.g., IEEE 802.16, 3GPP LTE), alternative direct com-
munication between two or more wireless devices in close proximity is becoming
attractive across the increasing number of potential use cases and scenarios. The
latter promises considerable savings in terms of occupied radio resources [176] (both
in DL and UL), thus providing higher QoS levels for end clients.
4.3.2 Device-to-device technology
Currently, a plethora of short-range wireless technologies exists to allow direct
device-to-device (D2D) connectivity primarily in the form of unlicensed band so-
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lutions, such as WiFi Direct, Bluetooth, etc. There are, however, several serious
drawbacks that limit potential benefits associated with this type of D2D communi-
cations [177]. Firstly, shorter transmission ranges may preclude the interacting peers
from reliable communication, particularly when they are moving apart at pedestrian
speeds. Secondly, existent WLAN/WPAN transceivers are expected to require an
excess amount of energy, which may be prohibitive for small-scale battery-powered
devices especially when the D2D capability is enabled for longer periods of time.
Finally, device authentication procedures may become a concern, sometimes even
requiring personal subscriber intervention.
The heterogeneous client relay technique introduced in the course of this chapter
may prove to be really useful by mitigating the above limitations and providing a
solid foundation for the reliable D2D technology. By seamlessly oﬄoading WWAN
traffic onto unlicensed band D2D links, we expect significant improvements in over-
all system capacity, as well as in client throughput and energy efficiency [178].
Importantly, the network may assist its clients by controlling the process of data
oﬄoading to maximize the achievable gains [177]. Furthermore, modification of
existing standards (e.g., subsequent releases of 3GPP LTE-A) may be pursued to
capture the basic client relay protocol mechanisms and some initial steps in this
direction are mentioned in the remainder of this text.
4.3.3 Market potential and standardization
As discussed above, the D2D functionality is currently available only through the
range of conventional unlicensed band technologies. Despite their huge commer-
cial success, these solutions may suffer from session continuity limitations, excessive
power consumption, and manual security procedures. Furthermore, the QoS per-
formance of uncoordinated short-range technologies is limited by the lack of cen-
tralized resource management, which could otherwise facilitate peer discovery and
selection [178]. To leverage the available gains and minimize the time to market,
several companies are pushing to launch their proprietary licensed band technolo-
gies. One recent example of the in-band D2D solution is the FlashLinQ technology
by Qualcomm [179], [180].
Understanding the significant market potential behind a standardized cellular-
assisted D2D technology, 3GPP is becoming increasingly active on this topic. An
important first step toward ubiquitous D2D connectivity is to indicate promising
scenarios and usage models, as well as to formulate common requirements across
the selected use cases. Consequently, there have been fruitful discussions inside the
“Services” group of 3GPP within the respective Study Item on proximity-based ap-
plications [181]. When the preliminary work is completed, the “Radio Layer 1”
group is expected to take over and initialize a follow-up Study/Work Item with re-
spect to potential technology solutions for the future releases of the 3GPP LTE-A
standard. Therefore, heterogeneous client relay appears to become a hot topic for
beyond 4G wireless systems, building on the current 4G communication technolo-
gies, such as 3GPP LTE-A and IEEE 802.16m.

Chapter5
Machine-to-machine
Communications
5.1 INTRODUCTION AND MOTIVATION
5.1.1 General background
According to [182], machine-to-machine (M2M) communications may be defined as
information exchange between a subscriber and a server in the core network through
a base station which may be carried out without any human interaction. As such,
M2M communications is a very distinct capability that enables the implementation
of the Internet of Things (IoT). Industry reports indicate the considerable poten-
tial of this market, with millions of devices connected within the following years
resulting in predicted revenues of $300 billion [183].
Generally, the IoT refers to the technology trend where things (e.g., everyday
objects, locations, vehicles) are extended with sensors, RF identifiers, actuators, or
processors, made discoverable and enabled to communicate with, and are closely in-
tegrated with future Internet infrastructure and services [184]. According to recent
predictions, there will be on the order of 7 trillion such connected electronic de-
vices for 7 billion people by 2020 [185], which would amount to around a thousand
devices for every human.
Due to its huge market potential, several cellular technologies are now focusing
on developing air interface enhancements to support M2M communications [186].
For example, emerging IEEE 802.16p [187] proposals address enhancements for the
IEEE 802.16m standard to support M2M applications. 3GPP LTE also has sev-
eral work items defined on M2M communications [188], primarily with respect to
overload control [189], [190].
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5.1.2 Core M2M usage models
The IEEE 802.16p M2M study report [182] covers several primary M2M use cases.
Below we review these use cases according to [182].
1. Secured Access and Surveillance. This category features M2M applica-
tions that help prevent the theft of vehicles and insecure physical access into
buildings. Equipping buildings and vehicles with M2M devices enables for-
warding data to the M2M server in real time if movement is detected. When-
ever car tampering or building intrusion has occurred, an alert signal is sent
to the M2M subscriber.
2. Tracking, Tracing, and Recovery. The respective use cases are mainly
related to services that rely on location-tracking information. In particular,
vehicles are equipped with M2M devices that send status data (e.g., location,
velocity, local traffic) periodically or on-demand to the M2M server. The col-
lected information is then analyzed by the M2M server and provided to M2M
subscribers via the cellular network. The examples of the emerging vehicular
tracking services are navigation, traffic information, road tolling, automatic
emergency call, pay as you drive, etc. The distinct feature of these scenarios
is that the M2M application server needs to monitor the status and position
of an individual vehicle or group of vehicles.
3. Public Safety. This category includes emergency response, public surveil-
lance systems, and monitoring the environment. Depending on the require-
ments, M2M devices in relevant scenarios may report information to the M2M
server either periodically or on-demand. In emergency response systems en-
hanced with WWAN M2M connectivity, public surveillance equipment may
transmit real-time video to mobile police and fire teams. Furthermore, it can
also be used by incoming ambulances to inform the receiving hospital staff.
Finally, WWAN M2M has the potential to secure individuals in remote or
high risk areas, as well as offenders under parole.
4. Payment. WWANM2M communications enable a higher degree of flexibility
in deploying point-of-sale/ATM terminals, parking meters, vending machines,
ticketing machines, etc. Whereas providing better functionality, faster service,
and simpler management, M2M also allows payment facilities to overcome a
lack of wired infrastructure.
5. Healthcare. These applications are meant to improve both patient mon-
itoring/tracking and doctor responsiveness. In particular, healthcare M2M
services help patients with advanced age, chronic diseases, or complicated
physical conditions to live independently. With more accurate and faster
reporting of changes in patients’ physical condition, they also considerably
improve patient care. For instance, M2M devices may communicate with the
healthcare management system in a hospital or a care facility and forward
the patient’s health information at regular periods or on demand. Further-
more, the M2M-capable healthcare management system may provide remote
patient monitoring.
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6. Remote Maintenance and Control. This category includes applications
primarily used in oil, gas, water, waste, power, and heavy equipment indus-
tries. WWANM2M services inform owners/companies of how their equipment
is running and if there are signs of trouble. Providing timely information, au-
tomatic alarms, notification of consumption, and secure remote service access,
M2M-enabled infrastructure may significantly improve the efficiency of remote
maintenance and control services.
7. Metering. These services meter gas, electricity, or water consumption and
send the remote meter readings to the customer. Smart metering may also
improve the customer’s energy/utility efficiency by regulating home appliance
usage according to time-varying unit price. In particular, an M2M-enabled
smart meter may collect utility usage information from home appliances and
send it to the M2M server. Alternatively, a smart meter may communicate to
an M2M device, which aggregates the information from many smart meters
in the area and forwards the aggregated information to the M2M server.
8. Consumer Devices. In this market, WWAN M2M connectivity allows per-
sonal navigation, automatic e-reader updates, remote photo storage for digital
cameras, as well as various netbook services. Furthermore, M2M technology
facilitates content and data sharing among devices via user-friendly interfaces.
9. Retail. In this category, a WWAN M2M use case with considerable mar-
ket potential is digital signage, which includes applications such as digital
billboards along roads and highways. These billboards may receive new dis-
play information updates from the M2M server according to the M2M service
consumer needs.
5.1.3 Requirements and features for M2M
In what follows, we report features described by [182] that are common to one
or more M2M use cases listed above. It shall be possible to subscribe to differ-
ent M2M requirements or features independently according to the application or
network environment.
• Extremely low power consumption: the M2M devices should consume very
low operational power over long periods of time. This feature is critical for
battery-limited M2M devices.
• High reliability: whenever and wherever M2M communications are required
or triggered, the connection and reliable transmission (in terms of extremely
low packet error rate) between the M2M device and the M2M server should
be guaranteed regardless of the operating environment (e.g., mobility and
channel quality).
• Enhanced access priority: the M2M device may be given priority over other
network nodes when competing for network access. Priority access is nec-
essary to efficiently communicate alarms, emergency situations or any other
events that require immediate attention.
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• Handling transmission attempts from an extremely large number of devices:
simultaneous or near simultaneous network entry attempts may introduce a
surge at the serving BS.
• Addressing an extremely large number of devices: the system may need to
address large numbers of devices individually.
• Group control: the system may support group addressing and handling of
M2M devices.
• Security: the system should support security functions for M2M service traf-
fic, including integrity protection and confidentiality. A WWAN M2M system
should also ensure an appropriate level of authentication for the M2M devices
to provide secure access to the authorized M2M devices. Furthermore, the
system should guarantee verification and validation of the exchanged data.
• Small burst transmission: transmitted data bursts may be extremely small in
size. The system should support efficient transmission of small data bursts
with very low overhead.
• Extremely low/no mobility: the M2M device may be stationary for very long
periods of time, perhaps throughout its entire lifetime, or move only within
a certain region. The system can simplify or optimize the mobility-related
operations for specific M2M applications with a fixed location.
• Time-controlled operation: the absence of ad-hoc packet transmissions. Con-
sequently, the system can support an operation mode in which the M2M device
transmits or receives data only at a predefined period of time.
• Time-tolerant operation: the system can provide a lower access priority to or
defer the data transmission of time-tolerant M2M devices.
• One-way data traffic: data transmission may only be one-way, i.e., only device-
originated data or only device-terminated data.
• Extremely low latency: the significantly reduced network access (data trans-
mission) latency for specific M2M devices may be required.
• Infrequent traffic: M2M transmissions may be infrequent with large amounts
of time between transmissions.
• Extremely long range access: a single WWAN M2M-enabled base station
should serve M2M devices over a very long range. This is not necessarily
a feature of any use case, but of some potential market cases that require
extremely low-cost deployments.
As a summary, Table 5.1 matches the aforementioned requirements and fea-
tures with the relevant M2M usage models. Whereas several important features
are necessary for every category, some requirements may be relaxed for particular
applications.
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Table 5.1 Requirements matched with usage models
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Low power + + + +
High reliability + + + + + +
Access priority + + + +
Large number of devices + + + + + +
Addressing + + + + + + + + +
Group control + + + + + + + + +
Security + + + + + + + + +
Small bursts + + + + + + + + +
Low mobility + + + + + +
Time-controlled + + + + + + + + +
Time-tolerant + + + + + + + + +
One-way traffic + + + +
Low latency + + + + + +
Infrequent traffic + + + + + + + + +
5.2 METERING USE CASE ANALYSIS
5.2.1 Smart metering and smart grid
As follows from the above description, smart metering is a key M2M use case that
involves meters autonomously reporting usage and alarm information to grid in-
frastructure to help reduce operational cost, as well as to regulate a customer’s
utility use based on load-dependent pricing signals received from the grid [7]. Pro-
viding certain utilities (such as electricity, power, and gas) with communication
capability may help automate grid operation and thus improve its efficiency, cost,
robustness, and security. We therefore expect that WWAN technologies, such as
IEEE 802.16 and 3GPP LTE, will play a pivotal role in enabling smart metering
applications [191].
Currently, there are several ongoing efforts directed at outlining the scope and
the requirements of emerging Smart Grid applications [7]. Together with big indus-
try players, there is growing attention from governmental organizations worldwide
primarily due to increased environmental concerns, as well as associated security
challenges [186]. Targeting improved interoperability and ubiquitous coverage of
Smart Grid services, the urge to standardize the relevant Smart Grid interfaces is
really strong. The overview in [7] reveals a significant interest from many utilities
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and equipment manufacturers, governmental institutions, as well as research and
standards bodies, which include the US Department of Energy, National Institute
of Standards & Technology, Electric Power Research Institute, UCA International
Users Group, Open SG, and other international standards development organiza-
tions, such as IEEE P2030, ETSI, etc.
Not limited by its importance for a critical industry, the Smart Grid use case also
serves as a valuable reference M2M scenario [192], [193] covering many M2M fea-
tures described in the IEEE 802.16 M2M study report [182] and summarized above.
In particular, the report covers several M2M use cases under the broader categories
of Metering, Secured Access and Surveillance, Remote Maintenance and Control,
and to a limited extent under Tracking, Tracing, and Recovery. We contributed
the informative text in [7] to supplement the feature description in [182], as well
as to add some details on specific areas where IEEE 802.16 is applicable for Smart
Grid, on the traffic characteristics across Smart Grid applications, and on the key
challenges in supporting Smart Grid applications with IEEE 802.16 protocols.
5.2.2 Supporting large population of M2M devices
As mentioned in our contribution [7], it is important to estimate the typical number
of M2M devices across a Smart Grid deployment, as a key challenge for WWAN net-
works will be supporting access from a large number of smart meters [194]. Whereas
the number of devices per sector depends both on smart meter density and cell size,
a range of estimates may be obtained by considering several example deployment
options [7]. Given our estimates, there are several critical scenarios that may re-
sult in near simultaneous network entry attempts from a large number of metering
devices, such as:
• Alarm reporting by a large number of smart meters when they access the
network in an uncoordinated manner.
• A large number of devices deactivating after a massive power outage event. In
particular, the smart meters are typically required to transmit a “last gasp”
alarm informing the network that they have run out of power.
• A surge in network access requests when devices attempt to reestablish their
connection after a power outage event.
• Periodic usage reporting by a large population of devices when short report-
ing intervals are used. Typically, regular communication to and from meters
is infrequent, but more aggressive rates may be applicable in the future.
The above scenarios imply that it is of high importance to conduct a performance
analysis of a WWAN deployment where a large population of M2M devices con-
nects nearly simultaneously to the wireless infrastructure. In the following section,
we summarize our results in this direction.
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5.3 NETWORK ENTRY BY LARGE NUMBER OF DEVICES
5.3.1 Access success rate and latency analysis
In what follows, we address a typical smart metering M2M application scenario in
the context of an IEEE 802.16 (3GPP LTE) wireless cellular system which features
a large number of devices connecting to the network. To highlight an important
issue of near simultaneous network entry by many devices, our contribution [7] cal-
culates the number of initial ranging opportunities supported by the IEEE 802.16m
technology [9] to process initial network entry requests. Summarizing, we conclude
that a significantly higher number of transmission opportunities is required if near
simultaneous access by a large number of smart meters needs to be supported.
In [8], a more detailed analysis of network entry success rates with the IEEE
802.16m initial ranging protocol is given. The analysis therein is extended to cap-
ture the binary exponential backoff procedure applied for connection establishment
in IEEE 802.16 systems. Performance evaluation is conducted under various as-
sumptions on the number of devices and the arrival rate of random access attempts.
The results are then analyzed to refine target requirements for the emerging IEEE
802.16p amendment.
Generally, our findings indicate that access success rates can be dramatically
lowered and access latency is increased substantially when there is a surge in near
simultaneous connection requests by a large population of smart meters [8]. There-
fore, the system should ensure that the QoS levels of high-priority traffic, as well as
the performance of non-M2M devices are not adversely impacted by a large number
of uncoordinated network entry attempts.
5.3.2 Network entry delay recovery
Our initial performance analysis indicates that network entry delays of M2M de-
vices may be prohibitively high when there is a surge in near simultaneous network
connection attempts by a large number of metering devices [8]. Such a surge in
network access attempts may occur, for example, in a power outage scenario where
a large number of smart meters attempts to connect to the network reporting the
outage event and when they reconnect again upon the restoration of power. Our
recent contributions to IEEE 802.16p [7], [8] characterize the network overload re-
sulting from such alarm events. Therefore, some preventive measures are required
to recover network entry delay values and thus improve network performance for a
large population of M2M devices.
To propose an effective solution, [P7] thoroughly studies a combination of a suc-
cessive interference cancellation and a tree algorithm (SICTA). In the course of our
analysis, we focus on the algorithm performance and account for a single signal
memory location, as well as for cancellation errors of different types. The result-
ing scheme is provably robust to imperfect interference cancellation. Therefore,
we propose to consider this scheme as an alternative collision resolution algorithm
replacing binary exponential backoff (BEB, see Chapter 3) protocol within IEEE
802.16.
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Generally, the combination of successive interference cancellation (SIC) at PHY
and tree algorithms at MAC constitutes a promising direction in improving the con-
temporary communication protocols. Currently, the family of SIC-based algorithms
is known, where the baseline SICTA demonstrates the highest achievable through-
put [195]. However, SICTA requires unbounded signal memory at the receiver side,
which is practically infeasible. Moreover, its performance degrades significantly due
to the imperfect interference cancellation.
In [P7], we propose a practical SICTA modification that mitigates the limitations
of the baseline SICTA and reaches attractive throughput levels in case of no cancella-
tion errors. Moreover, our robust SICTA (R-SICTA) is workable even in case of high
cancellation error probability and demonstrates graceful performance degradation.
These features make R-SICTA suitable for the UL bandwidth requesting and/or
initial network entry in the IEEE 802.16 standard (see Chapter 3). Remember that
bandwidth requesting and network entry procedures are both contention-based and
IEEE 802.16 adopts the BEB scheme to resolve arising collisions. Replacing BEB
with a SIC-based algorithm, network entry delay may be significantly decreased,
which is critical for a large number of M2M devices accessing the wireless system.
We evaluate the gain after such replacement in [P7]. As expected, the baseline
SICTA algorithm with unbounded signal memory demonstrates the lowest possi-
ble delay. However, our proposed R-SICTA algorithm with single signal memory
performs closely to SICTA in case of no cancellation errors. Overall, our findings
indicate significant delay gains after the replacement of the standardized BEB algo-
rithm with the more practical R-SICTA. As such, the proposed solution is attractive
to improve the performance of future M2M-aware cellular networks.
5.3.3 Some features of SIC-based algorithms
Conventionally, when collision resolution algorithms are considered, it is typically
assumed that whenever packets collide (or interfere wirelessly), the receiver extracts
no meaningful information. Recent advances at the PHY layer (see Chapter 2) en-
able the application of successive interference cancellation techniques to improve
performance. SIC may be naturally used in the UL channel of contemporary cel-
lular networks (IEEE 802.16m, 3GPP LTE-A), as a common receiver (e.g., base
station) facilitates its operation.
A novel approach that tailors SIC to a tree algorithm was first proposed in [195].
Summarizing, SIC processes the previously stored collision packets (signals) and
takes advantage of unbounded signal memory. Following [196], we show how SIC
may improve the performance of a tree algorithm in Figure 5.1. Assume for sim-
plicity that the channel is error-free. Denote by ys the signal received by the end
of slot s. Similarly, denote by xA and xB the signals corresponding to packets A
and B respectively. Let two clients transmit their packets A and B in the first slot
and collide. As such, the receiver acquires the combined signal y1 = xA + xB and
decides that a collision occurred. The initial combined signal y1 is then stored in
the signal memory of the receiver.
After acquiring the signal y2 = xA at the end of slot 2, the receiver successfully
extracts signal xA and decodes packet A. Further, SIC procedure processes signal
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Figure 5.1 Example SIC operation.
y1 and cancels the extracted signal xA from the stored combination, that is, y˜1 =
y1− xA. Then it is also possible to extract signal xB = y˜1 and to decode packet B.
Therefore, the subsequent collision resolution is not necessary. In the considered
example, the duration of the collision resolution interval is one slot less than for any
known tree algorithm.
Maximum stable throughput is one of the most important performance parameters
of tree algorithms. It may be defined as the highest arrival rate (typically, normal-
ized with respect to the slot/frame duration), which still results in the bounded
value of the mean packet delay. Generalizing, SICTA throughput is given by:
RS ≈ ln 2 ≈ 0.693, (5.1)
which gives the previously known result from [195]. However, our approach in [P7]
is far simpler and has reduced computational burden.
Whereas it is practically infeasible, the availability of infinite memory allows the
original SICTA to double the performance of the standard tree algorithm (with the
throughput of 0.346) proposed in [197] and [198] independently. This promising idea
was taken further and a variety of SICTA modifications were proposed which may
be classified into two categories. Firstly, there are algorithms that assume perfect
SIC operation and therefore are susceptible to cancellation errors falling into a dead-
lock. Secondly, there are algorithms that are robust to imperfect SIC operation, but
at the same time are unstable when the number of clients grows unboundedly. Our
R-SICTA algorithm in [P7] tolerates cancellation errors and demonstrates nonzero
performance even when the client population approaches infinity.
Analyzing the performance of R-SICTA, we differentiate between three proba-
bilities of imperfect interference cancellation: qce, qcs, and qss. We note that these
probabilities are the parameters of SIC and depend on its implementation. How-
ever, we obtain an approximation for the throughput of the proposed algorithm
depending on these probabilities as:
RRS ≈ 2 ln 22 + qce + ln 2(1 + qcs − qce + 2γ(qss − qcs)) , (5.2)
where γ = 0.721 and was calculated in [P7].
In particular, when qce = qss = qcs = 0, that is, when there are no cancellation
errors, RRS ≈ 0.515. We conclude that the proposed algorithm is an attractive and
feasible solution to be exploited in next-generation wireless networks with a com-
mon receiver, in which usability may go far beyond decreasing network entry delay
for M2M applications.
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errors, RRS ≈ 0.515. We conclude that the proposed algorithm is an attractive and
feasible solution to be exploited in next-generation wireless networks with a com-
mon receiver, in which usability may go far beyond decreasing network entry delay
for M2M applications.
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5.4 ENERGY-EFFICIENT CLIENT RELAY SCHEME FOR M2M
5.4.1 Advanced M2M architecture
According to the recent IEEE 802.16p M2M study report [182] reviewed above, a
wireless M2M device may act as an aggregation point and communicate data pack-
ets on behalf of the other M2M devices which may lack a cellular interface or have
a weak communication link to the network. In [P8], we adopt a client relay scheme
presented in Chapter 4 to improve the link reliability and energy efficiency for de-
vices with weak links. In particular, the proposed client relay scheme can help
ensure that the performance of other cellular devices is not seriously impacted by
uncontrolled network access attempts from M2M devices.
Figure 5.2 captures the considered system architecture which is derived from the
IEEE 802.16-based M2M communications architecture shown in [182]. The direct
M2M device is an IEEE 802.16 SS with M2M functionality. The M2M Server is
an entity that communicates to one or more direct M2M devices through an IEEE
802.16 BS. It has an interface which can be accessed by an M2M service consumer
(e.g., utility company). Note that the M2M system architecture allows a direct
M2M device to act as an aggregation point for indirect M2M devices (sensors, actu-
ators, smart meters, and others) without a cellular interface. These indirect M2M
devices may use different radio interfaces, such as IEEE 802.11, IEEE 802.15, etc.
Importantly, a direct M2M device can also act as a cooperator for another di-
rect M2M device. That is, a direct M2M device R may relay traffic on behalf of
e.g., device A with a weak communication link and thus improve its performance.
In this case, air interface changes to IEEE 802.16 may be expected to handle the
client relay functionality. Particularly, the operation of R should enable an eaves-
drop mode to capture traffic from A. In Chapter 4, we summarized a simple client
relay protocol that may be used in cellular networks. In [P8], we tailor our client
relay scheme to the considered M2M use case.
5.4.2 Performance evaluation framework
The performance of the proposed scheme is evaluated through analysis and simu-
lation across several metrics covering client throughput, latency, and energy con-
sumption. Our analytical approach is a novel queuing model that captures realistic
(non-Poisson) traffic arrival patterns borrowed from the evaluation methodology.
In [P8], we assume the aggregated M2M traffic at A according to [199]. Interest-
ingly, when the population of meters is sufficiently high, such traffic demonstrates
strong self-similar properties. We, therefore, account for the Hurst parameter of
the self-similar process at node A.
We conclude that the proposed client relay scheme may save power for devices
with weak communication links. It is expected that the novel scheme would become
an important consideration for the future development of emerging IEEE 802.16p
technology. In turn, its success is beneficial for smart metering market supported by
international governmental organizations, utility companies, and equipment manu-
facturers.
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Figure 5.2 Advanced machine-to-machine architecture.
Although we study the client relay approach in the context of smart metering
M2M applications, the concepts are equally applicable to other M2M use cases,
such as in-building sensors or surveillance equipment that may have a weak connec-
tion to the network. Also, the general conclusions in [P8] are applicable to other
M2M-enhanced wireless systems [200], such as 3GPP LTE-A.
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Chapter6
Conclusions
6.1 THESIS SUMMARY
Throughout this thesis, we covered a wide range of problems associated with next-
generation wireless networks: energy efficient operation, QoS assessment and het-
erogeneity, client cooperation techniques, and advanced machine-to-machine appli-
cations. The major target of respective integral research is to develop novel energy
efficient and cooperative solutions in the form of communication algorithms, sys-
tem architectures, and performance evaluation frameworks to significantly improve
client experience, as well as system spectral and energy efficiencies.
When discussing energy efficiency in Chapter 2, we repeatedly emphasized the
need for joint link adaptation and resource allocation mechanisms that explicitly
take into account client power consumption. Several low complexity solutions have
been adapted for next-generation cellular networks and studied within an advanced
system-level simulator. Highlighting important practical trade-offs, our results indi-
cate significant promise for future research in the area of energy efficient networking.
These results have also been important toward enabling energy efficient features in
contemporary 4G wireless standards.
Whereas the focus of the research in Chapter 2 has been set on active mode
power consumption, some results regarding client power saving operation were also
obtained. In particular, we conducted an in-depth comparison of advanced sleep
mode and discontinuous reception mode techniques to conclude that both demon-
strate excellent energy efficient client performance and are important for future
wireless networking.
In Chapter 3, we continued studying various QoS aspects of state-of-the-art wire-
less technologies. For WWANs, we argued the importance of accounting for both
components of the overall packet delay, that is, the reservation part and the schedul-
ing part. We then proposed an analytical framework for establishing the closed-form
upper bound on the overall delay, as well as its exact numerical value. Extending
this framework, we addressed the issue of efficient dynamic capacity allocation,
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where delay-tolerant traffic coexists with delay-critical packet flows. Detailing an
efficient allocation mechanism and thoroughly analyzing it, we are now able to op-
timize the scheduler operation of a next-generation WWAN.
For WLANs, we constructed a generalized performance evaluation model in sat-
uration conditions. Typically, full-buffer behavior corresponds to a worst-case esti-
mate of realistic operation and thus has been a focus of numerous research works.
Our model, however, is the most general and accounts for the mixture of traffic, di-
verse client groups, practical number of packet retransmission attempts, and other
parameters while providing saturation throughput and key system-wide probabili-
ties. Importantly, the proposed model incorporates other known models as its spe-
cial cases. Finally, we considered the problem of simultaneous WWAN and WLAN
operation within a multi-radio device. Several coordination solutions have been
proposed to recover the performance degradation due to over-the-air interference.
Studying these solutions, we conclude that the performance of a multi-radio device
in a heterogeneous wireless environment can be successfully recovered.
Improving client performance at the cell edges in Chapter 4, we develop a con-
cept of client relay where neighboring clients assist each other in sending UL traffic.
Client relay technology has many beneficial features, including cell-edge spectral
and energy efficiency improvement, packet delay reductions, co-channel interfer-
ence mitigation, etc. We thoroughly study the case of homogeneous client relay,
first analytically, and then with an advanced system-level simulator. We also in-
troduce opportunistic client relay behavior, where the cooperator decides indepen-
dently whether to relay traffic or not. This option is important to provide potential
cooperators with a flexible mechanism to trade their individual energy efficiency for
the system-wide gain. It is expected that the proposed algorithms, as well as the
entire novel system architecture, will be important toward enabling client relay in
wireless standards beyond 4G.
Bridging across Chapter 4 and Chapter 2, we also introduce a general analytical
framework that couples client cooperation with power saving mode. The proposed
model is intentionally broad-scoped to capture only the high-level features of both
mechanisms. As such, it is suitable for a plethora of practical applications and its
performance evaluation capabilities are really strong.
In Chapter 5, we focus on the advanced machine-to-machine applications within
the context of next-generation WWANs. Firstly, we review the recent standardiza-
tion documents, including our own proposals, with respect to the expected usage
models, target requirements, and desired features. We then analyze the comprehen-
sive smart metering scenario and highlight weak system architecture components.
In particular, a large population of M2M devices is likely to suffer from increased
network entry delays, especially during a surge in near simultaneous network access
attempts. In order to recover access latency, we develop a combination of a succes-
sive cancellation receiver and a tree multi-access algorithm and thoroughly study
its performance. Our analysis confirms that otherwise large delay values may be re-
duced considerably. Finally, we notice that benefiting the performance of cell-edge
M2M devices is sometimes more critical than that of conventional wireless clients.
Therefore, we tailor the client relay scheme from Chapter 4 to accommodate M2M
devices with weak links yielding improved performance.
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The complex research summarized in this thesis results in both theoretical in-
novations and practical applications, as the topic itself may lead to rethinking the
architecture of contemporary multimedia-over-wireless networks. We expect that
the proposed solutions and their future extensions will become of significant impor-
tance toward further development of wireless communication technologies. These
solutions are primarily intended for, but not limited to, cellular operators, telecom-
munication research companies, equipment vendors, and mobile software companies.
6.2 FUTURE WORK
Even though the energy efficient and cooperative solutions presented in this thesis
constitute a solid and integrated research, there exist many opportunities to ex-
tend and improve every particular component. For instance, low complexity energy
efficient algorithms evaluated in Chapter 2 with a system-level simulator do not ex-
plicitly take into account the effect of inter-cell interference. As such, they may be
extended to a multi-cell scenario themselves.
Due to the highly dynamic nature of modern wireless networks, the issue of net-
work admission control is becoming very challenging and important. Existing work
on efficiency, QoS, and cooperation might benefit from accounting for this prob-
lem explicitly. Another important issue in multi-cell communication networks is
how to properly associate mobile clients with serving base stations. This problem
is typically known as client association.
The QoS assurance framework outlined in Chapter 3 mainly focuses on con-
trolling the mean packet delay. Integrating with other relevant QoS metrics is an
important continuation of this research. We also remind you that the proposed
WLAN performance model assumes saturation, which does not fit every practical
scenario. Extending the framework for the dynamic case is crucial for generalizing
our model further on.
With the client relay research in Chapter 4, we barely scratched the surface of
what may be called cellular-assisted peer-to-peer communications. Practically, a
WWAN client may benefit from having a direct link to its neighbor, whereas cur-
rently traffic would be looped back via a base station. The ability of a client to
establish a direct link either in-band or out-band is thus highly desired to relieve
congestion of cellular technologies beyond 4G. Device-to-device communications are
thus a hot topic in current standardization and existing research is only the first
step forward. The design of efficient relay-aware schedulers is another interesting
extension of this study.
As machine-to-machine communications are coming into force worldwide very
recently, the next-generation wireless standards are only starting to react. We em-
phasize that a network may go far beyond simple mechanisms for overload control
and accounting for small burst transmissions seems to be a necessary following step.
Whereas contemporary wireless technologies are optimized to transmit larger por-
tions of data, M2M devices are likely to only send several bytes. Clearly, this results
in excessive overheads which should be controlled. Consequently, supporting small
burst transmission is an important consideration in beyond 4G networks.

Chapter7
Summary of Publications
7.1 DESCRIPTION OF PUBLICATIONS
The second part of this thesis includes eight publications referred to as [P1]-[P8].
None of these publications were used as part of any other thesis. Additionally,
the thesis refers to eight important references [1], [2], [3], [4], [5], [6], [7], and [8]
which were completed by the author in tight international collaboration with col-
leagues from Finland, Russia, USA, Hungary, and Belgium. Works [P1], [P5], [P6],
and [3] are articles published in scientific journals, documents [7] and [8] are IEEE
standardization contributions, while the rest are conference papers.
In order to facilitate navigation between the main and the related publications
constituting this thesis, Figure 7.1 demonstrates the distribution of publications
across the core chapters of this manuscript. More importantly, the scheme also
highlights the relations between the publications by indicating explicit and implicit
logical connections. With an explicit connection (thick line), one research paper is
derived from another borrowing/extending the methodology. With an implicit con-
nection (thin line), the papers follow different methodologies but are adjacent with
respect to problematics.
Publications [1], [2], and [P1] belong to Chapter 2 and, as the name implies,
consider energy efficient wireless systems. In particular, [1] addresses client power
saving operation, whereas [2] and its extended version [P1] focus on active mode
power consumption. Further, publications [P2], [P3], [3], [P4], and [P5] relate to
Chapter 3 and study various aspects of heterogeneous networking and QoS. In
more detail, [P2] and [P3] target performance improvement of wireless broadband
networks (similarly to [2] and [P1]) and evaluate the overall packet delay by a
closed-form upper bound [P2] and an exact numerical solution [P3]. This research
is continued in [3] with dynamic capacity allocation issues. By contrast, [P4] deals
with QoS aspects of wireless local area networks. Then, [P5] is the logical extension
of work in [P3] and [P4] assuming the coexistence of a broadband cellular network
and a local area network.
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Figure 7.1 Logical connections between publications.
Regarding Chapter 4 and client cooperation technique described therein, the
related papers are [P6], [4], [5], and [6]. The work in [4] extends the baseline
three-node client relay model in [P6] by introducing the idea of opportunistic co-
operation. Consequently, [5] seeks to couple client cooperation with power saving
operation and is thus loosely connected to both [P6] and [1]. Moreover, [6] is an-
other extension of [P6], where client relay technique is studied with system-level
simulations. Finally, publications [7], [8], [P7], and [P8] are related to machine-to-
machine communications and, therefore, Chapter 5. IEEE contribution [7] analyzes
smart grid applications and respective vulnerabilities. Furthermore, extended con-
tribution [8] highlights the problem of excessive network entry delays focusing on
the protocol described in [P2]. Aiming to recover the prohibitive values of network
entry delay as per [7] and [8], the work in [P7] proposes an efficient multi-access al-
gorithm based on successive interference cancellation. The publication [P8] adopts
client relay scheme from [P6] to improve energy efficient performance (as per [P1])
of cell-edge M2M devices with weak links.
The major contribution of each of the main publications is clarified below.
• [P1] S. Andreev, P. Gonchukov, N. Himayat, Y. Koucheryavy, and A. Tur-
likov, “Energy efficient communications for future broadband cellular net-
works,” Computer Communications Journal (COMCOM), In Press, 2012.
Description
We argue that energy efficiency is increasingly important for wireless cellular
systems due to the limited battery resources of mobile clients. While modern
cellular standards emphasize low client battery consumption, existing tech-
niques do not explicitly focus on reducing power that is consumed when a
client is actively communicating with the network. In [P1], we evaluate the
performance of the recently introduced power-bandwidth optimization tech-
niques using realistic cellular system simulation model, which is compliant
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gorithm based on successive interference cancellation. The publication [P8] adopts
client relay scheme from [P6] to improve energy efficient performance (as per [P1])
of cell-edge M2M devices with weak links.
The major contribution of each of the main publications is clarified below.
• [P1] S. Andreev, P. Gonchukov, N. Himayat, Y. Koucheryavy, and A. Tur-
likov, “Energy efficient communications for future broadband cellular net-
works,” Computer Communications Journal (COMCOM), vol. 35, no. 14,
pp. 1662–1671, 2012.
Description
We argue that energy efficiency is increasingl important for wireless cellular
syst ms due to the limited battery resources of mobile clients. While modern
cellular standards e phasize lo client battery consumption, existing ech-
niques do not explicitly focus n re ucing power that is consumed when a
client is activ ly communicating with the network. In [P1], we evaluate the
performance of the recently introduced power-bandwidth optimization tech-
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niques using realistic cellular system simulation model, which is compliant
with the methodology proposed for the IEEE 802.16m standard. The pa-
per addresses several practical trade-offs associated with the implementation
of energy efficient schemes. Our simulation results indicate that energy effi-
cient techniques continue to provide considerable power savings, even when
accounting for realistic system parameters and channel environments.
This paper is a collaborative work of the author and his supervisor with Dr.
Nageen Himayat from Wireless Communications Laboratory, Intel Corpora-
tion (USA), as well as with Pavel Gonchukov and Prof. Andrey Turlikov from
St. Petersburg State University of Aerospace Instrumentation (Russia).
• [P2] S. Andreev, Z. Saffer, A. Turlikov, and A. Vinel, “Upper bound on over-
all delay in wireless broadband networks with non real-time traffic,” in Proc.
of the 17th International Conference on Analytical and Stochastic Modeling
Techniques and Applications (ASMTA), pp. 262–276, 2010.
Description
In [P2], we consider the non real-time traffic in IEEE 802.16-based wire-
less broadband networks with contention-based bandwidth reservation mech-
anism. We introduce a new system model and establish an upper bound on
the overall data packet delay. The model enables symmetric Poisson arrival
flows and accounts for both the reservation and scheduling delay components.
The analytical result is verified by simulation.
This paper is a collaborative work of the author with Dr. Zsolt Saffer from
Budapest University of Technology and Economics (Hungary), with Prof. An-
drey Turlikov from St. Petersburg State University of Aerospace Instrumen-
tation (Russia), as well as with Alexey Vinel from (formerly) St. Petersburg
Institute for Informatics and Automation (Russia).
• [P3] S. Andreev, Z. Saffer, and A. Turlikov, “Delay analysis of wireless broad-
band networks with non real-time traffic,” in Proc. of the 4th International
Workshop on Multiple Access Communications (MACOM), pp. 206–217, 2011.
Description
In [P3], we present the exact analysis of the mean overall packet delay of
non real-time traffic in IEEE 802.16-based wireless broadband networks. As
in [P2], we consider the case of contention-based bandwidth reservation. The
system model accounts for both bandwidth reservation and packet transmis-
sion delay components of the overall delay. The queuing analysis is the con-
tinuation of our previous work in [P2] and is based on the description of the
joint content of the outgoing subscriber station buffer and the base station
grant buffer. This is achieved by means of a properly chosen bivariate em-
bedded Markov chain. The mean overall packet delay is computed from its
equilibrium solution. The analytical approach is verified by means of sim-
ulation. The corresponding analytical and simulation results show excellent
agreement with each other.
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This paper is a collaborative work of the author with Dr. Zsolt Saffer from
Budapest University of Technology and Economics (Hungary), as well as with
Prof. Andrey Turlikov from St. Petersburg State University of Aerospace
Instrumentation (Russia).
• [P4] S. Andreev, Y. Koucheryavy, and L. de Sousa, “Calculation of trans-
mission probability in heterogeneous ad hoc networks,” in Proc. of the Baltic
Congress on Future Internet and Communications (BCFIC), pp. 75–82, 2011.
Description
In [P4], we address the problem of MAC performance evaluation of a con-
temporary IEEE 802.11 WLAN. The network is observed under saturation
conditions and the packet transmission probability analysis is conducted with
the novel regenerative approach. The proposed model accounts for collision
resolution protocol parameters, packet retry limit, coexistence of unicast and
broadcast traffic, and heterogeneous QoS environment. Our analytical model
is a generalization of several well-known models extensively used in the field.
The obtained results are verified to demonstrate perfect agreement with ns-2
simulations.
This paper is a collaborative work of the author and his supervisor with Lu´ıs
Filipe Dias de Sousa from Network and Communication Group (Germany).
The latter conducted his M.Sc. studies under the supervision of the author
when carrying out this work.
• [P5] S. Andreev, K. Dubkov, and A. Turlikov, “IEEE 802.11 and 802.16 co-
operation within multi-radio stations,” Wireless Personal Communications
Journal (WIRE), vol. 58, no. 3, pp. 525–543, 2011.
Description
In [P5], we consider a multi-radio wireless network client that is capable of
simultaneous operation in IEEE 802.16 and IEEE 802.11 communication net-
works. In order to enable the cooperative functioning of both networks we
introduce the medium access control coordination concept. A set of coordi-
nation algorithms is then presented together with a simple approach to their
performance analysis. Our performance evaluation shows that the satura-
tion goodput of the proposed coordination algorithm is at least 50% higher
than that of the existing coordination algorithms. Moreover, it allows for the
considerable reduction in the data packet delay.
This paper is a collaborative work of the author with Konstantin Dubkov from
(formerly) Intel Corporation (Russia), as well as with Prof. Andrey Turlikov
from St. Petersburg State University of Aerospace Instrumentation (Russia).
• [P6] S. Andreev, O. Galinina, and A. Vinel, “Performance evaluation of a
three node client relay system,” International Journal of Wireless Networks
and Broadband Technologies (IJWNBT), vol. 1, no. 1, pp. 73–84, 2011.
Description
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In [P6], we examine a client relay system comprising three wireless nodes.
Closed-form expressions for the mean packet delay, as well as for the through-
put, energy expenditure, and energy efficiency of the source nodes are ob-
tained. The precision of the established parameters is verified via simulations.
This paper is a collaborative work of the author with Olga Galinina and
Alexey Vinel from the same research group at Tampere University of Tech-
nology (Finland).
• [P7] S. Andreev, E. Pustovalov, and A. Turlikov, “A practical tree algo-
rithm with successive interference cancellation for delay reduction in IEEE
802.16 networks,” in Proc. of the 18th International Conference on Analytical
and Stochastic Modeling Techniques and Applications (ASMTA), pp. 301–315,
2011.
Description
In [P7], we thoroughly study a modification of a tree algorithm with successive
interference cancellation. In particular, we focus on the algorithm through-
put and account for a single signal memory location, as well as cancellation
errors of three types. The resulting scheme is robust to imperfect interference
cancellation and is tailored to the UL bandwidth request collision resolution
in an IEEE 802.16 cellular network. The mean packet delay is shown to be
considerably reduced when using the proposed approach.
This paper is a collaborative work of the author with Eugeny Pustovalov and
Prof. Andrey Turlikov from St. Petersburg State University of Aerospace
Instrumentation (Russia).
• [P8] S. Andreev, O. Galinina, and Y. Koucheryavy, “Energy-efficient client
relay scheme for machine-to-machine communication,” in Proc. of the 54th
IEEE Global Communications Conference (GLOBECOM), 2011.
In [P8], we consider a wireless cellular network capable of supporting Machine-
to-Machine (M2M) applications. According to the recent IEEE 802.16p pro-
posals, a wireless M2M device may act as an aggregation point and communi-
cate data packets on behalf of other M2M devices, which may lack a cellular
interface or have a weak communication link to the network. We propose
a client relay scheme to improve the link reliability and energy efficiency of
the devices with weak links. Performance of the proposed scheme is evalu-
ated through analysis and simulation across several metrics covering client
throughput, latency, and energy consumption. Our analytical approach is a
novel queuing model that captures realistic traffic arrival patterns borrowed
from the evaluation methodology. It is shown that the obtained analytical re-
sults demonstrate excellent agreement with simulation. We also conclude that
the proposed client relay scheme may save power for the devices with weak
communication links.
This paper is a collaborative work of the author and his supervisor with Olga
Galinina from the same research group at Tampere University of Technology
(Finland).
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7.2 AUTHOR’S CONTRIBUTION
The research work summarized in this thesis has been carried out in the Depart-
ment of Communications Engineering, Tampere University of Technology, Finland.
The author of this thesis is the main contributor to [P1]-[P8] and has originally
proposed the research topic. Consequently, the reported research has been done
mainly by the author, naturally supervised and guided by his supervisor Prof. Yev-
geni Koucheryavy and by his co-supervisor Prof. Andrey Turlikov. As such, the
manuscripts [P1]-[P8] have been written primarily by the author. Needless to say
that numerous discussions with the supervisors helped the author shape the ideas
presented in this thesis, as well as improve the quality and the style of his writing.
Further, many particular features published in [P1]-[P8] have been developed in
tight collaboration between the author, his international colleagues, and the mem-
bers of the research group in Tampere. Below we detail the author’s contribution
to each one of the referred main publications.
In [P1], the author has been responsible for the system-level simulations of the
considered energy efficient techniques, as well as for developing the overall evaluation
methodology. In [P2], the author has formulated the general problem, introduced
the system model, and generally conducted both analysis and simulation. In [P3],
the author has also contributed the system model, as well as the extended simula-
tion software that was originally used by [P2]. In [P4], the author has formulated
the research hypothesis, detailed the system model, and then supervised the overall
study which was carried out by his M.Sc. student. In [P5], the author has generally
developed the analytical framework, as well as partly implemented the simulation
software concerning the cellular network and the multi-radio device. In [P6], the
author has proposed the research target and the system model, as well as suggested
the performance benchmarking strategy. In [P7], the author has developed the sys-
tem model and analyzed the original collision resolution algorithm. He was also
responsible for the simulation part. In [P8], the author has proposed the original
idea and the protocol, as well as defined the evaluation methodology.
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1Energy Efficient Communications for
Future Broadband Cellular Networks
Sergey Andreev†, Pavel Gonchukov, Nageen Himayat, Yevgeni Koucheryavy, and Andrey Turlikov
Abstract—Energy efficiency is increasingly important for wire-
less cellular systems due to the limited battery resources of mobile
clients. While modern cellular standards emphasize low client
battery consumption, existing techniques do not explicitly focus
on reducing power that is consumed when a client is actively
communicating with the network. In this paper, we evaluate
the performance of the recently introduced power-bandwidth
optimization techniques using realistic cellular system simulation
model, which is compliant with the methodology proposed for the
IEEE 802.16m standard.
The paper addresses several practical trade-offs associated
with the implementation of energy efficient schemes. Our simu-
lation results indicate that energy efficient techniques continue
to provide considerable power savings, even when accounting for
realistic system parameters and channel environments.
Index Terms—energy efficiency, power-bandwidth optimiza-
tion, wireless cellular networks, IEEE 802.16m.
I. INTRODUCTION
Adoption of wireless technology has become increasingly
widespread as new high data rate broadband wireless standards
emerge, allowing for improved access to services and appli-
cations previously only supported through fixed broadband
systems. The Institute of Electrical and Electronics Engi-
neers (IEEE) 802.16 work group and the 3rd Generation
Partnership Project (3GPP) are introducing fourth generation
(4G) metropolitan wireless standards [1] and [2] respectively.
However, future success of wireless communication systems
significantly depends on the solution to overcome the mis-
match between the requested quality of service (QoS) and
limited network resources.
Spectrum is a natural resource that cannot be replenished.
As such, the need for its effective use introduces the problem
of spectral efficiency. Similarly, energy efficiency is also be-
coming increasingly important primarily for small form factor
mobile devices due to the growing gap between the available
and the required battery capacity, which is demanded by
rich and ubiquitous use of multimedia applications [3]. Client
energy efficiency, therefore, is an important consideration in
wireless system design.
Current standards [4] support reductions in client power
consumption through maximizing ”sleep” and ”idle” periods
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at the clients. However, they do not explicitly focus on active
mode power consumption. Given the battery-limited power
budget of mobile devices and the high data rate demands
of multimedia applications, active mode power consumption
is also expected to become an important consideration for
wireless system design and standards development [5].
Recent work on active mode energy efficiency has fo-
cused on minimizing the transmit power consumption at the
client [6] as it comprises a significant portion of the active
power budget. This work proposes energy-aware cross layer
power-bandwidth optimization approaches to improve energy
consumption at the client [7], [8]. Preliminary performance
evaluation in the context of uplink orthogonal frequency-
division multiple access (OFDMA) systems suggests that
significant gains in client power efficiency are possible with
such techniques [7], [8].
In this paper, we carry out an in-depth performance eval-
uation of energy efficient techniques using a realistic cellu-
lar system simulation model, which is compliant with the
most advanced evaluation methodology proposed by the IEEE
802.16m standards group [9]. In particular, we adapt several
existing approaches and associated modifications for practical
use. Further, we evaluate these to show that significant active
mode power savings are possible for wireless clients even
under realistic system environments.
The contribution of the paper is therefore the detailed inves-
tigation of important practical trade-offs such as dependence
of the proposed schemes on circuit/idle power consumption,
as well as amplifier efficiency and fairness aspects. We also
consider the important relationship between inter-cell interfer-
ence and power reduction and compare performance of energy
efficient schemes with power-control based interference man-
agement schemes. The results reported in this paper illustrate
the pros and cons associated with applying power-bandwidth
optimization approaches for improving client energy efficiency
and develop insights for future research in this area.
The organization of the paper is as follows. In Section II, we
briefly survey past work and cover important considerations
associated with energy efficiency enhancement in cellular sys-
tems. Section III outlines the basic cellular system model con-
sidered and analytically describes the energy efficient schemes
evaluated in this paper. Section IV describes the advanced
system level evaluation methodology. Section VI concludes
on the performance of the energy efficient schemes using
extensive simulation results from Section V and highlights
areas for future research.
2II. BACKGROUND AND RELATED WORK
A. Cross-Layer Approaches
Currently, layered architecture dominates in networking
design and each layer is operated independently to maintain
transparency. Among these layers, the physical (PHY) layer is
responsible for the raw-bit transmission, whereas the medium
access control (MAC) layer arbitrates access to the shared
wireless resources. However, the traditional layer-wise archi-
tecture turns out to be inflexible and results in the inefficient
wireless resource utilization. An integrated and adaptive design
across different layers is thus required to overcome this
limitation. As a consequence, cross-layer optimization across
PHY and the MAC layers is desired for wireless resource
allocation and packet scheduling [10].
In cross-layer optimization, channel-aware approaches are
introduced and developed to explicitly take into account wire-
less channel state information (CSI). Taking advantage of
the channel variation across clients, channel-aware approaches
are shown to substantially improve the network performance
through multi-user diversity, whose gain increases with the
number of clients [11].
Since wireless channels are shared and highly dynamic,
resource management is believed to be the most challenging
element in the design of channel-aware systems [12], [13].
Future schedulers should account for at least three primary
performance metrics: overall system capacity (or spectral effi-
ciency), energy consumption (or energy efficiency) of wireless
clients, and their quality of service perception [14]. It is also
desirable to have a high degree of control over the trade-offs
associated with these metrics.
Clearly, spectral and energy efficiency are affected by all
components of system design, ranging from radio frequency
(RF) circuits to applications. Cross-layer approaches may
significantly improve system performance as well as adapt-
ability to service, traffic, and environment dynamics [15], [16],
[17]. Cross-layer optimization for throughput improvement has
been a popular research direction [18]. However, as wireless
clients become increasingly mobile, the focus of recent efforts
tends to shift toward energy consumption at all layers of
communication systems, from architectures [19] to algorithms
[20].
B. Transmit Power Optimization and Metrics
A key consideration in designing energy efficient systems
are the metrics used for measuring energy efficiency. Typical
metrics used thus far are ”bits-per-Joule” [21] or ”throughput-
per-Joule” [22]. Conversely, ”Joules-per-bit” metric may also
be used. Whereas link level energy efficient criteria have been
discussed in more detail [7], little attention has been paid to
the aggregate system level metrics.
In multi-user system environment, several novel metrics that
measure system-wide energy efficiency performance across
clients may also be defined and we seek to propose some
of these below. Fairness is also an important aspect when
choosing a metric for performance optimization across several
clients. These various choices for energy efficient metrics will
be discussed in detail in later sections.
Transmit power consumption can dominate the client’s
active power consumption budget in cellular systems due to
the need to overcome significant path loss for reliable signal
reception, as well as the poor efficiency of typical power
amplifiers at the client. Therefore, uplink transmit power
optimization for the client is a critical aspect of energy efficient
design in cellular systems.
Here Shannon’s law for a point-to-point link can be used
to provide intuition on possible approaches for transmit power
reduction:
c = f log
(
1 +
g · p
σ2
)
, (1)
where f is the allocated bandwidth, g is the channel gain, p
is the transmit power of a client, σ2 is the noise power, and c
is the achievable capacity for a client.
The channel capacity is known to be the maximum rate at
which reliable communication is possible in the system. Given
that it is linearly related to bandwidth but exponentially related
to power, client transmit energy consumption may be reduced
by the following.
• For a fixed rate of transmission, if transmission bandwidth
is increased, power can be exponentially decreased in the
system.
• For a fixed rate, client experiencing good channel condi-
tions can be scheduled.
• If delay can be tolerated and transmission rate is reduced,
power can be exponentially reduced.
Therefore, network can allocate power and bandwidth, and
control delay across clients [23] to conserve transmit energy.
Several approaches exist to optimize transmit energy effi-
ciency, which include water-filling power allocation schemes
[24], [25], and adaptation of both overall transmit power and
its allocation, according to the CSI [26], [27]. However, the
client energy efficiency is affected not only by the layers of the
point-to-point communication link, but also by the interaction
between the individual links. Therefore, as indicated earlier, a
cross-layer approach, including both wireless link adaptation
and multi-user resource allocation, is required.
In what follows, we discuss recently introduced cross-layer
power-bandwidth optimization techniques and evaluate their
performance using realistic system level simulation model.
C. Link Adaptation and Resource Allocation
As the quality of wireless channel varies with time, fre-
quency, and client, link adaptation can be used to improve
transmission performance. With it, modulation order, coding
rate, and transmit power can be selected according to CSI.
Earlier research on link adaptation focuses on power allocation
to improve individual channel capacity [28], whereas state-of-
the-art approaches emphasize the need for joint link adaptation
and resource allocation [22].
More specifically, since channel frequency responses vary
for different frequencies and clients, data rate adaptation over
each sub-carrier, dynamic sub-carrier assignment, and adaptive
power allocation can significantly improve the performance
of orthogonal frequency-division multiplexing (OFDM) net-
works. Through data rate adaptation, the transmitter can use
3higher transmission rates and reduced power consumption
over the sub-carriers with better conditions so as to improve
throughput [29].
Due to limited wireless resources, intricate performance
trade-offs arise between an individual client and the entire net-
work. While extensive efforts have been undertaken to improve
energy efficient resource management in time domain [30],
little effort has been devoted to frequency domain. Here, while
increasing transmission bandwidth improves energy efficiency,
the entire system bandwidth can not be allocated exclusively
to one client in a multi-user system since this may hurt the
energy efficiency of other clients, as well as that of the overall
network [22]. Hence, frequency-domain resource management
is critical in determining overall network energy efficiency.
Frequency selectivity of broadband wireless channels further
accentuates this necessity.
D. Interference Mitigation
Modern wireless networks, especially those with cellular
topology [1], [2], are becoming increasingly interference-
limited as more clients share the same spectrum to receive
high-rate multimedia service. In modern cellular systems, co-
channel interference (CCI) is expected to become one of
the major performance-limiting factors, especially as these
systems shift toward aggressive frequency reuse scenarios
[31]. A popular CCI mitigation technique is to assign different
sets of channels to neighboring cells [32] and a good summary
of channel assignment can be found in [33].
While the overall spectral efficiency may indeed improve
with aggressive frequency reuse, the performance of cell-edge
clients degrades dramatically. Power control is an important
method of reducing interference in cellular networks [34],
therefore, we expect that techniques designed to control in-
terference will also help reduce power consumption.
Interactions between power-bandwidth optimization tech-
niques designed for throughput versus energy optimization is,
therefore, an important consideration in our investigation.
E. Standardization Efforts
As discussed, wireless client energy efficiency has been
an important consideration in defining cellular system stan-
dards, where protocols for maximizing ”sleep” and ”idle”
durations have been included to save client power [4]. The
IEEE 802.16m Systems Requirements Document (SRD) [35]
requires that the standard supports ”enhanced power savings
mode”, as well as reporting mechanisms for communicating
power related information. Therefore, the IEEE 802.16m pro-
tocol supports several enhancements for sleep and idle mode
optimization. The standard also provides hooks for clients to
communicate their battery status to the base station so that it
can initiate energy savings mechanisms for them. Therefore,
cross-layer optimization techniques may easily be utilized in
future cellular systems to improve client energy efficiency.
Network energy efficiency to lower power consumed in
the network is also becoming important due to environmental
concerns as well as due to the operator’s desire to reduce
operational costs (see 3GPP-LTE work items on green RAN).
However, our focus in this paper would be on client energy
efficiency.
III. ENERGY EFFICIENT SCHEME FOR OFDMA SYSTEM
A. System Description
Power-bandwidth optimization (see Fig. 1) plays a pivotal
role in both interference management and energy utilization.
An implicit discussion can be found in [36] and [37], which
summarizes existing approaches in the context of power
control for code division multiple access (CDMA) networks.
However, given that the dominant 4G standards are based
on OFDMA technology, we focus on techniques applicable
for OFDMA systems. Works investigating energy efficient
optimization for OFDM and OFDMA communications are
[22], [26], [27].
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Fig. 1. General power-bandwidth optimization scheme.
For the sake of simplicity here we consider a single cell of
a wireless cellular network. There are N subscriber stations
(clients) and one base station (BS) in such a system. The BS
arbitrates all activity within the cell and may communicate
with its clients in the downlink (DL) sub-frames. In the uplink
(UL) sub-frames, the clients transmit scheduled data (see
Fig. 2).
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Fig. 2. Basic IEEE 802.16m frame structure.
In what follows, we focus on the uplink channel only, as
data transmission consumes much more client power than
reception [7], [8]. Channel time is broken into (sub-)frames.
Each frame is composed of K frequency sub-channels or
quanta of resources (see Fig. 2). Exactly one client may
transmit its data at one quantum per one frame. However,
a client may utilize more than one and up to K different
quanta for its data transmission in a single frame. Each client
n transmits data on each quantum k with the corresponding
attenuation factor gnk.
It is assumed that attenuation factors are known at the BS.
They should be taken into account to minimize the subsequent
4power consumption. Information about quanta assignment may
be sent to clients in the DL and clients transmit their packets
according to that assignment. Currently, we also assume that
the packet buffer of a client is always full. Whereas this
assumption invokes the static steady-state cellular system
operation, it nevertheless may bring important conclusions
about the performance of the energy efficient schemes [38].
B. Energy Efficient Metrics
In order to detail a power-optimal joint resource allocation
and link adaptation scheme, energy efficient metrics are dis-
cussed in [7]. A measure of average energy efficiency at the
client n in the time frame t is the total data size sent by this
client by the time t (Dn[t]) divided by the total consumed
energy (En[t]):
un[t] =
Dn[t]
En[t]
. (2)
We note that for a fixed throughput, an energy efficient
metric should consume the lowest power. Alternately, for a
fixed power budget an energy efficient scheme will deliver
the maximum throughput. The choice of using average or
aggregate system metrics is driven by the desired low com-
plexity solutions to the energy efficient power-bandwidth opti-
mization problem [7], [8]. Our evaluation will verify that the
low complexity solutions derived from average performance
metrics perform close to more complex near optimal iterative
techniques derived for the instantaneous performance criteria.
Due to the fact that the frames have equal size, equation (2)
could be rewritten as:
un[t] =
Tn[t]
Pn[t]
, (3)
where Tn[t] is the throughput of the client n, Pn[t] is the
total consumed power. The Tn[t] and Pn[t] may be calculated
recursively by:
Tn[t] = Tn[t− 1] + rn[t], and (4)
Pn[t] = Pn[t− 1] + pn[t], (5)
where rn[t] is the data rate of the client n at the frame t, pn[t]
is the consumed power by the client n at the frame t.
Thus, energy efficiency shows how many data bits are
sent by a client per a Joule of consumed energy (bpJ). We
also propose novel important energy efficiency-related metrics
which are summarized in Table I, where T is the total system
operation time.
The primary task of any energy efficient scheme is to
schedule and control client transmissions to maximize a par-
ticular energy efficient criterion. In this paper, we consider the
following two energy efficient criteria:
1) An arithmetic-mean criterion:
UAM [t] =
N∑
n=1
un[t]. (6)
2) A geometric-mean criterion:
UGM [t] =
N∑
n=1
log (un[t]) . (7)
TABLE I
ENERGY EFFICIENT METRICS
Metric name Expression
Average system energy efficiency
T∑
t=1
N∑
n=1
rn[t]
T∑
t=1
N∑
n=1
pn[t]
Average energy efficiency per client 1
N
N∑
n=1
T∑
t=1
rn[t]
T∑
t=1
pn[t]
Average energy efficiency per time frame 1
T
T∑
t=1
N∑
n=1
rn[t]
N∑
n=1
pn[t]
Average instantaneous energy efficiency 1
NT
T∑
t=1
N∑
n=1
rn[t]
pn[t]
The purpose of the optimization problem posed by the
above equations is to assign frame quanta and power to
clients with pending data packets accounting for their energy
efficiency. This problem may be solved through iterative utility
based optimization. For further details see [25] and [39].
However, by using the above time-averaged throughput per
Joule metric, the iterative solutions summarized in [40], can
be replaced by closed-form metrics that can be computed
on a per quantum basis [7], greatly simplifying the resource
allocation solution. The approach from [7] is summarized in
the following subsections.
C. Solution for Energy Efficient Link Adaptation
Consider function S(rnk[t]), which represents signal-to-
noise ratio (SNR) value for the client n at the frame t on
the quantum k. In [7], it was shown that the optimal data rate
of the client n on the quantum k is established as:
roptk [t] = max(S
′−1(
gk[t]
u[t− 1] · σ2 ), 0), (8)
where S
′
is the first-order derivative of the function S and S−1
is its inverse. The corresponding optimal power allocation on
the quantum k is given by:
poptk [t] =
S(roptk [t]) · σ2
gk[t]
. (9)
If Shannon’s law (1) is used to approximate data rate on
each quantum, S(r) = 2
r
f − 1, the above simplifies to:
poptk [t] = max(
f
u[t− 1] · log 2 −
σ2
gk[t]
, 0). (10)
5D. Solution for Energy Efficient Resource Allocation
Define C∗n to be the set of quanta assigned to the client n.
Total quanta allocation is therefore:
C =
N⋃
i=1
C∗i . (11)
An energy efficient scheduler creates such an allocation C
that energy efficient criterion is maximized:
C : lim
t→∞U(C, r, p, t) → max . (12)
In [7], it is shown that energy efficiency tends to its
maximum if quanta allocation is defined as:
C∗n = {k |J(n, k) > J(m, k),∀m 6= n} ,∀n, (13)
where J(n, k) depends on the selected criterion. J(n, k) is
then calculated for the
• arithmetic-mean criterion as:
JAM (n, k) =
rnk[t]
Tn[t− 1] − un[t− 1]
pnk[t]
Pn[t− 1] , (14)
• geometric-mean criterion as:
JGM (n, k) =
rnk[t]
Tn[t− 1] −
pnk[t]
Pn[t− 1] , (15)
where rnk[t] is the data rate of the client n at the frame t on
the quantum k, pnk[t] is the power consumed by the client n
at the frame t for the data transmission on the quantum k.
E. Summary
Summarizing, the proposed energy efficient scheme consists
of the resource allocation part (scheduling algorithm) and the
link adaptation part (power control algorithm). Its operation
(see Fig. 3) could be described as follows.
1) The BS calculates J(n, k) metric for all the clients at
all quanta accounting for their data rate and the power
consumed.
2) For each quantum the BS determines a client with
maximum J(n, k) value and assigns the quantum to this
client.
3) Information about quanta assignment is sent to the
clients.
4) The clients transmit data in the assigned quanta.
The described low complexity energy efficient scheme has
the property of increasing the selected energy efficient criterion
up to some suboptimal value with time. However, there exist
high complexity iterative energy efficient approaches that try
to find a near-optimal solution [41]. The performance gap
between the low complexity and the iterative algorithms is
evaluated as part of this paper.
As can be seen, the low complexity solution to energy
efficiency optimization is fairly easy to implement and requires
simple modifications to the standard metric computation used
for throughput optimization. However, this scheme is purely
distributed in the sense that no inter-cell coordination is used.
While simple to implement, a distributed approach may ignore
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Fig. 3. Simplified energy efficient scheme operation.
the impact of interference from the neighboring cells in its
optimization and the performance of the cell-edge clients may
degrade as a result. This aspect is evaluated in greater detail
in the later sections.
IV. SYSTEM LEVEL EVALUATION METHODOLOGY
A. Advanced System Model
In this section, we evaluate the system performance of low
complexity energy efficient scheme described in the previous
section within a more realistic system model. According to
the IEEE 802.16m methodology described in [9], the cellular
system is modeled as a network of 19 cells with central target
cell surrounded by interfering cells (see Fig. 4). Each cell is
hexagonal, with cell radius R determined by the link budget.
The cell radius R is defined as half the distance between the
centers of the two closest cells in the network.
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Fig. 4. Example layout of clients.
The System Level Simulator (SLS) creates Nc cells, and
every cell may have Ns sectors each with a boresight direction
(φBS) and a frequency (FBS). The network is planned with
Na frequency allocations, yielding a frequency reuse pattern
of Ns ×Na. The parameters in Table II describe the generic
network configuration.
6TABLE II
GENERIC NETWORK CONFIGURATION
Parameter Description Value
Nc Number of cells 19
Ns Number of sectors/cell 3
Ns ×Nc Total number of sectors 57
R Cell radius 0.5 km
φBS Orientation (boresight angle) φBS = 30, 150, 270
of each sector
Na Number of frequency allocations 1
in the network (frequency reuse)
The SLS assumptions are compliant with IEEE 802.16m
evaluation methodology [9]. In particular, Fig. 4 shows an
example of client layout within the considered system model.
The clients (represented by the dots) are placed randomly
inside the simulated cellular system and are then associated
with the BSs. Additionally to the network model (cells, sectors,
and reuse scheme) and deployment model (macro/micro cell,
fixed/mobile client) described above, the SLS also includes
client and BS equipment model (power, height, and antenna
pattern), various channel models (slow fading, fast fading,
and spatial model), air interface model (OFDMA permutation,
frame, and resource allocation), as well as interference model
(channel of interferer, loading).
We restrict our further explorations to the most interference-
limited frequency reuse 3 × 1 pattern, where the same fre-
quency allocation is deployed in all sectors throughout the
network. If aggressive 3 × 1 reuse is deployed, a client can
suffer significant interference from neighboring sectors/cells.
B. Scheduling Algorithms
An OFDMA scheduler at the BS (see Fig. 1) partitions
the UL frame resources (quanta) between active clients. The
scheduler makes decisions for the entire frame at frame bound-
aries using available CSI. Its objective is to allocate resources
in a fashion that maximizes link utilization while managing
QoS requirements [42] and controlling signaling overhead. A
single client is assigned a quantum to transmit its data in it.
Naturally, the size of the quantum determines the number of
clients that can be accommodated within the frame as well as
the control signaling overhead. We assume the quantum size is
fixed. We also assume the sub-channelization scheme covered
by partial usage of sub-channels (PUSC), which effectively
randomizes the sub-carriers used in a given quantum across
different sectors in the system. Such randomization averages
the interference across the allocation quanta and renders the
effective channel across all quanta to be roughly similar. Hence
with the PUSC sub-channelization scheme the channel across
the quanta is flat fading and a single channel quality may be
applicable for the entire OFDMA band.
A summary of the scheduling algorithms implemented in
the SLS is given below.
Round robin (RR): This simplest scheduler is channel-
agnostic. It cycles through the active clients, scheduling one
quantum to each active client in each cycle.
Maximum SINR (MS): The metric used by this scheduler
results in the selection of the client with the highest instanta-
neous effective signal-to-interference-plus-noise ratio (SINR).
Although this channel-aware scheduler maximizes aggregate
cell throughput, it is inherently unfair. Scheduling delays could
also be arbitrarily large for clients with relatively low SINR.
Such a metric is, therefore, only suited for applications that
can tolerate higher delay.
Proportional fair (PF): At any scheduling instant, the
metric H(n) used by the PF scheduler is given by:
H(n) =
rn[t]
Tn[t]
, (16)
where rn[t] is the rate that can be supported at time t. It
is a function of the instantaneous SINR, and consequently
of the modulation and coding parameters that can meet the
QoS requirement. Tn[t] is the time averaged throughput at the
scheduling instant t.
Energy efficient fair (EEF): This energy efficient scheduler
adopts the proposed geometric mean criterion given by (7). In
particular, from (15) and PUSC properties it follows that the
EEF metric is calculated as:
J(n) =
rn[t]
Tn[t− 1] −
pn[t]
Pn[t− 1] . (17)
The use of the EEF scheduler results in some fairness when
the clients are selected, because if at least one client has never
been scheduled the geometric mean takes the value of zero.
Energy efficient (EE): Finally, we also consider the arith-
metic mean criterion given by (6) and the respective metric
from (14). However, the EE scheduler is also inherently unfair
as it selects a client with the highest instantaneous energy
efficiency. It is accounted for only to establish the maximum
energy efficiency of the system.
C. Power Control Algorithms
We compare the performance of the implemented energy
efficient scheme with existing power control methods in place
for 4G systems.
Full power (FP): FP is the simplest power control method,
where the scheduled clients always transmit with the maxi-
mum power allowed.
SINR target (ST): ST is a fixed SINR target method, where
power is adjusted at the client to ensure a fixed SINR at the
receiver for all clients.
Energy efficient (EE): EE follows the proposed link adap-
tation algorithm using equation (10).
Simplified maximum sector throughput (SMST): SMST
is a variable SINR target [43], where each client has an SINR
target depending on its location. Cell-center clients can have a
higher SINR target, whereas cell-edge clients have a lower
SINR target. The target SINR per client is based on the
possible interference caused to other cells by the transmissions
of the client. This approach implicitly provides inter-cell
coordination to reduce interference. By contrast, other power
control schemes operate in distributed manner and do not
provide inter-cell coordination. Therefore, it is expected that
performance of schemes providing inter-cell coordination may
be superior to purely distributed approaches.
7D. Energy Efficient Schemes
Fig. 5 illustrates the operation of energy efficient schemes
within the SLS. A scheme defines both power control algo-
rithm and scheduling algorithm. In each frame t the proposed
energy efficient scheme uses the necessary statistics from the
previous frames and iterates through the available quanta.
The EE(F) scheduler calculates the J(n) metric values for
all the clients in the sector. Notice that now the metric does
not depend on the quantum number as for PUSC scheme
all the quanta have near-equal quality. The BS then selects
a client with the best metric value to transmit over the current
quantum.
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Fig. 5. Energy efficient scheme integration details.
The EE + EEF energy efficient scheme (EE power control
and EEF scheduler) is implemented in a way that different
clients within a frame may be scheduled. Hence, up to K
clients could transmit simultaneously. Using Shannon’s law,
the scheme ”predicts” power and goodput in the already
scheduled quanta of the current frame, while processing the
remaining quanta. In the course of its operation, the energy
efficient scheme interacts with the primary SLS modules:
power control, scheduling, and modulation and coding scheme
(MCS) selection. The SLS defines 11 MCSs given by Table III.
TABLE III
MCS PARAMETERS
MCS Convolution Bits per Number of Bits per
number code rate QAM or QPSK repetitions quantum
1 1/2 2 6 280
2 1/2 2 4 420
3 1/2 2 2 840
4 1/2 2 1 1680
5 3/4 2 1 2520
6 1/2 4 1 3360
7 3/4 4 1 5040
8 1/2 6 1 5040
9 2/3 6 1 6720
10 3/4 6 1 7560
11 5/6 6 1 8400
As the result, for each BS and every client link, the SLS
computes the channel and interference power on the loaded
data sub-carriers of each quantum. The received signal power
level at the sub-carrier k for the target client n is calculated
as:
prx(n, k, t) =
ptx(n, t) · d(n) · g(n, k, t)
qs
, (18)
where ptx(n, t) is the total transmit power from BS (per sector)
or client n, d(n) is the path loss including shadowing and
antenna gains, g(n, k, t) is attenuation factor, and qs is the
total number of loaded sub-carriers per quantum.
The CCI power level (from the remaining BSs in DL and
clients in UL) at the sub-carrier k of the target client n is
calculated as:
p∗(n, k, t) =
qi∑
l=2
p∗(l, n, k, t) = (19)
=
qi∑
l=2
g(l, n, k, t) · d(l, n) · ptx(l, t)
qs
,
where p∗(l, n, k, t) is CCI power level from the interferer l to
target client n, and qi is the number of co-channel interferers.
Finally, the SINR of the target client n at the sub-carrier k is:
S(n, k, t) =
prx(n, k, t)
σ2s + p∗(n, k, t)
=
prx(n, k, t)
σ2s +
qi∑
l=2
p∗(l, n, k, t)
, (20)
where σ2s is the per sub-carrier noise power level.
The obtained SINR dependence on the number of bits per
quantum from Table III is given in Fig. 6. To use equation
(10) of the proposed EE link adaptation it is important to
coordinate the empirical curve from the SLS with Shannon’s
law approximation of the data rate. We thus vary the allo-
cated bandwidth parameter f from equation (1) to artificially
”reduce” the available bandwidth and thus match the SINR
mapping between the SLS and the energy efficient scheme.
The resulting curve is also presented in Fig. 6.
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8V. PRACTICAL FEATURES AND RESULTS
A. Client Power Profile
The conventional information-theoretic results derived in
[44] and [6] focus only on transmit power when considering
energy consumption during transmission. Typically, a device
will incur additional circuit power, which is relatively indepen-
dent of the transmission rate [29], [45]. Thus, the circuit power
consumption should be accounted for explicitly in maximizing
energy efficiency.
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Fig. 7. Typical client power profile.
Consequently, the known method to transmit with the
longest duration is no longer the best [46], [47], [48] since
circuit energy consumption increases with transmission dura-
tion. Considering the impact of circuit power, the focus shifts
toward using optimization theory for determining energy-
optimal link settings [26]. Accounting for the circuit power,
the energy efficiency is reformulated as:
u(r) =
r
p(r)
=
r
pc + ptx(r)
, (21)
where r is the data rate and pc is the constant circuit power
of the client respectively.
Summarizing, total wireless power consumption p at the
client varies as a function of its state (see Fig. 7), whether
idle or active. When a typical client is actively transmitting to
the network, it not only consumes RF power in the power
amplifier to communicate its signal reliably over the air,
but also additional power in the electronic circuitry, which
is greater than its idle power consumption pi. We ensured
that within the considered simulation methodology the overall
energy consumption of a client is not only affected by the
useful power needed for reliable communication, but also the
overhead energy consumed due to power consumed in circuit
electronics.
Another important power-related issue of wireless cellular
system methodology is the consideration of the PHY amplifier
operation. In practice, the amplifier works with considerably
low efficiency. Therefore, energy efficient scheme should ex-
plicitly account for its inefficiency. We conducted the amplifier
inefficiency analysis with the simplified approach assuming
linear amplifier characteristics. As such, client total power
consumption p may be given by:
p = α(βptx + pc) + (1− α)pi, (22)
where α is the activity factor, which is equal to 1 each time
the client is scheduled in a frame and is equal to 0 otherwise,
β is the amplifier coefficient value.
Our SLS simulations show that the increase in the amplifier
coefficient by only 25 % causes significant drop of the
client total power. Therefore, accounting for the amplifier
coefficient in the energy efficient scheme could improve the
performance of the proposed mechanism. Simulation results
also demonstrate that the explicit consideration of the amplifier
coefficient at link adaptation and resource allocation stages
of the energy efficient scheme operation considerably reduces
consumed client power and, consequently, improves energy
efficient performance of the proposed energy efficient scheme.
B. Performance Results
In our simulations, we use goodput, power and energy
efficiency performance metrics to compare the EE + EEF
energy efficient scheme using the mean geometric criterion
(7) against the other 4G approaches. Additionally, we set
the system parameters shown in Table IV [34]. In order to
obtain performance data with acceptable confidence, each SLS
scheme has been simulated for 200 frames (1000 ms) per a
Monte-Carlo trial and then the results were averaged across at
least 50 independent trials.
TABLE IV
SIMULATED NETWORK CONFIGURATION
System Parameter Value
Cell geometry 19 cell system,
3 sectors, reuse 1
Carrier frequency 2.5 GHz
System bandwidth 10 MHz (1024 FFT size)
Power control Energy efficient (EE), Simplified
maximum sector throughput (SMST),
SINR target (ST), Full power (FP)
Number of clients per sector 10
Scheduling Energy efficient (EE),
Energy efficient fair (EEF),
Proportional fair (PF)
MIMO configuration 1× 2
Circuit power, pc 100 mW
Idle power, pi 10 mW
Maximum transmit power 23 dBm
Channel model ITU-Ped B, 3 kmph
Sub-channel permutation PUSC
The resulting EE + EEF cumulative distribution functions
(CDFs) are generally compared with those of the other ref-
erence schemes described before (see Fig. 8). In particular,
we look at FP + PF, ST + PF, and SMST + PF schemes. We
notice that currently the EE + EEF scheme favors cell-center
clients for the cost of the cell-edge clients. This is different
from the results presented in [7]. It was established that such a
performance difference is due to the huge variation of channel
attenuation factors in the simulated wireless environment.
We also investigate the cell-edge behavior of the energy
efficient schemes further, using the spread diagrams shown
in Fig. 9. The diagrams illustrate distributions of individual
client metrics against the SNR values determined by the client
locations. Comparing different schemes, we conclude that EE
+ EEF scheme performs well for the high quality channel,
whereas loses some performance to the SMST + PF scheme
when SNR drops. We also notice that EE + EEF scheme is
very conservative in assigning resources to SNR-limited clients
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Fig. 9. Empirical goodput, power, and energy efficiency spread diagrams for some schemes.
that may need to transmit with higher power. This property
explains the poor cell-edge performance.
C. Fairness Improvement
The shape of the goodput CDF (see Fig. 8, left) for EE
+ EEF scheme shows that there is a strong variation in
goodput across the clients. For the IEEE 802.16m standard it
is sometimes beneficial to have a more ”vertical” CDF shape
to guarantee that the clients QoS requirements are equally sat-
isfied. Therefore, the discordance between the individual client
goodputs should be decreased. Currently, the mean geometric
criterion (7) does not explicitly minimize this discordance.
Therefore, the optimization criterion might be reconsidered.
There is a variety of candidate criteria of which the fairness
index by R. Jain [49] appears to be the most suitable one:
γ =
(
N∑
i=1
Xi
)2
N
N∑
i=1
X2i
, (23)
where X is the parameter of interest.
We propose a modification of the energy efficient criterion
capable of trading system performance for client fairness.
Remember that when the existing EEF scheduler is run, the
J(n, k) metric (15) is calculated for each client. We propose
to account for an additional metric:
F (n, k) =
Dn[t− 1]
Ds[t− 1] , (24)
where Dn[t − 1] is the total data size sent by client n up to
the time t and Ds[t−1] is the total data size sent by the entire
system up to the time t.
As such, we only schedule clients that have maximum
J(n, k) value and at the same time F (n, k) of which does
not exceed some threshold value. When the threshold is small
enough, the goodput CDF is more fair, which is, however,
achieved for the cost of some overall system performance
degradation. Therefore, Table V summarizes EE + EEF results
with high threshold.
It can be seen from Table V, that our overall simulation
results report the average goodput gain of 22 %, average power
gain of up to 43 %, and average energy efficiency gain of up to
54 % for the proposed EE + EEF scheme. Here, system-wide
and per-client energy efficiencies are calculated using system
and instantaneous metric (see Table I) respectively. Addition-
ally, we establish the fairness of the considered approaches
using the index (23) and include the inherently unfair EE +
EE scheme only to assess that the EE + EEF scheme does not
lose much performance in comparison.
We have also shown through extensive simulations that the
EE + EEF low complexity scheme performs close to near
optimal iterative solution from [41] even with realistic system
and channel assumptions. Summarizing, the scheme from [41]
adapts both overall transmit power and its allocation according
to the states of all sub-channels and circuit power consumption
to maximize energy efficiency in frequency-selective channels.
It has been implemented into the SLS in a similar way as
the EE + EEF low complexity scheme, but the respective
simulation time is much longer due to iterative performance.
For the same configuration scenario, the average goodput
degradation was within 5 %, the average power increased by
23 % and the average energy efficiency was reduced by 27 %.
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TABLE V
OVERALL SIMULATION RESULTS
Goodput, Mbps Power, W Energy efficiency, MbpJ
Scheme System-wide Per-client Fairness System-wide Per-client Fairness System-wide Per-client Fairness
FP + PF 129.51 0.22 46 % 88.14 0.15 99 % 1.46 0.75 46 %
ST + PF 106.70 0.18 91 % 43.03 0.07 87 % 2.47 1.53 82 %
EE + EEF 130.29 0.22 40 % 24.12 0.04 95 % 5.40 1.96 36 %
SMST + PF 153.57 0.26 71 % 48.26 0.08 86 % 3.18 2.04 61 %
SMST + EEF 165.15 0.28 63 % 35.97 0.06 87 % 4.59 2.22 54 %
EE + EE 194.84 0.34 17 % 17.32 0.03 86 % 11.24 3.15 16 %
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Fig. 10. Empirical goodput, power, and energy efficiency results for interference-aware and EE + EEF schemes.
D. Combining with Interference-Aware Power Control
The performance of wireless cellular systems is always
affected by the other-cell interference. The existing EE + EEF
scheme is based on completely distributed processing which
self-regulates the interference caused to adjacent cells. As
such, the performance of the cell-edge clients is impacted.
As can be seen, one of the strongest performing SLS power
control algorithms is SMST [43]. SMST + PF scheme shows
good cell-edge performance (see Fig. 10) and, additionally,
provides a flexible trade-off control between overall system
throughput and cell-edge performance. This performance en-
hancement is due, in part, to the implicit inter-cell coordination
provided by the SMST. Therefore, we extend the EE + EEF
scheme to account for inter-cell information by considering a
combination of SMST power control with EEF scheduler to
further improve performance.
Our results confirm that there is some cell-edge goodput
gain for the combined SMST + EEF scheme. This gain is
explained by the cross-sector optimization of the SMST power
control. Summarizing, the simulations report the average good-
put gain of 54 %, average power gain of up to 16 %, and aver-
age energy efficiency gain of up to 46 % for the SMST + EEF
scheme. Therefore, utilizing inter-cell coordination schemes
is a prominent research direction toward the enhancement
of the existing energy efficient solutions. Going back to the
spread diagrams shown earlier, we can see from Fig. 9, that
the combined SMST + EEF scheme demonstrates excellent
performance by maintaining the balance between the cell-edge
and the cell-center clients.
VI. CONCLUSION
In this paper, we studied the system level performance
of several energy efficient power and resource optimization
solutions for OFDMA-based wireless cellular networks. The
IEEE 802.16m evaluation methodology was used to investigate
a reference 4G system. Also the realistic system parameters,
channel environment and implementation considerations were
addressed. In particular, the low complexity energy efficient
scheme proposed in [7] and [8] was evaluated and shown
to perform similar to near-optimal, but significantly more
complex, iterative approach. Performance comparison with
existing state of the art throughput efficient power optimization
schemes was also considered.
Through extensive simulations we showed that the energy
efficient schemes demonstrate significant power savings across
the cell (greater than 70 % comparing to the fixed-power
approaches), and are more energy efficient in terms of bits
per Joule metric for cell-center clients. The performance for
cell-edge clients requires further improvement, which may be
provided through use of ”fairer” metrics or by combining
the energy efficient scheduler with the interference-aware
power control. Our simulations also show that energy efficient
schemes perform well with practical amplifier efficiencies in
the range of 10-20 %.
The system level performance characterization of energy
efficient wireless transmission techniques studied in this paper
appears to be the first of its kind and indicates significant
promise for this research area. Future extensions of this
work need to focus on more advanced system models and
algorithms. In particular, the full-buffer assumption, used in
this paper needs to be relaxed and traffic models for multi-
media services need to be included [50]. Queuing models,
arrival flows, and traffic-aware energy efficient scheduling
must also be included.
It should also be noted that IEEE 802.16m standard now
provides specific hooks for mobile devices to initiate active
mode power savings. The results reported herein were impor-
tant toward enabling this feature in the standards [34] and may
be investigated for enhancing client energy efficiency in future
cellular system implementations.
11
ACKNOWLEDGMENTS
This work is supported by Tampere Graduate School in
Information Science and Engineering, Nokia Foundation, HPY
Research Foundation, and Intel Corporation. The authors
would also like to acknowledge helpful discussions with
Guowang Miao and Prof. Geoffrey Li of Georgia Tech.
REFERENCES
[1] IEEE Std 802.16m-2011, Air Interface for Broadband Wireless Access
Systems – Advanced Air Interface, May 2011.
[2] LTE Release 10 & beyond (LTE-Advanced),
see http://www.3gpp.org/lte-advanced.
[3] K. Lahiri, A. Raghunathan, S. Dey, and D. Panigrahi, ”Battery-driven
system design: A new frontier in low power design,” Proc. Intl. Conf.
on VLSI Design, pp. 261-267, Jan. 2002.
[4] IEEE Std 802.16-2009. Part 16: Air Interface for Broadband Wireless
Access Systems, May 2009.
[5] N. Himayat et al., Improving Client Energy Consumption in 802.16m,
C802.16m-09/107, January 2009.
[6] F. Meshkati, H. Poor, S. Schwartz, and N. Mandayam, ”An energy-
efficient approach to power control and receiver design in wireless
networks,” IEEE Trans. Commun., vol. 5, pp. 3306-3315, Nov. 2006.
[7] G. Miao, N. Himayat, Y. G. Li, and S. Talwar, ”Low-complexity energy-
efficient OFDMA,” Proc. of the IEEE Int. Conf. on Commun., 2009.
[8] G. Miao, N. Himayat, Y. Li, S. Talwar, ”Low-complexity energy-efficient
scheduling for uplink OFDMA,” IEEE Trans. Commun., vol. 60, pp.
112-120, 2012.
[9] J. Zhuang, L. Jalloul, R. Novak, and J. Park, IEEE 802.16m Evaluation
Methodology Document (EMD). IEEE 802.16 Contribution 802.16m-
08/004r5, January 2009.
[10] S. Shakkottai, T. Rappaport, and P. Karlsson, ”Cross-layer design for
wireless networks,” IEEE Commun. Magazine, vol. 41, pp. 74-80, Oct.
2003.
[11] R. Knopp and P. Humblet, ”Information capacity and power control-
ling single-cell multiuser communications,” Proc. IEEE Int. Conf. on
Commun., pp. 331-335, Jun. 1995.
[12] Z. Jiang, Y. Ge, and Y. Li, ”Max-utility wireless resource management
for best effort traffic,” IEEE Trans. on Wireless Commun., vol. 4, no.
1, pp. 100-111, Jan. 2005.
[13] H. Kim and G. de Veciana, ”Leveraging dynamic spare capacity in
wireless systems to conserve mobile terminals energy,” IEEE/ACM
Trans. on Network., vol. 1, pp. 1–14, 2008.
[14] F. Meshkati, H. Poor, S. Schwartz, and R. Balan, ”Energy-Efficient
Resource Allocation in Wireless Networks with Quality-of-Service Con-
straints,” IEEE Trans. Commun., vol. 57, no. 11, pp. 3406-3414, Nov.
2009.
[15] G. Song, Cross-Layer Optimization for Spectral and Energy Efficiency.
PhD thesis, School of Electrical and Computer Engineering, Georgia
Institute of Technology, 2005.
[16] G. Miao, Cross-Layer Optimization for Spectral and Energy Efficiency.
PhD thesis, School of Electrical and Computer Engineering, Georgia
Institute of Technology, 2008.
[17] H. Kim, Exploring Tradeoffs in Wireless Networks under Flow-Level
Traffic: Energy, Capacity and QoS. PhD thesis, University of Texas at
Austin, 2009.
[18] G. Song and Y. Li, ”Asymptotic throughput analysis for channel-aware
scheduling,” IEEE Trans. Commun., vol. 54, no. 10, pp. 1827-1834, Oct.
2006.
[19] L. Benini, A. Bogliolo, and G. de Micheli, ”A survey of design
techniques for system-level dynamic power management,” IEEE Trans.
VLSI Syst., vol. 8, pp. 299-316, Jun. 2000.
[20] C. Schurgers, Energy-Aware Wireless Communications. PhD thesis,
University of California Los Angeles, 2002.
[21] V. Rodoplu and T. Meng, ”Bits-per-Joule Capacity of Energy-limited
Wireless Networks,” IEEE Trans. Wireless Commun., vol. 6, no. 3, pp.
857-865, Mar. 2007.
[22] G. Miao, N. Himayat, Y. Li, and A. Swami, ”Cross-layer optimization
for energy-efficient wireless communications: A survey,” Wiley J. Wire-
less Commun. and Mob. Comp., vol. 9, no. 4, pp. 529-542, Apr. 2009.
[23] F. Meshkati, H. Poor, S. Schwartz, and R. Balan, ”Energy Efficiency
and Delay Quality-of-Service in Wireless Networks,” Proc. Inaugural
Workshop of the Center for Information Theory and Its Applications,
2006.
[24] G. Song and Y. Li, ”Cross-layer optimization for OFDM wireless net-
works – part I: theoretical framework,” IEEE Trans. Wireless Commun.,
vol. 4, no. 2, pp. 614-624, 2005.
[25] G. Song and Y. Li, ”Cross-layer optimization for OFDM wireless
networks – part II: algorithm development,” IEEE Trans. Wireless
Commun., vol. 4, no. 2, pp. 625-634, 2005.
[26] G. Miao, N. Himayat, and Y. Li, ”Energy-efficient link adaptation in
frequency-selective channels,” IEEE Trans. Commun., vol. 58, no. 2,
pp. 545-554, Feb. 2010.
[27] G. Miao, N. Himayat, Y. Li, A. Koc, and S. Talwar, ”Interference-
aware energy-efficient power optimization,” Proc. IEEE Int. Conf. on
Commun., Jun. 2009.
[28] Y. Li and G. Stuber, OFDM for Wireless Communications. Springer,
2006.
[29] A. Wang, S. Cho, C. Sodini, and A. Chandrakasan, ”Energy efficient
modulation and MAC for asymmetric RF microsensor system,” Proc.
Int. Symp. Low Power Electronics and Design, pp. 106-111, 2001.
[30] R. Mangharam, R. Rajkumar, S. Pollin, F. Catthoor, B. Bougard, L.
van der Perre, and I. Moeman, ”Optimal fixed and scalable energy
management for wireless networks,” Proc. IEEE INFOCOM 2005, vol.
1, pp. 114-125, Mar. 2005.
[31] M. Necker, ”Coordinated fractional frequency reuse,” Proc. ACM Symp.
on Mod., Anal., and Sim. of wireless and Mob. Syst., pp. 296-305, 2007.
[32] G. Cao and M. Singhal, ”An adaptive distributed channel allocation
strategy for mobile cellular networks,” J. Parallel and Dist. Comput.,
vol. 60, pp. 451-473, 2000.
[33] G. L. Stuber, Principles of Mobile Communication. Norwell, MA:
Kluwer Academic Publishers, 2001.
[34] N. Himayat et al., Amendment Text Proposal for Section 10.5.3 on
Power Management for Connected Mode, IEEE C802.16m-09/0553r2,
March 2009.
[35] IEEE 802.16m-07/002r7, IEEE 802.16m Systems Requirements Docu-
ment (SRD), December 2008.
[36] F. Meshkati, H. Poor, and S. Schwartz, ”Energy-efficient resource
allocation in wireless networks,” IEEE Commun. Magazine, pp. 58-68,
May 2007.
[37] F. Meshkati, H. Poor, and S. Schwartz, ”Energy-Efficient Resource
Allocation in Wireless Networks: An Overview of Game-Theoretic
Approaches,” IEEE Sign. Proc. Magazine, May 2007.
[38] S. Andreev, Y. Koucheryavy, N. Himayat, P. Gonchukov, and A. Tur-
likov, ”Active-Mode Power Optimization in OFDMA-Based Wireless
Networks,” Proc. IEEE BWA Workshop Globecom, Dec. 2010.
[39] G. Miao, N. Himayat, Y. G. Li, and D. Bormann, ”Energy efficient
design in wireless OFDMA,” Proc. IEEE Int. Conf. on Commun., vol. 1,
pp. 3307-3312, 2008.
[40] G. Miao and N. Himayat, ”Low complexity utility based resource
allocation for 802.16 OFDMA systems,” Proc. of the IEEE Wireless
Commun. and Network. Conf., pp. 1465-1470, 2008.
[41] G. Miao, N. Himayat, and Y. G. Li, ”Energy-efficient transmission in
frequency-selective channels,” Proc. of the IEEE GLOBECOM, 2008.
[42] G. Song and Y. Li, ”Utility-based resource allocation and scheduling in
OFDM-based wireless networks,” IEEE Commun. Magazine, vol. 43,
no. 12, pp. 127-135, Dec. 2005.
[43] R. Yang et al., Uplink Open Loop Power Control Recommendations for
IEEE 802.16m Amendment, IEEE C802.16m-0546, March 2009.
[44] S. Verdu, ”Spectral efficiency in the wideband regime,” IEEE Trans. Inf.
Theory, vol. 48, pp. 1319-1343, June 2002.
[45] S. Cui, A. Goldsmith, and A. Bahai, ”Energy-constrained modulation
optimization,” IEEE Trans. Wireless Commun., vol. 4, pp. 2349-2360,
Sep. 2005.
[46] H. Kim, C.-B. Chae, G. de Veciana, and J. R. W. Heath, ”Energy-efficient
adaptive MIMO systems leveraging dynamic spare capacity,” Proc. of
the Conf. on Inform. Sciences and Syst., vol. 1, pp. 68–73, 2008.
[47] H. Kim, C.-B. Chae, G. de Veciana, and R. Heath Jr., ”A Cross-layer
approach to energy efficiency for adaptive MIMO systems exploiting
Spare Capacity,” IEEE Trans. Wireless Commun., vol. 8, pp. 4264-4275,
Aug. 2009.
[48] H. Kim and G. de Veciana, ”Leveraging Dynamic Spare Capacity in
Wireless Systems to Conserve Mobile Terminals’ Energy,” IEEE Trans.
on Networking, Jul. 2010.
[49] R. Jain, D. M. Chiu, and W. Hawe, ”A Quantitative Measure of Fairness
and Discrimination for Resource Allocation in Shared Systems,” DEC
Research Report TR-301, 1984.
[50] H. Kim, G. de Veciana, X. Yang, and M. Venkatachalam, ”Distributed
alpha-Optimal User Association and Cell Load Balancing in Wireless
Networks,” IEEE/ACM Trans. on Networking, vol. 20, pp. 177-190,
2012.
Publication 2
c© 2010 Springer Science + Business Media. Reprinted, with permission, from
S. Andreev, Z. Saffer, A. Turlikov, and A. Vinel, “Upper bound on overall de-
lay in wireless broadband networks with non real-time traffic,” in Proc. of the
17th International Conference on Analytical and Stochastic Modeling Techniques
and Applications (ASMTA), pp. 262–276, 2010.
Upper Bound on Overall Delay
in Wireless Broadband Networks
with Non Real-Time Traffic
Sergey Andreev1, Zsolt Saffer2,
Andrey Turlikov3, and Alexey Vinel4
Tampere University of Technology1 (TUT), FINLAND
sergey.andreev@tut.fi
Budapest University of Technology and Economics2 (BUTE), HUNGARY
safferzs@hit.bme.hu
State University of Aerospace Instrumentation3 (SUAI), RUSSIA
turlikov@vu.spb.ru
Saint-Petersburg Institute for Informatics and Automation4
Russian Academy of Sciences (SPIIRAS), RUSSIA
vinel@ieee.org
Abstract. In this paper we consider the non real-time traffic in IEEE
802.16-based wireless broadband networks with contention-based band-
width reservation mechanism. We introduce a new system model and
establish an upper bound on the overall data packet delay. The model
enables symmetric Poisson arrival flows and accounts for both the reser-
vation and the scheduling delay components. The analytical result is
verified by simulation.
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1 Introduction and Background
IEEE 802.16 telecommunication protocol [1] defined by the respective networking
standard specifies a high data rate wireless broadband network with inherent
support for various multimedia applications. Media access control (MAC) layer of
IEEE 802.16 provides unified service for the set of physical (PHY) layer profiles,
each of which corresponds to a specific operation environment. Currently we
observe the proliferation of IEEE 802.16-based networks due to their relatively
low cost, wide coverage and MAC mechanisms supporting a variety of quality of
service (QoS) requirements.
Performance evaluation of IEEE 802.16 QoS mechanisms is addressed by
numerous research papers. In particular, the so-called bandwidth reservation
stage is often considered, at which a network user can reserve a portion of the
channel resources. A general description of the different reservation techniques
can be found in [2]. IEEE 802.16 protocol allows the usage of random multiple
access (RMA) for bandwidth requesting and it specifies the truncated binary
exponential backoff (BEB) algorithm as means of collision resolution between
the requests.
Asymptotic behavior of the BEB algorithm has been thoroughly investigated
in the scientific literature. In [3] the BEB algorithm was shown to be unstable
in the infinitely-many user model. By contrast, in [4] the BEB algorithm was
demonstrated to be stable for sufficiently small arrival rates and finitely-many
user model, even for the high number of users. Infinitely-many user model is
known to highlight the limiting performance metrics of the algorithm, whereas
finitely-many user model provides insight to the practical applicability of the
algorithm. Finally, the operation of the BEB algorithm in the saturation condi-
tions, where every network user always has pending data packets, was investi-
gated by means of Markov models in [5] and [6].
Together with the separate analysis of the BEB collision resolution algorithm
itself, its proper usage in the framework of IEEE 802.16 system is of interest.
According to IEEE 802.16 protocol the BEB algorithm works with broadcast and
multicast polling mechanisms (see [7] for details). The performance evaluation of
broadcast polling was studied in [8]. Several important BEB application scenarios
for the delay-sensitive traffic were discussed in [9].
The overall packet delay is strongly influenced by the choice of an appro-
priate bandwidth reservation mechanism. In [10] an efficient RMA algorithm is
proposed, which may serve as an alternative to the standardized BEB algorithm
at the reservation stage. IEEE 802.16 imposes no limitations on the methods
for processing the bandwidth requests from the network users. Consequently,
numerous scheduling algorithms were proposed.
For instance, in [11] a prioritized scheme for the request processing is de-
veloped together with the dynamic on-demand channel resource allocation. The
performance of the proposed scheduling is also analyzed. A novel reservation
algorithm is considered by [12], for which the corresponding analytical model
is detailed. The model allows the evaluation of the reservation delay, but the
scheduling delay is not addressed. Finally, in [13] an approach to estimate the
overall packet delay is demonstrated. However, the scheduler-independent results
there are approximations and thus they give only a rough delay estimate.
Therefore, we conclude that there is a lack of adequate models for the overall
packet delay evaluation, including both reservation and scheduling delay. In our
previous work [14] we gave an approximation for the overall packet delay. As a
continuation of it in this paper we propose an analytical model that provides an
upper bound on the overall data packet delay in IEEE 802.16 network.
2 IEEE 802.16 Short Summary
IEEE 802.16 standard specifies both PHY and MAC layers and provides dynamic
resource allocation via bandwidth requesting and scheduling. Two operation
modes are supported, where the point-to-multipoint mode is mandatory and the
mesh mode is optional. MAC structure is composed of the three hierarchical
sub-layers.
At the convergence sub-layer IP, ATM and Ethernet traffic is processed uni-
formly. At the common part sub-layer five different QoS profiles are defined.
Various traffic flows with respective QoS requirements are mapped onto these
profiles. According to the MAC specification the data packets may vary in size,
subject to the proper aggregation/fragmentation. At the privacy sublayer the
data encryption service is provided, as well as some additional cryptographic
mechanisms.
The baseline PHY technology of IEEE 802.16 is orthogonal frequency divi-
sion multiplexing (OFDM). Two OFDM-based schemes are defined: plain and
OFD multiple access (OFDMA). Both schemes support adaptive modulation
and coding to ensure reliable transmission under multipath propagation and
over long distances. The growing number of IEEE 802.16 implementations are
OFDMA-based, as OFDMA results in the higher spectral efficiency. However,
consideration of OFDMA scheme is complicated due to the higher number of pa-
rameters and therefore we restrict our further explorations to the plain OFDM
scheme.
The core IEEE 802.16 architecture comprises a base station (BS) and a set of
subscriber stations (SSs) in its vicinity (see Figure 1). BS performs the polling of
the SSs and manages the scheduling of SSs transmissions ensuring that the QoS
guarantees of each data flow at each SS are satisfied. The BS and the SSs ex-
change packets via disjoint communication channels. In the downlink channel the
BS broadcasts data to the SSs, whereas in the uplink channel the transmissions
from the SSs are multiplexed.
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Fig. 1. Core IEEE 802.16 architecture
IEEE 802.16 provides two duplexing modes for the aforementioned downlink
and uplink channels. In the time division duplex (TDD) mode a time frame is
divided into downlink and uplink sub-frames, respectively. The simplified TDD
frame structure is shown in Figure 2. In the frequency division duplex (FDD)
mode the channel frequency range is divided into non-overlapping sub-ranges to
avoid cross-interference.
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Fig. 2. Simplified TDD frame structure
As mentioned above, the BS broadcasts information to the wirelessly con-
nected SSs. Together with the data packets, BS also sends relevant scheduling
information for both downlink and uplink channels. The uplink sub-frame sched-
ule is incorporated into the UL-MAP (uplink map) management packet of the
downlink sub-frame and is used by the SSs to determine the start time of their
transmission in the uplink sub-frame. In order to enable the SSs to indicate
their bandwidth needs to the BS, the so-called reservation interval, a portion
of channel resources, is provided. The SSs are allowed to send their bandwidth
requests during this interval. These requests are processed in the course of the
scheduling.
There is a set of bandwidth requesting mechanisms at the reservation stage.
Unicast polling is a contention-free mechanism, according to which the BS pro-
vides each SS with one transmission opportunity in a number of frames. Once
provided, the transmission opportunity is used by the SS to send its bandwidth
request. By contrast, broadcast and multicast polling are contention-based mech-
anisms. When broadcast polling is enabled the BS provides a number of trans-
mission opportunities and each SS chooses one of them randomly. In case of
multicast polling the SSs are grouped and broadcast polling is applied individ-
ually to each group. Simultaneous request transmissions may arise, if two or
more SSs choose the same transmission opportunity to send their requests. Such
request collisions are subject to the subsequent resolution by the BEB algo-
rithm. Piggybacking feature allows an SS to append its bandwidth request to
the transmitted data packet, when a connection to the BS is established.
As discussed previously, IEEE 802.16 successfully manages various multime-
dia connections. It is equally suitable for both high data rate (VoIP, audio and
video) and low data rate (web) applications. The protocol supports bursty data
flows and delay-sensitive traffic. In order to ensure the satisfaction of the QoS
requirements for all these applications IEEE 802.16 standard introduces five QoS
profiles. In particular, each profile specifies the type of a bandwidth requesting
mechanism (contention-free and/or contention-based) to be used. Summarizing,
a data flow with a dedicated identifier (ID) is mapped onto one of the following
QoS profiles:
1. Unsolicited grant service (UGS). Used for real-time data sources with con-
stant bit-rate (VoIP traffic without silence suppression). Uplink channel re-
source is granted periodically without explicit reservation.
2. Real-time polling service (rtPS). Used for real-time data sources with vari-
able bit-rate (MPEG traffic). Uplink channel reservation is organized via
unicast polling.
3. Extended real-time polling service (ertPS). Used for real-time data sources
with variable bit-rate, which require more strict delay and throughput guar-
antees (VoIP traffic with silence suppression). This profile is introduced in
one of the latest versions, IEEE 802.16e-2005 [15]. Uplink channel reservation
is performed via unicast, multicast or broadcast polling.
4. Non real-time polling service (nrtPS). Used for non real-time data sources
with variable packet length (FTP traffic). The allowed uplink channel reser-
vation mechanisms are unicast, multicast or broadcast polling.
5. Best effort (BE). Used for non real-time data sources, which do not require
delay and throughput guarantees (HTTP traffic). This profile utilizes the
remaining bandwidth after scheduling all the above profiles. Multicast or
broadcast polling can be used for uplink channel reservation.
Remember that all uplink transmissions are controlled by the BS scheduler.
After a new data flow is mapped onto a particular QoS profile (UGS, rtPS,
ertPS, nrtPS or BE) the SS proceeds with the uplink channel reservation by
sending the corresponding bandwidth request. The BS sends back an UL-MAP
management packet in the downlink sub-frame, which indicates the portion of
the uplink sub-channel reserved for sending data packets.
The above summary implies that contention-based polling is the most
widespread reservation mechanism in IEEE 802.16. Moreover, it is more dif-
ficult to analyze it due to its randomized nature in comparison to the analysis
of the contention-free mechanism [16], [17]. Below we formulate a set of assump-
tions and detail the joint model to account for both the reservation and the
scheduling stages.
3 System Model
In this section we describe the detailed model of IEEE 802.16-based network,
which is used to evaluate the delay at both the reservation and the scheduling
stages.
We consider the system that comprises a BS and M SSs, in which we focus
only on the uplink transmissions. The BS is in the transmission range of all
its SSs and all the SSs are in the reception range of the BS. In order to make
the further analysis tractable we impose the following restrictions on the system
operation according to IEEE 802.16 protocol description:
Restriction 1. The system operates in the point-to-multipoint mode.
Restriction 2. The time division duplex mode and the plain OFDM PHY
scheme are used.
Restriction 3. The delay analysis is conducted for nrtPS QoS profile only, but
both nrtPS and BE QoS profiles are considered.
Restriction 4. Only contention-based polling schemes are considered. We con-
centrate on the broadcast polling.
The system operation time is divided into frames and Tframe denotes the
frame duration. The consecutive frames are indexed by integer nonnegative num-
bers, t = 0, 1, . . .. The duration of the packet transmission is τ . The packets arriv-
ing to SS i are also referred to as i-packets. At each SS the packet arrival process
is Poisson. For simplicity we consider only symmetric arrival flows. Hence at each
SS the arrival rate is the same, λ. Thus the overall arrival rate is Λ = λM . The
duration of each contention-based transmission opportunity is α. Moreover the
reservation interval of each frame comprises exactly K contention-based trans-
mission opportunities. A bandwidth request is issued by the i-th SS whenever
at least one new data packet arrives, of which the BS should be notified. The
request contains the information about all the newly arrived packets since the
last request sending. If a packet arrives to an empty outgoing buffer of SS i
during the reservation interval the SS must wait with sending the bandwidth
request for this packet until the next reservation interval.
Additionally, below we introduce a set of assumptions to shape the system
model. As such, we use the modified classical multiple access model, which is
known from the substantial literature on multiple access techniques and applica-
tions, e.g. [18] and [19]. It is often addressed to compare various multiple-access
protocols uniformly and has proved its usefulness over passing years.
1. The system
– The number of contention-based transmission opportunities, K, is con-
stant throughout the system operation.
– The piggybacking is not used.
2. The BS
– The BS maintains an individual grant buffer for each SS.
– The individual BS buffers of the SSs have infinite capacity.
3. The SSs
– Each SS is supplied with a infinite buffer to store data packets.
– Each SS maintains exactly one active nrtPS connection.
– Each SS can transmit exactly one packet in each uplink sub-frame.
4. The channel
– The channel propagation time is negligible.
– The uplink channel is noise-free. Consequently, if an SS transmits the
BS always receives successfully. The downlink channel is also noise-free.
Thus, all the SSs successfully receive the schedule of their transmissions.
– In each contention-based transmission opportunity only one of the fol-
lowing events may arise at the same time: a single SS transmits its band-
width request (SUCCESS), none of the SSs transmit (EMPTY), two or
more SSs transmit their request simultaneously (COLLISION).
5. The feedback
– The feedback for each SS about the success/failure of its own bandwidth
request transmission (SUCCESS or NON-SUCCESS) is available. This
feedback is necessary for the BEB algorithm operation.
– The notification about the success of the bandwidth request transmis-
sions is provided by the BS at the beginning of the following frame, that
is, once in K transmission opportunities.
The BS uses the individual buffer of SS i to store the information about
the number and the order of the i-packets (see Figure 3). At the end of each
contention-based transmission opportunity the BS process a successfully received
request, if any. The information about the newly arrived i-packets is extracted
and placed into the corresponding BS buffer. Instead of each i-packet consider-
ation it is equivalent to consider a grant assigned to it. These grants are placed
into the individual BS grant buffer of SS i in the order of their extraction from
the bandwidth request. This guarantees the first-come-first-served service.
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Fig. 3. An example of the request processing procedure
The BS processes the grants from the i-th buffer one by one until the buffer
empties. During a frame only one grant can be processed from each grant buffer.
When a grant is processed the BS forwards the scheduling information to the
corresponding SS in the next frame for the uplink transmission of the corre-
sponding packet. In case the i-th BS grant buffer was empty upon the reception
of the new bandwidth request from SS i, the BS starts the service of the grants
placed in the buffer immediately. Thus, the i-packet corresponding to the first
i-grant will be included into the uplink schedule in the next frame.
When one or more SSs has empty BS grant buffer the BS utilizes the unused
uplink transmission capacity to schedule BE packets. Such a behavior allows
for avoiding the channel resource waste if individual BS buffer gets empty and
therefore it results in a more efficient capacity utilization.
4 Overall Delay Analysis
In this section we conduct the evaluation of the overall data packet delay in the
considered wireless broadband network. This delay includes both the reservation
and the scheduling parts. We denote the durations of the downlink (DL) and the
uplink (UL) sub-frames by TDL and TUL, respectively. Then for these durations
it holds:
TUL = TRI + TUD, (1)
where TRI is the duration of the reservation interval (RI) and TUD is the maxi-
mum allowable duration of the UL sub-frame for sending the uplink data (UD).
Remember that according to the system model each frame comprises K
contention-based transmission opportunities, which yields TRI = Kα, where
α is the bandwidth request duration. Then we can rewrite the expression for
TUD as:
TUD = TUL −Kα. (2)
Otherwise, accounting for the fact that each SS transmits at most one data
packet per uplink sub-frame, we establish:
TUD =Mτ. (3)
Combining (1), (2) and (3) as well as assuming that the channel propagation
time is negligible we obtain the following expression for the frame duration:
Tframe = TDL +Kα+Mτ. (4)
Let ρ denote the load at SS i. As an SS transmits at most one packet per
frame, we obtain:
ρ = λTframe =
ΛTframe
M
. (5)
Clearly, the considered system is stable when ρ < 1 or Λ < MTframe , that is the
number of arriving packets does not on average exceed the number of departing
packets.
Consider the overall packet delay Di for the i-th SS, which is a continuous
random variable. This delay arises due to both queueing in the outgoing SS buffer
during the reservation delay and queueing in the BS buffer during the scheduling
delay. The overall packet delay is thus defined as the time interval from the
moment the packet arrives into the system to the moment when its successful
uplink transmission ends. Figure 3 illustrates the following components of the
overall tagged packet delay:
Di = Dri + α+D
s
i + τ, (6)
where the components are defined as follows.
– Dri – reservation delay from the moment the packet arrives into the outgoing
buffer of SS i to the start of the successful transmission of the corresponding
bandwidth request in the reservation interval.
– α – time of the successful bandwidth request transmission, which equals the
duration of the transmission opportunity.
– Dsi – scheduling delay from the end of the successful bandwidth request
transmission of the i-th SS to the start of the corresponding data packet
transmission in the uplink sub-frame.
– τ – data packet transmission time.
The main assumption of the analysis is that the probability of the successful
bandwidth request transmission in a reservation interval is constant. Let pr
denote this probability as it is independent of the SS index. Accounting for the
fact that each SS has an individual BS buffer and an own, separate data packet
transmission period in the uplink sub-frame, we conclude that the statistical
behavior of an SS is independent of that one for the other SSs. As such, to
establish the overall packet delay of the tagged SS, it is enough to model its
behavior separately from the rest of the system.
According to this we consider the system shown in Figure 3 from the point of
view of the tagged SS i. For the sake of simplicity in the following description we
omit the index i. We construct an embedded Markov chain [20] at the sequence
of begin times of the consecutive reservation intervals. The state of the chain
consists of the number of packets in the SS and BS buffers. More precisely, we
assume that there are three buffers for the data packets (see Figure 4). The
first buffer is the one at the tagged SS where the packet is queued during the
reservation delay. After that the packet is immediately transferred to the virtual
buffer at the beginning of the corresponding reservation interval. The virtual
buffer accounts for the fact that a packet cannot be transmitted in the current
frame, that is, experiences the delay of at least one frame. After this additional
delay the packet enters the individual BS buffer of the tagged SS. There the
packet is queued until the end of the scheduling delay. Finally, the packet is
transmitted. Note that in this equivalent queueing system we implicitly assume
that the transitions between the buffers and leaving the last buffer happen at
the embedded epochs, i.e. somewhat earlier comparing to e.g. the BS processing
at the end of the contention-based transmission opportunities.
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Fig. 4. Equivalent queueing system description
Let {A(t)}, {B(t)} and {C(t)} denote the number of packets in the first buffer,
in the virtual buffer and in the individual BS buffer at the embedded epoch in
the t-th frame, respectively. The dynamics of the number of packets in the first
SS buffer at the consecutive embedded time epochs in frame t and t+ 1 can be
expressed by the following expression:
A(t+1) = (A(t) +G(t))(1− I(t)), (7)
where G(t) is the number of newly arriving packets, which enter the SS buffer
during the interval between the t-th and (t+ 1)-th embedded epochs and I(t) is
the discrete indicator function showing if the corresponding bandwidth request
is transmitted successfully in the reservation interval of the t-th frame:
I(t) =
{
1 with probability pr,
0 with probability 1− pr. (8)
The dynamics of the number of packets in the virtual buffer {B(t)} could be
described as follows:
B(t+1) = (A(t) +G(t))I(t). (9)
Finally, the evolution of the number of packets in the individual BS buffer
{C(t)} at the embedded time moments could be written as:
C(t+1) = C(t) − J (t) +B(t), (10)
where J (t) is the discrete indicator function showing if the packet is transmitted
successfully in the uplink sub-frame of the t-th frame:
J (t) =
{
1, if C(t) > 0,
0, if C(t) = 0.
(11)
We are interested in obtaining the steady-state expression for the mean num-
ber of packets in all the considered buffers. Let E[Aj ], E[Bj ] and E[Cj ] stand
for the limiting j-th moments of the {A(t)}, {B(t)} and {C(t)} random vari-
ables, for j = 1, 2, . . ., i.e. E[Aj ] = lim
t→∞E[(A
(t))j ], E[Bj ] = lim
t→∞E[(B
(t))j ] and
E[Cj ] = lim
t→∞E[(C
(t))j ]. The ergodicity of the considered Markov chain ensures
the existence of the limiting distributions of {A(t)}, {B(t)} and {C(t)}.
To determine the steady-state mean number of packets in all three buffers
we derive relations for the above first two moments from the equations (7), (9)
and (10). We average both parts of these expressions. Also we raise them to
the second power and then take the mathematical expectation of both parts.
Utilizing the mutual independence of A(t), G(t) and I(t) as well as the mutual
independence of B(t) and C(t) the required mean quantities can be established
as:
E[A] = ρ
1− pr
pr
, (12)
E[B] = ρ,
E[C] =
2ρ− ρ2
(
3− 2pr
)
− 2E[AJ ]
2(1− ρ) .
We note that the expression of E[C] explicitly incorporates E[AJ ], since the
A(t) and J (t) are dependent random variables. The exact calculation of this term
is not easy and therefore here we replace it with zero. As such, we derive the
upper bound on E[C]. The total number of packets at the embedded epoch is
E[A] + E[B] + E[C]. Note that in the three buffers model every transition be-
tween the buffers occurs at an embedded epoch and only packet arrivals happen
between these epochs. If the state of the Markov chain at an embedded epoch
is given, the stochastic evolution of the the number of packets in the system re-
peats itself in the intervals between the consecutive embedded epochs. Thus, to
get the number of packets in the system at an arbitrary epoch (Qrs) it is enough
to consider it at an arbitrary epoch in the intervals between two consecutive
embedded epochs with the length of Tframe. Hence E[Qrs] plus the number of
arriving packets during the forward recurrence time of such an interval (λTframe2 )
is exactly the total number of packets at the embedded epochs. This yields:
E[Qrs] = E[A] + E[B] + E[C]− ρ
2
. (13)
Applying (13) in the Little’s formula [21] we can obtain the upper bound on
the sum of the reservation and the scheduling packet delays. However the virtual
buffer accounts only for a part of the delay from scheduling a grant of a packet
to the start of the uplink transmission of that packet. The rest of this delay for
an i-packet is given as αK+(i−1)τ . Averaging over every possible i = 1, . . . ,M
yields αK + τ M−12 . Furthermore as the embedded epoch happens at least by α
time earlier as the end of the contention-based transmission opportunities the
above delay part is upper bounded by α(K−1)+(i−1)τ . Taking this term into
account in the scheduling packet delay, expressing the sum of the reservation and
the scheduling packet delays by applying Little’s formula and using (6) results
in the upper bound on overall packet delay in the considered wireless broadband
network as:
E[D] ≤
(
3
2
+
1− pr
pr
)
Tframe +
ρTframe (2− pr)
2pr(1− ρ) + αK + τ
M + 1
2
. (14)
The probability of the successful bandwidth request transmission in a reser-
vation interval pr can be determined by means of a second Markov chain model,
which uses the quantity pt, which is defined as the probability of a transmission
attempt of an SS.
Firstly, we briefly summarize the determination of the probability pt, which
is presented in [22]. At the reservation stage IEEE 802.16 users follow the rules of
the BEB algorithm used for the collision resolution. The BEB algorithm opera-
tion is thoroughly investigated in [22]. According to [5] and [6] the consideration
of the entire system could be reduced to the consideration of the tagged SS only.
For a contention-based transmission opportunity the conditional collision prob-
ability, conditioning on the fact that the SS attempts the transmission (pc) is
introduced as:
pc = 1− (1− pt)M−1. (15)
This probability may be established by:
pt =
2(1− 2pc)
(1− 2pc)(W0 +K) + pcW0(1− (2pc)m) , (16)
where W0 and m are the parameters of the BEB algorithm and they are termed
as initial contention window and maximum backoff stage, respectively. Hence,
the probabilities pt and pc can be determined by solving the system of two
non-linear equations (15) and (16).
As stated above having the probability pt a second Markov chain model can
be set up for determination of pr. This can be described analogously to its de-
scription in our previous work [14]. From the point of view of the bandwidth
requesting each SS may reside in an active or an inactive state. Active SS par-
ticipates in the contention process, i.e. it has at least one pending data packet,
for which a successful bandwidth request has not yet been issued. Inactive SS
does not initiate the reservation process as it has no packets, of which the BS
has not yet been successfully informed. We introduce a Markov chain embedded
at the sequence of the ends of the contention-based transmission opportunities.
The state of this Markov chain {N (u)}, for u = 1, . . ., composes of the number
of active SSs. In each frame the first packet arrives to an inactive SS with the
probability y = 1− e−λTframe . After the first packet arrival the SS enters the ac-
tive state, issues a new bandwidth request and starts the contention process, for
which all the subsequent arrivals are irrelevant. According to these the transition
probabilities among the M + 1 states of the chain can be written as:
pi,j = Pr{N (t+1) = j|N (t) = i} = (17)
=

0, if j ≤ i− 2,
ipt(1− pt)i−1(1− y)M−i+1, if j = i− 1,
ipt(1− pt)i−1(M − i+ 1)y(1− y)M−i+
+(1− ipt(1− pt)i−1)(1− y)M−i, if j = i,
ipt(1− pt)i−1
(
M − i+ 1
j − i+ 1
)
yj−i+1(1− y)M−j+
+(1− ipt(1− pt)i−1)
(
M − i
j − i
)
yj−i(1− y)M−j , if j ≥ i+ 1.
It may be shown that the considered Markov chain is finite and irreducible
for pt, y > 0 [23]. Therefore, its stationary probability distribution exists, which
may be obtained by solving a linear system of M + 1 equations:
Pj =
M∑
i=0
Pipi,j for j = 0, 1, . . . ,M,
M∑
i=0
Pi = 1.
(18)
We determine the joint probability at the end of a contention-based trans-
mission opportunity that the number of active SSs is n (n = 1, . . . ,M) and the
tagged SS is among them and the tagged SS has successful bandwidth request
transmission. This probability is denoted by s(n). Due to the symmetry of the
model the probability that the tagged SS is among the i active SSs is given by
(M−1n−1 )
(Mn )
= nM . Thus the s(n) can be expressed as:
s(n) =
n
M
pt(1− pt)n−1. (19)
Let ps denote of the successful bandwidth request transmission of the tagged
SS at the end of a contention-based transmission opportunity. ps can be cal-
culated with the help of the stationary distribution {Pn}n=0,M of the Markov
chain as:
ps =
M∑
n=0
s(n)Pn. (20)
A bandwidth request transmission in a reservation interval can be successful
in any of the K provided contention-based transmission opportunity. As these
events exclude each other, pr can be given by:
pr = Kps. (21)
5 Numerical Results and Conclusion
In order to verify the adequacy of the model assumptions made during the
performance analysis we developed a simplified IEEE 802.16 MAC simulator.
It accounts for the restrictions of the system model and was previously used
in [7], [16], [14] and [17]. According to [24] we set the typical simulation param-
eters and summarize them in Table 1.
Table 1. Typical simulation parameters
IEEE 802.16 parameter Value
DL:UL proportion 60:40
PHY type OFDM
Frame duration (Tframe) 5 ms
Channel bandwidth 7 MHz
Contention-based transmission opportunity duration (α) 170 µs
Data packet length 4096 bits
The result of the verification for this typical parameter set is demonstrated
in Figure 5, where curves show analytical results and symbols are obtained with
simulation. The accuracy of the model depends on the overall arrival rate and
some system parameters, such as pr. Although we do not include results for
different values and system parameters in this paper, we have shown through
extensive simulations that the derived model is reasonably accurate for the re-
alistic protocol settings. Therefore, it is a useful tool for the evaluation of the
overall packet delay, as well as for fine-tuning the wireless system to control it.
In this paper we proposed an analytical model to estimate the overall data
packet delay in IEEE 802.16 network. The model accounts for the delay at
both the reservation and the scheduling stages. Several assumptions of the pre-
sented model can be relaxed and hence the analysis can be generalized in these
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Fig. 5. Overall data packet delay in logarithmic scale for M = 6 and K = 1
directions. According to IEEE 802.16 protocol each SS may potentially estab-
lish multiple connections with the BS. The developed system model may be
generalized for this case by considering connections instead of SSs. The assump-
tion about the noise-free uplink and downlink channels is also non-realistic. In
practice the transmissions are always corrupted by the adverse wireless channel
effects. The analytical model enables the extension for the case of the noisy
channel. Finally, the proposed analytical model could be modified to account
also for the unicast polling of the SSs incorporating the models of [16] and [17].
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Abstract. In this paper, we present the analysis of the mean overall
packet delay of non real-time traffic in IEEE 802.16-based wireless broad-
band networks. We consider the case of contention-based bandwidth
reservation. The system model accounts for both bandwidth reserva-
tion and packet transmission delay components of the overall delay. The
queueing analysis is based on the description of the joint content of the
outgoing subscriber station buffer and the base station grant buffer. This
is achieved by means of a properly chosen bivariate embedded Markov
chain. The mean overall packet delay is computed from its equilibrium
solution. The analytical approach is verified by means of simulation. The
corresponding analytical and simulation results show excellent agreement
with each other.
Keywords: IEEE 802.16, queueing system, Markov chain, contention-
based bandwidth reservation.
1 Introduction and Background
In wireless broadband networks, the users are distributed across a large geo-
graphic area and communicate via a base station (BS). As such, the BS is the
coordinator of the network activity, which controls user communication in its
vicinity. Recently, the proliferation of IEEE 802.16-based [1] broadband net-
works is observed. This is due to their relatively low cost, wide coverage and
MAC mechanisms supporting a variety of quality of service (QoS) requirements.
The performance evaluation of IEEE 802.16 QoS features with bandwidth
reservation is addressed by numerous research papers (see e.g. [2], [3], and [4]).
The overall operation of the considered wireless broadband network is shown
in Figure 1, in which both downlink (DL) and uplink (UL) transmissions are
demonstrated. In the DL and the UL data packets are sent from the BS to its
subscriber stations (SSs) and in the opposite direction, respectively. Initially, a
SS issues a bandwidth request (BW-Req) in the UL (1UL), which is received
by the BS (2UL). After processing these requests, the BS forms a transmission
schedule and then forwards it to the SSs in the DL (1DL). Each SS receives the
schedule (2DL) and transmits own data packets accordingly in the dedicated
time-frequency slots (3UL, 4UL). If necessary, the BS may also transmit data
packets to SSs in the DL (3DL, 4DL). As such, the overall system operation con-
sists of bandwidth reservation and packet transmission functionalities, therefore
the overall system model should account for both bandwidth reservation and
packet transmission stages.
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Fig. 1. System overall description
There has been little effort taken to address both aforementioned stages of the
wireless broadband network functionality. This is due to the complexity of the
overall system operation. The performance of IEEE 802.16 network was studied
either by simulation [5], [6] or particular special cases were addressed analytically
[7]. Moreover, in the majority of existing research papers the reservation and the
transmission are considered separately. However, the operation of the real-world
network (see Figure 1) includes both functionalities, which should be taken into
account. In our previous work [8], we have studied the overall delay by addressing
its both components and constructed a simple analytical upper bound on its
mean value. In this paper, we continue our work and calculate the exact value
of the mean overall delay.
2 System Model
In this section, we briefly outline the model of IEEE 802.16-based network, which
is used to evaluate the delay at both reservation and scheduling stages. For more
details, see our previous paper [8].
We consider the system that comprises a BS and N SSs, in which we focus
only on the uplink transmissions. The delay analysis is conducted for non real-
time (nrtPS) QoS profile. Only contention-based polling schemes are considered.
Particularly, we concentrate on the broadcast polling.
The system operation time is divided into frames and Tf denotes the frame
duration. The duration of a packet transmission is τ . At each SS, the packet
arrival process is Poisson. The arrival rate is λi at SS i. Thus the overall arrival
rate is λ = λiN . The duration of each contention-based transmission opportunity
is ν. Moreover, the reservation interval (RI) of each frame comprises exactly K
contention-based transmission opportunities.
A BW-Req is issued by the i-th SS whenever at least one new data packet
arrives, of which the BS should be notified. The request contains the information
about all the newly arrived packets since the last request sending. If a packet
arrives to an empty outgoing buffer of SS i during the RI the SS must wait
with sending the BW-Req for this packet until the next RI. We define p(b)i as
the probability of the successful BW-Req transmission at SS i, given that this
SS takes part in the contention process (i.e. there is at least one new i-packet
belonging to SS i in its outgoing buffer).
Additionally, below we introduce a set of assumptions to shape the system
model.
Assumption 1. The probability of the successful BW-Req transmission at each
SS in the RI of a frame, p(b)i , is assumed to be constant (see [8]).
Assumption 2. The BS maintains an individual grant buffer of infinite capacity
for each SS.
Assumption 3. The grants in the individual BS grant buffer of each SS are
processed in first-come-first-served order.
Assumption 4. Each SS can transmit exactly one packet in each UL sub-frame.
Assumption 5. For each SS, the feedback on the success/failure of its own
BW-Req transmission, which is necessary for the collision resolution algorithm
operation, is available.
The system is stable when for every SS on average the number of arriving
packets does not exceed the number of departing packets, i.e.
λi <
1
Tf
, i = 1, . . . , N. (1)
In general, our approach enables asymmetric traffic arrival patterns and dif-
ferent p(b)i for the individual SSs. However, determining this probability for asym-
metric system is more complicated. For the sake of simplicity, we consider only
the symmetric model, i.e. at each SS the arrival rate of the uplink traffic is the
same, λi. Similarly, p
(b)
i is also the same for every SS.
3 Queueing Analysis
In this section, we detail a queueing model for the reservation and scheduling
parts of the system. The statistical behavior of a SS is independent of that one
for the other SSs, since each SS has an individual BS buffer and a separate data
packet transmission period in the uplink sub-frame. Consequently, it is enough
to model the behavior of the tagged SS separately from the rest of the system.
Accordingly, we consider the system from the point of view of the tagged SS i.
We study the behavior of the tagged SS i at the embedded epochs, which are
the end epochs of the first contention-based transmission opportunities in the RIs
of the frames. In the queueing model, we assume that the BW-Req transmissions
happen at the embedded epochs, i.e. in several cases somewhat earlier than
in the real system, in which they happen at the end of the contention-based
transmission opportunities. From the point of view of the queueing model, the
”service start” of an i-packet is associated with an embedded epoch, in the frame
preceding the one, in which that i-packet is transmitted. Such a ”service start”
of an i-packet is modeled by the event that the corresponding i-grant leaves the
i-grant buffer of the BS, i.e. that i-grant is scheduled. The interval between the
end epochs of the first contention-based transmission opportunities in the RIs
in two consecutive frames is called a cycle.
By definition, the time instant of the successful BW-Req transmission from
SS i is the i-reservation event. Similarly, by definition the instants of scheduling
the BS grants in the BS grant buffer of SS i are the i-scheduling events. The
positioning of the embedded epochs relatively to the corresponding i-reservation
and i-scheduling events are shown in Figure 2.
i−reservation events
i−scheduling events
embedded epochs
Fig. 2. Positions of the embedded epochs
The main assumption of the queueing analysis (see Assumption 1) is that
the probability of the successful BW-Req transmission at SS i, given that this
SS takes part in the contention process, p(b)i , is constant.
3.1 The joint content of the outgoing and BS grant buffers of SS i
at the embedded epochs
Let q(r)i (`) be the number of i-packets in the outgoing buffer of SS i at the end of
the first contention-based transmission opportunity in the RI in the `-th frame
for ` > 0. Similarly, let q(s)i (`) be the number of i-grants in the BS grant buffer of
SS i at the end of the first contention-based transmission opportunity in the RI
in the `-th frame for ` > 0. The sequence {(q(r)i (`), q(s)i (`)), ` > 0} is a bivariate
homogeneous embedded Markov chain on the state space ({0, 1, . . .}, {0, 1, . . .}).
We say that the chain is in state (j, k) when q(r)i (`) = j and q
(s)
i (`) = k. Let
pi(j, k, n,m) denote the probability of transition from state j, k to state n,m in
this Markov chain, i.e.
pi(j, k, n,m) = P{q(r)i (`+ 1) = n, q(s)i (`+ 1) = m | q(r)i (`) = j, q(s)i (`) = k},
` ≥ 1, j, k, n,m ≥ 0. (2)
Let us consider the transitions from state (j, k) to state (n,m) in the above
defined Markov chain. The transition from state (0, 0) to state (0, 0) happens
either if there are no i-packet arrivals during the actual cycle or there is exactly
one i-packet arrival during a cycle and the BW-Req transmission at the end of
that cycle is successful, i.e. the newly generated i-grant is immediately scheduled
to be sent. Thus the probability of this transition is given as
pi(0, 0, 0, 0) = e−λiTf + p
(b)
i λiTfe
−λiTf . (3)
The transition from state (0, 0) to (n, 0) for n ≥ 1 happens if there are n
i-packet arrivals during a cycle and the BW-Req transmission at the end of that
cycle is not successful. This leads to
pi(0, 0, n, 0) = (1− p(b)i )
(λiTf )n
n!
e−λiTf , n ≥ 1. (4)
The transition from state (0, k) to (0, k − 1) for k ≥ 1 happens if there are
no i-packet arrivals during the actual cycle. Thus we have
pi(0, k, 0, k − 1) = e−λiTf , k ≥ 1. (5)
The transition from state (0, k) to (0, k) for k ≥ 1 happens if there is exactly
one i-packet arrival during a cycle and the BW-Req transmission at the end of
that cycle is successful, i.e. the newly generated i-grant is immediately scheduled
to be sent. This results in
pi(0, k, 0, k) = p
(b)
i λiTfe
−λiTf , k ≥ 1. (6)
The transition from state (0, k) to (0,m) for k ≥ 0 and m > k happens if
there are exactly m − k + 1 i-packet arrivals during a cycle and the BW-Req
transmission at the end of that cycle is successful. The corresponding transition
probability is given as
pi(0, k, 0,m) = p
(b)
i
(λiTf )m−k+1
(m− k + 1)! e
−λiTf , k ≥ 0, m > k. (7)
The transition from state (0, k) to (n, k − 1) for n ≥ 1 and k ≥ 1 happens if
there are exactly n i-packet arrivals during a cycle and the BW-Req transmission
at the end of that cycle is not successful. This leads to
pi(0, k, n, k − 1) = (1− p(b)i )
(λiTf )n
n!
e−λiTf , n, k ≥ 1. (8)
The transition from state (1, 0) to (0, 0) happens if there are no i-packet
arrivals during the actual cycle and the BW-Req transmission at the end of that
cycle is successful. Thus it results in
pi(1, 0, 0, 0) = p
(b)
i e
−λiTf . (9)
The transition from state (j, 0) to (n, 0) for j ≥ 1 and n ≥ j happens if there
are exactly n−j i-packet arrivals during a cycle and the BW-Req transmission at
the end of that cycle is not successful. The corresponding transition probability
is given as
pi(j, 0, n, 0) = (1− p(b)i )
(λiTf )n−j
(n− j)! e
−λiTf , j ≥ 1, n ≥ j. (10)
The transition from state (1, k) to (0,m) for k = 0, m ≥ 1 or k ≥ 1, m ≥ k
happens if there are exactly m− k i-packet arrivals during a cycle and the BW-
Req transmission at the end of that cycle is successful. This yields
pi(1, k, 0,m) = p
(b)
i
(λiTf )m−k
(m− k)! e
−λiTf , k = 0, m ≥ 1, or k ≥ 1, m ≥ k. (11)
The transition from state (j, k) to (0,m) for j ≥ 2, k ≥ 0 and m ≥ k + j − 1
happens if there are exactly m − k − j + 1 i-packet arrivals during a cycle and
the BW-Req transmission at the end of that cycle is successful. This leads to
pi(j, k, 0,m) = p
(b)
i
(λiTf )m−k−j+1
(m− k − j + 1)!e
−λiTf , j ≥ 2, k ≥ 0, m ≥ k + j − 1. (12)
Finally the transition from state (j, k) to (n, k−1) for j ≥ 1, k ≥ 1 and n ≥ j
happens if there are exactly n− j i-packet arrivals during a cycle and the BW-
Req transmission at the end of that cycle is not successful. The corresponding
transition probability is given as
pi(j, k, n, k − 1) = (1− p(b)i )
(λiTf )n−j
(n− j)! e
−λiTf , j ≥ 1, k ≥ 1, n ≥ j. (13)
Let p(e)i (j, k) denote the equilibrium joint probability that the above Markov
chain is in state j, k. To keep the computation of the joint probabilities tractable
we apply an upper limit Xi both on the number of i-packets in the outgoing
buffer of SS i and on the number of i-grants in the BS grant buffer of SS i, i.e.
j, k ≤ Xi. This results in finite number of equilibrium joint probabilities and
transition probabilities and hence finite number of equilibrium equations. The
proper value of Xi depends on the required precision and can be determined
on iterative manner until the difference of consecutive values of probabilities
p
(e)
i (j, k), for every j, k ≤ Xi, becomes less than the specified error. In the
computation, the probabilities p(e)i (j, k) for j > Xi or k > Xi are set 0, since
they can be neglected.
Let eXi+1j = (0, . . . , 0, 1, 0, . . . , 0) denote the 1× (Xi+1) vector with 1 at the
j-th position. Additionally, let ⊗ stand for the Kronecker product. We define
the 1× (Xi+1)2 vector θi representing the equilibrium joint probabilities of the
above Markov chain as
θi =
Xi∑
j=0
Xi∑
k=0
p
(e)
i (j, k) e
Xi+1
j ⊗ eXi+1k . (14)
We also define the (Xi+1)2×(Xi+1)2 matrixΠi representing the transition
probabilities of the embedded Markov chain as
Πi =
Xi∑
j=0
Xi∑
k=0
Xi∑
n=0
Xi∑
m=0
pi(j, k, n,m)
(
eXi+1j ⊗ eXi+1k
)T (
eXi+1n ⊗ eXi+1m
)
.(15)
In the matrix Πi the values of j, k and the values of n,m specify the row
and the column indices of the corresponding transition probability pi(j, k, n,m).
The equilibrium joint probabilities of the embedded Markov chain can be
uniquely determined from the following system of linear equations
θiΠi = θi, θie(Xi+1)
2
=
Xi∑
j=0
Xi∑
k=0
p
(e)
i (j, k) = 1, (16)
where e(Xi+1)
2
denotes the (Xi+1)2×1 column vector having all elements equal
to one.
The mean number of packets in the outgoing buffer of SS i at the end of
the first contention-based transmission opportunity in the RI, E[q(r)i ], can be
computed from the equilibrium joint distribution as
E[q(r)i ] =
Xi∑
j=0
Xi∑
k=0
j p
(e)
i (j, k). (17)
Similarly, the mean number of i-grants in the BS grant buffer of SS i at the
end of the first contention-based transmission opportunity in the RI, E[q(s)i ], can
be computed also from the equilibrium joint distribution as
E[q(s)i ] =
Xi∑
j=0
Xi∑
k=0
k p
(e)
i (j, k). (18)
3.2 The mean of the joint content of the outgoing and BS grant
buffers of SS i at an arbitrary moment
Let qi stand for the joint content of the outgoing and BS grant buffers of SS i
at an arbitrary moment, i.e. the sum of the number of i-packets in the outgoing
buffer of SS i and the number of i-grants in the BS grant buffer of SS i at an
arbitrary moment.
The number of i-grants can change only just before the embedded observation
epochs. This implies that the number of i-grants in the BS grant buffer of SS i
at an arbitrary moment is the same as the one at the last embedded epoch.
The number of i-packets in the outgoing buffer of SS i at an arbitrary moment
is the sum of the i-packets at the last embedded observation epoch and those,
which arrive in the interval from the last embedded observation epoch to the
arbitrary moment. This interval is the backward recurrence cycle time, whose
mean length is Tf2 . Thus using (17) and (18), the mean number of i-packets in
the outgoing buffer of SS i at an arbitrary moment can be expressed as
E[qi] =
Xi∑
j=0
Xi∑
k=0
j p
(e)
i (j, k) +
Xi∑
j=0
Xi∑
k=0
k p
(e)
i (j, k) +
λiTf
2
. (19)
4 Overall Delay Analysis
4.1 The components of the overall delay
We define the overall delay (Wi) of the tagged i-packet as the time interval spent
from its arrival into the outgoing buffer of SS i up to the end of its successful
transmission in the UL. We define also the grant time of the tagged i-packet as
the time of the i-scheduling event of its i-grant, i.e. the end epoch of the first
contention-based transmission opportunity in the RI in the frame preceding the
one, in which the tagged i-packet is transmitted. The overall delay is composed
of several parts:
Wi =W ri + ν +W
s
i +W
t
i + τ. (20)
where the individual parts are defined as follows.
– W ri – reservation delay from the moment the i-packet arrives into the out-
going buffer of SS i to the start of the successful transmission of the corre-
sponding BW-Req in the RI.
– ν – time of the successful BW-Req transmission, which equals the duration
of the transmission opportunity.
– W si – scheduling delay from the end of the successful BW-Req transmission
of the tagged i-packet to its grant time.
– W ti – transmission delay from the grant time of the tagged i-packet to the
start of its successful transmission in the next UL sub-frame
– τ – data packet transmission time.
4.2 Reservation and scheduling delays
The definition of the reservation delay implies that the reservation delay of the
tagged i-packet is exactly the sojourn time of the tagged i-packet in the outgoing
buffer of SS i. Similarly, it follows from the definition of the scheduling delay
that it equals to the sojourn time of the i-grant assigned to the tagged i-packet
in the BS grant buffer of SS i.
Consequently, the mean of the sum of the reservation and scheduling delays
can be determined by applying Little’s law on the mean number of joint content
of the outgoing and BS grant buffers of SS i at an arbitrary moment. Using (19),
this leads to
E [W ri +W
s
i ] =
1
λi
 Xi∑
j=0
Xi∑
k=0
j p
(e)
i (j, k) +
Xi∑
j=0
Xi∑
k=0
k p
(e)
i (j, k)
+ Tf
2
. (21)
4.3 Transmission delay
The transmission delay is a sum of the fixed time from the grant time of the
tagged i-packet to the start of transmission of the i-packets in the next frame.
Hence the mean transmission delay can be expressed as
E[W ti ] = Tf + (K − 1)ν + (i− 1)τ. (22)
4.4 Mean overall delay
Taking the mean of (20) and substituting the expressions (21) and (22), we
obtain the expression of the mean overall delay as
E [Wi] =
1
λi
 Xi∑
j=0
Xi∑
k=0
j p
(e)
i (j, k) +
Xi∑
j=0
Xi∑
k=0
k p
(e)
i (j, k)
+ 3Tf
2
+ iτ +Kν. (23)
5 Numerical Results and Conclusion
In this section, we apply the derived analytical model to the performance eval-
uation of the uplink nrtPS packet service in the IEEE 802.16-2009 network [1]
with contention-based reservation mechanism. We provide numerical examples
to assess the performance of the IEEE 802.16 uplink nrtPS service flow evaluated
with the considered analytical model. In order to generate performance data, a
simulation program for IEEE 802.16-2009 MAC was developed. The program
is an event-driven simulator that accounts for the discussed assumptions of the
considered system model.
Table 1. Basic evaluation parameters
Parameter Value
PHY layer OFDMA
Frame duration (Tf ) 5 ms
Sub-channelization mode PUSC
DL/UL ratio 2 : 1
Channel bandwidth 10 MHz
MCS 16 QAM 3/4
Packet length 160 bytes
Number of SSs (N) 15
Total capacity per frame for all SSs 15 packets
In our simulations, we set the default values recommended by WiMAX Fo-
rum [9] system evaluation methodology, which are also common values used in
practice [10] (see Table 1). We assume a 10 MHz TDD system with 5 ms frame
duration, PUSC sub-channelization mode and a DL : UL ratio of 2 : 1. In the
numerical examples we use normalized arrival flow rate, in which the critical
arrival rate that saturates the system is 1.
According to [11], the UL sub-frame comprises 175 slots. Assuming MCS of
16 QAM 3/4, the IEEE 802.16-2009 system transmits 16 bytes per UL slot. We
consider fixed packet length of 1600 bytes (10 slots) for all service flows, which
results in capacity for sending 15 packets per UL sub-frame. The remaining 25
UL slots represent the necessary control overhead including exactly 1 contention-
based transmission opportunity per RI to minimize the overhead (i.e. K = 1).
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Fig. 3. Numerical results: overall delay vs. arrival rate
The determination of the probability of the successful BW-Req transmission
p
(b)
i for symmetric system can be found in our previous work [8].
In Figure 3 and Figure 4, we compare analytical and simulation results for
the mean overall packet delay. In particular, in Figure 3 and in Figure 4 the
dependency of the mean delay on the overall normalized arrival rate at fixed
p
(b)
i = 0.5 and on p
(b)
i at fixed normalized λ = 0.5 can be seen, respectively. The
presented analytical approach to the overall mean packet delay computation
demonstrates excellent agreement with simulation data. Moreover, we also plot
the closed-form analytical upper bound from [8] to conclude that the currently
proposed analysis is much more precise in predicting the mean delay values.
6 Final Remarks
It is our future work to use a public simulator to further verify the presented
analytical approach also under real-world settings.
Furthermore, we notice that a potential perspective to continue this work
is to investigate the determination of the probability of the successful BW-Req
transmission p(b)i also for the asymmetric system. It would enable the relaxation
of the assumption on symmetric uplink traffic used in the numerical evaluation.
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Abstract—This paper addresses the problem of MAC per-
formance evaluation of a contemporary IEEE 802.11 WLAN.
The network is observed under saturation conditions and the
packet transmission probability analysis is conducted with the
novel regenerative approach. The proposed model accounts
for collision resolution protocol parameters, packet retry limit,
coexistence of unicast and broadcast traffic, and heterogeneous
QoS environment. Our analytical model is a generalization of
several well-known models extensively used in the field. The
obtained results are verified to demonstrate perfect agreement
with ns-2 simulations.
Keywords: ad hoc network, saturation, collision resolution,
transmission probability, throughput.
I. INTRODUCTION
The Wireless Local Area Networks (WLANs) based on
IEEE 802.11 standard [1] is a rapidly growing technology
worldwide. Whereas this type of networks is easy to deploy,
it provides an effective low-cost solution to achieve wireless
connectivity between various devices. There are important spe-
cial cases of a WLAN, such as Ad Hoc networks and Mobile
Ad Hoc Networks (MANETs). An Ad Hoc network is a self-
configuring network of devices connected wirelessly. What
differentiates MANETs from Ad Hoc networks is the mobility
of connected devices. The emerging IEEE 802.11 technologies
motivate the need to evaluate the network performance in order
to support increasing user population and to exploit limited
wireless resources more efficiently. The lack of infrastructure
makes the Medium Access Control (MAC) analysis of an Ad
Hoc network challenging.
Typically, Ad Hoc networks rely on two kinds of traffic:
unicast traffic of point-to-point connections and broadcast
traffic of point-to-multipoint connections. As these two types
of traffic serve different purposes and generally coexist within
a network, neither of them should be neglected at the perfor-
mance evaluation stage. It is known that the user population
of contemporary WLANs is increasing, whereas not all the
network clients have equal necessities with respect to channel
resources. For this reason, traffic differentiation is crucial in
modern networks. As such, a group of privileged users (e.g.
those generating real-time traffic) may have higher channel
access probability than the others.
Enabling traffic differentiation, Enhanced Distributed Chan-
nel Access (EDCA) [2] replaced the legacy Distributed Co-
ordination Function (DCF) of IEEE 802.11 [1] in order to
provide improved Quality of Service (QoS) to wireless clients.
The extended version of the protocol defines QoS levels for
various types of traffic and allows for better utilization of
limited network resources. However, in the research litera-
ture, the influence of broadcast traffic on the performance of
diverse user groups (heterogeneity) has never been studied.
Therefore, the focus of this work is to propose a novel
tractable analytical model that captures the IEEE 802.11 MAC
saturation performance. The model accounts for the mixture
of traffic, heterogeneous groups of users with different QoS
requirements, and limited number of retries after a failed
transmission.
II. RESEARCH BACKGROUND
A. Collision Resolution Protocol
As long as in 1975, Lam and Kleinrock [3] introduced a
heuristic algorithm they called Retransmission Control Pro-
cedure (RCP) that is believed to be the first version of the
notorious Binary Exponential Back-off (BEB) protocol [4].
Accounting for the channel conditions, the BEB protocol
adapts the probability with which users access the medium
by changing its Contention Window (CW) length parameter.
The seeming simplicity of BEB motivated many researchers
to address its performance by means of mathematical models.
Research works in [5] and [6] proposed useful Markov chain
models that capture the stationary equilibrium performance of
a saturated network. Following these approaches, it is possible
to obtain the saturation throughput by expressing the packet
transmission probability as a function of the CW length.
Whereas some BEB models (e.g. [6]) indeed help to under-
stand important BEB features, the actual protocol implemen-
tation [2] truncates the CW growth at certain stage to control
medium access fairness. Studying it back in 2000, Bianchi
[5] assumed that in the stationary equilibrium the conditional
collision probability of each user is constant. This allowed him
to construct a simple but nevertheless very accurate saturation
model. Bianchi’s key assumption has been believed to be
controversial until Bordenave et al. [7] strictly proved that it
is valid for a reasonably large number of network users.
Under the same set of assumptions as in [5], Medepalli
and Tobagi [8] proposed an alternative model based on the
average cycle time approach. The network throughput was also
established and the new model was argued to be more accurate
978-1-4244-8513-0/11/$26.00 c©2011 IEEE
than that by Bianchi [5]. However, the actual difference
between the models is only due to some timing simplifications
adopted by Bianchi rather than a methodological flaw. Neither
model, however, takes into account several practical features
of the BEB operation within IEEE 802.11 [2], such as finite
packet retry limit. Markov chains are still usable to account
for the additional parameter, but few works present close-form
transmission probability functions due to increasing analytical
complexity.
Recently, we [9] introduced an alternative technique based
on regeneration cycle concept to extend [5] and account for
the packet retry limit analytically. The new approach is a
powerful tool to extend existing models as it only requires
operations with simple mathematical series. By contrast, the
research work proposed by Wu et al. [10] adopts Markov
chain technique, but the result is not reliable since it does
not converge to Bianchi’s model, when the retry limit tends to
infinity. Kwak et al. [6] and later Oliveira et al. [11] truncate
the respective Markov chain to also account for the effect of
the retry limit, but their solutions are not complete.
B. Broadcast Traffic
The majority of research works on BEB performance only
account for unicast traffic. However, in a real network unicast
and broadcast traffic flows often coexist. There are only a few
papers, where broadcast traffic is considered. In 2007, Ma and
Chen [12] studied saturation throughput of broadcast traffic
only. Later, Chen et al. [13] extended [12] to account for the
mean packet delay and the packet delivery ratio. Finally, in
2008 this research group combined [12] and [13] to publish
a revised paper [14], where the influence of the initial CW
length on the network performance is addressed.
One more set of results for saturated broadcast traffic by
Wang and Hassan [15] was based on the approach somewhat
similar to that of [12]. They established that for a one-
hop network, broadcast reliability does not depend on the
packet size but rather depends on the initial CW length. What
differentiates [12] from [15] is that the latter accounts for more
realistic BEB counter freezing, when the channel gets busy.
C. Coexistence of Unicast and Broadcast Traffic
Another independent research group addressed the mixture
of traffic in a network. The first work of 2006 by Oliveira et al.
[11] is an extension of [5], where the percentage of generated
broadcast traffic was accounted for. Later in 2007, Oliveira et
al. [16] extended their model to account for the unsaturated
traffic. The combined results of [11] and [16] were presented
in [17], where several important conclusions were made.
In 2009, Wang et al. [18] proposed a model that extends
[14] and [15] by considering both saturated and unsaturated
traffic and the freezing process of BEB counter, when the
channel is busy. The authors concluded that when compared to
unicast traffic, broadcast achieves higher optimal throughput
under low traffic conditions. However, as the load increases
the throughput of broadcast deteriorates much faster than
that of unicast. Another research work of Wang et al. [19]
extended and improved [11] and [16] by considering the
freezing process of BEB and unsaturated traffic. This work
evaluated on a separate basis the unicast and the broadcast
throughput.
D. Heterogeneity
All the research works presented so far only account for one
group of homogeneous users accessing the channel. However,
contemporary networks comprise diverse groups that may need
service differentiation. In 2003, Li and Battiti [20] presented
an extension of Bianchi’s work [5], where heterogeneous
groups of users were considered in saturation. Later in 2005,
Bellalta et al. [21] formulated a model for unsaturated hetero-
geneous networks. This model is a useful tool to evaluate the
aggregate network throughput and queue utilization. In 2007,
Malone et al. [22] also proposed their model for unsaturated
traffic. This model is more complete than that in [21] as it
evaluates both aggregate throughput and per-node throughput,
mean queueing delay, as well as the influence of the initial
CW length on throughput and user fairness.
Summarizing, there are several independent models that
capture saturation network behavior, when the unicast and the
broadcast traffic flows coexist, e.g. [17] and [19]. However,
it is important to construct a model backward compatible
with previous well-known models like [5] and [6], which
would precisely follow the retransmission mechanism of BEB.
Moreover, there is no model addressing the properties of traffic
mixture, when heterogeneous groups of users are considered.
These are the issues that this research intends to cover in what
follows.
III. IEEE 802.11 MAC LAYER PROTOCOLS
A. Distribution Coordination Function
In 1999, the legacy IEEE 802.11 standard [1] was finalized
to define the features of the Physical (PHY) layer and the MAC
layer. At MAC, the DCF was a medium access protocol that
allowed clients to share wireless channel resources through the
use of Carrier Sense Multiple Access with Collision Avoidance
(CSMA/CA) mechanism based on the BEB collision resolu-
tion protocol.
According to the standard, the time interval between frames
is called the Interframe Space (IFS). IFS values allow various
packet types accessing the medium differently. For instance,
an Acknowledgment (ACK) frame always has priority over a
regular data frame. Figure 1 difference between these xIFS
times. For a more detailed information on timings the reader
is referred to [1] and [2].
D IF S/AIF S
B us y  
M edium SIF S
D IF S
AIF S[i ]
AIF S[j ]
D ecrem enting Backoff counter  as 
long as the m edium  is id le
N ext F ram e
H igher  Pr ior ity
Low er  Pr ior ity
D EF ER  AC C ESS Id le  Tim e  Slo t
Im m ediate access w hen 
the m edium  is free >= 
D IF S/AIF S
Fig. 1: Time intervals of DCF/EDCA.
The BEB protocol has a so-called Back-off Counter (BC)
initiated with a random integer between zero and initial CW
length minus one. For each idle slot, the BC is decremented
by one. This means that the Carrier Sense (CS) mechanism
has to indicate that the medium is idle. When the BC reaches
zero the user is allowed to start the transmission. If a collision
occurs the BEB doubles its previously used CW length and
the contention process is repeated again. The CW is doubled
until the maximum CW length is reached.
The DCF defines two acknowledgment-based transmission
schemes for unicast and one acknowledgment-free transmis-
sion scheme for broadcast. All three schemes assume imme-
diate transmission after the DIFS or EIFS, when a packet
arrives into an empty queue. However, the BEB instance
shall be started if a user has a pending packet but the CS
indicates that the medium is busy or after an unsuccessful
packet transmission.
A packet transmission may fail due to corruption by the
channel noise or due to simultaneous transmissions in the same
time slot. Thus, a user is ready to send a packet if the medium
is idle at least for a period of time equal to DIFS, the Network
Allocation Vector (NAV) timer shows zero, the PHY indicates
that the medium is idle and the BC has reached zero.
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Fig. 2: Unicast basic access scheme mechanism.
There are two mechanisms to send a unicast data frame: the
Basic Access and the Request to Send (RTS) and Clear to Send
(CTS) mechanism depicted in Figures 2 and 3, respectively.
The basic access is used whenever the data frame length
is equal or below a given threshold (dot11RTSThreshold in
IEEE 802.11). Figure 2 also shows why the basic access is
not always a good option for multi-hop networks. The reason
is that typically only the sender’s neighbors update the NAV
timer. Hence, if there are hidden users ready to transmit, the
data frames are more likely to be corrupted because of the
simultaneous transmissions.
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Fig. 3: Unicast RTS/CTS access scheme mechanism.
Figure 3 shows the RTS/CTS mechanism. After the medium
is sensed idle for a DIFS, a reservation RTS frame is sent. This
frame contains the information about the total time needed to
finalize the transmission. If the recipient’s CS indicates that
the medium is idle, it answers the sender with a CTS. Further,
the sender transmits the data frame. The recipient then returns
the ACK frame to acknowledge the correct reception of the
packet.
The broadcast transmission scheme is a special case of the
basic access mechanism. In particular, there is no acknowl-
edgment as there may be multiple candidates to send it. Thus,
a packet may be lost and never retransmitted. This is the
reason why broadcast traffic is unreliable. The retransmission
mechanism is thus a feature of unicast traffic only.
There is a limit on the maximum number of retransmissions
that a packet can suffer. If the packet is not successfully
received after that many retransmissions, it is discarded. The
802.11 specification allows for two different retry limits,
dot11ShortRetryLimit and dot11LongRetryLimit, for packets
that are shorter than and longer than the dot11RTSThreshold
respectively.
B. Enhanced Distributed Channel Access
The EDCA enhances the IEEE 802.11 DCF by enabling
traffic differentiation. The QoS is handled via introducing
four separate queues for different packet types. Each one of
the queues, or Access Categories (ACs), has a separate BEB
instance to control the medium access. The four different ACs
are: Voice, Video, Background, and Best Effort. Typically, the
multimedia ACs (Voice and Video) access the channel with
higher priority. Figure 4 demonstrates the EDCA model and
highlights its differences from the DCF. Each AC has to ensure
that the medium is idle for a specific AIFS before a packet
transmission. Hence, each AC has its own AIFS time.
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Fig. 4: EDCA reference model.
The unicast and broadcast transmission schemes of EDCA
are basically the same as these of DCF. However, EDCA
introduces the Block Acknowledgment (BA) mechanism. The
idea of BA is similar to the fragmentation burst in legacy IEEE
802.11, but instead of sending several fragments of a frame the
sender transmits a burst of data frames belonging to a specific
AC.
IV. REGENERATION CYCLE CONCEPT
Following our previous work [9], we define a regeneration
cycle under saturation conditions as the time interval from the
moment of the first BEB counter generation, to the end of
successful packet transmission or packet discard. A simplified
example of a regeneration cycle for the infinite number of
BEB stages and unlimited number of retransmission attempts
is shown in Figure 5. In what follows, W0 is the initial CW
length.
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Fig. 5: Regeneration cycle example.
Figure 5 represents a ’classical’ lossless system [6] in
which a packet is sent until it is successfully received. The
regeneration cycle starts in slot 1 for users 1 and 2 and it ends
in slots 10 and 12 for users 2 and 1, respectively. Our concept
accounts for the average number of packet transmissions
during a regeneration cycle. Hence, the equation to calculate
the packet transmission probability pt is as follows:
pt = lim
n→∞
n∑
i=1
B(i)
n∑
i=1
D(i)
=
E[B]
E[D]
, (1)
where B(i) is the number of transmissions in a cycle and D(i)
is the mean number of contention time slots for the ith trans-
mission attempt. Notice that B(i) andD(i) are independent and
identically distributed with respect to i, but both are dependent
on the conditional collision probability pc. Here, E[B] stands
for the average number of transmissions in a cycle and E[D]
is the average number of slots that a user shall back-off until
it starts its last transmission.
The regeneration approach for the maximum number of
BEB stages m and the packet retry limit k is presented below.
V. LOSSY SYSTEM
A. Baseline Model
Here, the formulation described in [9] is discussed. We now
consider a realistic lossy model in which after k unsuccessful
transmission attempts the packet is discarded. Moreover, there
is also a limiting number of m BEB stages. To compute the
pt within such a system, E[B] and E[D] are given below.
E[B] =
k∑
i=1
iPr{B = i} = (2)
=
k∑
i=1
ipi−1c (1− pc) + pkck =
1− pkc
1− pc .
Notice that there are two equations for E[D]: one for k ≤
m+1 and another one for k > m+1. These two expressions
for E[D] will later result in two different formulas for pt.
E(1)[D] = (3)
=
k∑
i=1
D(1)(i) Pr{B = i}+ pkcD(1)(k) =
=
W0 (1− pc)
(
1− (2pc)k
)
+ (1− 2pc)
(
1− pkc
)
2 (1− 2pc) (1− pc) .
E(2)[D] = (4)
=
(1− 2pc)
(
W0
(
1− 2mpkc
)
+
(
1− pkc
))
+ pkcW0 (1− (2pc)m)
2 (1− 2pc) (1− pc)
.
Finally, with the equations (2), (3) and (4) it is possible to
establish pt as:
pt =
E[B]
E[D]
=
{
E[B]
E(1)[D]
, k ≤ m+ 1
E[B]
E(2)[D]
, k > m+ 1
. (5)
Interestingly, the first branch of equation (5) was also
deduced by Kwak et al. [6] and by Wu et al. [10] (see equation
(42) in [6] and equations (8) and (9) in [10]).
B. Proposed Model
Even though describing a more realistic system, equa-
tions (3) and (4) only consider unicast traffic. However,
users typically transmit both broadcast and unicast traffic. As
mentioned above, broadcast relies on one transmission attempt
only and, as such, equations (3) and (4) shall be modified. We
assume that each user generates a broadcast packet with prob-
ability pb, and a unicast packet with probability pu = 1− pb.
The E[B] shown in (6) is thus divided into two parts weighted
by pu and pb respectively:
E[B] = (6)
=
Unicast︷ ︸︸ ︷
Eu[B]pu+
Broadcast︷ ︸︸ ︷
Eb[B]pb =
(
1− pkc
)
pu + (1− pc)pb
1− pc .
Likewise what happens with the E[B], the E[D] also
changes due to the cycle duration difference. Therefore, there
are two expressions for E[D] as in equations (3) and (4). The
expression that describes the (re)transmission probability pt,
may still be given by (5) with components determined now by
(7) and (8).
E(1)[D] =
[
W0 (1− pc)
(
1− (2pc)k
)
+ (1− 2pc)
(
1− pkc
)]
pu + (W0 + 1) (1− 2pc) (1− pc) pb
2 (1− 2pc) (1− pc)
. (7)
E(2)[D] =
[
(1− 2pc)
(
W0
(
1− 2mpkc
)
+
(
1− pkc
))
+ pkcW0 (1− (2pc)m)
]
pu + (W0 + 1) (1− 2pc) (1− pc) pb
2 (1− 2pc) (1− pc)
. (8)
C. Backwards Compatibility
This Subsection is dedicated to demonstrate how the pro-
posed pt expression converges to all the well-known saturation
models. This may also be regarded as theoretical model
validation. There are two ways to establish the broadcast
transmission probability. One is to force pu = 0 and another
one is to impose the broadcast parameters on unicast. The
broadcast assumes m = 0 and k = 1, as there are no
retransmissions of broadcast packets.
Considering now that pb = 0, equations (7) and (8) converge
to equations (3) and (4) respectively. Bianchi’s formula [5]
can be obtained, when pb = 0 and k tends to infinity. Note
that only one constraint k > m + 1 may be considered,
since in Bianchi’s approach k is infinite. Finally, to prove the
compatibility with the work of Kwak et al. [6], it is only
necessary to consider the k ≤ m+ 1 branch of pt. This is the
special case when k and m both converge to infinity.
VI. NETWORK HETEROGENEITY
We remind that in a real network there are various types
of users with diverse necessities. These users might need
different settings to access the wireless channel with prioritized
probabilities.
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Fig. 6: General topology of a heterogeneous network.
In Figure 6, the stars represent groups number 1, 2, . . . , G.
Inside each star, there are circles that represent users number
1, 2, . . . ,Mj , where Mj represents the number of users in
the group number j. This kind of approach is not new and
was introduced in [20]. Additionally, the Figure demonstrates
packet collisions and packets that are send successfully over
the channel.
Summarizing, it is assumed that the network population
is composed of G different groups as depicted in Figure 6.
In what follows, heterogeneity is referred to as network with
groups of users that have different channel access probabilities.
These groups are heterogeneous between themselves, however,
all users belonging to a certain group j are homogeneous.
Inside each group, users thus share the same parameters.
Each group j has its own transmission probability p(j)t and,
consequently, observes different conditional collision proba-
bility p(j)c :
p(j)c = 1−
(
1− p(j)t
)Mj−1 G∏
i=1;i 6=j
(
1− p(i)t
)Mi
. (9)
The equation (9) shows how the conditional collision prob-
ability may be obtained for a generic group j. Note that a
collision can be intergroup, intragroup or both at the same
time. An intergroup is a collision between users belonging to
different groups. An intragroup is a collision between users of
the same group. The transmission probability p(j)t is calculated
as per (5) according to the parameters of group j:
p
(j)
t (W0 = W
(j)
0 ,m = m
(j), k = k(j), pb = p
(j)
b , pc = p
(j)
c ). (10)
Notice that equations (9) and (10) constitute a system of
equations with a numerical solution. This solution is unique
for any G ≥ 1, as Li and Battiti describe in [20].
Once the transmission probability for each group is estab-
lished, the system-wide probabilities can be studied. These
probabilities are important because they describe the channel
dynamics.
The channel can be regarded in terms of all the slots
types it contains. Of all the channel slots, there is a number
of busy time slots that occur with probability Pbusy and a
number of idle time slots that occur with probability Pidle.
The busy slots can be subsequently divided into time slots
where a successful transmission occurred with probability
P ∗S (conditional system-wide success probability) and time
slots where collisions occur with probability 1 − P ∗S . All the
considered probabilities are derived below.
Pidle =
G∏
j=1
(
1− p(j)t
)Mj
. (11)
Pbusy = 1− Pidle. (12)
P ∗S =
1
Pbusy
· (13)
·
G∑
j=1
{
Mjp
(j)
t
(
1− p(j)t
)Mj−1 G∏
i=1,i 6=j
(
1− p(i)t
)Mi}
.
P ∗c = 1− P ∗S . (14)
We note that in equations (13) and (14) the probabilities are
conditioned on the fact that the channel is busy. In order to
obtain the system throughput (see the following Section), it is
necessary to establish the unconditional system-wide probabil-
ities. The equation (15) represents the unconditional success
probability of a generic group j, whereas the equation (16)
represents the respective unconditional collision probability.
PS,j =Mjp
(j)
t
(
1− p(j)t
)Mj−1 G∏
i=1,i 6=j
(
1− p(i)t
)Mi
. (15)
Pc = Pbusy −
G∑
j=1
PS,j . (16)
VII. UNEQUALLY-SLOTTED SYSTEM
So far, our mathematical analysis assumed that the wireless
channel is divided into equal slots in time. Clearly, this
assumption does not hold for IEEE 802.11. The unequally-
sized time slots allow the increase in throughput as the channel
utilization improves. In order to fit the proposed model into
unequally-slotted system (e.g. IEEE 802.11), the slot rescaling
is needed. The rescaling technique is often performed by some
authors, like in [5] or [20]. As such, this Section proposes an
extension of the above results to the realistic unequally-slotted
system shown in Figure 7.
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Fig. 7: IEEE 802.11 as an unequally-slotted system.
As we discussed previously, there are essentially three types
of packet transmissions in IEEE 802.11: the basic access
transmission, the RTS/CTS transmission, and the transmission
of a broadcast packet. These three transmission techniques are
summarized in Figure 7. Studying the network throughput is
easy, when all the packets in a network are sent with the same
transmission scheme, at the constant data rate, and have the
equal payload length P . Otherwise, the study of the throughput
can be a challenge mainly due to the different channel timings.
With the system-wide probabilities deduced previously, it is
possible to formulate a simple approximation S˜ of the network
saturation throughput as:
S˜ =
G∑
j=1
PS,jE[P ]
PidleTidle +
G∑
j=1
PS,jTS + PcTc
. (17)
The actual slot rescaling is done in (17) by the timings Tidle,
TS,j , and Tc defined by e.g. Li and Battiti in [20]. Notice, that
the proposed model can be applied safely in a few cases. These
cases are as follows:
1) When clients transmit unicast and broadcast packets with
fixed packet payload length and are using the basic
access mechanism;
2) When clients transmit unicast packets with RTS/CTS
mechanism and the packets have fixed payload lengths;
3) When clients transmit unicast packets with RTS/CTS
mechanism and the packets have different payload
lengths.
VIII. MODEL VALIDATION
A. General Settings
In this Section, we validate the proposed model through
simulations using the well-known ns-2 simulator [23]. A
special traffic generator was developed for ns-2 to generate cer-
tain amounts of broadcast/unicast traffic. All validations were
done using the basic access transmission scheme, because the
collision time difference between the packets is more critical
in this case, allowing us to understand how far the model is
from the simulation results. However, the same validations can
be repeated for RTS/CTS mechanism. The IEEE 802.11b ns-2
implementation was parameterized according to Table I.
TABLE I: Parameters used in all validation results
ns-2 Settings
SIFS 10 µs
DIFS 50 µs
EIFS 364 µs
Idle slot time 20 µs
ACK frame duration 27.7 µs
ACK timeout (aprox.) 304 µs
Propagation delay 1 µs
Data rate 11.0 Mbps
Frame size 1500 bytes
Simulation time 750 s
In this Section, only the transmission probability pt is
validated by simulations as it is the main result of this
work and there is a direct relationship between it and the
system-wide probabilities presented in Section VI. Moreover,
the throughput expression given by equation (17) depends
indirectly on the transmission probability, because it relies on
system-wide probabilities. The practical results are presented
by their average values with 95% confidence interval.
For all validations, two different scenarios were adopted:
• Homogeneous scenario: one group of users;
• Simplified EDCA scenario: four heterogeneous groups of
users. Each group belongs to a particular AC.
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Fig. 8: Transmission probability validation.
B. Transmission Probability Validation
This Subsection is dedicated to the transmission probability
validation. For one group of users, two scenarios were simu-
lated. These scenarios are shown in Table II and correspond
to both branches of the proposed pt equation.
TABLE II: Parameters used for one homogeneous group
Case 1 Case 2
W0 32 32
m 5 3
k 5 5
pb 0;0.25;0.5;0.75;1
Figure 8 contrasts the theoretical values of pt against the
simulation results.
We observe that the model predictions are very accurate as
the transmission probability is directly related to the initial
CW length, the number of BEB stages, the packet retry limit,
the number of users, and the amount of broadcast traffic,
as shown by equation (10). As the number of users in the
network increases, the collision probability also grows and,
consequently, the pt decreases due to BEB CW management
mechanism.
In order to validate a simplified EDCA scenario, four
heterogeneous groups of users were considered. Each group
represents one traffic class and its access parameters are shown
in Table III. The scenario is simplified as we use several unre-
alistic assumptions about channel timings following partly by
[24]. Therefore, the throughput within our model is expected
to diverge from the actual value as proportion of broadcast
traffic increases. However, here we focus on the transmission
probability validation.
The transmission probabilities for the simplified EDCA
evaluation are a special case of four heterogeneous groups
of users. The respective validation may be found in Table IV
TABLE III: Parameters used for simplified EDCA scenario
Parameter Voice Video Background Best Effort
W0 8 16 16 32
m 1 1 6 5
k 4 4 7 6
pb 0
showing absolute difference between analytical and simulation
results of pt. The relative error is small for all the ACs.
TABLE IV: Validation of pt for simplified EDCA scenario
Users Voice Video Background Best Effort
2 0.8 % 0.3 % 1.5 % 1.1 %
4 0.2 % 0.1 % 2.3 % 1.7 %
6 0.1 % 0.6 % 2.2 % 0.6 %
8 0.1 % 0.4 % 2.2 % 0.5 %
10 0.1 % 0.2 % 1.4 % 0.8 %
IX. CONCLUSIONS
This work accomplished a deep analytical study of saturated
IEEE 802.11 (Wi-Fi) networks. Currently, several disjoint
models exist to address their various features. In his work,
we synthesized a novel general model, which includes the
most well-known models as special cases. In particular, the
proposed model accounts for collision resolution protocol pa-
rameters, its retransmission procedure, coexistence of unicast
and broadcast traffic, and heterogeneous QoS environment.
In particular, the notorious binary exponential back-off
collision resolution protocol was analyzed under realistic as-
sumptions. The regeneration cycle approach was successfully
applied to the proposed model, where BEB was described
by means of its initial contention window length, maximum
number of its stages, packet retry limit, and probability with
which a broadcast packet is generated.
Additionally, we proposed a simple and accurate approach
to evaluate the main performance metrics, whereas currently
more complicated techniques are typically used. The model
was validated theoretically by proving the backwards compat-
ibility to previous well-known models. The ns-2 simulations
demonstrated that the model predicts very accurately the trans-
mission probability for both homogeneous and heterogeneous
scenarios.
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Abstract. In this paper we consider a multi-radio wireless network
client that is capable of simultaneous operation in IEEE 802.16 and IEEE
802.11 telecommunication networks. In order to enable the cooperative
functioning of both networks we introduce the media access control co-
ordination concept. A set of coordination algorithms is then presented
together with a simple approach to their performance analysis. Our per-
formance evaluation shows that the saturation goodput of the proposed
coordination algorithm is at least 50% higher than that of the existing co-
ordination algorithms. Moreover, it allows for the considerable reduction
in the data packet delay.
1 Introduction and previous work
Wireless technology becomes more widespread as new telecommunication proto-
cols emerge, which enable higher data rates. The parallel evolution of personal,
local and metropolitan area networks provides the mobile clients with a wide
choice of which infrastructure to use for a given application. Recent advances
in the area introduce wireless systems that exploit multiple radios in a collabo-
rative manner. The use of such multi-radio devices was shown to dramatically
improve the overall system performance and functionality over the traditional
single-radio wireless systems.
The first works on multi-radio performance considered IEEE 802.11 (WiFi)
[1] telecommunication protocol in the wireless mesh mode. Equipping the mesh
routers with multiple radios tuned to non-overlapping channels was studied by
many authors. In [2] some common problems in wireless networking were re-
visited in the multi-radio context, including energy management, capacity en-
hancement, mobility management, channel failure recovery and last-hop packet
scheduling. A novel link layer protocol for multihop community wireless mesh
network, where cost of the radios and battery consumption are not limiting
factors, was presented and analyzed in [3].
A new metric for routing in multi-radio multihop wireless networks was given
by [4]. The authors focused on wireless networks with stationary nodes, such as
community wireless networks. The goal of the metric was to choose a high-
throughput path between a source and a destination. The authors of [5] mathe-
matically formulated the joint channel assignment and routing problem, taking
2into account the interference constraints, the number of channels in a network
and the number of radios available at each mesh router. They strictly proved
that equipping wireless routers with multiple radios improves the capacity by
transmitting over multiple radios simultaneously using orthogonal channels.
In [6] specific mechanisms were defined that can transform partially over-
lapped channels into an advantage, instead of a peril in a wireless network. The
work [7] emphasized that the channel assignment presents a challenge because
co-located wireless networks are likely to be tuned to the same channels. The
resulting increase in interference can adversely affect performance. Therefore,
the authors presented an interference-aware channel assignment algorithm for
multi-radio wireless mesh networks that addresses this interference problem. The
proposed solution intelligently assigned channels to radios to minimize the inter-
ference within the mesh network and between the mesh network and co-located
wireless networks.
Finally, the design and experimental study of a distributed, self-stabilizing
mechanism was conducted by [8] to assign channels to multi-radio nodes in
wireless mesh networks. However, with the introduction and further development
of IEEE 802.16 (WiMAX) [9] protocol the concept of a multi-radio station was
extended to also cover the interworking of several wireless technologies. The
multi-radio station may thus operate in several telecommunication networks at
the same time in accordance with the inbuilt protocols.
The problems caused by the multi-protocol operation at the media access
control (MAC) layer has yet received much attention in the scientific literature.
The primary focus of [10] is set on the co-existence scenarios between 802.11
and 802.16 in which 802.11 hotspots are inside a 802.16 cell and share the same
frequency band. The authors propose new schemes that can control transmit fre-
quency, power, and time of transmission. Three basic schemes are thus proposed:
dynamic frequency selection, power control and time agility.
In [11] the above research is continued with the formulation of common spec-
trum coordination channel etiquette protocol. This protocol is used to exchange
control information on transmitter and receiver parameters and hence to coop-
eratively adapt key variables such as frequency or power. However, the approach
of [11] assumes that a common spectrum coordination channel at the edge of
available spectrum bands is allocated for announcement of radio parameters.
The use of a dedicated channel limits the practical applicability of this research.
Another option to enable 802.16 and 802.11 cooperation is demonstrated in
[12] where the capability of 802.11 reuse by 802.16 in the mesh mode is studied.
In [13] a general co-existence evaluation approach is shown and [14], particularly,
addresses 802.11e and 802.16 interworking, where a concept of the Base Station
Hybrid Coordinator is introduced. The use of such a coordinator is possible,
when the base station of 802.16 and the hybrid coordinator of 802.11e are co-
located. As an alternative, the authors describe some software upgrades to the
MAC of the 802.16 base station in [15]. These updates ensure reliable operation
of 802.16 when sharing unlicensed spectrum with 802.11.
3Some works (see, for example, [16], [17] and [18]) also cover IEEE 802.15.1
(Bluetooth) and 802.11 co-existence issues. In this paper we address the practical
case of cooperation between 802.11 and 802.16 standards. But by contrast to
the approach of [14] and [15] we consider a more realistic scenario without any
modification of the central coordinating node in the telecommunication system.
Instead, we discuss the problem of the MAC coordination within a client multi-
radio station itself, thus avoiding any restriction on the network topology.
The rest of the text is structured as follows. In Section II we provide a deeper
insight into the separate functioning of 802.11 and 802.16. Section III introduces
the concept of the MAC coordination and presents a set of coordination algo-
rithms. Section IV analytically evaluates the performance of these algorithms
from the MAC goodput viewpoint. In Section V the simulation results are pre-
sented and Section VI concludes the paper.
2 Non-cooperative network functioning
2.1 IEEE 802.11 standard
From the MAC layer point of view, the contemporary IEEE 802.11 standard pro-
vides both distributed and centralized multiple-access protocols to the shared
communications channel. 802.11 supports several operation modes, including the
most common infrastructure mode, in which an access point (AP) becomes the
central network node. The AP arbitrates all communication between the stations
(STAs) and is mandated to use a contention-based channel access protocol, that
is built on top of the truncated binary exponential backoff collision resolution
algorithm [19]. The channel access protocol itself is termed carrier sense multiple
access with collision avoidance (CSMA/CA). It is fully defined by three parame-
ters: the arbitration inter-frame space (AIFS) interval, which each station waits
prior to the channel contention and the pair of the minimum (Wmin) and the
maximum (Wmax) contention windows, that regulate the uniform sampling of
random numbers and enable the collision avoidance feature of the protocol.
Starting from 802.11e version [1] the standard introduces quality of ser-
vice (QoS) enhancements and adopts the concept of a transmission opportunity
(TXOP), which is illustrated in Fig. 1. A TXOP may be regarded as a bounded
time interval during which a sequence of packets encapsulated into frames is
transmitted by a source station, while only service messages are received. A
TXOP is only obtained if both channel state detection functions of a station
indicate that the channel is idle. They are the clear channel assessment (CCA)
algorithm at the physical (PHY) layer and the network allocation vector (NAV)
value at the MAC layer. As discussed above, a TXOP is precluded by the deter-
ministic AIFS interval and then by a random number of slots.
Commonly, a source station initiates a frame transaction with a request to
send (RTS) frame, which is responded by the destination station with a clear
to send (CTS) frame after a short inter-frame space (SIFS) interval. The source
station then transmits aggregated data packet (DATA) with a single PHY layer
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Fig. 1. IEEE 802.11 TXOP: a – example frame transaction; b – typical time structure
preamble, which is subject to the acknowledgment by a block acknowledgment
(BA) frame. If some unused TXOP time remains, the source station may release
it by a contention-free end (CFE) frame.
2.2 IEEE 802.16 standard
IEEE 802.16 MAC layer adopts a schedule-based protocol, commonly operating
in the mandatory infrastructure mode. A base station (BS) arbitrates all activity
within the network and broadcasts both service messages and useful data to its
subscribed stations (SSs) in the downlink (DL) sub-frame. The DL sub-frame
is composed of a 802.16 MAC header and DL bursts, directed at the SSs (see
Fig. 2). In the uplink (UL) sub-frame the SSs transmit scheduled UL bursts as
well as service messages. 802.16 supports several PHY layer modes, of which the
most practical is the orthogonal frequency division multiple access (OFDMA)
scheme (see Fig. 2).
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Fig. 2. IEEE 802.16 frame: a – simplified structure; b – detailed OFDMA frame time-
frequency structure
IEEE 802.16 was specifically designed to support a variety of traffic types.
It should be efficient for high data rate applications (video streaming) as well
as for low data rate applications (web surfing). IEEE 802.16 effectiveness should
5not degrade in case of bursty traffic and delay-critical applications (voice over
IP (VoIP), audio). The main challenge in ensuring QoS requirements in 802.16
is that all the traffic types with respective characteristics should be serviced at
the same time. For this purpose the standard defines five QoS classes, which are
described below.
1. Unsolicited Grant Service (UGS) is oriented at the real-time traffic where
fixed-size data packets are generated periodically (CBR input source).
2. Real-Time Polling Service (rtPS) is oriented at the real-time traffic where
variable-size data packets are generated periodically (VBR input source).
3. Non Real-Time Polling Service (nrtPS) is similar to rtPS, but data packet
generation is not necessarily periodic.
4. Best Effort (BE) is suitable for applications, where no throughput or delay
guarantee is provided.
5. Extended Real-Time Variable Rate (ERT-VR) is similar to rtPS, but with
more strict delay requirement (guaranteed jitter) to support real-time ap-
plications like VoIP with silence suppression. This class is defined only in
the recent IEEE 802.16e [9] standard and is often referred to as Extended
Real-Time Polling Service (ertPS).
The MAC layer also supports a variety of bandwidth reservation mechanisms,
each of which is assigned to a particular service flow. The mechanisms are based
upon unicast, multicast or broadcast polling techniques. However, the standard
specifies neither scheduling algorithm nor admission control mechanism.
3 Cooperative network functioning
3.1 MAC coordination concept
Currently IEEE 802.11 and 802.16 standards operate in non-overlapping fre-
quency bands [20]. Therefore, the respective telecommunication networks may
coexist simultaneously without any significant performance degradation. How-
ever, this is the case only when each client station supports the functionality
of exactly one protocol. When the functionalities of two or more standards are
co-located within a single multi-radio (MR) station (see Fig. 3) the network
performance degrades dramatically, even if the simultaneous operation is tech-
nically possible. This is explained by the fact that the radio parts of a MR
station are close enough and the ongoing transmission in one network prohibits
the reception in another one.
Coexistence enhancement research summarized in [21] states that co-located
transmissions or receptions via different standards generally do not deteriorate
each other. However, when a station receives data, an overlapping transmission
of the co-located technology prevents the successful reception. This effect is
elaborated on further in [22]. It is shown that 802.11 and 802.16 radio-to-radio
interference severely degrades the performance and requires isolation of at least
55 dB. Increasing isolation is costly, large in size and highly platform dependent.
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Fig. 3. General cooperative network example
An alternative solution may be pursued in the time domain. In order to mitigate
the indicated effect a special module on top of the respective MAC layers may
be implemented for the purposes of the MAC coordination (MC). This solution
is known to be universal, effective and media independent.
The MC module controls scheduling of both network activities within a MR
station and thus enables the simultaneous operation of 802.11 and 802.16. As
802.16 is schedule-based, the MC module only monitors its transmit (Tx) and
receive (Rx) activity and allows/denies the channel access of 802.11 part de-
pending on the 802.16 schedule.
Two principally different options exist for the MC module implementation
within a MR station (see Fig. 4). One of them uses one reconfigurable antenna
[23], which becomes shared in terms of the channel access. Clearly, this design
prohibits the simultaneous operation of two standards (see Table 1). Another
possibility is to use two separate antennas: one for each of the cooperating stan-
dards. As discussed above, the simultaneous Tx-Rx and Rx-Tx operations should
be excluded to avoid radio-to-radio interference.
Table 1. MR station technical limitations
IEEE 802.11-802.16 Shared antenna Separate antennas
Rx-Rx Denied Allowed
Rx-Tx Denied Denied
Tx-Rx Denied Denied
Tx-Tx Denied Allowed
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Fig. 4. MR station structure with: a – shared antenna; b – separate antennas
Coordination algorithms restrict the operation of a MR station such that
its technical limitations (see Table 1) are accounted for. For the sake of clarity,
the below coordination algorithms are demonstrated for the case of only uplink
traffic in both networks, that is, 802.11 and 802.16 transmit useful data, while
receive only service messages.
3.2 Basic coordination algorithm
Here we present the simplest coordination algorithm, which is referred to as
Basic in what follows (see Algorithm 1). This algorithm operates under both
shared and separate antennas technical limitations (see Table 1) and its main
idea is to allow 802.11 utilize only the gaps in 802.16 activity (see Fig. 5).
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Fig. 5. Basic coordination algorithm operation
Considering the operation of any coordination algorithm we introduce the
notion of an atomic operation (AO). The AOmay be defined as a time interval for
a MR station frame transaction such that IEEE 802.11 TXOP the station obtains
does not exceed the AO. Thus, AO is the time unit of a MC module and may
potentially vary during the coordination algorithm operation. The simplest Basic
algorithm, however, utilizes a static AO, which may be reasonably set to the
maximum TXOP duration. Therefore, as actual TXOP duration is always less
than its maximum, some operation time is unavoidably wasted. This necessarily
leads to the less effective performance.
81: Call CCA PHY layer function.
2: if CCA indicates busy channel then
3: Go to step 1.
4: Call NAV MAC layer function.
5: if NAV indicates busy channel then
6: Go to step 1.
7: Obtain current parameters of backoff procedure.
8: if backoff interval is not over then
9: Go to step 1.
10: Set maximum IEEE 802.11 TXOP duration TmTXOP as atomic operation duration.
11: Call MC module parametrized by atomic operation duration.
12: Calculate remaining time until closest forthcoming IEEE 802.16 activity.
13: if duration of remaining interval is not less than atomic operation duration then
14: Send pending data packets during time interval, not exceeding atomic
operation duration.
15: Begin new backoff interval with minimum contention window value Wmin.
16: Go to step 1.
Algorithm 1: Basic coordination algorithm
The implementation of the Basic algorithm is straightforward and involves an
additional function call to the MC module. More specifically, once both CCA and
NAV of 802.11 indicate that the channel is idle, AIFS interval duration (TAIFS)
is spent and backoff time left is 0 the MAC layer requests the time necessary for
performing the AO from the MC module. Analyzing the 802.16 schedule, the MC
module decides whether there is enough time remaining before the forthcoming
802.16 activity. Further, 802.11 MAC either sends pending TXOP immediately,
or initiates a new random backoff with the minimum value of the contention
window.
We may therefore formulate the following properties of the Basic coordination
algorithm:
+ Simple implementation.
+ Workability in case of both shared and separate antennas.
− Constant atomic operation, resource waste.
− Usage of activity gaps only, non-maximum performance.
3.3 Enhanced coordination algorithm
In order to improve the performance of the Basic coordination algorithm, the
Enhanced algorithm may be introduced (see Algorithm 2). Its idea is similar to
the coexistence-aware TXOP adaptation approach from [16]. It also may operate
under both types of technical limitations (see Table 1) and utilizes only gaps in
802.16 activity. However, the Enhanced algorithm varies its atomic operation to
adjust to the remaining operation time (see Fig. 6).
The Enhanced coordination algorithm is more complex than its Basic version.
In particular, MC module performs more intensive computations of the actual
TXOP duration TTXOP with K packets.
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We may therefore formulate the following properties of the Enhanced coor-
dination algorithm:
+ Dynamic atomic operation, enhanced performance.
+ Workability in case of both shared and separate antennas.
− Higher computational and implementation complexity.
− Usage of activity gaps only, non-maximum performance.
3.4 Suppressing enhanced coordination algorithm
We emphasize, that the previously discussed coordination algorithms utilize only
the gaps in 802.16 activity. By relaxing this restriction, higher performance could
be achieved. However, enabling simultaneous Tx-Tx and Rx-Rx operation is only
possible under the separate antennas technical limitations (see Table 1). We
refer to the corresponding coordination algorithm as to Suppressing enhanced
algorithm in what follows (see Fig. 7 and Algorithm 3).
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Fig. 7. Suppressing enhanced coordination algorithm operation
We assume, that the channel is sensed busy by 802.11 CCA function of a MR
station during any 802.16 Tx activity. We propose the temporary suppression of
the CCA signal to enable the simultaneous Tx-Tx operation. This step, however,
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1: Call CCA PHY layer function.
2: if CCA indicates busy channel then
3: Go to step 1.
4: Call NAV MAC layer function.
5: if NAV indicates busy channel then
6: Go to step 1.
7: Obtain current parameters of backoff procedure.
8: if backoff interval is not over then
9: Go to step 1.
10: Calculate maximum number of data packets K within maximum IEEE 802.11
TXOP duration TmTXOP .
11: while K > 0 do
12: Set actual IEEE 802.11 TXOP duration, which contains exactlyK data
packets, as atomic operation duration.
13: Call MC module parametrized by atomic operation duration.
14: Calculate remaining time until closest forthcoming IEEE 802.16 activ-
ity.
15: if duration of remaining interval is not less than atomic operation du-
ration then
16: Send K pending data packets.
17: K = 0.
18: else
19: K = K − 1.
20: Begin new backoff interval with minimum contention window value Wmin.
21: Go to step 1.
Algorithm 2: Enhanced coordination algorithm
may decrease the robustness of 802.11 busy channel detection mechanism and
may lead to the increase in the number of 802.11 collisions.
The Suppressing enhanced algorithm may be regarded as an extension of the
Enhanced algorithm for separate antennas (see Fig. 7). Thus, its operation during
802.16 activity gaps remains unchanged. In order to enable the simultaneous
operation, the TXOP start time should be scheduled in a way that its Tx part
coincides with that of 802.16 (or a gap) and its Rx part – with that of 802.16 (or
a gap). Otherwise, according to Table 1 a violation of the technical limitations
occurs.
A typical TXOP contains the transmission of RTS, DATA and, optionally,
CFE frames, together with the reception of CTS and BA frames (see Fig. 1).
In order to simplify Tx/Rx TXOP separation we use a modified TXOP, which
consists of CTS-to-self and DATA frames in the Tx part and BA frame in the
Rx part (see Fig. 7). Clearly, the complexity of the Suppressing enhanced coor-
dination algorithm is only slightly higher than that of the Enhanced algorithm.
We may therefore formulate the following properties of the Suppressing en-
hanced coordination algorithm:
+ Simultaneous operation in both networks, better resource utilization.
+ Dynamic atomic operation, enhanced performance.
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Require: IEEE 802.11 CCA signal suppression is enabled during any ongoing Tx via
IEEE 802.16.
Ensure: Steps 11 and 13 account for IEEE 802.11 TXOP structure change depending
on whether CCA signal suppression is enabled.
1: if CCA signal suppression is disabled then
2: Call CCA PHY layer function.
3: if CCA indicates busy channel then
4: Go to step 1.
5: Call NAV MAC layer function.
6: if NAV indicates busy channel then
7: Go to step 1.
8: Obtain current parameters of backoff procedure.
9: if backoff interval is not over then
10: Go to step 1.
11: Calculate maximum number of data packets K within maximum IEEE 802.11
TXOP duration TmTXOP .
12: while K > 0 do
13: Set actual IEEE 802.11 TXOP duration, which contains exactlyK data
packets, as atomic operation duration.
14: Call MC module parametrized by atomic operation duration.
15: Calculate remaining time until closest forthcoming IEEE 802.16 activ-
ity.
16: if duration of remaining interval is not less than atomic operation du-
ration then
17: Send K pending data packets.
18: K = 0.
19: else
20: K = K − 1.
21: Begin new backoff interval with minimum contention window value Wmin.
22: Go to step 1.
Algorithm 3: Suppressing enhanced coordination algorithm
− Workability in case of separate antennas only.
− CCA signal suppression, highest computational and implementation complex-
ity.
4 Performance analysis of coordination algorithms
4.1 System model description
Here we introduce a set of the simplifying restrictions in order to enable the
further performance analysis of the described coordination algorithms.
Restriction 1 IEEE 802.16 transmission schedule remains unchanged during
the system operation.
Remember, that the MC module operation does not influence the schedule
of IEEE 802.16 directly. We, therefore, define the MAC goodput of a MR station
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as the portion of 802.11 PHY layer data rate available for the data transmission
at the MAC layer.
Restriction 2 There is only one client station in the system, which is the MR
station. It transmits useful data in both 802.11 and 802.16 networks and receives
service messages.
Restriction 3 As 802.16 part of the MR station operates in the OFDMA mode,
it is assumed to transmit without interruption for the entire UL sub-frame du-
ration, whereas there is no activity in the DL sub-frame except for the header
reception.
Restriction 4 802.11 part of the MR station transmits constant-size data pack-
ets and is observed under saturation conditions [19], that is, it always has a
packet ready for transmission.
Restriction 5 The communications channel is noise-free and since no other
802.11 station is present in the system, the MR station always initiates backoff
procedure with the minimum contention window size of Wmin (see description
of IEEE 802.11 standard above).
Clearly, MAC goodput under the introduced restrictions is the achievable
maximum. For convenience we summarize the principal performance analysis
parameters in Table 24.
4.2 Single TXOP per frame case
Consider the behavior of the Basic coordination algorithm. Practically, the num-
ber of 802.11 TXOPs a MR station obtains per 802.16 frame varies due to the
random backoff time. At the same time backoff interval is on average sufficiently
shorter than the TXOP duration. One may show that the difference between the
maximum number of TXOPs per frame and the respective minimum number is
not more than 1. Here we concentrate on the case, when either 0 or 1 TXOP
is possible per 802.16 Rx-Tx gap and derive the corresponding goodput value
(GB1 ).
Proposition 1. MAC goodput of the Basic coordination algorithm in case of
single TXOP per frame GB1 may be calculated as:
GB1 =
LQmax
Tframe
· Pr{T˜tail ≤ T}, (1)
where L is the 802.11 data packet length; Qmax is the maximum number of
packets within 802.11 TXOP; Tframe is the 802.16 frame duration.
Proof. In Fig. 5 we observe that an MC module reservation is only possible, when
after the first tagged backoff in the Rx-Tx gap the remaining time is not less
than the maximum TXOP duration (TmTXOP ). However, of the tagged backoff
4 As standard abbreviation (AIFS, TXOP, BO, etc.) is used as lower index of the
considered variables, we capitalize the letters and mark random variables with a
tilde.
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Table 2. Principal performance analysis parameters
Parameter Description
Tframe IEEE 802.16 frame duration (see Fig. 2)
Tpause Rx-Tx gap duration in IEEE 802.16 schedule (see Fig. 5)
Tslot IEEE 802.11 slot duration (see Fig. 1)
TAIFS IEEE 802.11 arbitration inter-frame space (AIFS)
duration (see Fig. 1)
TTXOP Actual IEEE 802.11 transmission opportunity (TXOP)
duration with maximum number of packets (see Fig. 6)
TmTXOP Maximum IEEE 802.11 TXOP duration (see Fig. 5)
Wmin Minimum contention window value
Wmax Maximum contention window value
Qmax Maximum number of packets
within IEEE 802.11 TXOP (see Fig. 5)
Qmod Maximum number of packets
within modified IEEE 802.11 TXOP (see Fig. 7)
L IEEE 802.11 data packet length
T˜tail IEEE 802.11 tagged backoff interval duration
that avoids coincidence with IEEE 802.16 header (see Fig. 5)
T˜BO IEEE 802.11 backoff interval duration. (see Fig. 1)
W˜mark Number of slots in tagged backoff interval
Q˜last Number of packets within last IEEE 802.11 TXOP
per IEEE 802.16 frame (see Fig. 6)
interval only the remainder should be accounted for, that does not coincide with
the header of 802.16 (denoted by T˜tail in Fig. 5).
Generally, the backoff time (T˜BO) is a concatenation of a deterministic AIFS
interval and a random number of slots, that is, T˜BO = TAIFS + W˜Tslot, where
W˜ ∈ {0, 1, . . . ,Wmin}. We firstly compute the probability that the number of
slots in the tagged backoff (W˜mark) equals to the exact value of j (Pr{W˜mark =
j}). We introduce several assumptions that allow for the further simplification
of the analysis.
Assumption 1 Assume that the number of consecutive backoff intervals before
the tagged one is sufficiently large and regard it as an infinite sequence of the
backoff intervals one of which is tagged randomly.
Therefore, accounting for the regeneration properties [24] of the backoff pro-
cess we obtain the following expression for the sought probability Pr{W˜mark = j}
as:
Pr{W˜mark = j} = TAIFS + jTslotWmin∑
i=0
TAIFS + iTslot
, (2)
where j ∈ {0, 1, . . . ,Wmin}.
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Assumption 2 Assume that the interval T˜tail is discrete. As a discretization
unit we select the interval of 1 µs duration, which divides all the standardized
intervals (Tslot, TAIFS , TmTXOP , etc.).
Assumption 3 Assume that the starting point of the T˜tail interval is randomly
placed at the tagged backoff interval according to the uniform distribution.
Therefore,
Pr{T˜tail = i|W˜mark = j} = (3)
=
{
(TAIFS + jTslot)−1, if i ∈ {1, 2, . . . , TAIFS + jTslot},
0, otherwise.
By averaging over the possible values of j we obtain the respective uncondi-
tional probability as:
Pr{T˜tail = i} =
Wmin∑
j=0
Pr{T˜tail = i|W˜mark = j} · Pr{W˜mark = j}, (4)
where i ∈ {1, 2, . . . , TAIFS +WminTslot}.
Let T present the threshold value of the backoff interval remainder duration
T˜tail that still results in one TXOP per frame. This value is given by:
T = Tpause − TmTXOP , (5)
where Tpause is the Rx-Tx gap duration in 802.16 schedule (see Fig. 5). Then,
the probability that T˜tail does not exceed T is readily obtained as:
Pr{T˜tail ≤ T} =

0, if T < 1,
1, if T > TAIFS +WminTslot,
T∑
i=1
Pr{T˜tail = i}, otherwise,
(6)
which immediately implies (1). 
4.3 Several TXOPs per frame case
Here we concentrate on the more general case, when the minimum number of
TXOPs per frame is k and the maximum number is k + 1. Due to the space
limitations we consider only the value of k = 1 below. The calculations for any
natural value k > 1 are made similarly.
Proposition 2. MAC goodput of the Basic coordination algorithm in case of
not more than two TXOPs per frame GB2 may be calculated as:
GB2 =
LQmax
Tframe
· (1 + Pr{T˜tail + T˜BO ≤ T}). (7)
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Proof. As before, we derive the threshold value of the random backoff interval
duration (T ) that now results in two TXOPs per frame. However, this time the
random backoff comprises two intervals: the remainder T˜tail and the full backoff
interval T˜BO between two consecutive TXOPs. The indicated threshold is thus
equal to:
T = Tpause − (TTXOP + TmTXOP ), (8)
where TTXOP is the actual 802.11 TXOP duration with maximum number of
packets. Further, we calculate the probability, that T˜BO is equal to the exact
value of i:
Pr{T˜BO = i} =
{
(Wmin + 1)−1, if i = TAIFS + jTslot,
0, otherwise, (9)
where j ∈ {0, 1, . . . ,Wmin}.
The probability that the sum of T˜tail and T˜BO is equal to some exact value
of j may now be computed as a convolution of the distributions (4) and (9) (see
Fig. 8):
Pr{T˜tail + T˜BO = j} =
j∑
i=1
Pr{T˜tail = i} · Pr{T˜BO = j − i}, (10)
where j ∈ {2, 3, . . . , 2 · (TAIFS +WminTslot)}.
The value of Pr{T˜tail + T˜BO ≤ T} is obtained similarly to (6) and may be
used to derive the final expression (7). 
4.4 Enhanced coordination algorithm
MAC goodput of the Enhanced algorithm may be established after an extension
of the above approach. Again, a general problem may be formulated for minimum
k and maximum k + 1 number of TXOPs, which we solve below for k = 1.
Proposition 3. MAC goodput of the Enhanced coordination algorithm in case
of not more than two TXOPs per frame GE2 may be calculated as:
GE2 =
L
Tframe
· (Qmax + E[Q˜last]), (11)
where Q˜last is the number of packets within the last 802.11 TXOP per 802.16
frame.
Proof. We notice, that under the saturation conditions only the duration of the
last 802.11 TXOP of those obtained per 802.16 frame may vary, subject to the
remaining time in the Rx-Tx gap. We firstly compute a set of thresholds T (i)
that result in obtaining the second TXOP, containing exactly i data packets:
T (i) = Tpause − (TTXOP + TTXOP (i)), (12)
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where TTXOP (i) is the actual 802.11 TXOP duration, which contains exactly
i packets. Once the thresholds are computed, we consider the event Ei that a
TXOP contains i packets, conditioning on the fact that i+1 packets may not be
transmitted. Further, we establish the probabilities Pr{Ei} using (10), (6) and
the corresponding thresholds T (i). Denote the random number of packets in the
last TXOP by Q˜last. The respective mean value is thus given by:
E[Q˜last] =
Qmax∑
i=1
i · Pr{Ei}, (13)
which, in turn, results in (11). 
4.5 Suppressing enhanced coordination algorithm
Proposition 4. MAC goodput of the Suppressing enhanced coordination algo-
rithm in case of not more than three TXOPs per frame GS3 may be calculated
as:
GS3 =
L
Tframe
· (Qmax + E[Q˜last] +Qmod) = GE2 +
LQmod
Tframe
, (14)
where Qmod is the maximum number of packets within the modified 802.11
TXOP.
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Proof. In order to derive the MAC goodput of the Suppressing enhanced al-
gorithm, we should add to the Enhanced algorithm MAC goodput the term
corresponding to one modified TXOP per frame (see Fig. 7). As the system op-
erates in the saturation conditions, the modified TXOP contains the maximum
number of packets (Qmod), which immediately yields (14). 
5 Numerical results
5.1 Saturation scenario summary
In order to verify the assumptions of the above coordination algorithms perfor-
mance analysis, an event-driven simulator was developed, that accounts for the
necessary details of the considered system model. The simulator is based on the
notorious OPNET Modeler [25] and extends its functionality to the MAC coor-
dination purposes. In particular, to saturate the IEEE 802.16e UL sub-frame,
the constant DVD flow of 9.8 Mbps is transmitted. IEEE 802.11n+e part of the
MR station also transmits data packets and is observed under the saturation
conditions. Each simulation run lasts for 10 s, while the principal simulation
parameters are summarized in Table 3.
Table 3. Principal simulation parameters
IEEE 802.16 parameter Value
DL:UL ratio 60:40
PHY type OFDMA
Frame duration (Tframe) 5 ms
Rx-Tx gap duration (Tpause) 2.5 ms
IEEE 802.11 parameter Value
Maximum IEEE 802.11 TXOP duration (TmTXOP ) 1.3 ms
Contention window values: Wmin/Wmax 7/15
Arbitration inter-frame space (AIFS) duration (TAIFS) 43 µs
Slot duration (Tslot) 9 µs
Data packet length (L) 12 000 bits
5.2 Algorithms saturation performance comparison
We plot both analytical and simulated MAC saturation goodputs for the avail-
able set of PHY data rates in Fig. 9. Lines demonstrate the obtained analytical
results, while dots represent simulation results. Firstly, we observe that the in-
troduced theoretical approach shows very good accordance with the simulation.
Notice also, that, as expected, the MAC goodput of the Basic coordina-
tion algorithm is the lowest comparing with the other algorithms, mainly due
18
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Fig. 9. Coordination algorithms performance comparison: 1 – Basic algorithm; 2 –
Enhanced algorithm; 3 – Suppressing enhanced algorithm
to its simplicity. The function for the Enhanced coordination algorithm is al-
most linear, which is explained by the fact that the dynamic 802.11 TXOP size
makes it independent of the variable system parameters. Finally, the Suppress-
ing enhanced coordination algorithm outperforms its competitors for the cost
of a more difficult implementation. Additionally, we observe that its effective-
ness grows with the increasing data rate, as more data packets fit the additional
TXOP per frame.
5.3 Number of MR stations analysis
We continue with the analysis of the presented algorithms with respect to the
coexistence issues between MR stations. Remember, that IEEE 802.16 is a
schedule-based protocol. Therefore, all the MR stations in the system share
the UL sub-frame. As no DL activity is assumed, the 802.16 behavior remains
unchanged with the increase in the number of MR stations. By contrast, the MR
stations contend for the shared IEEE 802.11 channel. Whenever two or more sta-
tions start their transmissions simultaneously, a collision occurs that degrades
802.11 performance. Clearly, with the increasing number of MR stations the
collision probability also grows. Consequently, the overall saturation goodput of
the 802.11 network drops. The simulation analysis of the indicated problem is
shown in Fig. 10 for the fixed PHY data rate of 52 Mbps.
We emphasize the fact that for the Basic coordination algorithm the satura-
tion goodput degradation is almost negligible when the number of MR stations is
sufficiently small. This is due to the simplified operation of the Basic algorithm,
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Enhanced algorithm; 3 – Suppressing enhanced algorithm
which leaves extra gaps before the forthcoming 802.16 activity. Packet collisions
that are short due to the RTS-CTS mechanism do not change this behavior
much. By contrast, Enhanced and Suppressing enhanced algorithms utilize the
available 802.16 gaps better due to the dynamic atomic operation. Therefore,
their performance is more vulnerable to the number of collisions.
5.4 Mean delay analysis
Even though the saturation goodput is the main performance metric of a wireless
network, data packet delay analysis is also important to ensure the client QoS
requirements are satisfied. For this purpose we extend our simulator with the
capability of changing the arrival flow of new packets into the client queue. We
compare the delay behavior of the presented coordination algorithms in Fig. 11
for 10 MR station in the system.
Fig. 11 indicates the clear superiority of the Suppressing enhanced coordina-
tion algorithm, for which the overall critical arrival rate was established to be
24.5 Mbps in Fig. 10. The Enhanced algorithm is the second best and saturates
the system at about 15.5 Mbps. Finally, the Basic algorithm shows the worst
mean delay performance having the critical rate of less than 10 Mbps.
20
0 5 10 15 20 25 300
50
100
150
200
250
300
350
400
450
O vera ll a rriva l ra te, M bps
M
ea
n 
da
ta
 p
ac
ke
t d
el
ay
, m
s
1
2
3
C
rit
ic
al
 a
rri
va
l r
at
e
Fig. 11. Mean data packet delay vs. overall arrival rate for: 1 – Basic algorithm; 2 –
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6 Conclusion
We presented an approach to enable the simultaneous operation of IEEE 802.11
and IEEE 802.16 telecommunication standards within a multi-radio client sta-
tion. The MAC coordination concept was introduced and three various coordi-
nation algorithms were discussed that demonstrate the performance-complexity
trade-off. In particular, we developed a novel Suppressing enhanced coordina-
tion algorithm, which increases the MAC goodput of a MR station for more than
50% in comparison to the other algorithms. A simple analytical approach to the
performance evaluation of the coordination algorithms was proposed.
The analysis regarding the coexistence with other MR client stations was
also performed, as well as the mean data packet delay evaluation. The perfor-
mance of the considered coordination algorithms was estimated analytically in
the framework of the simplified system model, which could be extended further to
account for the imperfect channel conditions. It may be shown, that in the noisy
channel an appropriate rate adaptation strategy sufficiently improves network
performance. The development of coexistence-aware rate adaptation algorithms
is thus the prominent research direction.
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INTRODUCTION
Wireless communication networks are becom-
ing more widespread, as novel telecommuni-
cation standards emerge (Marks, Nikolich, & 
Snyder, in press; Nakamura, in press). The future 
of wireless communication, however, greatly 
depends on how successfully the disproportion 
between the required Quality of Service (QoS) 
and the limited system spectral resource is over-
come. Meanwhile, the urge to increase system 
spectral efficiency gradually gives way to the 
task of the energy efficiency improvement. This 
is particularly true for small-scale handheld 
wireless devices due to the growing gap between 
available and required battery capacity (Lahiri, 
Raghunathan, Dey, & Panigrahi, 2002).
The problem of effective resource utiliza-
tion is of primary importance for wireless sys-
Performance Evaluation of a 
Three Node Client Relay System
Sergey Andreev, Tampere University of Technology, Finland
Olga Galinina, Tampere University of Technology, Finland
Alexey Vinel, Tampere University of Technology, Finland
ABSTRACT
In this paper, the authors examine a client relay system comprising three wireless nodes. Closed-form ex-
pressions for mean packet delay, as well as for throughput, energy expenditure, and energy efficiency of the 
source nodes are also obtained. The precision of the established parameters is verified by means of simulation.
tems, where a large population of users’ shares 
limited spectral resource (Andreev, Kouch-
eryavy, Himayat, Gonchukov, & Turlikov, 
2010). Currently, layered system architecture 
dominates in network design, where each layer 
is treated independently following the concept 
of layer abstraction. Among these, Physical 
(PHY) layer is responsible for the transmission 
of raw data bits, whereas Media Access Control 
(MAC) layer arbitrates access of users to the 
shared wireless channel.
However, traditional layered architecture 
appears to be far less flexible and often im-
plies inefficient resource utilization (Andreev, 
Galinina, & Vinel, 2010). To mitigate this dis-
crepancy, a novel integral and adaptive approach 
is required. As a consequence, cross-layer 
techniques receive increasing attention from the 
research community (Andreev, Koucheryavy, 
Himayat, Gonchukov, & Turlikov, 2010) with 
primary focus being set on the joint consider-DOI: 10.4018/ijwnbt.2011010106
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ation of MAC and PHY layers. New channel-
aware solutions are introduced to achieve 
cross-layer benefits by taking advantage of 
wireless channel state information (CSI). They 
typically exploit extended MAC-PHY interac-
tion and result in higher QoS, arrival flow, and 
channel state adaptability (Song, 2005; Miao, 
2008; Kim, 2009).
As wireless users are becoming increasing-
ly mobile, the focus of the latest research efforts 
shifts from throughput optimization (Song & Li, 
2006) towards energy efficiency improvement 
at all layers of a wireless system (Anisimov, 
Andreev, Galinina, & Turlikov, 2010) from its 
architecture (Benini, Bogliolo, & de Micheli, 
2000) to the adopted communication protocols 
(Schurgers, 2002). Recently, cooperative cross-
layer approaches gain increasing international 
acclaim (Pyattaev, Andreev, Vinel & Sokolov, 
2010; Pyattaev, Andreev, Koucheryavy, & 
Moltchanov, 2010). They exploit variability in 
CSI of wireless users and, as such, allow for 
additional performance gains thus constituting 
a promising research direction.
RESEARCH BACKGROUND
While more and more users are sharing the 
limited wireless resource and cellular networks 
are gradually shifting towards more aggressive 
frequency reuse scenarios (Marks, Nikolich, & 
Snyder, in press; Nakamura, in press), wireless 
interference becomes one of the major limiting 
factors that impair network performance growth. 
Wireless data transmission of a user, being 
unavoidably broadcast, necessarily impacts the 
transmission process of other users and con-
sequently degrades the overall system energy 
efficiency. However, users may gain in their 
energy efficiencies by acting cooperatively (Cui, 
Goldsmith, & Bahai, 2004; Jayaweera, 2004). 
Such a spatial domain resource management is 
becoming increasingly important to improve 
the performance of the cell-edge users with a 
poor communication link (Andreev, Galinina, 
& Vinel, 2010).
On the other hand, cooperation typically 
implies extra energy expenditure as more data 
is transmitted over the air. Moreover, coopera-
tive transmission may negatively impact packet 
delay, as data packets are sometimes relayed 
over a longer path. However, increasing delay 
could sometimes be compensated by reducing 
transmission data rate; and this is contrast-
ingly known to increase user energy efficiency 
(Andreev, Koucheryavy, Himayat, Gonchukov, 
& Turlikov, 2010). As such, it is important to 
evaluate all the basic trade-offs behind wire-
less cooperation and indicate scenarios where 
it actually improves the performance of a cel-
lular network.
Currently, studying the collaboration be-
tween neighboring users of a wireless system 
is highly significant. As energy expenditure to 
guarantee reliable data transmission exponen-
tially grows with distance (Stuber, 2001), it is 
desirable to relay data over shorter intermediate 
hops (Rabaey, Ammer, da Silva Jr., & Patel, 
2000). Consequently, client relay is believed to 
become a promising concept that would boost 
the performance of contemporary wireless 
cellular networks.
Enabling client relay, it is crucial to avoid 
scenarios when the use of this technology in-
sufficiently increases the performance of the 
originating user (Haenggi & Puccinelli, 2005). 
As the result, the task of effective relay selec-
tion is often reduced to analyzing the trade-off 
between the source node benefits and the relay 
node losses. In this paper, we evaluate the 
performance of the simplest but nonetheless 
practical client relay network. We estimate mean 
packet delay for all the data sources within the 
considered system, as well as establish their 
throughput, energy expenditure, and energy 
efficiency.
SYSTEM MODEL
We consider a wireless cellular network en-
hanced with client relay capability borrowing 
the basic methodology from our previous paper 
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(Andreev, Galinina, & Turlikov, 2010) and 
extending it. In what follows, we concentrate 
on the simplest network topology (Figure 1) 
comprising two source nodes and one sink node. 
We term user A  the originator. The originator 
generates own data packets with the mean ar-
rival rate l
A
. We also term user R  the relay. 
The relay generates own data packets with the 
mean arrival rate l
R
. Additionally, the relay is 
capable of eavesdropping on the transmissions 
from the originator and may temporarily store 
the packets from A  for the subsequent retrans-
mission. The node B  is termed the base station 
and receives data packets from both the origina-
tor and the relay. Below we detail the system 
model and present the set of main assumptions.
Assumption	1. System time is slotted. All the 
communicated data packets have equal 
size and the transmission of each one of 
them takes exactly one slot.
Assumption	2. The numbers of new data pack-
ets arriving to either the originator or the 
relay during consecutive slots are inde-
pendent and identically distributed (i.i.d) 
random variables with the means l
A
 and 
l
R
 respectively. For the sake of analyti-
cal tractability we assume Poisson ar-
rival flow of new packets in the rest of 
the text. The base station has no 
outgoing traffic.
Assumption	 3. Both the originator and the 
relay have unbounded queues to store 
own data packets. Additionally, the relay 
has an extra memory location to keep a 
single data packet from the originator for 
the subsequent cooperative retransmis-
sion. Below we demonstrate that single 
memory cell is sufficient for the proposed 
client relay system operation.
Assumption	4. The communication system is 
centralized and is controlled by the base 
station. The fair stochastic round-robin 
scheduler operates at the base station and 
alternates source nodes accessing the 
wireless channel with equal probability 
(see Figure 2 as an example behavior of 
the system detailed in Figure 1, with no 
additional packet arrivals). In particular, 
if both the originator and the relay have 
pending data packets the subsequent slot 
is given to either of them with probabil-
ity 0 5. . The non-transmitting node stays 
idle during this slot. If either of the source 
nodes has no pending data packets the 
other one is given the subsequent slot 
with probability1 . This ensures efficient 
system time utilization. If neither source 
has pending data packets the entire system 
stays idle. We also assume that schedul-
ing information about which node trans-
mits in the subsequent slot is immedi-
ately available to both source nodes over 
a separate channel and consumes no 
system resources.
Assumption	5. The communication channel is 
error-prone and is based on the multi-
packet reception channel model (Rong 
& Ephremides, 2009). The transmitted 
data packet is received by the destination 
successfully with the constant probabil-
ity dependent only on the link type (direct 
Figure 1. Considered three node client relay system
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or relay) and on which nodes are transmit-
ting simultaneously.
We define the following non-zero success 
probabilities:
• 
• 
• 
• 
It is expected that p p
AR AB
> , as well as 
p p
CB AB
> .
We also assume that feedback information 
about the success/failure of each reception 
attempt by the base station is immediately 
available to both source nodes over a separate 
channel and consumes no system resources. 
If the packet is not received successfully, it 
is retransmitted by its source. The maximum 
number of allowable retransmission attempts is 
unlimited. The relay is incapable of simultane-
ous transmission and reception.
Assumption	6. At the first packet transmission 
attempt by the originator, the relay at-
tempts eavesdropping on it with probabil-
ity 1 . According to Assumption 5, this 
eavesdropping attempt is successful with 
probability p
AR
. If the packet is received 
successfully by the relay it is stored in 
the single memory location by replacing 
its previous contents. Also according to 
Assumption 5, this packet is at the same 
time successfully received at the base 
station with probability p
AB
. If unsuc-
cessful, the originator retransmits the 
same packet in the next available slot.
Assumption	7. At any retransmission attempt 
by the originator, the relay performs one 
of the following. If the packet which is 
being transmitted was already stored in 
its memory location the relay sends it 
simultaneously with the originator with 
probability 1  (Figure 2). As such, the 
relay tries to improve the performance of 
the originator. According to Assumption 
5, this packet is successfully received at 
the base station with probability p
CB
. 
Alternatively, if eavesdropping on the 
transmitted packet failed previously the 
relay attempts again with probability 1  
(see Assumption 6).
We note that according to Assumptions 6 
and 7 a single memory location for the eaves-
dropped data packets at the relay suffices for 
the considered client relay system operation. 
Moreover, the originator is unaware of the 
cooperative help from the relay and the relay 
sends no explicit acknowledgements to the 
originator by contrast to the approach from 
(Rong & Ephremides, 2009). This enables 
tailoring the proposed client relay model to 
the contemporary cellular standards (Marks, 
Nikolich, & Snyder, in press; Nakamura, in 
press). The relay improves the throughput of 
the originator by sacrificing its own energy ef-
ficiency. Extra energy is spent by the relay on 
the eavesdropping, as well as on the simultane-
ous packet transmissions with the originator.
Generally, the relay may sometimes decide 
not to eavesdrop on the transmissions from the 
originator or not to transmit a packet simultane-
Figure 2. Example client relay system operation
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ously subject to a particular client relay policy. 
In this paper, we restrict our further explorations 
to the baseline case when the relay is forced 
to eavesdrop on all the transmissions from the 
originator and to transmit a packet simultane-
ously whenever it is kept in the memory (see 
Assumptions 6 and 7). We leave any opportu-
nistic cooperation for the future work.
Main Notations
The proposed analytical approach to the per-
formance evaluation of the considered three 
node client relay system is based on the notion 
of the packet service time. The packet service 
time is the time interval from the moment 
when the tagged packet is ready for service to 
the moment its service ends (Jaiswal, 1968). 
More specifically, in the considered system 
the service time of the tagged packet from a 
node starts when this packet becomes the first 
one in the queue of this node and ends when 
its successful transmission ends.
We denote the service time of a packet 
from node A  as T T
AR A R AR
( , )l l  , where 
‘ ’ reads as “equal by definition”. Addition-
ally, we introduce the mean service time 
o f  a  p a c k e t  f r o m  n o d e  A  a s 
τ λ λ τ
AR A R AR AR
E T( , ) [ ] = . Further, we 
denote by τ λ τ
AR A A
( , )0
0
  the mean service 
time of a packet from node A  conditioning on 
the fact that l
R
= 0 .
Symmetrically, we denote the service time 
of a packet from node R  as T T
RA R A RA
( , )l l   
and the corresponding mean service time as 
τ λ λ τ
RA R A RA RA
E T( , ) [ ] = . Analogously, 
the conditional mean service time is introduced 
as τ λ τ
RA R R
( , )0
0
  for l
A
= 0 .
Note that as T
R0
 is distributed geometri-
cally, for both system with cooperation (when 
p
AR
> 0 ) and system without cooperation 
(when p
AR
= 0 ) it holds the following:
t
R
RB
p0
1=  (1)
whereas only for the system without coopera-
tion it holds:
t
A
AB
p0
1=  (2)
The derivation of t
A0
 for the system with 
cooperation is a more complicated task and will 
be addressed below.
Denote the numbers of data packets in the 
queues of the nodes A  and R  at the beginning 
of a particular slot t  by Q
A
t( )  and Q
R
t( )  respec-
tively. As we observe the client relay system in 
stationary conditions, we omit the upper index 
t  of variables Q
A
t( )  and Q
R
t( ) .
Finally, we denote the queue load coeffi-
cient (Kleinrock, 1975) of node A  as 
ρ λ λ ρ
AR A R AR
( , ) . By definition we have:
ρ λ τ
AR A A AR
Q= ≠ =Pr{ }0  (3)
In particular, queue load coefficient 
of node A  conditioning on the fact that 
l
R
= 0  may be established as:
ρ λ ρ λ τ
AR A A A A
( , )0
0 0
 = . Accounting for (2), 
for the system without cooperation r
A0
 further 
simplifies to ρ
λ
A
A
AB
p0
= .
Analogously, queue load coefficient of 
node R  is denoted as ρ λ λ ρ
RA R A RA
( , ) . Also 
by definition we have:
ρ λ τ
RA R R RA
Q= ≠ =Pr{ }0  (4)
Symmetrically, queue load coefficient of 
node R  conditioning on the fact that l
A
= 0  
may be established as:
ρ λ ρ λ τ
RA R R R R
( , )0
0 0
 = . 
Accounting for (1), for both systems with and 
without cooperation r
R0
 further simplifies to 
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ρ
λ
R
R
RB
p0
= . The main notations we consis-
tently use throughout this paper are summarized 
in Table 1.
General Statements
Consider the queue at node A . We remind that 
by definition r
AR A
Q= ≠Pr{ }0  and set 
r r
A R0 0
>  as an example. The following 
propositions may thus be formulated.
Proposition	1. For the queue load coefficient 
of node A  it holds the following:
r
r
rAR
A
R
≤
−
0
0
1
 (5)
Another important proposition may be 
formulated considering normalization condition 
of the respective system generating function or 
balance equations of the corresponding embed-
ded Markov chain.
Proposition	2. For the queue load coefficients 
of nodes A  and R  it holds the following:
r r r r
AR RA A R
− = −
0 0
 (6)
The proofs of Propositions 1 and 2 are not 
included into this text due to space constraints.
Proposition	3. For the queue load coefficient 
of node R  it holds the following:
r r r r
r
r
r r
RA AR A R
A
R
A R
= − + ≤
−
− +
0 0
0
0
0 01
 
(7)
The proof of Proposition 3 follows im-
mediately from (5) and (6).
The established upper bounds on r
AR
 and 
r
RA
 hold for both systems with and without 
cooperation. In what follows, we firstly study 
the system without cooperation and then extend 
the proposed analytical approach to the system 
with cooperation.
Non-Cooperative System 
Performance Evaluation
We study the behavior of node A  within the 
framework of the queueing theory. As such, 
consider the queueing system associated with 
node A . Due to the fact that the queues of 
nodes A  and R  are mutually dependent, the 
notorious Pollazek-Khinchine formula (Klein-
rock, 1975) may not be used to obtain the exact 
mean queue length of node A . We, however, 
apply this formula to establish the approximate 
value of the mean queue length of node A  as:
q E T
ET
ET
ET
A A AR
A AR
A AR
A AR
A AR
A
≅ +
−
= +
−
λ
λ
λ
λ τ
λ
λ
[ ]
[ ]
( [ ])
[ ]
(
2 2 2 2
2 1 2 1 τ
AR
)
 
(8)
where t
AR AR
E T= [ ]  is the mean service time 
of a packet from node A  (the first moment of 
random service time T
AR
) and ET
AR
[ ]2  is the 
respective second moment of the service time. 
Accounting for (3) and (8), we may write:
q
E T
A AR
A AR
AR
≅ +
−
ρ
λ
ρ
2 2
2 1
[ ]
( )
 (9)
We now demonstrate how to derive the 
unknown components of equation (9). Con-
sider the service time of the tagged packet from 
node A . We remind that the packet scheduler 
at the base station is stochastic, that is, it assigns 
the subsequent slot to node A  with probabil-
ity 0 5.  if both source nodes are loaded. There-
fore, in every slot for which Q
R
¹ 0  and 
Q
A
¹ 0  the packet from A  is included into 
the system schedule with probability 0 5. . We 
introduce the following auxiliary probability:
g
A R A
R A
A
Q Q
Q Q
Q
 Pr{ | }
Pr{ , }
Pr{ }
≠ ≠ =
≠ ≠
≠
0 0
0 0
0
.
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Table 1. Main notations 
Notation Parameter description
l
A
Mean arrival rate of packets in node A
l
R
Mean arrival rate of packets in node R
p
AB
Probability of successful reception from A  at B  when A  transmits
p
RB
Probability of successful reception from R  at B  when R  transmits
p
AR
Probability of successful reception from A  at R  when A  transmits
p
CB
Probability of successful reception from A  at B  when A  and R  cooperate
t
AR
Mean service time of a packet from node A
t
RA
Mean service time of a packet from node R
r
AR
Queue load coefficient of node A
r
RA
Queue load coefficient of node R
q
A
Mean queue length of node A
q
R
Mean queue length of node R
d
A
Mean packet delay of node A
d
R
Mean packet delay of node R
h
A
Mean departure rate of packets from node A  (throughput of A )
h
R
Mean departure rate of packets from node R  (throughput of R )
e
A
Mean energy expenditure of node A
e
R
Mean energy expenditure of node R
j
A
Mean energy efficiency of node A
j
R
Mean energy efficiency of node R
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Clearly, the scheduler either assigns the 
subsequent slot to node R  with probability 
0 5. g
A
 or assigns it to node A  with the comple-
mentary probability 1 0 5- . g
A
.
Consider the probability of the event that 
Q
R
¹ 0  and Q
A
¹ 0  simultaneously. By the 
complete probability formula, we may write 
Pr{ , } Pr{ } Pr{ , }Q Q Q Q Q
R A R R A
≠ ≠ = ≠ − ≠ =0 0 0 0 0 . 
On the other hand, by definition we have 
Pr{ }Q
R RA
≠ =0 r . Further, for the probabil-
ity Pr{ , }Q Q
R A
≠ =0 0  we obtain the follow-
ing expression:
Pr{ , } Pr{ } Pr{ , }Q Q Q Q Q
R A A R A
≠ = = = − = =0 0 0 0 0 .
Using the definition of r
AR
, we note that 
Pr{ }Q
A AR
= = −0 1 r . Moreover, we also note 
that Pr{ , }Q Q
R A A R
= = = − −0 0 1
0 0
r r .
Summarizing the above, 
Pr{ , }Q Q
R A AR RA A R
≠ ≠ = + − −0 0
0 0
r r r r . 
Additionally, from Proposition 2 it immedi-
ately follows that:
Pr{ , } ( )Q Q
R A AR A
≠ ≠ = ⋅ −0 0 2
0
r r . 
Finally, we obtain:
0 5 0 5
0 0
0
1 0. .
Pr{ , }
Pr{ }
γ
ρ
ρA
R A
A
A
AR
Q Q
Q
= ⋅
≠ ≠
≠
= − .
We may establish the following distribution 
for the service time of a packet from node A :
Pr{ } ( . )( ( . ))T n p p
AR AB A AB A
n= = − − − −1 0 5 1 1 0 5 1g g .
The above expression accounts for the fact 
that out of n  slots spent to serve a packet from 
node A  the last slot was assigned to node A  
and its transmission in this slot was successful. 
The previous n -1  slots were either not as-
signed to node A  or its transmissions in these 
slots were unsuccessful.
Calculating the first and the second moment 
of the service time (ET
AR
[ ]  and ET
AR
[ ]2 ), ac-
counting for (9) and also using Little’s for-
mula in the form q
A A A
= λ δ , it is now easy to 
approximate the mean packet delay of node 
A  as:
δ
ρ
λ
λ γ
ρ γA
AR
A
A AB A
AR AB A
p
p
≅ +
− −
− −
( ( . ))
( ) ( . )
2 1 0 5
2 1 1 0 52 2
.
The performance metrics of node R  may 
be calculated analogously, due to the symmet-
ric nature of the respective direct links. Ac-
counting for 0 5 1 0. γ
ρ
ρR
R
RA
= − ,  where 
g
R
R A
R
Q Q
Q

Pr{ , }
Pr{ }
¹ ¹
¹
0 0
0
, the approximate 
mean packet delay of node R  is given by:
δ
ρ
λ
λ γ
ρ γR
RA
R
R RB R
RA RB R
p
p
≅ +
− −
− −
( ( . ))
( ) ( . )
2 1 0 5
2 1 1 0 52 2
.
The proposed analytical approach to the 
performance evaluation of the considered three 
node client relay system is also applicable for 
establishing the exact mean departure rate of 
packets from (throughput of) nodes A  and 
R . In particular, the throughput of A  is 
given by:
η
λ
λ τ
τ
τ
A
A
R R
A
A
no saturation
saturation for A
saturat
=
−
,
,
,
1  
0
0
0
1
2
ion for A R,





.
Similarly, the throughput of R  may be 
derived by:
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η
λ
λ τ
τ
τ
R
R
A A
R
R
no saturation
saturation for R
saturat
=
−
,
,
,
1  
0
0
0
1
2
ion for A R,





.
The above expressions may be further 
simplified accounting for equations (1) and 
(2). Here, the saturation conditions are defined 
as follows:
• Saturation for A : λ τ λ τ
A A R R0 0
1+ >( )  
and at the same time λ τ
R R0
0 5<( ). .
• Saturation for R : λ τ λ τ
A A R R0 0
1+ >( )  
and at the same time λ τ
A A0
0 5<( ). .
• Saturation for A  and R : λ τ
A A0
0 5>( ).  
and at the same time λ τ
R R0
0 5>( ). .
Additionally, we may obtain the exact 
value of the mean energy expenditure of node 
A  as:
ε η τ η τ
A TX A A I A A
P P= −
0 0
 + (1  ) ,
together with the mean energy expenditure of 
node R  as:
ε η τ η τ
R TX R I R
P P= −( )  + 1  R R0 0 .
Here, P
TX
 is the average power that is 
spent by a node in the packet transmission state, 
whereas P
I
 is the average power that is spent 
by the same node in the idle state. As such, the 
mean energy efficiencies of nodes A  and R  
readily follow and are given by expressions 
ϕ
η
εA
A
A
=  and ϕ
η
εR
R
R
=  respectively.
Cooperative System 
Performance Evaluation
In order to mathematically describe the system 
with cooperation, we firstly consider an impor-
tant special case when the queue at node R  is 
always empty. We establish the distribution of 
the number of slots required to serve a packet 
from node A . By using the obtained distribu-
tion, we then generalize the proposed approach 
for the case of non-empty queue at node R . 
All the respective performance metrics for the 
system with cooperation are marked by symbol 
‘*’ in the rest of the text.
Case	1. The queue at node R  is always empty 
(l
R
= 0 ).
Analogously to the derivations in the pre-
vious section, we may express the sought dis-
tribution for the service time of a packet from 
node A  as:
,
where X
p p p
p p p
AR AB CB
CB AB AR
=
−
− − − −
( )
( )( )
1
1 1 1
 and 
Y X p
AB
= − .
Coming now to the mean service time, we 
have the following:
t
A
CB AB AR
CB AB AB AR
p p p
p p p p0
1
1
* ( )
[ ( ) ]
=
+ −
+ −
 (10)
Case	2. The queue at node R  is not always 
empty (l
R
> 0 ).
Here we generalize the above analytical 
expressions for the most complex cooperative 
case with l
R
> 0 . Omitting lengthy but 
straightforward derivations, we give the respec-
tive distribution for the service time of a 
packet from node A  as:
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,
where 0 5 1 0. *
*
*
γ
ρ
ρA
A
AR
= −  and also 
p p p p p
A AB AR AB AR
= + − ⋅  for brevity. Here 
p
A
 is the probability to successfully receive a 
packet from A  at either node R  or at the base 
station.
Queue load coefficients of nodes A  and 
R  ( r
AR
*  and r
RA
* ) may be calculated similarly 
to the respective parameters for the system 
without cooperation accounting for the fact that 
ρ λ τ
A A A0 0
* *
 , where the expression for t
A0
*  is 
given by (10).
Finally, calculating the second moment of 
the service time we derive the resulting expres-
sion for the approximate mean packet delay of 
node A  as:
,
where X  and Y  were given above.
Accounting for (10), the resulting ap-
proximation for the mean packet delay d
R
*  of 
node R , as well as expressions for the through-
put h
A
*  and h
R
*  of nodes A  and R  in the 
system with cooperation are similar to the re-
spective metrics in the system without coop-
eration from the previous section. Analogous-
ly, the mean energy expenditure of node A  in 
the considered case is given by:
ε η τ η τ
A TX A A I A A
P P* * * * *= −
0 0
+ (1  ) ,
whereas the mean energy expenditure of node 
R  may be calculated as:
,
where P
RX
 is the average power that is spent 
by a node in the packet reception state. As 
before, the mean energy efficiencies of nodes 
A  and R  are given by expressions ϕ
η
εA
A
A
*
*
*
=  
and ϕ
η
εR
R
R
*
*
*
=  respectively.
Figure 3. Dependency of throughput (left) and mean packet delay (right) of source nodes on 
mean packet arrival rate l
A
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Numerical Results and Conclusions
In this section, we discuss some simulation results 
of the considered three node client relay system 
(Figures 3 and 4). Particularly, we focus on 
throughput, mean packet delay, energy expen-
diture, and energy efficiency of the source nodes. 
Partly following (Rong & Ephremides, 2009), 
the simulation parameters are set as: p
AB
= 0 3.
, p
RB
= 0 7. , p
AR
= 0 4. , p
CB
= 0 5. , P
TX
= 1 0.
, P
RX
= 0 9. , P
I
= 0 8. , l
R
= 0 15. , whereas l
A
 
is varied across the system stability region. The 
plots compare the two scenarios: with coopera-
tion (cooperative) and without cooperation 
(non-cooperative).
Evidently, the proposed analytical approach 
to the performance evaluation of the considered 
three node client relay system shows excellent 
agreement with simulation data. The obtained 
results allow for concluding upon the feasibility 
of the client relay technology. In particular, the 
originator throughput gain is up to 24% in satu-
ration region. As such, client collaboration makes 
a promising technique to improve cell-edge user 
performance in the contemporary and future 
wireless cellular networks.
By contrast to known approaches where 
research is significantly simulation-based, this 
paper primarily introduces a formal mathemati-
cal model to assess the performance of a client 
relay network. The addressed client collabora-
tion mechanisms may be implemented as part of 
networking equipment produced by Motorola, 
Intel, Nokia, etc. The proposed cooperation 
protocols could be tailored to next-generation 
telecommunication standards IEEE 802.16m 
(Marks, Nikolich, & Snyder, in press) and LTE-
Advanced (Nakamura, in press).
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Abstract. This paper thoroughly studies a modification of tree algo-
rithm with successive interference cancellation. In particular, we focus
on the algorithm throughput and account for a single signal memory lo-
cation, as well as cancellation errors of three types. The resulting scheme
is robust to imperfect interference cancellation and is tailored to the up-
link bandwidth request collision resolution in an IEEE 802.16 cellular
network. The mean packet delay is shown to be considerably reduced
when using the proposed approach.
Keywords: tree algorithm, successive interference cancellation,
throughput, mean packet delay.
1 Introduction and background
Contemporary communication networks adopt multi-access techniques to arbi-
trate the access of the user population to the shared communication link. Multi-
ple access algorithms are specifically designed to effectively control the resource
allocation and reside at the Medium Access Control (MAC) layer. They consti-
tute an important component of the widespread wireless protocols, such as IEEE
802.11 (Wi-Fi) and IEEE 802.16 (WiMAX). Random Multiple Access (RMA)
algorithms are often used due to their simple implementation and reasonably
high performance.
We remind that every MAC algorithm comprises a Channel Access Algo-
rithm (CAA) and a Collision Resolution Algorithm (CRA). Whereas the former
arbitrates user access to the shared medium, the latter is responsible for the
collision resolution, whenever two or more users transmit their packets simul-
taneously. The most widespread ALOHA-based family of algorithms includes
diversity slotted ALOHA, binary exponential backoff, and other popular mecha-
nisms. The main idea of these approaches is to specify CAA and defer the packet
retransmission after a collision took place for some random future time.
By contrast, tree algorithms independently proposed in [1] and [2], focus on
CRA and thus demonstrate higher efficiency. The family of conventional tree
algorithms is represented by Standard Tree Algorithm (STA) and Modified Tree
Algorithm (MTA). During the operation of the conventional STA and MTA, it
is implicitly assumed that no meaningful information is extracted at the receiver
after a collision. However, recent advances in physical (PHY) layer techniques
allow using Successive Interference Cancellation (SIC) techniques [3], [4]. Dur-
ing SIC operation the packets involved into a collision may be restored succes-
sively. In [3], it was argued that SIC is naturally applicable to the uplink packet
transmission in centralized communication networks. As such, in this paper we
consider the prominent IEEE 802.16 [5] wireless cellular protocol.
The pioneering research work [6] proposes a combination of SIC and a tree
algorithm (SICTA) to improve the performance of the conventional tree algo-
rithms. Briefly, the acquired collision signals are stored in the signal memory
of the receiver, which is assumed to be unbounded and then processed by SIC.
Consequently, the performance of SICTA algorithm is shown to double the per-
formance of the conventional STA. In the subsequent years, several modifications
of the baseline SICTA algorithm were proposed [7], [8], [9], including the solutions
that take advantage of the bounded signal memory. In particular, [10] proposes
a SICTA-based algorithm to replace the standard algorithm at the bandwidth
requesting stage in IEEE 802.16 networks.
All the existing SICTA-based solutions may be classified into two categories.
Firstly, there are algorithms that assume perfect SIC operation and therefore
are susceptible to cancellation errors falling into a deadlock. Secondly, there are
algorithms that are robust to imperfect SIC operation, but at the same time
are unstable when the number of users grows unboundedly. In our previous
work [11], we proposed a robust SICTA algorithm that tolerates cancellation
errors and demonstrates nonzero performance even when the user population is
infinite. In this paper, we extend our algorithm to account for a more realistic
SIC operation and conduct its thorough throughput analysis. Finally, we tailor
the proposed solution for the uplink bandwidth requesting in the prominent
IEEE 802.16 protocol.
2 System model and algorithms
2.1 Conventional tree algorithms
Consider tree multi-access algorithms proposed independently by [1] and [2] in
the framework of classical RMA model with infinite user population and Poisson
arrivals. We remind that each tree algorithm defines both CAA and CRA, which
arbitrate user channel access and collision resolution process respectively. CRA
is conveniently illustrated by a binary tree (see Figure 1, a), where a collided user
selects right slot with probability p and selects left slot with probability (1− p).
Here the root corresponds to the set of users that collided initially, whereas
the remaining nodes correspond to the subsets (possibly, empty) of users that
decided to transmit in particular slots of the Collision Resolution Interval (CRI).
We note that in the example collision resolution tree (see Figure 1, a) a
collision in slot 5 is inevitable, as none of the users which collided in slot 3
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Fig. 1. Tree algorithms operation: a – STA; b – MTA; c – SICTA
select empty right slot 4. As such, it is reasonable to skip the collision slot 5 and
proceed immediately to the next tree level. This simple modification is adopted
by the conventional MTA (see Figure 1, b) to increase the performance of the
conventional STA.
Maximum stable throughput is one of the most important performance pa-
rameters of tree algorithms. It may be defined as the highest arrival rate, which
still results in the bounded value of the mean packet delay. The algorithm is sta-
ble for the given arrival rate if its mean packet delay is finite. Conventional STA
has the throughput of 0.346, whereas conventional MTA improves throughput
up to 0.375 in the framework of the classical model.
2.2 Successive interference cancellation
Recent advances in telecommunication equipment allow using SIC at the PHY
layer [12], [4]. Generally, SIC is an approach to process a combination of wireless
signals having some additional information. Following [7], we show how SIC may
improve the performance of a tree algorithm in Figure 2. Assume for simplicity
that the channel is error-free. Denote by ys the signal received by the end of slot
s. Similarly, denote by xA and xB the signals corresponding to packets A and B
respectively. Let two users transmit their packets A and B in the first slot and
collide. As such, the receiver acquires the combined signal y1 = xA + xB and
decides that a collision occurred. The initial combined signal y1 is then stored
in the signal memory of the receiver.
After acquiring the signal y2 = xA at the end of slot 2, the receiver success-
fully extracts signal xA and decodes packet A. Further, SIC procedure processes
signal y1 and cancels the extracted signal xA from the stored combination, that
is, y˜1 = y1−xA. Then it is also possible to extract signal xB = y˜1 and to decode
AB
A ,B
T im e
A,B A B
– S lot  s k ipped
y 1 y 2
Fig. 2. Simple SIC example
packet B. Therefore, the subsequent collision resolution is not necessary. In the
considered example the CRI duration is one slot less for any tree algorithm.
SIC-based algorithms typically exploit extended feedback from the PHY
layer. This extra feedback is the result of the SIC operation. The baseline SICTA
algorithm proposed in [6] requires the K–EMPTY –COLLISION feedback at
MAC, where K is the number of successfully restored packets together with the
number of left slots of the collision resolution tree labeled as empty after the
SIC operation.
Consider example SICTA operation in Figure 1, c, where the CRI duration is
only 4 slots. As left subtree may be skipped completely, the throughput is 0.693,
that is, twice the STA throughput. More formal analysis is conducted below
in subsection 3.2. In Figure 3, we detail the simplified SIC transceiver, which
may be used to implement the baseline SICTA algorithm from [6]. Solid lines
indicate transmission of data, whereas dashed lines indicate transmission of the
control information. As follows from the figure, the unbounded signal memory at
the receiver is practically infeasible. To mitigate this limitation, we propose our
modification of SICTA that uses only a single signal memory location. As such,
the implementation and operation complexity may be considerably reduced.
2.3 Imperfect interference cancellation
We note that in practical wireless devices using SIC, the interference cancellation
is not perfect [13]. Cancellation errors may occur due to the residual signals
after canceling the received signal in the stored combination. For example, after
canceling the extracted signal xA from the combined signal xA + xB (see e.g.
Figure 2) in slot s, the resulting signal contains y˜s = xB + nA, where nA is the
residual signal xA. After subsequent cancellation of xB we analogously obtain
˜˜ys = nA + nB .
If the power of the residual signal nA + nB is sufficiently high, the receiver
mistakenly decides that the corresponding slot is not empty, that is, detects a
non-existent collision between the users. For simplicity, we assume that this event
occurs with some constant probability that depends on the receiver implemen-
tation. As such, due to the imperfect SIC operation, the PHY-MAC feedback is
error-prone.
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Fig. 3. SIC transceiver structure
Despite its high throughput, the baseline SICTA algorithm is vulnerable to
cancellation errors. Indeed, assume that in the considered example in Figure 1, c
the last cancellation operation of the signal xB in the initial stored signal implies
the residual signal nB , that is, ˜˜y1 = y1 − xC − xB + nB . If now the power of nB
is high enough, the signal xA may be extracted unsuccessfully and the collision
resolution process would continue. Sooner or later, when packet A is decoded
successfully, the residual signal power may be too high and the receiver would
detect another non-existent collision in the left slot. According to the SICTA
rules, the collision resolution process would then continue indefinitely unless it
is aborted externally. As such, SICTA falls into a deadlock.
Our overview of SICTA-based algorithms indicates that currently there is
no algorithm that is robust to imperfect interference cancellation and, at the
same time, stable in the framework of the classical RMA model. The proposed
robust SICTA (R-SICTA) algorithm tolerates cancellation errors for the cost of
some reduction in its throughput. Additionally, it takes advantage of the single
signal memory location at the receiver side. The increase in the amount of the
available memory will result in growing throughput (still below the throughput
of SICTA) and complexity [9].
The main idea of the proposed algorithm (see Figure 4, a) is to refrain from
skipping particular collision slots (such as slot 3), which otherwise might result
in a deadlock. In Figure 4, a, the time diagram for the best case corresponds to
two successful cancellation operations, whereas the time diagram for the worst
case corresponds to two unsuccessful operations. The formal description of our
R-SICTA algorithm is given below in subsection 3.3. We note that due to can-
cellation errors the rules 3, 5, and 7 (see Table 1) must not allow skipping a slot
of the collision resolution tree. Otherwise, deadlock effect may not be controlled.
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Fig. 4. Proposed R-SICTA algorithm: a – example operation of R-SICTA; b, c, d, e –
some subtrees of R-SICTA
3 Proposed throughput calculation technique
3.1 General procedure
Here we describe an approach to obtain the throughput of a tree algorithm
with successive interference cancellation. As such, we develop the re-calculation
method for the mean collision resolution time from [14] and apply it to SICTA-
based algorithms. Denote by v the duration of CRI in slots (time to resolve a
collision of size k, or the number of nodes in the respective collision resolution
tree), which is a discrete random variable. The conditional mean E[v|collision of
size k is being resolved] determines the CRI duration for a collision between k
users. Our approach to the throughput calculation of tree algorithms using SIC
is based on the following auxiliary assumptions.
Proposition 1. Consider tree algorithm A using SIC. Denote by TAk the mean
time to resolve a collision of size k for this algorithm. Taking k
TAk
into account,
the following bounds for the throughput of A denoted by RA may be established:
lim inf
k→∞
k
TAk
< RA < lim sup
k→∞
k
TAk
. (1)
The proof of this proposition follows immediately from [1]. Consider now
STA denoting the respective mean collision resolution time by Tk. Analogously
to (1), we may derive the bounds for the throughput of STA omitting the lower
index and denoting it simply by R:
lim inf
k→∞
k
Tk
< R < lim sup
k→∞
k
Tk
. (2)
We note that the bounds for R were established in [15] and are equal to:
0.34657320 < R < 0.34657397. (3)
Proposition 2. Upper and lower bounds for the throughput R of STA may be
obtained as: (
2
ln 2
+ c
)−1
< R <
(
2
ln 2
− c
)−1
, (4)
where c = 3.127 · 10−6.
The interrelation between the bounds from (3) and expression (4) was estab-
lished in [14].
Proposition 3. Denoting the number of nodes in the collision resolution tree
of STA by v, we readily obtain Tk = E[v]. The number of success, collision, and
empty slots within CRI is denoted by vs, vc and ve respectively. Then vs+vc+ve =
v and at the same time:
vs = k; vc =
v − 1
2
; ve =
v + 1
2
− k. (5)
The proof of the above relations may be found in [14].
Proposition 4. Consider the collision resolution tree of algorithm A as the col-
lision resolution tree of STA, where the time to pass some tree nodes is zero due
to the SIC operation. We establish the number of thus skipped nodes r denoting
by u the number of remaining nodes. Coming to the expected values, we may
write:
E[u] = E[v]− E[r] or TAk = Tk − E[r]. (6)
The proof of this proposition follows from Proposition 1 and equation (2).
Substituting (6) into (1) and after some transformations, we derive the bounds
for the throughput RA as functions of known bounds for the throughput of
STA (4). Below we use Proposition 3 to obtain E[r] for the baseline SICTA
algorithm, as well as for the proposed R-SICTA algorithm. Also we account for
Proposition 4 to establish bounds for their throughputs.
3.2 Baseline SICTA algorithm
Below we calculate the throughput of the baseline SICTA algorithm from [6] as
an example. The following feedback must be available from the SIC receiver for
the proper operation of SICTA:
1. COLLISION.
2. EMPTY.
3. K – the number of successfully restored packets together with the number of
left slots of the collision resolution tree labeled as empty after SIC operation
(K ≥ 1).
The operation of the respective PHY layer is detailed in Figure 3.
Proposition 5. The mean number of non-skipped nodes in the collision resolu-
tion tree of SICTA (TSk ) is established as:
TSk = Tk −
1
2
E[vs]− 12(E[vc]− 1)−
1
2
E[ve] = Tk − 12Tk +
1
2
=
Tk + 1
2
, (7)
where Tk is the mean number of nodes in the collision resolution tree of STA.
The thorough proof of this proposition may be conducted using the approach
from [14] and describing the performance of SICTA in the framework of the graph
theory.
Consequently, accounting for (1) and (4), we establish the following bounds
for the throughput RS of SICTA:(
1
ln 2
+ c
)−1
< RS <
(
1
ln 2
− c
)−1
. (8)
Concluding our analysis, we note that upper and lower bounds for the
throughput of SICTA are sufficiently close to each other due to small value
of c. Therefore, SICTA throughput may be written as:
RS ≈ ln 2 ≈ 0.693, (9)
which gives the previously known result from [6]. However, our approach if far
simpler and has reduced computational burden.
3.3 Proposed R-SICTA algorithm
Consider now the proposed R-SICTA algorithm, which is robust to imperfect
interference cancellation. This algorithm stores a single collision signal and can-
cels both success and collision signals (see Figure 4, a). It is also designed to
tolerate cancellation errors (see subsection 2.3).
The following feedback must be available from the SIC receiver for the proper
operation of R-SICTA:
1. COLLISION and slot skip (contents of the left slot extracted) (C/skip).
2. COLLISION and no slot skip (C/–).
3. SUCCESS/EMPTY and no slot skip (SE/–).
4. SUCCESS and slot skip (contents of the left slot extracted) (S/skip).
5. EMPTY and slot skip (inevitable collision in the following slot) (E/skip).
Algorithm 1 describes the operation of R-SICTA MAC. Denote the received
signal by cs, the stored signal by ss, and the extracted signal by ms. The PHY
operation is summarized in Table 1.
Ensure: During algorithm operation, account for a particular CAA.
1: Reset position L of a user in collision resolution tree.
2: Generate new arrivals to the user according to a particular arrival flow.
3: if user has pending packets then
4: if position of user L = 0 then
5: Transmit a packet.
6: Wait for end of the current slot.
7: Receive feedback from PHY.
8: if C/skip feedback is received then
9: if L = 1, then
10: Delete the pending packet.
11: else if L = 0, then
12: L =
{
0 with probability p,
1 with probability 1− p.
13: else if C/– feedback is received then
14: if L > 0, then
15: L = L+ 1.
16: else
17: L =
{
0 with probability p,
1 with probability 1− p.
18: else if SE/– feedback is received then
19: if L > 0, then
20: L = L− 1.
21: else
22: Delete the pending packet.
23: else if S/skip feedback is received then
24: if L ≥ 2, then
25: L = L− 2.
26: else
27: Delete the pending packet.
28: else if E/skip feedback is received then
29: if L = 1, then
30: L =
{
0 with probability p,
1 with probability 1− p.
31: Go to step 2.
Algorithm 1: R-SICTA MAC operation
Table 1. R-SICTA PHY operation
Rule Channel – PHY Memory contents PHY – MAC Store
1 COLLISION ss− cs = 0 C/skip cs
2 COLLISION ss− cs = ms C/skip cs
3 COLLISION otherwise C/- cs
4 SUCCESS ss− cs = ms S/skip 0
5 SUCCESS otherwise SE/- 0
6 EMPTY ss 6= 0 E/skip ss
7 EMPTY ss = 0 SE/- 0
Below we express TRSk according to Proposition 4. As such, the following tree
nodes are subtracted from Tk as they are skipped due to SIC operation:
– Figure 4, b, when a collision slot is followed by an empty slot. The MTA
rules allow to skip a collision slot with probability 1.
– Figure 4, c, when a collision slot is followed by a collision slot. The SIC
operation allows to skip an empty slot with probability 1− qce.
– Figure 4, d, when a collision slot is again followed by a collision slot. The
SIC operation allows to skip a success slot with probability 1− qcs.
– Figure 4, e, when a collision slot is followed by a success slot. The SIC
operation allows to skip a success slot with probability 1− qss.
We note that qce, qcs, and qss are the parameters of SIC and depend on its
implementation. The following proposition may thus be formulated.
Proposition 6. The mean number of non-skipped nodes in the collision resolu-
tion tree of R-SICTA (TRSk ) is established as:
TRSk =
(
1
2
+
qce
4
)
Tk − 12 +
qce
4
+
k
2
(1 + qcs − qce) + Nk2 (qss − qcs), (10)
where Tk is the mean number of nodes in the collision resolution tree of STA
and Nk is the number of collisions of size 2 in the STA collision resolution tree
of initial size k, whereas probabilities qce, qss, and qcs were discussed above.
We omit the proof of this proposition due to the space limitations.
Finalizing our analysis, it is important to evaluate the relation Nkk for the
increasingly large values of k. Clearly, N0 = N1 = 0 as there are no collision
nodes in the respective collision resolution trees. Also it is easy to show that
N2 = 2. Generally, accounting for the properties of collision resolution trees, for
k > 2 it follows that:
Nk =
k−1∑
i=1
(
k
i
)
Ni
2k−1 − 1 . (11)
Equation (11) may be calculated recursively for any chosen value of k.
Consider the Poisson transform [16] of the sequenceN0, N1, . . . , Ni, . . ., which
is denoted by:
N(s) ,
∑
k≥0
Nk · s
k
k!
e−s, s ∈ R. (12)
After some derivations, we may obtain the following recursive expression to
establish N(s):
N(s) = 2N
(s
2
)
+
s2
2
e−s. (13)
Consider also the normalized Poisson transform analogously to [15], which is
denoted by:
M(s) , N(s)
s
. (14)
Using (13), we may rewrite (14) as:
M(s) =M
(s
2
)
+
s
2
e−s. (15)
The functionM(s) is periodic for large values of its argument, which may be
used to evaluate it. We consider the normalized Poisson transform for sufficiently
large values of its argument 2nr, where n ∈ Z and r ∈ R. Formally substituting
2nr into (15), we obtain:
M(2nr) =M(2n−1r) +
2nr
2
e−2
nr. (16)
For considerably large n, the variation ofM(2nr) from 2n to 2n+1 corresponds
to one period of function M(2nr). Therefore, for 1 ≤ r ≤ 2 and some value of n
we obtain the highest and the lowest values of the function for all the subsequent
values of its argument. Consider the equality (16) in more detail and execute
the recursion for n− 1 times:
M(2nr) =M(r) +
n∑
i=1
2ir
2
e−2
ir =M(r) +Hn(r). (17)
The series Hn(r) converge fast and easy to evaluate with any required pre-
cision. The values of M(r) for low r are easy to obtain accounting for (12) and
(14). Further, using (17), we study the behavior of the initial function M(2nr)
over one period, when n ≥ 20. It may be shown that the precision of the obtained
values is then at least 10−8. We give these values in the integer points k, that
is, M(2nr) =M(k):
max
220≤k≤221
M(k) = lim sup
k→∞
M(k) < 0.72135464 + 1 · 10−8 (18)
and
min
220≤k≤221
M(k) = lim inf
k→∞
M(k) > 0.72134039− 1 · 10−8.
Following the approach from [17] (Theorem 1), it may be shown that the
lower and the upper bounds for M(k) (18) also hold for the relation Nkk . We
note that as the limit of Nkk does not exist, we inevitably have an interval, where
the behavior of Nkk is not determined. The length of this interval, however, is
only 0.00001425.
Simplifying the representation of the final result, we note that lim sup
k→∞
Nk
k =
lim inf
k→∞
Nk
k = γ with the precision of at least three decimal digits and γ = 0.721.
Also for the sake of simplicity, we avoid finding the upper and the lower bounds
for the throughput of R-SICTA (RRS) as they are sufficiently close to each other.
Then the resulting approximation for the throughput of the proposed algorithm
may be obtained as:
RRS ≈ 2 ln 22 + qce + 2 ln 2(1 + qcs − qce + (qss − qcs)γ) . (19)
In particular, when qce = qss = qcs = 0, that is, when there are no cancella-
tion errors, RRS ≈ 0.515.
4 IEEE 802.16 performance improvement and conclusions
The combination of successive interference cancellation at PHY and tree algo-
rithms at MAC constitutes a promising direction toward the improvement of the
contemporary communication protocols. In particular, it allows for the consider-
able throughput increase for the moderate cost of implementation and operation
complexity. Currently, the family of SIC-based algorithms is known, where the
baseline SICTA demonstrates the highest throughput of 0.693 under the classical
set of assumptions. However, SICTA requires unbounded signal memory at the
receiver side, which is practically infeasible. Moreover, its performance degrades
significantly due to the imperfect interference cancellation.
We proposed a practical SICTA-based algorithm that mitigates the limi-
tations of the baseline SICTA and has the throughput of 0.515 in case of no
cancellation errors. Moreover, our R-SICTA is robust even in case of high can-
cellation error probability and demonstrates graceful performance degradation.
In the worst case, when SIC operation is not possible, R-SICTA converges to
MTA with the throughput of 0.375. In order to conclude upon the feasibility of
the proposed algorithm, we consider its usage for the uplink bandwidth request-
ing in the prominent IEEE 802.16 protocol.
Below we evaluate the gain after the replacement of the standardized Binary
Exponential Backoff (BEB) algorithm [5] with the proposed R-SICTA. We use
our own IEEE 802.16 simulator extensively verified over the recent years and
referenced by our previous works, e.g. [18]. The simulation parameters are sum-
marized in Table 2. In Figure 5, we plot the reservation delay as the function
of the overall arrival rate. Here M stands for the total number of users and N
is the number of bandwidth request slots per frame. As expected, the baseline
SICTA algorithm with unbounded signal memory demonstrates the lowest delay.
However, the proposed R-SICTA algorithm with single signal memory performs
closely to SICTA in case of no cancellation errors.
Table 2. Basic simulation parameters
IEEE 802.16 network parameter Value
DL:UL 60:40
PHY type OFDM
Frame duration 5 ms
Sub-channel bandwidth 7 MHz
Contention slot length 170 µs
Data packet size 4096 bits
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Fig. 5. IEEE 802.16 reservation delay for M = 6 and N = 1: 1 – BEB, W = W0,
m = 0; 2 – STA; 3 – MTA; 4 – R-SICTA, qce = qss = qcs = 0; 5 – SICTA
In the worst case of imperfect interference cancellation, when qce = qss =
qcs = 1, the R-SICTA reservation delay approaches that of MTA. As such, the
gap between curves 3 and 4 in Figure 5 demonstrates the range of possible gains
from the proposed solution depending on the cancellation error probability. Fi-
nally, STA has higher reservation delay than MTA, whereas the standardized
BEB algorithm is clearly the worst case even with the optimal operation param-
eters W and m [18].
Figure 6 plots the overall packet delay in IEEE 802.16. The results gener-
ally follow the respective trends as in Figure 5, but show different delay values.
In particular, for the case without cancellation errors, the proposed R-SICTA
has the gain of 50-60% comparatively to the standardized BEB algortihm and
depending on the arrival rate. In the worst case of imperfect interference cancel-
lation, when qce = qss = qcs = 1, the gain reduces to 25-56%, but still remains
considerable.
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Fig. 6. IEEE 802.16 overall delay for M = 6 and N = 1: 1 – BEB, W = W0, m = 0;
2 – STA; 3 – MTA; 4 – R-SICTA, qce = qss = qcs = 0; 5 – SICTA
Summarizing, we have thoroughly analyzed the proposed practical R-SICTA
algorithm with successive interference cancellation. We established its through-
put, as well as tailored it to the uplink bandwidth requesting in the contemporary
IEEE 802.16 protocol. Our results indicate significant delay gains after the re-
placement of the standardized BEB algorithm with the proposed R-SICTA. As
such, the proposed solution is attractive to improve the performance of modern
cellular networks.
Acknowledgments
This work is supported by the Russian Foundation for Basic Research (project
# 10-08-01071-a).
References
1. B. S. Tsybakov and V. A. Mikhailov, “Free synchronous packet access in a broad-
cast channel with feedback,” Problems of Information Transmission, vol. 14, no. 4,
pp. 32–59, 1978.
2. J. I. Capetanakis, “Tree algorithms for packet broadcast channels,” IEEE Trans-
actions on Information Theory, vol. 25, no. 4, pp. 505–515, 1979.
3. K. Pedersen, T. Kolding, I. Seskar, and J. Holtzman, “Practical implementation
of successive interference cancellation in DS/CDMA systems,” in Proceedings of
IEEE ICUPC, vol. 1, pp. 321–325, 1996.
4. S. Weber, J. Andrews, X. Yang, and G. Veciana, “Transmission capacity of wireless
ad hoc networks with successive interference cancellation,” IEEE Transactions on
Information Theory, vol. 53, no. 8, pp. 2799–2814, 2007.
5. IEEE Std 802.16m (D9), Amendment to IEEE Standard for Local and metropolitan
area networks. Advanced Air Interface.
6. Y. Yu and G. B. Giannakis, “SICTA: A 0.693 contention tree algorithm us-
ing successive interference cancellation,” Proceedings of IEEE INFOCOM, vol. 3,
pp. 1908–1916, 2005.
7. Y. Yu and G. B. Giannakis, “High-throughput random access using successive
interference cancellation in a tree algorithm,” IEEE Transactions on Information
Theory, vol. 53, no. 12, pp. 4628–4639, 2007.
8. X. Wang, Y. Yu, and G. B. Giannakis, “A robust high-throughput tree algorithm
using successive interference cancellation,” IEEE Transactions on Communica-
tions, vol. 55, no. 12, pp. 2253–2256, 2007.
9. G. T. Peeters and B. V. Houdt, “Interference cancellation tree algorithms with k-
signal memory locations,” IEEE Transactions on Communications, vol. 58, no. 11,
pp. 3056–3061, 2010.
10. X. Wang, Y. Yu, and G. B. Giannakis, “Combining random backoff with a cross-
layer tree algorithm for random access in IEEE 802.16,” IEEE Wireless Commu-
nications and Networking Conference, vol. 2, pp. 972–977, 2006.
11. S. Andreev, E. Pustovalov, and A. Turlikov, “SICTA modifications with single
memory location and resistant to cancellation errors,” Proceedings of NEW2AN,
vol. 5174/2008, pp. 13–24, 2008.
12. A. Agrawal, J. Andrews, J. Cioffi, and T. Meng, “Iterative power pontrol for im-
perfect successive interference cancellation,” IEEE Transactions on Wireless Com-
munications, vol. 4, no. 3, pp. 878–884, 2005.
13. J. Andrews and A. Hasan, “Analysis of cancellation error for successive interference
cancellation with imperfect channel estimation,” tech. rep., EE-381K: Multiuser
Wireless Communications, 2002.
14. G. S. Evseev and A. M. Turlikov, “A connection between characteristics of blocked
stack algorithms for random multiple access system,” Problems of Information
Transmission, vol. 43, no. 4, pp. 345–279, 2007.
15. L. Gyorfi, S. Gyori, and J. L. Massey, “Principles of stability analysis for random
accessing with feedback,” NATO Security through Science Series: Information and
Communication Security, vol. 10, pp. 214–250, 2007.
16. W. Szpankowski, Average Case Analysis of Algorithms on Sequences. Wiley, 2001.
17. L. Gyorfi and S. Gyori, “Analysis of tree algorithm for collision resolution,” in
Proceedings of AofA, pp. 357–364, 2005.
18. S. Andreev, A. Turlikov, and A. Vinel, “Contention-based polling efficiency in
broadband wireless networks,” Proceedings of ASMTA, vol. 5055/2008, pp. 295–
309, 2008.
Publication 8
c© 2011 IEEE. Reprinted, with permission, from
S. Andreev, O. Galinina, and Y. Koucheryavy, “Energy-efficient client relay scheme
for machine-to-machine communication,” in Proc. of the 54th IEEE Global Com-
munications Conference (GLOBECOM), 2011.
In reference to IEEE copyrighted material which is used with permission in this
thesis, the IEEE does not endorse any of Tampere University of Technology’s prod-
ucts or services. Internal or personal use of this material is permitted. If interested
in reprinting/republishing IEEE copyrighted material for advertising or promotional
purposes or for creating new collective works for resale or redistribution, please go
to http://www.ieee.org/publications_standards/publications/rights/rights_link.html to
learn how to obtain a License from RightsLink.
Energy-Efficient Client Relay Scheme
for Machine-to-Machine Communication
Sergey Andreev, Olga Galinina, and Yevgeni Koucheryavy
Tampere University of Technology, Tampere, FINLAND
E-mails: {sergey.andreev, olga.galinina}@tut.fi, yk@cs.tut.fi
Abstract—In this paper, we consider a wireless cellular network
capable of supporting Machine-to-Machine (M2M) applications.
According to the recent IEEE 802.16p proposals, a wireless
M2M device may act as an aggregation point and communicate
data packets on behalf of the other M2M devices, which may
lack a cellular interface or have a poor communication link
to the network. We propose a client relay scheme to improve
the link reliability and energy efficiency for devices with weak
links. Performance of the proposed scheme is evaluated through
analysis and simulation across several metrics covering client
throughput, latency, and energy consumption. Our analytical
approach is a novel queueing model that captures realistic traffic
arrival patterns borrowed from the evaluation methodology. It is
shown that the obtained analytical results demonstrate excellent
agreement with simulation. We also conclude that the proposed
client relay scheme may save power for devices with poor
communication link.
I. INTRODUCTION AND BACKGROUND
According to [1], Machine-to-Machine (M2M) communi-
cation may be defined as information exchange between a
Subscriber Station (SS) and a Server in the core network
through a Base Station (BS), which may be carried out without
any human interaction. Industry reports indicate considerable
potential of this market, with millions of devices connected
within the following five years resulting in predicted revenues
of $300 billion [2]. Due to its huge market potential, several
cellular standards are now focusing on developing air interface
enhancements to support M2M communication.
For example, emerging IEEE 802.16p proposals [1] address
enhancements for IEEE 802.16m standard to support M2M
applications. 3GPP LTE also has several work items defined
on M2M communications, primarily with respect to overload
control [3]. The IEEE 802.16 M2M study report covers several
M2M use cases under broader categories of Metering, Secured
Access and Surveillance, Remote Maintenance and Control,
and to a limited extent under Tracking, Tracing & Recovery.
For further details on these use cases, see [1].
A key M2M use case is smart metering that involves
meters autonomously reporting usage and alarm information
to grid infrastructure to help reduce operational cost, as well
as regulate customer’s utility usage based on load-dependent
pricing signals received from the grid. We expect that wireless
technologies, such as IEEE 802.16 and LTE, will play a key
role in enabling smart metering applications.
This paper studies a typical smart metering M2M applica-
tion scenario in the context of IEEE 802.16 wireless cellular
network, which features a large number of devices connecting
to the network. We focus on enhancing the performance of
cell-edge M2M devices with poor communication link and
propose a simple and feasible client relay scheme to improve
link performance. An analytical approach is formulated to pre-
dict performance improvement of the proposed scheme. Key
performance metrics, including throughput, latency (packet
delay), and energy efficiency [4] are addressed in greater detail
to highlight important issues.
Results of our analysis indicate that latency and energy
expenditure of cell-edge M2M devices may be dramatically
lowered even when there is a surge in near simultaneous
network entry attempts by a large number of meters. Such
surge in network access attempts may occur, for example,
in a power outage scenario where a large number of smart
meters attempts to connect to the network to report the outage
event and again when they reconnect to the network upon
restoration of power. Our recent contributions to IEEE 802.16p
[5] characterize the network overload resulting from such
alarm events. However, the currently proposed client relay
scheme can help ensure that the performance of other cellular
devices is not adversely impacted by a large number of
uncontrolled network access attempts from M2M devices.
Although we study the client relay approach in the context
of smart metering M2M applications, the concepts are equally
applicable to other M2M use cases, such as in-building sensors
or surveillance equipment that may have weak connection to
the network. Also, the general conclusions of this paper are
applicable to other M2M-enhanced wireless systems, such as
3GPP LTE.
II. SYSTEM MODEL AND ANALYSIS
A. M2M Architecture
Figure 1 captures the considered system architecture, which
is based on the IEEE 802.16-based M2M communication
architecture shown in [1]. The IEEE 802.16 M2M device is an
IEEE 802.16 SS with M2M functionality. The M2M Server is
an entity that communicates to one or more IEEE 802.16 M2M
devices through an IEEE 802.16 BS. It has an interface which
can be accessed by an M2M service consumer (e.g., utility
company). Note that the M2M system architecture allows for
an IEEE 802.16 M2M device to act as an aggregation point
for non-IEEE 802.16 M2M devices (sensors or meters) without
a cellular interface. These non-IEEE 802.16 M2M devices
may use different radio interfaces, such as IEEE 802.11, IEEE
802.15, PLC, etc.
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Fig. 1: Relay-enhanced M2M architecture
Importantly, an IEEE 802.16 M2M device can also act as
a cooperator for another IEEE 802.16 M2M device. That is,
an IEEE 802.16 M2M device R may relay traffic on behalf
of e.g. device A with poor communication link and thus
improve its performance. In this case, air interface changes
to IEEE 802.16 may be expected to handle the client relay
functionality. Particularly, the operation of R should enable
eavesdrop mode to capture traffic from A. In our earlier work
[6], we proposed a simple client relay protocol that may be
used in cellular networks. In what follows, we tailor our client
relay scheme from [6] to the considered M2M use case.
B. System Model
We consider an M2M-compatible wireless cellular network
enhanced with client relay capability following the basic
methodology from [6] and extending it in what follows to
mimic IEEE 802.16p operation. We concentrate on the above
realistic network topology (see Figure 1) comprising multiple
source M2M and non-M2M nodes and one sink node (the BS).
We focus on the performance of the tagged M2M aggregation
point A and term it the originator. The originator aggregates
data packets from N non-IEEE 802.16 M2M devices with the
overall mean arrival rate λA. We term another M2M source
node R the relay. The relay generates own data packets with
the mean arrival rate λR. Additionally, the relay is capable of
eavesdropping on the transmissions from the originator and
may temporarily store the packets from A for the subsequent
retransmission. The node B is termed the base station and
receives data packets from both the originator and the relay,
as well as from the other clients. The base station has no
outgoing traffic. Below we detail the system model.
Assumption 1. The system. System time is discrete and
the unity of system time is termed the frame. All the com-
municated data packets from M2M devices are sufficiently
short to be transmitted within their random-access requests
[5]. As such, it is not necessary to explicitly schedule the data
packet transmissions and they adhere to the contention-based
procedure specified by the standard [7]. Reducing control over-
head, each frame has exactly one random-access opportunity
to contend for (a contention slot).
As an example, see Figure 2, where transmissions from
node R are always successful in frames no. 2, 4, and 6.
We, however, focus on the unfortunate events for node A.
Since the relay is incapable of simultaneous transmission and
reception, we assume that the source nodes alternate accessing
the channel with probability 0.5 (e.g., they may be split into
two multicast groups). Initially, node A fails random-access
procedure in frame no. 1. When it later accesses the channel
in frames no. 3 and 5, it fails to transmit successfully due
to its poor direct link. Node R firstly fails to eavesdrop in
frame no. 3, but then succeeds to do so in frame no. 5.
Finally, node R transmits simultaneously with node A in frame
no. 7 (creating a virtual MIMO link) and the transmission
is successful due to the cooperative gain (see [6] for more
details). As such, our scheme is different from other research
in the field [8] and is easy to implement.
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Fig. 2: Example of client relay operation
Assumption 2. The traffic. The aggregate traffic from N
meters to the originator A has the following realistic properties
(see Figure 3). Every meter has a specific flow of packets and
we assume for simplicity that flows from different meters are
mutually independent. Each flow belongs to a particular type
i, where i = 1, L. Here L is the total number of source types
(usage meters, alarm meters, etc.). A type is defined by two
parameters: the period length Ti and the transmission duration
TONi (or, the ON-period length). See Figure 3 as an example
for N = 3, where all three types are different. Note that a
meter has a single ON-period over a period of Ti. As suggested
by the recommendation [9], the random time interval between
two consecutive ON-periods (TOFFi ) follows either Uniform
U [0, Ti−TONi ], or Beta Be(3, 4) distribution. One of L types
is associated with a meter randomly following the distribution
{pi}Li=1, where pi is the probability that a meter belongs to
type i.
The own traffic to the relay R is Poisson. Note that our
previous work [6] assumed Poisson arrival process to both the
originator and the relay. However, in this paper we extend
the model for the realistic M2M traffic arrival patterns at A.
Our methodology allows traffic at R be aggregated as well,
Fig. 3: Example of aggregated arrival process
and we assume Poisson distribution here only to simplify
the presentation of analytical results. Interestingly, when the
population N of meters is sufficiently high, the aggregated
traffic demonstrates strong self-similar properties. We, there-
fore, account for Hurst parameter [10] of self-similar process
at node A. If the major part of N sources has the on-period
TONi other than 1, the Hurst parameter is different from 0.5
(for Poisson traffic). For example, assuming that all the sources
have TON = 2, we obtain traffic with Hurst parameter H of
about 0.65. In case of TON = 3, H would be close to 0.75.
It means that the observed traffic is clearly not Poisson.
The specific arrival flow types to other source nodes in
the system are not relevant for the subsequent analysis, as
these nodes would only impact nodes A and R through the
contention success probability PS . This is the probability of a
node to succeed in accessing the contention slot, given that it
has transmitted its random-access request, and it is considered
constant. In practice, this probability is influenced by numer-
ous factors, including system configuration and parameters,
and its estimation is a separate research task. Instead, we
study how performance metrics of interest depend on this
probability.
Assumption 3. The clients. Both the originator and the relay
have unbounded queues to store own data packets. We assume
FIFO discipline for both queues. Additionally, the relay has
an extra memory location to keep a single data packet from
the originator for the subsequent cooperative retransmission. In
our previous work [6], it was demonstrated that single memory
cell is sufficient for the proposed client relay system operation.
Assumption 4. The channel. The communication channel is
error-prone and is based on the multi-packet reception channel
model [11]. The transmitted data packet is thus received
by the destination successfully with the constant probability
dependent only on the link type (direct or relay) and on
which nodes are transmitting simultaneously. The non-zero
success probabilities, as well as other relevant system model
parameters are summarized in Table I. It is expected that
pAR > pAB , as well as pCB > pAB . If the packet is not
received successfully, it is retransmitted by its source. The
maximum number of allowed transmissions is unlimited.
TABLE I: Analytical model notations
Notation Parameter description
λX Mean arrival rate of packets to node X (A or R)
pAB Probability of successful reception at B when A transmits
pRB Probability of successful reception at B when R transmits
pAR Probability of successful reception at R when A transmits
pCB Probability of successful reception from A and R at B when
nodes cooperate
τ Mean service time of a packet
ρ Queue load coefficient
qX Mean queue length of node X
δX Mean packet delay of node X
ηX Mean throughput of node X
X Mean energy expenditure of node X
φX Mean energy efficiency of node X
HA Hurst parameter of self-similar process at node A
PS Contention success probability
C. Analytical Results
Firstly, our analytical approach is applicable for establishing
the exact mean departure rate of packets from (throughput of)
nodes A and R. In particular, the throughput of A is given by:
ηA =

λA, no saturation
(1− λRτR0)τ−1A0 , saturation for A
(2τA0)−1, saturation for A, R.
The throughput of R may be derived similarly. The saturation
conditions are defined as follows:
• For A: (λAτA0 + λRτR0 > 1) and (λRτR0 < 0.5).
• For R: (λAτA0 + λRτR0 > 1) and (λAτA0 < 0.5).
• For A and R: (λAτA0 > 0.5) and (λRτR0 > 0.5).
Here, the mean service time of a packet from node A
conditioning on the fact that λR = 0 is:
τA0 =
pAR(1−pAB)
1−pCB−(1−pAB)(1−pAR)
1
pCB
−
(
pAR(1−pAB)pCB
1−pCB−(1−pAB)(1−pAR) − pAB
)
1
[1−(1−pAB)(1−pAR)]2 .
Note that the mean service time of a packet from node R
conditioning on the fact that λA = 0 may be established
simply as τR0 = pRB−1.
Secondly, we may obtain the exact value of the mean energy
expenditure of node A as:
εA = PTXηAτA0+PI(1− ηAτA0)
and of node R as:
εR = PTX
(
ηRτR0+ηA
1−p˜ABτA0
p˜CB−p˜AB
)
+PRX
(
ηAτA0 − ηA 1−p˜ABτA0p˜CB−p˜AB
)
+PI (1− ηRτR0 − ηAτA0) .
Here, PTX is the average power that is spent by a node in
the packet transmission state, PRX is the average power that
is spent by a node in the packet reception state, whereas PI
is the average power that is spent by a node in the idle state.
The mean energy efficiencies of nodes A and R are given by
expressions ϕA = ηAεA−1 and ϕR = ηRεR−1 respectively.
In the above analysis, p˜AB = PSpABρA0ρAR
−1, whereas
p˜CB = PSpCBρA0ρAR
−1. The queue load coefficient of node
A conditioning on the fact that λA = 0 is ρA0 = λAτA0,
whereas the queue load coefficient of node R conditioning
on the fact that λR = 0 is ρR0 = λRτR0. If we now set
ρA0 > ρR0 as an example, then the queue load coefficient
of node A is ρAR ∼= ρA0(1− ρR0)−1, whereas the queue
load coefficient of node R is ρRA = ρAR − ρA0 + ρR0 ∼=
ρA0(1− ρR0)−1 − ρA0 + ρR0 (see [6] for more details).
Finally, we address the average packet delay of the origina-
tor A. Due to the self-similar nature of traffic, it is infeasible
to use our previous approach [6] based on Pollazek-Khinchine
formula, since it assumes Poisson arrival flow. However, taking
into account Hurst parameter HA, improves the analytical
model [10]. For the cooperative system, the approximate mean
packet delay of node A is given by:
δA ∼= τAR + ρAR
0.5
1−HA
τAR
× 1
2(1−ρAR)
HA
1−HA
[
X
p˜CB
2−p˜CB
p˜2CB
− Yp˜A
2−p˜A
p˜2A
]
,
where τAR = ρARλA−1, as well as the auxiliary variables are
X = pARPS(1−p˜AB)p˜CB1−p˜CB−(1−p˜AB)(1−pAR) and Y = X − p˜AB . Also for
brevity p˜A = p˜AB + pARPS − p˜ABpARPS .
The average packet delay of the relay R may be established
similarly to the average delay of the originator A in the non-
cooperative case (when pAR = 0). Hurst parameter HA could
be estimated by a well-known procedure [12]. As expected,
for the special case of TONi = 1, the aggregated flow
becomes Poisson (with HA = 0.5) and our statistical tests
(Pearson’s chi-square and Kolmogorov-Smirnov) confirmed
the exponential distribution of inter-arrival times. As such, the
above formula for δA reduces to the respective expression from
[6].
III. PERFORMANCE EVALUATION
A. Simulation Methodology
We use the extended system-level simulator described in
[13] to verify the obtained analytical results. Partly following
[11], the simulation parameters are set as: pAB = 0.3,
pRB = 0.7, pAR = 0.4, pCB = 0.5, whereas λR is fixed to the
moderate value of 30 packets per second. Additionally, we bor-
row power consumption values from [14] as: PTX = 1.65 W,
PRX = 1.40 W, and PI = 1.15 W. The aggregate traffic
from a large number of meters N is simulated according to
[9] (for N = 1000, 3000, 5000). We also assume realistic
TONi = 1, 2, 3 and take into account the following values of
Ti as proposed in [15]: T1 = 900 s, T2 = 300 s, T3 = 60 s,
and T4 = 10 s.
We set the number of source types L = 7. Summarizing,
the periods are:
Ti = {T1, T1, T1, T2, T2, T3, T4},
the lengths of ON-period are:
TONi = {3, 2, 1, 2, 1, 1, 1},
and the type probabilities are:
{pi}Li=1 = {0.20, 0.01, 0.01, 0.75, 0.01, 0.01, 0.01}.
For a particular wireless system topology, we can estimate the
number of meters by the given arrival rate or vice versa. Let us
also fix the moderate arrival rate λA of 30 packets per second
for the originator. For a numerical example, we estimate the
number of sources using:
λA =
N
W
L∑
i=1
TONi pi
Ti
,
where TONi , pi, and Ti are system topology parameters
corresponding to the source types, W is the expectation of
the specified type distribution. Since we consider α = 3 and
β = 4 as Beta distribution parameters from [9], W = 12 for
Uniform and W = 37 for Be(3, 4) distribution.
B. Simulation Results
In Figure 4a and Figure 5a, we fix the value of the arrival
rate of λA = 30 packets per second and then vary the
probability of collision P = 1 − PS . In Figure 4b and
Figure 5b, we vary the arrival rate or the number of data
sources fixing the probability of collision to 0.1.
Figure 4a shows the increasing mean delay for packets at the
originator and the relay due to growing probability of collision
in the channel. Each value tends to the respective asymptote
with the growth of the probability P . The asymptotes for A are
0.28 (non-cooperative) and 0.39 (cooperative). The asymptote
for R is 0.57 (both non-cooperative and cooperative), as
cooperation does not prevent R from transmitting own traffic.
Let us divide Figure 5a into four segments along the
horizontal axis. The first segment [0, 0.28] contains four
monotonically increasing functions (as the channel is getting
highly populated, node A attempts to retransmit more and
its expenditure increases). The second segment [0.28, 0.39]
is explained by the fact that the contention success probability
degrades and the originator has less chances to transmit than
before. In the next segment, [0.39, 0.57], one can see the
same situation for the relay-enhanced originator expenditure.
Beyond the last asymptote for the relay, the system goes into
full-buffer state. Interestingly, trends for the originator in both
modes and for the relay in no-cooperation mode converge. It
is the result of fair channel access between A and R.
Similarly, we may examine the dependence of the mean
packet delay value (see Figure 5b) on the number of sources.
IV. CONCLUSION
In this work, we proposed a simple client relay scheme to
improve delay and energy efficiency of cell-edge M2M de-
vices with poor communication link. Our analytical approach
indicates significant performance gains that are verified by
extensive simulations. It is expected that the novel scheme
would become an important consideration for the future de-
velopment of emerging IEEE 802.16p standard. In turn, its
success is beneficial for smart metering market supported by
international governmental organizations, utility companies,
and equipment manufacturers.
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