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We study the nature of constraints and count the number of degrees of freedom in the nonpro-
jectable version of the U(1) extension of Horˇava-Lifshitz gravity, using the standard method of
Hamiltonian analysis in the classical field theory. This makes it possible for us to investigate the
condition under which the scalar graviton is absent at a fully nonlinear level. We show that the
scalar graviton does not exist at the classical level if and only if two specific coupling constants are
exactly zero. The operators corresponding to these two coupling constants are marginal for any
values of the dynamical critical exponent of the Lifshitz scaling and thus should be generated by
quantum corrections even if they are eliminated from the bare action. We thus conclude that the
theory in general contains the scalar graviton.
I. INTRODUCTION
Horˇava [1] proposed a power-counting renormalizable theory of gravity in 2009. What renders the theory renor-
malizable in the power-counting sense is the anisotropic scaling, or Lifshitz scaling,
t→ bzt, ~x→ b~x, (1)
with the dynamical critical exponent z ≥ d at high energy, where d is the number of spatial dimensions. Because of
this scaling, the theory is often called Horˇava-Lifshitz gravity. The basic quantities are the lapse N , the shift N i and
the three-dimensional spatial metric gij . In the minimal theory called the projectable theory, the lapse is set to be a
function of time only. Hence, the basic quantities in the projectable theory are
N = N(t), N i = N i(t, ~x), gij = gij(t, ~x), (projectable). (2)
On the other hand, in the nonprojectable theory the lapse may depend on the spatial coordinates as well as the time,
and thus the basic quantities yield
N = N(t, ~x), N i = N i(t, ~x), gij = gij(t, ~x), (nonprojectable). (3)
The fundamental symmetry of the theory is the invariance under the so-called foliation-preserving diffeomorphism,
t→ t′(t), ~x→ ~x′(t, ~x). (4)
Since the theory enjoys less symmetries than general relativity (GR), the number of propagating degrees of freedom
is larger. It contains not only a tensor graviton but also a scalar graviton. The properties of the scalar graviton at the
linearized level crucially depend on a parameter commonly denoted as λ. The positivity of the (time) kinetic term of
the scalar graviton on a flat background requires that
λ <
1
3
or 1 < λ. (5)
On the other hand, the dispersion relation of the scalar graviton in the projectable theory is
ω2 = c2s
~k2 + α2
(~k2)2
M2
+ α3
(~k2)3
M4
, c2s = −
λ− 1
3λ− 1c
2
g, (projectable), (6)
whereM is a mass scale, α2,3 are dimensionless constants and cg is the speed of gravitational waves. Short-wavelength
perturbations are stable, provided that α2,3 are positive. However, for the range of λ shown in Eq. (5), the “sound
speed squared” c2s is negative and thus the flat background is unstable against long-wavelength perturbations.
One way to tame the instability in the infrared (IR) is to relax the projectability condition and thus to consider
the nonprojectable theory (3). In this case the lapse can depend on spatial coordinates, and thus terms depending on
spatial derivatives of the lapse may enter the action. This significantly increases the number of independent coupling
2constants in the theory but allows for a stable regime of parameters in the IR. The “sound speed squared” is now
given by
c2s =
λ− 1
3λ− 1
2c2g − η
η
c2g, (nonprojectable), (7)
where η is the coefficient of the new term gij∂i lnN∂j lnN . (The formula for c
2
s in the projectable theory is recovered
in the limit η →∞.) Thus the scalar graviton is stable in the IR if the condition (5) is satisfied and if
0 < η < 2c2g. (8)
Another way out is to keep the projectability condition and to impose the condition [2]
|cs| ≤ max[
√
|Φ|, HL] for L > max[0.01mm, 1/M ], (projectable), (9)
where H is the Hubble expansion rate of the background universe, L is the length scale of interest and Φ ∼ −GNρL2
is the Newtonian potential. This and the condition (5) imply that λ must approach 1 from above under the renor-
malization group (RG) flow as the Hubble expansion rate decreases. This would pose a nontrivial phenomenological
constraint on properties of the RG flow.
In the projectable theory, in the limit λ→ 1 deep inside the condition (9), the solution to the momentum constraint
equation for scalar-type perturbations around a flat background becomes singular. Due to this behavior, the pertur-
bative expansion of the action for the scalar graviton breaks down as λ approaches 1 from above: there is an infinite
series of terms in which the coefficients of terms of higher order in perturbative expansion have more negative powers
of (λ− 1) and thus are more singular in the limit. However, all those singular terms are kinetic terms, i.e. terms with
two time derivatives, and terms without time derivatives are always independent of λ. For this reason, if the sum of
kinetic terms can in principle be canonically normalized, then the potential terms written in terms of the canonically
normalized field have only positive powers of (λ − 1) and should be regular in the λ → 1 limit. In this sense, the
canonically normalized scalar graviton is weakly coupled and expected to be decoupled from the rest of the world in
the λ→ 1 limit. Indeed, it has been shown for simple cases such as static, spherically symmetric configurations [2] and
superhorizon perturbations in the expanding universe [3, 4] that the GR (plus dark matter [5]) is smoothly recovered
in the limit if (and only if) nonlinearity is fully taken into account. For this reason the behavior of the scalar graviton
in the λ→ 1 limit does not necessarily pose a conceptual problem at least in principle. Nonetheless, it is fair to say
that the breakdown of perturbative expansion leads to technical difficulties as fully nonlinear behavior is not easy to
analyze in general, beyond the above-mentioned explicit examples. As pointed out in Ref. [2], the situation is similar
to the Vainshtein screening mechanism in massive gravity and other modified gravity theories [6, 7].
Even in the nonprojectable theory, if we impose observational constraints on λ, η and c2g then one of the following
two should happen: the perturbative expansion breaks down at a scale considerably lower than the Planck scale [8],
or higher derivative corrections to the dispersion relation must kick in at an even lower scale [9]. The latter case may
be in conflict with observation [10]. Therefore, one might have to consider the former case in which the perturbative
expansion breaks down at a certain scale. As in the case of the projectable theory, since the perturbative expansion
breaks down only in the kinetic terms of the scalar graviton, this is not necessarily a problem at least in principle.
This situation is again similar to the Vainshtein screening mechanism.
As the third possibility to get around the issue of the scalar graviton, Horˇava and Melby-Thompson [11] proposed
a U(1) extension of the projectable version of Horˇava-Lifshitz gravity in which the scalar graviton is claimed to be
absent. In the context of the U(1) extension of Horˇava-Lifshitz gravity it was originally claimed that the symmetry of
the theory automatically fixes the parameter λ to 1 and that the scalar graviton is absent because of this value of λ.
Later it was however shown that the theory with any value of λ can be constructed without spoiling the symmetry [12].
Nonetheless, at the level of linear perturbations it was shown that the scalar graviton is still absent for any λ. The
proof of the absence of the scalar graviton was later extended to a fully nonlinear level [13].
While the original theory with the U(1) symmetry is projectable, it is possible to extend it to a nonprojectable
theory [14, 15]. At linear perturbations around the Minkowski background it is known that the nonprojectable U(1)
extension has a scalar graviton for a generic choice of coupling constants [16]. On the other hand, if one of the
parameters in the IR action (which is denoted as η2 in the present paper) is set to zero, then linear perturbations in
the theory do not contain the scalar graviton [14].
The purpose of the present paper is to perform the Hamiltonian analysis and to count the number of degrees of
freedom in the nonprojectable version of the U(1) extension. This makes it possible for us to investigate the condition
under which the scalar graviton disappears at a fully nonlinear level. We shall show that the theory generically
contains the scalar graviton: the scalar graviton does not exist if and only if two coupling constants are exactly zero.
The terms corresponding to these two specific coupling constants are marginal for any values of the critical exponent
3z and the spatial dimension d, and thus should be generated by quantum corrections even if they are eliminated from
the bare action by hand.
The rest of the present paper is organized as follows. In Sec. II we review the construction of the U(1) extension
of Horˇava-Lifshitz gravity. In Sec. III we adopt the method of Hamiltonian analysis in the classical field theory to
study the nature of constraints in the theory. We then count the number of degrees of freedom in Sec. IV. Section V
is devoted to a summary of this paper and to some discussions. As supporting materials, we show a useful technique
to ease calculations by using the symmetry of spatial diffeomorphism in Appendix A, and briefly discuss the case of
the projectable version of the theory in Appendix B.
II. NONPROJECTABLE HORˇAVA-LIFSHITZ GRAVITY WITH U(1) SYMMETRY
In this section we provide a brief review of the construction of the U(1) extension of Horˇava-Lifshitz gravity,
following the derivation presented in Appendix A of Ref. [16]. For details of the theory we refer readers to, e.g. Refs.
[14, 15].
The basic quantities of the theory are the lapse N(t, ~x), the shift N i(t, ~x) and the spatial metric gij(t, ~x), sup-
plemented by the gauge field A(t, ~x) and an auxiliary scalar ν(t, ~x), often called the Newtonian prepotential. The
transformations of these quantities under the infinitesimal foliation-preserving diffeomorphism,
δt = f(t), δxi = ξi(t, ~x), (10)
are defined as
δgij = f∂tgij + Lξgij , δN i = ∂t(N if) + ∂tξi + LξN i, δN = ∂t(Nf) + ξi∂iN,
δA = ∂t(Af) + ξ
i∂iA, δν = f∂tν + ξ
i∂iν, (11)
where Lξ is the Lie derivative along ξi. On top of the symmetry under the transformation (11), we further introduce
an Abelian symmetry, which is thus called the U(1) symmetry, such that the action of the theory is invariant under
the infinitesimal local transformation parametrized by the gauge parameter α(t, ~x). The basic quantities transform
as,
δNi = N∂iα, δA = N∂⊥α, δν = α, δgij = 0, δN = 0, (12)
where ∂⊥ ≡ (1/N)(∂t − N i∂i). Spatial indices are raised and lowered by gij and gij , respectively. The scaling
dimensions are then assigned to coordinates and variables as follows:
[∂i] = 1, [∂t] = z, [dtd
d~x] = −z − d, [∂⊥] = z,
[gij ] = 0, [Ni] = [N
i] = z − 1, [N ] = 0,
[α] = z − 2, [A] = 2z − 2, [ν] = z − 2, (13)
where d is the number of spatial dimensions, and z ≥ d is the dynamical critical exponent, which determines the
scaling (1) in the UV regime.
In order to construct a U(1)-invariant action, it is convenient to define the following U(1)-invariant ingredients:
K˜ij =
1
2N
(∂tgij −DiN˜j −DjN˜i),
N˜ i = N i −NDiν,
σ =
A
N
− ∂⊥ν − 1
2
DiνDiν, (14)
where Di is the spatial covariant derivative compatible with gij . The scaling dimensions of K˜ij and σ are
[K˜ij ] = z, [σ] = 2z − 2. (15)
The kinetic action for gij is then constructed from K˜ij as
M2Pl
2
∫
dtddx
√
gN
[
K˜ijK˜ij − λK˜2
]
, (16)
4where MPl is a constant corresponding to the Planck scale at low energy, λ is a dimensionless constant, g ≡ det(gij)
and K˜ ≡ gijK˜ij . The scaling dimension of the kinetic terms is
[K˜ijK˜ij ] = [K˜
2] = 2z, (17)
and thus the power-counting renormalizability requires that the other terms in the action should have scaling dimen-
sions equal to or less than 2z. In particular, it is required that the dependence of the action on σ be at most linear.
This is because
[σn] = 2n(z − 1) > 2z, for n ≥ 2, z ≥ d ≥ 3, (18)
and because derivatives and all other fundamental variables have non-negative scaling dimensions in z ≥ d ≥ 3. On
the other hand, the linear term, σ, is always power-counting renormalizable (relevant) since [σ] = 2z− 2 < 2z. Other
terms linear in σ, that is Rσ, aiaiσ, and D
iaiσ, are marginal, i.e.,
[Rσ] = [aiaiσ] = [D
iaiσ] = 2z, (19)
where R is the Ricci scalar of gij and ai ≡ Di lnN . We do not include in the action the time derivatives of N , N i
or A, since no relevant/marginal terms that are invariant under both the foliation-preserving diffeomorphism and the
U(1) transformation can be constructed.
The gravity action which respects foliation-preserving diffeomorphism, the U(1) symmetry and the power-counting
renormalizability in UV thus reads
I =
M2Pl
2
∫
dtddx
√
gN
[
K˜ijK˜ij − λK˜2 − LV + (2Ω− η0R + η1aiai + η2Diai)σ
]
, (20)
where Ω and η0,1,2 are constants, and the potential term LV [gij , N ] is constructed from ai, gij , Di and the Rie-
mann tensor of gij , including all the terms that contain up to 2z spatial derivatives and are invariant under the
diffeomorphism. One of the coupling constants η0,1,2 is in fact redundant and one can, for example, set
η0 = 1, (21)
by a redefinition of A and Ω.
III. HAMILTONIAN ANALYSIS
It has been shown that the projectable version, i.e. the lapse N being a function only of time t, of the U(1)
extension of Horˇava-Lifshitz gravity has the same number of degrees of freedom as GR, or equivalently one less degree
of freedom than the original version of Horˇava-Lifshitz theory [11–13]. However, once the nonprojectable version, i.e.
N = N(t, ~x), is considered with all the terms consistent with the symmetry included, an additional scalar degree of
freedom, dubbed a scalar graviton, reappears already at the level of linearized perturbations [16]. In this section, in
order to understand the complete structure of the theory, we perform the Hamiltonian analysis and count the number
of degrees of freedom at the fully nonlinear order. Since we are interested in the physical degrees of freedom contained
in the gravity sector, we shall omit matter fields.
We start with the (d2 + 3d + 6)-dimensional phase space (gij , π
ij , N i, πi, N , πN , A, πA, ν, πν) at each point in
spacetime, where πij , πi, πN , πA and πν are the canonical momenta conjugate to gij , N
i, N , A and ν, respectively.
The Poisson bracket is defined in the standard way as
{F,G}P ≡
∫
ddx
[
δF
δgij(~x)
δG
δπij(~x)
+
δF
δN i(~x)
δG
δπi(~x)
+
δF
δN(~x)
δG
δπN (~x)
+
δF
δA(~x)
δG
δπA(~x)
+
δF
δν(~x)
δG
δπν(~x)
− δF
δπij(~x)
δG
δgij(~x)
− δF
δπi(~x)
δG
δN i(~x)
− δF
δπN (~x)
δG
δN(~x)
− δF
δπA(~x)
δG
δA(~x)
− δF
δπν(~x)
δG
δν(~x)
]
. (22)
The canonical momenta are found as
πi = 0, πN = 0, πA = 0, πν = −JA, (23)
πij =
M2Pl
2
√
g
[
1
2
(gikgjl + gilgjk)− λgijgkl
]
K˜kl, (24)
5where
JA ≡ M
2
Pl
2
√
g(2Ω− η0R+ η1aiai + η2Diai). (25)
Notice that Eq. (23) constitutes the primary constraints of the system. We can invert the relation (24) to express K˜ij
in terms of πij as
K˜ij =
2
M2Pl
√
g
Gijklπkl, (26)
where for notational brevity we have defined
Gijkl ≡ 1
2
(gikgjl + gilgjk)− λ
dλ− 1gijgkl . (27)
As is clear from Eq. (23), such an inversion cannot be done for ∂tN
i, ∂tN , ∂tA and ∂tν. While the action (20)
does not contain ∂tN
i, ∂tN or ∂tA and so there is no need for the inversion, ∂tν does not enter the Hamiltonian
either once the constraint πν = −JA in Eq. (23) is imposed. One can thus see that the (d + 3) primary constraints
πi ≈ πN ≈ πA ≈ πν + JA ≈ 0 are all independent.
To proceed, we first inspect the algebra of the primary constraints. The Poisson brackets of πi and πA with all the
constraints trivially vanish:
{πi(~x),Φ(~y)}P = 0, {πA(~x),Φ(~y)}P = 0, (28)
where Φ stands for {πi, πA, πN , πν + JA}. The Poisson brackets between πN and πν + JA are, on the other hand,
{πN (~x), πN (~y)}P = {πν(~x) + JA(~x), πν(~y) + JA(~y)}P = 0, (29){
πN [χ], πν + JA[ϕ]
}
P
=
{
πN [χ], JA[ϕ]
}
P
= −M
2
Pl
2
∫
ddx
√
gϕ
(
η2D
2 + 2η1aiD
i
) χ
N
, (30)
where the over-bar denotes
Φ[χ] ≡
∫
ddxΦ(~x)χ(~x) , (31)
where Φ is any constraint of scalar type and χ is an arbitrary function. Hereafter we assume that the arbitrary
functions corresponding to χ(~x) are independent of the canonical variables; otherwise, some of the strong equalities
(=) should be replaced by the weak ones (≈).
The Hamiltonian of the system is now constructed as
H ≡
∫
ddx[πij∂tgij + πi∂tN
i + πN∂tN + πA∂tA+ πν∂tν − L]
=
∫
ddx
[
N
√
g
(
2
M2Pl
πij√
g
Gijkl π
kl
√
g
+
M2Pl
2
LV
)
−NHiDiν + N
2
JADiνD
iν
+N i (Hi − JADiν)−AJA
]
, (32)
where L is the Lagrangian density and we have defined
Hi ≡ −2√gDj
(
πji√
g
)
. (33)
Because of the presence of the constraints, the time evolution in the phase space is not completely determined by this
Hamiltonian. Including the terms corresponding to the primary constraints, we thus redefine the Hamiltonian as
Hˆ = H +
∫
ddx
[
λiπi + λAπA + λNπN + λJ(πν + JA)
]
, (34)
where λi, λA, λN , λν are Lagrange multipliers.
Now we need to impose the consistency conditions for the primary constraints against time evolution with respect
to Hˆ to determine the secondary constraints. However, we observe from Eq. (30) that the constraint structure
differs depending on whether the right-hand side of the equation vanishes identically or not. We therefore separate
the analysis into the following two subsections, one corresponding to the generic case where the right-hand side of
Eq. (30) is nonvanishing, and the other to the special case where it is identically zero.
6A. Generic case
In this subsection we consider the case where the right-hand side of Eq. (30) does not vanish identically, namely
the case with (η1, η2) 6= (0, 0). We call it generic since even if η1 and η2 are zero at the classical level, they generically
become nonzero when quantum corrections to the action are taken into account.
The consistency conditions of the primary constraints with the time evolution are
0 =
d
dt
(πν + JA) ≈
{
πν + JA, Hˆ
}
P
= {πν + JA, H}P + {πν + JA, πN [λN ]}P ,
0 =
d
dt
πN ≈
{
πN , Hˆ
}
P
= {πN , H}P +
{
πN , πν + JA[λJ ]
}
P
, (35)
and
0 =
d
dt
πA ≈
{
πA, Hˆ
}
P
= {πA, H}P = −
δH
δA
= JA,
0 =
d
dt
πi ≈
{
πi, Hˆ
}
P
= {πi, H}P = −
δH
δN i
= −Hi + JADiν, (36)
where ≈ denotes an equality in the weak sense, i.e. with all the constraints imposed. The first two equations (35) do
not lead to additional constraints but are simply considered as equations to determine the multipliers λN and λJ ,
η2D
2λN
N
+ 2η1aiD
i λN
N
≈ − 2
M2Pl
√
g
{πν + JA, H}P ,
η2D
2λJ − 2η1Di(aiλJ ) ≈ 2N
M2Pl
√
g
{πN , H}P . (37)
On the other hand, the last two equations (36) give secondary constraints, JA ≈ 0 and Hi ≈ 0.
The set of constraints that we obtained so far is (πi, πA, πν , Hi, πN , JA). Let us calculate the Poisson brackets
among them. The Poisson brackets of πi, πA and πν with all the constraints trivially vanish:
{πi(~x),Φ(~y)}P = 0, {πA(~x),Φ(~y)}P = 0, {πν(~x),Φ(~y)}P = 0, (38)
where Φ = {πj , πA, πν ,Hj , πN , JA}. On the other hand, the Poisson bracket between Hi and JA can be calculated by
using the formula
{H[f ], F}
P
=
∫
ddx
(
δF
δs
f i∂is+
δF
δV i
[f, V ]i
)
, (39)
where F = F [gij , π
ij , s(scalar), V i(vector)] is a functional invariant under time-independent spatial diffeomorphism
and [f, V ]i = f jDjV
i − V jDjf i (see Appendix A for the proof). The result is
{H[f ], JA[ϕ]}P =JA[f∂ϕ] +
∫
ddx
δJA[ϕ]
δN
f i∂iN
≈− {πN [f∂N ], JA[ϕ]}P , (40)
and this does not vanish weakly, where
H[f ] ≡
∫
ddxHif i, f∂ϕ ≡ f i∂iϕ. (41)
Similarly to the comment made after Eq. (31), we assume that the functions f i(~x) are independent of the canonical
variables; otherwise, the strong equality in the first line of Eq. (40) should be replaced by the weak one, and the same
applies to the following calculations. We thus define the linear combination
HNi ≡ Hi + πNDiN, (42)
so that the Poisson bracket of HNi with JA vanishes weakly. Actually, the Poisson brackets of HNi with all the
constraints vanish weakly: {
HN [f ],HN [g]
}
P
= HN [[f, g]] ≈ 0 for ∀f i, ∀gi,{
HN [f ],Φ[ϕ]
}
P
= Φ[f∂ϕ] ≈ 0 for ∀f i, ∀ϕ, (43)
7where Φ = {πN , JA}. The remaining Poisson brackets are those among πN and JA and are
{πN (~x), πN (~y)}P = 0, {JA(~x), JA(~y)}P = 0, (44)
and Eq. (30).
Hereafter we consider (πi, πA, πν , HNi , πN , JA) as the basis for the set of constraints. Adding the terms corre-
sponding to the secondary constraints, we thus redefine the Hamiltonian as
H˜ = H +
∫
ddx
[
λiπi + λAπA + λνπν + λHHNi + λNπN + λJJA
]
, (45)
where λi, λA, λν , λH, λN , λJ are Lagrange multipliers.
The consistency conditions of JA, πN with the time evolution with respect to the Hamiltonian H˜ are
0 =
d
dt
JA ≈ {JA, H}P + {JA, πN [λN ]}P ,
0 =
d
dt
πN ≈ {πN , H}P +
{
πN , JA[λJ ]
}
P
. (46)
They yield no additional constraint but equations to determine the multipliers λN and λJ as Eq. (37). The consistency
conditions of πA, πi, πν and HNi with the time evolution are
0 =
d
dt
πA ≈ {πA, H}P = −
δH
δA
= JA,
0 =
d
dt
πi ≈ {πi, H}P = −
δH
δN i
= −Hi + JADiν,
0 =
d
dt
πν ≈ {πν , H}P = −
δH
δν
= −∂i(NHi + N˜ iJA),
0 =
d
dt
HN [f ] ≈
{
HN [f ], H
}
P
=
∫
ddx
[
−(NHi + N˜ iJA)∂i(f∂ν)− JAf∂A+ (Hi − JA∂iν)[f,N ]i
]
, (47)
where we have used the formula (39) to derive the last equality. They vanish weakly and thus do not give any
additional constraints.
In summary, (πi, πA, πν , HNi , πN , JA) forms the set of all constraints for the generic case studied in this subsection.
Among them, (2d+ 2) constraints (πi, HNi , πA, πν) are first class and two constraints (πN , JA) are second class.
B. Special case with η1 = η2 = 0
In this subsection we consider the special case where the right-hand side of Eq. (30) vanishes identically, namely the
case with η1 = η2 = 0. We consider that this is not generic but rather exceptional. Indeed, the choice of parameters
η1 = η2 = 0 is not stable under radiative corrections. We nonetheless investigate this case for completeness. Also,
the study of this special case sheds some light on important roles of Eq. (37) for the structure of the theory: with
(and only with) η1 = η2 = 0, Eq. (37) leads to secondary constraints instead of yielding equations to determine the
Lagrange multipliers.
The consistency conditions of the primary constraints with the time evolution are
0 =
d
dt
πA ≈ {πA, H}P = −
δH
δA
= JA,
0 =
d
dt
πi ≈ {πi, H}P = −
δH
δN i
= −Hi + JADiν,
0 =
d
dt
πN ≈ {πN , H}P = −
δH
δN
= −H⊥ +HiDiν − 1
2
JAD
iνDiν,
0 =
d
dt
(πν + JA) ≈ −δH
δν
+ {JA, H}P
= −∂i(NHi + N˜ iJA) + φA + 2N
M2Pl
gijGijklπkl JA√
g
+
√
gDi
(
N˜ i
JA√
g
)
, (48)
8where
H⊥ ≡ 2
M2Pl
√
g
πijGijklπkl + M
2
Pl
2
δ
δN
∫
ddx
√
gNLV , (49)
φA ≡ 2η0√g
[
λ− 1
dλ− 1D
2
(
π√
g
N
)
+RijGijkl π
kl
√
g
N −DiDj
(
πij√
g
N
)]
, (50)
with π ≡ gijπij . They give secondary constraints JA ≈ 0, Hi ≈ 0, H⊥ ≈ 0 and φA ≈ 0.
The set of constraints that we obtained so far is (πi, πA, πν , Hi, πN , JA, H⊥, φA). Following the same logic as
that in the generic case studied in the previous subsection, we define the linear combination HNi shown in Eq. (42).
While the original constraint Hi has (weakly) nonvanishing Poisson brackets with H⊥ and φA as
{H[f ],H⊥[ϕ]}P =H⊥[f∂ϕ] +
∫
ddx
δH⊥[ϕ]
δN
f i∂iN ≈
∫
ddx
δH⊥[ϕ]
δN
f i∂iN,
{H[f ], φA[ϕ]}P =φA[f∂ϕ] +
∫
ddx
δφA[ϕ]
δN
f i∂iN ≈
∫
ddx
δφA[ϕ]
δN
f i∂iN, (51)
the Poisson brackets of HNi with all the constraints vanish weakly:{
HN [f ],HN [g]
}
P
= HN [[f, g]] ≈ 0 for ∀f i, ∀gi,{
HN [f ],Φ[ϕ]
}
P
= Φ[f∂ϕ] ≈ 0 for ∀f i, ∀ϕ, (52)
where Φ = {πN , JA,H⊥, φA}. Here, the formula (39) has been used to simplify the calculation of the Poisson brackets
shown in Eqs. (51) and (52). The Poisson brackets of πi, πA and πν with all the constraints vanish:
{πi(~x),Φ(~y)}P = 0, {πA(~x),Φ(~y)}P = 0, {πν(~x),Φ(~y)}P = 0, (53)
where Φ = {πj , πA, πν ,HNj , πN , JA,H⊥, φA}. Finally, while the Poisson brackets between πN and JA vanish,
{πN (~x), πN (~y)}P = {πN (~x), JA(~y)}P = {JA(~x), JA(~y)}P = 0, (54)
some of the Poisson brackets among πN , JA, H⊥ and φA are nonvanishing:
{
πN [χ],H⊥[ϕ]
}
P
= −M
2
Pl
2
∫
ddxχ
δ
δN
∫
ddyϕ
δ
δN
∫
ddz
√
gNLV , (55)
{
πN [χ], φA[ϕ]
}
P
= −2η0
∫
ddxχ
(
λ− 1
dλ− 1πD
2 +RijGijklπkl − πijDiDj
)
ϕ, (56)
{
JA[χ],H⊥[ϕ]
}
P
≈ +2η0
∫
ddxϕ
(
λ− 1
dλ− 1πD
2 +RijGijklπkl − πijDiDj
)
χ, (57)
{
JA[χ], φA[ϕ]
}
P
≈ η20M2Pl
∫
ddx
√
gN
[
Rijχ+ (gijD2 −DiDj)χ]Gijkl [Rklϕ+ (gklD2 −DkDl)ϕ] . (58)
Hereafter we consider (πi, πA, πν , HNi , πN , JA, H⊥, φA) as the basis for the set of constraints. Adding the terms
corresponding to the secondary constraints, we thus redefine the Hamiltonian as
H˜ = H +
∫
ddx(λiπi + λAπA + λνπν + λ
i
HHNi + λNπN + λJJA + λ⊥H⊥ + λφφA), (59)
where λi, λA, λν , λ
i
H, λN , λJ , λ⊥, λφ are Lagrange multipliers.
The consistency conditions of πN , JA, H⊥ and φA with the time evolution yield no additional constraint but
equations to determine the Lagrange multipliers λφ, λ⊥, λJ and λN if the determinant of the following matrix does
not vanish weakly [17]:
M ≡


{πN [χ], πN [ϕ]}P
{
πN [χ], JA[ϕ]
}
P
{
πN [χ],H⊥[ϕ]
}
P
{
πN [χ], φA[ϕ]
}
P{
JA[χ], πN [ϕ]
}
P
{
JA[χ], JA[ϕ]
}
P
{
JA[χ],H⊥[ϕ]
}
P
{
JA[χ], φA[ϕ]
}
P{H⊥[χ], πN [ϕ]}P {H⊥[χ], JA[ϕ]}P {H⊥[χ],H⊥[ϕ]}P {H⊥[χ], φA[ϕ]}P{
φA[χ], πN [ϕ]
}
P
{
φA[χ], JA[ϕ]
}
P
{
φA[χ],H⊥[ϕ]
}
P
{
φA[χ], φA[ϕ]
}
P

 . (60)
9With Eq. (54), M can be partitioned with 2× 2 matrices B,C,D as
M ≡
(
0 B
C D
)
, (61)
where
B =
({
πN [χ],H⊥[ϕ]
}
P
{
πN [χ], φA[ϕ]
}
P{
JA[χ],H⊥[ϕ]
}
P
{
JA[χ], φA[ϕ]
}
P
)
, C = −(BT with χ↔ ϕ), (62)
and 0 is the 2× 2 matrix with all vanishing components. We thus have
detM = (detB)(detC) = (detB)(detB with χ↔ ϕ). (63)
Equations (55)–(58) show that each component of the 2× 2 matrix B is weakly nonvanishing and that only Eq. (55)
among them depends on the potential term LV [gij , ai], which is a linear combination of aiai, Rijaiaj , D2aiD2ai
and so forth. This means that the component (55) linearly depends on the coefficients of those potential terms but
that other components are independent of them. Moreover, detB 6≈ 0 when all coefficients in LV [gij , ai] are set to
zero. Inspecting Eqs. (55)–(58), we thus conclude that detB 6≈ 0, for any choices of the coupling constants in LV .
Hence Eq. (63) leads to detM 6≈ 0 and the consistency conditions of πN , JA, H⊥ and φA do not yield any additional
constraints. The consistency conditions of πA, πi, πν and HNi with the time evolution are
0 =
d
dt
πA ≈ {πA, H}P = −
δH
δA
= JA,
0 =
d
dt
πi ≈ {πi, H}P = −
δH
δN i
= −Hi + JADiν,
0 =
d
dt
πν ≈ {πν , H}P = −
δH
δν
= −∂i(NHi + N˜ iJA),
0 =
d
dt
HN [f ] ≈
{
HN [f ], H
}
P
=
∫
ddx
[
−(NHi + N˜ iJA)∂i(f∂ν)− JAf∂A+ (Hi − JA∂iν)[f,N ]i
]
. (64)
They do not give any additional constraints since the right-hand sides are weakly vanishing.
Therefore, (πi, πA, πν , HNi , πN , JA, H⊥, φA) forms the set of all constraints for the special case with η1 = η2 = 0.
Among them, (2d + 2) constraints (πi, HNi , πA, πν) are first class and 4 constraints (πN , JA, H⊥, φA) are second
class.
IV. NUMBER OF DEGREES OF FREEDOM
A. Generic case
Our analysis in Sec. III on the nonprojectable Horˇava-Lifshitz theory with the U(1) symmetry shows that we have
C1 = 2d + 2 first-class constraints and C2 = 2 second-class constraints in the generic case (Sec. III A) and C2 = 4
in the special case (Sec. III B) in the phase-space dimension dimP = d2 + 3d + 6. Hence the number of degrees of
freedom, N , is
N = 1
2
(dimP − 2C1 − C2) = 1
2
(d2 − d+ 2− C2) . (65)
In the special case with C2 = 4, N = (d− 2) (d+ 1) /2 counts the same as the number of transverse traceless
polarizations of a massless graviton in (d+1)-dimensional spacetime, which shows the absence of the scalar graviton,
the mode present in the original version of Horˇava-Lifshitz gravity. On the other hand, in the generic nonprojectable
case with C2 = 2, there exists an additional degree of freedom in the theory, corresponding to a scalar graviton. One
thus observes that despite an additional U(1) symmetry, the scalar graviton generically remains present due to the
lack of two second-class constraints, and the number of the propagating degrees of freedom is the same as that in the
original Horˇava-Lifshitz theory.
Since the first-class constraints πi ≈ HNi ≈ πA ≈ πν ≈ 0 are related to the generators of the gauge transformations
under which the theory is invariant, the motion of the canonical variables is not completely determined by the
Hamiltonian H˜ due to the unfixed multipliers λi, λiH, λA and λν . In order to remove this subtlety, one can in general
fix the gauge by imposing additional constraints
Gi ≈ 0, F i ≈ 0, GA ≈ 0, Gν ≈ 0, (i = 1, 2, . . . , d), (66)
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such that the determinant
det


δGi(~x)
δNj(~y)
{Gi(~x),HNj (~y)}P δGi(~x)δA(~y) δGi(~x)δν(~y)
δFi(~x)
δNj(~y)
{F i(~x),HNj (~y)}P δFi(~x)δA(~y) δFi(~x)δν(~y)
δGA(~x)
δNj(~y)
{GA(~x),HNj (~y)}P δGA(~x)δA(~y) δGA(~x)δν(~y)
δGν(~x)
δNj(~y)
{Gν(~x),HNj (~y)}P δGν(~x)δA(~y) δGν(~x)δν(~y)

 (67)
does not vanish weakly. For the generic case (η1, η2) 6= (0, 0), we define the total Hamiltonian by including these
gauge-fixing conditions as
Htot =
∫
ddx
[
C +N i (Hi − JADiν)−AJA + λiπi + λAπA + λνπν + λiHHNi
+ λNπN + λJJA + niGi + λFi F i + nAGA + nνGν
]
(68)
where (ni, λ
F
i , nA, nν) are Lagrange multipliers, and we have defined
C ≡ N
[√
g
(
2
M2Pl
πij√
g
Gijkl π
kl
√
g
+
M2Pl
2
LV
)
−HiDiν + 1
2
JADiνD
iν
]
. (69)
The set of all Lagrange multipliers (λi, λA, λν , λ
i
H, ni, λFi, nA, nν , λN , λJ ) would be fully determined by imposing
the consistency conditions on the constraints, which are now all second class, with Htot instead of H˜ .
As an explicit example of the gauge fixing, let us consider the following gauge:
Gi = N i, F i = F i[gij , N, ν, πkl, πN , πν ],
GA = A, Gν = Gν [gij , N, ν, πkl, πN , πν ], (70)
for which the constraints F i and Gν satisfy
{F i(~x),HNj (~y)}P 6≈ 0, δGν(~x)δν(~y) 6≈ 0. (71)
In this case, the consistency conditions
d
dt
Gi ≈ 0, d
dt
πi ≈ 0, d
dt
GA ≈ 0, d
dt
πA ≈ 0 (72)
tell us that the 2d+ 2 multipliers (λi, λA, ni, nA) are determined as
λi = 0, ni = −Hi + JADiν, λA = 0, nA = JA . (73)
Then the total Hamiltonian in this gauge is
Htot =
∫
ddx
[C + λνπν + λiHHNi + λFi F i + nνGν + λNπN + λJJA] . (74)
From the absence of (N i, A, πi, πA) in this gauge-fixed total Hamiltonian, we can see that we have excluded the
canonical pairs (N i, πi) and (A, πA) from the phase space in this gauge. The dimension of the reduced phase space
(gij , N, ν, π
ij , πN , πν) is d
2 + d + 4. As usual with second-class constraints, all the remaining Lagrange multipliers
(λν , λ
i
H, λ
F
i , nν , λN , λJ) are fully determined by imposing
{πν(~x), Htot}P ≈ 0, {Gν(~x), Htot}P ≈ 0,{HNi (~x), Htot}P ≈ 0, {F i(~x), Htot}P ≈ 0,
{πN (~x), Htot}P ≈ 0, {JA(~x), Htot}P ≈ 0. (75)
There remains the following set of 2d+4 second-class constraints acting on the (d2+d+4)-dimensional reduced phase
space:
πν ≈ 0, Gν ≈ 0, HNi ≈ 0, F i ≈ 0, πN ≈ 0, JA ≈ 0, (i = 1, 2, . . . , d). (76)
Hence, in the generic case (η1, η2) 6= (0, 0), we end up with a (d2 − d)-dimensional physical phase space, and the
number of propagating degrees of freedom is d(d−1)/2, which shows that there exists a scalar graviton in the system.
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B. Special case with η1 = η2 = 0
The constraint structure and the number of degrees of freedom differ in a nontrivial way in the special case described
in Sec. III B, i.e. the case with (η1, η2) = (0, 0). Since JA is now independent of N , the time consistency conditions
of πN and JA introduce two additional secondary constraints H⊥ and φA, shown in Eq. (48), which are absent in the
generic case. The total Hamiltonian contains these new constraint terms, and formally, we simply need to add two
terms ∫
ddx (λ⊥H⊥ + λφφA) (77)
to Eq. (68). We can fix the gauge and eliminate the canonical pairs (N i, πi) and (A, πA) from the phase space by the
same procedure as in the generic case. In this special case, however, we have two additional second-class constraints,
H⊥ ≈ 0 and φA ≈ 0. They reduce the dimension of the phase space by two, and the total number of propagating
degrees of freedom becomes (d2− d− 2)/2, the same as the number of transverse traceless polarizations of a graviton.
Hence this shows that the scalar graviton disappears in this special case, at least classically.
An apparent absence of the scalar graviton may arise in the perturbation theory even in the generic case. For
example, if one sets η2 = 0 in Eq. (25) and considers the vanishing background of σ and the background of N
independent of the spatial coordinates, then the constraint structure appears to be the same as the special case up
to the level of linear perturbations. This apparent behavior at the linear order is, however, only an artifact of the
perturbative expansion around a specific background and does not mean that the system is free from a scalar graviton.
In the situations of this sort, care must be taken, and one needs to consider the nonlinear orders of perturbations, at
which the scalar graviton becomes dynamical.
C. Projectable theory
For completeness, we briefly discuss the projectable case, in which the lapse N is a function only of time t. This
restriction implies that the lapse is no longer a local degree of freedom, and thus we can consistently take it out of the
phase space of the theory. As summarized in Appendix B, the phase space consists of
(
gij , N
i, A, ν, πij , πi, πA, πν
)
with 2d+2 first-class and 2 second-class constraints, leading to (d− 2) (d+ 1) /2 dynamical degrees of freedom. This
equals the number of traceless transverse polarizations of a graviton, exhibiting the absence of the scalar graviton in
the projectable case, in sharp contrast to the generic nonprojectable version of the theory (see Sec. IVA).
The total action, including the gauge-fixing conditions, of the projectable version of the U(1) Horˇava-Lifshitz theory
is, from Eqs. (32) and (B3),
Hprojtot =
∫
ddx
[
Cproj +N i (Hi − JADiν)−AJA + λiπi + λAπA + λνπν
+ λiHHi + λJJA + λφφA + niGi + λFi F i + nAGA + nνGν
]
, (78)
where Gi,F i, GA and Gν are the gauge-fixing terms as in Eq. (66), and Cproj is the projectable counterpart of C,
defined in Eq. (69). Note that the potential term LV and the constraint JA now depend only on gij , since ∂i lnN = 0
and all of their dependence on N vanishes in the projectable case.
Performing the gauge fixing in the same manner as in the previous subsection, we choose
Gi = N i , F i = F i [gij , ν, πkl, πν] ,
GA = A , Gν = Gν
[
gij , ν, π
kl, πν
]
, (79)
imposing the conditions
{F i(~x),Hj(~y)} 6≈ 0 , δGν(~x)
δν(~y)
6≈ 0 , (80)
similar to Eq. (71). Then the time consistency conditions for Gi, πi, GA and πA determine the multipliers(
λi, λA, ni, nA
)
in exactly the same way as in Eq. (73). After this gauge fixing, we can completely eliminate the
gauge modes N i, A, πi and πA from the phase space, resulting in the Hamiltonian
Hprojtot =
∫
ddx
[
Cproj + λνπν + λiHHi + λJJA + λφφA + λFi F i + nνGν
]
. (81)
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The evolution of the system with the reduced phase space
(
gij , ν, π
ij , πν
)
is governed by this Hamiltonian. Due to
the conditions in Eq. (80), all of the constraints
(
πν ,Hi, JA, φA,F i,Gν
) ≈ 0 are now second class. Imposing them
then reduces the phase-space dimension from d(d+1)+ 2 to (d− 2)(d+1), or equivalently (d− 2)(d+1)/2 degrees of
freedom, as desired. Similarly to Eq. (75), the Lagrange multipliers are determined by the time consistency conditions
for the constraints.
The Hamiltonian structure of the projectable case is closely similar to the special version of the nonprojectable case,
described in Sec. IVB. The only differences at the classical level are that the former excludes the lapse N from the local
degrees of freedom (and thus the corresponding second-class constraints are absent) and that LV and JA in the former
have no dependence on N . However, quantum effects are expected to detune such a special choice of parameters as in
the special nonprojectable case, and fine-tunings would be required to keep those quantum corrections from arising.
Thus even if one starts from the classical action without a scalar graviton in the nonprojectable theory, it would
generically reappear at the quantum level. On the other hand, the projectable case is constructed in such a way that
N is constant at any constant-time hypersurface, and the absence of a scalar graviton is consistently guaranteed at
the full order. The number of propagating degrees of freedom in the gravity sector is thus the same as that of a
massless spin-2 graviton in GR.
V. DISCUSSION
In this paper we have applied the standard method of Hamiltonian analysis in the classical field theory to the U(1)
extension of Horˇava-Lifshitz gravity without the projectability condition. We have studied the nature of constraints
and counted the number of physical degrees of freedom. In particular, we have shown that the theory contains the
scalar graviton unless the coefficients of aiaiσ and D
iaiσ, which we denoted as η1 and η2, are set to zero exactly.
It is known that the scalar graviton is absent in linear perturbations around a flat background even if η1 6= 0, as
far as η2 = 0. Actually, on a flat background the term a
iaiσ is of the cubic order in perturbation and thus does not
contribute to the equations of motion for linear perturbations. This is the reason why the linear perturbation analysis
is insensitive to the value of η1. On the other hand, the absence of the scalar graviton at the fully nonlinear level
requires not only η2 = 0 but also η1 = 0.
The reason why η1 and η2 determine the presence/absence of the scalar graviton is understood as follows. The
Poisson bracket between two constraints, that we denoted as πN and JA, vanishes identically if and only if η1 = η2 = 0.
Thus, only in this special case, the consistency of the two constraints with the time evolution does not determine
Lagrange multipliers but instead yields two secondary constraints. These secondary constraints are responsible for
the elimination of the canonical pair corresponding to the scalar graviton.
We have identified the condition under which the scalar graviton is absent, i.e η1 = η2 = 0. However, the operators
corresponding to the two coupling constants are aiaiσ and D
iaiσ, and both of them are marginal for any values of
the dynamical critical exponent z. Therefore, even if η1 and η2 are set to zero by hand, they should be generated
by quantum corrections. In this sense the condition η1 = η2 = 0 is unstable under radiative corrections. We thus
conclude that the scalar graviton is generically present in the theory.
Contrary to the generic nonprojectable theory, the projectable version of the U(1) extension of Horˇava-Lifshitz
gravity does not contain the scalar graviton (see Sec. IVC). An important point is that, unlike the above-mentioned
condition η1 = η2 = 0 in the nonprojectable theory, the projectability condition provides a consistent truncation and
thus is expected to be stable under radiative corrections. Hence, the number of physical degrees of freedom in the
projectable theory is the same as in GR.1 Nonetheless, physical properties of the propagating degrees of freedom,
e.g. the dispersion relation, are different from those in GR. It would certainly be of theoretical interest to determine
whether there are any other such theories.
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Appendices
Appendix A: Calculation of
{
H[f ], F
}
P
In this appendix we calculate the Poisson bracket
{H[f ], F}
P
, where F = F [gij , π
ij , s, V i] is a functional of the
spatial metric gij , its canonical momenta π
ij , a scalar s and a vector V i on a constant-t surface and we assume
that F is invariant under time-independent spatial diffeomorphism. We do not require the invariance of F under
a time-dependent spatial diffeomorphism nor assume any properties of s and V i under the time-dependent spatial
diffeomorphism.
We consider the time-independent spatial diffeomorphism,
~x→ ~x+ ~ξ(~x), (A1)
where ~ξ(~x) is a time-independent d-dimensional spatial vector. Under this infinitesimal transformation, the spatial
metric gij , its canonical momenta π
ij , a scalar s and a vector V i transform as
gij → gij +Diξj +Djξi,
πij√
g
→ π
ij
√
g
+ ξkDk
(
πij√
g
)
− π
ik
√
g
Dkξ
j − π
kj
√
g
Dkξ
i,
s → s+ ξk∂ks,
V i → V i + ξkDkV i − V kDkξi, (A2)
where Dk is the spatial covariant derivative compatible with gij and we have used the fact that π
ij/
√
g is a tensor.
The variation of a functional F of these variables is thus calculated as
δF =
∫
ddx
[(
δF
δgij
)
π/
√
g
δgij +
δF
δ(πij/
√
g)
δ
(
πij√
g
)
+
δF
δs
δs+
δF
δV i
δV i
]
=
∫
ddxξi
{
−2gik√gDj
[
1√
g
(
δF
δgkj
)
π/
√
g
]
+
δF
δ(πjk/
√
g)
Di
(
πjk√
g
)
+ 2
√
gDj
(
1√
g
δF
δ(πil/
√
g)
πjl√
g
)
+
δF
δs
Dis+
δF
δV j
DiV
j +
√
gDj
(
1√
g
δF
δV i
V j
)}
, (A3)
where the subscript π/
√
g in (δF/δgij)π/√g indicates that the functional derivative is taken with πkl/
√
g (instead of
πkl) fixed. Therefore, the diffeomorphism invariance of F , i.e. δF = 0 for ∀ξi, implies that
2Dj
[
1√
g
(
δF
δgij
)
π/
√
g
]
=
1√
g
δF
δ(πjk/
√
g)
Di
(
πjk√
g
)
+ 2gikDj
(
1√
g
δF
δ(πkl/
√
g)
πjl√
g
)
+
1√
g
δF
δs
Dis+
1√
g
δF
δV j
DiV j + gikDj
(
1√
g
δF
δV k
V j
)
. (A4)
For practical purposes, it is convenient to express (δF/δgij)π/√g in terms of (δF/δgij)π , where the subscript π
indicates that the functional derivative is taken with πkl (instead of πkl/
√
g) fixed. By writing down the variation δF
in two different ways as(
δF
δgij
)
π
δgij +
δF
δπij
δπij +
δF
δs
δs+
δF
δV i
δV i =
(
δF
δgij
)
π/
√
g
δgij +
δF
δ(πij/
√
g)
δ
(
πij√
g
)
+
δF
δs
δs+
δF
δV i
δV i, (A5)
and equating the coefficients of δgij and δπ
ij , we obtain(
δF
δgij
)
π/
√
g
=
(
δF
δgij
)
π
+
1
2
δF
δπkl
πklgij ,
δF
δ(πij/
√
g)
=
√
g
δF
δπij
. (A6)
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By substituting Eq. (A6) into Eq. (A4), we thus obtain
2Dj
[
1√
g
(
δF
δgij
)
π
]
=−Di
(
δF
δπkl
πkl√
g
)
+
δF
δπjk
Di
(
πjk√
g
)
+ 2gikDj
(
δF
δπkl
πjl√
g
)
+
1√
g
δF
δs
Dis+
1√
g
δF
δV j
DiV j + gikDj
(
1√
g
δF
δV k
V j
)
. (A7)
This formula will be used below.
For the calculation of
{H[f ], F}
P
, we first need to calculate the functional derivatives of H[f ]. A straightforward
calculation leads to
1√
g
δH¯[f ]
δgij
=
πik√
g
Dkf
j +
πkj√
g
Dkf
i −Dk
(
πij√
g
fk
)
,
δH¯[f ]
δπij
= Difj +Djfi. (A8)
Hence, we obtain
{H[f ], F}
P
=
∫
ddx
[
δH¯[f ]
δgij
δF
δπij
− δH¯[f ]
δπij
(
δF
δgij
)
π
]
=
∫
ddx
√
g
{[
πik√
g
Dkf
j +
πkj√
g
Dkf
i −Dk
(
πij√
g
fk
)]
δF
δπij
+ 2fiDj
[
1√
g
(
δF
δgij
)
π
]}
. (A9)
By using Eq. (A7), we thus obtain
{H[f ], F}
P
=
∫
ddx
(
δF
δs
f i∂is+
δF
δV i
[f, V ]i
)
. (A10)
Here, f i is assumed to be independent of canonical variables. If f i depends on canonical variables then we instead
obtain
{H[f ], F}
P
= H[{f, F}P] +
∫
ddx
(
δF
δs
f i∂is+
δF
δV i
[f, V ]i
)
≈
∫
ddx
(
δF
δs
f i∂is+
δF
δV i
[f, V ]i
)
. (A11)
Appendix B: Hamiltonian analysis of the projectable theory
In order to compare the analysis in the present paper with that under the projectable condition N = N(t), i.e.
ai = 0, performed in Ref. [13], in this appendix we sketch the analysis for the projectable theory using our notation.
In the projectable case, the lapse N is not a local degree of freedom and the Hamiltonian constraint, i.e. the equation
of motion for N(t), is not a local equation but an equation integrated over the whole space. Since the whole space here
includes not only our patch of the universe but also many other patches, the Hamiltonian constraint of this form does
not restrict the behavior of local degrees of freedom [5]. We thus do not have to impose the Hamiltonian constraint
to count the number of degrees of freedom. In the following, we thus simply consider N(t) as a fixed positive function
of t and we do not vary it. The phase space (gij , π
ij , N i, πi, A, πA, ν, πν) is (d
2 + 3d+ 4) dimensional.
The primary constraints are
πi = 0, πA = 0, πν + JA = 0, (B1)
whose Poisson brackets all vanish. The consistency conditions of the primary constraints are
0 =
d
dt
πA ≈ {πA, H}P = −
δH
δA
= JA,
0 =
d
dt
πi ≈ {πi, H}P = −
δH
δN i
= −Hi + JADiν,
0 =
d
dt
(πν + JA) ≈ −δH
δν
+ {JA, H}P
= −∂i(NHi + N˜ iJA) + φA + 2
M2Pl
√
g
gijGijklπklNJA +√gDi(N˜ iJA/√g). (B2)
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So far the constraints are (πi, πA, πν , Hi, JA, φA). Only the Poisson bracket between JA and φA does not vanish
weakly [Eq. (58)] among them. We redefine the Hamiltonian as
H˜ = H +
∫
ddx(λiπi + λAπA + λνπν + λ
i
HHi + λJJA + λφφA), (B3)
where λi, λA, λν , λ
i
H, λJ , λφ are Lagrange multipliers.
The consistency conditions of JA and φA with the time evolution do not yield additional constraints but simply
result in equations to determine the Lagrange multipliers λJ and λφ. The consistency conditions of πi, πA, πν and
Hi with the time evolution are
0 =
d
dt
πA ≈ {πA, H}P = −
δH
δA
= JA,
0 =
d
dt
πi ≈ {πi, H}P = −
δH
δN i
= −Hi + JADiν,
0 =
d
dt
πν ≈ {πν , H}P = −
δH
δν
= −∂i(NHi + N˜ iJA),
0 =
d
dt
H[f ] ≈ {H[f ], H}
P
=
∫
ddx
[
−(NHi + N˜ iJA)∂i(f∂ν)− JAf∂A+ (Hi − JA∂iν)[f,N ]i
]
. (B4)
They weakly vanish and thus do not give any additional constraints. Therefore (πi, Hi, πA, πν) are (2d+2) first-class
constraints and JA and φA are two second-class constraints. The number degrees of freedom N is
N = 1
2
[
(d2 + 3d+ 4)− 2(2d+ 2)− 2] = 1
2
(d2 − d− 2), (B5)
which implies the absence of the scalar graviton.
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