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Introduction
According to recent theories of financial intermediation, one of the main roles of a bank is serving as a relationship lender. 1 As a bank provides more services to a customer, it creates a stronger relationship with the customer and gains more private information about him or her.
Such relationships can potentially benefit both banks and their customers. For instance, relationship banking can help banks in monitoring the default risk of borrowers, providing the banks with a comparative advantage in lending. Relationship banking can also lower banks' cost of information gathering over multiple products. Depending on the competitiveness of the banking sector, such benefits to banks can lead to increased credit supply to customers, through either greater quantities and/or lower prices of credit (e.g., Boot and Thakor, 1994) .
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Empirical studies of the benefits of the relationship banking have largely focused on the benefits to customers, corporate customers in particular. Early studies documented that the existence of a bank relationship increases the value of a firm (e.g., Billett et al., 1985; Slovin et al., 1993) . Subsequent studies have sought to measure the effects of relationships on credit supply to firms. These studies have emphasized different aspects of relationships, such as their breadth (e.g., number of services provided), depth, length, and proximity. However, the results of the studies have been mixed. For example, Petersen and Rajan (1994) find that relationship lending affects the quantity of credit more than the price, while other studies find that customers get either lower future contract prices (e.g., Burger and Udell, 1995; Chakravarty and Scott, 1999) or higher future contract prices (e.g., Ongena and Smith, 2002) .
1 Boot (2000) provides an excellent review of the literature on relationship banking. 2 There can also be costs to relationship lending. For example, it can potentially create a "soft budget-constraint" problem, in which the customer exploits the relationship in bad times (Dewatripont and Maskin, 1995; and Bolton and Scharfstein, 1996) . Or, relationship lending can potentially create a hold-up problem, providing a bank with an information monopoly that could allow it to price contracts at non-competitive terms (Sharpe, 1990; Rajan, 1992; and Wilson, 1993) .
There has been limited empirical research on the underlying benefits of relationships to banks. 3 One exception is Mester, Nakamura, and Renault (2005) , who use a sample of 100
Canadian small-business borrowers to investigate the benefits of particular relationship information in monitoring the risk of corporate loans. They find that information about customers' collateral, in particular their inventory and accounts receivable, which might not be available to banks outside of a relationship, is useful for loan monitoring. Also, changes in transaction account balances are informative about changes in this collateral.
While the above studies analyze relationship banking in the context of firm-lender relationships, it can also potentially matter for consumer-lender relationships. Using the Survey of Consumer Finance [SCF] , Chakravarty and Scott (1999) conclude that relationship lending not only lowers the probability of credit rationing but also lowers the price of credit for consumer loans. While this study provides evidence that banks pass on some the benefits of relationship lending to consumers, it does not directly measure the underlying benefit to the banks in the first place. We fill this gap in the literature by analyzing the economic benefits of relationship banking to banks, in the context of retail banking.
Credit cards provide a good setting for analyzing retail relationship banking. Credit cards are consumers' most important source of unsecured credit, in addition to being one of the most important means of payment. By the late 1990s, almost three-fourths of U.S. households had at least one credit card, and of these households about three-fifths were borrowing on their cards (1998 SCF) . Aggregate credit card balances are large, currently amounting to about $900 billion (Federal Reserve Board 2007) .
One important advantage of studying the credit card market, as opposed to most other credit markets, is that it is easier to identify the information actually used by credit card issuers in managing their accounts. This is because the issuers rely on "hard" information. Since they have millions of accounts to manage, the issuers use automated decision rules that are functions of a given set of variables. A special feature of our dataset is that it contains the variables used to manage the credit card accounts in our sample. While different issuers can use somewhat different sets of such variables, issuers generally rely very heavily on credit-risk scores (e.g., Moore, 1996) . The scores can be thought of as the issuers' own summary statistics for the default risk and profitability of each account. As we discuss below, there are two main types of scores, based on different sets of information available to the issuers, both public and private. Hence we can use the scores to conveniently summarize the public and private information traditionally used by credit card issuers.
Such comprehensive summaries of banks' information have not been available in previous studies of bank lending, especially in markets where unobserved "soft" information can be important. Given the information used by banks to manage their accounts, we can more cleanly test whether additional information, in this case relationship information, provides additional predictive power.
Specifically, we examine the implications of bank relationships for key aspects of credit card behavior, such as default, attrition and utilization rates. We use a unique, representative dataset of about a hundred thousand credit card accounts, linked to information about the other relationships that the account-holders have with the bank that issued their credit card accounts.
Previous studies (Gross and Souleles, 2002) have analyzed the usefulness of other, nonrelationship types of information in predicting consumer default, including macroeconomic and geographic-average demographic variables, "public" credit bureau information that is available to all potential lenders, and lenders' "private" within-account (as opposed to across-account) information about the past behavior of the accounts at issue. The key contribution of this study is to use cross-account relationship information, to test whether a bank's private information regarding the behavior of the other accounts held by a customer at the bank provides additional predictive power regarding the account at issue. Since our dataset samples credit card accounts, we focus on predicting credit card behavior.
The cross-account relationship information that we use is rich and comprehensive. It includes measures of the breadth of the relationships (number of relationships), the types of relationships (e.g., deposit, investment, and loan accounts), the length of the relationships (age in months), the proximity of the relationships (distance from a branch), and the depth of the relationships (balances in dollars).
The previous corporate literature has discussed a number of different explanations as to why such relationship information could be informative, but it is difficult to empirically distinguish between these explanations. Some explanations tend to emphasize what can roughly be thought of as selection mechanisms. For example, when considering loan applications, banks might be better at screening applications from existing relationship customers. Or, perhaps customers with multiple relationships are different in otherwise-hard-to-observe ways than nonrelationship customers. (E.g., relationship customers might be wealthier or more sophisticated, or might face larger costs of switching to another lender.) By contrast, other explanations in the literature tend to emphasize more dynamic mechanisms related to information production over time and the ongoing monitoring of loans. While multiple explanations might simultaneously be at work, we will consider some relationship information that is inherently dynamic, such as high-frequency changes in the level and in the volatility of the balances in other relationships. That is, are there informational benefits to monitoring such relationship balances over time? Such dynamic relationship information has not generally been available in the previous literature.
While dynamic information is potentially available from any relationship, some authors have noted the potential value of checking relationships in particular (e.g. Black 1975 , Fama 1985 .
Accordingly, we consider extensions regarding checking balances, such as the implications of very low checking balances and of recent transfers in and out of checking.
Our data allows us to estimate some of the most important potential benefits of relationship information to retail banks. First, we examine if the various measures of relationships can help banks better predict the default behavior of credit card accounts. Second, we also examine the implications of relationships for attrition and utilization rates. To our knowledge, this is the first comprehensive analysis of relationships in the retail banking market.
Previewing the main results, we find substantial potential benefits from relationship lending, through lower default risk, lower attrition, and increased utilization. Using Cox proportional hazard models, the relationship information is found to significantly help predict default and attrition, above and beyond all the other variables used by the bank -both public information and private non-relationship information based only on the behavior of the credit card account. For example, for credit card accounts with at least one other relationship with the bank, the marginal probabilities of default and attrition are about 10% and 12% lower than those of accounts without other relationships, ceteris paribus. More generally, the benefits to the bank tend to increase with various measures of the strength of the relationships, including measures analogous to those used in the prior corporate literature, such as relationship breadth, depth, length, and proximity. Further, explicitly dynamic information about changes in the behavior of the account-holders' other relationships at the bank, such as changes in checking and savings balances, help predict the behavior of the credit card account over time. This suggests that one important advantage of relationships, among the various other advantages that have been discussed in the literature, is that they can help improve the monitoring of borrowers over time.
Also, we find that relationship banking is associated with higher utilization rates. For instance, relationship accounts have a 7 percentage point higher utilization rate compared to nonrelationship accounts, ceteris paribus.
The remainder of the paper is organized as follows. Section 2 describes the data. Section 3 discusses the empirical methodology and results. Section 4 concludes.
Data
We use a unique, proprietary panel dataset of credit card accounts, with associated relationship information, from a large, national financial institution. The dataset contains a representative sample of about a hundred thousand accounts open as of October 2001, followed monthly for the next 24 months.
The dataset includes the key information used by the bank in managing its credit card accounts. The dataset contains the main billing information listed on each account's monthly statement, including total payments, spending, balances, and debt, as well as the credit limit and APR.
The dataset also includes the two key credit-risk scores for each account, which are lenders' traditional summary statistics for the risk and profitability of the account. The "external" credit score (the industry-standard FICO score) is estimated based on the credit bureau data available for each consumer. While the credit bureaus contain some information about the full range of a consumer's credit relationships, across all lenders, the individual lenders report only a subset of their own information about each relationship to the bureaus. The external scores summarize this "public" information, which is available to all potential lenders. The "internal" credit score is estimated by the lenders using their private, in-house information. Traditionally (and true for our sample), that information has been limited to the behavior of the individual account in question --here the sample credit card accounts --not the other accounts or relationships the account-holder has at the same bank. Thus the two scores conveniently summarize the non-relationship (private within-account and public) information used by banks in managing credit cards.
In addition to the external credit score, the dataset also includes the subset of the underlying credit bureau information that the bank directly collected from the credit bureaus: the total number of bankcards held by the account-holder, across all lenders, and the balances and limits on those cards; the number and balances on other, non-bank credit cards (such as store cards); total balances and limits on home equity lines of credit (Helocs); total mortgage balances (including both first and second mortgages); and total balances on student loans and auto loans.
The credit bureau variables are updated quarterly.
This data has been augmented with a number of other data sources. First, and most importantly for our purposes, the dataset was linked to a systematic summary of the other accounts the credit card account-holders have at the bank. Specifically, we have information about the following types of deposit, investment, and loan relationships: checking; savings;
CD's; mutual funds; brokerage; mortgages; home equity loans (second mortgages); and home equity lines of credit. 4 For each relationship type, we know the length of the relationship (age in months) and the depth of the relationship (balances in dollars). This relationship information is updated monthly over the sample period.
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Second, this credit data is also augmented with macroeconomic and geographic-average demographic information based on each account-holder's location, including: the state unemployment rate, average state income, the fraction of people in the state lacking healthcare coverage, and local house prices. 6 Some of these variables are updated monthly while others are updated annually. The dataset also includes the self-reported level of account-holder income when available from the account application 7 , as well as an account-holder specific estimate of wealth (based on marketing/geographic data, and coded as "high", "medium", or "low") as of the time of the origination of the account.
The sample includes credit card accounts that were open as of the start of the sample period in October 2001. 8 To focus on the effects of relationships and minimize any potential endogeneity, for credit card account-holders with other relationships, in the reported results we require that these other relationships have been opened before the credit card account; that is, we exclude account-holders that initiated new relationships within our sample period subsequent to opening the credit card account. 4 The dataset does not include a few smaller relationships, such as student loans, personal loans, and auto loans. Thus our results represent a lower bound on the total possible value of relationships, though some of this information (student and auto loans) will be partly captured by the credit bureau data that we use. 5 The exception is that balances information is not available for brokerage accounts. 6 We use the OFHEO MSA-level house prices when available; otherwise we use the state average prices. In preliminary work, we also considered additional variables, such as the state divorce rate (which however is not available for some states, such as California) and the bankruptcy exemption levels in the state (which are subsumed by our state dummies). 7 This income variable is available for slightly under half of the accounts. To avoid reducing the sample size, we include a dummy variable indicating when application income is missing, and in those cases set the value of income to zero. 8 That is, accounts that are closed at the start of the sample, due to attrition or default, have been excluded. Furthermore, to simplify the hazard analysis of account age, in the reported results we focus on accounts originated after October 1999. characteristics, as opposed to their relationships.
The next section undertakes a multivariate analysis of the accounts' behavior, emphasizing the role of the private, cross-account relationship variables, conditional on controlling for the other characteristics like the credit scores.
Empirical Results

Relationship Banking and Credit Card Default and Attrition
Methodology
To test if relationship banking can help banks in assessing the default and attrition risk of credit card loans, we estimate Cox proportional hazard models for default and for attrition. 9 We use a standard industry definition of default as going bankrupt or three months delinquent, whichever comes first (e.g., as in Gross and Souleles, 2002 
where Y i,t is a dummy variable indicating whether account i defaulted (or attrited) in month t.
We group the main explanatory variables into six categories: Time t represents a complete set of month dummies, one for each month in the sample period. StateDummies i represents a set of dummy variables corresponding to the state in which account-holder i lives. MacroDemog i,t-6 represents the macroeconomic and demographic characteristics, such as the local unemployment rate, plus the account-holder specific estimates of income and wealth. LoanPerformance i,t-6 includes the internal measures of the performance of the sample credit card account over the sample period, including monthly purchases, payments, and debt, and the credit limit, interest rate, and internal credit-risk score. CreditBureau i,t-6 represents the external credit score and the other variables from the credit bureaus, such as total balances on credit cards, Helocs, and mortgages. 10 Such variables have been studied before. Using related duration models, Gross and Souleles (2002) show that the external scores are very powerful predictors of consumer default.
Even given these scores, the internal scores are also very powerful predictors, which implies that credit card issuers' private within-account information is valuable. Nonetheless, even given the 9 We also estimated the baseline results using a multinomial logit model, and the results were qualitatively similar. 10 Unless stated otherwise, the time-varying variables in MacroDemog, LoanPerformance, CreditBureau, and Relationship are generally lagged by six months to minimize endogeneity, as in Gross and Souleles (2002) . For instance, by the time an account is already three months delinquent, its credit score would have already severely deteriorated, creating essentially a mechanical relationship with the dependent variable. two scores, macroeconomic and demographic characteristics are also predictive, albeit less so quantitatively. This result suggests that lenders do not necessarily use all potentially available information (perhaps due to regulatory or reputational concerns).
The key innovation of this study comes in assessing the incremental predictive power of Relationship, which represents a broad array of measures of the account-holders' relationships.
The baseline relationship measure labeled R1 simply uses a dummy variable to identify the credit card account-holders who have at least one other relationship at the bank at origination. (The omitted, baseline category is non-relationship accounts). R2 measures the breadth of the relationship, using dummy variables for the number of relationships (1 to 6+, omitting 0 relationships). R3 focuses on the types of relationship, grouping the relationships into three broad categories (again using dummy variables): deposit relationships, investment relationships, and loan relationships. R4 identifies the types of relationships more finely (8 categories): checking and savings accounts (deposit relationships); CDs, brokerage, and mutual fund accounts (investment relationships); and mortgages, home equity loans, and home equity lines (loan relationships). R5 measures the length of the relationships (age in months since opening), for each of the eight relationship categories separately. R6 focuses on the proximity of the relationship, using interacted dummy variables to distinguish account-holders that have a relationship and reside in states with bank branches. R7 measures the depth of the relationships by the balances of each of the relationship categories (in addition to controlling for the presence of each relationship as in R4). R8 combines the previous measures simultaneously.
To try to distinguish more specifically the potential benefits of relationships in the ongoing monitoring of loans, we also consider more dynamic relationship information (controlling for the level and presence of balances using R4 and R7). R9 considers the effect of changes in the various types of balances (for convenience, between months t-6 and t-5). R10 considers the volatility of balances. (In light of the available sample period, it uses the standard deviation between t-1 and t-12.) R11 uses instead the change in the volatility of balances (the standard deviation between t-1 and t-6, minus the standard deviation between t-7 and t-12). R12 focuses more specifically on checking balances, using an indicator for whether these balances have fallen below $2000. R13 uses instead indicator variables for whether there were matching balance transfers between the checking account and the other accounts.
In all specifications, the standard errors are clustered to adjust for heteroscedasticity across accounts and serial correlation within accounts.
Results
We first show how the baseline hazard rates from the Cox model vary with the number of relationships, without controlling for other covariates. Figure 1a shows the associated survival curves for (lack of) default. The survival curves are monotonically increasing with the number of relationships. For example, for accounts with just one other relationship, the probability of not defaulting within 48 months is about 96%. But for accounts with six or more relationships, that probability significantly rises, to about 99%. Conversely, the probability of default monotonically declines with the number of relationships. Figure 1b shows the analogous survival curves for (lack of) attrition. Again, the curves substantially and monotonically increase with the number of relationships.
We now estimate the full multivariate Cox model, following equation (1), first for default. We begin by briefly discussing the results for the non-relationship variables, for our baseline specification R1 (for brevity, reported in Appendix Table 1 ). Starting with the credit variables, the external and internal scores have negative and significant coefficients. As expected, higher scores are predictive of lower probabilities of default. The marginal effects for continuous covariates like the scores show the effects of a one standard-deviation increase in the covariates. A one standard-deviation larger external (internal) score is associated with a 15% (16%) reduction in the probability of credit card default relative to the baseline default rate, ceteris paribus. These are economically significant effects.
Many of the other credit variables are also significant, though their marginal effects are much smaller. The probability of default significantly increases with the amount of debt on the credit card account. It also increases with the total number of credit cards held by the accountholder (both bankcard and non-bankcard), and the balances on those cards. A larger credit limit or a lower APR on the account is associated with a lower probability of default. As discussed in the prior literature, this likely reflects the endogeneity of credit supply: on average issuers extended better credit terms to borrowers that were less risky. Hence the results for such covariates should not be interpreted as causal. For our purposes it is conservative to control for such variables, since they are in the issuer's (non-relationship) information set. Similarly for Helocs, where one can also distinguish credit demand (balances) and credit supply (credit limits), larger balances are associated with more default, but larger limits are associated with less default.
Other credit balances where one cannot so readily distinguish credit supply and demand, such as mortgage balances, have overall negative coefficients. In sum, the public information from the credit bureaus is predictive of default, and even given this information the bank's private withinaccount information is also predictive.
Turning to the macroeconomic-demographic variables, adverse local economic conditions are generally associated with more default. Higher local unemployment and lower house price growth are associated with significantly higher default rates, even given the state and month dummies. A one standard-deviation increase in unemployment (decrease in house price growth rates) corresponds to a 3% increase (8% increase) in the probability of default. Higher income and wealth are associated with less default, though these results are not statistically significant. (This could reflect measurement error in these estimates of income and wealth.
"Low-doc" accounts, for which income was not collected at the time of application, have significantly higher default rates.) Overall, these (non-relationship) results are generally consistent with prior research (Gross and Souleles, 2002) .
We now focus on the results for the relationship information. The baseline relationship measure R1 simply uses an indicator variable for having another relationship. The omitted group is non-relationship accounts. The relationship variable has a significant negative coefficient. This implies that relationship accounts have a lower probability of default than non-relationship accounts, ceteris paribus. According to the marginal effect, the probability of default is 10% lower on average. This is an economically significant effect (and larger than the marginal effects of all the other covariates apart from the credit scores). Given the rich set of covariates, including both the public information and private within-account information of the issuer, this result demonstrates the predictive value of cross-account relationship information. Figure 1 , the probability of default significantly and monotonically declines with the number of relationships. According to the marginal effects, the probability of default decreases by 2% for the first relationship, and by 18% for the sixth (or more) relationship.
Relationship measure R3 considers the effects of different types of relationships. The presence of each of the three broad relationship types is associated with lower probabilities of default. The magnitude of the effect is largest for investment relationships. The probability of default decreases by 14% with investments relationships, versus 9% for deposit relationships and 4% for loan relationships. R4 uses a finer partition of the relationship types. Within investment accounts, CD relationships have the largest (negative) marginal effects. All the other relationship types also have significant, albeit smaller, negative effects.
Measure R5 focuses on the length of the other relationships (age in months, distinct from the age of the credit card account which is separately taken into account in the Cox model). For each relationship type, the probability of default significantly declines with the age of the relationship. The marginal effects range in size from 3% to 13% declines (for a one standarddeviation increase in age), with the largest effect arising from the age of a CD relationship.
R6 focuses on the proximity of the relationship, using an indicator for account-holders that reside in states with bank branches, and the interaction of this variable with the indicator (R1) for having a relationship.
11 The interaction term is significantly negative. This implies that the (negative) effect of relationships on default risk is stronger when account-holders reside closer to branches. Thus, even given the other controls for local conditions, proximity to the bank matters (as in Petersen and Rajan, 2002) . positive. Further analysis shows that this result is driven mostly by transfers from the savings and investment accounts. Thus, when account-holders appear to dissave, the probability of default is higher. This is consistent with their having faced a negative shock. Conversely, the negative coefficient on the second indicator implies that when account-holders save, transferring balances from checking to the other accounts, the probability of default is lower. This is consistent with a positive shock. The marginal effect is much larger for dissaving, implying a 13% increase in the probability of default. In general the pattern of the relationship results is qualitatively similar to that in Table 2 (and so our discussion of them will be brief). That is, the same relationship information that is associated with lower default rates is also generally associated with lower attrition rates.
For example, using the baseline measure R1, relationship accounts have on average a 12% lower probability of attrition than non-relationship accounts, ceteris paribus. This result is statistically and economically significant. The effect on attrition is again monotonic with the number of relationships (R2), ranging from a 3% decline in attrition probability for the first relationship to a 21% decline for the sixth relationship. The effect is significant for all of the relationship types (R3 and R4), especially investment and deposit relationships. The probability of attrition significantly declines with the length of the relationships (R5). The (negative) effect of relationships on attrition is stronger with proximity (R6). Larger relationship balances (R7 and R12) and increases in relationship balances (R9) are also associated with lower attrition rates, but more (and increased) volatility in the balances is associated with higher attrition rates (R10 and R11). Under R13, balance transfers from checking (i.e., saving) are associated with lower attrition, but transfers to checking (i.e., dissaving) are associated with higher attrition, with the marginal effect being larger for the latter.
In sum, across the entire rich array of relationship measures that we have considered, including the dynamic measures, relationship accounts have lower probabilities of default and attrition, ceteris paribus.
Relationship Banking and Credit Card Utilization
Methodology
In this section we consider the implications of relationships on a standard measure of account usage, the account utilization rate (i.e., account balances relative to the account limit).
For consistency, we generally use the same covariates as in equation (1), but replace the dependent variable Y i,t with the utilization rate of account i in month t. 13 We estimate by OLS, allowing for heteroscedasticity across accounts and serial correlation within accounts.
Results
We begin by briefly noting some of the results for the non-relationship variables, which appear in Appendix Table 3 for the baseline specification using R1. Higher credit scores are correlated with lower utilization rates. This is not surprising, since the scores are known to take utilization into account negatively. Credit balances (total bankcard, non-bankcard, home equity line, mortgage and auto balances, with the exception of student loan balances) come in with significant negative coefficients, suggesting some substitutability with balances on the sample credit cards, though the magnitudes of the effects are small. Higher unemployment is associated with significantly greater utilization, though higher house price growth (and higher income) is also associated with significantly greater utilization, which is indicative of a wealth effect. 
Conclusion
This study provided direct evidence of the potential benefits of relationship banking to retail banks. The results indicate that, even controlling for traditional sources of bank information (both public information and private, within-account information) and other variables, credit card account-holders with other relationships at a bank tend to have higher utilization rates yet lower default and attrition rates. In particular, dynamic information about changes in the behavior of an account-holder's other relationships helps predict the behavior of the credit card account over time. This is consistent with the view that, among the various potential benefits of relationship banking, relationships can help banks better monitor their loans over time.
These results imply that relationship information is valuable in a predictive sense, but how exactly banks should use this information requires additional considerations. The optimal use of information and optimal contract design, both from the point of view of the bank and socially, is an important but difficult question that is beyond the scope of this paper. First, banks need to consider how consumers and their competitors would respond to the use of the information. Second, government policies can restrict certain uses of information, including cross-account information. In addition to considering the benefits of such restrictions, a
comprehensive analysis of such policies should also consider the potential efficiency loss from excluding information that is predictive. Notes: This table shows the effects of relationships in predicting credit card default (bankruptcy or three months delinquency), using Cox proportional hazard models following eq.
(1). The explanatory variables include macro-demographic, loan-performance, creditbureau, and relationship variables, in addition to month and state dummies. The table reports only the results for the relationship variables; each panel represents a separate specification. (The other variables appear in the appendix for specification R1.) In the first panel, R1 is a dummy variable identifying credit card accounts that have another relationship. R2 uses dummy variables for the number of relationships (relationship breadth). R3 and R4 uses dummy variables identifying the types of relationships, broadly and narrowly defined. R5 measures the length of the relationships (age in months since opening). R6 uses dummy variables to distinguish account-holders that have a relationship and reside close to bank branches (i.e., reside in states with bank branches). R7 measures the balances of the relationship categories (relationship depth, using ln(balances +1)), and R9 measures the changes in the balances. R10 measures the volatility of balances over the prior 12 months, and R11 measures the change in the volatility of balances over the prior two 6-month periods. R12 uses a dummy variable for whether checking balances have fallen below $2000. R13 uses dummy variables for whether there were matching balance transfers between the checking account and the other accounts. The standard errors are adjusted for heteroscedasticity across accounts and serial correlation within accounts. The marginal effects for continuous covariates show the effects of a one standard-deviation change in the covariates. 
