Abstract: This paper presents an a posteriori residual error estimator for diffusionconvection-reaction problems with anisotropic diffusion, approximated by a SUPG finite element method on isotropic or anisotropic meshes in R d , d = 2 or 3. The equivalence between the energy norm of the error and the residual error estimator is proved. Numerical tests confirm the theoretical results.
Introduction
This paper is devoted to the singularly perturbed diffusion-convection-reaction problem with special focus on anisotropic diffusion: for f ∈ L
2
(Ω) and g ∈ L ε > 0. In the case when ε is small with respect to b and c, the problem is singularly perturbed and the solution may generate sharp boundary or interior layers, where the solution of the limit problem (corresponding to ε = 0) is not smooth or does not satisfy the boundary condition. Let us quote [17, 18, 19] for the a priori error analysis in two dimensions. It is shown that anisotropic finite elements must be used in order to achieve convergence uniform in the perturbation parameter ε.
There is a vast amount of literature on a posteriori error estimation. For singularly perturbed problems with convection we cite [2, 8, 11, 16, 21, 25, 26] , where anisotropic finite element meshes were considered in [8, 16, 21] only. An anisotropic diffusion tensor is considered only in [7] .
In this paper we combine all those ingredients and derive a residual type error estimator. We prove the reliability and efficiency of this error estimator where the dependence on ε is traced. The lower bound mainly depends on the local mesh Peclet number Pe T := h min,A,T A −1/2 b ∞,T , therefore the efficiency is achieved if Pe T ≤ c which is always satisfied in the absence of convection. The reliability is based on the introduction of an alignment measure as it was done by Kunert [12, 13] . The quantity is of the order one if the mesh is well adapted to the problem, see the discussion in Subsection 3.3.
Let us mention that, to our knowledge, no approach is known that leads to twosides estimates on anisotropic meshes without any assumption on the mesh. The classical results as summarized in [1, 24] are obtained for isotropic meshes only. The dual weighted residual method, see [5] for an overview, is applied in [8, 9] on anisotropic meshes, but there is no estimate from below. The more recent approach in [20] is not yet analyzed for anisotropic meshes and two different error estimators are used for the upper and lower bounds. Let us finally mention the approach by Picasso [21] who considers anisotropic meshes and proves reliability for an estimator that depends on ∇(u − u h ) where ∇u is replaced in practice by a recovered gradient ∇ R u. We note that we can control in the same way the alignment measure. In this paper we develop an estimator of residual type for problems with convection, reaction and anisotropic diffusion. For the discretization we use the h-version of the streamline upwind Petrov-Galerkin method (SUPG). Without the stabilization term, the method reduces to a standard Galerkin method and produces non-physical oscillations. We note that our error estimator works as well in this case.
In comparison with the paper [7] , where a posteriori error estimation is investigated for an isotropic discretization of a problem with anisotropic diffusion but without convection, our residual error estimator allows to prove an optimal lower bound. The factor ε −1/2 in the upper bound in [7] is retained in our analysis, since the alignment measure is of the same order in the isotropic case. Our experiments show, however, that the effectivity index is bounded uniformly in ε on adequately refined anisotropic meshes. In this sense, our analysis is sharper.
The outline of the paper is as follows. In Sections 2 and 3 we introduce the discretization, notation, and estimates for bubble functions and the interpolation. The a posteriori error estimator is introduced in Section 4 where also the the upper and lower bounds are proved. The paper is completed with a numerical test in Section 5 and with conclusions.
As usual, we denote by L We consider the standard elliptic problem:
(Γ N ), let u be the solution of (1) where A, b and c satisfy the following assumptions:
Note that the assumption "if c 0 = 0 then c ≡ 0" is not necessary for our proofs but simplifies the presentation. Now we define the weighted H 1 (semi-)norm
on a subdomain ω of Ω. Let us further introduce the space
and the forms
For further purposes, we denote by B ω the restriction of B on a subset ω of Ω, namely
With this notation, the variational formulation of problem (1) reads:
The assumptions (A1) to (A6) guarantee that B is continuous and coercive, i.e., B satisfies
for all u, v ∈ H To approximate problem (3) by a finite element scheme we fix a family {T h } h>0 of meshes of Ω that satisfies the usual conformity conditions, cf. [6, Chapter 2] . In 2D we assume that all elements of T h are triangles, while in 3D the mesh is made up of tetrahedra. For T ∈ T h we denote by h T the diameter of T , and
where k is a positive integer.
Problem (3) is now approximated by a Streamline Upwind Petrov Galerkin scheme (SUPG):
where
The parameters δ T ≥ 0 should satisfy similar assumptions as in [16] where the case of isotropic diffusion was investigated:
for all T ∈ T h and some α ∈ (0, 1). The element quantities h min,T and h min,A,T are introduced below, and µ is the constant in the inverse inequality ∇ · ∇v h T ≤ µh −1 min,T ∇v h T . Note further that (8) and (9) 
with the above α ∈ (0, 1), compare [23, Lemma 3.25] for the case of isotropic meshes. The optimal choice of δ T was discussed for the slightly different GalerkinLeast-Squares method and for the case of isotropic diffusion in [4] . This choice satisfies the conditions (7)- (9). We note also that the choice δ T = 0 (pure Galerkin method) satisfies these conditions. Meanwhile it is well known that this choice is suited within boundary layers if adequately refined anisotropic meshes are used there [23, p. 391 ff.]. Outside the layers, the choice δ T = 0 leads in general to non-physical oscillations. Therefore this choice is not advisable, but the error estimator still works and estimates the large error.
Analytical tools
Let us define E h as the set of edges (d = 2) or faces (d = 3) of the triangulation and let E int h = {E ∈ E h /E ⊂ Ω} be the set of interior edges/faces of T h , while
h is the set of boundary edges/faces of T h . For an edge/face E of a 2D/3D element T we denote by n T,E the unit outward normal vector to T along E. Furthermore we fix one of the two normal vectors of E and denote it by n E . The jump of some function v across an edge/face E at a point y ∈ E is defined as
Finally we will need local subdomains, also called patches. For any T ∈ T h , let, as usual, ω T be the union of all elements having a common vertex with T . Similarly let ω E be the union of the elements having E as edge/face.
Some anisotropic quantities
As explained in the introduction, anisotropic discretizations can be very advantageous or, in certain situations, even mandatory. More information and arguments concerning anisotropy can be found in [3, 12] . Let us shortly recall some useful anisotropic quantities from Kunert [12] , see also [15, 16] . We start with an arbitrary (anisotropic) tetrahedron T . We enumerate its vertices so that P 0 P 1 is the longest edge, meas 2 ( P 0 P 1 P 2 ) ≥ meas 2 ( P 0 P 1 P 3 ), and meas 1 (P 1 P 2 ) ≥ meas 1 (P 0 P 2 ). Further, we introduce three orthogonal vectors p i,T of length h i,T := |p i,T |, as described in Figure 1 . The minimal element size is particularly important; thus we define
The three main anisotropic directions p i,T play an important role in several proofs. They span the matrix
This matrix may be considered as a transformation matrix which defines implicitly a reference elementT T viaT In 2D the notation is similar. For a triangle T the enumeration is as in the bottom triangle P 0 P 1 P 2 of Figure 1 . We set h min,T := h 2,T , and C T becomes a 2 × 2 matrix.
The new idea is now to transform any T ∈ T h by the matrix A
. More precisely, we transform T into T A by the affine transformation
where g T is the center of gravity of T . This element T A is a triangle in 2D or a tetrahedron in 3D that can be isotropic or not. Therefore we use its anisotropic quantities h i,T A , h min,T A , C T A as introduced before. 
Take for simplicity a uniform triangular triangulation ofΩ. Then the trianglẽ T ∈Ω with nodes (0, 0), (h, 0), and (0, h) becomes the triangle T ∈ Ω with vertices (0, 0), ( √ εh, 0), and (0, h) by the inverse transformation. This element T is a good one to capture adequately the boundary layer near x 1 = 0. Moreover by using F A,T , the triangle T is transformed into an isotropic element T A which is a translation of T , and therefore
Id.
For further use, we denote
Note that the composition of the transformation
A,T , see (10) , yields the following transformation fromT T A to T :
Note thatT T A depends on T and A but is of unit size in the sense of Figure 2 .
Finally we introduce a scaling factor α T that will be used quite often:
Here and below, we use the convention that c . Therefore the matrix C εId,T defined by (13) is equal to C T . Moreover we have
This last property implies that
which is exactly the scaling factor introduced in [16] .
Bubble functions, extension operator, and inverse inequalities
For our further analysis we require standard bubble functions and extension operators that satisfy certain properties recalled here for the sake of completeness. We need two types of bubble functions, namely b T and b E associated with an element T and an edge E, respectively. 
We note that
In 2D, denote byT the standard reference element with vertices (0, 0), (1, 0), and (0, 1). For an edgeĒ ofT included into thex 1 axis, the extension
to T for an edge E ⊂ ∂T is obtained using the affine transformation mapping T toT and E toĒ and the extension operator defined above. We proceed similarly in 3D. Now we may state the so-called inverse inequalities that are proved using classical scaling techniques, cf. [24] for the isotropic case and [12] for the anisotropic case. Lemma 3.3 (Inverse inequalities) Let v T ∈ P k 0 (T ) and v E ∈ P k 1 (E), for some nonnegative integers k 0 and k 1 . Then the following inequalities hold, with the constants in the inequality depending on the polynomial degrees k 0 or k 1 but not on T ,
Proof: The equivalence (17) and (18) are proved in [12] , see also Lemma 1 of [16] . For the last estimate, we write
and using the affine transformation (12), we obtain
SinceT is regular in Ciarlet's sense we can use the inverse inequality with hT ∼ 1 to deduce that
Going back to T again using the affine transformation (12), we obtain (19).
As usual for singularly perturbed problems, we need to use squeezed edge/face bubble functions b E,γ . Here according to our previous point of view, they are defined through the transformation F A,T from (10). Namely for a fixed edge/face E of T , the mapping (10) transforms E into an edge/face E A of T A . Now for a parameter γ ∈ (0, 1], we define the squeezed element T E A ,γ of T A as in [16] . The squeezed element T E,γ of T is simply the element obtained by the inverse transformation
Note that T E,γ is the usual squeezed element on T with the parameter γ depending on A. For the sake of simplicity we do not write this dependence.
The squeezed edge/face bubble function b E,γ is defined on the two elements T 1,E,γ and T 2,E,γ sharing γ, as the usual edge/face bubble function on these elements and extended by zero outside T 1,E,γ ∪ T 2,E,γ
Lemma 3.4 (Further Inverse inequalities) Under the assumptions of Lemma 3.3, we have
Proof: Scaling arguments yield
where we writeṽ(x) = v(x). Now using Lemma 2 of [16] in T A , we have
Again scaling arguments lead to
The three above estimates imply (20) .
For the second estimate, scaling arguments yield
Again Lemma 2 of [16] applied in T A leads to
.
Using the estimate (22), we arrive at
The estimate (21) will be proved if we can show that
But it was proved in Lemma 3.1 of [15] that
Since γ ∈ (0, 1] we then have
γh E A ,T A γh min,T A ≥ γh min,A,T and h min,T A ≥ γh min,A,T .
This leads to (23).
Anisotropic interpolation error estimates
In order to obtain an accurate discrete solution u h , it is obviously helpful to align the elements of the mesh according to the anisotropy of the solution. It turns out that this intuitive alignment is also necessary to prove sharp upper error bounds. In particular the proof employs specific interpolation error estimates. These interpolation estimates hold for isotropic meshes, but do not hold for general anisotropic meshes; instead the mesh has to have the aforementioned anisotropic alignment with the function to be interpolated.
In order to quantify this alignment, we introduce a so-called alignment measure m 1 (v, A, T h ) which was originally introduced in [13] for the identity matrix A and that we extend here to any matrix A. 
For arbitrary isotropic meshes one obtains that m 1 (v, Id, T h ) ∼ 1. The same is achieved for anisotropic meshes T h that are aligned with the anisotropic function v. Therefore the alignment measure is not an obstacle for reliable a posteriori error estimation. We refer to [13, 14] for discussions concerning this alignment measure. Now we recall the definition of the Clément interpolation operator that maps a function from H
For that purpose, let the basis function ϕ x ∈ V h,1 associated with the node x be determined by the condition
where N h is the set of nodes of the triangulation included into Ω and Γ N . Then, the Clément interpolation operator will be defined via these basis functions: (Ω) → V h,1 is defined by
with ω x being the union of elements T of T h having x has vertex.
Lemma 3.7 (Global interpolation error bounds) For each edge/face E, let us set
(Ω), then the following estimates hold:
Note that in (28), every edge/face E ∈ E h with E ⊂ Γ D appears in the double sum at least once.
Proof: Lemma 3.1 of [12] says that
Multiplying the estimate (31) by h −1 min,A,T and summing the squares for all T yields
By the definition of the alignment measure, we get
In the same manner by (31) and (30) we have
Now we remark that
By the estimate (33), we conclude that
The estimates (29) and (35) prove (26) .
Let us go on with the estimate (27):
By (29) and (34), we obtain (27). For the last estimate, for any edge/face E of E h , take any element
min,A,T . Now we use a standard trace inequality on T to get
Multiplying this estimate by
Multiplying this estimate by α −1 T and summing on E and then on T , we have obtained
Now using the discrete Cauchy-Schwarz inequality, we arrive at
We conclude thanks to (27), (31) and (34).
Remark 3.8 If A = εId, then the estimate (28) implies the estimate (21) of [16] , since
4 Error estimator
Definition of the error estimator
We investigate a residual error estimator. The exact element residual is defined by
Similarly the exact edge/face residual is
As usual, these exact residuals are replaced by some finite-dimensional approximation r T ∈ P k 0 (T ) and r E ∈ P k 1 (E) called approximate element residuals.
Definition 4.1 (Residual error estimator) The local and global residual error estimators are defined by
The local and global approximation terms are defined by
Upper error bound
Theorem 4.2 Assume that δ T satisfies (7) . Let u be a solution of (3) and u h a solution of (6) . Then the error is bounded as follows:
Proof: By (4) we have
where for shortness we write v = u − u h .
For the first term, elementwise integration by parts yields
By the continuous and by the discrete Cauchy-Schwarz inequality and the use of Lemma 3.7, we arrive at
For the second term of the right-hand side of (37), we first estimate A 1/2 ∇I Cl v T . Indeed we first write
this last estimate coming from the inverse inequality onT T A and scaling arguments. This finally implies that
On the other hand, we trivially have
and, by the definition of α T , we have obtained
Now using (3) and (6), we get
and by the Cauchy-Schwarz inequality we obtain
Using (39), we obtain
and by the assumption on δ T , we arrive at
The discrete Cauchy-Schwarz inequality and the estimate (26) lead to
This estimate and (38) in the identity (37) lead to the conclusion. 
Lower error bound
Proof: As already mentioned elementwise integration by parts yields
. From the definition of R T and using (42) with w = w T we have
Using the equivalence (17) and the estimate (5) we obtain
By the inverse inequalities (17) and (19) we get
Multiplying this estimate by α T , we arrive at
Edge/face residual Fix an arbitrary edge/face E ∈ E h \ Γ D . We apply (42) with w = w E , where
where T E,γ E,T is the squeezed element associated with T defined with the parameter γ E,T ∈ (0, 1] that will be fixed later on. This yields
Using the equivalence (18) and the estimate (5) we obtain
Using (20) , (21) and (43) we have
, we arrive at
where we have set
The conclusion follows from the estimates (43) and (44) if we can show that 
Similarly (45) holds for i = 2 if
Again by the definition of β E , this last estimate holds if
Finally, (45) holds for i = 3 if
Again by the definition of β E , this estimate holds if
To satisfy these three conditions, (47)-(49), we take c ∞,T } + Pe T . Furthermore in the case A = εId, our new Peclet number reduces to the standard one. Thus the lower bound is optimal if the local mesh Peclet number is sufficiently small. This is in congruence with Verfürth's paper [25] .
Numerical results
The aim is to test the behavior of the estimated error in relationship with the true error. Therefore we use a test example with a known exact solution. We consider the problem −div (A∇u) = 0 in Ω = (0, 1) Figure 3 . The mesh is piecewise uniform with an anisotropic part in the boundary strip Ω 1 = (0, a 0 √ ε| ln ε|) × (0, 1) where we made good experience with choosing a 0 = 0.5. Both Ω 1 and Ω 2 = Ω \ Ω 1 were subdivided into n × n congruent rectangles which were afterwards split into two triangles each (union-jack grid). In this way the aspect ratio of the elements is about ε
in Ω 1 and about unity in Ω 2 . In Table 1 we summarize the test results. We see that the meshes are appropriately chosen such that the error is proportional to the mesh size (when the mesh size halves then the number of elements multiplies by four). But most importantly for this paper, the effectivity index η/|||e||| is about 2.5 to 3.2 independent of N and ε, and does not blow up. This experiment illustrates the efficiency and reliability of our estimator.
Conclusions
We have proposed and rigorously analyzed a new a posteriori error estimate for the finite element approximation of anisotropic diffusion-convection-reaction equations with anisotropic finite elements. We have shown that this estimate is reliable and efficient. Numerical experiments confirm our theoretical predictions.
