Abstract. I describe the current theories for cold collisions between laser-cooled and trapped neutral atoms in light fields. The emphasis is on the dynamical nature of the problem, i.e. on the collisional loss of atoms from the trap or collisional heating of the atomic cloud. The recent work on optical shielding of collisions is also reviewed.
Introduction
Collisions between neutral atoms at very low temperatures have been a fascinating subject for research ever since it became possible to study them under controlled conditions in electromagnetic traps and at the required temperatures in the late 1980s [1, 2] . Due to the laser-cooling techniques one can now take clouds of neutral atoms into the temperature region which can be defined as cold or even ultracold, and hold them trapped using laser beams and magnetic fields. Reviews of the various laser-cooling and trapping techniques can be found in [3] [4] [5] [6] . Furthermore, the atom densities now available in experiments are large enough for collisions and other interaction effects to have an appreciable effect on the experimental observables. In fact, a magneto-optical trap (MOT) (featured in figure 1 ) has now become the basic tool in those laboratories wishing to follow the fast moving new frontier opened by the physicists working on atoms and lasers in the field of low-temperature physics. The most important recent development is the observation of Bose-Einstein condensation (BEC) of gaseous neutral alkali atoms in magnetic traps during summer 1995 [7] [8] [9] .
The cold collisions in light fields caught the attention of the researchers when it became clear that the temperatures and densities that one can obtain in traps are affected by interactions between atoms [10] [11] [12] . This led to studies of collisional trap loss and heating of the atom cloud. Although advances in this direction have been made, it cannot be claimed that the interaction processes in neutral atom traps are completely understood, and thus the research continues. However, both theoretical and experimental work has made it clear that in the presence of laser light it is hardly possible to achieve those temperatures and densities which are needed for BEC-this drove experimentalists to work with purely magnetic traps and evaporative cooling [7] [8] [9] 13] , making laser cooling and MOT an intermediate (but most necessary) step in the now successful BEC experiments.
It was also suggested that one could use these collisions for high resolution spectroscopy of very weakly bound, long-range molecular states, which are created temporarily during a collision event [14] , including studies of associative ionization [15, 16] . This has given birth to photoassociative spectroscopy (PAS). As a result we now have plenty of data for the molecular long-range potentials [17] . Furthermore, these techniques have been used to Figure 1 . The magneto-optical trap is based on the Zeeman effect and selective excitation of magnetic sublevels by circularly polarized laser beams (σ + and σ − ). In (a) we show the onedimensional situation. A linear magnetic field removes the energy degeneracy of the magnetic substates for the excited state of the atom. The laser field is detuned below the atomic transition by the detuningh ( < 0). Thus atoms that move away from the trap centre become eventually excited resonantly to the corresponding magnetic substate and are thus pushed back to the trap centre by the light pressure (as in Doppler cooling). For three dimensions this configuration is created by the set-up given in (b), where two coils produce the magnetic field that is zero at the trap centre, and the six laser beams keep the atoms trapped. Thus we obtain an atomic cloud at the centre of the trap, with typical densities 10 8 -10 12 atoms/cm 3 . determine scattering lengths for the different elements (mainly alkalis); see [18] and several articles in [19] . The scattering length has a crucial role in BEC, as for a stable condensate it must have a positive value (it is believed that BEC can be obtained with a negative scattering length, but only under very restrictive conditions [20] ). There are some good recent reviews of the PAS [17, 21] , and the role of scattering length in BEC is described in [19, 22, 23] , so I shall not discuss them in this short review. Furthermore, experimental studies of the collisions between laser-cooled atoms have been reviewed recently [24, 25] , so I have concentrated here on the theoretical work, with experimental results only discussed when relevant.
The term cold collision is not a very exact one, so let me make clear how it is understood in this review. In terms of temperature one usually talks about cold collisions when the temperature T eff corresponding to the relative kinetic energy of the colliding atoms is between 1 µK and 1 mK:
where k B is the Boltzmann constant, p ∞ is the relative asymptotic momentum of the colliding atoms, and µ is their reduced mass. Slowly colliding atoms form a quasimolecule, which in the presence of laser light can be excited as the collision proceeds. A most important feature is that the molecular excitation can be resonant, and due to the low collisional energy it also becomes non-negligible, even when the light is clearly off-resonant with the asymptotic states (independent atoms). If the lifetime of the excited quasimolecule state is short compared to the duration of the collision, spontaneous emission processes are also coupled with the collision dynamics. Traditional time-independent scattering theory is not then a useful theoretical approach (except in the limit of weak excitation). This situation can be taken as one definition for a cold collision.
Also, at very low temperatures a cold collision is sometimes defined as a pure s-wave process. However, this particular definition is not generally of much use for processes in the presence of laser light, as we shall see later.
In the literature the term ultracold collision is now used quite often. My personal view, which I shall use in this review, is that cold collisions take place in the temperature region with a lower end near the recoil temperature T r , and an upper limit, which is a few times the Doppler limit T D , for laser cooling. This is a typical temperature region for magnetooptical traps, and my definition overlaps with those of most other works. Collisions taking place below the recoil limit can then be regarded as ultracold. Theoretically this definition also means that semiclassical approaches are often adequate for the description of cold collision processes at least qualitatively, whereas for ultracold collisions the semiclassical view fails [26, 27] . In fact, it is not clear even if one should think of the interactions at these temperatures as proper collisions due to the very large de Broglie wavelengths and delocalization of the atoms.
The general theory of cold collisions was reviewed some years ago [28] . Most of the work presented in that review for cold collisions in the absence of light is still valid. However, the theory for collisions in the presence of light has changed a great deal since then. I have therefore limited the scope of this review to the latter case, and concentrated on the dynamical role of the collisions, omitting almost completely PAS and associative ionization, which can be described by the basic time-independent approaches. Furthermore, I emphasize the cold collision temperature region, and the ultracold region is only briefly addressed.
In section 2 I describe the quasimolecule picture of cold collisions, and introduce the basic dynamical laser-induced processes. The various weak field theories for cold collisions are presented in section 3, and the strong field theories in section 4. In section 5 I briefly discuss the ultracold collisions, and section 6 concludes this review.
Framework

The quasimolecule picture
Due to the low temperatures one can consider a cold binary collision as an adiabatic process, where the motion of the electrons is nearly instantaneous compared to the nuclear motion. In other words, the combined electron cloud of the two colliding atoms has ample time to adjust to any change in the relative positions of the two nuclei-this is the Born-Oppenheimer approximation, or adiabatic approximation. Thus the two colliding atoms form a diatomic homonuclear quasimolecule, and the relative motion of the nuclei is governed by the relevant molecular Born-Oppenheimer potentials, U n (R), which change as a function of the relative nuclear coordinates R. The wavefunction now becomes a state vector in the basis formed by the electronic molecular states:
where n is the label for the electronic BO states {|φ n }. In this picture the collision is described by the molecular wavefunction tot , which gives the probability of finding the two nuclei at the relative position R, and each component n (R, t) yields the additional information about the occupation of the electronic state n. Its change with time reflects the dynamics of the collision, and for each component n (R, t) the dynamics can be vastly different due to the differences between the potentials U n (R).
For binary collisions between identical atoms we can apply the partial wave approximation, and describe the collision event by radial potentials U n (R), where R is the relative distance between the two nuclei, and angular momentum quantum numbers l. Thus each component of the state vector for the binary system can be further expanded in the partial wave basis:
where {|ξ l } is the full set of the angular momentum basis functions (more generally, {|ξ l } contains all other degrees of freedom except the radial one). The Hamiltonian for the radial components n,l (R, t) becomes
Here µ is the reduced mass,hω i is the asymptotic (R → ∞) energy value for the molecular state i, U i (R) is the corresponding Born-Oppenheimer potential surface (we have set lim R→∞ U i (R) = 0 for all i), and V ij,ll is the coupling between the different potentials.
Note that V can arise from a natural breakdown of the Born-Oppenheimer approximation, e.g. when for some value of R there is a degeneracy, but it can also be laser induced. It may couple different partial waves (l and l ), but we often ignore such situations. Furthermore, one can usually assume that the s-wave represents the typical behaviour for all partial waves (on average), and thus we tend to consider only the case l = 0 and l = 0 (omitting thus the indices l and l ). The laser-induced coupling between quasimolecule states can be written (assuming a classical light field) as
Here ω is the laser frequency and ij is the Rabi coupling between the states i and j with which the laser is in resonance or at least near resonance. In dipole approximation we have ij = µ ij E/(2h), where µ ij is the dipole moment between the states, and E is the amplitude of the laser field. In a more detailed picture we have to consider the polarization of light and the various molecular selection rules, but for basic purposes this simple view is sufficient. Another detail to consider is the angle between the laser field and the molecular axis, but except for specific beam experiments this angle is usually not known, and the atom cloud becomes an incoherent statistical ensemble of all possible angles. Thus we can assume that the angle effect is hidden in the dipole moment, and can be included by calculating an ensemble average of the results obtained independently for each value of µ. In general it would be difficult to solve the Schrödinger equation numerically for the Hamiltonian (4) because the laser-induced coupling V ij in (5) is a rapidly oscillating function of time. However, we know that the state vector component for each molecular state j will oscillate as exp(−iω j t), so the full coupling term i |V ij | j has two oscillation frequencies, namely ω i − ω j − ω and ω i − ω j + ω. Since in general both |ω i − ω j | and ω are large, we can drop the term that oscillates rapidly with the frequency |ω i − ω j | + ω. Thus we are left only with the slowly oscillating coupling term V ij =h ij exp(−iωt), whereω = ||ω i −ω j | − ω|. In other words, we drop the counter-rotating term in the coupling and keep only the corotating term. This is called the rotating wave approximation (RWA). The exponential in V ij can be further eliminated by adding a trivial phase factor exp(−iφt) to either i or j . For instance, in a simple two-state quasimolecule model with one ground state g and one excited state e we can rewrite the Hamiltonian (4) as
We can see that the excited state potential is shifted in energy so that in the new Hamiltonian the energy difference between the states is given by the laser detuning = ω − ω eg , where ω eg = ω e −ω g . Also, the coupling V ge is now equal toh ge and all explicit time dependence has disappeared. As a consequence any treatment of the system is vastly simplified, and the laser-induced resonant transitions become curve crossings, which can be treated using the various methods developed for these situations, such as the Landau-Zener method. Of course, the above picture ignores any spontaneous emission but we shall discuss that in detail later. It should be noted that if we have several states with different asymptotic energies, then the time-dependent oscillatory terms cannot be completely eliminated from the Hamiltonian. For more details and references regarding the quasimolecule picture and laser-induced curve crossings see [29] . In a typical laser-cooling situation, e.g. at the centre of the MOT featured in figure 1 , the laser light is detuned a few atomic linewidths γ at below the asymptotic resonance ω eg (the red detuning case, < 0). At large internuclear distances (a few thousandÅngströms) the relevant excited state Born-Oppenheimer potentials are mainly due to the dipole-dipole interaction, for which the dominant term in this region is
where C 3 is a constant. We describe this set-up in figure 2(a). In a simple and often used model of two two-state atoms we find C 3 hγ at (λ/2π) 3 . More precise values for different alkalis can be found in [12] . The linewidths for the two molecular states are γ + = 0 and γ − = 2γ at in this simple approximation, but in reality they are affected by retardation, which makes them R dependent. This simple picture ignores, in addition to the retardation effects, the molecular fine and hyperfine structure. For more details see e.g. [12, [30] [31] [32] . In figure 2(b) we show an example of more realistic potentials. One should also note that our simple view on the angular momentum does not hold especially at small internuclear distances, and one should consider the problem of choosing the proper quantum numbers (the various Hund's cases).
Despite its shortcomings, the simple quasimolecule picture described above is quite useful. The main point is that the detunings used in laser cooling and trapping are generally not very large, and the light brings the quasimolecule ground and excited states into resonance at a Condon point R C , which has values around 500-2000Å. In this region the above model can be used to provide potentials, lifetimes and coupling strengths. If we use U ± (R) from (7) we obtain for the Condon point
Another important parameter is the tangent of the difference potential at R = R C :
assuming that U g (R) = 0; the parameter α is also called the slope of the excited state potential at the Condon point. [34] . In (a) E is the energy difference between the ground state and the atomic excited state (which is shown as a dotted line). In (b) the energy is normalized to the asymptotic energy of the 2 P(3/2) + 2 S(f = 2) fine-structure state. Here a 0 is the Bohr radius, a 0 = 0.529Å.
Laser-induced processes in the quasimolecule picture
Photoassociative spectroscopy and photoassisted ionization are important cold collision processes [17] . However, their theoretical treatment means finding the eigenstates of the time-independent two-atom Hamiltonian, including the vibrational states associated with each electronic state [33] [34] [35] [36] . These states and their lifetimes etc provide the basis for interpreting spectra obtained in experiments. For alkali atoms the search for accurate long-range potentials is numerically challenging, especially for those cases which involve hyperfine structure. On the other hand, trap loss and heating of the atoms mix spontaneous decay with dynamics and thus offer distinct theoretical challenges as they require one to venture beyond the traditional set of tools into the realm of time-dependent scattering theory. But spontaneous emission is not always the only reason why one wishes to apply timedependent approaches. Recently the use of ultrashort pulses in PAS has been suggested [37] . This introduces explicit time dependence into (6), and thus one ought to consider the dynamics of the molecular wavepacket created by the pulse in order to describe the results given by time-resolved measurements. Such a situation is quite common in femtochemistry and can be treated with the methods developed to treat molecular excitation by ultrashort laser pulses [29] . There are, as far as we know, two basic laser-induced collisional trap loss processes, which are featured in figure 3. In the fine-structure change mechanism (FS) the collisional quasimolecule is excited resonantly at R C to the state with the attractive potential U − (R), and the atoms accelerate towards each other. Eventually the potential becomes repulsive at very small internuclear distances, and the atoms are reflected. However, the attractive state S + P can be coupled at distances 10-100Å to another molecular fine structure state S + P , and population transfer can occur. As the nuclei move apart again the quasimolecule gains kinetic energy by an amount which is equal to the difference of the laser photon energy and the asymptotic energy of the lower fine structure state S + P . This energy gain usually Figure 3 . The basic trap loss processes. In the FS mechanism (a) the quasimolecule is excited from the S + S ground state to the S + P fine-structure state, after which the atoms are pulled towards each other. Some of the population that reaches the small R region may enter the other fine-structure state S + P , and remain on it until the collision is over. Then it obtains an increase in kinetic energy which is equal to E. In the RE mechanism the atoms accelerate towards each other until the quasimolecule decays back to the ground state. The kinetic energy gained by the atoms via acceleration is not affected by the decay and it is equal to E. As the atoms move apart they experience some deceleration due to the same mechanism, but usually the kinetic energy loss due to this deceleration is much smaller than the kinetic energy gain due to the preceding acceleration.
exceeds the trap depth, and the atoms involved leave the trap.
In the radiative escape mechanism (RE) the acceleration that follows excitation is stopped by spontaneous decay back to the quasimolecule ground state. However, apart from a small photon recoil energy, the relative kinetic energy gained by the atoms via acceleration is conserved in the decay process, and thus atoms may escape from the trap if they have moved close enough to each other before decay. However, most of the decay tends to take place soon after excitation, so the main effect of this mechanism is radiative heating (RH) [38, 39] -atoms remain in the trap, but the temperature of the atomic cloud increases, and thus requires more efficient cooling. One should note that energy is conserved in this process: the change in kinetic energy corresponds to the energy difference between the absorbed photon and the spontaneously emitted photon.
As one keeps increasing the density of trapped atoms inelastic collisions become important to the dynamics of the atomic cloud. Eventually attempts to increase density are thwarted by the increasing collisional loss of atoms. The situation with creating lower temperature is not as clear. Collisions will set a lower limit to achievable temperatures if the loss or heating processes do not decrease as the temperature drops. The detuning and intensity of the trapping and cooling lasers have an important role in setting the cooling efficiency and trap depth. Thus we are interested in looking at how these basic processes behave with changing temperature, laser detuning and laser intensity.
Laser-induced mechanisms for loss and heating are not the only problem in traps. In the absence of laser light there are some loss processes due to collisions even if the atoms remain on the quasimolecular ground state. One of them is population transfer between the hyperfine ground states of the quasimolecule at small R. A transition to a hyperfine state which has a lower asymptotic energy than the original state releases asymptotically some kinetic energy to the colliding atoms in a manner similar to the FS mechanism [2, 28, 40, 41] . In addition to alkalis some rare gases, such as He * [42] , Xe * [43] and Kr * [44] , can be trapped in their metastable state (which is then the 'ground state' for the cooling and trapping processes). For these atoms a close ground-state encounter results in Penning ionization, Figure 4 . In optical shielding one ideally obtains the situation described in (a). As the atoms move towards each other (1), the quasimolecule eventually becomes excited (2) by the blue detuned laser to a state with a repulsive potential. The atoms are quickly reflected (3), in the classical view this happens at the turning point R tp . As the system comes near R C again the laser interaction takes the quasimolecule back to the ground state (4), and the atoms move apart (5) after a very long-range elastic collision. However, if the laser is not strong enough, there is a non-negligible possibility that stage (4) fails and the quasimolecule remains on the excited state as atoms move further apart. Then the atoms share a gain in kinetic energy, and at maximum this gain is equal to U e (R C ) − U e (∞).
and the colliding atoms are therefore lost from the trap [11, 28] . It is, of course, of interest to reduce the occurrence of these ground-state processes. For this purpose one can use a blue detuned laser to excite the quasimolecule at large R to the repulsive excited state U + (R), which quickly reflects the atoms and prevents the collision from proceeding to small R; this process is called optical shielding [45] , and it is described schematically in figure 4(a). However, if the shielding is not complete, i.e. after the reflection the quasimolecule does not return to the ground state at the Condon point, then it can still cause trap loss or heating as the repulsive potential keeps accelerating the nuclei away from each other [45, 46] , see figure 4(b).
In order to connect individual binary encounters to the full picture of trap loss we consider the loss of atoms as a decay process. The number of atoms N in a trap changes by the rate
where a and β are decay constants and n(R) is the cloud density distribution. The first term represents the basic loss mechanisms involving single atoms, such as collisions with fast-moving background atoms. The second term represents loss of atoms due to binary collisions. Thus by measuring the loss rate dN/dt one can in principle extract the parameter β, and compare it with the theoretical predictions; in figure 5 we show some examples of experimental observations [2, 47] . Often trap loss studies are performed by switching the trapping and cooling lasers off, and using a well controlled 'catalyst' laser to induce clearly detectable loss or other inelastic processes [2, 43, 44, 46, [48] [49] [50] [51] [52] [53] . Such a catalyst laser can be made arbitrarily weak, whereas the trapping and cooling lasers must be sufficiently strong to be effective. Since most cold collision theories are limited to weak fields the experiments performed with the catalyst laser when the trapping and cooling lasers are switched off have provided good testing material for the basic theories. Experimental observation of the loss rate β as a function of the laser intensity I . In (a) we show one of the first ones by Sesko et al [2] for Cs. The large values for β at small I are due to the hyperfine change mechanism for the ground-state collisions; for larger I the trap depth is large enough to stop any atoms being lost by this mechanism. The full curve is the theoretical prediction by Gallagher and Pritchard [10] , which is discussed in section 3. In (b) we show a more recent result for Li [47] . Here the full curve is the prediction by optical Bloch equation theory, which is discussed in section 4.
We can express the loss rate β for a single asymptotic collision energy E as follows:
where the summation over i covers all the excited quasimolecule states involved, l goes over all the partial waves, and d g is the ground-state degeneracy. The term P loss is the probability for one of the loss mechanisms (FS or RE) to occur at some internuclear distance R s , and P ES is the probability to reach that point on the excited state i when the Rabi frequency is and laser detuning is . One should note that in (11) the loss rate is defined for a single energy E. Sometimes, especially at high temperatures (1 mK and above), it is necessary to take a thermal average of (11) in order to obtain the full loss rate [12] .
In the weak field limit one usually assumes that the probability P ES can be factored into an excitation probability P e and an excited state survival probability S, so that P ES P e S. In some cases, however, and especially for very strong fields, it may not be safe to assume that the overall probability for loss can be factored into a product of P ES and P loss . Often, however, the calculation of the loss rate is reduced to the calculation of P ES and P loss . Since P loss is usually independent of the laser parameters ( , ), we can obtain the relationship between them and β by calculating P ES .
Weak field models
Quasistatic models
One of the first theoretical approaches for cold collisions was presented by Gallagher and Pritchard in 1989 [10] . They assumed that for each internuclear separation R the excitedstate population, i.e. the excitation probability, is determined by the steady-state weak field expression
where (R) is the local detuning,
]/h. Usually we take U g (R) = 0. Also, we assume the standard trap configuration < 0 so that near R C we have U e (R) U − (R). If the collision proceeds slowly, and the time scale for the steadystate formation is fast compared to the other time scales, then this quasistatic approximation is reasonable. In this model the excitation is not localized at the Condon point R C but off-resonant processes are clearly allowed within the bounds set by the molecular linewidth in (12) . However, as discussed later, this is not necessarily a good picture for a cold collision. But since the Lorentzian in (12) is very sharp for practical detunings (a few linewidths), the excitation becomes rather localized also in the quasistatic model. Thus in this limit the theories based on the quasistatic excitation model tend to agree with the dynamical models, especially in the weak field limit where power broadening in (12) can be ignored.
For the loss processes one needs to estimate how much population, or quantum flux, can reach the internuclear distance R s . In the weak field limit excitation and spontaneous decay decouple, i.e. P ES P e S. In the simplest form for S one assumes exponential decay of the excited state potential, and calculates the probability to survive on the excited state until the quasimolecule reaches R s , after starting from R = R 0 . The time taken by this motion can be calculated using a classical trajectory and thus we obtain
where E = p 2 ∞ /2µ is the asymptotic initial relative kinetic energy of the colliding atoms. Usually one assumes that the molecular linewidth γ is independent of R and can be taken outside the integral over R, i.e. S = exp(−γ τ ), where τ = R dR /v(R ) is the classical duration of the excited state motion from R 0 to R s , and v(R) is the local velocity as it appears in (13) . The above approach can be trivially extended to include l = 0 cases.
The integral in (13) can be calculated in various ways. The simplest approximation is due to Gallagher and Pritchard, who ignored E and in v(R), set R s = 0 and obtained
where τ is a constant. Lett et al [54] have derived an improved but more complicated expression for S, but they also ignored E. A comparison with fully quantum numerical simulations, however, indicates that E does play a role, and it should not be disregarded too lightly [39] . Of course, the integral can be easily evaluated numerically [12, 55] , but for comparisons with experimental data it is useful to have simple analytic expressions, especially if the actual values for some parameters are not completely known.
In quasistatic models the excitation can take place off-resonantly, i.e. when R = R C . In the original GP model one averages the excitation and survival probabilities over all the possible internuclear positions R 0 :
Here η(R 0 ) is the pair distribution function, which in its simplest form is given by η = 4πR 2 0 . Now S GP can be taken out of the integral in (15), and we eventually get [10, 50, 53] (assuming that (12) becomes an effective δ function in detuning)
The GP model has been improved by Julienne and Vigué (JV) [12] , who added a proper thermal averaging procedure, used retarded expressions for γ (R) instead of constant values, took into account the l dependence in S and introduced a cut-off for the summation over l. For instance, at 1 mK for caesium the first 70 ground-state partial waves contribute to trap loss, if the detuning is about one linewidth. This is why to define cold collisions as a pure s-wave process is not a good one when laser fields are present. In the semiclassical approximation we can assume that there is a maximum value for contributing l, labelled as l max , and l max is the last value for which the classical turning point R tp has a value which is still smaller than R C . Thus we can set (for U g (R) = 0) the condition E (hl max ) 2 /(2µR 2 C ) [12, 39, 53] , which gives with (8)
There is a similar cut-off on the excited state for loss processes, but for cold collision temperatures the ground-state cut-off, l max , is the dominating cut-off. The JV model agrees with the GP model when one makes the same simplifying assumptions as GP did in [10] . This also applies to the quasistatic model derived using the combination of WKB wavefunctions and the stationary phase method [28, 56] . In general the JV model predicts a smaller value for β than the GP model. This is interesting, because the experimental values for β tend to be larger than predicted by the GP model (see figure 5(a) for an example).
Dynamical excitation model
The quasistatic excitation model was soon questioned seriously as a good way of thinking about how lasers drive cold collision events. The recent results from proper wavepacket studies indicate that the excitation is a truly dynamical process (localized around R C ) as the time scale for steady-state formation is slow compared with the dynamics imposed by the attractive potential [38, 39, 45, 53] . Only in the very large R region where the excited state potentials are basically flat is a complete steady-state formation achieved. This feature has the advantage that for the dynamical calculations described in section 4 the true initial condition is created by default independently of the original initial condition which is basis dependent (the proper definition of the initial condition for cold collisions in terms of the standard scattering theory is discussed at length in [12] ). Dynamical excitation can be described using the simple Landau-Zener level crossing model (see [29] and references therein). When we apply the rotating wave approximation to the quasimolecule system we can shift the ground state upwards by one laser photon and obtain a curve crossing picture, as described in section 2.1. The Landau-Zener model (LZ) then predicts that
Here is the Rabi frequency, α is the slope parameter as defined in (9), and v C is the relative speed of the nuclei at R = R C . For U g = 0 and l = 0 we have v C = |p ∞ |/µ = v ∞ , and using a pure dipole-dipole potential (7) we find that
We can see that (18) predicts saturation of the excitation process for strong fields, i.e. P e → 1 as → ∞. The weak field limit of the LZ model, i.e. P e π agrees with the quasistatic model results when the excitation is localized to R C [28, 53] :
The LZ model gives a convenient definition of the weak field limit. In fact, it would be more appropriate to use the term weak excitation limit, which corresponds to 1. Although this limit is achieved for small laser intensities I ∝ 2 , it can also be achieved for large detunings | |. And at very low temperatures the excitation can be strong even for very weak fields or when l l max [39, 57] , due to the 1/v C term. The most important thing to notice, however, is that getting the full molecular excitation is not necessarily connected with the saturation of the atomic transition. Thus the weak field approaches described in this subsection can fail even when | |.
Loss estimates and multiple passages
The survival factor S can be used to find the probability of surviving on the excited state until the atoms are close enough for the FS mechanism to take place. Then, together with the excitation probability, this yields the and dependence of the FS loss rate. Alternatively, one can calculate the probability of reaching internuclear distances at which the atoms have enough kinetic energy to escape from the trap; this yields the RE contribution. In the GP approach one assumes that the time it takes to reach these points is much longer than the time to move from them to R = 0, which justifies taking R s = 0; this is true especially for the FS mechanism. When the decay is not strong it is possible to have several passes, i.e. recurrences. In other words, the quasimolecule remains in the excited state long enough to undergo vibrations. If the probability for a fine-structure transition at each visit to small R region is P , then the total probability for the FS loss becomes [10, 54] P F S = P e P S GP [1
Here we have ignored any transfer back to the ground state as the system moves repeatedly past R C back and forth near the outer turning point for the vibrations. For reasonably low temperatures the first term in the series dominates, and it is enough to calculate P e S to estimate the trap loss, and the dependence on relevant parameters. In the same fashion one can calculate an expression for the RE process [51] :
Here t 0 is the classical time needed for the quasimolecule to move on the excited state from R C to the point R e , where it has gained enough kinetic energy to escape from the trap, and t 1 is the time it takes to move from R e to R = 0. If we use the same reasoning that we use in deriving (16) we get [51] 
which is proportional to −7/6 for large detunings. In figure 6 we show a comparison of (23) with experimental data [51] . [51] . The full curve corresponds to the multiple passage theory given in (23) , and the dotted curve to a single passage theory. The inset shows that the expected −7/6 dependence of β is present; the scaling has been changed for the inset so that the isotopes are separated.
Complex potential approach
Although the wavepacket models to be described in section 4.3 can be extended into the weak field limit, there is another fully quantum approach that can handle the weak field problems in a numerically less tedious way. In the weak field limit the excitation on the whole is small, and thus any decay back to the ground state is correspondingly small. The re-excitation of any population can, therefore, be ignored, and we can describe the decay as a simple loss process, with a complex potential term added to the Hamiltonian (6) [57] [58] [59] . Moreover, such a process can be described using the time-independent Schrödinger equation
Here the term W (in the case of one ground and one excited state) has the form
and Φ(R) is the state vector containing the amplitudes n . In order to find the magnitude of the FS mechanism for example, one can either introduce a third channel that crosses the excited state at some small value of R [57] or compute the local probability flux J e (R) from e [58, 60] . The complex potential method agrees with the Landau-Zener model in the weak field limit (except at very low temperatures) [57, 59, 60] and can be solved numerically very rapidly. Furthermore, by introducing the proper potentials one can determine the detailed role of resonances in the excitation process [57] . For small detunings the bound vibrational states of the electronic BO potential almost form a continuum, but when becomes large enough they will modify the excitation probability; this property lies in the heart of the PAS, which usually involves larger detunings than those used in the trapping and cooling process. One measure of the importance of the resonances is of course the ratio of the linewidths to the bound-state energy differences. We show in figure 7 a comparison between the different methods. One can also see how the linewidths wash away the resonance structures, and justify the use of single passage models in this parameter region. The complex potential model can be used as a benchmark for simpler semiclassical weak field theories, and it can predict when resonances become important.
In the weak field limit it is usually easy to extend the above two-state models to cover multistate cases, because most of the curve crossing situations are isolated and can thus be treated independently, as a sequence of multiple crossings. This has been utilized in [46, 53, 54] . With the complex potential model this is especially simple, and it is not even necessary to assume that we have isolated crossings.
Optical shielding with weak fields
So far we have assumed that the excited state is an attractive one, but now we consider the case of repulsive U e (R), i.e. the case of optical shielding. Instead of acceleration we now have deceleration, which, in the semiclassical case, brings the local velocity to zero at the turning point R tp . Most of the equations derived for the attractive potential can be modified to cover the repulsive-state case. In optical shielding we usually calculate the probability to reach small distances R on the ground state; this is called the shielding measure P S [45, 53, 61] . In most shielding studies one uses very large blue detuning, in order not to interfere with the cooling and trapping process. Then the excited state potential is so steep that the reflection of the colliding atoms is effectively instantaneous compared Figure 7 . A comparison between the various semiclassical models and the quantum complex potential approach (full curve) for a Na model quasimolecule [57] . We can see the prominent bound state resonances for γ = 0, which the spontaneous decay washes away (γ = 4γ at /3, where γ at is the atomic linewidth). The semiclassical models are the following: BJ for the optical Bloch equations (in the original diabatic form) [65] , JV for the Julienne-Vigué improvement of the GP model [11] , LZ for the Landau-Zener model [57] and BV for another LZ model with a slightly different survival factor [60] than the one given in (13) .
to the spontaneous decay of the excited quasimolecule state. Also, since the potential is repulsive, we do not have to consider any resonance structure at large , unlike in the red detuning case.
If we ignore the spontaneous decay we can use the LZ model to calculate the shielding measure [41, 45, 46, 52, 62] :
In principle this expression is valid for all laser intensities, and predicts that shielding becomes complete as the shielding laser intensity, I , is increased (P s → 0 as → ∞). In the weak field limit the LZ result has been found to agree with experimental data [41, 52, 62] . However, it turns out that in some experiments P S is observed to saturate to some finite value larger than zero at the limit of large I ; this is discussed in the next section. For n separate crossings (26) becomes [53] 
where the index j goes over all the repulsive states that cross with the ground state; in this situation complete shielding can be achieved as I → ∞, because j ∝ I for all j . The Landau-Zener theory can be used to estimate the heating or loss produced by the shielding process due to reflected population remaining on the excited state as the atoms move apart to distances larger than R C . Then we have
where it is assumed that any phase terms arising in such double crossing systems have been averaged to 1 2 [45] . This equation predicts that as one increases the intensity, loss at first increases, reaches a maximum at P LZ = 1 2 and then subsequently decreases. Such behaviour has been observed experimentally [46] .
If the blue detuning is small, then spontaneous decay does have a role, because the population that decays before reaching R tp can still move towards small R, although it has been slowed down during the deceleration on the excited state. If we linearize U e (R) near R C then the time needed to reach the turning point becomes (using (13)) τ tp = |P ∞ |/(2α)|. Thus the population that escapes shielding becomes
This equation predicts saturation of shielding to [1 − exp(−γ τ tp )], but before this happens, according to numerical simulations [45] , the decayed population starts to be re-excited, and is recycled continuously back to the excited state until the atoms become completely reflected.
Radiative enhancement of ground-state processes
In situations where there are small R ground-state loss processes (hyperfine structure change and ionization for rare gas metastables) the red detuned light can enhance the loss at very low temperatures. Usually only the few lowest partial waves contribute to these loss processes because the centrifugal barrier prevents higher partial waves from reaching the required small distances with asymptotic kinetic energy E. However, the kinetic energy of the higher partial waves can be increased by a laser-induced excitation-acceleration-decay cycle, which allows them to go past the centrifugal barrier and to reach small distances, as shown in figure 8(a) . This has been observed in experiments with metastable rare gases as an enhancement of collisional ion production [43, 44, 53] ; in figure 8(b) we show such an enhancement in a Xe experiment [53] . The full curve is the prediction obtained by applying (16) to a sequence of separate crossings between the ground state and several excited states in the weak excitation limit.
Strong field approaches
Full density matrix approach
The strong field regime is complicated by the spontaneous decay, because we need to take into account the re-excitation of decayed population, and the changes of the ground-state kinetic energy distribution due to the decay of the accelerated (or decelerated) population. In this situation the wavefunction is not an adequate tool for describing the system. Instead one has to use the density matrix ρ(R, R ; t). The fully quantum approach would require us to solve the Liouville equation
where H is the Hamiltonian given in (4) and L is the decay term, which for spontaneous decay can be written in the Lindblad form. For our simple two-state model it is [29] 
where σ + and σ − are the rising and lowering operators of the two-state system. Thus we get [29, 63] ih ∂f (R, R ; t) ∂t Figure 8 . The radiative enhancement of the ground-state collisions is described schematically in (a): the atoms move towards each other (1), but normally they would not have enough energy to avoid reflection by the centrifugal barrier. Once the quasimolecule is excited (2), though, acceleration takes place (3), and enough kinetic energy is gained so that after decay back to the ground state (4), the barrier can be passed and the quasimolecule enters the shaded small R region. In (b) we show an experimental observation of this phenomenon: a red detuned laser beam clearly enhances the Xe ion production [53] (β dark is the ion production rate when all lasers are switched off). The full curve is a theoretical prediction. One should note that this is a weak field result, the enhancement increases further by a magnitude when one goes to the strong field regime.
where
with
Because L breaks the symmetry, it is not possible to write the master equation in a simple matrix form, but instead we have to use the vector form:
We can, of course, try to solve (32) numerically. Unfortunately, even if we use a single position coordinate R, we have to solve for ρ(R, R ; t) due to the correlations between different positions in our one-dimensional model. Thus the problem is at least a twodimensional time-dependent one. Since in cold collisions we have to work at large spatial distances and steep potentials, there are important requirements for the numbers of grid points when space and time are discretized. It turns out that, with current computational resources, only very simple toy models, such as linear potentials, can be treated with this approach [63, 64] . Thus we need to find approximative tools.
Optical Bloch equations
One can introduce semiclassical trajectories R(t) and transform (32) into optical Bloch equations, which depend only on time t (or alternatively, distance R). This approach does not address the kinetic energy transfer, but it can take re-excitation into account and thus yield the proper strong field probabilities of reaching the distance R s on the excited state. The method was introduced by Band and Julienne in 1992 [65] (BJ), and it has been applied in several studies [47, 55, [57] [58] [59] . The fact that we have a very different semiclassical trajectory for each quasimolecule state complicates the situation, and BJ solved the problem by introducing correction factors for each state, and using a single reference trajectory for making R = R(t). The problem is that both the choice of the reference trajectory and the correction factors is not unique. The exact forms of the correction factors depend on the method used to derive them. Furthermore, it was realized later that the BJ optical Bloch equations fail in the low energy limit [55, 57, 58] ; see figure 7 . In fact, this failure was at first regarded as a genuine quantum phenomenon (quantum suppression of collisional loss) [58] , but then it was predicted by the semiclassical Landau-Zener model [57, 60] .
The failure of the BJ method is presumed to arise from the importance of the coherences in the strong field limit and in the diabatic description. The correction factors can properly handle the different trajectories for the diagonal elements of ρ, but fail with the off-diagonal terms that always correspond to two different trajectories. However, in the adiabatic formulation the coherences have a lesser role, and it turned out that one can indeed obtain the right results when the BJ method is used in the adiabatic representation [59] . The approach is currently being developed further.
Monte Carlo wavefunction technique
A more accurate, but numerically very tedious, method to approximate (32) is to apply the Monte Carlo wavefunction technique [29, 38, 39, 63, 66, 67] . The advantage is that the problem is reduced to one dimension as we now solve the time-dependent Schrödinger equation, instead of (24). Before we discuss the Monte Carlo approach we must point out a few notions which arise from the time-dependent approach.
Instead of boundary conditions we now have to use initial conditions, which are subject to the Heisenberg uncertainty relation R p h, and we lose the concept of single energy and single momentum states. Instead, we have to introduce an initial wavepacket that has a non-zero width both in position and momentum. Typically one selects a Gaussian minimum uncertainty wavepacket, which is suitably narrow both in position and momentum. The effective temperature (1) is then defined in terms of the mean initial momentum p 0 . But the width of the wavepacket does not correspond to any thermodynamical variables, it is an artefact introduced to satisfy the Heisenberg relations. The wavepacket describes the probability amplitude for finding the two nuclei at relative distance R at time t. Its Fourier transform gives the probability amplitude for the two nuclei to have a relative momentum p at time t. We usually write the wavepacket as a state vector, each component describing the time evolution of the probability amplitudes for each electronic or angular momentum state.
In the Monte Carlo wavefunction method one approximates the density matrix evolution by evolving the system through sequences of random quantum jumps [66, 67] . The method corresponds to the direct detection of all photons emitted spontaneously by the quasimolecule. To show how the simulation proceeds we consider the state vector at time t and consider the two possibilities for advancement of the wavefunction over a very short time interval t: there may be a quantum jump because of the detection of a photon during t, or there may be no detection of a photon. If at a time t the state vector representing a two level system is
and a photon is 'detected', the state vector becomes
The operator σ − represents the action of the measurement which transfers the wavefunction directly from the excited state to the ground state, because a photon has been detected. The factor N j is required to preserve the normalization of the state after the 'jump' and here
It is important to consider the probability for the detection (jump) process to take place. In a computer simulation a decision is made at each time step whether or not a detection event (quantum jump) took place during it. This decision must be balanced by the correct probabilities of the two options to occur for each time step. For the state vector (36) that probability is simply
where the integral is essentially the total excited-state population at time t. For each time step we pick a random number η, and if η < P j then a jump did occur during that time step, and we apply (37) .
Having considered the jump case, we now consider the other option, that there is no detection event during the time step t; this occurs with probability 1 − P j at time t in the simulation. In that case we might suppose that we simply obtain the time evolution with a basic Hermitian Hamiltonian. However, this is incorrect. The system always has a possibility to emit photons and whilst the emission of a photon reveals information about the state vector (giving the collapse in (37)) we also gain information about the system when there is no jump. This is because the absence of photons is suggestive of the quantum system being in the ground state rather than in the excited state. The correct evolution operator for the no-detection process is the non-Hermitian Hamiltonian
This propagation can be achieved with one of the standard methods such as the split operator Fourier transform method, or Crank-Nicholson method [29, 39, 63] . However, the nonHermitian character of H eff means that the norm of the state vector will 'shrink' and thus it is renormalized to unity prior to the calculation of the jump probability (39) for the next time step. The quantum jump view on spontaneous decay simplifies the understanding of the radiative heating mechanism. The phase of the excited-state wavepacket is preserved in the jump, and as this phase carries the information about the momentum components of the wavepacket, it is clear that in decay any kinetic energy gain or loss that has taken place during the dynamics on the excited state is conserved.
A single realization of evolution is generated by a repetition of the above process over some time interval. The result is usually a smooth time evolution of the observables (e.g. populations) which is interrupted by the jumps. However, each time the calculation is repeated the jumps occur at random times. When we build an ensemble of these varying realizations and evaluate our observables as ensemble averages, the discontinuities become less obvious as more members are added to the ensemble. Eventually the ensemble average approaches the master equation result. A single wavepacket calculation under the tough numerical requirements set by the cold collision problem is rather tedious, and repeating it several times means that the memory problem associated with a two-dimensional density matrix is now transformed into a very time consuming ensemble preparation. However, it turns out that usually about 50-200 members provide an adequately converging ensemble. The method is nevertheless computationally tedious, and we need to continue to develop semiclassical methods, for which the fully quantum Monte Carlo approach can be used as a benchmark. Figure 9 . A typical time evolution for a ground-state wavepacket in a Monte Carlo simulation for a Cs 2 model quasimolecule. The distance is given in the units 1350Å and the time scale about 40 µs. Initially the wavepacket is centred at R 5400Å with the mean momentum equal to 50 recoil units (giving T eff 500 µK). It moves to small R, experiences excitation-decay cycles, is reflected at very small R and eventually emerges out of the collisions. As part of the initial wavepacket is never excited we can see in the final wavepacket a clear contribution from it, but we also see a wide spreading of the packet due to the kinetic energy changes [39] .
In cold collision studies one sets the wavepacket initially at some large R, with momentum that takes it towards decreasing R. Eventually the wavepacket reaches the region where couplings between the state vector components become important. Usually the wavepacket is reflected at very small R and the end of the calculation is signalled when most of the wavepacket has returned to the region of large R. Figure 9 shows a typical situation for the ground-state component of a wavepacket. In order to study radiative heating one compares the initial and final wavepacket momentum distributions. Figure 10 shows an example, where we see how the recycling mechanism dominates at low temperatures (small p 0 ) and makes the radiative heating both strong and independent of initial mean momentum p 0 . Interestingly, one can apply the Landau-Zener theory in order to obtain a semiclassical result for the change in momentum distributions, and in the region where the recycling mechanism is not yet strong the LZ prediction is quite good [39] .
For studies of the FS mechanism we often omit the reflection near R = 0 and then calculate from the excited state amplitude e (R, t) the total one-directional flux J e (R):
which gives the probability to reach the distance R on the excited state: J e (R) = P ES . Such an approach ignores the possibility for recurrences, which correspond in the time- Figure 10 . Final ground-state momentum distributions for selected values of the mean initial momentum p 0 . As can also be seen in figure 9 , for large p 0 a major part of the wavepacket avoids any excitation and thus the final momentum distribution is dominated by the initial one. But for smaller p 0 (and thus for smaller T eff ) the initial distribution loses its role, and the change saturates, and the final momentum distribution has clearly a mean momentum which is much larger than p 0 , and independent of it, too. This effect is due to the recycling mechanism, i.e. strong re-excitation of the decayed population. Figure 11 . The probability to reach R = 143 a 0 on the excited state for a Cs 2 model system is given by the quantum flux J . Here MCWF stands for the Monte Carlo wavefunction results, LZD for the standard LZ theory with excitation P LZ times the survival factor S, and LZDD is the Landau-Zener model with delayed decay, given by (18) and (42) . The normal LZ result saturates when P LZ goes to unity, because S is independent of . However, the delayed decay model gives a reasonable explanation why the flux does not saturate even at very large intensities. Here = γ at . The data are from [59, 61, 71] .
dependent picture to the resonances of the time-independent approach. In figure 11 we show an example of a strong field result obtained in this manner.
In the weak field limit the excitation probability P e is usually very small, and thus it is likely that in most members of the ensemble no jumps are observed. Then a single no-jump member of the ensemble describes accurately enough the behaviour of the system. The decay is still present in the form of the non-Hermitian Hamiltonian. In fact, the approach becomes a time-dependent version of the complex potential method. This situation has been used to test the Landau-Zener approach to the FS mechanism in the weak field limit [55] .
There is a clear difference between the types of problems for which the various methods are suitable. The time-independent approaches (mainly the complex potential method) are practical when we want to study weak but persistent processes. The FS and RE loss mechanisms at weak fields are an example of this. Instead of the decayed population, we are interested in the very small but yet important population that remains on the excited state for a long time. Thus recurrences can be important, and instead of following the wavepacket oscillations over long time intervals we can go directly to the time-independent formalism, in which the recurrences appear as resonances due to the vibrational substructure of the molecular electronic states, as illustrated in figure 7 (here the resonances are strongly 'washed away' by linewidths when γ = 0, but for larger detunings the resonances become prominent also for the γ = 0 case).
The time-dependent approach, especially the wavepacket method, is more suitable for studying 'bulk effects', like radiative heating (for strong fields the FS mechanism can become a bulk effect as well due to strong excitation and survival). This is illustrated nicely by figure 9 . We can see that a small portion of the wavepacket is trapped near R = 0; this is a reflection of the part that survives on the excited state for a long time and undergoes recurrences. However, the main portion of the wavepacket (the 'bulk') simply goes in and comes out. Most of this bulk portion has either avoided excitation or has decayed back to the ground state, or even experienced some recycling. The time-independent approach cannot handle this bulk scattering process, mainly because spontaneous decay has such a dominant role. In brief, the usefulness of each method is determined by the nature of the problem at hand.
Semiclassical strong field models
In the basic version of the Landau-Zener model the excitation and decay are assumed to decouple. However, we can extend the model into the strong field regime by making the following assumption: any excited population that decays back within the interaction region is immediately re-excited, and only when the quasimolecule has reached the edge of this interaction region can the exponential decay begin. Thus the onset of the decay is delayed, and because the size of the interaction region depends on intensity, the survival factor becomes intensity dependent. In this regime the excitation probability can be described with the full Landau-Zener expression (18) , although it is usually close to unity when the recycling mechanism becomes important. The width of the interaction region is proportional to the Rabi frequency , and the survival factor in (13) becomes now
where R indicates the edge of the interaction region and a = 0.5-1.0. This approach was introduced in [45] , and in figure 11 we show how it gives the correct qualitative behaviour for the probability to reach small values of R on the excited state. It gives a reasonable explanation why this probability does not saturate when the excitation probability becomes nearly one-this saturation is quite marked in the standard Landau-Zener prediction, as can be seen in figure 11 . Figure 12 . The counterintuitive mechanism for the shielding saturation is shown here schematically. The s-wave becomes properly shielded when the crossing C 1 becomes fully adiabatic. Intuitively population transfer from any higher ground-state partial wave to the swave cannot take place, because these waves cross the excited state at C 1 , and any excited-state wavepacket created thus at C 1 can reach the crossing C 2 only when it is moving outwards. However, for very strong fields the crossings C 1 and C 2 become tangled, and counterintuitive transfer from the higher partial waves to the s-wave via the excited state is allowed.
Saturation of optical shielding
One of the experimental observations in optical shielding was that instead of becoming infinitely efficient as predicted by the Landau-Zener theory, the shielding saturates to some finite value of P S . This value is of the order of 0.01 for Na [52, 62, 68] , and 0.1-0.2 for Xe * [43] and Kr * [44] . In [44] this saturation was explained using a semiclassical Monte Carlo technique, in which excitation was based on the quasistatic model, and it was proposed that off-resonant excitation to the attractive state and subsequent decay allowed some ground-state population to avoid excitation to the repulsive state at R C . However, proper wavepacket simulations have shown that at least for Xe * this mechanism cannot account for the saturation [61] . Another suggested explanation is based on a dependence of the excitation on the angle between the laser light and collisional axis; this approach gives very accurate predictions, but as such dependence is not known to exist in Xe * , it remains very phenomenological [53] .
Calculations have been done on Na systems using close-coupling methods, and they seem to indicate saturation [68] . Moreover, they indicate that circularly polarized light provides more effective shielding than linearly polarized light, which seems to be supported by experimental data [68] . One possible explanation for the saturation involves partial waves: at strong fields counterintuitive population pumping from higher partial groundstate waves to the ground-state s-wave via the repulsive excited state [53, 61] . This is counterintuitive, because the laser-induced curve crossing between the s-wave and the excited state occurs at a larger R than the crossing between the higher partial waves and the excited state; see figure 12 . However, at strong fields the crossings become tangled and thus the s-wave pumping is possible, analogously to the counterintuitive pulse systems [69] . Unfortunately the Na calculations contain several states, and it is not so easy to extract the mechanism for the saturation from the results, in order to verify the existence of the counterintuitive process. Other multistate mechanisms may also be responsible for the saturation, or at least contribute to it [70] . Nevertheless, the saturation of shielding provides an interesting challenge to the strong field theories of cold collisions currently.
Ultracold collision limit
The ultracold collision region has recently become available in experiments [7] [8] [9] 13] . Theoretical treatment of this region is complicated due to the extremely low relative momentum of the colliding pair. Now the photon recoil due to an absorption or emission of a photon by the quasimolecule becomes very important. It is difficult to include this in the semiclassical models, and in quantum models recoil cannot be described adequately in a coordinate system attached to the molecule. This is because for the recoil due to absorption we need to know the orientation of the molecular axis in relation to the laser field.
Another difficulty for wavepacket quantum methods is the definition of the initial wavepacket. At low T , if we wish to have a wavepacket moving to a well defined direction we need to make its width in momentum much smaller than the mean momentum [39] . This indicates then that the wavepacket has a huge width in position, and cannot be properly localized far from the crossing. This reflects the fact that at low T the de Broglie wavelength becomes large and atoms cannot be distinguished from each other. Thus it is not possible to define a collision in the semiclassical time-dependent manner, i.e. as a process in which atoms are initially well separated, come together, and move apart again. It also turns out that even the Landau-Zener approach fails in this low T regime [26] .
The laser-induced processes become important when one intends to probe the ultracold gases with light, including the Bose-Einstein condensate. It has already been shown that the ideas to study condensates or ultracold gases with far detuned laser light will be complicated by the presence of the ultracold collisions [27] -assuming it is still appropriate to call the laser-induced binary processes collisions. Thus it is likely that in the near future a lot of work regarding ultracold collisions in light fields will appear. In general, in addition to BEC itself one can study the role of quantum statistics in collisions, because for Li and Rb, for example, two isotopes can have very similar quasimolecule properties, and yet be either bosons or fermions.
Conclusions
In this review I have presented the basics of theoretical approaches to cold collisions in light fields. At the same time I have tried to point out some of the open questions, such as the saturation of the optical shielding. The strong field regime, especially those involving multiple states, provides a clear challenge to theoretical work. The Monte Carlo wavefunction method is too tedious to deal with the multistate cases in reasonable time, but the optical Bloch equations may prove to be the appropriate tool; the development of the optical Bloch equation technique in the field dressed (adiabatic) presentation is currently in progress [71] . Furthermore, a lot of experimental work was done before the dynamical excitation model was introduced, and subsequently no one has really performed a proper comparison between the experimental data and the new theories, except in the field of optical shielding. And in the limit of small detunings and large intensities the quasistatic model may yet be better than the dynamical model; this is not yet properly tested. Furthermore, we can now do radiative heating studies for binary processes using wavepackets, but the effect of these processes on the thermodynamics of the atomic cloud have not been properly modelled so far, except for the brief diffusion study given in [38] .
The main interest of the research is currently shifting towards the ultracold region due to the recent experimental success in Bose-Einstein condensation. However, since magnetooptical traps are becoming increasingly common tools in atomic physics laboratories, we may expect more experimental data on cold collisions. There are proposals for obtaining BEC with systems involving laser light and trapping into dark states (see [72] and references therein). Although the dark states (as the name implies) do not interact with the light, laser beams are present in these schemes, and it is still possible that laser-induced inelastic processes may occur in collisions between atoms in the dark state. Similarly some atom laser proposals involve laser light [73, 74] , and the laser-induced processes might compromise them in practice. An interesting situation arises with optical lattices [75, 76] , when one attempts to increase the lattice filling ratio. For the moment the best filling ratios are around 10%, i.e. one trapped atom per 10 lattice sites [77] . It is possible that binary processes do not allow more than one atom per lattice site. This could be due to the inelastic processes described in this review, or to the loss of the lattice structure itself as the atomic energy level structure is drastically changed due to the dipole-dipole interaction. The latter mechanism would apply to all lattices, whereas those created with blue detuned light might avoid the first mechanism. Furthermore, the low filling ratio could be explained by a mechanism where an untrapped atom passes a trapped atom and thus propels it out of the lattice site-such a mechanism would counteract the localization process until a thermal equilibrium is reached as atoms go in and out of the lattice sites. The simulation of the optical lattice processes is difficult, because they also require the attachment of the quasimolecule to an external coordinate system, and then we cannot reduce the problem to one dimension. However, one can try to look for some qualitative behaviour with simple but very restricted toy models.
