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Existen  en  la  literatura  modelos  completos  de  parques  y  turbinas  eólicas  que  permiten 
detectar estos problemas con precisión  razonable. Estos modelos,  sin embargo,  suelen  ser 
complejos  y  computacionalmente  muy  costosos,  por  lo  que  se  utilizan  más  como  un 
instrumento de  validación que de diseño. En  la  fase de diseño  suelen emplearse modelos 
lineales muy  sencillos  que  permiten  simular  el  sistema  rápidamente  y,  por  ende,  realizar 
grandes series de simulaciones para, por ejemplo, analizar un amplio rango de escenarios o 
para optimizar los parámetros de control. Estos modelos, sin embargo, suelen adolecer de una 
excesiva  simplificación  que  provocan  que,  en  muchas  ocasiones,  no  reproduzcan  con 
suficiente precisión la dinámica o, lo que es peor, no permitan detectar casos de inestabilidad. 















Durante estos  años,  la  realización de  la  tesis me ha  aportado muchísimo  tanto  a nivel 























































































































Hacia 1970, a  raíz de  la  crisis del petróleo, el  interés por  la energía eólica despertó de 
nuevo.  Sin  embargo,  esta  vez  surgió  la  idea  de  utilizar  el  viento  como  fuente  de  energía 
eléctrica en  lugar de como fuente de energía mecánica. Los primeros prototipos de turbina 





energía  eólica ha protagonizado un desarrollo  espectacular  en  la última década. Como  se 
observa en  la Figura 1.1,  la potencia acumulada mundial ha experimentado un crecimiento 

















correcto  funcionamiento  del  sistema  eléctrico,  se  ha  ido  exigiendo  a  los  parques  el 
cumplimiento de códigos de red cada vez más exigentes. 
La  responsabilidad  del  cumplimiento  de  los  códigos  de  red  recae  mayormente  en  el 






























para  reducir  la  pendiente  de  los  pulsos  de  tensión  introducidos  por  la  rápida 
conmutación de los interruptores utilizados en los convertidores de potencia. Estos 
pulsos, en ausencia del filtro dv/dt, reducen la vida útil del generador eléctrico, al no 









paralelo.  Como  segunda  inductancia  suele  aprovecharse  la  propia  inductancia  de 
fugas del transformador de turbina. 





















Sin  embargo,  la  topología DFIG  es  particularmente  sensible  a  las  perturbaciones  en  la 
tensión de  red, principalmente a  los huecos de  tensión. Las perturbaciones de  red pueden 





















a  redes  débiles,  se  detectaron  varios  eventos  de  resonancia  en  torno  a  la  frecuencia  del 
filtro LCL. En la Figura 1.5a puede verse cómo durante uno de estos eventos, la corriente por 





































corrientes,  juegan  un  papel  crucial  en  la  estabilidad  y  respuesta  dinámica  del  sistema 
[1.9,1.10]. La rapidez de este lazo, en muchas ocasiones, se ve limitada por estos problemas 
de estabilidad, y el cumplimiento de los códigos de red se convierte en un reto.  







conmutación de  los convertidores  junto con  los algoritmos de modulación empleados y  los 
modelos de los componentes concretos utilizados. Se trata por tanto de un modelo detallado 


















control de  la turbina, tienen por  lo general un menor coste computacional que  los modelos 
discontinuos. Sin embargo,  tampoco permiten diseñar de manera  intuitiva  los  reguladores 
empleados en el control de corriente. 
Una  tercera  posibilidad  son  los  modelos  lineales  invariantes  en  el  tiempo  (LTI),  que 
representan  sistemas  cuya dinámica  se puede describir mediante  ecuaciones diferenciales 
lineales con coeficientes constantes. En el contexto de esta tesis, estos modelos se consideran 
especialmente interesantes, al permitir analizar la estabilidad y las dinámicas importantes de 
los  convertidores  y  de  los  parques  eólicos  conectados  a  red  mediante  herramientas  de 
respuesta en frecuencia, análisis de valores propios, factores de participación y sensibilidad 
ante variaciones de parámetros, entre otras  [1.11]. Además, es posible conseguir en estos 
modelos  una  alta  eficiencia  computacional  que  permita  simular  el  comportamiento  del 
sistema con distintos algoritmos de control, así como abarcar las diferentes casuísticas que se 
pueden dar en la interacción entre los parques y la red eléctrica: adición de nuevos elementos 
en  la  red,  tolerancias  en  los  componentes,  variaciones  en  la  red  provocados  por  la 
conexión/desconexión de parques eólicos cercanos, etc. 
En  los modelos  lineales,  sin  embargo,  es habitual  simplificar  el  sistema  trifásico  a uno 
monofásico [1.13,1.14]. Cuando el sistema tiene un acoplamiento entre fases despreciable, la 
modelización monofásica  resulta adecuada. Por el  contrario,  cuando el  sistema de partida 
tiene acoplamientos significativos, la modelización monofásica no es suficiente, ya que comete 








del  convertidor,  la  cual viene  limitada por  las pérdidas de  los  interruptores empleados.  La 
convivencia  en  el mismo  sistema  de  elementos  analógicos  y  digitales  complica  en  buena 
medida  la  obtención  de  modelos  lineales.  Habitualmente,  el  control  digital  se  modeliza 
mediante aproximaciones analógicas [1.10,1.15,1.16]. Sin embargo, en sistemas con dinámicas 
dominantes  cercanas  a  la  frecuencia  de  Nyquist,  estas  aproximaciones  pueden  no  ser 



















a una red débil y, por otro, a parques eólicos de  turbinas Full‐Converter  (FC) y de  turbinas 
basadas en la Máquina Doblemente Alimentada (DFIG). Se busca obtener modelos reducidos 











objetivo  de  modelizar  con  precisión  los  sistemas  digitales  analizados,  los  modelos  se 
representan en EE y en el dominio discreto z.  
La metodología propuesta se utiliza en el Capítulo 4 para desarrollar un modelo lineal de 
un  convertidor  conectado  a  red,  el  cual  se  valida  mediante  resultados  experimentales 
obtenidos en las instalaciones de Ingeteam Power Technology S.A. El algoritmo de control de 






en primer  lugar  la  influencia de  los elementos más relevantes del  lazo de corrientes y de  la 








interacción entre el  lazo de  corrientes y  la  red eléctrica a  la que  se encuentra  conectado. 
Asimismo,  se  desarrolla  un  modelo  lineal  siguiendo  la  metodología  de  modelización 
presentada en el Capítulo 3. Por último, en el Capítulo 6  se modeliza un parque eólico de 
turbinas DFIG conectado a una red débil. En este capítulo se desarrolla también un modelo 
























































muchas  ocasiones  no  es  fácil  de  encontrar  en  la  literatura  las  peculiaridades,  ventajas  y 
limitaciones de  cada una de  ellas. A  lo  largo de  este  capítulo  se mostrarán por medio de 
ejemplos sencillos los fundamentos y particularidades de cada opción, así como algunos de los 
principales  criterios  de  estabilidad  y  de  estudio  de  la  respuesta  dinámica.  Por  último,  las 
distintas representaciones se compararán entre sí, de manera que se sienten unas bases que 
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Respecto  al  control  de  corrientes,  tradicionalmente  el  regulador  proporcional  integral 
implementado en un marco de referencia síncrono (SRFPI) ha sido el más empleado. Al girar 
este marco a la misma frecuencia que la tensión de red, se obtienen consignas de corriente 
constantes para  conseguir un determinado  valor de potencia,  lo que  asegura un  error de 
seguimiento en las corrientes nulo [2.1]. Además, si los ejes dq se orientan con la tensión de la 
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dq rstx P x   (2.3) 
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(2.4) 
siendo  vdq  e  idq  la  tensión  y  corriente del  convertidor  expresada  en  los  ejes  síncronos  dq, 
respectivamente. 
Los  acoplamientos  que  presenta  esta  planta  (segundo  término  de  la  Expresión  2.4), 
también llamados términos cruzados, empeoran la dinámica del lazo de control [2.3,2.4]. Entre 
las distintas estrategias orientadas a desacoplar el  sistema,  la  compensación que utiliza  la 
medida de  corriente es  la más  común  [2.5‐2.7]. En  la Figura 2.2 aparece un esquema que 
muestra los acoplamientos del sistema junto con el regulador y la compensación empleada. 
Este  sistema, de acuerdo a  su número de entradas y  salidas, es un  sistema Multiple‐Input 
Multiple‐Output (MIMO), y es el que se considera a lo largo del capítulo. Por sencillez, se va a 


































Tradicionalmente,  a  la  hora  de  modelizar  un  lazo  de  corrientes  trifásico  con  control 
vectorial se considera, por sencillez, una sola fase [2.6,2.8]. Esta representación monofásica 















    (2.5) 




































mediante  el  cálculo  de  los  polos  de  su  función  de  transferencia  en  lazo  cerrado  [2.9].  La 
estabilidad del lazo cerrado de la Figura 2.4 se puede estudiar mediante el cálculo de las raíces 
de  la  función  1+R(s)H(s). Mediante  el  comando  pole,  programas  como  Octave  o Matlab 
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en lazo cerrado es estable si y solo si la curva de Nyquist evaluada en s = j߱, con –∞ ൏ ߱ ൏ ∞, 
no rodea al punto (‐1,0j). Como puede apreciarse en la curva sencilla de la Figura 2.5, la curva 
de Nyquist para frecuencias positivas y negativas es simétrica respecto al eje real. Por ello, es 








El  análisis  de  estabilidad  mediante  diagrama  de  Bode  es  el  criterio  más  utilizado  en 
sistemas de electrónica de potencia debido a que, a partir de la expresión en lazo abierto del 
sistema,  permite  analizar  de manera  sencilla  la  influencia  que  tienen  los  parámetros  del 
controlador en la respuesta y estabilidad del sistema en lazo cerrado. 
El criterio de Bode determina que un  sistema es estable  si  su margen de  fase MF y  su 
margen de ganancia MG son positivos [2.12]. En la Figura 2.6a se puede observar el diagrama 





































step LC( )   (2.11) 
2.3 Representación multivariable 
La representación monofásica del apartado anterior supone una compensación perfecta 
de  los  términos  cruzados  de  la  planta  a  controlar.  Sin  embargo,  el  desacoplo  conseguido 
mediante la realimentación de corriente –que es el método de desacoplo más frecuente en la 
literatura  [2.14‐2.16]–  no  es  exacto  debido  a  los  filtros  de medida  y  a  los  retrasos  de  la 
digitalización, especialmente en sistemas con bajos ratios frecuencia de muestreo‐frecuencia 
fundamental  [2.4,2.8,2.17].  Cuando  el  acoplamiento  entre  ejes  es  despreciable,  la 
representación monofásica resulta adecuada. Por el contrario, cuando el sistema a modelizar 
tiene acoplamientos significativos, esta representación no es suficiente, ya que comete errores 
de  modelado  que  pueden  ser  críticos  a  la  hora  de  reproducir  correctamente  el 
comportamiento del sistema. 
Un  ejemplo  que  ilustra  estos  errores  de modelado  es  el  sistema  que  se  tratará  en  el 
Capítulo  5:  en  la  Figura  2.7  se  ha  representado  la  respuesta  ante  escalón  de  su  lazo  de 
corrientes utilizando dos modelos: uno que considera el acoplamiento entre ejes y otro que 
supone  que  el  acoplamiento  es  despreciable.  El  modelo  que  ignora  los  acoplamientos 
proporciona una respuesta estable del sistema, mientras que el modelo más exacto que sí los 
considera  (validado  con  modelos  detallados  de  simulación),  proporciona  una  respuesta 













en  el  modelado  de  convertidores  de  potencia  y  en  aplicaciones  de  conexión  a  red 
[2.5,2.18,2.19].  Esta modelización  representa  las  entradas  y  salidas  del  sistema mediante 
vectores  escalares,  y  las  relaciona  entre  sí  por medio  de matrices,  cuyos  elementos  son 
funciones de transferencia convencionales. Por ejemplo, mediante MFT se puede expresar la 
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traslación  puede  realizarse  en  sistemas  analógicos  cuya MFT  de  partida  tenga  elementos 
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( ) ( )s sddG G s j G s j     ,   12 ( ) ( )s sqdG j G s j j G s j         
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( ) ( )s sdqG j G s j j G s j        y    12 ( ) ( )s sqqG G s j G s j      
siendo ߱s la velocidad de los ejes dq. 
Ejemplo de modelización 
Se  considera el  lazo de  control de  la Figura 2.2, el  cual  se expresa de  forma  compacta 
mediante el diagrama de bloques de la Figura 2.9. El lazo incluye un control vectorial de una 
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           
(2.14) 
Mediante  álgebra  de  bloques  se  halla  el  lazo  abierto  y  el  lazo  cerrado  del  sistema 
multivariable: 
  11 I J sFB L planta planta       (2.15) 
1LA PI FB    (2.16) 
  11 1ILC PI FB PI FB       (2.17) 
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0 0
0 0
0       
En Matlab,  las  expresiones  2.15  y  2.17  pueden  calcularse  fácilmente  y  con  suficiente 
precisión mediante el comando feedback: 
 1 1, J ,sFB feedback planta L    (2.18) 

















con  la  primera  entrada  no  es  correcto,  porque  se  está  ignorando  de  esta  manera  el 
acoplamiento  entre  ejes,  que  afecta  a  la  estabilidad  del  sistema.  Debido  a  la  naturaleza 
multivariable de los sistemas modelizados mediante MFT, el criterio de Nyquist clásico resulta 
insuficiente  en  el  análisis  de  estabilidad,  siendo  necesario  recurrir  al  criterio  de  Nyquist 




( ) ( )
( )




G s G s
G s
G s G s
     
 
no tiene polos en el semiplano derecho, el sistema en  lazo cerrado es estable si y solo si  la 
trayectoria  que  resulta  al  evaluar  los  valores  propios  de  la matriz GLA(s)  para  s  =  j߱,  con 
-  <  <    no rodea al punto (‐1,0j). Los valores propios ߣ1,2(s) de la matriz GLA(s) son los que 
aparecen en la siguiente expresión [2.11]: 
2
 1 2  2 2
LAdd LAqq LAdd LAqq
LAdq LAqd
G s G s G s G s
s G s G s       ,
( ) ( ) ( ) ( )
( ) ( ) ( )   (2.20) 
A diferencia de la modelización monofásica, se tienen dos curvas (ߣ1(s) y	ߣ2(s)), las cuales 
es necesario evaluar, de acuerdo al criterio de Nyquist multivariable, a frecuencias positivas y 





Cuando GLA(s)  tiene  polos  en  el  semiplano  derecho  y/o  integradores,  la  aplicación  del 
criterio  de  Nyquist  se  vuelve  más  complicada.  A  modo  aclaratorio  se  pueden  consultar 
distintos ejemplos en el Anexo II. 







las  dos  curvas  de  la  Expresión  2.20. De  acuerdo  a  lo  descrito  en  el  apartado  anterior,  es 
suficiente con evaluarlas a frecuencias positivas o a frecuencias negativas. 
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    (2.22) 
 
2.3.2 Funciones de transferencia complejas 
Cuando  los elementos antidiagonales de  la matriz de  funciones de  transferencia  (MFT) 
genérica de la Expresión 2.23 son nulos, se está representando un sistema sin acoplamientos. 
Por otro lado, cuando la matriz cumple que Gdd = Gqq y Gqd = ‐Gdq, se está representando un 
sistema simétrico  [2.22]. Los sistemas simétricos se conocen en  la  literatura también como 
isotrópicos  o  rotacionalmente  invariantes  [2.23,2.24].  Algunos  ejemplos  de  sistemas 
simétricos son impedancias trifásicas equilibradas, tales como cargas RLC, máquinas síncronas 
de polos lisos o transformadores trifásicos. 









representarse  mediante  números  complejos,  donde  la  parte  real  se  corresponde  con  la 
componente en el eje d (o eje α) y  la  imaginaria con  la componente en el eje q (o eje β). A 
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  (2.24) 
Se tiene que  
   d q dd d dq q dq d dd qi i j i G v G v j G v G v              (2.25) 
Reagrupando términos se obtiene la función de transferencia compleja ܩԦ : 
   dd dq d dd dq qi G j G v j G j G v          (2.26) 
   dd dq d qi G j G v j v G v            (2.27) 
De donde puede concluirse que: 
dd dqG G jG 
   (2.28) 
De  esta  forma,  utilizando  vectores  complejos  es  posible  obtener  una  representación 
equivalente de la MFT de la Expresión 2.24. Por ejemplo, la planta LR definida en ejes dq por 
ቂݒௗݒ௤ቃ ቈܩௗௗሺݏሻ െܩௗ௤ሺݏሻܩௗ௤ሺݏሻ ܩௗௗሺݏሻ ቉ 
൤݅ௗ݅௤൨ ݒԦ ൌ ݒௗ ൅ ݆ݒ௤ ܩԦ 
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G Ls R j L  
   (2.30) 





La  FTC  de  la  Expresión  2.30  presenta  coeficientes  complejos.  Esto  no  es  propio  de  la 
modelización clásica, cuyas  funciones de  transferencia  tienen coeficientes  reales, y acarrea 
una serie de limitaciones de índole práctico que se comentarán más adelante. Sin embargo, 
como  se  expone  en  [2.11,2.26],  la mayor  parte  de  herramientas  de  análisis  y  diseño  de 
controladores  en  el  dominio  de  Laplace  y  en  el  dominio  de  z  pueden  ser  utilizadas  en 
representaciones mediante FTC. 
Cambio de referencia 




para  las MFT  es  necesario  recurrir  al  cambio  que muestra  la  Figura  2.8,  que  resulta  algo 
engorroso, en [2.26] se describe una manera sencilla de hacerlo mediante FTC, aprovechando 
una  de  las  propiedades  de  la  transformada  de  Laplace,  la  cual  aparece  en  la  siguiente 
ݒௗ ൅ ݆ݒ௤ 
- 
+ ݅ௗ ൅ ݆݅௤ 
݆߱௦ܮ
1




( ( ) ) ( )s s
j tL f t e F s j      (2.31) 
De esta forma, simplemente sustituyendo en la función de transferencia el operador s de 
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2
*
( ) ( )( )dd
G s G sG s 
 
  (2.32) 
    
2
*
( ) - ( )( )dq
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ݏ ൌ ݏ ൅ ݆߱௦
ݏ ൌ ݏ െ ݆߱௦
݀ݍ ߙߚ 
ݖ ൌ ݖ ൉ ݁௝ ೞ்ఠೞ 
݀ݍ ߙߚ 















        
(2.34) 
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Resultando: 
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Considerando un  solo  eje,  la planta  LR puede  representarse  en un marco  estacionario 
mediante la función de transferencia plantas de la Expresión 2.36. El modelo de planta LR en 
ejes  dq puede  hallarse  de manera  sencilla mediante  la  transformación  que  aparece  en  la 
Figura 2.14: 
        2 14
1 1     s
s
Figuraplanta planta










j L planta     (2.37) 











Al  representar  un  sistema  MIMO  de  manera  compacta  mediante  una  FTC,  el  orden 
aparente del mismo se reduce a la mitad. A la hora de representar los polos del lazo cerrado 











en  lazo  abierto.  La  FTC  definida  como  ܩԦ௅஺ ൌ ܩ௅஺	ௗௗ ൅ ݆ܩ௅஺	ௗ௤  contiene  la  información 





Representando  la  función  ܩԦ௅஺  mediante  el  diagrama  de  Bode,  es  posible  también 
determinar la estabilidad del sistema en lazo cerrado. De acuerdo a lo descrito en el apartado 
























 ( , , );y lsim LC v t   (2.41) 
( );dy real y (2.42) 
( );qy im a g y (2.43) 
2.3.3 Espacio de estados 
A  la hora de analizar  sistemas complejos,  resulta esencial  reducir  la complejidad de  las 
expresiones matemáticas involucradas, para conseguir mayor eficiencia computacional. Desde 
este punto de vista, la representación en espacio de estados es la opción más adecuada [2.9]. 
















































݀ݐ ൌ ܣܺሺݐሻ ൅ ܤܷሺݐሻ  (2.46) 
ܻሺݐሻ ൌ ܥܺሺݐሻ ൅ ܦܷሺݐሻ  (2.47) 
donde X(t) es el vector de estado, U(t) el vector de entrada, Y(t) es el vector de salida y A, B, C, 
y D  son  la matriz  dinámica, matriz  de  entrada, matriz  de  salida  y matriz  de  transmisión, 
respectivamente. Dado que en esta tesis se trabaja fundamentalmente con modelos lineales 
e  invariantes  en  el  tiempo,  las matrices  empleadas  son  independientes  de  la  variable  de 
tiempo  t.  La Expresión 2.46  recibe el nombre de ecuación de estado diferencial y  la 2.47, 
ecuación de salida.  
A partir del espacio de estados  (EE), puede  calcularse  la  representación en MFT de un 
sistema mediante la operación de la Expresión 2.48. 
ܩሺݏሻ ൌ ܥሺݏࡵ െ ܣሻିଵܤ ൅ ܦ ൌ ቈܩௗௗሺݏሻ ܩ௤ௗሺݏሻܩௗ௤ሺݏሻ ܩ௤௤ሺݏሻ቉  (2.48) 
Las ecuaciones diferenciales de la planta LR de la Expresión 2.4 se pueden representar en 
EE. Para ello, se elige como variable de estado la corriente por el convertidor: 
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ܺ௞ାଵ ൌ ܣܺ௞ ൅ ܤܷ௞  (2.51) 













    (2.53) 
py int K e    (2.54) 
siendo y  la salida del regulador, e el error de corriente e  int  la parte  integral. Se elige como 
variable de estado la parte integral: 
ܺ ൌ ൤݅݊ݐௗ݅݊ݐ௤൨ ; ܷ ൌ ቂ














ܲܫ ൌ ݏݏሺܣ, ܤ, ܥ, ܦሻ  (2.56) 
Por otro  lado, y como se ha mostrado antes,  la compensación de términos cruzados se 
puede recoger en el lazo de control mediante una realimentación. Una vez definidos todos los 






















cuatro  representaciones  son equivalentes. En este  caso,  la  representación SISO  tradicional 




















apreciar  en  el  diagrama de Bode,  las MFT  presentan  errores  numéricos, mientras  que  no 
ocurre  lo  mismo  con  el  EE.  Por  lo  general,  al  aumentar  el  orden  del  sistema,  las 
representaciones algebraicas que utilizan  funciones de  transferencia  (MFT y FTC) son poco 
fiables  y  deben  ser  evitadas,  excepto  si  se  trabaja  con  cálculo  simbólico  [2.21].  Estas 
representaciones  cometen  imprecisiones  que  hacen  que  se muevan  los  polos  y  ceros  del 
36	 Capítulo	2	
 











































‐ Incapacidad  de  algunos  programas  de  lidiar  con  coeficientes  complejos  en  las 
funciones de transferencia. Aun existiendo programas capaces de trabajar con estas 










‐ El estudio de estabilidad a partir de  la  respuesta  frecuencial del modelo  requiere 
cierto cálculo previo. 





En  este  capítulo  se  ha  realizado  una  recopilación  de  las  distintas  opciones  de 
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que  muestra  las  ventajas  y  limitaciones  de  cada  una.  La  principal  limitación  de  la 
representación  monofásica  es  que,  cuando  el  sistema  a  modelizar  tiene  acoplamientos 
significativos  entre  sus  fases,  comete  errores  en  la modelización  que  pueden  ser  críticos, 
siendo necesario recurrir a una representación MIMO. 
La  representación MIMO  más  eficiente  computacionalmente,  como  se  ha  visto  en  la 
Figura 2.20, es el espacio de estados (EE). Además, como se ha mostrado en la Figura 2.21 y se 
mostrará brevemente en este capítulo y en el siguiente, ésta es  la más precisa, al contener 
errores  numéricos  menores  que  otras  representaciones.  Esto  supone  una  gran  ventaja 
conforme  aumenta  la  carga  computacional  del  sistema,  como  es  el  caso  de  los  sistemas 






















de  estudio  son  las  principales  desventajas  de  estas  contribuciones.  El  primer  objetivo  del 
presente  capítulo es desarrollar una herramienta que permita  realizar estos  cambios para 
cualquier planta. 
En la segunda parte de este capítulo se desarrolla una metodología que permitirá obtener 






de  la  planta  empleadas  en  el  control  del  sistema.  Por  último,  se  considera  un  control 
compuesto por elementos digitales, tanto en ejes αβ como en ejes dq. 
En la metodología a desarrollar, la complejidad y número de elementos de cada una de las 




























Como  se  puede  observar,  se  trata  de  una metodología modular,  donde  cada  uno  de  los 
elementos se modeliza en espacio de estados, sean analógicos o discretos, en αβ o en dq. En 
segundo lugar, los distintos elementos de la planta se relacionarán entre sí dando lugar a un 
modelo analógico definido en el marco en el que  se encuentra el  retenedor  (αβ,  como  se 
explicará más adelante), y se discretizará mediante el comando c2d. A continuación, la planta 
completa  discretizada  se  trasladará  a  ejes  dq.  Los  elementos  del  control,  en  caso  de  ser 
necesario, también se trasladarán a dq. Por último, mediante álgebra de bloques, se obtendrán 







3.2  Cambios  de  referencia  en  sistemas  representados  mediante 
espacio de estados (EE) 






















de  referencia  [3.2]. Como  se ha mencionado en el Capítulo 2, un  sistema  con matrices de 
funciones de transferencia (MFT) 
ܩሺݏሻ ൌ ൤ܩௗௗሺݏሻ ܩ௤ௗሺݏሻܩௗ௤ሺݏሻ ܩ௤௤ሺݏሻ൨ 
se considera simétrico cuando cumple que ܩௗௗ ൌ ܩ௤௤ y ܩௗ௤ ൌ െܩ௤ௗ. 







݀ݐ ൌ ܣ ൉ ܺఈఉ ൅ ܤ ൉ ܷఈఉ  (3.1) 
ఈܻఉ ൌ ܥ ൉ ܺఈఉ ൅ ܦ ൉ ܷఈఉ  (3.2) 
Aplicando la matriz inversa de transformación de Park a las variables de estado, de entrada 
y de salida anteriores, se tiene: 
ܺఈఉ ൌ ܲିଵ ൉ ܺௗ௤;					ܷఈఉ ൌ ܲିଵ ൉ ܷௗ௤; ఈܻఉ ൌ ܲିଵ ൉ ௗܻ௤;   (3.3) 
siendo la matriz inversa: 
ܲିଵ ൌ ቂcos α െsin αsin α cos α ቃ ൌ ቂ
c െs
s c ቃ  (3.4) 











݀ݐ ൉ ܺௗ௤ ൅ ܲ
ିଵ ݀ܺௗ௤
݀ݐ ൌ ܣ ൉ ܲ




݀ݐ ൉ ܺௗ௤ ൅
݀ܺௗ௤
݀ݐ ൌ ܲ ൉ ܣ ൉ ܲ
ିଵ ൉ ܺௗ௤ ൅ ܲ ൉ ܤ ൉ ܲିଵ ൉ ܷௗ௤  (3.7) 
Las matrices del EE de sistemas simétricos cumplen las Expresiones 3.8 y 3.9 [3.13]1. 
ܲ ൉ ܣ ൉ ܲିଵ ൌ ܣ    y    ܲ ൉ ܤ ൉ ܲିଵ ൌ ܤ  (3.8) 




݀ݐ ൉ ܺௗ௤ ൅
݀ܺௗ௤
݀ݐ ൌ ܣ ൉ ܺௗ௤ ൅ ܤ ൉ ܷௗ௤  (3.10) 







ܿ െݏቃ ൌ ߱ ቂ
0 െ1




݀ݐ ൌ ሺܣ െ ࡶ߱ሻ ൉ ܺௗ௤ ൅ ܤ ൉ ܷௗ௤   (3.12) 
Procediendo de la misma manera con la ecuación de salida 
ܲିଵ ൉ ௗܻ௤ ൌ ܥ ൉ ܲିଵ ൉ ܺௗ௤ ൅ ܦ ൉ ܲିଵ ൉ ܷௗ௤  (3.13) 







ܲ ൉ ܥ ൉ ܲିଵ ൌ ܥ    y    ܲ ൉ ܦ ൉ ܲିଵ ൌ ܦ  (3.15) 
se obtiene: 





A  continuación  se  deduce  la  forma  de  trasladar  un  espacio  de  estados  (EE)  discreto 
expresado en ejes αβ a ejes dq. Se parte de la ecuación de estado y de la ecuación de salida 
discretas: 
ݖ ൉ ܺఈఉ ൌ ܣ ൉ ܺఈఉ ൅ ܤ ൉ ܷఈఉ  (3.17) 
ఈܻఉ ൌ ܥ ൉ ܺఈఉ ൅ ܦ ൉ ܷఈఉ  (3.18) 
Siendo  z  el  operador  discreto  de  adelanto. Utilizando  la matriz  de  Park  inversa2  en  la 
ecuación de estado, y operando: 
ݖ ൉ ൫ܲିଵ ൉ ܺௗ௤൯ ൌ ܣ ൉ ܲିଵ ൉ ܺௗ௤ ൅ ܤ ൉ ܲିଵ ൉ ܷௗ௤  (3.19) 
ݖܲିଵ ൉ ݖܺௗ௤ ൌ ܣ ൉ ܲିଵ ൉ ܺௗ௤ ൅ ܤ ൉ ܲିଵ ൉ ܷௗ௤  (3.20) 
ܲݖܲିଵ ൉ ݖܺௗ௤ ൌ ܲ ൉ ܣ ൉ ܲିଵ ൉ ܺௗ௤ ൅ ܲ ൉ ܤ ൉ ܲିଵ ൉ ܷௗ௤  (3.21) 
Considerando que en los sistemas simétricos se cumple: 
ܲ ൉ ܣ ൉ ܲିଵ ൌ ܣ    y    ܲ ൉ ܤ ൉ ܲିଵ ൌ ܤ  (3.22) 
se obtiene: 
ܲݖܲିଵ ൉ ݖܺௗ௤ ൌ ܣ ൉ ܺௗ௤ ൅ ܤ ൉ ܷௗ௤  (3.23) 
                                                                
2 Las matrices de Park son idénticas a las consideradas en el caso analógico, siendo  






ݖܲିଵ ൌ ൤cosሺߙ ൅ ∆ߙሻ െ sinሺߙ ൅ ∆ߙሻsinሺߙ ൅ ∆ߙሻ cosሺߙ ൅ ∆ߙሻ ൨ ൌ 
ൌ ቂെcos	ߙ െsin ߙെsin	ߙ cos ߙ ቃ ቂ
െ cos ∆ߙ sin ∆ߙ
sin ∆ߙ cos ∆ߙቃ 
(3.24) 
ܲݖܲିଵ ൌ ቂ cos ߙ sin ߙെ sin ߙ cos ߙቃ ቂ
െ cos ߙ െ sin ߙ
െ sin ߙ cos ߙ ቃ ቂ
െ cos ∆ߙ sin ∆ߙ
sin ∆ߙ cos ∆ߙቃ ൌ 
ൌ ቂcos ∆ߙ െ sin ∆ߙsin ∆ߙ cos ∆ߙ ቃ ൌ ቂ
c′ െs′
s′ c′ ቃ ൌ ݁
∆ఈࡶ 
(3.25) 
siendo ݏᇱ ൌ ݏ݅݊ሺ∆ߙሻ , ܿᇱ ൌ ܿ݋ݏሺ∆ߙሻ, ܶ ௦	el tiempo de muestreo, ∆α la variación en el ángulo de 
la transformada tras un periodo de muestreo ∆ߙ ൌ ߱ ௦ܶ y ࡶ ൌ ቂ0 െ11 0 ቃ la matriz equivalente 
a la unidad imaginaria j. 
Sustituyendo la Expresión 3.25 en la Expresión 3.23, y operando, se tiene que: 
ݖ ൉ ܺௗ௤ ൌ ܯ ൉ ܣ ൉ ܺௗ௤ ൅ ܯ ൉ ܤ ൉ ܷௗ௤   (3.26) 
siendo ܯ ൌ ቂ c′	 s′	െs′	 c′	ቃ ൌ ݁
ି∆ఈࡶ la matriz de rotación discreta utilizada en la transformación. 
Procediendo de la misma manera con la ecuación de salida: 
ܲିଵ ൉ ௗܻ௤ ൌ ܥ ൉ ܲିଵ ൉ ܺௗ௤ ൅ ܦ ൉ ܲିଵ ൉ ܷௗ௤  (3.27) 
ܲܲିଵ ൉ ௗܻ௤ ൌ ܲ ൉ ܥ ൉ ܲିଵ ൉ ܺௗ௤ ൅ ܲ ൉ ܦ ൉ ܲିଵ ൉ ܷௗ௤  (3.28) 
Considerando que en los sistemas simétricos se cumple: 
ܲ ൉ ܥ ൉ ܲିଵ ൌ ܥ    y    ܲ ൉ ܦ ൉ ܲିଵ ൌ ܦ  (3.29) 
se obtiene la ecuación de salida: 













ܺ ൌ ൣݔଵఈ	ݔଵఉ ݔଶఈ ݔଶఉ … ݔ௡ఈ ݔ௡ఉ൧்  (3.31) 
la matriz de Park tendrá entonces la siguiente forma: 






ۍ ܿ ݏ 0 0 … 0 0െݏ ܿ 0 0 … 0 0
0 0 ܿ ݏ … 0 0
0 0 െݏ ܿ … 0 0
… … … … … 0 0
0 0 0 0 … ܿ ݏ








݌ ૙ … ૙
૙ ݌ … ૙
… … … …
૙ ૙ … ݌
൪  (3.32) 
siendo ݌ ൌ ቂ ܿ ݏെݏ ܿቃ, ܿ ൌ cosߙ , ݏ ൌ sin ߙ	y	ߙ ൌ ߱ݐ. La matriz antitransformada resulta: 






ۍ ܿ െݏ 0 0 … 0 0ݏ ܿ 0 0 … 0 0
0 0 ܿ െݏ … 0 0
0 0 ݏ ܿ … 0 0
… … … … … 0 0
0 0 0 0 … ܿ െݏ










ۍ݌ିଵ ૙ … ૙૙ ݌ିଵ … ૙
… … … ૙


















݀ݐ ൌ ܣ ൉ ܺఈఉ ൅ ܤ ൉ ܷఈఉ  (3.34) 
ఈܻఉ ൌ ܥ ൉ ܺఈఉ ൅ ܦ ൉ ܷఈఉ  (3.35) 




݀ݐ ൉ ܺௗ௤ ൅
݀ܺௗ௤
݀ݐ ൌ ܣ ൉ ܺௗ௤ ൅ ܤ ൉ ܷௗ௤  (3.36) 
Desarrollando el término ܲ ൉ ௗ௉షభௗ௧ : 
ܲ ൉ ݀ܲ
ିଵ
݀ݐ ൌ ߱ ൦
ࡶ ૙ … ૙
૙ ࡶ ⋱ ⋮
⋮ ⋱ ⋱ ૙





݀ݐ ൌ ሺܣ ൅ܯሻ ൉ ܺௗ௤ ൅ ܤ ൉ ܷௗ௤   (3.38) 
siendo ܯ ൌ ߱ ൦
െࡶ ૙ … ૙
૙ െࡶ … ૙
૙ … … ૙




ௗܻ௤ ൌ ܥ ൉ ܺௗ௤ ൅ ܦ ൉ ܷௗ௤  (3.39) 
Deducción para sistemas discretos 
Partiendo de la ecuación de estado discreta y de la ecuación de salida: 
ݖ ൉ ܺఈఉ ൌ ܣ ൉ ܺఈఉ ൅ ܤ ൉ ܷఈఉ  (3.40) 
ఈܻఉ ൌ ܥ ൉ ܺఈఉ ൅ ܦ ൉ ܷఈఉ  (3.41) 
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se  llega,  análogamente  a  lo  desarrollado  para  sistemas  de  primer  orden,  a  la  siguiente 
expresión para la ecuación de estado: 





ۍ݌ିଵ′ ૙ … ૙૙ ݌ିଵ′ … ૙
… … … ૙




݌ିଵᇱ ൌ ൤cosሺߙ ൅ ∆ߙሻ െ sinሺߙ ൅ ∆ߙሻsinሺߙ ൅ ∆ߙሻ cosሺߙ ൅ ∆ߙሻ ൨ 
(3.43) 
ܲݖܲିଵ ൌ ൦
݌ ૙ … ૙
૙ ݌ … ૙
… … … …




ۍ݌ିଵ′ ૙ … ૙૙ ݌ିଵ′ … ૙
… … … ૙







ۍ݌ ൉ ݌ିଵ′ ૙ … ૙૙ ݌ ൉ ݌ିଵ′ … ૙
… … … …





Con ݌ ൉ ݌ିଵᇱ ൌ ቂ ܿ ݏെݏ ܿቃ ൤
cosሺߙ ൅ ∆ߙሻ െ sinሺߙ ൅ ∆ߙሻ
sinሺߙ ൅ ∆ߙሻ cosሺߙ ൅ ∆ߙሻ ൨ ൌ ቂ
ܿ′ െݏ′
ݏ′ ܿ′ ቃ ൌ ݁
∆ఈࡶ 
siendo ݏᇱ ൌ ݏ݅݊ ∆ߙ , ܿᇱ ൌ ܿ݋ݏ ∆ߙ y ∆α  la variación en el ángulo de  la  transformada  tras un 
periodo de muestreo ∆ߙ ൌ ߱ ௦ܶ. 
Sustituyendo la Expresión 3.44 en la Expresión 3.42, y operando, se obtiene la ecuación de 
estado final: 
ݖ ൉ ܺௗ௤ ൌ ܯ ൉ ܣ ൉ ܺௗ௤ ൅ ܯ ൉ ܤ ൉ ܷௗ௤   (3.45) 
siendo la matriz M: 
ܯ ൌ ൦
݉ ૙ … ૙
૙ ݉ … ૙
૙ … … ૙
૙ ૙ … ݉
൪  (3.46) 







ௗܻ௤ ൌ ܥ ൉ ܺௗ௤ ൅ ܦ ൉ ܷௗ௤   (3.47) 
3.2.4 Implementación software 









tarea de modelizar  sistemas  complejos donde  conviven elementos en distintos marcos de 
referencia. Dado  que  en muchas  ocasiones  es  suficiente  con  una  función  que  admita  un 







‐ 1 2  ... nx x x   :  es  la ordenación que  tiene  el  sistema de partida  cuando  éste  se 
define en una sola de sus fases. Se denota como ordenación SISO. 
‐ 1 2 1 2  ...    ... ,n nx x x x x x      :  es  una  posible  ordenación  de  las  variables  del 
sistema de partida cuando se define en sus dos fases. Se denota como ordenación de 
variables 1. 





























del sistema de partida en EE debe cumplir que ܲ ൉ ܣ ൉ ܲିଵ ൌ ܣ , ܲ ൉ ܤ ൉ ܲିଵ ൌ ܤ  ܲ ൉ ܥ ൉ ܲିଵ ൌ
ܥ y que ܲ ൉ ܦ ൉ ܲିଵ ൌ ܦ . Estas igualdades son equivalentes a que ܲ ൉ ܣ ൌ ܣ ൉ ܲ, ܲ ൉ ܤ ൌ ܤ ൉ ܲ, 
ܲ ൉ ܥ ൌ ܥ ൉ ܲ y que ܲ ൉ ܦ ൌ ܦ ൉ ܲ. Suponiendo un sistema de segundo orden, de dos entradas 
y dos salidas, su matriz transformada de Park P se puede descomponer en 
1 0 0 1




                    
 
Operando con una matriz X genérica: 
XP PX   (3.48) 
1 0 0 1 1 0 0 1
0 1 1 0 0 1 1 0
X c s c s X
                                 
  (3.49) 
0 1 0 1 0 1 0 1
    
1 0 1 0 1 0 1 0

















ۍ 0 … … 0 1 0 … 0⋮ ⋱ … ⋮ 0 ⋱ ⋱ ⋮
⋮ … ⋱ ⋮ ⋮ ⋱ ⋱ 0
0 … … 0 0 … 0 1
െ1 0 … 0 0 … … 0
0 ⋱ ⋱ ⋮ ⋮ ⋱ … ⋮
⋮ ⋱ ⋱ 0 ⋮ … ⋱ ⋮











ۍ 0 1 0 … 0െ1 0 0 … ⋮
0 0 ⋱ 0 0
⋮ ⋮ 0 0 1
0 0 0 െ1 0ے
ۑۑ
ۑې  (3.51) 
Dado que  las dimensiones de  las matrices que  forman el EE de un  sistema  son, por  lo 
general, diferentes (Anxn, Bnxe, Csxn y Dsxe, siendo n el orden del sistema de partida, e el número 
de entradas y s el número de salidas) se requiere de tres matrices skew diferentes para cada 







        
          
; ;
; ;
OVx OVx OVx OVx
OVx OVx OVx OVx
A skewX skewX A B skewU skewX B
C skewX skewY C D skewU skewY D
     
        (3.52) 
Valiéndose de  la matriz  skewXOVx,  la  función construye  la matriz de  rotación adecuada, 
tanto para el caso analógico (Expresión 3.53) como para el caso discreto (Expresión 3.54): 
OVx OVxM skewX    (3.53) 
IO V x O V x s n sM skew X sin( T ) cos( T )         (3.54) 
siendo  I n la matriz identidad de orden n. 
3.3 Metodología de modelización 
La metodología de modelización  se describe a  continuación a  través de un ejemplo. El 
sistema considerado es el representado en la Figura 3.4, el cual incluye un control digital de 
corrientes de un convertidor conectado a red. La corriente que circula por el convertidor es 

























‐ Los  distintos  componentes  eléctricos  como  resistencias,  inductancias  y 
condensadores se consideran lineales con la corriente y equilibrados en sus fases rst: 
 , r s t r s tR R R L L L     y  r s tC C C  . 
‐ Aunque los interruptores reales del convertidor tienen unas funciones de conexión 
discontinuas en el tiempo, los modelos lineales tendrán en cuenta el valor medio de 
la  tensión  aplicada  por  el  convertidor  durante  un  periodo  de  conmutación.  El 



































En  un  control  digital,  el  convertidor mantiene  constante  la  acción  de  control  discreta 



























































frecuencia de  resonancia del  filtro  LCL, obteniendo  la  respuesta equivalente de un  filtro  L 
(curva naranja de la Figura 3.6). En sistemas reales, sin embargo, los retrasos introducidos por 
los  filtros  de medida  y  por  el  control  digital  impiden  una  compensación  perfecta  de  esta 
tensión  [3.23,3.24].  En  algunos  casos,  esta  compensación  imperfecta  no  amortigua 



















Como  se observa en el  lazo de  control de  la Figura 3.5,  se  realiza un desacoplo de  los 














con  el  que  analizar  la  estabilidad  o  poder  diseñar  distintas  estrategias  de  control.  Esta 

















g c c c g g





L R i v R R i
dt
       
 





siendo  ,  ,      y   gcc g
c g
ii v v




                      












1 1         ;r a
c g c g
g
f f
C L L C L
L L































































ܥ௖ 0 0 0 െ
1
ܥ௖ 0
































ܻ ൌ ሾࡵ ૙ ૙ሿܺ ൅ ૙ܷ   





( , , , )si planta ss A B C D
v
    (3.59) 
Para modelizar el efecto del feed‐forward se necesita conocer la relación entre la tensión 
de la rama RC del filtro y la tensión aplicada por el convertidor, vRC/v. Esta relación se puede 
obtener  partiendo  del  EE  anterior  i/v  y  definiendo  como  salida  del  sistema  la  tensión 
( )RC c g cv v i i R    , tal y como se presenta a continuación: 
݀







ܻ ൌ ሾܴ௖ ൉ ࡵ ࡵ െ ܴ௖ ൉ ࡵሿ ܺ ൅ ૙ܷ 
(3.60) 
Se obtiene el modelo dinámico en Matlab: 
( , , , )
RC
s








                     Z              (' ') c cc g g g
c
R C ss tf s Z L s R Z Ls R
C s




c g c g
Z Ziplanta
v Z Z Z Z Z
        (3.63) 
1 1 ( )RC
s s c




     (3.64) 
siendo Zc la impedancia de la rama RC del filtro de armónicos, Zg la impedancia de la red, Z la 
impedancia  del  convertidor,  1 s faseplanta   el modelo  para  una  sola  fase  de  la  planta  i/v  y 
1 RC
s












V V faseplanta planta





ܺ௞ାଵ ൌ ܣௗ ܺ௞ ൅ ܤௗ ܷ௞





																 				ܣௗ ൌ ݁஺ ೞ்		 ܤௗ ൌ ܣିଵሺ݁஺ ೞ் െ ࡵሻ ܤ  (3.68) 
	ܥௗ ൌ ܥ                                     ܦௗ ൌ ܦ (3.69) 
siendo  Ts  el  periodo  de  muestreo.  Una  manera  sencilla  de  hallar  este  modelo  discreto 






2 ( , )s szoh splanta c d planta T   (3.70) 
2 ( , )
RC RC
s s




Vplanta los  modelos  continuos  expresados  en  el  marco  estacionario. 
s
zohplanta y  RCsV zohplanta  son, por tanto, los equivalentes discretos de las plantas y recogen 
el  hecho  de  que  la  tensión  aplicada  por  el  convertidor  es  retenida  en  una  referencia 
estacionaria [3.11].  
3.3.3 Retraso del control digital 
El  retraso  del  control  digital,  que  aparece  representado  en  la  Figura  3.5,  puede 
representarse en EE como: 
ܺ௞ାଵ ൌ ܣ ܺ௞ ൅ ܤ ܷ௞
௞ܻ ൌ ܥ ܺ௞ ൅ ܦ ܷ௞ 
(3.72) 
siendo 
                   ܣ ൌ ૙ ܤ ൌ ࡵ 								 
(3.73)                   ܥ ൌ ࡵ  ܦ ൌ ૙    
las matrices discretas. El modelo se obtiene mediante el siguiente comando: 
( , , , , )s sretraso ss A B C D T   (3.74) 
Tal y como se ha mostrado para el caso de las plantas, puede obtenerse un modelo idéntico 
al de la Expresión 3.74, partiendo de la FT de un retraso en una sola de sus fases: 

















Los  filtros analógicos y digitales de  las variables empleadas en el  control  (corriente del 




݀ݐ ൌ ܣ ݔ௙ሺݐሻ ൅ ܤ ݔሺݐሻ 




ܣ ൌ െ1߬ ࡵ ܤ ൌ
1
߬ ࡵ  (3.79) 
 ܥ ൌ ࡵ ܦ ൌ ૙
siendo ߬ la constante de tiempo del filtro. La representación del filtro en EE se puede hallar 
mediante: 
( , , , )sFA ss A B C D   (3.80) 
Partiendo de su FT, puede obtenerse un modelo igual al anterior: 
1 1 
1 01 ;            
0 11
s s s
fase faseFA FA ss FAs
         
  (3.81) 
Cuando se tienen distintos elementos analógicos, como en este caso las plantas i/v y vRC/v 
junto con sus  respectivos  filtros analógicos de medida, se deben hallar en primer  lugar  los 
modelos continuos completos para, posteriormente, discretizarlos: 
 2 ( , )
s s s
FA zoh splanta c d planta FA T   
 2 ( , )RC RC
s s s
V FA zoh V splanta c d planta FA T   
(3.82) 
El filtro digital considerado, cuyo propósito es eliminar la componente de las tensiones y 
corrientes  a  la  frecuencia  de  conmutación,  hace  uso  de  tres muestras  consecutivas  de  la 
variable a filtrar y se puede modelizar mediante la siguiente MFT: 
2 1 1 02 1
0 14
s z zFD





















Tk     (3.85) 
siendo ߬FF la constante del filtro paso bajo de primer orden. 
Representándolo en EE: 



















     
 




















k+1 k p k
n
T
int = int + K e
T
   (3.89) 
k p k ky K e int  (3.90) 
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siendo y la  salida  del  regulador,  ke   error  de  la muestra  actual,  kint   parte  integral  en  la 
muestra  actual,  1kint    parte  integral  de  la muestra  futura  y  sT el  periodo  de muestreo, 
respectivamente. Utilizando la representación en EE: 
ܺ ൌ ൤݅݊ݐௗ݅݊ݐ௤൨ ; ܷ ൌ ቂ
݁ௗ݁௤ቃ ; ܻ ൌ ቂ
ݑ௖ௗݑ௖௤ቃ ;  (3.91) 
ܺ௞ାଵ ൌ ࡵ ܺ௞ ൅ ܭ௣ ௦ܶ௡ܶ ࡵ ܷ௞ 
(3.92) 
௞ܻ ൌ ࡵ	ܺ௞ ൅ ൬ܭ௣ ൅ ܭ௣ ௦ܶ௡ܶ൰ ࡵ ܷ௞ 
siendo ܺ la variable de estado,	ܷ la entrada e ܻ la salida. Para definir en Matlab el EE digital, 
se escribe el comando: 





            
0 11
;sfase p p fase
n
T zPI K K PI ss PI
T z





                        df qfi i  
0 1
1 0s
J L L        
(3.95) 
3.3.7 Traslación a ejes dq 
Para  modelizar  correctamente  cualquier  sistema  donde  conviven  elementos 
implementados  físicamente en distintos marcos de  referencia  (αβ‐dq), es necesario  referir 
todos ellos al mismo marco. Dado que  las  consignas de  corriente, que  son  las entradas al 
sistema en este caso, son constantes en ejes dq, se elige este marco de  referencia para  la 
modelización. 










De  acuerdo  a  la  Figura  3.10,  es  necesario  trasladar  los  modelos  de  planta  discretos
s
zohplanta ,   s FA zohplanta  y  RCsV FA zohplanta  de αβ a dq, lo cual puede realizarse de manera 
sencilla usando la función ab2dq_ext: 
2 _ ( , )szoh zoh splanta ab dq ext planta    (3.96) 
  2 _ ( , )
s
FA zoh FA zoh splanta ab dq ext planta    (3.97) 
  2 _ ( , )RC RC
s
V FA zoh V FA zoh splanta ab dq ext planta    (3.98) 
Dado que  tanto  la  función ab2dq_ext  como  la  función ab2dq  admiten  la modelización 
mediante  funciones  de  transferencia,  se  pueden  obtener  los mismos modelos  anteriores 
partiendo de las FT de las Expresiones 3.63, 3.64 y 3.81 definidas en una sola de las fases: 
1 2 2  ( ( , ), )
s

































 1 12 2  ( ( , ), )
s s
FA zoh fase fase s splanta ab dq c d planta FA T   (3.100) 
 1 12 ( , )RC RC
s s
V FA zoh V fase fase splanta ab dq planta FA     (3.101) 
Por lo tanto, los elementos del lazo pueden ser definidos directamente en EE partiendo de 





  2 _ ( , )s sretraso ab dq ext retraso    (3.102) 




































































݌݈ܽ݊ݐܽி஺ ௭௢௛௦  


















































1  1( , , )RCV FA zohFB feedback planta FDretraso SW      (3.104) 
2 1  1( , J , )FA zohFB feedback FB planta FD L      (3.105) 





En  el  apartado  anterior  se  ha  hallado  el  lazo  cerrado  del  sistema  sin  realizar  ninguna 
aproximación.  A  modo  de  comprobación  se  ha  desarrollado  un  modelo  promediado  del 






































en donde se ha variado el  tiempo de muestreo Ts y  la  inductancia de  red Lg,  tanto para el 
modelo  lineal obtenido  como para el modelo promediado de  simulación. De  cada  caso  se 
obtiene la estabilidad del sistema, calculada a través de los polos del sistema en lazo cerrado 
para el caso de los modelos lineales, y a través de la respuesta escalón para el caso del modelo 




al  coincidir  con  el  modelo  promediado  de  simulación  (‘.’  negro)  en  todos  los  casos.  Sin 


















En  la  primera parte de  este  capítulo  se ha  desarrollado una  herramienta que  permite 





programas  como Octave o Matlab. Dicha  función  crea un  sistema dinámico en espacio de 
estados definido en ejes αβ o dq, sin importar la naturaleza analógica o discreta del sistema de 
entrada ni su orden. Si el sistema a trasladar es simétrico y la traslación es factible, la función 
desarrollada  se  encarga  de detectar  y/u  ordenar  las  variables  de  estado del  sistema  para 
aplicar la matriz de rotación correspondiente. 
En  la  segunda parte de  este  capítulo  se ha propuesto una metodología  en  espacio de 
estados que permite modelizar de manera simple, intuitiva y computacionalmente eficiente 
una amplia variedad de sistemas que incluyan elementos tanto analógicos como digitales y en 
distintos marcos de  referencia. Esta metodología, que utiliza  la herramienta descrita en  la 
primera  parte  del  capítulo,  se  describe mediante  la modelización  de un  lazo de  corriente 












Por  otro  lado,  se  han  encontrado  errores  significativos  en  la  representación mediante 
funciones de transferencia complejas (FTC) del ejemplo de control de corriente considerado, 
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A  la hora de  realizar estudios de  integración en  red de energías  renovables en muchas 
ocasiones surge  la pregunta de qué nivel de detalle es necesario considerar en  los modelos 
para  reproducir  correctamente  una  serie  de  dinámicas  de  un  sistema  en  concreto.  Una 
modelización extremadamente detallada da lugar a resultados precisos pero requiere de un 





Para  dar  con  un  modelo  adecuado  que  consiga  reproducir  el  comportamiento  del 
















serie  con  el  condensador. A  la  salida  del  filtro  se  conecta  un  transformador  trifásico  que 
presenta una impedancia muy alta, simulando un sistema de convertidor conectado a una red 








































































































una  sincronizada  con  la  secuencia positiva de  la  tensión de  red y otra  sincronizada  con  la 
secuencia  negativa.  El  lazo  de  control  convencional  se  reemplaza  entonces  por  dos  lazos 
independientes,  los  cuales  conforman  el  control  dual:  uno  de  ellos  controla  la  secuencia 
positiva y el otro la negativa [4.3]. La Figura 4.3 muestra el esquema típico de un control dual, 






de  corriente,  donde  cada  uno  de  ellos  proporciona  la  tensión  de  referencia  en  los  ejes 









adelante,  son propensos a  volverse  inestables  conforme disminuye el SCR del parque o  la 
ganancia Kp del lazo de corrientes. 
Filtros DSC 





El  filtro digital empleado es un  filtro de ventana deslizante  (FVD), el  cual  se encuentra 
programado  en  una  Field  Programable  Gate  Array  (FPGA).  La  FPGA  es  la  encargada  de 
proporcionar las variables filtradas al DSP, donde está programado el algoritmo de control. El 
filtro digital programado en la FPGA (la cual se ejecuta a una frecuencia muy superior al DSP) 
























El  ángulo del  vector de  tensión de  red  es necesario para  la orientación de  los marcos 
giratorios dq+ y dq‐ usados en el  control  vectorial. En el  sistema analizado, este ángulo  se 
obtiene mediante un algoritmo Phase Locked Loop (PLL), el cual tiene como entrada la tensión 







Dado que se  realiza un control dual,  los  términos cruzados que aparecen al expresar el 
modelo vectorial de la planta en los ejes dq+ se pueden compensar utilizando las corrientes de 
la secuencia positiva, y los términos cruzados que aparecen al expresar el modelo de la planta 
en  los ejes dq‐ utilizando  las corrientes en secuencia negativa. En el sistema analizado, a  la 






los  retrasos  introducidos  por  el  control  digital  y  por  los  sensores  y  filtros  de medida  de 
corriente y tensión. 






    
  (4.2) 






digital  (retraso  de  computación  y  retraso  del  ZOH),  es  necesario  considerar  un  ángulo 
 0 5dh s s sT . T     .  A  su  vez,  para  compensar  el  retraso  de  medida  es  necesario 
introducir un ángulo   med s FA FD      , siendo  FA el retraso del filtro analógico y  FD
el retraso introducido por el filtro digital, ambos a la frecuencia fundamental. Cabe destacar 





En  el  control  dual,  al  trabajar  con  la  secuencia  positiva  y  negativa  de  manera 
independiente, es conveniente realizar las compensaciones de fase en el sentido de giro de la 
secuencia correspondiente, adelantando  la secuencia positiva y  retrasando  la negativa. Las 
compensaciones  de  fase  que  se  utilizan  modifican  las  dos  secuencias  de  la  corriente 
simultáneamente y se definen como: 








































Ángulo de compensación del retraso de control  dh    0 5.s s sT T    




‐ El  algoritmo  de  control  del  convertidor,  compuesto  por  el  lazo  de  corriente,  un 
algoritmo de PLL y un algoritmo de saturación de tensión y de control de tensión en 
bornes del convertidor y del bus de continua. 


















A su vez, el  lazo de corriente  incluye compensaciones de  fase. Como puede verse en  la 
Figura  4.7,  la  dinámica  del  sistema  ante  escalón  de  corriente  mejora  al  introducir  el 





tanto analógicamente como digitalmente. Como puede verse en  la Figura 4.8,  los  filtros de 
medida utilizados para la tensión del feed‐forward y para la corriente del convertidor, tienen 
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Pese  a  no  afectar,  generalmente,  a  la  estabilidad  del  sistema,  la  saturación  puede  en 
ocasiones modificar la respuesta temporal del lazo de corrientes: los escalones de referencia 






inferior  a  la  necesaria  en  condiciones  normales,  siendo  poco  habitual  la  saturación  del 
controlador. 
Cuando  se detecta  la  saturación  en  tensión del  convertidor,  se  fija habitualmente una 
referencia de corriente reactiva que consiga disminuir la tensión al otro lado de la inductancia 
del convertidor, de tal manera que el controlador demande al convertidor una tensión menor, 
















adecuados para estudiar  la  calidad de  la corriente  inyectada a  red, al  ignorar  la distorsión 
armónica  (THD)  producida  por  las  mismas.  En  sistemas  propensos  a  ser  inestables,  la 
introducción de componentes armónicas de la tensión conmutada por el convertidor pueden 
provocar  la aparición de  componentes armónicas de  corriente elevadas, pudiendo  llegar a 
destruir protecciones o componentes en el filtro de armónicos, entre otros.  
‐ Tiempos muertos 
Los  tiempos  muertos  se  programan  en  convertidores  de  potencia  para  asegurar  una 
conmutación segura entre dos IGBT conectados en serie. Estos tiempos muertos pueden tener 























las  resonancias  eléctricas  como  consecuencia  de  esta  interacción  (500‐1300  Hz),  los 
componentes  inductivos  empleados  en  el  sistema  pueden  ver  incrementadas  de manera 
significativa sus pérdidas respecto a las pérdidas de baja frecuencia, dotando al sistema de un 
mayor amortiguamiento. 
En  la  literatura,  los  elementos  inductivos  de  la  planta  (inductancia  del  convertidor, 






devanados  es  consecuencia  de  dos  fenómenos  físicos:  el  efecto  pelicular  del  conductor 
utilizado en dicho elemento y el efecto de proximidad [4.12‐4.15]. Las pérdidas en el núcleo 
son suma de  las pérdidas por histéresis,  las pérdidas por corrientes parásitas y  las pérdidas 
residuales,  y  todas  ellas  aumentan  con  la  frecuencia.  Debido  a  la  dificultad  de  modelar 
teóricamente esta dependencia de las pérdidas con la frecuencia, y a la gran influencia de la 





















del  filtro  empleados  en  este  convertidor,  se  tomaron  medidas  a  los  mismos  a  distintas 
frecuencias.  En  la  Figura 4.13  se muestra  la  variación de  resistencia de  la  inductancia del 








( )BFL H   2 ( )BFL H   BFR m( )   AFR m( )  
Inductancia convertidor ܮ  10.2  398.8  3.5  17.6 
Inductancia del 
transformador ܮ௚  207.1  689.8  175.5  1720 
En  la Figura 4.15 se muestra en  función del SCR de  la  red  la estabilidad del modelo de 
convertidor  que  no  considera  los  efectos  resistivos  de  alta  frecuencia  y  la  estabilidad  del 
modelo  que  sí  los  considera.  Como  se  puede  observar,  los  modelos  de  alta  frecuencia 








































escalón  de  este  modelo  frente  a  la  respuesta  del  convertidor  real  puede  verse  en  la 
Figura 4.16b. Pese a presentar  ligeras discrepancias, el modelo es capaz de  reproducir con 
suficiente precisión el comportamiento del convertidor, quedando por tanto validado. 

















T zPI K K
T z
      
(4.6) 
1 2  0( , )fasePI ab dq PI      1 2  2( , )fase sPI ab dq PI     (4.7) 
Dado que se va a definir el modelo en ejes dq+, el regulador positivo no requiere de ninguna 
traslación. Sin embargo, el negativo es necesario trasladarlo a dichos ejes, y esto se  lleva a 
























    12 0( , )s abretraso dq
z
   (4.9) 

















    12 ( , )sab dre q ztraso    (4.12) 
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del convertidor y  la tensión aplicada por el mismo,  i/v, y a  la relación entre  la tensión de  la 
rama RC del filtro y la tensión del convertidor, vRC/v. A diferencia de las plantas modelizadas 
en  el  capítulo  anterior,  se  incluyen  los  modelos  de  alta  frecuencia  de  la  Figura  4.14 
correspondientes a la inductancia de red y a la inductancia del convertidor. 
En  este  caso,  se parte de un modelo  en  funciones de  transferencia  (modelización  con 
impedancias complejas), obteniendo una modelización más compacta: 
1 1
2 2;        ( ) ( ) ;
g BF gAF BF AF
g g BF g BF tm
g BF gAF BF AF
L s R L s RZ L s R Z L s R R
L s R L s R
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Z Ziplanta
v Z Z Z Z Z
        (4.18) 
1 1 ( )RC
s s c




     (4.19) 
siendo  Zg  la  impedancia  de  red,  Z  la  impedancia  LR  del  convertidor,  Zc  la  impedancia  del 
filtro  RC  y  Rtm  la  resistencia  serie  que  recoge  el  efecto  de  los  tiempos  muertos  en  la 
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la Expresión 4.21 se cierra  la realimentación del  feed‐forward de  tensión de red, el cual se 
realiza en secuencia positiva, y se lleva a cabo la suma de secuencias. Con la Expresión 4.22 se 
cierra la compensación dual de términos cruzados. Mediante la Expresión 4.23 se cierra el lazo 
que  incluye al  controlador, y  finalmente  con  la Expresión 4.24  se halla el  lazo  cerrado del 
sistema. 
 1  1( , , ) I IRCV FA zohFB feedback SW Fretraso D planta       (4.21) 
2 1  1( , , )dual FA zohFB feedback FB DSC FD plantaJ L       (4.22) 
3 2  ( , )FA zohFB feedback FB Controller DSC FD planta      (4.23) 































Cabe  destacar  que,  al  trabajar  simultáneamente  con  las  dos  secuencias,  es  necesario 
invertir el orden de  las multiplicaciones de  los distintos elementos, como se observa en  las 
expresiones anteriores. 





esta  tarea,  en Matlab  se  puede  utilizar  el  comando  connect  de  la  librería  Control  System 
Toolbox,  con  el  que  se  puede  obtener  el  lazo  cerrado  del  sistema.  Para  ello  es  preciso 






















analizados.  Sin  embargo,  el  modelo  basado  en  FTC,  incluso  con  tiempos  de  muestreo 






en sistemas complicados,  la metodología propuesta en  los Capítulos 3 y 4 de  la tesis queda 














‐ Que  la respuesta dinámica del  lazo de corrientes sea suficientemente buena, para, 
entre otros, cumplir con la normativa de conexión a red vigente. 
Aprovechando la eficiencia computacional del modelo, se analiza mediante un barrido de 












o Valores de SCR  comprendidos entre 2 y 20. Para obtener un  controlador 
óptimo, es conveniente acotar lo mejor posible el rango de variación de SCR. 
En  cuanto  al  límite  superior,  aun  considerando  una  red  perfecta,  en  el 
























































En primer  lugar  se  compara  la  respuesta  ante  una  entrada  escalón  en  la  corriente de 
referencia del convertidor y del modelo lineal. La comparación se realiza considerando tanto 
los  parámetros  de  partida  del  controlador  como  los  parámetros  óptimos  obtenidos  en  el 
















filtro  (≈1000 Hz),  los de menor amortiguamiento.  Las oscilaciones que  se observan  tras el 
sobrepasamiento inicial son debidas a los polos duales. 
Para  tratar  de  ver  cómo  de  bien  se  ajusta  el  modelo  lineal  al  comportamiento  del 
convertidor en cuanto a  la estabilidad del  filtro se refiere, se modifican  la constante Kp del 
controlador y la constante del filtro software de la tensión usada en el feed‐forward, ߬FF. Estos 
parámetros  son  críticos  en  la  resonancia  del  filtro.  En  las  siguientes  tablas  se muestra  la 
estabilidad obtenida tanto en el modelo como en el convertidor y las frecuencias de resonancia 




Kp  Estabilidad fresonancia (Hz)
  Modelo lineal  Convertidor Modelo lineal Convertidor 
0.75  SI  SI ‐ ‐ 
0.8  SI  SI 997 988 
0.85  SI  SI 995 988 
0.9  SI  SI 994 986 








߬FF  Estabilidad fresonancia (Hz) 
  Modelo lineal Convertidor Modelo lineal Convertidor 
1 s  SI  SI ‐ ‐ 
2 ms  SI  SI ‐ ‐ 
1 ms  SI  SI ‐ ‐ 




Como  ya  se  ha  mencionado,  una  diferencia  importante  del  modelo  lineal  frente  al 
convertidor es que el primero trabaja con un modelo promediado del convertidor, por lo que 
no  contempla  la modulación,  ni  la  consecuente  introducción  de  armónicos  de  tensión  a 






A  continuación  se  realiza un ensayo  con el que  se obtiene  la  respuesta  frecuencial del 
sistema en  lazo cerrado. Para ello, se excita el convertidor con una referencia de corriente 
senoidal  en  el  eje  q  a  una  determinada  frecuencia,  y  se  calcula  la  ganancia  del  sistema 







Como  se  puede  apreciar,  a  bajas  frecuencias  (10‐120 Hz),  la  respuesta  frecuencial  del 
modelo es muy similar a la del sistema real. A la frecuencia de resonancia del filtro, la respuesta 





















a compensar  los distintos  retrasos del  lazo de control  (Compdh para el retraso de control y 
Compmed para el retraso de los filtros de medida): 










    
          
  (4.25) 
En la secuencia negativa se ha añadido el parámetro comp, el cual afecta significativamente 















  Modelo  Convertidor  Modelo  Convertidor 
0.75  SI  SI  ‐  ‐ 
0.7  SI  SI  ‐  ‐ 







un modelo  lineal  de  un  convertidor  de  500  kVA  conectado  a  una  red  débil,  el  cual  tiene 
implementado  un  control  dual  de  corrientes.  Con  el  objetivo  de  no  añadir  complejidad 
innecesaria al modelo, se ha analizado la influencia de los elementos más relevantes del lazo 
de corrientes y de la planta, partiendo de un modelo detallado del sistema. En la modelización 
del  sistema analizado,  resulta necesario  incluir el control dual,  los  filtros de medida de  las 
distintas  variables  empleadas  en  el  control  y  las  compensaciones de  fase. Asimismo,  si  se 
quiere  reproducir  con mayor  precisión  la  respuesta  dinámica  del  sistema,  es  conveniente 







interruptores  y  el  algoritmo  de  saturación  junto  con  los  lazos  de  tensión  en  bornes  del 
convertidor y del bus de continua. 
Otro de los elementos influyentes del sistema analizado en este capítulo es el aumento de 
las pérdidas  con  la  frecuencia en  los distintos elementos  inductivos. Este  fenómeno, poco 
estudiado  en  la  literatura  en  el  ámbito de  sistemas de  conversión  eólicos, puede  llegar  a 
afectar de forma significativa a la estabilidad del sistema. Al ignorar el incremento de pérdidas 





capaz  de  reproducir  con  gran  precisión  la  respuesta  ante  escalón  del  lazo  de  corrientes. 
Asimismo,  este  modelo  recoge  fielmente  las  dos  fuentes  de  inestabilidad  identificadas 
mediante resultados experimentales: los polos duales de baja frecuencia (inherentes al control 





Por  otro  lado,  aprovechando  la  enorme  disminución  del  coste  computacional  de  este 
modelo respecto al modelo simplificado de partida, se ha optimizado el controlador del lazo 
de corrientes del convertidor, consiguiendo el mejor comportamiento del mismo de acuerdo 
a  unas  especificaciones  concretas  de  estabilidad,  respuesta  dinámica  y  robustez  frente  a 
variaciones en los componentes del filtro y en la inductancia de red. 
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reproducir el  comportamiento del parque analizado de  la manera más  sencilla posible,  se 
partirá  de  un  modelo  detallado  de  simulación,  y,  a  continuación,  se  hallará  un  modelo 
simplificado. Este último modelo se validará por medio de registros obtenidos en un parque 
real de 21 MW de potencia (Parque A). 



















Dado que  los eventos de  resonancia que se quieren  reproducir  son consecuencia de  la 
interacción entre el convertidor GSC y la red eléctrica, se despreciará en esta modelización la 
dinámica introducida por el MSC, el cual está desacoplado del GSC a través del bus de continua. 













Como  se observa en  la Figura 5.2,  la  red  consta de una  impedancia común a  todas  las 
turbinas  (Z0),  de  distintas  ramificaciones  con  impedancias  intermedias  (Z1‐Z12)  y  de  un 







Como  se muestra  en  la  Figura  5.3,  cada  uno  de  los  convertidores  GSC  se  encuentra 
conectado a un filtro LC de armónicos, a los que se les ha incluido amortiguamiento pasivo por 
























el Digital  Signal  Processor  (DSP) de  cada uno de  los  convertidores GSC del parque. Dicho 
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‐ El  algoritmo  de  control  del  convertidor,  compuesto  por  el  lazo  de  corriente,  un 
algoritmo de PLL y un algoritmo de saturación de tensión y de control de tensión en 
bornes del convertidor y del bus de continua. 






En  ocasiones  resulta  adecuado  utilizar  un  modelo  agregado  de  parque  que  rebaje 
drásticamente el coste computacional. En la literatura existen diferentes maneras de agregar 












Z1/ Z0  Z2/Z0 Z3/Z0 Z4/Z0 Z5/ Z0 Z6/Z0
0.3%  6% 5% 3% 3% 0.3%
Z7/ Z0  Z8/Z0 Z9/Z0 Z10/Z0 Z11/Z0 Z12/Z0
0.1%  7.5% 6% 2% 5% 4%
Considerando  que  las  diez  turbinas  son  idénticas,  se  puede  trabajar  con  un  modelo 
agregado en el que no sea necesario considerar las diez turbinas con sus diez convertidores: 
mientras que en la Figura 5.5a cada turbina inyecta a la red su corriente nominal a través de la 















las diez  turbinas  conectadas. Como puede observarse,  la  respuesta de  ambos modelos  es 













La  influencia  de  los  polos  duales  introducidos  por  el  control  dual  en  el  tiempo  de 
estabilización y en  la sobreoscilación ante respuesta escalón puede verse con claridad en  la 
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está marcado por  la  tensión disponible del bus de  continua.  Sin  embargo,  en  condiciones 
nominales  el  convertidor no entra  en  saturación, por  lo que no  se  tendrá  en  cuenta  este 
algoritmo en la modelización.  
Cuando  se detecta  la  saturación  en  tensión del  convertidor,  se  fija habitualmente una 
referencia de corriente reactiva que consiga disminuir la tensión al otro lado de la inductancia 
del convertidor, de tal manera que el controlador demande al convertidor una tensión menor, 








Como  se observa en  la Figura 5.9, y  como ocurría en el  convertidor del Capítulo 4,  las 
conmutaciones de los interruptores no modifican la respuesta temporal ni la estabilidad en el 
sistema considerado. Sin embargo, al no considerar las conmutaciones, el modelo no resulta 









































en  el  Capítulo  4,  los  cuales  son  de  características  similares,  pero  de  menor  potencia.  A 
continuación se modifican estos incrementos para acercar más el comportamiento del modelo 
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104  151  24  306 
En la Figura 5.12 se muestra, en función del número de turbinas conectadas, la estabilidad 
del modelo del parque que no considera los efectos resistivos de alta frecuencia y la estabilidad 































De  acuerdo  a  los  resultados  anteriores,  se  puede  considerar  un  modelo  promediado 
formado por un  convertidor  agregado, que  no  tenga  en  cuenta  las  conmutaciones  de  los 









turbinas  pK   ( )cC F   ( )cR m   ௥݂௘௦ 
Parámetros con los que 
















turbinas  pK   ( )cC F   ( )cR m   ௥݂௘௦ 
Parámetros modificados  9‐10  0.06  600  33  ‐ 





Por  lo  tanto,  se  ha  logrado  reproducir  satisfactoriamente  por  medio  del  modelo 
simplificado el comportamiento del Parque A, llegando a coincidir la frecuencia de resonancia 
de  los  eventos  registrados  en  campo.  Sin  embargo,  para  un  estudio  más  minucioso  del 
comportamiento del parque, por ejemplo, en cuanto a contenido armónico de  la corriente 
inyectada a red, es conveniente emplear un modelo más detallado, que tenga en cuenta las 
conmutaciones de  los  IGBT  y que  tenga  implementados  los  algoritmos de modulación del 
convertidor. 






































































ff V FA zohFB feedback retraso Comp SW FD planta    ( , , )   (5.1) 
 2 1  1dh dual med FA zohFB feedback FB Comp J L Comp DSC FD planta       I I( , , )   (5.2) 
3 2  med FA zoh
FB feedback FB Controller Comp DSC FD planta    ( , )   (5.3) 
3zoh
LC planta FB    (5.4) 
Mediante la operación de la Expresión 5.1 se cierra la realimentación del feed‐forward de 




































Expresión  5.2  se  obtiene  la  suma  de  las  secuencias  positiva  y  negativa  de  la  acción  del 
controlador y se cierra  la compensación dual de términos cruzados. Con  la Expresión 5.3 se 























Bode  los  valores  propios  del  sistema  en  lazo  abierto  (calculados  de  acuerdo  a  la 



































implementado en  las  turbinas del Parque A. Aprovechando  la eficiencia computacional del 
































































2  De  acuerdo  a  los  criterios  de  optimización  elegidos,  se  ha  obtenido  una  respuesta 
superior. Sin embargo, la curva naranja de la Figura 5.23b deja ver un alto contenido armónico 

















separada  las  consignas de  corriente de  la  secuencia positiva y negativa a partir de  las dos 
secuencias de la  tensión de red (medida en bornes de la rama RC del filtro de armónicos). 





‐ Apoyo  a  la  red  ante  desequilibrios:  existen  nuevos  códigos  de  red  que  exigen  la 









݅ௗା∗ ൌ ݒௗା ൉ ܲ
∗
൫ݒௗାଶ ൅ ݒ௤ାଶ ൯ െ ሺݒௗିଶ ൅ ݒ௤ଶି ሻ
൅ ݒ௤ା ൉ ܳ
∗
൫ݒௗାଶ ൅ ݒ௤ାଶ ൯ ൅ ሺݒௗିଶ ൅ ݒ௤ଶି ሻ
 
݅௤ା∗ ൌ ݒ௤ା ൉ ܲ
∗
൫ݒௗାଶ ൅ ݒ௤ାଶ ൯ െ ሺݒௗିଶ ൅ ݒ௤ଶି ሻ
െ ݒௗା ൉ ܳ
∗
൫ݒௗାଶ ൅ ݒ௤ାଶ ൯ ൅ ሺݒௗିଶ ൅ ݒ௤ଶି ሻ
 
݅ௗି∗ ൌ െ ݒௗି ൉ ܲ
∗
൫ݒௗାଶ ൅ ݒ௤ାଶ ൯ െ ሺݒௗିଶ ൅ ݒ௤ଶି ሻ
൅ ݒ௤ି ൉ ܳ
∗
൫ݒௗାଶ ൅ ݒ௤ାଶ ൯ ൅ ሺݒௗିଶ ൅ ݒ௤ଶି ሻ
 
݅௤ି∗ ൌ െ ݒ௤ି ൉ ܲ
∗
൫ݒௗାଶ ൅ ݒ௤ାଶ ൯ െ ሺݒௗିଶ ൅ ݒ௤ଶି ሻ
െ ݒௗି ൉ ܳ
∗

























duales, que tienden a  la  inestabilidad,  los que están siendo estabilizados por  la GC. En este 
caso, al no  incluir  la GC en  la modelización, no  se estaría  representando  correctamente  la 
respuesta  ante  escalón  del  sistema  ni  la  estabilidad  global  del mismo.  Considerando  los 
parámetros del Parque A (con la Kp de la Tabla 5.6), sin embargo, la GC tiene un efecto menor 
y por ello no se ha incluido la misma en los modelos de los apartados anteriores. 




al aparecer  las  tensiones dividiendo. Se procede a  linealizar estas  funciones en  torno a un 









La  linealización  realizada  consiste  en  derivar  cada  una  de  las  cuatro  funciones  de  la 
Expresión  5.6  respecto  de  las  potencias  ܲ∗	y  ܳ∗  y  respecto  de  las  tensiones  implicadas 
ݒௗା, ݒ௤ା, ݒௗି	y ݒ௤ି, evaluando dichas derivadas en el punto de operación  ௟ܺ௜௡. La primera 
función linealizada resulta: 
∆݅ௗା∗ ൎ ݀݅ௗା݀ܲ ሺ ௟ܺ௜௡ሻ ൉ ∆ܲ
∗ ൅ ݀݅ௗା݀ܳ ሺ ௟ܺ௜௡ሻ ൉ ∆ܳ
∗ ൅ ݀݅ௗା݀ݒௗା ሺ ௟ܺ௜௡ሻ ൉ ∆ݒௗା ൅ 
൅ ݀݅ௗା݀ݒ௤ା ሺ ௟ܺ௜௡ሻ ൉ ∆ݒ௤ା ൅
݀݅ௗା
݀ݒௗି ሺ ௟ܺ௜௡ሻ ൉ ∆ݒௗି ൅
݀݅ௗା






















































ܦ ൌ ൫ ௗܸା	௟௜௡ଶ ൅ ௤ܸା	௟௜௡ଶ ൯ െ ሺ ௗܸି	௟௜௡ଶ ൅ ௤ܸି	௟௜௡ଶ ሻ      y      ܴ ൌ ൫ ௗܸା	௟௜௡ଶ ൅ ௤ܸା	௟௜௡ଶ ൯ ൅ ሺ ௗܸି	௟௜௡ଶ ൅
௤ܸି	௟௜௡ଶ ሻ 












































∆݅ௗ௤േ∗ ൌ ∆ܫௗ௤േ ൅ ∆݅ௗ௤േ   (5.9) 





























punto  inicial.  Por  ello,  se  propone  linealizar  respecto  del  punto  final  (punto  de  régimen 











Mediante  la  ganancia  ܩܥ′ଵ  se  puede  obtener  a  la  salida  del  lazo  las  corrientes 
correspondientes al punto de operación final del modelo no lineal, cuando éste es sometido a 
una entrada de potencia. La corriente del modelo no lineal tiene el siguiente valor: 




ܫଶ	ெ௢ௗ	௟௜௡௘௔௟ ൌ ܩ௅஼ಸ಴ ൉ ܩܥ′ଵ ൉ ൤ܲ
∗
ܳ∗൨ (5.11) 
siendo ܩ௅஼ಸ಴   la matriz de ganancia en régimen permanente (߱ ൌ 0) del  lazo sombreado en 
azul de la Figura 5.28 (ܮܥீ஼).  
Dado que el modelo lineal del lazo de corrientes está expresado en ejes dq positivos, no se 
puede  reproducir  de  manera  intuitiva  el  comportamiento  del  sistema  en  un  punto  de 
operación de régimen permanente con secuencia negativa no nula. Sin embargo, la secuencia 




















































Al  tratarse  de  un  sistema  complicado  con  un  gran  número  de  elementos,  se  han 




de  alta  frecuencia  de  los  elementos  inductivos.  Por  el  contrario,  para  los  estudios  de 
estabilidad y dinámica en los sistemas considerados, se puede despreciar sin cometer un error 





cerrado  y  del  diagrama  de  Bode,  se  ha  comprobado  que  el  modelo  lineal  reproduce 




corriente,  mejorando  significativamente  la  estabilidad  y  dinámica  del  parque.  Esto  es 










































se obtendrá un modelo  simplificado de  simulación que  se  validará por medio de  registros 
obtenidos en un parque de 44 MW de potencia (Parque B) al que se ha tenido acceso en esta 
tesis. 














































Como  se muestra  en  la  Figura  6.3,  cada  uno  de  los  convertidores MSC  del  parque  se 
encuentra conectado a un generador DFIG, mientras que cada uno de los convertidores GSC 
se encuentra conectado al estator de éste a través de un filtro de armónicos. A  la salida de 













Potencia nominal Sn  2.1 MW  Deslizamiento nominal slip  ‐0.12 
Frecuencia nominal fs  60 Hz  Inductancia de fugas del estator Lfs  55 ߤH 
Tensión nominal Un  690 V  Inductancia de fugas del rotor Lfr  74.4 ߤH 
Valores del transformador  Inductancia magnética Lm  2.9 mH 
Inductancia del transformador Lt  62.1 ߤH  Resistencia del estator Rs  2.1 mΩ 




Resistencia del convertidor R  2.14 mΩ     
Condensador del filtro Cc  400 ߤF     
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Ángulo de compensación del retraso de control  dh    0 5.s s sT T  
Ángulo de compensación del retraso de las medidas  med    s FA FD   
6.3 Modelo simplificado de simulación 
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Por otro  lado, a  la hora de modelizar  la  interacción entre  los  lazos de  control y  la  red 
eléctrica en el sistema DFIG, surge la pregunta de si es necesario incluir el convertidor GSC al 
modelo formado por el convertidor MSC, el generador y la red eléctrica. Para conocer el grado 
de  influencia del GSC, en  la Figura 6.5 se ha mostrado  la respuesta dinámica de un modelo 
promediado  que  incluye  el  convertidor  GSC  y  de  un modelo  que  lo  desprecia.  Para  esta 



















  Kp MSC  FFMSC  FFGSC  Filtro de medida 
FDMSC y FDGSC  ௥݂௘௦ 
Parámetros con  los que 
se registró la resonancia  1.5  Activado  Activado  Desactivado  860 Hz 
La respuesta ante escalón del modelo es estable, como se observa en la corriente por el 
rotor mostrada en  la  Figura 6.7a.  Sin embargo, en el momento del escalón  se  tiene en  la 
corriente por el  filtro una  componente muy  grande  a  la  frecuencia del  filtro  (Figura 6.7b) 
indicando que el modelo, como el parque, también se encuentra cerca de la inestabilidad. Sin 

























‐ Incertidumbres  en  los  componentes  pasivos  del  filtro,  en  los  parámetros  del 






Una  de  las  medidas  que  se  adoptaron  en  el  parque  al  detectar  estos  problemas  de 
resonancia consistió en una reducción de  la constante Kp del  lazo de corrientes del MSC, de 
cambios en el feed‐forward de tensión del MSC y del GSC y de cambios en el filtrado de  las 
variables utilizadas en el control. Esta medida,  recogida en  la Tabla 6.7, consiguió evitar  la 
aparición de nuevas componentes armónicas a la frecuencia del filtro.  
Tabla 6.7: Una de las medidas correctoras adoptadas en campo. 





















En  el  siguiente  apartado  se  desarrolla  un  modelo  lineal  que  trata  de  reproducir  el 
comportamiento del modelo simplificado de simulación. Al ser un modelo lineal e invariante 
en el tiempo (LTI), no será capaz de recoger los problemas de contenido armónico registrados, 




































































‐ ߱௥ ൌ ߱ െ ߱௠ : diferencia entre la velocidad de rotación del sistema de referencia y 
la velocidad de rotación eléctrica del rotor. 
‐ Inductancia total del estator: suma de la inductancia magnética y de la inductancia de 
fugas del estator: ܮ௦ ൌ ܮ௠ ൅ ܮ௙௦. 
‐ Inductancia total del rotor: suma de la inductancia magnética y de la inductancia de 
fugas del rotor: ܮ௥ ൌ ܮ௠ ൅ ܮ௙௥. 























































































rotor, sin embargo, se  refieren al  rotor a  través de  la matriz C. Para hallar en Matlab este 
modelo se puede utilizar el comando ss: 









g g BF g
g BF gAF
L s R
Z L s R
L s R
     
(6.4) 








݂݈݅ݐݎ݋ோ஼ ൌ ܾܽ2݀ݍ ൬ 1ܥ௖ݏ ൅ ܴ௖, ߱൰  (6.6) 
Planta completa 
En la Figura 6.11 se muestra un esquema de la planta completa del sistema que incluye al 





݅௖ ൌ ݅௚ െ ݅௦  (6.7) 
























ܦܨܫܩ ݅௥ ݒ௥ 











݌݈ܽ݊ݐܽ௭௢௛௥ ൌ ܿ2݀ሺ݌݈ܽ݊ݐܽ௥, ௦ܶሻ  (6.9) 
siendo    ݌݈ܽ݊ݐܽ௭௢௛௥   la  planta  discretizada  en  referencia  rotórica. Dado  que  el  control  está 
implementado  en  referencia  síncrona,  resulta  interesante  expresar  la  planta  en  esta 
referencia. Para ello, se hace uso de la función ab2dq_ext: 






















                                                                                                    s r si i v  
ܨܣ௥ ൌ ቎
ܾܽ2݀ݍሺܨܣ′, ߱௠ሻ ૙ ૙
૙ ܾܽ2݀ݍሺܨܣ′, 0ሻ ૙





ܨܣ′ ൌ 1߬ி஺ݏ ൅ 1 
(6.12) 
Se  construye el modelo  analógico  completo  y  se  lleva  a  cabo  la discretización,  en una 
referencia rotórica: 
݌݈ܽ݊ݐܽி஺	௭௢௛௥ ൌ ܿ2݀ሺܨܣ௥ ൉ ݌݈ܽ݊ݐܽ௥, ௦ܶሻ  (6.13) 
Dado que el modelo en lazo cerrado se quiere expresar en referencia síncrona, se hace uso 
de la función ab2dq_ext: 
݌݈ܽ݊ݐܽி஺	௭௢௛ ൌ ܾܽ2݀ݍ_݁ݔݐሺ݌݈ܽ݊ݐܽி஺ ௭௢௛௥ , ߱௦ െ ߱௠ሻ  (6.14) 
Variaciones en la planta del sistema 
La modelización  realizada hasta ahora ha considerado como planta  la máquina DFIG, el 




















trap fase t t
t
filtro L s R
C s
     (6.15) 
El nuevo modelo de filtro se obtiene haciendo el paralelo del filtro RC y del filtro trap. Por 
medio de la función ab2dq se obtiene el filtro en ejes dq: 
 1  1 
 1  1 
2 ,
s s
RC fase trap fase
s s













     
La manera de obtener la planta completa es la misma que en el sistema de la Figura 6.11. 
Si, por ejemplo, se quiere modelizar un sistema sin ningún filtro conectado en bornes del 













Los  bloques  del  controlador  dual  (Controller)  de  la  Figura  6.4  son  idénticos  a  los 





12 ( , )s mretraso ab dq z
     (6.17) 
‐ Compensación dual de términos cruzados 
El modelo  vectorial  de  la máquina DFIG  presenta  unos  términos  cruzados  tanto  en  el 
estator como en el rotor que empeoran la dinámica del lazo de corrientes. Por lo general, los  
términos  cruzados  son  compensados  por  el  control  [6.3].  En  el  sistema  modelizado,  la 
compensación utiliza  tanto  la  corriente estatórica como  la  corriente  rotórica. Dado que  se 
realiza un control dual, los términos cruzados que aparecen al expresar el modelo vectorial de 
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           (6.19) 
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                                                                                                      s r si i v  
ܨܦ ൌ ቎
	ܾܽ2݀ݍሺܨܦ′, ߱௦ሻ	 ૙ ૙
૙ ܾܽ2݀ݍሺܨܦᇱ, ߱௦ െ ߱௠ሻ ૙
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Para minimizar  los efectos negativos que tienen en  la dinámica del sistema  los retrasos 
introducidos por  los  filtros de medida FA y  FD,  se  realiza una  compensación de  fase a  las 
160	 Capítulo	6	
 
variables  empleadas  en  el  control,  las  cuales  están  separadas  en  secuencias.  El  modelo 
Compmed agrupa las compensaciones realizadas a las medidas de corriente y tensión del estator 
y de corriente del rotor: 

































          
  
   
    
    
   
  
  (6.24) 
siendo   s s FA FD      ,    r s m FA FD         ,      r s m FA FD        
,  FA  y  FD los retrasos de los filtros analógico y digital a la frecuencia fundamental, 
respectivamente. 
Los  retrasos  introducidos  por  el  control  digital  son  compensados  a  la  frecuencia 
fundamental  por  la  siguiente matriz,  que  actúa  en  las  tensiones  de  control  separadas  en 
secuencias: 














   
  (6.25) 
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ܮܥ ൌ ܿ݋݊݊݁ܿݐሺܵݑ݉∗, ܥ݋݊ݐݎ݋݈݈݁ݎ, ݎ݁ݐݎܽݏ݋, ݌݈ܽ݊ݐܽ௭௢௛, ݌݈ܽ݊ݐܽி஺ ௭௢௛, ܨܦ, ܦܵܥ, 
ܵݑ݉ܵ݁ݍݑ݁݊ܿ݁, ܬ߱ܮௗ௨௔௟, ܵݑ݉ܦܳ, ܹܵ, ܵݑ݉ܨܨ, ܥ݋݉݌௠௘ௗ, ܥ݋݉݌ௗ௛, 
൛ܫௗା∗ , ܫ௤ା∗ , ܫௗି∗ , ܫ௤ି∗ ൟ, ൛ܫௗ௥, ܫ௤௥ൟሻ 
(6.28) 





































Al  igual  que  ocurría  en  el  Parque  A,  en  el  Parque  B  los  polos  duales  tienden  a  la 
inestabilidad, como se puede apreciar en las oscilaciones de baja frecuencia de la respuesta 




Considerando  los  parámetros  de  la  Tabla  6.7  y  modificando,  por  ejemplo,  las 
compensaciones de fase, se puede apreciar dicha inestabilidad. En la Figura 6.16 se muestra 













































Respecto al modelo del GSC,  la planta a considerar es  la  inductancia y  la resistencia del 
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s

    
  (6.30) 








1 sT sz e     (6.31) 
Dado que los retrasos analógicos aumentan significativamente el coste computacional del 
modelo y dan problemas a la hora de calcular los polos del modelo completo, se considera la 





























T s , )pade pade(e    (6.32) 
Esta aproximación se utiliza para modelizar el retraso del control digital del GSC: 
3
sretraso pade   (6.33) 
Este retraso tiene lugar en ejes estacionarios pero se debe expresar en ejes dq genéricos, 
que son los ejes en los que se quiere expresar el modelo del GSC: 
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       






























El  filtro de medida digital de  la corriente y tensión del estator es el mismo que el de  la 
Expresión 6.21, donde el operador discreto se ha sustituido por la aproximación de Padé:  



































      
  (6.42) 
Obtención del lazo cerrado del GSC 







A  continuación,  se  integra  el modelo  del  GSC  en  la  planta  del MSC.  De  acuerdo  a  la 
Figura 6.20, la corriente que circula por el condensador del filtro RC es la suma de la corriente 
de la red y la corriente del GSC menos la corriente que circula por el estator de la máquina: 
    c g GSC si i i i              (6.43) 




Una  vez que  se han definido  correctamente  las entradas  y  salidas de  la máquina DFIG 
(Expresión 6.3), del modelo de la red (Expresión 6.5), del filtro RC (Expresión 6.6) y del modelo 
del GSC  (ver Anexo  XIII),  se  construye  el modelo  de  la planta  completa  (plantaMSC)  en  EE 
utilizando el comando connect. El modelo de esta planta tiene como entradas las tensiones del 
rotor y, como salidas, las corrientes del rotor y del estator y la tensión del estator. La tensión 





























son  los ejes en  los que está  implementado el control del convertidor MSC. Ésta ha  sido  la 
manera de proceder en el apartado 6.4.1. 
Sin embargo, debido al elevado orden del nuevo modelo y a las aproximaciones realizadas, 
la  función  ab2dq_ext,  empleada  en  los  cambios  de  referencia,  devuelve  un  error, 
imposibilitando la traslación. Por ello, se va a considerar como alternativa la discretización de 
la planta en  los ejes dq  (߱ ൌ ߱௦). Esta consideración conlleva un error de modelización, al 
encontrarse el ZOH físicamente en un marco rotórico y no en uno síncrono. Para reducir este 




sinሺ߱ ൉ ௦ܶ2 ሻ
݁ିቀఠ൉ ೞ்ଶ ቁ	ࡶ  (6.45) 
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                                                                                                    s r si i v  
ܨܣ ൌ ቎
ܾܽ2݀ݍሺܨܣ′, ߱௦ሻ	 ૙ ૙
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incluye el GSC proporciona una  respuesta  inestable,  tanto el modelo  simplificado  como el 
modelo lineal, que sí lo incluyen, proporcionan una respuesta estable. 
A continuación se analiza a través del modelo lineal el comportamiento del Parque B. Se 





registrados  y  se  evalúa  la  respuesta  del modelo mediante  el  análisis  de  los  polos  en  lazo 
cerrado. Tal y como se observa en el mapa de polos y ceros de la Figura 6.22, el sistema no 
presenta  polos  inestables,  aunque  los  polos  del  filtro  LCL  se  encuentran  cercanos  a  la 
inestabilidad,  siendo este el motivo de  los armónicos  registrados en el parque. El elevado 























un  modelo  lineal  que  no  tiene  en  cuenta  el  convertidor  GSC  y  posteriormente  se  ha 
completado el modelo para tener en cuenta dicho convertidor. 
Para  la  correcta  modelización  de  este  último  modelo,  ha  sido  necesario  utilizar 
aproximaciones analógicas de los distintos elementos que componen el algoritmo de control. 































La conexión de parques eólicos a  redes débiles propicia  la aparición de  inestabilidades, 
resultado de la interacción del lazo de control de corrientes con el filtro LCL de salida y/o la 





una  pérdida  de  precisión.  La  presente  tesis  responde  a  estas  necesidades  aportando  una 
metodología que permite obtener modelos  lineales capaces de reproducir con precisión  las 
dinámicas más importantes de distintos sistemas de conversión de energía reales. 








y  salidas,  son  sistemas Multiple‐Input Multiple‐Output  (MIMO). Se ha visto que,  cuando el 
sistema a modelizar tiene acoplamientos significativos,  la representación más habitual, que 




De entre  las  representaciones MIMO, el espacio de estados es  la opción más precisa y 
eficiente, por lo que se elige ésta para desarrollar los modelos lineales a lo largo de la tesis. Las 
representaciones basadas en  funciones de  transferencia, por el  contrario, presentan  fallos 
numéricos importantes al aumentar la complejidad del modelo. 
Para facilitar el análisis de estabilidad y el diseño de controladores en sistemas MIMO, se 
han  desarrollado  una  serie  de  funciones  utilizables  mediante  programas  como  Octave  o 
Matlab que emplean el diagrama de Bode, el diagrama de Nyquist y el diagrama de Nichols. 
En  el  Capítulo  3  se  ha  propuesto  una metodología  que  permite modelizar  de manera 

















los elementos del  sistema más  relevantes para el análisis de estabilidad y dinámica de  los 
sistemas considerados. 
Como  resultado de  este  estudio  se ha  concluido que  se puede despreciar  sin  cometer 
errores significativos el algoritmo de la PLL (en sistemas con SCR>2), las conmutaciones de los 
interruptores, la saturación en tensión del convertidor, así como la dinámica de lazos externos 









las pérdidas  con  la  frecuencia en  los distintos elementos  inductivos. Este  fenómeno, poco 
tratado en la literatura en el ámbito de aplicación de esta tesis, ha resultado ser importante  
en términos de la estabilidad del sistema. Cuando no se considera en el modelo el incremento 
de pérdidas  con  la  frecuencia,  se obtiene por  lo  general un modelo más  inestable que  la 








escalón  del  lazo  de  corrientes  y  recoger  fielmente  las  dos  fuentes  de  inestabilidad 
identificadas: los polos duales de baja frecuencia (inherentes al control dual de corrientes) y 
los polos de  resonancia del  filtro de armónicos. Ambas dinámicas pueden comprometer  la 
estabilidad  del  sistema  cuando  el  convertidor  se  encuentra  conectado  a  una  red  débil. 
Asimismo,  en  los  registros  tomados  se  ha  observado  la  influencia  de  algunos  parámetros 













Por  otro  lado,  se  ha  analizado  el  efecto  estabilizador  del  algoritmo  de  generación  de 
consignas del parque en los polos duales de baja frecuencia. Este efecto, y su dependencia con 





en  cuenta  los elementos más  influyentes en  la  respuesta dinámica  y en  la  estabilidad del 
sistema.  La  influencia  del  convertidor  GSC  en  la  estabilidad  del  sistema  DFIG  ha  hecho 


















 Tecnologías  para  la  integración  en  la  red  de  energías  renovables:  electrónica  de 
potencia, almacenamiento, gestión energética e interacción con la red (TIRER), código 
DPI2013‐42853‐R.  Proyecto  del  Plan  Nacional  I+D+i,  Ministerio  de  Economía  y 
Competitividad, 2014‐2017. 
 Convertidores  electrónicos  avanzados  para  integración  en  red  de  sistemas 





Este  trabajo  se  ha  realizado  en  colaboración  con  la  empresa  Ingeteam  Power 
Technology S.A. bajo el siguiente contrato OTRI: 





















este  sentido  podría  ser  interesante,  en  la medida  de  lo  posible,  considerar modelos más 
precisos de red, integrándolos en los modelos de parque. Esto permitiría llevar un análisis más 
completo acerca de las posibles fuentes de inestabilidad del sistema.  
















Otro  de  los  retos  actuales  en  la  integración  en  red  de  la  energía  eólica  son  las 
inestabilidades de baja frecuencia que se dan como resultado de la interacción de las turbinas 
eólicas  con  redes  que  incluyen  compensaciones  serie.  Estas  redes  utilizan  condensadores 
conectados en serie con la línea de transporte para aumentar su capacidad de transporte. La 
inductancia  y  capacidad  efectiva  del  sistema  propicia,  especialmente  en  redes  débiles,  la 
aparición de resonancias subsíncronas (SSR) que pueden inestabilizar el sistema.  
En  la  literatura  existen multitud  de  casos  reales  que  es  posible  analizar  aplicando  la 









De acuerdo al  criterio de estabilidad de Nyquist, un  sistema es estable  si  se  cumple  la 
expresión Z=P‐N=0, siendo Z el número de polos inestables en lazo cerrado, P el número de 






fijarse únicamente en el  rango positivo de  frecuencias,  y multiplicar el número de  rodeos 
obtenido por dos. 
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(‐1,0j):  N=‐2.  Aplicando  el  criterio  de  Nyquist,  se  tienen  Z=P‐N=2  polos  inestables.  Se 
comprueba hallando los polos de la función en lazo cerrado, obteniendo dos polos inestables: 




































En  este  caso,  P=0.  Cerrando  la  curva mediante  un  círculo  de  radio  infinito  en  sentido 
horario desde  la  frecuencia 0‐ a  la  frecuencia 0+ no se obtienen rodeos al punto  (‐1,0j). Sin 
embargo,  evaluando  la  curva  a  frecuencias  positivas  y  negativas  se  tienen  dos  rodeos  en 
sentido antihorario, por lo que N=‐2. Aplicando el criterio de Nyquist, se tiene Z=P‐N=2 polos 
inestables, lo cual se confirma hallando los polos de la función en lazo cerrado: 
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frecuencias  positivas  y  negativas  se  tienen  dos  rodeos  en  sentido  antihorario,  por  lo  que 
N=‐1+2=1.  Aplicando  el  criterio  de  Nyquist,  no  se  tienen  polos  inestables:  Z=P‐N=0.  Se 
comprueba hallando los polos de la función en lazo cerrado, siendo todos ellos estables: 
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En  este  caso,  P=1.  Cerrando  la  curva mediante  un  círculo  de  radio  infinito  en  sentido 
horario  desde  la  frecuencia  0‐  a  la  frecuencia  0+  se  obtiene  un  rodeo  al  punto  (‐1,0j):  ‐1. 
Evaluando  las  frecuencias  positivas  y  negativas  no  se  obtienen  rodeos,  por  lo  que N=‐1. 
Aplicando el criterio de Nyquist, se tienen Z=P‐N=2 polos inestables. Se comprueba hallando 
los polos de la función en lazo cerrado: 














































En este caso no se  tienen  rodeos al unir  las  frecuencias 0‐ y 0+ de   1 . Recorriendo  las 
frecuencias positivas, se tiene otro rodeo en sentido horario (+1). Repitiendo el mismo proceso 




െ1.4616 േ 0.1569݅																			 െ 0.1483 േ 0.3626݅ 
  													െ0.0799 േ 0.2380݅																			 െ 0.005 േ 0.0009݅																		 
b) Caso inestable 
De acuerdo a  lo mencionado en el Capítulo 2, aprovechando  la  simetría que  tienen  las 
curvas   1 y   2 a frecuencias positivas y negativas, resulta más práctico evaluarlas solamente 












tienen en  la parte positiva del diagrama. Por  lo tanto, teniendo en cuenta  la simetría de  las 
curvas  1 y   2 a frecuencias positivas y negativas, N=‐1∙2=‐2. 
Aplicando el  criterio de Nyquist,  se  tienen Z = P‐N = 2 polos  inestables. Se  comprueba 
hallando los polos de la función en lazo cerrado: 
െ1.8858 േ 0.0479݅						0.0045 േ 0.4166݅ 































Anexo  III:  Funciones  para  el  análisis  de 
estabilidad en sistemas MIMO 
En  primer  lugar  se  describe  el  funcionamiento  de  las  distintas  funciones  de  Matlab 
utilizadas  a  lo  largo  de  esta  tesis  en  el  análisis  de  estabilidad  de  sistemas  MIMO.  A 
continuación, se adjunta el código de dichas funciones. 
dq2phase 







las curvas de los valores propios   1( )s y  2 ( )s , obtenidas a partir de la matriz del sistema en 
lazo  abierto  (Expresión  2.20).  Como  se ha mencionado  en  el  Capítulo  2,  aprovechando  la 





















function [sist1 sist2]=dq2phase(sistDQ,arg1,arg2) 
 
% Devuelve la respuesta en frecuencia de los valores propios de un sistema 
% definido en los ejes d/q o alfa/beta (el comportamiento de los valores 
% propios del lazo abierto nos indica la estabilidad del sistema al cerrar el 
% lazo) 
%  
% Si el sistema original es simétrico los valores propios se pueden interpretar 
% como la respuesta del sistema ante una secuencia positiva y negativa, de 
% forma que: 
% 
% [sistP,sistN] = dq2phase(sist_dq) devuelve la respuesta en frecuencia del 
% sistema cuando sus entradas (ejes d y q) son iguales y están desfasadas 90º 
% sistP es la respuesta a una secuencia positiva y sistN a una negativa 
% 
% [sistP,sistN] = dq2phase(sist_dq,ws) hace lo mismo pero además desplaza la 
% frecuencia de tal manera que permite interpretar en unos ejes DQ a un 
% sistema modelizado en alfa/beta (con ws la velocidad de los ejes DQ) o 
% viceversa (pasando como argumento -ws) 
  
w=0; ws=0;   % por si no nos pasan los argumentos optativos 
if nargin>1, % si el argumento es un escalar -> se trata de ws 
    if size(arg1)==1, ws=arg1;  % si no -> es el vector de frecuencias que 
debemos analizar 
    else w=arg1; end 
end 
if nargin>2, 
    if size(arg2)==1, ws=arg2; 
    else w=arg2; end 
end 
  
% si no nos pasan las frecuencias exactas a calcular, intentamos ver cual es el 
rango interesante  
if iscell(w), [mag,phase,w]=bode(sistDQ,w);  





if(n_ent==2 && n_sal==2), 
   if(abs(max(resp(1,2,:)+resp(2,1,:))<1e-3) && abs(max(resp(1,1,:)-
resp(2,2,:)))<1e-3), 
       resp1=resp(1,1,:)-j*resp(1,2,:);    % válido únicamente en sistemas 
simétricos 
       resp2=resp(1,1,:)+j*resp(1,2,:); 
   else 
       Gdd=resp(1,1,:);  Gqd=resp(1,2,:);  % general, válido para todo tipo de 
sistemas 
       Gdq=resp(2,1,:);  Gqq=resp(2,2,:); 
       signo=sign(imag(Gqd)); 
       signo(signo==0)=1; 
       resp1 = (Gdd+Gqq)/2 + sqrt(((Gdd-Gqq)/2).^2+Gdq.*Gqd) .*signo;  
       resp2 = (Gdd+Gqq)/2 - sqrt(((Gdd-Gqq)/2).^2+Gdq.*Gqd) .*signo; % el 
último término (signo) es para forzar a MATLAB a que sqrt(-Gqd^2)=-j*Gqd y así 
obtener el mismo resultado que en el caso simétrico 
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   end 
else 
    if (n_ent~=1 || n_sal~=1), error('The system must have 2 inputs and 2 
outputs (or be a SISO system)'), end 
    resp1=resp; resp2=resp; 
end 
resp2=conj(resp2);                  % conjugamos, para que sea interpretable a 
como si tuvieramos una secuencia negativa 
  
if ws==0, 
    sist1=frd(resp1,w); 
    sist2=frd(resp2,w); 
else  % desplazo frecuencias, solo tiene sentido en sistemas simétricos 
    wp=w-ws; 
    wn=-w-ws; 
    sist1=frd(cat(3,resp2(:,:,wn>0), resp1(:,:,wp>0)), [wn(wn>0); wp(wp>0)]); 





% Dibuja los diagramas Nyquist de un sistema de dos fases (simétrico o no) 
% con una escala logarítimica (que deforma el radio pero no el ángulo) 
% 
% Criterio de estabilidad: 
%  
% Cuidado: esta herramienta sólo dibuja la parte positiva del diagrama. 
% Para contar las vueltas también hay que tener en cuenta la negativa 
% (que es simétrica respecto al eje horizontal) 
% 
% Se puede saber si un sistema es estable en lazo cerrado a partir del 
% diagrama Nyquist en lazo abierto haciendo la siguiente cuenta: 
%  Z = P-N 
%  donde: 
%   - Z: polos inestables del lazo cerrado 
%   - P: polos inestables del lazo abierto 
%   - N: número de vueltas alrededor del punto (-1,0) en sentido antihorario 
% Normalmente los sistemas no suelen ser inestables en lazo abierto (P=0) 
% En ese caso: Z=-N (es estable si no da vueltas al dicho punto) 
% 
% Un truco para contar las vueltas es trazar una recta desde (-1,0) hacia 
% la izquierda y contar el número de veces que el diagrama Nyquist la corta 
% (sumar si la corta hacia abajo y restar si lo hace hacia arriba) 
% 
% Cuando se usa un PI es normal tener un polo en LA en el origen. Entonces 
% el diagrama Nyquist no aparece cerrado -> Hay que cerrarlo con un circulo 
% de radio infinito que va en sentido horario de 0- a 0+  
    
   style=''; 
   for ind=nargin-1:-1:1, 
       if ischar(varargin{ind}), style=varargin{ind}; varargin(ind)=[]; end 
   end 
   
   % calculamos los valores propios 
   [lambda1,lambda2]=dq2phase(sistema, varargin{:}); 
   respP=squeeze(lambda1.ResponseData); 
   respN=squeeze(lambda2.ResponseData); 
   wP=lambda1.Frequency; 




   % los dibujamos 
   old_hold=ishold(gca); 
   pP=plot(max(0,log10(abs(respP)*10)).*exp(j*angle(respP)),style); hold on 
   pN=plot(max(0,log10(abs(respN)*10)).*exp(j*angle(respN)),[style '--']); 
   legend('\lambda_1 (sec +)','\lambda_2 (sec -)') 
  
   % Dibujamos el punto (-1,0) 
   escX=get(gca,'XLim')*[-1;1]/40; 
   escY=get(gca,'YLim')*[-1;1]/30; 
   plot(-1+[-escX escX],[0 0],'r',[-1 -1],[-escY escY],'r') 
   if(~old_hold), hold off, end 
    
   % Señalamos los extremos 
   popX=get(pN,'XData'); popY=get(pN,'YData'); 
   text(popX(1),popY(1),'0-') 
   popX=get(pP,'XData'); popY=get(pP,'YData'); 
   text(popX(1),popY(1),'0+') 
   text(popX(end),popY(end),'\infty') 
    
   % cambiamos la función del 'data cursor' 
   set(pP,'Zdata',wP); 
   set(pN,'Zdata',wN); 
   dcm_obj = datacursormode(gcf); 
   set(dcm_obj,'UpdateFcn',@miupdatefcn); 
  
   % indicamos la distancia mínima al punto (-1,0) 
   [minimo,cual]=min(abs(respP+1)); disp(['minimoP: ' num2str(minimo), ' @ ', 
num2str(wP(cual))]) 
   [minimo,cual]=min(abs(respN+1)); disp(['minimoN: ' num2str(minimo), ' @ ', 
num2str(wN(cual))]) 
    
end 
  
function txt = miupdatefcn(~,event_obj) 
   pos = get(event_obj,'Position'); 
   resp=pos(1)+j*pos(2);   % respuesta en frecuencia escalada 
   resp=10^abs(resp)/10*exp(j*angle(resp));   % idem sin escala 
   txt = {['Real: ',num2str(real(resp),3)],... 
          ['Imag: ',num2str(imag(resp),3)],... 





% Dibuja los diagramas Nichols de un sistema de dos fases (simétrico o no) 
% 
% nicholsDQ(sistema) dibuja el diagrama nichols de los valores propios de 
sistema 
% 
% nicholsDQ(sistema, w) hace lo mismo evaluando los valores propios en las 
% frecuencias definidas por el vector w 
% 
% nicholsDQ(sistema, {wmin,wmax}) hace lo mismo para el rango de 
% frecuencias comprendido entre wmin y wmax 
% 
% Se puede especificar el color y el estilo de la línea de la misma manera 
% que en la función bode. 
 
  style=''; 
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  for ind=nargin-1:-1:1, 
      if ischar(varargin{ind}), style=varargin{ind}; varargin(ind)=[]; end 
  end 
  
  [respP,respN]=dq2phase(sistema,varargin{:}); 
  nichols(respP, style, respN,[style '--']) 







% Dibuja los diagramas Bode de un sistema de dos fases (simétrico o no) 
% 
% bodeDQ(sistema) dibuja el diagrama bode de los valores propios de sistema 
% 
% bodeDQ(sistema, w) hace lo mismo evaluando los valores propios en las 
% frecuencias definidas por el vector w 
% 
% bodeDQ(sistema, {wmin,wmax}) hace lo mismo para el rango de 
% frecuencias comprendido entre wmin y wmax 
% 
% Se puede especificar el color y el estilo de la línea de la misma manera 
% que en la función bode. 
  
  style=''; 
  for ind=nargin-1:-1:1, 
      if ischar(varargin{ind}), style=varargin{ind}; varargin(ind)=[]; end 
  end 
   
  [resp1,resp2]=dq2phase(sistema,varargin{:}); 
  bode(resp1, style, resp2,[style '--']) 






A  continuación,  se  muestra  el  código  de  la  función  ab2dq_ext  en  la  que  se  han 
implementado las traslaciones entre marcos de referencia descritas en el Capítulo 3: 
function EE=ab2dq_ext(system,Wo) 
% Crea un sistema dinámico en los ejes alfa/beta o d/q a partir un sistema 
% definido en una sola fase o de un sistema definido en otro sistema de 
% referencia 
% 
% Por ejemplo, imaginemos una inductancia trifásica cuya función de  
% transferencia para cada fase sea: 
%   LR = ft(1,[L R])  o  LR = 1/(L*s+R) 
% su modelización en los ejes alfa/beta se calcula como: 
%   LR_ab = ab2dq_ext(LR,0) 
% y el mismo sistema, visto en unos ejes d/q que giren a velocidad Wo sería: 
%   LR_dq = ab2dq_ext(LR,Wo) 
% o, si ya teníamos definido el sistema en los ejes alfa/beta 
%   LR_dq = ab2dq_ext(LR_ab,Wo) 
%  
% También funciona con sistemas dinámicos digitales 
% Por ejemplo, un PI, cuya función de transferencia en los ejes d/q es: 
%   PI = Kp+Ki*z/(z-1)  o  PI = tf([Kp+Ki -Kp],[1 -1],Ts) 
% se puede modelizar en los ejes alfa/beta haciendo: 
%   PI_ab = ab2dq_ext(PI,-Wo) 
  
% Versión extendida de ab2dq (esta última solo acepta como entrada un sistema  
% de una entrada y una salida) 
 
try 
  EE = ss(system); 
catch ME 




if no==1 && ni==1, EE=EE*[1 0;0 1]; 
else 
  if mod(ni,2)==1, error('The number of the system''s inputs must be even (same 
in alpha and beta axis)'); end 
  if mod(no,2)==1, error('The number of the system''s outputs must be even 
(same in alpha and beta axis)'); end 
  nn = nn/2;  % system order (per axis) 
  ni = ni/2;  % number of inputs (per axis) 
  no = no/2;  % number of outputs (per axis) 
end 
  
% Nos aseguramos de que el sistema es isotrópico (en otro caso, al cambiar la 
referencia dejaría de ser LTI) 
% % opción 1: las variables de estado están ordenadas así [x1d x2d ... x1q 
x2q...]: 
skew_X = [zeros(nn) eye(nn); -eye(nn) zeros(nn)]; 
skew_U = [zeros(ni) eye(ni); -eye(ni) zeros(ni)]; 
skew_Y = [zeros(no) eye(no); -eye(no) zeros(no)]; 
if (~isequal(EE.a*skew_X,skew_X*EE.a) || ~isequal(EE.b*skew_U,skew_X*EE.b) || 
~isequal(EE.c*skew_X,skew_Y*EE.c) || ~isequal(EE.d*skew_U,skew_Y*EE.d)), 
  
% opción 2: las variables de estado están ordenadas así [x1d x1q x2d x2q...]: 
skew_X=zeros(nn*2); for i=1:nn, skew_X(2*i-1,2*i)=1; skew_X(2*i,2*i-1)=-1; end 
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skew_U=zeros(ni*2); for i=1:ni, skew_U(2*i-1,2*i)=1; skew_U(2*i,2*i-1)=-1; end 
skew_Y=zeros(no*2); for i=1:no, skew_Y(2*i-1,2*i)=1; skew_Y(2*i,2*i-1)=-1; end 
if (~isequal(EE.a*skew_X,skew_X*EE.a) || ~isequal(EE.b*skew_U,skew_X*EE.b) || 
~isequal(EE.c*skew_X,skew_Y*EE.c) || ~isequal(EE.d*skew_U,skew_Y*EE.d)), 
  
% otherwise: ordenamos las variables para dejarlas así [x1d x1q x2d x2q...]: 
MM=zeros(nn*2,1);  % X(orden de entrada) = MM*X' (X ordenada) 
BB=ctrb(EE); 
for col=1:2:ni*2*nn 
    for target=unique(BB(:,col))', 
        if size(MM,2)>nn*2, break, end 
        enc=(BB(:,col:col+1)-target)==0; 
        if(sum(sum(enc))==2) && sum(MM(find(enc(:,1)),:))<1, MM=[MM enc];  else 
        enc=(abs(BB(:,col:col+1))-abs(target))==0;  
        if(sum(sum(enc))==2) && sum(MM(find(enc(:,1)),:))<1, MM=[MM enc(:,2) 
enc(:,1)]; end 
        end 
    end 
end 
MM(:,1)=[]; 
if size(MM,2)<nn*2, error('Unable to infer the order of the state variables'), 
end 
EE.a=inv(MM)*EE.a*MM; EE.b=inv(MM)*EE.b; EE.c=EE.c*MM;   % espacio de estados 
con el nuevo orden 
if (~isequal(EE.a*skew_X,skew_X*EE.a) || ~isequal(EE.b*skew_U,skew_X*EE.b) || 
~isequal(EE.c*skew_X,skew_Y*EE.c) || ~isequal(EE.d*skew_U,skew_Y*EE.d)), 






if system.Ts==0  % si el sistema es analógico 
    EE.a = EE.a + Wo*skew_X; 
else 
    Ts=system.Ts; 
    M=skew_X*sin(Wo*Ts)+eye(nn*2)*cos(Wo*Ts); 
    EE.a=M*EE.a; 














% Crea un sistema dinámico en los ejes alfa/beta o d/q a partir un sistema 
% definido en una sola fase 
% 
% Por ejemplo, imaginemos una inductancia trifásica cuya función de  
% transferencia para cada fase sea: 
%   LR = ft(1,[L R])  o  LR = 1/(L*s+R) 
% su modelización en los ejes d/q se calcula como: 
%   LR_dq = ab2dq(ft(1,[L R]),0) 
% y el mismo sistema, visto en unos ejes d/q que giren a velocidad Wo sería: 
%   LR_dq = ab2dq(ft(1,[L R]),Wo) 
%  
% También funciona con sistemas dinámicos digitales 
% Por ejemplo, un PI, cuya función de transferencia en los ejes d/q es: 
%   PI = Kp+Ki*z/(z-1)  o  PI = tf([Kp+Ki -Kp],[1 -1],Ts) 
% se puede modelizar en los ejes alfa/beta haciendo: 
%   PI_ab = ab2dq(PI,-Wo) 
  
% creamos el espacio de estados del sistema en alfa/beta 
EE = ss(ft_fase)*[1 0;0 1]; 
  
orden = length(EE.a)/2;  % orden del sistema 
  
if ft_fase.Ts==0  % si el sistema es analógico 
    EE.a = EE.a + Wo*[zeros(orden) eye(orden);-eye(orden) zeros(orden)]; 
else 
    Ts=ft_fase.Ts; 
    M=[cos(Wo*Ts)*eye(orden) sin(Wo*Ts)*eye(orden); -sin(Wo*Ts)*eye(orden) 
cos(Wo*Ts)*eye(orden)]; 
    EE.a=M*EE.a; 
    EE.b=M*EE.b; 
end 
  







%Se define la planta en EE 
A=[ -(R+Rc)/L    0   -1/L   0   Rf/L   0;  0   -(R+Rc)/L    0   -1/L   0   Rc/L;  
1/Cc    0   0   0   -1/Cc   0;  0   1/Cc    0   0   0   -1/Cc;    Rc/Lg   0   
1/Lg    0   -(Rc+Rg)/Lg   0;    0   Rc/Lg   0   1/Lg    0   -(Rc+Rg)/Lg]; 
B=[1/L 0;   0   1/L    ; 0   0   ;  0   0   ;   0   0   ; 0   0];   
C=[1 0 0 0 0 0; 0 1 0 0 0 0]; D=zeros(2,2); 
Planta=ss(A,B,C,D); 
C=[Rc 0 1 0 -Rc 0; 0 Rc 0 1 0 -Rc]; 
PlantaVc=ss(A,B,C,D); 
 
%Se definen los distintos elementos, especificando sus entradas y salidas  
%Controlador: 
A=[1 0; 0 1]; B=[Kp/Tn*Ts 0; 0 Kp/Tn*Ts];C=eye(2); D=[Kp+Kp/Tn*Ts 0; 0  
Kp+Kp/Tn*Ts ];     
PI=ss(A,B,C,D,Ts); 
 
%Compensación de términos cruzados: 
JwL = ss([0   -ws*Lc; ws*Lc   0]); 
 
%Retraso de control 
A=zeros(2); B=eye(2); C=eye(2); D=zeros(2); 
retraso=ss(A,B,C,D,Ts); %se pasa el retraso a dq 
retraso=ab2dq(retraso,ws);                                     
 
% Filtro analógico de medida 
A=[-1/tau 0; 0 -1/tau]; B=[1/tau 0; 0 1/tau]; C=[1 0; 0 1]; D=[0 0; 0 0]; 
FA=ss(A,B,C,D); 
 
%Filtro digital de medida: 
FD = ab2dq((z^3+2*z^2+z)/(4*z^3),ws); 
 




%Filtro software para filtrar la tensión que se utiliza en el feed-forward 




%Se definen el resto de plantas, se discretizan y se pasan a dq 
%planta LCL: 
planta = ab2dq(c2d(Planta,Ts,'zoh'),ws);         
 
%planta LCL y filtro analógico: 
planta_FA = ab2dq(c2d(Planta*FA,Ts,'zoh'),ws);          
 
%planta de la tensión del feed-forward y filtro: 
planta_Vrc_FA = ab2dq(c2d(Planta_Vrc*FA,Ts,'zoh'),ws);         
 
%Se cierra el lazo: 
FB1 = feedback(retardo, planta_Vc_FA * FD * SW,+1); 
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FB2 = feedback(FB1, planta_FA * FD *JwL,+1); 
LC= feedback(PI * FB2,planta_FA*FD) * planta; 

































L L L f
RL
R




























o Se resuelven las ecuaciones de las expresiones anteriores obteniendo  1BFL , 













Anexo  VIII:  Script  de  modelización  de 
convertidor con control vectorial dual 
 
%Se define el modelo de AF de las inductancias 
k=0.2309;    
k2=0.0249;      
Lg_LF1 = Lg*k;           
Lg_LF2 = Lg*(1-k);       
Rg_HF =  1.7178 ; 
L_LF1 = L*k2;         
L_LF2 = L*(1-k2); 
R_HF =  0.0176; 
 
%Se define la planta 
Z = (L_BF2*s+R + Rtm) + (L_BF1*s*R_AF)/(L_BF1*s+R_AF); 
 
%FT impedancia filtro RC 
Zc=(Rc*Cc*s+1)/(Cc*s);                                                     
 
%FT impedancia red 
Zg=(Lg_LF2*s+Rg) + (Lg_LF1*s*Rg_HF)/(Lg_LF1*s+Rg_HF);                      
Planta = (Zf+Zg)/(Zf*Zg+Zc*(Zf+Zg)); %iconv/vo                      
PlantaVc = Planta * Zf/(Zf+Zg) * Zg;        %vcond/vo 
 
%Se definen los distintos elementos 





PI = Kp + Kp*Ts/Tn* z/(z-1); 
PIpos = ab2dq(PI,0); 
PIneg = ab2dq(PI,2*ws); 




%Compensación de términos cruzados: 
JwL_dual = ws*Lc*[0 -1 0 0;1 0 0 0; 0 0 0 1; 0 0 -1 0]; 
JwL_dual.InputName={'id_+f','iq_+f','id_-f','iq_-f'} 
JwL_dual.OutputName={'JwL_d_+', 'JwL_q_+', 'JwL_d_-', 'JwL_q_-'}}; 
 





% Suma de secuencias (directa e inversa) 
SumSequence = sumblk('%OUT=%IN1+%IN2',{'vd','vq'},{'vd_+_ctrl', 
'vq_+_ctrl'},{'vd_-_ctrl', 'vq_-_ctrl'}); 
 
%Suma de FF 
SumFF = 
sumblk('%OUT=%IN1+%IN2',{'vd_FF','vq_FF'},{'vd','vq'},{'Vcond_d_ff','Vcond_q_ff




%Retraso de control 




% Filtro analógico de medida 
FA = 1/(tau*s+1);                                             
 
%Filtro digital de medida: 
FD = ab2dq((z^3+2*z^2+z)/(4*z^3),ws); 
FD.InputName = {'id_fa','iq_fa','Vcond_d_fa','Vcond_q_fa'}; 
FD.OutputName ={'id_f','iq_f','Vcond_d_f','Vcond_q_f'}; 
 
% Filtros DSC 
retrasoAB = ab2dq(1/z,ws); 
Tg=2*pi/ws;                  
DSCpos=1/2*([1 0;0 1]+[0 -1;1 0]*retrasoAB^ceil(Tg/4/Ts);     
DSCneg=1/2*([1 0;0 1]+[0 +1;-1 0]*retrasoAB^ceil(Tg/4/Ts);     
DSC=[DSCpos;DSCneg]; 
DSC.InputName = {'id_f','iq_f'}; 
DSC.OutputName ={'id_+f','iq_+f','id_-f','iq_-f'}; 
 
%Filtro software para filtrar la tensión que se utiliza en el feed-forward 
SW = (1-1/kf)*z/(z-1/kf);                                                            




%Se definen el resto de plantas, se discretizan y se pasan a dq 
planta = ab2dq(c2d(Planta,Ts,'zoh'),ws);                  
planta.InputName= retraso.OutputName;  
planta.OutputName={'id','iq'}; 
 
planta_FA = ab2dq(c2d(Planta*FA,Ts,'zoh'),ws);          
planta_FA.InputName = retraso.OutputName;  
planta_FA.OutputName = {'id_fa','iq_fa'}; 
 
planta_Vrc_FA = ab2dq(c2d(PlantaVc*FA,Ts,'zoh'),ws);         
planta_Vrc_FA.InputName = retraso.OutputName; 















%Modelo de alta frecuencia 
k=0.41;         
k2=0.0249;   
Lg_BF1 = Lg*k;           
Lg_BF2 = Lg*(1-k);       
Rg_AF =  0.306034652 ; 
L_BF1 = L*k2;          
L_BF2 = L*(1-k2); 
R_AF =  0.01391; 
  
%Se define la planta 
Z = (L_BF2*s+R) + (L_BF1*s*R_AF)/(L_BF1*s+R_AF); 
 
%FT impedancia filtro RC 
Zc=(Rc*Cc*s+1)/(Cc*s);                                                     
 
%FT impedancia red 
Zg=(Lg_BF2*s+Rg) + (Lg_BF1*s*Rg_AF)/(Lg_BF1*s+Rg_AF);                      
Planta = (Zf+Zg)/(Zf*Zg+Zc*(Zf+Zg)); %iconv/vo                      
PlantaVc = Planta * Zf/(Zf+Zg) * Zg;        %vcond/vo 
 
%Se definen los distintos elementos 






PI = Kp + Kp*Ts/Tn* z/(z-1); 
PIp = ab2dq(PI, 0);         % PI en secuencia positiva 
PIn = ab2dq(PI, 2*ws);      % PI en secuencia negativa 




%Compensación de términos cruzados: 
JwL_dual = ss([0   -ws*Lc 0 0; ws*Lc   0 0 0;0 0   0   ws*Lc; 0 0   -
ws*Lc 0]); 
JwL_dual.InputName={'id_pfcomp','iq_pfcomp','id_nfcomp','iq_nfcomp'} 
JwL_dual.OutputName={'JwL_d_p', 'JwL_q_p', 'JwL_d_n', 'JwL_q_n'}}; 
 





%Compensación del retraso de control 
ang_dig = ws*1.5*Ts; 
adelanto_DH_p = ss(expm([0 -1;1 0]*ang_dig));                                          
%angulo de adelanto para la secuencia directa 
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adelanto_DH_n  = ss(expm(-[0 -1;1 0]*ang_dig));                                        
%angulo de retraso para la secuencia inversa 








% Compensación del retraso de medidas en la tensión utilizada en el 
feed-forward 
ang_comp = ws *(Ts+tau) + ang_dig; 
CompFF = ss(expm([0 -1;1 0]*ang_comp));                                            
CompFF.InputName = {'Vffd','Vffq'}; 
CompFF.OutputName={'Vf2d','Vf2q'}; 
 
%Suma de FF 
SumFF = 
sumblk('%OUT=%IN1+%IN2',{'vdp_FF','vqp_FF'},{'vd','vq'},{'Vf2d','Vf2q'
});   
  
%Retraso de control 




% Filtro analógico de medida 
FA = 1/(tau*s+1);                                           
 
%Filtro digital de medida: 
FD = ab2dq((z^3+2*z^2+z)/(4*z^3),ws); 
FD.InputName = {'id_fa','iq_fa','Vcond_d_fa','Vcond_q_fa'}; 
FD.OutputName ={'id_f','iq_f','Vcond_d_f','Vcond_q_f'}; 
 
% Filtros DSC 
retardoAB = ab2dq(1/z,ws);                                                     
DSCpos= 1/2*([1 0;0 1]+[0 -1;1 0]*retardoAB^ceil(Tg/4/Ts));                             
%Filtra la secuencia positiva 
DSCneg= 1/2*([1 0;0 1]+[0 1;-1 0]*retardoAB^ceil(Tg/4/Ts));                             
%Filtra la secuencia negativa 




','Vq_nf'};    
 
%filtro software para la tensión del condensador  
SW = (1-1/kf)*z/(z-1/kf);                                                            






%Se definen el resto de plantas, se discretizan y se pasan a dq 
planta = ab2dq(c2d(Planta,Ts,'zoh'),ws);                  
planta.InputName= retraso.OutputName;  
planta.OutputName={'id','iq'}; 
 
planta_FA = ab2dq(c2d(Planta*FA,Ts,'zoh'),ws);          
planta_FA.InputName = retraso.OutputName;  
planta_FA.OutputName = {'id_fa','iq_fa'}; 
 
planta_Vrc_FA = ab2dq(c2d(PlantaVc*FA,Ts,'zoh'),ws);         
planta_Vrc_FA.InputName = retraso.OutputName; 
planta_Vrc_FA.OutputName = {'Vcond_d_fa','Vcond_q_fa'}; 
 
% Compensación del retraso de medidas en la corriente 
ang_comp = ws *(Ts+tau); 
adelanto_med_+ = ss(expm([0 -1;1 0]*ang_comp));                                           
%angulo de adelanto para la secuencia directa 
adelanto_med_n  = ss(expm(-[0 -1;1 0]*ang_comp));                                        
%angulo de retraso para la secuencia inversa 
CompMED=[adelanto_med_+ zeros(2) zeros(2) zeros(2); zeros(2) 
adelanto_med_n zeros(2) zeros(2); zeros(2) zeros(2) adelanto_med_+ 
zeros(2); zeros(2) zeros(2) zeros(2) adelanto_med_n]; 
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% Filtro software para filtrar la tensión que se utiliza en la GC 
SW2 = (1-1/kf2)*z/(z-1/kf2);                                                           
%filtra la tension del condensador separada en secuencias 





%-----------------------GENERACIÓN DE CONSIGNAS (GC) 
K = 1;                                  %convenio europeo: K=1.  
D = K * (Vdp_lin^2+Vqp_lin^2-(Vdn_lin-^2+Vqn_lin^2)); 
R = K * (Vdp_lin^2+Vqp_lin^2+(Vdn_lin^2+Vqn_lin^2)); 
  
GC2=ss(1/K .*    [  (P_lin*1/D*(1-2*Vdp_lin^2/D) + Vqp_lin*Q_lin*(-
2*Vdp_lin/R^2))     Q_lin* 1/R*(1-2*Vqp_lin^2/R) + P_lin*Vdp_lin*(-
2*Vqp_lin/D^2)        -Vdp_lin*P_lin*(-2*Vdn_lin/D^2) + Vqp_lin*Q_lin*(-
2*Vdn_lin/R^2)     -Vdp_lin*P_lin*(-2*Vqn_lin/D^2) + Vqp_lin*Q_lin*(-
2*Vqn_lin/R^2); 
                  -Q_lin*1/R*(1-2*Vdp_lin^2/R) + Vqp_lin*P_lin*(-2*Vdp_lin/D^2)        
(P_lin*1/D*(1-2*Vqp_lin^2/D) - Vdp_lin*Q_lin*(-2*Vqp_lin/R^2))       -
Vqp_lin*P_lin*(-2*Vdn_lin/D^2) - Vdp_lin*Q_lin*(-2*Vdn_lin/R^2)     -
Vqp_lin*P_lin*(-2*Vqn_lin/D^2) - Vdp_lin*Q_lin*(-2*Vqn_lin/R^2); 
                  -Vdn_lin*P_lin*(-2*Vdp_lin/D^2) + Vqn_lin*Q_lin*(-
2*Vdp_lin/R^2)     -Vdn_lin*P_lin*(-2*Vqp_lin/D^2) + Vqn_lin*Q_lin*(-
2*Vqp_lin/R^2)     (-P_lin*1/D*(1+2*Vdn_lin^2/D) + Vqn_lin*Q_lin*(-
2*Vdn_lin/R^2))      Q_lin*1/R*(1-2*Vqn_lin^2/R) + Vdn_lin*P_lin*(-
2*Vqn_lin/D^2); 
                  -Vqn_lin*P_lin*(-2*Vdp_lin/D^2) - Vdn_lin*Q_lin*(-
2*Vdp_lin/R^2)     -Vqn_lin*P_lin*(-2*Vqp_lin/D^2) - Vdn_lin*Q_lin*(-
2*Vqp_lin/R^2)    -Q_lin*1/R*(1-2*Vdn_lin^2/R) + Vqn_lin*P_lin*(-2*Vdn_lin/D^2)         
(-P_lin*1/D*(1+2*Vqn_lin^2/D) - Vdn_lin*Q_lin*(-2*Vqn_lin/R^2))]);                                    
GC2.InputName = SW2.OutputName; 
GC2.OutputName={'idp_GC','iqp_GC','idn_GC','iqn_GC'}; 
 













% Bloque de la GC que determina el régimen permanente 
GLC = freqresp(LC_GC,0); %Ganancia en permanente  
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de  orden  4x2,  al  sumarse  con  las  corrientes  de  salida  del  bloque  ܩܥଶ,  que  considera  la 
secuencia positiva y la negativa.  
Las corrientes tras el escalón en ambos modelos son: 
ܫଶ	ெ௢ௗ	௟௜௡௘௔௟ ൌ ܩ௅஼ಸ಴ ൉ ܩܥ′ଵ ൉ ൤ܲ
∗
ܳ∗൨ ൅ ܫ௠௔௚భ	

















































permanente,  ܩ௅஼ಸ಴   la  ganancia  del  lazo  cerrado  sombreado  en  azul  del  modelo  lineal 
(Figura A.12),  






ܩ௅஼ಸ಴ ൉ ܩܥ′ଵ ൉ ൤ܲ
∗






ܳ∗൨ ൌ ܩ௅஼ಸ಴ିଵ ൉ ቆܩܥଵ ൉ ൤
ܲ∗
ܳ∗൨ ൅ ൫ܫ௠௔௚మ	 െ ܫ௠௔௚భ൯ቇ ൌ ቂ
ܽଵܽଶቃ	
Esto da lugar a dos ecuaciones con dos incógnitas por ecuación ሺܩௗ௉,	ܩௗொ, ܩ௤௉ y ܩ௤ொ).  
ܩௗ௉ ൉ ܲ∗ ൅ ܩௗொ ൉ ܳ∗ ൌ ܽଵ	
ܩ௤௉ ൉ ܲ∗ ൅ ܩ௤ொ ൉ ܳ∗ ൌ ܽଶ	
siendo a1 y a2 números reales. 
























Anexo  XII:  Script  de  modelización  de  sistema 
DFIG sin incluir el convertidor GSC 






PIp=ab2dq(Kp + Kp*Ts/Tn* z/(z-1), 0); 
PIn=ab2dq(Kp + Kp*Ts/Tn* z/(z-1), 2*ws); 




%Compensación de términos cruzados: 
comp_p_est = ws*Lfs/a *slip; 
comp_n_est = ws*Lfs/a*(2-slip);                                   
comp_p_rot = ws*Lfr/a^2*slip; 
comp_n_rot = ws*Lfr/a^2*(2-slip); 
JwL_dual=ss([0   -comp_p_est   0 0 0   -comp_p_rot 0 0; comp_p_est 0 0 0 




JwL_dual.OutputName={JwL_d_p',' JwL_q_p',' JwL_d_n',' JwL_q_n'}; 
  





% filtro software para la Vs: esta en d/q y se expresa en esos ejes 
SW = (1-1/kf)*z/(z-1/kf); 
SW = [Kav*slip*ab2dq(SW,0) zeros(2); zeros(2)  Kav*(2-slip)*ab2dq(SW,2*ws)];                  








                    
%Compensación del retraso de control 
comp_dig_p = (ws-wm) *(1.5*Ts);                             
comp_dig_n = (ws+wm) *(1.5*Ts);                            
adelanto_DH_p = ss(expm([0 -1;1 0]*comp_dig_p));                                           
adelanto_DH_n  = ss(expm(-[0 -1;1 0]*comp_dig_n));                                        











%Retraso de control 





% PLANTA: DFIG+RED+FILTRO RC. 
% DFIG: Entradas: Vds, Vqs, Vdr,Vqr. Salidas: ids, iqs, idr,iqr. El modelo se 
define en referencia rotórica (w=wm).  
% Interesa discretizarla en esta referencia, ya que la tension del rotor se 
retiene en esta referencia. Se desprecia el GSC, pero se incluye el filtro RC. 
w=wm;                               %marco en el que se modeliza la máquina 
wr=w-wm; 
Lsigma_2 = Lm^2-Ls*Lr;              %valor usado en las matrices de EE 
A_DFIG = [Lr*Rs/Lsigma_2                     (Lm^2*wr-Lr*Ls*w)/Lsigma_2              
-Lm*Rr/Lsigma_2                     Lm*Lr*(wr-w)/Lsigma_2      ; 
          -(Lm^2*wr-Lr*Ls*w)/Lsigma_2         Lr*Rs/Lsigma_2                         -
Lm*Lr*(wr-w)/Lsigma_2             -Lm*Rr/Lsigma_2             ;  
          -Lm*Rs/Lsigma_2                    -Lm*Ls*(wr-w)/Lsigma_2                   
Ls*Rr/Lsigma_2                    (Lm^2*w-Lr*Ls*wr)/Lsigma_2 ; 
          Lm*Ls*(wr-w)/Lsigma_2              -Lm*Rs/Lsigma_2                         -
(Lm^2*w-Lr*Ls*wr)/Lsigma_2         Ls*Rr/Lsigma_2 ]; 
B_DFIG = [-Lr/Lsigma_2      0         Lm/Lsigma_2     0 
             0         -Lr/Lsigma_2          0     Lm/Lsigma_2 
          Lm/Lsigma_2     0            -Ls/Lsigma_2   0 
              0         Lm/Lsigma_2         0      -Ls/Lsigma_2]; 
C_DFIG= [ 1 0 0 0; 0 1 0 0; 0 0 1/Kav 0; 0 0 0 1/Kav]; 
D_DFIG=zeros(4,4); 
DFIG=ss(A_DFIG,B_DFIG,C_DFIG,D_DFIG);                       %Se refieren las 
corrientes rotoricas al rotor, ya que el modelo da como salida las corrientes 




% Red (Modelo de AF) 
k=0.41;         
k2=0.0249;       
Lg_LF1 = Lg*k;         
Lg_LF2 = Lg*(1-k);       
Rg_HF =  0.306034652; 
Zg=(Lg_LF2*s+Rg) + (Lg_LF1*s*Rg_HF)/(Lg_LF1*s+Rg_HF);                     %FT 
impedancia red 
RED=ab2dq(-1/Zg,w);                                                       %se 





% Filtro RC 








%iDFIG',{'icd_ana','icq_ana'},{'igd_ana','igq_ana'},{'ids_ana','iqs_ana'});   




planta=planta*a;     % se refiere la entrada (tensión rotor) al estator 
  
% Discretización de la planta (y traslación a ejes d/q) 
planta_Z=c2d(planta,Ts,'zoh');                       %planta: se usa para obtener 
la salida del sistema, que son las corrientes en d/q. Se discretiza en ref. 
rotorica 
planta_Z=ab2dq_ext(planta_Z,ws-w);                  %Se traslada la planta 




% Filtro analógico de medida. - Is: Se filtra en w=0   Ir: Se filtra en w=wm   
Vs:Se filtra en w=0 
FA=1/(tau*s+1);                                      %filtro paso bajo analógico 
FA=[ab2dq(FA,w) zeros(2) zeros(2); zeros(2) ab2dq(FA,w-wm) zeros(2); zeros(2) 
zeros(2) ab2dq(FA,w)]; % Se expresa todo en un marco de ref que gira a w, como 
el resto de elementos analógicos 
planta_Z_FA = c2d(FA * planta, Ts,'zoh');            %planta+FH: se discretiza 
el bloque analógico planta+FH. Se usa para obtener las corrientes y tensiones 
filtradas con FH  
planta_Z_FA = ab2dq_ext(planta_Z_FA,ws-w);          %Se traslada la planta 
discretizada a ejes d/q 




%Filtro digital de medida. Is: Se filtra en w=0   Ir: Se filtra en w=wm   Vs:Se 
filtra en w=0 
FD = (1+z^-1)/2;                                                            % 
esta en ref rotorica, se expresa en ejes d/q 
FD=[ab2dq(FD,ws) zeros(2) zeros(2); zeros(2) ab2dq(FD,ws-wm) zeros(2); zeros(2) 
zeros(2) ab2dq(FD,ws)]; 
FD.InputName = {'id_s_fa','iq_s_fa','id_r_fa','iq_r_fa','vd_s_fa','vq_s_fa'};                       
% Tensiones referidas al estator. 
FD.OutputName={'id_s_f','iq_s_f','id_r_f','iq_r_f','vd_s_f','vq_s_f'}; 
  
% Filtro DSC: estan en alfa/beta, pero se expresan en d/q. Se filtra la  % 
corriente de rotor y estátor y la tensión del estátor 
retardoAB = ab2dq(1/z,ws);                                                     
DSCpos= 1/2*([1 0;0 1]+[0 -1;1 0]*retardoAB^ceil(Tg/4/Ts));                             
%Filtra la secuencia positiva 
DSCneg= 1/2*([1 0;0 1]+[0 1;-1 0]*retardoAB^ceil(Tg/4/Ts));                             
%Filtra la secuencia negativa 
DSC=[DSCpos zeros(2) zeros(2); DSCneg zeros(2) zeros(2); zeros(2) DSCpos 




,'vd_ps','vq_ps','vd_ns','vq_ns'};   
  
% Compensación de retraso de las medidas del rotor: 
ang_rp = (ws-wm) *(0.5*Ts+tau);                     
ang_rn = (ws+wm) *(0.5*Ts+tau);                     
adelanto_med_p = ss(expm([0 -1;1 0]*ang_rp)); 
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adelanto_med_n  = ss(expm(-[0 -1;1 0]*ang_rn)); 




% Compensación de retraso de las medidas del estator: 
ang_s = ws *(0.5*Ts+tau);                                                             
adelanto_med_p = ss(expm([0 -1;1 0]*ang_s));                                         % 
angulo de adelanto para la secuencia directa 
adelanto_med_n  = ss(expm(-[0 -1;1 0]*ang_s));                                       % 
angulo de retraso para la secuencia inversa 
Comp_med_s=[adelanto_med_p zeros(2,6); zeros(2) adelanto_med_n zeros(2,4); 
















Anexo  XIII:  Script  de  modelización  de  sistema 
DFIG incluyendo el convertidor GSC 
% MODELIZACIÓN MSC -------------------------------------------------------- 







PIp=ab2dq(Kp + Kp*Ts/Tn* z/(z-1), 0); 
PIn=ab2dq(Kp + Kp*Ts/Tn* z/(z-1), 2*ws); 





%Compensación de términos cruzados: 
comp_p_est = ws*Lfs/a *slip; 
comp_n_est = ws*Lfs/a*(2-slip);                                   
comp_p_rot = ws*Lfr/a^2*slip; 
comp_n_rot = ws*Lfr/a^2*(2-slip); 
JwL_dual_MSC=ss([0   -comp_p_est   0 0 0   -comp_p_rot 0 0; comp_p_est 0 0 0 





JwL_dual_MSC.OutputName={JwL_msc_d_p',' JwL_msc_q_p',' JwL_msc_d_n',' 
JwL_msc_q_n'}; 
  





% filtro software para la Vs: esta en d/q y se expresa en esos ejes 
SW = (1-1/kf)*z/(z-1/kf); 
SW_MSC = [Kav*slip*ab2dq(SW,0) zeros(2); zeros(2)  Kav*(2-slip)*ab2dq(SW,2*ws)];                  









                    
%Compensación del retraso de control 
comp_dig_p = (ws-wm) *(1.5*Ts);                             
comp_dig_n = (ws+wm) *(1.5*Ts);                             
adelanto_DH_p = ss(expm([0 -1;1 0]*comp_dig_p));                                           
adelanto_DH_n  = ss(expm(-[0 -1;1 0]*comp_dig_n));                                        












%Retraso de control 
retraso_MSC=ab2dq(1/z,ws-wm);                         % está en referencia 




% PLANTA: DFIG+RED+FILTRO RC. 
% DFIG: Entradas: Vds, Vqs, Vdr,Vqr. Salidas: ids, iqs, idr,iqr. El modelo se 
define en referencia síncrona (w=ws).  
% Como la tensión del rotor se retiene en referencia rotórica, se utilizará mas 
adelante una compensación 
w=ws;                               %marco en el que se modeliza la máquina 
wr=w-wm; 
Lsigma_2 = Lm^2-Ls*Lr;              %valor usado en las matrices de EE 
A_DFIG = [Lr*Rs/Lsigma_2                     (Lm^2*wr-Lr*Ls*w)/Lsigma_2              
-Lm*Rr/Lsigma_2                     Lm*Lr*(wr-w)/Lsigma_2      ; 
          -(Lm^2*wr-Lr*Ls*w)/Lsigma_2         Lr*Rs/Lsigma_2                         -
Lm*Lr*(wr-w)/Lsigma_2             -Lm*Rr/Lsigma_2             ;  
          -Lm*Rs/Lsigma_2                    -Lm*Ls*(wr-w)/Lsigma_2                   
Ls*Rr/Lsigma_2                    (Lm^2*w-Lr*Ls*wr)/Lsigma_2 ; 
          Lm*Ls*(wr-w)/Lsigma_2              -Lm*Rs/Lsigma_2                         -
(Lm^2*w-Lr*Ls*wr)/Lsigma_2         Ls*Rr/Lsigma_2 ]; 
B_DFIG = [-Lr/Lsigma_2      0         Lm/Lsigma_2     0 
             0         -Lr/Lsigma_2          0     Lm/Lsigma_2 
          Lm/Lsigma_2     0            -Ls/Lsigma_2   0 
              0         Lm/Lsigma_2         0      -Ls/Lsigma_2]; 
C_DFIG= [ 1 0 0 0; 0 1 0 0; 0 0 1/Kav 0; 0 0 0 1/Kav]; 
D_DFIG=zeros(4,4); 
DFIG=ss(A_DFIG,B_DFIG,C_DFIG,D_DFIG);                       %Se refieren las 
corrientes rotoricas al rotor, ya que el modelo da como salida las corrientes 




% Red (Modelo de AF) 
k=0.41;         
k2=0.0249;       
Lg_LF1 = Lg*k;         
Lg_LF2 = Lg*(1-k);       
Rg_HF =  0.306034652; 
Zg=(Lg_LF2*s+Rg) + (Lg_LF1*s*Rg_HF)/(Lg_LF1*s+Rg_HF);                     %FT 
impedancia red 
RED=ab2dq(-1/Zg,w);                                                       %se 





% Filtro RC 






% GSC COMO BLOQUE ANALÓGICO------------------------------------------------ 
% --------------------------LAZO DE CORRIENTES 
% CORRIENTES DE REF a 0 
  
% REGULADOR PI 
orden_Pade = 3; 
PIpos_c = ab2dq(minreal(Kp_GSC + Kp_GSC*Ts/Tn_GSC* 1/(1-pade(exp(-
s*Ts),orden_Pade))), 0);         % PI en secuencia positiva 
PIneg_c = ab2dq(minreal(Kp_GSC + Kp_GSC*Ts/Tn_GSC* 1/(1-pade(exp(-
s*Ts),orden_Pade))), 2*ws);         % PI en secuencia positiva 






%Compensación de términos cruzados: 











%Suma de FF 
SumFF_GSC= 
sumblk('%OUT=%IN1+%IN2',{'vd_p_FF_gsc','vq_p_FF_gsc'},{'vd_p_ctrl_gsc','vq_p_ct
rl_gsc'},{'vsd_ana_ff_comp','vsq_ana_ff_comp'});   
 
%Compensación del retraso de control 
ang_dig_GSC = ws*1.5*Ts; 
adelanto_DH_p = ss(expm([0 -1;1 0]*ang_dig_GSC));                       
%angulo de adelanto para la secuencia directa 
adelanto_DH_n  = ss(expm(-[0 -1;1 0]*ang_dig_GSC));                      
%angulo de retraso para la secuencia inversa 











%Retraso de control 
retraso = minreal(pade(exp(-Ts*s),orden_Pade)); 
ZOH=ab2dq(minreal((1-retraso)/(s*Ts)),ws); 
retraso_GSC=minreal(ab2dq(retraso,ws) * ZOH);                                    %está 






SumV_GSC = sumblk('%vgsc= -%vs_ana + 
%v_delay',{'vd_L','vq_L'},{'vsd_ana','vsq_ana'},{'vd_retraso_gsc','vq_retraso_g
sc'});     
% Planta gsc: iconv/vo y Planta_Vrc: Vcond/vo 
Zc= Lc*s+Rc; 
Planta = 1 / Zc;                                                %FT impedancia 
convertidor 
  
% Discretización de la planta (y transformación a ejes d/q) 
planta_GSC = ab2dq(Planta,ws);               %planta: se usa para obtener la 




% Filtro analógico 
FA = 1/(tau*s+1);                                          %filtro paso bajo 
analógico 




% FD del GSC 
FD_GSC=(1+pade(exp(-s*Ts),orden_Pade))/2;                                                          
% esta en ref rotorica, se expresa en ejes d/q 
FD_GSC=[ab2dq(minreal(FD_GSC),ws) zeros(2); zeros(2) 
ab2dq(minreal(FD_GSC),ws)]; 
FD_GSC.InputName=FA_GSC.OutputName;                                      % 
Tensiones referidas al estator. 
FD_GSC.OutputName={'id_f_gsc','iq_f_gsc','vsd_ana_f','vsq_ana_f'}; 
  
% FILTRO DSC: están en alfa/beta, pero se expresan en d/q. 
retardoAB=ab2dq(minreal(pade(exp(-s*Ts),orden_Pade)),ws); 
DSCpos_c= 1/2*([1 0;0 1]+[0 -1;1 0]*retardoAB^ceil(Tg/4/Ts));                             
%Filtra la secuencia positiva 
DSCpos_c=minreal(DSCpos_c); 
DSCneg_c= 1/2*([1 0;0 1]+[0 1;-1 0]*retardoAB^ceil(Tg/4/Ts));                             
%Filtra la secuencia negativa 
DSCneg_c=minreal(DSCneg_c); 
DSC_GSC=[DSCpos_c ; DSCneg_c]; 
DSC_GSC.InputName={'id_f_gsc','iq_f_gsc'}; 
DSC_GSC.OutputName={'id_p_gsc','iq_p_gsc','id_n_gsc','iq_n_gsc'};     
 
 
% filtro software para la Vs: esta en d/q y se expresa en esos ejes 
SW = (1-1/kf)*1/(1-pade(exp(-s*Ts),2)/kf); 




% Compensación del retraso en las medidas 
ang_comp_GSC = ws *(0.5*Ts+tau); 
adelanto_med_p = ss(expm([0 -1;1 0]*ang_comp_GSC));                    
%angulo de adelanto para la secuencia directa 
adelanto_med_n  = ss(expm(-[0 -1;1 0]*ang_comp_GSC));                    
%angulo de retraso para la secuencia inversa 
Comp_med_GSC=[adelanto_med_p zeros(2) zeros(2); zeros(2) adelanto_med_n 














LC_GSC.Name=['idpref,iqpref / id,iq']; 
% -------------------------------------------------------------------------- 
  
% PLANTA COMPLETA: Salidas: is, ir, vs 
SumI_MSC = sumblk('%icond = %ired+%igsc-
%iDFIG',{'icd_ana','icq_ana'},{'id_gsc','iq_gsc'},{'igd_ana','igq_ana'},{'ids_a




planta=planta*a;                                   % se refiere la entrada 
(tensión rotor) al estator 
  
% DISCRETIZACION DE ELEMENTOS ANALOGICOS (y transformación a ejes d/q) 
w_compensacion=(w-wm); 
planta_MSC=c2d(planta,Ts,'zoh') *expm(-[0 -1;1 0]* w_compensacion*Ts/2) * 
w_compensacion*Ts/2/sin(w_compensacion*Ts/2);      %Compensacion porque se 





% Filtro analógico de medida - Is: Se filtra en w=0   Ir: Se filtra en w=wm   
Vs:Se filtra en w=0 
FA=1/(tau*s+1);                                      %filtro paso bajo analógico 
FA=[ab2dq(FA,w) zeros(2) zeros(2); zeros(2) ab2dq(FA,w-wm) zeros(2); zeros(2) 
zeros(2) ab2dq(FA,w)]; % Se expresa todo en un marco de ref que gira a w, como 
el resto de elementos analógicos 
planta_MSC_FA=c2d(FA * planta(1:6,1:2), Ts,'zoh') *expm(-[0 -1;1 
0]*w_compensacion*Ts/2) *w_compensacion*Ts/2/sin(w_compensacion*Ts/2); 
%Compensación porque discretizo en otros ejes 





% Filtro digital FD. Is: Se filtra en w=0   Ir: Se filtra en w=wm   Vs:Se filtra 
en w=0 
FD = (1+z^-1)/2;                                                            % 
esta en ref rotorica, se expresa en ejes d/q 
FD=[ab2dq(FD,ws) zeros(2) zeros(2); zeros(2) ab2dq(FD,ws-wm) zeros(2); zeros(2) 
zeros(2) ab2dq(FD,ws)]; 




% Filtro DSC: estan en alfa/beta, pero se expresan en d/q. Se filtra la  % 
corriente de rotor y estátor y la tensión del estátor 
Anexos	 	 223	
 
retardoAB = ab2dq(1/z,ws);                                                     
DSCpos= 1/2*([1 0;0 1]+[0 -1;1 0]*retardoAB^ceil(Tg/4/Ts));                             
%Filtra la secuencia positiva 
DSCneg= 1/2*([1 0;0 1]+[0 1;-1 0]*retardoAB^ceil(Tg/4/Ts));                             
%Filtra la secuencia negativa 
DSC_MSC=[DSCpos zeros(2) zeros(2); DSCneg zeros(2) zeros(2); zeros(2) DSCpos 





_msc'};  %Se obvia el bloque de transformacion a dq 
  
% Compensación de retraso de las medidas del rotor: 
ang_rp = (ws-wm) *(0.5*Ts+tau);                     
ang_rn = (ws+wm) *(0.5*Ts+tau);                     
adelanto_med_p = ss(expm([0 -1;1 0]*ang_rp)); 
adelanto_med_n  = ss(expm(-[0 -1;1 0]*ang_rn)); 





% Compensación de retraso de las medidas del estator: 
ang_s = ws *(0.5*Ts+tau);                                                             
adelanto_med_p = ss(expm([0 -1;1 0]*ang_s));                                         % 
angulo de adelanto para la secuencia directa 
adelanto_med_n  = ss(expm(-[0 -1;1 0]*ang_s));                                       % 
angulo de retraso para la secuencia inversa 
Comp_med_s=[adelanto_med_p zeros(2,6); zeros(2) adelanto_med_n zeros(2,4); 
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