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Abstract
Existence results of Part I of the paper are generalized to two types of autoconvolution equations of the third kind having free
terms with nonzero values at x = 0 like the well-known Bernstein–Doetsch equation for the Jacobian theta zero functions. Also
uniqueness results for the linear convolution equations in Part I of the paper are extended to more general function spaces. Further,
a special class of integro-differential equations with autoconvolution integral and two classes of the linear singular Abel–Volterra
equations are dealt with.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In continuation of our paper [17] (which we cite as Part I of this paper in the following) we deal with two types
of autoconvolution equations of the third kind whose free terms possess nonzero values at x = 0. The first type of
equations has a coefficient k(x) of the unknown function with asymptotics k(x) ∼ Ax as x → 0. It comprises the
well-known equation of Bernstein–Doetsch [4,9] as an important special case. The second type of equations has a
coefficient k(x) with k(x) ∼ Ax1/2 as x → 0. We derive existence theorems for a one-parametric family of solutions
and an additional solitary solution for both types of equations.
Further, we complete our recent investigation on integro-differential equations of autoconvolution type [10] by
proving an existence theorem for a one-parametric family of solutions to the special class of integro-differential
equations with solutions given by Volterra type functions. Also we extend the uniqueness theorems in Part I of the
paper to more general function spaces. Finally, we study the basic linear singular Abel–Volterra integral equations of
the third kind which are needed for our investigations.
The plan for the paper is as follows. In Sections 2 and 3 we derive the existence theorems for the equations of
first and second type, respectively. Section 4 contains the treatment of the integro-differential equation. In Section 5
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representations of the solutions to the linear auxiliary equations of singular Abel–Volterra type which are basic for our
approach to the nonlinear equations.
2. Autoconvolution equation of the first type
We deal with the equation
k(x)y(x) =
x∫
0
y(ξ)y(x − ξ) dξ + λ
x∫
0
y(ξ) dξ + p(x), 0 < x < 1, (2.1)
where k ∈ C[0,1] with k(x) > 0 in (0,1] and
k(x) = Ax +B(x) (A > 0), B(x) = o(x) as x → 0, (2.2)
λ ∈R, p ∈ C[0,1] with
p(x) = −γ 2 +ω√x + r(x) (γ > 0), r(x) = o(x1/2) as x → 0. (2.3)
Eq. (2.1) in the case γ = 0 (with ω = 0 and r(x) = O(x) as x → 0) has been considered in [9].
We make the first ansatz in Eq. (2.1)
y(x) = γ√
πx
+ c + z(x), z ∈ C[0,1] with z(0) = 0 (2.4)
where c ∈R is given by
c = 1
4
(A− 2λ)−
√
πω
4γ
. (2.5)
Then z obeys the equation
k(x)z(x) =
x∫
0
z(ξ)z(x − ξ) dξ +μ0
x∫
0
z(ξ)√
x − ξ dξ + λ0
x∫
0
z(ξ) dξ + q(x) (2.6)
with μ0 = 2γ√π (> 0), λ0 = λ+ 2c = A2 −
√
πω
2γ and
q(x) = ρ(x)−
(
γ√
πx
+ c
)
B(x), ρ(x) = r(x)+ c(λ+ c −A)x. (2.7)
Splitting up, we write Eq. (2.6) as follows
xz(x) = μ1
x∫
0
z(ξ)√
x − ξ dξ + λ1
x∫
0
z(ξ) dξ + g(x) (2.8)
where μ1 = μ0A = 2γA√π (> 0), λ1 = λ0A = 12 −
√
πω
2Aγ and
g(x) ≡ g[z](x) = g0(x)+G0[z](x)+L0[z, z](x) (2.9)
with g0(x) = xk(x)q(x),
G0[z](x) = −μ1B(x)
k(x)
x∫
0
x(ξ)√
x − ξ dξ −
λ1B(x)
k(x)
x∫
0
z(ξ) dξ, (2.10)
L0[z1, z2](x) = x
k(x)
x∫
z1(ξ)z2(x − ξ) dξ. (2.11)0
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where Λ1 = |λ1|N and N is defined in (A.22) with ν = ν1 = √πμ1, Eq. (2.8) is equivalent to
z(x) = Kf0(x)+ g(x)
x
+
x∫
0
M(x, ξ)g(ξ) dξ
where the kernel M(x, ξ) is given by (A.20) with λ = λ1, or
z(x) = f (x)+G[z](x)+L[z, z](x) (2.13)
where
f0(x) = xλ1−1 exp
[
− ν
2
1
2x
]
D1−2λ1
(√
2ν1√
x
)
,
f (x) = Kf0(x)+ 1
x
g0(x)+
x∫
0
M(x, ξ)g0(ξ) dξ,
G[z](x) = 1
x
G0[z](x)+
x∫
0
M(x, ξ)G0[z](ξ) dξ,
L[z1, z2](x) = 1
x
L0[z1, z2](x)+
x∫
0
M(x, ξ)L0[z1, z2](ξ) dξ.
The kernel M(x, ξ) fulfills the estimation (A.26) with Λ = Λ1. We make the assumptions∣∣B(x)∣∣ C1xδ+ 12 e− ν21x , ∣∣ρ(x)∣∣C2xδe− ν21x (2.14)
with δ >Λ1 + 12 as in (2.12) and look for solutions z of Eq. (2.13) of the form
z(x) = xβe−
ν21
x w(x), w ∈ C[0,1], (2.15)
with β = 2λ1 − 32 . From (2.14) the estimations∣∣q(x)∣∣ Ĉxδe− ν21x and ∣∣g0(x)∣∣ C0xδe− ν21x (2.16)
follow. Observing the second inequality in (2.16), for functions z of the form (2.15) we obtain the estimate (2.12) for
the function g defined in (2.9).
The function w ∈ C[0,1] in (2.15) satisfies the operator equation
w(x) = ϕ(x)+ Ĝ[w](x)+ L̂[w,w](x), (2.17)
where
ϕ(x) = Kϕ0(x)+ x−β−1e
ν21
x g0(x)+ x−βe
ν21
x
x∫
0
M(x, ξ)g0(ξ) dξ (2.18)
with
ϕ0(x) = x−βe
ν21
x f0(x) ∼ (
√
2ν1)1−2λ1 as x → 0 (2.19)
by (A.2), (A.3), and
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ν21
x
(
1
x
G0[z](x)+
x∫
0
M(x, ξ)G0[z](ξ) dξ
)
, (2.20)
L̂[w1,w2](x) = x−βe
ν21
x
(
1
x
L0[z1, z2](x)+
x∫
0
M(x, ξ)L0[z1, z2](ξ) dξ
)
(2.21)
where z1, z2 like z are connected with w1,w2 and w by (2.15).
From (2.19), (2.16) with δ > Λ1 + 12 and the estimation (A.26) for M(x, ξ) one easily gets that ϕ ∈ C[0,1]
with ϕ(0) = Kϕ0(0) = K(
√
2ν1)1−2λ1 . Further, in view of (2.10) with (2.14), (2.11) and (A.26) the expressions
(2.20), (2.21) are lying in C[0,1] for any w ∈ C[0,1] and w1,w2 ∈ C[0,1], respectively, satisfying Ĝ[w](0) =
L̂[w1,w2](0) = 0.
To prove the existence of a unique solution w = wK ∈ C[0,1] to Eq. (2.17) we use the method of exponentially
weighted norms ‖w‖σ = max0x1 |e−σxw(x)|, σ > 0, in C[0,1] equivalent to ‖w‖ = ‖w‖0. By Theorem in [8] for
this is sufficient to show the following inequalities for σ > 0:∥∥Ĝ[w]∥∥
σ
 u(σ )‖w‖σ (2.22)
with a continuous function u satisfying u(σ ) → 0 as σ → ∞ for any w ∈ C[0,1], and∥∥L̂[w1,w2]∥∥σ  {v0‖w1‖σ‖w2‖σ ,min(v1(σ )‖w1‖‖w2‖σ , v2(σ )‖w1‖σ‖w2‖) (2.23)
with a constant v0 and continuous functions vk , k = 1,2, satisfying vk(σ ) → 0 as σ → ∞ for any pair
w1,w2 ∈ C[0,1].
Observing assumptions (2.2) and (2.14) we estimate in (2.10) (with generic positive constants αk)
∣∣e−σxG0[z](x)∣∣ α1xδ− 12 e− ν21x x∫
0
ξβ√
x − ξ e
− ν
2
1
ξ e−σ(x−ξ) dξ · ‖w‖σ  α2xβ+1e−
ν21
x
‖w‖σ
σ 1/2
where we used that
e
− ν
2
1
ξ  α0ξp with arbitrary p > 0 in [0,1],
and
x∫
0
e−ση√
η
dη
√
π
σ 1/2
.
Hence, from (2.20) we have∣∣e−σxĜ[w](x)∣∣
 α2
‖w‖σ
σ 1/2
+ α1x−βe
ν21
x
x∫
0
∣∣M(x, ξ)∣∣e−σ(x−ξ)ξ δ− 12 e− ν21ξ ξ∫
0
ηβ√
ξ − ηe
− ν
2
1
η e−σ(ξ−η) dη dξ · ‖w‖σ
 α2
‖w‖σ
σ 1/2
+ α3Np(x)‖w‖σ
σ 1/2
,
Np(x) = x−βe
ν21
x
x∫
0
∣∣M(x, ξ)∣∣ξpe− ν21ξ dξ
with sufficiently large p. Using the estimation (A.26) for M(x, ξ) and the obvious relation e−
ν21
ξ  e−
ν21
x for the first
part in (A.26), we finally get (2.22) with u(σ ) = α41/2 .σ
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∣∣e−σxL0[z1, z2](x)∣∣ α5 x∫
0
ξβ(x − ξ)βe−
ν21
ξ
− ν
2
1
x−ξ dξ‖w1‖σ‖w2‖σ
 α5e−
ν21
x
x∫
0
ξβ(x − ξ)βe−
ν21
2ξ −
ν21
2(x−ξ) dξ‖w1‖σ‖w2‖σ
 α6xβ+1e−
ν21
x ‖w1‖σ‖w2‖σ
and analogously
∣∣e−σxL0[z1, z2](x)∣∣ α5 x∫
0
ξβ(x − ξ)βe−σξ e−
ν21
ξ
− ν
2
1
x−ξ dξ‖w1‖σ‖w2‖σ
 α7xβ+1e−
ν21
x
1
σ
‖w1‖σ‖w2‖σ
where we used that
∫ x
0 e
−σξ dξ  1
σ
. From (2.21) we then obtain∣∣e−σxL̂[w1,w2](x)∣∣
 ‖w1‖σ‖w2‖σ
[
α6 + α5x−βe
ν21
x
x∫
0
∣∣M(x, ξ)∣∣ ξ∫
0
ηβ(ξ − η)βe−
ν21
ξ
− ν
2
1
x−ξ dη dξ
]
 ‖w1‖σ‖w2‖σ
[
α6 + α8Np(x)
]
 α9‖w1‖σ‖w2‖σ
and ∣∣e−σxL̂[w1,w2](x)∣∣
 ‖w1‖‖w2‖σ
[
α7
σ
+ α5x−βe
ν21
x
x∫
0
∣∣M(x, ξ)∣∣ ξ∫
0
ηβ(ξ − η)βe−σηe−
ν21
ξ
− ν
2
1
x−ξ dη dξ
]
 ‖w1‖‖w2‖σ
[
α7
σ
+ α10Np(x) 1
σ
]
 α11
σ
‖w1‖‖w2‖σ .
This yields the inequalities (2.23) with v0 = α9 and v1(σ ) = v2(σ ) = α11σ .
In view of Theorem in [8] we get the existence and uniqueness of a solution w = wK ∈ C[0,1] with wK(0) = K0,
K0 = K(
√
2ν1)1−2λ1 to Eq. (2.17). That means, there exists a family of solutions yK , K ∈R, to Eq. (2.1) of the form
(2.4), (2.15).
Further, we are looking for an additional solution to Eq. (2.1) making the second ansatz
y(x) = − γ√
πx
+ c + z(x) (2.24)
with
c = 1
4
(A− 2λ)+
√
πω
4γ
yielding Eq. (2.6) for z with coefficients μ0 = − 2γ√π (< 0), λ0 = A2 +
√
πω
2γ and the free term
q(x) = ρ(x)+
(
γ√ − c
)
B(x), ρ(x) = r(x)+ c(λ+ c −A)x.πx
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z(x) = xβe−
ν21
x w(x) (2.25)
where β = 2λ1 − 32 , λ1 = λ0/A, ν1 =
√
πμ1, μ1 = μ0/A then leads to a corresponding Eq. (2.17) but with K = 0.
The same reasoning as for (2.6) by the first ansatz then proves the existence of a solution y to Eq. (2.1) of the form
(2.24), (2.25) where w(0) = 0 under the corresponding assumptions (2.14).
Summing up, we obtained the following existence theorem.
Theorem 2.1. Let the assumptions (2.2), (2.3) with (2.14) be fulfilled. Then Eq. (2.1) has a one-parametric family
of solutions yK , K ∈ R, of the form (2.4), (2.15) with wK(0) = K(
√
2ν1)1−2λ1 . Under the corresponding assump-
tions (2.14), where ν1 is replaced by ν1 and Λ1 by Λ1 = |λ1|N , N defined by (A.22) for ν1, Eq. (2.1) has an additional
single solution y of the form (2.24), (2.25) with w(0) = 0.
Remark 2.1. The value Λ1 in the condition δ > Λ1 + 12 in (2.14) is not optimal for λ 
= 0. We conjecture Λ1 = 2λ1
as the best value.
Now we consider Eq. (2.1) under more general assumptions on the free term p(x). We assume that the func-
tion q(x) in (2.7) has a decomposition of the form
q(x) = q1(x)+ q2(x) (2.26)
where q1(x) = o(x1/2) and q2(x) satisfies the estimation (2.16). Let us put analogously in Eq. (2.6)
z(x) = z1(x)+ z2(x) (2.27)
where z1 ∈ C[0,1] with z1(0) = 0 fulfills the equation
Axz1(x) =
x∫
0
z1(ξ)z1(x − ξ) dξ +μ0
x∫
0
z1(ξ)√
x − ξ dξ + q1(x). (2.28)
Then z2 satisfies the equation
k(x)z2(x) =
x∫
0
z2(ξ)z2(x − ξ) dξ +μ0
x∫
0
z2(ξ)√
x − ξ dξ +
x∫
0
(ξ)z2(ξ) dξ + q̂2(x) (2.29)
where (x) = λ0 + 2z1(x) ∈ C[0,1] and q̂2(x) = q2(x) − B(x)z1(x). The function q̂2 fulfills the inequality (2.16).
Therefore, based on Corollary A.2, Eq. (2.1) has also a one-parametric family of solutions yK , K ∈ R, of the
form (2.4), (2.15). The same procedure yields an additional single solution y. This proves the following corollary
to Theorem 2.1.
Corollary 2.1. Let assumptions (2.2), (2.3) with (2.14) for B and (2.26) with (2.16) for q2 be fulfilled. Further, let
there exist a solution z1 ∈ C[0,1] with z1(0) = 0 for Eq. (2.28) with μ0 > 0. Then Eq. (2.1) has a family of solutions
yK of the form (2.4) with z = z1 + z2,K , K ∈R, where {z2,K } is a family of solutions of the form (2.15) to Eq. (2.29).
Under corresponding assumptions the second ansatz (2.24) yields an additional solution y of the form (2.4) with
z = z1 + z2 where z1 is a solution of Eq. (2.28) with μ0 < 0 and z2 a solution of (2.29) for μ0,  = λ0 + 2z1, and
corresponding free term.
Furthermore, we discuss the methods of finding one solution of Eq. (2.28) in the case that
q1(x) =
∞∑
n=2
anx
n
2 , 0 x  1. (2.30)
At first, the ansatz of z1 as a related series
z1(x) =
∞∑
cnx
n
2 , 0 x  1, (2.31)n=1
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we obtain exactly one solution of this kind for Eq. (2.28).
Secondly, if the series (2.30) holds in R+, application of the Laplace transform to Eq. (2.28) yields the Riccati
equation for the Laplace transform Z1(p) of z1
Z′1(p)+
1
A
Z21(p)+
(
ν1
p1/2
+ λ1
p
)
Z1(p)+Q(p) = 0 (2.32)
with
Q(p) = 1
A
∞∑
n=2
bnp
−1− n2 , bn = an
(
n
2
+ 1
)
. (2.33)
Putting s = p1/2 and Φ(s) = Z1(p), Eq. (2.32) takes the form of a Riccati equation with holomorphic coefficients
Φ ′(s)+ 2
A
Φ2(s)+
(
2ν1 + 2λ1
s
)
Φ(s) = F(s) (2.34)
where
F(s) = 2sQ(s2)= 2
A
∞∑
k=3
bk−1s−k. (2.35)
As a Riccati equation, Eq. (2.34) has only fixed algebraic branching solutions (cf. [1, §5, 2]), so the solutions of (2.34)
can have only a finite number of poles in Re s > 0 (precisely, one simple pole at − 1+2λ12ν1 ). Therefore, the solutions
are regular analytic functions of s in some half-plane Re s > s0 > 0. Further, at infinity the solutions behave like a
power of s−m, m 3, where bm−1 is the first non-vanishing coefficient of (2.35). For construction of a corresponding
solution Φ(s) of (2.34), we transform Eq. (2.34) in usual way to a linear second-order equation
W ′′(s)+
[
2ν1 − 1 − 2λ1
s
]
W ′(s)− 2
A
sF(s)W(s) = 0
for the function
Φ(s) = A
2s
W ′(s)
W(s)
and apply the theory of Thomé’s normal series (cf. [1, §6, 13], [7, Chapter 10]). From the known asymptotic behavior
p−m2 of the solution Z1(p) at infinity, then one obtains a continuous solution z1(x) of Eq. (2.28) (cf. [3, §21, Theo-
rem 21.3]). We also mention that the method of Laplace transformation to Eq. (2.28) is not restricted to free terms q1
of the series form (2.30).
Finally, we deal with the special class of Eqs. (2.1) where
k(x) = Ax, λ ∈R, p(x) = −1 +ω√x (A > 0, ω ∈R) (2.36)
as an example, which for A = 2, λ = 1, ω = 0 is the Bernstein–Doetsch equation. In case (2.36) we have q(x) =
c(λ+ c −A)x with c given by (2.5).
For the Bernstein–Doetsch equation it is c = 0 implying q(x) = 0. We get a family of solutions yK(x) = 1√πx +
x1/2 exp(− 1
x
)wK(x), wK ∈ C[0,1] with wK(0) = K ∈R and the additional solution y(x) = − 1√πx . The functions yK
have the Laplace transforms
YK(p) = 1√
p
+ 1√
p
K
√
π
exp[2√p] − K2
√
π
,
for K = 0 we have y(x) = 1√
πx
and for K = ± 2√
π
one gets the Jacobian theta zero functions ϑ3(x), ϑ2(x), respec-
tively (cf. [4, Chapter 2.5, §5], [15, Section 7.13]).
In the general case (2.36) the Laplace transformation can be applied, too. In the four cases A = 1 with c = 0,
c = 1 − λ, c = 1 − λ, c = − 1 the integration of the Riccati equation for the Laplace transform Y(p) of the solution y2 2
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cases only.
Therefore, we only consider the equation for A = 1, λ = 0, ω = 1√
π
with c = 0, c = 12 and q(x) = 0, q(x) = − x4
yielding the solutions yK(x) = 1√πx + x−3/2 exp(− 4x )wK(x), wK ∈ C[0,1] with wK(0) = K ∈R, which possess the
Laplace transforms
YK(p) = 1√
p
+
π
2 K
exp[4√p] − π16K(1 + 4
√
p)
.
For K = 0 we have the solution y(x) = 1√
πx
again and for K → ∞ the Laplace transform
Y(p) = 1√
p
− 2√
p + 14
of the solution
y(x) = − 1√
πx
+ 1
2
+ z(x), z(x) = 1
2
e
x
16 erfc
(√
x
4
)
− 1
2
(2.37)
with the complementary error function erfc (cf. [6, 5.3, (4)]). The function z in (2.37) is the solution z1 of Eq. (2.28)
for the second ansatz whereas the solution z2 of corresponding Eq. (2.29) is zero.
3. Autoconvolution equation of the second type
In the context of equations with continuous free terms having a nonzero value at x = 0 we further deal with the
equation
k(x)y(x) =
x∫
0
y(ξ)y(x − ξ) dξ + p(x), 0 < x < 1, (3.1)
where k ∈ C[0,1] with k(x) > 0 in (0,1] and
k(x) = Ax1/2 +B(x) (A > 0), B(x) = o(x1/2) as x → 0, (3.2)
p ∈ C[0,1] with
p(x) = −γ 2 + q(x) (γ > 0), q(x) = o(1) as x → 0. (3.3)
The case γ = 0 has been considered in Part I of the paper.
We have the following existence theorem.
Theorem 3.1. Let k ∈ C[0,1] with k(x) > 0 in (0,1] have the form (3.2) and p ∈ C[0,1] the form (3.3) with γ > 0.
Then Eq. (3.1) has the following solutions:
Under Assumptions A1:
q(x) = o(x) as x → 0 with q(x)
x2
∈ L1(0,1), (3.4)
B(x) = o(x3/2) as x → 0 with B(x)
x5/2
∈ L1(0,1) (3.5)
a family of solutions yK , K ∈R, of the form
y(x) = E1x−1/2 + x1/2z(x) (3.6)
where E1 = 1 (A +
√
A2
2 + 4 γ 2) > 0, with z = zK ∈ C[0,1], zK(0) = K .2 π π π
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q(x) = dxδ+ 12 + e(x) (d ∈R), e(x) = o(xδ+ 12 ) as x → 0, (3.7)
B(x) = bxδ+1 + c(x) (b ∈R), c(x) = o(xδ+1) as x → 0 (3.8)
where δ > − 12 a solution y of the form
y(x) = E2x−1/2 + xδζ(x) (3.9)
where E2 = 12 (Aπ −
√
A2
π2
+ 4
π
γ 2) < 0 with ζ ∈ C[0,1], ζ(0) = d−E2b
A−2E2B(δ+1, 12 )
.
Proof. We only prove the second assertion of the theorem, the first one can be shown like in the proof of Theorem 3
in Part I of the paper. Inserting the ansatz (3.9) into Eq. (3.1) we obtain the equation for ζ
ζ(x) = f0(x)+G0[ζ ](x)+L0[ζ, ζ ](x) (3.10)
where
f0(x) = h(x)
xδk(x)
, h(x) = q(x)−E2x−1/2B(x),
G0[ζ ](x) = 2E2 1
xδk(x)
x∫
0
ξδζ(ξ)√
x − ξ dξ,
L0[ζ1, ζ2](x) = 1
xδk(x)
x∫
0
ξδ(x − ξ)δζ1(ξ)ζ2(x − ξ) dξ. (3.11)
In view of (3.2) with (3.8), (3.3) with (3.4) we have in (3.10) that f0 ∈ C[0,1] with f0(0) = dA − E2bA . We split up
G0[ζ ](x) = − λ
xδ+ 12
x∫
0
ξδζ(ξ)√
x − ξ dξ +G1[ζ ](x)
where λ = −2E2/A > 0 and
G1[ζ ](x) = λB(x)
xδ+ 12 k(x)
x∫
0
ξδζ(ξ)√
x − ξ dξ (3.12)
and write Eq. (3.10) for ζ in the form
ζ(x)+ λ
xδ+ 12
x∫
0
ξδζ(ξ)√
x − ξ dξ = g(x) (3.13)
where
g(x) ≡ g[ζ ](x) = f0(x)+G1[ζ ](x)+L0[ζ, ζ ](x).
Due to (3.8) it holds G1[ζ ] ∈ C[0,1] with G1[ζ ](0) = 0 for any ζ ∈ C[0,1]. Also by (3.2) we obtain L0[ζ1, ζ2] ∈
C[0,1] with L0[ζ, ζ ](0) = 0 for any ζ, ζ1, ζ2 ∈ C[0,1]. Hence we have g ∈ C[0,1] with g(0) = f0(0) = dA − E2bA .
Finally, solving Eq. (3.13) for fixed g, we get the equation for ζ ∈ C[0,1]
ζ(x) = f (x)+G[ζ ](x)+L[ζ, ζ ](x) (3.14)
where
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x
x∫
0
r˜
(
ξ
x
)
f0(ξ) dξ ∈ C[0,1],
G[ζ ](x) = G1[ζ ](x)− λ
x
x∫
0
r˜
(
ξ
x
)
G1[ζ ](ξ) dξ ∈ C[0,1], ζ ∈ C[0,1],
L[ζ1, ζ2](x) = L0[ζ1, ζ2](x)− λ
x
x∫
0
r˜
(
ξ
x
)
L0[ζ1, ζ2](ξ) dξ ∈ C[0,1], ζ1, ζ2 ∈ C[0,1].
The function r˜(u), 0 u 1, is the resolvent function of Eq. (3.13). It is given by r˜(u) = uδr(u) where r denotes the
resolvent function of (3.13) for δ = 0 (cf. Appendix 2, Corollary A.4). Hence, it satisfies the estimation∣∣˜r(u)∣∣C[uδ + (1 − u)−1/2], δ > −1
2
. (3.15)
We estimate by (3.8) in (3.12) for σ > 0
∣∣e−σxG1[ζ ](x)∣∣ b0 x∫
0
e−σ(x−ξ)ξ δ(x − ξ)− 12 dξ · ‖ζ‖σ
with a positive constant b0 which yields (with generic positive constants Ck)∥∥G1[ζ ]∥∥σ  C1 1σ ‖ζ‖σ ,  =
{
1
2 if δ  0,
δ + 12 if δ < 0
where for δ  0 we used the inequality (A.3) of Part I of the paper and for δ < 0 the last inequality in Appendix 1 of
Part I. This immediately implies the related estimation∥∥G[ζ ]∥∥
σ
 C2
1
σ
‖ζ‖σ ,  > 0. (3.16)
Further, it holds by (3.2) in (3.11)
∣∣e−σxL0[ζ1, ζ2](x)∣∣ C0x−δ− 12 x∫
0
ξδ(x − ξ)δ dξ · ‖ζ1‖σ‖ζ2‖σ
which gives ‖L0[ζ1, ζ2]‖σ  C2‖ζ1‖σ‖ζ2‖σ implying∥∥L[ζ1, ζ2]∥∥σ  C3‖ζ1‖σ‖ζ2‖σ . (3.17)
Finally,
∣∣e−σxL0[ζ1, ζ2](x)∣∣ C4x−δ− 12 x∫
0
e−σξ ξ δ(x − ξ)δ dξ · ‖ζ1‖‖ζ2‖σ
 C4
x∫
0
e−σξ ξ−
1
2 (x − ξ)δ dξ · ‖ζ1‖‖ζ2‖σ
 C5
1
σ
‖ζ1‖‖ζ2‖σ
with  > 0 as above. This gives in the same way∥∥L[ζ1, ζ2]∥∥σ  C6 1σ min(‖ζ1‖‖ζ2‖σ ,‖ζ1‖σ‖ζ2‖). (3.18)
From (3.16)–(3.18) by means of Theorem in [8] (see the previous section) the assertion of Theorem 3.1 follows, where
the value of ζ(0) results from Eq. (3.13) with g(0) = f0(0) = d−E2bA . 
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k(x) = Axα +B(x) (A > 0), B(x) = o(xα) as x → 0,
(x) = −γ 2x2α−1 + q(x) (γ > 0), q(x) = o(x2α−1) as x → 0
with α > 12 and solutions are of the form y(x) ∼ Exα−1. But for p(x) ∼ −γ 2 (γ > 0) as x → 0 where
y(x) ∼ E0x−1/2, E0 = ± γ√π for α > 12 , Eq. (3.1) is so far investigated for the particular cases α = 1 (and α = 12 )
in this paper only.
4. An integro-differential equation
We further extend our recent investigations on integro-differential equations with autoconvolution integral [10] and
study (slightly generalized) Eq. (4.31) in [10] again. The equation writes
y′(x)+
(
1
x
+B(x)
)
y(x) = 1
x
x∫
0
a0(x, ξ)y(x − ξ)y(ξ) dξ
+ 1
x
x∫
0
b0(x, ξ)y(ξ) dξ + g(x), x ∈ (0, T ), (4.1)
where we choose T ∈ (0,1). Assuming that xy(x) → 0 as x → 0, from (4.1) by integration we obtain the equivalent
integral equation
y(x) = 1
x
x∫
0
g0(ξ) dξ − 1
x
x∫
0
B0(ξ)y(ξ) dξ + 1
x
x∫
0
ξ∫
0
a0(ξ, η)y(ξ − η)y(η)dη dξ
+ 1
x
x∫
0
ξ∫
0
b0(ξ, η)y(η) dη dξ (4.2)
where g0(x) = xg(x), B0(x) = xB(x). To this equation we are looking for solutions of the form
y(x) = τ(x)+w(x) where τ(x) = 1
K
ν′
(
x
K
)
, K > 0,
w(x) = x−γ z(x), 0 γ < 1 and z ∈ C[0, T ] (4.3)
and ν is Volterra’s function (see [5, Vol. III, Section 18.3])
ν(x) =
∞∫
0
xt
(t + 1) dt, x > 0.
The function ν and its derivative possess the asymptotic expansions
ν(x) ∼ − 1
lnx
+ C
ln2 x
as x → 0
where C = −′(1) is the Euler constant, and
ν′(x) ∼ 1
x ln2 x
− 2C
x ln3 x
as x → 0
so that for the positive function τ we have
τ(x) ∼ 1
x ln2 x
,
x∫
τ(ξ) dξ = ν
(
x
K
)
∼ 1|ln x
K
| as x → 0. (4.4)0
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For some γ ∈ [0,1),
A3. xγ g(x) ∈ L1(0, T ),
A4. xγ B(x) ∈ L∞(0, T ),
A5. xγ |b0(x, ξ)| C1 for 0 ξ  x  T ,
A6. |a0(x, ξ)| C2 for 0 ξ  x  T , where a0(x, ξ) = 1 + a1(x, ξ) with |a1(x, ξ)| C3xα , α = 1 − γ > 0.
Then we prove
Theorem 4.1. Under Assumptions A3–A6 Eq. (4.1) has a family of solutions of the form
y(x) = 1
K
ν′
(
x
K
)
+ x−γ z(x), where z ∈ C[0, T ] with z(0) = 0 (4.5)
and K ∈R+.
Proof. Inserting the ansatz (4.3) into Eq. (4.2), we obtain the equation for z ∈ C[0, T ]
z(x) = f (x)+G[z](x)+L[z, z](x) (4.6)
where
f (x) = xγ−1
x∫
0
g0(ξ) dξ − xγ−1
x∫
0
B0(ξ)τ (ξ) dξ
+ xγ−1
x∫
0
ξ∫
0
b0(ξ, η)τ (η) dη dξ + xγ−1
x∫
0
ξ∫
0
a1(ξ, η)τ (ξ − η)τ(η) dη dξ,
G[z](x) = −xγ−1
x∫
0
B0(ξ)ξ
−γ z(ξ) dξ + xγ−1
x∫
0
ξ∫
0
b0(ξ, η)η
−γ z(η) dη dξ
+ xγ−1
x∫
0
ξ∫
0
a0(ξ, η)
[
η−γ τ (ξ − η)z(η)+ (ξ − η)−γ τ (η)z(ξ − η)]dη dξ,
L[z1, z2](x) = xγ−1
x∫
0
ξ∫
0
a0(ξ, η)η
−γ (ξ − η)−γ z1(ξ − η)z2(η) dη dξ. (4.7)
Here we have used the relation
τ(x) = 1
x
x∫
0
ξ∫
0
τ(ξ − η)τ(η) dη dξ
following from (cf. [9, (4.26)]) (xτ(x))′ = ∫ x0 τ(x − ξ)τ (ξ) dξ and xτ(x) → 0 as x → 0.
From A3 it follows that
g1(x) = xγ−1
x∫
0
g0(ξ) dξ = xγ−1
x∫
0
ξg(ξ) dξ ∈ C[0, T ]
with g1(0) = 0. Further, by A4 and (4.4) we have
g2(x) = xγ−1
x∫
B0(ξ)τ (ξ) dξ = xγ−1
x∫
ξB(ξ)τ (ξ) dξ ∈ C[0, T ]0 0
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x∫
0
ξγ
∣∣B(ξ)∣∣τ(ξ) dξ  Const x∫
0
τ(ξ)dξ ∼ Const 1|ln x
K
| as x → 0.
Next, using A5 we obtain
g3(x) = xγ−1
x∫
0
ξ∫
0
b0(ξ, η)τ (η) dη dξ ∈ C[0, T ]
with g3(0) = 0 since
xγ−1
x∫
0
ξ−γ
ξ∫
0
τ(η) dη dξ  Constxγ−1
x∫
0
ξ−γ dξ|ln ξ
K
|
and
∫ x
0 ξ
−γ dξ
ln ξ ∼ 11−γ 1lnx x1−γ as x → 0. Lastly, A6 and (4.4) yield
g4(x) = xγ−1
x∫
0
ξ∫
0
a1(ξ, η)τ (ξ − η)τ(η) dη dξ ∈ C[0, T ]
with g4(0) = 0 since
xγ−1
x∫
0
ξα
ξ∫
0
τ(ξ − η)τ(η) dη dξ
= xγ−1
x∫
0
ξα
(
ξτ(ξ)
)′
dξ = xγ−1
[
x1+ατ(x)− α
x∫
0
ξατ(ξ) dξ
]
 Const
[
xτ(x)+ α
x∫
0
τ(ξ) dξ
]
 Const
[
1
ln2 x
+ α|ln x
K
|
]
.
Summing up, we have f ∈ C[0, T ] with f (0) = 0.
Further, we estimate for
G1[z](x) = xγ−1
x∫
0
B0(ξ)ξ
−γ z(ξ) dξ = xγ−1
x∫
0
ξ1−γ B(ξ)z(ξ) dξ
that
∣∣e−σxG1[z](x)∣∣ x∫
0
∣∣B(ξ)∣∣e−σ(x−ξ) dξ · ‖z‖σ
where as before
‖z‖σ = max
0xT
∣∣e−σxz(x)∣∣, σ  0.
Since by A4
x∫ ∣∣B(ξ)∣∣e−σ(x−ξ) dξ  Const x∫ ξ−γ e−σ(x−ξ) dξ  Const (1 − γ )
σ 1−γ0 0
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G1[z](0) = 0 for any z ∈ C[0, T ]. Analogously, for
G2[z](x) = xγ−1
x∫
0
ξ∫
0
b0(ξ, η)η
−γ z(η) dη dξ
in view of A5 we estimate
∣∣e−σxG2[z](x)∣∣ xγ−1 x∫
0
ξ∫
0
e−σ(ξ−η)η−γ
∣∣b0(ξ, η)∣∣dη dξ · ‖z‖σ
 C1xγ−1
x∫
0
ξ−γ
ξ∫
0
e−σ(ξ−η)η−γ dη dξ · ‖z‖σ
 C1(1 − γ )
σ 1−γ
xγ−1
x∫
0
ξ−γ dξ · ‖z‖σ = c2 1
σ 1−γ
‖z‖σ (c2 > 0)
implying ‖G2[z]‖σ  c2 1σ 1−γ ‖z‖σ besides G2[z] ∈ C[0, T ] with G2[z](0) = 0 for any z ∈ C[0, T ]. Furthermore, for
G3[z](x) = xγ−1
x∫
0
ξ∫
0
a0(ξ, η)
[
η−γ τ (ξ − η)z(η)+ (ξ − η)−γ τ (η)z(ξ − η)]dη dξ
we have
∣∣e−σxG3[z](x)∣∣ xγ−1 x∫
0
e−σ(x−ξ)
ξ∫
0
∣∣a0(ξ, η)∣∣[η−γ τ (ξ − η)e−ση∣∣z(η)∣∣
+ (ξ − η)−γ τ (η)e−σ(ξ−η)∣∣z(ξ − η)∣∣]dη dξ
and using A6
∣∣e−σxG3[z](x)∣∣ 2C2xγ−1‖z‖σ x∫
0
η−γ
x∫
η
e−σ(ξ−η)τ (ξ − η)dξ dη
 2C2xγ−1‖z‖σ
x∫
0
η−γ dη
∞∫
0
e−σρτ (ρ)dρ = 2C2
1 − γ
1
ln(Kσ)
‖z‖σ
for Kσ > 1 where we have used the Laplace integral [6, 5.7.11] ∫∞0 e−ptν′(t) dt = ∫∞0 ν(t,−1) dt = 1lnp , Rep > 1.
Hence, it holds ‖G3[z]‖σ  c3ln(Kσ)‖z‖σ (c3 > 0) for σ > 1/K besides G3[z] ∈ C[0, T ] with G3[z](0) = 0 for any
z ∈ C[0, T ]. Therefore, we have G[z] ∈ C[0, T ] with G[z](0) = 0 satisfying the estimate∥∥G[z]∥∥
σ
 c
ln(Kσ)
‖z‖σ (c > 0) (4.8)
for any z ∈ C[0, T ] and σ > 1/K .
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∣∣e−σxL[z1, z2](x)∣∣ C2‖z1‖σ‖z2‖σ xγ−1 x∫
0
e−σ(x−ξ)
ξ∫
0
η−γ (ξ − η)−γ dη dξ
 C2‖z1‖σ‖z2‖σ B(1 − γ,1 − γ )xγ−1
x∫
0
ξ1−2γ dξ
= C2B(1 − γ,1 − γ )
2(1 − γ ) x
1−γ ‖z1‖σ‖z2‖σ
implying the estimation∥∥L[z1, z2]∥∥σ  d1‖z1‖σ‖z2‖σ (d1 > 0) (4.9)
besides L[z1, z2] ∈ C[0, T ] with L[z, z](0) = 0 for any z, z1, z2 ∈ C[0, T ]. Moreover, we have (with ‖z‖ = ‖z‖0)
∣∣e−σxL[z1, z2](x)∣∣ C2‖z1‖σ‖z2‖xγ−1 x∫
0
ξ∫
0
e−σηη−γ (ξ − η)−γ dη dξ
= C2‖z1‖σ‖z2‖ x
γ−1
1 − γ
x∫
0
e−σηη−γ (x − η)1−γ dη
 C2
D
1 − γ
1
σ 1−γ
‖z1‖σ‖z2‖
with some constant D > 0 by [17, (A.3)]. Hence the estimation∥∥L[z1, z2]∥∥σ  d2σ 1−γ ‖z1‖σ‖z2‖ (d2 > 0) (4.10)
is valid (and the analogous one with interchanging z1 and z2).
Applying again the existence theorem [8] to Eq. (4.6), observing the estimations (4.8), (4.9) and the rela-
tions f,G[z],L[z1, z2] ∈ C[0, T ] with f (0) = G[z](0) = L[z, z](0,0) = 0 for any z, z1, z2 ∈ C[0, T ], the assertion
of Theorem 4.1 follows. 
Remark 4.1. In Theorem 8 of [10] the existence of a further solution to Eq. (4.1) (with b0 = 0) of the form
y(x) = ν′(x)w(x) where w ∈ W 10 = {u: u ∈ C[0, T ], u′ ∈
⋂
∈(0,T ) L1(, T )} with w(0) = 0 is proved under modi-
fied assumptions.
Looking for the derivative z′ of z in (4.5) we take w′ from (4.1), (4.3) and use the relation w′ = x−γ z′ − γ x−γ−1z
to obtain
xz′(x) = (γ − 1)z(x)+ xγ+1g(x)− xγ+1B(x)τ(x)− xB(x)z(x)
+ xγ
x∫
0
b0(x, ξ)τ (ξ) dξ + xγ
x∫
0
b0(x, ξ)ξ
−γ z(ξ) dξ + xγ
x∫
0
a1(x, ξ)τ (x − ξ)τ (ξ) dξ
+ xγ
x∫
0
a0(x, ξ)
[
τ(x − ξ)ξ−γ z(ξ)+ τ(ξ)(x − ξ)−γ z(x − ξ)]dξ
+ xγ
x∫
a0(x, ξ)ξ
−γ (x − ξ)−γ z(ξ)z(x − ξ) dξ.
0
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A7. xγ+1g(x) ∈ C[0, T ] with xγ+1g(x) → 0 as x → 0,
A8. B(x) ∈ C(0, T ] with xγln2 x B(x) → 0 as x → 0,
A9. xγ b0(x, ξ) ∈ C(ΔT ) where ΔT = {(x, ξ): 0 ξ  x  T },
A10. a0(x, ξ) ∈ C(ΔT ) and x−αa1(x, ξ) ∈ C(ΔT ).
We point out that in general z′ does not belong to L1(0, T ).
5. Uniqueness theorems for linear equations
In Part I of the paper two uniqueness theorems for continuous solutions of two linear singular integral equations
are given. Reducing these equations to equations of Wiener–Hopf type and applying the theory of M.G. Krein [12]
for such equations (cf. [13, Section 2.3]), we derive more general uniqueness theorems in different function spaces for
these equations. We start with the equation
w(x) = x
1−α−β
B(α,β + 1)
x∫
0
(x − ξ)α−1ξβ−1w(ξ)dξ, 0 < x < 1, (5.1)
where α > 0, β > 0. We remark that the proof in Lemma B of Appendix 3 in Part I of the paper for this equation in
case β = α is unfortunately not quite correct. We now prove
Theorem 5.1. Eq. (5.1) with α > 0, β > 0 has in the spaces C[0,1], M(0,1) and L̂p(0,1), p  1 only the solutions
w(x) = Kx, K ∈R.
Here M(0,1) denotes the space of bounded measurable functions on (0,1) and L̂p(0,1) the space of measurable
functions on (0,1) with finite integral
∫ 1
0 |w(x)|p dx/x.
Proof. We put λ = 1/B(α,β + 1) and substitute t = ln 1
x
, s = ln 1
ξ
in (5.1). Then the function ϕ(t) = w(x) satisfies
the Wiener–Hopf type equation
ϕ(t)−
∞∫
0
k(t − s)ϕ(s) ds = 0, t ∈R+, (5.2)
with the kernel
k(u) =
{
0 for u > 0,
λeβu(1 − eu)α−1 for u < 0. (5.3)
The kernel k is summable and has the Fourier transform (cf. [6, 1.4, (10) and 2.4, (17)])
K(y) =
∞∫
−∞
eiyt k(t) dt = λB(α,β + iy), −∞ < y < ∞.
The related function
D(y) = 1 −K(y) = 1 − B(α,β + iy)
B(α,β + 1) (5.4)
obeys the relations D(−y) = D(y), D(0) = −α/β < 0 and D(∞) = limy→∞ D(y) = 1.
Further, D(y) is not real-valued for 0 < y < ∞, in particular D(y) 
= 0 on R so that the theory of M.G. Krein [12]
applies. Namely, real-valued D(y) means that A(y) = A(−y) holds for the function
A(y) := (β + iy) (α + β) . (5.5)(β) (α + β + iy)
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α + β + iy
β + iy
∞∏
n=1
1 + iy
n+α+β
1 + iy
n+β
= α + β − iy
β − iy
∞∏
n=1
1 − iy
n+α+β
1 − iy
n+β
or
(α + β)β + y2 − iαy
(α + β)β + y2 + iαy =
∏∞
n=1
[
1 + y2+iαy
(n+β)(n+α+β)
]
∏∞
n=1
[
1 + y2−iαy
(n+β)(n+α+β)
] .
Taking the argument of both sides of this relation we obtain the equation for y
− arctan αy
(α + β)β + y2 =
∞∑
n=1
arctan
αy
(n+ β)(n+ α + β)+ y2
in which for arctan the principal value has to be chosen since it must be fulfilled for y = 0. But then the equation
cannot be true for 0 < y < ∞ and we indeed have A(y) 
= A(−y), 0 < y < ∞ for the function (5.5). Hence D(y) 
= 0
on R, the contour z = D(y), −∞ < y < ∞, meets the real axis only for y = 0 at the point −α/β and for y → ±∞ at
the point 1, and argD(0) = ±π , argD(∞) = limy→∞ argD(y) = 0.
We calculate the index of ν of Eq. (5.2):
ν = − indD = − 1
2π
[
argD(y)
]∞
−∞ = −
1
π
[
argD(y)
]∞
0 =
1
π
[
argD(0)− argD(∞)]= ±1.
If ν = −1 no continuous solution of Eq. (5.2) would exist by [12, Theorem 10.1], but we already know the evident
solution ϕ = e−t . Hence ν = 1 and by [12, Theorem 9.2] we have exactly this one linearly independent solution of
Eq. (5.2) in the spaces C+ of continuous functions f on R+ with limt→∞ f (t) = f (∞), M+ of bounded measurable
functions on R+, and Lp(0,∞), p  1. This proves Theorem 5.1. 
Since we have
∞∫
−∞
e−ht
∣∣k(t)∣∣dt = 0∫
−∞
e−ht k(t) dt < ∞ for 0 < h< β
for the kernel (5.3), a substitution of ϕ = eht ϕ̂ in Eq. (5.2) is possible. Observing that for the corresponding function
Dh(y) = D(y + ih) we have Dh(0) < D(0) < 0, from [12, Theorem 14.2] we obtain
Corollary 5.1. The uniqueness assertion in Theorem 5.1 also holds true for the solution spaces C−h[0,1] =
{w: xhw ∈ C[0,1]}, M−h(0,1) = {w: xhw ∈ M(0,1)} and L̂p(ρ)(0,1) = {w:
∫ 1
0 |ρ(x)w(x)|p dx/x < ∞} with
ρ(x) = xh, 0 < h< β .
Further, we consider the equation
z(x) = x
−α−β
B(α,β + 1)
x∫
0
(x − ξ)α−1ξβz(ξ) dξ, 0 < x < 1, (5.6)
where α > 0, β > −1. For this equation we prove
Theorem 5.2. Eq. (5.6) with α > 0, β > −1 has in the spaces C−h[0,1], M−h(0,1) and L̂p(ρ)(0,1), p  1 with
ρ(x) = xh, 0 < h< β + 1, only the solutions z(x) = K , K ∈R.
Remark 5.1. Since C[0,1] ⊂ C−h[0,1] for h > 0 the uniqueness assertion of Theorem 5.2 is also valid in C[0,1].
A direct proof of this statement is given in Part I of the paper in Lemma A, Appendix 2.
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x
, s = ln 1
ξ
in Eq. (5.6). Then for the function
ψ(t) = z(x) the Wiener–Hopf type equation
ψ(t)−
∞∫
0
k0(t − s)ψ(s) ds = 0, t ∈R+, (5.7)
with the kernel
k0(u) =
{
0 for u > 0,
λe(β+1)u(1 − eu)α−1 for u < 0 (5.8)
follows. We have
∞∫
−∞
e−ht
∣∣k0(t)∣∣dt = 0∫
−∞
e−ht
∣∣k0(t)∣∣dt < ∞ for 0 < h< β + 1
and
D0,h(y) ≡ D0(y + ih) = 1 −K0(y + ih) = 1 − B(α, γ + iy)B(α,β + 1) ,
where γ = β + 1 − h > 0 and K0 denotes the Fourier transform of k0. As above for the function D(y) in (5.4) we
have for D0,h that D0,h(−y) = D0,h(y),
D0,h(0) = 1 − B(α, γ )B(α,β + 1) < 0
since γ = β + 1 − h < β + 1 for h > 0 and limy→+∞ D0,h(y) = 1. Further, as above, D0,h(y) is not real-valued for
0 < y < ∞. Applying [12, Theorem 14.2], we get the assertion of Theorem 5.2. 
In case α > 0, β > 0 Eq. (5.6) for z can be reduced to Eq. (5.1) for the function w(x) = ∫ x0 z(ξ) dξ as follows
writing Eqs. (5.1) and (5.6) in the form
w(x) = 1
B(α,β + 1)
1∫
0
(1 − t)α−1tβ−1w(xt) dt
and
z(x) = 1
B(α,β + 1)
1∫
0
(1 − t)α−1tβz(xt) dt,
respectively, and integrate the last equation. From Theorem 5.1 for the spaces C and L̂p and from Corollary 5.1 for
the spaces L̂p(ρ), ρ = xh, 0 < h< β , we therefore obtain the following statement.
Theorem 5.3. Eq. (5.6) with α > 0, β > 0 has in the space L1(0,1) and in the classes of functions
{z: ∫ x0 z(ξ) dξ ∈ L̂p(ρ), ρ = xh} with p  1, 0  h < β , in particular in the space L1(ρ)(0,1), ρ = ln 1x , only
the solutions z(x) = K , K ∈R.
Appendix 1. The first linear auxiliary integral equation
We consider the integral equation
xz(x) = μ
x∫
z(ξ)√
x − ξ dξ + λ
x∫
z(ξ) dξ + g(x), 0 x  1, (A.1)0 0
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= 0 looking for solutions z ∈ C[0,1]. For μ> 0 the homogeneous equation (A.1) has the solutions
z0(x) = z0(x,K) = Kxλ−1 exp
[
− ν
2
2x
]
D1−2λ
(√
2ν√
x
)
(A.2)
where K ∈ R, ν = √πμ and Dα is the parabolic cylinder function with index α (cf. [2, Section 3.3]) as follows
applying the Laplace transform to (A.1). Since Dα(z) ∼ zα exp(− z24 ) as z → +∞ [2, Section 7.1], it holds
z0(x) ∼ K0x2λ− 32 exp
[
−ν
2
x
]
as x → 0 (A.3)
with a constant K0 = (
√
2ν)1−2λK . Hence we have z0 ∈ C[0,1] with z0(0) = 0. For μ < 0 the homogeneous equa-
tion (A.1) has no non-trivial solution from C[0,1] (and even from L1(0,1)). We still mention the special solutions
for μ> 0:
x−3/2 exp
[
−ν
2
x
]
for λ = 0, x−1/2 exp
[
−ν
2
x
]
for λ = 1
2
, erfc
(
ν√
x
)
for λ = 1.
In constructing a particular solution of the nonhomogeneous equation (A.1), at first we deal with the special case
λ = 0, i.e. with the equation
xz(x) = μ
x∫
0
z(ξ)√
x − ξ dξ + g(x), 0 x  1. (A.4)
Extending an idea of Nakhushev [14, Section 3.2] for the homogeneous equation (A.4) to the nonhomogeneous equa-
tion, we apply the differential operator
(Pu)(x) = xu′(x)+μ d
dx
[ x∫
0
u(ξ)√
x − ξ dξ
]
+ 1
2
u(x) (A.5)
to (A.4) and obtain the linear differential equation of first order
x2z′(x)+
[
3
2
x − ν2
]
z(x) = h(x) (A.6)
where
h(x) = xg′(x)+μ d
dx
[ x∫
0
g(ξ)√
x − ξ dξ
]
+ 1
2
g(x).
For μ > 0 the equation Pu = 0 has no non-trivial generalized solutions from C[0,1] as follows applying again the
Laplace transformation to it. Therefore, for μ > 0 Eqs. (A.4) and (A.6) are equivalent under suitable assumptions
on g.
Solving Eq. (A.6) with the method of variation of constants and performing two integrations by parts in the occur-
ring integrals, under the assumption that g ∈ C[0,1] with
x1/2e
ν2
x g(x) → 0, x−1/2e ν
2
x
x∫
0
g(ξ) dξ√
x − ξ → 0 as x → 0 (A.7)
we obtain the particular solution of Eq. (A.4)
z(x) = g(x)
x
+
x∫
0
M0(x, ξ)g(ξ) dξ, (A.8)
where
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π
x−2√
x − ξ + ν
2x−3/2ξ−3/2 exp
[
ν2
(
1
ξ
− 1
x
)]
+ ν
2
√
π
x−3/2e−
ν2
x J1(x, ξ)+ ν
3
2
√
π
x−3/2e−
ν2
x J2(x, ξ) (A.9)
with the integrals
J1(x, ξ) =
x∫
ξ
η−3/2e
ν2
η
dη√
η − ξ , J2(x, ξ) =
x∫
ξ
η−5/2e
ν2
η
dη√
η − ξ .
The particular solution (A.8) of Eq. (A.4) holds true for μ> 0 because of the equivalence of Eqs. (A.4) and (A.6) and
for (μ = 0 and) μ < 0 by analytic continuation with respect to ν. It could be shown also by inserting (A.8) directly
in (A.4). Further, we make the assumption on g that g ∈ C[0,1] satisfies the inequality∣∣g(x)∣∣ Cxδe− ν2x , δ > 1
2
, (A.10)
with a positive constant C which is sufficient for the limiting relations (A.7).
It remains to estimate the kernel (A.9) and the solution (A.8). Obviously, we have 0 J1(x, ξ) J2(x, ξ). Further,
putting ρ = ν2
x
and t = ν2
η
we obtain
J2(x, ξ) = ξ−2ρ−3/2
ρ∫
ξ
x
ρ
t (ρ − t)−1/2et dt  ξ−2ρ−3/2I0(ρ)
with
I0(ρ) =
ρ∫
0
t (ρ − t)−1/2et dt = eρ
[
ρ
ρ∫
0
s−1/2e−s ds −
ρ∫
0
s1/2e−s ds
]
 eρρ
∞∫
0
s−1/2e−s ds = √πρeρ.
This gives J2(x, ξ)
√
π
|ν| ξ
−3/2e
ν2
ξ implying the estimation in (A.9)
∣∣M0(x, ξ)∣∣D0 x−2√
x − ξ +D1(xξ)
−3/2 exp
[
ν2
(
1
ξ
− 1
x
)]
(A.11)
where D0 = |ν|√π , D1 = 12 + 2ν2. Using (A.10) and (A.11) we estimate the particular solution (A.8) of Eq. (A.4):∣∣z(x)∣∣ Cxδ−1e− ν2x +CD0B(δ + 1, 12
)
xδ−
3
2 e−
ν2
x +CD1 1
δ − 12
xδ−2e−
ν2
x
leading to the estimation∣∣z(x)∣∣Exγ e− ν2x , γ = δ − 2 > −3
2
, (A.12)
with a positive constant E. From (A.12) the limiting relation limx→0[x3/2e ν
2
x z(x)] = 0 follows in comparison to the
solution x−3/2 exp[− ν2
x
] of the homogeneous equation (A.4) for μ> 0. We summarize the results for Eq. (A.4).
Theorem A.1. Let g ∈ C[0,1] fulfill assumption (A.10). Then Eq. (A.4) for μ 
= 0 has in C[0,1] the solution (A.8)
satisfying the estimation (A.12). The homogeneous equation (A.4) has in C[0,1] for μ > 0 the solutions z0(x) =
Kx−3/2 exp[− ν2 ], K ∈R, and for μ< 0 only the trivial solution.x
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z(x) =
∞∑
n=0
λnwn(x) (A.13)
where (see (A.8))
w0(x) = g(x)
x
+
x∫
0
M0(x, ξ)g(ξ) dξ (A.14)
and
xwn(x) = μ
x∫
0
wn(ξ)√
x − ξ dξ + hn(x), n = 1,2, . . . , (A.15)
with
hn(x) =
x∫
0
wn−1(ξ) dξ, n = 1,2, . . . .
From (A.15), taking the particular solution (A.8) of this equation, we have
wn(x) = hn(x)
x
+
x∫
0
M0(x, ξ)hn(ξ) dξ =
x∫
0
wn−1(ξ)m0(x, ξ) dξ
where
m0(x, ξ) = 1
x
+
x∫
ξ
M0(x, η) dη (A.16)
or
wn(x) =
x∫
0
m
[n]
0 (x, ξ)w0(ξ) dξ, n = 1,2, . . . , (A.17)
with the nth iterated kernel of m0
m
[n]
0 (x, ξ) =
x∫
ξ
m0(x, r)m
[n−1]
0 (r, ξ) dr. (A.18)
The relations (A.13), (A.14) and (A.17) yield the integral representation of z
z(x) = g(x)
x
+
x∫
0
M(x, ξ)g(ξ) dξ (A.19)
with the kernel
M(x, ξ) = M0(x, ξ)+ 1
ξ
∞∑
n=1
λnm
[n]
0 (x, ξ)+
∞∑
n=1
λn
x∫
ξ
m
[n]
0 (x, η)M0(η, ξ) dη. (A.20)
We have to prove (uniform) convergence of the two series in (A.20). Let us start with the estimation of the func-
tion m0. Observing (A.11), we have∣∣∣∣∣
x∫
M0(x, η) dη
∣∣∣∣∣ 2D0x−2√x − ξ +D1x−3/2e− ν2x I1(x, ξ)
ξ
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ξ
,
I1(x, ξ) =
x∫
ξ
η−3/2e
ν2
η dη = ξ− 12 1√
ρ
ρ∫
ξ
x
ρ
ρ−
1
2 eρ dρ
 1|ν|
ρ∫
0
t−
1
2 et dt = 2|ν|
√
ρ∫
0
es
2
ds  2|ν|
1√
ρ
eρ = 2
ν2
ξ
1
2 e
ν2
ξ .
Hence, for the function m0 in (A.16) we obtain the estimation∣∣m0(x, ξ)∣∣ 1
x
+ 2D0
√
x − ξ
x2
+ 2D1
ν2
ξ1/2
x3/2
exp
[
ν2
(
1
ξ
− 1
x
)]
(A.21)
where as above D0 = |ν|√π , D1 = 12 + 2ν2. Further, from the elementary inequality u 12eu
2
the estimate
√
x − ξ 
1
2|ν|x
1/2ξ1/2 exp[ν2( 1
ξ
− 1
x
)] follows, and since the function g(x) = x1/2e ν2x has the maximum at x = 2ν2 the estimate
1
x
 b ξ
1/2
x3/2
exp
[
ν2
(
1
ξ
− 1
x
)]
, b = max
(
1; 1√
2|ν|e
ν2− 12
)
is valid. Therefore, (A.21) implies the simpler estimation for m0:∣∣m0(x, ξ)∣∣N ξ1/2
x3/2
exp
[
ν2
(
1
ξ
− 1
x
)]
, N = b + 1√
π
+ 4 + 1√
2
. (A.22)
From (A.22) by induction we further prove the estimations for m[n]0 , n = 1,2, . . . :∣∣m[n]0 (x, ξ)∣∣ Nn(n− 1)!x−3/2ξ1/2
(
ln
x
ξ
)n−1
exp
[
ν2
(
1
ξ
− 1
x
)]
. (A.23)
Namely, by (A.22) and (A.23) it holds
∣∣m[n+1]0 (x, ξ)∣∣=
∣∣∣∣∣
x∫
ξ
m0(x, r)m
[n]
0 (r, ξ) dr
∣∣∣∣∣ Nn+1(n− 1)! ξ1/2x3/2 eν2
(
1
ξ
− 1
x
) x∫
ξ
1
r
(
ln
r
ξ
)n−1
dr
= N
n+1
n!
ξ1/2
x3/2
exp
[
ν2
(
1
ξ
− 1
x
)](
ln
x
ξ
)n
.
Further, from (A.23) and (A.11) we have∣∣∣∣∣
∞∑
n=1
λnm
[n]
0 (x, ξ)
∣∣∣∣∣
∞∑
n=1
|λ|n N
n
(n− 1)!
(
ln
x
ξ
)n−1
ξ1/2
x3/2
exp
[
ν2
(
1
ξ
− 1
x
)]
= Λx−1
(
x
ξ
)Λ− 12
exp
[
ν2
(
1
ξ
− 1
x
)]
, Λ := |λ|N, (A.24)
and ∣∣∣∣∣
∞∑
n=1
λn
x∫
ξ
m
[n]
0 (x, η)M0(η, ξ) dη
∣∣∣∣∣
ΛxΛ− 32 e− ν
2
x
[
D0
x∫
η−Λ−
3
2
e
ν2
η
√
x − ξ dη +D1ξ
− 32
x∫
η−Λ−1 dηe
ν2
ξ
]
.ξ ξ
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∫ x
ξ
η−Λ−1 dη = 1
Λ
[ξ−Λ − x−Λ] and
x∫
ξ
η−Λ−
3
2
e
ν2
η
√
x − ξ dη 2e
−Λ− 32
√
x − ξ e ν
2
ξ
so that∣∣∣∣∣
∞∑
n=1
λn
x∫
ξ
m
[n]
0 (x, η)M0(η, ξ) dη
∣∣∣∣∣Λ0(xξ)− 32
(
x
ξ
)Λ
exp
[
ν2
(
1
ξ
− 1
x
)]
, (A.25)
where Λ0 = D1 + 2D0Λ. The estimations (A.11), (A.24) and (A.25) yield the desired estimation for the kernel M
in (A.20)∣∣M(x, ξ)∣∣D0 x−2√
x − ξ +D2
(
x
ξ
)Λ
(xξ)−3/2 exp
[
ν2
(
1
ξ
− 1
x
)]
(A.26)
where we have put D2 = D1 +Λ+Λ0.
Finally, we estimate the solution z in (A.19) under the assumption (A.10) with suitable δ > 1/2. Observing the
estimation (A.11) for the kernel M0 it remains to consider the integral
J (x) =
x∫
0
(xξ)−3/2
(
x
ξ
)Λ
ξδ dξ = 1
δ −Λ− 12
xδ−2
if δ > Λ + 12 . Hence if g satisfies the assumption (A.10) with δ > Λ + 12 then the particular solution z obeys the
estimation (A.12) again with γ = δ − 2 >Λ− 32 .
So we proved the following theorem:
Theorem A.2. Let g ∈ C[0,1] fulfill assumption (A.10) with δ > Λ + 12 , Λ = |λ|N , N defined in (A.22). Then
Eq. (A.1) for μ 
= 0 has in C[0,1] the solution (A.19) satisfying the estimation (A.12) with γ >Λ− 32 . The homoge-
neous equation (A.1) has in C[0,1] for μ> 0 the solutions (A.2) and for μ< 0 only the trivial solution.
Corollary A.1. The assumption (A.10) on g is fulfilled if∣∣g(x)∣∣ C1 exp[−x−ω − ν2x−1] (A.27)
with positive constants C1, ,ω.
For future use we finally state the following corollary to Theorem A.2.
Corollary A.2. The equation
xz(x) = μ
x∫
0
z(ξ)√
x − ξ dξ +
x∫
0
(ξ)z(ξ) dξ + g(x), 0 x  1, (A.28)
with μ 
= 0 and a bounded measurable function  has under the assumptions of Theorem A.2 on g, where |λ| is
replaced by sup0<x<1 |(x)|, the solution (A.19) with the kernel M which satisfies the estimation (A.26). The solution
again fulfills the estimation (A.12) with γ > Λ − 32 . The homogeneous equation (A.28) has in C[0,1] for μ > 0
a family of solutions z0(x) = z0(x,K) with the parameter K ∈R satisfying z0(0) = 0.
Proof. The proof of this corollary follows analogously as the proof of Theorem A.2 by means of the iteration proce-
dure for a solution z(x) = limn→∞ Wn(x) to Eq. (A.28)
xWn(x) = μ
x∫
Wn(ξ)√
x − ξ dξ +
x∫
(ξ)Wn−1(ξ) dξ + g(x) (n = 1,2, . . .)0 0
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W0(x) = K0x−3/2 exp[−πμ2x ], K0 =
√
2πμK , K ∈R, for the homogeneous equation. 
Appendix 2. The second linear auxiliary integral equation
Finally, we consider the equation
xαw(x)+ λ
x∫
0
(x − ξ)α−1w(ξ)dξ = h(x), 0 < x < 1, (A.29)
where α > 0, λ > 0 which for negative parameter λ has been dealt with in Part I of the paper. The homogeneous
equation (A.29) is again reduced to the Wiener–Hopf type equation
ϕ(t)+
∞∫
0
k(t − s)ϕ(s) ds = 0, t ∈R+, (A.30)
for the function ϕ(t) = w(x), t = ln 1
x
, where the kernel k is given by
k(u) =
{
0 for u < 0,
λeu(1 − eu)α−1 for u > 0. (A.31)
The kernel k is summable and has the Fourier transform K(y) = λB(α,1 + iy) with the related function
D(y) = 1 +K(y) = 1 + λB(α,1 + iy)
which satisfies the relation D(−y) = D(y) and is not real-valued for 0 < y < ∞ but has the values D(0) =
1 + λ/α > 0 and D(∞) = 1. Hence for the index ν of the equation we have
ν = − 1
π
[
argD(y)
]∞
0 = 0.
This means by [12, Theorem 10.1] that as in Section 5 Eq. (A.30) has in the spaces C+, M+ and Lp(0,∞) only the
trivial solution ϕ = 0. Going back to Eq. (A.29) this implies
Theorem A.3. The homogeneous equation (A.29) with α > 0, λ > 0 has in the spaces C[0,1], M(0,1) and L̂p(0,1),
p  1 only the trivial solution w = 0.
Corollary A.3. As for Theorem 5.2 one can show that the assertion of Theorem A.3 is also valid in the spaces
C−γ [0,1], M−γ (0,1) and L̂p(ρ)(0,1), p  1 with ρ(x) = xγ , 0 < γ < 1.
Remark A.1. For 0 < α < 1 there is a shorter proof of Theorem A.3 in the spaces C[0,1] and M(0,1), let us say.
Multiplying Eq. (A.29) with h = 0 by w(x) and integrating, we get the relation
1∫
0
xαw2(x) dx + λ
2
1∫
0
1∫
0
|x − ξ |α−1w(x)w(ξ) dξdx = 0.
In view of the positive definiteness of the kernel |x − ξ |α−1, 0 < α < 1 (cf. [16]) from this relation w = 0 follows.
We also mention that for 0 < α < 1 A.M. Nakhushev [14, Section 3.2] proves Theorem A.3 in a class of Hölder
continuous functions via a lemma of Hopf type for the derivative of fractional order.
We are looking for a continuous solution to the nonhomogeneous equation (A.29) in the form
w(x) = g(x)− λ
x
x∫
r
(
ξ
x
)
g(ξ) dξ (A.32)0
862 L. von Wolfersdorf, J. Janno / J. Math. Anal. Appl. 342 (2008) 838–863where g(x) = h(x)/xα ∈ C[0,1] is assumed and the resolvent function satisfies the equation
r(u)+ λ
1∫
u
(v − u)α−1v−αr(v) dv = (1 − u)α−1, 0 < u< 1. (A.33)
The solution r of Eq. (A.33) is given by r(u) = ρ(t), t = ln 1
u
, where the Laplace transform of ρ
R(p) = B(p,α)
1 + λB(p,α) (A.34)
is a meromorphic function which vanishes at infinity like a power (α)p−α (cf. [5, Vol. I, 1.18]). Further, it has poles
in the left half-plane Rep < 0. Namely, for Rep > 0 the relation B(p,α) = −1/λ, λ > 0, is not possible as follows
for 0 < α  1 from applying Theorem 12.4 in [15] on the positiveness of the Fourier cosine transformation to the real
part of this relation and for α > 1 reducing to the case 0 < α  1 by means of the mean value theorem. For p = iy the
same assertion can be proved like in Section 5.
Therefore the function r(u), 0 u 1, is continuous in 0 u 1 and satisfies the estimation∣∣r(u)∣∣C(1 − u)α−1, 0 u 1, (A.35)
with a constant C > 0. Consequently, formula (A.32) represents a continuous function w in [0,1] with w(0) =
αg(0)/[λ+ α] for g ∈ C[0,1].
Theorem A.4. For any h with g(x) = h(x)/xα ∈ C[0,1] Eq. (A.29) has a unique solution w ∈ C[0,1]. This solution
is given by (A.32) where r(u) = ρ(t), t = ln 1
u
, with the Laplace transform (A.34) of ρ.
Writing the representation (A.32) in the form
w(x) = g(x)− λ
1∫
0
r(u)g(xu)du (A.36)
one easily sees the following corollary to Theorem A.4.
Corollary A.4. For any h with g(x) = h(x)/xα ∈ C−δ[0,1], δ > −1, where C−δ = {g: g = xδf,f ∈ C[0,1]}
Eq. (A.29) has a unique solution w ∈ C−δ[0,1] given by (A.36).
Like in Part I of the paper we also study briefly the perturbed linear equation of Eq. (A.29)
k(x)w(x)+μ
x∫
0
m(x − ξ)w(ξ) dξ = p(x), 0 < x < 1, (A.37)
under the Assumptions
A11. k ∈ C[0,1] with k(x) > 0 for 0 < x  1 and k(x) = Axα + B(x) where A > 0, α > 0 and B ∈ C[0,1] with
B(x) = O(xα+),  > 0 as x → 0.
A12. μ> 0, m ∈ C(0,1] with m(x) = xα−1 + n(x), where n ∈ C(0,1] with n(x) = O(xα−1+δ), δ > 0 as x → 0.
A13. p ∈ C[0,1] with p(x) = xαg0(x), where g0 ∈ C[0,1] with g0(0) = 0.
Basing on Theorem A.4 like Theorem 2 in Part I of the paper one proves
Theorem A.5. Under Assumptions A11–A13, Eq. (A.37) has a unique solution w ∈ C[0,1] satisfying w(0) = 0.
For p(x) = xαg(x) in A11 with g ∈ C[0,1] only, we can put w(x) = K + w0(x) with K = αg(0)/[αA + μ] and
apply Theorem A.5 to the equation for w0. In this way we obtain the following corollary.
L. von Wolfersdorf, J. Janno / J. Math. Anal. Appl. 342 (2008) 838–863 863Corollary A.5. Under Assumptions A11, A12 and p ∈ C[0,1] with p(x) = xαg(x), where g ∈ C[0,1], there exists
a unique solution w ∈ C[0,1] to Eq. (A.36) with w(0) = αg(0)/[αA+μ].
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