Panoramic videos provide users with an amazing experience with immersive and interactive viewing, and are now gaining global popularity. Since panoramic videos are spherical in nature while effectively processed in planar projection formats in applications, it is crucial to implement sphere-toplane projection, where a good interpolation algorithm is of great importance regarding generating high quality planar perspective videos. Moreover, different planar projection formats adapt to different applications according to their own characteristics. It is common to convert one projection format to another, where interpolation algorithms also make a difference on performance. In this paper, an interpolation algorithm named spherical Lanczos (SLAN) is proposed to achieve advanced performance in sphere-toplane projection or planar projection format conversions of panoramic videos. In SLAN, we fully consider panoramic videos are naturally spherical. Reference pixels are selected carefully, and the weights are calculated correctly. Experimental results demonstrate that the SLAN interpolation algorithm is beneficial for the whole processing chain of panoramic videos both with lossless compression coding and with loss compression coding in terms of the increase in various end-to-end PSNR and the decrease in BD_rate. The cubic projection (CBP) and adjusted cubemap projection (ACP) are also evaluated to illustrate that the proposed algorithm is applicable for all kinds of planar projection format due to their inevitable deformation.
I. INTRODUCTION
The recent years have witnessed an explosion of various video services, especially for immersive panoramic videos. The panoramic video or omnidirectional video [1] , [2] , which is generally captured by multiple high definition cameras with the captured frames stitched [3] , [4] , represents timevarying 360-degree environment in a spherical way. It can be played via immersive virtual reality (VR) players [5] - [7] overcoming the structured limits of how conventional video imagery is presented and perceived. Users can pan, zoom in/out some regions and freely change the viewing angle design reasonable projection of panoramic videos has been put in schedule of the next generation of video coding being developed by the Joint Video Exploration Team (JVET).
Many sphere-to-plane projection formats have been proposed in recent years, such as the equirectangular projection (ERP) format [12] , cubic projection (CBP) format [13] , adjusted cubemap projection (ACP) format [14] , Craster parabolic projection (CPP) format [15] , octahedron projection (OHP) format [16] , icosahedral projection (ISP) format [17] , segmented sphere projection (SSP) format [18] , rotated sphere projection (RSP) format [19] , equi-angular cubemap (EAC) format [20] and octagonal projection format (OGP) [21] . Among those formats, the ERP and CBP are regarded as the common projection formats and included in Omnidirectional MediA Format (OMAF) standard [22] , which, in development by the Moving Picture Experts Group (MPEG) at present, standardizes means for representation of 360-degree videos. ERP unfolds the frame of panoramic videos using a longitude and latitude grid, which is computationally simple and has good continuity of texture in frames. Therefore, the QuickTime VR system [23] is developed to model a three-dimensional (3-D) environment in the form of a frame in the ERP format. Besides, CBP projects the frame of panoramic videos onto six square faces of a cube. Its rectilinear structure and computational simplicity make it suitable for GPUs so that the speed of processing is relatively high.
With the help of reasonable sphere-to-plane projection formats, panoramic videos can be stored, coded, transmitted and displayed effectively with existing techniques, which promotes the development of panoramic video services at present. In the process of sphere-to-plane projection of panoramic videos, integer pixels in the planar perspective frames are always projected from sub-pixels on the sphere according to mathematical calculations. An interpolation algorithm, as an extremely important step in sphere-to-plane projection, is explored to approximate the values of subpixels on the sphere. A good interpolation algorithm will benefit sphere-to-plane projection regarding generating high quality planar perspective videos. Moreover, considering the characteristics of planar projection formats, it is natural that different projection formats adapt to different applications, for example, panoramic videos are coded in CPP, while prefer to be rendered in ERP. Format conversions are inevitable. Interpolation algorithms, which make a difference on performance in format conversions, are fundamental.
Lanczos interpolation algorithm [24] , as a popular interpolation algorithm, has been considered as a good compromise between the computational complexity and performance among several available interpolation algorithms [25] . It is generally adopted by the JVET to achieve sphere-to-plane projection or format conversions in 360Lib-4.0 software [26] . It is worth emphasizing that Lanczos interpolation algorithm here is implemented directly on the plane. Considering that panoramic videos are spherical, though effectively processed in the planar projection format, the pixels are related on the sphere originally. As mentioned in [27] , there is inevitable deformation in planar perspective frames in all projection formats after sphere-to-plane projection. It is this deformation that destroys the original relation of pixels. In other words, pixels highly related to each other on the plane may be weakly related to each other on the sphere. We argue that, in such a case, interpolation algorithm should be implemented on the sphere for better performance. It appears that reference pixels in Lanczos interpolation algorithm are not properly selected, and the weights are not correctly calculated. The performance of Lanczos interpolation algorithm is therefore limited. Specially, the stronger the deformation of planar projection format is, the more severely the performance is penalized.
In this paper, a spherical Lanczos (SLAN) interpolation algorithm is proposed achieving advanced performance in sphere-to-plane projection or planar projection format conversions of panoramic videos. It is noted that the proposed SLAN interpolation algorithm is detailed in the format conversion from CPP to ERP for example in this paper, and it is applicable for all kinds of planar projection format conversions of panoramic videos. Firstly, a set of reference pixels neighboring the sub-pixel to be interpolated are selected along the deformed meridians and the parallels in frames in the original format, i.e., CPP in the example. Then the spherical distances between the reference pixels and the sub-pixel to be interpolated are measured. The weight for interpolation of each reference pixel is further calculated according to the interpolation filter's reconstruction kernel. Finally, the value of the sub-pixel to be interpolated is calculated. Similar process can be applied for all other projection format conversions, and advanced performance is always observed using the proposed algorithm.
The rest of this paper is organized as follows. Background is reviewed in section II. The details of the proposed SLAN interpolation algorithm are given in section III. Experimental results are presented in section IV. Finally, section V concludes the paper.
II. BACKGROUND
Many sphere-to-plane projection formats have been proposed in recent years for reasonable and effective storage, encoding and transmitting panoramic videos. Commonly used projection formats include ERP, CBP, CPP, ACP and etc. [12] - [15] . ERP [12] divides the sphere into many regions with constant spacing latitude and longitude, samples at intersection of the parallel and meridian, and arranges all the pixels into a rectangle on the plane. The computational simplicity and good continuity of texture in frames of ERP make it widely adopted to store panoramic video sources. However, there is a severe oversampling problem resulting in wasted pixels especially when the sampling areas are near the poles. CBP [13] is also a common simple projection format resulting in six square faces which are suitable for planar frame packing.
Its memory-friendly rectilinear structure and computational simplicity make it directly supported by most GPUs structure so that the processing speed is appealing. However, nonuniform sampling on the sphere penalizes its representation effectiveness. ACP [14] is based on CBP targeting uniform sphere sampling while fully utilizing the hardware support of cube projection, whereas several seams are generated after planar frame packing which have a negative effect on encoding. CPP [15] achieves approximately uniform sphere sampling with no seams inside the frames. It is considered as a projection format that does not contain any redundancy pixels compared with ERP, CBP and ACP [15] . One drawback in the CPP format, however, is comparatively strong deformation after projection in frames.
Different projection formats are suitable to different applications in practice according to their own characteristics. It is inevitable to implement projection format conversions. Format conversion from CPP to ERP is illustrated as an example.
To generate frames in ERP from CPP, the value of each integer pixel in frames in ERP should be calculated. Notice that, the width and height of frames in the ERP format are equal to the width and height in the CPP format, respectively. To find out the value of the integer pixel at (m, n) in frames in ERP, the corresponding pixel at (x, y) in frames in CPP is required. The value of the pixel (x, y), which can be calculated using (1), is regarded as the value of the pixel (m, n).
where W and H are the width and height of frames, respectively. Generally, the corresponding pixel found in frames in CPP is always a sub-pixel according to (1) . To approximate the value of the required sub-pixel, Lanczos interpolation algorithm is adopted in 360Lib-4.0 software [26] . It usually selects 36 (for luminance) or 16 (for chrominance) neighboring integer pixels closest to the sub-pixel to be interpolated as the reference pixels, as shown in Figure 1 .
The weight of each reference pixel is calculated according to the distance between the reference pixel and the sub-pixel to be interpolated measured on the plane. In detail, the distances in the directions of the X axis and Y axis between the reference pixel and the sub-pixel to be interpolated are measured to calculate the weights for interpolation as
and
where tx and ty represent the distances in the directions of the X axis and Y axis between the reference pixel and the sub-pixel to be interpolated, and L(tx) and L(ty) represent the weights for interpolation in the horizontal and vertical directions, respectively. In (2) and (3), a is the size of Lanczos window, which equals to 3 for luminance and 2 for chrominance. The weight for interpolation of the reference pixel in two dimensions can be finally calculated by
where L xy represents the weight of the reference pixel in two dimensions. After calculating the weights for interpolation of all reference pixels, the value of the sub-pixel to be interpolated can be approximated by the weighted average of values of all reference pixels.
However, panoramic videos are spherical in nature. There is strong deformation in frames in the CPP format after sphere-to-plane projection. This deformation does destroy the original relation of pixels. As shown in Figure 2 (a) and (b), the reference pixels selected are in a square distribution on the plane while they are in a parallelogram distribution on the sphere. In terms of distances measured on the sphere, the reference pixels selected in frames in the CPP format by Lanczos interpolation algorithm are not actually the closest integer pixels to the sub-pixel to be interpolated. As shown in Figure 3 , the pixel represented by a square is closer to the sub-pixel to be interpolated on the sphere than the pixel represented by a bold cross, which is actually selected as a reference pixel in Lanczos interpolation algorithm. Apparently, the reference pixels are not properly selected in such a case. Considering that pixels in frames of panoramic videos are originally distributed along the parallels and meridians on the sphere, integer pixels that are neighboring the subpixel to be interpolated and distributed along the parallels and meridians should be selected as reference pixels. Compared with Figure 2 (b), the distributions of reference pixels which should be selected are shown in Figure 4 . Approximately, these reference pixels are in a square distribution on the sphere in a local view.
Furthermore, the weights for interpolation are calculated according to the distances measured in frames in the CPP format in Lanczos interpolation algorithm. Due to deformation in frames in the CPP format, distances between reference pixels and the sub-pixel to be interpolated on the plane are quite different from those between them on the sphere. Actually, the distances measured on the sphere better reflect the original relation of pixels because panoramic videos are naturally spherical. Accordingly, the weights for interpolation should be calculated according to the spherical distances using the interpolation filter's reconstruction kernel.
Through the above analysis, a new interpolation algorithm named as SLAN is proposed in this paper, where the reference pixels are selected spherically and the distances between reference pixels and the sub-pixel to be interpolated are measured on the sphere.
III. PROPOSED SLAN INTERPOLATION ALGORITHM
The block diagram of the proposed SLAN interpolation algorithm is shown in Figure 5 , where format conversion from CPP to ERP is used as an example. The interpolation algorithm should be implemented in frames in the CPP format in such a case. Similar spirit can also be applied to all other planar projection format conversions. As shown in Figure 5 , firstly, considering the deformation due to the sphere-to-plane projection, a set of integer pixels are selected as reference pixels along the deformed parallels and meridians in frames in the CPP format. The coordinates of these reference pixels are calculated mathematically with low computational complexity. Then the distances between reference pixels and the sub-pixel to be interpolated are measured on the sphere. Unit distances for interpolation are also calculated. Then the weight for interpolation of each reference pixel is determined by the ratio of the distance and the unit distance. After the above steps, the value of the subpixel to be interpolated can be approximated by the weighted average of values of all reference pixels. 
A. SELECTION OF REFERENCE PIXELS CONSIDERING DEFORMATION
There is strong deformation in frames in the CPP format after sphere-to-plane projection. Different deformation is in different areas resulting in different distributions of reference pixels selected in frames in the CPP format. As shown in Figure 6 , the distributions of these reference pixels should be along the deformed parallels and meridians which are represented by dashed lines and solid lines respectively. The specific steps to select reference pixels are as follows.
After finding the corresponding sub-pixel in frames in CPP for each integer pixel in frames in ERP using (1), the subpixel represented by (x, y) is to be interpolated. Assume that the spherical coordinate of this sub-pixel is (φ, λ) before projected in the plane (where the sphere is regarded as the unit sphere in this paper). φ and λ represent the latitude and the longitude, respectively. The relation between (x, y) and (φ, λ) is presented as
Combining simultaneous equations in (5) , the relation between x and y for a given λ is presented as
After differentiating for both sides of (6), the slope of the tangent at the sub-pixel (x, y) of the meridian can be further calculated by
where dx and dy represent the variation of the values of x and y, respectively. dy dx represents the slope of the tangent at the sub-pixel (x, y) of the meridian whose longitude is λ.
The direction of the tangent can be approximately regarded as the direction of the meridian at the sub-pixel (x, y). Besides, the directions of the parallels are all horizontal in frames in CPP. The distribution of reference pixels should be along these two directions as mentioned above.
After determining the distribution of reference pixels for the sub-pixel (x, y), the coordinates of reference pixels in frames in the CPP format can be calculated. Assume that the coordinates of reference pixels are (x ij , y i ), i ∈ 1, 2, . . . , N , j ∈ 1, 2, . . . , N . 36 (6 × 6) reference pixels and 16 (4 × 4) reference pixels are selected for luminance and chrominance respectively for YUV420 sampling format in this section, that is, N = 6 for luminance and N = 4 for chrominance. Firstly, the value of y i calculate by
where means rounding down, y i = (−2, −1, 0, 1, 2, 3) is for luminance corresponding to N = 6 and y j = (−1, 0, 1, 2) is for chrominance corresponding to N = 4.
After calculating the value of y i , the value of x ij will be calculated. According to (7) , we can further find that
where || represents the absolute value. dy i represents the absolute value of the difference between y and y i . It can be regarded as the variation from y to y i . dx i is the corresponding variation of x.
x +dx i is the abscissa of the center pixel of the pixels which are in the ith row. After rounding down x +dx i + 1 2 and adding the offset x j , x ij can be calculated by
where x j = (−2, −1, 0, 1, 2, 3) is for luminance, and x j = (−1, 0, 1, 2) is for chrominance. After the above calculations, the coordinates of reference pixels (x ij , y i ) are acquired for the sub-pixel (x, y) to be interpolated.
B. CALCULATION OF DISTANCE ON THE SPHERE
After selecting the reference pixels, the distances between the reference pixel and the sub-pixel to be interpolated should be measured on the sphere to calculate weights for interpolation. Usually, the closer the distance, the stronger the correlations, which indicates the larger weight for interpolation. Pixels of panoramic videos are originally distributed on the sphere. Only the spherical distances can reflect the relation of pixels correctly.
The coordinates of reference pixels for a sub-pixel (x, y) in frames in CPP can be found out by (8) and (11), which has been discussed in section II. Given a reference pixel at (x ij , y i ) in a frame in CPP, (12) is used for further calculating its spherical coordinates, as
where φ i , λ ij is the spherical coordinate of the reference pixel at (x ij , y i ) in CPP. Similarly, (13) is applied to calculate the spherical coordinate of the sub-pixel to be interpolated at (x, y) in a frame in CPP, as
where (φ, λ) is the spherical coordinate of the sub-pixel to be interpolated. VOLUME 8, 2020 The distance measured on the sphere between (φ, λ) and φ i , λ ij should be considered in two directions for two-dimensional (2-D) interpolation. One is along the parallels and the other is along the meridians, as shown in Figure 7 .
Since the reference pixels are close enough to the sub-pixel to be interpolated on the sphere, the distances can be approximately calculated with lower computational complexity using
where d p and d m represent the distance along the parallels and the meridians between the reference pixel φ i , λ ij and the sub-pixel (φ, λ), respectively. Besides, the unit distance for interpolation in the directions along the parallels and the meridians should also be calculated. The ratio of the spherical distance and the unit distance determines the weight for interpolation. Two reference pixels closest to the sub-pixel to be interpolated are selected to calculate the unit distance. For example, as for luminance, the reference pixels (φ 3 , λ 33 ) and (φ 3 , λ 34 ) represented by the bold crosses in Figure 8 (a) are selected to calculated the unit distance in the direction along the parallels. The reference pixels (φ 3 , λ 33 ) and (φ 4 , λ 43 ) represented by the bold crosses in Figure 8 (b) are selected to calculated the unit distance in the direction along the meridians. The unit distances in two directions are calculated by Ud p_Y = |λ 33 − λ 34 | cos φ 3 (16) and
where Ud p_Y and Ud m_Y represent the unit distance along the parallels and the meridians on the sphere for luminance, respectively. As for chrominance, for example, the reference pixels (φ 2 , λ 22 ) and (φ 2 , λ 23 ) represented by the bold crosses in Figure 9 (a) are selected to calculated the unit distance in the direction along the parallels. The reference pixels (φ 2 , λ 22 ) and (φ 3 , λ 32 ) represented by the bold crosses in Figure 9 (b) are selected to calculated the unit distance in the direction along the meridians. Unit distances are calculated by
where Ud p_UV and Ud m_UV represent the unit distance along the parallels and the meridians on the sphere for chrominance, respectively.
C. CALCULATION OF WEIGHTS FOR INTERPOLATION
The ratio of the distance and the unit distance determines the weight for interpolation and indicates the relation (20) and
where d p and d m represent the spherical distance along the parallels and the meridians between the reference pixel and the sub-pixel to be interpolated. Ud p and Ud m represent the unit distance along the parallels and the meridians. tx and ty are two ratios, respectively. Weights for interpolation for reference pixels in two directions are calculated respectively by (2) and (3) . After that, the weights for interpolation of reference pixels in two dimensions can be calculated by (4) . Finally, the value of the sub-pixel to be interpolated can be calculated by
where P A is the value of sub-pixel to be interpolated, P ij.i is the value of the reference pixel (x ij , y i ), and N is 6 for luminance, and N is 4 for chrominance.
IV. EXPERIMENTAL RESULTS
In order to evaluate the performance of the proposed SLAN interpolation algorithm, we compared with Lanczos interpolation algorithm which is generally adopted in 360Lib-4.0 software. We present experimental results both with lossless compression coding and with loss compression coding.
A. LOSSLESS COMPRESSION CODING
The simulation environment is shown in Table 1 . It is worth emphasizing that all test sequences were downloaded in the VOLUME 8, 2020 ERP format, i.e., spherical panoramic video sources were all stored in the ERP format online. In terms of CPP format, the test procedure with lossless compression coding is shown in Figure 10 . In this case, we ignore the loss caused by coding and only consider the loss brought by interpolation. We test the end-to-end performance, which is evaluated by PSNR [28] , WS_PSNR [29] , SPSNR_NN [30] and SPSNR_I [30] , to indicate the performance of the proposed SLAN algorithm compared with the original Lanczos algorithm in the format conversion. The higher value of various end-to-end PSNR means the less loss in the interpolation, and thus further indicates a better algorithm.
The comparison results of the various end-to-end PSNR of Lanczos interpolation algorithm and the proposed SLAN interpolation algorithm for CPP format are shown in TABLE 2∼TABLE 3, where X was calculated by
where X is PSNR, SPSNR_NN, WS_PSNR or SPSNR_I.
It can be seen that, compared with Lanczos interpolation algorithm, the proposed SLAN interpolation algorithm could achieve a PSNR rise up to 5.76dB and by 3.62dB on average for Y, up to 2.97dB and by 1.97dB on average for U as well as up to 2.98dB and by 1.91dB on average for V. The similar increase could be achieved in terms of SPSNR_NN, WS_PSNR and SPSNR_I. As expected, the proposed SLAN interpolation algorithm performed better in format conversion for CPP format.
Besides, for CBP format and ACP format, the end-to-end performances are also evaluated to illustrate that our proposed SLAN algorithm is applicable for all kinds of planar projection formats. The comparison results of various end-toend PSNR are shown in TABLE 4∼TABLE 7. Compared with the original Lanczos interpolation algorithm, the proposed SLAN interpolation algorithm could achieve a PSNR rise by 0.07dB, 0.05dB and 0.04dB for Y, U and V on average respectively for CBP format. As for ACP format, proposed SLAN interpolation algorithm could achieve a PSNR rise by 0.14dB, 0.08dB and 0.07dB for Y, U and V on average, respectively. The similar increase could be achieved in terms of SPSNR_NN, WS_PSNR and SPSNR_I.
From the above results, we can easily find that the larger the deformation in the planar perspective frames, the better the performance can SLAN achieve compared with Lanczos interpolation algorithm. The deformation in frames in CPP is the largest, so that proposed SLAN algorithm performs the best. As for CBP and ACP format, the improvement of the performance is limited because the deformation is limited. However, no matter the deformation is severe or not, as long as there is deformation in the planar perspective frames, the proposed SLAN interpolation algorithm is effective and will perform better compared with Lanczos interpolation algorithm. In fact, it has been proved that there is inevitable deformation in planar perspective frames, no matter in which projection formats [27] , the proposed SLAN interpolation algorithm is always significant.
To further evaluate the performance of the proposed SLAN interpolation algorithm, block-PSNR was calculated by where PSNR m,n represents the PSNR in the block which is located at mth row and nth column. MAX I represents the max value of pixels (i.e., 255 for pixels with 8 bits in this paper). W B and H B represent the width and the height of the block. I (i, j) and K (i, j) represent the value of the pixel located at (i, j) in the reconstruct frame and the source frame respectively. The test procedure is shown in Figure 11 . The differences of PSNR m,n between the proposed SLAN interpolation algorithm and Lanczos interpolation algorithm was calculated by where PSNR m,n represents the difference of PSNR m,n , PSNR m,n_pro represents PSNR m,n of the proposed SLAN interpolation algorithm, and PSNR m,n_ori represents PSNR m,n using the Lanczos interpolation algorithm. Values of PSNR m,n in the first frame in sequences AerialCity, DrivingInCity, DrivingInCountry and PoleVault_le are shown in Figure 11 .
It is true that proposed SLAN interpolation algorithm performed better especially in high latitude and high longitude areas that are deformed more severely in the whole frame. Again, it indicates that the larger the deformation is, the better the performance can be achieved. Our proposed SLAN algorithm consistently outperforms its competitor Lanczos by considering the spherical characteristics of panoramic videos. 
B. LOSS COMPRESSION CODING
The encoding environment is shown in TABLE 8. Because strong deformation and edge effect are responsible for low efficiency in encoding videos in CPP format, we chose small QPs to ensure the quality of reconstructed videos. In terms of CPP format, the test procedure with loss compression coding is shown in Figure 12 .
We test the BD_rate [31] which is shown in TABLE 9 to indicate the significance of the proposed SLAN interpolation algorithm for the compression in the processing chain of panoramic videos [32] . Compared with the original Lanczos interpolation algorithm, the proposed SLAN interpolation algorithm could achieve a BD_rate decrease of 27.18% on average, with the highest value being 44.55%. RD curves of the original Lanczos algorithm and the proposed SLAN algorithm of four test sequences is shown in Figure 13 . 
C. COMPUTATIONAL COMPLEXITY
The computational complexity in this section is evaluated by the time consumed by a format conversion. The hardware platform is shown in TABLE 8. The comparison results of computational complexity of the original Lanczos interpolation algorithm and proposed SLAN interpolation algorithm in terms of ''CPP to ERP'', ''CBP to ERP'' and ''ACP to ERP'' are shown in TABLE 10.
The consuming time of the proposed SLAN algorithm is slightly higher than that of the original algorithm because of the calculation of mass trigonometric functions though we have adopted SSE acceleration command. The sphere-toplane projection or projection format conversions in current 3DOF multimedia signal processing pipeline are usually performed in an offline manner where computational complexity is not the major concern. However, we will still consider its complexity in future work.
V. CONCLUSION
Panoramic videos are spherical in nature which brings great challenges to their storage, encoding, transmission and display. Sphere-to-plane projection is an effective solution at present, and many sphere-to-plane projection formats have been proposed, such as ERP, CPP, CBP and ACP. Moreover, considering that different planar projection formats may adapt to different applications, we often need to convert one projection format to another. In both cases, the interpolation algorithm is crucial. By fully considering the spherical characteristics of panoramic videos, the SLAN interpolation algorithm is proposed in this paper. Experimental results have demonstrated the advanced performance of the proposed algorithm both with lossless compression coding and with loss compression coding in terms of the increase in various end-to-end PSNR and the decrease in BD_rate. The proposed SLAN algorithm is meaningful for all planar projection formats because of their inevitable deformation. Besides, the computational complexity will be considered as future work. 
