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TRIANGULAR SUBGROUPS OF Sp(d,R) AND REPRODUCING
FORMULAE
E. CORDERO AND A. TABACCO
Abstract. We consider the (extended) metaplectic representation of the semidirect
product G = Hd⋊Sp(d,R) between the Heisenberg group and the symplectic group.
Subgroups H = Σ ⋊ D , with Σ being a d × d symmetric matrix and D a closed
subgroup of GL(d,R), are our main concern. We shall give a general setting for
the reproducibility of such groups which include and assemble the ones for the single
examples treated in [5]. As a byproduct, the extended metaplectic representation
restricted to some classes of such subgroups is either the Schro¨dinger representation
of R2d or the wavelet representation of Rd⋊D , with D closed subgroup of GL(d,R).
Finally, we shall provide new examples of reproducing groups of the type H = Σ⋊D ,
in dimension d = 2.
1. Introduction
Reproducing formulae appear almost everywhere in the literature, from coherent
states in physics to group representations, Gabor analysis, wavelet analysis and its
many generalizations. This theory has a wealth of applications in engineering, physics
and numerical analysis (see, e.g., [1, 3, 4, 9, 10, 15, 25] and references therein). It
is remarkable to observe that most existing reproducing formulae for functions f ∈
L2(Rd) can be formulated in one and the same general form, that is, an integral formula
of the type
(1) f =
∫
H
〈f, µe(h)φ〉µe(h)φ dh, for all f ∈ L
2(Rd),
in the following sense. First of all, the domain of integration H is a (connected, closed,
Lie) subgroup of the semidirect product G = Hd ⋊ Sp(d,R) between the Heisenberg
group Hd and the symplectic group Sp(d,R), dh is a left Haar measure of H , and µe
is the extended metaplectic representation of G , to be defined below in detail. In the
current literature, the function φ ∈ L2(Rd) is usually referred as wavelet or admissible
vector. As we shall show below, many standard reproducing formulae, such as those
arising in Gabor analysis and wavelet theory, are of the above type: for some groups H ,
but not for all, one finds φ ∈ L2(Rd) in such a way that the above formula holds weakly
for every f ∈ L2(Rd). Thus, some groups H give rise to interesting analysis and some
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do not, like, for example, the full factors themselves, i.e. Hd ⊂ G or Sp(d,R) ⊂ G .
The question whether a given subgroup H ⊂ G leads to a reproducing formula or
not is both relevant and difficult, and is the main theme of our recent investigations
[5, 6], together with the explicit description of the admissible vectors. The ongoing
formulation of things may be simplified a bit because the reproducing formula (1) is
equivalent to
(2) ‖f‖22 =
∫
H
|〈f, µe(h)φ〉|
2 dh, for all f ∈ L2(Rd),
which is manifestly insensitive to phase multiplicative factors, that is, invariant under
transformations of the type φ 7→ eiαφ . This allows a technical reduction, that is, one
can factor out the center of the Heisenberg group, whose action through µe is through
phase factors, and one may safely pass from the whole group G to the somewhat simpler
group G = R2d ⋊ Sp(d,R). We formalize this discussion in the following:
Definition 1. A connected Lie subgroup H of G = R2d ⋊ Sp(d,R) is a reproducing
group for µe if there exists a function φ ∈ L
2(Rd) such that the identity (1) holds
weakly for all f ∈ L2(Rd). Any such φ ∈ L2(Rd) is called a reproducing function.
Notice that we do require formula (1) to hold for all functions in L2(Rd) for the
same window φ , but we do not require the restriction of µe to H to be irreducible.
In this paper we consider a class of triangular subgroups of the symplectic group,
that we collectively denote as the class E . From the structural point of view, a group
H ∈ E is a semidirect product of the form H = Σ ⋊D , where Σ is a d-dimensional
subspace of d× d symmetric matrices and D is a closed subgroup of GL(d,R) acting
on Σ; hence Σ is abelian and normal in H . Evidently, when seen within G, each of
these groups is contained in the symplectic factor. We shall show that many examples
used in the applications fall in this class. This motivates our study of the class E .
Our main result is provided by Theorem 13 below, which contains necessary and
sufficient conditions for a wavelet ψ to be reproducing on a group H in E . This result
is a far-reaching extension of the reproducing conditions for the special cases treated
in [6]. We underline that this result is based on a deep study of the properties of a
quadratic mapping Φ on Rd , developed in Section 4.2 below. Finally, we shall provide
new examples of reproducing groups in the class E in dimension d = 2.
The paper also contains some additional remarks concerning an alternative formu-
lation of the concept of admissible group, a formally stronger notion than the notion
given in Definition 1. We also clarify in what sense our setup includes Gabor and
wavelet analyses.
2. Preliminaries and notation
The symplectic group is defined by
Sp(d,R) =
{
g ∈ GL(2d,R) : tgJg = J
}
,
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where
J =
[
0 Id
−Id 0
]
is the standard symplectic form
(3) ω(x, y) = txJy, x, y ∈ R2d.
The metaplectic representation µ of (the two-sheeted cover of) the symplectic group
arises as intertwining operator between the standard Schro¨dinger representation ρ of
the Heisenberg group Hd and the representation that is obtained from it by composing
ρ with the action of Sp(d,R) by automorphisms on Hd (see, e.g., [12]). We briefly
review its construction.
The Heisenberg group Hd is the group obtained by defining on R2d+1 the product
(z, t) · (z′, t′) = (z + z′, t+ t′ +
1
2
ω(z, z′)),
where ω stands for the standard symplectic form in R2d given in (3). We denote the
translation and modulation operators on L2(Rd) by
Txf(t) = f(t− x) and Mξf(t) = e
2πi〈ξ,t〉f(t).
The Schro¨dinger representation of the group Hd on L2(Rd) is then defined by
ρ(x, ξ, t)f(y) = e2πite−πi〈x,ξ〉e2πi〈ξ,y〉f(y − x) = e2πiteπi〈x,ξ〉TxMξf(y),
where we write z = (x, ξ) when we separate space components (that is x) from fre-
quency components (that is ξ ) in a point z in phase space R2d . The symplectic group
acts on Hd via automorphisms that leave the center {(0, t) : t ∈ R} ∈ Hd ≃ R of Hd
pointwise fixed:
A · (z, t) = (Az, t) .
Therefore, for any fixed A ∈ Sp(d,R) there is a representation
ρA : H
d → U(L2(Rd)), (z, t) 7→ ρ (A · (z, t))
whose restriction to the center is a multiple of the identity. By the Stone-von Neumann
theorem, ρA is equivalent to ρ. That is, there exists an intertwining unitary operator
µ(A) ∈ U(L2(Rd)) such that ρA(z, t) = µ(A) ◦ ρ(z, t) ◦ µ(A)
−1 , for all (z, t) ∈ Hd . By
Schur’s lemma, µ is determined up to a phase factor eis, s ∈ R. It turns out that the
phase ambiguity is really a sign, so that µ lifts to a representation of the (double cover
of the) symplectic group. It is the famous metaplectic or Shale-Weil representation.
The representations ρ and µ can be combined and give rise to the extended meta-
plectic representation of the group G = Hd ⋊ Sp(d,R), the semidirect product of Hd
and Sp(d,R). The group law on G is
(4) ((z, t), A) · ((z′, t′), A′) = ((z, t) · (Az′, t′), AA′)
and the extended metaplectic representation µe of G is
(5) µe ((z, t), A) = ρ(z, t) ◦ µ(A).
Observe that the reproducing formula (1) is insensitive to phase factors: if we replace
µe(h)φ with e
isµe(h)φ the formula is unchanged, for any s ∈ R. The role of the center
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of the Heisenberg group is thus irrelevant, so that the “true” group under consideration
is R2d ⋊ Sp(d,R), which we denote again by G. Thus G acts naturally by affine
transformations on phase space, namely
(6) g · (x, ξ) = ((q, p), A) · (x, ξ) = A t(x, ξ) + t(q, p).
For elements Sp(d,R) in special form, the metaplectic representation can be com-
puted explicitly in a simple way. For f ∈ L2(Rd), we have
µ
([
A 0
0 tA−1
])
f(x) = (detA)−1/2f(A−1x)(7)
µ
([
I 0
C I
])
f(x) = ±e−iπ〈Cx,x〉f(x)(8)
µ (J) = id/2F−1,(9)
where F denotes the Fourier transform
Ff(ξ) =
∫
Rd
f(x)e−2πi〈x,ξ〉 dx, f ∈ L1(Rd) ∩ L2(Rd).
In the above formula and elsewhere, 〈x, ξ〉 denotes the inner product of x, ξ ∈ Rd .
Similarly, for f, g ∈ L2(Rd), 〈f, g〉 will denote their inner product in L2(Rd). Other
notation is as follows. We put R˙ = R \ {0} , R± = (0,±∞). For 1 ≤ p ≤ ∞ ,
‖ · ‖p stands for the L
p -norm of measurable functions on Rd with respect to Lebesgue
measure. The left Haar measure of a group H will be written dh and we always
assume that the Haar measure of a compact group is normalized so that the total mass
is one. Let Ω be an open set of Rd . Then C∞0 (Ω) is the space of smooth functions
with compact support contained in Ω.
3. Gabor and Wavelet analyses
We show below that both Gabor and wavelet analyses can be viewed as particular
cases of the general setup that we are considering. This fact is somehow known and
is perhaps part of common knowledge, but on the one hand we could not locate it in
the literature in a precise fashion and, on the other hand, we want to present some
additional remarks that are of some independent interest. We thus start with a side
observation.
3.1. Weak admissibility. The notion of reproducing group admits an equivalent ver-
sion that is obtained by weakening a property that has been investigated in [5] and
that is formulated by means of the Wigner distribution. The cross-Wigner distribution
Wf,g of f, g ∈ L
2(Rd) is given by
(10) Wf,g(x, ξ) =
∫
e−2πi〈ξ,y〉f
(
x+
y
2
)
g
(
x−
y
2
)
dy.
The quadratic expression Wf := Wf,f is called theWigner distribution of f . We collect
below some of its well-known properties (see e.g. [12]).
Proposition 2. The Wigner distribution of f ∈ L2(Rd) satisfies:
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(i) Wf is uniformly continuous on R
2d , and ‖Wf‖∞ ≤ 2
d‖f‖22 .
(ii) Wf is real-valued.
(iii) Moyal’s identity: 〈Wf ,Wg〉L2(R2d) = 〈f, g〉L2(Rd)〈f, g〉L2(Rd) .
(iv) If f ∈ S(Rd), then Wf ∈ S(R
2d).
(v) Marginal properties:
(11)
∫
Rd
Wf(x, ξ) dξ = |f(x)|
2,
∫
Rd
Wf (x, ξ) dx = |fˆ(ξ)|
2
for fˆ ∈ L1(Rd), f ∈ L1(Rd), respectively.
(vi) If both f, fˆ are in L1(Rd) (hence in L2(Rd)) then
(12)
∫
R2d
Wf(w) dw = ‖f‖
2
L2.
In [5] it is introduced the notion of admissible group, one for which there exists
φ ∈ L2(Rd) such that (15) below holds. Together with some additional integrability
and boundedness properties of h 7→ Wψ(h
−1 · (x, ξ)), it implies that a subgroup H
of G = R2d ⋊ Sp(d,R) is reproducing. For the reader’s convenience, we recall the
statement of [5, Thm.1], where the main point is made.
Theorem 3. Suppose that φ ∈ L2(Rd) is such that the mapping
(13) h 7→ Wµe(h)ψ(x, ξ) = Wψ(h
−1 · (x, ξ))
is in L1(H) for a.e. (x, ξ) ∈ R2d and
(14)
∫
H
|Wψ(h
−1 · (x, ξ))| dh ≤M, for a.e. (x, ξ) ∈ R2d.
Then condition (1) holds for all f ∈ L2(Rd) if and only if the following admissibility
condition is satisfied:
(15)
∫
H
Wψ(h
−1 · (x, ξ)) dh = 1, for a.e. (x, ξ) ∈ R2d.
Assumptions (13) and (14) are sufficient but not necessary conditions for a subgroup
to be reproducing, as illustrated below (see the example in the next Section 4).
The notion of weak admissible group is as follows. Consider first the vector space
(16) V := span{Wf , f ∈ S(R
d)} = {
N∑
k=1
ckWfk , fk ∈ S(R
d), ck ∈ C}.
For f, g ∈ S(Rd), a straightforward computation gives
(17) Wf,g =
1
2
[Wf+g + iWf+ig − (1 + i)(Wf +Wg))] .
Since span {Wf,g f, g ∈ S(R
d)} is dense in S(R2d) (see [5]), it follows from (17) that
also V is dense in S(R2d).
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Now, assume that the subgroup H is reproducing and let φ ∈ L2(Rd) be a repro-
ducing function. Define the conjugate-linear functional ℓ on V by
(18) ℓ(F ) =
∫
H
〈Wµe(h)φ, F 〉 dh, ∀F ∈ V.
The functional ℓ is well-defined and continuous on V with respect to the L1 norm,
as shown presently. Let F =
∑N
k=1 ckWfk , fk ∈ S(R
d), ck ∈ C, be an element of the
space V . Using Moyal’s identity (Proposition 2) and the reproducing condition (2),
we have
|ℓ(F )| = |
∫
H
〈Wµe(h)φ,
N∑
k=1
ckWfk〉 dh| = |
N∑
k=1
c¯k
∫
H
〈Wµe(h)φ,Wfk〉 dh|
= |
N∑
k=1
c¯k
∫
H
|〈fk, µe(h)φ〉|
2 dh| = |
N∑
k=1
c¯k‖fk‖
2
2| = |
N∑
k=1
c¯k
∫
R2d
Wfk(x, ξ)dxdξ|
= |
∫
R2d
N∑
k=1
c¯kWfk(x, ξ)dxdξ| = |〈1,
N∑
k=1
ckWfk〉| = |
∫
R2d
F (x, ξ)dxdξ| ≤ ‖F‖1.
Moreover, from the previous computations it is clear that ℓ(F ) = 〈1, F 〉 , for every
F ∈ V . Finally, since V is dense in L1(R2d), the functional ℓ can be uniquely extended
to a continuous functional ℓ˜ on L1(R2d), which coincides with 1 ∈ L∞(R2d).
Observe that, in general, this does not imply that ℓ˜(F ) =
∫
H
〈Wµe(h)φ, F 〉 dh, ∀F ∈
L1(R2d). Indeed, one should know that the mapping F → 〈Wµe(h)φ, F 〉 is in L
1(H)
in order for the integral to make sense, and it should satisfy
∫
H
〈Wµe(h)φ dh, F 〉 =
〈1, F 〉, ∀F ∈ L1(R2d).
Those observations yield to the following definition.
Definition 4. We say that the subgroup H of G is weakly admissible if there exists a
function φ ∈ L2(Rd) such that the functional (18) is well-defined on the set V defined
in (16) and verify
(19) ℓ(F ) =
∫
H
〈Wµe(h)φ, F 〉 dh = 〈1, F 〉, ∀F ∈ V.
We are now in a position to state and prove our first observation.
Theorem 5. The following are equivalent:
(i) H is weakly admissible and (19) holds for φ ∈ L2(Rd); (ii) H is reproducing and
φ ∈ L2(Rd) is a reproducing function.
Proof. Observe that the reproducibility condition (2) can be checked on the dense
subspace S(Rd) ⊂ L2(Rd).
(i) ⇒ (ii). Take f ∈ S(Rd) and use the admissibility condition with F = Wf . Then,
Moyal’s identity and 〈1,Wf〉 = ‖f‖
2
2 immediately provide the desired result.
(ii)⇒ (i). It follows by the previous observations.
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Remark. If the assumptions (13) and (14) of Theorem 3 hold, then the mapping
F → 〈Wµe(h)φ, F 〉 is in L
1(H) (one can apply Fubini Theorem and exchange the
integrals) and, moreover,
∫
H
〈Wµe(h)φ, F 〉dh = 〈
∫
H
Wµe(h)φ dh, F 〉 = 〈1, F 〉, ∀F ∈
L1(R2d). Hence the weak admissibility condition generalizes (15).
3.2. Gabor analysis. Gabor’s reproducing formula is given by
f =
∫
R2d
〈f, TxMξψ〉TxMξψ dxdξ,
which is (weakly) true for every ψ ∈ L2(Rd), with ‖ψ‖2 = 1. We shall refer to
this basic fact as to Gabor’s theorem. The extended metaplectic representation µe
restricted to the subgroup H ∼= R2d consisting of the first factor in G is, of course,
the Schro¨dinger representation ρ. If we consider a function ψ ∈ L1(Rd) ∩ FL1(Rd),
so that conditions (13) and (14) are satisfied, the admissibility condition (15) becomes∫
R2d
Wψ(x− q, ξ − p) dpdq = 1, for a.e. (x, ξ) ∈ R
2d, that is
(20)
∫
R2d
Wψ(q, p) dpdq = 1.
We need the conditions (13) and (14) to have Wψ ∈ L
1(R2d) for granted. However, if
we drop the requirement Wψ ∈ L
1(R2d), the reproducing window ψ can be rougher,
as shown below.
Proposition 6. Let ψ ∈ L2(Rd) with ‖ψ‖L2 = 1.
(i) If ψ ∈ L1(Rd), then
∫
Rd
(∫
Rd
Wψ(q, p)dq
)
dp = 1.
(ii) If ψˆ ∈ L1(Rd), then
∫
Rd
(∫
Rd
Wψ(q, p)dp
)
dq = 1.
Proof. If ψ ∈ L1(Rd) with ‖ψ‖2 = 1, then ψ is reproducing by the Gabor’s theorem.
By the second marginal property in (11), the map q → Wψ(q, p) is integrable on R
d for
a.e. p ∈ Rd . Since |ψˆ(p)|2 =
∫
Rd
Wψ(q, p) dq and
∫
Rd
|ψˆ(p)|2 dp = ‖ψˆ‖22 = ‖ψ‖
2
2 = 1,
the claim is proved. If ψˆ ∈ L1(Rd), we use the same arguments with the first marginal
property in (11).
Remark. The previous proposition indicates that (20) may fail to be true even
for a reproducing function ψ ∈ L2(Rd), but it is replaced by subtly weaker condi-
tions for integrable reproducing functions (or for reproducing functions with integrable
Fourier transform). Assumptions (13) and (14) are actually not necessary for ψ to be
a reproducing function, as the simple example below illustrates.
Example 7. In dimension d = 1, consider the box function ψ(x) = χ[−1/2,1/2](x).
Then ψ ∈ L1(R) and ‖ψ‖L2 = 1, so that it is a reproducing function. On the other
hand, conditions (13) and (14) are not fulfilled. This is seen by computing the Wigner
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distribution Wψ . Indeed, using the definition (10), we get
Wψ(x, ξ) =


sin[2π(1 + 2x)ξ]
πξ
, x ∈ (−1
2
, 0), ξ 6= 0
2(1 + 2x), x ∈ (−1
2
, 0), ξ = 0
sin[2π(1− 2x)ξ]
πξ
, x ∈ [0, 1
2
), ξ 6= 0
2(1− 2x), x ∈ [0, 1
2
), ξ = 0
0, otherwise.
Clearly, Wψ /∈ L
1(R2), however, observe that Proposition 6 is satisfied with the admis-
sibility condition
∫
R
(
∫
R
Wψ(x, ξ)dξ) dx = 1.
The Gabor case is a particular example of a subgroup of the form H = R2d⋊K , with
K subgroup of Sp(d,R) (here K = {I2d}). The reproducibility of H is equivalent to
asking the compactness of K . Indeed, if arbitrary translations are allowed in the affine
action of H , then the symplectic factor must be compact, as shown below.
Proposition 8. If H = R2d ⋊K , with K ⊂ Sp(d,R), then H is reproducing if and
only if K is compact.
Proof. The left Haar measure of H is given by dh = dx dξ dk , where dx dξ is the
Lebesgue measure on R2d and dk is the left Haar measure of K . In the computations
below, we take f ∈ S(Rd). We first write the right-hand side of (2), we then apply
Plancherel’s theorem, compute the Fourier transform of the time-shift Tx , then use
Parseval Identity and, finally, the Fourier transform of the frequency-shift Mξ :∫
K
∫
R2d
|〈f, TxMξµ(k)φ〉|
2 dxdξdk =
∫
K
∫
R2d
|〈fˆ ,F(TxMξµ(k)φ)〉|
2 dxdξdk
=
∫
K
∫
R2d
∣∣∣∣
∫
Rd
fˆ(t)e2πixt F(Mξµ(k)φ)(t)dt
∣∣∣∣
2
dxdξdk
=
∫
K
∫
Rd
∫
Rd
∣∣∣F−1(fˆ F(Mξµ(k)φ))(x)
∣∣∣2 dxdξdk
=
∫
K
∫
Rd
∫
Rd
|fˆ(η)|2 |F(Mξµ(k)φ)(η)|
2 dηdξdk
=
∫
K
(∫
Rd
(∫
Rd
|F(µ(k)φ)(η − ξ)|2 dξ
)
|fˆ(η)|2dη
)
dk
=
(∫
Rd
|fˆ(η)|2dη
)∫
K
‖F(µ(k)φ)‖22dk = ‖f‖
2
2
∫
K
‖µ(k)φ‖22dk
= ‖f‖22‖φ‖
2
2
∫
K
dk = ‖f‖22‖φ‖
2
2mis(K).
The interchange in the order of integration is justified by Fubini’s theorem, since∫
Rd
∫
Rd
|fˆ(η)|2 |F(Mξµ(k)φ)(η)|
2 dξdη ≤ ‖φ‖22‖f‖
2
2.
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Now, the Haar measure of the locally compact subgroup K is finite if and only if K
is compact (see e.g., [11]). This concludes the proof.
3.3. Wavelet analysis. We now examine the (generalized) continuous wavelet trans-
form in higher dimensions, that is in Rd , with d ≥ 1. It arises from restriction of the
metaplectic representation to semidirect products of the form Rd⋊D , where D is any
closed subgroup of GL(d,R). The product law is
(21) (q, a) · (q′, a′) = (aq′ + q, aa′), q, q′ ∈ Rd, a, a′ ∈ D.
When D = GL(d,R) it is the so-called the Affine Group of Motions on Rd [23], and
corresponds to the action t 7→ at+ q . The wavelet representation of Rd⋊D on L2(Rd)
associated with this action is given by
(22) (ν(q, a)ψ)(t) = | det a|−1/2ψ(a−1(t− q)) = (TqDaψ)(t), t ∈ R
d.
A function ψ ∈ L2(Rd) is admissible if the Caldero´n condition is fulfilled:
(23)
∫
D
|ψˆ( taξ)|2 da = 1, for a.e. ξ ∈ Rd,
where da is a left Haar measure on D . The subgroup D ⊂ GL(d,R) may be identified
with the subgroup of Sp(d,R) given by{[
a 0
0 ta−1
]
, a ∈ D
}
,
and the metaplectic representation µ of D is
(µ(a)f)(x) = (det a)−1/2f(a−1x) = ±| det a|−1/2f(a−1x), f ∈ L2(Rd).
The group Rd ⋊D is isomorphic to the subgroup H of R2d ⋊ Sp(d,R) given by
(24) H =
{
h(q, a) =
([
q
0
]
,
[
a 0
0 ta−1
])
, q ∈ Rd, a ∈ D
}
.
Observe that the group law within Sp(d,R) is h(q, a)h(q′, a′) = h(aq′ + q, aa′), in
accordance with (21). The extended metaplectic representation restricted to H is
(µe(h(q, a)f)(t) = (ρ(q, 0)µ(a)f)(t) = (Tqµ(a)f)(t)
= ±| det a|−1/2f(a−1(t− q)) = ±(TqDaf)(t).(25)
Thus, up to a sign, the extended metaplectic representation of H coincides with the
wavelet representation ν , so that they give rise to the same reproducing formula
(26) f =
∫
D
∫
Rd
〈f, TqDaψ〉TqDaψ dh(q, a),
where dh is a left Haar measure on H . If da is a left Haar measure of the group D
and dq is the standard Lebesgue measure on Rd , a left Haar measure dh(q, a) is given
by dh(q, a) = dq | det a|−1 da.
One would expect that also the admissibility conditions related to the two represen-
tations coincide. The next result shows the direct correspondence between them.
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Proposition 9. Let ψ ∈ L1(Rd) ∩ L2(Rd). Then,∫
H
Wψ(h
−1 · (x, ξ)) dh =
∫
D
|ψˆ(taξ)|2 da.
In particular, the wavelet admissibility condition (23) and the Wigner one (15) coin-
cide.
Proof. If ψ ∈ L1(Rd)∩L2(Rd), we have Wψ ∈ C(R
2d) and Wψ(·, ξ) ∈ L
1(Rd), for every
ξ ∈ Rd , and the Wigner marginal property (11) holds. For h(q, a)−1 = h(−a−1q, a−1)
the action of H on the phase space is given by
h(q, a)−1 · (x, ξ) =
[
a−1 0
0 ta
] [
x
ξ
]
+
[
−a−1q
0
]
=
[
a−1(x− q)
taξ
]
.
The change of variables a−1(x− q) = u , dq = | det a| du , yields∫
H
Wψ(h
−1 · (x, ξ)) dh =
∫
D
∫
Rd
Wψ(a
−1(x− q), taξ) dq
da
| deta|
=
∫
D
∫
Rd
Wψ(u,
taξ) du da =
∫
D
|ψˆ(taξ)|2 da,
that is the claim.
Alike the Gabor case, the assumptions (13) and (14) are not necessary for a re-
producing function. Indeed, it is enough that Wψ(·, ξ) ∈ L
1(Rd), for almost every
ξ ∈ Rd .
It is worthwhile observing that the wavelet reproducing formula associated to a given
subgroup D can be obtained from another subgroup of G, namely
(27) H˜ =
{
h˜(q, a) =
([
0
−q
]
,
[
ta−1 0
0 a
])
, q ∈ Rd, a ∈ D
}
.
Indeed, g = (0, J) ∈ G, then gh(q, a)g−1 = h˜(q, a) and H in (24) and H˜ are conjugate.
This implies that one is reproducing if and only if the other is, and the corresponding
reproducing formulae are equivalent. Observe that the extended metaplectic represen-
tation of H˜ is nothing else but the wavelet representation on the frequency side:
(µe(h˜(q, a)f)(t) = (ρ(0,−q)µ(
ta−1)f)(t) = (M−qµ(
ta−1)f)(t)(28)
= ±(M−qDta−1f)(t) = ±F(TqDaf)(t).
4. The class E
In this section we introduce a class of (lower) triangular subgroups of Sp(d,R) and
derive general conditions for reproducing formulae to hold true. From the structural
point of view, a group H ∈ E is of the form H = Σ ⋊ D , where again D is a
closed subgroup of GL(d,R) that acts by automorphism on Rd . Thus, we are given a
homomorphism θ : D → Aut(Rd), that is, a d-dimensional real representation of D ,
and we define the semidirect product
(29) h(q, a)h(q′, a′) = h(θ(a)q′ + q, aa′).
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The connection with Sp(d,R) is as follows. First of all, we shall identify D with{[
a 0
0 ta−1
]
: a ∈ D
}
⊂ Sp(d,R).
Secondly, we preliminarily observe that
(30) N =
{[
I 0
σ I
]
: σ ∈ Sym(d,R)
}
⊂ Sp(d,R)
is an abelian Lie subgroup of Sp(d,R), whereby the matrix product amounts to σ+σ′ ,
the sum within the vector space of d by d symmetric matrices, denoted Sym(d,R).
We then assume that we are given an injective homomorphism of abelian groups
j : Rd → Sym(d,R), q 7→ j(q) := σq
which establishes a group isomorphism of Rd with the image Σ = j(Rd) ⊂ Sym(d,R).
In other words, we assume that we are given a parametrization of a d-dimensional
subspace Σ of Sym(d,R). Explicitly:
(31) Σ =
{[
I 0
σq I
]
q ∈ Rd
}
⊂ Sp(d,R).
Finally, we consider the products h = h(q, a) defined by
(32) h(q, a) =
[
I 0
σq I
] [
a 0
0 ta−1
]
=
[
a 0
σqa
ta−1
]
.
Since
h(q, a)h(q′, a′) =
[
a 0
σqa
ta−1
] [
a′ 0
σq′a
′ (ta′)−1
]
=
[
aa′ 0
σqaa
′ +ta−1σq′a
′ ta−1(ta′)−1
]
=
[
aa′ 0
(σq +
ta−1σq′a
−1)aa′ t(aa′)−1
]
and
h(θ(a)q′ + q, aa′) =
[
aa′ 0
σθ(a)q′+q(aa
′) t(aa′)−1
]
,
the semidirect product law (29) holds true if and only if the parametrization j and the
representation θ satisfy
(33) σθ(a)q =
t a−1 σq a
−1, a ∈ D, q ∈ Rd.
Formally, a group E can thus be described by a triple (D, j, θ), where D is a closed
subgroup of GL(d,R), θ : D → Aut(Rd) is a representation, and j : Rd → Sym(d,R),
is an injective homomorphism of abelian groups; the data must satisfy the compatibility
equation (33). We avoid this excess of notation and write directly H = Σ⋊D . If H ∈ E
12 the equivalence
is chosen, and hence D , we assume that a left Haar measure da on D has been fixed
and consequently the left Haar measure on H that will be fixed is
dh = dq
da
| det θ(a)|
,
where dq is the Lebesgue measure on Rd . Finally, the metaplectic representation
restricted to H ∈ E is given by
µ(h(q, a))f(x) = µ
([
I 0
σq I
])
µ
([
a 0
0 ta−1
])
f(x)
= ±eπi〈σqx,x〉µ
([
a 0
0 ta−1
])
f(x)
= ±eπi〈σqx,x〉(det a)−1/2f(a−1x).(34)
4.1. Examples.
(1) Let d = 2. The Translation-Dilation-Sheering group (TDS) is the 4-dimensional
triangular reproducing group introduced and studied in [5]. It is defined by
(35) TDS =
{[
tSℓ 0
tBySℓ t
−1 tS−1ℓ
]
: t > 0, ℓ ∈ R, y ∈ R2
}
where if y = (y1, y2) ∈ R
2 and ℓ ∈ R,
By =
[
0 y1
y1 y2
]
, Sℓ =
[
1 ℓ
0 1
]
.
It is isomorphic to the semidirect product Σ ⋊ D , with Σ = {σy, y ∈ R
2}
D = {tSℓ, t > 0, ℓ ∈ R} . A simple computation shows that
θ(tSℓ)y =
t(tSℓ)
−2y.
Thus TDS ∈ E . The group TDS is important because it is the group un-
derlying shearlet theory (see e.g. [7, 16]). This terminology stems from the
geometric action of Sℓ on R
2 , known as shearing transformation.
(2) In dimension d = 2, consider the group SIM(2) given by
(36)
{
h(t, y, ϕ) =
[
tRϕ 0
tΣyRϕ t
−1Rϕ
]
, t > 0, y ∈ R2, ϕ ∈ [0, 2π)
}
,
where Rϕ =
[
cosϕ sinϕ
− sinϕ cosϕ
]
and Σy =
[
y1 y2
y2 −y1
]
. This subgroup of Sp(2,R)
is also reproducing [1, 5] and its semidirect structure is Σ ⋊ D , with Σ =
{σy, y ∈ R
2} and D = {tRϕ, t > 0, ϕ ∈ [0, 2π) ∈ R} . In this case, we have
θ(tRϕ)y =
t(tRϕ)
−2y, t > 0, ϕ ∈ [0, 2π), y ∈ R2.
The SIM(2) group is is named so because it is isomorphic to the group of
similitude transformations of the plane. It is one in the family of groups Hα,β
introduced and studied in [5, Section 6]. They display an analogous semidirect
product structure, and they all belong to E .
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4.2. The mapping Φ. Much of the analysis of the metaplectic representation on a
group in the class E originates from the properties of a fundamental quadratic mapping
of Rd , whose basic properties are described in the next proposition.
Proposition 10. There exists a quadratic mapping Φ : Rd → Rd , that satisfies
〈σqx, x〉 = −2〈q,Φ(x)〉,(37)
Φ(a−1x) = tθ(a)Φ(x),(38)
for every x ∈ Rd and every a ∈ D. The mapping θ is defined in (33).
Proof. We shall compute explicitly the mapping Φ and prove (37) and (38). Select a
basis {ei} of R
d and put σi = j(ei). Thus, if q =
∑d
i=1 qiei , then σq =
∑d
i=1 qiσ
i and
〈σqx, x〉 = 〈(
d∑
i=1
qiσ
i)x, x〉 =
d∑
i=1
qi〈σ
ix, x〉 = −2〈q,Φ(x)〉,
where
(39) Φ(x) = (Φ1(x), . . . ,Φd(x)), with Φj(x) = −
1
2
〈σjx, x〉.
This establishes (37). Finally, using (33) and (37), we obtain
−2〈q,Φ(a−1x)〉 = 〈σqa
−1x, a−1x〉 = 〈taσθ(a)qx, a
−1x〉
= 〈σθ(a)qx, aa
−1x〉 = 〈σθ(a)qx, x〉
= −2〈θ(a)q,Φ(x)〉 = −2〈q, tθ(a)Φ(x)〉,
for every q ∈ Rd , hence equality (38).
Now, we would expect that the reproducing formula coming from the metaplectic
representation of H in (34) is somehow equivalent to the wavelet case (25). This is
what we are going to exhibit.
Our approach gives a general criterion for reproducibility which contains those in
[5, 6].
Let Φ : Rd → Rd be a quadratic mapping and assume that JΦ , the Jacobian of Φ,
does not vanish identically. Set
S = {x ∈ Rd : JΦ(x) = 0}.
Notice that, if y0 ∈ R
d \ Φ(S) and x0 ∈ Φ
−1(y0), then x0 /∈ S . Hence, by the local
invertibility Theorem there exists an open neighborhood A of x0 and an open neigh-
borhood B of y0 such that Φ|A : A → B is a diffeomorphism. The local invertibility
theorem in Cd also tells us that in a neighborhood of x0 in C
d there are no other
solutions of Φ(x) = y0 . Hence, being the solutions of Φ(x) = y0 isolated, by Bezout
Theorem they are at most 2d (see ([13, Section 2.3, page 10], or also [18]).
To sum up, for any open set X ⊂ Rn contained in Φ(Rd) \ Φ(S) such that the
cardinality of Φ−1(y) is locally constant for y ∈ X , the mapping Φ induces a surjective
finite-sheeted covering
Φ : Φ−1(X) −→ X.
14 the equivalence
(observe that Φ−1(X) is also open). In other terms, every y0 ∈ X has an open
neighborhood B such that Φ−1(B) = ∪kj=1Aj , k ≤ 2
d , Aj ⊂ R
d \ S , Aj open and
Aj ∩Ai = ∅ if i 6= j , and Φ : Aj → B is a diffeomorphism.
Remark It could be useful to observe that the assumption that the cardinality of
Φ−1(y) for y ∈ X is locally constant (constant if X is connected) is in fact equivalent
to requiring the more easy to check hypothesis that the map Φ : Φ−1(X) → X is
proper, i.e. for every compact K ⊂ X , Φ−1(K) is compact.
Indeed, assume that the cardinality of Φ−1(y) for y ∈ X is locally constant. Then,
as we saw, Φ : Φ−1(X)→ X is a finite-sheeted covering, and therefore it is clear that
Φ−1(K) is a compact subset, when K is contained in one of the open subset B above.
In the case of a general compact K ⊂ X , let xn ∈ Φ
−1(K) be a sequence. Possibly
after replacing xn with a subsequence, Φ(xn) will converge to an element y ∈ K , so
that it must belong to a compact subset K ′ contained in an a small neighbourhood B
of y . Hence xn ∈ Φ
−1(K ′), which is compact by what we have just observed, so that
still a sequence of xn should converge to an element x . By continuity, Φ(x) = y , so
that x ∈ Φ−1(K).
Viceversa, suppose that the map Φ : Φ−1(X) → X is proper. Take y ∈ X and
let Φ−1(y) = {x1, ..., xk} . We already know that, for convenient pairwise disjoint open
neighbourhoods Aj , j = 1, ..., k of xj and for an open neighbourhood B of y , Φ : Aj →
B is a diffeomorphism, so that every y sufficiently close to y has at least k pre-images,
each contained in one of the Aj ’s. Now suppose, by contradiction, that there exists a
sequence yn → y , with each yn having a further pre-image xn ; hence xn 6∈ ∪
k
j=1Aj .
By the hypothesis of properness, one subsequence of xn must converge to an element
x 6∈ ∪kj=1Aj . By continuity we have Φ(x) = y , so that x ∈ Φ
−1(y) ⊂ ∪kj=1Aj , which is
a contradiction.
With the notation above, we have the following result.
Proposition 11. Suppose X ⊂ Rd is an open, simply connected set, contained in
Φ(Rd) \ Φ(S), such that the cardinality of Φ−1(y) is constant for y ∈ X . Then there
exists an integer k ∈ {1, . . . , 2d} and there exist open, connected, and pair-wise disjoint
sets Y1, . . . , Yk ⊂ R
d \ S such that Φ−1(X) = ∪kj=1Yj , and
Φ|Yj : Yj → X is a diffeomorphism.
Proof. Since Φ : Φ−1(X) → X is a covering and X is open (hence locally path-
connected) and simply connected, it follows (see, e.g., [14, Corollary 13.8]) that the
covering is trivial: i.e., there exists an homeomomorphism Ψ : X×Φ−1(y0)→ Φ
−1(X),
y0 being any fixed point in X . Since the cardinality of Φ
−1(y0) is at most 2
d , we have
Φ−1(y0) = {x1, . . . , xk} ⊂ R
d \ S, k ≤ 2d,
and the desired result follows by taking Yj = Ψ(X × {xj}).
Observe that, since Φ is even, if Φ is a diffeomorphism from Yj onto X , then it is
a diffeomorphism from −Yj onto X . Hence the number k of Yj is even.
Examples.
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(1) In dimension d = 2, consider the mapping Φ, related to the TDS group in
(35) and defined by (see [5, (5.15)])
Φ(x1, x2) =
(
−x1x2,−
x22
2
)
.
Here S = {(x1, 0), x1 ∈ R} , Φ(S) = (0, 0) and Φ(R
2) = R × R− ∪ {(0, 0)} . If
we define X = R× R− , then X is open and simply connected and
Φ−1(X) = Y1 ∪ Y2
where
Y1 = {(x1, x2) ∈ R
2 : x2 > 0}, Y2 = −Y1 = {(x1, x2) ∈ R
2 : x2 < 0}.
(2) In dimension d = 2, consider the mapping Φ, related to the SIM(2) group in
(36) and defined by (see [5, (5.11)])
Φ(x1, x2) =
(x22 − x21
2
,−x1x2
)
.
Here S = {(0, 0)} , Φ(S) = (0, 0) and Φ(R2) = R2 . If we define X = Rd \
{(x1, 0), x1 ≤ 0} , then X is open and simply connected and
Φ−1(X) = Y1 ∪ Y2
where
Y1 = {(x1, x2) ∈ R
2 : x2 > 0}, Y2 = −Y1 = {(x1, x2) ∈ R
2 : x2 < 0}.
(3) In dimension d ≥ 2, consider the mappings Ψp , related to the group F =
Hd−1e ⋊U(d− 1) ⊂ Sp(d,R), with H
d−1
e the Heisenberg group extended by the
usual 1-dimensional homogeneous dilations, studied in [6] and defined by (see
[6, (20)])
Ψp(x
′, xd) =
(
xdx
′ −
1
2
x2d p,
1
2
x2d
)
, (x′, xd) ∈ R
d−1 × R,
where p ∈ Rd−1 is fixed. Here S = {(x′, 0), x′ ∈ Rd−1} , Φ(S) = (0, 0) and
Φ(Rd) = Rd−1 × R+ ∪ {(0, 0)} . If we define X = R
d−1 × R+ , then X is open
and simply connected and
Φ−1(X) = Y1 ∪ Y2
where
Y1 = {(x
′, xd) ∈ R
d−1 × R : xd > 0}, Y2 = −Y1 = {(x
′, xd) ∈ R
d−1 × R : xd < 0}.
(4) In dimension d = 2, consider the mapping Φ, related to the TDH group, defined
in the subsequent (49), given by (see (52))
Φ(x1, x2) = (−
1
2
(x21 + x
2
2),−x1x2).
We have
S = {(x1, x2) ∈ R
2 : x1 = ±x2}, Φ(S) = {(x1, x2) ∈ R
2 : x1 = ±x2, x1 ≤ 0},
16 the equivalence
If we set
(40) X = {(u, v) ∈ R− × R : u
2 − v2 > 0},
then
Φ(R2) = X ∪ {(0, 0)}.
In this case k = 22 = 4 and
Φ−1(X) = Y1 ∪ Y2 ∪ Y3 ∪ Y4,
where
(41)
Y1 = {(x1, x2) ∈ R−×R : x
2
1−x
2
2 > 0}, Y2 = −Y1 = {(x1, x2) ∈ R+×R : x
2
1−x
2
2 > 0},
(42)
Y3 = {(x1, x2) ∈ R×R− : x
2
1−x
2
2 < 0}, Y4 = −Y3 = {(x1, x2) ∈ R×R+ : x
2
1−x
2
2 < 0}
(see Figure 1).
x1
x2
Y1 Y2
Y3
Y4
X u
v
Figure 1: The sets X and Yj , j = 1, . . . 4, for the TDH group.
Lemma 12. Let Φ, Yj , X as in Proposition 11. If h ∈ C
∞
0 (Yj), then
(43)
∫
Rd
∣∣∣∣∣
∫
Yj
h(x)e2πi〈q,Φ(x)〉 dx
∣∣∣∣∣
2
dq =
∫
Yj
|h(x)|2
dx
|JΦ(x)|
,
where JΦ(x) is the Jacobian of Φ at x.
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Proof. Recall that Yj ⊂ R
d \ S , so that JΦ(x) 6= 0 on Yj and Φj := Φ|Yj is a
diffeomorphism from Yj onto X . This let us make the change of variables Φ(x) = u
and use Plancherel’s formula:
∫
Rd
∣∣∣∣∣
∫
Yj
h(x)e2πi〈q,Φ(x)〉 dx
∣∣∣∣∣
2
dq =
∫
Rd
∣∣∣∣
∫
X
h(Φ−1j (u))e
2πi〈q,u〉 |JΦ−1j (u)| du
∣∣∣∣
2
dq
=
∫
Rd
∣∣∣∣
∫
Rd
χX(u)h(Φ
−1
j (u))e
2πi〈q,u〉 |JΦ−1j (u)| du
∣∣∣∣
2
dq
=
∫
Rd
|χX(u)h(Φ
−1
j (u))JΦ−1j (u)|
2 du,
=
∫
X
|h(Φ−1j (u))JΦ−1j (u)|
2 du,
=
∫
Yj
|h(x)|2
dx
|JΦ(x)|
,
where in the last raw we have performed the change of variables Φ−1j (u) = x. Observe
that, since the supp h is a compact set contained in the open set Yj , there exist two
constants 0 < c < C , such that c < |JΦ(x)| < C on supph and the last integral is well
defined.
Now we have all the pieces in place to provide the reproducing condition on the
wavelet ψ which guarantees the reproducibility of the group H .
Theorem 13. Let H = Σ⋊D ∼= Rd⋊D be as at the beginning of this section and let
X, Yj be as in Proposition 11. Then, the identity
(44) ‖f‖22 =
∫
H
|〈f, µ(h(q, a))ψ〉|2 dh(q, a)
holds for every f ∈ C∞0 (Yj) if and only if ψ satisfies the condition
(45)
∫
D
|ψ(a−1x)|2 | det θ(a)a|−1 da = |JΦ(x)|, a.e. x ∈ Yj.
Moreover, (44) holds for every f ∈ C∞0 (Yj ∪ (−Yj)) if and only if ψ satisfies the
following two conditions:
(46)
∫
D
|ψ(a−1x)|2 | det θ(a)a|−1 da =
∫
D
|ψ(−a−1x)|2 | det θ(a)a|−1 da = |JΦ(x)|,
for a.e. x ∈ Yj , and
(47)
∫
D
ψ(−a−1x)ψ(a−1x) | det θ(a)a|−1 da = 0, a.e. x ∈ Yj.
Proof. The left Haar measure on H is given by
dh(q, a) = dq| det θ(a)|−1da
18 the equivalence
and the metaplectic representation on H in (34), let us write, for every f ∈ C∞0 (Yj ∪
(−Yj)),
∫
H
|〈f, µ(h(q, a))ψ〉|2 dh(q, a) =
∫
D
∫
Rd
∣∣∣∣
∫
Rd
f(x)e−πi〈σqx,x〉(det a)−1/2ψ(a−1x) dx
∣∣∣∣
2
dq
(48)
· | det θ(a)|−1 da
=
∫
D
∫
Rd
∣∣∣∣
∫
Rd
f(x)e2πi〈q,Φ(x)〉ψ(a−1x) dx
∣∣∣∣
2
dq| det θ(a)a|−1da
=
∫
D
∫
Rd
∣∣∣∣∣
∫
Yj
[f(x)ψ(a−1x) + f(−x)ψ(−a−1x)]
· e2πi〈q,Φ(x)〉 dx
∣∣2dq| det θ(a)a|−1da
where the last equality is due to the even property of Φ.
Now, we set h(x) := f(x)ψ(a−1x) + f(−x)ψ(−a−1x) and apply Lemma 12, so that∫
H
|〈f, µ(h(q, a))ψ〉|2 dh(q, a) =
∫
D
∫
Yj
[|f(x)ψ(a−1x)|2 + |f(−x)ψ(−a−1x)|2
+ 2Re (f(x)ψ(a−1x)f(−x)ψ(−a−1x)]
dx
|JΦ(x)|
| det θ(a)a|−1da.
Suppose at first that f satisfies the additional property: f(x) = 0 on −Yj , then∫
H
|〈f, µ(h(q, a))ψ〉|2 dh(q, a) =
∫
Yj
|f(x)|2
(∫
D
|ψ(a−1x)|2 | det θ(a)a|−1 da
)
dx
|JΦ(x)|
so that
∫
H
|〈f, µ(h(q, a))φ〉|2 dh(q, a) = ‖f‖22 if and only if (45) holds.
If, instead, f(x) = 0 on Yj , the equality
∫
H
|〈f, µ(h(q, a))φ〉|2 dh(q, a) = ‖f‖22 holds
true if and only if the second and the last expression in (46) are equal.
Finally, taking f ∈ C∞0 (Yj ∪ (−Yj)), such that f(x)f(−x) is real-valued, purely
imaginary-valued, respectively, we have∫
H
|〈f, µ(h(q, a))φ〉|2 dh(q, a) = ‖f‖22
if and only if both conditions (46) and (47) are fulfilled.
Corollary 14. Theorem 13 still holds if the assumptions f ∈ C∞0 (Yj) or f ∈ C
∞
0 (Yj∪
(−Yj)) are replaced by f ∈ L
2(Yj), or f ∈ L
2(Yj ∪ (−Yj)), respectively.
Proof. It follows by the density of C∞0 (Yj) and C
∞
0 (Yj ∪ (−Yj)) in L
2(Yj) and L
2(Yj ∪
(−Yj)), respectively.
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4.3. The case H = Rd ⋊ N . We shall exhibit that for subgroups of the kind H =
Rd ⋊ N , with N defined in (30), formula (1) ever fails. The product law is given by
h(q, n)h(q′, n′) = h(q + nq′, nn′).
First of all, in the semidirect product above, we are dealing with the case Rd ∼=
{0} × Rd ⊂ R2d . The choice Rd ∼= Rd × {0} reduces Rd ⋊N to Rd , since it forces N
to be I . In our case, for p, p′ ∈ Rd , n =
[
I 0
c I
]
, with tc = c ∈M(d,R), the action on
R
d is
p+ np′ =
[
0
p
]
+
[
I 0
c I
] [
0
p′
]
=
[
0
p+ p′
]
,
and the product law becomes
h(p, c)h(p′, c′) = h(p+ p′, c+ c′).
The extended metaplectic representation on H is given by
µe(h(p, n))f(t) = ρ(0, p)µ(n)f(t) = ±Mpe
iπ〈ct,t〉f(t).
The right-hand side of (1) has the form∫
H
|〈f, µe(h)ψ〉|
2 dh =
∫
N
∫
Rd
∣∣F (eiπ〈c·,·〉ψ¯f) (p)∣∣2 dp dµ(c)
=
∫
N
∫
Rd
∣∣∣eiπ〈ct,t〉f(t)ψ(t)
∣∣∣2 dt dµ(c)
=
∫
N
dµ(c)
∫
Rd
|f(t)|2|ψ(t)|2 dt,
where we used Plancherel’s formula, so that the last integral either vanishes or diverges.
5. New 2-dimensional reproducing subgroups H = Σ⋊D
We shall construct two new examples of reproducing subgroups H = Σ ⋊ D , in
dimension d = 2. To prove their reproducibility, we shall apply the theory developed
in the previous section.
5.1. The TDH group. Consider the 4-dimensional group:
(49)
TDH =
{
h((x, y), (s, t)) :=
[
e−sH(t) 0
esT (x, y)H(t) esH(−t)
]
: s, t, x, y ∈ R
}
⊂ Sp(2,R),
with the hyperbolic matrix H(t) given by
(50) H(t) =
[
cosh t sinh t
sinh t cosh t
]
, t ∈ R
20 the equivalence
whereas the symmetric matrix T (x, y) displays the entries
(51) T (x, y) =
[
x y
y x
]
, x, y ∈ R.
The semidirect structure H = R2 ⋊D is clear:[
e−sH(t) 0
esT (x, y)H(t) esH(−t)
]
=
[
I 0
T (x, y) I
] [
e−sH(t) 0
0 esH(−t)
]
.
Proposition 15. The subgroups TDH of Sp(2,R) satisfy the following properties:
(a) The product law in TDH , is explicitly given by:
h(s, t, z)h(s′, t′, z′) = h(s + s′, t+ t′, z + e2sH(−2t)z′), z, z′ ∈ R2, t, t′, s, s′ ∈ R.
(b) The left Haar measure on TDH is dh(s, t, z) = e−4s ds dt dz .
(c) The mapping Φ in (39) is explicitly given by
(52) Φ(x) = (−
1
2
(x2 + y2),−xy)
and has Jacobian JΦ(x, y) = −(x
2 − y2). Observe that Φ(R2) = X ∪ {(0, 0)},
where the open set X is defined in (40).
(d) The restriction of the metaplectic representation to TDH is given by:
(53) µ(h((s, t), (x, y)))f(u) = ±eseπi〈T (x,y)u,u〉 f(esH(−t)u), f ∈ L2(R2)
(e) The group homomorphism θ in (29) is
(54) θ(e−sH(t)) = e2sH(−2t) = (e−sH(t))−2 = t(e−sH(t))−2,
since the matrix a = a(s, t) = e−sH(t) is symmetric. Hence θ is the same
homomorphism encountered in the TDS(2) and SIM(2) group cases.
Since the proof consists of easy calculations, we leave it to the interested reader.
The reproducibility of the group TDH is then a mere application of Theorem 13,
with Φ−1(X) = Y1 ∪ Y2 ∪ Y3 ∪ Y4, and X defined in (40), Y1, Y2 = −Y1 defined in (41)
and Y3, Y4 = −Y3 defined in (42).
Theorem 16. The subgroup TDH is reproducing for L2(Y1 ∪ −(Y1)). Moreover,
ψ ∈ L2(Y1 ∪ −(Y1)) is a reproducing function for TDH if and only if
(55)
∫
Y1
|ψ(u, v)|2
du dv
(u2 − v2)2
=
∫
Y1
|ψ(−u,−v)|2
du dv
(u2 − v2)2
= 1,
and
(56)
∫
Y1
ψ(−u,−v)ψ(u, v)
du dv
(u2 − v2)2
= 0.
Similarly, TDH is reproducing for L2(Y3 ∪ −(Y3)), and ψ ∈ L
2(Y3 ∪ −(Y3)) is a
reproducing function if fulfills (55) and (55) with Y3 in place of Y1 .
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Proof. We use Theorem 13 and translate conditions (46) and (47) into this context.
The automomorphism θ is computed in (54), whence
| det θ(a)a| = | det((e−sH(t))−2e−sH(t))| = | det(esH(−t))|−1| = e−2s.
We consider the case Φ = Φ|Y1 . The first condition in (46) reads in this framework as∫
R2
|ψ(esH(−t)t(x, y))|2e−2s ds dt = x2 − y2 a.e. (x, y) ∈ Y1.
Performing the change of variables esH(−t)t(x, y) = t(u, v), we get e2s(x2 − y2) =
u2 − v2 . Here ds dt =
1
u2 − v2
du dv . Hence, the previous integral coincides con the
first one in the left-hand side of (55). The other cases are analogous.
5.2. The TDW group. The TDW group arises by tensor-product of 1-dimensional
wavelets (see the end of this section) and is defined as follows.
H =
{
h((x, y), (s, t)) =


es 0 0 0
0 et 0 0
esx 0 e−s 0
0 ety 0 e−t

 : s, t, x, y ∈ R
}
⊂ Sp(2,R).
The TDW group enjoys the following properties:
(i) If we set a(s, t) =
[
es 0
0 et
]
, the product law in H is explicitly given by:
h(s, t, z)h(s′, t′, z′) = h(s+ s′, t+ t′, z + a(s, t)−2z′), z, z′ ∈ R2, t, t′, s, s′ ∈ R.
Hence the authomorphism θ is θ(a(s, t)) = a(s, t)−2 (notice that (a(s, t) is symmetric).
(ii) The mapping Φ in (39) is given by
Φ(x) = −
1
2
(x2, y2)
and has Jacobian JΦ(x, y) = xy , so that JΦ(x, y) = 0 on the set S = {(x, y) : x =
0 ∨ y = 0} and Φ(S) = {(x, 0), x ≤ 0} ∪ {(0, y), y ≤ 0} . Moreover, Φ(R2) = {(x, y) :
x ≤ 0, y ≤ 0} . In this case, we have
X = R− × R−, Φ
−1(X) = Y1 ∪ (−Y1) ∪ Y2 ∪ (−Y2),
where
Y1 = {(x, y) ∈ R+ × R+}, Y2 = {(x, y) ∈ R− × R+}.
(iii) The restriction of the metaplectic representation to H is given by:
(57) µ(h((s, t), (x, y)))f(u, v) = ±e−s/2eπixu
2
e−t/2eπiyv
2
f(e−su, e−tv).
Theorem 13 rephrased for the TDW group is as follows.
Theorem 17. The subgroup TDW is reproducing on L2(Y1 ∪ (−Y1)). A function
ψ ∈ L2(Y1 ∪ (−Y1)) is a reproducing function if and only if
(58)∫
Y1
|ψ(u, v)|2
du dv
u2v2
=
∫
Y1
|ψ(−u,−v)|2
du dv
u2v2
= 1,
∫
Y1
ψ(−u,−v)ψ(u, v)
du dv
u2v2
= 0,
22 the equivalence
and, similarly, TDW is reproducing on L2(Y2 ∪ (−Y2)).
Now, recall the reproducing subgroup H1 ⊂ R
2 ⋊ SL(2,R) given by
H1 =
{([
0
0
]
,
[
1 0
b 1
] [
a−1/2 0
0 a1/2
])
, a > 0, b ∈ R
}
.
A reproducing function ψ1 is reproducing for H1 if and only if ψ1 ∈ L
2(R) and∫ ∞
0
|ψ1(x)|
2dx
x2
=
∫ ∞
0
|ψ1(−x)|
2dx
x2
=
1
2
,
∫ ∞
0
ψ1(x)ψ1(−x)
dx
x2
= 0.
It is then clear that every function ψ(u, v) = 4ψ1(u)ψ1(v) fulfils (58), so that a repro-
ducing function is obtained by a tensor product of two 1-dimensional wavelets.
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