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ЧАСТИНА 1. ТЕОРІЯ ІМОВІРНОСТЕЙ 
ТЕМА 1. Визначення імовірності 
Комбінаторика 
ТЕОРЕТИЧНІ ВІДОМОСТІ 
Для підрахунку кількості наслідків випробування зручно користуватися 
формулами комбінаторики, які обираються в залежності від того, які саме 
наслідки потрібні і чи можливе повторне використання об’єктів відбору. 
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ЗАДАЧІ ДЛЯ РОБОТИ В АУДИТОРІЇ 
Перестановки без повторень 
1.1. Скількома способами можна розташувати на полиці в ряд три різні книги? 
Відповідь: !33P  
7 
1.2. Скількома способами можна призначити трьох чоловік на три різні посади? 
Відповідь: !33P  
1.3. В міжміському автобусі 15 двомісних крісел. Скількома способами на них 
можуть розміститися 30 пасажирів? 
Відповідь: !3030P  якщо розміщення в окремому кріслі має значення і 
!2
!30
 
якщо ні. 
Розміщення без повторень 
1.4. Скільки різних тризначних чисел можна скласти з цифр 1, 2, 3, 4, 5? 
Відповідь:
)!35(
!53
5A  
1.5. На станції є 8 запасних колій. Скількома способами на них можна 
розставити три різних потяги? 
Відповідь:
)!38(
!83
8A  
Сполучення без повторень 
1.6. Група з 8 чоловік вибирає делегацію на збори у складі трьох чоловік. 
Скільки різних варіантів делегації можна скласти? 
Відповідь:
!3)!38(
!83
8C  
1.7. Команду з 8 чоловік розбивають на дві групи з рівною кількістю людей. 
Скількома способами це можна зробити? 
Відповідь: 1
!4)!48(
!84
4
4
8 CC  
Розміщення з повтореннями 
1.8. Номер поштової скриньки складається з чотирьох цифр. Скільки різних 
номерів можна скласти? 
Відповідь: 4410 10A  
1.9. Скількома способами можна з групи в 25 чоловік призначити: 
а) три людини на рівноцінні посади; 
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б) чотири людини на різні посади? 
Відповідь:а) 325C ; б) 
4
25A  
1.10. Біжать 8 спортсменів. Знайти кількість варіантів: 
а) розподілу на фініші; 
б) утворити трійку призерів; 
в) скласти трійку нагороджених золотою, срібною та бронзовою медалями. 
Відповідь:а) 8P ; б) 
3
8C ; в) 
3
8A  
Правило множення 
1.11. З пункту А в пункт Б ведуть чотири дороги, а з Б у В сім доріг. Скільки 
існує маршрутів: 
а) з А у В; 
б) з В у А; 
в) з А у В і назад; 
г) з А у В і назад, якщо повертатися іншим шляхом? 
Відповідь:а) 4 7=28; б) 7 4=28; в) 28 28; г) 28 27 
1.12. Скількома різними способами можна розкласти в дві кишені 10 монет різної 
вартості по рівній кількості монет? 
Відповідь: 55
5
10 CC  
Правило додавання 
1.13. Скількома способами можна вибрати тему курсової роботи, якщо список 
тем надруковано на трьох аркушах, на першому 12 тем, на другому 10 і на 
третьому 6? 
Відповідь: 12+10+6 
1.14. Знайти кількість можливих автомобільних номерів, якщо в номері: 
а) 2 букви і 4 цифри; 
б) 3 букви і 4 цифри; 
в) одночасно використовуються номери обох типів? 
Відповідь:а) 42410
2
32 1032AA ; б) 
434
10
3
32 1032AA ; в) 
4342 10321032  
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1.15. При передачі повідомлень по телеграфу використовують код Морзе. 
Вказати: 
а) чи достатньо комбінацій, що складаються не більше, ніж з п’яти 
символів, щоб закодувати будь-яке повідомлення російською мовою; 
б) чи достатньо для цього комбінацій, що складаються не більше, ніж з 
чотирьох символів? 
Відповідь:а) так; б) ні 
1.16. Скільки чотиризначних чисел можна скласти, використовуючи цифри 1, 2, 
3, 4, 5, якщо: 
а) ніякі цифри не повторюються; 
б) повторення цифр допустимі; 
в) числа повинні бути непарними, без повторення цифр? 
Відповідь:а) 45A ; б) 
4
5A ; в) 3
3
4A  
1.17. Скільки сигналів можна подати за допомогою 6 прапорців різного кольору? 
Відповідь: 6
6
5
6
4
6
3
6
2
6
1
6 AAAAAA  
Поняття імовірності 
ТЕОРЕТИЧНІ ВІДОМОСТІ 
При класичному визначенні імовірність події визначається рівністю 
n
m
AP )(  
де m– число елементарних наслідків випробування, що сприяють події А, n – 
загальне число можливих елементарних наслідків випробування. Елементарні 
наслідки мають складати повну групу і бути рівноможливими. У випадку 
порушення останньої умови користуються іншими визначеннями імовірності. 
При статистичному визначенні в якості імовірності події приймають її 
відносну частоту 
n
m
AW )(  
10 
де m– число випробувань, в яких подія А трапилась, n – загальне число 
випробувань. Щоб скористатися визначенням, потрібно мати можливість (хоча б 
теоретично) провести достатньо велику серію випробувань при незмінних умовах. 
При геометричному визначенні імовірність події визначається рівністю 
G
g
AP )(  
де g– геометрична міра частини області, потрапляння в яку сприяє події А, G – 
геометрична міра всієї області наслідків випробування. Області можуть мати 
довільне число вимірів. Скористатися визначенням можна,  коли імовірність 
потрапляння випадкової точки (наслідку випробування) в довільну частину 
області є пропорційною мірі цієї області (довжині, площі, об’єму, і т.д.) і не 
залежить від її розташування та форми. 
ЗАДАЧІ ДЛЯ РОБОТИ В АУДИТОРІЇ 
Класичне визначення імовірності 
1.18. У контейнері 10 ламп, 4 з яких несправні. Навмання виймають одну лампу. 
Яка імовірність того, що вона несправна? 
Відповідь:
10
4
 
1.19. Кидають дві монети. Яка імовірність того, що: 
а) тільки на одній випаде герб; 
б) принаймні на одній випаде герб? 
Відповідь:а) 
4
2
)( AAAAP ; б) 
4
3
)( AAAAAAP  
1.20. Кидають дві гральні кістки. Яка імовірність того, що: 
а) сума очок дорівнює семи; 
б) різниця очок дорівнює трьом; 
в) сума очок дорівнює семи, а різниця трьом; 
г) сума очок дорівнює семи, якщо відомо, що різниця дорівнює трьом? 
Відповідь:а) 
36
6
; б) 
36
6
; в) 
36
2
; г) 
6
2
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1.21. Кубик, всі грані якого пофарбовані, розпиляний так, що кожне його ребро 
розділено на 10 частин. З одержаної множини маленьких кубиків вибирають 
один. Яка імовірність, що в нього пофарбовані: 
а) три грані; 
б) дві грані; 
в) одна грань; 
г) принаймні одна грань; 
д) чотири грані; 
е) не менше двох граней; 
ж) не більше двох граней? 
Відповідь: а) 
1000
8
; б) 
1000
128
; в) 
1000
688
; г) 
1000
888
1 ; д) 0;  
е) 
1000
1288
; ж)
1000
128688888
 
1.22. На п’ятьох картках написані літери О, П, Р, С, Т. Знайти імовірність того, 
що на вийнятих по одній і розташованих в ряд картках можна прочитати 
слово «СПОРТ» 
Відповідь:
!5
1
 
1.23. На шістьох картках написані літери М, О, О, О, Л, К. Знайти імовірність 
того, що на вийнятих по одній і розташованих в ряд картках можна 
прочитати слово «МОЛОКО» 
Відповідь:
!6
!3
 
1.24. На шістьох картках написані літери А, А, А, Н, Н, С. Знайти імовірність 
того, що на вийнятих по одній і розташованих в ряд картках можна 
прочитати слово «АНАНАС» 
Відповідь:
!6
!2!3
 
1.25. На п’яти однакових кулях написані цифри 1, 2, 3, 4, 5. Кулі лежать у 
непрозорій коробці. Яка імовірність того, що виймаючи три кулі, отримаємо 
12 
всі три з непарним номером? 
Відповідь:
3
5
3
3
C
C
 
1.26. У коробці 3 білих і 4 чорних кулі. Навмання виймають дві кулі. Знайти 
імовірність, що вийнято різнокольорову пару куль. 
Відповідь:
2
7
1
4
1
3
C
CC
 
1.27. В академічній групі 25 студентів, з них 15 дівчат. Яка імовірність того, що 
серед перших 6 студентів, що зайшли до аудиторії, буде 4 дівчини? 
Відповідь:
6
25
2
10
4
15
C
CC
 
1.28. З гаманця, в якому 5 монет по п’ять копійок, 3 монети по три копійки і 2 
монети по дві копійки, виймають навмання три монети. Знайти імовірність 
того, що: 
а) всі три монети по п’ять копійок; 
б) всі монети різної вартості; 
в) всі монети однакової вартості; 
г) одна монета дві копійки і дві монети по три копійки. 
Відповідь: а) 
3
10
3
5
C
C
; б) 
3
10
1
2
1
3
1
5
C
CCC
; в) 
3
10
3
3
3
5
C
CC
; г) 
3
10
1
2
2
3
C
CC
 
1.29. В академічній групі 25 студентів. У трьох студентів прізвище починається 
на літеру «А», у двох – на «О», в одного – на «І», в інших на приголосну. 
Викладач викликає двох студентів. Яка імовірність того, що їх прізвища 
починаються на голосну? 
Відповідь:
2
25
2
6
C
C
 
1.30. Купують одну картку гри в «Спортлото», в якій граючому потрібно 
викреслити 6 чисел з 36. Яка імовірність, що граючий викреслить: 
а) 6 з 6 виграшних чисел; 
б) 3 з 6 виграшних чисел; 
13 
в) 3, 4 або 5 з 6 виграшних чисел? 
Відповідь: а) 
6
36
6
6
C
C
; б) 
6
36
3
30
3
6
C
CC
; в) 
6
36
1
30
5
6
2
30
4
6
3
30
3
6
C
CCCCCC
 
Геометричне визначення імовірності 
1.31. Стержень довжиною xнавмання розламали на 2 частини. Знайти імовірність  
того, що довжина меншої частини не більша за x/3. 
Відповідь:
3
2
 
1.32. На відрізок AB довжиною h випадковим чином ставиться дві точки N і M. 
Знайти імовірність того, що точка M розташована ближче до N ніж до A. 
Відповідь:
4
3
 
ДЛЯ ДОМАШНІХ РОБІТ 
1.33. Для запису даних у файл можна використати 7 різних підпрограм, для 
зчитування – 8. Скількома способами можна записати дані, а потім зчитати? 
Відповідь: 56 
1.34. В олімпіаді з програмування бере участь 16 команд. 
а) Скільки існує можливих послідовностей цих команд, складених у 
порядку спадання кількості очок після закінчення олімпіади?  
б) Скількома способами бути розподілено 3 комплекти нагород?  
в) Скількома існує можливих пар невдах, складених з команд, які зайняли 
два останні місця?  
Відповідь: а) 16!  б) 15600  в) 325 
1.35. Скільки різних слів, у тому числі беззмістовних, можна одержати 
переставляючи букви у слові «математика»? 
Відповідь: 151200 
1.36. Скількома способами можна купити 8 флешок, якщо у продажу є шість 
різних флешок?  
Відповідь: 68 
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1.37. Скільки треба мати словників, щоб можна було безпосередньо  робити 
переклади з будь-якої з 5-ти мов(української, російської, англійської, 
німецької, французької) на будь яку іншу з них? 
Відповідь: 10 
1.38. На зборах присутні 30 осіб. Скількома способами можна обрати президію 
зборів у складі 3-х осіб? 
Відповідь: 4060 
1.39. Скільки цілих невід’ємних чисел, менших за мільйон, можна записати за 
допомогою цифр:  
а) 7, 8, 9, 0? 
б) 7, 8, 9?  
Відповідь: а) 4096  б) 1092 
1.40. У кімнаті n лампочок, кожна має свій вимикач. Скільки існує різних 
способів освітлення кімнати? 
Відповідь:2n-1 
1.41. У ліфті дев’яти поверхового будинку на першому поверсі увійшли 5 
чоловік. Кожен з них може вийти на будь-якому поверсі, починаючи з 
другого. Скільки для цього існує різних способів? 
Відповідь: 85 
1.42. Правління акціонерного товариства складається з голови правління, 
бухгалтера та юриста.  Скількома способами можна обрати правління, якщо 
на місце голови є 5 претендентів, бухгалтера –6 , а юриста –4? 
Відповідь: 120 
1.43. Банк випускає кредитні картки, кожна з яких має серію з трьох букв 
англійського алфавіту і номер з чотирьох цифр. Скільки можна випустити 
кредитних карток, використовуючи 2 букви англійського алфавіту, якщо 
відомо, що номера 0000 немає? 
Відповідь: 262(104-1) 
1.44. Скільки підмножин має множина, що складається з n елементів? 
Відповідь:2n 
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1.45. Студент для атестації повинен здати десять робіт. Сьогодні він планує 
зробити чотири з них. Скількома способами можна вибрати ці чотири 
роботи? 
Відповідь: 210 
1.46. У камері схову встановлено кодовий замок, код якого складається з 4-х 
цифр. Скільки різних кодів скласти з цифр 1, 2, 3, 4, 5, якщо: 
а) цифри у коді можуть повторюватися; 
б) цифри у коді не повторюються; 
в) код починається з цифри 3; 
г) код парне число; 
д) код парне число, цифри якого не повторюються? 
Відповідь: а) 625  б) 120  в) 125  г) 250  д) 48 
1.47. Скільки тризначних цифр можна записати цифрами 0, 1, 2, 3, 4, якщо кожну 
з них використовувати не більше одного разу? 
Відповідь: 36 
1.48. Скільки є п’ятизначних чисел, які діляться на 5? 
Відповідь: 18000 
1.49. На першому курсі вивчають 10 предметів. У понеділок 4 пари, причому всі 
з різних предметів. Скількома способами можна скласти розклад на 
понеділок? 
Відповідь: 5040 
1.50. Скільки партій буде зіграно на шаховому турнірі, якщо кожні двоє з 10-ти 
учасників зустрінуться лише по разу? 
Відповідь: 45 
1.51. Комісія складається з голови, двох його заступників і ще чотирьох осіб. 
Скількома способами члени комісії можуть розподілити між собою 
обов’язки? 
Відповідь: 105 
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1.52. Скількома способами можна розподілити 15 різних предметів між трьома 
особами так, щоб кожна особа отримала по 5 предметів? 
Відповідь: 756756 
1.53. На книжковій полиці розміщено 10 томів. Скількома способами можна 
розставити їх так, щоб перший і другий томи не стояли поруч? 
Відповідь: 2903040 
1.54. Скількома способами можна розставити 10 томів на полиці так, щоб 
перший, другий і третій томи стояли поруч у порядку зростання? 
Відповідь: 40320 
1.55. З 12-ти чоловік кожного дня протягом шести днів вибирають двох чергових. 
Визначити кількість різних можливих варіантів розкладу чергування на 6 
днів, якщо кожна особа чергує лише один раз. 
Відповідь: 7484400 
1.56. Скільки різних «слів» можна утворити, переставляючи букви у слові 
«комбінаторика»? 
Відповідь: 778377600 
1.57. Скільки тризначних чисел, які діляться на 3, можна записати цифрами 0, 1, 
2, 3, 4, 5, якщо кожне число не може мати однакових цифр? 
Відповідь: 40 
1.58. Скількома способами можна впорядкувати множину {1, 2,…,2n} так, щоб 
кожне парне число мало парний номер? 
Відповідь: (n!)2 
1.59. Скількома способами можна вибрати навмання 2 чорні і 3 білі кулі зі 
скриньки, що містить 10 чорних та 6 білих куль? 
Відповідь: 900 
1.60. Студентові треба за 8 днів скласти 4 іспити. Скількома способами можна 
скласти розклад іспитів, якщо за день не дозволяється складати більше 
одного іспиту? 
Відповідь: 1680 
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1.61. На чотирьох картках записані цифри 1, 2, 3, 4. Три з них виймають і 
розташовують в ряд. Знайти імовірність, що цифри розташовані у порядку 
зростання. 
Відповідь:1/6 
1.62. Четверо друзів сідають за круглий стіл. Знайти імовірність, що дві фіксовані 
особи сидітимуть поруч. 
Відповідь:2/3 
1.63. Троє гравців грають в карти. Кожному роздано по 10 карт, дві залишені в 
прикупі. Один з гравців бачить, що в нього на руках 6 карт бубнової масті і 
4 не бубнової. Він скидає дві карти з цих чотирьох і бере прикуп. Знайти 
імовірність, що він прикупить дві бубнові карти. 
Відповідь:1/231 
1.64. Навмання вибирають одну цифру. Знайти імовірність того що вибрана 
цифра менша за 3. 
Відповідь: 0.3 
1.65. Вибирають навмання 4 різних цифри від 1 до 9. Яка імовірність що серед 
вибраних цифр – 2 парні і 2 непарні? 
Відповідь: 0.476 
1.66. Набирають телефонний номер, абонент забув 2 останні цифри і набрав їх 
навмання пам’ятаючи лише, що вони непарні і різні. Яка імовірність  що 
номер набраний правильно? 
Відповідь: 0.05 
1.67. З колоди 36-ти карт навмання витягнули 10. 
а) Яка імовірність, що серед них є хоча б один туз? 
б) Яка імовірність  що серед них не менше2 тузів? 
Відповідь:а) 
10
36
10
32
0
41
C
CC
; б) 
10
36
6
32
4
4
7
32
3
4
8
32
2
4
C
CCCCCC
 
1.68. Кубик кидають 6 разів  
а) Яка імовірність що випадуть всі 6 граней? 
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б) Яка імовірність що випадуть три «одиниці» і дві «трійки» і одна 
«шістка»? 
Відповідь: а) 0.0154  б) 0.00128 
1.69. Кубик кидають 12 разів. Яка імовірність що випадуть дві «одиниці» три 
«двійки», чотири «трійки» та «четвірка», «п’ятірка» і «шістка» - по одному 
разу. 
Відповідь:0.000764 
1.70. На перехресті встановлено автоматичний світлофор, на якому протягом 
1 хв. горить зелене світло, 30 сек. – жовте, 1 хв. – червоне, 30 сек. – жовте, 
1 хв. – зелене і т.д. У випадковий момент часу до світлофора під’їжджає 
автомобіль. Яка імовірність того, що в цей момент буде горіти зелене 
світло? 
Відповідь: 1/3 
1.71. Після бурі на ділянці між 40-м і 70-м кілометрами телефонної мережі 
розірвався провід. Яка імовірність  того, що він розірвався між 45-м і 50-м 
кілометрами мережі? 
Відповідь: 1/6 
1.72. Два пароплави повинні підійти для розвантаження до одного і того самого 
причалу. Їх поява біля причалу  - незалежні випадкові події, рівно можливі 
протягом доби. Час розвантаження кожного пароплава – 1 год. Знайти 
імовірність  того, що одному пароплаву доведеться чекати звільнення 
причалу. 
Відповідь: 0.08159 
1.73. На відрізку довжини h навмання вибирають дві точки. Знайти імовірність  
того, що з трьох одержаних відрізків можна побудувати трикутник. 
Відповідь: 1/4 
1.74. Двоє студентів домовилися про зустріч. Кожен з них може прийти на місце 
зустрічі протягом 20 хв. За домовленістю студент, який прийшов на місце 
зустрічі першим, чекає 10 хв. і покидає місце зустрічі . Яка імовірність  того 
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, що зустріч відбудеться? 
Відповідь: 3/4 
1.75. (Задача Бюффона) На площину, розграфлену паралельними прямими 
лініями, відстань між якими 2a, навмання кидають голку довжини 2h. Яка 
імовірність того, що голка перетне одну з паралельних прямих, якщо h<a? 
Відповідь:
a
h2
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ТЕМА 2. Основні теореми теорії імовірностей 
ТЕОРЕТИЧНІ ВІДОМОСТІ 
Події називають несумісними, якщо поява однієї з них виключає появу 
інших подій в одному і тому ж випробуванні. 
Події називають сумісними, якщо поява однієї з них не виключає 
можливості появи інших (не обов’язково одночасно). 
Випадкові події А1, А2, …, Аn утворюють повну групу подій, якщо вони 
попарно несумісні і внаслідок випробування хоча б одна з них з’явиться 
обов’язково. 
Події називають рівноможливими, якщо немає причин стверджувати, що 
будь-яка з них можливіша за інші. 
Дві несумісні події, які утворюють повну групу, називають 
протилежними. 
Елементарними наслідками називають такі події,які неможливо розділити 
на більш прості. Множину усіх можливих елементарних наслідків називають 
простором елементарних наслідків. Простір елементарних наслідків може 
містити кінцеву, злічену або незлічену множину елементів. 
Нехай А та В — випадкові події. 
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Випадкові події А та В називають залежними, якщо імовірність появи 
однієї з них залежить від появи або непояви другої події. 
Імовірність події В, обчислена при умові появи події А, називають умовною 
імовірністю події В і позначають )/( ABP  або )(BPA . 
Якщо імовірність появи однієї події не залежить від появи або непояви 
другої, то такі події називають незалежними. Якщо події А та В незалежні, то 
умовна імовірність дорівнює безумовній імовірності )()( BPBPA . 
Декілька подій називають попарно незалежними, якщо кожні дві з них 
незалежні. Наприклад, події А, В, С попарно незалежні, якщо незалежні А і В, А і 
С, В і С. 
Декілька подій називають незалежними в сукупності, якщо незалежні 
кожні дві з них, а також незалежні кожна подія і всі можливі добутки решти 
подій. Наприклад, події А, В, С незалежні в сукупності, якщо незалежні А і В, А і 
С, А і ВС, В і С, В і АС, С і АВ. Вимоги до незалежності в сукупності сильніші, ніж 
до незалежності попарно. 
Імовірність добутку двох випадкових подій А та В обчислюється за 
формулою 
)()()()()( APBPBPAPBAP BA  
що може бути узагальнена на довільну кількість подій 
)(...)()()()...(
121211 ...32121 nAAAAAAn
APAPAPAPAAAP
n
 
Імовірність суми двох випадкових подій А та В обчислюється за формулою 
)()()()( ABPBPAPBAP  
що може бути спрощена для несумісних подій 
)()()( BPAPBAP  
Надійністю системи називають імовірність її безвідмовної роботи в 
певний час t (гарантійний термін). Системи складаються з елементів, поєднаних 
послідовно 
 
p1 p2 p3 
 
npppP ...21  
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або паралельно 
 
p1 p2 p3 pn 
 
nqqqP ...1 21  
Будь-яку складну систему можна розглядати як послідовне або паралельне 
з’єднання блоків. 
ЗАДАЧІ ДЛЯ РОБОТИ В АУДИТОРІЇ 
Алгебра випадкових подій 
2.1. Залежні чи незалежні: 
а) несумісні події; 
б) події, що утворюють повну групу; 
в) рівноможливі події? 
Відповідь: а) так  б) так  в) ні 
2.2. Кубик кидають один раз. Для подій А={випало не менше трьох очок}, 
В={випало не більше трьох очок}. Знайти АВ, А+В, А-В, В-А. 
Відповідь:{3}, {1,2,3,4,5,6}, {4,5,6}, {1,2} 
2.3. Відносно заданих груп подій дати відповіді на такі питання: чи утворюють 
вони повну групу подій? Чи є вони попарно несумісними? 
а) кидання кубика один раз; події : А={випала "одиниця" або "двійка"}, 
В={випала "двійка" або "трійка"}, С={випала "трійка" або "четвірка"}, 
D={випала "четвірка" або "п'ятірка"}. 
б) кидання монети двічі; події А={"герб" випав двічі}, В={"цифра" випала 
двічі}, С={випали "герб" і "цифра"}. 
Відповідь: а) ні, ні  б) так, так 
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Імовірність суми несумісних подій  
2.4. Знайти імовірність появи кольорової кулі, якщо в урні міститься 10 
червоних, 5 синіх і 15 білих куль. 
Відповідь: 5.0
30
5
30
10
 
Імовірність добутку незалежних подій 
2.5. В одному ящику 10 стандартних і 3 нестандартних деталі, в іншому 12 
стандартних і 4 нестандартних. Виймається навмання з кожного ящика по 
одній деталі. Яка імовірність, що: 
а) обидві деталі стандартні; 
б) обидві деталі нестандартні; 
в) з першого ящика стандартна, а з другого нестандартна; 
г) одна стандартна; 
д) хоча б одна стандартна? 
Відповідь: а) 
16
12
13
10
; б) 
16
4
13
3
; в) 
16
4
13
10
; г) 
16
12
13
3
16
4
13
10
; д) 
16
4
13
3
1  
2.6. Імовірність враження цілі при одному пострілі 0.7. Стрільба ведеться до 
першого влучення, але не більше п’яти пострілів. Яка імовірність того, що 
буде витрачено: 
а) два снаряди; 
б) чотири снаряди; 
в) п’ять снарядів? 
Відповідь: а) 7.03.0 ; б) 7.03.0 3 ; в) 43.0  
2.7. Імовірність одного влучення в ціль при одному залпі з двох гармат 
дорівнює 0.38. Знайти імовірність враження цілі при одному пострілі 
першою з гармат, якщо відомо, що для другої гармати ця імовірність 
дорівнює 0.8. 
Відповідь: 0.7 
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2.8. Імовірність хоча б одного влучення при чотирьох пострілах дорівнює 
0.9984. Знайти імовірність влучення в ціль при одному пострілі. 
Відповідь: 0.2 
2.9. Кинуто дві гральні кістки. Чому дорівнює імовірність того, що хоча б на 
одній з них випаде 5 очок? 
Відповідь:
6
5
6
5
1  
2.10. Для сигналізації про аварію встановлено два незалежно працюючих 
сигналізатори. Імовірність того, що при аварії спрацює перший сигналізатор 
– 0.95, другий – 0.9. Знайти імовірність того, що при аварії спрацює тільки 
один сигналізатор. 
Відповідь: 9.005.01.095.0  
2.11. Імовірність влучення у ціль при одному пострілі 0.4. Робиться три постріли. 
Яка імовірність того, що буде: 
а) тільки одне влучення; 
б) хоча б одне влучення? 
Відповідь: а) 26.04.03 ; б) 36.01  
2.12. Стрілець вибиває 10, 9, 8 очок з імовірністю відповідно 0.1, 0.3 і 0.2. 
Зроблено три постріли. Знайти імовірність подій: 
а) всі кулі влучили в 10; 
б) всі кулі влучили в 9; 
в) жодна куля не влучила в 10; 
г) жодного разу не вибито більше 7 очок. 
Відповідь: а) 31.0 ; б) 33.0 ; в) 31.01 ; г) 3)2.03.01.0(1  
2.13. Для виконання програми використовуються паралельні обчислення. 
Імовірність використання одного процесора дорівнює 0.5, двох – 0.25, трьох 
– 0.15. Визначити імовірність того, що в розрахунках використано: 
а) хоча б один процесор; 
б) не менше двох процесорів. 
Відповідь: а) 0.9; б) 0.4 
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2.14. Два стрільці одночасно стріляють по мішені. Імовірність влучення при 
одному пострілі для першого стрільця дорівнює 0.7, для другого 0.8. Знайти 
імовірність, що при одному залпі в мішень влучить тільки один стрілець. 
Відповідь: 8.03.02.07.0  
2.15. Два стрільці одночасно стріляють по мішені, роблячи по одному пострілу. 
Імовірність одного влучення в мішень при цьому дорівнює 0.42. Визначити 
імовірність влучення в мішень при одному пострілі для другого стільця, 
якщо для першого стрільця вона дорівнює 0.6.  
Відповідь: 0.9 
2.16. Імовірність виявлення цілі при одному польоті 0.8. Визначити імовірність 
того, що потрібно буде не менше чотирьох польотів над ціллю. 
Відповідь: 32.01  
2.17. Імовірність хоча б одного влучення при трьох пострілах дорівнює 0.875. 
Знайти імовірність влучення в ціль при одному пострілі. 
Відповідь: 0.5 
Імовірність суми сумісних незалежних подій  
2.18. Студент розшукує потрібну йому формулу у трьох довідниках. Імовірність 
того, що формула міститься в першому, другому, третьому відповідно 
дорівнює 0.6, 0.7, 0.8. Знайти імовірність того, що формула міститься: 
а) у всіх трьох довідниках; 
б) у жодному довіднику; 
в) тільки в одному довіднику; 
г) тільки в двох довідниках. 
Відповідь: а) 0.188; б) 0.452; в) 0.336; г) 0.024 
2.19. На складі 15 однотипних відеокарт, з них 5 мають дефекти. Зі складу 
одержано 3 відеокарти. Визначити імовірність того, що хоча б одна з них 
буде з дефектом. 
Відповідь: 0.26 
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Умовна імовірність 
2.20. Імовірність того, що в електричному ланцюгу напруга перевищить 
номінальне значення, дорівнює 0.15. При підвищеній напрузі імовірність 
аварії приладу споживача електричного струму дорівнює 0.85. Визначити 
імовірність аварії приладу внаслідок підвищення напруги. 
Відповідь: 0.1275 
Імовірність добутку залежних подій 
2.21. З колоди, що містить 52 карти, навмання виймають три карти. Витягнуті 
карти в колоду не повертаються. Знайти імовірність того, що серед них 
немає жодного туза. 
Відповідь: 0.783 
2.22. З цифр 1, 2, 3, 4, 5 вибирають навздогад одну, а з тих, що залишилися, 
другу. Знайти імовірність того, що буде вибрана непарна цифра: 
а) перший раз; 
б) другий раз; 
в) обидва рази. 
Відповідь: а) 0.6; б) 0.6; в) 0.3 
2.23. Абонент забув останню цифру номера і набирає її навмання. Знайти 
імовірність того, що йому доведеться телефонувати не більше, ніж в три 
місця. 
Відповідь: 0.3 
Імовірність суми сумісних подій  
2.24. Знайти імовірність  того, що навмання вибране двозначне число є кратним 
2, або 5, або 2 і 5 одразу. 
Відповідь: 0.6 
2.25. Імовірність того, що при одному пострілі стрілок влучить у ціль, дорівнює 
0.4. Скільки пострілів повинен зробити стрілок, щоб з імовірністю не менше 
0.9 влучити в ціль принаймні один раз? 
Відповідь: 5 
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Надійність системи 
2.26. Визначити надійність технічної системи, зображеної на малюнку, за 
відомими імовірностями безвідмовної роботи окремих її елементів. 
 
0.6 
0.5 
0.7 
0.8 
 
Відповідь: 0.408 
2.27. Визначити надійність технічної системи, зображеної на малюнку, за 
відомими імовірностями безвідмовної роботи окремих її елементів. 
 
0.6 
0.4 0.5 0.6 
0.7 
 
Відповідь: 0.4416 
2.28. При одному циклі огляду радіолокаційною станцією ціль виявляється з 
імовірністю 0.7. Виявлення цілі в кожному циклі відбувається незалежно від 
інших. Знайти імовірність, що при п’яти циклах ціль буде виявлено. 
Відповідь: 0.998 
2.29. В ящику серед 100 однакових на вигляд деталей 80 стандартних. Із ящика 
взято дві деталі. Знайти імовірності можливих наслідків. 
Відповідь:дві стандартні 0.64, одна стандартна 0.38, жодної стандартної 0.04 
2.30. Імовірність влучення в ціль при скиданні бомби дорівнює 0.7. імовірність 
того, що бомба не вибухне, дорівнює 0.08. Знайти імовірність руйнування 
об’єкта, якщо скинута одна бомба. 
Відповідь: 0.644 
2.31. Імовірність того, що при одному пострілі стрілок влучить в десятку, 
дорівнює 0.6. Скільки пострілів повинен зробити стрілок, щоб з імовірністю 
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не менше 0.8 влучити в десятку принаймні один раз? 
Відповідь: 2 
2.32. Визначити надійність технічної системи, зображеної на малюнку, за 
відомими імовірностями безвідмовної роботи окремих її елементів. 
 
0.6 
0.5 
0.4 
0.6 
0.7 
 
Відповідь: 0.3696 
ДЛЯ ДОМАШНІХ РОБІТ 
2.33. Чи утворюють повну групу наступні групи подій: 
а) випробування – кидання монети; події: А1 – поява герба; А2 – поява 
цифри; 
б) випробування – кидання двох монет; події: В1 – поява двох гербів; В2 – 
поява двох чисел; 
в) випробування – два постріли по мішені; події: А0 – жодного влучення; А1 
– одне влучення; А2 – два влучення; 
г) випробування – два постріли по мішені; події: С1 – хоча б одне 
влучення; С2 – хоча б один промах; 
д) випробування – виймання карти з колоди; події: D1 – поява карти 
червової масті; D2 – поява карти бубновою масті; D3 – поява карти 
трефової масті? 
Відповідь: а) так; б) ні; в) так; г) ні; д) ні 
2.34. Чи несумісні такі події: 
а) випробування – кидання монети; події: А1– поява герба; А2– поява 
цифри; 
б) випробування – кидання двох монет; події: В1– поява герба на першій 
монеті; В2– поява цифри на другий монеті; 
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в) випробування – два постріли по мішені; події: С0 – жодного влучення; 
С1– одне влучення; С2– два влучення; 
г) випробування – два постріли по мішені; події: D1– хоча б одне влучення; 
D2– хоча б один промах; 
д) випробування – виймання двох карт з колоди; події: Е1 – поява двох 
чорних карт; Е2– поява туза; Е3 – поява дами? 
Відповідь: а) так; б) ні; в) так; г) ні; д) ні 
2.35. Чи є рівноможливими наступні події: 
а) випробування – кидання симетричною монети; події: А1 – поява герба; 
А2– поява цифри; 
б) випробування – кидання неправильної (погнутої) монети; події: В1– 
поява герба; В2– поява цифри; 
в) випробування – постріл по мішені; події: С1–влучення; С2– промах; 
г) випробування – кидання двох монет; події: D1– поява двох гербів; D2– 
поява двох цифр; D3– поява одного герба і однієї цифри; 
д) випробування – виймання однієї карти з колоди; події: Е1– поява карти 
червової масті; Е2– поява карти бубнової масті; Е3– поява карти трефової 
масті; 
е) випробування – кидання гральної кістки; події: F1 – поява не менше 
трьох очок; F2– поява не більше чотирьох очок? 
Відповідь: а) так; б) ні; в) ні; г) ні; д) так; е) так 
2.36. Нехай А, В, С– довільні події. За допомого операцій над цими подіями або 
протилежними до них записати такі події: 
а) з подій А, В, С відбулась лише А; 
б) відбулись А і В, а С не відбулась; 
в) всі 3 події відбулись; 
г) відбулась хоча б одна з цих подій; 
д) відбулись хоча б дві з цих подій; 
е) відбулась одна і лише одна з цих подій; 
ж) відбулись дві і лише дві з цих подій; 
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з) не відбулась жодна з цих подій. 
Відповідь: а) CBA ; б) CAB ; в) ABC ; г) CBA ; д) ACBCAB ; е) 
CBACBACBA ; ж) CBABCACAB ; з) CBA  
2.37. Шестигранний кубик кидають один раз. Перевірити закони де Моргана для 
подій: А={випала "1" або "6"}, В={випала "2" або "3"}. 
2.38. Чи утворюють повну групу подій події А і В в таких експериментах: 
а) монету кидають двічі; події: А={"герб" випав двічі}, В={"цифра" випала 
двічі}. 
б) кубик кидають двічі; події: А={випало дві "шістки"}, В={не випало 
жодної "шістки"}. 
Відповідь: а) ні; б) ні 
2.39. Кубик кидають один раз. Для подій A={випала "двійка", "четвірка" або 
"п'ятірка"}, В={випала "одиниця", "трійка" або "четвірка"}, С={випала 
"одиниця", "трійка" або "п'ятірка"} перевірити виконання рівності 
(А+В)С=АС+ВС. Знайти події: А-В, В-А, А-С, С-А, В-С, С-В. Перевірити, чи 
утворюють події А, В, С повну групу подій. 
Відповідь:А-В={2,5}; В-А={1,3}; А-С={2,4}; С-А={1,3}; В-С={4}; С-В={5}; 
ні. 
2.40. Нехай Р(А) 0.8; P(B) 0.8. Довести, що Р(АВ) 0.6. 
2.41. Користуючись теоремою додавання для двох подій, вивести формулу для 
імовірності суми трьох подій. 
2.42. У першій скриньці 5 білих і 10 чорних куль, у другій – 10 білих і 5 чорних. З 
кожної скриньки навмання витягнули по одній кулі. Знайти імовірність , що 
витягнули хоча б одну білу кулю. 
Відповідь:7/9 
2.43. У скриньці 10 червоних та 6 синіх куль. Навмання витягають 2 кулі. Яка 
імовірність  того, що витягнуті кулі є одного кольору? 
Відповідь: 0.5 
2.44. Студент прийшов на залік знаючи відповідь на 24 питання з 30-ти. Яка 
імовірність  скласти залік, якщо після неправильної відповіді на питання, 
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викладач задає ще одне питання? 
Відповідь: 0.965 
2.45. Кубик кинули двічі. Знайти умовну імовірність  того, що випало дві 
«п’ятірки», якщо відомо, що сума очок, що випали, ділиться на 5. 
Відповідь: 1/7 
2.46. Кубик кидають двічі, яка імовірність  того, що випаде принаймні одна 
«трійка», якщо відомо, що сума очок, що випали, дорівнює 7? 
Відповідь: 2/6 
2.47. Зі скриньки, яка містить 3 білих і 7 червоних куль, навмання, послідовно і 
без повертання витягають 2 кулі. Для подій А={перша куля біла} і для 
B={друга куля біла} знайти P(A/B) і Р(В/А). 
Відповідь: 2/9 
2.48. Точки і тире в телеграфному коді викривляються незалежно один від одного 
з однаковою імовірністю 0.15. Знайти імовірність того, що: 
а) слово з чотирьох символів передано без викривлень;  
б) в слові з трьох символів викривлено не більше двох символів. 
Відповідь:а) 0.522; б) 0.997 
2.49. Кубик кидають тричі. Яка імовірність , що принаймні один раз випаде 
«шістка», якщо випали різні грані? 
Відповідь: 0.5 
2.50. Кинуто послідовно 3 монети. Визначити, залежні, чи незалежні події. 
А={випав «герб» на першій монеті},B={випала хоча б одна «цифра»}. 
Відповідь: так 
2.51. Кинули монету і кубик. Визначити залежні, чи незалежні події: А={випав 
«герб»}, В={випала парна кількість очок}. 
Відповідь: ні 
2.52. Кубик кидають двічі. Розглянемо події: А={при першому киданні випала 
парна кількість очок}, В={при другому киданні випала непарна кількість 
очок}, С={сума очок, що випала, непарне число}. Довести, що події А, В, С 
попарно незалежні, але не є незалежними в сукупності. 
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2.53. Три студенти, незалежно один від одного, вимірюють деяку фізичну 
величину. Імовірність того,що перший допустить помилку під час 
зчитування показів з приладу, рівна 0.1, для другого ця імовірність  – 0.15, 
для третього – 0.2. Знайти імовірність  того, що під час одноразового 
вимірювання хоча б один з дослідників допустить помилку.  
Відповідь: 0.388 
2.54. В електричне коло послідовно  увімкнено 3 елементи, які можуть виходити 
з ладу незалежно один від одного. Імовірність відмови елементів за час Т 
відповідно 0.1, 0.15 і 0.2. Яка імовірність  того, що через час Т струму в колі 
не буде? 
Відповідь: 0.388 
2.55. Імовірність хоча б одного влучення в ціль за 3 постріли рівна 0.875. Знайти 
імовірність  влучення за один постріл. 
Відповідь: 0.5 
2.56. Двоє мисливців зробили по одному пострілу в ціль. Імовірність влучення 
для них відповідно рівні 0.7 і 0.8. Знайти імовірність  того, що: 
а) обидва влучили;   
б) лише один влучив;  
в) жоден не влучив;  
г) хоча б один влучив. 
Відповідь: а) 0.56; б) 0.38; в) 0.06; г) 0.94 
2.57. Імовірність вчасного повернення  кредиту для першої фірми становить 0.7, 
для другої – 0.8. Знайти імовірність  того, що: 
а) вчасно повернуть кредит обидві фірми;  
б) поверне лише одна фірма;  
в) жодна не поверне;  
г) хоча б одна поверне. 
Відповідь:а) 0.56; б) 0.38; в) 0.06; г) 0.94 
2.58. Маємо 3 партії деталей. Перша партія складається з 10 стандартних і 3 
нестандартних деталей, друга – із 15 стандартних і 4 нестандартних, третя – 
33 
із 20 стандартних і 5 нестандартних деталей. Із кожної партії беруть по 
одній деталі. Знайти імовірність  того, що серед узятих деталей: 
а) лише одна стандартна;  
б) лише дві стандартні.   
Відповідь: а) 0.1077; б) 0.3968 
2.59. Перевезення вантажів для підприємства забезпечують два автогосподарства, 
які з цією метою щодня в першу зміну мають виділяти по одному 
автомобілю. Імовірність виходу автомобіля на лінію в першому 
автогосподарстві дорівнює 0.7, а в другому – 0.6. Знайти імовірність  того, 
що в першу зміну на підприємстві перевозитимуться вантажі. 
Відповідь: 0.88 
2.60. Прилад складається із трьох вузлів, які працюють незалежно один від 
одного, причому другий і третій вузли взаємозамінювані. Імовірності 
виходу з ладу вузлів на заданому часовому проміжку становить відповідно 
0.2, 0.3 і 0.4. Знайти імовірність  того, що протягом заданого часу прилад 
працюватиме.  
Відповідь: 0.704 
2.61. Визначити надійність технічної системи, зображеної на малюнку, за 
відомими імовірностями безвідмовної роботи окремих її елементів. 
 
p 
p 
p 
 
Відповідь: np)1(1  
2.62. Визначити надійність технічної системи, зображеної на малюнку, за 
відомими імовірностями безвідмовної роботи окремих її елементів. 
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Відповідь: )1)(1(1 1ppp  
2.63. Визначити надійність технічної системи, зображеної на малюнку, за 
відомими імовірностями безвідмовної роботи окремих її елементів. 
 
p 
p 
p 
p 
p 
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Відповідь:
n
p 2)1(1  
2.64. Визначити надійність технічної системи, зображеної на малюнку, за 
відомими імовірностями безвідмовної роботи окремих її елементів. 
 
p2 
p2 
p2 
p3 p4 
p1 
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Відповідь: 2543
3
2
2
1 )1(1)1(1)1(1 ppppp  
2.65. Є електроприлад, який може виходити з ладу тільки в момент включення. 
Якщо прилад включався до цих пір k - 1 раз і ще не перегорів, то умовна 
імовірність  йому перегоріти при k-му включенні дорівнює pk. Знайти 
імовірності таких подій: 
а) А– прилад витримає не менше k включень; 
б) В– прилад витримає не більше k включень; 
в) С– прилад перегорить точно приk-му включенні. 
Відповідь: а) 
k
i
ip
1
1 ; б) 
k
j
j
i
jpp
2
1
1
1 1 ; в) 
1
1
1
k
i
ik pp   
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ТЕМА 3. Формула повної імовірності та формула Байєса 
ТЕОРЕТИЧНІ ВІДОМОСТІ 
Імовірність Р(А) появи події А, яка може трапитись тільки сумісно з однією 
з подій Н1, Н2, …, Нn, що утворюють повну групу несумісних подій (гіпотез), 
визначається по формулі повної імовірності 
n
k
Hk APHPAP k
1
)()()( ,         де      
n
k
kHP
1
1)(  
Імовірність РА(Нk) гіпотези Нk після появи події А визначається по формулі 
Байєса 
)(
)()(
)(
AP
APHP
HP k
Hk
kA  
ЗАДАЧІ ДЛЯ РОБОТИ В АУДИТОРІЇ 
Формула повної імовірності 
3.1. У лабораторії є 6 комп’ютерів першого типу і 4 другого типу. Імовірність 
того, що під час виконання розрахунку комп’ютер не вийде з ладу, дорівнює 
0.95 для першого типу і 0.8 для другого типу. Студент проводить 
розрахунок на навмання вибраному комп’ютері. Знайти імовірність, що до 
кінця виконання розрахунку комп’ютер не вийде з ладу. 
Відповідь: 0.89 
3.2. По літаку робиться три одиночні постріли. Імовірність влучення при 
першому пострілі 0.5, при другому 0.6, при третьому 0.8. Для виведення 
літака з ладу достатньо трьох влучень. При одному влученні літак виходить 
з ладу з імовірністю 0.3, при двох – 0.6. Знайти імовірність того, що при 
трьох пострілах літак буде збитий. 
Відповідь: 0.594 
3.3. У першій урні міститься 10 куль, з них 8 білих, в другій урні 20 куль, з них 4 
білих. З кожної урни навмання витягли по одній кулі, а потім з цих двох 
куль взяли одну. Знайти імовірність того, що взяли білу кулю. 
Відповідь: 0.5 
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3.4. В ящику міститься 12 деталей, виготовлених на першому заводі, 20 деталей, 
виготовлених на другому заводі і 18 деталей, виготовлених на третьому 
заводі. Імовірність того, що деталь, виготовлена на першому заводі, 
відмінної якості дорівнює 0.9, на другому заводі – 0.6, на третьому – 0.9. 
Знайти імовірність, що навмання витягнута з ящика деталь відмінної якості. 
Відповідь: 0.78 
3.5. Є дві урни, у першій 3 білих і 4 чорних кулі, у другій – 6 білих і три чорних 
кулі. З першої урни в другу перекладають 5 куль, після чого з другої урни 
виймають одну кулю. Визначити імовірність того, що вона виявиться білою. 
Відповідь: 0.58 
Формула Байєса 
3.6. Число вантажних машин, що проїжджають по шосе, на якому стоїть 
бензоколонка, відноситься до числа легкових машин, що проїжджають по 
тому ж шосе, як 3:2. Імовірність того, що вантажна машина зупиниться для 
заправки, дорівнює 0.1, а легкова – 0.2. До бензоколонки під’їхала для 
заправки машина. Знайти імовірність, що це вантажна машина. 
Відповідь: 0.428 
3.7. Батарея з трьох гармат зробила залп, при цьому 2 снаряди влучили в ціль. 
Знайти імовірність того, що перша гармата дала промах, якщо імовірність 
влучення в ціль для першої гармати дорівнює 0.4, для другої – 0.3, для 
третьої – 0.5. 
Відповідь: 0.318 
3.8. Відомо, що 5% чоловіків і 0,25% жінок – дальтоніки. Навмання вибрана 
особа – дальтонік. Яка імовірність  того, що це чоловік, якщо кількість 
чоловіків і жінок однакова? 
Відповідь: 0.95 
3.9. Серед 20-ти екзаменаційних білетів є 2«щасливих». Троє студентів 
підходять за білетами один за одним. У кого з них більша імовірність  
витягти «щасливий» білет? 
Відповідь:у всіх однакова 
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3.10. Імовірність вступу до інституту випускника середньої школи дорівнює 0.6, 
технікуму – 0.7, підготовчого відділення – 0.8. Серед кожних 100 
абітурієнтів – 50 випускників середньої школи, 25 – технікумів, 25 – 
підготовчого відділення. Випадково вибраний абітурієнт вступив до 
інституту. Яка імовірність того, що абітурієнт був випускником: 
а) середньої школи 
б) технікуму 
в) підготовчого відділення 
Відповідь: а) 0.44; б) 0.26; в) 0.3 
3.11. У групі з 10 студентів, які прийшли на іспит, 3 підготувалися відмінно, 4 – 
добре, 2 – посередньо і 1 – погано. У екзаменаційних білетах є 20 питань. 
відмінно підготовлений студент може відповісти на всі 20 запитань, добре 
підготовлений – на 16, посередньо – на 10, погано – на 5. Викликаний 
навмання студент відповів на три довільно заданих питання. Знайти 
імовірність  того, що цей студент підготовлений: відмінно; погано. 
Відповідь: 0.58; 0.0015 
3.12. Серед 30-ти екзаменаційних білетів є 10 легших (на думку студентів). Двоє 
студентів підходять за білетами один за одним. У кого з них більша 
імовірність  витягти легший білет? 
Відповідь:однакова 
3.13. На трьох дочок – Іру, Олену, Машу в сім’ї покладений обов’язок мити 
посуд. Оскільки Іра старша, їй доводиться виконувати 40% всієї роботи. 
Інші 60% роботи доводяться порівну на Олену і Машу. Імовірність що-
небудь розбити з посуду під час одного миття для Іри, Олени і Маші 
відповідно дорівнює 0.02, 0.03 і 0.04. Батьки не знають, хто чергував 
увечері, але вони чули дзвін розбитого посуду. Яка імовірність того, що 
посуд мила: Іра; Олена; Маша? 
Відповідь: 0.3; 0.24; 0.46 
3.14. Маємо дві партії однакових виробів. Перша складається з 15 стандартних і 4 
нестандартних, друга – із 10 стандартних і 5 нестандартних виробів. Із 
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навмання вибраної партії взято один виріб, який виявився стандартним. 
Знайти імовірність  того, що другий навмання взятий виріб з тої самої партії 
також буде стандартним.  
Відповідь: 0.716 
ДЛЯ ДОМАШНІХ РОБІТ 
3.15. Електронний пристрій складається з 8 блоків, 3 з яких відмовляють з 
імовірністю 0.1, а інші з імовірністю 0.15. Яка імовірність відмови навмання 
вибраного блоку? 
Відповідь: 0.131 
3.16. На двох верстатах-автоматах виробляють однакові деталі, які надходять на 
транспортер. Продуктивність першого верстата утричі більша, ніж другого, 
причому перший верстат виробляє нестандартну деталь з імовірністю 0.15, а 
другий – з імовірністю 0.2. Знайти імовірність  того, що навмання взята з 
транспортера деталь буде стандартною. 
Відповідь: 0.84 
3.17. У групі спортсменів 20 лижників, 6 ковзанярів і 4 фігуристи. Імовірність 
виконати кваліфікаційну норму дорівнює: для лижника – 0.9, для ковзаняра 
– 0.8, для фігуриста – 0.75. Знайти імовірність того, що навмання 
викликаний спортсмен виконає норму. 
Відповідь: 0.86 
3.18. Кидають монету. Якщо випаде «герб» то витягають кулю з першої 
скриньки, у протилежному випадку – з другої. У першій скриньці 3 
червоних і 1 біла куля, у другій – 1 червона і 4 білих. 
а) Яка імовірність  того, що витягнута куля – червона? 
б) Витягнули червону кулю. Яка імовірність , що її витягнули з першої 
скриньки? 
Відповідь: а) 0.475; б) 0.79 
3.19. У першій скриньці 2 білих і 6 чорних куль. У другій – 4 білих і 2 чорних. З 
першої скриньки навмання переклали 2 кулі в другу, після чого з другої 
скриньки навмання витягнули одну кулю. 
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а) Яка імовірність , що ця куля біла? 
б) Куля, витягнута з другої скриньки, виявилась білою. Яка імовірність , 
що з першої скриньки в другу переклали 2 білих кулі? 
Відповідь: а) 0.83; б) 0.226 
3.20. Партії виготовлених деталей перевіряли два контролери. Перший перевірив 
45%, а другий - 55% деталей. Імовірність припустити помилки під час 
перевірки для першого контролера становить 0,15, для другого 0,1. Після 
додаткової перевірки в партії прийнятих деталей виявлено браковану. 
Оцінити імовірність  помилки для кожного контролера. 
Відповідь: 0.55; 0.45 
3.21. Третя частина деталей однієї з трьох партій є другосортною, інші деталі у 
всіх партіях – першого сорту. Деталь, взята з навмання вибраної партії, 
виявилася першосортною. Знайти імовірність того, що деталь була взята з 
партії, що має другосортні деталі. 
Відповідь: 0.25 
3.22. Серед 10 стрільців – два майстри спорту, які вражають 10 мішеней з 10; 
один першорозрядник, який вражає 9 з 10; чотири другорозрядники, які 
вражають 8 з 10; три новачки, вражають 7 мішеней з 10. Яка імовірність 
того, що вибраний випадково стрілець вразить підряд 3 мішені? Яка 
імовірність того, що стріляв першорозрядник, якщо вражено три мішені 
підряд? 
Відповідь:0.2975; 0.034  
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ТЕМА 4. Випадкові величини та їх числові характеристики 
ТЕОРЕТИЧНІ ВІДОМОСТІ 
Випадковою величиною називають таку величину, яка в наслідок 
випробування може прийняти лише одне числове значення, заздалегідь невідоме і 
обумовлене випадковими причинами. Випадкові величини бувають дискретними 
та неперервними. 
Дискретною випадковою величиною (ДВВ) називають таку величину, яка 
може приймати відокремлені, ізольовані одне від одного числові значення (їх 
можна пронумерувати) з відповідними імовірностями. 
Дискретна випадкова величина Х може бути задана рядом розподілу або 
функцією розподілу (інтегральним законом розподілу). 
Рядом розподілу називають сукупність всіх можливих значень хі та 
відповідних їм імовірностей рі=Р(Х=хі). Ряд розподілу може бути заданий у 
вигляді таблиці або формулою. 
 
хі х1 х2 … хn 
рі р1 р2 … рn 
Імовірності  задовольняють умову  1
1
n
i
ip  
де число можливих випробувань nможе бути кінцевим або необмеженим. 
Графічне зображення ряду розподілу називається многокутником розподілу. 
Функцією розподілу (інтегральним законом розподілу) випадкової величини 
Х називається функція F(x), яка дорівнює імовірності того,що випадкова величина 
Xприйме значення, менше х. 
xx
i
i
xpxXPxF )()()(  
Властивості функції розподілу: 
1. 0≤ F(x) ≤1; 
2. F(x) – зростаюча функція, тобто F(x1)> F(x2), якщо x1> x2; 
3. F(x) = 0 , при x ≤ а , F(x) = 1 , при x ≥ b. 
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Імовірність того, що дискретна випадкова величина X прийме значення з 
інтервалу [а,b), можна знайти за формулою 
)()()( aFbFbXaP  
Неперервною випадковою величиною (НВВ) називають величину, яка може 
приймати будь-яке числове значення з деякого скінченого або нескінченого 
інтервалу (а, b). Кількість можливих значень такої величини є нескінчена. 
Неперервна випадкова величина Х може бути задана функцією розподілу 
(інтегральним законом розподілу)F(x) або функцією щільності імовірності 
(диференціальним законом розподілу) f(x). 
x
xXPxxXP
xf
x
)()(
lim)(
0
  
x
dxxfxF )()(  
Нехай X (a, b). Властивості функції щільності імовірності: 
1. f(x) ≥ 0, тому, що вона є похідною зростаючої функції F(x); 
2. f(x) = 0 при x<а та x ≥ b тому, що є похідною F(x) = 0 при x<а та F(x) = 1 при x ≥ 
b. 
3.  1)( dxxf  тому, що подія {- ∞ <X<∞}- достовірна. 
Імовірність того, що неперервна випадкова величина X прийме значення з 
інтервалу [а,b), можна знайти за формулою 
)()()()( aFbFdxxfbXaP
b
a
 
Неперервна випадкова величина X, що приймає значення y проміжку (а,b), 
має незлічену кількість можливих значень, тому набуття X певних значень X = а 
або X = b буде майже неможливою подією. Це означає, що Р(Х = a) та Р(Х = b) 
будуть нескінченно малими величинами, які у практичних розрахунках можна не 
враховувати. Тому мають місце рівності 
Р(а < X < b) = Р(а ≤ X < b) = Р(а < X ≤ b) = Р(а ≤ X ≤ b) 
Найчастіше використовують три числових характеристики випадкової 
величини X: математичне сподівання, дисперсію та середнє квадратичне 
відхилення від математичного сподівання. 
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Математичним сподіванням дискретної випадкової величини X 
називають число, яке дорівнює сумі добутків усіх можливих значень X на 
відповідні їм імовірності. 
n
k
kk pxXM
1
)(  
Математичне сподівання характеризує середнє значення випадкової 
величини X із врахуванням імовірностей її можливих значень. Математичне 
сподівання числа появ події в одному випробуванні дорівнює імовірності цієї 
події. 
Дисперсією дискретної випадкової величини X називають число, яке 
дорівнює математичному сподіванню квадрата відхилення ДВВ X від її 
математичного сподівання. 
222 ))(()())(()( XMXMXMXMXD  
У більшості випадків випадкова величина X має розмірність, наприклад, 
метр, міліметр, грам, тому її дисперсія D(X) буде вимірюватись у квадратних 
одиницях цієї розмірності. У практичній діяльності доцільно знати величину 
розсіювання випадкової величини в розмірності цієї величини. Для цього 
використовують середнє квадратичне відхилення 
)()( XDX X  
Для неперервних випадкових величин відповідні числові характеристики 
розраховуються за формулами 
dxxfxXM )()(  
)()()()())(()( 22
22 XMdxxfxdxxfXMxXMXMXD  
)()( XDX  
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ЗАДАЧІ ДЛЯ РОБОТИ В АУДИТОРІЇ 
Дискретні випадкові величини 
4.1. На шляху руху автомобіля три світлофори, кожний з яких з імовірністю 0.5 
або дозволяє або забороняє автомобілю подальший рух. Розглядається 
випадкова величина Х – число світлофорів, пройдених автомобілем до 
першої зупинки. Визначити закон розподілу Х у вигляді ряду розподілу і 
функції розподілу F(x). Побудувати графік функції розподілу. Визначити 
математичне сподівання та дисперсію. Знайти імовірність потрапляння 
випадкової величини Х в інтервал значень [-1;1.5). 
Відповідь: М(Х)=0.875, D(X)=1.1, P(-1 X<1.5)=0.75 
Х 0 1 2 3 
рі 0.5 0.25 0.125 0.125 
3,1
3,875.0
2,75.0
1,5.0
0,0
)(
x
x
x
x
x
xF  
 
4.2. Три студенти здають екзамен. Імовірність успішно здати екзамен для 
першого студента дорівнює 0.95, для другого – 0.9, для третього – 0.85. 
Розглядається випадкова величина Х – число студентів, що успішно здали 
екзамен. Визначити закон розподілу Х у вигляді ряду розподілу і функції 
розподілу F(x). Побудувати графік функції розподілу. Визначити 
математичне сподівання та дисперсію. Знайти імовірність потрапляння 
випадкової величини Х в інтервал значень [1.5;3). 
Відповідь: М(Х)=2.7, D(X)=0.265, P(1.5 X<3)=0.24725 
Х 0 1 2 3 
рі 0.00075 0.02525 0.24725 0.72675 
0
0.2
0.4
0.6
0.8
1
-1 0 1 2 3 4
F(x) 
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3,1
3,2725.0
2,026.0
1,00075.0
0,0
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4.3. З автовокзалу відправилися три автобуси. Імовірність своєчасного прибуття 
кожного автобуса в кінцевий пункт відповідно дорівнює 0.7, 0.8, 0.9. 
Розглядається випадкова величина Х – число автобусів, що прибули вчасно. 
Визначити закон розподілу Х у вигляді ряду розподілу і функції розподілу 
F(x). Побудувати графік функції розподілу. Визначити математичне 
сподівання та дисперсію. Знайти імовірність потрапляння випадкової 
величини Х в інтервал значень [1;2.5). 
Відповідь: М(Х)=2.4, D(X)=0.46, P(1 X<2.5)=0.398 
Х 0 1 2 3 
рі 0.006 0.092 0.398 0.504 
3,1
3,496.0
2,098.0
1,006.0
0,0
)(
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4.4. Баскетболіст кидає м’яч у кошик з імовірністю влучення при кожному 
кидку 0.4. Розглядається випадкова величина Х – число влучень м’ячем у 
кошик при трьох кидках. Визначити закон розподілу Х у вигляді ряду 
розподілу і функції розподілу F(x). Побудувати графік функції розподілу. 
Визначити математичне сподівання та дисперсію. Знайти імовірність 
потрапляння випадкової величини Х в інтервал значень [1;3.5). 
Відповідь: М(Х)=1.2, D(X)=0.72, P(1 X<3.5)=0.352 
0
0.2
0.4
0.6
0.8
1
-1 0 1 2 3 4
F(x) 
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-1 0 1 2 3 4
F(x) 
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Х 0 1 2 3 
рі 0.216 0.432 0.288 0.064 
3,1
3,936.0
2,648.0
1,216.0
0,0
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4.5. В урні п’ять однакових куль з цифрами 1, 2, 3, 4, 5. Витягують три кулі. 
Розглядається випадкова величина Х – число витягнутих куль з непарними 
цифрами. Визначити закон розподілу Х у вигляді ряду розподілу і функції 
розподілу F(x). Побудувати графік функції розподілу. Визначити 
математичне сподівання та дисперсію. Знайти імовірність потрапляння 
випадкової величини Х в інтервал значень [-1;2.5). 
Відповідь: М(Х)=1.8, D(X)=0.36, P(-1 X<2.5)=0.9 
Х 1 2 3 
рі 0.3 0.6 0.1 
3,1
3,9.0
2,3.0
1,0
)(
x
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4.6. Є п’ять квитків вартістю 1 гривна, 3 квитки вартістю 3 гривни і 2 квитки 
вартістю 5 гривень. Вибирають два квитки. Розглядається випадкова 
величина Х – сумарна вартість вибраних квитків. Визначити закон 
розподілу Х у вигляді ряду розподілу і функції розподілу F(x). Побудувати 
графік функції розподілу. Визначити математичне сподівання та дисперсію. 
Знайти імовірність потрапляння випадкової величини Х в інтервал значень 
0
0.2
0.4
0.6
0.8
1
-1 0 1 2 3 4
F(x) 
0
0.2
0.4
0.6
0.8
1
-1 0 1 2 3 4 5
F(x) 
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[1.5;3). 
Відповідь: М(Х)=4.8, D(X)=24.33, P(1.5 X<3)=0.222 
Х 2 4 6 8 10 
рі 0.222 0.333 0.29 0.133 0.022 
10,1
10,978.0
8,845.0
6,555.0
4,222.0
2,0
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4.7. Стрілець, який вражає мішень при одному пострілі з імовірністю 0.4, веде 
вогонь до першого влучення, маючи чотири патрони. Розглядається 
випадкова величина Х – число зроблених пострілів. Визначити закон 
розподілу у вигляді ряду розподілу і функції розподілу F(x). Побудувати 
графік функції розподілу. Визначити математичне сподівання та дисперсію. 
Знайти імовірність потрапляння випадкової величини Х в інтервал значень 
[0.5;3). 
Відповідь: М(Х)=2.18, D(X)=1.38, P(1.5 X<3)=0.24 
Х 1 2 3 4 
рі 0.4 0.24 0.14 0.22 
4,1
4,78.0
3,64.0
2,40.0
1,0
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Неперервні випадкові величини 
4.8. Неперервна випадкова величина Х задана щільністю розподілу 
3,0
32,
2,0
)(
x
xk
x
xf .  
Знайти значення сталої k. Визначити інтегральну функцію розподілу F(x). 
Побудувати графіки F(x) і f(x). Знайти математичне сподівання М(Х), 
дисперсію D(X), середньоквадратичне відхилення  та імовірність P(-
1 X<3) влучення випадкової величини Х в заданий інтервал. 
Відповідь: k=1/5, М(Х)=1/2, D(X)=2.08, =1.44, P(-0.5 X<1.5)=0.8 
3,1
32,2
5
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2,0
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4.9. Неперервна випадкова величина Х задана інтегральною функцією розподілу 
2,1
20,
0,0
)( 3
x
xkx
x
xF .  
Знайти значення сталої k. Визначити щільність розподілу F(x). Побудувати 
графіки F(x) і f(x). Знайти математичне сподівання М(Х), дисперсію D(X), 
середньоквадратичне відхилення  та імовірність P(0 X<1) влучення 
випадкової величини Х в заданий інтервал. 
Відповідь: k=1/8, М(Х)=3/2, D(X)=3/20, =0.387, P(0 X<1)=1/8 
0
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0.4
0.6
0.8
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4.10. Неперервна випадкова величина Х задана щільністю імовірності 
3,0
31,/)1(
1,0
)(
x
xkx
x
xf .  
Знайти значення сталої k. Визначити функцію розподілу F(x). Побудувати 
графіки F(x) і f(x). Знайти математичне сподівання М(Х), дисперсію D(X), 
середньоквадратичне відхилення  та імовірність P(-0.5 X<1.5) влучення 
випадкової величини Х в заданий інтервал. 
Відповідь: k=2, М(Х)=7/3, D(X)=17/3, =2.38, P(-0.5 X<1.5)=1/16 
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4.11. Неперервна випадкова величина Х задана щільністю імовірності 
2,0
20,
0,0
)( 2
x
xkx
x
xf .  
Знайти значення сталої k. Визначити функцію розподілу F(x). Побудувати 
графіки F(x) і f(x). Знайти математичне сподівання М(Х), дисперсію D(X), 
середньоквадратичне відхилення  та імовірність P(0 X<1) влучення 
випадкової величини Х в заданий інтервал. 
Відповідь: k=3/8, М(Х)=3/2, D(X)=3/20, =0.387, P(0 X<1)=1/8 
0
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4.12. Неперервна випадкова величина Х задана функцією розподілу 
2,1
20,
0,0
)(
x
xkx
x
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Знайти значення сталої k. Визначити щільність імовірності f(x). Побудувати 
графіки F(x) і f(x). Знайти математичне сподівання М(Х), дисперсію D(X), 
середньоквадратичне відхилення  та імовірність P(0.5 X<1) влучення 
випадкової величини Х в заданий інтервал. 
Відповідь: k=1/2, М(Х)=1, D(X)=1/3, =0.58, P(0.5 X<1)=0.25 
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4.13. Неперервна випадкова величина Х задана функцією розподілу 
1,1
11),1(
1,0
)(
x
xxk
x
xF .  
Знайти значення сталої k. Визначити щільність імовірності f(x). Побудувати 
графіки F(x) і f(x). Знайти математичне сподівання М(Х), дисперсію D(X), 
середньоквадратичне відхилення  та імовірність P(0.5 X<1) влучення 
випадкової величини Х в заданий інтервал. 
Відповідь: k=1/2, М(Х)=0, D(X)=1/3, =0.58, P(0.5 X<1)=0.25 
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4.14. Неперервна випадкова величина Х задана функцією розподілу 
2,1
22),2(
2,0
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x
xxk
x
xF .  
Знайти значення сталої k. Визначити щільність імовірності f(x). Побудувати 
графіки F(x) і f(x). Знайти математичне сподівання М(Х), дисперсію D(X), 
середньоквадратичне відхилення  та імовірність P(1 X<2) влучення 
випадкової величини Х в заданий інтервал. 
Відповідь: k=1/4, М(Х)=0, D(X)=4/3, =1.15, P(1 X<2)=0.25 
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ДЛЯ ДОМАШНІХ РОБІТ 
4.15. Імовірність виготовлення стандартної деталі із заготівки дорівнює 
0.75. Знайти закон розподілу, математичне сподівання і дисперсію кількості 
заготовок, витрачених на виготовлення однієї стандартної деталі. 
Відповідь:М(Х)=1.333, D(X)=0.445 
Х 1 2 3 4 5 … 
рі 0.75 0.1875 0.0469 0.0117 0.0029 … 
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4.16. Проводяться незалежні випробування, в кожному з яких імовірність появи 
події А рівна р, а імовірність  її не появи відповідно рівна q=1 - p. 
Випробування завершуються, як тільки відбудеться подія А. Знайти 
математичне сподівання і дисперсію кількості випробувань, які треба 
провести до першої появи події А. 
Відповідь:
1
1)(
k
kqpkXM , 
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k qpkqpkXD  
4.17. Знайти математичне сподівання і дисперсію кількості кидань монети до 
першої появи «герба». 
Відповідь:М(Х)=2, D(X)=2 
4.18. Знайти математичне сподівання і дисперсію кількості кидань кубика до 
першої появи «шістки». 
Відповідь:М(Х)=6, D(X)=30 
4.19. При виготовленні довільного вибору інструмент з імовірністю p=0.2 може 
бути пошкодженим і потребуватиме заміни. Знайти математичне сподівання 
і дисперсію кількості виробів, які будуть виготовлені цим інструментом. 
Відповідь:М(Х)=4, D(X)=20 
4.20. Задано функцію 
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Довести, що можна підібрати такі значення а і b, при яких F(x) буде 
функцією розподілу імовірностей випадкової величини Х. Знайти Р(2≤X<3). 
Відповідь: 1/3 
4.21. Випадкову величину Х задано рівномірно на інтервалі (b;4) із щільністю 
імовірності f(x)=ax2. Знайти b і a, якщо M(Х)=0. 
Відповідь: -4; 3/128 
4.22. Випадкова величина Х розподілена рівномірно на (a;b). Знайти її щільність 
імовірності, якщо Р(X≥3)=0.4 , а M(Х)=2. 
Відповідь: 0.1  
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ТЕМА 5. Стандартні закони розподілу дискретних випадкових 
величин 
ТЕОРЕТИЧНІ ВІДОМОСТІ 
Імовірність Pn(m) появи події m разів при nнезалежних випробуваннях, в 
кожному з яких імовірність появи події дорівнює р, визначається формулою 
Бернуллі  
mnmm
nn qpCmP )(    де  pq 1  
а відповідна випадкова величина – кількість появ події в серії випробувань – має 
біноміальний закон розподілу. 
Імовірність появи події менше m разів при nвипробуваннях визначається по 
формулі  
)1(...)1()0()( mPPPmkP nnnn  
Імовірність появи події не менше m разів при nвипробуваннях визначається по 
формулі  
)(...)1()()( nPmPmPmkP nnnn    або  
1
0
)(1)(
m
k
nn kPmkP  
Імовірність появи події хоча б один раз у n випробуваннях доцільно знаходити за 
формулою 
n
n qnmP 1)1(  
Найбільш імовірне значення m0 числа m появ події А. Це значення m 
визначається співвідношеннями 
pnpmqnp 0  або pnmpn )1(1)1( 0  
Число m0 повинно бути цілим. Якщо (n+1)p – ціле число, тоді найбільше значення 
імовірність має при двох числах pnmpnm )1(;1)1( 21 . 
Кількість n випробувань, які необхідно здійснити, щоб з імовірністю 
Рможна було стверджувати, що подія з’явиться хоча б один раз: 
)1ln(
))1(1ln(
))1(1(log
p
mP
mPn nnq  
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Якщо випробування незалежні, але імовірності появи події в кожному з них 
різні, то імовірність Pn(m) появи події m разів при nвипробуваннях дорівнює 
коефіцієнту при zm в розкладанні твірної функції 
n
k
kkn zpqz
1
)()(  
де qk=1-pk, pk– імовірність появи події в k-му випробуванні. 
Знаходження імовірностей Pn(m) та Pn(m1≤m≤m2)за формулою Бернуллі 
ускладнюється при досить великих значеннях п та при малих р або q. У таких 
випадках часто можна використовувати замість формули Бернуллі наближені 
асимптотичні формули. 
Якщо у схемі незалежних повторних випробувань п досить велике, а р або 
1 – р прямує до нуля, то біноміальний розподіл апроксимує розподіл Пуассона, 
параметр якого a = np, причому при p ≤ 0.1 або p ≥ 0.9 ця апроксимація дає добрі 
результати незалежно від величини п. 
e
m
mP
m
n
!
)( де 10np  
Якщо у схемі незалежних повторних випробувань кількість випробувань n 
достатньо велика, а імовірність р появи події в усіх випробуваннях однакова, то 
імовірність появи події m разів може бути знайдена за наближеною 
формулою(локальна теорема Муавра-Лапласа) 
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1
)( mn x
npq
mP  
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npq
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xm ;  
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Якщо у схемі Бернуллі в кожному із n незалежних випробувань подія  може 
з’явитися з постійною імовірністю р, тоді імовірність появи події не менш m1 та 
не більш m2 разів може бути знайдена за формулою(інтегральна теорема Муавра-
Лапласа) 
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ЗАДАЧІ ДЛЯ РОБОТИ В АУДИТОРІЇ 
Формула Бернуллі 
5.1. Гральний кубик кинуто чотири рази. Яка імовірність того, що 6 очок випаде 
три рази? 
Відповідь: 0.0154 
5.2. Імовірність відмови будь-якої з 8 однакових мікросхем в блоці дорівнює 0.2. 
Знайти імовірність того, що: 
а) всі мікросхеми справні; 
б) відмовило не більше двох мікросхем. 
Відповідь: а) 0.17; б) 0.8 
5.3. Стрілець влучає в мішень при одному пострілі з імовірністю 0.6. Знайти 
імовірність того, що на п’ять пострілів припадуть: 
а) три влучення; 
б) не менше трьох влучень; 
в) хоча б одне влучення. 
Відповідь: а) 0.346; б) 0.875; в) 0.99 
5.4. Гральний кубик кинуто чотири рази. Знайти імовірність того, що: 
а) шістка випаде хоч один раз; 
б) шістка випаде не більше двох разів; 
в) двічі випало число очок, не менше п’яти. 
Відповідь: а) 0.52; б) 0.98; в) 0.3 
5.5. Робиться п’ять пострілів з імовірністю влучення в кожному 0.7. Визначити 
імовірність того, що буде не менше двох влучень. 
Відповідь: 0.97 
5.6. Два рівносильні шахісти грають у шахи. Що імовірніше: виграти дві партії з 
чотирьох чи три партії з шести (нічиї до уваги не приймаються)? 
Відповідь:дві партії з чотирьох 
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Біноміальний розподіл 
5.7. Стрілець влучає в мішень при одному пострілі з імовірністю 0.6. Зроблено 5 
пострілів. Розглядається випадкова величина Х – число влучень. Визначити 
закон розподілу у вигляді ряду розподілу і функції розподілуF(x). 
Визначити математичне сподівання, дисперсію та середньоквадратичне 
відхилення. 
Відповідь:М(Х)= 3, D(X)= 1.2, = 1.095 
Х 0 1 2 3 4 5 
рі 0.0102 0.0768 0.2304 0.3456 0.2592 0.0778 
5,1
5,9222.0
4,6630.0
3,3174.0
2,0870.0
1,0102.0
0,0
)(
x
x
x
x
x
x
x
xF  
5.8. Підприємство має 5 верстатів, що працюють незалежно один від одного. 
Імовірність відмови будь-якого з них дорівнює 0.25. Визначити параметри 
біноміального закону розподілу випадкової величини Х – число відмов 
верстатів. 
Відповідь: kkkCkXP 55 75.025.0)(  
5.9. Автомобіліст робить дві спроби подолати дорожню перешкоду. Імовірність 
подолання перешкоди при кожній спробі однакова і рівна 0.8. Знайти 
математичне сподівання кількості вдалих спроб. 
Відповідь:1.6 
5.10. Мале підприємство має 6 автомобілів, що працюють незалежно один від 
одного. Знайти математичне сподівання, дисперсію та середньоквадратичне 
відхилення числа відмов автомобілів, якщо імовірність відмови будь-якого з 
них дорівнює 0.3. 
Відповідь:М(Х)=1.8, D(X)= 1.26, = 1.12 
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Формула Пуассона 
5.11. Імовірність відмови будь-якої з 8 однакових мікросхем в блоці дорівнює 0.2. 
Знайти імовірність того, що: 
а) всі мікросхеми справні; 
б) відмовило не більше двох мікросхем. 
Відповідь: а) 0.2; б) 0.776 результат не точний, бо не витримана умова 
p<0.1 
5.12. Підручник видано тиражем 100 000 екземплярів. Для кожного окремого 
екземпляру імовірність бути неправильно зброшурованим рівна 0.0001. 
Знайти імовірність того, що тираж містить 5 бракованих підручників. 
Відповідь: 0.038 
5.13. Пристрій складається з 1000 елементів, що працюють незалежно один від 
одного. Імовірність відмови будь-якого елемента за час Т рівна 0.002. 
Знайти імовірність  того, що за час Т відмовлять 3 елементи. 
Відповідь: 0.18 
Розподіл Пуассона 
5.14. Число перевірок підприємства інспекцією протягом року є випадковою 
величиною, що має розподіл Пуассона. Знайти імовірність того, що на 
підприємстві буде проведена хоча б одна перевірка, якщо середнє число 
перевірок протягом такого часу дорівнює чотирьом. 
Відповідь: 0.98 
5.15. На підприємстві працює 50 верстатів. Імовірність відмови кожного з них 
рівна 0.002. Число відмов – випадкова величина, що має розподіл Пуассона. 
Визначити імовірність безвідмовного функціонування всіх верстатів. 
Відповідь: 0.9 
Локальна теорема Лапласа 
5.16. Імовірність враження мішені при одному пострілі постійна і дорівнює 0.8. 
Знайти імовірність того, що при 100 пострілах мішень буде вражена рівно 
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75 разів. 
Відповідь: 0.045 
5.17. Кубик кидають 6000 разів. Знайти імовірність того, що «двійка» випаде 900 
разів. 
Відповідь: 0.000034 
Найвірогідніше число появ події 
5.18. Імовірність того, що пасажир спізниться до відправлення поїзда дорівнює 
0.02. Знайти найвірогідніше число тих, що запізнилися, серед 855 
пасажирів. 
Відповідь: 17 
5.19. Робиться 5 пострілів з імовірністю влучення в кожному 0.6. Знайти 
найвірогідніше число влучень. 
Відповідь: 3 
5.20. Скільки потрібно взяти деталей, щоб найвірогідніше число годних було 50, 
якщо імовірність того, що навмання взята деталь бракована дорівнює 0.1? 
Відповідь: 56 
5.21. Імовірність появи події в кожному з незалежних випробувань дорівнює 0.3. 
Знайти число випробувань, при якому найвірогідніше число появи події 
буде дорівнювати 30. 
Відповідь: 100 
5.22. Чому дорівнює імовірність появи події в кожному з 49 незалежних 
випробувань, якщо найвірогідніше число появи події в цих випробування 
дорівнює 30? 
Відповідь: 0.61 
5.23. Текст складається з 800 знаків. Імовірність помилки при наборі будь-якого 
знаку дорівнює 0.005. Знайти найвірогідніше число зроблених помилок та 
його імовірність. 
Відповідь: 4 
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Інтегральна теорема Лапласа 
5.24. Знайти імовірність того, що число випадань одиниці після 12000 кидань 
кубика лежить межах від 1900 до 2150 разів 
Відповідь: 0.9937 
5.25. Імовірність враження мішені при одному пострілі постійна і дорівнює 0.8. 
Знайти імовірність того, що при 100 пострілах мішень буде вражена не 
менше 75 разів. 
Відповідь: 0.8944 
5.26. Імовірність випуску електролампи з дефектом дорівнює 0.03. Розглядається 
партія ламп у 200 штук. Знайти: 
а) найвірогідніше число бездефектних ламп; 
б) імовірність найвірогіднішого числа бездефектних ламп; 
в) імовірність того, що число бездефектних ламп не перевищить 10. 
Відповідь:а) 194; б) 0.166; в) 0 
5.27. Імовірність неправильного спрацювання автомата при опусканні монети 
дорівнює 0.03. Знайти найвірогідніше число випадків правильного 
спрацювання автомата при опусканні 150 монет. Визначити імовірність 
того, що число випадків правильного спрацювання виявиться рівним 140; 
менше за 140. 
Відповідь: 146; 0.003; 0.0016 
Твірна функція 
5.28. Маємо три партії деталей. Перша складається з 9 стандартних і 3 
нестандартних, друга – із 12 стандартних і 3 нестандартних, третя – із 18 
стандартних і 9 нестандартних. Із кожної партії навмання беруть по одній 
деталі. Знайти імовірність того, що серед взятих буде 0, 1, 2, 3 стандартні 
деталі.  
Відповідь: 0.017, 0.15, 0.433, 0.4 
5.29. Маємо чотири коробки дисків з музикою. Імовірність пошкодження диска в 
першій коробці 0.1, другій – 0.2, третій – 0.25, четвертій – 0.15. Із кожної 
коробки навмання беруть по одному диску для прослуховування музики. 
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Знайти імовірність того, що серед взятих буде 0, 1, 2, 3, 4 пошкоджених. 
Відповідь: 0.459; 0.39975; 0.12425; 0.01625; 0.00075 
ДЛЯ ДОМАШНІХ РОБІТ 
5.30. У сім’ї 5 дітей. Знайти імовірність того, що в сім’ї: 
а) два хлопчики; 
б) не менше двох хлопчиків; 
в) не менше двох хлопчиків не більше чотирьох хлопчиків. 
Відповідь: а) 0.3125; б) 0.8125; в) 0.78125 
5.31. Імовірність народження хлопчика 0.515. Знайти імовірність того, що серед 
10 новонароджених буде: 
а) чотири дівчинки; 
б) не менше семи хлопчиків. 
Відповідь: а) 0.217; б) 0.1975 
5.32. Відрізок АВ розділений точкою С у відношенні 2:1. На цей відрізок 
навмання поставлено чотири точки. Знайти імовірність того, що дві з них 
виявляться лівіше точки С і дві – правіше. Передбачається,що імовірність 
потрапляння точки на відрізок пропорційна довжині відрізка і не залежить 
від його розташування. 
Відповідь: 0.296 
5.33. Знайти імовірність того, що серед 10000 деталей буде 40 бракованих, якщо 
імовірність  браку для однієї деталі становить 0.005. 
Відповідь: 0.021 
5.34. Завод відправив на базу 1000 доброякісних виробів. За час перебування в 
дорозі кожний виріб може бути пошкоджено з імовірністю 0.003. Знайти 
імовірність  того, що на базу прибудуть 3 пошкоджені вироби. 
Відповідь: 0.224 
5.35. Середня кількість викликів, що надходять на АТС за 1 хвилину рівна 120. 
Яка імовірність  того, що за 2 секунди на АТС не надійде жодного виклику? 
Менше двох викликів? 
Відповідь: 0.02; 0.09 
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5.36. У перші класи мають прийняти 200 дітей. Знайти імовірність  того, що 
серед них виявиться 100 хлопців, якщо імовірність  народження хлопця 
становить 0.515. 
Відповідь: 0.052 
5.37. На кожні 40 відштампованих виробів у середньому припадає 4 дефектних. 
Із усієї продукції навмання узято 400 виробів. Знайти імовірність  того, що 
серед них 350 виробів будуть без дефектів. 
Відповідь: 0.017 
5.38. Частка довгих волокон у партії бавовни становить у середньому 0.6 
загальної кількості волокон. Скільки потрібно взяти волокон, щоб 
найвірогідніше число довгих волокон серед них дорівнювало 40? 
Відповідь: 66 або 67 
5.39. З умов випуску лотереї відомо, що виграшними є 1/40 всіх випущених 
лотерейних квитків. Яка імовірність , що з 200 куплених лотерейних квитків 
виграшними будуть 5? Не менше 5? 
Відповідь: 0.178; 0.562 
5.40. Монету кидають 100 разів. Яка імовірність  того, що кількість випадань 
герба буде в межах від 45 до 55? 
Відповідь: 0.6826 
5.41. Підприємство виробляє 99.2% стандартних виробів. Яка імовірність  того, 
що серед 5000 навмання вибраних виробів кількість нестандартних не 
більша за 50? 
Відповідь: 0.94 
5.42. Робітниця прядильного цеху обслуговує 800 веретен. Імовірність обриву 
пряжі в кожному з веретен за час T дорівнює 0.005. Знайти імовірність  того, 
що за час T буде більше 10-ти обривів. 
Відповідь: 0.0028 
5.43. Зерна пшениці проростають з імовірністю 0.95. Знайти імовірність того, що 
із 2000 просіяних зерен зійде від 1880 до 1920. 
Відповідь: 0.96 
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5.44. Під час дослідження легованої сталі на вміст вуглецю імовірність  того, що 
у випадково взятій пробі відсоток вуглецю перевищить допустимий рівень, 
рівна 0.01. Обчислити скільки в середньому треба дослідити зразків, щоб з 
імовірністю 0.95 вказаний ефект спостерігався хоча б один раз. 
Відповідь: 300 
5.45. Імовірність того, що куплений лотерейний квиток є виграшним p=0.01. 
Скільки треба купити квитків, щоб серед них був хоча б один виграшний з 
імовірністю не меншою, ніж 0.98? 
Відповідь: 391 
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ТЕМА 6. Стандартні закони розподілу неперервних випадкових 
величин 
ТЕОРЕТИЧНІ ВІДОМОСТІ 
Величина X розподілена рівномірно на проміжку(а, b), якщо усі її можливі 
значення належать цьому проміжку і її щільність розподілу імовірностей на цьому 
проміжку постійна, тобто 
),(,0
),(,
1
)(
baxпри
baxпри
abxf  
Випадкову величину X називають розподіленою за показниковим законом, 
якщо щільність її імовірностей має вигляд 
0,0
0,
)(
xпри
xприe
xf
x
де  > 0 – параметр. 
Випадкову величину X називають розподіленою нормально, якщо щільність 
її імовірностей має вигляд 
2
2
2
2
1
)(
ax
exf де a та  – параметри розподілу. 
Імовірність влучення в інтервал (с, d) нормально розподіленої випадкової 
величини X знаходять за формулою  
acad
dXcP )(   де Ф(x) - функція Лапласа. 
Імовірність того, що відхилення випадкової величини Х від її 
математичного сподівання за абсолютним значенням менше заданого числа , 
можна обчислити за нерівністю Чебишова 
2
)(
1)(
XD
XMXP  
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ЗАДАЧІ ДЛЯ РОБОТИ В АУДИТОРІЇ 
Рівномірний розподіл 
6.1. Потяги метрополітену слідують через 1.5 хв. Знайти імовірність того, що 
час очікування потягу не перевищить 1 хв. 
Відповідь: 2/3 
6.2. Знайти математичне сподівання випадкової величини Х, що рівномірно 
розподілена на інтервалі (a,b) 
Відповідь: 
2
ba
 
6.3. Знайти дисперсію та середнє квадратичне відхилення випадкової величини 
Х, що рівномірно розподілена на інтервалі (a,b) 
Відповідь: 
12
2
ab
; 
32
ab
 
6.4. Ціна поділки шкали амперметра дорівнює 0.1 А. Покази амперметра 
округлюють до найближчого цілої поділки. Знайти імовірність того, що при 
вимірюванні буде зроблена помилка, що перевищить 0.02 А. 
Відповідь: Р(0.02<X<0.08)=0.6 
6.5. Знайти математичне сподівання випадкової величини Х, що рівномірно 
розподілена на інтервалі (2,8) 
Відповідь: 5 
6.6. Знайти дисперсію та середнє квадратичне відхилення випадкової величини 
Х, що рівномірно розподілена на інтервалі (2,8) 
Відповідь: 3; 3  
Показниковий розподіл 
6.7. Записати щільність розподілу та функцію розподілу випадкової величини Х, 
що має показниковий закон розподілу з параметром  
Відповідь
0,0
0,
)(
xпри
xприe
xf
x
0,0
0,1
)(
xпри
xприe
xF
x
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6.8. Знайти параметр  показникового розподілу, заданого функцією розподілу 
0,0
0,1
)(
4.0
xпри
xприe
xF
x
 
Відповідь: 0.4 
6.9. Знайти математичне сподівання випадкової величини Х, що має 
показниковий закон розподілу з параметром  
Відповідь: 
1
 
6.10. Неперервна випадкова величина Х розподілена за показниковим законом 
розподілу
0,0
0,1
)(
6.0
xпри
xприe
xF
x
 
Знайти імовірність потрапляння Х в інтервал (2;5) 
Відповідь: 0.251 
6.11. Студент пам’ятає, що щільність показникового розподілу має вигляд 
0,0
0,
)(
xпри
xприCe
xf
x
,  
але забув чому дорівнює С. Знайти параметр С. 
Відповідь:  
6.12. Знайти щільність розподілу та функцію розподілу випадкової величини Х, 
що має показниковий закон розподілу з параметром =5 
Відповідь: 
0,0
0,5
)(
5
xпри
xприe
xf
x
0,0
0,1
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5
xпри
xприe
xF
x
 
6.13. Знайти параметр  показникового розподілу, заданого щільністю розподілу 
0,0
0,2
)(
2
xпри
xприe
xf
x
 
Відповідь: 2 
6.14. Знайти математичне сподівання випадкової величини Х, що має 
показниковий закон розподілу із щільністю розподілу 
0,0
0,5
)(
5
xпри
xприe
xf
x
 
Відповідь: 0.2 
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6.15. Знайти дисперсію та середнє квадратичне відхилення випадкової величини 
Х, що показниковий закон розподілу з параметром  
Відповідь:
2
1
; 
1
 
Нормальний розподіл 
6.16. Середня годинна виручка магазина 100 г.о. Середньоквадратичне 
відхилення годинної виручки 25 г.о. Годинна виручка є випадкова 
величина, розподілена за нормальним законом. Знайти імовірність 
отримання протягом години виручки у розмірі від 80 до 120 г.о. 
Відповідь:0.5762 
6.17. Яка імовірність того, що похибка вимірювання X не перевищить за 
абсолютним значенням 5 м, якщо систематична похибка дорівнює 5 м, а 
σ=75 м.  
Відповідь: 0.0517 
6.18. Випадкове відхилення розміру деталі від номіналу при виготовленні її на 
даному верстаті має нульове  математичне сподівання та середнє 
квадратичне відхилення,  рівне 5 мк. Скільки необхідно виготовити деталей, 
щоб з імовірністю не менше 0.9 серед них була хоча б одна  годна, якщо для 
годної деталі допустиме відхилення розміру від номіналу не більш, ніж на 
2 мк? 
Відповідь: 7 
6.19. Похибка X утримання висоти літаком має M(X)=20 м и σ=75 м. Яка 
імовірність, що літак буде летіти нижче, в межах та вище коридору висотою 
100 м, якщо літаку задана висота, що відповідає середині коридору. 
Відповідь:Рнижче=0.18; Рсеред=0.48;Рвище=0.34 
6.20. Визначити для нормально розподіленої випадкової величини Х, що має  
M(X)=0,(при k = 1,2,3) 
а) Р(Х ≥ kσ) 
б) Р(|Х| ≥ kσ)  
Відповідь: а) 0.1587; 0.0228; 0.00135; б) 0.3173; 0.0455; 0.0027 
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6.21. Проводиться два незалежних вимірювання  приладом, похибки 
вимірювання X якого мають M(X)=10 м та σ=30 м. Яка імовірність того, що 
кожна з похибок вимірювання, маючи різні знаки, за абсолютною 
величиною  перевищить 10 м? 
Відповідь: 0.25 
Закон великих чисел 
6.22. Використовуючи нерівність Чебишова. оцінити імовірність  того, що 
випадкова величина X відхилиться від свого математичного сподівання не 
менше, ніж на 3σ. 
Відповідь: 1/9 
6.23. Використовуючи нерівність Чебишова. оцінити імовірність  того, що|X-
M(X)|<0.2. якщо D(X)=0.004. 
Відповідь: 0.9 
6.24. Похибка Х, допущенна при вимірюванні довжини, розподілена нормально з 
а=0.5 мм і σ=0.4 мм. Знайти імовірність  того, що виміряне значення 
відхиляється від істинного більше ніж на 1 мм. 
Відповідь: 0.0175 
6.25. Імовірність появи події А в кожному випробуванні р=0.25. Використовуючи 
нерівність Чебишова оцінити імовірність  того, що кількість появ події А 
міститиметься в межах від 150 до 250, якщо буде проведено 800 незалежних 
випробувань. 
Відповідь: 0.94 
6.26. Кубик кидають 6000 разів. Знайти імовірність  того, що відносна частота 
випадання «шістки» відхилиться від імовірностіp=1/6 не більше, ніж на 
0.01. 
Відповідь: 0.9614 
6.27. Скільки разів треба кинути кубик, щоб з імовірністю 0.997 відносна частота 
випадання «шістки» відхилилася ви імовірності p=1/6 не більше, ніж на 
0.001. 
Відповідь: 1.2*106 
67 
ДЛЯ ДОМАШНІХ РОБІТ 
6.28. Автобуси прибувають на зупинку через 5 хв. Знайти імовірність того, що 
час очікування автобуса не перевищить 3 хв. 
Відповідь: 0.6 
6.29. Ціна поділки вимірювального приладу дорівнює 0.2. Покази приладу 
округлюють до найближчого цілої поділки. Знайти імовірність того, що при 
вимірюванні буде зроблена помилка, що  
а) не перевищить 0.04 
б) перевищить 0.05 
Відповідь: а) 0.4; б) 0.5 
6.30. Рівномірно розподілена випадкова величина Х задана щільністю розподілу 
f(x)=1/(2h) на інтервалі (a-h; a+h); за межами інтервалу f(x)=0. Знайти 
математичне сподівання та дисперсію Х. 
Відповідь: a; h2/3 
6.31. Знайти математичне сподівання випадкової величини Х, що має 
показниковий закон розподілу із функцією розподілу 
0,0
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Відповідь: 10 
6.32. Знайти дисперсію та середнє квадратичне відхилення випадкової величини 
Х, що має показниковий закон розподілу із функцією розподілу 
0,0
0,1
)(
4.0
xпри
xприe
xF
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Відповідь: 6.25; 2.5 
6.33. Довести, що якщо неперервна випадкова величина Х розподілена за 
показниковим законом розподілу, то імовірність потрапляння Х в інтервал 
(a,b) дорівнює ba ee . 
6.34. Неперервна випадкова величина Х розподілена за показниковим законом 
розподілу з параметром =3. Знайти імовірність потрапляння Х в інтервал 
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(0.13;0.7) 
Відповідь: 0.555 
6.35. Неперервна випадкова величина Х розподілена за показниковим законом 
розподілу з параметром =0.04. Знайти імовірність потрапляння Х в 
інтервал (1;2) 
Відповідь: 0.038 
6.36. Незалежні випадкові величини Х1 та Х2  розподілені нормально з 
параметрами σ1=σ2=20 м, M(X1)=5 м, M(Х2)=-5 м. Яка імовірність того, що 
хоча б одна з них за абсолютною величиною перевищить 15 м.  
Відповідь:0.716 
6.37. Нормально розподілена випадкова величина X має математичне сподівання 
M(X)=-15 м та середнє квадратичне відхилення σ=15 м. Обчислити таблицю 
функції  розподілу для значень аргументу через кожні 10 м і  побудувати 
графік.  
Підказка: X={-65, -55, …, -5, +5, …, +35} 
6.38. Випадкові похибки висотоміра X мають M(X)=20 м. Яке вони повинні мати 
середнє квадратичне відхилення, щоб з імовірністю 0.9 похибка 
вимірювання висоти за абсолютною величиною була менше 100 м? 
Відповідь: 58 м (рівняння простіше розв’язати графічно) 
6.39. Нормально розподілена випадкова величина X має нульове математичне 
сподівання. Визначити  середнє квадратичне відхилення σ, при якому 
імовірність Р(а<X<b) була б найбільшою (0<а<b). 
Відповідь:
a
b
ab
ln2
22
 
6.40. Імовірність вчасної реалізації одиниці продукції p=0.4. Оцінити імовірність  
того, що для 100 незалежно реалізованих одиниць продукції відхилення 
відносної частоти реалізації від імовірності р за модулем буде меншим від 
0.1 та порівняти оцінку з безпосередньо знайденим значенням імовірності. 
Відповідь:оцінка за допомогою нерівності ЧебишоваР≥0.76, безпосередньо 
знайдене значення імовірності Р=0.959 
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6.41. Середній дохід на душу населення X розподілений за нормальним законом з 
параметрами а, σ. Оцінити за допомогою нерівності Чебишова імовірність 
Р{|Х-а|≥2σ) та порівняти оцінку з безпосередньо знайденим значенням 
імовірності. 
Відповідь: Р≤1/4, Р=0.456 
6.42. Імовірність появи події А в кожному випробуванні p=0.5. Використовуючи 
нерівність Чебишова, оцінити імовірність  того, що кількість появ події А 
міститиметься в межах від 40 до 60, якщо буде проведено 100 незалежних 
випробувань. 
Відповідь: Р≥0.75 
6.43. Середнє споживання електроенергії протягом травня у місті дорівнює 
360 000 кВт.год. 
а) Оцінити імовірність  того, що споживання електроенергії у травні 
поточного року перевищить 1 000 000 кВт.год. 
б) Оцінити ту саму імовірність  за умови, що середнє квадратичне 
відхилення споживання електроенергії за травень дорівнює 40 000 
кВт.год. 
Відповідь: а) 0.36; б) 0.0042 
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ТЕМА 7. Багатомірні випадкові величини 
ТЕОРЕТИЧНІ ВІДОМОСТІ 
Функція розподілу (інтегральний закон розподілу) F(x1, x2, …, xn) системи n 
випадкових величин (X1, X2, …, Xn) визначається формулою 
),...,,(),...,,( 221121 nnn xXxXxXPxxxF  
Для системи неперервних випадкових величин існує щільність імовірності 
(диференційний закон розподілу), що визначається формулою 
n
n
n
n
xxx
xxxF
xxxf
...
),...,,(
),...,,(
21
21
21  
Система дискретних випадкових величин характеризується сукупністю 
імовірностей ),...,,( 2211 nn iXiXiXP , що можуть бути зведені в n–мірну таблицю 
(по кількості випадкових величин). 
Функція розподілу для неперервних випадкових величин записується у 
вигляді кратного інтеграла 
n
i
x
ii
x
nn
x x
n
in
dxxfdxddxdxxxxfxxxF
1
212121 )(...),...,,(...),...,,(
1 2
 
для дискретних випадкових величин – у вигляді кратної суми 
11 22
),...,,(...),...,,( 221121
xi xi xi
nnn
nn
iXiXiXPxxxF  
де додавання виконується по всім можливим значенням кожної з випадкових 
величин, для яких nn xixixi ,...,, 2211 . 
Імовірність влучення випадкової точки в область S дорівнює інтегралу від 
щільності імовірності по цій області. 
Основними числовими характеристиками системи випадкових величин є 
математичні сподівання 
nnii dxddxdxxxxfxXM ...),...,,(...)( 2121  
дисперсії 
nniiiiii dxddxdxxxxfxxkXD ...),...,,(...)( 2121
22  
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та кореляційні моменти 
nnjjiiijjjii dxddxdxxxxfxxxxkxXxXM ...),...,,(...))(( 2121  
Аналогічно обчислюються моменти для дискретних випадкових величин, де 
інтегрування замінюється додаванням по всім можливим значенням випадкових 
величин. 
Другі центральні моменти складають кореляційну матрицю 
nnnnn
n
n
n
ij
kkkk
kkkk
kkkk
kkkk
k
...
...............
...
...
...
321
3333231
2232221
1131211
 
де jiij kk . Іноді виявляється зручнішою формула 
jijiij XMXMXXMk  
Випадкові величини (X1, X2, …, Xn), що входять в систему, не корельовані, 
якщо недіагональні елементи кореляційної матриці дорівнюють нулю. 
Безрозмірною характеристикою зв’язку між випадковими величинами Xi та 
Xj є коефіцієнт кореляції 
ji
ij
ij
XDXD
k
r  
Коефіцієнти кореляції складають нормовану кореляційну матрицю 
1...
...............
...1
...1
...1
321
33231
22321
11312
nnn
n
n
n
ij
rrr
rrr
rrr
rrr
r  
де jiij rr . 
Випадкові величини (X1, X2, …, Xn), що входять в систему, незалежні, якщо 
)(...)()(),...,,( 2121 nn xfxfxfxxxf  
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ЗАДАЧІ ДЛЯ РОБОТИ В АУДИТОРІЇ 
Багатомірні випадкові величини 
7.1. Система (X, Y) задана двомірною таблицею розподілу імовірностей P(X=i, 
Y=j) 
j  \  i 0 1 2 3 4 5 6 
0 0.202 0.174 0.113 0.062 0.049 0.023 0004 
1 0 0.099 0.064 0.040 0.031 0.020 0.006 
2 0 0 0.031 0.025 0.018 0.013 0.008 
3 0 0 0.001 0.001 0.002 0.004 0.011 
а) скласти функцію розподілу; 
б) визначити імовірність P(Y≥2); 
в) визначити математичні сподівання M(X), M(Y). 
Відповідь: а) )1,1(),(),( jYiXPjYiXPjiF  значення наведені в 
таблиці 
j-1  \  i-
1 
0 1 2 3 4 5 6 
0 0.202 0.376 0.489 0.551 0.600 0.623 0.627 
1 0.202 0.475 0.652 0.754 0.834 0.877 0.887 
2 0.202 0.475 0.683 0.810 0.908 0.964 0.982 
3 0.202 0.475 0.683 0.811 0.911 0.971 1.000 
 
б) P(Y≥2)=1- P(X≤6,Y≤1)=1-0.887=0.113;      в) M(X)=1.947, M(Y)=0.504 
7.2. Координати  X, Y випадкової точки розподілені рівномірно всередині 
прямокутника, обмеженого абсцисами  x=a, x=b та ординатами y=c, y=d 
(b>a, d>c). Знайти щільність імовірності та функцію розподілу системи 
величин X, Y. 
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Відповідь: 
капрямокутнимежамиза
dycbxa
cdabyxf
,0
,,
))((
1
),(  
)()(),( 21 yFxFyxF  
bx
bxa
ab
ax
ax
xF
,1
,
,0
)(1  ,       
dy
dyc
cd
cy
cy
yF
,1
,
,0
)(2  
7.3. Визначити математичні сподівання та кореляційну матрицю системи 
випадкових величин (X, Y), якщо щільність імовірності системи  
322 1
2
),(
yx
yxf . 
Відповідь: M(X)=M(Y)=0, 
2/10
02/1
ijk  
7.4. Визначити щільність імовірності системи трьох додатних випадкових 
величин (X, Y, Z) по заданій функції розподілу  
)0,0,0(111),,( zyxeeezyxF czbyax  
Відповідь: czbyaxeabczyxf ),,(  
7.5. Визначити імовірність влучання точки з координатами (X, Y) в область, що 
визначається нерівностями ( 21,21 yx ), якщо функція розподілу (a>0) 
000
0,01
),(
2222 22
yабоx
yxaaa
yxF
yxyx
 
Відповідь: 12963 aaaaP  
7.6. Визначити щільність імовірності, математичні сподівання та кореляційну 
матрицю системи випадкових величин (X, Y), заданих в інтервалах 
20 x , 20 y , якщо функція розподілу системи yxyxF sinsin),( . 
Відповідь: yxyxf coscos),( ,  M(X)=M(Y)= /2-1, 
30
03
ijk  
ДЛЯ ДОМАШНІХ РОБІТ 
7.7. Система (X, Y) задана двомірною таблицею розподілу імовірностей P(X, Y) 
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Y  \  X 2 3 4 5 
1 0.05 0.12 0.08 0.04 
2 0.09 0.30 0.11 0.21 
а) знайти закони розподілу складових; 
б) визначити математичні сподівання M(X), M(Y). 
Відповідь: а) значення наведені в таблиці б) M(X)=3.55, M(Y)=1.71 
X 2 3 4 5  Y 1 2 
P(X) 0.14 0.42 0.19 0.25  P(Y) 0.29 0.71 
 
7.8. Визначити імовірність влучання точки з координатами (X, Y)  в область, що 
визначається  нерівностями ( 3/6/,4/0 yx ), якщо функція 
розподілу 
000
2/0,2/0sinsin
),(
yабоx
yxyx
yxF  
Відповідь: 0.26 
7.9. Визначити імовірність влучання точки з координатами (X, Y)  в область, що 
визначається  нерівностями ( 53,21 yx ), якщо функція розподілу 
000
0,02221
),(
yабоx
yx
yxF
yxyx
 
Відповідь: 3/128 
7.10. Визначити щільність імовірності системи випадкових величин (X, Y) по 
заданій функції розподілу  
000
0,03331
),(
yабоx
yx
yxF
yxyx
 
Відповідь: 
000
0,033ln
),(
2
yабоx
yx
yxf
yx
 
7.11. Система незалежних випадкових величин  X1, X2, …, Xn задана щільностями 
імовірностей f1(x1), f2(x2), …, fn(xn). Визначити функцію розподілу. 
Відповідь: 
n
i
x
iii
n
i
iin
i
dfxFxxxF
11
21 )()(),...,,(  
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7.12. Дана кореляційна матриця системи випадкових величин (X, Y, Z) 
362112
214914
121416
ijk  Скласти нормовану кореляційну матрицю ijr . 
Відповідь: 
15.05.0
5.015.0
5.05.01
ijr  
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ЧАСТИНА 2. МАТЕМАТИЧНА СТАТИСТИКА 
ТЕМА 1. Описова статистика 
ТЕОРЕТИЧНІ ВІДОМОСТІ 
Вся досліджувана сукупність об’єктів (кількістю N) називається 
генеральною сукупністю. Частина об’єктів кількістю n (n ≤ N), випадково 
відібрана з генеральної сукупності, називається вибірковою сукупністю або 
вибіркою. 
Нехай над випадковою величиною Х проведено n незалежних випробувань, 
і х1, х2, ., хn – сукупність її спостережених значень. Цю сукупність називають 
статистичним рядом, а хі – варіантами. Серед варіант можуть бути однакові. 
Якщо кожній варіанті поставити у відповідність її частоту (кількість повторень) 
ni, а також відносну частоту nnp ii
* , а самі варіанти записати у зростаючому 
(спадаючому) порядку, одержана таким чином таблиця називається варіаційним 
рядом. 
Статистичною (емпіричною) функцією розподілу F*(x) випадкової 
величини Х називається закон зміни відносної частоти нерівності X < x в даному 
статистичному матеріалі: 
)()( ** xXPxF  
Якщо об’єм вибірки n великий, доцільно весь інтервал одержаних значень 
величини X розбити на часткові (як правило, рівні) інтервали (х1, х2), (х2, х3), .,(хk, 
хk+1). Кількість інтервалів m вибирається в залежності від обсягу вибірки в межах 
від 7 до 15. Ширину інтервалів можна оцінити за формулою 
n
xx
h
lg32.31
minmax , 
округливши отримане значення до найближчого зручного. 
Позначимо через  ni  число значень величини Х, що потрапили в інтервал (хі, 
хі+1). Для кожного інтервалу визначимо також відносну частоту nnp ii
* . В 
результаті одержимо таблицю, яку називають інтервальним варіаційним рядом: 
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I (х1, х2) (х2, х3) … (хi, хi+1) … (хm, хm+1) 
N n1 n2 … ni … nm 
P* *
1p  
*
2p  … 
*
ip  … mp  
Якщо на кожному з відрізків [хі, хі+1], як на основі, побудувати прямокутник, 
висота якого дорівнює *ip , одержимо фігуру, що називається гістограмою. 
Вважаємо при цьому, що крок constxxh ii 1 . Якщо наближати h → 0, то 
гістограма буде все більше наближатися до деякої кривої. Ця крива є графіком 
функції f*(x) – щільності розподілу випадкової величини Х. 
До числових характеристик (описових статистик) вибірки відносять: 
вибіркове середнє  
для простого варіаційного ряду (k – кількість різних варіант) 
n
nx
x
k
i
ii
1 ; 
для інтервального варіаційного ряду (m – кількість інтервалів групування, xcp.i – 
середина і-го інтервалу) 
n
nx
x
m
i
iicp
1
.
; 
дисперсію  
n
nxx
D
k
i
ii
1
2
 або 
n
nxx
D
m
i
iicp
1
2
.
; 
середньоквадратичне відхилення D ;  
моду - значення варіанти з максимальною частотою або для інтервального ряду  
11
1
0
ssss
ss
nnnn
nn
hxMo  
де 0x  – початок модального інтервалу, h  – крок інтервального ряду, sn  – частота 
модального інтервалу, 1sn  – частота інтервалу, що передує модальному, 1sn  – 
частота наступного за модальним інтервалу; 
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медіану - значення середнього елемента варіаційного ряду при непарній кількості 
елементів і середньоарифметичне двох середніх елементів при їхній парній 
кількості або для інтервального ряду 
s
s
n
Tn
hxMe 10
2/
 
де 0x  – початок медіанного інтервалу, тобто інтервалу, в якому утримується 
середній елемент, h  – крок інтервального ряду, sn  – частота медіанного інтервалу, 
1sT  – сума частот інтервалів, які передують медіанному. 
 
ЛАБОРАТОРНА РОБОТА №1. Описова статистика 
Мета роботи: ознайомитись з методикою первинної обробки статистичних 
даних; проаналізувати вплив способу представлення даних на їх інформативність. 
Запитання на допуск до роботи 
1. Чим відрізняються генеральна та вибіркова сукупності? 
2. Які бувають способи відбору даних? 
3. Як побудувати статистичний розподіл вибірки? 
4. Що відносять до числових характеристик вибірки? 
5. Як визначається мода та медіана? 
6. Які бувають способи графічного зображення статистичних розподілів? 
7. Що таке емпірична функція розподілу та які її властивості? 
ЗАВДАННЯ 
Основне завдання 
1. Розрахувати: 
1.1. варіаційний ряд для простої вибірки; 
1.2. інтервальний варіаційний ряд для згрупованої вибірки; 
1.3. числові характеристики для простої та згрупованої вибірки. 
2. Побудувати для згрупованої вибірки: 
2.1. гістограму частот; 
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2.2. емпіричну функцію розподілу. 
Додаткове завдання  
3. Зробити висновок про інформативність гістограми частот при різній 
кількості інтервалів групування (дослідити 3-4 варіанти). 
Порядок виконання роботи 
Створити вибірку відповідно завдання свого варіанту (вибірка генерується або 
програмою-генератором, що надана викладачем, або за параметрами з таблиці 
варіантів завдань). Завантажити вхідні дані в середовище, що буде 
використовуватись для їх обробки (розрахунки можна проводити R-Studio, 
пакетах STATISTICA, MathCad, MathLab, Excel тощо). Виконати необхідні 
розрахунки та оформити звіт. В звіт включити перші десять значень згенерованої 
вибірки, завдання та відповіді на них (числові та графічні), а також висновки по 
додатковому завданню. Програмний код включати в звіт не потрібно. 
Варіанти завдань 
№ МХ σx № МХ σx № МХ σx № МХ σx 
1 10 5 11 60 5 21 20 4 31 70 4 
2 15 6 12 65 6 22 25 5 32 75 5 
3 20 7 13 70 7 23 30 6 33 80 6 
4 25 8 14 75 8 24 35 7 34 85 7 
5 30 9 15 80 9 25 40 8 35 90 8 
6 35 5 16 85 5 26 45 5 36 95 5 
7 40 6 17 90 6 27 50 6 37 20 6 
8 45 7 18 95 7 28 55 7 38 25 7 
9 50 8 19 10 2 29 60 8 39 30 8 
10 55 9 20 15 3 30 65 9 40 35 9 
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ТЕМА 2. Статистичні оцінки параметрів розподілу 
ТЕОРЕТИЧНІ ВІДОМОСТІ 
Статистичною оцінкою  * невідомого параметра   випадкової величини X 
генеральної сукупності (теоретичного розподілу X) називають функцію від 
випадкових величин (результатів вибірки), що спостерігаються 
nXX ,...,1
**  
Щоб статистичні оцінки давали найкращі наближення параметрів, вони 
повинні задовольняти певним вимогам.  
Статистична оцінка  * параметра  має бути незсунутою, тобто M(  *) =  , 
бо використання статистичної оцінки, математичне сподівання якої не дорівнює 
параметру , приводить до систематичних (одного знака) похибок. 
Статистична оцінка  * параметра  має бути ефективною, тобто такою, що 
при заданому об’ємі вибірки п має найменшу можливу дисперсію. 
Статистична оцінка  * параметра  має бути обґрунтованою, тобто такою, 
що при n→∞ прямує за імовірністю до оцінюваного параметра. 
Точковими оцінками параметрів розподілу генеральної сукупності 
називають такі оцінки, які визначаються одним числом. Основні характеристики 
вибіркового розподілу ( x , D, σ) є точковими оцінками відповідних параметрів 
генеральної сукупності: генеральних середнього, дисперсії й 
середньоквадратичного відхилення. Оскільки вибіркова дисперсія є зміщеною 
оцінкою генеральної дисперсії, користуються виправленою дисперсією 
D
n
n
s
1
2  
і відповідним середньоквадратичним відхиленням s . 
Визначення точкових оцінок методом моментів 
Метод запропоновано К.Пірсоном. Він заснований на тому, що початкові та 
центральні емпіричні моменти є обґрунтованими оцінками відповідних 
початкових та центральних теоретичних моментів того ж порядку. Перевага 
методу – простота. 
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Нехай випадкова величина задана щільністю розподілу  f(x, 1,…, r), де 
1,…, r  - невідомі параметри розподілу. Потрібно знайти точкові оцінки 1
*,…, r
*
  
цих параметрів, для чого необхідно сформувати r незалежних умов. 
Суть методу моментів полягає в тому, що такі умови отримують 
прирівнюванням довільних r теоретичних моментів (початкових або центральних) 
відповідним їм емпіричним моментам, які визначаються за вибіркою.  
rms
mk
srs
krk
,1,,...,
,1,,...,
1
1  
Вимоги до рівнянь системи: 
1. Рівняння повинні бути інформативними (не можна використовувати 0, 0, 1); 
2. Рівняння повинні бути незалежними (якщо використано 1, 2, то не можна 
використовувати 2, бо 2= 2- 1
2
). 
Визначення точкових оцінок методом найбільшої подібності 
Метод запропоновано Р.Фішером.  Нехай Х – дискретна випадкова 
величина, яка в результаті n випробувань набувала значень x1,…, xn. Припустимо, 
що вигляд закону розподілу випадкової величини задано, але невідомо параметр 
, яким визначається цей закон. Потрібно знайти його точкову оцінку. 
Позначимо через p(xi, ) імовірність того, що в результаті випробування 
випадкова величина Х прийме значення xi (i=1, 2,..,n). Функцією правдоподібності 
дискретної випадкової величини Х називають функцію аргументу , де x1,…, xn – 
фіксовані числа. 
,...,,,,...,, 2121 nn xpxpxpxxxL  
Функцією правдоподібності неперервної випадкової величини Х називають 
функцію 
,...,,,,...,, 2121 nn xfxfxfxxxL  
де ,ixf  - щільність розподілу в точці xі. 
В якості точкової оцінки параметра   приймають таке його значення *= * 
(x1,…, xn ), при якому функція правдоподібності досягає максимуму. Функції L та 
82 
ln L досягають максимуму при одному й тому ж значенні , тому замість пошуку 
максимуму функції L шукають (що зручніше) максимум функції ln L. 
Визначення інтервальних оцінок  
Для вибірок невеликого об’єму точкові оцінки можуть значно відрізнятися 
від оцінюваного параметра. Тому у випадку малих вибірок застосовують 
інтервальні оцінки. Інтервальну оцінку даного параметра знаходять, враховуючи 
задану надійність або довірчу ймовірність, тобто ймовірність, з якою шуканий 
інтервал покриває дійсне значення оцінюваного параметра. Одержаний за таких 
умов інтервал називають довірчим інтервалом для оцінюваного параметра. 
Нехай задано вибірку об’єму n із деякої генеральної сукупності, основні 
параметри якої невідомі. Побудову довірчих інтервалів для параметрів починають 
з визначення їх точкових оцінок: x , 2s .  
Загальна методика визначення інтервальних оцінок параметрів розподілу: 
1. Необхідно вибрати підходящу статистику Y для побудови довірчого інтервалу.  
),,( *YY  
Y – підходяща статистика, якщо: 
– містить параметр  ; 
– містить оцінку параметра  *; 
– якщо містить інші параметри , то вони відомі; 
– має відомий ЗРІ (бажано табличний) 
2. За вибраним (заданим) Рдов та законом розподілу статистики Y  визначити 
довірчий інтервал (y1,y2), в який потрапить статистика Y з імовірністю Рдов при 
виконанні експерименту.  
3. За виразом Y=Y(  *, , ) знайти в загальному вигляді інтервал ( 1
*
, 2
*), в який 
потрапить  при виконанні експерименту. 
4. Виконати експеримент, за вибіркою {x}n визначити емпіричне значення yем 
статистики Y та підставити його в п.3. 
Довірчий інтервал для математичного сподівання нормального розподілу 
при відомому  розраховується за допомогою статистики: 
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XX
X
naXaX
aXZZ ),,(  
що має нормальний розподіл з параметрами f(z,0,1), тобто це таблична функція 
Лапласа. За заданим Рдов та законом розподілу статистики Z визначаємо довірчий 
інтервал (z1, z2), в який потрапить статистика Z з імовірністю Рдов при виконанні 
експерименту. Закон розподілу статистики Z  - симетрична функція, тому 
довірчий інтервал буде найвужчим при z1=z2.  
n
z
xa
n
z
x XРдовXРдов 2/2/  
Довірчий інтервал для математичного сподівання нормального розподілу 
при невідомому  розраховується за допомогою статистики Т, що має розподіл 
Стьюдента з k = n-1 степенями свободи: 
nS
aX
T
/
 
Закон розподілу статистики Т  - симетрична функція, тому довірчий інтервал буде 
найвужчим при t1= t2. 
дов
t
PdtntTt
s
naX
P
0
),(2  
n
st
xa
n
st
x РдовРдов  
Довірчий інтервал для оцінки середньоквадратичного відхилення  
нормального розподілу розраховується за допомогою статистики 2 .  
n
i
iZ
1
22  
де Zi (i =1, 2,…, n) – нормальні, нормовані незалежні величини. Ця статистика 
розподілена по закону 2 з k = n-1 степенями свободи. За заданим Рдов та законом 
розподілу статистики 2  визначаємо довірчий інтервал, в який потрапить 
статистика 2 з імовірністю Рдов при виконанні експерименту. 
2
1
2
2
2
2 11 nsns
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Практично для знаходження меж інтервалу користуються таблицею значень  q: 
qsqs 11  
 
ЛАБОРАТОРНА РОБОТА №2. Точкові оцінки параметрів розподілу 
Мета роботи: ознайомитись з методами визначення точкових оцінок параметрів 
розподілу; дослідити, що впливає на якість точкових оцінок. 
Запитання на допуск до роботи 
1. Назвіть основні вимоги до статистичних оцінок. 
2. Як визначається проста середньоарифметична вибірки? 
3. Як визначається вибіркова середня або зважена середньоарифметична 
вибірки та які її властивості? 
4. Як визначається степенева середня вибірки? 
5. Як визначається вибіркова дисперсія та вибіркове середньоквадратичне 
відхилення? У яких випадках потрібна виправлена вибіркова дисперсія і як її 
визначити? 
6. Для чого потрібні початкові та центральні моменти вибірки та як їх 
визначити? 
ЗАВДАННЯ 
Основне завдання 
1. Визначити точкові оцінки параметрів розподілу (вважаємо, що випадкова 
величина розподілена нормально): 
1.1. методом моментів; 
1.2. методом найбільшої подібності. 
2. Порівняти отримані оцінки та вказати, яка з них краща та чому. 
Додаткове завдання  
3. Дослідити залежність оцінок від об’єму вибірки. Зробити висновки про 
виконання закону великих чисел. 
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Порядок виконання роботи 
Вхідні дані взяти з першої роботи. Розрахунки можна проводити, продовжуючи 
файл попередньої роботи. 
 
ЛАБОРАТОРНА РОБОТА №3. Інтервальні оцінки параметрів розподілу 
Мета роботи: ознайомитись з методикою визначення інтервальних оцінок 
параметрів розподілу; дослідити, що впливає на якість інтервальних оцінок. 
Запитання на допуск до роботи 
1. В чому різниця між точковими та інтервальними оцінками параметрів ЗРВ? 
2. Що таке надійність (довірча імовірність) оцінки параметра ЗРВ? 
3. Чим визначається та для чого використовується довірчий інтервал? 
4. Якою повинна бути підходяща статистика для визначення інтервальної 
оцінки? 
5. Порядок визначення інтервальних оцінок математичного сподівання. 
6. Порядок визначення інтервальних оцінок дисперсії. 
ЗАВДАННЯ 
Основне завдання 
1. Визначити інтервальні оцінки математичного сподівання та 
середньоквадратичного відхилення при рівні довіри Рдов =0.95. 
Додаткове завдання  
2. Дослідити залежність оцінок від рівня Рдов.  
3. Дослідити залежність оцінок від об’єму вибірки.  
Порядок виконання роботи 
Вхідні дані взяти з першої роботи. Розрахунки можна проводити, продовжуючи 
файл попередньої роботи. 
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ТЕМА 3. Перевірка статистичних гіпотез 
ТЕОРЕТИЧНІ ВІДОМОСТІ 
Якщо закон розподілу генеральної сукупності невідомий, але є підстава 
припустити, що він має деякий визначений вид А, то перевіряють нульову 
гіпотезу: генеральна сукупність розподілена за законом А. Можливі й інші 
гіпотези: про значення параметру розподілу, про рівність параметрів двох або 
більше розподілів, про незалежність вибірок тощо. Разом з основною гіпотезою 
завжди можна розглядати протилежну їй гіпотезу, яку називають альтернативною. 
При перевірці статистичної гіпотези за даними випадкової вибірки можна 
зробити хибний висновок. При цьому можуть бути похибки першого та другого 
роду. Якщо за висновком буде відкинута правильна гіпотеза, то кажуть, що це 
похибка першого роду. Якщо за висновком буде прийнята неправильна гіпотеза, 
то кажуть, що це похибка другого роду. Імовірність здійснити похибку першого 
роду називають рівнем значущості . Найчастіше рівень значущості приймають 
рівним 0.05 або 0.01. 
Перевірка гіпотези здійснюється за допомогою спеціально підібраної 
величини К – критерію узгодження. Для кожного критерію узгодження є 
відповідні таблиці. Після обрання певного критерію узгодження, множину усіх 
його можливих значень поділяють на дві підмножини, що не перетинаються: одна 
з них містить значення критерію, при яких основна гіпотеза відхиляється, а друга 
– при яких вона приймається. 
Критичною областю називають сукупність значень критерію, при яких 
основна гіпотеза відхиляється. 
Областю прийняття гіпотези (областю допустимих значень) називають 
множину значень критерію, при яких гіпотезу приймають. 
Розрізняють однобічну (правобічну та лівобічну) та двобічну критичні 
області. Щоб знайти межі критичної області треба розрахувати критичні точки kkp. 
Для цього задають рівень значущості , а потім шукають критичні точки з  
врахуванням вимоги: 
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kpkKP  у випадку правобічної критичної області;  
kpkKP  у випадку лівобічної критичної області; 
21 kKPkKP у випадку двобічної критичної області. 
При знаходженні критичної області доцільно враховувати потужність 
критерію – імовірність належності критерію критичній області при умові, що 
правильна альтернативна гіпотеза. 
Коли критична точка вже знайдена, за даними вибірок обчислюють 
спостережене значення критерію і, якщо  виявиться, що Ксп > kkp то нульову 
гіпотезу відкидають (у випадку правосторонньої критичної області); якщо ж Ксп < 
kkp то немає підстав, щоб відкинути нульову гіпотезу. 
Порядок дій при перевірці статистичних гіпотез 
1) сформулювати гіпотезу H0; 
2) обрати статистичну характеристику – критерій узгодження для перевірки 
гіпотези; 
3) визначити або задати допустиму імовірність похибки першого роду – 
рівень значущості ; 
4) визначити гіпотезу H1, альтернативну до гіпотези H0; 
5) обрати вигляд критичної області з урахуванням наявності альтернативної 
гіпотези; 
6) знайти за відповідною таблицею критичну область (критичну точку) для 
обраної статистичної характеристики; 
7) за вибіркою обчислити емпіричне значення критерію, порівняти його з 
критичним значенням та зробити висновок про прийняття чи відхилення 
гіпотези H0. 
Перевірка гіпотез про нормальний розподіл генеральної сукупності.  
Критерій узгодження Пірсона ( 2) 
Перевірка полягає в порівнянні емпіричних (спостережених) і теоретичних 
(обчислених за припущенням наявності нормального розподілу) частот. Як 
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критерій перевірки нульової гіпотези (H0: генеральна сукупність розподілена за 
нормальним законом) приймається випадкова величина 2 
m
i
iii nnn
1
22  
де in  – емпіричні частоти; in  – теоретичні частоти нормального розподілу; m – 
кількість інтервалів варіаційного ряду, побудованого за даними вибірки. 
Очевидно, що чим менше відрізняються емпіричні та теоретичні частоти, 
тим менше значення приймає критерій, тому обираємо правосторонню критичну 
область. Критичне значення 2крит(α; k) знаходять за таблицею критичних точок 
розподілу 2  з використанням двох параметрів – заданого рівня значущості α і 
числа степенів свободи k = m-1-r (m – кількість інтервалів варіаційного ряду, r – 
кількість параметрів розподілу, визначених за даними вибірки, для нормального 
закону розподілу r=2). У випадку, якщо спостережене значення критерію 2спост  
виявиться меншим, ніж 2крит, то немає підстав відкидати нульову гіпотезу. Якщо 
ж 2спост  буде більшим за 
2
крит, то нульову гіпотезу слід відкинути й прийняти 
альтернативу Н1: розподіл генеральної сукупності не відповідає нормальному 
закону. 
Критерій узгодження Колмогорова 
Перевірка полягає в порівнянні емпіричних і теоретичних значень функції 
розподілу. Як критерій перевірки нульової гіпотези про вигляд розподілу 
приймемо статистику )()( xFxFD гем . Критерій Колмогорова має вигляд 
)(max mDmm  
тобто береться до уваги максимальна різниця між значеннями емпіричної та 
теоретичної функцій розподілу. Очевидно, що чим менше відрізняються 
емпіричні та теоретичні значення, тим менше значення приймає критерій, тому 
обираємо правосторонню критичну область. Критичне значення знаходять за 
таблицею критичних точок розподілу по заданому рівню значущості  та 
кількості інтервалів групування m (або обсягу n для простої вибірки). 
 
89 
m      0.20 0.10 0.05 0.01 m      0.20 0.10 0.05 0.01 
1 0.900  0.950  0.975  0.995  25 1.040  1.188  1.320  1.583  
2 0.967  1.097  1.191  1.314  30 1,041  1.194  1.325  1.588  
3 0.978  1.102  1.226  1.436  40 1.044  1.197  1.328  1.594  
4 0.986  1.130  1.248  1.468  50 1.047  1.200  1.330  1.598  
5 0.998  1.139  1.260  1.495  60 1.051  1.201  1.332  1.603  
6 1.004  1.146  1.271  1.511  70 1.053  1.203  1.335  1.606  
8 1.012  1.159  1.284  1.533  80 1.055  1.204  1.338  1.607  
10 1.021  1.167  1.293  1.546  90 1.056  1.206  1.340  1.608  
15 1.030  1.177  1.309  1.565  100 1.056  1.207  1.340  1.608  
20 1.038  1.185  1.315  1.574   1.073  1.224  1.358  1.627  
 
Критерій узгодження Мізеса 
Перевірка полягає в порівнянні емпіричних і теоретичних значень функції 
розподілу. Як критерій перевірки нульової гіпотези про вигляд розподілу 
приймемо статистику  
dxxfxFxF ггем )()()(
22  
Критерій Мізеса має вигляд  2mm  
тобто беруться до уваги всі різниці між значеннями емпіричної та теоретичної 
функцій розподілу та додатково зважуються функцією щільності. Очевидно, що 
чим менше відрізняються емпіричні та теоретичні значення, тим менше значення 
приймає критерій, тому обираємо правосторонню критичну область. Критичне 
значення знаходять за таблицею критичних точок розподілу по заданому рівню 
значущості  та кількості інтервалів групування m (або обсягу n для простої 
вибірки). 
 0.5 0.4 0.3 0.2 0.1 0.05 0.02 0.01 0.001 
µкр 0.118 0.147 0.185 0.241 0.347 0.461 0.620 0.744 1.168 
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Перевірка гіпотез про параметри розподілу генеральної сукупності.  
Перевірка гіпотези про рівність виправленої вибіркової дисперсії 
гіпотетичній генеральній дисперсії нормальної сукупності 
Нехай генеральна сукупність розподілена нормально, при цьому генеральна 
дисперсія хоча і невідома, але можна припустити, що вона дорівнює певному 
гіпотетичному значенню 0
2. На практиці 0
2
 встановлюється на підставі 
попереднього досвіду або теоретично. Із генеральної сукупності зробили вибірку 
об’єму n і знайшли виправлену дисперсію S2. Потрібно по виправленій дисперсії 
при заданому рівні значущості  перевірити гіпотезу H0: генеральна дисперсія 
сукупності дорівнює гіпотетичному значенню 0
2
. Враховуючи, що виправлена 
дисперсія S2 є незсунутою оцінкою генеральної дисперсії, нульову гіпотезу можна 
записати так:  20
2
0 : SMH  
Як критерій перевірки нульової гіпотези приймемо відношення виправленої 
дисперсії до гіпотетичного значення генеральної дисперсії, тобто випадкову 
величину  
2
0
2
2 )1( Sn  
Величина має розподіл 2 із k=n-1степенями свободи. Критична область 
будується в залежності від вигляду альтернативної гіпотези. 
Перевірка гіпотези про рівність вибіркової середньої генеральній середній 
нормальної сукупності, дисперсія якої відома 
Нехай генеральна сукупність розподілена нормально, причому генеральна 
середня а хоч і невідома, але є підстави вважати, що вона дорівнює гіпотетичному 
значенню а0. Дисперсія генеральної сукупності відома, наприклад, з попередніх 
дослідів або обчислена теоретично. Із сукупності зробили вибірку об’єму n та 
знайшли вибіркову середню x . Потрібно по вибірковій середній при заданому 
рівні значущості перевірити гіпотезу про рівність генеральної середньої а 
гіпотетичному значенню а0. Враховуючи, що вибіркова середня 
 є незсунутою 
оцінкою генеральної середньої, нульову гіпотезу можна записати так: 
00 : aXMH  
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В якості критерію перевірки нульової гіпотези про рівність вибіркових 
середніх приймемо випадкову величину 
naX
X
aX
U 00
)(
 
Величина U має нормальний нормований розподіл, M(U)=0, (U)=1 при 
справедливості нульової гіпотези. Критична область будується в залежності від 
вигляду альтернативної гіпотези. 
Перевірка гіпотези про рівність вибіркової середньої генеральній середній 
нормальної сукупності, дисперсія якої невідома 
Нехай генеральна сукупність розподілена нормально, причому генеральна 
середня а хоч і невідома, але є підстави вважати, що вона дорівнює гіпотетичному 
значенню а0. Із сукупності зробили вибірку об’єму n та знайшли вибіркову 
середню x  та виправлену вибіркову дисперсію s2. Потрібно по вибірковій 
середній при заданому рівні значущості перевірити гіпотезу про рівність 
генеральної середньої а гіпотетичному значенню а0. Враховуючи, що вибіркова 
середня  є незсунутою оцінкою генеральної середньої, нульову гіпотезу можна 
записати так: 00 : aXMH  
В якості критерію перевірки нульової гіпотези про рівність вибіркових 
середніх приймемо випадкову величину 
SnaXT 0  
Величина Т має розподіл Стьюдента при з k=n-1 степенями свободи. 
Критична область будується в залежності від вигляду альтернативної гіпотези. 
 
ЛАБОРАТОРНА РОБОТА №4. Перевірка статистичних гіпотез про вигляд 
закону розподілу 
Мета роботи: ознайомитись з методами перевірки статистичних гіпотез про 
вигляд закону розподілу; дослідити, що впливає на ширину критичної області. 
Запитання на допуск до роботи 
1. Що називають статистичною гіпотезою? 
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2. Перерахуйте різновиди статистичні гіпотез. 
3. Які бувають похибки перевірки гіпотез? Чим вони відрізняються? 
4. Що таке критична область і від чого залежить її вигляд? 
5. Що впливає на ширину критичної області? 
6. Які критерії узгодження можна використовувати для перевірки гіпотез про 
вигляд розподілу? 
7. Перерахуйте обмеження, які накладаються на використання кожного з 
критеріїв. 
ЗАВДАННЯ 
Основне завдання 
1. Перевірити гіпотези про вигляд закону розподілу при рівні значущості 
=0.05 за кількома різними критеріями. 
2. Якщо за різними критеріями результати перевірки відрізняються, то зробити 
загальний висновок про прийняття чи спростування гіпотези про вигляд 
розподілу. 
3. Порівняти отримані оцінки та вказати, яка з них краща та чому. 
Додаткове завдання  
4. Дослідити залежність одного з критеріїв від кількості інтервалів групування, 
рівня значущості та об’єму вибірки.  
Порядок виконання роботи 
Вхідні дані взяти з першої роботи. Розрахунки можна проводити, продовжуючи 
файл попередньої роботи. 
 
ЛАБОРАТОРНА РОБОТА №5. Перевірка статистичних гіпотез про параметри 
розподілу 
Мета роботи: ознайомитись з методами перевірки статистичних гіпотез про 
параметри закону розподілу; дослідити, що впливає на ширину критичної області. 
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Запитання на допуск до роботи 
1. Які критерії узгодження можна використовувати для перевірки гіпотез про 
параметри розподілу? 
2. Перерахуйте обмеження, які накладаються на використання кожного з 
критеріїв. 
ЗАВДАННЯ 
Основне завдання 
1. Перевірити гіпотези про параметри розподілу при рівні значущості =0.05 
(альтернативну гіпотезу задати самостійно): 
1.1. гіпотеза про математичне сподівання; 
1.2. гіпотеза про середньоквадратичне відхилення. 
Додаткове завдання  
2. Дослідити залежність критеріїв від рівня значущості та об’єму вибірки.  
Порядок виконання роботи 
Вхідні дані взяти з першої роботи. Розрахунки можна проводити, продовжуючи 
файл попередньої роботи. 
ТЕМА 4. Дисперсійний аналіз 
ТЕОРЕТИЧНІ ВІДОМОСТІ 
Нехай генеральні сукупності X1, X2, ..., Хр розподілені нормально і мають 
однакову, хоч і невідому, дисперсію; математичні сподівання також невідомі, але 
можуть бути різними. Потрібно при заданому рівні значущості по вибірковим 
середнім перевірити нульову гіпотезу про рівність всіх математичних сподівань 
Н0: М(X1) = М(X2) =...=  М(Xр)  
Іншими словами, потрібно встановити, значуще чи  незначуще розрізняються 
вибіркові середні.  
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На практиці дисперсійний аналіз застосовують, щоб встановити, чи істотно 
впливає певний якісний фактор F, який має р рівнів Fl, F2, ..., Fp на величину X, 
що вивчається.  
Основна ідея дисперсійного аналізу полягає в порівнянні «дисперсії 
фактора», що породжується його дією, і «залишкової дисперсії», обумовленої 
випадковими причинами. Якщо відмінність між цими дисперсіями значуща, то 
фактор має істотний вплив на X; в цьому випадку середні спостережуваних 
значень на кожному рівні (групові середні) відрізняються також значуще. Якщо 
вже встановлено, що фактор істотно впливає на X, а потрібно з'ясувати, який з 
рівнів має найбільший вплив, то додатково виконують попарне порівняння 
середніх. 
Нехай на кількісну нормально розподілену ознаку X впливає фактор F, що 
має p постійних рівнів. Вважаємо, що кількість спостережень (випробувань) на 
кожному рівні однакове і дорівнює q. Нехай спостережувалось n=pq значень xij 
ознаки X, де i – номер випробування (i=1,2,…,q), j – номер рівня фактора 
(j=1,2,…,p). 
Номер випробування 
Рівні фактора Fj 
F1 F2 … Fp 
1 x11 x12 … x1p 
2 x21 x22 … x2p 
... … … … 
 
q xq1 xq2 … xqp 
Групова середня xгр1 xгр2 … xгрp 
Позначимо загальну суму квадратів відхилень спостережених значень від 
загальної середньої x 
p
j
q
i
ijзагальне xxS
1 1
2
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факторну суму квадратів відхилень спостережених значень від загальної 
середньої, яка характеризує розсіювання між групами 
p
j
ГРjфакт xxqS
1
2
 
залишкову суму квадратів відхилень спостережених значень від своєї групової 
середньої, яка характеризує розсіювання всередині груп 
фактзагальне
p
j
q
i
ГРjijзал SSxxS
1 1
2
 
Поділивши суми квадратів відхилень на відповідне число степенів свободи, 
отримаємо загальну, факторну та залишкову дисперсії 
1
2
pq
S
s загальнезагальне  
1
2
p
S
s
факт
факт   
)1(
2
qp
S
s залзал  
де p – число рівнів фактора, q – число спостережень на кожному рівні, (pq-1) – 
число степенів свободи загальної дисперсії, (p-1) – число степенів свободи 
факторної дисперсії, p(q-1) – число степенів свободи залишкової дисперсії. 
Якщо гіпотеза про рівність середніх справедлива, то всі ці дисперсії є 
незсунутими оцінками генеральної дисперсії. 
Для того, щоб перевірити нульову гіпотезу про рівність групових середніх 
нормальних сукупностей з однаковими дисперсіями, достатньо перевірити по 
критерію Фішера гіпотезу про рівність факторної та залишкової дисперсії. 
2
2
зал
факт
s
s
F  
Критичну область у цьому випадку знаходять з урахуванням умови 
fFP  
де fa – критичне (і табульоване) значення розподілу Фішера з (p-1) та p(q-1) 
степенями свободи. 
Якщо факторна дисперсія виявиться менше залишкової, то вже звідси слідує 
справедливість гіпотези про рівність групових середніх і, значить, немає потреби 
вдаватися до критерію F.  
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Якщо немає впевненості в справедливості припущення про рівність 
дисперсій р сукупностей, що розглядаються, то це припущення слід перевірити 
заздалегідь, наприклад по критерію Кохрена.  
 
ЛАБОРАТОРНА РОБОТА №6. Однофакторний дисперсійний аналіз 
Мета роботи: ознайомитись з методикою проведення однофакторного 
дисперсійного аналізу; навчитись використовувати дисперсійний аналіз для 
виявлення факторів, які суттєво впливають на ознаку, що досліджується. 
Запитання на допуск до роботи 
1. Для яких задач використовується дисперсійний аналіз? 
2. Що розуміють під фактором? 
3. Яка різниця між дисперсією фактора, залишковою та загальною 
дисперсіями? 
4. Яка статистика використовується для дисперсійного аналізу? 
ЗАВДАННЯ 
Основне завдання 
1. Створити та завантажити вхідні дані. 
2. Виконати однофакторний дисперсійний аналіз.  
3. Зробити висновок про суттєвість впливу досліджуваного фактора. 
Порядок виконання роботи 
Для створення вхідних даних потрібно провести серію експериментів з 
програмою сортування одномірного масиву одним із методів. В цьому випадку Y 
– випадкова величина, час роботи програми; Х – невипадкова величина, довільний 
фактор, що може впливати на час роботи програми (обсяг вхідних даних, або їх 
попередня впорядкованість, або кількість однакових значень тощо). Варіант 
завдання взяти з таблиці. 
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На кількісний розподілений за нормальним законом параметр Y впливає фактор Х, 
котрий має m постійних рівнів (задати довільно, від 4 до 6). Кількість 
спостережень на кожному рівні однакова і дорівнює n (задати довільно, але не 
менше 10). Спостерігалося m n значень yi,j параметру Y, де j – номер 
спостереження (j=1..n), i – номер рівня фактора (i=1..m). Результати спостережень 
запишіть у файл. Якщо переглядати результати спостережень, то вони мають 
форму таблиці. 
Варіанти завдань 
№ 
метод 
сортування 
фактор № метод сортування фактор 
1 
обміну 
(бульбашковий) 
обсяг даних 16 
метод 
розподіляючого 
підрахунку 
обсяг даних 
2 
обміну 
(бульбашковий) 
попередня 
впорядкованість 
17 
метод 
розподіляючого 
підрахунку 
попередня 
впорядкованість 
3 
обміну 
(бульбашковий) 
кількість 
однакових 
значень 
18 
метод 
розподіляючого 
підрахунку 
кількість 
однакових 
значень 
4 вставки обсяг даних 19 
сортування 
злиттям  
обсяг даних 
5 вставки 
попередня 
впорядкованість 
20 
сортування 
злиттям  
попередня 
впорядкованість 
6 вставки 
кількість 
однакових 
значень 
21 
сортування 
злиттям  
кількість 
однакових 
значень 
7 вибору обсяг даних 22 
пірамідальне 
сортування  
обсяг даних 
8 вибору попередня 23 пірамідальне попередня 
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впорядкованість сортування  впорядкованість 
9 вибору 
кількість 
однакових 
значень 
24 
пірамідальне 
сортування  
кількість 
однакових 
значень 
10 
швидке 
сортування 
обсяг даних 25 
порозрядне 
сортування  
обсяг даних 
11 
швидке 
сортування 
попередня 
впорядкованість 
26 
порозрядне 
сортування  
попередня 
впорядкованість 
12 
швидке 
сортування 
кількість 
однакових 
значень 
27 
порозрядне 
сортування  
кількість 
однакових 
значень 
13 метод Шелла обсяг даних 28 
сортування 
злиттям з 
відсіканням 
файлів невеликих 
розмірів 
обсяг даних 
14 метод Шелла 
попередня 
впорядкованість 
29 
сортування 
злиттям з 
відсіканням 
файлів невеликих 
розмірів 
попередня 
впорядкованість 
15 метод Шелла 
кількість 
однакових 
значень 
30 
сортування 
злиттям з 
відсіканням 
файлів невеликих 
розмірів 
кількість 
однакових 
значень 
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ТЕМА 5. Задача регресії 
ТЕОРЕТИЧНІ ВІДОМОСТІ 
Залежність між випадковими величинами X і Y може бути функціональною, 
статистичною та кореляційною. 
Якщо кожному можливому значенню випадкової величини X відповідає 
одне можливе значення величини Y, то кажуть, що існує функціональна 
залежність Y від X: 
Y = Y(X). 
Статистичною називається залежність, при якій зі зміною однієї з 
випадкових величин випливає зміна закону розподілу другої випадкової 
величини. 
Умовним середнім 
x
y  називається середнє арифметичне значення Y, що 
відповідає значенню X = x. Аналогічно визначається умовне середнє yx . 
Статистичну залежність називають кореляційною, якщо при зміні однієї 
величини змінюється середнє значення другої величини. Отже, кореляційна 
залежність Y від X - це функціональна залежність умовної середньої 
x
y від х, тобто 
)(xfy
x
 
Це рівняння називається рівнянням  регресії Y на Х, а графік функції f(x) - 
лінією регресії. Аналогічно визначається кореляційна залежність Х від Y.  
)(yx y  
Основними задачами теорії кореляції є встановлення форми кореляційної 
залежності, тобто вигляду функції регресії та оцінка тісноти (сили) кореляційного 
зв’язку. 
Якщо обидві функції, f(x) і ϕ(y), - лінійні, то кореляційну залежність 
(регресію) називають лінійною. 
Існують різноманітні види регресійного аналізу - одномірний і 
багатомірний, лінійний і нелінійний, параметричний і непараметричний. Вид 
регресійного аналізу визначається шкалою, в якій виміряна залежна змінна 
(відгук), і виглядом зв'язку між змінними. 
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Для проведення лінійного регресійного аналізу залежна змінна повинна 
мати інтервальну (або порядкову) шкалу. Бінарна логістична регресія виявляє 
залежність дихотомічної змінної від якоїсь іншої змінної, що виміряна за будь-
якою шкалою. Якщо залежна змінна є категоріальною, але має більше двох 
категорій, то тут відповідним методом буде поліноміальна логістична регресія. 
Порядкову регресію можна використовувати, коли залежні змінні відносяться до 
порядкової шкалою. І, звичайно ж, можна аналізувати і нелінійні зв'язки між 
змінними, які виміряні за інтервальною чи відносною шкалою. Для цього 
призначений метод нелінійної регресії. 
Тісноту кореляційного зв’язку між Х і Y можна оцінювати за величиною 
розсіювання значень y навколо умовних середніх 
x
y  і значень x навколо умовних 
середніх yx . 
Рівняння лінійної регресії Y на X має вигляд 
xxryy
x
y
вx  
де 
x
y  -  умовна середня; x , y  -  вибіркові середні значення компонент Х і Y; x , 
y  - вибіркові середньоквадратичні відхилення; вr - вибірковий коефіцієнт 
кореляції. 
Одержане значення вибіркового коефіцієнта кореляції вr аналізують, 
використовуючи правило: чим ближче вr до 1, тим тісніший зв’язок між Х і Y. 
ЛАБОРАТОРНА РОБОТА №7. Оцінка параметрів рівняння прямої лінії 
середньоквадратичної регресії 
Мета роботи: ознайомитись з методикою оцінки параметрів рівняння прямої 
лінії середньоквадратичної регресії; випробувати її для прогнозування. 
Запитання на допуск до роботи 
1. У чому полягає задача регресії? 
2. Які різновиди цієї здачі ви знаєте? 
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3. Методика оцінки параметрів рівняння прямої лінії середньоквадратичної 
регресії. 
4. Якою повинна бути стратегія проведення експериментів (відбору вхідних 
даних) щоб оцінка параметрів рівняння прямої була якнайкращою? 
5. Чи варто робити прогноз для значень аргументів за межами вибірки, по якій 
побудовано модель? 
ЗАВДАННЯ 
Основне завдання 
1. Визначити точкові оцінки параметрів рівняння прямої лінії 
середньоквадратичної регресії, записати отримане рівняння та побудувати 
графік; зробити висновок про силу зв’язку між величинами. 
2. Зробити прогноз для кількох значень за побудованою моделлю та порівняти 
його з фактичними значеннями. Зробити висновки про якість моделі. 
Додаткове завдання  
3. Визначити інтервальні оцінки параметрів рівняння прямої лінії 
середньоквадратичної регресії та прогнозованих значень при рівні довіри Рдов 
=0.95. 
4. Дослідити залежність інтервальної оцінки прогнозованих значень від 
значення аргументу, для якого робиться прогноз. 
Порядок виконання роботи 
Створити вибірку відповідно завдання свого варіанту (вибірка або генерується 
програмою-генератором, що надана викладачем, або береться з сайтів зі 
статистичними даними, або проводиться власне дослідження). Завантажити вхідні 
дані. Керуючись здоровим глуздом, вибрати незалежну (фактор) та залежну 
(відгук) величини. Побудувати діаграму розсіювання з розрахованою лінією 
регресії та зробити висновок про силу зв’язку між величинами. 
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ДОДАТКИ 
Таблиця значень локальної функції Лапласа 
  0 1 2 3 4 5 6 7 8 9 
0,0 0,3989 0,3989 0,3989 0,3988 0,3986 0,3984 0,3982 0,3980 0,3977 0,3973 
0,1 0,3970 0,3965 0,3961 0,3956 0,3951 0,3945 0,3939 0,3932 0,3925 0,3918 
0,2 0,3910 0,3902 0,3894 0,3885 0,3876 0,3867 0,3857 0,3847 0,3836 0,3825 
0,3 0,3814 0,3802 0,3790 0,3778 0,3765 0,3752 0,3739 0,3726 0,3712 0,3698 
0,4 0,3683 0,3668 0,3652 0,3637 0,3621 0,3605 0,3589 0,3572 0,3555 0,3538 
0,5 0,3521 0,3503 0,3485 0,3467 0,3448 0,3429 0,3410 0,3391 0,3372 0,3352 
0,6 0,3332 0,3312 0,3292 0,3271 0,3251 0,3230 0,3209 0,3187 0,3166 0,3144 
0,7 0,3123 0,3101 0,3079 0,3056 0,3034 0,3011 0,2989 0,2966 0,2943 0,2920 
0,8 0,2897 0,2874 0,2850 0,2827 0,2803 0,2780 0,2756 0,2732 0,2709 0,2685 
0,9 0,2661 0,2637 0,2613 0,2589 0,2565 0,2541 0,2516 0,2492 0,2468 0,2444 
                      
1,0 0,2420 0,2396 0,2371 0,2347 0,2323 0,2299 0,2275 0,2251 0,2227 0,2203 
1,1 0,2179 0,2155 0,2131 0,2107 0,2083 0,2059 0,2036 0,2012 0,1989 0,1965 
1,2 0,1942 0,1919 0,1895 0,1872 0,1849 0,1826 0,1804 0,1781 0,1758 0,1736 
1,3 0,1714 0,1691 0,1669 0,1647 0,1626 0,1604 0,1582 0,1561 0,1539 0,1518 
1,4 0,1497 0,1476 0,1456 0,1435 0,1415 0,1394 0,1374 0,1354 0,1334 0,1315 
1,5 0,1295 0,1276 0,1257 0,1238 0,1219 0,1200 0,1182 0,1163 0,1145 0,1127 
1,6 0,1109 0,1092 0,1074 0,1057 0,1040 0,1023 0,1006 0,0989 0,0973 0,0957 
1,7 0,0940 0,0925 0,0909 0,0893 0,0878 0,0863 0,0848 0,0833 0,0818 0,0804 
1,8 0,0790 0,0775 0,0761 0,0748 0,0734 0,0721 0,0707 0,0694 0,0681 0,0669 
1,9 0,0656 0,0644 0,0632 0,0620 0,0608 0,0596 0,0584 0,0573 0,0562 0,0551 
                   
2,0 0,0540 0,0529 0,0519 0,0508 0,0498 0,0488 0,0478 0,0468 0,0459 0,0449 
2,1 0,0440 0,0431 0,0422 0,0413 0,0404 0,0395 0,0387 0,0379 0,0371 0,0363 
2,2 0,0353 0,0347 0,0339 0,0332 0,0325 0,0317 0,0310 0,0303 0,0297 0,0290 
2,3 0,0283 0,0277 0,0270 0,0264 0,0258 0,0252 0,0246 0,0241 0,0235 0,0229 
2,4 0,0224 0,0219 0,0213 0,0208 0,0203 0,0198 0,0194 0,0189 0,0184 0,0180 
2,5 0,0175 0,0171 0,0167 0,0163 0,0158 0,0154 0,0151 0,0147 0,0143 0,0139 
2,6 0,0136 0,0132 0,0129 0,0126 0,0122 0,0119 0,0116 0,0113 0,0110 0,0107 
2,7 0,0104 0,0101 0,0099 0,0096 0,0093 0,0091 0,0088 0,0086 0,0084 0,0081 
2,8 0,0079 0,0077 0,0075 0,0073 0,0071 0,0069 0,0067 0,0065 0,0063 0,0061 
2,9 0,0060 0,0058 0,0056 0,0055 0,0053 0,0051 0,0050 0,0048 0,0047 0,0046 
                      
3,0 0,0044 0,0043 0,0042 0,0040 0,0039 0,0038 0,0037 0,0036 0,0035 0,0034 
3,1 0,0033 0,0032 0,0031 0,0030 0,0029 0,0028 0,0027 0,0026 0,0025 0,0025 
3,2 0,0024 0,0023 0,0022 0,0022 0,0021 0,0020 0,0020 0,0019 0,0018 0,0018 
3,3 0,0017 0,0017 0,0016 0,0016 0,0015 0,0015 0,0014 0,0014 0,0013 0,0013 
3,4 0,0012 0,0012 0,0012 0,0011 0,0011 0,0010 0,0010 0,0010 0,0009 0,0009 
3,5 0,0009 0,0008 0,0008 0,0008 0,0008 0,0007 0,0007 0,0007 0,0007 0,0006 
3,6 0,0006 0,0006 0,0006 0,0005 0,0005 0,0005 0,0005 0,0005 0,0005 0,0004 
3,7 0,0004 0,0004 0,0004 0,0004 0,0004 0,0004 0,0003 0,0003 0,0003 0,0003 
3,8 0,0003 0,0003 0,0003 0,0003 0,0003 0,0002 0,0002 0,0002 0,0002 0,0002 
3,9 0,0002 0,0002 0,0002 0,0002 0,0002 0,0002 0,0002 0,0002 0,0002 0,0001 
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Таблиця значень інтегральної функції Лапласа 
x Ф(х) x Ф(х) x Ф(х) x Ф(х) x Ф(х) x Ф(х) 
0,00 0,0000 0,50 0,1915 1,00 0,3413 1,50 0,4332 2,00 0,4772 3,00 0,49865 
0,01 0,0040 0,51 0,1950 1,01 0,3438 1,51 0,4345 2,02 0,4783 3,20 0,49931 
0,02 0,0080 0,52 0,1985 1,02 0,3461 1,52 0,4357 2,04 0,4793 3,40 0,49966 
0,03 0,0120 0,53 0,2019 1,03 0,3485 1,53 0,4370 2,06 0,4803 3,60 0,499841 
0,04 0,0160 0,54 0,2054 1,04 0,3508 1,54 0,4382 2,08 0,4812 3,80 0,499928 
0,05 0,0199 0,55 0,2088 1,05 0,3531 1,55 0,4394 2,10 0,4821 4,00 0,499968 
0,06 0,0239 0,56 0,2123 1,06 0,3554 1,56 0,4406 2,12 0,4830 4,50 0,499997 
0,07 0,0279 0,57 0,2157 1,07 0,3577 1,57 0,4418 2,14 0,4838 5,00 0,499997 
0,08 0,0319 0,58 0,2190 1,08 0,3599 1,58 0,4429 2,16 0,4846   
0,09 0,0359 0,59 0,2224 1,09 0,3621 1,59 0,4441 2,18 0,4854   
0,10 0,0398 0,60 0,2257 1,10 0,3643 1,60 0,4452 2,20 0,4861   
0,11 0,0438 0,61 0,2291 1,11 0,3665 1,61 0,4463 2,22 0,4868   
0,12 0,0478 0,62 0,2324 1,12 0,3686 1,62 0,4474 2,24 0,4875   
0,13 0,0517 0,63 0,2357 1,13 0,3708 1,63 0,4484 2,26 0,4881   
0,14 0,0557 0,64 0,2389 1,14 0,3729 1,64 0,4495 2,28 0,4887   
0,15 0,0596 0,65 0,2422 1,15 0,3749 1,65 0,4505 2,30 0,4893   
0,16 0,0636 0,66 0,2454 1,16 0,3770 1,66 0,4515 2,32 0,4898   
0,17 0,0675 0,67 0,2486 1,17 0,3790 1,67 0,4525 2,34 0,4904   
0,18 0,0714 0,68 0,2517 1,18 0,3810 1,68 0,4535 2,36 0,4909   
0,19 0,0753 0,69 0,2549 1,19 0,3830 1,69 0,4545 2,38 0,4913   
0,20 0,0793 0,70 0,2580 1,20 0,3849 1,70 0,4554 2,40 0,4918   
0,21 0,0832 0,71 0,2611 1,21 0,3869 1,71 0,4564 2,42 0,4922   
0,22 0,0871 0,72 0,2642 1,22 0,3883 1,72 0,4573 2,44 0,4927   
0,23 0,0910 0,73 0,2673 1,23 0,3907 1,73 0,4582 2,46 0,4931   
0,24 0,0948 0,74 0,2703 1,24 0,3925 1,74 0,4591 2,48 0,4934   
0,25 0,0987 0,75 0,2734 1,25 0,3944 1,75 0,4599 2,50 0,4938   
0,26 0,1026 0,76 0,2764 1,26 0,3962 1,76 0,4608 2,52 0,4941   
0,27 0,1064 0,77 0,2794 1,27 0,3980 1,77 0,4616 2,54 0,4945   
0,28 0,1103 0,78 0,2823 1,28 0,3997 1,78 0,4625 2,56 0,4948   
0,29 0,1141 0,79 0,2852 1,29 0,4015 1,79 0,4633 2,58 0,4951   
0,30 0,1179 0,80 0,2881 1,30 0,4032 1,80 0,4641 2,60 0,4953   
0,31 0,1217 0,81 0,2910 1,31 0,4049 1,81 0,4649 2,62 0,4956   
0,32 0,1255 0,82 0,2939 1,32 0,4066 1,82 0,4656 2,64 0,4959   
0,33 0,1293 0,83 0,2967 1,33 0,4082 1,83 0,4664 2,66 0,4961   
0,34 0,1331 0,84 0,2995 1,34 0,4099 1,84 0,4671 2,68 0,4963   
0,35 0,1368 0,85 0,3023 1,35 0,4115 1,85 0,4678 2,70 0,4965   
0,36 0,1406 0,86 0,3051 1,36 0,4131 1,86 0,4686 2,72 0,4967   
0,37 0,1443 0,87 0,3078 1,37 0,4147 1,87 0,4693 2,74 0,4969   
0,38 0,1480 0,88 0,3106 1,38 0,4162 1,88 0,4699 2,76 0,4971   
0,39 0,1517 0,89 0,3133 1,39 0,4177 1,89 0,4706 2,78 0,4973   
0,40 0,1554 0,90 0,3159 1,40 0,4192 1,90 0,4713 2,80 0,4974   
0,41 0,1591 0,91 0,3186 1,41 0,4207 1,91 0,4719 2,82 0,4976   
0,42 0,1628 0,92 0,3212 1,42 0,4222 1,92 0,4726 2,84 0,4977   
0,43 0,1664 0,93 0,3238 1,43 0,4236 1,93 0,4732 2,86 0,4979   
0,44 0,1700 0,94 0,3264 1,44 0,4251 1,94 0,4738 2,88 0,4980   
0,45 0,1736 0,95 0,3289 1,45 0,4265 1,95 0,4744 2,90 0,4981   
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0,46 0,1772 0,96 0,3315 1,46 0,4279 1,96 0,4750 2,92 0,4982   
0,47 0,1808 0,97 0,3340 1,47 0,4292 1,97 0,4756 2,94 0,4984   
0,48 0,1844 0,98 0,3365 1,48 0,4306 1,98 0,4761 2,96 0,4985   
0,49 0,1879 0,99 0,3389 1,49 0,4319 1,99 0,4767 2,98 0,4986   
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