By constructing examples, we show that these methods do not always work. We also provide a sufficient condition on special Miller p-group for which the methods of Caranti work.
Introduction
In 1908, H. Hilton [10, Appendix, Q.7] posed the following question: Can a non-Abelian group have an Abelian group of automorphisms? G. A. Miller (1913) provided positive answer to the question. He constructed a non-abelian group of order 64 whose automorphism group is elementary abelian of order 128 (see [14] ). Following [6] we call such groups Miller groups.
After the example by Miller, the theory of Miller groups has been developed with various examples. There are many necessary conditions for a p-group to be Miller (see [6] , [8] and [16] ), but no sufficient conditions. Therefore it is difficult to construct examples of Miller groups.
Several examples of Miller groups have been constructed by various approaches (see [6] , [9] , [11] , [12] , [13] and [15] ). Many of these groups are special p-groups and are given by simple presentations, but the techniques used, to prove that these groups are Miller, are highly computational and considerably difficult.
Concerning these difficulties in the construction of Miller groups, A. Caranti [3, §5, §6] , among other things, provided two methods, termed here Method 1 and Method 2, to construct non-special Miller p-group G from a special Miller p-group H (see §3 for a brief description). The methods are interesting as these involve simple and elegant module theoretic arguments, instead of cumbersome computations. But, unfortunately there remained a gap in the proof. In this paper we attempt to fill up this gap in one direction which was motivated by an observation from the first two theorems, Theorem A and B below.
Before stating our main results, we recall a terminology from [7] . According to the methods in [3] , given a special Miller p-group H and a cyclic p-group z of order ≥ p 2 , a group G := H⋊ M z is constructed as amalgamated semi-direct product of H by z (amalgamated) over a subgroup M ≤ H ′ of order p (see [7, p.27] or §2 for the definition). With appropriate action of z on H and some conditions on H, it was claimed in [3] that for every choice of M (of order p) in H ′ but not in H p , G is a Miller group. We show that this is not always true.
Let H = a, b, c, d be a p-group of class 2 with the following additional relations: Then G 1 is a non-special p-group and the following holds true: 
Then G 2 is a non-special p-group of order p 12 and the following holds true:
Note that, although part (2) of the above theorems provides counter-examples for the two methods, part (1) motivates to find a condition on the choice of M which would imply that G is a Miller group. We provide a sufficient condition on the choice of M for which the methods work. This condition is stated in the following theorems, for which we set some common hypotheses.
Theorem C. With H and M as in (i) and (ii) above, let
Let H also satisfy the following condition: 
Notations and Preliminaries
We start by setting some notations for multiplicatively written finite p-group G. By Z(G), Φ(G) and G ′ = γ 2 (G), we denote, respectively, the center, the Frattini subgroup and the com-
Throughout the paper, p will denote an odd prime. We denote by F p , the finite field of order p. We write the maps on the left.
An automorphism ϕ of a group G is said to be a central automorphism if it induces identity automorphism on G/Z(G), or equivalently if it commutes with every inner automorphism of G. Let Autcent(G) denote the group of all the central automorphisms of G. Note that if Aut(G) is abelian, then Autcent(G) = Aut(G), i.e. every automorphism of G is central.
The following lemma will be frequently used in the paper without reference.
Lemma 2.1. If G is a p-group of nilpotency class 2 then for all a, b, c ∈ G,
We recall a generalization of semi-direct product according to [7, p. 28 ].
Definition 2.2.
A group G is said to be an amalgamated internal semi-direct product of sub-
K. Assume that θ and ψ satisfy the following compatibility conditions: for all h ∈ H, k ∈ K, and m ∈ M ,
where
respectively, such that the action of K on H corresponds to the action of K on H via ψ (see [7, p. 27-28] ). We still write G := H ⋊ M K and call the amalgamated external semi-direct product of H by K over M . It is often convenient to make no distinction between internal and external amalgamated semi-direct products.
The following result is well-known. 
(A), β ∈ Hom(B, Z(A)), γ ∈ Hom(A, Z(B)) and δ ∈ Aut(B).
Caranti's methods
In this section, we briefly describe the methods of Caranti in group theoretic set up. A pgroup H is said to be a special p-group if Z(H) = H ′ = Φ(H). Let H be special p-group with a presentation
where c ijk , d ljk ∈ Z. Further, we have a well defined map
The quotient group H/H ′ can be viewed as a vector space over F p . Every ϕ ∈ Aut(H) induces an automorphism α on H/H ′ . On the other hand, suppose that α is an automorphism of H/H ′ .
The action of α on H/H ′ = H/Z(H) completely determines its action on H
and if α ∈ Aut(H/H ′ ) is induced by an automorphism ϕ of H, then the action ofα on H ′ coincides with the restriction of ϕ to H ′ .
Lemma 3.1. Let H be a special p-group with presentation as in (*). Then the following statements hold true. 
Proof. See [3, §3] .
We now briefly describe the methods of Caranti [3, §5, §6].
Method 1: To construct Miller p-group G with G ′ = Φ(G) < Z(G)
Let H be a special Miller p-group satisfying the following conditions:
Suppose that H has presentation (*). Let M ≤ H ′ be a subgroup of order p with M H p .
Let G = H × M z , where o(z) = p 2 . Then G = x 1 , . . . , x n , z and
G is non-special p-group. Finally, it is proved in [3] , that every automorphism of G is central, in the following way. A given ϕ ∈ Aut(G) induces an automorphism α on the vector space V = G/Φ(G) = x 1 , . . . ,x n ,z . Since Z(G) and Φ(G) are characteristic subgroups of G, α leaves Z(G)/Φ(G) = z invariant, and therefore induces an automorphism on V / z = x 1 , . . . ,x n ∼ = H/Φ(H), which we still denote by α. Then it is concluded, without proof, in [3, p. 243 ] that α satisfies the condition
Equivalently, by Lemma 3.1(i), the automorphism α of H/H ′ is induced by an automorphism of H. We show, by an example in §5, that this is not always true, and G may not be a Miller group.
Method 2: To construct Miller p-group G with
Let H and M be as in Method 1. Let H satisfies the following additional condition:
generating set for H.
. Since H is a special Miller group, by Theorems 2.6 and 2.7, H possesses a non-inner central automorphism, say γ. (In [3] , the central automorphism γ is chosen in such a way that the induced map
ensure that γ is not an inner automorphism.) Let the presentation of H be as in (*). Let G = H ⋊ M z , where z normalizes H in the following way.
Note than o(z) = p m+1 ≥ p 3 . By Theorem 2.5(ii) and Lemma 2.4, Aut(H) is elementary abelian.
Further, since γ is a central automorphism,
is characteristic, ϕ leaves this subgroup invariant and induces an automorphism α on the quotient
Then it is concluded, without proof, in [3, p. 244] that α satisfies the conditionα
i.e. (again by Lemma 3.1(i)) the automorphism α of H/H ′ is induced by an automorphism of H. Again we show, by an example in §5, that this is not always true, and G may not be a Miller group.
A substitute for the methods of Caranti
In this section, we fill up the gaps in the methods discussed in the preceding section by providing a sufficient condition on the choice of the subgroup M , which is used for the amalgamation in both the methods.
Proof of Theorem C. Let H, M, z and G 1 be as stated in the hypothesis of the theorem. For simplicity, write
Claim 1: Every automorphism of G/M is central.
Let ψ be an automorphism of G/M . Note that
Let i H , i z denote the natural injections from H, z respectively into H × z , and π H , π z , the natural projections of H × z onto H, z respectively. The automorphism ψ of H × z uniquely determines the four componentŝ
Since | z | = p, by Theorem 2.5(i), H and z have no common direct factor. By Theorem 2.8, α ∈ Aut(H),γ ∈ Hom(H, z ) and for any x ∈ H, ψ(x) =α(x)γ(x). Since H is a Miller group, for any x ∈ H we have x −1α (x) ∈ Z(H). Thus
Sincez is central in H × z , the last equation implies that ψ is a central automorphism of H × z . This proves the claim.
Claim 2: Every automorphism of G is central.
Since M is characteristic in G, any ϕ ∈ Aut(G) induces an automorphism on G/M , which is central (by Claim 1). It follows that ϕ is a central automorphism of G.
Let ϕ ∈ Aut(G) and {x 1 , . . . , x n } be a minimal generating set for H. Then {x 1 , . . . , x n , z} is a minimal generating set for G and (as seen in Method 1, §3) Φ(G) < Z(G) = Z(H), z = Φ(G), z . Now G/Φ(G) is a vector space with {x 1 , . . .,x n ,z} as a basis, and Z(G)/Φ(G) = z is a ϕ-invariant subspace. Thus, if
α ijxi + λ jzj and ϕ(z) = µz, (j = 1, . . . , n), then the matrix of the action of ϕ on G/Φ(G) is
Here α is the matrix of the action of ϕ on G/Z(G) = x 1 , . . . ,x n with basis {x 1 , . . . ,x n }, which is, by Claim 2, identity. Thus, α = I n×n in the above matrix. From here onwards, we can continue the arguments of [3] (p. 243, after proving that α = 1) to conclude that Aut(G) = Aut(G 1 ) is abelian.
Proof of Theorem D. We have H, M, w and G 2 = H ⋊ M w be as stated in the theorem. We
Let {x 1 , . . . , x n }, a minimal generating set for H. Then {w, x 1 , . . . , x n } is a minimal generating set for G 2 . Now G 2 /Z(G 2 ) is a vector space over F p with {w,x 1 , . . .,x n } as a basis. Thus, if ϕ ∈ Aut(G 2 ) then ϕ acts on G 2 /Z(G 2 ) and the subspace Ω 2 (G 2 )Z(G 2 )/Z(G 2 ) = x 1 , . . .,x n is ϕ-invariant. it follows that ϕ(x i ) ≡ x i (mod Z(G 2 )), i.e. α = I n in the above matrix. This conclusion now allows us to continue the argument of [3] (p. 244, after proving that α = 1) to conclude that G 2 is a Miller group.
Proofs of Theorems A and B
Before starting the proofs of Theorems A and B, we make a remark. Since Miller p-groups are generated by at least 4 elements (see [16] satisfying all these conditions (see [9] ), but these are of large order (p 45 ). We start with the following example of minimum order.
