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Predecir el éxito de la terapia de desfibrilación eléctrica para 
revertir la fibrilación ventricular (FV) permitiría mejorar la 
supervivencia de los pacientes en parada cardiorrespiratoria 
extra-hospitalaria (PCREH). Los métodos de predicción se basan 
en el análisis de la forma de onda del electrocardiograma (ECG) 
de la FV usando predictores individuales. El objetivo del trabajo 
es desarrollar modelos de aprendizaje máquina para mejorar la 
precisión de los métodos. Se dispuso de una base de 1630 casos 
de PCREH anotados por clínicos, que incluían 3836 intentos de 
desfibrilación (1081 exitosos). Se diseñaron modelos predictores 
del éxito de la desfibrilación caracterizando con 27 parámetros 
el intervalo ECG pre-shock de 2.05s de duración. Se evaluaron 
los modelos en términos de sensibilidad (SE, éxito), especificidad 
(SP, no éxito) y la media de ambas (precisión balanceada, PB). 
Los modelos se ajustaron y evaluaron mediante validación 
cruzada en particiones por paciente y estratificadas, repitiendo 
el proceso 100 veces para caracterizar estadísticamente las 
métricas. Se comparó un modelo de regresión logística mono-
paramétrico con varios modelos de aprendizaje máquina: regre-
sión logística multiparamétrica, bosques de árboles y máquinas 
de vectores soporte (SVM) con kernel gaussiano. El mejor mode-
lo monoparamétrico produjo una PB mediana (rango interdecilo, 
IDR) de 79.5 (79.4-79.6)%. El mejor modelo multiparamétrico 
(SVM con 6 parámetros) resultó en una PB mediana de 81.4 
(81.2-81.6)%, y SE, SP de 83.4 (83.1-84.0)% y 79.3 (79.1-
80.0)%, respectivamente. Los modelos de aprendizaje máquina 
permiten mejorar la predicción monoparamétrica hasta en 2 pun-
tos de PB. En el futuro deberán desarrollarse nuevos predictores, 
para lo que la extracción exhaustiva de característi-cas mediante 
redes convolucionales (CNN) sería una buena alternativa. 
1. Motivación 
Las enfermedades cardiovasculares (ECV) son la principal 
causa de mortalidad en Europa, representando el 39% de 
los fallecimientos. En el estado español, las ECV son res-
ponsables del 29% de las defunciones, es decir, de más de 
122.000 personas-año. La parada cardiorrespiratoria extra-
hospitalaria (PCREH) es un evento cardiovascular que 
constituye un problema de salud pública, con una supervi-
vencia inferior al 10% y causando más de 30.000 muertes 
al año en este país [1]. 
Entre las arritmias, la fibrilación ventricular (FV) es cau-
sante del 85% de PCREHs [2,3], y su único tratamiento 
efectivo es la desfibrilación por descarga eléctrica. Desa-
fortunadamente no todas las descargas son exitosas, y las 
que no lo son pueden deteriorar el miocardio por lo que los 
métodos para la predicción del éxito en la desfibrilación 
son de gran interés. Estos métodos se basan en el análisis 
del ECG de la FV. El ECG durante la FV es irregular, 
caracterizándose por presentar latidos ventriculares de 
amplitud y duración dispares, tal y como se aprecia en la 
Figura 1. Durante la FV no hay contracción ventricular 
efectiva y los ventrículos se contraen desordenadamente. 
 
Figura 1. Ejemplo del ECG de una FV. La forma de la onda es 
irregular, con latidos ventriculares desorganizados 
En las últimas décadas se ha avanzado hacia el cálculo de 
distintas características de la FV a partir de la señal de ECG 
que permitan predecir el éxito de la terapia eléctrica apli-
cada por un desfibrilador externo automático (DEA) al pa-
ciente en PCREH. Una de la más relevantes es AMSA (del 
inglés Amplitude Spectrum Area), que es una suma ponde-
rada de las amplitudes en el dominio espectral [4,5]. 
Recientemente, Chicote et. al han desarrollado nuevos 
indicadores de características no lineales de las FV, como 
la entropía difusa y muestral [6,7], obteniendo resultados 
que mejoran los de los predictores clásicos como AMSA. 
Aunque se han propuesto numerosos predictores [8–14], 
éstos se han empleado mayoritariamente de forma 
individual y excepcionalmente combinados en modelos de 
aprendizaje máquina (AM) [8]. Es por ello que el objetivo 
de este trabajo es analizar el poder predictivo de estos 
métodos y valorar la posibilidad de combinarlos de manera 
eficiente en modelos AM, empleando para ello una base de 
datos extensa con anotaciones clínicas contrastadas. 
2. Materiales 
La base de datos empleada está compuesta por los registros 
ECG de 1630 casos de PCREH de un estudio multicéntrico 
realizado entre 2008 y 2010 por la agencia italiana de la 
emergencia, Azienda Regionale Emergenza Urgenza. Los 
registros proceden de 3 marcas de DEA: Philips HeartStart 
FR2, Physio-Control Lifepak y ZOLL AED plus. El 
objetivo de este estudio era doble, por una parte, conocer 
el éxito en la desfibrilación con las técnicas actuales; y, por 
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otra, poder utilizar dichos registros para desarrollar nuevos 
métodos predictores del éxito en la desfibrilación.  
Todos los registros contenían eventos de desfibrilación 
para los cuales además se dispuso de anotaciones clínicas 
sobre su éxito. Se definió como desfibrilación exitosa 
aquella en la que en el minuto posterior a la descarga se 
observaron latidos con complejos QRS visibles con 
frecuencia superior a 30 latidos por minuto [9]. Los 
registros se exportaron y convirtieron a un formato común 
en Matlab (MathWorks, Natick, MA), y se remuestrearon 
a 250 Hz. Los segmentos de análisis empleados fueron de 
2.05s (512 muestras) tomados 0.5s antes del momento de 
la descarga. En total, se extrajeron 3836 segmentos de 
análisis, cuyo desglose puede observarse en la Tabla 1. 
  Éxito 
DEA Shocks (pacientes) Sí No 
Philips 2066 (814) 591 1475 
Physio 1581 (767) 405 1176 
Zoll 189 (49) 85 104 
Total 3836 (1628) 1081 2755 
Tabla 1. Desglose de los registros por cada DEA en segmentos 
de análisis y pacientes, así como en descargas con y sin éxito. 
3. Métodos 
Para cada segmento se calcularon los 27 predictores 
principales del éxito de la desfibrilación descritos en la 
literatura  [5–14], para los que existe una implementación  
de código abierto en formato Matlab accesible a través de 
https://github.com/BChicote/shockOutcome. Los métodos 
incluyen características de la FV calculadas en el dominio 
temporal, espectral, tiempo-frecuencia, de entropía, y 
basadas en el análisis de dinámica no lineal de la señal.  
Para los análisis se tomaron las descargas exitosas como 
clase positiva (! = 1) en modelos de decisión binaria. Se 
emplearon como métricas de desempeño la sensibilidad 
(SE, clase positiva), la especificidad (SP, clase negativa) y 
la precisión balanceada (PB), que es la media de SE y SP. 
3.1. Análisis monoparamétrico 
Inicialmente se evaluó la capacidad discriminativa de cada 
característica mediante un análisis de Característica Opera-
tiva del Receptor (ROC), calculando el área bajo la curva 
(AUC en inglés). A su vez se ajustó un clasificador mono-
paramétrico basado en regresión logística (RL), como 
modelo base de clasificación.  
3.2. Análisis multiparamétrico 
A continuación, se analizaron varios modelos de AM para 
combinar los predictores en modelos de decisión más ela-
borados. Para ello cada segmento $ se representó mediante 
la tupla (&! , !!), en la que el vector &! agrupa las ) carac-
terísticas del segmento e !! representa el diagnóstico 
clínico. Se analizaron los siguientes modelos: 
• Regresión logística multiparamétrica (RLM). Se 
empleó como clasificador base por ser un modelo 
lineal sencillo de decisión. En este caso se realizó un 
análisis de todas las combinaciones posibles de 
predictores, es decir se las combinaciones de ) 
características de las 27 características. Dado que el 
número de combinaciones es muy elevado se realizó 
el análisis hasta ) = 5 (y ) = 27 − 5 = 22) y a partir 
de ahí se fijaron las 2, 3,… características que 
aparecían en las combinaciones con mayor PB. 
• Bosques Aleatorios (RF en inglés). Estos algoritmos 
se basan en la idea de que es posible ajustar muchas 
clasificadores débiles (individualmente imprecisos) 
que deciden independientemente. Cuando las 
decisiones de estos clasificadores se agregan (por 
mayoría de votos) el clasificador se vuelve robusto y 
muy preciso. Por lo tanto, un RF es un conjunto de . 
árboles de decisión {0"(&), … , 0#(&)} que produce 
predicciones . cuasi-incorreladas {!3" =
	0"(&), … , !3# = 0#(&)} sobre el éxito en la 
desfibrilación de cada segmento de análisis del ECG 
[15], siendo la predicción del modelo !3 la decisión 
mayoritaria de los	!3!. Para diseñar el clasificador RF 
se tuvieron en cuenta 3 hiperparámetros: número de 
predictores por rama, el número de árboles y el 
número mínimo de observaciones en la última 
división. Finalmente, se asignaron probabilidades 
previas uniformes para cada clase durante el 
entrenamiento para abordar el desequilibrio de clase. 
• Maquinas de vectores de soporte (SVM en inglés). 
Se empleó una SVM con kernel gaussiano para 
modelar relaciones no lineales entre parámetros [16], 
mediante la siguiente transformación métrica:  
5(&, &!) = exp(−γ‖& − &!‖$) 
en la que ‖∙‖$ es la norma L2. Se ajustaron dos 
hiperparámetros, el ancho del kernel, γ, y el margen o 
la flexibilidad del límite de decisión, <. Se buscaron 
los valores de C y γ que maximizaban la PB, para ello 
se realizó una búsqueda logarítmica exhaustiva previa 
a cada entrenamiento, de 40×40 en los rangos 10!" ≤
$ ≤ 10	".$	y 10!% ≤ & ≤ 10" respectivamente. 
 
3.3. Evaluación de los análisis 
Los 3 modelos propuestos fueron evaluados usando una es-
trategia de validación cruzada de 10 iteraciones (10-fold 
CV). La partición de los datos se realizó por paciente 
(patient-wise) y cuasiestratificada, de modo que los seg-
mentos de análisis de cada iteración presentaran una distri-
bución similar a la del conjunto de datos. Como los resulta-
dos podían depender de cómo se dividieran los datos, se 
realizaron 100 particiones aleatorias utilizando el Servidor 
de Números Cuánticos de la Universidad Nacional de 
Australia (https://qrng.anu.edu.au). Esto permitió la carac-
terización estadística de las métricas de desempeño de los 
modelos. 
4. Resultados 
Los resultados del análisis monoparamétrico se muestran 
en la Tabla 2. Dicha tabla resume por un lado los resultados 
del análisis de curva ROC para todos los datos mediante el 
AUC, y se muestra a su vez la PB obtenida para el modelo 
LR monoparamétrico. En este último caso, se muestra el 
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valor mediano para las 100 particiones 10-fold CV, así 
como el rango inderdecilo (IDR, entre 10%-90%). Se ob-
serva que los valores de AUC y PB son muy similares para 
las mejores características (el resto no se muestra). Éstas se 
corresponden con las que mejores resultados han reportado 
en la literatura [7,8], e incluyen predictores basados en la 
pendiente (MS, MdS), entropías muestral y difusa (SmpEn, 
FuzzyEn), AMSA, y el análisis de la forma de onda 
basados en diagramas de Poincaré (MSI). 
La Figura 2 muestra el análisis de curva ROC para los me-
jores y peores predictores. Se observa que predictores 
propuestos en la literatura como la entropía wavelet (WE), 
el análisis de fluctuación sin tendencia (DFA), o la medida 
de planicie espectral (SFM) y entropía espectral (SpecEn), 
que miden características asociadas exclusivamente a la no 
linealidad y desorden de la forma de onda FV, no producen 
resultados satisfactorios. Es importante indicar que las 
implementaciones de entropía muestral y difusa con altos 
valores de AUC y PB (Tabla 2) se modificaron para incluir 
información de amplitud de la FV [7,8]. 
Característica  AUC (%) PB (%) 
MS 87.0 79.5 (79.4-79.6)    
SmpEn 86.4 79.2 (79.1-79.3)    
FuzzyEn 86.6 79.1 (79.0-79.2)   
AMSA 86.5 79.0 (78.9-79.0)   
MdS 86.5 78.8 (78.7-78.9) 
MSI 86.6 78.5 (78.4-78.6) 
Tabla 2. Ranking de las mejores características para el análisis 
de curva ROC (AUC), y para el clasificador RL 
monoparamétrico (PB). En la PB se muestra el valor mediano 
(IDR) para las 100 particiones. 
 
Figura 2. Curvas ROC para los 6 parámetros con mejor y peor 
poder discriminativo.  
Al combinar los parámetros en los tres modelos de AM se 
obtuvieron los resultados mostrados en la Figura 3 donde 
se muestra el valor mediano (IDR) para las 100 particiones 
10-fold CV, y se compara la PB de los tres modelos de AM 
estudiados en función del número de características de los 
modelos. Para los modelos basados en RF se emplearon 
150 árboles, √) predictores por rama, y 40 observaciones 
en la última división, ya que en los experimentos 
preliminares produjeron valores de PB más elevados. Tal y 
como se observa en la figura los mejores resultados se 
obtuvieron para los modelos basados en SVM, que 
superaron en más de 1.2-puntos de PB al resto de modelos, 
y en 1.9-puntos al mejor modelo monoparamétrico (Tabla 
2). Además, se observa que los modelos no mejoran con la 
inclusión de nuevas características a partir de un número 
bajo de características () = 6 para el caso de la SVM). Por 
ejemplo, los mejores resultados se obtienen para la SVM 
con 6 características, que resultan en valores de 81.4 (81.2-
81.6)%, 83.4 (83.1-84.0)% y 79.3 (79.1-80.0)% para la PB, 
SE y SP, respectivamente. Los mejores resultados para 
LRM y RF se obtuvieron para ) = 7 y ) = 9, con valores 
de PB, SE y SP de 80.2 (80.0-80.4)%, 81.4 (81.0-81.6)% y 
79.0 (78.9-79.2)% para LRM y de 80.0 (79.7-80.3)%, 81.6 
(80.9-82.2)% y 78.4 (78.1-78.8)% para RF.  
 
Figura 3. Mediana (IDR) de las puntuaciones de rendimiento 
para los modelos RLM, RF y SVM en función del número de 
características utilizadas. 
5. Discusión 
En este estudio se ha analizado el poder discriminativo de 
los predictores de éxito de la desfibrilación basados en aná-
lisis de la forma de onda FV pre-descarga, empleando para 
ello la base de datos con anotaciones clínicas más extensa 
reportada en la literatura para este problema. Se ha analiza-
do también la mejora en la predicción asociada al uso de 
modelos avanzados de AM. 
Los mejores predictores descritos en la literatura muestran 
valores similares de AUC y PB, corroborando los resulta-
dos reportados en estudios previos [7,8], aunque algunos 
de ellos no demostraron poder discriminativo sobre la base 
de datos de estudio. Además, los mejores predictores 
(Tabla 2) contienen información asociada a la amplitud, 
bien directamente (AMSA, y pendiente), o mediante versi-
ones modificadas de los predictores con información de 
amplitud (SmpEn, FuzzyEn) [6,7]. Es bien conocido que el 
valor de amplitud de la FV está asociado a la duración de 
la misma, y predice en gran medida el éxito de la desfibrila-
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ción [17]. La combinación de parámetros en modelos de 
AM (Figura 3) demuestra que es posible obtener mejoras 
de la PB, por ejemplo, el mejor modelo multiparamétrico 
mejora en 1.9-puntos la PB del mejor modelo LR monopa-
ramétrico. Sin embargo, esta mejora es limitada, ya que su-
pone solo un recorte de un 10% sobre los 20-puntos de 
margen para la PB de 80% del modelo monoparamétrico. 
Se concluye así que los parámetros de discriminación pro-
porcionan información muy parecida de la forma de onda 
ECG de la FV. Dado el tamaño de la base de datos disponi-
ble, es posible que en el futuro se puedan desarrollar méto-
dos eficientes de extracción de características de la FV ba-
sadas en aprendizaje profundo (CNN). Este tipo de solucio-
nes ya han sido demostradas para el análisis del ECG y la 
detección de FV [18]. Además, otra línea de trabajo para la 
mejora de la predicción son los modelos multimodales que 
integren información de varias señales, en particular infor-
mación sobre el CO2 expirado que proporciona una medi-
da subrogada de perfusión. Estos modelos han demostrado 
ya mejoras en la predicción del éxito de la desfibrilación 
[19], pero la disponibilidad de las señales es limitada y no 
se podrían analizar con los datos del presente estudio.  
Finalmente, estos nuevos métodos se podrían implementar 
en los DEAs para mejorar la supervivencia en la PCREH. 
Actualmente, los DEA analizan segmentos cortos del ECG 
para decidir si es necesario desfibrilar; sin embargo, si se 
predice que la desfibrilación será no exitosa conviene 
posponer el shock y continuar con la reanimación. 
6. Conclusiones 
Como conclusión, los mejores predictores de la literatura 
reportan valores muy parecidos de AUC y PB. Además, las 
técnicas de AM multiparamétrico mejoran la PB, siendo la 
SVM con kernel gaussiano y 8 predictores la que mejores 
resultados reporta. Sin embargo, la mejora es leve respecto 
de modelos monoparamétricos porque muchos de los 
predictores cuantifican características similares de la FV. 
Por lo tanto, sería interesante introducir la extracción 
exhaustiva de características usando CNNs. 
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