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Resumen
Recientemente la computacio´n distribuida sobre estaciones de trabajo se ha convertido en
una alternativa barata y efectiva para hacer frente a la performance ofrecida por las super-
computadoras. Estos sistemas construidos con hardware esta´ndar de produccio´n masiva
se encuentran ampliamente disponibles tanto en ambientes acade´micos como industriales,
sin embargo para lograr explotar al ma´ximo su potencial se vuelve necesaria la presencia
de un algoritmo de distribucio´n de carga efectivo.
Diferentes tipos de aplicaciones y entornos de co´mputo requieren diferentes algoritmos de
distribucio´n de carga, es entonces indispensable contar con una clasificacio´n que provea
la terminolog´ıa necesaria y una metodolog´ıa de comparacio´n eficaz y u´til para comparar
y elegir la mejor estrategia aplicable al entorno subyacente.
En este trabajo se propone una nueva y ma´s general clasificacio´n de las estrategias de
distribucio´n de carga. Adema´s se presentan ejemplos que verifican su funcionamiento y
utilidad para la creacio´n de nuevos enfoques.
Te´rminos Clave: computacio´n distribuida, carga compartida, balance de carga, estra-
tegias.
1 Introduccio´n
Carga compartida o balance de carga es una estrategia empleada para distribuir carga entre
nodos pertenecientes a un sistema distribuido. Algunos autores ([ELZ86, KL88, OJ92]) hacen la
distincio´n entre estas dos. El balance de carga se define como una estrategia que continuamente
trata de igualar (dentro de un determinado margen) la carga en cada nodo del sistema distri-
buido. Por otro lado, los que soportan carga compartida, tratan de repartir la carga del sistema
tratando de evitar la sobrecarga de nodos individuales. Para simplificar emplearemos el te´rmino
distribucio´n de carga para referirnos tanto a carga compartida como a balance de carga. Este
te´rmino ma´s general fue introducido por primera vez por Jacqmot y Milgrom [JM93].
El objetivo principal de la distribucio´n de carga es lograr un uso ma´s eficiente de los re-
cursos (usualmente el CPU) tratando de asegurar que ningu´n nodo este´ ocioso. Esta tarea se
logra transfiriendo carga (procesos) desde un nodo ocupado hacia un nodo ocioso/ligeramente
cargado.
Adema´s de buscar incrementar la performance global, un sistema de distribucio´n de carga
tiene como meta minimizar el costo de la comunicacio´n entre nodos que se origina al acceder
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a recursos remotos. Otros objetivos incluyen mejorar la performance suavizando los picos de
sobrecarga y lograr aliviar problemas en sistemas de tiempo real, donde algunas tareas no
pueden cumplir con su deadline au´n en los casos en los que el sistema tiene la capacidad de
cumplir con todos los deadlines. Esto u´ltimo puede ocurrir cuando la llegada de nuevas tareas no
esta´ uniformemente distribuida, causando que algunos nodos este´n sobrecargados mientras que
al mismo tiempo otros esta´n ociosos. Existen muchas otras razones presentes en la literatura,
sin embargo independiente del por que´ o co´mo se lleva a cabo la distribucio´n de la carga,
debe preferentemente realizarse en forma transparente de forma tal de ocultar al usuario la
distribucio´n y multiplicidad de los recursos [EA03].
Las estrategias de distribucio´n de carga constituyen indudablemente el punto ma´s cr´ıtico
en la implementacio´n eficiente de diversos sistemas de computacio´n distribuidos. Cuando la
utilizacio´n de los nodos del sistema es dispar, el desbalance de la carga constituye un causante
potencial de problemas de performance.
Existen diversos factores que dependiendo de la aplicacio´n y del entorno considerado pue-
den impactar negativamente el balance de la carga. Dentro de los llamados factores esta´ticos
podemos sen˜alar a modo de ejemplo la heterogeneidad de los procesadores. En el grupo de
los factores dina´micos se encuentran aspectos como el desconocimiento del costo computacio-
nal de cada tarea, la creacio´n y migracio´n de tareas, y la variacio´n dina´mica de los recursos
computacionales debido a cargas externas.
Durante las dos u´ltimas de´cadas se han propuesto tantas y tan diversas estrategias de dis-
tribucio´n de carga que no es tarea fa´cil para el disen˜ador comparar y seleccionar la estrategia
ma´s efectiva que se adecu´e a un determinado entorno. Los algoritmos van desde los destinados
a sistemas multiprocesador fuertemente acoplados hasta los que trabajan sobre sistemas distri-
buidos para WANs. Dada esta multiplicidad, un me´todo general para clasificar la diversidad
de disen˜os es extremadamente valuable. Una clasificacio´n efectiva debe ser capaz de:
1. Resaltar las caracter´ısticas esenciales de un sistema de distribucio´n de carga para posibi-
litar el ana´lisis y la comparacio´n de las diferentes propuestas.
2. Proveer de terminolog´ıa consistente y organizar el conocimiento para tratar de identificar
oportunidades para nuevos enfoques.
En este trabajo se pretende presentar una nueva clasificacio´n que cumpla con estos dos
objetivos. Clasificaciones previas no so´lo persiguen diferentes metas sino que adema´s apuntan
a ciertas aplicaciones particulares, a diferencia de nuestra propuesta que trata de ser general.
Por ejemplo [CK88], se centra en el scheduling de procesos en sistemas operativos distribuidos y
en el scheduling de tareas en aplicaciones paralelas, basa´ndose en una descomposicio´n funcional.
Por otra parte [PRR01] clasifica estrategias para distribucio´n de carga en aplicaciones SPMD.
La clasificacio´n aqu´ı propuesta incorpora algoritmos de distribucio´n de carga de diferentes
caracter´ısticas, estrategias disen˜adas para sistemas homoge´neos y heteroge´neos, migracio´n de
tareas, algoritmos centralizados y distribuidos, etce´tera.
La siguiente seccio´n compendia brevemente clasificaciones previas. En la Seccio´n 3 se des-
cribe la clasificacio´n de pol´ıticas propuesta. A continuacio´n, en la Seccio´n 4, se presentan
algunos algoritmos de distribucio´n de carga conocidos y su caracterizacio´n dentro de nuestra
clasificacio´n. Por u´ltimo, la Seccio´n 5 resume las conclusiones obtenidas y plantea algunas
posibilidades de trabajos futuros.
2 Clasificaciones Previas de Distribucio´n de Carga
La diversidad de sistemas distribuidos es probablemente atribuible a la necesidad de adaptacio´n
a las diferentes arquitecturas y ambientes. Consecuentemente muchos trabajos han tratado, al
menos hasta cierto punto, de clasificar sistemas previos y de introducir terminolog´ıa para poder
permitir comparaciones constructivas. Esto trajo aparejado confusio´n como resultado debido a
la imposibilidad de hacer comparaciones sencillas, producto de una marcada falta de rigurosidad
y de terminolog´ıa esta´ndar.
Esta seccio´n describe brevemente las aproximaciones significativas a la clasificacio´n y en-
tendimiento de los algoritmos de distribucio´n de carga, comenzando con la notable taxonomı´a
presentada en [CK88]. Las clasificaciones anteriores a la recie´n mencionada tienden a ser in-
completas y por esta razo´n limitaremos nuestra discusio´n a trabajos posteriores1.
2.1 Taxonomı´a de Casavant y Kuhl
Casavant y Kuhl [CK88] presentaron un trabajo pivotal acerca de una clasificacio´n de distribu-
cio´n de carga basada en decisiones de disen˜o, tales como esta´tico vs. no esta´tico y distribuido vs.
no distribuido. Su taxonomı´a combina estas decisiones en una clasificacio´n jera´rquica aumenta-
da con una clasificacio´n horizontal. La divisio´n entre las clasificaciones jera´rquica y horizontal
responde a caracter´ısticas que no caen u´nicamente en una rama determinada de la jerarqu´ıa pero
que no obstante son importantes para describir el comportamiento del sistema de distribucio´n
de carga.
Sin embargo, las clases que constituyen la clasificacio´n horizontal tales como bidding y la
eleccio´n entre migracio´n de procesos no apropiativa y apropiativa son inherentemente distintas
de aquellas de la jerarqu´ıa. La mayor parte de estas caracter´ısticas definidas por la clasificacio´n
horizontal son te´cnicas en lugar de ser elecciones de pol´ıticas de disen˜o.
Esta clasificacio´n fue disen˜ada para poder ubicar un sistema de distribucio´n de carga en
una clase bien definida. Los autores probaron la efectividad de su taxonomı´a clasificando varios
algoritmos conocidos. Sin embargo, esta clasificacio´n no puede utilizarse como herramienta de
comparacio´n en varios casos de algoritmos pertenecientes a diferentes sistemas de distribucio´n
de carga.
En [BW90] se identifica un problema en la taxonomı´a de Casavant y Kuhl. En este trabajo
se considera que las clasificaciones de estrategias y problemas se encuentran entremezcladas
en lugar de estar claramente separadas. En este trabajo los autores tomaron la taxonomı´a
original y separaron la clasificacio´n de problemas en una nueva clasificacio´n, denominada ESR
(Event (Evento), Surroundings (Entorno) y Requirements (Requerimientos)). El resto de la
clasificacio´n original constituyo´ la clasificacio´n resultante.
La clasificacio´n ESR incluye un nu´mero de mecanismos dentro de la clasificacio´n de pro-
blemas. Por ejemplo los autores sugieren que la eleccio´n entre migracio´n apropiativa y no apro-
piativa pertenece a la clase S por ser una capacidad del entorno. Si bien todav´ıa no es clara la
diferencia de performance entre un sistema que implementa un estilo de migracio´n y el otro, es
un item que indudablemente debe ser considerado de alguna manera en la caracterizacio´n de
un algoritmo de distribucio´n de carga.
1En las secciones bibliogra´ficas de los trabajos aqu´ı citados pueden encontrarse referencias a trabajos ante-
riores.
2.2 Clasif icaciones Funcionales
La contrastante clasificacio´n presentada por Jacqmot y Milgrom [JM93] es ma´s especializada
que la propuesta en [CK88]. En esta clasificacio´n se consideran dos caracter´ısticas ortogonales
presentes en muchos sistemas de distribucio´n de carga: movimiento de procesos (PM) y manejo
de la informacio´n (IM). Para cada una de estas estrategias se aislaron unidades funcionales
ba´sicas, como la identificacio´n del nodo fuente (bajo la estrategia PM), que se combinan para
formar clases que pueden describir un sistema de forma ma´s precisa. Estas familias se construyen
basa´ndose en el orden en el que se aplican en el sistema las unidades funcionales. Por ejemplo,
bajo la estrategia PM, si el proceso candidato (y por lo tanto impl´ıcitamente el nodo fuente)
es identificado antes que el nodo destino, entonces pertenece a una familia PM diferente de la
que selecciona el nodo destino antes de identificar los procesos candidatos (impl´ıcitamente el
nodo fuente).
En [WM85] tambie´n fueron consideradas las mismas dos categor´ıas mayores, i.e., el orden
de las acciones y la informacio´n requerida para asegurar el cumplimiento de las pol´ıticas de dis-
tribucio´n de carga. Sin embargo en este trabajo no se presenta una descomposicio´n en unidades
funcionales.
Un problema que surge en ambas clasificaciones funcionales se produce cuando se consideran
sistemas sime´tricamente iniciados como el propuesto en [BMD94]. En este caso la distribucio´n
de la carga es iniciada tanto por el emisor como por el receptor y por lo tanto no puede ajustarse
a las familias presentadas en estas clasificaciones. Por otra parte, la mayor´ıa de los sistemas
pertenecen a la clase de los iniciados por el emisor, e invariablemente la identificacio´n del nodo
fuente precede a la del nodo destino. Como consecuencia, y resaltando su mayor inconveniente,
estas clasificaciones proveen muy poca diferenciacio´n entre los miembros de estas dos grandes
clases.
2.3 Clasif icacio´n por Composicio´n
En [BH99] se presenta una taxonomı´a funcional para sistemas de distribucio´n de carga basada en
dos grandes clases: pol´ıticas ymecanismos. Las pol´ıticas constituyen el conjunto de las decisiones
de disen˜o necesarias para cumplir los objetivos del sistema. Los mecanismos implementan la
distribucio´n de la carga y proveen toda la informacio´n requerida por las pol´ıticas.
En este trabajo se identifican tres tipos de decisiones (pol´ıticas) que deben tomarse: par-
ticipacio´n, seleccio´n de ubicacio´n, y seleccio´n de candidato. Estas decisiones determinan ba´si-
camente que´ nodos participan y que´ nodos y procesos candidatos esta´n involucrados en la
distribucio´n de la carga. Existen variados mecanismos capaces de soportar estas pol´ıticas. En
estos u´ltimos an˜os la atencio´n de investigadores del a´rea fue captada por temas como transpa-
rencia, dependencias residuales, performance y complejidad, aspectos que pueden reconocerse
como mecanismos capaces de soportar uno de tres roles clave relacionados con la carga: trans-
ferencia, me´trica, y comunicacio´n de la me´trica.
Si bien esta clasificacio´n logra su objetivo principal, i.e., separar claramente las pol´ıticas
de los mecanismos, no es suficientemente espec´ıfica a la hora de caracterizar en forma precisa
todas las caracter´ısticas de un sistema de carga distribuida. Por ejemplo, no distingue do´nde
toman lugar las decisiones (e.g. localmente o globalmente), o si el algoritmo de distribucio´n es
sincro´nico o asincro´nico.
2.4 Otras Clasif icaciones
En esta seccio´n se delineo´ el estado actual en la clasificacio´n de sistemas de distribucio´n de
carga. Por cuestiones de espacio no es posible presentar un informe completo acerca de todos los
trabajos en este campo. Sin embargo hay varias direcciones que merecen atencio´n. En [JV88] se
introduce una clasificacio´n basada exclusivamente en caracter´ısticas, tales como transparencia,
costo y apropiacio´n. Contrario a este enfoque, en [LMR91] se describe una taxonomı´a basada en
el alcance de las decisiones y migraciones, i.e., si una decisio´n o migracio´n involucra solamente
a los nodos directamente conectados o a todos los nodos del sistema.
Es evidente que las clasificaciones previas distan de una u otra forma en el cumplimiento
de los objetivos planteados en la Seccio´n 1. La siguiente seccio´n presenta de forma detallada
nuestra propuesta.
3 Clasificacio´n General de Estrategias
Esta nueva clasificacio´n intenta definir un algoritmo de distribucio´n de carga en forma completa.
Para ello presenta cinco ramas principales:
Invocacio´n: Determina cua´ndo comienza a ejecutarse el mecanismo involucrado en la distri-
bucio´n de la carga.
Ubicacio´n: Especifica do´nde se ejecuta el algoritmo de distribucio´n de carga.
Toma de Decisiones: Determina desde do´nde (nodo(s)) proviene la informacio´n que se em-
pleara´ para la toma de decisiones.
Pol´ıticas de Comunicacio´n: Establece la adyacencia y la topolog´ıa de los nodos, y determina
la forma de intercambiar la carga entre ellos. Adema´s mueve f´ısicamente la carga entre el
nodo fuente y el nodo destino.
Seleccio´n de la Carga: Decide que´ nodos y procesos sera´n seleccionados para el intercambio
de la carga.
En la Figura 1 se muestra un esquema de estas grandes ramas y sus interrelaciones. En el
resto de la seccio´n se describe detalladamente cada una de ellas. La Figura 2 esquematiza la
clasificacio´n propuesta2.
3.1 Invocacio´n
La estrategia de invocacio´n especifica cua´ndo comienza el mecanismo involucrado en las acti-
vidades de carga distribuida. A su vez, la invocacio´n puede ser perio´dica, o basada en eventos.
La invocacio´n perio´dica esta´ basada en un timer, i.e., la informacio´n de carga se intercambia
cada vez que transcurre un predeterminado per´ıodo de tiempo. Por el contrario, los algorit-
mos basados en eventos usualmente emplean una estrategia dependiente de la carga observada
localmente.
Las estrategias dependientes de la carga pueden ser iniciadas por el emisor [Rub87, DO91],
iniciadas por el receptor [LM82, LO86] o un h´ıbrido entre ambas denominado iniciadas sime´tri-
camente [ELZ86, BMD94]. En las iniciadas por el emisor los nodos sobrecargados inician los
2Por cuestiones de espacio la figura no muestra en la rama Pol´ıticas de Comunicacio´n una alineacio´n hori-
zontal correcta entre nodos de igual nivel.
Figura 1: Relaciones entre los Componentes de la Clasificacio´n Propuesta.
mecanismos de distribucio´n, mientras que son los nodos con carga liviana o moderada quienes lo
hacen en estrategias iniciadas por el receptor. Estos me´todos de invocacio´n pueden combinarse
para crear la tercer subcategor´ıa, tratando as´ı de lograr una mejor reaccio´n a los cambios de
carga. Eager et. al. [ELZ86] compararon las pol´ıticas de iniciacio´n iniciadas por el emisor y por
el receptor y concluyeron que las primeras son superiores en sistemas con cargas ligeras a medias
y que las iniciadas por el receptor obtienen mejores resultados en sistemas sobrecargados.
Condiciones de estado del nodo del tipo ligeramente cargado o sobrecargado son definidas
generalmente por medio de dos umbrales : un umbral L define el punto en el que un nodo
empieza a descargar el exceso de carga y un umbral H que marca el punto donde no se acepta
ma´s carga remota. Si la carga de un nodo se vuelve menor que L entonces se dice que el nodo
esta´ ligeramente cargado; si la carga esta´ entre L y H entonces presenta una carga normal y si
sobrepasa H entonces se trata de un nodo sobrecargado.
Las estrategias basadas en eventos responden mejor a los desbalances de carga, mientras
que las estrategias perio´dicas son ma´s sencillas de implementar. Sin embargo, las perio´dicas
pueden traer aparejados overheads adicionales cuando las cargas esta´n balanceadas y por lo
tanto la distribucio´n de carga no so´lo no ser´ıa necesaria sino que en este caso indudablemente
impactar´ıa en el sistema en forma perjudicial.
3.2 Ubicacio´n
La estrategia de ubicacio´n determina do´nde se ejecuta el algoritmo de distribucio´n de carga.
En este sentido se puede clasificar un algoritmo en centralizado, distribuido, o h´ıbrido. En el
caso del centralizado el algoritmo se ejecuta en un u´nico nodo, determinando las transferencias
de carga necesarias e informando a los nodos involucrados. Por otra parte, cuando el algoritmo
es distribuido todos los nodos toman parte en las decisiones de distribucio´n. Obviamente, en
Figura 2: Clasificacio´n Propuesta.
el caso de los h´ıbridos se trata de lograr un punto intermedio entre los dos me´todos anteriores
que puede ser provechoso en ciertos ambientes.
A su vez los algoritmos distribuidos se subdividen en sincro´nicos y asincro´nicos. Un algo-
ritmo sincro´nico debe ejecutarse simulta´neamente en todos los nodos participantes del sistema.
Cuando un algoritmo sincro´nico es invocado, los nodos detienen el procesamiento de sus aplica-
ciones para dar comienzo a los mecanismos de distribucio´n. Generalmente este tipo de algoritmo
se utiliza en entornos donde el procesamiento de las aplicaciones debe obligatoriamente detener-
se en puntos de sincronizacio´n. En cambio, en los asincro´nicos, el algoritmo puede ejecutarse en
cualquier momento en un determinado nodo, independientemente de lo que se esta´ ejecutando
en el resto de los nodos del sistema.
Si bien el empleo de un recurso centralizado, en este caso un procesador de un nodo, puede
potencialmente crear cuellos de botella, es importante recordar que las estrategias distribuidas
requieren que la informacio´n de carga se propague a todos los nodos, tendiendo en general a
costos mayores de comunicacio´n.
3.3 Toma de Decisiones
En esta estrategia se determina de do´nde se obtiene la informacio´n utilizada por el algoritmo
de distribucio´n de carga. Las posibilidades en este punto son tres: local, vecindad (o regio´n),
y global. Local implica que la u´nica informacio´n considerada es la presente en el propio nodo,
y es aplicable a algoritmos donde no importa (no se considera) la situacio´n del resto de los
nodos. Por ejemplo para un dado algoritmo un nodo que se encuentra sobrecargado puede
decidir disminuir su carga enviando un proceso hacia otro nodo al azar. En las estrategias
de vecindad el nodo recibe informacio´n de nodos adyacentes. Si en cambio, la informacio´n se
obtiene globalmente el sistema se encarga de “recolectarla” de todos los nodos.
Aunque las estrategias que consideran la informacio´n en forma local tienden a disminuir el
costo de comunicacio´n, las globales suelen propiciar decisiones ma´s precisas. Las te´cnicas de
vecindad tratan de obtener lo mejor de ambos mundos.
3.4 Pol´ıticas de Comunicacio´n
La pol´ıtica de comunicacio´n establece co´mo esta´n dispuestos los nodos dentro del sistema,
i.e., define la adyacencia y la topolog´ıa. La adyacencia (esencial para algoritmos cuyos nodos
se comunican con su vecindad) puede a su vez ser lo´gica, e.g. estructura jera´rquica de nodos
donde no necesariamente todos los nodos se encuentran en contacto directo, o f´ısica, donde
invariablemente la adyacencia es real, i.e., los nodos son parte de la misma LAN. En cambio,
la topolog´ıa determina el dinamismo de los vecinos de cada nodo y cabe aclarar que es inde-
pendiente de la adyacencia previamente mencionada. Una topolog´ıa f ija indica un conjunto
fijo de nodos vecinos, mientras que en una topolog´ıa dina´mica el nodo elige dina´micamente (en
tiempo de ejecucio´n) otro nodo (o conjunto de nodos) con quien intercambiar informacio´n.
Adema´s la pol´ıtica de comunicacio´n es responsable de especificar el intercambio de ta-
reas/carga entre los diferentes nodos. Si se emplea una estrategia global, las transferencias de
tareas/carga pueden darse entre cualquier par de nodos del sistema, mientras que una estrate-
gia local define grupos de nodos, restringiendo las transferencias a pares de nodos del mismo
grupo.
Relacionado en este caso con los procesos en lugar de con los nodos, la pol´ıtica de trans-
ferencia es responsable de mover f´ısicamente las tareas/carga desde el nodo fuente hasta el
nodo destino. La distribucio´n de la carga puede ocurrir en una de dos fases: las tareas pueden
asignarse a un nodo antes de empezar su ejecucio´n (migracio´n no apropiativa, tambie´n llamada
ejecucio´n remota) o pueden ser transferidas en tiempo de ejecucio´n (migracio´n apropiativa).
Estas dos formas de migracio´n constituyen para algunos investigadores las piedras basales de
un esquema de clasificacio´n. Si bien es claro que constituyen una parte importante en la pol´ıti-
ca de comunicacio´n, creemos que no debe restarse importancia al resto de las estrategias de
comunicacio´n. Ma´s au´n, debemos recordar que la eleccio´n entre un estilo de migracio´n y el otro
no es una tarea sencilla, pues depende fundamentalmente de los objetivos perseguidos por el
sistema, el entorno de ejecucio´n y los costos que pueden afrontarse en cuanto a dificultad de
implementacio´n.
3.5 Seleccio´n de la Carga
La pol´ıtica de seleccio´n de la carga determina quie´nes (nodos y procesos) sera´n seleccionados.
En primer te´rmino se determinan los nodos involucrados en el intercambio de la carga (pol´ıtica
por nodos). Por ejemplo si se emplea una invocacio´n iniciada por el emisor so´lo se debe elegir
el nodo destino, inversamente si la invocacio´n es iniciada por el receptor so´lo resta encontrar
(seleccionar) un nodo fuente.
Adema´s esta pol´ıtica especifica los items de carga apropiados para el intercambio (por
carga). Esta rama presenta cuatro posibles opciones para seleccionar los procesos candidatos:
Cualquier Candidato: se elige un proceso al azar para migrarlo apropiativamente o se selecciona
el pro´ximo proceso para ejecutarlo remotamente. Los procesos seleccionados de esta forma
no siempre son u´tiles para la migracio´n, e.g. aquellos que no se ejecutan durante un per´ıodo
de tiempo suficiente como para justificar el overhead que implica transferir un proceso
de un nodo a otro.
Candidato Razonable: se eliminan aquellos procesos que son malos candidatos para la distribu-
cio´n de carga. El procedimiento habitual para esta tarea se basa en el tiempo de ejecucio´n
promedio de cada proceso.
Buen Candidato: es un criterio ma´s r´ıgido y ma´s costoso, pues se busca alguna forma de
concordancia entre los recursos disponibles en el nodo destino y los requerimientos de
recursos del proceso candidato. Ma´s au´n, en algunos sistemas esta seleccio´n del candidato
cobra mayor importancia que la pol´ıtica de seleccio´n de los nodos, e.g. en Emerald [Leh93].
Autoseleccio´n: se basa en el concepto de que el propio proceso es quien tiene mayor capacidad
para reconocer sus necesidades de recursos y que por lo tanto se encuentra en una posicio´n
ideal para hacer la mejor eleccio´n. Adema´s del candidato, el sistema au´n debe considerar
el estado de los nodos destino potenciales.
La clasificacio´n arriba descripta esta´ ma´s orientada a colaborar en la comparacio´n de al-
goritmos de distribucio´n de carga que en producir la clasificacio´n espec´ıfica de un sistema.
Cualquier sistema involucrara´ (de forma expl´ıcita o impl´ıcita) a la mayor´ıa de las hojas del
a´rbol planteado en la Figura 2. Las decisiones de disen˜o no siempre sera´n independientes, pues
por ejemplo no podra´ emplearse un algoritmo de Seleccio´n de Carga “Buen Candidato” si se
tiene Toma de Decisiones Local.
Cada componente de un sistema de distribucio´n de carga representado en la clasificacio´n
puede ser dependiente del sistema subyacente, o puede ser simplemente una eleccio´n personal
del disen˜ador o ma´s au´n, puede estar basado en la facilidad de implementacio´n. Sin embargo
creemos que de todas formas la diversidad de aproximaciones, restricciones y soluciones vuelve
a esta clasificacio´n una herramienta interesante.
4 Clasificacio´n de Algunos Algoritmos de Distribucio´n de Carga
En esta seccio´n mencionaremos brevemente el comportamiento de algunos algoritmos de distri-
bucio´n de carga conocidos e ilustraremos de que´ forma cada algoritmo encaja en la clasificacio´n
propuesta.
Algoritmo Centralizado [Hil85]
En primer te´rmino este algoritmo computa la carga promedio y luego se la env´ıa mediante
broadcast al resto de los nodos del sistema. Luego clasifica a los nodos en una de tres clases:
ocioso, sobrecargado, y otros. El objetivo del algoritmo es tratar de equiparar (balancear) la
carga de cada nodo sobrecargado con un par ocioso.
Algoritmo Aleatorio [SS94]
Cada vez que se crea un item (tarea) en un nodo, e´ste es enviado a otro nodo en forma aleatoria.
La probabilidad de recibir tarea adicional en cada nodo es la misma sin importar su ubicacio´n
en el sistema.
Algoritmo del Vecindario Directo (VD) [FMD96]
El sistema es dividido en pequen˜os y disjuntos subdominios de nodos llamados ventanas, i.e.,
cada nodo pertenece exactamente a una ventana. Se implementa balance de carga en cada
ventana mediante comunicaciones esta´ndares. Para poder propagar la carga a todo el sistema
la ventana se va “corriendo” ligeramente de manera tal de solapar solamente una parte del viejo
dominio para la pro´xima fase de distribucio´n de carga.
Variacio´n del Algoritmo del Vecindario Directo (X-VD) [FMD96]
Este algoritmo es similar al anterior, su u´nica diferencia reside en que esta variante agrega
enlaces a la topolog´ıa del nodo para formar una topolog´ıa hipercubo. Este me´todo logra una
mejora en la performance respecto de VD para sistemas con mayor cantidad de nodos debido
a su naturaleza inherentemente dina´mica.
Self-Adjusting Scheduling for Heterogeneous Systems (SASH) [HLA95]
Este algoritmo emplea un scheduling completamente solapado que permite que un conjunto
de tareas independientes sea asignado a un conjunto de nodos heterogeneos. Este scheduling
solapado se logra mediante un nodo S dedicado a ejecutar el algoritmo de scheduling. SASH
actu´a repitiendo fases de scheduling, creando planificaciones parciales. Al final de cada fase, S
env´ıa las nuevas tareas a las colas locales del resto de los nodos.
El algoritmo SASH pertenece a la familia de algoritmos de bu´squeda branch-and-bound.
Realiza bu´squedas en el espacio de todas las posibles soluciones (planificaciones) parciales
(a´rbol de subproblemas) para obtener la solucio´n o´ptima al problema original. Este algoritmo
emplea una funcio´n de costo para estimar el tiempo de ejecucio´n total que demanda una dada
planificacio´n parcial.
En la Tabla 1 pueden observase co´mo se clasifican los algoritmos de distribucio´n de carga
previamente mencionados. Se observa entonces la utilidad de esta clasificacio´n: simplificar
la tarea del disen˜ador para comparar, desarrollar y seleccionar el mejor algoritmo segu´n sus
necesidades y entorno.
5 Conclusiones y Trabajos Futuros
En este trabajo se propuso una clasificacio´n de las estrategias de distribucio´n de carga ma´s
general que las propuestas previamente. Adema´s se detallo´ co´mo emplearla para clasificar
Alg. de D.C. Vecindario X-Vecindario
Clasif icacio´n Centralizado Aleatorio Directo Directo SASH
Invocacio´n Perio´dica Perio´dica Perio´dica Perio´dica Eventos
Ubicacio´n Centralizado Dist. Asinc. Dist. Sinc. Dist. Sinc. Centralizado
Decisiones Global Local Local Local Global
Comunicacio´n F´ısica, Dina´mica, F´ısica, Dina´mica, F´ısica, Fija, F´ısica, Fija, F´ısica, Dina´mica,
Global, No Ap. Global, No Ap. Local, No Ap. Global, No Ap. Global, No Ap.
Sel. Nodos Equipara sobre- Equipara nodos Equipara nodos Ajusta planif.
cargado con ocioso Azar misma ventana adyacentes en hiperc. dina´micamente
Sel. Carga Buen Candidato Cualquier Cand. Cand. Razonable Candidato Razonable Buen Candidato
Tabla 1: Clasificacio´n de Algunos Algoritmos de Distribucio´n de Carga.
diferentes algoritmos. Ma´s au´n, a partir de este trabajo no es tarea dif´ıcil crear nuevos algoritmos
segu´n las necesidades de las aplicaciones y el entorno subyacente. Consideramos tambie´n que
este trabajo puede ser u´til al disen˜ador para comparar diferentes algoritmos entre s´ı y frente a
nuevas propuestas.
A partir de esta clasificacio´n general puede construirse un framework que genere el co´digo
fuente del esqueleto de un algoritmo de distribucio´n de carga a partir de la especificacio´n del
disen˜ador. Ma´s au´n, este framework podr´ıa tambie´n incluir librer´ıas que reu´nan algoritmos
t´ıpicos pertenecientes a este campo.
En un futuro pro´ximo se espera disen˜ar un algoritmo de distribucio´n de carga aplicable al
paradigma process farm3 que, luego de una etapa de simulacio´n, constituira´ parte integral de
un sistema de carga compartida implementado a nivel de kernel bajo Linux4.
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