Moving object detection and segmentation in urban environments from a moving platform. Image and Vision Computing, Elsevier, 2017, 68, pp.Abstract 9 This paper proposes an effective approach to detect and segment moving objects from two time-consecutive stereo frames, which leverages the uncertainties in camera motion estimation and in disparity computation. First, the relative camera motion and its uncertainty are computed by tracking and matching sparse features in four images. Then, the motion likelihood at each pixel is estimated by taking into account the ego-motion uncertainty and disparity in computation procedure. Finally, the motion likelihood, color and depth cues are combined in the graph-cut framework for moving object segmentation. The efficiency of the proposed method is evaluated on the KITTI benchmarking datasets, and our experiments show that the proposed approach is robust against both global (camera motion) and local (optical flow) noise. Moreover, the approach is dense as it applies to all pixels in an image, and even partially occluded moving objects can be detected successfully. Without dedicated tracking strategy, our approach achieves high recall and comparable precision on the KITTI benchmarking sequences.
background point is p t−1 = (u t−1 , v t−1 , 1) T in the previous frame t − 1, and 139 its image position p t = (u t , v t , 1) T in frame t can be predicted by [5, Chapter 140 9, page 250]:
camera rotation and translation (the pose), and Z t−1 stands for the depth of 143 the 3D point X in frame at t − 1. 144 In order to detect the moving objects in the image, a straightforward 145 idea is to compensate the camera motion by Eq.
(1) first. Then the residual 146 image, calculated as the difference between the current and previous ones 147 compensated in motion, highlights both the pixels belonging to moving ob-148 jects and the pixels related to motion error estimation. For the sake of clarity, 149 we first define three different flow-based expressions:
150
• the Global Image Motion Flow (GIMF) represents the predicted image 151 changes caused by the camera motion only, that can be calculated using 152 Eq.
(1).
153
• The Measured Optical Flow (MOF) represents the real dense optical 154 flow estimated using image processing techniques [23] . 155 • The Residual Image Motion Flow (RIMF) is used to measure the dif-156 ference between MOF and GIMF.
157
The RIMF can be used to distinguish between pixels related to moving 158 and non-moving objects. In order to calculate the RIMF, the MOF and 159 GIMF should be computed first. Remark that computing the latter requires 160 both information on the camera motion (ego-motion) and on the depth value 161 of the pixels. This paper does not address the issues of computing the dense 162 optical flow [23] and disparity map [24]: we simply use the results from state-163 of-the-art methods. More precisely, we exploit the approach proposed in [25] 164 in order to compute the dense optical flow and dense disparity map. We 165 then use them directly as inputs of our system. 
Stereo Vision Synchronized and Rectified Images
Depth + Color Information
Grid-Based Object Clustering
This part is used to calculate the motion likelihood for each pixel.
This part is graph-cut based moving object segmentation.
This part is the post-processing to generate the bounding box for each moving object. 
Moving Pixel Detection
As described in Fig. 1 , four images are considered: two at time t − 1 181 and two at time t. The left image I t−1,l in the previous frame is considered 182 as the reference image. The right image in the previous frame, and the left 183 and right images in the current frame are represented as I t−1,r , I t,l and I t,r , 184 respectively. Similarly, we define (u t−1,l , v t−1,l ), (u t−1,r , v t−1,r ), (u t,l , v t,l ) and 185 (u t,r , v t,r ) as corresponding image points in the previous and current stereo 186 frames. First, the feature points from the previous frame are reconstructed in 3D 3D points are re-projected onto the current image frames using the camera 194 motion as below:
in the previous frames. The vector Θ = (r x , r y , r z , tr z , tr y , tr z ) T represents 198 the six degrees of freedom of the relative pose. Let P r l and P r r be the 199 image projections of the 3D world points into the left and right images (non-200 homogeneous coordinates).
201
In general, the optimal camera motion vectorΘ can be obtained by min-202 imizing the weighted squared error of measurements and predictions and t, respectively. We assume that all points considered in the optimization 211 procedure are well-matched pixel features with only additive Gaussian noise: Features extraction, tracking and matching in four images;
2:
Compute the 3D point at previous frame using Eq. (??); RANSAC process to remove outliers; 3: for i = 1 do N N is maximum RANSAC times while iter< 100 || Gauss-Newton increment > ξ do 7:
Compute Jacobian matrix and residual matrix;
8:
Update Θ using Gaussian-Newton iteration approach ; 9: end while 10:
Record Θ and inliers indexes if we have more inliers than before; 11: end for 12:
Refine the final parameters using all the inliers;
13:
Compute the covariance matrix Σ Θ using Eq. (5);
14:
return Θ and Σ Θ
Moving Pixel Detection

225
At the beginning of Section 3, the RIMF has been proposed to detect 226 moving pixels. In order to compute the RIMF, the GIMF should be estimated 227 first. In addition, the uncertainty of RIMF can also be computed from the 228 ego-motion and disparity map uncertainties. The GIMF is used to represent the image motion flow caused by the 231 camera motion. Given a pixel position p t−1 = (u t−1 , v t−1 , 1) T in the previ-232 ous image frame, we can predict its image location p t = (u t , v t , 1) T in the 233 9 current frame according to Eq. (1). Theoretically, the image location correspondences of a 3D static point in the current frame can be predicted by its 235 depth information in the previous frame and the relative motion information 236 of the camera only. However, this prediction stands only when the 3D point 237 comes from static objects, and it does not hold for dynamic objects. Finally, 238 the GIMF g = (g u , g v ) T for an image point (u, v) T caused by the camera 239 motion can be expressed as:
RIMF Computation
241
Then, assuming that the MOF estimated between the previous and cur-
Ideally, the RIMF should be zero for a static point, while it should be greater 245 than zero for moving points. Simply comparing the RIMF absolute difference 246 to a fixed threshold does not lead to satisfying results to differentiate moving 247 pixels from static ones, because points with different 3D world locations 248 have different image motions. Moreover, the estimated uncertainty, e.g. on 249 camera motion or pixel depth, have a different influence on the image points.
250
Ignoring these uncertainties could lead to a large number of false positive 251 detections. The uncertainty of the RIMF mainly comes from four parts. The 252 first and the most important one is the uncertainty from the camera motion 253 estimation because it has a global influence on each pixel according to Eq.
254
(1). In addition, it affects differently the pixels at different locations. The RIMF covariance can be calculated by using a first-order approximation as 269 below:
where J represents the Jacobian matrix with respect to each input vari- tion is Σ Θ , and that of the disparity values in the estimation process is can be linearly approximated by:
where σ 0 and γ are two constant parameters, and where U d (u, v) is the un- be computed:
where q is the RIMF vector at a certain image location defined in Eq. (7).
294
Since µ 2 q is χ 2 -distributed, the RIMF motion likelihood ξ(m) of RIMF vector 295 can be computed according to its µ q value. 
Multi-Cues for Motion Segmentation
305
A likelihood threshold can be applied to the motion likelihood image so 306 as to distinguish between moving and static pixels. However, detection noise 307 may pervade the process because of the imperfect MOF. Fig. (3) shows some 308 detection results using different thresholds. For example, the motion likeli- positives; conversely, a higher threshold may result in a poor detection rate. 315 An optimal threshold that suits all situations cannot be determined.
316
To effectively separate the motion foreground from the background, a 318 segmentation step is adopted here. Usually, the segmentation of image into 319 moving and stationary parts can be considered as a problem of assigning 320 binary labels to each pixel: l(x) = 1 if x is moving, otherwise l(x) = 0. 
where L = {l 1 , l 2 , · · · , l p } is a binary vector, p is the number of the pixels in 327 the image, l i is a binary label for each pixel. Here, E r and E b stand for the 328 region and boundary terms and λ is used to balance their influences.
329
The region term E r captures the likelihood that the pixels belong to the 330 moving foreground or static background. The motion likelihood of each pixel 331 can be used to build the region term as
where Ω represents the image domain, ξ m is the motion likelihood and ξ s is 333 a fixed prior likelihood describing the belief of points being static. Here we 334 assume that all the image pixels share the same stationary likelihood ξ s since 335 no prior information is available.
336
The boundary term E b is used to encourage similar neighboring pixels to 337 be assigned the same label. In order to obtain roust segmentation results, we 338 apply both color [31, 32, 18 ] and depth information together for building E b .
339
Since moving objects usually have a significant depth difference with their 340 lateral background, the boundary depth similarity can be defined as:
where z(x i ) and z(x j ) represent the depth values at the point x i and x j . 
where N 4 (x) is the 4-neighborhood of a pixel x. 
After obtaining the density map, an empirical threshold is chosen so as to 383 remove sparse points, that could be misdetected image pixels (e.g., shadow 384 or objects borders). Here, a patch will be emptied if its amount of points 385 is below this threshold (e.g. 50). The false alarms at objects boundary are 386 usually due to the error on the measured optical flow (smoothing constraint). 
U-Disparity Map Based ROI Generation
392
In each cluster, the bounding box can be generated for every moving 393 objects for the next recognition step. Region growing is used to remove 394 redundancies and to integrate part detection using the dense disparity map.
395
U-V disparity maps [34, 35] , which are two variants of the classical disparity 
419
Finally we retain only the objects whose height is between 0.75 m and 3 m, 420 because the height of most moving objects is in this range. Detailed steps 421 can be found in Alg.
(2).
422
Algorithm 2 Bounding Box Generation and Cluster Reduction Require: -Objects Bounding box; -Camera height h c ,camera tilt angle θ and camera focal length f ; -The distance of objects to the camera z; -Horizon position y 0 ; Ensure:
-Real world height of the objects h i ;
1:
Compute the U-and V-disparity maps;
2:
According to its disparity value, each moving pixel may be assigned to different upright objects using the U-disparity map;
3:
Compute the horizontal line defined by y 0 and the camera tilt θ from the V-disparity map;
4:
Calculate the real world height h i of the objects using the horizontal line y 0 , the camera height h c and the tilt angle θ as in Eq. (16);
5:
Keep the detected objects for which h i is between 0.75 m and 3 mm.
Several real image sequences from the KITTI dataset 2 have been chosen 424 to test the effectiveness of our system. More details about the sensor setup 425 and data information can be found in [38, 39] . The actual object labels and 426 locations have been provided in some of these sequences, which can be used In the "Scene Flow Evaluation 2015 benchmark", the ground truth of 447 some moving objects (pixel level) have been provided for the training im-448 ages. We can use this dataset to evaluate our depth-aided moving object 449 segmentation approach at the pixel level. The precision (P ), recall (R) and Table 1 displays the moving detection results with or without seg-463 mentation. The results show that it is hard to determine an optimal motion 464 likelihood threshold with reasonable precision and recall. A lower thresh-465 old gives a high recall value while many false positives have been generated.
466
Inversely, a high threshold will reduce the recall value. By using segmenta-467 tion, the detection accuracy can be increased: the recall, precision and the In the "Raw dataset" category, 2D bounding boxes of the moving objects 474 have been provided for several sequences with tracklets. We also used these 475 sequences to evaluate our system at the bounding box level. The ground 476 truth of the moving objects are generated by labeling them manually from In (a), the moving car has been well detected. In (b), the black one right in front of the camera has not been detected because the car locates nearly at the point of epipole. In (c), some background pixels have been detected as moving due to the occlusion in the next frame. In (d), the silvery car has not been detected because it is out of the detection range.
the tracklets for each frame. Here, only the moving objects whose distance 478 is less than 30m are considered. We employ the PASCAL challenge [40] 479 measure to evaluate the detection results:
where BB d and BB g are the detected and ground truth bounding boxes 481 of the objects. An object is considered to be correctly detected only when the cyclist have been detected in nearly all the frames. The good detection 496 performance benefits from the low camera speed and the relative simple street 497 environment. The van in the right image has not been detected due to the far 498 distant. Fig. 7-(b) and (c) give results of sequences 11 and 17 respectively.
499
In order to highlight the advantage of our proposal to consider the camera 500 pose and disparity uncertainty, we take the method presented in [15] (which 501 does not consider these uncertainties) as the baseline. In contrast with our 502 proposed method, the RIMF is directly used to detect moving objects. We 503 transform the RIMF into motion likelihood µ q as µ q = 1−exp(−|q|) and take 504 this value as the input of the segmentation step. The motion likelihood in-505 21 creases with the increasing of the RIMF. In order to achieve fair comparison, 506 we keep all the other steps and parameters as the same as in the proposed 507 approach. Besides the evaluation results mentioned above, we also tested our sys-516 tem on other scenarios in the KITTI dataset. Fig. 8a shows the detection 517 results in the campus sequence (Campus sequence 37). During this sequence, 518 the camera turned from left to right at a high speed: the vehicle direction 519 changes nearly of 90 degrees in 4.3 seconds. The experimental results show 520 that our algorithm can work well in this situation. The cyclists behind the 521 trees far from the camera can be detected. In Fig. 8a , the red rectangle 522 highlights the undetected moving objects. The cyclist has not been detected 523 by our algorithm because it does not appear in the right camera and the 3D 524 points cannot be reconstructed in the disparity map. Two pedestrians at the 525 left boundary of the second image have also been included in one rectangle 526 because they are not separable in the disparity space.
Method
527
We also tested our algorithm on a suburban highway sequence (Road 528 sequence 16) and the detection results are displayed in Fig. 8b In this case, the dense optical flow approach does not work well because 532 of the high changes between two successive frames. Then, sparse feature 533 tracking and matching between two stereo frames can be used for detecting 534 moving objects. A lower threshold is set in the feature extraction step to 535 make sure that we can obtain enough features on the moving objects. The 536 driving vehicles coming from the opposite direction were detected at a range 537 of 40 m, which remains sufficient for an appropriate reaction of the driver.
538
The white car moving in front of the camera was also properly detected even 539 as it moves in the same direction as the ego vehicle.
540
An interesting thing is that the proposed method can also detect forward 541 moving objects even if it stands in the center of Field-Of-View and has exactly 542 the same speed with the ego-vehicle, because the MOF is zero in this case, 543 while the GIMF caused by camera motion is not. Therefore, the forward 544 vehicle can be detected because the final RIMF is not zero. On the contrary, 545 the proposed method can also consider the distant background existing in 546 the center of FOV as static object because both the MOF and GIMF will be 547 zero in this case.
548
The last sequence we tested is taken in a crowded street 3 . The host vehicle moves slowly, which makes detecting moving objects easier. Slowly moving 550 objects can well be detected by our approach, even when they move on the 551 epipolar plane. Note that the algorithm also detected partially occluded 552 objects because dense disparity and optical flow maps are used. Some false 553 negative and false positive detection happen in the real image sequences, as 554 displayed in Fig. 9 , due to reflections on windows in the scene. In this paper, an approach has been proposed to detect moving objects 569 from two consecutive stereo frames. The ego-motion uncertainty is estimated 570 through a first-order error propagation model that is used to obtain the mo-
