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La politica economica di un Paese studia gli effetti dei poteri pubblici e dei soggetti privati 
sull’economia  allo  scopo  di  comprendere  i  meccanismi  che  la  reggono  e  allo  scopo  di 
modificarne l’andamento attraverso diverse forme di intervento. Il sistema economico è 
orientato  al  raggiungimento  di  obiettivi  finali  ed  intermedi.  Tra  i  primi  sono  presenti 
l’inflazione, la crescita del PIL e l’occupazione mentre tra quelli intermedi si considerano i 
tassi d’interesse e la circolazione monetaria. 
Le autorità di politica economica non possono influire direttamente sugli obiettivi finali 
ma, attraverso la politica monetaria, possono realizzare quelli intermedi. Per raggiungere 
tali obiettivi la politica monetaria è affidata alle banche centrali che variano ed orientano 
gli aggregati monetari, il credito e la finanza. 
La tesi argomenta uno degli obiettivi finali, l’inflazione, analizzando il fenomeno della 
predittività a partire dagli anni settanta ad oggi nel Regno Unito. 
L’insieme degli strumenti, delle decisioni e degli obiettivi che le autorità Britanniche di 
politica economica  hanno scelto nel corso della storia, ha preso forme diverse assegnando 
alla politica monetaria assetti e disposizioni distinte nell'arco dei decenni considerati. 
Nell’articolo di E. Nelson ”UK Monetary Policy 1972 1997: A Guide Using Taylor Rules”è 
stata operata dall’autore una suddivisione temporale del periodo intercorrente dal 1972 al 
1997 in cinque intervalli in base all’avvicendarsi dei diversi governi e delle strategie da 
essi attuati. 
Per verificare l’efficacia della politica economica attuata in ogni lasso di tempo esaminato, 
lo studioso inglese ha utilizzato la legge proposta da Taylor che indica come gli interessi 
nominali  siano relazionati positivamente all’inflazione e all’output gap. 
Riporto di seguito la formula di Taylor:  
 
Rt = (r* + ̟*) + 1.5( 4pt – ̟*) + 0.5Yt 
 
Con:   4 
Rt= tasso di interesse nominale; 
r*=tasso di interesse reale; 
̟*=target di inflazione annule; 
 4pt=inflazione annuale; 
Yt=output gap ,dato dalla differenza tra quello reale e quello potenziale; 
 
 
I valori di 1.5 e di 0.5 sono i parametri di riferimento introdotti da Taylor rispettivamente 
per  inflazione  ed  output  gap  nel  determinare  l’equilibrio  di  un  sistema  economico  di 
lungo periodo. 
In Appendice 1 sono riportati i risultati ottenuti da Nelson. La prima colonna riporta il 
periodo  di  tempo  su  cui  sono  state  calcolate  le  stime,  la  seconda  colonna  indica  il 
coefficiente dell’Inflazione mentre l’ultima indica il coefficiente dell’Output gap. 
Nel  primo  regime,  rappresentato  dai  primi  anni  settanta,  storicamente  la  politica 
monetaria  era  subordinata  ad  una  politica  orientata  alla  massimizzazione  del  reddito 
tramite manovre monetarie e fiscali espansive. 
Questa direttiva politica è stata imposta dal governo di E. Heath che fu primo ministro 
Britannico dal 1970 al 1974 e successivamente seguita dal laburista H. Wilson nel biennio 
1974 1976. 
Nella seconda metà di questo decennio le autorità, in capo al conservatore J. Callaghan, 
utilizzarono  la  strategia  del  “monetary  targeting”    chiamato  “Sterlin  M3  targeting” 
attraverso il quale si cercò di controllare il livello monetario. 
Il  terzo  e  il  quarto  regime  prendono  inizio  con  l’elezione  del  governo  conservatore  
condotto da M. Tatcher distinti però in base alle manovre condotte. 
Infatti  dal  1979  al  1987  i  policymakers  diedero  maggiore  importanza  al  controllo 
dell’inflazione,  permettendo  ampie  fluttuazioni  del  tasso  di  cambio  e  sospendendo  la 
strategia del M3 targeting nel 1985, mentre gli ultimi tre anni, che costituiscono il quarto 
regime, videro la decisione di ancorare in modo informale la Sterlina al Marco Tedesco. 
Il  periodo  che  inizia  dal  1992  con  l’avvento  del  governo  J.  Major    fu  caratterizzato 
dall’introduzione dell’ ”Inflation Targeting” , strategia  in vigore ancora oggi.   5 
 Osservando  la  tabella  riportata  in  Appendice  1  si  può  notare  come  solo  quest’ultimo 
regime sia sorretto dal “principio di Taylor”, presentando valori in linea con quelli teorici, 
infatti il coefficiente dell’inflazione è di 1.27 mentre quello dell’output gap è di 0.47. 
Il Regno Unito non è stato l’unico paese ad introdurre il sistema di  “Inflation Targeting”, 
il  primo  paese  fu  la  Nuova  Zelanda  nel  1990,  seguita  dal  Canada  nel  1991,  mentre  le 
autorità inglesi lo adottarono nel 1992. 
Con la strategia dell’ “Inflation Targeting” l’autorità di politica economica si propone di 
assegnare alla Banca Centrale un appropriato target di inflazione per garantire la stabilità 
dei prezzi e indirettamente dell’inflazione. 
La dichiarazione di un target esplicito ha lo scopo di annullare gli incentivi della Banca 
Centrale  ad  effettuare  sorprese  monetarie  e  in  questo  caso  il  Banchiere  cercherà  di 
raggiungere gli obiettivi annunciati per non subire perdite economiche o reputazionali. 
L’ Autorità preposta a fissare il target è il governo nella persona del Ministro delle Finanze 
che in consultazione con la Banca centrale fissa l’esplicito target numerico.  
In altri casi il target viene fissato dalla Banca Centrale, sempre in consultazione con il 
Ministro delle Finanze. 
L’Articolo 11 dello Statuto della Banca d’Inghilterra dichiara come obiettivo della politica 
monetaria  quello  di  “  mantenere  la  stabilità  dei  prezzi  per  supportare  la  politica 
economica del Governo di Sua Maestà”. 
L’indicatore convenzionale dell’inflazione è il tasso di variazione dell’indice dei prezzi al 
consumo  che  secondo  M.  Friedman,  nell’articolo  ”Unione  economica  e  monetaria 
europea”,  “…dovrebbe essere uguale a zero, poiché solo in questo modo i consumatori 
riescono a massimizzare l'utilità della moneta…”. 
Questo indicatore convenzionale presenta un problema in quanto tende a sovrastimare il 
vero tasso d’inflazione, sia perché non considera i miglioramenti qualitativi dei beni e 
servizi sia perché non considera l’effetto di sostituzione tra i beni. 
Un target del 2% sarebbe subottimale data la sovrastima degli indicatori, ecco perché si 
tende a porlo leggermente superiore, tra il 2 3 %. 
Il target, fissato dal Chancellor of the Exchequer (il Ministro delle Finanze), è attualmente 
il 2.5%. 
 Il Governatore della Banca Centrale ha l’obbligo di segnalare al Chancellor se l’inflazione 
devia più dell’1% dal target.   6 
Grazie  all’introduzione dell’ “Inflation Targeting” l’inflazione assume stabilità e ciò gioca 
un  ruolo  fondamentale  in  chiave  previsiva  in  quanto  riduce  la  difficoltà  di  prevedere 
l’andamento futuro. 
La  ricerca  vuole  dimostrare  come  fino  agli  anni  novanta  sia  stato  difficile  prevedere 
l’andamento di questo fattore macroeconomico ed inoltre  vuole dimostrare come negli 
ultimi vent’anni questa difficoltà si sia molto affievolita in favore di una predittività più 
attendibile.  
Nell’articolo“(Un)Predictability  and  Macroeconomic  Satibilty”  di  A.  D’Agostino, 
D.Giannone e P. Surico sono presentate diverse serie di indici macroeconomici elaborati 
con l’analisi statistica di modelli  a sostegno della teoria  che la difficoltà predittiva degli 
anni settanta e ottanta fu presente anche negli U.S.A. mentre negli ultimi vent’anni ciò non 
avvenne più  grazie al comportamento più stabile dell’inflazione. 
D’Agostino, Giannone e Surico hanno osservato inltre come il “Random Walk”, grazie alla 
sua semplicità e parsimonia, riesca a catturare il naturale andamento del fenomeno e come 
riesca a competere con modelli statisticamente più complessi come l’Ar(p) e l’ARMA. 
Nell’articolo  di  J.  Stock  e  M.  W.  Watson  “Has  inflation  become  harder  to  forecast”  si 
interpretano i cambiamenti sull’andamento dell’inflazione americana ipotizzando che essi 
siano la somma di due componenti, una costituita da un trend stocastico costante mentre 
l’altra da una componente transitoria incorrelata. 
Essi sostengono che dagli anni settanta ai primi anni ottanta la componente costante abbia 
assunto valori elevati in varianza mentre dagli anni novanta in poi questa componente 
abbia iniziato il suo declino e al giorno d’oggi segni i valori storici più bassi in assoluto. 
Ciò li ha condotti inoltre all’analisi delle previsioni date dalla curva di Philips, essi hanno 
mostrato come questo modello sia diventato meno attendibile nel corso degli anni rispetto 
alla maggiore affidabilità del modello naive.  
In particolare dal periodo che va dal 1970 al 1983 il “backwards looking Phillips Curve” 
possiede un valore del RMSE di 0.94 mentre nel campione che inizia nel 1984 e si conclude 
nel 2004 ottiene un valore di 1.32 segnando una performance peggiore. 
Questo andamento negativo trova la sua giustificazione non solo nell’analisi di predittori 
di attività come inflazione e licenze edilizie ma anche nello studio del tasso di capacità di 
utilizzo e degli indici coincidenti di attività reali.    7 
Nella  ricerca  concluderò  analizzando  la  relazione  tra  inflazione  e  disoccupazione 
utilizzando proprio la Curva di Phillips per osservare come queste due variabili possano 
rapportarsi, tenendo in considerazione il fatto che un livello di target di inflazione  troppo 














Per analizzare l’andamento dell’inflazione in Inghilterra ho utilizzato la serie trimestrale 
dell’Indice dei Prezzi al Consumo(CPI) a partire dal primo trimestre del 1971 fino al primo 
trimestre del 2007, utilizzando come fonte dati l’OECD (Organisation for Economics Co 
operation and Development)  
Il programma usato per la ricerca è E Views, adatto a gestire ed analizzare serie temporali 
sia economiche che finanziarie. 
Ho apportato due accorgimenti per ottenere la serie che la Banca d’Inghilterra utilizza nel 
fare analisi di politica monetaria, come prima cosa ho applicato una media mobile in modo 
da ridurre la stagionalità e successivamente ho trasformato la serie in modo da ottenere 
l’inflazione. 
La trasformazione adottata è la seguente: ((Pt P(t 4))/P(t 4))*100 
In  figura  1  presento  la  serie  del  Cpi  “aggiustata  stagionalmente”  e  trasformata  in 
inflazione :     
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Dal grafico si nota una forte variabilità nella parte iniziale, la serie tende a non essere 
stazionaria sia in media che in varianza, mentre nella seconda parte i valori tendono ad 
essere più stabili sul range 0 – 4,  annulando decisamente la non stazionarietà. 
La causa di questo riduzione in varianza è stata l’introduzione dell’Inflation Targeting da 
parte della politica economica inglese. 
Dalle considerazioni sorte in precedenza ho scelto come punto di Break l’ultimo trimestre 
del 1992, data in cui è entrato in vigore l’Inflation Targeting,in modo da dividere la serie in 
due sottocampioni. 
Attraverso questa divisione potrò analizzare la predittività dei due periodi e verificare gli 



























Per scegliere quali modelli si adattino meglio ai dati e quali siano i migliori in termini di 
predittività ho considerato: 
·  L’Analisi del correlogramma; 
·  Il P value della variabili; 
·  L’analisi dei residui; 
·  R²”aggiustato”; 
·  I Criteri di Akaike e Schwarz; 
·  Root Mean Squared Error(RMSE).   10 
Dal correlogramma, riportato in Appendice 2, si nota che l’autocorrelazione globale tende a 
zero, segno di non stazionarietà in media mentre la correlazione parziale è significativa 
solo ai primi due ritardi. 
Si possono ipotizzare vari modelli,tra cui: 
Ar(1), Ar(2), ARMA(1,1), ARMA(2,1) o ARMA(2,2) 
In Appendice 3 sono presenti le spiegazioni degli altri parametri di valutazione, mentre in 
Appendice 4 sono riportati i correlogrammi per i cinque modelli ipotizzati. 
Nella  stima  di  un  modello  ho  tenuto  in  considerazione  l’autocorrelazione  ed 
eteroschedasticità dei residui attivando l’opzione Newey West. 
L’Ar(1) presenta un p value significativo, un R²”aggiustato” del 95% circa, un valore di 3.4 
e 3.5 rispettivamente per i criteri di Akaike e Schwarz però dall’analisi del correlogramma 
dei residui si nota come essi siano correlati. 
 
Figura 2. Estimation Output dell’Ar(1) 
 
Dependent Variable: CPI 
Method: Least Squares 
Date: 10/26/07   Time: 16:38 
Sample(adjusted): 1972:2 2006:4 
Included observations: 139 after adjusting endpoints 
Convergence achieved after 2 iterations 
Newey-West HAC Standard Errors & Covariance (lag truncation=4) 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
AR(1)  0.986188  0.031498  31.30984  0.0000 
R-squared  0.946773     Mean dependent var  6.399401 
Adjusted R-squared  0.946773     S.D. dependent var  5.962459 
S.E. of regression  1.375596     Akaike info criterion  3.482819 
Sum squared resid  261.1325     Schwarz criterion  3.503931 
Log likelihood  -241.0560     Durbin-Watson stat  1.041990 
 
L’ Ar(2) possiede entrambi le variabili significative, un R²”aggiustato del 96%, valori di 
Akaike  e  Schwarz  di  3.2  e  cosa  più  importante  possiede  maggiore  incorrelazione  dei 
residui rispetto all’Ar(1), anche se non è del tutto soddisfacente.  
 
Figura 3.  Estimation Output dell’Ar(2) 
 
Dependent Variable: CPI 
Method: Least Squares 
Date: 10/26/07   Time: 16:45 
Sample(adjusted): 1972:3 2006:4   11 
Included observations: 138 after adjusting endpoints 
Convergence achieved after 3 iterations 
Newey-West HAC Standard Errors & Covariance (lag truncation=4) 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
AR(1)  1.464992  0.111100  13.18626  0.0000 
AR(2)  -0.484285  0.105503  -4.590268  0.0000 
R-squared  0.959311     Mean dependent var  6.399182 
Adjusted R-squared  0.959012     S.D. dependent var  5.984179 
S.E. of regression  1.211534     Akaike info criterion  3.236038 
Sum squared resid  199.6226     Schwarz criterion  3.278462 
Log likelihood  -221.2866     Durbin-Watson stat  1.989609 
 
I modelli ARMA(2,1) e ARMA(2,2) sono da scartare in quanto i p value di alcune variabili 
mi portano ad accetare l’ipotesi nulla di uguaglianza a zero. 
 
Figura 4.  Estimation Output dell’ARMA(2,1) 
 
Dependent Variable: CPI 
Method: Least Squares 
Date: 10/26/07   Time: 16:50 
Sample(adjusted): 1972:3 2006:4 
Included observations: 138 after adjusting endpoints 
Convergence achieved after 22 iterations 
Newey-West HAC Standard Errors & Covariance (lag truncation=4) 
Backcast: 1972:2 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
AR(1)  1.463991  0.225271  6.498789  0.0000 
AR(2)  -0.483297  0.215452  -2.243175  0.0265 
MA(1)  0.001317  0.319053  0.004128  0.9967 
R-squared  0.959311     Mean dependent var  6.399182 
Adjusted R-squared  0.958708     S.D. dependent var  5.984179 
S.E. of regression  1.216012     Akaike info criterion  3.250530 
Sum squared resid  199.6225     Schwarz criterion  3.314166 





Figura 5.  Estimation Output dell’ARMA(2,2) 
 
Dependent Variable: CPI 
Method: Least Squares 
Date: 10/26/07   Time: 16:51 
Sample(adjusted): 1972:3 2006:4 
Included observations: 138 after adjusting endpoints 
Convergence achieved after 71 iterations 
Newey-West HAC Standard Errors & Covariance (lag truncation=4) 
Backcast: 1972:1 1972:2 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
AR(1)  1.253466  0.086697  14.45800  0.0000 
AR(2)  -0.298387  0.082325  -3.624499  0.0004 
MA(1)  -0.002614  0.043610  -0.059933  0.9523 
MA(2)  0.910638  0.031079  29.30119  0.0000   12 
 
L’ARMA(1,1) invece  si adatta  bene ai dati con p value dei residui non troppo bassi. 
 
Figura 6. Estimation Output dell’ARMA(1,1) 
 
Dependent Variable: CPI 
Method: Least Squares 
Date: 10/26/07   Time: 16:47 
Sample(adjusted): 1972:2 2006:4 
Included observations: 139 after adjusting endpoints 
Convergence achieved after 7 iterations 
Newey-West HAC Standard Errors & Covariance (lag truncation=4) 
Backcast: 1972:1 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
AR(1)  0.978503  0.033362  29.33009  0.0000 
MA(1)  0.417974  0.123119  3.394891  0.0009 
R-squared  0.956930     Mean dependent var  6.399401 
Adjusted R-squared  0.956615     S.D. dependent var  5.962459 
S.E. of regression  1.241921     Akaike info criterion  3.285480 
Sum squared resid  211.3044     Schwarz criterion  3.327703 
Log likelihood  -226.3409     Durbin-Watson stat  1.845378 
 
Dai  risultati  di  stima  ho  deciso  di  utilizzare  l’Ar(2)  e  l’ARMA(1,1)  come  modelli  di 
riferimento. [si veda Appendice 5]  
Per valutare la capacità predittiva di ciascun modello ricorro al calcolo delle previsioni, 
considerando come indice di riferimento il RMSE(Root Mean Squared Error), un valore 
basso di quest’indice rappresenta buone capacità predittive e viceversa. 
Utilizzando E Views ho scelto di adottare previsioni statiche e non  dinamiche. 
Le  prime  sono  realizzate  utilizzando  il  vero  valore  precedente  e  non  possono  essere 
impiegate  per  previsioni  out of sample,  mentre  le  dinamiche  considerano  il  valore 
precedentemente previsto e possono realizzare previsioni out of sample.   
 
Figura 7. Stime di previsione per Ar(2) e ARMA(1,1) 
 















Forecast sample: 1971:1 2007:1
Adjusted sample: 1972:3 2007:1
Included observations: 138
Root Mean Squared Error  1.202722
Mean Absolute Error       0.739318
Mean Abs. Percent Error  13.86562
Theil Inequality Coefficient  0.069083
      Bias Proportion         0.008412
      Variance Proportion  0.000011
      Covariance Proportion  0.991578
 













Forecast sample: 1971:1 2007:1
Adjusted sample: 1972:2 2007:1
Included observations: 139
Root Mean Squared Error  1.232954
Mean Absolute Error       0.753567
Mean Abs. Percent Error  13.67659
Theil Inequality Coefficient  0.070957
      Bias Proportion         0.004293
      Variance Proportion  0.001173
      Covariance Proportion  0.994534
 
Dal confronto dei due indici si può affermare che l’Ar(2) sia leggermente migliore anche se 
entrambi risultano molto simili. 
Il mio obiettivo principale risiede nel paragone tra questi due modelli con il  Random 
Walk(RW). Ho scelto di utilizzare il Random Walk con costante(Drift)  poiché permette di 
catturare la riduzione dell’Inflazione nel campione di riferimento.[si veda Appendice 6]     
 
Figura 8.  Estimation Output del Random Walk 
 
Dependent Variable: D(CPI)   14 
Method: Least Squares 
Date: 10/26/07   Time: 17:37 
Sample(adjusted): 1972:2 2006:4 
Included observations: 139 after adjusting endpoints 
Newey-West HAC Standard Errors & Covariance (lag truncation=4) 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
C  -0.024173  0.158765  -0.152257  0.8792 
R-squared  0.000000     Mean dependent var  -0.024173 
Adjusted R-squared  0.000000     S.D. dependent var  1.380713 
S.E. of regression  1.380713     Akaike info criterion  3.490246 
Sum squared resid  263.0790     Schwarz criterion  3.511357 
Log likelihood  -241.5721     Durbin-Watson stat  1.048574 
 
Osservando la stima del RW in si nota come il p value della costante mi porti ad accettare 
l’ipotesi  nulla  di  uguaglianza  a  zero,  inoltre  il  correlogramma  dei  residui  presente  in 
Appendice 7 presenta forte correlazione, da tutto ciò sembrerebbe che il RW sia proprio da 
scartare invece se si osserva il RMSE per verificarne la predittività si scopre come questo 
modello sia davvero efficace.  
 













Forecast sample: 1971:1 2007:1
Adjusted sample: 1972:2 2007:1
Included observations: 139
Root Mean Squared Error  1.375738
Mean Absolute Error       0.846587
Mean Abs. Percent Error  14.38470
Theil Inequality Coefficient  0.078799
      Bias Proportion         0.000000
      Variance Proportion  0.000031
      Covariance Proportion  0.999969
 
Infatti  presenta  un  RMSE  di  1.37,leggermente  superiore  a  quello  dell’Ar(2)  e 
dell’ARMA(1,1) di solo 0.1. 
Dopo questa analisi si può concludere che l’Ar(2) e l’ARMA sono modelli che si adattano 
bene ai dati però non sono superiori al Random Walk al fine predittivo. 
Nell’introduzione avevo detto che grazie all’avvento dell’Inflation Targeting le difficoltà 
predittive si erano ridotte notevolmente infatti ho  scelto proprio come punto di Break il 
quarto trimestre del 1992, data in cui è entrata in vigore questa strategia.   15 
In questo modo ottengo due sottocampioni, il primo inizia nel primo trimestre del 1971 e 
finisce nel quarto del 1992, mentre il secondo sottocampione inizia nel 1993 e termina nel 
primo trimestre di quest’anno. 
In  questo  modo  potrò  constatare  le  difficoltà  predittive  del  passato  e  verificare 
l’attendibilità negli ultimi anni avvalendomi  del metodo utilizzato sulla serie intera.  



























RISULTATI DEL SOTTOCAMPIONE 1971:1 1992:4   16 
 
In figura 10 riporto l’estimation output e la stima di previsione  per Ar(2) mentre il grafico 
dei residui è riportato in Appendice 8. 
Figura 10 
Dependent Variable: CPI 
Method: Least Squares 
Date: 10/28/07   Time: 14:31 
Sample(adjusted): 1972:3 1992:4 
Included observations: 82 after adjusting endpoints 
Convergence achieved after 3 iterations 
Newey-West HAC Standard Errors & Covariance (lag truncation=3) 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
AR(1)  1.475809  0.109467  13.48182  0.0000 
AR(2)  -0.495351  0.104235  -4.752234  0.0000 
R-squared  0.932648     Mean dependent var  9.558885 
Adjusted R-squared  0.931806     S.D. dependent var  5.950608 
S.E. of regression  1.553945     Akaike info criterion  3.743558 
Sum squared resid  193.1795     Schwarz criterion  3.802259 












74 76 78 80 82 84 86 88 90 92
Forecast: CPIF
Actual: CPI
Forecast sample: 1971:1 1992:4
Adjusted sample: 1972:3 1992:4
Included observations: 82
Root Mean Squared Error  1.534877
Mean Absolute Error       1.061963
Mean Abs. Percent Error  11.78918
Theil Inequality Coefficient  0.068595
      Bias Proportion         0.010853
      Variance Proportion  0.001371
      Covariance Proportion  0.987776
 
Il  p value  dimostra  la  significatività  delle  variabili  presentando  valori  molto  bassi, 
l’R²”aggiustato” spiega il 93% delle osservazioni, i criteri di Akaike e Schwarz presentano 
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 In figura 11 riporto l’estimation output e la stima di previsione per l’ARMA(1,1) mentre il 
grafico dei residui è riportato in Appendice 8.   
 
Figura 11.  
Dependent Variable: CPI 
Method: Least Squares 
Date: 10/28/07   Time: 14:39 
Sample(adjusted): 1972:2 1992:4 
Included observations: 83 after adjusting endpoints 
Convergence achieved after 7 iterations 
Newey-West HAC Standard Errors & Covariance (lag truncation=3) 
Backcast: 1972:1 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
AR(1)  0.978311  0.036386  26.88685  0.0000 
MA(1)  0.426473  0.119692  3.563081  0.0006 
R-squared  0.928620     Mean dependent var  9.521183 
Adjusted R-squared  0.927739     S.D. dependent var  5.924178 
S.E. of regression  1.592506     Akaike info criterion  3.792296 
Sum squared resid  205.4221     Schwarz criterion  3.850581 












72 74 76 78 80 82 84 86 88 90 92
Forecast: CPIF
Actual: CPI
Forecast sample: 1971:1 1992:4
Adjusted sample: 1972:2 1992:4
Included observations: 83
Root Mean Squared Error  1.573202
Mean Absolute Error       1.094303
Mean Abs. Percent Error  12.21534
Theil Inequality Coefficient  0.070616
      Bias Proportion         0.005240
      Variance Proportion  0.000323
      Covariance Proportion  0.994437
 
Le stime sono simili a quelle dell’Ar(2) soltanto che in questo modello i residui hanno un 
grado  minore  di  incorrelazione  e  il  RMSE  è  di  1.57  leggermente  più  alto  del  modello 
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In  figura  12  riporto  l’estimation  output  e  la  stima  di  previsione  per  il  Random  Walk 
mentre il grafico dei residui è riportato in Appendice 8.   
 
Figura 12.  
Dependent Variable: D(CPI) 
Method: Least Squares 
Date: 10/28/07   Time: 14:43 
Sample(adjusted): 1972:2 1992:4 
Included observations: 83 after adjusting endpoints 
Newey-West HAC Standard Errors & Covariance (lag truncation=3) 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
C  -0.046315  0.268802  -0.172302  0.8636 
R-squared  0.000000     Mean dependent var  -0.046315 
Adjusted R-squared  0.000000     S.D. dependent var  1.774518 
S.E. of regression  1.774518     Akaike info criterion  3.996910 
Sum squared resid  258.2109     Schwarz criterion  4.026052 











72 74 76 78 80 82 84 86 88 90 92
Forecast: CPIF
Actual: CPI
Forecast sample: 1971:1 1992:4
Adjusted sample: 1972:2 1992:4
Included observations: 83
Root Mean Squared Error  1.763796
Mean Absolute Error       1.259392
Mean Abs. Percent Error  13.95190
Theil Inequality Coefficient  0.078853
      Bias Proportion         0.000000
      Variance Proportion  0.000553
      Covariance Proportion  0.999447
 
Il p value della costante è statisticamente uguale a zero, l’R²”aggiustato” non spiega nulla 
e il grafico dei residui mostra totale correlazione, però il RMSE è di 1.76 simile a quelli 
calcolati per Ar(2) e ARMA. 
Riporterò  ora i risultati per il secondo sottocampione allo scopo di osservare le differenze 
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RISULTATI DEL SOTTOCAMPIONE 1993:1 2007:1 
 
In figura 13 riporto l’estimation output per l’Ar(2).   
 
Figura 13.  
Dependent Variable: CPI 
Method: Least Squares 
Date: 10/28/07   Time: 15:03 
Sample(adjusted): 1993:3 2006:4 
Included observations: 54 after adjusting endpoints 
Convergence achieved after 3 iterations 
Newey-West HAC Standard Errors & Covariance (lag truncation=3) 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
AR(1)  0.879830  0.126571  6.951270  0.0000 
AR(2)  0.110367  0.122330  0.902210  0.3711 
R-squared  0.758238     Mean dependent var  1.741417 
Adjusted R-squared  0.753589     S.D. dependent var  0.597093 
S.E. of regression  0.296396     Akaike info criterion  0.442094 
Sum squared resid  4.568234     Schwarz criterion  0.515760 
Log likelihood  -9.936532     Durbin-Watson stat  1.948408 
 
Il p value della variabile Ar(2) risulta statisticamente uguale a zero, la si può eliminare 
stimando solo un Ar(1). 
In figura 14 riporto l’estimation output e la stima di previsione per l’Ar(1) mentre il grafico 
dei residui è riportato in Appendice 9.  
 
Figura 14. 
Dependent Variable: CPI 
Method: Least Squares 
Date: 10/28/07   Time: 15:10 
Sample(adjusted): 1993:2 2006:4 
Included observations: 55 after adjusting endpoints 
Convergence achieved after 2 iterations 
Newey-West HAC Standard Errors & Covariance (lag truncation=3) 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
AR(1)  0.993112  0.020883  47.55538  0.0000 
R-squared  0.761638     Mean dependent var  1.760319 
Adjusted R-squared  0.761638     S.D. dependent var  0.607921 
S.E. of regression  0.296801     Akaike info criterion  0.426503 
Sum squared resid  4.756898     Schwarz criterion  0.463000 











1994 1996 1998 2000 2002 2004 2006
Forecast: CPIF
Actual: CPI
Forecast sample: 1993:1 2007:1
Adjusted sample: 1993:2 2007:1
Included observations: 55
Root Mean Squared Error  0.294090
Mean Absolute Error       0.240050
Mean Abs. Percent Error  15.24274
Theil Inequality Coefficient  0.079534
      Bias Proportion         0.004414
      Variance Proportion  0.002672
      Covariance Proportion  0.992914
 
L’Ar(1)  presenta    il  valore  dell’R²”aggiustato”  pari  al  76%,mentre  i  criteri  di  Akaike  e 
Schwarz sono di 0.4 e 0.5, il grafico dei residui mostra forte incorrelazione in quanto i p 
value hanno valori alti mentre il valore del RMSE è di 0.29. 
In figura 15 riporto l’estimation output e la stima di previsione per l’ARMA(1,1) mentre il 
grafico dei residui è riportato in Appendice 9.   
 
Figura 15.  
Dependent Variable: CPI 
Method: Least Squares 
Date: 10/28/07   Time: 15:20 
Sample(adjusted): 1993:2 2006:4 
Included observations: 55 after adjusting endpoints 
Convergence achieved after 7 iterations 
Newey-West HAC Standard Errors & Covariance (lag truncation=3) 
Backcast: 1993:1 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
AR(1)  0.995410  0.020264  49.12173  0.0000 
MA(1)  -0.132862  0.127552  -1.041633  0.3023 
R-squared  0.765306     Mean dependent var  1.760319 
Adjusted R-squared  0.760877     S.D. dependent var  0.607921 
S.E. of regression  0.297274     Akaike info criterion  0.447362 
Sum squared resid  4.683713     Schwarz criterion  0.520356 
Log likelihood  -10.30246     Durbin-Watson stat  1.947822 











1994 1996 1998 2000 2002 2004 2006
Forecast: CPIF
Actual: CPI
Forecast sample: 1993:1 2007:1
Adjusted sample: 1993:2 2007:1
Included observations: 55
Root Mean Squared Error  0.291819
Mean Absolute Error       0.239977
Mean Abs. Percent Error  15.15480
Theil Inequality Coefficient  0.078936
      Bias Proportion         0.003488
      Variance Proportion  0.007052
      Covariance Proportion  0.989460
 
Il  p value  della  variabile  Ma(1)  è  statisticamente  uguale  a  zero,  la  si  può  eliminare 
riportando  il  modello  alla  forma  di  un  Ar(1),  ho  comunque  riportato  tutte  le  stime 
dell’ARMA(1,1) 
In  figura  16  riporto  l’estimation  output  e  la  stima  di  previsione  per  il  Random  Walk 
mentre il grafico dei residui è riportato in Appendice 9.   
 
Figura 16.  
Dependent Variable: D(CPI) 
Method: Least Squares 
Date: 10/28/07   Time: 15:24 
Sample(adjusted): 1993:2 2006:4 
Included observations: 55 after adjusting endpoints 
Newey-West HAC Standard Errors & Covariance (lag truncation=3) 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
C  0.007466  0.037088  0.201292  0.8412 
R-squared  0.000000     Mean dependent var  0.007466 
Adjusted R-squared  0.000000     S.D. dependent var  0.296984 
S.E. of regression  0.296984     Akaike info criterion  0.427735 
Sum squared resid  4.762761     Schwarz criterion  0.464232 
Log likelihood  -10.76271     Durbin-Watson stat  2.205700 











1994 1996 1998 2000 2002 2004 2006
Forecast: CPIF
Actual: CPI
Forecast sample: 1993:1 2007:1
Adjusted sample: 1993:2 2007:1
Included observations: 55
Root Mean Squared Error  0.294271
Mean Absolute Error       0.240580
Mean Abs. Percent Error  15.39103
Theil Inequality Coefficient  0.079159
      Bias Proportion         0.000000
      Variance Proportion  0.001430
      Covariance Proportion  0.998570
 
I valori di Akaike e Schwarz e il valore del RMSE sono molto simili a quelli calcolati per 




La  prima  differenza  nei  due  sottocampioni  consiste  nei  valori  dei  criteri  di  Akaike  e 
Schwarz per i modelli autoregressivi, nel primo sottocampione essi hanno un valore pari 
circa a 3.7 mentre nel secondo il loro valore diminuisce notevolmente facendo segnare 0.4,  
rapprsentativo di  un miglioramento nella stima. 
Negli  anni  di  forte  variabilità  dell’inflazione,  l’Ar(2)  e  l’ARMA(1,1)  non  riescono  ad 
adattarsi bene ai dati e presentano entrambi un RMSE di  circa  1.55,  il Random Walk 
invece presenta    risultati di stima peggiori ma il suo RMSE è di 1.76, poco più elevato 
rispetto  agli  altri  due.  Nel  secondo  sottocampione  invece  l’Ar(2)  e  l’ARMA(1,1)  non 
possono più essere considerati come modelli di riferimento in quanto solo la variabile 
Ar(1)  risulta  significativa  infatti  in  questo  sottocampione  ho  analizzato  e  preso  come 
modello di riferimento solo  l’Ar(1) che presenta valore del RMSE di 0.29. 
Il Random Walk, come nel primo sottocampione non si adatta ai dati ma segue gli altri 
modelli  nel  miglioramento  delle  capacità  predittive  facendo  segnare  un  anche  lui  un 
RMSE di 0.29. 
Da questa prima analisi si può affermare che il RW sia in grado di competere con modelli 
come ARMA e AR(p),infatti possiedono valori del RMSE simili.   23 
Per approfondire la mia analisi utilizzero una divisione del campione diversa da quella 
appena adottata, il primo sottocampione inizia sempre nel 1971:1 ma finisce nel 1982:1, il 










RISULTATI DEL SOTTOCAMPIONE 1971:1 1982:1 
(previsioni fino al punto di break nel 1992:4) 
 
In figura 17 riporto l’estimation output e la stima di previsione per l’Ar(2) mentre il grafico 
dei residui è riportato in Appendice 10.   
 
Figura 17.  
Dependent Variable: CPI 
Method: Least Squares 
Date: 10/28/07   Time: 15:37 
Sample(adjusted): 1972:3 1981:1 
Included observations: 35 after adjusting endpoints 
Convergence achieved after 3 iterations 
Newey-West HAC Standard Errors & Covariance (lag truncation=3) 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
AR(1)  1.502276  0.127333  11.79805  0.0000 
AR(2)  -0.519894  0.123789  -4.199829  0.0002 
R-squared  0.830850     Mean dependent var  14.81957 
Adjusted R-squared  0.825725     S.D. dependent var  5.286592 
S.E. of regression  2.206957     Akaike info criterion  4.476551 
Sum squared resid  160.7317     Schwarz criterion  4.565428 
Log likelihood  -76.33965     Durbin-Watson stat  1.963324 









73 74 75 76 77 78 79 80 81
Forecast: CPIF
Actual: CPI
Forecast sample: 1971:1 1992:4
Adjusted sample: 1972:3 1982:2
Included observations: 39
Root Mean Squared Error  2.052356
Mean Absolute Error       1.597993
Mean Abs. Percent Error  11.26713
Theil Inequality Coefficient  0.067423
      Bias Proportion         0.017984
      Variance Proportion  0.028568
      Covariance Proportion  0.953448
 
I p value delle variabili sono significativi, i valori di Akaike e Schwarz  risultano essere 
troppo alti anche se i residui presentano un grado di incorrelazione adeguato mentre il 







In figura 18 riporto l’estimation output e la stima di previsione per l’ARMA(1,1)mentre il 
grafico dei residui è riportato in Appendice 10.   
 
Figura 18. 
Dependent Variable: CPI 
Method: Least Squares 
Date: 10/28/07   Time: 15:38 
Sample(adjusted): 1972:2 1981:1 
Included observations: 36 after adjusting endpoints 
Convergence achieved after 6 iterations 
Newey-West HAC Standard Errors & Covariance (lag truncation=3) 
Backcast: 1972:1 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
AR(1)  0.984939  0.044750  22.00984  0.0000 
MA(1)  0.453072  0.146206  3.098861  0.0039 
R-squared  0.831385     Mean dependent var  14.58652 
Adjusted R-squared  0.826425     S.D. dependent var  5.394890 
S.E. of regression  2.247635     Akaike info criterion  4.511587 
Sum squared resid  171.7634     Schwarz criterion  4.599560 
Log likelihood  -79.20857     Durbin-Watson stat  1.835734 










72 73 74 75 76 77 78 79 80 81
Forecast: CPIF
Actual: CPI
Forecast sample: 1971:1 1992:4
Adjusted sample: 1972:2 1982:2
Included observations: 40
Root Mean Squared Error  2.095460
Mean Absolute Error       1.616085
Mean Abs. Percent Error  11.46750
Theil Inequality Coefficient  0.069581
      Bias Proportion         0.011271
      Variance Proportion  0.007075
      Covariance Proportion  0.981654
 
I valori di stima dell’ARMA sono simili a quelli dell’Ar(2) solo che il RMSE è leggermente 









In  figura  19  riporto  l’estimation  output  e  la  stima  di  previsione  per  il  Random  Walk 
mentre il grafico dei residui è riportato in Appendice 10.   
 
Figura 19.  
Dependent Variable: D(CPI) 
Method: Least Squares 
Date: 10/28/07   Time: 15:42 
Sample(adjusted): 1972:2 1981:1 
Included observations: 36 after adjusting endpoints 
Newey-West HAC Standard Errors & Covariance (lag truncation=3) 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
C  0.152616  0.573894  0.265931  0.7919 
R-squared  0.000000     Mean dependent var  0.152616 
Adjusted R-squared  0.000000     S.D. dependent var  2.498424 
S.E. of regression  2.498424     Akaike info criterion  4.696582 
Sum squared resid  218.4743     Schwarz criterion  4.740569 
Log likelihood  -83.53848     Durbin-Watson stat  0.991375 










72 73 74 75 76 77 78 79 80 81
Forecast: CPIF
Actual: CPI
Forecast sample: 1971:1 1992:4
Adjusted sample: 1972:2 1982:2
Included observations: 40
Root Mean Squared Error  2.364102
Mean Absolute Error       1.845017
Mean Abs. Percent Error  12.97142
Theil Inequality Coefficient  0.078036
      Bias Proportion         0.000000
      Variance Proportion  0.001640
      Covariance Proportion  0.998360
 
Il Random Walk come sempre non si adatta bene ai dati ma il RMSE è poco superiore a 










RISULTATI DEL SOTTCAMPIONE 1993:1 2000:1 
(previsioni fino all’ultima osservazione nel 2007:1) 
 
In figura 20 riporto l’estimation output per l’Ar(2). 
 
Figura 20.  
Dependent Variable: CPI 
Method: Least Squares 
Date: 10/28/07   Time: 15:46 
Sample(adjusted): 1993:3 2000:1 
Included observations: 27 after adjusting endpoints 
Convergence achieved after 3 iterations 
Newey-West HAC Standard Errors & Covariance (lag truncation=2) 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
AR(1)  0.920837  0.145333  6.336030  0.0000 
AR(2)  0.036377  0.128065  0.284051  0.7787   27 
R-squared  0.780448     Mean dependent var  1.894239 
Adjusted R-squared  0.771666     S.D. dependent var  0.598304 
S.E. of regression  0.285895     Akaike info criterion  0.404804 
Sum squared resid  2.043401     Schwarz criterion  0.500792 
Log likelihood  -3.464852     Durbin-Watson stat  1.870762 
 
Il p value della variabile Ar(2) risulta non significativo e porta a ridurre il modello ad un 
Ar(1). 
In figura 21 riporto l’estimation output e la stima di previsione per l’Ar(1) mentre il grafico 
dei residui è riportato in Appendice 11.   
 
Figura 21. 
Dependent Variable: CPI 
Method: Least Squares 
Date: 10/28/07   Time: 15:48 
Sample(adjusted): 1993:2 2000:1 
Included observations: 28 after adjusting endpoints 
Convergence achieved after 2 iterations 
Newey-West HAC Standard Errors & Covariance (lag truncation=3) 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
AR(1)  0.966747  0.025100  38.51648  0.0000 
R-squared  0.778136     Mean dependent var  1.925909 
Adjusted R-squared  0.778136     S.D. dependent var  0.610568 
S.E. of regression  0.287592     Akaike info criterion  0.380514 
Sum squared resid  2.233149     Schwarz criterion  0.428093 










1994 1995 1996 1997 1998 1999
Forecast: CPIF
Actual: CPI
Forecast sample: 1993:1 2007:1
Adjusted sample: 1993:3 2000:2
Included observations: 27
Root Mean Squared Error  0.275103
Mean Absolute Error       0.219246
Mean Abs. Percent Error  12.60178
Theil Inequality Coefficient  0.069697
      Bias Proportion         0.000052
      Variance Proportion  0.049564
      Covariance Proportion  0.950384
 
 
In figura 22 riporto l’estimation output e la stima di previsione per l’ARMA(1,1)mentre il 
grafico dei residui è riportato in Appendice 11.   
 
Figura 22.    28 
Dependent Variable: CPI 
Method: Least Squares 
Date: 10/28/07   Time: 15:50 
Sample(adjusted): 1993:2 2000:1 
Included observations: 28 after adjusting endpoints 
Convergence achieved after 7 iterations 
Newey-West HAC Standard Errors & Covariance (lag truncation=3) 
Backcast: 1993:1 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
AR(1)  0.967359  0.024341  39.74128  0.0000 
MA(1)  -0.059028  0.148992  -0.396186  0.6952 
R-squared  0.778743     Mean dependent var  1.925909 
Adjusted R-squared  0.770233     S.D. dependent var  0.610568 
S.E. of regression  0.292670     Akaike info criterion  0.449205 
Sum squared resid  2.227045     Schwarz criterion  0.544363 










1993 1994 1995 1996 1997 1998 1999
Forecast: CPIF
Actual: CPI
Forecast sample: 1993:1 2007:1
Adjusted sample: 1993:2 2000:2
Included observations: 28
Root Mean Squared Error  0.282024
Mean Absolute Error       0.228713
Mean Abs. Percent Error  12.95706
Theil Inequality Coefficient  0.070273
      Bias Proportion         0.000000
      Variance Proportion  0.069793
      Covariance Proportion  0.930207
 
Il  p value  della  variabile  ma(1)  risulta  essere  non  significativo  e  mi  porta  a  ridurre  il 
modello ad un Ar(1),indipendentemente da questa considerazione ho riportato le stime 
per l’ARMA(1,1). 
In  figura  23  riporto  l’estimation  output  e  la  stima  di  previsione  per  il  Random  Walk 
mentre il grafico dei residui è riportato in Appendice 11.   
 
Figura 23.  
Dependent Variable: D(CPI) 
Method: Least Squares 
Date: 10/28/07   Time: 15:52 
Sample(adjusted): 1993:2 2000:1 
Included observations: 28 after adjusting endpoints 
Newey-West HAC Standard Errors & Covariance (lag truncation=3) 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
C  -0.065279  0.051059  -1.278504  0.2120 
R-squared  0.000000     Mean dependent var  -0.065279 
Adjusted R-squared  0.000000     S.D. dependent var  0.288417 
S.E. of regression  0.288417     Akaike info criterion  0.386241   29 
Sum squared resid  2.245976     Schwarz criterion  0.433820 











1993 1994 1995 1996 1997 1998 1999
Forecast: CPIF
Actual: CPI
Forecast sample: 1993:1 2007:1
Adjusted sample: 1993:2 2000:2
Included observations: 28
Root Mean Squared Error  0.283220
Mean Absolute Error       0.227438
Mean Abs. Percent Error  12.55607
Theil Inequality Coefficient  0.070450
      Bias Proportion         0.000000
      Variance Proportion  0.029903
      Covariance Proportion  0.970097
 
Il Random Walk presenta sempre la correlazione dei residui e la non significatività della 











Adottando questa divisione del campione sono arrivato ai risultati trovati con la divisione 
precedente,  infatti  nel  primo  sottocampione  i  modelli  non  si  adattano  bene  ai  dati  e 
presentano valori dei criteri di Akaike e Schwarz alti mentre nel secondo sottocampione si 
hanno  modelli  con  residui  incorrelati  e  i  criteri  di  Akaike  e  Schwarz  migliorano 
diventando più bassi. 
Nel  sottocampione  che  parte  dal  1993  i  modelli  Ar(2)  e  ARMA(1,1)  presentano 
significatività solo della variabile Ar(1) come era successo in precedenza. 
Il RMSE dei modelli Ar(2) e ARMA nel primo sottocampione è di 2.10 circa mentre nel 
secondo sottocampione l’Ar(1) fa registrare un valore di circa 0.30, il Random Walk riesce   30 
a  competere  con  l’Ar(2)  e  l’ARMA(1,1)  nella  prima  parte  del  campione,  inoltre  nella 






















CURVA DI PHILLIPS 
 
La teoria macroeconomica afferma l’esistenza di una relazione negativa tra Inflazione e 
Disoccupazione. 
Io cercherò di dimostrare questa relazione con la serie dell’inflazione che ho utilizzato 
precedentemente e con la serie della disoccupazione che proviene dalla medesima fonte di 
dati. 
Una  prima  analisi  consiste  nel  vedere  la  relazione  che  esiste  tra  questi  due  fattori 

















La relazione negativa è presente ed è più marcata da metà campione alla fine. 
Con il fine di valutare la relazione tra questi due fattori macroeconimici ho stimato un 









In figura 25 riporto l’estimation output. 
 
Figura 25. 
Dependent Variable: CPI 
Method: Least Squares 
Date: 10/28/07   Time: 17:01 
Sample(adjusted): 1972:2 2006:4 
Included observations: 139 after adjusting endpoints 
Convergence achieved after 10 iterations   32 
Newey-West HAC Standard Errors & Covariance (lag truncation=4) 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
DIS  -0.925571  0.590824  -1.566577  0.1195 
AR(1)  0.994877  0.014670  67.81814  0.0000 
R-squared  0.948714     Mean dependent var  6.399401 
Adjusted R-squared  0.948340     S.D. dependent var  5.962459 
S.E. of regression  1.355200     Akaike info criterion  3.460059 
Sum squared resid  251.6097     Schwarz criterion  3.502282 
Log likelihood  -238.4741     Durbin-Watson stat  1.072599 
 
Dai  risultati  si  nota  che  la  variabile  disoccupazione  è  statisticamente  uguale  a  zero, 
affinché risultasse significativa ho provato a ritardala di un periodo, la stima in figura 26. 
 
Figura 26. 
Dependent Variable: CPI 
Method: Least Squares 
Date: 10/28/07   Time: 17:04 
Sample(adjusted): 1972:2 2006:4 
Included observations: 139 after adjusting endpoints 
Convergence achieved after 9 iterations 
Newey-West HAC Standard Errors & Covariance (lag truncation=4) 
Variable  Coefficient  Std. Error  t-Statistic  Prob. 
DIS(-1)  -1.275673  0.449073  -2.840682  0.0052 
AR(1)  0.996295  0.010951  90.98026  0.0000 
R-squared  0.950502     Mean dependent var  6.399401 
Adjusted R-squared  0.950141     S.D. dependent var  5.962459 
S.E. of regression  1.331366     Akaike info criterion  3.424572 
Sum squared resid  242.8373     Schwarz criterion  3.466795 
Log likelihood  -236.0078     Durbin-Watson stat  1.169413 
 
Sembra che ritardando la disoccupazione il modello migliori, infatti in figura 27 riporto 







Dependent Variable: CPI 
Method: Least Squares 
Date: 10/28/07   Time: 17:06 
Sample(adjusted): 1972:2 2006:4 
Included observations: 139 after adjusting endpoints 
Convergence achieved after 8 iterations 
Newey-West HAC Standard Errors & Covariance (lag truncation=4)   33 
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
DIS(-2)  -1.676335  0.515631  -3.251038  0.0014 
AR(1)  0.997596  0.008608  115.8902  0.0000 
R-squared  0.953264     Mean dependent var  6.399401 
Adjusted R-squared  0.952923     S.D. dependent var  5.962459 
S.E. of regression  1.293693     Akaike info criterion  3.367163 
Sum squared resid  229.2889     Schwarz criterion  3.409386 
Log likelihood  -232.0178     Durbin-Watson stat  1.158286 
 
Il t test della disoccupazione( 2) è di  3.25 però il suo p value è di 0.0014, ho provato a 
ritardare la disoccupazione di un alto periodo però il suo p value non diminuiva ma al 
contrario cresceva. 
Una volta deciso di adottare questo modello ho stimato F test (test di Wald) per decidere 
se la variabile della disoccupazione risultasse statisticamente uguale a zero oppure no. [si 
veda Appendice 12] 
 





Test Statistic  Value    df      Probability 
F-statistic  6831.222  (2, 137)    0.0000 
Chi-square  13662.44  2    0.0000 
       
 
La Prob. della F statistic è bassa e il test di uguaglianza a zero dei coefficienti è rifiutato, si 
può affermare che il modello sia buono. 
La significatività della disoccupazione( 2) dimostra come ci sia ritardo nella trasmissione 
tra eccesso di domanda e variazione dei prezzi. 
Stock  e  Watson  nella    ricerca  compiuta  sulla  realtà  americana  aveva  notato  come  la 
relazione tra inflazione ed Outgap sia talmente bassa in termini di R² da non riuscire ad 
utilizzarla per un miglioramento delle previsioni out of sample. 
In questo caso invece la relazione tra inflazione e disoccupazione in termini di R² è del 
95%,  perciò stando alle conclusioni proposte dai due studiosi questo dovrevve essere utile 
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CONCLUSIONE 
 
I  risultati  della  ricerca  hanno  verificato  l’ipotesi  iniziale,  l’introduzione  dell’”Inflation 
Targeting” da parte delle autorità di politica monetaria è stata efficace. 
Le capacità predittive dei modelli si sono notevolmente migliorate, prima del 1992 i valori 
del RMSE erano poco meno di due invece dopo questa data si rilevano valori prossimo 
allo zero. 
Un dato rilevante da prendere in considerazione è il progressivo deterioramento subito 
dai modelli Ar(p) e ARMA, nei due sottocampioni che iniziano nel 1993 l’unica variabile 
che è sempre rimasta significativa è quella Ar(1). Questo risultato è in linea con quanto 
sostenuto  da  Nelson,  che  aveva  dimostrato  come  il  basso  ordine  dei  coefficienti  dei 
modelli autoregressivi abbia avuto un cambiamento diventando meno accurato a partire 
dal 1984.  
Durante la mia argomentazione ho verificato l’adattabilità del Random Walk che grazie 
alla sua semplicità e naturalezza si adatta a qualsiasi tipo di situazione, riuscendo anche a 
competere con modelli più complessi. Questo risultato è presente anche nelle conclusioni 
dell’articolo  “(Un)Predictability and Macroeconomic Satibilty” in cui si esprime come le 
capacità predittive del modello Random Walk siano allo stesso livello di quelle fornite da 
modelli meno parsimoniosi e più sofisticati. 
Un ulteriore dato interessante da evidenziare consiste nel fatto che i modelli stimati sul 
campione  1993 2000  possiedo  migliori  capacità  predittive,  anche  se  lievi,  rispetto  al 
campione 1993 2007 che può contare su un numero maggiore di osservazioni. 
Questa piccola differenza trova giustificazione nelle oscillazioni della borsa nella parte più 
recente del campione o alla borsa “speculativa” relativa al mercato immobiliare che hanno 
effetti indiretti ma considerevoli sull’ andamento dell’inflazione. 
Nel Regno Unito i mercati dei mutui immobiliari sono molto liberalizzati, esiste infatti un 
ventaglio più ampio di strumenti finanziari che permette con maggiore facilità l’accesso 
all’indebitamento quindi la Banca d’Inghilterra deve mantenere un occhio di riguardo per 
l’andamento di questo mercato.  
La situazione attuale è molto simile a quella esistita a cavallo tra la fine degli anni ottanta e 
l’inizio degli anni  novanta in cui le quotazioni del mercato immobiliare erano in forte 
aumento causando un “surriscaldamento” del sistema economico.   36 
L’aumento del valore reale della ricchezza finanziaria aumentò la disponibilità di spesa da 
parte degli agenti economici, favorì l’indebitamento delle famiglie, esercitò un apressione 
verso l’alto dei consumi, incrementò il reddito e  generò inflazione. 
A differenza del passato, in cui ci si è trovati a fronteggiare mutui accesi per prezzi non 
più di mercato ma di valori “gonfiati”, oggi la percentuale finanziata è molto più bassa e la 
Banca Centrale è pronta ad intervenire per correggere eccessi di valutazione.  
Resta comunque il fatto che le migliori capacità predittive appartengono ai modelli stimati 






























Risultati ottenuti da Nelson: 
 
Intervalli temporali  Coefficiente dell’inflazione di LP  Coefficiente dell’Outpit Gap di LP 
1972 1976  0.12  0.57 
1976 1979  0.62  0.11 
1979 1987  0.38  0.16 
1987 1990  0.00  0.45 
1990 1997  1.27  0.47 
 
Appendice 2. 
correlogramma dell’Inflazione sulla serie 1971-2007: 
 
Autocorrelation  Partial Correlation  
       .|*******|         .|*******|  1 
       .|*******|      ****|.      |  2 
       .|*******|         .|.      |  3 
       .|****** |         .|*      |  4 
       .|****** |         .|**     |  5 
       .|*****  |        **|.      |  6 
       .|*****  |         *|.      |  7 
       .|*****  |         .|.      |  8 
       .|****   |         .|**     |  9 
       .|****   |         *|.      |  10   38 
       .|****   |         .|.      |  11 
       .|****   |         .|.      |  12 
       .|***    |         .|**     |  13 
       .|***    |         .|*      |  14 
       .|***    |         .|.      |  15 
       .|****   |         .|.      |  16 
 
 
Appendice 3.  
Parametri di valutazione di modelli 
 
P value (Prob.) 
 
Se le variabili hanno un P value alto(>0.05)sono statisticamente uguali a zero e si accetta 
l’ipotesi  nulla  di  uguaglianza  a  zero  eliminando  la  variabile  mentre  se  hanno  P value 





Questo indice è dato dalla normalizzazione del coefficiente di determinazione multipla R² 
e serve per misurare il grado di bontà del modello stimato. 
R²”aggiustato”=1 [(n 1)/(n p)]*(1 R²), 
con n 1 gradi di libertà del modello completo e n p del modello ridotto. 
L’indice varia tra 0 e 1,se il valore è vicino ad uno il modello va bene.  
 
Criteri di Akaike e Schwarz 
 
Questi  due  indici  sono  utili  al  fine  di  evitare  la  sovrapparametrizzazione  del  modello 
assegnando ad ogni variabile introdotta un costo. 
Per ottenere delle buone stime i valori devono essere bassi,vicino allo zero. 
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Analisi dei residui 
 
Per ottenere dei modelli con residui incorrelati il P value dei vari ritardi deve avere un 
valore alto(>0.05) in caso contrario i residui saranno tra loro correlati. 









Modelli a confronto 
 
Correlogramma dell’Ar(1) 
Autocorrelation  Partial Correlation     Prob 
       .|****   |         .|****   |  1   
       .|**     |         .|.      |  2  0.000 
       *|.      |        **|.      |  3  0.000 
      **|.      |        **|.      |  4  0.000 
       *|.      |         .|**     |  5  0.000 
       .|.      |         .|*      |  6  0.000 
       .|*      |         *|.      |  7  0.000 
       .|.      |        **|.      |  8  0.000 
       .|.      |         .|*      |  9  0.000 
       *|.      |         .|.      |  10  0.000 
       *|.      |         .|.      |  11  0.000 
       *|.      |       ***|.      |  12  0.000 
      **|.      |         *|.      |  13  0.000 
      **|.      |         .|*      |  14  0.000 
      **|.      |         *|.      |  15  0.000 
       .|.      |         *|.      |  16  0.000 
       .|*      |         .|**     |  17  0.000 
       .|**     |         .|*      |  18  0.000 
       .|**     |         .|*      |  19  0.000 
       .|*      |         .|.      |  20  0.000 
 
Correlogramma dell’Ar(2): 
Autocorrelation  Partial Correlation     Prob 
       .|.      |         .|.      |  1   
       .|*      |         .|*      |  2     40 
       *|.      |         .|.      |  3  0.226 
     ***|.      |       ***|.      |  4  0.000 
       .|.      |         .|.      |  5  0.001 
       .|.      |         .|*      |  6  0.001 
       .|*      |         .|*      |  7  0.001 
       *|.      |        **|.      |  8  0.002 
       .|.      |         .|.      |  9  0.003 
       *|.      |         .|.      |  10  0.005 
       .|.      |         .|*      |  11  0.008 
       .|.      |        **|.      |  12  0.013 
       *|.      |        **|.      |  13  0.009 
       .|.      |         .|.      |  14  0.014 
      **|.      |         .|.      |  15  0.004 
       .|.      |         *|.      |  16  0.006 
       .|*      |         .|*      |  17  0.001 
       .|.      |         .|*      |  18  0.002 
       .|*      |         .|*      |  19  0.001 






Autocorrelation  Partial Correlation     Prob 
       .|*      |         .|*      |  1   
       .|**     |         .|**     |  2   
       .|.      |         *|.      |  3  0.005 
      **|.      |       ***|.      |  4  0.000 
       .|.      |         .|*      |  5  0.000 
       .|.      |         .|*      |  6  0.001 
       .|*      |         .|*      |  7  0.001 
       *|.      |        **|.      |  8  0.001 
       .|.      |         .|.      |  9  0.002 
       *|.      |         .|*      |  10  0.003 
       .|.      |         .|*      |  11  0.005 
       *|.      |        **|.      |  12  0.006 
       *|.      |        **|.      |  13  0.002 
       *|.      |         .|.      |  14  0.002 
       *|.      |         .|.      |  15  0.001 
       .|.      |         *|.      |  16  0.001 
       .|*      |         .|*      |  17  0.000 
       .|*      |         .|*      |  18  0.000 
       .|**     |         .|*      |  19  0.000 
       .|*      |         .|.      |  20  0.000 
 
Appendice 5. 
 Ar(2), ARMA(1,1) 
 
Un Ar(2) senza costante si presenta così: 
Yt= øY(t 1)+øY(t 2)+ε;    
Con ε che si distribuisce come un White Noise (0;σ²). 
   41 
Un ARMA(1,1) senza costante si presenta così: 
Y(t 1)=ε(t 1); 





Il RW è un modello autoregressivo di ordine 1 e si presenta così: 
Yt=Y(t 1)+ε ;     
Con ε che si distribuisce come un White Noise (0;σ²). 
Se si aggiunge una costante il modello diventa: 






Correlogramma per il RW: 
 
Autocorrelation  Partial Correlation     Prob 
       .|****   |         .|****   |  1  0.000 
       .|**     |         .|.      |  2  0.000 
       *|.      |        **|.      |  3  0.000 
      **|.      |        **|.      |  4  0.000 
       *|.      |         .|**     |  5  0.000 
       .|.      |         .|*      |  6  0.000 
       .|*      |         *|.      |  7  0.000 
       .|.      |        **|.      |  8  0.000 
       .|.      |         .|*      |  9  0.000 
       *|.      |         .|.      |  10  0.000 
       *|.      |         .|.      |  11  0.000 
       *|.      |       ***|.      |  12  0.000 
      **|.      |         *|.      |  13  0.000 
      **|.      |         .|*      |  14  0.000 
      **|.      |         *|.      |  15  0.000 
       .|.      |         *|.      |  16  0.000 
       .|*      |         .|*      |  17  0.000 
       .|**     |         .|*      |  18  0.000 
       .|**     |         .|*      |  19  0.000 
       .|*      |         .|.      |  20  0.000 
 
Appendice 8. 
Correlogrammi dei modelli stimati sul sottocampione 1971:1-1992:4 
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Correlogramma Ar(2) 
Autocorrelation  Partial Correlation     Prob 
      . | .     |        . | .     |  1   
      . |*.     |        . |*.     |  2   
      .*| .     |        .*| .     |  3  0.299 
     ***| .     |       ***| .     |  4  0.004 
      . | .     |        . | .     |  5  0.011 
      . | .     |        . |*.     |  6  0.024 
      . |*.     |        . |*.     |  7  0.021 
      .*| .     |        **| .     |  8  0.029 
      . | .     |        . | .     |  9  0.051 
      .*| .     |        . | .     |  10  0.072 
      . | .     |        . |*.     |  11  0.102 
      . | .     |        **| .     |  12  0.138 
      .*| .     |        **| .     |  13  0.129 
      . | .     |        . | .     |  14  0.173 
      **| .     |        . | .     |  15  0.069 
      . | .     |        **| .     |  16  0.095 
      . |*.     |        . |*.     |  17  0.048 
      . | .     |        . |*.     |  18  0.062 
      . |*.     |        . |*.     |  19  0.045 




Autocorrelation  Partial Correlation     Prob 
      . |*.     |        . |*.     |  1   
      . |**     |        . |**     |  2   
      . | .     |        .*| .     |  3  0.024 
      **| .     |       ***| .     |  4  0.003 
      . | .     |        . |*.     |  5  0.008 
      . | .     |        . |*.     |  6  0.016 
      . |*.     |        . |*.     |  7  0.017 
      .*| .     |        **| .     |  8  0.023 
      . | .     |        . | .     |  9  0.040 
      .*| .     |        . | .     |  10  0.049 
      . | .     |        . |*.     |  11  0.076 
      .*| .     |        **| .     |  12  0.088 
      .*| .     |        **| .     |  13  0.055 
      .*| .     |        . | .     |  14  0.069 
      **| .     |        . | .     |  15  0.028 
      . | .     |        .*| .     |  16  0.040 
      . |*.     |        . |*.     |  17  0.023 
      . |*.     |        . |*.     |  18  0.027 
      . |**     |        . |*.     |  19  0.011 
      . |*.     |        . | .     |  20  0.013 
 
Correlogramma  RW 
Autocorrelation  Partial Correlation     Prob 
      . |****   |        . |****   |  1  0.000 
      . |**     |        . | .     |  2  0.000 
      .*| .     |        **| .     |  3  0.000 
      **| .     |        **| .     |  4  0.000 
      .*| .     |        . |**     |  5  0.000 
      . | .     |        . | .     |  6  0.000   43 
      . |*.     |        .*| .     |  7  0.000 
      . | .     |        **| .     |  8  0.000 
      .*| .     |        . |*.     |  9  0.000 
      .*| .     |        . | .     |  10  0.000 
      .*| .     |        . | .     |  11  0.000 
      .*| .     |       ***| .     |  12  0.000 
      **| .     |        .*| .     |  13  0.000 
      **| .     |        . |*.     |  14  0.000 
      **| .     |        .*| .     |  15  0.000 
      . | .     |        .*| .     |  16  0.000 
      . |*.     |        . |**     |  17  0.000 
      . |**     |        . |*.     |  18  0.000 
      . |**     |        . | .     |  19  0.000 










Correlogrammi dei modelli stimati sul sottocampione 1993:1-2007:1 
 
Correlogramma Ar(1) 
Autocorrelation  Partial Correlation     Prob 
      . | .     |        . | .     |  1   
      .*| .     |        .*| .     |  2   
      . |**     |        . |**     |  3  0.074 
      **| .     |        **| .     |  4  0.033 
      .*| .     |        .*| .     |  5  0.040 
      . |*.     |        . |*.     |  6  0.039 
      . | .     |        . | .     |  7  0.069 
      .*| .     |        .*| .     |  8  0.103 
      . |*.     |        . | .     |  9  0.103 
      . |*.     |        . |*.     |  10  0.137 
      . | .     |        . |*.     |  11  0.193 
      . | .     |        . | .     |  12  0.246 
      . | .     |        . | .     |  13  0.316 
      . | .     |        . | .     |  14  0.387 
      . |*.     |        . |**     |  15  0.285 
      . | .     |        . | .     |  16  0.353 
      . | .     |        .*| .     |  17  0.413 
      .*| .     |        .*| .     |  18  0.464 
      .*| .     |        . |*.     |  19  0.492 
      .*| .     |        .*| .     |  20  0.502 
 
Correlogramma ARMA(1,1)   44 
Autocorrelation  Partial Correlation     Prob 
      . | .     |        . | .     |  1   
      . | .     |        . | .     |  2   
      . |*.     |        . |*.     |  3  0.151 
      **| .     |        **| .     |  4  0.046 
      .*| .     |        .*| .     |  5  0.054 
      . |**     |        . |*.     |  6  0.034 
      . | .     |        . | .     |  7  0.063 
      . | .     |        .*| .     |  8  0.103 
      . |*.     |        . | .     |  9  0.092 
      . |*.     |        . |*.     |  10  0.126 
      . | .     |        . |*.     |  11  0.181 
      . | .     |        .*| .     |  12  0.237 
      . | .     |        . | .     |  13  0.308 
      .*| .     |        . | .     |  14  0.359 
      . |*.     |        . |**     |  15  0.311 
      . | .     |        . | .     |  16  0.381 
      . | .     |        .*| .     |  17  0.442 
      .*| .     |        .*| .     |  18  0.479 
      .*| .     |        . | .     |  19  0.521 






Correlogramma Random Walk 
Autocorrelation  Partial Correlation     Prob 
      .*| .     |        .*| .     |  1  0.376 
      .*| .     |        .*| .     |  2  0.567 
      . |**     |        . |**     |  3  0.260 
      **| .     |        **| .     |  4  0.084 
      .*| .     |        .*| .     |  5  0.088 
      . |**     |        . |*.     |  6  0.043 
      . | .     |        . | .     |  7  0.067 
      . | .     |        . | .     |  8  0.099 
      . |*.     |        . | .     |  9  0.088 
      . | .     |        . |*.     |  10  0.123 
      . | .     |        . |*.     |  11  0.171 
      . | .     |        . | .     |  12  0.219 
      . | .     |        . | .     |  13  0.282 
      .*| .     |        . | .     |  14  0.313 
      . |*.     |        . |**     |  15  0.263 
      . | .     |        . | .     |  16  0.324 
      . | .     |        .*| .     |  17  0.381 
      .*| .     |        .*| .     |  18  0.428 
      . | .     |        . | .     |  19  0.485 
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Appendice 10. 
Correlogrammi dei modelli stimati sul sottocampione 1971:1-1982:1 
 
CorrelogrammaAr(2) 
Autocorrelation  Partial Correlation     Prob 
     .  |  .    |       .  |  .    |  1   
     .  |* .    |       .  |* .    |  2   
     . *|  .    |       . *|  .    |  3  0.373 
     ***|  .    |       ***|  .    |  4  0.034 
     .  |  .    |       .  |  .    |  5  0.076 
     .  |  .    |       .  |  .    |  6  0.141 
     .  |* .    |       .  |  .    |  7  0.203 
     .  |  .    |       .**|  .    |  8  0.286 
     . *|  .    |       .  |  .    |  9  0.363 
     .  |  .    |       .  |  .    |  10  0.467 
     .  |* .    |       .  |* .    |  11  0.502 
     .  |  .    |       . *|  .    |  12  0.598 
     . *|  .    |       .**|  .    |  13  0.604 
     . *|  .    |       .  |  .    |  14  0.669 
     .**|  .    |       .  |  .    |  15  0.517 






Autocorrelation  Partial Correlation     Prob 
     .  |* .    |       .  |* .    |  1   
     .  |**.    |       .  |**.    |  2   
     . *|  .    |       . *|  .    |  3  0.130 
     ***|  .    |       ***|  .    |  4  0.025 
     .  |  .    |       .  |* .    |  5  0.061 
     . *|  .    |       .  |* .    |  6  0.098 
     .  |  .    |       . *|  .    |  7  0.158 
     .  |  .    |       .**|  .    |  8  0.229 
     .  |  .    |       .  |  .    |  9  0.310 
     .  |  .    |       .  |* .    |  10  0.406 
     .  |  .    |       .  |* .    |  11  0.494 
     .  |  .    |       .**|  .    |  12  0.584 
     . *|  .    |       .**|  .    |  13  0.543 
     . *|  .    |       .  |  .    |  14  0.568 
     .**|  .    |       .  |* .    |  15  0.449 
     . *|  .    |       .**|  .    |  16  0.494 
 
Correlogramma Random Walk  
Autocorrelation  Partial Correlation     Prob 
     .  |****   |       .  |****   |  1  0.002 
     .  |**.    |       . *|  .    |  2  0.003 
     . *|  .    |       .**|  .    |  3  0.007 
     ***|  .    |       .**|  .    |  4  0.002   46 
     . *|  .    |       .  |**.    |  5  0.003 
     . *|  .    |       .  |  .    |  6  0.006 
     .  |  .    |       . *|  .    |  7  0.012 
     . *|  .    |       . *|  .    |  8  0.020 
     . *|  .    |       .  |* .    |  9  0.030 
     .  |  .    |       .  |  .    |  10  0.046 
     .  |  .    |       .  |  .    |  11  0.069 
     . *|  .    |       ***|  .    |  12  0.091 
     .**|  .    |       . *|  .    |  13  0.067 
     .**|  .    |       .  |* .    |  14  0.041 
     .**|  .    |       . *|  .    |  15  0.020 














Correlogrammi dei modelli stimati sul sottocampione 1993:1-2000:1 
 
Correlogramma Ar(1) 
Autocorrelation  Partial Correlation     Prob 
     .  |  .    |       .  |  .    |  1   
     .  |  .    |       .  |  .    |  2  0.748 
     .  |* .    |       .  |* .    |  3  0.858 
     . *|  .    |       . *|  .    |  4  0.812 
     .**|  .    |       .**|  .    |  5  0.454 
     .  |* .    |       .  |* .    |  6  0.506 
     .  |  .    |       .  |  .    |  7  0.633 
     . *|  .    |       . *|  .    |  8  0.701 
     .  |  .    |       . *|  .    |  9  0.791 
     .  |* .    |       .  |* .    |  10  0.795 
     .  |* .    |       .  |**.    |  11  0.821 
     .  |  .    |       . *|  .    |  12  0.867 
 
CorrelogrammaARMA(1,1) 
Autocorrelation  Partial Correlation     Prob   47 
     .  |  .    |       .  |  .    |  1   
     .  |  .    |       .  |  .    |  2   
     .  |* .    |       .  |* .    |  3  0.667 
     . *|  .    |       . *|  .    |  4  0.616 
     .**|  .    |       .**|  .    |  5  0.292 
     .  |* .    |       .  |* .    |  6  0.378 
     .  |  .    |       .  |  .    |  7  0.517 
     . *|  .    |       . *|  .    |  8  0.596 
     .  |  .    |       . *|  .    |  9  0.707 
     .  |* .    |       .  |* .    |  10  0.712 
     .  |* .    |       .  |* .    |  11  0.742 
     .  |  .    |       . *|  .    |  12  0.810 
 
Correlogramma Random Walk 
Autocorrelation  Partial Correlation     Prob 
     . *|  .    |       . *|  .    |  1  0.702 
     .  |  .    |       .  |  .    |  2  0.889 
     .  |* .    |       .  |  .    |  3  0.944 
     . *|  .    |       . *|  .    |  4  0.877 
     .**|  .    |       .**|  .    |  5  0.502 
     .  |* .    |       .  |  .    |  6  0.560 
     .  |  .    |       .  |  .    |  7  0.670 
     . *|  .    |       . *|  .    |  8  0.726 
     .  |  .    |       . *|  .    |  9  0.806 
     .  |* .    |       .  |  .    |  10  0.804 
     .  |* .    |       .  |* .    |  11  0.824 








Questo test mi permette di verificare l’ipotesi di nullità dei coefficienti. 
Tramite il Wald Test è possibile effettuare una verifica d’ipotesi sui parametri diversa da 
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