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Abstract
We study fully nonlinear second-order (forward) stochastic partial
differential equations (SPDEs). They can also be viewed as forward
path-dependent PDEs (PPDEs) and will be treated as rough PDEs
(RPDEs) under a unified framework. We develop first a local theory
of classical solutions and define then viscosity solutions through smooth
test functions. Our notion of viscosity solutions is equivalent to the
alternative one using semi-jets. Next, we prove basic properties such as
consistency, stability, and a partial comparison principle in the general
setting. When the diffusion coefficient is semi-linear (but the drift can
be fully nonlinear), we establish a complete theory, including global
existence and comparison principle. Our methodology relies heavily
on the method of characteristics.
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2
1 Introduction
We study the fully nonlinear second order SPDE
du(t, x, ω) = f(t, x, ω, u, ∂xu, ∂
2
xxu) dt+ g(t, x, ω, u, ∂xu) ◦ dBt, (1.1)
with initial condition u(0, x, ω) = u0(x), where (t, x) ∈ [0,∞) × R, B is
a standard Brownian motion defined on a probability space (Ω,F ,P), f
and g are FB-progressively measurable random fields, and ◦ denotes the
Stratonovic integration. Using the pathwise analysis based on Dupire’s path
derivatives (see [14]), we showed in Buckdahn, Ma, and Zhang [6] that SPDE
(1.1) can be rewritten as the (forward) PPDE
∂ωt u(t, x, ω) = f(t, x, ω, u, ∂xu, ∂
2
xxu), ∂ωu(t, x, ω) = g(t, x, ω, u, ∂xu). (1.2)
Here, ∂ωt and ∂ω are temporal and spatial path derivatives in the spirit of
[14]. On the other hand, in the recent work Keller and Zhang [25], we also
investigated SPDE (1.1) in the framework of rough path theory initiated by
Lyons [34]. We showed that Gubinelli’s derivative (see [23]) for “controlled
rough paths” is essentially equivalent to Dupire’s path derivatives. Hence,
SPDE (1.1) and also PPDE (1.2) can be viewed as the rough PDE
du(t, x, ω) = f(t, x, ω, u, ∂xu, ∂
2
xxu) dt+ g(t, x, ω, u, ∂xu) dωt. (1.3)
Here, ω is a geometric rough path corresponding to Stratonovic integration.
Our investigation will be built upon these observations.
SPDE (1.1), especially when both f and g are linear or semilinear, has
been studied extensively in the literature. We refer to the well-known ref-
erence Rozovsky [40] for a fairly complete theory on linear SPDEs, and to
Krylov [26] for an Lp-theory of linear and some semi-linear SPDEs. In the
case when SPDE (1.1) is fully nonlinear, as often encountered in applica-
tions such as stochastic control theory and many other fields (cf. the lecture
notes of Souganidis [46]), the situation is quite different. In fact, in such a
case one can hardly expect (global) classical solutions, even in the Sobolev
sense. Some weaker forms of solutions will have to come into play.
In a series of works, Lions and Souganidis [29, 30, 31, 32] initiated the
investigation of fully nonlinear SPDEs and proposed general schemes for
finding viscosity solutions, especially when g = g(∂xu) or g = g(u). Roughly
speaking, they suggested two approaches. The first one is to use the method
of stochastic characteristics (cf. Kunita [27]) to remove the stochastic inte-
grals of SPDE (1.1), either by defining test functions along the characteris-
tics, or by defining viscosity solutions via transformed ω-wise (i.e., determin-
istic) PDEs. The second approach is to approximate the Brownian sample
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paths by smooth functions and define a solution as the limit, if it exists, of
the solutions to the approximating equations, which are standard PDEs.
Since the seminal works [29] - [32], there have been many efforts to
develop the theory of stochastic viscosity solutions using both approaches.
Along the lines of stochastic characteristics, Buckdahn and Ma [3, 4, 5],
Buckdahn, Bulla, and Ma [1], and Matoussi, Possamai, and Sabbagh [35]
proposed different notions of stochastic viscosity solutions in various situa-
tions when g is independent of ∂xu; see also Seeger [43], who investigated
the case g = g(∂xu) in the rough path framework. The main challenges in
this approach seem to be the following:
(i) The stochastic characteristics exist only locally for general SPDEs;
(ii) the transformed ω-wise PDE becomes rather complex and generally
falls out of the standard PDE literature (unless g is linear in u and ∂xu).
As a consequence, many fundamental issues, such as a comparison principle
for general nonlinear SPDEs, remain open.
On the other hand, as rough path theory gradually took shape in the
early 2000s, many works emerged using the second approach. Publications
along this line include Caruana, Friz, and Oberhauser [7], Friz and Ober-
hauser [20, 21], Diehl and Friz [10], Diehl, Friz, and Oberhauser [12], Diehl,
Oberhauser, and Riedel [13], Diehl, Friz, and Gassiat [11], Friz, Gassiat,
Lions, and Souganidis [18], and Seeger [44, 45], to mention a few. In many
of these works g is linear in u and ∂xu, or g = g(x, u) and f is linear in
∂2xxu (see [10]), or g = g(∂xu) (see [18, 44, 45]). With this approach, the
uniqueness often comes free, provided the uniqueness for the approximating
standard PDEs is established. The main challenge here is the existence of
the solution (i.e., the existence of the limit). Note that the two approaches
are often combined; e.g., path-approximation was also used in the first ap-
proach and stochastic characteristics are often used to prove the existence
of the limit.
In this paper, we take the first approach but in a rough path framework,
by taking the advantage that SPDE (1.1), PPDE (1.2), and RPDE (1.3) can
now be considered as equal. More precisely, we shall investigate the notion
of viscosity solution for the general fully nonlinear RPDE (1.3) as an ω-wise
viscosity solution for SPDE (1.1). We utilize PPDE (1.2) by requiring that
smooth test functions ϕ satisfy
∂ωϕ(t, x) = g(t, x, ϕ, ∂xϕ). (1.4)
Involving the coefficient g in the definition of test functions has already
been noted in many previous works; e.g., in [4, 5, 6] the notion of “g-jets”
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was introduced to reflect the intrinsic g-dependence of the terms involving
“path derivatives” in the stochastic Taylor expansion. Another reason that
the function g will be treated differently than f , as we will do throughout
the paper, is that, in general, there is no comparison principle in terms of
the diffusion term g as far as stochastic differential equations are concerned.
Using the rough path language, we define viscosity solutions directly for
RPDE (1.3) as well as PPDE (1.2) in a completely local manner in all three
variables (t, x, ω). We prove that our definition is equivalent to an alternative
definition through semi-jets, and show, by using pathwise characteristics,
that RPDE (1.3) can be transformed into a standard PDE (with parameter
ω) without the dωt term, as expected. When g is semilinear (i.e., linear in
∂xu), it is not hard to see that our notion of viscosity solution to RPDE
(1.3) is also equivalent to the viscosity solution to the transformed PDE in
the standard sense of Crandall, Ishii, and Lions [8]. In the general case,
however, the issue becomes quite subtle due to some intrinsic singularity
of the transformed PDE, and thus we are not able to obtain the desired
equivalence for viscosity solutions. In fact, at this point it is even not clear
to us how to define viscosity solution for the transformed PDE when the
initial condition u0 is not smooth.
Modulo some technical conditions as well as differences of language, our
definition is very similar or essentially equivalent to the ones in the literature;
e.g., in the case g = g(∂xu) and g = g(u), resp., our definition is essentially
equivalent to that introduced in [29] and [31], resp. When f does not depend
on ∂2xxu (i.e., in the case of first order RPDEs), our definition is essentially
the same as the one in Gubinelli, Tindel, and Torrecilla [24], which also uses
the rough path language. They also introduced the alternative definition
through semi-jets but left the equivalence of these two definitions open.
We continue with the next goal of this paper. We establish most, if
not all, of the important properties of viscosity solutions. These include
consistency (with classical solutions), stability, and a (partial) comparison
principle between a viscosity semi-solution and a classical semi-solution.
We follow the arguments of our previous works on backward PPDEs (e.g.,
Ekren, Keller, Touzi, and Zhang [15] and Ekren, Touzi, and Zhang [16, 17]).
The main difference between the forward case and the backward case is
the additional requirement (1.4). This requirement is the main source of
subtlety when small perturbations on the test function ϕ are needed. These
subtleties show up in the proofs of stability and the partial comparison
principle especially in the case when g depends on u. With the help of
local classical solutions for first order RPDEs and higher order pathwise
Taylor expansions along the lines of [6], we establish crucial auxiliary results
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(Lemmas 5.8 and 6.1) to obtain the desired perturbations. The involved
techniques have a certain generic efficiency for dealing with the constraint
(1.4). In fact, the equivalence of our definitions (test functions vs. semi-jets)
also follows similar lines.
As in all studies involving viscosity solutions, the most challenging part is
the comparison principle. Our case is no exception. An inevitable outcome
of the stochastic characteristics approach is to study a fairly complicated
ω-wise PDE, which will (naturally, due to the nature of the transformation)
have quadratic growth in ∂xu and will never satisfy a Lipschitz condition
in the variable u, except for some trivial linear cases. The latter deficiency
in the coefficient clearly violates the technical requirements in the standard
viscosity solution literature as it is no longer proper in the sense of [8]. Thus
special considerations are in order. Our plan of attack is the following. We
establish first a comparison principle on small time intervals. Then we ex-
tend our comparison principle to arbitrary duration by using a combination
of uniform a priori estimates for PDEs and BMO estimates for backward
stochastic differential equations with quadratic growth. Such a “cocktail”
approach enables us to prove the comparison principle in the general fully
nonlinear case under an extra condition, see (6.13). In the case when g is
semilinear however, even when f is fully nonlinear (e.g., Hamilton-Jacobi-
Bellman type), we verify the extra condition (6.13) and establish a complete
theory including existence and comparison principle. Thereby, we extend
the result of Diehl and Friz [10], which follows the second approach and
studies the case when both g and f are semilinear. However, the verifi-
cation of (6.13) in general cases is a challenging issue and requires further
investigation.
Another main result of the paper is the equivalence between local clas-
sical solutions to RPDE (1.3) and those of the corresponding transformed
PDE in the general fully nonlinear case. We provide sufficient conditions for
the existence of local classical solutions to this PDE. Similar results have
been proven in the stochastic setting by Da Prato and Tubaro [9] when g
is linear (linear in u and ∂xu). But to our best knowledge, the results for
the general fully nonlinear case are new. We emphasize again that our PDE
involves some serious singularity issues so that the local existence interval
depends on the regularity of the classical solution (which in turn depends on
the regularity of u0). Consequently, our results are only valid for classical
solutions. Whether the comparison principle for viscosity solutions of RPDE
(1.3) with such generality can be shown directly remains an open problem.
The paper is organized as follows. In Section 2, we review the basic
theory of rough paths, rough differential equations (RDEs), and the crucial
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rough Taylor expansions. Some results go beyond the standard literature
and are proven in Appendix. In Section 3, we set up the framework for
SPDEs, RPDEs, and PPDEs. In Section 4, we introduce the crucial char-
acteristic equations and transform the RPDE into a PDE. We establish the
equivalence of their local classical solutions and provide sufficient conditions
for their existence. Sections 5 and 6 are devoted to viscosity solutions in the
general case. In Section 7, we establish the complete viscosity theory in the
case that g is semilinear. Finally, in Section 8, we summarize our results.
To conclude this section, we remark that since the paper already in-
volves rather heavy notations, to focus on the main idea and to simplify the
presentation, we make three simplifications throughout the paper:
1) We restrict our work to a finite time horizon [0, T ]. Our results can be
easily extended to the infinite horizon case except that the generic constant
C in various estimates will then depend on T and may explode when T →∞.
2) We restrict our work to a one dimensional setting. The extension to
multidimensional rough paths is non-trivial but is standard in the litera-
ture. Most results in the paper hold true in multidimensional settings. We
provide further remarks when the extension to the multidimensional case
is crucial or quite tricky. In particular, Proposition 4.1 relies on results for
multidimensional RDEs. Throughout the paper, we use the notation:
RT := [0, T ]× R and RkT := [0, T ]× Rk. (1.5)
3) The paper involves higher order derivatives and related norms. Al-
though we may track the proofs and figure out what regularity exactly is
needed, we use norms involving all partial derivatives up to the same order.
Our estimates suffice for our purpose but they are not necessarily sharp.
Also, many results involve higher order regularities, whose orders are de-
noted with generic constants k without specifying the precise value of k.
2 Preliminary results from rough path theory
We introduce the framework for rough path theory that is used in this paper.
Only those results that are directly needed are considered. We mainly follow
Keller and Zhang [25] (see Friz and Hairer [19] and the references therein for
the general theory). Some less standard results will be proved in Appendix.
First, we introduce general notation. Given normed spaces E and V ,
put
L
∞(E;V ) :=
{
u : E → V : ‖u‖∞ := supx∈E‖u(x)‖V <∞
}
.
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When V = R, we omit V and just write L∞(E). For a constant α > 0, set
Cα(E;V ) :=
{
u ∈ L∞(E;V ) : [u]α := sup
x,y∈E,x 6=y
‖u(x)− u(y)‖V
‖x− y‖αE
<∞}.
Given functions u : [0, T ] → R and u : [0, T ]2 → R, we write the time
variable as subscript, i.e., ut = u(t) and us,t = u(s, t), and we define
us,t := ut − us, s, t ∈ [0, T ], [u]α := sup
s,t∈[0,T ],s 6=t
|u(s, t)|/|s − t|α. (2.1)
Moreover, we shall use C to denote a generic constant in various estimates,
which will typically depend on T and possibly on other parameters as well.
Furthermore, we define the standard Ho¨lder spaces and parabolic Ho¨lder
spaces (cf. Lunardi [33, Chapter 5]): Given k ∈ N0 and β ∈ (0, 1], set
Ck+βb (R) :=
{
u : R→ R : ‖u‖
Ck+βb (R)
<∞},
Cβb (RT ) :=
{
u ∈ C0(RT ) : ‖u‖Cβb (RT ) <∞
}
,
C2+βb (RT ) :=
{
u ∈ C1,2(RT ) : ‖u‖C2+βb (RT ) <∞
}
,
where ‖u‖
Ck+βb (R)
:=
∑k
j=0‖∂jxu‖∞ + [∂ku]β ,
‖u‖
Cβb (RT )
:= ‖u‖∞ + sup
t∈[0,T ]
[u(t, ·)]β + sup
x∈R
[u(·, x)]β/2,
‖u‖
C2+βb (RT )
:=
∑1
j=0‖∂jxu‖∞ + ‖∂2xxu‖Cβb (RT ) + ‖∂tu‖Cβb (RT ).
2.1 Rough path differentiation and integration
From now on, unless otherwise stated, fix two parameters α ∈ (1/3, 1/2] and
β ∈ (0, 1] satisfying
α(2 + β) > 1. (2.2)
Let ωˆ := (ω, ω) be a rough path in the following sense: (i) ω ∈ Cα([0, T ])
and ωs,t := (1/2)|ωs,t|2; (ii) ωˆ is truly rough, i.e., there is a set A such that
lim
t↓s
|ωs,t|
|t− s|α(1+β) =∞ for all s ∈ A and A is dense in [0, T ]. (2.3)
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Remark 2.1 (i) The second component ω maps [0, T ]2 to R with [ω]2α <
∞. Note that ωs,t should not be understood as ωt − ωs as in (2.1).
(ii) For a general d-dimensional rough path, ω : [0, T ]2 → Rd×d has
2α-regularity in the sense [ω]2α < ∞, and it satisfies Chen’s relation, i.e.,
ωs,t − ωs,r − ωr,t = ωs,r ω⊤r,t, s, t, r ∈ [0, T ], where ⊤ denotes the transpose.
Moreover, ωˆ is called a geometric rough path if ωs,t + ω
⊤
s,t = ωs,t ω
⊤
s,t, s,
t ∈ [0, T ]. In our setting, (ω, ω) is a geometric rough path and the related
integration theory corresponds to Stratonovic integration.
(iii) In standard rough path theory, it is typically not required that ωˆ is
truly rough as defined in (2.3). But it is convenient for us because under
(2.3) the rough path derivatives we define next will be unique.
Next, we introduce path derivatives with respect to our rough path. To
this end, we introduce spaces of multi-indices
Vn := {0, 1}n, ‖ν‖ :=
n∑
i=1
[21{νi=0} + 1{νi=1}] for ν = (ν1, · · · , νn) ∈ Vn.
Definition 2.2 (a) Let u ∈ Cα([0, T ]) and C0α,β([0, T ]) := Cαβ([0, T ]).
(i) A first order spatial derivative of u is a ∂ωu ∈ C0α,β([0, T ]) that sat-
isfies
us,t = ∂ωus ωs,t +R
1,u
s,t , s, t ∈ [0, T ], with [R1,u]α(1+β) <∞. (2.4)
(ii) Assume that ∂ωu ∈ Cα([0, T ]) exists and has a derivative ∂ω∂ωu,
then a temporal derivative of u is a ∂ωt u ∈ C0α,β([0, T ]) that satisfies
us,t = ∂
ω
t us [t− s] + ∂ωus ωs,t + ∂ω∂ωus ωs,t +R2,us,t , s, t ∈ [0, T ],
with [R2,u]α(2+β) <∞.
(2.5)
(iii) For ν ∈ Vn, Dνu := ∂ν1 · · · ∂νnu, where ∂0 := ∂ωt and ∂1 := ∂ω.
(b) For k ≥ 1, let Ckα,β([0, T ]) := {u ∈ Cα([0, T ]) : Dνu exists ∀‖ν‖ ≤ k}.
Remark 2.3 (i) In the rough path literature, a first order spatial derivative
∂ωu is typically called Gubinelli derivative and the corresponding function
u is called a controlled rough path. In our case, the path derivatives defined
above are unique due to ωˆ being truly rough (see [19, Proposition 6.4]).
(ii) The derivative ∂ωu depends on ω, but not on ω. The derivative ∂
ω
t u
depends on ω as well and should be denoted by ∂ωˆt u. However, in our setting
ω is a function of ω and thus we can write ∂ωt u instead.
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(iii) When ∂ωu = 0, it follows from (2.5) and (2.2) that u is differentiable
in t and ∂ωt u = ∂tu, the standard derivative with respect to t.
(iv) In the multidimensional case, ∂ωωu ∈ Rd×d could be symmetric if u
is smooth enough (see [6, Remark 3.3]); i.e., ∂ωi and ∂ωj commute for 1 ≤ i,
j ≤ d. However, typically ∂ωt and ∂ω do not commute, even when d = 1.
Remark 2.4 Note that in (2.5) the term t− s is the difference of the iden-
tity function t 7→ t, which is Lipschitz continuous. For all estimates below, it
suffices to assume ∂ωt u ∈ Cα(2+β)−1([0, T ]). However, to make the estimates
more homogeneous, we only use the Ho¨lder-2α regularity of t and thus re-
quire ∂ωt u ∈ Cαβ([0, T ]). For this same reason, all our estimates will actually
hold true if we replace t with a Ho¨lder-2α continuous path ζ ∈ C2α([0, T ]).
To be more precise, we define a path derivative of u with respect to ζ as a
function ∂ωζ u ∈ C0α,β([0, T ]) that satisfies [R2,u]α(2+β) <∞, where
us,t = ∂
ω
ζ us ζs,t + ∂ωus ωs,t + ∂ωωus ωs,t +R
2,u
s,t , (2.6)
then Lebesgue integration dt should be replaced with Young integration dζt.
Next, we equip Ckα,β([0, T ]) with a norm ‖ · ‖k. Given u ∈ Ckα,β([0, T ]),
put
‖u‖0 := |u0|+ [u]αβ ; ‖u‖1 := ‖u‖0 + ‖∂ωu‖0 + [R1,u]α(1+β);
‖u‖2 := ‖u‖1 + ‖∂ωu‖1 + ‖∂ωt u‖0 + [R2,u]α(2+β);
‖u‖k := ‖u‖k−1 + ‖∂ωu‖k−1 + ‖∂ωt u‖k−2, k ≥ 3.
(2.7)
We emphasize that, besides k, the norms depend on T , ω, α, and β as well.
To simplify the notation, we do not indicate these dependencies explicitly. In
some places we restrict u to some subinterval [t1, t2] ⊂ [0, T ]. Corresponding
spaces Ckα,β([t1, t2]) are defined in an obvious way. To not further complicate
the notation, the corresponding norm is still denoted by ‖ · ‖k. Note that,
for u ∈ C1α,β([0, T ]) and for a constant C depending on ω,
|ut| ≤ |u0|+ |∂ωu0|[ω]αtα + [R1,u]α(1+β)tα(1+β) ≤ |u0|+ C‖u‖1tα. (2.8)
Finally, we define the rough integral of u ∈ C1α,β([0, T ]). Let π : 0 = t0 <
· · · < tn = T be a time partition and |π| := max0≤i≤n−1 |ti+1 − ti|. By [23],
∫ t
0
us dωs := lim
|π|→0
n−1∑
i=0
[
utiωti∧t, ti+1∧t + ∂ωuti ωti∧t, ti+1∧t
]
. (2.9)
10
exists and defines the rough integral. The integration path Ut :=
∫ t
0 us dωs
belongs to C1α,β([0, T ]) with ∂ωUt = ut and we define
∫ t
s ur dωr := Us,t.
In this context, we define iterated integrals as follows. For ν ∈ Vn, set
Iνs,t :=
∫ t
s
∫ tn
s
· · ·
∫ t2
s
dν1t1 · · · dνntn, where d0t := dt, d1t = dωt. (2.10)
One can check that Iµs,t =
∫ t
s I
(µ1,··· ,µn)
s,r dµn+1r for µ = (µ1, · · · , µn+1) ∈
Vn+1. In the multidimensional case, defining iterated integrals is not triv-
ial. Nevertheless, by [34, Theorem 2.2.1], this can be accomplished via
uniquely determined (higher-order) extensions of the geometric rough path
ωˆ = (ω, ω).
By (2.5) and (2.2), the following result is obvious and we omit the proof.
Lemma 2.5 (i) If u ∈ C2α,β([0, T ]), then
dut = ∂
ω
t ut dt+ ∂ωut dωt. (2.11)
(ii) Suppose that ut = u0 +
∫ t
0 as ds +
∫ t
0 ηs dωs with a ∈ C0α,β([0, T ])
and η ∈ C1α,β([0, T ]). Then u ∈ C2α,β([0, T ]) with ∂ωt u = a and ∂ωu = η.
Moreover, [R2,u]α(2+β) ≤ C(‖a‖0 + ‖η‖1).
Finally, we introduce backward rough paths. Fix t0 ∈ (0, T ]. Set
←
ω
t0
t := ωt0 − ωt0−t,
←
ω
t0
s,t :=
1
2
| ←ω t0s,t |2. (2.12)
Then (
←
ω
t0
,
←
ω
t0
) is a rough path on [0, t0]. Moreover, for u ∈ C1α,β([0, t0]), the
function
←
u
t0
defined by
←
u
t0
t := ut0−t belongs to C
1
α,β([0, t0]) with ωˆ replaced
by (
←
ω
t0
,
←
ω
t0
) in Definition 2.2. In this case,
∫ t0
0
←
u
t0
s d
←
ω
t0
s =
∫ t0
0 us dωs.
2.2 Rough differential equations
We start with controlled rough paths with parameter x ∈ Rd. They serve as
solutions to RPDEs and coefficients for RDEs and RPDEs. For this purpose,
we have to allow d > 1 here. Consider a function u : RdT → R. If, for fixed
x ∈ Rd, the mapping t 7→ u(t, x) is a controlled rough path, we use the
notations ∂ωu, ∂
ω
t u, Dνu to denote the path derivatives as in the previous
subsection. For fixed t, we use ∂xu, ∂
2
xxu, etc., to denote the derivatives of
x 7→ u(t, x) with respect to x. Now, we introduce the appropriate spaces,
extending Definition 2.2.
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Definition 2.6 Let [t1, t2] ⊂ [0, T ], O ⊂ Rd be convex, u ∈ C0([t1, t2]×O).
(i) We say u ∈ C0,locα,β ([t1, t2]×O) if the following holds:
• x 7→ u(·, x) maps O into C0α,β([t1, t2]) and is continuous under ‖ · ‖0.
• x 7→ u(t, x) are locally Ho¨lder-β continuous, uniformly in t ∈ [t1, t2].
(ii) We say u ∈ C1,locα,β ([t1, t2]×O) if the following holds:
• x 7→ u(·, x) maps O into C1α,β([t1, t2]) and is continuous under ‖ · ‖1.
• ∂ωu ∈ C0,locα,β ([t1, t2]×O) and ∂xu ∈ C0,locα,β ([t1, t2]×O;Rd), in the sense
that each component ∂xiu ∈ C0,locα,β ([t1, t2]×O), i = 1, . . ., d.
(iii) We say u ∈ C2,locα,β ([t1, t2]×O) if the following holds:
• x 7→ u(·, x) maps O into C2α,β([t1, t2]) and is continuous under ‖ · ‖2.
• ∂ωu ∈ C1,locα,β ([t1, t2] × O), ∂xu ∈ C1,locα,β ([t1, t2] × O;Rd), and ∂ωt u ∈
C0,locα,β ([t1, t2]×O); for all x ∈ O, [∂xR1,u(x)]α(1+β) <∞.
(iv) For k ≥ 3, we say u ∈ Ck,locα,β ([t1, t2]×O) if u, ∂ωu ∈ Ck−1,locα,β ([t1, t2]×
O), ∂xu ∈ Ck−1,locα,β ([t1, t2]×O;Rd), and ∂ωt u ∈ Ck−2,locα,β ([t1, t2]×O).
Lemma 2.7 (i) Let u ∈ C2,locα,β (RdT ). Then ∂ω and ∂x commute, i.e.,
∂ω∂xu = ∂x∂ωu. (2.13)
Assume further that u ∈ C3,locα,β (RdT ). Then ∂ωt and ∂x commute, i.e.,
∂ωt ∂xϕ = ∂x∂
ω
t ϕ. (2.14)
(ii) If u ∈ C1,locα,β (RdT ), then, for any bounded domain O ⊂ Rd,∫ t
s
∫
O
u(r, x) dx dωr =
∫
O
∫ t
s
u(r, x) dωr dx. (2.15)
The next result is the crucial chain rule (cf. [25, Theorem 3.4]).
Lemma 2.8 Assume that ϕ ∈ C1,locα,β (RdT ) and X ∈ C1α,β([0, T ];Rd). Let
Yt := ϕ(t,Xt). Then Y ∈ C1α,β([0, T ]) and it holds
∂ωYt = ∂ωϕ(t,Xt) + ∂xϕ(t,Xt) · ∂ωXt. (2.16)
If ϕ ∈ C2,locα,β (RdT ), X ∈ C2α,β([0, T ];Rd), then Y ∈ C2α,β([0, T ]) and
∂ωt Yt = ∂
ω
t ϕ(t,Xt) + ∂xϕ(t,Xt) · ∂ωt Xt. (2.17)
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Our study relies heavily on the following rough Taylor expansion. The
result holds true for multidimensional cases as well and we emphasize that
the numbers δ below can be negative.
Lemma 2.9 Let u ∈ Ck,locα,β (RT ) and K ⊂ R be compact. Then, for every
(t, x) ∈ RT and (δ, h) ∈ R2 with t + δ ∈ [0, T ] and x + h ∈ K, we have
|Rk,ut,x;δ,h| ≤ C(K,x) (|δ|α + |h|)k+β , where
u(t+ δ, x+ h) =
k∑
m=0
∑
‖ν‖≤k−m
1
m!
Dν∂mx u(t, x) hm Iνt,t+δ +Rk,ut,x;δ,h. (2.18)
To study RDEs, uniform properties for the functions in Ck,locα,β ([t1, t2]×O)
are needed. In the next definition, we abuse the notation ‖ · ‖k from (2.7).
Definition 2.10 (i) We say u ∈ Ckα,β([t1, t2]×O) ⊂ Ck,locα,β ([t1, t2]×O) if
‖u‖k :=
k∑
i=0
sup
x∈O
‖∂ixu(·, x)‖k−i <∞. (2.19)
(ii) For solutions to standard PDEs (recall Remark 2.3 (iii)), we use
Ck,0α,β([t1, t2]×O) :=
{
u ∈ Ckα,β([t1, t2]×O) : ∂ωu = 0
}
. (2.20)
We remark that in (i) we do not require supt∈[t1,t2][∂
k
xu(t, ·)]β < ∞, but
restrict ourselves to local Ho¨lder continuity with respect to x (uniformly in
t), which suffices for our rough Taylor expansion above.
Although functions in Ck,0α,β(RT ) are, in general, only at most once differ-
entiable in time, they behave in our rough path framework as if they were
k times differentiable in time (cf. also the discussion in [19, Section 13.1]).
Remark 2.11 (i) If u : [t1, t2]×O → R satisfies ‖u‖k+1 <∞ (as in (2.19)),
then u(t, x + h) − u(t, x) = h ∫ 10 ∂xu(t, x + λh) dλ. Thus the mapping x 7→
u(·, x), O → Ckα,β([t1, t2]), is continuous under ‖ · ‖k (as defined in (2.7))
and, for ‖ν‖ = k, Dνu(t, ·) is Ho¨lder-β continuous, uniformly in t. Hence,
the continuity required in the definition of Ck,locα,β (R
d
T ) is automatic.
(ii) Similarly, if u ∈ Ck+1α,β (RdT ×Rd
′
), then y 7→ u(·, y), Rd′ → Ck+1α,β (RdT ),
is continuous under ‖ · ‖k (as defined in (2.19)).
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Now, we study rough differential equations of the form
ut = u0 +
∫ t
0
f(s, us) ds +
∫ t
0
g(s, us) dωs. (2.21)
Lemma 2.12 If f ∈ Ckα,β(RT ) and g ∈ Ck+1α,β (RT ) for some k ≥ 2, then
RDE (2.21) has a unique solution u ∈ Ck+2α,β ([0, T ]) and
‖u− u0‖k+2 ≤ C(T, ‖f‖k, ‖g‖k+1). (2.22)
In the following linear case, we have a representation formula for u:
ut = u0 +
∫ t
0
[f0(s) + f1(s)us] ds+
∫ t
0
[g0(s) + g1(s)us] dωs. (2.23)
Lemma 2.13 If f0, f1 ∈ Ckα,β([0, T ]) and g0, g1 ∈ Ck+1α,β ([0, T ]) for some
k ≥ 2, then RDE (2.23) has a unique solution u ∈ Ck+2α,β ([0, T ]) given by
ut = Γt
[
u0 +
∫ t
0
f0(s)
Γs
ds+
∫ t
0
g0(s)
Γs
dωs
]
, (2.24)
where Γt := exp
{ ∫ t
0 f1(s) ds+
∫ t
0 g1(s) dωs
}
.
Remark 2.14 This representation holds only true in the one dimensional
case. For multidimensional linear RDEs, Keller and Zhang [25] derived a
semi-explicit representation formula. Moreover, note that (2.23) actually
does not satisfy the technical conditions in Lemma 2.12 (f and g are not
bounded). But nevertheless, due to its special structure, RDE (2.23) is
wellposed as shown in this lemma.
Finally, we extend Lemma 2.12 to RDEs with parameters of the form
u(t, x) = u0(x) +
∫ t
0
f(s, x, u(s, x)) ds +
∫ t
0
g(s, x, u(s, x)) dωs. (2.25)
Lemma 2.15 Assume that u0 ∈ Ck+β(R), f ∈ Ck+1α,β (R2T ), and g ∈ Ck+1α,β (R2T )
for some k ≥ 3. Then u ∈ Ck,locα,β (RT ) and ∂xu solves
∂xu(t, x) = ∂xu0(x) +
∫ t
0
[
∂xf(s, x, u(s, x)) + ∂yf(s, x, u(s, x)) · ∂xu(s, x)
]
ds
+
∫ t
0
[
∂xg(s, x, u(s, x)) + ∂yg(s, x, u(s, x)) · ∂xu(s, x)
]
dωs.
(2.26)
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If all the related derivatives of u0 are bounded (but not necessary u0 itself),
then u− u0 ∈ Ckα,β(RT ). If u0 is bounded, then u ∈ Ckα,β(RT ).
3 Stochastic PDEs, rough PDEs, and path-dependent
PDEs
Our initial goal is to study the fully nonlinear stochastic PDE
du(t, x,B·) = f(t, x,B·, u, ∂xu, ∂
2
xxu) + g(t, x,B·, u, ∂xu) ◦ dBt. (3.1)
Here, B is a standard Brownian motion, ◦ denotes the Stratonovich integral,
and f and g are FB-progressively measurable.
To transform (3.1) into a rough PDE, we need to introduce some nota-
tion. Let Ω0 := {ω ∈ C0([0, T ]) : ω0 = 0}, B the canonical process on Ω0,
i.e., B(ω) := ω, P0 the Wiener measure, and
Ω :=
⋃
1/3<α<1/2Ωα, Ωα :=
{
ω ∈ Ω0 : [ω]α <∞ and (2.3) holds
}
. (3.2)
Then P0(Ω) = 1 (cf. [19, Theorem 6.6]). Moreover, consider the space
C(Ω) :=
⋃{Cα,β(Ω) : α ∈ (1/3, 1/2), β ∈ (0, 1], and (2.2) holds}, (3.3)
where Cα,β(Ω) is the set of all F-progressively measurable real processes
(ut)t∈[0,T ] on Ω with E
P0 [|u‖2B;1] < ∞ and with u(ω) ∈ C1ω;α,β([0, T ]) for all
ω ∈ Ω. Here ‖·‖ω;1 and C1ω;α,β([0, T ]) are defined by (2.7) and Definition 2.2,
respectively, with indication of the dependence on ω.
Then, for u ∈ C(Ω), we have
( ∫ t
0
us ◦ dBs
)
(ω) =
∫ t
0
us(ω) dωs, 0 ≤ t ≤ T, for P0-a.e. ω ∈ Ω. (3.4)
Here, the left hand side is a Stratonovic integral while the right hand side is
a rough path integral. In this sense, we may write SPDE (3.1) as the RPDE
du(t, x, ω) = f(t, x, ω, u, ∂xu, ∂
2
xxu) dt+ g(t, x, ω, u, ∂xu) dωt, ω ∈ Ω. (3.5)
Remark 3.1 (i) If u is a classical solution of (3.1) with g(·, x,B·, u, ∂xu) ∈
C(Ω) for all x ∈ R, then, by (3.4), RPDE (3.5) holds true for P0-a.e. ω ∈ Ω.
(ii) In the earlier version of this paper (see arXiv:1501.06978v1), we
studied pathwise viscosity solutions of SPDE (3.1) in the a.s. sense. In this
version, we study instead the wellposedness of RPDE (3.5) for fixed ω. This
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is easier and more convenient. Moreover, the rough path framework allows
us to prove crucial perturbation results such as Lemma 5.8.
(iii) If we have obtained a solution (in classical or viscosity sense) u(·, ω)
of RPDE (3.5) for each ω, to go back to SPDE (3.1), one needs to verify
the measurability and integrability of the mapping ω 7→ u(·, ω). To do
so, one can, in principle, apply the strategy in [9, Section 3], which relies
on construction of solutions to SDEs via iteration so that adaptedness is
preserved. This strategy can be applied in our setting and does not require
f and g to be continuous in ω. Another possible approach is to follow the
argument in [19, Section 9.1], which is in the direction of stability and norm
estimates but requires at least g to be continuous in ω. Since the paper is
already too lengthy, we do not pursue these approaches here in detail.
From now on, we shall fix (α, β) and ω as in Subsection 2.1 and omit ω
in f , g, and u. To be precise, the goal of this paper is to study the RPDE
du(t, x) = f(t, x, u, ∂xu, ∂
2
xxu) dt+ g(t, x, u, ∂xu)dωt (3.6)
with initial condition u(0, x) = u0(x). Note that u(t, x) implicitly depends
on ω. In particular, ∂ωt u is different from ∂tu in the standard PDE literature.
Moreover, by Lemma 2.5, we may write (3.6) as the path dependent PDE
∂ωt u(t, x) = f(t, x, u, ∂xu, ∂
2
xxu), ∂ωu(t, x) = g(t, x, u, ∂xu). (3.7)
with initial condition. The arguments of f and g are implicitly denoted as
f(t, x, y, z, γ) and g(t, x, y, z). Throughout the paper, the following assump-
tions shall be employed.
Assumption 3.2 Let g ∈ Ck0,locα,β (R3T ) for some sufficiently large regularity
index k0 ∈ N.
(i) ∂yg ∈ Ck0−1α,β (R3T ), ∂zg ∈ Ck0−1α,β (R3T ).
(ii) For i = 0, . . ., k0 and (y, z) ∈ R2, ∂ixg(·, y, z) ∈ Ck0−iα,β (RT ) with
‖∂ixg(·, y, z)‖k0−i ≤ C[1 + |y|+ |z|].
Note that, for any bounded set Q ⊂ R2, g ∈ Ck0α,β(RT ×Q).
Assumption 3.3 (i) f is nondecreasing in γ.
(ii) f ∈ C0(R4T ) and |f(t, x, 0, 0, 0)| ≤ K0 for all (t, x) ∈ RT .
(iii) f is uniformly Lipschitz in (y, z, γ) with Lipschitz constant L0.
Assumption 3.4 Let u0 be uniformly continuous and ‖u0‖∞ ≤ K0.
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We remark that there is no comparison principle in terms of g. Hence,
a smooth approximation of g does not help for our purpose and thus we
require g to be smooth. By more careful arguments, we may figure out the
precise value of k0, but that would make the paper less readable. In the
rest of the paper, we use k to denote a generic index for regularity, which
may vary from line to line. We assume always that k is large enough so
that we can apply all the results in Section 2 freely, and we assume that the
regularity index k0 in Assumption 3.2 is large enough so that we have the
desired k-regularity in the related results.
Definition 3.5 Let u ∈ C2,locα,β (RT ). We say u is a classical solution (resp.
subsolution, supersolution) of RPDE (3.6) if
∂ωu(t, x) = g(t, x, u, ∂xu),
Lu(t, x) := ∂ωt u(t, x)− f(t, x, u, ∂xu, ∂2xxu) = (resp. ≤,≥) 0.
(3.8)
Note again that there is no comparison principle in terms of g. So the first
line in (3.8) is an equality even for sub/super-solutions.
4 Classical solutions of rough PDEs
We establish wellposedness of classical solutions for RPDE (3.6). To this
end, we have to require that the coefficients f , g and the initial value u0 are
sufficiently smooth. For general RPDEs, most results are valid only locally
in time. However, this will turn out to be sufficient for our study of viscosity
solutions in the next sections.
4.1 The characteristic equations
Our main tool is the method of characteristics (see Kunita [27] for the
stochastic setting). It will be used to get rid of the diffusion term g and
to transform the RPDE to a standard PDE. Given θ := (x, y, z) ∈ R3,
consider the coupled system of RDEs
Xt = x−
∫ t
0
∂zg(s,Θs) dωs,
Yt = y +
∫ t
0
[
g(s,Θs)− Zs∂zg(s,Θs)
]
dωs,
Zt = z +
∫ t
0
[
∂xg(s,Θs) + Zs∂yg(s,Θs)
]
dωs.
(4.1)
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Its solution is denoted by Θt(θ) := (Xt(θ), Yt(θ), Zt(θ)). Fix K0 > 0 and
put
Q := R×Q2, Q2 := {(y, z) ∈ R2 : max{|y|, |z|} ≤ K0 + 1} ⊂ R2. (4.2)
Proposition 4.1 Let Assumption 3.2 hold and let K0 ≥ 0 be a constant.
Then there exist constants δ0 > 0 and C0, depending only on K0 and the
k0-th norm of g (in the sense of Definition 2.10 (i)) on [0, T ]×Q, such that
for all θ ∈ Q, the system (4.1) has a unique solution Θ(θ) such that
Θ˜ ∈ Ck0α,β([0, δ0]×Q;R3), ‖Θ˜‖k0 ≤ C0, where Θ˜t(θ) := Θt(θ)− θ. (4.3)
Proof Uniqueness follows directly from an appropriate multi-dimensional
extension of Lemma 2.12 for each θ ∈ Q. To prove existence, we note that
the main difficulty here is that some coefficients in (4.1) are not bounded. To
deal with this difficulty, we introduce, for each N > 0, a smooth truncation
function ιN : R→ R with ιN (z) = z for |z| ≤ N and ιN (z) = 0 for |z| > N+
1, and consider gN (t, θ) := g(t, x, ιN (y), ιN (z)). Then, by Assumption 3.2,
gN ∈ Ck0α,β(R3T ). Next, for each θ ∈ R3, consider the system
XNt = x−
∫ t
0 ∂zg
N (s,ΘNs ) dωs,
Y Nt = y +
∫ t
0
[
gN (s,ΘNs )− ιN (ZNs )∂zgN (s,ΘNs )
]
dωs,
ZNt = z +
∫ t
0
[
∂xg
N (s,ΘNs ) + ι
N (ZNs )∂yg
N (s,ΘNs )
]
dωs.
Applying Lemma 2.15, but extended to the multidimensional case (using
the extended Lemma 2.13 as shown in Remark 2.14), the RDE above has a
unique solution ΘN(θ) = (XN , Y N , ZN )(θ) ∈ Ck0α,β([0, T ];R3) and satisfies
(4.3) with a constant CN := C(N,T, ‖gN‖k0). Now set N := K0 + 1. For
(t, θ) ∈ [0, T ]×Q, it follows from (2.8) that
|Y Nt (θ)| ≤ K0 + CN tα, |ZNt (θ)| ≤ K0 + CN tα.
Set δ0 := C
−1/α
N ∧ T . Then, for t ≤ δ0, we have |Y Nt (θ)| and |ZNt (θ)| ≤ N .
Thus gN (ΘNt ) = g(Θ
N
t ). Therefore, Θ
N solves the original untruncated
equation (4.1) on [0, δ0].
Next, we linearize system (4.1). To this end, put
U := [∂xX, ∂yX, ∂zX], V := [∂xY, ∂yY, ∂zY ], W := [∂xZ, ∂yZ, ∂zZ]. (4.4)
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Then
Ut = [1, 0, 0] −
∫ t
0
[
∂xzgUs + ∂yzgVs + ∂zzgWs
]
(s,Θs) dωs,
Vt = [0, 1, 0] +
∫ t
0
[[
∂xg − ∂xzg Zs
]
Us +
[
∂yg − Zs∂yzg
]
Vs
− Zs∂zzgWs
]
(s,Θs) dωs,
Wt = [0, 0, 1] +
∫ t
0
[[
∂2xxg + Zs∂xyg
]
Us + [∂xyg + ∂yyg Zs]Vs
+
[
∂xzg + Zs∂yzg + ∂yg
]
Ws
]
(s,Θs) dωs.
(4.5)
The next result is due to Peter Baxendale. It is a slight generalization of
[27, (14) on p. 291] (which corresponds to (4.15) below).
Lemma 4.2 Let Assumption 3.2 hold and let K0, δ0 be as in Proposi-
tion 4.1. For every (t, θ) ∈ [0, δ0] × Q with θ = (x, y, z) and every h =
(h1, h2, h3) ∈ R3,
Vt(θ) · h− ZtUt(θ) · h = (h2 − z · h1) exp
{∫ t
0
∂yg(s,Θs(θ)) dωs
}
. (4.6)
Proof Fix θ ∈ Q, h ∈ R3. Put Γt := Vt · h− ZtUt · h. By Lemma 2.8,
∂ωΓt =
[[
∂xg − ∂xzg Zt
]
Ut +
[
∂yg − Zt∂yzg
]
Vt − Zt∂zzgWt
]
· h
−[∂xg + Zt∂yg]Ut · h+ Zt
[
∂xzgUt + ∂yzgVt + ∂zzgWt
]
· h
= ∂ygVt · h− Zt∂ygUt · h = ∂ygΓt.
Clearly, ∂ωt Γt = 0 and Γ0 = h2 − zh1. Then Lemma 2.13 yields (4.6).
4.2 RPDEs and PDEs
Our goal is to associate RPDE (3.6) with a function v satisfying
∂ωv(t, x) = 0, (4.7)
which would imply that v solves a standard PDE. To illustrate this idea,
let us first derive the PDE for v heuristically. Assume that u is a classical
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solution of RPDE (3.6) with sufficient regularity. Recall (4.1). We want to
find v satisfying (4.7) and
u
(
t,Xt(θt(x))
)
= Yt(θt(x)), ∂xu
(
t,Xt(θt(x))
)
= Zt(θt(x)), (4.8)
where θt(x) := (x, v(t, x), ∂xv(t, x)).
In fact, recall (4.4) and write
Φˆt(x) := Φ(t, θt(x)) for Φ = Θ, U , V , W . (4.9)
Applying the operator ∂ωt on both sides of the first equality of (4.8) yields
together with Lemma 2.8
0 = ∂ωt
[
u(t, Xˆt)− Yˆt
]
= ∂ωt u(t, Xˆt) + ∂xu(t, Xˆt)Uˆt · ∂tθt(x)− Vˆt · ∂tθt(x)
= f(t, Xˆt, u, ∂xu, ∂
2
xxu)−
[
Vt(θt(x))− Zt(θt(x))Ut(θt(x))
] · ∂tθt.
By Lemma 4.2 with h := ∂tθt(x) = [0, ∂tv(t, x), ∂txv(t, x)] and z = ∂xv(t, x),
[
Vt(θt(x))− Zt(θt(x))Ut(θt(x))
] · ∂tθt
= [h2 − zh1]e
∫ t
0
∂yg(s,Θs(θt(x))) dωs = ∂tv(t, x)e
∫ t
0
∂yg(s,Θs(θt(x))) dωs .
We emphasize that the variable θt(x) above is fixed when Lemma 4.2 is ap-
plied, while the variable t in Vt is viewed as the running time. In particular,
in the last term above Θs(θt(x)) involves both times s and t. Then, by (4.2),
∂tv(t, x) exp
( ∫ t
0
∂yg(s,Θs(θt(x)))dωs
)
= f(t, Xˆt, u, ∂xu, ∂
2
xxu).
By (4.8), u(t, Xˆt) and ∂xu(t, Xˆt) are functions of (t, θt(x)). Moreover, by
applying the operator ∂x on both sides of the second equality of (4.8),
∂2xxu(t, Xˆt)Uˆt · ∂xθt(x) = Wˆt · ∂xθt(x).
Note that ∂xθt(x) = [1, ∂xv, ∂
2
xxv](t, x). Then, provided Uˆt · ∂xθt(x) 6= 0,
∂2xxu(t, Xˆt) =
Wˆt · ∂xθt(x)
Uˆt · ∂xθt(x)
=
∂xZt(θt) + ∂yZt(θt) ∂xv + ∂zZt(θt) ∂
2
xxv
∂xXt(θt) + ∂yXt(θt) ∂xv + ∂zXt(θt) ∂2xxv
.
Therefore, formally v should satisfy the PDE
∂tv(t, x) = F (t, x, v(t, x), ∂xv(t, x), ∂
2
xxv(t, x)), v(0, x) = u0(x), (4.10)
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where, for θ = (x, y, z),
F (t, θ, γ) := f
(
t,Θt(θ),
Wt(θ) · [1, z, γ]
Ut(θ) · [1, z, γ]
)
e−
∫ t
0
∂yg(s,Θs(θ))dωs . (4.11)
Now, we carry out the analysis above rigorously. We start from PDE
(4.10) and derive the solution for RPDE (3.6). Recall (2.20) and that k is a
generic, sufficiently large regularity index that may vary from line to line.
Lemma 4.3 Let Assumption 3.2 hold. Let v ∈ Ck,0α,β(RT ) for some large k.
Put K0 := ‖v‖∞ ∨ ‖∂xv‖∞. Let δ0 be determined by Proposition 4.1. Then
there exists a constant δ ∈ (0, δ0] such that the following holds:
(i) For every (t, x) ∈ [0, δ] × R, ∂xXˆt(x) = Ut(θt(x)) · ∂xθt(x) ≥ 1/2.
(ii) For every t ∈ [0, δ], Xˆt : R→ R is a C1-diffeomorphism and Sˆt(x) :=
Xˆ−1t (x) belongs to C
k,loc
α,β ([0, δ] ×R) (for a possibly different k) and satisfies
Sˆt(x) = x−
∫ t
0
[Uˆs · ∂tθs](Sˆs(x))
(∂xXˆs) (Sˆs(x))
ds +
∫ t
0
∂zg(s, Θˆs(Sˆs(x)))
(∂xXˆs) (Sˆs(x))
dωs. (4.12)
Proof (i) Note that θt(x) ∈ Q for all (t, x) ∈ RT . By (4.3), it is clear that
U ∈ Ckα,β([0, δ0]×Q;R3). Recall that, by Definition 2.10 (i), the regularity
here is uniform in x. Thus, together with the regularity of v, we have
|Ut(θt(x))− U0(θ0(x))|
≤ |Ut(θt(x))− Ut(θ0(x))| + |Ut(θ0(x))− U0(θ0(x))| ≤ Ctα.
(4.13)
Since ∂xθt(x) = [1, ∂xv, ∂
2
xxv](t, x) is bounded,
|Ut(θt(x)) · ∂xθt(x)− U0(θ0(x)) · ∂xθ0(x)| ≤ Ctα.
Note that U0(θ0(x)) · ∂xθ0(x) = [1, 0, 0] · [1, ∂xv, ∂2xxv](t, x) = 1. Hence,
there exists a δ ≤ δ0 such that, for every (t, x) ∈ [0, δ] × R, ∂xXˆt(x) =
Ut(θt(x)) · ∂xθt(x) ≥ 1/2.
(ii) First, by (i) we see that Xˆt is one to one for t ∈ [0, δ]. Choose
ι ∈ C∞b (R) with ι(y) = 1/y for y ≥ 1/4 and ι(y) = 0 for y ≤ 1/5. Define
functions aˆ, bˆ : [0, δ] × R→ R by
aˆ(t, x) := −ι(∂xXˆt(x)) Uˆt(x) · ∂tθt(x),
bˆ(t, x) := ι
(
∂xXˆt(x)
)
∂zg(t, Θˆt(x)).
(4.14)
Note that aˆ, bˆ ∈ Ckα,β([0, δ] ×R). Then, by Lemma 2.15, the RDE
S˜t(x) = x+
∫ t
0
aˆ(s, S˜s(x)) ds +
∫ t
0
bˆ(s, S˜s(x)) dωs, (t, x) ∈ [0, δ] × R,
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has a unique solution S˜ ∈ Ck,locα,β ([0, δ] × R). Now, by (i), we see that S˜
actually satisfies RDE (4.12).
It remains to verify that Xˆt ◦ S˜t = id, t ∈ [0, δ]. Indeed, note that
Xˆt ◦ S˜t = Xt(θt(S˜t(x))) and ∂ωv = 0, ∂ωt X = 0.
Then, by (4.1) and (4.12),
∂ω[Xˆt(S˜t(x))] = ∂ωXt(θt(S˜t(x))) + Ut(θt(S˜t(x))) · ∂xθt(S˜t(x))∂ωS˜t(x)
= −∂zg(t, Θˆt(S˜t(x))) + ∂xXˆt(S˜t(x))∂zg(t, Θˆt(S˜t(x)))
(∂xXˆt) (S˜t(x))
= 0;
∂ωt [Xˆt(S˜t(x))] = Ut(θt(S˜t(x))) ·
[
∂tθt(S˜t(x)) + ∂xθt(S˜t(x))∂
ω
t S˜t(x)
]
= Uˆt(S˜t(x)) · ∂tθt(S˜t(x)) + ∂xXˆt(S˜t(x))
[
− Uˆt(S˜t(x)) · ∂tθt(S˜t(x))
(∂xXˆt) (S˜t(x))
]
= 0.
Thus Xˆt(S˜t(x)) = Xˆ0(S˜0(x)) = x. This concludes the proof.
Theorem 4.4 Let Assumption 3.2 hold and v and δ be as in Lemma 4.3.
Assume further that v is a classical solution (resp. subsolution, supersolu-
tion) of PDE (4.10). Put u(t, x) := Yˆt ◦ Xˆ−1t (x). Then u ∈ Ckα,β([0, δ] × R)
is a classical solution (resp. subsolution, supersolution) of RPDE (3.6).
Proof It is clear that u ∈ C2,locα,β ([0, δ]×R). To show the uniform properties
in terms of x, define first Sˇt(x) := Sˆt(x) − x, Yˇt(θ) := Yt(θ) − y. Then, by
Lemma 2.15, Sˇ ∈ Ckα,β([0, δ] × R) and Yˇ ∈ Ckα,β([0, δ] × R3). Note that
u(t, x) = Yˆt(Sˆt(x))
= Y˜t
(
Sˇt(x) + x, vt(Sˇt(x) + x), ∂xvt(Sˇt(x) + x)
)
+ vt(Sˇt(x) + x).
Since v ∈ Ck,0α,β(RT ), it is clear that u ∈ Ckα,β([0, δ] × R).
We prove only the subsolution case. The other statements can be proved
similarly. First, note that u(t, x) = Yt
(
θt(Sˆt(x))
)
. Then, denoting xˆ :=
Sˆt(x),
∂ωu(t, x) = ∂ωYt
(
θt(xˆ)
)
+ Vt
(
θt(xˆ)
) · ∂xθt(xˆ) ∂ωSˆt(x)
=
[
g(t, Θˆt(xˆ)− Zˆt(xˆ)∂zg(t, Θˆt(xˆ))
]
+ Vt
(
θt(xˆ)
) · ∂xθt(xˆ)∂zg(t, Θˆt(xˆ))
(∂xXˆt) (xˆ)
= g(t, Θˆt(xˆ)) +
∂zg(t, Θˆt(xˆ))
(∂xXˆt) (xˆ)
[
Vˆt(xˆ)− Zˆt(xˆ)Uˆt(xˆ)
] · ∂xθt(xˆ).
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Note that, for (x, y, z) := θt(x) = [x, v, ∂xv] and h := ∂xθt(x) = [1, ∂xv, ∂
2
xxv],
we have h2 − zh1 = ∂xv − ∂xv = 0. Then, by Lemma 4.2, we have[
Vˆt(xˆ)− Zˆt(xˆ)Uˆt(xˆ)
]
· ∂xθt(xˆ) = 0, (4.15)
and thus
∂ωu(t, x) = g(t, Θˆt(xˆ)). (4.16)
Similarly, note that ∂tθt(x) = [0, ∂tv, ∂txv],
∂ωt u(t, x) = Vt
(
θt(xˆ)
) · [∂tθt(xˆ) + ∂xθt(xˆ) ∂ωt Sˆt(x)
]
= Vˆt
(
xˆ) · ∂tθt(xˆ) + Zˆt(xˆ)(∂xXˆt) (xˆ)
[
− Uˆt(xˆ) · ∂tθt(xˆ)
(∂xXˆt) (xˆ)
]
=
[
Vˆt(xˆ)− Zˆt(xˆ)Uˆt(xˆ)
] · ∂tθt(xˆ) = ∂tv(t, xˆ) exp
(∫ t
0
∂yg(s, Θˆs(xˆ))dωs
)
.
Since v is a classical subsolution of (4.10)-(4.11), the definition of F yields
∂ωt u(t, x) ≤ f
(
t, Θˆt(xˆ),
Wˆt(xˆ) · [1, ∂xv(t, xˆ), ∂2xxv(t, xˆ)]
Uˆt(xˆ) · [1, ∂xv(t, xˆ), ∂2xxv(t, xˆ)]
)
. (4.17)
Now, we identify the functions inside g and f in (4.16) and (4.17). First,
by definition
Xˆt(Sˆt(x)) = x and Yˆt(Sˆt(x)) = u(t, x). (4.18)
Next, differentiating (4.18) with respect to x, we have
1 = ∂x
[
Xt(θt(xˆ))
]
= Ut(θt(xˆ)) · ∂xθt(xˆ) ∂xSˆt(x),
∂xu(t, x) = ∂x
[
Yt(θt(Sˆt(x)))
]
= Vt(θt(xˆ)) · ∂xθt(xˆ) ∂xSˆt(x).
Thus, by (4.15),
∂xu(t, x)− Zˆt(xˆ) =
[
Vˆt(xˆ)− Zˆt(xˆ)Uˆt(t, xˆ)
]
· ∂xθ(t, xˆ) = 0. (4.19)
Moreover,
∂2xxu(t, x) = ∂x[∂xu(t, x)] = ∂x
[
Zt(θt(Sˆt(x)))
]
=Wt(θt(xˆ)) · ∂xθt(xˆ) ∂xSˆt(x) = Wˆt(xˆ) · [1, ∂xv(t, xˆ), ∂
2
xxv(t, xˆ)]
Uˆt(xˆ) · [1, ∂xv(t, xˆ), ∂2xxv(t, xˆ)]
.
(4.20)
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Plugging (4.18)-(4.20) into (4.16)-(4.17), we see that u satisfies the desired
subsolution properties.
Now, we proceed in the opposite direction, namely deriving v from u.
Assume that u ∈ Ckα,β(RT ) for some large k and define K0 := ‖u‖∞ ∨
‖∂xu‖∞. Let Q2 and Q be as in (4.2) and δ0 as in Proposition 4.1. For any
fixed (t, x) ∈ [0, δ0]× R, consider the mapping
(y, z) 7→ [Y − u(t,X), Z − ∂xu(t,X)] (t, x, y, z) (4.21)
from Q2 to R
2. The Jacobi matrix of this mapping is given by
J(t, x, y, z) :=
[
∂yY − ∂xu(t,X)∂yX ∂yZ − ∂2xxu(t,X)∂yX
∂zY − ∂xu(t,X)∂zX ∂zZ − ∂2xxu(t,X)∂zX
]
(t, x, y, z).
Note that det(J(0, x, y, z)) = 1. Thus, noting also that ∂xu and ∂
2
xxu are
bounded, one can see, similarly to (4.13), that there exists a δ ≤ δ0 such
that det(J(t, x, y, z)) ≥ 1/2 for all (t, x, y, z) ∈ [0, δ] × Q. This implies
that the mapping (4.21) is one to one and the inverse mapping has sufficient
regularity. Denote by R(t, x) the range of the mapping (4.21). Then
R(0, x) = {(y − u(0, x), z − ∂xu(0, x)) : (y, z) ∈ Q2} ⊃ R× (−1, 1).
Thus, by (4.13) and the boundedness of ∂xu, ∂
2
xxu again, and by choos-
ing a smaller δ if necessary, we may assume that (0, 0) ∈ R(t, x) for all
(t, x) ∈ [0, δ]×R. Therefore, for any (t, x) ∈ [0, δ]×R, there exists a unique
(v(t, x), w(t, x)) ∈ Q2 such that, denoting θ˜t(x) := (x, v(t, x), w(t, x)),
Yt(θ˜t(x)) = u(t,Xt(θ˜t(x))), Zt(θ˜t(x)) = ∂xu(t,Xt(θ˜t(x))) (4.22)
Differentiating the first equation in (4.22) with respect to x and applying
the second, we obtain
0 = ∂x
[
Yt(θ˜t(x))− u(t,Xt(θ˜t(x))
]
=
[
Vt(θ˜t(x))− ∂xu(t,Xt(θ˜t(x)))Ut(θ˜t(x))
]
· ∂xθ˜t(x)
=
[
Vt(θ˜t(x))− ZtUt(θ˜t(x))
]
· [1, ∂xv(t, x), ∂xw(t, x)]
=
[
∂xv(t, x)− w(t, x)
]
exp
( ∫ t
0
∂yg(s,Θs(θ˜t(x)))dωs
)
,
where the last equality holds true thanks to Lemma 4.2. Then w(t, x) =
∂xv(t, x) and thus (4.8) holds. In particular, we may use the notation θt(x)
in (4.8) again to replace θ˜t(x).
We verify now that v indeed satisfies PDE (4.10).
24
Theorem 4.5 Let Assumption 3.2 hold, let u ∈ Ckα,β(RT ) for some large
k, and let δ and v be determined as above. Assume further that u be a
classical solution (resp. subsolution, supersolution) of RPDE (3.6). Then,
for a possibly smaller δ > 0, we have Ut(θt(x)) ·∂xθt(x) ≥ 1/2 for all (t, x) ∈
[0, δ] × R and v ∈ Ck,0α,β([0, δ] × R) is a classical solution (resp. subsolution,
supersolution) of PDE (4.10) on [0, δ] × R.
Proof The regularity of v is straightforward. We prove only the case that
u is a classical subsolution. The other cases can be proved similarly.
Recall the notations in (4.9). Differentiating the first equality of (4.8)
with respect to ω and applying the second equality, we obtain
0 = ∂ω
[
Yt(θt(x))− u(t,Xt(θt(x)))
]
= ∂ωYt(θt(x)) + Vˆt · ∂ωθt(x)
− ∂ωu(t, Xˆt)− ∂xu(t, Xˆt)
[
∂ωX(t, θt(x)) + Uˆt · ∂ωθt(x)
]
.
By (3.8) and (4.8), ∂ωu(t, Xˆt) = g(t, Xˆt, u(t, Xˆt), ∂xu(t, Xˆt)) = g(t, Θˆt).
Then, by (4.1) and Lemma 4.2,
0 = [g(t, Θˆt)− Zˆt∂zg(t, Θˆt)] + Vˆt · ∂ωθt(x)− g(t, Θˆt)− Zˆt[−∂zg(t, Θˆt)]
− ZˆtUˆt · ∂ωθt(x)
=
[
Vˆt − ZˆtUˆt
] · [0, ∂ωv(t, x), ∂ω∂xv(t, x)] = ∂ωv(t, x)e∫ t0 ∂yg(s,Θs(θt(x)))dωs .
Thus ∂ωv(t, x) = 0 and Lemma 4.3 can be applied. In particular, for a
possibly smaller δ > 0, Ut(θt(x)) · ∂xθt(x) ≥ 1/2 for all (t, x) ∈ [0, δ] × R.
Finally, following exactly the same arguments as for deriving (4.10), one
can complete the proof that v is a classical subsolution of PDE (4.10).
Remark 4.6 We shall investigate the case with semilinear g in details in
Section 7 below. Here we consider another special case:
g = σ(z). (4.23)
which has received strong attention in the literature. Let σ′ and σ′′ denote
the first and second order derivatives of σ, respectively. In this case the
characteristic equations (4.1) becomes
Xt = x−
∫ t
0
σ′(Zs) dωs, Yt = y +
∫ t
0
[
σ(Zs)− Zsσ′(Zs)
]
dωs, Zt = z,
which has the explicit global solution
Xt = x− σ′(z)ωt, Yt = y + [σ(z) − zσ′(z)]ωt, Zt = z. (4.24)
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Moreover, in this case (4.11) becomes
F (t, x, y, z, γ) := f
(
t, x− σ′(z)ωt, y + [σ(z) − zσ′(z)]ωt, z, γ
1− σ′′(z)ωtγ
)
.
4.3 Local wellposedness of PDE (4.10)
To study the wellposedness of PDE (4.10) and hence that of RPDE (3.6),
we first establish a PDE result. Let K0 > 0 and, similar to (4.2), consider
Q3 := {(y, z, γ) ∈ R3 : max{|y|, |z|, |γ|} ≤ K0 + 1}. (4.25)
Lemma 4.7 Let k ≥ 2 and δ0 > 0.
(i) Suppose that u0 ∈ Ck+1+βb (R) with |u0|, |∂xu0|, |∂2xxu0| ≤ K0.
(ii) Suppose that F ∈ Ck+1α,β ([0, δ0]× R×Q3) and ∂γF ≥ c0 > 0.
Then there exists a constant δ ≤ δ0, depending on K0, c0, and the norm
‖F‖2 on [0, δ0] × R × Q3, such that PDE (4.10) has a classical solution
v ∈ Ck,0α,β([0, δ] ×R) on [0, δ] ×R.
Proof It suffices to prove v ∈ C2+βb ([0, δ] × R). The further regularity of
v when k ≥ 2 follows from standard bootstrap arguments (cf. Gilbarg and
Trudinger [22, Lemma 17.16]) together with Remark 2.11. Since the proof
is very similar to that of Lunardi [33, Theorem 8.5.4], which considers a
similar boundary-value problem, we shall present only the main ideas for
the more involved existence part of the lemma. The first step is to linearize
our equation and set up an appropriate fixed point problem. To this end,
let δ > 0 and define an operator A : C2+βb ([0, δ] × R)→ Cβb ([0, δ] × R) by
(Av) (t, x) := ∂yF (θˆ0(x)) v(t, x) + ∂zF (θˆ0(x)) ∂xv(t, x)
+ ∂γF (θˆ0(x)) ∂
2
xxv(t, x),
(4.26)
where θˆ0(x) :=
(
0, x, u0(x), ∂xu0(x), ∂
2
xxu0(x)
)
. Next, define
B1 := {v ∈ C2+βb ([0, δ] × R) : v(0, ·) = u0, ‖v − u0‖C2+βb ≤ 1}. (4.27)
Now given v ∈ B1, consider the solution w of the linear PDE
∂tw = Aw + [F (t, x, v, ∂xv, ∂
2
xxv)−Av] on [0, δ] × R (4.28)
with w(0, ·) = u0. Following the arguments in Lunardi [33, Theorem 8.5.4],
when δ > 0 is small enough, PDE (4.28) has a unique solution w ∈ B1. This
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defines a mapping Γ(v) := w for v ∈ B1. Moreover, when δ > 0 is small
enough, Γ is a contraction mapping, and hence there exists a unique fixed
point v ∈ B1. Then v = w and, by (4.28), v solves (4.10) on [0, δ] × R.
We now turn back to PDE (4.10)-(4.11) and RPDE (3.6).
Theorem 4.8 Let Assumption 3.2 hold and let k ≥ 2, δ0 > 0.
(i) Suppose that u0 ∈ Ck+1+βb (R) with |u0|, |∂xu0|, |∂2xxu0| ≤ K0.
(ii) Suppose that f ∈ Ck+1α,β ([0, δ0]×R×Q3) and ∂γf ≥ c0 > 0.
Then there exists a constant δ ≤ δ0, depending on K0, c0, the regularity
of f on [0, δ0] × Q3, and the regularity of g on [0, δ0] × Q, such that PDE
(4.10)-(4.11) has a classical solution v ∈ Ck,0α,β([0, δ] × R) on [0, δ] × R, and
consequently, for a possibly smaller δ > 0, RPDE (3.6) has a classical solu-
tion u ∈ Ckα,β([0, δ] × R).
Proof Recall (4.11). By the uniform regularity of Θ in Proposition 4.1,
one can verify straightforwardly that, for δ > 0 small enough, F satisfies the
conditions in Lemma 4.7 (ii). Then, by Lemma 4.7, PDE (4.10)-(4.11) has
a classical solution v ∈ B1 for a possibly smaller δ. Finally, it follows from
Theorem 4.4 that RPDE (3.6) has a local classical solution.
4.4 The first order case
We consider the case f being of first order, i.e.,
f = f(t, θ) = f(t, x, y, z). (4.29)
This case is completely degenerate in terms of γ. It is not covered by The-
orem 4.8. However, in this case PDE (4.10)-(4.11) is also of first order,
i.e.,
F (t, θ) := f
(
t,Θt(θ)
)
exp
(−
∫ t
0
∂yg(s,Θs(θ))dωs
)
. (4.30)
When f is smooth, so is F . Thus we can modify the characteristic equations
(4.1) to solve PDE (4.10)-(4.30) explicitly. Put Θ˜ = (X˜, Y˜ , Z˜) and consider
X˜t = x−
∫ t
0
∂zF (s, Θ˜s) ds,
Y˜t = y +
∫ t
0
[
F (s, Θ˜s)− Z˜s∂zF (s,Θs)
]
ds,
Z˜t = z +
∫ t
0
[
∂xF (s, Θ˜s) + Z˜s∂yF (s, Θ˜s)
]
ds.
(4.31)
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Similar to (4.8), let v˜ be determined (locally in time) by
v˜
(
t, X˜t(θ˜t(x))
)
= Y˜t(θ˜t(x)), ∂xv˜
(
t, X˜t(θ˜t(x))
)
= Z˜t(θ˜t(x)),
where θ˜t(x) := (x, v˜(t, x), ∂xv˜(t, x)). Then one can see that (4.7) should be
replaced with ∂tv˜ = 0, and thus v˜(t, x) = u0(x). By similar (actually easier)
arguments as in previous subsections, one can prove the following statement.
Theorem 4.9 Let Assumption 3.2 hold, f take the form (4.29) with f ∈
Ck+1α,β ([0, T ] × Q), and u0 ∈ Ck+1+βb (R) for some large k with |u0|, |∂xu0|,
|∂2xxu0| ≤ K0. Then there is a constant δ > 0 such that the following holds:
(i) The system of ODEs (4.31) is wellposed on [0, δ] for all θ ∈ Q.
(ii) For each t ∈ [0, δ], the mapping x ∈ R 7→ X˜t(x, u0(x), ∂xu0(x)) ∈ R
is invertible and thus possesses an inverse function, to be denoted by S˜t.
(iii) The map v defined by v(t, x) := Y˜t(θ˜t(S˜t(x))) belongs to C
k,0
α,β([0, δ]×
R) and is a classical solution to PDE (4.10)-(4.30). Consequently RPDE
(3.6)-(4.29) has a classical solution u ∈ Ckα,β([0, δ] × R).
5 Viscosity solutions of rough PDEs: definitions
and basic properties
We introduce a notion of viscosity solution for RPDE (3.6) and study its
basic properties. For any (t0, x0) ∈ (0, T ]× R and δ ∈ (0, t0), define
Dδ(t0, x0) := [t0 − δ, t0]×Oδ(x0) := [t0 − δ, t0]× {x ∈ R : |x− x0| ≤ δ}.
5.1 The definition
For u ∈ C(RT ) and (t0, x0) ∈ (0, T ] × R, put
A0gu(t0, x0; δ) :=
{
ϕ ∈ C2α,β(Dδ(t0, x0)) : ϕ(t0, x0) = u(t0, x0)
and ∂ωϕ = g(·, ϕ, ∂xϕ) on Dδ(t0, x0)
}
,
Agu(t0, x0) :=
⋃
0<δ≤t0
{
ϕ ∈ A0gu(t0, x0; δ) : ϕ ≤ u on Dδ(t0, x0)
}
,
Agu(t0, x0) :=
⋃
0<δ≤t0
{
ϕ ∈ A0gu(t0, x0; δ) : ϕ ≥ u on Dδ(t0, x0)
}
.
(5.1)
Definition 5.1 Let u ∈ C(RT ) and recall the operator L in (3.8).
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(i) We say u is a viscosity supersolution (resp. subsolution) of RPDE
(3.6) if, for every (t0, x0) ∈ (0, T ]×R and ϕ ∈ Agu(t0, x0) (resp. Agu(t0, x0)),
we have Lϕ(t0, x0) ≥ (resp. ≤) 0.
(ii) We say u is a viscosity solution of RPDE (3.6) if it is both a viscosity
supersolution and a viscosity subsolution of (3.6).
We remark that it is possible to consider semi-continuous viscosity solutions
as in the standard literature. However, for simplicity, in this paper we
restrict ourselves to continuous solutions only.
Proposition 5.2 (Consistency) Let Assumptions 3.2 and 3.3 hold and let
u ∈ C2α,β(RT ). Then u is a classical subsolution (resp. classical supersolu-
tion) of RPDE (3.6) if and only if it is a viscosity subsolution (resp. viscosity
supersolution) of (3.6).
Proof We prove only the subsolution case. The supersolution case can be
proved similarly.
First, assume that u is a viscosity subsolution. By choosing u itself as a
test function, we can immediately infer that u is a classical subsolution.
Next, assume that u is a classical subsolution. Let (t, x) ∈ (0, T ]×R and
ϕ ∈ Agu(t, x) with corresponding δ0 ∈ (0, t]. Then, at (t, x),
u− ϕ = 0, ∂x[u− ϕ] = 0, ∂2xx[u− ϕ] ≤ 0,
∂ω[u− ϕ] = 0; ∂xω[u− ϕ] = c ∂2xx[u− ϕ],
(5.2)
where c := ∂zg(t, x, u, ∂xu). For any (δ, h) ∈ [0, δ0]×Oδ0(x), by Lemma 2.9,
0 ≥[u− ϕ](t− δ, x + h)
= −∂ωt [u− ϕ](t, x) δ +
1
2
∂2xx[u− ϕ](t, x)|h − c ωt−δ,t|2 +R2,u−ϕδ,h ,
(5.3)
where R2,u−ϕδ,h = O((δ
α + h)2+β). Fix a number δ1 ∈ (0, δ0] such that, for
every δ ∈ (0, δ1], we have |c ωt−δ,t| < δ0. From now on, let δ ∈ (0, δ1].
Setting h := c ωt−δ,t in (5.3) yields
−∂ωt [u− ϕ](t, x) δ ≤ −R2,u−ϕδ,h ≤ C(δα + |cωt−δ,t|)2+β ≤ C δα(2+β).
Recall (2.2). Dividing the inequality above by δ and sending δ to 0, we have
∂ωt u(t, x) ≥ ∂ωt ϕ(t, x). By Assumption 3.3 (i) and by (5.2),[
∂ωt ϕ− f(·, ϕ, ∂xϕ, ∂2xxϕ)
]
(t, x) ≤
[
∂ωt u− f(·, u, ∂xu, ∂2xxu)
]
(t, x) ≤ 0,
i.e., u is a viscosity subsolution at (t, x).
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5.2 Equivalent definition through semi-jets
As in the standard PDE case (cf. Crandall, Ishii, and Lions [8]), viscosity
solutions can also be defined through semi-jets. To see this, we first note
that, for ϕ ∈ A0gu(t0, x0; δ), our second order Taylor expansion (Lemma 2.9)
yields
ϕ(t, x) = ϕ(t0, x0) + ∂
ω
t ϕ(t0, x0)(t− t0) + ∂ωϕ(t0, x0)ωt0,t
+ ∂xϕ(t0, x0)(x− x0) + ∂2ωωϕ(t0, x0)ωt0,t +
1
2
∂2xxϕ(t0, x0)|x− x0|2
+ ∂xωϕ(t0, x0)ωt0,t(x− x0) +R(t, x),
where (t, x) ∈ Dδ(t0, x0). Since ∂ωϕ(t, x) = g(t, x, ϕ, ∂xϕ), we have
∂xωϕ = ∂xg + ∂yg∂xϕ+ ∂zg∂
2
xxϕ,
∂ωωϕ = ∂ωg + ∂yg∂ωϕ+ ∂zg∂ωxϕ
= ∂ωg + ∂ygg + ∂zg[∂xg + ∂yg∂xϕ+ ∂zg∂
2
xxϕ].
(5.4)
Motivated by this, we define semijets as follows. Given u ∈ C(RT ), (t0, x0) ∈
(0, T ] × R, and (a, z, γ) ∈ R3, put
ψa,z,γg,u,t0,x0(t, x) := y + a[t− t0] + b ωt0,t + z[x− x0]
+ c ωt0,t +
1
2
γ|x− x0|2 + q ωt0,t[x− x0], where
y := u(t0, x0), b := g(t0, x0, y, z), q := [∂xg + ∂ygz + ∂zgγ](t0, x0, y, z),
c := [∂ωg + ∂ygg + ∂zg(∂xg + ∂ygz + ∂zgγ)](t0, x0, y, z).
We then define the g-superjet J gu(t0, x0) and the g-subjet J gu(t0, x0) by
J gu(t0, x0) :=
⋃
0<δ≤t
{
(a, z, γ) ∈ R3 : ψa,z,γg,u,t0,x0 ≤ u on Dδ(t0, x0)
}
,
J gu(t0, x0) :=
⋃
0<δ≤t
{
(a, z, γ) ∈ R3 : ψa,z,γg,u,t0,x0 ≥ u on Dδ(t0, x0)
}
.
(5.5)
Notice that ∂ωψ
a,z,γ
g,u,t0,x0 = g(·, ψa,z,γg,u,t0,x0 , ∂xψa,z,γg,u,t0,x0) holds true only at (t0, x0),
but not in Dδ(t0, x0), so in general ψ
a,z,γ
g,u,t0,x0 /∈ A0gu(t0, x0; δ). Nevertheless,
we still have the following equivalence.
Proposition 5.3 Let Assumptions 3.2 and 3.3 be in force and u ∈ C(RT ).
Then u is a viscosity supersolution (resp. subsolution) of (3.6) at (t0, x0) ∈
(0, T ]×R if and only if, for every (a, z, γ) ∈ J gu(t0, x0) (resp. J gu(t0, x0)),
a− f(t0, x0, u(t0, x0), z, γ) ≥ 0 (resp. ≤ 0). (5.6)
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Proof We prove only the supersolution case. The subsolution case can be
proved similarly.
First, we prove the if part. Assume that (5.6) holds for every (a, z, γ) ∈
J gu(t0, x0). Let ϕ ∈ Agu(t0, x0). Then there exists a δ0 ∈ (0, t0 ∧ 1] such
that, whenever 0 ≤ δ ≤ δ0, |h| ≤ δ0,
u(t0 − δ, x0 + h)− u(t0, x0) ≥ ϕ(t0 − δ, x0 + h)− ϕ(t0, x0),
By Lemma 2.9, there exists a C > 0 such that
ϕ(t0 − δ, x0 + h)− ϕ(t0, x0) ≥
[
− ∂ωt ϕ δ + ∂xϕ h+
1
2
∂2xxϕ |h|2
+ ∂ωϕ ωt0,t + ∂
2
ωωϕ ωt0,t + ∂xωϕ h ωt0,t
]
(t0, x0)− C
[
δα + |h|](2+β).
For any ε > 0, by (2.2), there exists a δε ∈ (0, δ0), such that, for every
0 ≤ δ ≤ δε, |h| ≤ δε,
u(t0 − δ, x0 + h)− u(t0, x0) ≥
[
− ∂ωt ϕ δ + ∂xϕ h+
1
2
∂2xxϕ |h|2
+ ∂ωϕ ωt0,t + ∂
2
ωωϕ ωt0,t + ∂xωϕ h ωt0,t
]
(t0, x0)− ε δ − 1
2
ε |h|2,
By (5.4), the above inequality implies (∂ωt ϕ + ε, ∂xϕ, ∂
2
xxϕ − ε)(t0, x0) ∈
J gu(t0, x0). Thus, by (5.6), [∂ωt ϕ + ε − f(·, ϕ, ∂xϕ, ∂2xxϕ − ε)](t0, x0) ≥ 0.
Sending ε→ 0 yields Lϕ(t0, x0) ≥ 0, i.e., u is a viscosity supersol. at (t0, x0).
Next, we prove the only if part. Assume that u is a viscosity superso-
lution at (t0, x0) ∈ (0, T ] × R. Let (a, z, γ) ∈ J gu(t0, x0) and consider the
RPDE
ϕ(t, x) = u(t0, x0) + [a+ ε] [t− t0] + z [x− x0] + 1
2
[γ − ε] |x− x0|2
−
∫ t0
t
g(·, ϕ, ∂xϕ)(s, x) dωs.
By Theorem 4.9, the RPDE above has a classical solution ϕ ∈ C2α,β(Dδ(t0, x0))
for some δ ∈ (0, δ0]. It is clear that ϕ ∈ A0gu(t0, x0; δ). Moreover, by using
our Taylor expansion (Lemma 2.9), one may easily verify that
ϕ = ψa+ε,z,γ−εg,u,t0,x0 +R on Dδ(t0, x0),
where |R(t, x)| ≤ C[|t − t0|α + |x − x0|]2+β . Then, by choosing δ > 0
small enough, we have ϕ ≤ ψa,z,γg,u,t0,x0 ≤ u on Dδ(t0, x0)), where the second
inequality is due to the assumption (a, z, γ) ∈ J gu(t0, x0). This implies
ϕ ∈ Agu(t0, x0). Thus 0 ≤ Lϕ(t0, x0) = a + ε − f(t0, x0, u(t0, x0), z, γ − ε).
Sending ε→ 0 yields (5.6).
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Remark 5.4 By Proposition 5.3 and its proof, we can see that, depending
on the regularity order k0 of g as specified in Assumption 3.2, it is equivalent
to use test functions of class Ckα,β(Dδ(t0, x0)) for any k between 2 and k0.
This is crucial for Theorem 5.9 below.
5.3 Change of variables formula
Let λ ∈ C([0, T ]) and n ≥ 2 be an even integer. For any u : RT → R, define
u˜(t, x) :=
eηt
1 + xn
u(t, x), where ηt :=
∫ t
0
λs ds. (5.7)
If u ∈ C2α,β(RT ), then
u = e−ηt(1 + xn)u˜, ∂xu = e
−ηt
[
(1 + xn)∂xu˜+ nx
n−1u˜
]
,
∂2xxu = e
−ηt
[
(1 + xn)∂2xxu˜+ 2nx
n−1∂xu˜+ n(n− 1)xn−2u˜
]
,
∂ωu = e
−ηt(1 + xn)∂ωu˜, ∂
ω
t u = e
−ηt(1 + xn)[∂ωt u˜− λu˜].
(5.8)
Define f˜ : R4T → R and g˜ : R3T → R by
f˜(t, x, y, z, γ) := λt y +
eηt
1 + xn
f
(
t, x,
(1 + xn)y
eηt
,
(1 + xn)z + nxn−1y
eηt
,
(1 + xn)γ + 2nxn−1z + n(n− 1)xn−2y
eηt
)
,
g˜(t, x, y, z) :=
eηt
1 + xn
g
(
t, x,
(1 + xn)y
eηt
,
(1 + xn)z + nxn−1y
eηt
)
.
(5.9)
Clearly, f˜ and g˜ inherit the regularity of f and g. Whenever they are smooth,
∂yf˜ = λ+ ∂yf + ∂zf
nxn−1
1 + xn
+ ∂γf
n(n− 1)xn−2
1 + xn
,
∂z f˜ = ∂zf + ∂γf
2nxn−1
1 + xn
; ∂γ f˜ = ∂γf ; ∂
2
γγ f˜ = e
−ηt(1 + xn)∂2γγf.
(5.10)
Then it is straightforward to verify that f˜ and g˜ inherit most desired prop-
erties of f and g that we utilize later.
Lemma 5.5 (i) If g is of the form of (7.1) or of (7.26), then so is g˜; and
if f is of the form of (7.29), then so is f˜ .
(ii) If f is convex in γ, then so is f˜ .
(iii) If f is uniformly parabolic, then so is f˜ .
(iv) If f is uniformly Lipschitz continuous in y, z, γ, then so is f˜ .
(v) If ‖f(·, y, z, γ)‖Cα(RT ) ≤ C[1 + |y|+ |z|+ |γ|], then so is f˜ .
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In particular, if f and g satisfy Assumptions 3.2 and 3.3, then so do f˜ and
g˜. However, we remark that g˜ does not inherit the same form when g is in
the form of (4.23). Now consider the RPDE for u˜:
u˜(t, x) = u0(x) +
∫ t
0
f˜(s, x, u˜(s, x), ∂xu˜(s, x), ∂
2
xxu˜(s, x)) ds
+
∫ t
0
g˜(s, x, u˜(s, x), ∂xu˜(s, x)) dωs, (t, x) ∈ RT .
(5.11)
Proposition 5.6 Let Assumptions 3.2 and 3.3 be in force, λ ∈ C([0, T ]),
n ≥ 2 even, and u ∈ C(RT ). Then u is a viscosity subsolution (resp. clas-
sical subsolution) of RPDE (3.6) if and only if u˜ is a viscosity subsolution
(resp. classical subsolution) of RPDE (5.11).
Proof The equivalence of the classical solution properties is straightfor-
ward. Regarding the viscosity solution properties, we prove the if part; the
only if part can be proved similarly.
Assume that u˜ is a viscosity subsolution of RPDE (5.11). For any
(t0, x0) ∈ (0, T ] × R and ϕ ∈ Agu(t0, x0), put ϕ˜(t, x) := e
ηt
1+xnϕ(t, x). It
is straightforward to check that ϕ˜ ∈ Ag˜u˜(t0, x0). Then, by the viscosity
subsolution property of u˜ at (t0, x0),
0 ≥ ∂ωt ϕ˜− f˜(t0, x0, ϕ˜, ∂xϕ˜, ∂2xxϕ˜) =
eηt0
1 + xn0
[
∂ωt ϕ− f(t0, x0, ϕ, ∂xϕ, ∂2xxϕ)
]
.
This implies that u is a viscosity subsolution of RPDE (3.6).
Remark 5.7 Let (f, g) satisfy Assumptions 3.2 and 3.3 and let u be a
viscosity semi-solution of RPDE (3.6).
(i) If u has polynomial growth, by choosing n large enough, we have
lim
|x|→∞
sup
0≤t≤T
|u˜(t, x)| = 0. (5.12)
(ii) If f is uniformly Lipschitz continuous in y, by choosing λ sufficiently
large (resp. small), we have
f˜ is strictly increasing (resp. decreasing) in y. (5.13)
In particular, f˜ will be proper in the sense of Crandall, Ishii, and Lions [8].
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5.4 Stability
The following technical lemma will be crucial for the stability result. Given
(t0, x0) ∈ [0, T ) × R and ε > 0 small, put
D+ε (t0, x0) := [t0, t0 + ε
3)×Oε(x0),
∂D+ε (t0, x0) :=
{
(t, x) : t ∈ [t0, t0 + ε3], |x− x0| = ε or t = t0 + ε3, |x| ≤ ε
}
.
Lemma 5.8 Let Assumption 3.2 hold, let (t0, x0) ∈ [0, T ) × R, and let
δ0 ∈ (0, T − t0]. Assume that ϕ ∈ Ckα,β(D+δ1/3
0
(t0, x0)) for some large k and
∂ωϕ = g(·, ϕ, ∂xϕ) in D+
δ
1/3
0
(t0, x0). Define
gϕ(t, x, y, z) := [g(·, ϕ + y, ∂xϕ+ z)− g(·, ϕ, ∂xϕ)](t, x). (5.14)
Then there exists an ε0 ∈ (0, 1] such that, for every ε ∈ (0, ε0], there exists
a function ψε ∈ C4α,β(D+ε (t0, x0)) that satisfies the following properties:
∂ωψ
ε = gϕ(·, ψε, ∂xψε), ∂ωt ψε = ε; (5.15)
|ψε|+ |∂xψε|+ |∂2xxψε| ≤ Cε2 in D+ε (t0, x0); (5.16)
ψε(t0, x0) < 0 < inf
(t,x)∈∂D+ε (t0,x0)
ψε(t, x). (5.17)
Proof Without loss of generality, we let (t0, x0) = (0, 0). Since our results
are local, without loss of generality, we can assume that ϕ ∈ Ckα,β(RT ). Let
ι ∈ C∞(R) be such that ι(x) = x4 for |x| ≤ 1 and ι(x) = 0 for |x| ≥ 2. For
any ε > 0 small, consider the RPDE
ψε(t, x) = ι(x)− ε5 + εt+
∫ t
0
gϕ(s, x, ψε, ∂xψ
ε)dωs. (5.18)
By Theorem 4.9, there exists a δ1 ≤ δ0 such that ψε ∈ C4α,β([0, δ1] × R) for
all ε ≤ 1 and
sup
ε≤1
‖ψε‖4 <∞. (5.19)
The equalities in (5.15) are obvious. Now, we verify that ψε satisfies (5.16)
and (5.17). Recall the fourth-order Taylor expansion in Lemma 2.9:
ψε(t, x) =
∑
ℓ+|ν|≤4
1
ℓ!
(∂ℓxDνψε)(0, 0)xℓIν0,t +R4(t, x). (5.20)
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We claim that
∂4xψ
ε(0, 0) = 24, ∂ℓ1x ∂
ℓ2
ω ∂ωψ
ε(0, 0) = O(1) for ℓ1 + ℓ2 = 3,
∂ωt ψ
ε(0, 0) = ε, ∂ωt ∂ωψ
ε(0, 0) = O(ε), ∂ωt ∂
2
ωψ
ε(0, 0) = O(ε),
∂ℓxDνψε(0, 0) = O(ε5) for all other terms such that ℓ+ |ν| ≤ 4.
(5.21)
Note further that, by (5.19), for every (t, x) ∈ D+ε (0, 0),
|R4(t, x)| ≤ C[tα + |x|]4+β ≤ C[ε3α + ε]4+β ≤ Cε4+β. (5.22)
Then, for (t, x) ∈ D+ε (0, 0), plugging (5.21) and (5.22) into (5.20), we obtain
|ψε(t, x)| ≤ C
[ ∑
ℓ1+ℓ2=4
|x|ℓ1tαℓ2 + ε[t+ t1+α + t1+2α] + ε5 + ε4+β
]
≤ C
[ ∑
ℓ1+ℓ2=4
εℓ1+3αℓ2 + ε4
]
≤ Cε4.
Similarly, applying the third-order Taylor expansion of ∂xψ
ε and the second-
order Taylor expansion of ∂2xxψ
ε, we obtain
|∂xψε(t, x)| ≤ Cε3, |∂2xxψε(t, x)| ≤ Cε2, (t, x) ∈ D+ε (0, 0).
Thus we have proved (5.16).
To prove (5.17), let (t, x) ∈ ∂D+ε (0, 0). By (5.20), (5.21), and (5.22),
ψε(t, x) ≥ εt+ 24
4!
x4 − C[ ∑
ℓ1+ℓ2=3
|x|ℓ1tα(ℓ2+1) + ε[t1+α + t1+2α] + ε5 + ε4+β].
Note that in both, the case t ∈ [0, ε3] and |x| = ε and the case t = ε3 and
|x| ≤ ε, we have εt+ 244! x4 ≥ ε4. Hence
ψε(t, x) ≥ ε4 −C
∑
ℓ1+ℓ2=3
εℓ1+3α(ℓ2+1) − Cε1+3(1+α) − Cε5 − Cε4+β
≥ ε4 −C[ε3+3α + ε4+β ] ≥ 1
2
ε4,
when ε is small, thanks to the assumption that 3α > 1. Moreover, it is clear
that ψε(0, 0) = −ε5 < 0. Thus we have proved (5.17).
It remains to prove (5.21). First, by (5.18) it is clear that
ψε(0, x) = ι(x)− ε5, ∂ωt ψε(t, x) = ε, ∂ωψε(t, x) = gϕ(t, x, ψε, ∂xψε). (5.23)
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By the first two equalities of (5.23), one can easily see that
ψε(0, 0) = ε5 < 0, ∂4xψ
ε(0, 0) = 24, ∂ℓxψ
ε(0, 0) = 0, for 1 ≤ ℓ ≤ 3,
∂ωt ψ
ε(0, 0) = ε, ∂ℓxDν∂ωt ψε(0, 0) = 0 for 1 ≤ ℓ+ |ν| ≤ 2,
∂ωψ
ε(0, 0) = g
(
0, 0, ϕ(0, 0) − ε5, ∂xϕ(0, 0)
)
− g(0, 0, ϕ(0, 0), ∂xϕ(0, 0)) = O(ε5).
(5.24)
All terms above satisfy (5.21). The remaining derivatives involved in (5.20)
take the form
∂ℓxDν∂ωψε(0, 0) = ∂ℓxDν
[
gϕ(·, ψε, ∂xψε)
]∣∣
(t,x)=(0,0)
, 1 ≤ ℓ+ |ν| ≤ 3. (5.25)
Note that
[∂ℓxDνgϕ](·, ψε, ∂xψε)
]∣∣
(t,x)=(0,0)
= [∂ℓxDνgϕ](0, 0,−ε5, 0) = O(ε5). (5.26)
Then (5.25) becomes
∂ℓxDν∂ωψε(0, 0) = ∂ℓxDν
[
gϕ(0, 0, ψε(0, x), ∂xψ
ε(0, x))
]∣∣
x=0
+O(ε5)
(5.27)
= ∂ℓxDν
[
g
(
0, 0, ϕ(0, 0) + ψε(0, x), ∂xϕ(0, 0) + ∂xψ
ε(0, x)
)]∣∣
x=0
+O(ε5).
Thus the derivatives are combinations of terms involving the derivatives of
g with respect to (y, z), which are all bounded by our assumption, and the
derivatives of (ψε, ∂xψ
ε). By a tedious but quite straightforward computa-
tion of the derivatives, we obtain from (5.24) and (5.27) with the abbrevia-
tion η(0) := η(0, 0, ϕ(0, 0), ∂xϕ(0, 0)) for any function η,
∂ωt ∂ωψ
ε(0, 0) = ∂yg(0)ε +O(ε
5), ∂ωt ∂
2
ωψ
ε(0, 0) = |∂yg(0)|2ε+O(ε5),
∂ℓ1x ∂
ℓ2
ω ∂ωψ
ε(0, 0) = 24[∂zg(0)]
ℓ2+1 +O(ε5) for ℓ1 + ℓ2 = 3,
and all other terms either contain ∂ℓxψ
ε(0, 0) = 0 for some 1 ≤ ℓ ≤ 3, or
∂ℓxDν∂ωt ψε(0, 0) = 0 for some 1 ≤ ℓ+ |ν| ≤ 2, or
[∂ℓxDνgϕ](·, ψε, ∂xψε)
]∣∣
(t,x)=(0,0)
= O(ε5)
for some ℓ + |ν| ≤ 3. We thus prove (5.21) for all the cases, and hence
complete the proof of the lemma.
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Theorem 5.9 (Stability) Let Assumption 3.2 hold and (fn)n≥1 be a se-
quence of functions satisfying Assumption 3.3. For each n ≥ 1, let un be a
viscosity subsolution of RPDE (3.6) with generator (fn, g). Assume further
that, for some functions f and u,
lim
n→∞
[fn − f ](t, x, y, z, γ) = 0 and lim
n→∞
[un − u](t, x) = 0 (5.28)
locally uniformly in (t, x, y, z, γ) ∈ R4T . Then u is a viscosity subsol. of (3.6).
Proof By the locally uniform convergence, f and u are continuous. Let
(t0, x0) ∈ (0, T ] × R and ϕ ∈ Agu(t0, x0). We apply Lemma 5.8 at (t0, x0),
but in the left neighborhood
D−ε (t0, x0) := (t0 − ε3, t0]×Oε(x0),
(5.29)
∂D−ε (t0, x0) :=
{
(t, x) : (t0 − ε3, t0], |x− x0| = ε or t = t0 − ε3, |x| ≤ ε
}
.
We emphasize that, while for notational simplicity we established Lemma
5.8 in the right neighborhoodD+ε (t0, x0), we may easily reformulate it to the
left neighborhood by using tbackward rough paths introduced in (2.12). By
Remark 5.4, we may assume without loss of generality that ϕ ∈ Ckα,β(RT )
for some large k. Then, for any ε > 0 small, by Lemma 5.8, there exists
ψε ∈ C4α,β(D−ε (t0, x0)) such that the following holds:
∂ωψ
ε = gϕ(·, ψε, ∂xψε), ∂ωt ψε = ε;
|ψε|+ |∂xψε|+ |∂2xxψε| ≤ Cε2 in D−ε (t0, x0);
ψε(t0, x0) < 0 < inf
(t,x)∈∂D−ε (t0,x0)
ψε(t, x).
(5.30)
This together with setting ϕε := ϕ+ ψε yields
sup
(t,x)∈∂D−ε (t0,x0)
[
[u− ϕε](t, x)] < 0 < [u− ϕε](t0, x0). (5.31)
Since un converges to u locally uniformly, we have, for n = n(ε) large enough,
sup
(t,x)∈∂D−ε (t0,x0)
[
[un − ϕε](t, x)
]
< 0 < [un − ϕε](t0, x0).
Then there exists (tε, xε) = (t
n
ε , x
n
ε ) ∈ D−ε (t0, x0) such that
[un − ϕε](tε, xε) = 0 = max
[t0−ε3,tε]×O¯ε(x0)
[
[un − ϕε](t, x)
]
.
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Note that
∂ωϕ
ε = ∂ωϕ+ ∂ωψ
ε = g(·, ϕ, ∂xϕ)
+
[
g(·, ϕ + ψε, ∂xϕ+ ∂xψε)− g(·, ϕ, ∂xϕ)
]
= g(·, ϕε, ∂xϕε).
Then ϕε ∈ Agun(tε, xε). By the viscosity subsolution property of un,
∂ωt ϕ
ε(tε, xε)− fn(·, ϕε, ∂xϕε, ∂2xxϕε)(tε, xε) ≤ 0.
Fix n and send ε→ 0. Then, by the convergence of ψε and its derivatives,
∂ωt ϕ(t0, x0)− fn(·, ϕ, ∂xϕ, ∂2xxϕ)(t0, x0) ≤ 0,
Now by sending n → ∞ we get ∂ωt ϕ(t0, x0) − f(·, ϕ, ∂xϕ, ∂2xxϕ)(t0, x0) ≤ 0,
i.e., u is a viscosity subsolution of (3.6).
6 Viscosity solutions of rough PDEs: comparison
principle
Let
u1 (resp. u2) be a viscosity subsol. (resp. supersol.) of RPDE (3.6),
u1(0, ·) ≤ u2(0, ·), and u1, u2 have polynomial growth in x.
(6.1)
Our goal is to show that u1 ≤ u2 on RT .
When both u1 and u2 are smooth, u := u1 − u2 solve a linear RPDE.
Then the function F corresponding to this linear RPDE becomes linear, see
(7.30) below. Thus, by using the representation formula (7.31)-(7.32) below,
one can easily show that u1 ≤ u2.
6.1 Partial comparison principle
Here, we assume that one of u1 and u2 is smooth. We need the following
result (cf. Lemma 5.8).
Lemma 6.1 Let Assumption 3.2 be in force. Let ϕ ∈ Ckα,β(RT ) for some
large k. Let ∂ωϕ = g(·, ϕ, ∂xϕ) on RT . For any 0 ≤ t0 < T , 0 < δ ≤ T − t0,
and ε > 0, recall (5.14), and consider the RPDE
ψε(t, x) = ε+ t− t0 +
∫ t
t0
gϕ(s, x, ψε, ∂xψ
ε)dωs, [t0, t0 + δ]× R. (6.2)
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Then ψε ∈ C2α,β([t0, t0 + δ] × R) with ‖ψε‖C2α,β([t0,t0+ε]×R) ≤ C, where C
depends only on g and ϕ, but not on t0, ε, and δ. Moreover, ψ
ε satisfies
∂ωψ
ε = gϕ(·, ψε, ∂xψε), ∂ωt ψε = 1,
|ψε|+ |∂xψε|+ |∂2xxψε| ≤ C[ε+ δαβ ] in [t0, t0 + δ]× R,
inf
x∈R
ψε(t, x) > 0 for all t ∈ (t0, t0 + δ].
(6.3)
Proof The uniform regularity of ψε and the first line of (6.3) are clear.
Note that ψε(t0, x) = ε, ∂xψ
ε(t0, x) = 0, ∂
2
xxψ
ε(t0, x) = 0. The second line
of (6.3) follows from the Ho¨lder continuity of the functions in terms of t.
Moreover, since gϕ(t, x, 0, 0) = 0, we may write it as gϕ(t, x, ψε, ∂xψ
ε) =
σ(t, x)ψε + b(t, x)∂xψ
ε, where σ and b depend on ψε. Then we may view
(6.2) as a linear RPDE with coefficients σ and b. Thus, by (7.31)-(7.32), we
have a representation formula for ψε. The uniform regularity of ψε implies
the uniform regularity of σ and b, which leads to the third line of (6.3).
Theorem 6.2 Let Assumptions 3.2 and 3.3 and (6.1) be in force. If one of
u1 and u2 is in C
k
α,β(RT ) for some large k, then u1 ≤ u2.
Proof For the sake of a contradiction, assume that [u1 − u2](t0, x0) > 0
for some (t0, x0) ∈ (0, T ]×R. By Remark 5.7 (i), without loss of generality
we may assume both u1 and u2 satisfy (5.12). Put
cδ := sup
(t,x)∈[0,δ]×R
[u1 − u2](t, x), δ0 := inf{δ ≥ 0 : cδ > 0}.
Then cδ is nondecreasing in δ, c0 ≤ 0 < ct0 , and thus δ0 < t0. For any
0 < δ ≤ t0 − δ0, cδ0+δ > 0. By (5.12) and since u(0, ·) ≤ 0, there exists
(tδ, xδ) ∈ (δ0, δ0+ δ]×R such that (u1−u2)(tδ, xδ) = cδ0+δ. Set ε := cδ0+δ ∧
δαβ . Applying Lemma 6.1 with ϕ := u2 on [δ0, tδ], but again backwardly in
time, we have ψε satisfying
ψε(tδ, x) = ε, ∂
ω
t ψ
ε = 1, inf
x∈R
ψε(δ0, x) > 0,
|ψε|+ |∂xψε|+ |∂2xxψε| ≤ Cδαβ in [t0, tδ]× R.
Define ϕε := u2+ψ
ε. Note that [u1−ϕε](tδ, xδ) ≥ 0 > supx∈R[u1−ϕε](δ0, x).
Then there exists (t∗δ , x
∗
δ) ∈ (δ0, tδ]× R such that
[u1 − ϕε](t∗δ , x∗δ) = 0 = sup
(t,x)∈[δ0,t∗δ ]×R
[u1 − ϕε](t∗δ , x∗δ).
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By the definition of gϕ, it is clear that ∂ωϕ
ε = g(·, ϕε, ∂xϕε). Then ϕε ∈
Agu1(t∗δ , x∗δ). Thus, by using the classical supersolution property of u2 and
the viscosity subsolution property of u1 we have[
∂ωt u2 − f(·, u2, ∂xu2, ∂2xxu2)
]
(t∗δ , x
∗
δ)
≥ 0 ≥
[
∂ωt ϕ
ε − f(·, ϕε, ∂xϕε, ∂2xxϕε)
]
(t∗δ , x
∗
δ).
Now, at (t∗δ , x
∗
δ), we have
1 = ∂ωt ϕ
ε − ∂ωt u2 ≤ f(·, ϕε, ∂xϕε, ∂2xxϕε)− f(·, u2, ∂xu2, ∂2xxu2)
≤ C
[
|ψε|+ |∂xψε|+ |∂2xxψε|
]
≤ Cδαβ ,
which is an obvious contradiction when δ is small.
Remark 6.3 When g is independent of y, we can prove Proposition 6.2
much easier without invoking Lemma 6.1. In fact, in this case, assuming to
the contrary that (u1 − u2)(t0, x0) > 0 for some (t0, x0) ∈ RT . Then
c := sup
(t,x)∈[0,t0]×R
[u1 − u2](t, x) ≥ [u1 − u2](t0, x0) > 0.
By (5.12) and [u1 − u2](0, ·) ≤ 0, there exists (t∗, x∗) ∈ (0, t0]×R such that
[u1 − u2](t∗, x∗) = c := sup
(t,x)∈[0,t0]×R
[u1 − u2](t, x) ≥ [u1 − u2)]t0, x0) > 0.
Define ϕ = u2 + c. Since g is independent of y, we have
∂ωϕ = ∂ωu2 = g(t, x, ∂xu2) = g(t, x, ∂xϕ).
Then one can easily verify that ϕ ∈ Agu1(t∗, x∗). Moreover, by Remark 5.7
(ii), we can assume without loss of generality that f is strictly decreasing
in y. Now it follows from the classical supersolution property of u2 and the
viscosity subsolution property of u1 that, taking values at (t
∗, x∗),
∂ωt u2 − f(·, u2, ∂xu2, ∂2xxu2) ≥ 0 ≥ ∂ωt ϕ− f(·, ϕ, ∂xϕ, ∂2xxϕ)
= ∂ωt u2 − f(·, u2 + c, ∂xu2, ∂2xxu2),
which is the desired contradiction since f is strictly decreasing in y.
The following comparison result follows immediately from Theorem 6.2.
Corollary 6.4 Let Assumptions 3.2 and 3.3 and (6.1) be in force. If RPDE
(3.6) has a classical solution u ∈ Ckα,β(RT ) for some large k and u1(0, ·) ≤
u(0, ·) ≤ u2(0, ·), then u1 ≤ u ≤ u2. In particular, u is the unique solution
in the viscosity sense.
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6.2 Full comparison
We shall follow the approach in Ekren, Keller, Touzi, and Zhang [15]. For
this purpose, we strengthen Assumption 3.2 slightly by imposing some uni-
form property of g in terms of y.
Assumption 6.5 The diffusion coefficient g belongs Ck0,locα,β (R
3
T ) for some
k0 large enough, and
(i) ∂zg ∈ Ck0−1α,β (R3T ),
(ii) for i = 0, · · · , k0 and z ∈ R, ∂ixg(·, z), ∂iyg(·, z) ∈ Ck0−iα,β (R2T ) with
‖∂ixg(·, z)‖k0−i + ‖∂iyg(·, z)‖k0−i ≤ C[1 + |z|].
We remark that, under Assumption 3.2, all the results in this subsection
hold true if we assume instead that T is small enough.
Given an initial condition u0, motived by the partial comparison, we fix
a large k and define
u(t, x) := inf
{
ϕ(t, x) : ϕ ∈ U}, u(t, x) := sup{ϕ(t, x) : ϕ ∈ U}, (6.4)
where
U := {ϕ ∈ L0(RT ) : ca`gla`d in t, with polynomial growth in x,
ϕ(0, ·) = u0, and ∃ 0 = t0 < · · · < tn = T such that
ϕ ∈ Ckα,β((ti−1, ti]× R) for i = 1, . . ., n
}
,
U :={ϕ ∈ U : ∆ϕti ≥ 0, ϕ is a classical supersolution of
RPDE (3.6) on each (ti−1, ti]
}
,
U := {ϕ ∈ U : ∆ϕti ≤ 0, ϕ is a classical subsolution of
RPDE (3.6) on each (ti−1, ti]
}
.
(6.5)
Lemma 6.6 Let Assumptions 6.5, 3.3, and 3.4 hold. Then U , U 6= ∅.
Proof We prove U 6= ∅ in several steps. The proof for U is similar.
Step 1. Put Q1 := R
2 × {z ∈ R : |z| ≤ 1}. Then g ∈ Ck0α,β([0, T ] ×
Q1) and let N0 denote its k0-norm. Under our strengthened conditions in
Assumption 6.5, it follows from the arguments in Proposition 4.1 that there
exist δ0, C0, depending only on N0, such that
Θ0 ∈ Ck0α,β([0, δ0]×Q1;R3) with ‖Θ0‖k0 ≤ C0, (6.6)
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where Θ0t (θ) := Θt(θ) − θ. Moreover, for a possibly smaller δ0 > 0, again
depending only on N0, we have
∂xXt(x, y, 0) ≥ 1/2 for all (t, x, y) ∈ [0, δ0]× R2. (6.7)
Step 2. Recall (4.11) and put
F (t, y) := sup
x∈R
F (t, x, y, 0, 0)
= sup
x∈R
f
(
t,Θt(x, y, 0),
∂xZt(x, y, 0)
∂xXt(x, y, 0)
)
exp
(−
∫ t
0
∂yg(s,Θs(x, y, 0))dωs
)
.
By Assumption 3.3, (6.6) and (6.7) yield, for all (t, x, y) ∈ [0, δ0]× R2,
|F (t, x, y, 0, 0)| ≤ C1
[
1 + |Yt(x, y, 0)| + |Zt(x, y, 0)| +
∣∣ ∂xZt(x, y, 0)
∂xXt(x, y, 0)
∣∣]
≤ C1[1 + |y|],
where C1 depends on N0 and the K0 and L0 in Assumption 3.3. Then
|F (t, y)| ≤ C1[1 + |y|]. Moreover, it is clear that F (t, x, y, 0, 0) is dif-
ferentiable in y. However, due to the exponential term outside of f , in
general ∂yF (t, x, y, 0, 0) may not be bounded, and we can only claim that
|∂yF (t, x, y, 0, 0)| ≤ C1[1 + |y|]. By the regularity of f , it is clear that F is
continuous in t. Let Fˆ be a smooth mollifier of F such that
F ≤ Fˆ ≤ F + 1, |Fˆ (t, y)| ≤ C1[1 + |y|], |∂yFˆ (t, y)| ≤ C1[1 + |y|]. (6.8)
Set K1 := ‖u0‖∞eC1T for the above C1. We see that Fˆ (t, y) is uniformly
Lipschitz in y on [0, δ0] × [−K1 − 1,K1 + 1]. Let ι be a smooth truncation
function such that ι(x) = x for |x| ≤ K1, ι(x) = sign(x)[K1 + 1] for |x| ≥
K1 + 1, and |ι(x)| ≤ |x| for all x. Now consider the ODE
ψt = ‖u0‖∞ +
∫ t
0
Fˆ (s, ι(ψs))ds, 0 ≤ t ≤ δ0. (6.9)
Clearly, (6.9) has a solution ψ ∈ C∞([0, δ0]). Since |Fˆ (s, ι(y))| ≤ C1[1 +
|ι(y)|] ≤ C1[1 + |y|], |ψt| ≤ ‖u0‖∞eC1t ≤ K1 for t ≤ δ0. Thus ι(ψt) = ψt and
ψt = ‖u0‖∞ +
∫ t
0
Fˆ (s, ψs)ds, 0 ≤ t ≤ δ0. (6.10)
Abusing the notation by letting ψ(t, x) := ψ(t), we have
∂ωψt = 0, ∂xψt = 0, ∂
2
xxψt = 0,
∂tψ(t, x) = Fˆ (t, ψt) ≥ F (t, ψt) ≥ F (t, x, ψ, ∂xψ, ∂2xxψ),
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i.e., ψ is a classical supersolution of PDE (4.10)-(4.11). Thus (4.9) becomes
Θˆt(x) := Θt(x, ψ(t, x), ∂xψ(t, x)) = Θt(x, ψt, 0).
in this case. By (6.7), for any t ∈ [0, δ0], x 7→ Xˆt(x) is invertible. Put
ϕ(0, x) := u0(x), ϕ(t, x) := Yˆt(Xˆ
−1
t (x)), t ∈ (0, δ0].
Then ∆ϕ0(x) ≥ 0, ϕ ∈ Ckα,β((0, δ0]×R), and by Theorem 4.4, ϕ is a classical
supersolution of PPDE (3.7) on (0, δ0]× R.
Step 3. Let δ0 be as in Step 1. We emphasize that δ0 depends only on
N0, in particular not on ‖u0‖∞. Let 0 = t0 < · · · < tn = T be a partition
such that ti− ti−1 ≤ δ0, i = 1, . . ., n. By Step 2, we have a desired function
ϕ on [t0, t1]×R. In particular, ϕ(t1, ·) is bounded. Now consider RPDE (3.6)
on [t1, t2] with initial condition ϕ(t1, ·). Following the same arguments, we
may extend ϕ to [t0, t2] such that ∆ϕ(t1, ·) ≥ 0, ϕ ∈ Ckα,β((t1, t2]× R), and
ϕ is a classical supersolution of RPDE (3.6) on (t1, t2] × R. Repeating the
arguments yields the desired ϕ on RT , i.e., ϕ ∈ U .
Now, by Theorem 6.2 and Proposition 5.2, it is clear that
u ≤ u. (6.11)
We next establish the viscosity solution property of u and u. We shall follow
the arguments in Theorem 5.9, which relies on the crucial Lemma 5.8.
Lemma 6.7 Let Assumptions 6.5, 3.3, and 3.4 hold.
(i) u (resp. u) is bounded and upper (resp. lower) semi-continuous.
(ii) Moreover, if u (resp. u) is continuous, then u (resp. u) is a viscosity
supersolution (resp. viscosity subsolution) of RPDE (3.6).
We remark that it is possible to extend our definition of viscosity super-
solutions to lower semicontinuous functions. However, here (i) shows that
u is upper semicontinuous. So it seems that the continuity of u in (ii) is
intrinsically required in this approach.
Proof By the proof of Lemma 6.6, u is bounded from above. Similarly u
is bounded from below. Then it follows from (6.11) that u, u are bounded.
We establish next the upper semicontinuity for u. The regularity for
u can be proved similarly. Fix (t, x) ∈ RT . For any ε > 0, there exists
ϕε ∈ U such that ϕε(t, x) < u(t, x) + ε. By the structure of U , it is clear
that ϕε ≥ u on RT . Assume that ϕε ∈ U corresponds to the partition
0 = t0 < · · · < tn = T as in (6.5). We distinguish between two cases.
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Case 1. Assume t ∈ (ti−1, ti) for some i = 1, . . ., n. Since ϕε is contin-
uous in (ti−1, ti) × R, there exists δ > 0 such that |ϕε(t, x) − ϕε(t, x)| ≤ ε
whenever |t− t|+ |x− x| ≤ δ. Then, for such (t, x),
u(t, x) ≤ ϕε(t, x) ≤ ϕε(t, x) + ε ≤ u(t, x) + 2ε.
This implies that u is upper semi-continuous at (t, x).
Case 2. Assume t = ti for some i = 0, . . ., n. By the same arguments as
in Case 1, for any ε > 0, there exists δ > 0 such that u(t, x) ≤ u(t, x)+2ε for
all (t, x) ∈ (ti−δ, ti]×Oδ(x). To see the regularity in the right neighborhood,
assume for notational simplicity that t = 0. Let Fˆ be as in the proof of
Lemma 6.6. Consider the following ODE (with parameter x):
v(t, x) = ϕε(0, x) +
∫ t
0
Fˆ (s, v(s, x))ds. (6.12)
By the arguments in Subsection 4.4, there exists a δ0 > 0 such that (6.12)
has a classical solution v ∈ Ck,0α,β([0, δ0]×R), which clearly leads to a classical
supersolution u ∈ Ckα,β([0, δ0] × R) of the original RPDE (3.6) with initial
condition ϕε(0, x). Now consider RPDE (3.6) on [δ0, T ] with initial condition
u(δ0, ·). By the arguments in Lemma 6.6, there exists a ϕ˜ε ∈ U such that
ϕ˜ε(t, x) = u(t, x) for (t, x) ∈ [0, δ0]× R. Then u ≤ u on [0, δ0]× R. Now by
the continuity of u, there exists a δ ≤ δ0 such that, whenever |t|+|x−x| ≤ δ,
u(t, x) ≤ u(t, x) ≤ u(0, x) + ε = ϕε(0, x) + ε ≤ u(0, x) + 2ε,
implying the regularity in the right neighborhood, and thus u is upper semi-
continuous.
We finally show that u is a viscosity subsolution, provided its continu-
ity, The viscosity supersolution property of u follows similar arguments. Fix
(t0, x0) ∈ (0, T ]×R. Let ϕ ∈ Agu(t0, x0). For any ε > 0, let (∂D−ε (t0, x0), ψε)
be as in (5.29)-(5.30). By definition, there exists a uε ∈ U with u(t0, x0)−
uε(t0, x0) ≤ −ψε(t0, x0). Let ϕε := ϕ+ ψε, ∂D−ε := ∂D−ε (t0, x0). Then
ϕε(t0, x0) = u(t0, x0) + ψ
ε(t0, x0) ≤ uε(t0, x0 and
inf
(t,x)∈∂D−ε
[ϕε − uε](t, x) ≥ inf
(t,x)∈∂D−ε
[u+ ψε − uε](t, x) ≥ inf
(t,x)∈∂D−ε
ψε(t, x) > 0.
follow. Thus there exists a (tε, xε) ∈ (t0 − ε3, t0]×Oε(x0) such that
[ϕε − uε](tε, xε) = 0 = inf
(t,x)∈[t0−ε3,tε]×Oε(x0)
[ϕε − uε](t, x).
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Then ϕε ∈ Aguε(tε, xε). Since uε is a classical subsolution, hence a viscosity
subsolution, Lϕε(tε, xε) ≤ 0. Sending ε → 0 yields Lϕ(t0, x0) ≤ 0, i.e., u is
a viscosity subsolution.
Theorem 6.8 Let Assumptions 6.5, 3.3, and 3.4 hold. Let (6.1) be in force
with u1(0, ·) ≤ u0 ≤ u2(0, ·). Assume further that
u = u. (6.13)
Then u1 ≤ u = u ≤ u2 and u is the unique viscosity solution of RPDE (3.6).
Proof By Lemma 6.7 and (6.13), it is clear that u = u is continuous and
is a viscosity solution of RPDE (3.6). By Theorem 6.2 (partial compari-
son), u1 ≤ u and u ≤ u2. Thus (6.13) leads to the comparison principle
immediately.
Remark 6.9 The introduction of u and u is motivated from Perron’s ap-
proach in PDE viscosity theory. However, there are several differences.
(i) In Perron’s approach, the functions in U are viscosity supersolutions,
rather than classical supersolutions. So our u is in principle larger than
the counterpart in PDE theory. Similarly our u is smaller than the the
counterpart in PDE theory. Consequently, it is more challenging to verify
the condition (6.13).
(ii) The standard Perron’s approach is mainly used for the existence
of viscosity solution in the case the PDE satisfies the comparison princi-
ple. Here we use u and u to prove both the comparison principle and the
existence.
(iii) In the standard Perron’s approach, one shows directly that u is
a viscosity solution, while in Lemma 6.7 we are only able to show u is a
viscosity supersolution.
The condition (6.13) is in general quite challenging. In the next section,
we establish the complete result when the diffusion coefficient g is semilinear.
7 Rough PDEs with semilinear diffusion
We study RPDE (3.6) and PPDE (3.7) in the case that g is semilinear, i.e.,
g(t, x, y, z) = σ(t, x) z + g0(t, x, y). (7.1)
We employ the following assumption.
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Assumption 7.1 σ ∈ Ck0α,β(RT ) and g0 ∈ Ck0α,β(R2T ) for some large k0.
Clearly, Assumption 7.1 implies Assumption 6.5. Note that in this sec-
tion, we obtain global result. Thus we require g0 and its derivatives are
uniformly bounded in y as well.
7.1 Global equivalence with the PDE
Here, (4.1) becomes
Xt(x) = x−
∫ t
0
σ(s,Xs(x)) dωs,
Yt(x, y) = y +
∫ t
0
g0
(
s,Xs(x), Ys(x, y)
)
dωs,
(7.2)
where X (resp. Y ) depends only on x (resp. (x, y)), and
Zt(θ) = z +
∫ t
0
[
Zs(θ)
[
∂xσ(s,Xs(x)) + ∂yg0
(
s,Xs(x), Ys(x, y)
)]
+ ∂xg0
(
s,Xs(x), Ys(x, y)
)]
dωs.
where θ = (x, y, z). By Lemma 2.13, we have, omitting the variable θ,
Zt = Γtz +
∫ t
0
Γt
Γs
∂xg0(s,Xs, Ys) dωs, (7.3)
where Γt := exp
( ∫ t
0 [∂xσ(s,Xs) + ∂yg0(s,Xs, Ys)] dωs
)
.
Lemma 7.2 Let Assumption 7.1 hold.
(i) RDE (7.2) has a classical solution (X,Y ) satisfying
X − x ∈ Ckα,β(RT ), Y − y ∈ Ckα,β(R2T ) (7.4)
(ii) There exists a c > 0 such that
∂xXt(x) = exp
(
−
∫ t
0
∂xσ(s,Xs(x)) dωs
)
≥ c,
∂yYt(x, y) = exp
( ∫ t
0
∂yg0(s,Xs(x), Ys(x, y)) dωs
)
≥ c.
(7.5)
(iii) For each t, the mapping x 7→ Xt(x) has inverse function X−1t (·);
and for each (t, x), the mapping y 7→ Yt(x, y) has inverse function Y −1t (x, ·).
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We remark that the proof below uses (7.5). One can also use the back-
ward rough path in (2.12) to construct the inverse functions directly. This
argument works in multidimensional settings as well (see [25]).
Proof (i) follows directly from Lemma 2.15, which also implies
∂xXt(x) = 1−
∫ t
0
∂xσ(s,Xs(x))∂xXs(x) dωs;
∂yYt(x, y) = 1 +
∫ t
0
∂yg0
(
s,Xs(x), Ys(x, y))∂yYs(x, y
)
dωs.
Then the representations in (7.5) follow from Lemma 2.13. Moreover, set
Xˇ := X − x ∈ Ckα,β(RT ) and σ˜(t, x) := σ(t,Xt(x)) = σ(t, x + Xˇt(x)).
Then by the uniform regularity of σ, supx∈R ‖σ˜(·, x)‖k ≤ C. This implies
that
∫ t
0 ∂xσs(Xs(x))∂xXs(x) dωs is uniformly bounded, uniformly in (t, x).
Therefore, we obtain the first estimate for ∂xX in (7.5). The second estimate
for ∂yY in (7.5) follows from the similar arguments.
Finally, for each t, the fact ∂xXt(x) ≥ c implies that x 7→ Xt(x) is one
to one and the range is the whole real line R. Thus X−1t : R → R exists.
Similarly one can show that Y −1t (x, ·) exists.
One can easily check, omitting (x, y, z) in Xt(x), Yt(x, y), Zt(x, y, z),
∂yXt = 0; ∂zXt = 0; Zt =
∂yYt
∂xXt
z + ∂xYt∂xXt ; ∂zZt =
∂yYt
∂xXt
;
∂yZt =
∂yyYt
∂xXt
z +
∂xyYt
∂xXt
, ∂xZt =
∂xyYt∂xXt−∂yYt∂2xxXt
(∂xXt)2
z + ∂xxYt∂xXt−∂xYt∂
2
xxXt
(∂xXt)2
,
and then (4.11) becomes
F (t, x, y, z, γ) :=
1
∂yYt
f
(
t,Xt, Yt,
∂yYt
∂xXt
z +
∂xYt
∂xXt
,
∂yYt
(∂xXt)2
γ
(7.6)
+
∂yyYt
(∂xXt)2
z2 +
2∂xyYt∂xXt − ∂yYt∂2xxXt
(∂xXt)3
z +
∂2xxYt∂xXt − ∂xYt∂2xxXt
(∂xXt)3
)
.
Under our conditions, F has typically quadratic growth in z and is not
uniformly Lipschitz in y. Moreover, the first equality of (4.8) becomes
v(t, x) = Y −1t
(
x, u(t,Xt(x))
)
or u(t, x) = Yt
(
X−1t (x), v(t,X
−1
t (x))
)
. (7.7)
By using similar arguments as in Subsection 4.2, we obtain the following
result which is global in this semilinear case.
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Theorem 7.3 Let Assumptions 7.1 and 3.3 hold. Assume u ∈ Ckα,β(RT )
and v ∈ Ck,0α,β(RT ) satisfy (7.7). Then u is a classical solution (resp. sub-
solution, supersolution) of RPDE (3.6)-(7.1) if and only if v is a classical
solution (resp. subsolution, supersolution) of PDE (4.10)-(7.6).
The next result establishes equivalence in the viscosity sense.
Theorem 7.4 Let Assumptions 7.1 and 3.3 hold. Assume u, v ∈ C(RT )
satisfy (7.7). Then u is a viscosity solution (resp. subsol., supersol.) of
RPDE (3.6)-(7.1) at (t0, x0) ∈ (0, T ]×R if and only if v is a viscosity solution
(resp. subsolution, supersolution) of PDE (4.10)-(7.6) at (t0,X
−1
t0 (x0)).
Proof We prove the statement only for supersolutions. First, we prove
the if part. Let x˜0 := X
−1
t0
(x0) and v be a viscosity supersolution of PDE
(4.10)-(7.6) at (t0, x˜0). Let ϕ ∈ Agu(t0, x0) with corresponding δ0. Define
ψ(t, x) := Y −1t
(
x, ϕ(t,Xt(x))
)
, i.e., Yt(x, ψ(t, x)) = ϕ(t,Xt(x)). (7.8)
It is clear that ψ(t0, x˜0) = v(t0, x˜0). By the continuity of X, there exists
a δ > 0 such that Xt(x) ∈ Oδ0(x0) for all (t, x) ∈ Dδ(t0, x˜0). By the
same arguments as for (4.7), ∂ωψ = 0. Moreover, for (t, x) ∈ Dδ(t0, x˜0),
since ϕ ∈ Agu(t0, x0), we have ϕ(t,Xt(x)) ≤ u(t,Xt(x)). By Lemma 7.2,
the mapping y → Yt(x, y) is increasing. Thus Y −1 is also increasing and
ψ(t, x) ≤ v(t, x), i.e., ψ is a test function for v at (t0, x0) and
∂tψ(t0, x˜0) ≥ F
(
t0, x˜0, ψ(t0, x˜0), ∂xψ(t0, x˜0), ∂
2
xxψ(t0, x˜0)
)
. (7.9)
By the derivation of F , this implies
∂ωt ϕ(t0, x0) ≥ f
(
t0, x0, ϕ(t0, x0), ∂xϕ(t0, x0), ∂
2
xxϕ(t0, x0)
)
, (7.10)
i.e., u is a viscosity supersolution at (t0, x0).
For the opposite direction, assume that u is a viscosity supersolution of
RPDE (3.6) at (t0, x0). For ψ ∈ A0v(t0, x˜0) corresponding to g = 0, de-
fine ϕ(t, x) := Yt
(
X−1t (x), ψ(t,X
−1
t (x))
)
, which still implies Yt(x, ψ(t, x)) =
ϕ(t,Xt(x)). By similar arguments, (7.9) follows from (7.10).
Remark 7.5 In the general case, there are two major differences:
(i) The transformation determined by (4.8) involves both u and ∂xu,
i.e., to extend Theorem 7.4, one has to assume that the candidate viscosity
solution u is differentiable in x.
(ii) The transformation is local, in particular, the δ in Theorem 4.5 de-
pends on ‖∂2xxu‖∞, i.e., unless ∂2xxu is bounded and the solution is essentially
classical, we have difficulty to extend Theorem 7.4 to the general case, even
just in local sense.
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7.2 Some a priori estimates
Here, we establish uniform a priori estimates for v that will be crucial for
the comparison principle of viscosity solutions in the next subsection. First,
we estimate the L∞-norm of v.
Proposition 7.6 Let Assumptions 7.1, 3.3, and 3.4 hold and f be smooth.
Assume further that v ∈ Ck,0α,β(RT ) is a classical solution of PDE (4.10)-
(7.6). Then there exists a constant C, which depends only on the constants
K0, L0 in Assumption 3.3, and the regularity of σ, g0 in Assumption 7.1,
but does not depend on u0 or the further regularity of f , such that
|v(t, x)| ≤ eCt[‖u0‖∞ + Ct]. (7.11)
Proof First, we write (4.10)-(7.6) as
∂tv = a(t, x)∂
2
xxv + b(t, x)∂xv + F (t, x, v, 0, 0), where
a(t, x) := a˜(t, x, v(t, x), ∂xv(t, x), ∂
2
xxv(t, x)),
b(t, x) := b˜(t, x, v(t, x), ∂xv(t, x), ∂
2
xxv(t, x)),
a˜(t, x, y, z, γ) :=
∫ 1
0
∂γF (t, x, y, λz, λγ)dλ,
b˜(t, x, y, z, γ) :=
∫ 1
0
∂zF (t, x, y, λz, λγ)dλ.
Since v is a classical solution, a and b are smooth functions. Reversing the
time by setting ϕˆ(t, x) := ϕ(T − t, x) for ϕ = v, a, b, F , we have
∂tvˆ + aˆ(t, x)∂
2
xxvˆ + bˆ(t, x)∂xvˆ + Fˆ (t, x, vˆ, 0, 0) = 0, vˆ(T, x) = u0(x).
Let B be a standard Brownian motion. Consider the SDE
Xˆt = x+
∫ t
0
bˆ(s, Xˆs)ds +
∫ t
0
√
2aˆ(s, Xˆs)dBs. (7.12)
Then Yˆt := vˆ(t, Xˆt) solves the BSDE
Yˆt = u0(XˆT ) +
∫ T
t
Fˆ (s, Xˆs, Yˆs, 0, 0)ds −
∫ T
t
ZˆsdBs.
Since F (t, x, y, 0, 0) = 1∂yYt f
(
t,Xt, Yt,
∂xYt
∂xXt
, ∂
2
xxYt∂xXt−∂xYt∂
2
xxXt
(∂xXt)3
)
, we have
|F (t, x, y, 0, 0)| ≤ C[1 + |y|], (7.13)
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following from Lemma 7.2. Then, by standard BSDE estimates,
|v(T, x)| = |vˆ(0, x)| = |Yˆ0| ≤ eCT
[‖u0‖∞ + CT ].
This implies (7.11) for t = T . Similarly we may prove (7.11) for all t > 0.
Remark 7.7 (i) We are not able to establish similar a priori estimates for
∂xv. Besides the possible insufficient regularity of u0, we emphasize that the
main difficulty here is not that F has quadratic growth in z, but that F is
not uniformly Lipschitz continuous in y. Nevertheless, we obtain some local
estimate for ∂xv in Proposition 7.9, which will be crucial for the comparison
principle of viscosity solutions later.
(ii) To overcome the difficulty above and apply standard techniques, [31]
imposed technical conditions on f in the case f = f(z, γ) (cf. [31, (1.12)]):
γ∂γf + z∂zf − f is either bounded from above or from below, (7.14)
This is essentially satisfied when f is convex or concave in (z, γ). Our f in
(7.15) below does not satisfy (7.14), in particular, we do not require f to be
convex or concave in z. See also Remark 7.13.
The next result relies on representation of v and BMO estimates for
BSDEs with quadratic growth. For this purpose, we restrict f to Bellman-
Isaacs type with the Hamiltonian
f(t, x, y, z, γ) = sup
e1∈E1
inf
e2∈E2
[1
2
σ2f (t, x, e)γ + bf (t, x, e)z
+ f0
(
t, x, y, σf (t, x, e)z, e
)]
,
(7.15)
where E := E1 × E2 ⊂ R2 is the control set and e = (e1, e2).
Assumption 7.8 (i) σf , bf ∈ C0(RT × E) are bounded by K0, uniformly
Lipschitz continuous in x with Lipschitz constant L0, and σf ≥ 0;
(ii) f0 ∈ C0(R3T × E) is uniformly Lipschitz continuous in (x, y, z) with
Lipschitz constant L0, and f0(t, x, 0, 0, e) is bounded by K0.
Assumption 7.8 obviously implies Assumption 3.3.
Proposition 7.9 Let Assumptions 7.1, 7.8, and 3.4 hold, and (g, f) take
the form (7.1)-(7.15). Assume v ∈ Ck,0α,β(RT ) is a classical solution of PDE
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(4.10)-(7.6). Then there exist constants δ0 > 0 and C0, which depend only
on K0, L0 in Assumption 7.8, the regularity of σ, g0 in Assumption 7.1,
and ‖u0‖∞, but not on the further regularity of f and u0, such that
|∂xv(t, x)| ≤ C0[1 + ‖∂xu0‖∞] for all (t, x) ∈ [0, δ0]×R. (7.16)
Proof Under (7.1) and (7.15), (4.11) and the equivalent (7.6) becomes
F (t, x, y, z, γ) = sup
e1∈E1
inf
e2∈E2
[1
2
σˆ2f (t, x, e)γ + bˆf (t, x, e)z
+ F0
(
t, x, y, σˆf (t, x, e)z, e
)]
,
(7.17)
where, omitting (x, y) inXt(x) and Yt(x, y),
σˆf (t, x, e) :=
σf (t,Xt, e)
∂xXt
, bˆf (t, x, e) :=
bf (t,Xt, e)
∂xXt
,
F0(t, x, y, z, e) :=
1
2
σˆ2f (t, x, e)
∂2yyYt
∂yYt
z2 + σˆ2f (t, x, e)[
∂2xyYt
∂yYt
− ∂
2
xxXt
2∂xXt
]z
+
1
∂yYt
f0
(
t,Xt, Yt, ∂yYtz + σˆf (t, x, e)∂xYt, e
)
+ σˆ2f (t, x, e)
∂2xxYt∂xXt − ∂xYt∂2xxXt
2∂yYt∂xXt
+ bˆf (t, x, e)
∂xYt
∂yYt
.
By (7.5), we have, again omitting (x, y) in Xt(x), Yt(x, y),
∂2xxXt = −∂xXt
∫ t
0
∂2xxσ(s,Xs)∂xXsdωs,
∂2yyYt = ∂yYt
∫ t
0
∂2yyg0(s,Xs, Ys)∂yYsdωs,
∂2xyYt = ∂yYt
∫ t
0
[∂2xyg0(s,Xs, Ys)∂xXs + ∂
2
yyg0(s,Xs, Ys)∂xYs]dωs.
Then, by (7.4) we can easily verify that
σˆf , bˆf , and F0(·, 0, 0, ·) are bounded, |∂xσˆf | ≤ C, |∂xbˆf | ≤ C,
|∂zF0(t, x, y, z)| ≤ C[1 + ρ(t)|z|],
|∂xF0(t, x, y, z)| + |∂yF0(t, x, y, z)| ≤ C[1 + |y|+ |z|+ ρ(t)|z|2].
(7.18)
where ρ ≥ 0 is a continuous function with ρ(0) = 0. Here for notational sim-
plicity we are assuming the relevant functions are differentiable, but actually
we only need their uniform Lipschitz continuity.
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Now, let B¯ be a standard Brownian motion and E = E1 × E2 be the set
of FB¯-progressively measurable E-valued processes. Fix δ > 0 and define
ϕ¯(t, x, y, z, e) := ϕ(δ−t, x, y, z, e) for ϕ = σˆf , bˆf , F0. For any e ∈ E , introduce
the following decoupled FBSDE on [0, δ]:
X et = x+
∫ t
0
b¯f (s,X es , es)ds +
∫ t
0
σ¯f (s,X es , es)dB¯s;
Yet = u0(X eδ ) +
∫ δ
t
F¯0(s,X es ,Yes ,Zes , es)ds −
∫ δ
t
ZesdB¯s.
(7.19)
By Zhang [47, Theorems 7.2.1, 7.2.3], there exist constants c0, C0, depending
on ‖u0‖∞ and ‖f(·, 0, 0, ·)‖∞ (the bound of |f(t, x, 0, 0, e)|), such that
‖Ye‖∞ ≤ C0, E
[
exp
(
c0
∫ δ
0
|Zes |2ds
)] ≤ C0 <∞. (7.20)
Differentiating (7.19) with respect to x yields
∇X et = 1 +
∫ t
0
∂xb¯f∇X es ds+
∫ t
0
∂xσ¯f∇X es dB¯s;
∇Yet = ∂xu0(X eδ )∇X eδ +
∫ δ
t
[
∂xF¯0∇X es + ∂yF¯0∇Yes + ∂zF¯0Zes
]
ds
−
∫ δ
t
∇ZesdB¯s.
This implies
∇Ye0 = E
[
Γeδ∂xu0(Xδ)∇X eδ +
∫ δ
0
Γet∂xF¯0∇X et dt
]
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where Γet := exp
( ∫ t
0 ∂zF¯0dB¯s +
∫ t
0 [∂yF¯0 − 12 |∂zF¯0|2]ds
)
. By (7.18),
E[|Γet |4] = E
[
exp
(
4
∫ t
0
∂zF¯0dB¯s +
∫ t
0
[4∂yF¯0 − 2|∂zF¯0|2]ds
)]
= E
[
exp
(
4
∫ t
0
∂zF¯0dB¯s − 16
∫ t
0
|∂zF¯0|2ds+
∫ t
0
[4∂yF¯0 + 14|∂zF¯0|2]ds
)]
≤
(
E
[
exp
(
8
∫ t
0
∂zF¯0dB¯s − 32
∫ t
0
|∂zF¯0|2ds
)]
× E
[
exp
( ∫ t
0
[8∂yF¯0 + 28|∂z F¯0|2]ds
)]) 1
2
=
(
E
[
exp
( ∫ t
0
[8∂yF¯0 + 28|∂zF¯0|2]ds
)]) 1
2
=
(
E
[
exp
(
C
∫ δ
0
[1 + |Yes |+ |Zes |+ ρ(t)|Zes |2 + ρ(t)2|Zes |2]ds
)]) 1
2
Set δ0 > 0 small enough so that C[ρ(δ0)+ ρ(δ0)
2] ≤ c02 . Then, for δ ≤ δ0, by
(7.20), we obtain E
[
|Γet |4
]
≤ C0, and by the second line of (7.18) it is clear
that E
[
sup0≤t≤δ |∇X et |4
]
≤ C0. Thus
|∇Yε0 | ≤ C0E
[
‖∂xu0‖∞|Γeδ||∇X eδ |
+
∫ δ
0
|Γet ||∇X et |[1 + |Yet |+ |Zet |2]dt
]
≤ C0[1 + ‖∂xu0‖∞].
(7.21)
Finally, we remark that, since we know a priori that v ∈ Ck,0α,β(RT ), by
the standard truncation arguments, we may assume without loss of gener-
ality that F0 is uniformly Lipschitz in (x, y, z) (with the Lipschitz constant
possibly depending on the regularity of v). Then, by Buckdahn and Li [2],
v(δ, x) = inf
S
sup
e1∈E1
Y(e1,S(e1))0 , (7.22)
where S : E1 → E2 is the so called nonanticipating strategies. This implies
|∂xv(δ, x)| ≤ sup
S
sup
e1∈E1
|∇Y(e1,S(e1))0 | ≤ C0[1 + ‖∂xu0‖∞].
Since δ ≤ δ0 is arbitrary, the proof is complete.
Remark 7.10 (i) We reverse the time in (7.19). Hence, in spirit of the
backward rough path in (7.19), B and the rough path ω (or the original B
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in (3.1)) have opposite directions of time evolvement. Thus (7.19) is in the
line of the backward doubly SDEs of Pardoux and Peng [38]. When E2 is a
singleton, [35] provided a representation for the corresponding SPDE (3.1) in
the context of second order backward doubly SDEs. We shall remark though,
while the wellposedness of backward doubly SDEs holds true for random
coefficients, its representation for solutions of SPDEs requires Markovian
structure, i.e., the f and g in (3.1) depend only on Bt (instead of the path
B·). The stochastic characteristic approach used in this paper does not have
this constraint. Note again that our f and g in RPDE (3.6) and PPDE (3.7)
are allowed to depend on the (fixed) rough path ω.
(ii) For (7.22), from a game theoretical point of view, it is more natural
to use the so-called weak formulation (see Pham and Zhang [39]). However,
as we are here mainly concerned about the regularity, the strong formulation
in [2] is more convenient.
7.3 The global comparison principle and existence of viscos-
ity solution
We need the following PDE result from Safonov [41] (see also [36] for a
corresponding statement for bounded domains and [42] for the elliptic case).
Theorem 7.11 Consider PDE (4.10). Assume that, for some β > 0,
(i) F is convex in γ and uniformly parabolic, i.e., ∂2γγF ≥ 0 and ∂γF ≥
c0 > 0,
(ii) F is uniformly Lipschitz continuous in (y, z, γ),
(iii) ‖F (·, y, z, γ)‖
Cβb (RT )
≤ C[1 + |y|+ z|+ |γ|],
(iv) u0 ∈ C2+βb (R).
Then there exists β0 ∈ (0, 1) depending only on c0 such that, whenever β ∈
(0, β0], PDE (4.10) has a classical solution v ∈ C2+βb (RT ).
Theorem 7.12 Let Assumptions 7.1, 7.8, and 3.4 hold, and (g, f) take the
form (7.1)-(7.15). Assume further that
(i) f is either convex or concave in γ, namely either E1 or E2 in (7.15)
is a singleton,
(ii) σf ≥ c0 > 0,
(iii) u0 ∈ Ck+1+βb (R) and f ∈ Ck+1,locα,β (R4T ).
Then there exists δ0 > 0, depending on K0, L0 in Assumption 7.8, the
regularity of σ, g0 in Assumption 7.1, and ‖u0‖∞, but independent of the
further regularity of u0 and f , such that PDE (4.10)-(7.6) has a classical
solution v ∈ Ck,0α,β([0, δ0]× R).
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Proof We prove only the convex case, i.e., E2 is a singleton. When f is
concave, one can use following the standard transformation: f˜(t, x, y, z, γ) :=
−f(t, x,−y,−z,−γ) is convex and v˜(t, x) := −v(t, x) corresponds to f˜ . Let
δ0 be determined by Proposition 7.9.
First it is clear that the F in (7.6) (or the equivalent (7.17)) satisfies
the requirements in Theorem 7.11 (i). Recall (7.11), (7.16), and the K0 in
Assumption 7.8 (ii). Put
C1 := e
CT [‖u0‖∞ + CTK0] + C0[1 + ‖∂xu0‖∞].
Introduce a truncation function ι ∈ C∞(R) such that ι(x) = x for |x| ≤ C1,
and ι(x) = 0 for |x| ≥ C1 + 1. Define
F˜ (t, x, y, z, γ) := F (t, x, ι(y), ι(z), γ).
Then one may verify straightforwardly that F˜ satisfies all the conditions
in Theorem 7.11. Thus the following PDE has a classical solution v˜ ∈
C
2+(β∧β0)
b (RT ):
∂tv˜ = F˜ (t, x, v˜, ∂xv˜, ∂
2
xxv˜), v˜(0, ·) = u0. (7.23)
Applying Propositions 7.6 and 7.9 on the above PDE yields |v˜| ≤ C1, |∂xv˜| ≤
C1 on [0, δ0]× R, i.e., v := v˜ solves PDE (4.10)-(7.6) on [0, δ0]× R.
Finally, the further regularity of v follows from standard bootstrap ar-
guments (cf. [22, Lemma 17.16]) together with Remark 2.11.
Remark 7.13 The requirement that f is convex or concave is mainly to
ensure the existence of classical solutions for PDE (7.23). Theorem 7.11
holds true for multidimensional case as well. When the dimension of x is
1 or 2, Bellman-Isaacs equations may have classical solution as well, see
[28, Theorem 14.24] for d = 1 and [39, Lemma 6.5] for d = 2 for bounded
domains, and also [22, Theorem 17.12] for elliptic equations in bounded
domains when d = 2. We believe such results can be extended to the whole
space and thus the theorem above as well as Theorem 7.14 will hold true
when f is indeed Bellman-Isaacs type. However, when the dimension is high,
the Bellman-Isaacs equation does, in general, not have a classical solution
(see [37] for a counterexample).
Theorem 7.14 Let (g, f) take the form (7.1)-(7.15). Let Assumptions 7.1,
7.8, and 3.4 hold. Assume that, for any ε > 0, there exist f
ε
, f ε such that
(i) f
ε
, fε satisfy Assumption 7.8 uniformly, i.e., with the same K0, L0
for all ε > 0,
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(ii) for each ε > 0, f
ε
, f ε satisfy all the requirements in Theorem 7.12,
(iii) for each ε > 0, f − ε ≤ fε ≤ f ≤ fε ≤ f + ε.
Then RPDE (3.6) satisfies the comparison principle and has a unique vis-
cosity solution.
Proof By Lemma 6.7, u and u are bounded by some C0.
Step 1. We prove first (6.13) locally. Let δ0 > 0 be determined by
Proposition 7.9, corresponding to K0, L0, but with ‖u0‖∞ replaced with
the global bound C0 of u and u. For any ε > 0, let f
ε
, fε be as in the
assumption of the theorem, and F
ε
, F ε correspond to f
ε
, fε as in (7.17). In
the spirit of Remark 5.7 (i), we may assume without loss of generality that
u0 is uniformly continuous. Then u0 has standard smooth mollifiers u
ε
0, u
ε
0
such that u0−ε ≤ uε0 ≤ u0 ≤ uε0 ≤ u0+ε. By Theorem 7.12, let vε (resp. vε)
be the classical solution to PDE (4.10) -(7.17) with coefficients (F
ε
, g) and
initial condition uε0 (resp. coefficients (F
ε, g) and initial condition uε0) on
[0, δ0]. Then, by (6.4), v
ε ≤ v ≤ v ≤ vε, where v := Y −1t
(
x, u(t,Xt(x))
)
as
in (7.7), and similarly for v. By (4.11) it is clear that 0 ≤ F ε − F ε ≤ Cε.
Define ∆vε := vε − vε, ∆uε0 := uε0 − uε0, ∆F ε := F ε − F ε. Then
∆vε = ∂t∆v
ε + F ε(t, x,∆vε, ∂x∆v
ε, ∂2xx∆v
ε), ∆vε(0, ·) = ∆uε0,
where F ε(t, x, y, z, γ) := F
ε
(t, x, vε + y, ∂xv
ε + z, ∂2xxv
ε + γ)
− F ε(t, x, vε, ∂xvε, ∂2xxvε).
Now following the arguments of Proposition 7.6, we see that there exists a
constant C, independent of ε, such that, for every (t, x) ∈ [0, δ0]× R,
v(t, x)− v(t, x) ≤ ∆vε(t, x) ≤ CCt
[
‖∆vε0‖∞ + Ct‖F ε(·, 0, 0, 0)‖∞
]
≤ C
[
‖∆uε0‖∞ + ‖∆F ε(·, vε, ∂xvε, ∂2xxvε)‖∞
]
≤ Cε.
This implies that v(t, x) = v(t, x). Thus (6.13) holds on [0, δ0]. Therefore,
by Theorem 6.8, u1 ≤ u ≤ u2 and u := u is the unique viscosity solution of
RPDE (3.6)-(7.15) on [0, δ0].
Step 2. We prove now the global result. Let 0 = t0 < · · · < tn = T be
such that ti−ti−1 ≤ δ0 for each i = 1, . . ., n. By Step 1, u1(t1, ·) ≤ u(t1, ·) ≤
u2(t1, ·). Now consider RPDE (3.6)-(7.15) on [t1, t2] with initial condition
u(t1, ·). Note that ‖u(t1, ·)‖∞ ≤ C0 for the same global bound C0. Since
δ0 corresponds to this C0, following the same arguments, we see that the
comparison principle holds on [t1, t2]. Repeating the arguments establishes
the result on the whole interval [0, T ].
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When f is semilinear, i.e., linear in γ, clearly under natural conditions f
satisfies the requirements in Theorem 7.14. We provide next a simple fully
nonlinear example.
Example 7.15 Let a > a > 0 be two constants. Then
f(γ) :=
1
2
sup
a≤a≤a
[aγ] =
1
2
[aγ+ − aγ−] (7.24)
satisfies the requirements in Theorem 7.14.
Proof Let η be a smooth symmetric density function with support (−1, 1).
For any ε > 0, introduce a smooth mollifier of f :
fε(γ) :=
∫ 1
−1
f(γ − εx)η(x)dx = 1
2
aγ +
a− a
2
∫ 1
−1
(γ − εx)+η(x)dx.
It is clear that
|fε − f | ≤
[a
2
∫ 1
−1
|x|η(x)dx] ε =: cε.
We next consider the Legendre conjugate of fε:
hε(a) := sup
γ∈R
[
1
2
aγ − fε(γ)], a ∈ [a, a].
By straightforward calculation, we have hε(a) =∞ when a /∈ [a, a], and
hε(a) =
ε
2
[a− a]
∫ Φ−1(a−a
a−a
)
−1
xη(x)dx, a ∈ [a, a],
where Φ(x) :=
∫ x
−1 η(y)dy, x ∈ [−1, 1]. Note that fε(γ) = sup
a≤a≤a
[
1
2
aγ −
hε(a)]. Then fε := f ε
2c
+ ε2 and f ε := f ε2c −
ε
2 are the desired approximations.
Remark 7.16 (i) As pointed out in Remark 7.5, for general g = g(t, x, y, z),
the transformation is local and the δ in Theorem 4.5 depends on ‖∂2xxu‖∞.
Then the connection between RPDE (3.6) and PDE (4.10) exists only for
local classical solutions, but is not clear for viscosity solutions. Since our
current approach relies heavily on the PDE, we have difficulty to extend
57
Theorem 7.4 to the general case, even just in local sense. We investigate this
challenging problem by exploring more approaches in our future research.
(ii) When f is of first order, namely σf = 0 in (7.15), then (7.17) be-
comes:
F (t, x, y, z, γ) = sup
e1∈E1
inf
e2∈E2
[
bˆf (t, x, e)z + F0
(
t, x, y, e
)]
, (7.25)
where bˆf (t, x, e) :=
bf (t,Xt, e)
∂xXt
,
F0(t, x, y, e) :=
1
∂yYt
f0
(
t,Xt, Yt, 0, e
)
+ bˆf (t, x, e)
∂xYt
∂yYt
.
Under Assumption 7.8, F0 is uniformly Lipschitz continuous in y, and thus
the main difficulty mentioned in Remark 7.7 (i) does not exist here. Then,
following similar arguments as in this subsection, we can easily show that
the results of Theorems 7.12 and 7.14 still hold true if we replace the uniform
nondegeneracy condition σf ≥ c0 > 0 with σf = 0.
7.4 The case that g is linear
In this subsection we study the special case that g is linear in (y, z) (by
abusing the notation g0):
g(t, x, y, z) = σ(t, x)z + h(t, x)y + g0(t, x). (7.26)
We remark that rigorously speaking this case does not satisfy Assumption
7.1, because g0(t, x, y) := h(t, x)y + g0(t, x) is not bounded in y. However,
similar to the situation in Lemma 2.13, the linear structure allows us to
extend all the results in Section 7 to this case.
First, for the X given by (7.2), we have
Yt(x, y) = e
Ht(x)
[
y +
∫ t
0
e−Hs(x)g0(s,Xs(x))dωs
]
, (7.27)
where Ht(x) :=
∫ t
0 h(s,Xs(x))dωs. By straightforward calculation, we see
that (7.6) becomes, with omitting (x, y) in (X,Y,H),
F (t, x, y, z, γ) := e−Htf
(
t,Xt, Yt,
eHt
∂xXt
z +
∂xYt
∂xXt
, (7.28)
eHt
(∂xXt)2
[
γ + [∂xHt − ∂
2
xxXt
∂xXt
]z + e−Ht∂2xxYt −
∂2xxXt
∂xXt
])
.
We now provide some sufficient conditions for the existence of classical so-
lutions to PDE (4.10)-(7.28).
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Theorem 7.17 Let all the conditions in Theorem 7.12 hold and let g take
the form (7.26). Then PDE (4.10)-(7.28) has a classical solution v ∈ Ck,0α,β(RT ).
Consequently, RPDE (3.6)-(7.26) has a classical solution u ∈ Ckα,β(RT ).
Proof As in Theorem 7.12, we shall only prove the convex case. By the
regularity of f , g it is clear that F is smooth. Note that, by omitting the
variables,
∂γF =
1
(∂xX)2
∂γf, ∂
2
γγF =
eHt
(∂xX)4
∂2γγf,
∂zF =
1
∂xX
∂zf + [
∂xH
(∂xX)2
− ∂
2
xxX
(∂xX)3
]∂γf,
∂yF = ∂yf + ∂zf
∂xH
∂xX
+ ∂γf
(∂xH)
2 + ∂2xxH
(∂xX)2
.
Then one can easily verify that F satisfies all the conditions in Theorem 7.11,
thus we obtain v ∈ Ck,0α,β(RT ). Finally the existence of the corresponding
function u ∈ Ckα,β(RT ) follows from Theorem 4.4.
We now assume further that f is also linear, i.e.,
f(t, x, y, z, γ) = a(t, x)γ + b(t, x)z + c(t, x)y + f0(t, x). (7.29)
This case is well understood in the literature. By straightforward calcula-
tion,
F (t, x, y, z, γ) = A(t, x)γ +B(t, x)z + C(t, x)y + F0(t, x), (7.30)
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where, for the H defined by (7.27) and again omitting the variable x,
A(t, x) :=
a(t,Xt)
(∂xXt)2
,
B(t, x) := a(t,Xt)
[ 2∂xHt
(∂xXt)2
− ∂
2
xxXt
(∂xXt)3
]
+
b(t,Xt)
∂xXt
,
C(t, x) := a(t,Xt)
(∂xHt)
2 + ∂2xxHt
(∂xXt)2
+
[b(t,Xt)
∂xXt
− a(t,Xt)∂
2
xxXt
(∂xXt)3
]
∂xHt
+c(t,Xt),
(7.31)
F0(t, x) :=
[ a(t,Xt)
(∂xXt)2
[(∂xHt)
2 + ∂2xxHt
]
+
[b(t,Xt)
∂xXt
− a(t,Xt)∂
2
xxXt
(∂xXt)3
]
∂xHt + c(t,Xt)
] ∫ t
0
e−Hsg0(s,Xs)dωs
+
[
2
a(t,Xt)
(∂xXt)2
∂xHt +
b(t,Xt)
∂xXt
− a(t,Xt)∂
2
xxXt
(∂xXt)3
] ∫ t
0
∂x(
g0(s,Xs)
eHs
) dωs
+
a(t,Xt)
(∂xXt)2
∫ t
0
∂2xx(e
−Hsg0(s,Xs)) dωs + f0(t,Xt)e
−Ht .
Thus PDE (4.10) is linear and we have the representation formula
v(t, x) = E
[
e
∫ t
0
C(t−r,X t,xr )dru0(X t,xt ) +
∫ t
0
e
∫ s
0
C(t−r,X t,xr )drF0(t− s,X t,xs )ds
]
,
(7.32)
where, for fixed (t, x) ∈ RT and for a Brownian motion B¯,
X t,xs = x+
∫ s
0
√
2A(t − r,X t,xr )dr +
∫ s
0
B(t− r,X t,xr )dB¯s, 0 ≤ s ≤ t.
8 Concluding Remarks
In this paper, we established the viscosity theory for general second or-
der fully nonlinear parabolic SPDEs and path-dependent PDEs through a
unified framework based on rough path analysis. We allow the diffusion
coefficient g to be a general nonlinear first order differential operator, i.e.,
g = g(t, ω, x, u, ux). Assuming that g is smooth enough, we obtained the
following general results: 1) Consistency (i.e., if a candidate solution is
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smooth, viscosity solutions are equivalent to classical solutions); 2) Equiv-
alence (between the definitions using test functions and by semi-jets, resp.);
3) Stability; and 4) Partial comparison principle.
Since the generality of the diffusion coefficient g corresponds to a highly
convoluted system of characteristics, the complete wellposedness result, es-
pecially global existence and the comparison principle for viscosity solutions,
is rather challenging. We thus investigated several important cases, summa-
rized as follows.
A. Both f and g are linear. In this case, we have a representation formula,
which is of course already well understood in the literature.
B. g is linear. In this case, we proved
• global existence of classical solutions when f and u0 are smooth,
• global existence and comparison principle of viscosity solutions when
f and u0 are less smooth.
C. g is semi-linear. In this case, we established
• global equivalence of RPDE and associated PDE, in both the classical
and the viscosity sense,
• local existence of classical solutions when f and u0 are smooth,
• global existence and comparison principle of viscosity solutions when
f and u0 are less smooth but f is convex in ∂
2
xxu.
D. For the general fully nonlinear case, we proved
• local equivalence of RPDE and associated PDE in classical sense (but
not in viscosity sense),
• local existence of classical solutions when f and u0 are smooth, where
the time interval depends on the regularity of u0 and f .
We should note that although we finally found a framework on which
the viscosity theory can be carried out in a fairly general way, some chal-
lenging issues remain, especially in the fully nonlinear case, which calls for
further investigations. E.g., when g is semilinear, the current approach re-
lies heavily on the (local) existence of classical solutions of certain mollified
PDEs, for which we have to assume that f is uniformly non-degenerate. It is
desirable to remove both the convexity and the nondegeneracy constraints
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on f . Also, as we pointed out in Remark 7.5, in the general fully nonlin-
ear case the equivalence between RPDE and PDE in the viscosity sense is
by no means clear. We often have to investigate the RPDE directly. Con-
sequently, a direct approach for the comparison principle for RPDE (3.6),
which is currently lacking, would help greatly. In particular, it would be
interesting to explore the possibility of extending the doubling variable ar-
guments to this situation (cf. Lions and Souganidis [32] for this approach in
the case g = g(∂xu)).
Finally, it would also be interesting to investigate the alternative ap-
proach by using rough path approximations as in Caruana, Friz, and Ober-
hauser [7] and many other papers mentioned in the introduction. I.e., instead
of transforming the RPDE into a PDE, one considers the approximating
PDE
dun(t, x) = f(t, x, un, ∂xu
n, ∂2xxu
n)dt+ g(t, x, un, ∂xu
n)dωnt ,
un(0, x) = u0(x),
(8.1)
where ωn is a smooth function of t which converges to ω under a rough path
norm. The key issue is then to study the convergence of un. We hope that
we will be able to investigate some of these issues in our future publications.
9 Appendix: Proofs for some results in Section 2
For notational simplicity, we may often write ut(x) := u(t, x).
Proof of Lemma 2.7. First, we prove (2.13). For u ∈ C2,locα,β (RdT ),
us,t(x) = ∂ωus(x)ωs,t +R
1,u
s,t (x).
Differentiating both sides with respect to x yields
∂xus,t(x) = ∂x∂ωus(x)ωs,t + ∂xR
1,u
s,t (x).
By Definition 2.6 (iii), ∂x∂ωu(·, x) ∈ C0,locα,β ([0, T ]) and [∂xR1,u(x)]α(1+β) <
∞. Thus (2.13) follows directly from (2.4). Next, we prove (2.15). Assume
d = 1 for simplicity. Put vt(x) :=
∫ x
0 ut(y)dy. Then
vs,t(x) =
∫ x
0
us,t(y)dy =
∫ x
0
∂ωus(y)dy ωs,t +
∫ x
0
R1,us,t (y)dy.
By continuity of x 7→ ∂ωu(·, x) ∈ C0α,β([0, T ]) and x 7→ u(·, x) ∈ C1α,β([0, T ]),
it is clear that
∫ x
0 ∂ωu(·, y)dy ∈ C0α,β([0, T ]) and [
∫ x
0 R
1,u(y)dy]α(1+β) < ∞.
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Then ∂ωvt(x) =
∫ x
0 ∂ωut(y)dy. For the partition ti = i2
−nt, i = 0, . . ., 2n,
∫ t
0
∫ x
0
us(y) dy dωs =
∫ t
0
vs(x) dωs
= lim
n→∞
2n−1∑
i=0
[
vti(x)ωti,ti+1 + ∂ωvti(x)ωti,ti+1
]
= lim
n→∞
∫ x
0
2n−1∑
i=0
[
uti(y)ωti,ti+1 + ∂ωuti(y)ωti,ti+1
]
dy.
By standard estimates, see, e.g., Keller and Zhang [25, Lemma 2.5],
∣∣∣
∫ ti+1
ti
us(y)dωs − uti(y)ωti,ti+1 − ∂ωuti(y)ωti,ti+1
∣∣∣ ≤ C‖u(·, y)‖1
2α(2+β)n
.
Since O is bounded, by continuity of u again, supu∈O ‖u(·, y)‖1 <∞. Then,
by (2.2) and the dominated convergence theorem, we obtain immediately
∫ t
0
∫ x
0
us(y) dy dωs = lim
n→∞
∫ x
0
2n−1∑
i=0
∫ ti+1
ti
us(y) dωs dy
=
∫ x
0
∫ t
0
us(y) dωs dy.
This yields (2.15) for general s, t and O immediately.
Finally, we prove (2.14). Let u ∈ C3,locα,β (RdT ). By Lemma 2.5,
us,t(x) =
∫ t
s
∂ωt ur(x) dr +
∫ t
s
[
∂ωur(0) +
∫ x
0
∂x∂ωur(y) dy
]
dωr.
Differentiating both sides with respect to x together with applying (2.15)
on the last term above, we obtain
∂xus,t(x) =
∫ t
s
∂x∂
ω
t ur(x) dr +
∫ t
s
∂x∂ωur(x) dωr.
Then (2.14) follows from Lemma 2.5.
Proof of Lemma 2.9. We proceed in two steps.
Step 1. Let h = 0. For notational simplicity, we omit the variable x in
this step. We shall prove by induction that
ut =
∑
‖ν‖≤k
DνusIνs,t +Rk,us,t and |Rk,us,t | ≤ C‖u(·, x)‖k |t− s|α(k+β). (9.1)
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When k = 0, 1, 2, (9.1) follows directly from the definitions of the
derivatives. Let m ≥ 2 and assume that (9.1) holds for all k ≤ m. Let now
u ∈ Cm+1,locα,β ([0, T ]× R). By (2.11),
us,t =
∫ t
s
∂ωt urdr +
∫ t
s
∂ωurdωr.
Note that ∂ωt u ∈ Cm−1,locα,β ([0, T ] × R). By the induction hypothesis
∂ωt ur =
∑
‖ν‖≤m−1
Dν∂ωt usIνs,r +Rm−1,∂
ω
t u
s,r ,
with |Rm−1,∂ωt us,r | ≤ C‖∂ωt u(·, x)‖m−1|r − s|α(m−1+β).
Then, since 2α < 1,
∣∣∣
∫ t
s
∂ωt ur dr −
∑
‖ν‖≤m−1
Dν∂ωt us
∫ t
s
Iνs,r dr
∣∣∣ = ∣∣∣
∫ t
s
R
m−1,∂ωt u
s,r dr
∣∣∣
≤ C‖∂ωt u(·, x)‖m−1
∣∣∣
∫ t
s
(r − s)α(m−1+β) dr
∣∣∣
≤ C‖u(·, x)‖m+1 |t− s|α(m+1+β).
Thus it remains to show that
∣∣∣
∫ t
s
∂ωur dωr −
∑
‖ν‖≤m
Dν∂ωus
∫ t
s
Iνs,r dωr
∣∣∣
≤ C‖u(·, x)‖m+1|t− s|α(m+1+β).
(9.2)
Note that v := ∂ωu ∈ Cm,locα,β ([0, T ]×R). Put Us,t :=
∑
‖ν‖≤mDνvs
∫ t
s Iνs,r dωr.
For s < r < t,
Us,r + Ur,t − Us,t =
∑
‖ν‖≤m
Dνvr
∫ t
r
Iνr,l dωl −
∑
‖ν‖≤m
Dνvs
∫ t
r
Iνs,l dωl
=
∑
‖ν‖≤m
[ ∑
‖ν′‖≤m−‖ν‖
Dν′DνvsIν′s,r +Rm−‖ν‖,Dνvs,r
] ∫ t
r
Iνr,l dωl
−
∑
‖ν‖≤m
Dνvs
∫ t
r
Iνs,ldωl
=
∑
‖ν‖≤m
Dνvs
∫ t
r
[ ∑
(ν′,ν˜)=ν
Iν′s,r I ν˜r,l − Iνs,l
]
dωl +
∑
‖ν‖≤m
Rm−‖ν‖,Dνvs,r
∫ t
r
Iνr,l dωl.
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By induction, one can verify straightforwardly that
∑
(ν′,ν˜)=ν
Iν′s,r I ν˜r,l = Iνs,l and
∣∣∣
∫ t
r
Iνr,l dωl
∣∣∣ ≤ C(t− r)(‖ν‖+1)α.
We remark that the former identity here is actually Chen’s relation. Then,
since Dνv ∈ Cm−‖ν‖,locα,β ([0, T ] × R), by our induction assumption,
|Rm−‖ν‖,Dνvs,r | ≤ C‖Dνv(·, x)‖m−‖ν‖(r − s)α(m−‖ν‖+β)
≤ C‖u(·, x)‖m+1(r − s)α(m−‖ν‖+β).
Therefore,
∣∣Us,r + Ur,t − Us,t∣∣ ≤ C‖u(·, x)‖m+1(r − s)α(m−‖ν‖+β)(t− r)(‖ν‖+1)α
≤ C‖u(·, x)‖m+1(t− s)α(m+1+β).
Applying the Sewing Lemma, see, e.g., Friz and Hairer [19, Lemma 4.2],
yields (9.2). Hence (9.1) follows.
Step 2. We now prove the general case. By standard Taylor expansion
in x and by Step 1,
u(t+ δ, x+ h) = [u(t+ δ, x + h)− u(t, x+ h)] + u(t, x+ h)
=
∑
1≤‖ν‖≤k
Dνu(t, x+ h)Iνt,t+δ +Rk,u(·,x+h)t,t+δ +
k∑
m=0
1
m!
∂mx u(t, x)h
m
+O(|h|k+β)
=
∑
1≤‖ν‖≤k
[ k−‖ν‖∑
m=0
1
m!
∂mx Dνu(t, x)hm +O(|h|k−‖ν‖+β)
]
Iνt,t+δ +Rk,u(·,x+h)t,t+δ
+
k∑
m=0
1
m!
∂mx u(t, x)h
m +O(|h|k+β)
=
∑
m+‖ν‖≤k
1
m!
Dν∂mx u(t, x)hm Iνt,t+δ +
∑
1≤‖ν‖≤k
O(|h|k−‖ν‖+β)Iνt,t+δ
+R
k,u(·,x+h)
t,t+δ +O(|h|k+β),
where the last equality follows from Lemma 2.7. Note that |Iνt,t+δ| ≤
C|δ|α‖ν‖ and, by Step 1, |Rk,u(·,x+h)t,t+δ | ≤ C‖u(·, x + h)‖k |δ|α(k+β). Since
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‖u(·, x)‖k is continuous in x and thus locally bounded, we obtain (2.18)
immediately.
Proof of Lemma 2.12. The wellposedness for a classical solution u ∈
C1α,β([0, T ]) with the corresponding estimate is standard. Automatically, by
Lemma 2.5, u ∈ C2α,β([0, T ]) again with the corresponding estimate. Note
that ∂ωut = g(t, ut), ∂
ω
t ut = f(t, ut). Applying Lemma 2.8 repeatedly, one
can easily prove by induction that u ∈ Ck+2α,β ([0, T ]) and that
‖u‖k+2 ≤ C(T, ‖f‖k, ‖g‖k+1, u0). (9.3)
Moreover, with u˜t := ut − u0, f˜(t, x) := f(t, x+ u0), g˜(t, x) := g(t, x+ u0),
u˜t =
∫ t
0
f˜(s, u˜s) ds +
∫ t
0
g˜(s, u˜s) dωs.
Thus, by (9.3), ‖u˜‖k+2 ≤ C(T, ‖f˜‖k, ‖g˜‖k+1, 0) = C(T, ‖f‖k, ‖g‖k+1).
Proof of Lemma 2.15. First, we assume that u0 ∈ Ck+βb (R), namely u0
and all its related derivatives are bounded. Applying Lemma 2.12 we see
that u(·, x) ∈ Ck+1α,β ([0, T ]) and
sup
x∈R
‖u(·, x)‖k+1 ≤ C(‖u0‖∞, ‖f‖k, ‖g‖k) <∞. (9.4)
Recalling Definition 2.10 and in particular Remark 2.11, we note that our
space Ckα,β(R
d
T ) requires stronger conditions than those in Keller and Zhang
[25]. Thus one may follow the arguments of [25, Theorem 6.1] to obtain the
equation (2.26). Hence
∂xR
1,u
s,t (x) = ∂x
[
us,t(x)− g(s, x, us(x))ωs,t
]
= ∂xus,t(x)−
[
∂xg(s, x, us(x)) + ∂yg(s, x, us(x))∂xus(x)
]
ωs,t
=
∫ t
s
[∂xf + ∂yf∂xur(x)](r, x, ur(x))dr
+
∫ t
s
[∂xg + ∂yg∂xur(x)](r, x, ur(x))dωr
− [∂xg(s, x, us(x)) + ∂yg(s, x, us(x))∂xus(x)]ωs,t.
Applying Lemma 2.13 on (2.26) yields a representation formula for ∂xu and
sup
x∈R
‖∂xu(·, x)‖k ≤ C(‖∂xu0‖∞, ‖f‖k, ‖g‖k) <∞, (9.5)
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which, together with (9.4), implies further that
sup
x∈R
[∂xR
1,u(x)]α(1+β) ≤ C(‖u0‖∞, ‖∂xu0‖∞, ‖f‖k, ‖g‖k). (9.6)
Together with the representation for ∂xu and the arguments in Lemma 2.8,
∂2xxut(x) = ∂
2
xxu0(x)
+
∫ t
0
[
∂2xxf + 2∂
2
xyf∂xus(x) + ∂yf∂
2
xxus(x)
]
(s, x, us(x))ds
+
∫ t
0
[
∂2xxf + 2∂
2
xyf∂xus(x) + ∂yf∂
2
xxus(x)
]
(s, x, us(x))dωs,
(9.7)
follows. Then one can easily see that ‖u‖2 < ∞ and thus u ∈ C1α,β(RT ) in
the sense of Definition 2.10 (cf. Remark 2.11). Repeating the arguments (up
to order k + 1 to ensure Ho¨lder continuity with respect to x of ∂kxu, etc.),
one can show that ‖u‖k+1 <∞, which implies that u ∈ Ckα,β(RT ).
Next, if u0 is not bounded but all its related derivatives are bounded.
Put u˜ := u − u0, ϕ˜(t, x, y) := ϕ(t, x, y + u0(x)) for ϕ = f , g. One can
easily see that f˜ ∈ Ck+1α,β (R2T ) with ‖f˜‖k being dominated by ‖f‖k+1 and
the derivatives of u0, similarly for g˜. Note that u˜ satisfies RDE (2.25) with
coefficients (f˜ , g˜) and initial condition 0. Thus u˜ ∈ Ckα,β(RT ).
Finally, if u0 ∈ Ck+β(R), let ι ∈ C∞(R) such that ι(x) = 1 when |x| ≤ 1
and ι(x) = 0 when |x| ≥ 2. Let uε ∈ Ckα,β(RT ) be the solution to RDE (2.25)
with coefficients (f, g) and initial condition uε0(x) = u0(ι(εx)x). Note that
uε0(x) = u0(x) and hence u
ε
t(x) = ut(x) whenever |x| ≤ 1/ε. Since ε > 0 is
arbitrary, we see that u ∈ Ck,locα,β (RT ).
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