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The CSL model predicts a progressive breakdown of the quantum superposition principle,
with a noise randomly driving the state of the system towards a localized one, thus accounting
for the emergence of a classical world within a quantum framework. In the original model
the noise is supposed to be white, but since white noises do not exist in nature, it becomes
relevant to identify some of its spectral properties. Experimental data set an upper bound
on its frequencies, while in this paper we bound it from below. We do so in two ways: by
considering a ‘minimal’ measurement setup, requiring that the collapse is completed within
the measurement time; and in a measurement modeling-independent way, by requiring that
the fluctuations average to zero before the measurement time.
I. INTRODUCTION
Collapse models are a phenomenological solution to the quantum measurement problem, where
the Schro¨dinger dynamics is modified by adding non-linear stochastic terms, which trigger the
collapse of the wave function [1, 2]. In the widely popular mass-proportional CSL model [3],
two parameters control the collapse: a collapse rate λ and the noise space correlator rC . Their
numerical values are chosen in such a way that the collapse is negligible for microscopic objects,
thus recovering the standard quantum predictions, and become increasingly stronger for larger
objects. While there is a generic consensus on the potential value of rC (∼ 10−7m), the value
of λ is rather open [4, 5]. If one requires the collapse to be effective at the level of latent image
formation [5], then λ ∼ 10−8 s−1, with an uncertainty of about 2 orders of magnitude. This is the
value we consider in this article.
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2The original CSL noise is white in time, because it is easier to study. However, since white noises
do not exist in nature, it becomes relevant to consider the possibility of a non-white CSL noise, with
a frequency cut off ωM . This has been done in [6–10] (for the extension to other models see e.g. [11–
14]). The cutoff ωM is a new phenomenological parameter; in this paper we aim at bounding it
from below, by the requirement that the collapse be effective in measurement situations. We do so
by following two distinct paths. On the one hand we consider the measurement process performed
by a minimal experimental setup, consisting of a detector, an amplifier, a recording device, and a
Lithium-ion battery. On the other hand, we bound the cutoff values by considerations on the noise
fluctuations, which should average to zero over a measurement process.
II. COLLAPSE RATE FOR A NON-WHITE CORRELATION FUNCTION
According to the non-white CSL model, the off-diagonal elements of the density matrix
〈r1|ρ(t)|r2〉 decay exponentially, with exponent given by Eq. (17) of [8]:
Γ(t) = λ
r3C
pi3/2m20
∫
d3x
∫
d3y
∫ t
0
dsF (x− y, s)∆m(x)∆m(y) , (1)
where m0 is the nucleon mass, ∆m(x) = m1(x) − m2(x) is the difference of the eigenvalues of
the mass density operator for the states |r1,2〉, and F (x − y, t) is the time integral of the noise
correlation function D(x− y, t− s):
F (x− y, t) =
∫ t
0
dsD(x− y, t− s) . (2)
We assume that D(x−y, t−s) factorizes into spatial and temporal components, and that the noise
has a high-frequency cutoff:
D(x− y, t− s) = pi
3/2
r3C
e
− (x−y)2
4r2c · δγ(ω)(t− s) , (3)
where the noise spatial correlator takes a Gaussian form, and δγ(ω)(t − s) is the time correlator
later defined. Accordingly, Eq. (1) can be rewritten as follows
Γ(t) =
λ
m20
Λ(t)
∫
d3x
∫
d3y e
− (x−y)2
4r2c ∆m(x)∆m(y) , (4)
where we have defined
Λ(t) =
∫ t
0
ds
∫ s
0
du δγ(ω)(s− u) . (5)
The temporal correlation δγ(ω) is defined in terms of the cutoff function γ(ω) as follows:
δγ(ω)(t− s) =
1
pi
∫ ∞
0
dω γ(ω) cos[ω(t− s)]. (6)
3Note that when γ(ω) is constant (that is, γ(ω) = 1, no cutoff), one recovers the white noise case
(Dirac delta correlation); in this case, Λ(t) = t/2. There exists a number of cutoff functions that
allow to evaluate Λ(t) analytically, but the respective values of Λ(t) differ only little (see Appendix
A). For simplicity in the following we will use the Lorentzian cutoff function, because the associated
Λ(t) has a simpler analytic expression:
γ(ω) =
ω2M
ω2 + ω2M
→ Λ(t) = e
−ωM t + ωM t− 1
2ωM
. (7)
Figure 1 compares Λ(t) for different values of frequency cutoff, with the white noise case. One
immediately sees that the lower the frequency cutoff, the smaller the collapse effect and the longer
it takes to reach the same reduction rate as for the white noise case. The plot further shows that
Λ(t) has a “sub-white” behavior for t . ω−1M , while the rate becomes effectively white for t & ω
−1
M .
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FIG. 1: Λ(t) as a function of time, with Lorentzian cutoff, for different values of frequency cutoff. Solid lines
denote: (a/blue) ωM = 10
6 s−1, (b/red) ωM = 108 s−1, (c/green) ωM = 4 × 1010 s−1. The lower ωM , the
longer it takes to reach the white noise rate (dashed line).
If the frequency cutoff ωM is too low, the collapse becomes ineffective. Therefore a lower
bound exists for ωM , below which measurements do not return definite outcomes within their
measurement time. The inverse cutoff thus identifies the minimum measurement time. Note that
the measurement time, i.e. the time after which a single outcome should be produced, should not
be identified with the resolution time, which quantifies the ability of the detector to distinguish
two signals, potentially very close to each other. The second can be much smaller than the first,
meaning that two distinct signals remain superimposed till the measurement is completed.
We consider the extreme case of a photon in a superposition state of hitting or not hitting
the detector, which is then measured by the minimal experimental setup depicted in Fig. 2. This
consists of a single photon detector (such as e.g. photomultiplier tubes, avalanche photodiodes, or
4superconducting nanowires [15, 16]), an amplifier [17, 18], and a flash drive that records the signal
[19]. The setup is powered by a Lithium-ion battery (LIB).
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FIG. 1. Trapping and controlling the motion of the particle. a) Time trace of particle’s 3d motion in the trap, the total
signal measured by a single photo-diode detector. The particle’s (x,y,z) motion modulates the intensity of the backscattered
light re-collimated by the parabolic mirror. The modulated light is measured by a single photodiode and the position is
calculated from the fit in Fig.1c) (see supplement S1 for details). No feedback is applied and the pressure is 7⇥10 2mbar. b)
Optical setup for parametric feedback cooling. The 3d position of a trapped nanoparticle is measured using a single photodiode.
The signal is frequency doubled and phase shifted using three lock-in amplifiers. The sum of these signals is used to modulate
the intensity of the trapping laser by an acousto optical modulator (AOM). The modulated signal is amplified in an optical
erbium doped fibre amplifier (EDFA), (see supplement S6 for more details). c) Power spectral density (PSD) of time trace
shown in a). The plot shows the zoom into the motion in z-direction. PSD is fitted to Eqn.(2). The fit is used to extract
information about the trapped particle and its motion (see supplement S1 for details). d) shows the incident and outgoing
light fields at the parabolic mirror. The detection of the position of the particle is using optical interferometry between the
light scattered o↵ the particle Escat and the diverging reference Ediv. Here the position of the detector is chosen so that the
amplitudes of both fields are comparable, unlike the standard homodyne detection scheme. See supplement S2 for details on
position resolution of this interferometric scheme.
high-Q system with significant measurement noise, this
permits more accurate tracking, and allows a less noise-
prone feedback signal to be derived.
Our system is driven by white noise, yet it can respond
only to that which falls within its bandwidth; for a high-
Q system, this is well approximated by a sinusoidal driv-
ing term of unknown phase. This phase can be extracted
from the externally locked oscillator, and we implement
parametric feedback with a controlled phase shift relative
to the particle motion, in close analogy with early work
on microcantilevers [18].
The corresponding form of the power spectral density
(PSD) of the oscillation is then straightforward to calcu-
late from equation 1, leading to the modified Lorentzian
response
Sx(!) =
kBT0
⇡m
0
([!0 +  !]2 !2)2 + !2[ 0 +   ]2
, (2)
with kB the Boltzmann constant. The interpretation of
Vacuum 
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FIG. 2: Minimal experimental setup considered. DET = detector; AMP = amplifier; USB = flash drive;
LIB = Lithium-ion battery.
A setup of this kind represents a minimal idealized scenario, as it involves the displacement
of the least number of nucleons. As such, the analysis of this setup will provide the strongest
bounds on the cutoff frequency. In performing this analysis, our essential assumption is that a
measurement is completed by the time a permanent record of the event is made, that can be read
out at a later time.
Each part of the setup has a different time scale, namely the detection time tD, the amplification
time tA, and the recording time tR. We thus identify the measurement time tM with the sum of these
time scales. In our analysis, we consider a detection time of 10−8 s, which can be easily reached with
commercial components, although shorter timescales are achievable with more advanced setups [20].
We first try the more stringent requirement that the measurement is completed when the de-
tector produces an output (tM = tD). We can realistically assume that the current pulse produced
by the detector has width tP one order of magnitude smaller than the detection time. Since the
collapse model we are considering is mass proportional, we are interested in computing the number
of ions displaced in the LIB in the measurement process (the electron contribution is negligible).
In a typical LIB, Li+ ions diffuse with velocity v ' 0.28× 10−4 cm/s [21] in a 1 molar solution of
LiPF6 electrolyte, whose thickness is about h ' 10−2 cm [22]. The number of ions in the solution
displaced inside the battery when a current I is generated, can be calculated starting from the
formula I = ρvA, where ρ is the ion density in the electrolyte, and A is the electrode surface
between which the flux occurs. Since ρ = N/(Ah), one finds that the number N of ions displaced
by I is N = Ih/v. For a current pulse of 2 mA, corresponding to the typical output current of
a single photon detector (100 mV @ 50 Ω) [20], one ge s N = 4.46 × 1018 ions. If we consider a
5conservative detection time tD = 10
−8 s, we have that tP = 10−9 s, and each ion travels an average
distance ∆ = 0.28× 10−13 cm.
In order to evaluate the collapse rate, we assume that the i-th ion in the electrolyte, centered
around position r1i if no detection occurs, travels a distance ∆i to the new position r
2
i = r
1
i + ∆i if
detection occurs and the current is generated to power the circuit. For displacements much shorter
than rC , one can rewrite Eq. (4) as follows
Γ(t) =
λr3Cm
2
pi3/2m20
Λ(t)
N∑
i,j=1
∫
d3k (∆i · k)(∆j · k)e−r2ck2e−ik·(r1i−r1j ) , (8)
where we have assumed a discrete mass distribution m1,2(x) = m
∑
i δ(x− r1,2i ). Since individual
ion motions are uncorrelated, we estimate Eq. (8) by keeping the positive definite i = j diagonal
terms, and ignoring the oscillatory i 6= j off-diagonal terms. This gives, with m = nm0 and∑
i 1 = N ,
Γ(t) = λn2N
∆2
2r2C
Λ(t) , (9)
where n is the number of nucleons in each ion. We remark that the factor ∆2/2r2C accounts for
the fact that only part of the nuclear mass contributes to the collapse factor (see Appendix B for
a detailed explanation). Recalling that N = Ih/v and ∆ = vt, and by taking into account the fact
that both Li+ and PF−6 ions are displaced by the electric potential, one gets
Γ(t) = λ
(
n2Li + n
2
PF6
) I h v
2r2C
t2 Λ(t) , (10)
with nLi = 7 and nPF6 = 145. If we assume that the reduction is complete when
1 Γ(t) ≈ 1, recalling
that for high frequencies Λ(t) ∼ t/2 (white noise), we find that for Adler’s value of λ, the collapse
(or reduction) time is tC = 8.16 × 10−6 s. This is about three orders of magnitude too large to
guarantee collapse at the detection stage.
Although for the considered detection time scales the collapse does not occur, we recall that
detector signals are typically amplified before being shown on an oscilloscope or registered on a hard
drive. Motivated by the previous results, we then extend our analysis by requiring the collapse to
be completed when one bit of information is recorded by a NAND flash memory. We thus assume
that the detector output current (∼ 2 mA) is amplified as much as needed by a NAND for write
operations. Amplifiers can provide the needed gain on the time scale tA = 10
−8 s (commercial
1 This choice, which is the one usually considered in the literature [5], corresponds to reduction occurring one term
of the incoming superposition is e times bigger than the other.
6components) or even faster (advanced devices) [20]. Commercial NANDs have a write latency of
about tR = 10
−4 s [23, 24], while latest generation devices perform one order of magnitude faster
(tR = 10
−5 s), with a current consumption of about 13.8 mA at least [25]. Multiple NANDs
are incorporated in flash drives or SSDs, which require a current of about 500 mA for the write
operation.2
Since flash drives record on a time scale much longer than the detection and amplification
processes, we redo our analysis by identifying the measurement tM time with the record time tR.
We will thus consider two values for tM (10
−5 s and 10−4 s), and two values for the current needed
for recording (13.8 mA and 500 mA). The total number of ions displaced inside the battery when
the current is generated, amounts to N = 1.11× 1021 for a 500 mA current, and N = 3.08× 1019
for a 13.8 mA current.
In the white noise case, Eq. (10) tells that reduction occurs at tC = 1.30× 10−6 s for a 500 mA
current, and at tC = 4.29×10−6 s for a 13.8 mA current3. Both collapse times are smaller than the
measurement time, implying that a classical record is achieved before the end of the measurement
process. The above reduction times were obtained using the value of λ = 10−8 s−1 proposed by
Adler [5]; if one were using the value proposed by GRW [4], i.e. λ = 10−16 s−1, the reduction times
would become more than two orders of magnitude larger. Accordingly, such a small value of λ
would not guarantee a definite measurement outcome, not only for the minimal setup considered
here, but also for more complicated setups4.
Bounds on the frequency cutoff are obtained simply by using Eq. (7) for Λ(t) in Eq. (10).
Figure 3 shows the values that tC and ωM can take in order to guarantee that the superposition
of the incoming photon is suppressed (Γ(t) ≈ 1). Reduction occurs within the measurement time
2 The currently fastest flash drive has a power consumption of about 2.7 W [26]. For a 5 V rail, this corresponds
to a current of 540 mA. Since the device is USB2 compatible, we can safely assume the current not to be higher
than the maximum for a USB2. The latest generation SSDs [23] have a power consumption of 9W with a 12V
rail, corresponding to a current of 750mA. In our estimates we use the more conservative value of 500mA. A
multi-gigabyte flash drive has more than 1010 NANDs, each of which records one bit. A data transfer rate of ∼ 109
bits per second is a factor of 104 higher than the inverse latency time for a NAND to write a bit into a permanent
record; thus one kilobyte of data can be transferred during the write latency time. The current ratio (500 mA/13.8
mA) ∼ 36 is much smaller than 104 because long strings of NANDs are connected in series to the 5V rail [28].
3 In providing these estimates, we have assumed that the PF−6 ions diffuse with the same velocity as Li
+ ions,
because the PF−6 diffusion velocity is not available in the literature. However, one might estimate it by assuming
momentum conservation, which gives a PF−6 velocity about 20 times smaller than Li
+. Since Eq. (10) depends
linearly on the ion velocity, and considering that in the white noise case the collapse time goes with the cube root
of Γ(t), then taking the lower PF−6 velocity gives a correcting factor of about 2.7. This numerical factor does not
significantly change our estimate.
4 We remark that the value of λ can in principle be decreased as long as the collapse time tC matches the measurement
time tM . For the measurement time tM = 10
−5 s one can decrease λ by about a factor 2.2 × 10−3 for a 500mA
current, and by a factor 7.9 × 10−2 for 13.8mA. Similarly, if one considers tM = 10−4 s, λ can be made even
smaller, respectively by 2.2× 10−6 (500mA) or 7.9× 10−6 (13.8mA).
7only if the solid line crosses below the dashed line corresponding to the considered measurement
time (i.e. tC < tM ). The intersection between solid and dashed lines occurs when ωM is large
enough so that the collapse time tC (solid lines) becomes equal to the measurement time tM
(dashed lines), thus identifying the lower bound for the cutoff frequency ωM . We thus see that
for a measurement time tM = 10
−4 s, a cutoff ωM & 1 s−1 guarantees that the superposition is
reduced within the measurement time when a 13.8 mA current is involved (a: red solid line), while
a cutoff ωM & 5×10−2 s−1 is sufficient for a current of 500 mA (b: blue solid line). As expected, a
shorter measurement time tM = 10
−5 s sets stronger bounds, namely ωM & 104 s−1 (for 13.8 mA)
and ωM & 5× 102 s−1 (for 500 mA).
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FIG. 3: Collapse time tC (s) as a function of the frequency cutoff ωM (s
−1), for the minimal measurement
setup considered in the paper. The red (a) solid line refers to a setup where a current of 13.8 mA is used
for the write operation. The blue (b) solid line refers to a current of 500 mA. Green dashed lines denote
the two measurement time scales considered: tM = 10
−4 s and tM = 10−5 s. The intersection between solid
and dashed lines identifies the lower bound for the cutoff frequency ωM . The vertical gray line corresponds
to the cutoff ωM upper bound coming from bulk heating experiments [5, 27], and the shaded area denotes
the excluded parameter range.
For the sake of completeness, we have also investigated whether heating due to the current flow
might contribute significantly to the collapse rate. In Appendix C we show that this is not the
case since the phonon displacement due to heating is too small.
In order to overcome the difficulties in providing a precise estimate of the number of nucle-
ons displaced by the measurement process, in the next section we consider a device-independent
8approach.
III. DEVICE-INDEPENDENT MEASUREMENT TIME
To find a device-independent measure of the collapse time, we consider the time it takes for the
noise fluctuations to average to zero. This implies that the noise has fluctuated enough to lead the
state vector to a (almost) definite eigenstate of the collapse operator5, thus producing a different
outcome for different individual noise histories. Let ξ(t) be the real-valued noise as a function of
the time t, normalized so that
δγ(ω)(t− s) = δγ(ω)(s− t) = E [ξ(s)ξ(t)] . (11)
We consider two measures of the noise fluctuations defined by the average of the noise correlation
over the time interval:
I˜(t) ≡ E [ξ(t)ξ¯(t)] = 1
t
∫ t
0
ds δγ(ω)(t− s) , (12)
J˜(t) ≡ E [ξ¯(t)2] = 2
t2
Λ(t) , (13)
where ξ¯(t) is the noise average over the time interval:
ξ¯(t) ≡ 1
t
∫ t
0
ds ξ(s) . (14)
I˜(t) measures the fluctuations of the noise realisation over a time t with respect to its average,
while J˜(t) measures the fluctuations of the noise average itself. One can easily check that in the
limit t → ∞ both I˜(t) and J˜(t) tend to zero (fluctuations average out), while in the limit t → 0,
the two functions approach a constant, which depends on the cutoff function. It is convenient to
normalize I˜(t) and J˜(t) by the respective initial values, obtaining for a Lorentzian cutoff
I(t) ≡ I˜(t)/I˜(0) = 1
ωM t
(
1− e−ωM t) , (15)
J(t) ≡ J˜(t)/J˜(0) = 2
ω2M t
2
(
ωM t− 1 + e−ωM t
)
. (16)
I(t) and J(t) thus take values between zero and one. In order to bound ωM , we need to choose
a threshold below which we consider I(t) and J(t) small enough (ideally it should be I(t) = 0,
5 According to collapse models, when the state vector is initially in the superposition of different eigenstates of the
collapse operator (in our case, the mass density operator), the noise makes the state fluctuate in time, driving it
away from the superposition, towards a localised state. Therefore, when the noise has fluctuated enough, a collapse
occurs.
9J(t) = 0). It is reasonable to consider such a threshold to be 0.1, meaning that when I(t) and
J(t) go below this value, the noise has already fluctuated enough to give different measurement
outcomes. Though reasonable, this is an arbitrary value, and if one were to choose a lower threshold,
stronger lower bounds on ωM would be obtained.
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FIG. 4: Solid lines show when I(tC , ωM ) and J(tC , ωM ), defined in the main text, are equal to 0.1. Dashed
green lines and gray are are as in Fig. 3. As for the previous figure, the intersection between solid and
dashed lines identifies the lower bound for the cutoff frequency ωM .
Figure 4 shows the values of t and ωM such that I(t), J(t) = 0.1 (solid black lines). For each
timescale considered, the lower bound on the frequency cutoff is given by the value that ωM takes
at the intersection between the solid lines with the respective dashed lines. One thus notices that,
for the measurement time scale tM ≤ 10−4 s, it is possible to have different collapse outcomes,
provided that ωM & 105 s−1. This bound is more than five orders of magnitude stronger than the
one obtained in the previous section. Similarly, for a measurement time tM ≤ 10−5 s, different
measurement outcomes are guaranteed by a cutoff ωM & 106 s−1, that is more than two orders of
magnitude larger than the one obtained previously. We suggest that the bounds of Sec. 2 are so
much weaker than the present ones because the ion drift velocity is so small that the ions move
by much less than rC in the course of a measurement, leading to the ∆
2 factor in Eq. (9), and
the consequent t3 behavior of Γ(t) (for a white noise). It is also possible that the analysis of the
previous section underestimates the number of ions that move in the measurement process.
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IV. DISCUSSION AND CONCLUSIONS
In order to bound the frequency cutoff of the collapse noise of the CSL model, we have considered
a minimal experimental setup detecting a single photon in a superposed state. We first investigated
whether the collapse occurs by the time the detector produces an output, and we showed that this
is not the case. We thus required the collapse to occur before the outcome is registered on a flash
drive. Our analysis considered two different time scales: tM = 10
−4 s, that corresponds to the
write time of commercial NANDs, and tM = 10
−5 s, achievable with the latest generation NANDs;
and two different currents, 13.8 mA for a single NAND and 500 mA for a flash drive. We found
that for the measurement time scale tM = 10
−4 s, reduction is guaranteed for ωM & 1 s−1 (13.8
mA) or ωM & 5 × 10−2 s−1 (500 mA). The timescale tM = 10−5 s gives slightly stronger bounds:
ωM & 104 s−1 (13.8 mA) or ωM & 5× 102 s−1 (500 mA).
Since it is difficult to provide a more precise estimate of this kind, we also proposed a device-
independent method to bound the frequency cutoff of the CSL noise. This method is based on the
assumption that noise fluctuations should average to zero within the measurement time, indicating
that the collapse is complete. By defining two fluctuation measures, and by requiring them to be
small, we showed that reduction occurs within the measurement times tM = 10
−4 s and tM = 10−5
s, provided that the frequency cutoff is respectively larger than ωM ' 105 s−1 and ωM ' 106 s−1.
These bounds might be further improved if nanoscale devices can be built that register a perma-
nent record with write latency considerably shorter than 10−5s. We pose this as an experimental
challenge for nanoscience research.
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Appendix A: Λ(t) for different cutoff functions
There exist a number of cutoff functions that allow one to evaluate the time dependent part of
the collapse rate analytically. These are some examples (with cutoff frequency ωM ):
γ(ω) = θ(ωM − ω) → Λ(t) = 1
pi
[
cos(ωM t)− 1
ωM
+ t Si(ωM t)
]
(17)
γ(ω) = exp
(
− ω
2
ω2M
)
→ Λ(t) = 1
ωM
√
pi
[
e−
ω2Mt
2
4 − 1
]
+
t
2
Erf
(
ωM t
2
)
(18)
γ(ω) = exp
(
− ω
ωM
)
→ Λ(t) = 1
pi
[
t arctan(ωM t)− log(1 + ω
2
M t
2)
2ωM
]
(19)
γ(ω) =
ω2M
ω2 + ω2M
→ Λ(t) = e
−ωM t + ωM t− 1
2ωM
(20)
γ(ω) = 1 → Λ(t) = t
2
(21)
The white noise limit is obtained for ωM →∞. Figure 5 shows that the behaviour of Λ(t) at fixed
cutoff frequency ωM = 10
4 varies only little for the different cutoff functions. We remark that
the higher ωM , the smaller the difference among the functions. In the main text we opted for the
Lorentzian cutoff because the associated Λ(t) has a simpler analytic expression.
Theta
Gauss
Exp
Lorentz
White
10-8 10-6 10-4 t
10-14
10-10
10-6
Λ(t)
2.×10-5 5.×10-5 1.×10-4t
5.×10-7
1.×10-6
5.×10-6
1.×10-5
5.×10-5
Λ(t)
FIG. 5: Left figure shows Λ(t) for different cutoff functions on the full range t = 10−10 − 10−3 s for a (quite
low) cutoff frequency ωM = 10
4 s−1. For higher cutoffs the lines are almost undistinguishable. The right
plot is a zoom of the range t = 10−5 − 10−4 s.
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Appendix B:
We show that Eq. (9), which was derived under the assumption of a point-like mass distribution
for each nucleon, holds true also for an extended mass distribution. We start from Eq. (4) and we
assume m1,2(x) to be two spherical mass distributions of radius R, whose centers are displaced by
∆, say in the x direction. In this case Eq. (8) thus reduces to
Γ(t) =
λr3Cm
2
pi3/2m20
Λ(t) ∆2
∫
d3k e−r
2
ck
2
k2x|µ(k)|2 , (22)
where µ(k) is the Fourier transform of the mass distribution. For a spherical mass the integral can
be performed exactly and gives (see e.g. Eq. (S.10) of [29])∫
d3k e−r
2
ck
2
k2x|µ(k)|2 =
pi3/2
r5C
[
e
−R2
r2
C − 1 + R
2
2r2C
(
e
−R2
r2
C + 1
)]
6r6C
R6
. (23)
By expanding the square brackets in the limit R rC one finds [. . . ] ' R612r6C , thus giving
Γ(t) ' λn2 ∆
2
2r2C
Λ(t) , (24)
where we have used m = nm0. This is the same as Eq. (9) for one nucleus.
The same is true for any spatially limited mass distribution, independently of its shape. For
two mass distributions displaced by an amount ∆, Eq. (4) can be rewritten as follows
Γ(t) =
λ
m20
Λ(t)
∫
d3u
∫
d3vm(u)m(v)
(
2e
− (u−v)2
4r2
C − e−
(u−v−∆)2
4r2
C − e−
(u−v+∆)2
4r2
C
)
, (25)
In the limit of small displacement ∆ in the x direction, the above equation approximates to
Γ(t) =
λ
m20
∆2
2r2C
Λ(t)
∫
d3u
∫
d3v
[
1− (ux − vx)
2
2r2C
]
e
− (u−v)2
4r2
C m(u)m(v) . (26)
If the dimension of the object is much smaller than rC , the terms of the order (ux− vx)/rC can be
neglected, and the integrals simply give the total mass squared, thus leading to Eq. (24).
Appendix C: Heating effects
We show that phonon excitations do not contribute in a relevant way to the collapse rate. It
is reasonable to assume that electronic links in the considered minimal setup together amount
to a copper wire with the following dimensions: length d = 10−2 m, radius r = 10−3 m (volume
V = pir2d = 3.14× 10−8 m3). Such a wire contains NCu = µVm = 2.67× 1021 Cu atoms, where the
Cu mass density is µ = 8.92× 103 Kg/m3, and the Cu atomic weight is m = 1.05× 10−25 Kg.
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We assume that the flowing current excites a phonon with the dimension of the whole wire,
the excitation consisting of a rigid displacement of the whole crystal. In order to estimate the
displacement induced by the phonon, we first estimate the temperature increase in the wire due to
the flowing current. The power dissipated in the wire is PDISS = I
2R = 1.34× 10−5 J/s, where I is
the flash drive current (I = 500 mA), and the wire resistance is R = dρ
pir2
= 5.35 × 10−5 Ω, with ρ
the Cu resistivity (ρ = 1.68× 10−8 Ωm). The temperature increase is thus
∆T =
PDISS t
mNC
= 1.24× 10−8 K , (27)
where t = 10−4 s (the longest timescale we have), and C is the Cu thermal capacitance: C =
385 K/Kg. The phonon displacement ∆ is estimated with the following formula
∆
xr
=
1
2
∆T
Tr
(28)
where Tr = 298 K, and xr =
√
(18h/mωD)(Tr/TD) ' 2× 10−11 m (where ωD and TD are respec-
tively the Debye frequency and temperature for copper) is the typical atomic displacement in a
crystal at room temperature. One thus finds that ∆ ' 4 × 10−22 m. Recalling that for copper
n = 63.5, and the total number of displaced copper atoms is NCu ' 2.67× 1021, substituting these
numbers in Eq. (9), in the white noise case one finds that Γ ' 4.3× 10−21, thus showing that the
heating contribution to the reduction rate is negligible.
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