Abstract. We propose a framework that efficiently employs intensity, gradient, and textural features for threedimensional (3-D) segmentation of medical (MRI/CT) volumes. Our methodology commences by determining the magnitude of intensity variations across the input volume using a 3-D gradient detection scheme. The resultant gradient volume is utilized in a dynamic volume growing/formation process that is initiated in voxel locations with small gradient magnitudes and is concluded at sites with large gradient magnitudes, yielding a map comprising an initial set of partitions (or subvolumes). This partition map is combined with an entropy-based texture descriptor along with intensity and gradient attributes in a multivariate analysis-based volume merging procedure that fuses subvolumes with similar characteristics to yield a final/refined segmentation output. Additionally, a semiautomated version of the aforestated algorithm that allows a user to interactively segment a desired subvolume of interest as opposed to the entire volume is also discussed. Our approach was tested on several MRI and CT datasets and the results show favorable performance in comparison to the state-of-the-art ITK-SNAP technique.
Introduction
Volumetric segmentation from a medical imaging viewpoint is defined as the process of segregating all volumetric pixels (or voxels) in a medical volume into distinct subvolumes (also known as segments or groups or partitions) exhibiting homogeneous or nearly homogeneous attributes. This fundamental data analysis procedure is employed as a preprocessing step for enhancing the performance of numerous higher level operations such as three-dimensional (3-D) reconstruction, modeling, visualization and navigation, by providing a pertinent representation of the input volume. The increase in the number of medical applications has necessitated the development of algorithms that effectively perform segmentation in a reasonable timeframe.
Many automated/semiautomated methodologies [1] [2] [3] have been developed to confront the segmentation problem for magnetic resonance imaging (MRI) and computed tomography (CT) volumes in 3-D. Approaches involving surface/contour detection clustering, thresholding, region growing, watershed-based, active contours/surfaces, texture-based, and multiresolution statistics, as well as model/atlas-based methods have had wide spread use for volumetric segmentation of medical data.
Early approaches developed for 3-D segmentation in the medical realm were mostly targeted at MRI volumes. Bomans et al. 4 proposed an approach for segmentation of MRI data based on a 3-D extension of the Marr-Hildreth edge detection scheme.
The fundamental principle of their approach was that the zero crossings of the aforesaid edge detector in 3-D have close correspondences to the anatomical surfaces inherent in data. In their work, Yan and Karp 5 devised a method based on the work in Ref. 6 for segmentation of MRI volumes of the brain into K disparate tissue types using an adaptive K-means clustering algorithm, wherein each tissue was modeled by a Gibbs random fields. Furthermore, Choi et al. 7 used a 3-D Markov random fields model for volumetric object extraction, which was demonstrated on MRI's volumes of the knee joint. Justice et al. 8 developed a semiautomated seed region growing approach demonstrated for MR brain segmentation. Though the method is simple and easy to implement, it suffers from the drawback that all volumetric elements are processed sequentially using a specific sorted order. Sijbers et al. 9 propounded a two-step procedure for segmentation of MR data. Initially, the entire volume was segmented using the watershed transform followed by a volume merging process based on the minimum description length principle. Hastreiter and Ertl 10 exploited the concept of "Intelligent Scissors" which enables propagation of contours detected in two-dimensional (2-D) to adjacent slices in 3-D, to be applied with a methodology for brain segmentation in MRI volumes.
Over the past decade, the advancement of CT and ultrasound technology for medical imaging has led to the development of several 3-D segmentation algorithms for these modalities, while still being compatible with MRI data. Yezzi et al. 11 came up with an image feature metrics driven parametric active contour model for segmentation of MRI, CT, and ultrasound imagery. The work was novel in the sense that it unified geometric curve evolution formalisms with traditional parametric energy models to yield the final segmentation outcome. Baillard et al. 12 designed an energy-based geometric active surface evolution model using a level set framework for robust segmentation of anatomical structures in volumetric MRI and ultrasound data. Two major advantages of their algorithm were: (1) its potential for segmenting complex anatomical structures without extensive a priori information and (2) its generic nature that required minimal parametric tuning. Tek et al. 13 proposed a method for segmentation of 3-D structures in CT and MRI volumes based on ray propagation by mean shift analysis that incorporates a smoothness constraint. Freedman et al. 14 founded a model-based segmentation algorithm grounded on probability distributions of photometric variables for deformable objects in CT volumes. On the other hand, Ding et al. 15 established a single 2-D atlas-guided segmentation algorithm for 3-D segmentation of CT volumes to overcome problems of complexity and control germane to 3-D atlases. A prominent semiautomated method for efficient segmentation of anatomical structures was proposed by Yushkevich et al. 16 based on the notions of geodesic active contours and region completion. Recently, Shen et al. 17 proposed a 3-D segmentation procedure applicable to CT and MRI modalities using a novel volumetric deformable model also known as the active volume model (AVM), which is a self-constrained generative object model that does not require any manual training and focuses on accurate modeling of the attributes associated with the volumetric object of interest. The work in Ref. 17 was enhanced by Shen et al. in Ref. 18 , where a multiple-surface AVM was proposed to simultaneously segment coupled medical objects. Olowoyeye et al. 19 pioneered a medical (CT and MRI) volume segmentation methodology using its textural properties derived via a 3-D Gabor filter bank whose number depended on the size of the volume. The algorithm commences by convolving the input volume with the aforestated filter bank. Subsequently, the obtained filter responses were clustered to arrive at the final segmentation output. Campadelli et al. 20 developed a gray-level based segmentation framework for abdominal organs from CT scans based on a multiplanar fast marching method. Medical volume segmentation using multiresolution analysis via the 3-D discrete wavelet and ridgelet transforms integrated with hidden Markov models (HMMs) was first seen in the work of AlZu'bi and Amira. 21 In a similar context using HMMs, Huang et al. 22 established a 3-D segmentation algorithm utilizing a rotationally invariant 3-D region-based HMM. Meanwhile, an emerging number of machine learning processes focusing on feature selection and learning methods are engaged as well. Islam et al. 23 proposed a stochastic model to extract brain tumor features based on multifractional Brownian motion and extended the AdaBoost algorithm to segment the brain tumor in an MR image. Yaqub et al. 24 employed a random forests framework for 3-D volumetric segmentation by emphasizing "strong" features and neglecting "weak" ones, coupled with a weighting tree techniques in the forest to improve the segmentation accuracy for MRI.
Besides the aforementioned approaches, several segmentation methods for specific abdominal components (organs as well as vertebral structure) have been developed for CT volumes. Hu et al. 25 developed a method for accurate segmentation of the lungs from CT imagery using optimal gray level thresholding and morphological operations. Kang et al. 26 instituted a multistep approach for precise segmentation of skeletal structures using 3-D region growing and boundary refinement. Ecabert et al. 27 established an effective model-based approach for 3-D segmentation of the heart from CT images using the generalized Hough transform. In their work, Ji et al. 28 utilized a learning-based algorithm for liver CT segmentation by using an autocontext model to generate multiple auto-context model classifiers from various atlases, with the final segmentation results obtained by a multiclassifier fusion technique. Li et al. 29 employed a probabilistic shape model with a global intensity distribution for CT segmentation of liver, spleen and kidneys.
In this paper, we propose a novel multifeature 3-D volumetric segmentation algorithm that efficiently synthesizes the intensity (or radiodensity in the case of CT), gradient, and textural cues inherent in medical imagery. At the start of the partitioning process, a 3-D gradient detection step is utilized to divulge intensity variations across the volume. Next, voxels with small gradient magnitudes (signifying gradually varying intensity) are grouped together and individually labeled to identify a set of seeds that initialize the formation of various partitions. The obtained seeds are grown into volumetric portions of higher gradient magnitudes accompanied by the addition of new seeds in sections that remain unsegmented as the algorithm progresses. The aforestated procedure generates an initial partition map that may or may not comprise meaningful groups with reference to the content in the input volume. Consequently, the resultant partition map is refined by integrating it with an entropy-based texture descriptor along with intensity and gradient features in a statistical 3-D volume merging procedure which highlights group differences involving multiple variates, and subsequently fusing the ones with high similarity to achieve the final segmentation. Our approach was entirely implemented in MATLAB® and its performance was qualitatively and quantitatively evaluated on various MRI and CT datasets. The novelty of the proposed segmentation methodology relative to our prior work in the color domain 30 is threefold. First, our 3-D volume growing process: (1) concurrently places emphasis on the homogeneous and heterogeneous characteristics of a volume (through intensity and gradient attributes), (2) does not entail manual selection of seeds, (3) abstains from pixel-by-pixel agglomeration, (4) avoids processing order dependency of various volumetric zones, and (5) incorporates a parallel design (simultaneously grows multiple portions of the input volume). Second, our 3-D volume merging approach facilitates a framework that fuses distinct features to define meaningful volumetric segments even in the presence of diverse texture disparities. Finally, we provide a generic mathematical framework for effective gradient detection in 3-D data as well as a semiautomated architecture of the aforementioned algorithm that allows a user to selectively partition a desired subvolume of interest (SVOI) within the input volume.
The remainder of this paper is organized as follows. Section 2 furnishes a detailed illustration of the proposed algorithm. Section 3 discusses a semiautomatic version of the proposed segmentation framework. Experimental results and quantitative evaluations are discussed in Sec. 4, whereas conclusions are drawn in Sec. 5. estimation technique on the input volume. The second module is responsible for the formation of an initial set of partitions via a 3-D volume growing scheme. The third module is a texture characterization module which discriminates different textures through an entropy-based descriptor. Finally, the algorithm concludes its operation in the fourth module which performs a 3-D volume merging procedure to arrive at the final segmentation result. The following subsections describe each of the aforementioned modules in detail.
Module 1: 3-D Vector Field Gradient Estimation
In order to ensure that the proposed segmentation algorithm yields results are consistent with the intensity variations across the volume, we formulate a 3-D gradient detection scheme based on the work in Ref. 31 which guides the directions in which the volume growing process transpires. In what follows, let V d→3 be a 3-D vector field with dimensions K × L × M with d attributes, where a t ∈ f1;2; : : : ; dg denotes the attribute index. Moreover, let x; y; z represent voxel coordinates, such that 1 ≤ x ≤ K, 1 ≤ y ≤ L, and 1 ≤ z ≤ M. Consequently, a volumetric gradient matrix (J) also known as the 3-D Jacobian, at voxel location (x; y; z) can be defined as Jðx; y; zÞ ¼ 
The gradient magnitude is acquired by first constructing an outer product matrix J T J, given by J T Jðx; y; zÞ ¼ " aðx; y; zÞ dðx; y; zÞ eðx; y; zÞ dðx; y; zÞ bðx; y; zÞ fðx; y; zÞ eðx; y; zÞ fðx; y; zÞ cðx; y; zÞ 
Following this, the magnitude of the gradient (G) at voxel location (x; y; z) is computed by finding the square root of the largest eigenvalue of J T Jðx; y; zÞ, given by 
where λ i ½J T Jðx; y; zÞ is the i'th eigenvalue of J T Jðx; y; zÞ. In Eq. (9), it can be seen that J T Jðx; y; zÞ cumulatively has three eigenvalues (λ i ; i ¼ 1;2; 3) calculated specifically at the voxel location (x; y; z). Also, since J T Jðx; y; zÞ is a real, symmetric and positive semidefinite 3 × 3 matrix for every voxel location, the closed form solutions of its three eigenvalues can be given as in Refs. 32 
Here I 3 is a 3 × 3 identity matrix, pðx; y; zÞ represents the sum of the squares of the elements of J T Jðx; y; zÞ − mðx; y; zÞI 3 weighted by a factor of 1∕6, and det denotes the determinant operator. It can be shown that Eq. (10) is indeed the closed form solution of the largest eigenvalue of J T Jðx; y; zÞ. edge information derived by subjecting the entire volume to the above described vector field gradient estimation algorithm. Figure 2 (c) portrays the edge information rendered as 3-D isosurfaces (left) in three gradient ranges (see legend) along the x; y; z axes accompanied by a cross-sectional view (right) of 10 slices (#30 through #40) in the x − y plane. Having established the gradient magnitude (G) at all voxel locations in V, a one-dimensional (1-D) histogram of these gradient values is generated for subsequent processing (see Fig. 1 ).
Module 2: Initial Clustering and 3-D Volume Growing
The proposed algorithm delineates various subvolumes within V in two stages, namely initial clustering and volume growing, as shown in Fig. 3 . The initial clustering step commences the partitioning process by identifying voxel-congregations in low gradient "hollow areas" possessing gradually varying intensity. Such a collection of homogeneous voxel-groupings are identified by choosing an initialization threshold (g init ) in a low gradient range, accomplished by computing g init as a small percentage (α) of the maximum value (G max ) in G (represented as g init ¼ αG max ). Next, voxels in G that satisfy G ≤ g init are made to undergo connected component analysis 34 to yield a parent seeds (PSs) map [see Fig. 4 (a)] comprised of several uniquely labeled voxel-clusters that serve as starting points for growth. It is imperative to note that in Fig. 4 , seeds are randomly color coded for distinction. Furthermore, to avoid managing numerous small seeds in homogeneous areas, a minimum seed volume (MSV) criterion is utilized to restrict the volumetric extent of PSs, as depicted in Fig. 4(b) . MSV defines the minimum number of voxels that every seed should mandatorily contain. This measure is set (empirically at five voxels) such that it is small enough to ensure that reasonably fine entities in the volume are captured as the algorithm progresses. Additionally, to ascertain proper subvolume formation, PSs aimed at capturing low gradient locations of the volume are restricted to a large constraint of ∼50 times MSV, whereas this criterion is gradually reduced for the addition of new seeds at subsequent higher gradient densities at which finer details in the volume manifest themselves. Generation of PSs concludes the initial clustering stage, which is succeeded by a 3-D iterative volume growing stage.
Volume growing is defined as a technique which starts from a single voxel or a set of individual voxels (termed seeds), and based on a-priori user-defined similarity rule, iteratively accumulates voxels around each of them. The growth of a volumetric entity ceases when no voxels satisfying the aforestated similarity principle are found, resulting in compact 3-D partitions. Most conventional volume growing approaches suffer from some or all of the following short comings: (1) they require manual selection of seeds, (2) they perform voxel-by-voxel agglomerations, (3) they have a sequential architecture (handle only one component of the volume at a time), and (4) they tend to have processing order dependency. Conversely, we propose a volume growing approach that simultaneously lays emphasis on the homogeneous and heterogeneous characteristics of voxels, using intensity and gradient attributes. Our growth routine commences at voxels with small gradient magnitudes (intensity homogeneous sections) and terminates at locations with large gradient magnitudes (abrupt intensity transitions) with no dependency on the order in which they are handled. Moreover, at various stages of processing, our growing scheme is integrated with an active seed addition mechanism that automatically identifies new seeds in unsegmented portions of V, consequently facilitating parallel growth of multiple adjacent and/or nonadjacent subvolumes. The volume growing process proceeds to grow PSs by first identifying the next higher gradient magnitude, g h > g init , in the histogram of G. Following this, voxels whose gradient values are less than or equal to g h and that are not tagged as PSs, are subjected to connected component labeling to yield a map comprising of new seeds Furthermore, to avoid computational burden, adjacent CSs whose sizes are smaller than the MSV criterion are directly assigned to their associated parent labels, whereas the larger ones are spectrally compared to their parents. Parent-child similarity is assessed by computing the Euclidean distance (ΔE PSs-CSs ) between their mean intensity values (m PSs ) and (m CSs ), denoted as
To this effect, the adjacent CSs (larger than the MSV measure) whose mean intensity values are found to be comparable to their parents are merged with them, whereas the rest are discarded, as shown in Fig. 3 . Specifically, the aforestated parentchild similarity is inferred by assessing whether the obtained ΔE PSs-CSs values are less than a maximum allowed distance ΔE max (set equal to 1). This culminates in a single iteration of volume growing at a gradient threshold g h , resulting in the gradual growth of PSs [see Fig. 4 (f) relative to Fig. 4(b) ]. Additionally, as the aforementioned growing procedure advances iteratively into higher gradient densities affecting the parallel growth of all PSs, volumetric compartments that are nonadjacent to them remain unsegmented in the partition map, as portrayed in Fig. 4(g) . Therefore, at specific processing intervals, our growth mechanism is interleaved with an active seed addition step to facilitate the addition of new seeds in nonadjacent expanses to the existent PSs. These intervals, termed as volume growth intervals, are derived by dividing the entire gradient histogram into M components demarcated using M − 1 gradient values, such that each component spans an approximately equal area (or number of voxels). Figure 5(a) shows the 1-D gradient histogram of an MRI volume previously displayed in Fig. 2(a) , fragmented into 10 volume growth intervals (distinguished using red lines) each spanning an equal (∼10%) area. Additionally, Fig. 5(b) portrays a zoomed portion of the histogram [boxed in green in Fig. 5(a) ] for a clear view of the various growth intervals. The aforestated choice of the number of intervals was found to optimally control (i.e., not being too many or too few) the number of seeds being added to the partition map while accounting for the exponential nature of the gradient histogram. Thus, on conclusion of the growth process in an arbitrary interval (when g h is equal to its upper bound), voxel-clusters in expanses that are not adjacent to existing seeds and are relatively larger than the MSV criterion [ Fig. 4(h) ] are added to the region map. The resulting agglomeration of seeds becomes the PSs map for the next interval of volume growing, as seen in Figs. 3 and 4(i). This interlaced mechanism involving volume growing and active seed addition culminates when the gradient threshold that is equivalent to the highest magnitude G max is dealt with to arrive at the final volume growth map [ Fig. 4(j) ].
Module 3: 3-D Entropy-Based Texture Modeling
Contrasting intensity fluctuations ranging from multiple shades of intensity to repeating patterns of local intensity variations, pertinent to organs, soft-tissues, bones, air, and liquid substances are abundantly present in medical volumes. These fluctuations pose significant problems in achieving the segmentation objective, often resulting in over-segmentation and misinterpretation or perceptual ambiguity of boundaries/surfaces surrounding them. Such volumetric zones of intensity variations are referred to as textures and may contain structured or stochastic patterns/ distributions. To mitigate this problem, the proposed algorithm was furnished with a texture modeling component (see Fig. 1 ), which characterizes different textures via a 3-D entropy-based descriptor.
A popular hypothesis that stems from the field of information theory 35 is that the presence of information can be probabilistically modeled and that the information manifested by a random event is inversely proportional to its probability of occurrence. Thus, if X ¼ fx 1 ; x 2 ; : : : ; x J g is a random set of intensity values present in a 3-D scalar field such as a CT/MRI volume, and fPðx 1 Þ; Pðx 2 Þ; : : : ; Pðx J Þg are their corresponding probabilities of occurrences, then an arbitrary intensity fx i g is said to divulge:
binary units or bits of information (since the base of the logarithm is 2). Furthermore, as per the law of large numbers, an intensity level fx i g will on average will exist kPðx i Þ times in a volume comprising of k voxels. Consequently, the total information (I) in these k voxels, whose intensities are modeled as a discrete random variable X, is given by
Equation (20) algebraically simplifies to
Therefore, the average information evident per voxel is
The measure HðXÞ also symbolizes the degree of randomness present in the volume and is popularly known as entropy. The entropy calculation in Eq. (22) 
Thus, for a 3-D input MRI/CT scalar field, utilizing Eq. (22), an entropy calculation is done locally in a 3 × 3 × 3 neighborhood around every voxel location to arrive at a descriptor that distinguishes various textures within the input volume. Additionally, since medical image data typically contain high bitdepths (12 to 16 bits) of information per voxel, the resultant probability distributions of various intensities tend to be quite large and sparsely populated. To this effect, the input volume is quantized to low bit-depths or a few gray levels (typically 8 bits) before being employed for texture characterization to reduce the computational load. The above mentioned quantization step can also be employed in the case of 3-D vector fields to avoid the computation of the joint probability distribution of intensities across attributes for entropy calculation, as seen in Eq. (23).
Module 4: 3-D Volume Merging Using Analysis of Variance
The set of subvolumes formed at the culmination of the growing process is typically an oversegmented result with reference to the composition of the input volume [see Figs. 2(a) and 4(j)]. This is due to the fact that these partitions are assembled across various gradient densities in a process that, although accounting for the intensity similarity of voxels, is oblivious to the abundant presence of texture disparities among them. Hence, the last module in our segmentation framework involves a 3-D volume merging routine that unifies subvolumes with similar characteristics in a multivariate intensity-texture space, to arrive at the final/refined set of segments. The aforesaid functionality is accomplished through a statistically motivated procedure called the multivariate analysis of variance (MANOVA), 36 which helps to construct a canonical variate space to emphasize betweengroup differences, and ultimately scrutinizes the possibility of relating various subvolume pairs to a single factor that enables them to be combined together. The following discussion provides a generic overview of the MANOVA method.
In what follows, let the data pertinent to all subvolumes be structured in the form of an n × p matrix, in which n samples (voxels) are partitioned into g groups, while each sample is associated with p attributes (e.g., intensity and textural features) x 1 ; x 2 ; : : : ; x p . The eventual goal of the MANOVA procedure is to define a single optimal direction in the p-dimensional space that efficiently highlights differences between multivariate populations. It is imperative to observe that any arbitrary direction in p-dimensions can be obtained as a weighted aggregate of particular vectors a T ¼ ða 1 ; a 2 ; : : : ; a p Þ and along this direction, every p-variate observation can be projected to a univariate observation using a transformation y i ¼ a T x i . Additionally, since the data comprises of n samples divided into g groups, the obtained univariate observations can be represented based on their sample (j ¼ 1: : : n j ) and group (i ¼ 1: : : g) index as y ij denoting a y value for the j'th sample in the i'th group. To analyze whether y ij 's in a given direction divulge any significant differences among various groups, the total sum-of-squares of y ij 's is defined in terms of its sum-of-squares between (SSB)-groups and sum-of-squares within (SSW)-groups' components as
wherē
and
In Eqs. (24) and (25), the notation ðaÞ is utilized to emphasize that the SSB and SSW components are directionally dependent or vary with the choice of a. The aforementioned components are used to define a mean square ratio ðFÞ that highlights between-groups differences, given as
In Eq. (26), observe that the value of F increases as the variability between-groups becomes larger relative to that withingroups. Thus, it can be inferred that the optimal direction that accentuates between-groups differences is the values of a T ¼ ða 1 ; a 2 ; : : : ; a p Þ that maximize F. The optimal values of a using the original multivariate observations as opposed to their univariate/1-D projections are obtained by defining the multivariate equivalents of the SSB and SSW components as
where x ij ,x i ,x correspond to y ij ,ȳ i ,ȳ, whereas B 0 and W 0 are known as the between-groups and within-groups sum-ofsquares and -products matrix, respectively. Moreover, since y ij ¼ a T x ij , Eqs. (24) to (26) can be revised as
SSWðaÞ ¼ a T W 0 a;
In Eq. (31), B ¼ B 0 ∕ðg − 1Þ and W ¼ W 0 ∕ðn − gÞ are known as the between-groups and within-groups covariance matrices. Thus, the choice of a that maximizes the value of F in Eq. (31) can be derived by evaluating ∂F∕∂a ¼ 0, represented as
where l ¼ a T Ba a T Wa :
This can be algebraically simplified to
From Eq. (32), it can be inferred that l, which represents the ratio of the between-group to within-group variance, is a constant value at the maximum of F and will be significantly greater than unity when there is distinct group separation. Additionally, from Eq. (33), observe that a maximized F value ascertains that l is the largest eigenvalue of W −1 B (possessing multiple eigenvalues), while a is the eigenvector corresponding to the largest eigenvalue that determines the appropriate linear combination y ¼ a T x.
So far, the goal has been to determine a single optimal direction to view group-differences. However, a single direction may often render an oversimplification of the multivariate space being analyzed, especially when the dimensionality of the space ðpÞ or the number of groups ðgÞ is large. Since one or both conditions may be true for medical volumes, several directions may be generated using Eq. (33), whose efficiency in delineating groups-differences is dependent on the magnitudes of their corresponding eigenvalue/eigenvector pairs. Hence, if W −1 B possesses s nonzero eigenvalues ðl 1 > l 2 > : : : > l s > 0Þ with corresponding eigenvectors ða 1 ; a 2 ; : : : ; a s Þ, a set of variates ðy 1 ; y 2 ; : : : ; y s Þ known as canonical variates can be obtained that spans a space called a canonical variate space. Equation (33) may now be represented in matrix form as BA ¼ WAL, where A is a matrix of all eigenvectors, whereas L is the diagonal matrix of all eigenvalues, with dimensions ðp × sÞ and ðs × sÞ, respectively.
An appropriate metric to quantify the variability between two random groups of data (i and j) in a canonical variate space is the distance between their corresponding group meansȳ i ¼ A
Equation (34) can be rewritten as
The term AA T that modifies the influence of each variate in the above shown distance computation can be evaluated by considering two arbitrary eigenvalue/eigenvectors pairs ðl i ; a i Þ and ðl j ; a j Þ. As per Eq. (33), they satisfy 
Equation (35) can now be rewritten as
Thus, a canonical variate space is constructed to highlight differences among groups by maximizing a mean square ratio of the between-group to within-group variability. Additionally, in this space, the Euclidean distance between the group means is equivalent to the Mahalanobis distance in the original data space [as seen from Eqs. (34) and (42)] and is the preferred measure variability between two multivariate populations. Figure 6 shows the flow-diagram of our MANOVA-driven 3-D volume-merging process that revamps the partition map obtained at the end of the growing stage to a useful segmentation outcome that is consistent with the content of the input volume. Note that the aforementioned volume growth map determines the g groups into which the n voxels are divided. Initially, intensity and texture features are individually converted to n × 1 column vectors and are concatenated with each other to cast the data to a n × p matrix form (where p ¼ 2 attributes). This resultant matrix is evaluated via the MANOVA method that transforms the data to a canonical variate space, optimized to highlight differences among the existent partitions characterized by multiple variates. In this space, the Euclidean distances (ΔE) between all possible subvolume pairs are computed as a measure of similarity between them.
At this point, the merging process is commenced by identifying the subvolume pair with the minimum distance, signifying the maximum similarity. However, instead of fusing only a single subvolume pair per merging iteration, we adopt a "greedy" algorithm for computational efficiency, where the ΔE between the two most similar partitions is gradually increased (ΔE þ δ) until a larger set of "highly similar" subvolume pairs are obtained before merging is performed. In this subset of similar subvolume pairs, partitions are fused with each other from the most similar pair to the least similar one, which culminates a single-volume merging iteration.
Next, the distances are recomputed for all possible pairs in the new/refined set of subvolumes. This process is repeated hierarchically until, in the specified order of priority, either the ΔE value exceeds a predefined threshold (T ¼ 1) or the desired number of segments (S set based on complexity of the volume) is obtained, yielding the final 3-D segmentation outcome. While the first criterion ensures automatic acquisition of a practicable number of segments for higher level tasks, the second rule ascertains that the proposed algorithm accounts for the complexity of the input data.
Semiautomatic 3-D Segmentation Using the Proposed Framework
Although MRI/CT and other medical imaging systems continuously capture tremendous volumes of data, extraction of meaningful diagnostic information from the acquired datasets rests squarely on the shoulders of the end users. For example, radiologists are often interested in tools that facilitate quick and effective 3-D visualization of a desired volumetric entity such as an abdominal organ or vertebral structure, to aid sound medical reasoning and judgment. Consequently, in this section, we discuss a semiautomatic segmentation algorithm derived as a subset of the segmentation framework proposed in Sec. 2 that enables a user to interactively segment a desired SVOI as opposed to the entire volume. An overview of the algorithm consisting of three modules is shown in Fig. 7 . The first module is responsible for the SVOI selection procedure. The second module performs 3-D gradient detection across the volume. Finally, the third module performs volume growing to arrive at the final segmentation result of the specified SVOI. The following subsections describe the functionalities of each of the three modules. 
Module 1: SVOI Selection
The algorithm commences interactively, wherein a user (or radiologist) indicates the SVOI by pairwise selecting the extremities of a few line markings (called RECIST measurements) within its cross-section in an arbitrary slice of the input volume. Figure 8 (a) shows user-selected start (x 1 ; y 1 ; z 1 ) and end (x 2 ; y 2 ; z 1 ) voxels of a single line marking (l 1 ) in slice z 1 , inside the left lung of a CT volume. Given two such extremities in a plane/slice z 1 , the general equation of the line traversing them can be obtained as The set of all voxels satisfying Eq. (44) [shown as green dotted lines in Fig. 8(b) ] and constrained within (x 1 ; y 1 ; z 1 ) and (x 2 ; y 2 ; z 1 ) define the line marking l 1 , as seen in Fig. 8(c) . Subject to the complexity of the SVOI, such multiple line markings can be utilized to effectively initialize the volume growing procedure.
Modules 2-3: Gradient Estimation and Volume Growing
Once the SVOI is selected by a user, a 3-D gradient volume (G) is computed from the input data using the scheme described in Sec. 2.1. This is followed by the generation of its histogram, which is employed in the subsequent initial clustering and volume growing steps, utilized to segment the SVOI from the input volume. The initial clustering step instigates formation of the SVOI by identifying a group of voxels possessing similar or gradually varying intensity in the vicinity of the user-specified "line markings" (internal to the SVOI). To ensure that such a set of homogeneous voxels manifesting small gradient magnitudes among them are isolated, an initialization threshold (g init ), equivalent to the most commonly prevalent gradient value (given by the mode) in all line markings is chosen. In general, if l ¼ fl 1 ; l 2 ; : : : ; l N g denotes a set of N user indicated line markings each of length fn 1 ; n 2 ; : : : ; n N g number of voxels, respectively, and G l ¼ fG 1 ; G 2 ; : : : ; G N g represents the set of gradient magnitudes associated with l, where G i signifies the gradient magnitudes of the voxels that define l i , then g init is selected such that
When the mode of G l is not unique (multimodal), a random choice γ from the acquired multiple mode values is used for g init , as represented in Eq. (45). From this point forward, the 3-D volume growing routine, described in Sec. 2.2, is iteratively carried out over all gradient magnitudes (higher than g init ), which culminates when the gradient threshold equivalent to the maximum magnitude in G is processed to arrive at the final 3-D segmentation result of the SVOI. It is important to observe that the active seed addition component of the volume growing process as well as the texture characterization and volume merging modules is not mandated, given that the semiautomatic algorithm is targeted only at a single SVOI uniquely seeded and labeled via the user-defined line markings.
Results and Discussions
The results of the proposed algorithm were evaluated on multiple MRI/CT scans provided by the Massachusetts General Hospital (MGH), National Biomedical Imaging Archive (NBIA), and the DataPhysics Research (DPR) Incorporation. Specifically, the unsupervised version of the proposed algorithm (discussed in Sec. 2) was qualitatively and quantitatively evaluated on 20 normal 8-bit MR brain datasets and their manual segmentations provided by the Center for Morphometric Analysis at the MGH. 37 The MRI datasets were of spatial dimensions 256 × 256 while the number of slices varied from 60 to 64. On the other hand, the supervised segmentation methodology (illustrated in Sec. 3) was demonstrated using two different CT studies on three target subvolumes (lungs, spleen, and vertebral structure) provided by the NBIA and DPR. The datasets were of spatial dimensions 512 × 512 while the number of slices varied from 100 to 150. Additionally, our results were compared against a state-of-the-art 3-D active contour-based segmentation algorithm developed by Yushkevich et al. 16 and made available as an open source software tool called ITK-SNAP imaging. ITK-SNAP is a user-friendly interface software utilized for the segmentation of anatomical structures with active contour methods. It implements approaches of geodesic active contours by Caselles et al. 38, 39 and region competition by Zhu and Yuille. 40 Both methods express an evolving contour as a partial differential equation, as shown below:
where C represents the closed surface determined by spatial coordinates u, v and time t.Ñ is the unit normal of the surface and F defines both internal and external forces in the normal direction. Caselles proposed that the external forces can be expressed as the following:
33,34
where g I is the speed function and α, β, and γ are weighting parameters for different force contributions. On the other hand, Zhu and Yullie evaluated the external forces with a probabilistic module, which investigated the probability that a voxel belongs to the object of interest or background, as given by Ref. 38 :
Both methods define the mean curvature of C as the internal force. In our evaluation, the ITK-SNAP algorithm using Zhu and Yullie's approach with default parametric settings was executed utilizing a downloadable file provided by the Penn Image Computing and Science Laboratory (PICSL) in the Department of Radiology at the University of Pennsylvania. The results of our algorithm were run from MATLAB® files developed at the Rochester Institute of Technology, with S empirically set equal to 15 segments (for the automatic segmentation framework). Furthermore, our algorithm was run on a machine having an Intel (R) Core (TM) i7 CPU processor, 2.79 GHz with 6 GB RAM.
Qualitative Evaluation
The results of the proposed algorithm at interim stages of processing as well as in comparison to the ITK-SNAP method are presented in Figs. 9 to 13 for different MRI/CT datasets. Figure 9 (a) shows two slices (#25 and 30) from a sample MRI volume named "11_3" (11 and 3 are the patient identification and scan number, respectively) of dimensions 256 × 256 × 63. Figure 9 (b) represents the corresponding gradient maps acquired using the 3-D vector field gradient estimation technique discussed in Sec. 2.1. Figure 9 (c) shows the initial set of subvolumes acquired at the end of the volume growing process. It is important to note that the output of the proposed algorithm is a unique label assignment for every volumetric entity (in a 3-D matrix) each of which is associated with a randomly generated pseudocolor for visual distinction, as seen in Fig. 9(c) . From this figure, it can be seen that the set of subvolumes formed at the conclusion of the growing process is oversegmented due to reasons specified in Sec. 2.4. Figure 9 (d) exhibits the outcomes of the 3-D entropy-based texture descriptor computed from the input volume. The output segmentation result acquired at the end of the MANOVA-based volume merging algorithm is displayed in Fig. 9(e) . As mentioned previously, Fig. 9 (e) portrays the final segmentation as a pseudocolor map where each color corresponds to an individual segment.
A big challenge with segmenting MRI data is the segregation of gray-matter and white-matter areas of the volume due to their intricate layout in the brain. Gray matter is a major component of the brain that predominantly comprises neuronal cell bodies and is positioned in the peripheral areas of the brain. Conversely, the white-matter section contains myelinated axon tracts and is located in the central portion of the brain engulfed within the gray matter. In order to visually analyze the performance of the proposed approach against the ITK-SNAP algorithm, we extracted the partitions associated with the gray-and white-matter sections of the input volume from the automatically segmented result of the proposed algorithm and rendered them as 3-D entities in Fig. 10(a) . In this figure, the subvolume on the left (rendered in red) is the gray matter, whereas the subvolume on the right (reproduced in green) is the white matter. Figure 10 (b) shows the corresponding 3-D views of the grayand white-matter subvolumes derived using the ITK-SNAP algorithm as described in Ref. 16 , whereas Fig. 10(c) portrays the reference/ground-truth segmentations for these areas provided by the MGH, performed manually using the techniques described in Refs. 41 and 42. From Fig. 10(b) , it can be observed that the ITK-SNAP algorithm suffers from significant errors in partitioning gray matter, whereas the segmented outcome of the white matter comprises much less detail in comparison to the proposed scheme. The aforestated phenomenon is observed due to the fact that in the case of geodesic active contour-based procedures such as ITK-SNAP, the obtained partitions are formed at the expense of a few errors and minor image features for efficiently minimizing the cost function being utilized are ignored. Conversely, our method that utilizes a 3-D volume growing procedure, simultaneously laying emphasis on the homogeneous and heterogeneous characteristics of the data via intensity and 3-D gradient information, in conjunction with a 3-D entropybased texture descriptor in an information fusion mechanism (3-D volume merging), facilitates the formation of volumetrically compact gray and white matter subvolumes, as seen in Fig. 10(a) . Moreover, from Fig. 10 , it can be observed that the results of the proposed algorithm are visually in much closer proximity to the ground truths than the ITK-SNAP outputs.
Contrary to performing segmentation in a fully automated process as discussed in Figs. 9 and 10 for MRI volumes, Figs. 11 to 13 demonstrate the semiautomated use of our segmentation framework for selective segmentation of three target subvolumes-lungs, spleen, and vertebral structure in CT data-in line with the work flow of modern day radiologists.
Abstraction of the lungs is a relatively complex task due to the presence of numerous nodules contained within them. In Fig. 11(a) , on the left is shown an arbitrary slice (#60) obtained from a sample study of dimensions 512 × 512 × 104, publicly available at the NBIA. The right image of Fig. 11(a) depicts two user-defined line markings made in the lungs. Figure 11(b) illustrates the planar view of the segmented area (in red) across two arbitrarily chosen slices (#33 and # 60) of the same volume. The aforementioned images illustrate the competence of our method for lung segmentation by avoiding the grouping of large nodules as being part of them. In Fig. 11(c) , the segmented lungs in the 3-D using our framework (left) and the ITK-SNAP algorithm (right) are shown. This result illustrates the shortfall of the ITK-SNAP algorithm in furnishing well-defined lung regions in the vicinity of numerous structural variations (like the ribs) encompassing them, as well as a tumor resting on top of the left lung. Conversely, these complex surroundings have been efficiently dealt with using the proposed algorithm. The proficiency of the proposed algorithm can also be observed in Fig. 12 where the segmentation outcomes of the spleen acquired using a sample study of dimensions 512 × 512 × 136, was provided by the DPR Inc.
Segmentation of the vertebral structure in the abdomen is a difficult task due to its complex structure. In Fig. 13(a) , 16 user initializations (on the right) demarcated within the cross section of the bones in slice #29 of the previously mentioned study used for spleen segmentation are shown. Figure 13 to the ribs, spine, and the pelvic girdle. On the other hand, the ITK-SNAP algorithm, in spite of using several contour initializations across multiple different slices, fails to segment the entire bone structure. Overall, Figs. 9 to 13 not only indicate our algorithm's efficacy in achieving desirable segmentations with a competitive qualitative performance against a state-of-the art technique described in Ref. 16 , but also demonstrate the generalization potential of the proposed algorithm across different modalities such as MRI/CT for the segmentation task in both an automated as well as a semiautomated architecture (as preferred by radiologists). Additionally, in ITK-SNAP framework, several different parameters (e.g., number of balloons and their size, algorithm iterations, location and number of slices in which balloon should be placed, etc., to name a few) and stringent convergence criteria have to be set for each run of the algorithm, which is not the case with the proposed algorithm, whereas in the automated version, at most S may be changed based on the complexity of the volume.
We take the spleen and the vertebral structure cases for illustrations to demonstrate the segmentation differences between the proposed method and ITK-SNAP in Figs. 14 and 15. The green part in Fig. 14(a) is the segmentation differences between the proposed algorithm and ITK-SNAP, whereas the red part only denotes the results using the proposed algorithm. Figure 14 (b) presents the segmentation differences in 2-D of an arbitrary slice 64 and Figs. 14(c) and 14(d) display the segmentation results in slice 64 from the two approaches, respectively. It is observed that the ITK-SNAP generates the scattered small regions, whereas the proposed algorithm shows a better performance for obtaining a reasonable homogenous region.
In Fig. 15(a) , the green part again shows the segmentation differences for the vertebral structure and the red region denotes the segmentation provided by ITK-SNAP. According to Figs. 15(c) and 15(d) , the segmentation result from ITK-SNAP appears incomplete, whereas the proposed algorithm generates an integral structure of the bones.
Quantitative Evaluation
The growth of applications for segmentation in the medical imaging community has resulted in the development of several quantitative performance evaluation methodologies/measures for the obtained outcomes. In his work, Zhang 43 provided a comprehensive review of analytical and empirical approaches that have been instituted to perform segmentation evaluation from a quantitative viewpoint. Analytical methods evaluate segmentations by taking into consideration the properties and underlying principles of the algorithms that generated them. In contrast, empirical techniques quantify the segmentation performance of an algorithm indirectly by estimating the goodness and/or conflict between test datasets and their corresponding manually segmented ground truths. Given the availability of 20 normal MR brain datasets and their corresponding manual segmentations for gray/white-matter areas provided by the MGH, we quantitatively evaluated the segmentation performance of the proposed algorithm (unsupervised framework) against ITK-SNAP in an empirical fashion. More specifically, the overall accuracy-percentage of correctly segmented pixels and error rate-percentage of erroneously segmented pixels for both categories across all 20 datasets were calculated as depicted in Tables 1 and 2 . From these tables, it can be seen that for both gray matter as well as white matter, the segmentation outputs acquired from our algorithm have the highest overall percentage accuracy with the lowest error rate, illustrating that the outcomes generated using our approach have better agreement with the reference segmentations.
Conclusions
This paper provides an illustration of a novel multiattribute 3-D medical volume segmentation technique in automated and semiautomated frameworks for applications such as 3-D reconstruction, visualization, and navigation to name a few. The first module of the algorithm performs an effective 3-D gradient computation scheme with the potential of accommodating 3-D vector field data. The resultant gradient is employed to dynamically parse through the data from subvolumes of contiguous pixels that display homogeneous intensity to yield an initial set of partitions. These partitions are refined using a multivariate statistical analysis process that fuses intensity and texture information modeled via local 3-D neighborhood-based entropy calculations, to arrive at the final segmentation result. As mentioned previously, this work also demonstrates a semiautomated version of the proposed algorithm derived as a subset of its unsupervised counterpart. Our segmentation framework was benchmarked against the method in Ref. 16 with favorable qualitative and quantitative performances over multiple MRI/CT volumes. It is our intention to perform a quantitative evaluation on CT volumes using manually segmented ground truths over a diverse set of studies and target subvolumes. Furthermore, another future direction of research we envision is the integration of the proposed algorithm with model-based techniques for the segmentation of complex cardiac/aortic anatomical structures.
