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RATIONAL SYMPLECTIC FIELD THEORY FOR
LEGENDRIAN KNOTS
LENHARD NG
Abstract. We construct a combinatorial invariant of Legendrian knots
in standard contact three-space. This invariant, which encodes rational
relative Symplectic Field Theory and extends contact homology, counts
holomorphic disks with an arbitrary number of positive punctures. The
construction uses ideas from string topology.
1. Introduction
The theory of Legendrian knots plays a key role in contact and symplectic
topology and has recently shown surprising connections to low dimensional
topology; see [Etn05] for a survey of the subject. A key breakthrough in the
study of Legendrian knots, and symplectic topology generally, was the in-
troduction of Gromov-type holomorphic-curve techniques in the 1990s. This
led in particular to the development of Legendrian contact homology, out-
lined by Eliashberg and Hofer [Eli98] and fleshed out famously by Chekanov
[Che02] for standard contact R3 and later by others in more general set-
ups (e.g., [EES05a, EES07, NT04, Sab03]). Besides applications to contact
topology, Legendrian contact homology has been closely linked to standard
knot theory (e.g., [Ng08]).
Contact homology is part of a much larger construction, Symplectic Field
Theory (SFT), which was introduced by Eliashberg, Givental, and Hofer
about a decade ago [EGH00]. The relevant portion of the SFT package for
our purposes is a filtered theory for contact manifolds whose first order com-
prises contact homology. Somewhat more precisely, while contact homology
counts holomorphic disks in the symplectization of a contact manifold with
exactly one positive boundary puncture, SFT counts holomorphic curves
with arbitrarily many positive punctures.
In the “closed” case (in the absence of a Legendrian or Lagrangian bound-
ary condition), SFT is now fairly well understood, both algebraically and
analytically, and has produced a number of spectacular applications in sym-
plectic topology; see, e.g., [Eli07] and references therein. However, in the
“relative” case that is the focus of this paper, much less is currently un-
derstood. In particular, technical problems involving bubbling of holomor-
phic curves have thus far prevented a formulation of SFT with Legendrian
boundary condition even for the basic case of standard contact R3. The
development of contact homology for Legendrian knots involves two steps,
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a fairly easy proof that d2 = 0 and a more difficult invariance proof; it has
proven surprisingly difficult to extend this to a reasonable algebraic setup
for Legendrian SFT that even satisfies d2 = 0, not to mention invariance.
In this paper, we will give an algebraic formulation, a` la Chekanov [Che02],
of Legendrian SFT for standard contact R3; this allows us to skirt the ana-
lytical issues that would usually beset the proofs of d2 = 0 and invariance.
We note that we present not the full Legendrian SFT, which would consider
holomorphic curves of arbitrary genus and possibly marked points and grav-
itational descendants, but “rational” SFT, which counts only holomorphic
disks.1
The technique that we use to overcome the bubbling problems comes
from string topology [CS]. Cieliebak and Latschev [CL], motivated by work
of Fukaya, have developed a program for using string topology to deal with
compactification issues in Legendrian SFT; see especially the appendix to
[CL] jointly written with Mohnke. The program currently has significant
unresolved technical issues, but one can avoid these issues in the case of R3
by using the combinatorial approach we employ here. On a related note, we
remark without proof that a separate approach to Legendrian SFT, based
on the cluster homology of Cornea and Lalonde [CL06], seems in the R3 case
to yield the same theory as ours, or at least the commutative quotient that
we call (Aˆcomm, d).
We now outline the mathematical content of this paper. In Section 2, we
associate to any Legendrian knot in standard contact R3 a filtered version of
a familiar structure from algebra, a curved dg-algebra, which itself is a type
of a curved A∞ algebra. Our particular filtered curved dg-algebra, which
we call the LSFT algebra (Aˆ, d) of the Legendrian knot, takes the following
form: Aˆ is the tensor algebra over Z freely generated by two generators
p, q for each Reeb chord, along with one more generator t and its inverse
t−1 essentially encoding the homology of the knot. The map d on Aˆ is a
derivation
d = dSFT + dstr,
where dSFT is an “SFT differential” obtained by counting rational holomor-
phic curves in the symplectization R×R3 with boundary on the Lagrangian
cylinder over the knot and boundary punctures approaching Reeb chords at
±∞ in the distinguished R direction, and dstr is a “string differential” en-
coding a string cobracket operation that glues trivial holomorphic strips to
broken closed strings on the knot. The Hamiltonian that produces the SFT
differential lives naturally in the quotient Aˆcyc of Aˆ by cyclic permutations
but acts on Aˆ as well.
The string differential is a necessary correction that accounts for the afore-
mentioned bubbling and ensures a result analogous to d2 = 0. More pre-
cisely, we have the following two main results.
1This is a slight misuse of the term “rational” since we do not count genus-0 surfaces
with more than one boundary component.
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Theorem 1.1 (see Theorem 2.25). The algebra (Aˆ, d) associated to a Leg-
endrian knot is a curved dg-algebra; that is, there is an element Fd of Aˆ
such that d2(x) = Fdx− xFd for all x ∈ Aˆ.
Theorem 1.2 (see Theorem 2.28). (Aˆ, d) is invariant under restricted Leg-
endrian isotopies.
Here “restricted” is a minor technical condition (see Definition 2.26) that we
conjecture can be removed, but that in any case can still be used to produce
an invariant of Legendrian knots under arbitrary Legendrian isotopies; see
Corollary 2.29. It is possible that we can remove the “restricted” condition
if we allow arbitrary equivalences of curved A∞ algebras rather than the
specific equivalences of LSFT algebras defined in Section 2.2, but we do not
pursue this point in this paper.
The LSFT algebra has a filtration whose associated graded object, in the
bottom filtration level, is Legendrian contact homology (cf. Remark 2.31).
Theorems 1.1 and 1.2 contain Chekanov’s d2 = 0 and invariance results for
contact homology (Corollary 2.30).
One possible and desirable application of Legendrian SFT would be the
construction of invariants of Legendrian knots that do not vanish for stabi-
lized knots, which in some sense comprise “most” Legendrian knots. This
could produce invariants of topological knots (which can be viewed as Leg-
endrian knots modulo stabilization) and transverse knots (Legendrian knots
modulo one particular stabilization), among other things. Contact homol-
ogy famously vanishes under stabilization [Che02], but it was hoped for some
time that Legendrian SFT would not. Unfortunately, rational Legendrian
SFT, as constructed in this paper, also loses all interesting information un-
der stabilization; see Appendix B. There is some hope that one could apply
rational SFT to the double of a Legendrian knot [NT04] to obtain an in-
teresting invariant, but this is unclear as yet. We note that the contact
homology of the double of a stabilized knot contains no information [Ng01],
but rational SFT may encode significantly more information.
We remark that we develop the theory over Z, and a fair amount of work
throughout the paper is devoted to keeping track of signs. In particular, we
include an appendix that computes all possible sign rules, in some suitable
sense, and shows that they are all equivalent. However, the entire theory
works over Z/2 as well as Z, with the notable exception of invariance for
cyclic and commutative complexes (Proposition 2.33), and the reader may
find it easier to ignore all signs.
In this paper, we omit discussion of the relation between our algebraic
version of rational Legendrian SFT and the more general, more geometric
string-topology version, though we may return to this topic in the future.
We also postpone concrete applications of the Legendrian SFT formalism
presented here, such as the construction of an L∞ structure on cyclic Leg-
endrian contact homology, to a future paper.
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The main results of this paper are contained in Section 2. Their proofs,
some of which involve a discussion of a rudimentary version of string topol-
ogy, occupy Sections 3 (for Theorem 1.1) and 4 (for Theorem 1.2). Ap-
pendices A and B deal with sign choices and triviality for stabilized knots,
respectively.
Acknowledgments. I would like to give significant thanks to Yasha Eliash-
berg, whose many conversations with me about candidates for Legendrian
SFT played a key role in the present work. In addition, the crucial catalyst
for this paper was the September 2007 workshop “Towards Relative Sym-
plectic Field Theory” sponsored by the American Institute of Mathematics,
the NSF, the CUNY Graduate Center, and the Stanford Mathematical Re-
search Center. I am deeply indebted to all of the workshop’s participants,
particularly Mohammed Abouzaid, Fre´de´ric Bourgeois, Kai Cieliebak, To-
bias Ekholm, John Etnyre, Eleny Ionel, Janko Latschev, and Josh Sabloff,
for their ideas and suggestions, and to Mikhail Khovanov for a separate
illuminating conversation. The combinatorial version of Legendrian SFT
presented here was largely formulated in discussions at the AIM workshop.
I also thank the referee for helpful corrections and suggestions. This work
is partially supported by the following NSF grants: DMS-0706777, FRG-
0244663, and CAREER grant DMS-0846346.
2. The SFT Invariant
In this section, we describe the algebraic object to be associated to a
Legendrian knot, the LSFT algebra, and state the main “d2 = 0” and in-
variance results, though their proofs are deferred to Sections 3 and 4. The
LSFT algebra is a special case of a familiar construction from homological
algebra, the curved dg-algebra, whose salient features we review in Sec-
tion 2.1. We then present the definition of an LSFT algebra in Section 2.2,
followed by a combinatorial definition for the LSFT algebra associated to
the xy projection of a Legendrian knot in Section 2.3. In Section 2.4, we
discuss two quotient invariants derived from the LSFT algebra, the cyclic
and commutative complexes.
2.1. Algebraic setup: curved dg-algebras. Throughout this section and
the paper, we use the convention that the commutator on a graded associa-
tive algebra is [x, y] = xy − (−1)|x||y|yx.
Definition 2.1. A curved dg-algebra consists of a triple (A, d, F ), where:
• A is a graded associative algebra over Z;
• d : A → A is a derivation, i.e., d(xy) = (dx)y + (−1)|x|x(dy), and d
lowers degree by 1;
• F is a degree −2 element of A (the curvature) for which dF = 0;
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• for all x ∈ A, d2(x) = [F, x].
A filtered curved dg-algebra is a curved dg-algebra with a descending filtra-
tion of subalgebras
A = F0A ⊃ F1A ⊃ F2A ⊃ · · ·
with respect to which d is a filtered derivation and F ∈ F1A.
Remark 2.2. Curved dg-algebras have been studied extensively in the liter-
ature, though sometimes under other names, e.g., CDG-algebra [Pos93] and
Q-algebra [Sch99] (note however that the standard definition involves an al-
gebra over a field rather than over Z). In particular, a curved dg-algebra is
essentially a special case of a curved (or “weak”) A∞ algebra. A curved A∞
algebra is a graded vector space V with multilinear maps mn : V
⊗n → V
of degree n− 2 for all n ≥ 0, satisfying the curved A∞ relations∑
i+j+k=n
(−1)i+j(1+i+|a1|+···+|ai|)mi+k+1(a1, . . . , ai,mj(ai+1, . . . , ai+j), ai+j+1, . . . , ai+j+k) = 0
for n ≥ 0. Except for the aforementioned discrepancy in base ring, a curved
dg-algebra is a curved A∞ algebra where mn = 0 for n ≥ 3; we then have
m0 = F , m1(a1) = da1, and m2(a1, a2) = a1a2, and the curved A∞ relations
become the relations in Definition 2.1, along with multiplicative associativ-
ity. For comparison, note that a usual A∞ algebra is a curved A∞ algebra
with m0 = 0, while a usual dg-algebra has mn = 0 for all n 6= 1, 2.
A special case of morphisms of curved A∞ algebras is the following.
Definition 2.3. Amorphism of curved dg-algebras is a map (ϕ,α) : (A, d, F )→
(A′, d′, F ′), where:
• ϕ : A → A′ is a graded algebra map;
• α is a degree −1 element of A′;
• d′ϕ(·) = ϕd(·) + [α,ϕ(·)];
• F ′ = ϕ(F ) + dα+ α2.
A filtered morphism of filtered curved dg-algebras is a morphism for which
ϕ respects the filtration and α ∈ F1A′.
It is easy to check that a composition of morphisms is a morphism, where
we define (ϕ′, α′)◦(ϕ,α) = (ϕ′◦ϕ,α′+ϕ′(α)). There is an identity morphism
(Id, 0), and if (ϕ,α) is a morphism for which ϕ is an isomorphism, then
(ϕ−1,−ϕ−1α) provides an inverse to (ϕ,α).
We can now define chain homotopy and homotopy equivalence in the
usual way. We state the definitions for filtered curved dg-algebras; there is
an obvious analogue in the unfiltered case.
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Definition 2.4. Two filtered morphisms of filtered curved dg-algebras (ϕ,α), (ϕ′, α′) :
(A, d, F )→ (A′, d′, F ′) are chain homotopic if α = α′ and there exists a fil-
tered Z-module map H : A′ → A′ of degree 1 such that
ϕ− ϕ′ = Hd′ + d′H.
A filtered morphism (ϕ,α) : (A, d, F ) → (A′, d′, F ′) is a homotopy equiv-
alence if there exists a filtered morphism (ϕ′, α′) : (A′, d′, F ′) → (A, d, F )
such that (ϕ′, α′) ◦ (ϕ,α) and (ϕ,α) ◦ (ϕ′, α′) are each chain homotopic to
the identity morphism.
We can now state a preliminary version of the main result of this paper;
see Theorems 2.25 and 2.28 for the precise statements.
Theorem 2.5. Rational SFT gives a map from Legendrian knots in R3
modulo Legendrian isotopy to filtered curved dg-algebras modulo homotopy
equivalence.
Because of the curvature term F , a curved dg-algebra does not typically
comprise a complex. One can produce a complex and thus homology from
a filtered curved dg-algebra in several ways. See Remark 2.7 for discus-
sion of the associated graded complex, and Section 2.4 for the cyclic and
commutative complexes.
2.2. Algebraic setup: LSFT algebras. The invariant we associate to a
Legendrian knot is a particular type of filtered curved dg-algebra that we
term an LSFT algebra. Besides being a specialization of the construction
in the previous section, our definition of LSFT algebra generalizes (and
contains) Chekanov’s DGAs and stable tame isomorphisms from Legendrian
contact homology.
Underlying an LSFT algebra is a (based) tensor algebra A over Z gen-
erated by q1, . . . , qn, p1, . . . , pn, t, t
−1; this is noncommutative and has sole
relations t · t−1 = t−1 · t = 1. We consider q1, . . . , qn, p1, . . . , pn to be dis-
tinguished generators that are included in the data of the LSFT algebra,
where we view qi and pi as being paired together for i = 1, . . . , n, but the
indices 1, . . . , n can be permuted without changing A. Each generator of A
is Z-graded with |qi| + |pi| = −1 for all i, and |t| = −|t
−1| = −2r for some
r ∈ Z; this grading induces a grading on A.
There is a filtration
A = F0A ⊃ F1A ⊃ F2A ⊃ · · · ,
where FkA is generated by words containing at least k p’s. (Note that
FkA = (F1A)k.) We will sometimes write O(pk) to denote an element of
FkA (or FkAˆ, defined below), and x ≡ y (mod pk) for x = y +O(pk).
Let Aˆ be the “p-adic completion” of A consisting of possibly infinite sums∑∞
k=0 zk with zk ∈ F
kA for all k. That is, Aˆ includes infinite sums in A as
long as for each k, all but finitely many terms in the sum do not lie in FkA.
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Then Aˆ inherits from A the structure of a graded algebra with filtration
Aˆ = F0Aˆ ⊃ F1Aˆ ⊃ · · · .
Definition 2.6. An LSFT algebra is a filtered graded tensor algebra Aˆ =
Z〈q1, . . . , qn, p1, . . . , pn, t, t
−1〉, as above, with a derivation2 d : Aˆ → Aˆ sat-
isfying the following conditions:
(1) d has degree −1 and preserves the filtration;
(2) d(t) ∈ F1Aˆ;
(3) there is an element Fd ∈ F
1Aˆ, the curvature of d, such that d2x =
[Fd, x] for all x ∈ Aˆ.
We denote an LSFT algebra by (A, d), omitting the curvature Fd, which is
uniquely determined by d.
Condition (3) ensures that dFd = 0, since [Fd, dx] = d
2(dx) = d(d2x) =
[dFd, x] + [Fd, dx] for all x ∈ Aˆ; thus an LSFT algebra is a filtered curved
dg-algebra in the sense of Section 2.1.
Remark 2.7 (The Chekanov–Eliashberg DGA). Given a curved dg-algebra
(Aˆ, d, F ), one can consider the complex given by the associated graded ob-
ject ⊕∞i=0F
iAˆ/F i+1Aˆ with the induced differential. In the case when (Aˆ, d)
is an LSFT algebra generated by q1, . . . , qn, p1, . . . , pn, t, t
−1, the i = 0
summand (F0Aˆ/F1Aˆ, d) of the associated graded complex is generated by
q1, . . . , qn, t, t
−1, with d(t) = d(t−1) = 0.
This quotient (F0Aˆ/F1Aˆ, d) is essentially Chekanov’s differential graded
algebra (usually abbreviated DGA), also formulated by Eliashberg, that
encodes Legendrian contact homology. Indeed, it will be clear from the
definition of d in Section 2.3 that the differential on F0Aˆ/F1Aˆ, and in fact
the entire associated graded object, counts precisely the same holomorphic
disks as contact homology, namely disks with exactly one positive puncture.
It should be noted, however, that (F0Aˆ/F1Aˆ, d) is not precisely the same as
the Chekanov DGA; see Remark 2.31 below.
Notation. We will sometimes want to treat the q’s and p’s together, and will
use s to denote any qj or pj (or sometimes t
±1 as well). The q’s and p’s are
paired together, and we use ∗ to denote the pairing; that is, write p∗j = qj,
q∗j = pj. We reserve w to mean a word in the q’s, p’s, and t
±1.
If s is a qj or pj, then define {s, s
∗} to be +1 if s is a p and −1 if s is a
q; this is a special case of the SFT bracket to be defined in Section 3.1.
We next define a notion of equivalence between LSFT algebras, which is
a special case of homotopy equivalence between filtered curved dg-algebras
2As in the previous section, a derivation is a Z-linear map d : Aˆ → Aˆ such that d(xy) =
(dx)y+(−1)|x|x(dy) for all x, y ∈ Aˆ for which x is of pure degree. Note that, for an LSFT
algebra, d necessarily satisfies d(1) = 0 and d(t−1) = −t−1 · d(t) · t−1.
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(see Proposition 2.15 below). To do this, we introduce a specific family of
curved dg-morphisms between LSFT algebras.
Definition 2.8. Let Aˆ be an LSFT algebra (without its differential). An el-
ementary automorphism of Aˆ is a grading-preserving algebra automorphism
φ of Aˆ of one of the following forms:
(1) φ(qi) = ±t
αiqit
βi , φ(pi) = ±t
γipit
δi, φ(t) = t, φ(t−1) = t−1 for some
integers αi, βi, γi, δi;
(2) for some j, φ(qi) = qi for all i 6= j, φ(pi) = pi for all i, φ(t
±1) = t±1,
and
φ(qj) = qj + v + u
where v ∈ Aˆ does not involve qj and u ∈ F
1Aˆ;
(3) for some j, φ(pi) = pi for all i 6= j, φ(qi) = qi for all i, φ(t
±1) = t±1,
and
φ(pj) = pj + v + u
where v ∈ Aˆ does not involve pj and u ∈ F
2Aˆ;
(4) φ(qi) = qi and φ(pi) = pi for all j, and φ(t) = t+v for some v ∈ F
1Aˆ.
In the last three cases, we say that the elementary automorphism is supported
at the generator of Aˆ on which it is nontrivial: qj for (2), pj for (3), t for
(4).
Implicit in the above definition is the following fact.
Lemma 2.9. Each of the maps in Definition 2.8 is invertible.
Proof. Maps of type (1) in the statement of Definition 2.8 are obviously
invertible. Next consider a map φ of type (2). It suffices to show that φ is
invertible if either v = 0 or u = 0, since in the general case, φ = φ1 ◦ φ2,
where φ1, φ2 are supported on the same qj and φ1(qj) = qj + v, φ2(qj) =
qj +φ
−1
1 (u) (note φ
−1
1 (u) ∈ F
1Aˆ). Now if u = 0, then φ is clearly invertible:
φ−1(qj) = qj − v. If v = 0, define ψ : Aˆ → Aˆ by ψ(x) = φ(x) − x for all
x ∈ Aˆ; then ψ increases filtration level by 1, and
φ−1(qj) = qj − u+ ψ(u) − ψ ◦ ψ(u) + ψ ◦ ψ ◦ ψ(u) − · · ·
gives the inverse for φ.
The same proof works for a map of type (3).
Finally, suppose that φ is of type (4). We can define
φ(t−1) = t−1 − t−1 · v · t−1 + t−1 · v · t−1 · v · t−1 − · · ·
and then φ is an algebra map on Aˆ; also, φ is invertible for the same reason
as in case (2). 
Definition 2.10. We say that LSFT algebras (Aˆ, d) and (Aˆ, d′) are related
by a basis change if there is a sequence of elementary automorphisms of Aˆ
sending d to d′.
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We remark that the composition φ of elementary automorphisms in Defini-
tion 2.10 yields a curved dg-morphism (φ, 0) between the curved dg-algebras
given by (Aˆ, d) and (Aˆ′, d′).
If (Aˆ, d) and (Aˆ, d′) are related by a basis change, then the quotient
differential graded algebras (F0Aˆ/F1Aˆ, d) and (F0Aˆ/F1Aˆ, d′) are related by
a tame isomorphism in the sense of Chekanov (see [Che02, ENS02] for the
precise definition). Note that on the quotient level, any basis change fixes t
and t−1.
We need two more operations on LSFT algebras, gauge change and sta-
bilization.
Definition 2.11. We say that LSFT algebras (Aˆ, d) and (Aˆ, d′) are related
by a gauge change if there exists α ∈ F1Aˆ with |α| = −1 such that
(1) d′(x) = d(x) + [α, x]
for all x ∈ Aˆ.
It is easy to check that if (Aˆ, d) is an LSFT algebra, then (1) defines an
LSFT algebra (Aˆ, d′) with Fd′ = Fd + d(z) + z
2. Note that a gauge change
is nothing more than a curved dg-morphism of the form (Id, α).
Remark 2.12. Our notion of a gauge change coincides with the standard
algebraic notion of changing by an inner derivation. One can view the
derivation d on Aˆ as an element of the Hochschild cohomology HH1(Aˆ);
two derivations on Aˆ related by gauge change represent the same element
of HH1(Aˆ).
Finally, we define stabilization.
Definition 2.13. Let (Aˆ, d) be an LSFT algebra generated by q1, . . . , qn, p1, . . . , pn, t, t
−1.
The degree-i (algebraic) stabilization of (Aˆ, d) is the LSFT algebra (SiAˆ, d)
generated by q1, . . . , qn, p1, . . . , pn, t, t
−1, qa, qb, pa, pb, where qa, qb, pa, pb are
four new generators with |qa| = |qb| + 1 = −1 − |pa| = −|pb| = i, and d is
defined on SiAˆ by extending the existing derivation by
d(qa) = qb, d(qb) = [Fd, qa], d(pb) = pa, d(pa) = [Fd, pb].
If (SiAˆ, d) is a stabilization of (Aˆ, d), then we say that (Aˆ, d) is a destabi-
lization of (SiAˆ, d).
On F0Aˆ/F1Aˆ, this definition reduces to Chekanov’s notion of stabilization
for DGAs. The following definition then generalizes Chekanov’s stable tame
isomorphism.
Definition 2.14. Two LSFT algebras are equivalent if they are related by
some finite sequence of basis changes, gauge changes, stabilizations, and
destabilizations.
10 LENHARD NG
Proposition 2.15. An equivalence of LSFT algebras is a homotopy equiv-
alence of filtered curved dg-algebras.
Proof. Since basis changes and gauge changes are isomorphisms of the un-
derlying algebra, it is easy to check that they are homotopy equivalences in
the sense of Definition 2.4. It thus suffices to show that stabilization is a
homotopy equivalence as well.
Let (Aˆ, d) be an LSFT algebra with stabilization (SiAˆ, d). Let ι : Aˆ →
SiAˆ and π : SiAˆ → Aˆ denote the usual inclusion and projection maps,
where π projects away any word involving the four additional generators
qa, qb, pa, pb. Then (ι, 0) : (Aˆ, d, Fd)→ (SiAˆ, d, Fd) and (π, 0) : (SiAˆ, d, Fd)→
(Aˆ, d, Fd) are morphisms of filtered curved dg-algebras, and it is clear that
(π, 0) ◦ (ι, 0) = (Id, 0).
As for (ι, 0) ◦ (π, 0), define a Z-linear map H : SiAˆ → SiAˆ by its action
on words w:
H(w) =


(−1)|w1|w1qaw2 if w = w1qbw2 for words w1, w2 with w1 ∈ A
(−1)|w1|w1pbw2 if w = w1paw2 for words w1, w2 with w1 ∈ A
0 if w ∈ A or w = w1qaw2 or w = w1pbw2 for
words w1, w2 with w1 ∈ A.
The proof is complete once we check that H is a homotopy between the
identity and ι ◦ π, a fact that we defer to the ensuing lemma. 
Lemma 2.16. On SiAˆ, we have IdSiAˆ−ι ◦ π = H ◦ d+ d ◦H.
Proof. It suffices to check
(2) w − ι ◦ π(w) = (H ◦ d)(w) + (d ◦H)(w)
for all words w in SiA. If w ∈ A, both sides of (2) are 0. Otherwise, the
left hand side of (2) is w. If w = w1qaw2 for w1 ∈ A, then
(H ◦ d)(w) + (d ◦H)(w) = (H ◦ d)(w1qaw2) = w1qbw2 = w;
if w = w1qbw2 for w1 ∈ A, then
(H ◦ d)(w) + (d ◦H)(w) = H
(
(dw1)qbw2 + (−1)
|w1|w1[Fd, qa]w2
+(−1)|w1|+i+1w1qb(dw2)
)
+ (−1)|w1|d(w1qaw2)
= w.
The cases w = w1paw2 and w = w1pbw2 for w1 ∈ A are similar. 
2.3. Combinatorial description of the invariant. Let Λ be a Legen-
drian knot in R3 with the standard contact structure ker(dz − y dx), that
is, a knot everywhere tangent to the contact structure. In this section, we
associate an LSFT algebra to Λ. A generic knot Λ has finitely many Reeb
chords R1, . . . , Rn. To each Reeb chord Rj, we assign two indeterminates
qj, pj. Let πxy(Λ) be the knot diagram given by projecting Λ to the xy plane;
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pjpj
qj
qj
Figure 2.1. Labeling the quadrants at a crossing Rj in the
xy projection πxy(Λ) by pj and qj.
s
ǫs+ǫs−
Figure 2.2. Signs at a quadrant s.
then the crossings of πxy(Λ) are the Reeb chords of Λ, and the four quad-
rants at each crossing can be labeled with a q or a p as shown in Figure 2.1.
We also fix two points ∗, • on Λ, neither of which lies at an endpoint of a
Reeb chord; the LSFT algebra will depend on the choices of ∗, •, though the
equivalence class of the LSFT algebra will not.
Recall that Λ has two classical invariants tb and r. The Thurston–
Bennequin number tb(Λ) is the writhe of the knot diagram πxy(Λ). The
rotation number r(Λ) is the Whitney index of πxy(Λ). More precisely, if
γ : [a, b]→ R2 is any immersed path, then define r(γ) ∈ R to be the number
of counterclockwise revolutions made by the unit tangent vector γ′(t)/|γ′(t)|
around S1 as t goes from a to b; πxy(Λ) is a closed immersed path and
r(Λ) = r(πxy(Λ)) ∈ Z.
We now construct the LSFT algebra Aˆ associated to (Λ, ∗, •). This is
generated by q1, . . . , qn, p1, . . . , pn, t, t
−1, with grading as follows. For each
j = 1, . . . , n, there is a unique path γj along πxy(Λ) beginning at the over-
crossing of crossing Rj, ending at the undercrossing of Rj , and not passing
through ∗. If we assume the crossings of πxy(Λ) are transverse, then r(γj)
is neither an integer nor a half-integer. Define
|qj | = ⌊2r(γj)⌋
|pj | = ⌊−2r(γj)⌋ = −1− |qj|
|t| = −2r(Λ)
|t−1| = 2r(Λ).
We note that the gradings for the q’s and t are the same as in Legendrian
contact homology.
When considering signs in the theory, we will often draw an arrow along-
side a section of Λ; such an arrow is understood to correspond to a sign ±1,
namely +1 if the arrow agrees with the given orientation of Λ, and −1 if it
disagrees. In this vein, we have the following easy result.
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* q2
q3
p3 p3
q3
q2
p1p1
q1
p2
p2
q1
Figure 2.3. The xy projection of a Legendrian unknot Λ0.
Note that this is the usual Legendrian unknot after a Reide-
meister II move.
Lemma 2.17. Let s be a p or q, corresponding to a corner at a crossing
of πxy(Λ). Define the signs ǫs− , ǫs+ ∈ {±1} to be the orientations along the
sides of s relative to the orientation of Λ, as shown in Figure 2.2. Then
(−1)|s| = ǫs−ǫs+ .
In the language of [ENS02], s is “coherent” (ǫs−ǫs+ = 1) if and only if |s| is
even.
Example. Through this section and Section 3, we will use the Legendrian
knot Λ0 depicted in Figure 2.3 as a running example. Here the gradings are
given by
|q2| = 2, |q1| = |q3| = 1, |t| = 0, |p1| = |p3| = −2, |p2| = −3.
This agrees with the fact that p1, q2, p3 are coherent while q1, p2, q3 are not.
We define the derivation d on Aˆ as the sum of two derivations dSFT+dstr,
where dSFT is the “SFT differential” and dstr is the “string differential”.
For any k ≥ 1, let D2k denote the unit disk {|z| ≤ 1} ⊂ C minus k fixed
points ∗1, . . . , ∗k on the boundary, ordered sequentially in counterclockwise
order. The punctures divide the boundary ∂D2k into k arcs denoted by
(∂D2k)1, . . . , (∂D
2
k)k, where (∂D
2
k)i is the portion of ∂D
2
k between ∗i and
∗i+1 (or between ∗k and ∗1 if i = k).
Definition 2.18. For any s1, . . . , sk where k ≥ 1 and each s is a q or
p, let ∆(s1, . . . , sk) denote the set of all orientation-preserving immersions
f : (D2k, ∂D
2
k)→ (R
2,Λ), up to domain reparametrization, such that f(∂D2k) ⊂
Λ and f sends neighborhoods of the boundary punctures ∗1, . . . , ∗k to quad-
rants labeled s1, . . . , sk in succession.
We will call the quadrants described in Definition 2.18, labeled by s1, . . . , sk,
the corners of f . Note that ∆(s1, . . . , sk) is unchanged by cyclic permutation
of the s’s. We also have the following “index formula”.
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Lemma 2.19. Suppose that f ∈ ∆(s1, . . . , sk), and let α be the number of
times f(∂D2k) passes through ∗, counted according to the orientation of Λ.
Then
|s1|+ · · · + |sk| − 2α r(Λ) = −2.
Proof. For each sj, define γsj to be the path in πxy(Λ) given by γkj if sj = qkj
and −γkj (i.e., γkj with the opposite orientation) if sj = pkj . Also define
γf,j to be the image in πxy(Λ) of f |(∂D2
k
)j
. Then
γs1 ∪ γf,1 ∪ γs2 ∪ γf,2 ∪ · · · ∪ γsk ∪ γf,k
represents a closed loop in πxy(Λ) (more precisely, the projection of a closed
loop in Λ) wrapping around πxy(Λ) α times. It follows that
k∑
j=1
r(γsj) +
k∑
j=1
r(γf,j) = α r(Λ).
Now if θj is the angle (between 0 and π) determined by the image of f at ∗j ,
then r(γsj) = n/2−θj/(2π) for some integer n, and thus |sj | = 2r(γsj )−θj/π.
On the other hand, since f is an immersed disk,
∑k
j=1(r(γf,j)+θj/(2π)) = 1.
It follows that∑
|sj| =
∑(
2r(γsj )− θj/π
)
= 2α r(Λ)−
∑
(2r(γf,j)− θj/π) = 2α r(Λ)−2,
as desired. 
For each map f ∈ ∆(s1, . . . , sk), we can define a word w(f ; s1) ∈ A by
w(f ; s1) = t
α1s2t
α2s3 . . . t
αk−1skt
αk ,
where αi is the number of times f |(∂D
2
k)i passes through ∗, counted accord-
ing to the orientation of Λ. We also associate a sign ǫ(f ; s1) ∈ {±1} to f
as follows. Each quadrant of a crossing of πxy(Λ) can be given an orienta-
tion sign according to Figure 2.4. For each of the k corners of f , we thus
obtain a sign ǫi(f). Further define a sign ǫ
′(f ; s1) to be +1 if the image of
f |[∗1,∗2] ⊂ πxy(Λ), oriented from f(∗1) to f(∗2), has the same orientation as
πxy(Λ), and −1 if it has the opposite orientation. Finally, define
ǫ(f ; s1) = ǫ
′(f ; s1)ǫ1(f) · · · ǫk(f).
See Figure 2.5.
Example. Consider the bigon f in Figure 2.3 with corners at p2 and q3,
which can be considered as an element of ∆(p2, q3) and of ∆(q3, p2). The
orientation signs of both corners are −1. If we consider f ∈ ∆(p2, q3),
then ǫ(f ; p2) = ǫ
′(f ; p2) = 1; if we consider f ∈ ∆(q3, p2), then ǫ(f ; q3) =
ǫ′(f ; q3) = −1.
The following observation will be useful in Section 3.3.
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pp
q
q
Figure 2.4. Orientation signs for corners. The two un-
shaded corners are given the sign +1, the shaded corners −1.
The arrow indicates the orientation of the knot and ensures
that each crossing can be uniquely viewed as this local pic-
ture.
s1
sk
ǫ′(f ; s2)
s2
· · ·
ǫ′(f ; s1)
f
Figure 2.5. The immersed disk f ∈ ∆(s1, . . . , sk) con-
tributes the term ǫs2 . . . sk to dSFT(s
∗
1), where ǫ is the product
of: ǫ′(f ; s1) shown here; the orientation signs for the k cor-
ners s1, . . . , sk; and {s1, s
∗
1}. The ǫ
′(f ; s2) sign will be used
in the proof of Lemma 3.10.
Lemma 2.20. Any two diagonally-opposite corners at a crossing have oppo-
site orientation signs. Also, if s, s∗ denote consecutive corners at a crossing,
and s lies counterclockwise from s∗, then the product of the orientation signs
of s and s∗ is {s, s∗} (recall that this is +1 if s is a p, −1 if s is a q).
Definition 2.21. Define the SFT differential on Aˆ by
dSFT(qi) =
∑
f∈∆(pi)
ǫ(f ; pi)w(f)
dSFT(pi) = −
∑
f∈∆(qi)
ǫ(f ; qi)w(f)
dSFT(t) = dSFT(t
−1) = 0,
where ∆(s) =
∐
∆(s, s2 . . . , sk) is the set of all immersed disks with a corner
at s (i.e., over all possible k and s2, . . . , sk). An immersed disk with multiple
corners at s contributes multiple times to dSFT(s). Extend dSFT to all of Aˆ
as a derivation.
It is possible that dSFT(qi) or dSFT(pi) may be an infinite sum, but it will
always be a sum in the p-adic completion Aˆ; see the discussion of h in
Section 3.
We note that dSFT preserves the p filtration on Aˆ. This is a consequence of
a basic area estimate originally due to Chekanov. Define a height function on
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the p’s and q’s as follows: let h(pj) be the length of the Reeb chord Rj (i.e.,
the difference in the z coordinates of its endpoints), and let h(qj) = −h(pj).
Lemma 2.22. If ∆(s1, . . . , sk) is nonempty, then
∑k
j=1 h(sj) > 0.
Proof. Since dz = y dx along Λ, it is easy to show from Stokes’ Theorem
that
∑
h(sj) is the area of an immersed-disk element of ∆(s1, . . . , sk). See
[Che02, ENS02]. 
Lemma 2.23. dSFT has degree −1 and preserves the p filtration on Aˆ.
Proof. The fact that dSFT has degree −1 follows from Lemma 2.19. Since
h(qj) < 0 and h(pj) > 0 for all j, Lemma 2.22 implies that any term in
dSFT(pj) must contain a p, and hence that dSFT preserves the p filtration. 
Example. For Λ0, we have
dSFT(p1) = −p2
dSFT(q1) = 1 + t+ p3q2 + q2p3t
dSFT(p2) = −p1p3 − p3tp1
dSFT(q2) = −q1 + q3
dSFT(p3) = p2
dSFT(q3) = 1 + t+ q2p1 + tp1q2
dSFT(t) = dSFT(t
−1) = 0.
Note that d2SFT 6= 0, a fact that remains true even if we quotient by cyclic
permutations of words. This is an example of the bubbling problem men-
tioned in the Introduction.
We next define the string differential dstr. For each Reeb chord Rj of Λ,
write R+j , R
−
j for the endpoints of Rj , with the Reeb vector field flowing
from R−j to R
+
j (i.e., R
+
j has the greater z coordinate). View qj and pj as
the line segment Rj, oriented from R
−
j to R
+
j for qj and from R
+
j to R
−
j for
pj. Let R denote the set of Reeb-chord endpoints {R
+
1 , R
−
1 , . . . , R
+
n , R
−
n }.
Let Γ be the set of embedded paths γ : [0, 1] → Λ such that γ−1(R) is
finite and γ′(τ) 6= 0 whenever γ(τ) ∈ R. If γ ∈ Γ and γ(τ) ∈ R, then we can
define signs ǫ1(γ; τ), ǫ2(γ; τ), ǫ(γ; τ) as follows: ǫ1(γ; τ) is +1 if γ(τ) = R
−
i
and −1 if γ(τ) = R+i ; ǫ2(γ; τ) is the sign of the orientation of γ near τ ,
relative to the orientation of Λ there; and ǫ(γ; τ) = ǫ1(γ; τ)ǫ2(γ; τ). Define
a map δ : Γ→ A as follows: for each τ such that γ(τ) ∈ R, define
δ˜(γ; τ) =
{
qipi if γ(τ) = R
+
i
piqi if γ(τ) = R
−
i ,
and then set
δ(γ) =
∑
τ∈γ−1(R), τ 6=0,1
ǫ(γ; τ)δ˜(γ; τ).
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γ
+
p
γ
−
p
q q
p
γ
−
q
γ
−
q
γ
+
q
γ
+
q
γ
+
p
γ
−
p
Figure 2.6. Four cases, left to right: p has holomorphic
capping paths; q holomorphic; p antiholomorphic; q antiholo-
morphic. Note that the middle two diagrams are identical,
as are the outer two.
We can now define the string portion dstr of the differential. Let s denote
one of the qi or pi. Define s
+, s− as follows: if s = pi, then s
± = R±i ; if
s = qi, then s
± = R∓i . Recall that we are given two distinct points ∗, • ∈ Λ.
There are uniquely defined (up to reparametrization) injective paths γ±s in
Λ that begin at •, end at s±, and do not pass through ∗. Note that γ+s = γ
−
s∗
and γ−s = γ
+
s∗ .
We distinguish two cases: if the quadrant at Ri in πxy(Λ) determined by
the ends of γ±s is labeled by s, we say s has holomorphic capping paths; if it
is labeled by s∗, we say s has antiholomorphic capping paths. Equivalently,
s has holomorphic capping paths if and only if γ−s approaches the crossing
in πxy(Λ) to the right of γ
+
s . See Figure 2.6. Note that s has holomorphic
capping paths if and only if s∗ has antiholomorphic capping paths.
Definition 2.24. Define the string differential on Aˆ as follows. If s is a p
or q with holomorphic capping paths,
dstr(s) = δ(γ
−
s ) · s+ (−1)
|s|s · δ(γ+s );
if s is a p or q with antiholomorphic capping paths,
dstr(s) = δ(γ
−
s ) · s+ (−1)
|s|s · δ(γ+s ) + η(s)s · s
∗ · s
where
η(s) =


+1 if s = p and γ−p is oriented like Λ
−1 if s = p and γ−p is oriented unlike Λ
−1 if s = q and γ−q is oriented like Λ
+1 if s = q and γ−q is oriented unlike Λ.
Furthermore, Λ itself can be viewed as a union of two injective paths γΛ,1, γΛ,2
where γΛ,1 begins at • and ends at ∗, γΛ,2 begins at ∗ and ends at •, and
each path follows the orientation of Λ; then set
dstr(t) = δ(γΛ,1) · t+ t · δ(γΛ,2)
and dstr(t
−1) = −t−1 · dstr(t) · t
−1. Extend dstr to all of Aˆ as a derivation.
Note that dstr is well defined since dstr(t · t
−1) = dstr(t
−1 · t) = 0.
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q3
p3
q2
p1
γ
+
q2
= γ−
p2
γ
−
q2
= γ+
p2
q1
Figure 2.7. Capping paths γ±q2 , γ
±
p2 of q2, p2 for the Legen-
drian knot from Figure 2.3.
Example. For Λ0, the capping paths for p2, q2 are depicted in Figure 2.7,
leading to dstr(q2) = −q1p1q2 + q2p3q3 and dstr(p2) = −p3q3p2 − p2q2p2 −
p2q1p1. The full string differential is given below.
Theorem 2.25. (Aˆ, d = dSFT + dstr) is an LSFT algebra.
The fact that d preserves the filtration on Aˆ follows from the facts that
dSFT and dstr also preserve the filtration; this property for dSFT has already
been established, while for dstr this is clear by construction.
Theorem 2.25 is the LSFT analogue of the d2 = 0 result in Legendrian
contact homology, and indeed implies it. It will be proven in Section 3; see
Proposition 3.15.
Example. For Λ0, the full derivation d is given by
d(p1) = −p2 + (−p3q3p1 − p2q2p1)
d(q1) = 1 + t+ p3q2 + q2p3t+ (−q1p1q1 − q1p2q2 − q1p3q3)
d(p2) = −p1p3 − p3tp1 + (−p3q3p2 − p2q2p2 − p2q1p1)
d(q2) = −q1 + q3 + (−q1p1q2 + q2p3q3)
d(p3) = p2 + (p3q2p2 + p3q1p1)
d(q3) = 1 + t+ q2p1 + tp1q2 + (−q1p1q3 − q2p2q3 − q3p3q3)
d(t) = (−q1p1t− q2p2t− q3p3t+ tp1q1 + tp2q2 + tp3q3),
where the dstr contributions are enclosed in parentheses. The curvature for
this differential is Fd = −p1 − p3 − p3q2p1, and indeed it is straightforward
to check that d2s = [−p1− p3− p3q2p1, s] for all generators s of the algebra,
whence d2x = [−p1 − p3 − p3q2p1, x] for all x ∈ Aˆ.
Example. For reference and comparison, we give here the derivations for the
standard Legendrian unknot and a once-stabilized Legendrian unknot with
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r = 1, as shown in Figure 2.8. The former has
d(p) = 0
d(q) = 1 + t− qpq
d(t) = −qpt+ tpq
and |p| = −2, |q| = 1, |t| = 0, Fd = −p; the latter has
d(p1) = q2p2p1 − p1p2q2
d(q1) = t− p2 + p2q2q1 − q1p1q1 + q1q2p2
d(p2) = 0
d(q2) = 1− p1 + q2p2q2
d(t) = p2q2t− q1p1t+ tp1q1 − tq2p2
and |p1| = 0, |q1| = −1, |p2| = −2, |q2| = 1, |t| = −2, Fd = p2.
We next state the invariance result for LSFT algebras. Our invariance
proof requires us to restrict to a special class of Legendrian isotopies, though
we will see that this restriction covers all Legendrian isotopies if we instead
restrict to particular types of xy projections.
Definition 2.26. Two xy projections Λ1,Λ2 of Legendrian knots are related
by a restricted Reidemeister II move if there is an embedded disk D ⊂ R3
such that Λ1,Λ2 are identical outside D, each with exactly one crossing
outside D, Λ1 ∩ ∂D = Λ2 ∩ ∂D consists of two points, and Λ1 ∩D,Λ2 ∩D
are related by a Reidemeister II move inside D. See Figure 2.9.
Two xy projections are related by restricted Reidemeister moves if they
are related by a sequence of Reidemeister III moves and restricted Reide-
meister II moves; a restricted Legendrian isotopy is a Legendrian isotopy
given in the xy projection by restricted Reidemeister moves.
Note that the Legendrian knot in Figure 2.3 is related to the standard
one-crossing unknot by a Reidemeister II move eliminating crossings 2 and
3, but this move is not a restricted Reidemeister II move. It is clear that the
knot from Figure 2.3 is not related to the standard unknot by restricted Rei-
demeister moves, though one can show that its LSFT algebra is equivalent
to that of the standard unknot.
* *p
q
p
q q1 q2
q1 q2
p1 p2p1 p2
Figure 2.8. Two Legendrian unknots, the standard one
with tb = −1 and r = 0 (left) and a once-stabilized one with
tb = −2 and r = 1 (right).
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D D
Figure 2.9. Restricted Reidemeister II move.
Recall that there is a standard procedure, called “morsification” [Fer02] or
“resolution” [Ng03], to obtain an xy projection from a front (xz) projection
of a Legendrian knot, by smoothing out left cusps and replacing right cusps
by loops.
Proposition 2.27. The resolutions of the fronts of two Legendrian isotopic
knots can be related by restricted Reidemeister moves.
Proof. Examine the resolutions of Legendrian Reidemeister moves for fronts:
front Reidemeister III resolves to a usual Reidemeister III move; front Rei-
demeister I and II both resolve to Reidemeister II moves that are restricted
since they do not involve the rightmost cusp of the front. 
The next result is the LSFT version of invariance, and again implies the
analogous result in contact homology.
Theorem 2.28. If Λ and Λ′ are related by restricted Legendrian isotopy,
then the LSFT algebras for Λ and Λ′ are equivalent.
Theorem 2.28 will be proved in Section 4.
Corollary 2.29. The LSFT algebra associated to the resolution of a Leg-
endrian front is an invariant of the corresponding Legendrian knot.
As mentioned in the Introduction, it is not unreasonable to guess that
one can extend Theorem 2.28 to cover all Legendrian isotopies and not just
restricted ones, but one might need to broaden the notion of equivalence to
allow arbitrary curved A∞ morphisms.
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Corollary 2.30. The stable tame isomorphism type of the contact homology
DGA (F0Aˆ/F1Aˆ, d) is invariant under restricted Legendrian isotopy.
In fact, an examination of the proof of Theorem 2.28 shows that the con-
tact homology DGA is invariant under all Legendrian isotopies, not just
restricted ones; this recovers the original result of [Che02].
Remark 2.31 (The LSFT algebra and Legendrian contact homology). In Re-
mark 2.7, we identified F0Aˆ/F1Aˆ with the Chekanov–Eliashberg differen-
tial graded algebra [Che02, Eli98] calculating Legendrian contact homology.
This holds not only in Chekanov’s original formulation over Z/2, but also
over Z in the formulation of [EES05a, EES07, ENS02]. There are, however,
two caveats to this identification. First, the signs used here do not coincide
precisely with the signs from [ENS02], though they do agree with another
sign assignment for Legendrian contact homology given in [EES05b]. How-
ever, up to a basis change, all possible sign assignments are equivalent. The
precise statement is given and proven in Appendix A.
Second, there is a base ring issue. In the standard formulation of Legen-
drian contact homology, the differential graded algebra is generated by Reeb
chords (the qj’s) over the group ring Z[H1(Λ)], which for knots is Z[t, t
−1].
In particular, t±1 commutes with all of the qj’s. By contrast, F
0Aˆ/F1Aˆ
is generated by the qj’s and also t
±1, with d(t±1) = 0, and t±1 does not
commute with the qj’s. We can think of the contact homology differential
graded algebra as a quotient of F0Aˆ/F1Aˆ by commutators involving t±1.
On the other hand, there is no obvious reason why, in formulating Leg-
endrian contact homology, we should impose the relation that t commutes
with the qj’s. One could reasonably define Legendrian contact homology
(even in situations more general than knots in R3) without this relation. In
our case, we would precisely recover F0Aˆ/F1Aˆ.
2.4. The cyclic and commutative complexes. We now discuss two quo-
tient complexes that can be derived from the LSFT algebra or any curved
dg-algebra. The cyclic complex has close relations to string topology and
the geometric motivation for the LSFT algebra; see Section 3.3 The commu-
tative complex may be useful from a computational standpoint, especially
since it has a particularly simple formulation in the case of the LSFT algebra,
as we discuss at the end of this section.
Definition 2.32. Let (Aˆ, d, F ) be a curved dg-algebra.
3Cyclic constructions are common in Symplectic Field Theory and related topics. See
for instance [BEE].
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(1) Let I be the submodule of Aˆ generated (over Z, not over Aˆ) by
commutators4
{[x, y] |x, y ∈ Aˆ and at least one of x, y ∈ F1Aˆ}.
The cyclic complex associated to (Aˆ, d, F ) is (Aˆcyc = Aˆ/I, d), where
d is the induced differential on Aˆcyc.
(2) Let J be the subalgebra of Aˆ generated (over Aˆ) by commuta-
tors [x, y] for all x, y ∈ Aˆ. The commutative complex associated
to (Aˆ, d, F ) is (Aˆcomm = Aˆ/J , d), where d is the induced differential
on Aˆcomm.
The key point here is that d2 = 0 on Aˆcyc and Aˆcomm, by the definition of
curved dg-algebra.
When Aˆ is a tensor algebra (as for the LSFT algebra), Aˆcyc is generated
by “cyclic words”, or words modulo cyclic permutations of the letters (for
words in F1Aˆ). Note that Aˆcyc is a Z-module and not an algebra; it however
still inherits the grading and filtration from Aˆ. By contrast, Aˆcomm is a
(sign-)commutative algebra over Z, the polynomial algebra generated by
the generators of Aˆ. There are obvious quotient maps
(Aˆ, d, F ) // // (Aˆcyc, d) // // (Aˆcomm, d),
and the latter induces a map on homology.
We next show that the cyclic and commutative complexes associated to
the LSFT algebra of a Legendrian knot are invariant. This is a direct con-
sequence of the following result.
Proposition 2.33. If (Aˆ, d) and (Aˆ′, d′) are equivalent LSFT algebras, then
their rational cyclic and commutative quotient complexes are filtered chain
homotopy equivalent. In particular, they are quasi-isomorphic:
H∗(Aˆ
cyc ⊗Q, d) ∼= H∗((Aˆ
′)cyc ⊗Q, d′)
as filtered graded Q-modules, and
H∗(Aˆ
comm ⊗Q, d) ∼= H∗((Aˆ
′)comm ⊗Q, d′)
as filtered graded Q-algebras.
The substance of the proof of Proposition 2.33, which we give below, is
invariance under stabilization. Recall from the proof of Proposition 2.15
the maps ι, π between an LSFT algebra (Aˆ, d) and its stabilization (SiAˆ, d).
Though the homotopy operator H from that proof does not descend from
SiAˆ to (SiAˆ)
cyc, we can define a slight variant that serves as the correspond-
ing homotopy operator for (SiAˆ)
cyc. Let h : SiAˆ → SiAˆ be the derivation
4The restriction that one of x, y ∈ F1Aˆ is unnecessary for most purposes, but is needed
for the theory to include full Legendrian contact homology, rather than a cyclic version,
as a quotient.
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defined by h(qb) = qa, h(pa) = pb, h(qa) = h(pb) = 0, h(qj) = h(pj) =
h(t±1) = 0 for all j (besides a, b). For a word w ∈ Aˆ, let σ(w) be the total
number of occurrences of qa, qb, pa, pb in x. Now define H
cyc : (SiAˆ)⊗Q→
(SiAˆ)⊗Q by
Hcyc(w) =
{
0 if σ(w) = 0
1
σ(w)h(w) if σ(w) > 0.
Lemma 2.34. On (SiAˆ)⊗Q, we have IdSiAˆ−ι ◦ π = H
cyc ◦ d+ d ◦Hcyc.
Proof. It suffices to show that (h◦d+d◦h)(w) = σ(w)w for all words w, since
d preserves the number of occurrences of qa, qb, pa, pb. But both h ◦ d+ d ◦h
and the map (generated on words by) w 7→ σ(w)w are derivations, and they
agree on the generators qa, qb, pa, pb, qj , pj, t. 
Proof of Proposition 2.33. Let (Aˆ, d) and (Aˆ′, d′) be equivalent LSFT alge-
bras. We show that (Aˆcyc ⊗ Q, d) and ((Aˆ′)cyc ⊗ Q, d′) are filtered chain
homotopy equivalent; the proof of the corresponding result for the commu-
tative complexes is nearly identical. The result clearly holds if (Aˆ, d) and
(Aˆ′, d′) are related by a basis change or gauge change. Thus we may as-
sume that (Aˆ′, d′) = (SiAˆ, d) is a stabilization of (Aˆ, d). In this case, the
inclusion and projection maps ι, π between Aˆ and SiAˆ induce chain maps
ι : Aˆcyc → (SiAˆ)
cyc and π : (SiAˆ)
cyc → Aˆcyc. Furthermore, π ◦ ι = IdAˆcyc ,
while ι ◦ π is chain homotopic over Q to Id(SiAˆ)cyc by Lemma 2.34. 
Corollary 2.35. The cyclic and commutative complexes associated to the
LSFT algebra of a Legendrian knot are invariant, up to filtered chain homo-
topy equivalence, under restricted Legendrian isotopy.
We remark that it can be checked that the powers of F , Fn ∈ Aˆ for
n ≥ 0, descend to invariant classes in H(Aˆcyc ⊗ Q, d). See [Pos93] for a
fuller discussion, where these invariant classes are called “Chern classes”.
To end this section, we observe that the commutative complex for an
LSFT algebra has a rather simpler formulation than the full LSFT algebra.
More precisely, on Aˆcomm we can still define d = dSFT + dstr, with dSFT
defined as for Aˆ, but now dstr can be given as follows.
s s′s∗ s′∗ s′∗ s′ss∗
Figure 2.10. A schematic diagram traversing πxy(Λ) along
its orientation. In this picture, the crossings corresponding
to s and s′ are interlaced, and we have s 99K s′ 99K s∗ 99K
s′∗ 99K s.
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Definition 2.36. Two crossings in πxy(Λ) are interlaced if, in traversing
the knot one full time, we encounter one crossing, then the other, then the
first again, then the second again. If crossings corresponding to s and s′ are
interlaced, we say that s is interlaced toward s′ and write s 99K s′ if, when we
traverse Λ along its orientation starting from s−, we encounter (s′)− before
(s′)+.
See Figure 2.10 for an illustration. If the crossings corresponding to s and s′
are interlaced, then there are two possibilities, s 99K s′ 99K s∗ 99K s′∗ 99K s
or s 99K s′∗ 99K s∗ 99K s′ 99K s, depending on the orientation of Λ.
Proposition 2.37. In Aˆcomm, we have dstr(t
±1) = 0, while if s is a p or q,
then
dstr(s) =
∑
s99Ks′
{s′∗, s′} s′∗s′s
where the sum is over all s′ such that s is interlaced toward s′, and {s′∗, s′}
is 1 if s′ is a q, −1 if s′ is a p.
The proof of Proposition 2.37 is an exercise in chasing signs, and we leave
it to the interested reader. Note that dstr does not depend on the choice
of base points •, ∗ on Λ. Thus the differential d on Aˆcomm is independent
of •, and only depends on ∗ insofar as ∗ keeps track of powers of t in the
SFT differential, cf. group-ring coefficients in Legendrian contact homology
[ENS02].
3. String Interpretation of the LSFT Algebra
It will be useful to have another description of the LSFT algebra, closer
to the standard SFT formalism and string topology. This allows us to prove
the “d2 = 0 result”, Theorem 2.25.
3.1. Broken closed strings and the SFT bracket. Generators of the
LSFT algebra of a Legendrian knot Λ are more conveniently seen as strings
on Λ. From the holomorphic perspective, these are the boundaries of holo-
morphic disks with boundary on Λ × R. It will be fruitful, however, to
consider all possible strings, not just those that arise as the boundary of a
disk.
Definition 3.1. Let Λ ∈ R3 be a Legendrian knot with Reeb chordsR1, . . . , Rn,
and let R±i ∈ Λ denote the endpoints of Reeb chord Ri. For fixed k ≥ 0,
choose k distinct points τ1, . . . , τk on an oriented circle S
1 so that they ap-
pear sequentially in order; we refer to these points as punctures of S1, and
the punctures divide S1 into k intervals, which we denote [τ1, τ2], [τ2, τ3], . . . , [τk, τ1].
A broken closed string of length k is a piecewise continuous map γ : S1 → Λ
such that:
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(1) γ|[τj ,τj+1] is continuous for each j;
(2) for each j = 1, . . . , k, either limτ→τ±j
γ(τ) = R±ij or limτ→τ±j
γ(τ) =
R∓ij for some ij .
We consider broken closed strings up to orientation-preserving reparametriza-
tion of the domain S1.
If we are given a point • ∈ Λ distinct from any of the R±i , then choose a
point τ0 ∈ (τk, τ1) ⊂ S
1; a based broken closed string of length k is a broken
closed string γ of length k such that γ(τ0) = •.
Given distinct points ∗, • ∈ Λ, we obtain a map w between based broken
closed strings and words in Aˆ. If γ is a based broken closed string of length
k, then define the word associated to γ to be
w(γ) = ta0s1t
a1s2 · · · skt
ak
where taj is the number of times γ|[τj ,τj+1] passes through ∗, counted with
sign according to the orientation of Λ, and
sj =


pij if limτ→τ±j
γ(τ) = R±ij
qij if limτ→τ±j
γ(τ) = R∓ij .
Note that the correspondence between based broken closed strings and words
in Aˆ is bijective if we mod out the strings by homotopy.
Similarly, we can define a map, which we also denote by w, between broken
closed strings and words in Aˆcyc. Note that this map does not depend on
the choice of •, as changing • corresponds to conjugation by some power of
t.
If γ, γ′ are broken closed strings of length k, k′ respectively, and a puncture
from each is mapped to (the endpoints of) the same Reeb chord but in
opposite directions, then we can glue γ, γ′ at this puncture to obtain another
broken closed string of length k + k′ − 2. More precisely, suppose that the
S1 domain of γ has punctures τ1, . . . , τk, the S
1 domain of γ′ has punctures
τ ′1, . . . , τ
′
k′ , and there are j and j
′ such that
lim
τ→τ±j
γ(τ) = lim
τ→τ∓
j′
γ′(τ);
then we can define a broken closed string γ ∗ γ′ on S1 with sequential punc-
tures τj+1, . . . , τk, τ1, . . . , τj−1, τ
′
j′+1, . . . , τ
′
k′ , τ
′
1, . . . , τ
′
j′−1 by
(γ ∗ γ′)|[τi,τi+1] = γ|[τi,τi+1]
for all i = 1, . . . , k with i 6= j,
(γ ∗ γ′)|[τ ′i ,τ ′i+1] = γ
′|[τ ′i ,τ ′i+1]
RATIONAL SYMPLECTIC FIELD THEORY FOR LEGENDRIAN KNOTS 25
τ2 τ
′
3
τ
′
1
τ
′
1τ2
τ
′
2
γ
′
τ2
τ
′
3
τ
′
1
τ
′
2
τ2
τ
′
1
τ
′
3
τ1
γ
γ ∗ γ′
γ ∗ γ′
τ1
γ
′
τ3
τ
′
3
τ1
τ1
τ3
γ
Figure 3.1. Gluing broken closed strings γ, γ′ at punctures
τ3, τ
′
2 to produce a new broken closed string γ ∗ γ
′. The top
illustrates the picture in the domain; the bottom illustrates
the image of γ, γ′, γ ∗ γ′ in the xy projection πxy(Λ). The
heavy bar indicates the glued corners.
for all i = 1, . . . , k′ with i 6= j′,
(γ ∗ γ′)|[τj−1,τ ′j′+1]
= γ|[τj−1,τj ] ∪ γ
′|[τ ′
j′
,τ ′
j′+1
],
(γ ∗ γ′)|[τ ′
j′−1
,τj+1] = γ
′|[τ ′
j′−1
,τ ′
j′
] ∪ γ|[τj ,τj+1].
See Figure 3.1 for an illustration.
Using the gluing operation, we can define the SFT bracket of two broken
closed strings to be the sum of all possible gluings of the broken closed
strings. This gives an operation {·, ·} : Aˆcyc⊗Aˆcyc → Aˆcyc (at least mod 2).
In the same way, we can define the SFT bracket of a broken closed string
and a based broken closed string to be the sum of all based broken closed
strings obtained by gluing; this gives a mod 2 map {·, ·} : Aˆcyc ⊗ Aˆ → Aˆ.
We refer to either operation as the SFT bracket. See Figure 3.2.
We can define the SFT bracket in a more precise algebraic manner, with
the added benefit of lifting to Z, as follows. First, given a word w ∈ A
ending in a p or q, define a contraction map ιw : A → A as follows. Write
w = w′pi or w = w
′qi for some word w
′, and set
ιw′pi(s) =
{
δijw
′ if x = qj
0 if x = pj or x = t
±1
and
ιw′qi(x) =
{
−δijw
′ if x = pj
0 if x = qj or x = t
±1,
where δij is the Kronecker delta function; extend ιw to a map A → A by
linearity and the following modified Leibniz rule:
ιw(xy) = (ιwx)y + (−1)
(|w|+1)|x|x(ιwy).
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y
s
s
∗
s
x
x
y
{x, y}
s
∗
{x, y}
Figure 3.2. Gluing x ∈ Aˆcyc to y ∈ Aˆ to get {x, y} ∈ Aˆ
(top); gluing x ∈ Aˆcyc to y ∈ Aˆcyc to get {x, y} ∈ Aˆcyc
(bottom). The notches represent corners (punctures), and
the dots represent the base point •.
The unusual sign ensures that ιw descends to a map A
cyc → Acyc.
Before extending contraction to cyclic words and defining the SFT bracket,
we introduce notation for the set of all words that project to a particular
cyclic word.
Definition 3.2. Let w be a word inA. The length l(w) of w is the number of
q’s and p’s in w. The cyclic word set C(w) of w is the l(w)-element multiset in
Aˆ of words equal to w in Aˆcyc. More precisely, if w = ta0s1t
a1s2 · · · sl(w)t
al(w) ,
where each si is a q or p, then
C(w) =
{
ta0+al(w)s1t
a1s2 · · · sl(w),
(−1)|s1|(|w|−|s1|)ta1s2 · · · sl(w)t
a0+al(w)s1, . . . ,
(−1)|sl(w)|(|w|−|sl(w)|)tal(w)−1sl(w)t
a0+al(w)s1 · · · sl(w)−1
}
.
Note that if w,w′ represent the same element in Aˆcyc, then C(w) = C(w′).
Now if w is a word in A and [w] is the image of w in Acyc, then we define
a contraction map ι[w] : Aˆ → Aˆ by
ι[w](x) =
∑
y∈C(w)
ιy(x).
Here we use the convention that ι−w(x) = −ιw(x) if w is a word in A. The
contraction map extends by linearity to a map ι·(·) : Aˆ
cyc ⊗ Aˆ → Aˆ.
Definition 3.3. The SFT bracket {·, ·} : Aˆcyc ⊗ Aˆ → Aˆ is defined by
{x, y} = ιx(y). This descends to a map Aˆ
cyc ⊗ Aˆcyc → Aˆcyc, which we
also denote by {·, ·}.
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For reference, the full sign rule, which can be deduced from the definition
of ι, is as follows: the s and s∗ entries in two words w1sw2, w3s
∗w4 pair
together to give
(3) {w1sw2, w3s
∗w4} = (−1)
|w2||w1s|+(|w1sw2|+1)|w3|{s, s∗}w3w2w1w4 + · · · .
Proposition 3.4 (Properties of the SFT bracket). (1) Let x, y ∈ Aˆcyc.
Then
{y, x} = (−1)|x||y|+|x|+|y|{x, y}.
(2) Let x ∈ Aˆcyc and y, z ∈ Aˆ. Then
{x, yz} = {x, y}z + (−1)(|x|+1)|y|y{x, z}.
(3) Let x, y ∈ Aˆcyc and z ∈ Aˆ. Then we have the following version of
the Jacobi identity:
{x, {y, z}} + (−1)|x||y|+|x|+|y|{y, {x, z}} = {{x, y}, z}.
Proof. We first establish the proposition mod 2. Note that (1) is clear, while
(2) can be pictorially represented:
{x, yz} =
x
yz
=
x
y z
+
y z
x
= {x, y}z + y{x, z}.
For (3), we have
{x, {y, z}} =
x y
z
+
y x
z
+
z
x y
{y, {x, z}} =
x y
z
+
y x
z
+
z
x y
{{x, y}, z} =
z
x y
+
z
x y
.
Checking the signs is now a routine exercise using equation (3). 
3.2. The δ map. Having defined the SFT bracket, we now define another
operation on strings, the δ map. This is essentially a string cobracket op-
eration in the language of string topology. First we need to take a slightly
closer look at broken closed strings.
Definition 3.5. A generic broken closed string is a broken closed string
γ : (S1; τ1, . . . , τk) → Λ such that whenever γ
′(τ) = 0, γ(τ) 6∈ R, where we
recall that R is the set of Reeb chord endpoints; in particular, γ′(τi
±) 6= 0,
where γ′(τ±i ) = limτ→τ±i
γ′(τ).
A generic broken closed string has holomorphic corners if for each i,
(γ′(τ−i ), γ(τ
+
i ) − γ(τ
−
i ), γ
′(τ+i )) is a positively oriented frame in R
3. This
condition is most easily interpreted in the xy projection: the image of γ in
πxy(Λ) near each τi makes a left turn at the corner.
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Figure 3.3. From left to right: a holomorphic corner of
a broken closed string; a non-holomorphic corner; and two
broken closed strings with holomorphic corners homotopic
to the one with the non-holomorphic corner.
*
p2
p1
Figure 3.4. A generic broken closed string γ with holo-
morphic corners. The word associated to γ is p2tp1.
See Figure 3.3 for an illustration of holomorphic corners and Figure 3.4
for an example of a generic broken closed string with holomorphic corners.
It is easy to see that any broken closed string is homotopic to a generic
broken closed string with holomorphic corners.
Now suppose that γ : (S1; τ1, . . . , τk)→ Λ is a generic broken closed string
of length k, and suppose τ ∈ (τi, τi+1) satisfies γ(τ) = R
±
j for some j and
some choice of ±; in this case, we say that τ is interior Reeb for γ. We can
then define a broken closed string δ(γ; τ) of length k + 2 to have sequential
punctures τ1, . . . , τi, τ
(1), τ (2), τi+1, . . . , τk, and
δ(γ; τ)|[τi ,τ (1)] = γ|[τi,t]
δ(γ; τ)|[τ (1) ,τ (2)] = constant path at R
∓
j
δ(γ; τ)|[τ (2) ,τi+1] = γ|[τ,τi+1]
δ(γ; τ)|[τj ,τj+1] = γ|[τj ,τj+1] for j 6= i.
Note that δ(γ; τ) is not generic, but it can be perturbed to become generic;
furthermore, if we stipulate that the perturbed broken closed string has
holomorphic corners on the domain interval (τi, τi+1), then the perturba-
tion is unique up to homotopy through generic broken closed strings with
holomorphic corners.
If γ is a generic based broken closed curve and τ is interior Reeb for γ,
we can similarly define a based broken closed curve δ(γ; τ).
We can now define a map δ : A → A. In fact, δ is just a string reformu-
lation of dstr from Section 2.3; see Proposition 3.9 below.
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* * *
p2
p1
p2
p1
p2
p1 p1
q1
p3
q3
p3
q3
Figure 3.5. The three terms in δ(p2tp1) for the broken
closed string γ = γ(p2tp1) from Figure 3.4. Each new broken
closed string has been perturbed to have holomorphic cor-
ners.
Definition 3.6. Let w be a word in A; we have w = w(γ) for some generic
based broken closed string with holomorphic corners. Define δ(w) ∈ A by
δ(w) =
∑
τ interior Reeb for γ
ǫ(γ; τ)w(δ(γ; τ)),
with ǫ(γ; τ) a sign to be defined in the next paragraph. Extend δ to A by
linearity.
We define ǫ(γ; τ) ∈ {±1} as follows. Suppose that w(γ), with powers of
t omitted, is of the form s1 · · · sk, where sj corresponds to γ(τj), and that
τi < τ < τi+1. Let ǫ1 = ±1 according to whether γ(τ) = R
±1
j , and let
ǫ2 = ±1 according to whether the orientation of γ in a neighborhood of τ
agrees or disagrees with the orientation of Λ. Finally, define
ǫ(γ; τ) = (−1)|s1···si|ǫ1ǫ2.
See Figure 3.5 for an illustration of Definition 3.6. In short, if w =
s1 · · · sk, then δ(w) is a sum of terms of the form
ǫ2(−1)
|s1···si|s1 · · · si(pq)si+1 · · · sk and −ǫ2(−1)
|s1···si|s1 · · · si(qp)si+1 · · · sk,
where ǫ2 measures the orientation of the broken closed string for w at the
point where pq or qp is attached.
Example. Consider the broken closed string from Figure 3.4, corresponding
to the word p2tp1. From Figure 3.5, we see that δ(p2tp1) has three terms
corresponding to (p3q3)p2tp1, p2(q3p3)tp1, and p2tp1(q1p1). In fact, we have
δ(p2tp1) = −p3q3p2tp1 + p2q3p3tp1 − p2tp1q1p1.
We verify the sign of the third term as an example. There are three −1’s
contributing to this sign, one from (−1)|p2tp1|, one from the fact that q1
precedes p1 in the parenthesis, and one from the fact that at the point
where q1p1 is added, the broken closed string is oriented opposite to the
orientation of the knot from Figure 2.3.
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We remark that it can be readily checked that δ(p2tp1) agrees with dstr(p2tp1),
calculated from the values for dstr(p1), dstr(p2), dstr(t) given in Section 2.3;
see Proposition 3.9 below.
We now prove some fundamental algebraic properties of δ.
Definition 3.7. Define a Z-linear map • : Aˆcyc → Aˆ as follows. Any word w
in A corresponds to a based broken closed string γw : (S
1, τ0, τ1, . . . , τk) →
Λ, and γw can be chosen so that whenever γw(τ) = •, γ
′
w(τ) 6= 0. Then
γw passes through • some number of times n(γw) ∈ Z, counted with sign
according to the orientation of the knot. (More precisely, since γw begins
and ends at •, one should “close up” γw and view it as a homotopy class of
unbased broken closed strings when calculating n(γw).) Now define • : A→
A by
•(w) = (−1)|w|n(γw)w
and • : Aˆcyc → Aˆ by •([w]) =
∑
w′∈C(w) •(w
′).
Proposition 3.8 (Properties of δ). (1) δ gives a well-defined map from
A to A and induces a well-defined map from Acyc to Acyc, as well
as from Aˆ to Aˆ and from Aˆcyc to Aˆcyc.
(2) If x, y ∈ A, then δ(xy) = (δx)y + (−1)|x|x(δy).
(3) If x ∈ A, then δ2(x) = 0.
(4) If x, y ∈ Acyc, then
δ{x, y} = {δx, y} − (−1)|x|{x, δy}.
(5) If x ∈ Acyc and y ∈ A, then
δ{x, y} = {δx, y} − (−1)|x|{x, δy} + [•(x), y].
Proof. For (1), note that any two generic based broken closed strings with
holomorphic corners that represent the same word in A can be related by
a set of local moves, depicted in Figure 3.6. It is easy to check that δ is
unchanged by each of these moves, and (1) follows. Items (2) and (3) are
both clear mod 2, and are readily seen to hold over Z by the definition of
the signs ǫ(γ; τ).
It remains to prove (4) and (5). Assume x is a cyclic word (x ∈ Acyc) and
y is either a cyclic word or a word (y ∈ Acyc or y ∈ A), and define
f(x, y) = δ{x, y} − {δx, y} + (−1)|x|{x, δy}.
Most terms in δ{x, y} have an obvious corresponding term (with the same
sign) in one of {δx, y} or (−1)|x|+1{x, δy}, and conversely. The exceptions
are terms where the δ operation interacts with the bracket:
• every term in {x, y} arises from gluing a corner s in x to s∗ in y;
the resulting broken closed string has a segment that passes over the
s, s∗ crossing, where δ can be applied;
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• every term in δx includes two consecutive corners not appearing in
x, and either can be glued to y;
• every term in δy includes two consecutive corners not appearing in
y, and either can be glued to x.
These “exceptional terms” in f(x, y) can be depicted as in Figure 3.7,
where in each schematic picture x and y are oriented counterclockwise. Note
that in each case, a quadrant of x or δx is glued to a quadrant of y or δy.
Figure 3.7 only shows the terms where the x quadrant lies counterclock-
wise from the y quadrant. There is an analogous set of exceptional terms
where the x quadrant lies clockwise from the y quadrant. Furthermore,
there is a one-to-one correspondence between “counterclockwise” terms and
“clockwise” terms; see Figure 3.8. In Aˆcyc, the terms under the one-to-one
correspondence cancel pairwise in f(x, y), and (4) follows (up to sign, which
will be more carefully considered below).
For (5), the same cancellation holds, but we need to examine the posi-
tion of the base point on the based broken closed string y. If x and y do
not overlap (share a segment), then •(x) = f(x, y) = 0 since none of the
exceptional terms exist.
Otherwise, assume for simplicity that x and y share exactly one segment,
and in particular x passes through the base point exactly once; the argument
is similar in the general case. It follows that there are exactly two exceptional
terms contributing to f(x, y), and they are paired under the correspondence
of Figure 3.8. (The configuration of x and y determines which particular
pair from Figure 3.8 appears.)
First work mod 2. If the base point does not lie on the shared segment
between x and y, then •(x) = f(x, y) = 0 since the two exceptional terms
cancel in A. If the base point lies on the shared segment, then one excep-
tional term contributes (•(x))(y) and the other (y)(•(x)), because the base
point is positioned differently on the glued broken closed string depending
Figure 3.6. Local moves in the xy projection relating two
broken closed strings that give the same word in A. The
broken closed strings are drawn thickly and the underlying
xy projection of Λ is drawn thinly.
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δx y
y
δx y
{δx, y}
{δx, y}
{δx, y}δx
δy
x
x
x
δy
δy {x, δy}
{x, δy}
{x, δy}
x
x
{x, y} δ{x, y}y
{x, y}
y
δ{x, y}
δ{x, y}
{x, y}
yx
Figure 3.7. Exceptional terms in f(x, y). The corners
glued under the SFT bracket are indicated by a heavy bar.
This figure only shows terms where the x corner lies coun-
terclockwise from the y corner at the gluing; there is a corre-
sponding set of terms where the x corner lies clockwise from
the y corner, obtained by reflecting each of the pictures.
on which gluing is used. See Figure 3.9. This completes the proof of (5)
mod 2.
To establish (5) over Z, we just need to check signs for each of the nine
pairs depicted in Figure 3.8. This is completely straightforward but some-
what tedious; we do one sample sign calculation and leave the rest to the
interested reader. Suppose x, y are as depicted in Figure 3.9. Label the
corners of x, y as shown in Figure 3.10. There are words w1, w2 such that
x = [w1s
∗], the image in Acyc of w1s
∗, and y = sw2s
′. Also let ǫ2, ǫ
′
2 be the
signs depicted in Figure 3.10.
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x y δx y
δx y
δx
y
x
y δy
x
x
δy
y
δx
x
δy
y
δx
x δy
x δy
δyx x y
x
yδx y
yx yx
Figure 3.8. Pairing the exceptional terms in f(x, y). Bars
indicate glued corners.
(y)(•(x))(•(x))(y)
yδxx y
Figure 3.9. Two exceptional terms in f(x, y) for y ∈ A.
s
′
ǫ
′
2
x
y
ǫ2
ss
∗
Figure 3.10. Labeling corners and orientations for x, y.
The relevant term in {x, y} is {s∗, s}w1w2s
′, where as usual {s∗, s} is +1
if s is a q, −1 if s is a p. It follows that the relevant term in δ{x, y} is(
(−1)|w1|ǫ2
)
w1s
∗sw2s
′ =
(
(−1)|x|ǫ′2
)
xy = (•(x))y,
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* *q2
γ
−
q2
γ
+
q2
γ˜
−
p2
γ
+
p2
p2
Figure 3.11. Based broken closed strings γq2 = γ
−
q2 ∪ γ
+
q2
(left) and γp2 = γ˜
−
p2 ∪ γ
+
p2 (right) for the knot Λ0.
where the first equality follows from the fact that ǫ2 = (−1)
|s∗|ǫ′2. On the
other hand, the relevant term in δx is
(
(−1)|x|{s′∗, s′}ǫ′2
)
w1s
∗s′∗s′, which is
equal in Acyc to
(
(−1)|x|+|x||s
′|{s′∗, s′}ǫ′2
)
s′w1s
∗s′∗; thus the relevant term
in {δx, y} is(
(−1)|x|+|x||s
′|+|x||sw2|ǫ′2
)
sw2s
′w1s
∗ = (−1)|x||y|y(•(x)).
Combining the terms in δ{x, y} and −{δx, y} contributes [•(x), y] to f(x, y),
as desired. 
The string differential dstr from Section 2.3 was defined to satisfy the
following result.
Proposition 3.9. On Aˆ, we have dstr = δ.
Proof. Since δ is a derivation by Proposition 3.8(2), it suffices to show that
dstr(s) = δ(s) when s is a generator of A.
If s is a p or q, we can use the paths γ±s from Section 2.3 to define a based
broken closed string γs with holomorphic corners such that w(γs) = s. More
precisely, if s has holomorphic capping paths, then define γs = γ
−
s ∪ γ
+
s ; if s
has antiholomorphic capping paths, then define γs to be a perturbation of
γ−s ∪ γ
+
s to have a holomorphic corner at s (explicitly, let γ
−
s run past the
crossing and return, and then join γ+s to it). See Figure 3.11. If s = t
±1,
define paths γt to run along Λ once, and γt−1 to run along Λ once with the
reverse orientation.
In all cases, it is now trivial to check, using γs, that δ(s) from Definition 3.6
agrees with dstr(s) from Definition 2.24. 
3.3. The Hamiltonian and the LSFT algebra. Having introduced the
SFT bracket and the δ map, we are now in a position to redefine the LSFT
algebra (Aˆ, d) in terms of strings. First we introduce the Hamiltonian h ∈
Aˆcyc counting rigid holomorphic disks with boundary on Λ× R.
Let f be an immersed disk in R2 with boundary on πxy(Λ) and convex cor-
ners. More precisely, in the language of Definition 2.18, f ∈ ∆(s1, . . . , sk) for
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some s1, . . . , sk; recall that f is equally well an element of ∆(s2, . . . , sk, s1)
and other cyclic permutations as well. The boundary of f is a broken closed
string in Λ with corresponding word s2 · · · sks1 ∈ A (note that s1 appears
last in this word), and we can also associate a sign ǫ(f ; s1) to f , as defined
in Section 2.3.
Define w˜(f) ∈ Acyc to be the image in Acyc of ǫ(f ; s1)s2 · · · sks1. The key
point is the following.
Lemma 3.10. The element w˜(f) of Acyc depends only on the disk f and
not on which puncture is labeled s1; that is, w˜(f) is independent of whether
f is viewed as an element of ∆(s1, . . . , sk), ∆(s2, . . . , sk, s1), or any other
cyclic permutation.
Proof. This is clear mod 2. To check signs, suppose f ∈ ∆(s1, . . . , sk) =
∆(s2, . . . , sk, s1). If we view f as an element of ∆(s1, . . . , sk), then w˜(f) =
ǫ(f ; s1)s2 · · · sks1, while if we view f as an element of ∆(s2, . . . , sk, s1), then
w˜(f) = ǫ(f ; s2)s3 · · · sks1s2. But we have ǫ(f ; s1)ǫ(f ; s2) = ǫ
′(f ; s1)ǫ
′(f ; s2) =
(−1)|s2|, where ǫ′(f ; s1), ǫ
′(f ; s2) are the signs shown in Figure 2.5 and the
second equality follows from Lemma 2.17. Since |f | = −2 by Lemma 2.23
(cf. Lemma 3.12 below),
ǫ(f ; s1)s2 · · · sks1 = ǫ(f ; s1)(−1)
|s2|s3 · · · sks1s2 = ǫ(f ; s2)s3 · · · sks1s2
in Acyc, and the lemma follows. 
Definition 3.11. The Hamiltonian h ∈ Aˆcyc is the sum of w˜(f) over all
immersed disks f in some ∆(s1, . . . , sk) for all possible k ≥ 1 and all pos-
sible s1, . . . , sk. (Here we mod out by cyclic permutations and count each
immersed disk once; that is, we count f ∈ ∆(s1, . . . , sk) once and not k
times.)
It is entirely possible that h is an infinite sum; see Figure 3.12 for an
example. We do however have the following result.
Lemma 3.12. The Hamiltonian h has degree −2 and is an element of
F1Aˆcyc.
Proof. The fact that h has degree −2 can be proved in the same way as
Lemma 2.23. To show that h ∈ F1Aˆcyc, we claim that all terms in h contain
at least one p, and that only finitely many terms contain at most k p’s for
any k. The first part is evident from Lemma 2.22. For the second part,
Lemma 2.22 implies that there are only finitely many nonempty moduli
spaces of disks ∆(s1, . . . , sl) for which k of the si’s are p’s. But for fixed l
and s1, . . . , sl, the set ∆(s1, . . . , sl) is finite by a standard argument given
in [Che02]. 
We now have the following result.
Proposition 3.13 (Quantum master equation). δh+ 12{h, h} = 0.
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Figure 3.12. The xy projection of a Legendrian knot for
which h is infinite. One immersed disk is indicated in the dia-
gram on the left (the darker-shaded region is covered twice),
and heuristically redrawn as the diagram on the top right
(pulled apart from itself for clarity). This can be extended
by wrapping more times around the bottom section of the
projection, to produce an infinite family of contributions to
h, the next of which is drawn on the bottom right. This knot
is isotopic through restricted Reidemeister II moves to the
standard Legendrian unknot.
Remark 3.14. Despite the presence of 12 in the statement of Proposition 3.13,
the result can be interpreted over Z or even Z/2. To do this, rewrite {x, y}
as a difference of two terms, (x→ y)− (y → x), where (x→ y) counts terms
in {x, y} where a p in x is glued to the corresponding q in y and similarly
for (y → x). Then we can write (h→ h) instead of 12{h, h}.
Proof of Proposition 3.13. We wish to show that δh = −(h → h) in the
notation of Remark 3.14. First argue mod 2. As in the standard proof of
(h → h) (h → h)
h
h
h
h
(h → h)
hh h
δh
Figure 3.13. Paired contributions to δh + (h → h). Top
row: an obtuse disk contributes to two canceling terms in
(h → h). Bottom row: an immersed disk contributes to
terms in (h→ h) and δh, which also cancel.
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s′∗
s
f3
f4
s′′∗
s′′
s′
s
f2
f1
ǫ′′2ǫ′2
Figure 3.14. A closer look at obtuse disks.
d2 = 0 in Chekanov [Che02], most of the terms in (h → h) cancel pairwise.
Terms in (h→ h) correspond to gluing two immersed disks at a corner; near
this corner, the two disks overlap on an edge. If the overlapping edges are not
identical, then the result is an “obtuse disk” with one concave corner, and
this obtuse disk appears twice in (h→ h). See the top line of Figure 3.13. If
the overlapping edges are identical, then the glued disk is also an immersed
disk, and the contribution of the glued disk to (h → h) is canceled by the
contribution of the immersed disk to δh. See the bottom line of Figure 3.13.
As usual, to complete the proof, we need to compute signs. We claim that
the two obtuse disks (the top row of Figure 3.13) give canceling contributions
to (h→ h); a similar calculation shows that the bottom row of Figure 3.13
gives canceling contributions to (h → h) + δh. Consider the four disks
f1, f2, f3, f4 shown in Figure 3.14. The contribution of, e.g., f1, f2 to (h →
h) is either {w˜(f1), w˜(f2)} or {w˜(f2), w˜(f1)} depending on which of f1, f2
contains the p and which the q, but these two quantities are equal since h has
degree −2. It thus suffices to show that the contributions of {w˜(f1), w˜(f2)}
and {w˜(f3), w˜(f4)} to {h, h} have opposite sign.
We have
w˜(f1) =
(
ǫs(f1)ǫs′(f1)ǫw1(f1)ǫ
′
2
)
sw1s
′
where w1 is some word, ǫs(f1), ǫs′(f1) are the orientation signs for corners
s, s′ in f1, ǫw1(f1) is the product of orientation signs over all other corners
of f1 (i.e., the corners corresponding to w1), and ǫ
′
2 is the sign depicted in
Figure 3.14 (as usual, relative to the knot orientation). Similarly, we have
w˜(f2) =
(
−ǫs′∗(f2)ǫw2(f2)ǫ
′
2
)
s′∗w2
w˜(f3) =
(
ǫs′′(f3)ǫw3(f3)ǫ
′′
2
)
w3s
′′
w˜(f4) = (−ǫs′′∗(f4)ǫs(f4)ǫw4(f4)) s
′′∗w4s.
Gluing s′ in f1 to s
′∗ in f2 yields a contribution of(
−ǫs(f1)ǫs′(f1)ǫs′∗(f2)ǫw1(f1)ǫw2(f2){s
′, s′∗}
)
sw1w2 = (−ǫs(f1)ǫw1(f1)ǫw2(f2)) sw1w2
to {w˜(f1), w˜(f2)} by Lemma 2.20; similarly, gluing s
′′ in f3 to s
′′∗ in f4
yields a contribution of (−ǫs(f4)ǫw3(f3)ǫw4(f4))w3w4s to {w˜(f3), w˜(f4)}.
But w1w2 = w3w4 and hence sw1w2 = w3w4s inA
cyc, while ǫw1(f1)ǫw2(f2) =
ǫw3(f3)ǫw4(f4) and hence
(−ǫs(f1)ǫw1(f1)ǫw2(f2)) = − (−ǫs(f4)ǫw3(f3)ǫw4(f4))
38 LENHARD NG
since ǫs(f1) = −ǫs(f4) by Lemma 2.20. This shows that the obtuse disks
give canceling contributions to (h→ h), as desired. 
The following result, the string version of the “d2 = 0 result” Theo-
rem 2.25, implies Theorem 2.25.
Proposition 3.15. Define d : Aˆ → Aˆ by
d(x) = {h, x} + δx.
Then {h, x}, δx, and d(x) coincide with dSFT(x), dstr(x), and d(x) as defined
in Section 2.3, and (Aˆ, d) is an LSFT algebra with Fd = •(h).
Proof. We have already seen in Proposition 3.9 that δ = dstr. The fact that
{h, ·} = dSFT follows from a direct inspection of the definitions of h, dSFT,
and the SFT bracket.
It remains to show that d2x = [•(h), x]. But Proposition 3.4 implies that
{h, {h, x}} = {12{h, h}, x}, whence by Propositions 3.8 and 3.13,
d2x = {h, {h, x}} + {h, δx} + δ{h, x} + δ2x
= −{δh, x} + {h, δx} + δ{h, x}
= [•(h), x],
as desired. 
4. Proof of Invariance
This section is devoted to the proof of the invariance result, Theorem 2.28.
The LSFT algebra structure is associated to a Legendrian knot Λ with two
marked points ∗, •. Any two Legendrian-isotopic knots with marked points
can be related by a sequence of four basic moves: keeping the knot fixed and
sliding ∗ along it; keeping the knot fixed and sliding • along it; changing the
knot by a Reidemeister II move, while keeping ∗, • fixed and away from the
move; and changing the knot by a Reidemeister III move, while keeping ∗, •
fixed and away from the move.
* *
s0
s∗0
s∗0 s0
s∗0 s0
s∗0
s0
Figure 4.1. Changing the marked point ∗ by moving it
through a crossing of πxy(Λ), in the direction of the orienta-
tion of Λ. There is an analogous diagram moving the marked
point • through the crossing.
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Λ′Λ
s2
s2
s3
s3
s1
s1 ǫ1
ǫ△
Figure 4.2. Reidemeister III move. The right-hand dia-
gram defines signs ǫ△, ǫ1: ǫ△ is the product of the orienta-
tion signs of the three marked corners, while ǫ1 is the depicted
orientation relative to the orientation of Λ.
Changing the marked points changes the LSFT algebra in a fairly trivial
way. One can readily check from the definitions that moving ∗ across a
crossing of πxy(Λ) labeled by s0, s
∗
0, as shown in Figure 4.1, has the effect of
replacing s0 by t
−1s0 and s
∗
0 by s
∗
0t, and thus corresponds to a basis change.
On the other hand, moving • in the same way does not change dSFT but
does change dstr by
d′str(s) = dstr(s)− {s0, s
∗
0}[s0s
∗
0, s]
for all generators s; this corresponds to a gauge change with z = −{s0, s
∗
0}s0s
∗
0,
in the notation of Definition 2.11.
The remaining moves, Reidemeister III and Reidemeister II, are addressed
in Sections 4.1 and 4.2, respectively. These are essentially extensions of the
invariance arguments for the contact-homology differential graded algebra
from [Che02].
4.1. Reidemeister III. Here we assume that Λ and Λ′ are related by a
Reidemeister III move, as shown in Figure 4.2. We may also assume with-
out loss of generality that the points ∗, • are not involved in the move and
lie outside of the local pictures. Let (Aˆ, d) and (Aˆ, d′) be the LSFT algebras
associated to Λ and Λ′, respectively. Note that we have identified the un-
derlying tensor algebras by labeling the three relevant crossings as shown;
all other crossings are labeled identically for the two pictures. Figure 4.2
also defines two signs ǫ△, ǫ1.
Let φ be the basis change defined as follows:
s1 7→ s1 + ǫ{s
∗
1, s1}s
∗
3s
∗
2
s2 7→ s2 + ǫ{s
∗
2, s2}s
∗
1s
∗
3
s3 7→ s3 + ǫ{s
∗
3, s3}s
∗
2s
∗
1
t±1 7→ t±1
s 7→ s for s 6= s1, s2, s3,
where ǫ = {s∗1, s1}{s
∗
2, s2}{s
∗
3, s3}ǫ△. Note that φ preserves the filtration on
Aˆ. Indeed, the only way this would not hold would be if s1, s2, s3 were all
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p’s, in which case the move depicted in Figure 4.2 would not be a topological
isotopy.
Lemma 4.1. If x ∈ Acyc and y ∈ A, then
(4) φ({x, y}) = {φ(x), φ(y)}.
We remark that Lemma 4.1 does not hold if φ is an arbitrary basis change.
Proof of Lemma 4.1. By Proposition 3.4(2), it suffices to establish (4) for
y = s, where s is any p or q. If s 6= s1, s2, s3, then (4) holds because s does
not interact with any of the quadratic terms in φ. It remains to prove (4)
for y = s1, s2, s3. We may assume without loss of generality that y = s1 and
further that x is (the cyclic quotient of) a word in A.
Contributions to {x, y} come from appearances of s∗1 in x: if x = w1s
∗
1w2,
then {x, y} contains the term ±w2w1, and φ({x, y}) contains the term
±φ(w2)φ(w1). On the other hand, contributions to {φ(x), φ(y)} = {φ(x), s1+
ǫ{s∗1, s1}s
∗
3s
∗
2} come from appearances of any of s
∗
1, s2, s3 in x. The appear-
ances of s∗1 give a contribution to {φ(x), φ(y)} exactly equal to the corre-
sponding contribution to φ{x, y}. Any appearance of s2 gives two canceling
contributions to {φ(x), φ(y)}: if x = w1s2w2, then φ(x) = φ(w1)s2φ(w2) +
ǫ{s∗2, s2}φ(w1)s
∗
1s
∗
3φ(w2), and the contribution to {φ(x), s1 + ǫ{s
∗
1, s1}s
∗
3s
∗
2}
is
(−1)|w1s2||w2|
(
ǫ{s∗1, s1}{s2, s
∗
2}(−1)
(|w1s2w2|+1)|s∗3|
+ǫ{s∗2, s2}{s
∗
1, s1}(−1)
|s∗3||w2w1s
∗
1|
)
s∗3φ(w2)φ(w1) = 0,
where the cancellation occurs since |s2| = |s
∗
3s
∗
1|. Any appearance of s3 in x
similarly gives two canceling contributions to {φ(x), φ(y)}. It follows that
(4) holds for y = s1, as desired. 
Lemma 4.2. If γ is a path in Λ whose endpoints do not coincide with any
of the endpoints of s1, s2, s3, then φ(δ(γ)) = δ(γ).
Proof. The hypothesis of the lemma implies that s1, s2, s3 only appear in
δ(γ) in pairs, namely {s1, s
∗
1}s
∗
1s1+ {s2, s
∗
2}s2s
∗
2 and its two cyclic permuta-
tions (where we cyclically permute the indices 1, 2, 3). But φ preserves each
of these sums. 
Lemma 4.3. If s is a generator of Aˆ not equal to s1, s2, s3, s
∗
1, s
∗
2, s
∗
3, then
δ′(s) = δ(s). Also,
δ′(s1) = δ(s1)− (ǫ1(−1)
|s1|{s2, s
∗
2})s1s2s
∗
2 − (ǫ1(−1)
|s1|{s∗3, s3})s
∗
3s3s1
δ′(s∗1) = δ(s
∗
1) + (ǫ1{s2, s
∗
2})s2s
∗
2s
∗
1 − (ǫ1{s
∗
3, s3})s
∗
1s
∗
3s3,
with corresponding formulas for δ′(s2), δ
′(s3), δ
′(s∗2), δ
′(s∗3) (permute the in-
dices cyclically).
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s1
s∗2 s
∗
3
s1
h :
s1
s1 s1
s∗2s
∗
3
h′ :
Figure 4.3. Contributions to h and h′ for the Reidemeister
III move.
Proof. The first statement is clear by Lemma 4.2. The rest follows from the
definition of δ, δ′ and an examination of how capping paths change under
the Reidemeister III move. 
For the next lemma, note that the triangle in the Reidemeister III move
contributes the term (ǫ△ǫ1)s2s3s1 to both h and h
′ (for the latter, use
Lemma 2.20).
Lemma 4.4. Write h0 = h− (ǫ△ǫ1)s2s3s1 and h
′
0 = h
′− (ǫ△ǫ1)s2s3s1; then
h′0 = φ(h0).
Proof. This is a standard argument along the lines of Chekanov [Che02]. Let
△,△′ denote the triangles bounded by s1, s2, s3 in πxy(Λ), πxy(Λ
′), respec-
tively. Disks that contribute to h, h′ and contain s1 fall into two categories,
depending on whether they contain △,△′ or not. To a disk in h′ with a
corner at s1 and not containing △
′ (the left picture in the bottom row of
Figure 4.3), there are two corresponding disks in h, one with a corner at s1
and containing △, the other with corners at s∗3 and s
∗
2 (the two left pictures
in the top row). To a disk in h with a corner at s1 and not containing △
(right picture, top row), there are two corresponding disks in h′, one with
a corner at s1 and containing △
′, the other with corners at s∗3 and s
∗
2 (two
right pictures, bottom row). Similar correspondences occur for disks in h, h′
with corners at s2 or s3. That the signs work out follows easily from the
definition of ǫ and Lemma 2.20. 
Proposition 4.5. Under a Reidemeister III move, the LSFT algebra changes
by a change of basis. More precisely, d′ = φ ◦ d ◦ φ−1.
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Proof. It suffices to show that
(5) φd(s) = d′φ(s)
for s any generator of Aˆ.
Case 1: s 6= s1, s2, s3, s
∗
1, s
∗
2, s
∗
3. By Lemma 4.3, φ(δ(s)) = δ(s) = δ
′(s),
while by Lemmas 4.1 and 4.4, φ{h0, s} = {h
′
0, s}. It follows that
φd(s) = φ{h0 + (ǫ△ǫ1)s2s3s1, s}+ φδ(s) = φ{h0, s}+ δ
′(s) = d′φ(s),
and (5) holds.
Case 2: s = s∗1, s
∗
2, s
∗
3. By symmetry, we may assume that s = s
∗
1. Then
φds∗1 = φ{h0, s
∗
1}+ ǫ△ǫ1φ{s2s3s1, s
∗
1}+ φδ(s
∗
1)
= {h′0, s
∗
1}+ ǫ△ǫ1{s1, s
∗
1}(s2 + ǫ{s
∗
2, s2}s
∗
1s
∗
3)(s3 + ǫ{s
∗
3, s3}s
∗
2s
∗
1) + φδ(s
∗
1)
and
d′φs∗1 = d
′s∗1 = {h
′
0, s
∗
1}+ ǫ△ǫ1{s2s3s1, s
∗
1}+ δ
′(s∗1)
= {h′0, s
∗
1}+ ǫ△ǫ1{s1, s
∗
1}s2s3 + δ(s
∗
1) + ǫ1{s2, s
∗
2}s2s
∗
2s
∗
1 − ǫ1{s
∗
3, s3}s
∗
1s
∗
3s3;
thus to establish (5) for s = s∗1, it suffices to show that
φδ(s∗1)− δ(s
∗
1) = ǫ1ǫs
∗
1s
∗
3s
∗
2s
∗
1.
Because of the form of φ, one can disregard all terms in δ(s∗1) except those
of the form s∗1s1s
∗
1, s
∗
1s
∗
3s3, s2s
∗
2s
∗
1. It is straightforward to check that the
total contribution of these terms to φδ(s∗1) − δ(s
∗
1) is precisely ǫ1ǫs
∗
1s
∗
3s
∗
2s
∗
1
for any of the four possible configurations of γs∗1 near s
∗
1.
Case 3: s = s1, s2, s3. We may assume that s = s1. Now
φd(s1) = φ{h, s1}+ φδ(s1) = φ{h0, s1}+ φδ(s1)
and
d′φ(s1) = {h
′
0, φ(s1)}+ ǫ△ǫ1{s2s3s1, s1 + ǫ{s
∗
1, s1}s
∗
3s
∗
2}+ δ
′(s1 + ǫ{s
∗
1, s1}s
∗
3s
∗
2)
= φ{h0, s1}+ δ
′(s1 + ǫ{s
∗
1, s1}s
∗
3s
∗
2)
+ ǫ1{s
∗
2, s2}{s
∗
3, s3}
(
(−1)|s1|{s3, s
∗
3}s1s2s
∗
2 + (−1)
|s2|+|s∗3|{s2, s
∗
2}s
∗
3s3s1
)
= φ{h0, s1}+ δ(s1) + ǫ{s
∗
1, s1}δ
′(s∗3s
∗
2)
by Lemmas 4.1, 4.3, and 4.4; thus to establish (5) for s = s1, it suffices to
show that
(6) φδ(s1)− δ(s1) = ǫ{s
∗
1, s1}δ
′(s∗3s
∗
2).
By Lemma 4.2, (6) simply states that replacing each appearance of s1 in
δ(s1) by s
∗
3s
∗
2 results in δ
′(s∗3s
∗
2). But given a based broken closed string in Λ
with a single holomorphic corner at s1, a small perturbation yields a based
broken closed string in Λ′ whose word is s∗3s
∗
2; the correspondence between
these strings yields (6). 
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4.2. Reidemeister II. Here we assume that Λ and Λ′ are related by a
Reidemeister II move, as shown in Figure 4.4. At some point it will be-
come important that the move is a restricted Reidemeister II move; we will
indicate where we use this fact in the proof.
As in the Reidemeister III case, assume that the points ∗, • are not in-
volved in the move and lie outside of the local pictures. Let (Aˆ, d) and
(Aˆ′, d′) be the LSFT algebras associated to Λ and Λ′, respectively. View
the algebra Aˆ as a stabilization of Aˆ′ by adding four generators pa, qa, pb, qb
corresponding to the two new crossings in Λ. Then we can extend d′ to Aˆ
by setting
d′(qa) = qb
d′(qb) = [Fd′ , qa]
d′(pb) = pa
d′(pa) = [Fd′ , pb].
Note that this makes (Aˆ, d′) an LSFT algebra and a stabilization of (Aˆ′, d′).
We claim that (Aˆ, d) and (Aˆ, d′) are related by a basis change; this will
prove invariance under restricted Reidemeister II.
The bigon in Figure 4.4 contributes the term ǫpaqb to the Hamiltonian
for Λ, where ǫ is the sign depicted in Figure 4.4; this then contributes
−ǫpa, ǫ(−1)
|pa|qb to d(pb), d(qa) respectively. Write
d(pb) = −ǫpa + u
d(qa) = ǫ(−1)
|pa|qb + v
for some u, v ∈ Aˆ. Let φ0 be the algebra map on Aˆ defined by
φ0(qb) = ǫ(−1)
|pa|qb + v
φ0(pa) = −ǫpa + u
φ0(s) = s for s 6= qb, pa.
Lemma 4.6. φ0 is a basis change on Aˆ.
Proof. We have φ0 = φb ◦ φa, where φb is the elementary automorphism
supported at qb that sends qb to ǫ(−1)
|pa|qb + v, and φa is the elementary
Λ′
qbqbpa
Λ
pa
qa pb
qa pb
ǫ
Figure 4.4. Reidemeister II move. The two crossings in
πxy(Λ) are given labels pa, qa, pb, qb in their quadrants, as
shown. A sign ǫ is also shown.
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automorphism supported at pa that sends pa to −ǫpa + φ
−1
b (u). Now by
Lemma 2.22, any term in v either involves a p or only involves t±1 and q’s
of smaller height than qb, and so φb is an elementary automorphism of Aˆ.
Also by Lemma 2.22, any term in u either involves two p’s or only involves
t±1, q’s, and p’s of greater height than pa; it follows that the only terms in
φ−1b (u) not containing at least two p’s do not involve pa, and so φa is an
elementary automorphism as well. 
So far, the argument given here is a straightforward extension of Chekanov’s
proof of Reidemeister-II invariance in [Che02, section 8.4], which then hinges
on the following two points [Che02, Lemma 8.2]:
(1) d′ and φ−10 ◦ d ◦φ0 agree on q generators whose height is at most the
height of qb;
(2) on all q generators, d′ and φ−10 ◦ d ◦φ0 agree modulo terms involving
either qa or qb.
Chekanov uses these two properties to bootstrap φ0 up to an automorphism
that intertwines d′ and d for all q generators.
The proof in the current circumstance is complicated by the fact that (1)
no longer holds, due to the possible presence of p’s in the differentials of any
q generator. Nevertheless, an analogue of (2) still holds and is presented
as Lemma 4.9 below. We will use this, along with a property of the differ-
ential that we call “ordered”-ness (Definition 4.10) that loosely generalizes
property (1), to perform a bootstrapping argument similar to Chekanov’s.
In order to prove the analogue of (2), we need to establish a lemma that
extends the central argument in Chekanov’s proof of (2) [Che02, section 8.5].
Define a graded algebra map ψ : Aˆ → Aˆ by ψ(pa) = ǫu, ψ(qb) = −ǫ(−1)
|pa|v,
ψ(qa) = ψ(pb) = 0, and ψ(s) = s for all other generators of Aˆ.
Lemma 4.7. Let s be a generator of Aˆ besides pa, qa, pb, qb, t
±1, and let ψn
denote the n-th iterate of ψ. In Aˆ, the limit limn→∞ ψ
ndSFT(s) exists and
equals d′SFT(s).
Proof. We first show that the limit exists. We can assume that h(pa) −
h(pb) > 0 is arbitrarily small, since by Lemma 2.22 this is the area of the
bigon determined by pa and qb. By Lemma 2.22 again, this implies that any
term in v or u involving qb must be O(p), while any term in u involving pa
must be O(p2). It follows that for any m, the portion of ψndSFT(s) involving
at most m p’s stabilizes as n→∞, and thus the limit exists.
It remains to show that
(7) lim
n→∞
ψndSFT(s) = d
′
SFT(s).
First assume for simplicity that u, v ∈ Aˆ′, i.e., that u, v do not involve
pa, qa, pb, qb. In this case, the left hand side of (7) is ψdSFT(s).
Any term in dSFT(s) not involving any of pa, qa, pb, qb corresponds to a
disk preserved by the Reidemeister II move and thus appears in d′SFT(s)
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ψ(w)
s∗
pas
∗
w
qb
u
s∗qb
wv
pa
s∗
ψ(w)
ǫs∗
ǫ
Figure 4.5. Top: gluing a term w in dSFT(s) to u to obtain
a term (or sum of terms) ψ(w) in d′SFT(s); bottom: gluing
a term w in dSFT(s) to v to obtain a term ψ(w) in d
′
SFT(s).
Two signs ǫ, ǫs∗ are also shown.
as well. Any term in dSFT(s) involving either qa or pb is killed by ψ. The
remaining terms in dSFT(s) involve pa or qb but not qa or pb; call such a
term w. Then ψ(w) appears in d′SFT(s): at each pa or qb corner of w, glue u
or v, respectively; this gives the disks in d′SFT(s) passing through the neck
in πxy(Λ
′). See Figure 4.5. This proves (7) mod 2 in this case.
In fact, the signs in the definition of ψ work out so that d′SFT(s) =
ψdSFT(s) over Z. Consider for instance gluing u to pa, where we abuse
notation and use u to denote a particular term in u. Let ǫw, ǫu be the prod-
uct of the orientation signs over the corners in w, u, and let ǫs∗ be the sign
shown in Figure 4.5. Then w appears in dSFT(s) with sign ǫs∗ǫw, while u
has sign ǫǫu. On the other hand, ψ(w) appears in d
′
SFT(s) with sign ǫs∗ǫwǫu
since the orientation signs for the corners of w, u at pa, qb, respectively, are
equal. This agrees with the fact that ψ sends pa to ǫu. We can similarly
check the sign in ψ(qb) = −ǫ(−1)
|pa|v. This completes the proof of (7) when
u, v ∈ Aˆ′.
In general, even if u, v involve pa, qa, pb, qb, the same argument shows (7).
To get d′SFT(s), one starts with dSFT(s) and keeps replacing any appearances
of pa, qb, qa, pb by ǫu, −ǫ(−1)
|pa|v, 0, 0, respectively; but this is precisely
what limn→∞ ψ
ndSFT(s) gives. 
Definition 4.8. If x, y ∈ Aˆ, write x ≡ y (mod a, b) if x − y only includes
terms involving at least one of pa, qa, pb, qb (in the notation from Section 2.2,
π(x− y) = 0). If f, g are two maps from Aˆ to Aˆ, write f ≡ g (mod a, b) if
f(x) ≡ g(x) (mod a, b) for all x ∈ Aˆ.
Lemma 4.9. On Aˆ, d′ ≡ φ−10 ◦ d ◦ φ0 (mod a, b).
Proof. It suffices to show that d′(s) ≡ φ−10 ◦ d ◦ φ0(s) (mod a, b) for all
generators s of Aˆ. We have
φ−10 dφ0(pa) = φ
−1
0 d
2(pb) = φ
−1
0 [Fd, pb] ≡ 0 ≡ [Fd′ , pb] = d
′(pa) (mod a, b)
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and similarly φ−10 dφ0(s) ≡ d
′(s) ≡ 0 (mod a, b) for s = qa, pb, qb. Also,
d′(t) − d(t) consists of four terms, one each involving paqa, qapa, pbqb, qbpb,
and it follows easily that φ−10 dφ0(t
±1) ≡ d′(t±1) (mod a, b).
Now assume that s 6= pa, qa, pb, qb, t
±1; we want to show that d′s ≡ φ−10 ds
(mod a, b). Since d′strs ≡ φ
−1
0 dstrs (mod a, b) as before, it suffices to show
that d′SFT(s) ≡ φ
−1
0 dSFT(s) (mod a, b). By Lemma 4.7, this follows from
establishing that limn→∞ ψ
n ≡ φ−10 (mod a, b).
In fact, we claim that on Aˆ, limn→∞ ψ
n = π ◦ φ−10 , or equivalently
limn→∞ ψ
n ◦ φ0 = π, where π is the projection map from Aˆ to Aˆ
′ as
usual. Indeed, since both sides are algebra maps, it suffices to check that
limn→∞ ψ
n ◦ φ0(s) = π(s) for all generators s of Aˆ. This holds trivially
unless s = qb or pa; it also holds for s = qb since
ǫ(−1)|pa| lim
n→∞
ψnφ0(qb) = lim
n→∞
ψn(qb+ǫ(−1)
|pa|v) = lim
n→∞
(ψnqb−ψ
n+1qb) = 0,
and similarly for s = pa. 
Write d0 = φ
−1
0 ◦ d ◦ φ0 on Aˆ. We claim that d0 is related to d
′ by a basis
change; this will imply that d is related to d′ by a basis change, which will
complete the invariance proof for the restricted Reidemeister II move.
Definition 4.10. We say that a derivation d on Aˆ is ordered if
d(qj) = (function of t
±1, qa, qb, q1, . . . , qj−1) +O(p)
d(pj) = (function of t
±1, pa, qa, pb, qb, q1, . . . , qn, pj+1, . . . , pn) +O(p
2)
d(t) = O(p).
Order the crossings of Λ (or Λ′) in such a way that h(q1) ≤ h(q2) ≤ · · · ≤
h(qn); then by Lemma 2.22, d is automatically ordered.
Lemma 4.11. d0 = φ
−1
0 ◦ d ◦ φ0 is ordered.
Proof. Since φ0 preserves the p filtration, it is clear that d0(t) = O(p). Next
consider d0(qj) = φ
−1
0 (d(qj)), and note that φ
−1
0 fixes all generators of Aˆ
except for qb and pa. We wish to show that the order p
0 terms (that is,
the terms that are not O(p1)) in d0(qj) do not involve qj, . . . , qn. Since d
is ordered and φ0 fixes all words that do not involve qb or pa, it suffices to
show that if w is a word in d(qj) involving qb, then the order p
0 terms in
φ−10 (w) do not involve qj, . . . , qn.
We may assume that |h(qj)| > |h(qb)|, since otherwise any term in d(qj)
involving qb must be O(p) by Lemma 2.22. As in the proof of Lemma 4.9,
we may also assume that |h(qa)| − |h(qb)| > 0 is arbitrarily small (more
precisely, that no |h(qj)| lies in the interval [|h(qb)|, |h(qa)|]). Then since
d(qa) = qb + v, any term in v involving qj, . . . , qn must be O(p); otherwise,
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by Lemma 4.9, |h(qa)| > |h(qi)| for some i ≥ j, and |h(qi)| ≥ |h(qj)|. But
then to order p0, v and hence φ−10 (w) does not involve qj, . . . , qn.
Finally, we need to prove that the order p1 terms (that is, the terms
that are not O(p2)) in d0(pj) = φ
−1
0 (d(pj)) do not involve p1, . . . , pj−1. As
before, since d is ordered, the only place p1, . . . , pj−1 can appear in the
order p1 terms in d0(pj) is in contributions from φ
−1
0 (qb) or φ
−1
0 (pa). Any
contribution from φ−10 (qb) is O(p
2), since it contains one of p1, . . . , pj−1 along
with some other p (from the fact that d(pj) = O(p)). Now if h(pj) > h(pa),
then all terms in d(pj) involving pa are O(p
2), while if h(pj) < h(pa), then
any term in u involving p1, . . . , pj−1 is O(p
2) by Lemma 2.22 again. In
either case, we conclude that the order p1 terms in φ−10 (d(pj)) cannot involve
p1, . . . , pj−1. 
To find the basis change relating d0 to d
′, we need to use the fact that the
Reidemeister II move is restricted. Let pℓ, qℓ label the crossing whose loop
lies outside the rest of the diagram and does not interact with the move,
and choose • to lie on this loop and ∗ not to lie on this loop.
Lemma 4.12. For a restricted Reidemeister II move, we have:
• d(pℓ) = d
′(pℓ) = 0;
• Fd = Fd′ = ǫℓpℓ, where ǫℓ is the sign shown in Figure 4.6;
• d′(s) = d0(s) if s = pa, qa, pb, or qb.
Proof. The only term in the Hamiltonians for Λ or Λ′ involving qℓ is pℓ.
The first two properties then follow from the definitions of d, d′ and Propo-
sition 3.15. The third property can be proven by trivially modifying the
first paragraph of the proof of Lemma 4.9, where we now use the fact that
φ−10 (Fd) = Fd = Fd′ . 
For ease of notation, define q−n, . . . , q0 by q−j = pj for 1 ≤ j ≤ n, q0 = t.
Then the condition for a derivation d to be ordered is that for all j with
−n ≤ j ≤ n, any term in d(qj) involving one of qj, qj+1, . . . , qn also involves
Λ Λ′
pℓ
qℓ qℓ
pℓ
pℓ
qℓ
pℓ
qℓ
ǫℓ ǫℓ
Figure 4.6. Labels for a restricted Reidemeister II move.
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another p. Here a word w involving qi involves another p if i ≥ 0 and
w = O(p), or if i < 0 and w = O(p2).
Starting with d0,1 := d0, we will inductively define a sequence of differen-
tials dj,1, φj,1 for 1 ≤ j ≤ n and dj,k, φj,k for −n ≤ j ≤ n and k ≥ 2.
Claim. We can inductively construct dj,k, φj,k to satisfy the following prop-
erties:
(i) we have
dj,1 = φ
−1
j,1 ◦ dj−1,1 ◦ φj,1 1 ≤ j ≤ n
dj,k = φ
−1
j,k ◦ dj−1,k ◦ φj,k 1− n ≤ j ≤ n, k ≥ 2
d−n,k = φ
−1
−n,k ◦ dn,k−1 ◦ φ−n,k k ≥ 2;
(ii) dj,k is ordered;
(iii) dj,k(s) = d
′(s) for s = pa, qa, pb, qb, dj,k(pℓ) = 0, and Fdj,k = ǫℓpℓ;
(iv) φj,k ≡ Id (mod p
k−1) for all j, k;
(v) dj,k ≡ d
′ (mod a, b) and dj,k ≡ d
′ (mod pk−1) for all j, k;
(vi) dj,k(qi) ≡ d
′(qi) (mod p
k) for i ≤ j, for all j, k.
Note that d0,1 satisfies (ii) by Lemma 4.11, (iii) by Lemma 4.12, (v) by
Lemma 4.9, and (vi) because d0,1(qi) ≡ d
′(qi) ≡ 0 (mod p
1) for i ≤ 0.
The following diagram summarizes the inductive order of the construction.
Given dj−1,k for j ≥ 1−n, we construct φj,k, dj,k; given dn,k−1, we construct
φ−n,k, d−n,k. Each differential agrees with d
′ to the specified order in p when
applied to a generator corresponding to its column or any column to its left,
and to order one less in p when applied to any generator corresponding to
a column to its right.
pn pn−1 · · · p1 t q1 q2 . . . qn
O(p1) d0 = d0,1 // d1,1 // d2,1 // · · · // dn,1 -,*+
/.()
//O(p2) d−n,2 // d1−n,2 // · · · // d−1,2 // d0,2 // d1,2 // d2,2 // · · · // dn,2 -,*+
/.()
//O(p3) d−n,3 // · · ·
Proof of Claim. Suppose that dj−1,k satisfies (ii) through (vi) for some j ≤
n. Define the elementary automorphism φj,k on Aˆ, supported at qj, by
φj,k(qj) = qj −Hdj−1,k(qj),
where H : Aˆ → Aˆ is the operator defined in Section 2.2. (Note that the
notation has changed slightly from Section 2.2: Aˆ there is Aˆ′ here, and SiAˆ
there is Aˆ here.) Observe that φj,k is elementary because dj−1,k is ordered
by assumption.
RATIONAL SYMPLECTIC FIELD THEORY FOR LEGENDRIAN KNOTS 49
Define dj,k = φ
−1
j,k ◦dj−1,k ◦φj,k. We wish to show that dj,k, φj,k satisfy (ii)
through (vi). (A corresponding construction produces d−n,k from dn,k−1;
here φ−n,k is supported at q−n = pn and φ−n,k(q−n) = q−n −Hdn,k−1(q−n).
The proof that d−n,k, φ−n,k satisfy (ii) through (vi) is entirely similar and
will be omitted here.)
We first check (ii): for all i, any term in dj,k(qi) involving qi, . . . , qn must
include another p as well. If i < j, then since dj−1,k is ordered, any term in
dj−1,k(qi) involving qj must include another p, and the condition holds. If
i ≥ j, then since any term in Hdj−1,k(qj) involving qj, . . . , qn must include
another p, it follows that any term in φ−1j,k(qj) involving qj, . . . , qn must also
include another p, and the condition holds here as well. This demonstrates
(ii) for dj,k.
As for the other conditions, note that (iii) holds for dj,k since φj,k pre-
serves pa, qa, pb, qb, pℓ by construction (for pℓ, use the induction hypothesis
dj−1,k(pℓ) = 0). Since H preserves the p filtration and dj−1,k(qj) ≡ d
′(qj)
(mod pk−1), we have
Hdj−1,k(qj) ≡ Hd
′(qj) = 0 (mod p
k−1)
and thus φj,k ≡ Id (mod p
k−1), as required by (iv). It follows that (v) holds
for dj,k since it holds for dj−1,k. As for (vi), if i < j, then
dj,k(qi) = φ
−1
j,kdj−1,kφj,k(qi) = φ
−1
j,kdj−1,k(qi) ≡ φ
−1
j,kd
′(qi) ≡ d
′(qi) (mod p
k),
where the second-to-last equality holds since dj−1,k(qi) ≡ d
′(qi) (mod p
k) by
induction assumption, and the final equality holds because the only terms
in d′(qi) that can involve qj must also involve another p.
Thus to complete the induction step, we need to establish that dj,k(qj) ≡
d′(qj) (mod p
k). Since the only terms d′(qj) involving qj itself must also
involve another p, we have φ−1j,kd
′(qj) ≡ d
′(qj) (mod p
k). By the construction
of dj,k in terms of dj,k−1, it now suffices to show that
(8) dj−1,kφj,k(qj) ≡ d
′(qj) (mod p
k).
For ease of notation, write d˜ = dj−1,k. Recall the map H : Aˆ → Aˆ from
Lemma 2.16; by Lemma 2.16, we have Hd′ + d′H = Id−ι ◦ π, where ι ◦ π is
the map on Aˆ that projects away any term involving pa, qa, pb, qb. It follows
that
Hd′d˜qj + d
′Hd˜qj = d˜qj − ιπd˜qj = d˜qj − d
′qj
where the last equality holds by property (v). Thus
d˜φj,kqj = d˜(qj −Hd˜qj)
= d′qj − (d˜− d
′)Hd˜qj −H(d˜− d
′)d˜qj +H[Fd˜, qj ].
Now from properties (ii), (v), and (vi) for d˜, it follows that
(d˜− d′)d˜qj ≡ (d˜− d
′)Hd˜qj ≡ 0 (mod p
k).
Also Fd˜ = Fd′ ∈ Aˆ
′ so H[Fd˜, qj ] = 0. The desired equation (8) now follows.
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This completes the induction step and the proof of the claim. 
To finish the proof of invariance under restricted Reidemeister II, we note
that since d0 = φ
−1
0 ◦ d ◦ φ0, we can write d
′ = φ−1 ◦ d ◦ φ, where
φ = φ0φ1,1φ2,1 · · · φn,1φ−n,2 · · ·φn,2φ−n,3 · · · .
This is an infinite composition, but for any k, all but finitely many terms
in this composition are congruent to the identity (mod pk). For φ to be a
change of basis, we need rewrite this as a composition of finitely many ele-
mentary automorphisms. The following result thus completes the invariance
proof.
Lemma 4.13. If, for −n ≤ j ≤ n and k ≥ 2, φj,k are elementary automor-
phisms with φj,k supported at qj and φj,k ≡ Id (mod p
k−1) for all j, k, then
we can write the infinite composition
φ−n,2 · · · φn,2φ−n,3 · · ·
as a finite composition φ(−n) · · · φ(n), where φ(j) is an elementary automor-
phism supported at qj.
Proof. Consider two elementary automorphisms φ1, φ2 on Aˆ supported at
two different generators s1, s2 with φ1(s1) = s1 + v1, φ2(s2) = s2 + v2, and
v1, v2 = O(p
2). Then the composition φ2 ◦φ1 can also be written as φ
′
1 ◦ φ
′
2,
where φ′1, φ
′
2 are elementary automorphisms supported at s1, s2 with
φ′1(s1) = s1 + φ2(v1)
φ′2(s2) = s2 + (φ
′
1)
−1(v2);
that is, we can rewrite a composition of elementary automorphisms sup-
ported at s1 and s2 as a similar composition with the roles of s1 and s2 re-
versed. In addition, if φ1 ≡ Id (mod p
k) for some k, then φ′1 ≡ Id (mod p
k)
and φ′2 ≡ φ2 (mod p
k).
Through this trick, we can rewrite a “partial convergent”
(φ−n,2 · · ·φn,2) · · · (φ−n,k · · ·φn,k)
of the infinite composition as φ(−n,k) · · · φ(n,k), where φ(j,k) is an elemen-
tary automorphism supported at qj with φ(j,k)(qj) = qj + vj,k for some
vj,k = O(p
2). (To this end, note that the composition of two elementary au-
tomorphisms supported at qj is another.) It is easy to see that vj,k ≡ vj,k+1
(mod pk) for all k, and thus that vj,k has a limit in Aˆ as k → ∞. Defining
φ(j) for −n ≤ j ≤ n to be the elementary automorphism supported at qj
with φ(j)(qj) = qj+limk→∞ vj,k then completes the proof of the lemma. 
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Appendix A: Orientation Signs
To define the Hamiltonian h and the SFT differential dSFT over Z, we
chose particular orientation signs as shown in Figure 2.4; see also Remark 2.31.
These are not the only possible orientation signs leading to a viable LSFT
algebra. Here we find all possible combinatorial choices for orientation signs
and show that they are all equivalent under basis change. As a corollary,
we obtain a refinement of a result in [EES05b]. There two sign choices for
Legendrian contact homology in R3 are given, one of which recovers the
signs from [ENS02] and one of which appears to be different; we show that
the two choices are in fact equivalent.
The most general set of orientation signs has eight degrees of freedom
a, b, c, d, e, f, g, h ∈ {±1}, one for each quadrant of a positive and a negative
crossing; see Figure A.1. Note that in the formulation from Section 3, the
orientation signs only figure in the definition of h.
To give rise to an LSFT algebra structure, signs must be chosen so that
an identity like 12{h, h}+ δh = 0 (Proposition 3.13) holds. In particular, the
two terms in {h, h} arising from an obtuse disk must cancel. From the proof
of Proposition 3.13, we see that we must have ǫ{s′, s′∗}{s′′, s′′∗} = 1 for all
configurations of the form depicted in Figure A.2, where ǫ is the product of
the orientation signs over the six shaded corners. One readily deduces that
we must have ab = gh = −ad = −eh and cd = ef = −bc = −fg, whence
d = −b, g = −e, f = −bc/e, and h = ab/e. This reduces us to four degrees
of freedom a, b, c, e.
We can get rid of three further degrees of freedom as follows. Replacing
(a, b, c, e) by (−a,−b,−c, e) has the effect in the LSFT algebra of replacing
p p
q
q
b
d
a p p
q
q
f
g
h
ec
Figure A.1. Possible orientation signs for corners. Each of
a, b, c, d, e, f, g, h is ±1. The left figure is a positive crossing
in the usual knot-theoretic sense, with q even and p odd; the
right figure is a negative crossing, with q odd and p even.
s′ s′∗
s′′
s′′∗
Figure A.2. Signs from an obtuse disk (cf. Figure 3.14).
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q
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Figure A.3. The orientation signs used in this paper (left)
and another choice agreeing with [ENS02] (right), resulting
in Hamiltonians h and h′.
all pj , qj corresponding to positive crossings by −pj,−qj, thus only modi-
fying the LSFT algebra by a basis change. Similarly, replacing (a, b, c, e)
by (a, b, c,−e) just replaces all pj, qj corresponding to negative crossings by
−pj,−qj. Furthermore, replacing (a, b, c, e) by (−a, b,−c,−e) has no effect
on h or the LSFT algebra, since this simply changes each term w in h by
(−1)o(w), where o(w) is the number of odd-degree generators in w and is
always even since |h| = −2.
Eliminating these three degrees of freedom, we are left with two possibly
different equivalence classes of orientation signs, represented by (a, b, c, e) =
(1, 1,−1, 1) and (1,−1, 1, 1) and depicted in Figure A.3. These orientation
signs yield two Hamiltonians h, h′ ∈ Aˆ that agree mod 2. The first is the
Hamiltonian used in this paper, satisfying the quantum master equation
1
2{h, h} + δh = 0. It can readily be shown that the second satisfies the
equation 12{h
′, h′}−δh′ = 0. We can then define a derivation d′ = {h, ·}−δx,
and (Aˆ, d′) is an LSFT algebra.
Each of (Aˆ, d) and (Aˆ, d′) induces a choice of signs for the differential
on Legendrian contact homology F0Aˆ/F1Aˆ. In [EES05b, Theorem 4.32],
two sign rules for Legendrian contact homology are given, essentially corre-
sponding to the two orientations on C; these correspond to our (a, b, c, e) =
(1,−1, 1, 1) and (−1,−1, 1, 1) and hence to (Aˆ, d′) and (Aˆ, d), respectively.
The first sign rule in [EES05b] also agrees with the signs given in [ENS02].5
At the time of the writing of [EES05b], it was not known whether the
two sign rules led to different contact homology differential graded alge-
bras. In fact, we shall see that they are equivalent. This follows from the
corresponding result for the LSFT algebras.
Proposition A.1. Let Λ be a Legendrian knot in standard contact R3. The
LSFT algebra (Aˆ, d) for Λ is related by a basis change to the LSFT algebra
obtained from (Aˆ, d′) by conjugation with the involution t±1 7→ (−1)r(Λ)t±1,
where r(Λ) is the rotation number of Λ.
5To translate between our signs and the signs for contact homology in [EES05b, ENS02],
we must incorporate the sign ǫ(f ; s1) (cf. Section 2.3) measuring the orientation of the
disk after the p puncture. This has the effect of negating the signs for the corners marked
a and g in Figure A.1.
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Corollary A.2. The DGAs given by the two sign rules in [EES05b, Theo-
rem 4.32] are tamely isomorphic if we first replace t in one of the DGAs by
(−1)r(Λ)t. Here the tame isomorphism can be chosen to extend the identity
map on the base ring Z[t, t−1].
Proof of Proposition A.1. Define an involution φ1 on Aˆ that negates pj, qj
for all j such that pj, qj corresponds to a positive crossing, and let h
′′ =
φ1(h
′). The orientation signs defining h′′ are the same as those defining h′,
except that all signs for positive crossings are reversed. An examination of
Figure A.3 then shows that the orientation signs between h and h′′ only
differ at corners where the knot is oriented into the crossing on both sides
of the corner.
Define another involution φ2 on Aˆ as follows:
φ2(s) =


s if |s| ≡ 0, 1 (mod 4)
−s if |s| ≡ 2, 3 (mod 4)
(−1)r(Λ)t±1 if s = t±1.
(Note that the third line is superfluous but has been included for clarity.)
We claim that h′′ = −φ2(h). Indeed, the difference in signs between the
appearances of a word w in h and in h′′ is (−1)o(w)/2, where o(w) is the
number of odd s’s appearing in w, so that o(w)/2 is the number of corners
where the sign changes between h and h′′, cf. Lemma 2.17. Suppose that
the word w contains mj generators (counting multiplicity) whose degree is
j (mod 4) for j = 0, 1, 2, 3. Since |w| = −2, we have m1 + 2m2 + 3m3 ≡ 2
(mod 4) and hence
o(w)
2
=
m1 +m3
2
≡ m2 +m3 + 1 (mod 2).
The claim follows.
We conclude that h′ = −φ(h) where φ = φ1 ◦ φ2. Note that φ is a
basis change composed with the map t±1 7→ (−1)r(Λ)t±1. By construc-
tion, φ negates exactly one of each pj, qj pair; it follows that φ{x, y} =
−{φ(x), φ(y)} and φ(δ(x)) = −δ(φ(x)) for all x, y. Hence
φdφ−1(x) = φ{h, φ−1(x)}+ φδφ−1(x) = −{φ(h), x} − δ(x) = d′(x)
and this establishes the proposition. 
Appendix B: Stabilized Knots
In this section, we show that the LSFT algebra of any stabilized Leg-
endrian knot Λ is equivalent via a basis change to an LSFT algebra that
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=
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Figure B.1. Obtaining a bubble from a stabilization, in
the front projection. Which of the two pictures (top or bot-
tom) applies depends on the sign of the stabilization and the
orientation of the rightmost cusp of the front.
q2
q2 q1
p2 p1p2 p1
q1
Figure B.2. The xy projection of a stabilized knot Λ.
depends only on tb(Λ) and r(Λ), the classical Legendrian invariants associ-
ated to Λ. This implies that the LSFT algebra of a stabilized knot contains
no interesting information about the knot.
Let Λ be a stabilized knot, i.e., a knot Legendrian isotopic to one whose
front diagram contains a zigzag. Up to isotopy, we can assume that the front
of Λ has a zigzag next to its rightmost cusp. We can further isotop the front
to obtain a “bubble” at the rightmost cusp; see Figure B.1. The resolution of
a bubble is shown in Figure B.2. It follows that, up to equivalence of LSFT
algebras, we can assume that the xy diagram for Λ, given by resolving its
front, contains the piece shown in Figure B.2, and no part of the diagram
lies further to the right than the depicted part.
With q1, p1, q2, p2 as labeled and the base point • as shown in Figure B.2,
the LSFT algebra for Λ satisfies
Fd = p1
d(p1) = 0
d(q1) = 1− p2 + q1p1q1.
(These signs are correct if the rightmost loop in Figure B.2 is oriented coun-
terclockwise; if it is oriented clockwise, then d(q1) = −1 + p2 − q1p1q1, but
this is equivalent to the given signs after we replace q1 by −q1.) By further
conjugating by the basis change given by the elementary automorphism
p2 7→ −p2 + q1p1q1, we can write d(q1) = 1 + p2 instead.
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Definition B.1. The LSFT algebra (Aˆ, d) generated by q1, . . . , qn, p1, . . . , pn, t
±1
is of ordered stabilized type if it has the form:
Fd = p1
d(p1) = 0
d(q1) = 1 + p2
d(p2) = [p1, q1]
d(qj) = (function of t
±1, q1, . . . , qj−1) +O(p)
d(pj) = (function of t
±1, q1, . . . , qn, p1, p2, pj+1, . . . , pn) +O(p
2)
d(t) = O(p)
where j = 1, . . . , n.
Lemma B.2. Up to equivalence, the LSFT algebra for a stabilized knot is
of ordered stabilized type.
Proof. From the discussion prior to Definition B.1, we can write the LSFT
algebra of any stabilized knot to satisfy Fd = p1, d(p1) = 0, d(q1) = 1 +
p2, and hence d(p2) = [p1, q1] as well. Now order the crossings of the xy
projection to satisfy h(q3) ≤ h(q4) ≤ · · · ≤ h(qn), where h is the height of the
corresponding Reeb chord. The remainder of the conditions in Definition B.1
then follow automatically from Lemma 2.22. 
A linear map f : Aˆ → Aˆ is a map that sends y ∈ Aˆ to a sum of terms,
each of which includes y once. Given a linear map f and y ∈ Aˆ, we can
define another linear mapDyf : Aˆ → Aˆ as the “derivative” of f : (Dyf)(z) =
d(f(y))|d(y)=z . Thus if f(y) = x1yx2 for x1, x2 ∈ Aˆ, then
(Dyf)(z) = d(x1)yx2 + (−1)
|x1|x1zx2 + (−1)
|x1y|x1yd(x2).
Let (Aˆ, d) be of ordered stabilized type. For k ≥ −1, define a linear map
fk : Aˆ → Aˆ inductively as follows: f−1(y) = f0(y) = 0 and
fk(y) = fk−1(y) + q1[p1, y]− q1(Dyfk−1)(fk−1(y)) (mod p
k+1),
where (mod pk+1) indicates that we drop all terms of order k+1 or higher
in the p’s (i.e., in Fk+1Aˆ for all y). The first few fk’s are given as follows:
f0(y) = 0
f1(y) = q1[p1, y]
f2(y) = q1[p1, y] + q
2
1 [p1, q1[p1, y]]− q1p2[p1, y]
f3(y) = q1[p1, y] + q
2
1 [p1, q1[p1, y]]− q1p2[p1, y] + q
2
1[p1, q
2
1[p1, q1[p1, y]]]
− q31[p1, p2[p1, y]]− q
2
1[p1, q1p2[p1, y]]− q1p2q1[p1, q1[p1, y]] + q1p
2
2[p1, y].
Lemma B.3. For all k, fk(y) is a linear function in y with coefficients
involving only p1, q1, p2, and fk(y) ∈ F
1Aˆ (i.e., every term in fk(y) involves
some p). Furthermore, fk(y) does not depend on (Aˆ, d).
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Proof. Clear by induction. 
Now suppose that (Aˆ, d) is of ordered stabilized type. Let s be a generator
of Aˆ besides p1, q1, p2. We inductively define a sequence of differentials dk,
elements xk ∈ Aˆ, and elementary automorphisms φk supported at s, as
follows:
• d−1 = d;
• xk = dk−1(s)− fk−1(s) (mod p
k+1);
• φk(s) = s− q1xk;
• dk = φ
−1
k ◦ dk−1 ◦ φk.
Note that it is not clear a priori that φk is an elementary automorphism (in
particular, invertible).
Lemma B.4. For all k ≥ 0, we have:
• dk(x) = d(x) for x = p1, q1, p2 and Fdk = p1;
• xk = O(p
k);
• φk is an elementary automorphism;
• dk(s) = fk(s) +O(p
k+1).
Proof. We prove the lemma by induction. For k = 0, since d is ordered,
x0 = d(s) (mod p) does not involve s, so φ0 is elementary. We then have
d(x0) = d
2(s) +O(p) = [p1, s] +O(p) = O(p) and thus
d0(s) = φ
−1
0 (d(s−q1x0)) = φ
−1
0 (x0−x0+q1d(x0)+O(p)) = φ
−1
0 (O(p)) = O(p).
Now assume the lemma holds for k−1 ≥ 0. Since φk is supported at s and
dk−1(x) does not involve s for x = p1, q1, p2, it follows that dk(x) = dk−1(x)
for these values of x, while Fdk = φ
−1
k (Fdk−1) = p1.
Next, since dk−1(s) = fk−1(s) + O(p
k), xk = O(p
k) by definition. It
follows that φk is elementary. (If s is a p and k = 1, then x0 = 0 and
x1 = d(s) (mod p
2); since d is ordered, x1 does not involve s and so φk is
elementary.)
Finally we check that dk(s) = fk(s) + O(p
k+1). By Lemma B.3, fk−1(s)
is linear in s with coefficients involving only p1, q1, p2; since dk−1 = d on
p1, q1, p2, we have dk−1(fk−1(s)) = (Dsfk−1)(dk−1(s)). By the induction
assumption, dk−1(s) ≡ fk−1(s) (mod p
k); since every term in fk−1 involves
a p by Lemma B.3 again, we conclude that
dk−1(fk−1(s)) = (Dsfk−1)(dk−1(s)) ≡ (Dsfk−1)(fk−1(s)) (mod p
k+1).
Thus
dk−1φk(s) = dk−1(s− q1xk) = dk−1(s)− (1 + p2)xk + q1dk−1(xk)
= fk−1(s) + q1(d
2
k−1(s)− dk−1fk−1(s)) +O(p
k+1)
= fk−1(s) + q1[p1, s]− q1(Dsfk−1)(fk−1(s)) +O(p
k+1)
= fk(s) +O(p
k+1).
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Now φk is the identity mod p
k and fk(s) ∈ F
1Aˆ, whence dk(s) = φ
−1
k dk−1φk(s) =
φ−1k (fk(s)) +O(p
k+1) = fk(s) +O(p
k+1). 
Lemma B.5. For all k, we have fk(s) = fk−1(s) +O(p
k).
Proof. This follows directly from Lemma B.4. Since φk is the identity mod
pk, dk(s) = dk−1(s) + O(p
k). From Lemma B.4 again, fk(s) = dk(s) +
O(pk+1) and fk−1(s) = dk−1(s) +O(p
k). The lemma follows. 
Because of Lemma B.5, we can define an element f(s) ∈ Aˆ to be the limit
limk→∞ fk(s).
Lemma B.6. If (Aˆ, d) is of ordered stabilized type and s is one of q2, . . . , qn, p3, . . . , pn, t,
then there is an elementary automorphism φ supported at s such that if
d′ = φ−1 ◦ d ◦ φ, then (Aˆ, d′) is of ordered stabilized type and d′(s) = f(s).
Proof. Using Lemma B.4, set φ = limk→∞(φ0 ◦ φ1 ◦ · · · ◦ φk), a well-defined
limit since φk is the identity mod p
k for all k. 
Proposition B.7. An LSFT algebra of ordered stabilized type is equivalent
under basis change to the LSFT algebra whose differential is given by
Fd = p1
d(p1) = 0
d(q1) = 1 + p2
d(p2) = [p1, q1]
d(qj) = f(qj) for 2 ≤ j ≤ n
d(pj) = f(pj) for 3 ≤ j ≤ n
d(t) = f(t).
Proof. Successively apply Lemma B.6 with s = q2, . . . , qn, p3, . . . , pn, t. 
For any Legendrian knot Λ, the LSFT algebra of Λ encodes both the
Thurston–Bennequin and rotation numbers of Λ: r(Λ) is −1/2 times the
degree of t, while tb(Λ) is the difference between the number of q generators
of even degree and the number of odd degree. However, if Λ is stabilized,
Proposition B.7 implies that the LSFT algebra encodes nothing else.
Corollary B.8. The LSFT algebra of a stabilized knot Λ is equivalent to
an LSFT algebra depending only on tb(Λ) and r(Λ).
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