We build on active flux (AF) schemes and extend the method to the two-dimensional linear advection, linear acoustics, and linearized Euler equations. The active flux method independently updates edge and centroid values. Because the interface fluxes are calculated from independently updated quantities, we say that they are actively updated, as opposed to a more traditional finite-volume scheme where the fluxes are updated passively from the conserved values. The one-dimensional active flux method is reformulated using Lagrange basis functions and the basic features of the method are reviewed. The two-dimensional formulation also uses standard basis functions, but includes a bubble function to maintain conservation. A novel approach for solving the linear wave system is presented that uses spherical means to compute the edge updates for the flux calculation. We demonstrate that the AF method is third-order accurate for advection, acoustics, and the linearized Euler equations.
I. Introduction C OMPUTATIONAL methods have been vital tools for the design and analysis of numerous products for decades. Although embraced by a wide range of industrial disciplines, computational fluid dynamics (CFD) has been advanced and matured primarily by two fields: defense and aerospace. These fields are often closely linked and the two place similar demands on engineering requirements. During the design or analysis of defense systems, a premium is placed on the performance of the article. For planning and acquisition purposes, it is important to predict, with a very high degree of accuracy, the yield of a weapon, the flight characteristics of a vehicle, 1, 2 or the complex interaction between the vehicle flow field and a store. 3, 4 In civilian aerospace applications, a major performance metric is operating cost. One of the primary factors affecting the operating cost of an aircraft is its drag, therefore it is vital that companies have the ability to accurately predict outputs such as drag during the design process. This is the main motivation behind the AIAA drag prediction workshops that have focused on developing and communicating CFD best-practices. 5 The pressure from both defense and civilian applications to increase the accuracy of these performance predictions has led to the current generation of CFD solvers and techniques.
Contemporary CFD simulations routinely include viscous effects, time-dependent physics and three-dimensional phenomena, including turbulence. Consequently, the computational resources required to perform a CFD simulation often push the jobs away from desktop machines toward specialized clusters. To achieve our modern simulation capability from the early CFD simulations of two-dimensional airfoils, algorithm development proceeded rapidly on two fronts: techniques to handle more complex physics, and methods to decrease the simulation run time. Eventually, efforts to improve simulation efficiency outpaced fundamental algorithm development as industry practitioners understandably focused on meeting production deadlines. At that point, the structure of a CFD code became standardized with researchers only investigating changes to modules of the code that were essentially independent, such as the inviscid flux calculation or turbulence model. The parallelization of CFD solvers further solidified the basic form of the code because major algorithm changes would compel the solver developer to re-tune the application, requiring an extensive investment in time. In a sense, it is as if one of the variables of the "CFD system", the code structure, had been held constant while the other, the code's speed, was optimized.
We now face a situation where it is becoming increasingly difficult to solve complex problems because the underpinnings of the code were designed and optimized individually rather than as a system. Today, the industry standard for CFD applications is a second-order accurate finite-volume code with a one-dimensional Riemann solver to calculate the flux at the cell interface. Despite numerous advances in time-integration algorithms, mesh refinement techniques, and turbulence modeling, just to name a few, most production CFD codes are built around a second-order approximation to one-dimensional physics. Furthermore, changing the core solution algorithm alone is not usually feasible because the time-marching and parallelization has been developed around a specific approach to solving the physics. A new paradigm for solving CFD problems is required to meet future computational challenges. This paper expands on a new CFD framework, the active flux (AF) method. We present the AF method as a means of resolving the conflict that occurs when solving increasingly complex problems using techniques that were optimized under a code structure designed for simpler cases.
A. Shortcomings of contemporary solvers
The active flux method is designed to address three major issues plaguing contemporary, production-level CFD solvers:
1. Lack of true multidimensional physics 2. Second-order accuracy 3. Non-compact stencil
Multidimensional physics
Godunov 6 originated modern shock-capturing schemes by modeling the solution between two computational elements as the interaction between the discontinuous representations of the fluid within the cells. The discontinuity at the interface is resolved by solving a one-dimensional Riemann problem. Because the exact solution to the Riemann problem can be computationally expensive, many approximations have been developed. Roe successfully linearized the full Euler wave system, 7 while others such as Rusanov 8 and later Harten, Lax, and van Leer 9 further approximated the system by reducing the number of waves considered. All of these approximations, however, preserve the onedimensional nature of the original method.
To obtain the flow solution for two-dimensional or three-dimensional elements, a typical technique is to solve a one-dimensional Riemann normal to each face. This approach works fine for smooth problems, but when there is a shock or other discontinuity in the flow, artificial numerical features can be generated if the shock is not aligned with the mesh. The carbuncle is the most documented and studied of these features. 10, 11 Another common manifestation of the problem is the oscillation of solution values behind an oblique shock that is not aligned with the mesh. 12 The independent interface updates in the AF method allow us to avoid solving a Riemann problem and instead facilitate the introduction of truly multidimensional physics, which in turn reduces the influence of the underlying mesh geometry on the flow solution.
Accuracy
Second-order computational methods commonly employed in production codes, while sufficient for many applications, lack the accuracy required to perform certain simulations on affordable meshes, such as those that require high-fidelity vortex tracking and computational aeroacoustics. Clearly, to increase the accuracy of a scheme, one must address the error generated by the scheme. There are two primary means of reducing the error: minimizing sources of error within the method and increasing the order of accuracy of the scheme.
Increasing the order of accuracy of a scheme is the more common approach to improving the error properties of a scheme but one may also reduce the baseline level of error produced by a computational method by carefully representing and interpolating the data on a space-time mesh. Schemes such as the upwind leapfrog (ULF) method 13, 14, 15 use an additional time level in the stencil to create dissipation free methods. Using an additional time level in the scheme provides additional degrees of freedom (DOF) that can also be used to design optimum monotone schemes or minimize dispersion. 16 Two time level schemes can be effective at eliminating various sources of error, but they all require one initialization step before there is enough data to apply the two-level scheme. The CABARET scheme presented by Karabasov 17 collapses the two-level ULF to a single-step scheme by independently updating cell-averages and flux values. Independently updating the conserved cell-average values and flux values is a key concept that we utilize throughout this work. Karabasov's scheme retains all the advantages of the ULF scheme while only using data from one time level. In fact, the CABARET scheme can be thought of as a second-order version of the third-order active flux technique.
The spatial order of accuracy determines the rate at which the scheme converges to the exact solution as the mesh is refined. As the order of a scheme increases, mesh refinement becomes a more effective tool to drive error out of the computed solution. There is some debate about the optimum order of accuracy for a scheme. Methods with even orders of accuracy behave very differently at sharp features or discontinuities than methods with odd orders of accuracy. The different leading error terms have the effect of exposing more oscillatory behavior for even-ordered schemes than odd-ordered schemes. 18 Practically, this means that there is a large advantage when increasing from second to third-order because there is less damping required to mitigate the effect of the oscillations. There is little incentive for increasing to a fourth-order scheme because that would bring back the oscillations. One could argue for skipping fourth-order and going straight for a fifth-order scheme, but the work required for a scheme increases dramatically as the order is increased. 19 For this reason, we focus on third-order accuracy.
Compact stencil
The traditional method of increasing the order of accuracy of a finite volume scheme is to expand the computational stencil, generating higher-order reconstructions from which the solution may be interpolated. An early third-order scheme using this idea was developed by Warming, Kutler, and Lomax. 20 Later, essentially non-oscillatory (ENO) 21 and weighted essentially non-oscillatory (WENO) 22 schemes were developed to obtain higher-order accuracy without generating spurious oscillations in the solution. This approach is most straightforward to apply on a structured mesh, but it is also applicable to unstructured meshes. 23, 24 A major drawback of increasing accuracy by enlarging the computational stencil is that the solver attempts to build a high order reconstruction using data from regions of the flow that may not be physically relevant. Another is that synchronizing large stencils during parallel computations requires extremely careful implementation to minimize the communication overhead between processes. Because FV schemes only allow one DOF per element, increasing the accuracy using a compact stencil requires a different solution strategy.
The combined need for higher accuracy and increased parallelization has driven massive interest in methods that achieve higher-order accuracy by increasing the internal degrees of freedom within a cell. In the late 1980s, researchers began to employ finite-element methods for solving fluids problems. Over time, these evolved into schemes such as the discontinuous-Galerkin (DG), 25 spectral difference (SD), 26 spectral volume (SV) method, 27 and streamline upwind Petrov-Galerkin (SU/PG) method. 28 These schemes are well suited for parallel computations on unstructured meshes since they all are capable of generating higher-order reconstructions without extending the computational stencil beyond the neighboring cells. DG schemes are the most popular FE-type scheme within the research community. While a great deal of effort has been concentrated on DG schemes, there are two classes of problems preventing their widespread adoption for industrial applications. The first is a lack of robustness, 29 which is closely related to the absence of sufficient limiters for nonlinear problems. 30 The second, and more fundamental issue, is their high memory requirement and computational expense. A recent variant of the DG method, the hybridizable discontinuousGalerkin 31 scheme, reduces memory overhead by sharing DOF between cells, but the formulation still leaves independent DOF at the mesh vertices, precisely where there is most to gain from sharing between elements. Recognizing this deficiency, embedded discontinuous-Galerkin methods 32 are formulated such that data are also shared at mesh vertices. These DG variants resolve the issue of repeating the DOF within elements, yet both hybirdizable and embedded discontinuous-Galerkin schemes require implicit time marching, and thus incur a higher computational overhead than the single-step, explicit AF method.
B. Active flux schemes
Before FE approaches dominated the research involving compact stencils, the issue of generating higher-order solutions from local data was recognized and addressed by van Leer. 33 In his 1977 paper, he presented a series of linear and nonlinear advection schemes that evolved not only the cell-average value but also a solution gradient or edge value. He then used the extra degrees of freedom to increase the accuracy of the solution. A key aspect of the scheme was that the solution reconstruction he used was C 0 continuous at the cell interface, meaning DOF could be shared between elements. Furthermore, the continuous solution meant that finding the interface value did not require solving a Riemann problem. Despite these advantages, the prevailing thought at the time was that storing edge values in addition to conserved quantities and solving for each independently was simply too expensive for the computers of the era. The idea was largely abandoned although aspects of it later showed up in schemes like the piecewise parabolic method. 34 Thirty-five years later, we can now look back and see that the method he simply referred to as Scheme V has many of the features that are lacking in modern production codes. The independent edge updates, third-order accuracy, and compact stencil provide a very attractive foundation around which to build a new computational method.
Active flux schemes provide a flexible and powerful framework for solving conservation laws. The name of the scheme is a direct reference to the fact that interface values are updated independently from conserved quantities. In a traditional scheme, the flux at an interface is determined by the solution to a Riemann problem using reconstructions or interpolations of conserved variables as the input. We refer to this type of update as a passive flux because the interface quantity is derived from conserved quantities. An active flux is computed directly from edge values in a way that depends both on previous cell values and previous edge values. Importantly, the interface update does not need to be conservative. The only requirement on fluxes is that they are consistent, so any convenient method can be used to generate a point update. As long as we consistently generate flux values from the interface data, we are able to obtain a conservative scheme. Therefore, the freedom to choose an edge update method allows us to build in the appropriate multidimensional physics rather than limit ourselves to solving a one-dimensional Riemann problem. This powerful idea opens a wide range of new possibilities for solving conservation laws.
The active flux scheme is third-order accurate by construction. The internal data are represented by parabolic functions, meaning the scheme will be exact for quadratic data, provided the edge fluxes are calculated to third-order accuracy. Consequently, AF schemes have less severe oscillations around flow discontinuities than typical secondorder FV schemes. Additionally, AF schemes do not use data external to the element to update quantities within the cell, so they have a very compact stencil. Another advantage of active flux schemes is that they store the data required to define and update a given reconstruction very economically. Figure 1 illustrates the data storage for a one-dimensional and two-dimensional elements. Cell-averages are stored at the centroid of each cell with point values at face centroids and vertices. Because cells share data between faces and vertices, the scheme is able to achieve savings over other higher-order approaches. These savings become even more apparent in higher dimensions. In one dimension, active flux schemes require two DOF for third-order accuracy, and in either two or three dimensions, the AF method requires approximately three DOF per cell for the same level of accuracy. This is a large memory savings over other compact schemes such as DG.
Regardless of the conservation law, the AF method has the same basic procedure. Point values are updated at the interfaces, then average fluxes are constructed from the point-data and used to advance the conserved cell-average. The only difference between conservation laws is the multidimensional method used to update the interface values and how those interface values are used to calculate a flux. It is important to note that the AF method is a single-step, fully discrete scheme, meaning that the solution improves as the time step approaches its theoretical maximum. The AF scheme is also time-accurate and inherently capable of solving unsteady flows.
C. Paper overview
The objective of this paper is to reintroduce active flux schemes and expand on the one-dimensional concepts presented previously by the authors. 35 Section II reviews the one-dimensional AF discretization and implements the method for the familiar linear advection equation, while Section III follows up with the two-dimensional extension. The truly multidimensional nature of the method is illustrated in Section IV, which details the AF method applied to the linear acoustics equation. Section V then demonstrates how operator splitting can be used to combine different types of active flux updates to solve more complex equations. Finally, the paper concludes with a summary of the work and suggestions for future avenues of research.
II. Active Flux Method Review
We will illustrate the basic mechanics of the AF method using the familiar linear advection equation. The governing equation for one-dimensional advection with a wave speed a is:
We take the wave speed to be constant in the flow, meaning the conservative flux function is f (u) = au. The wellknown exact solution can be found from the method of characteristics, defined by Eq. (2).
We seek a general representation of the solution within a given cell j, illustrated in Fig. 2 , which has a width ∆x. Figure 2 (a) shows a generalized update at an interface location ξ i and time t; however, in practice, the interface location will either be at the left or right face, as illustrated in Fig. 2(b) for the case of positive wave speeds. The cell coordinates are normalized such that the left (j − 1/2) edge is at ξ = 0 and the right edge is ξ = 1. We then have the following mapping from physical coordinates to reference coordinates: The accuracy of the vertex update and average flux calculation is determined by the representation of the solution within the cell, i.e. the internal reconstruction. By choosing parabolic representations, we guarantee the scheme is exact for quadratic data and achieve third-order spatial accuracy. A quadratic is uniquely determined by three pieces of information. The cell averages represent the conserved quantity in each element, so this is a natural choice for one of the quadratic parameters. The left interface value and right interface value provide the other two degrees of freedom. While the resulting quadratic has several equivalent forms, we choose to follow the standard finite element convention and represent the solution as a summation of basis functions.
The indices are ordered left to right so that index 1 corresponds to the j − 1/2 interface, 2 the midpoint, and 3 the j + 1/2 interface. Standard one-dimensional, Lagrange basis functions are used, valid over the interval ξ ∈ [0, 1]. The coefficients and basis functions defining the reconstruction are given in Table 1 .
For an active flux scheme, we need to know the updated solution value at the cell vertex as well as the average flux passing through the cell edge. A key advantage of the AF method is that these updates do not need to be conservative, so any convenient method can be used. Our model problem is simple enough that there is a closed form for the origin of the solution characteristic passing through the interface ξ i at time t. For the 1D advection equation, the characteristic is a straight line traveling at speed λ = a. The linear nature of the characteristic means the following relationship is valid: 
Rearranging to solve for the characteristic origin ξ 0 :
The updated vertex value is simply u(ξ 0 ). The active flux scheme, as formulated, requires a Courant number ν ≤ 1. Physically, this means that only the cells directly surrounding the interface contribute to the face updates. If the characteristic origin ξ 0 is calculated to lie outside of the cell, we know that we have either violated the CFL condition or that the interface value is updated from the other cell sharing the interface. The average flux may be determined by employing a sufficiently accurate numerical integration technique, such as Simpson's rule. In this case, we need both the ξ n+1 0 value that intersects the interface at t = ∆t and an intermediate value ξ n+1/2 0 value that crosses the interface at ∆t/2. The case for a > 0 is illustrated in Fig. 2(b) . Once the two characteristic origins have been determined, the average flux at an interface is
The cell averages are then updated conservatively using the average flux values.
III. Two-dimensional advection
Two-dimensional advection is described by Eq. (9), where the wave speed λ = (a, b) T is again assumed constant.
The flux function is f (u) = (au, bu) T . The multidimensional strategy is the same as the one-dimensional technique: choose an appropriate discretization, solve for the characteristic origin, and advance the cell averages using fluxes calculated from independently updated point quantities.
A. Reference element
In 2D, the mapping from physical space to reference space is slightly more complex. Any point x in the plane of the triangle can be expressed as a combination of the vectors forming the element edges. Assuming counterclockwise ordering of the nodes, we can write:
Or rewriting as matrix:
where the Jacobian matrix is defined: The six degrees of freedom provided by the triangle's vertices and edges are sufficient to define a quadratic surface, but the average of the resulting reconstruction is not guaranteed to match the average of the initial data over the element area. To ensure this property, which is required for a conservative scheme, we add a third-order bubble function to the six p = 2 Lagrange basis functions. We do not want the third-order function to influence the edge values, so the only non-zero p = 3 coefficient is the center value, shown in that the coefficients multiplying the quadratic basis functions should be the appropriate edge or vertex value, we have to carefully choose the bubble coefficient, c 7 , to recover the correct cell average. We start with the definition of the average for element j.ū
We can rearrange this equation to solve for the unknown bubble coefficient. Like the 1D counterpart, the twodimensional discretization is entirely local and independent of the shape of the neighboring cells. Table 2 contains the complete set of basis functions and coefficients for the two-dimensional formulation.
C. Updates
Once the reconstruction has been well-defined, we can develop expressions for the nodal updates, which are simply the function value at the characteristic origin. Similar to the 1D case, we exploit the fact that the characteristics are straight lines.
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Solving for the origin:
Once the origin has been calculated, it can simply be used in the reconstruction function to find the solution at a given time.
A 2D version of Simpson's numerical integration rule is used to estimate the average flux through an interface, where Eq. (16) is used to find the required point values.
The conserved variable in each cell is updated by integrating the flux around the boundary of the element. This is 
Note that each face makes the same contribution to the cells neighboring the interface, but with opposite signs due to the unique normal direction. Therefore, it is more efficient to update the conserved cell-averages within a loop over the mesh faces, changing the sign according to the normal direction. We have eliminated the need to solve a Riemann problem by forcing a continuous representation, which removes jumps in the solution between cells. Additionally, upwinding is achieved because the method inherently analyzes the behavior of the solution within each element.
D. Linear advection results
The simplest example using the 2D AF algorithm is the case when the wave speed λ = (a, b) T is constant throughout the domain. With this definition, the average flux at the interface becomes:
One method to verify the two-dimensional AF method is to compute a steady-state advection case. We prescribe a function at one boundary, advect the waveform through the domain, and compare the solution at the exit interface once the norm of the residual over the N cells, defined in Eq. (20) , drops to machine zero.
At steady state, the coordinate direction along the flow vector acts as a time-like variable. This reduces the dimensionality of the problem, and allows us to predict the solution at the exit interface, which should match the one-dimensional solution. If the advection speed only has one non-zero component and the domain is square, the solution profile at the outflow boundary should exactly match the inflow solution.
The steady-state case was run on a square mesh with dimensions [−1, 1] in the x and y directions. The mesh consisted of 2400 randomly oriented elements. Figure 6 shows the steady state solutions for a smooth Gaussian profile and the cross section of a slotted cylinder. Each case converged to machine zero (≈ 1 × 10 −16 ) within 600 iterations, and both show very good accuracy. The peak value for the Gaussian is only reduced 0.4%, while the cylinder exhibits typical third-order behavior with overshoots of 4%-6%. Another quantitative measure that the scheme is behaving correctly is to calculate the error as the mesh is refined. The AF scheme, by construction, is third order accurate, meaning that with smooth solutions, the error should decrease by a factor of eight every time the relevant length scale is halved. Because the mesh is unstructured and the Courant number varies from cell to cell, we approximate the average mesh spacing as 1/ √ DOF. The error for any high-order scheme must be computed by integrating over each element. Equation (21) defines the error norm, where N is the total number of cells, u is the computed solution after a set number of iterations and U 0 is the projection of the exact solution.
In practice, the error integral is computed with an appropriate numerical integration method that samples the function at M locations within an element.
For an AF scheme, the total DOF are simply the sum of the nodes, faces, and cells in the mesh. Because nodes and faces are shared between elements, this works out to approximately three DOF per cell. A fair comparison is to compare the AF scheme to a DG scheme that also uses three DOF per cell. This means solving the problem using a DG1 scheme, which uses linear (p = 1) basis functions. Figure 7 compares the error with respect to the initial projection for the AF scheme and a DG1 solution computed with the XFlow 36, 37 solver. The AF scheme achieves thirdorder accuracy for the smooth Gaussian profile, and performs comparably to the DG1 code on the discontinuous slotted cylinder profile. It is important to note that the DG scheme achieves third-order accuracy through superconvergence, meaning that three DOF per cell may not be sufficient to obtain third-order accuracy for all cases. The AF scheme does not rely on superconvergence to realize third-order accuracy. 
IV. Acoustics
When the pressure disturbances in a flow are small, the Euler equations reduce to the linear acoustic equations in Eq. (23) . This model system can be used to develop a scheme that properly models the multidimensional wave propagation in a fluid.
We non-dimensionalize the pressure p * = p/ρ 0 a 2 0 and velocity u * = (1/a 0 ) u and write as a first-order, twodimensional system:
Combining the time derivative of the pressure equation and spatial derivatives of the velocity equations reveals that the pressure obeys the scalar wave equation.
Similarly, we can write the velocity terms:
where the vorticity ω = ∂ x v * − ∂ y u * . Equation (26) clearly shows that velocity also obeys the wave equation in flows with constant vorticity. For this subset of problems, the pressure and velocity at any point in time can be calculated using exact solutions to the wave equation. Our strategy for acoustics is exactly the same as for the linear advection case. The first step is to find the pressure and velocity at a specified set of quadrature points, which we then use to construct an average flux at the interface.
A. Spherical means
Spherical means may be used as an alternate method of calculating the exact solution to the initial-value problem for the scalar wave equation at an arbitrary point in space and time. 38 Define the spherical mean of a function f over a ! θ a0∆t x φ! Figure 8 . Sphere influenced by point x; R = a 0 ∆t sphere of radius R = a 0 ∆t to be its average over the surface:
We treat two-dimensional cases as a three-dimensional problem with no dependence on the z-coordinate. The method of descent allows us to convert the integral over the spherical surface in Fig. 8 to an integral over the shaded disc.
By using spherical means, we transform the original PDE into a form with a simple, and known, exact solution. Courant and Hilbert 38 provide the following solution for the wave equation
We can expand the second term using the product rule to get:
The time derivative in the last term of Eq. (30) is cumbersome, so we seek alternate forms. We are able to replace the time derivative with a derivative with respect to R using the relationship R = a 0 t.
Substituting the expression Eq. (31) into Eq. (30) results in the final expression for u(t):
All that remains is to apply the exact solution to the acoustic wave equation. We can use Eq. (24) to replace the time derivatives in Eq. (32) with spatial derivatives. Assuming constant vorticity, we get the following update equations:
Incorporating vorticity requires only a single new term, but this has not yet been implemented.
B. Integrals
We perform the integrals appearing in Eq. (33) over discs of radius a 0 t centered at the solution nodes. Each cell that shares that node contributes to the integral over one sector, making the method upwind. In one-dimensional flow, the method of spherical means collapses to the method of characteristics, 38 meaning our method collapses to a regular upwind scheme. Because we only seek updates at the vertices and edge-midpoints, the acoustic integral will either be ! (a) Cells contributing to node update ! (b) Cells contributing to edge update Figure 9 . Integrated areas for 2D acoustics centered at a node or edge, as pictured in Fig. 9 . Within each element, the integral of the function is simply the sum of the integrals of each basis, multiplied by the appropriate constant.
Introducing a consistent nomenclature allows us to generalize the integral expressions by exploiting the fact that the elements are triangular. We number the nodes of an element in a counter-clockwise order, with the edges and their associated normals numbered to match the opposing node. The local element numbering is illustrated in Fig. 10 .
The intersection of the integral disc with the element edges sets the angular limits of integration. Point P and Q in Fig. 11 correspond to radial angles for a circle centered at the solution node. For example, the intersection angle for a disc centered at node 1 could be calculated as θ Q = tan
. Point P is always defined as the minimum angle, which increases in the counter-clockwise direction. Any point x within the triangular element can be described by the area coordinates S 1 , S 2 , and S 3 , defined below. The total element area S = S 1 + S 2 + S 3 .
We can then re-write the reference coordinates ξ and η in terms of the area coordinates.
Substituting these expressions into those in Table 2 , we find that all of the edge basis functions and nodal basis functions have two basic forms. Equation (36) defines the basis functions in terms of area coordinates, where i represents a node index, j represents an edge index, and it is understood that the indices cycle (e.g. 3 + 1 = 1 and 1 − 1 = 3).
The bubble function basis is the product of the area coordinates.
The chain rule can be used to find expressions for the basis derivatives in terms of the area coordinates.
The derivative of the basis function is the sum of three terms:
The normal vectors are not unit vectors. They have a length equal to the length of the side with which they are associated.
Fortunately, trigonometric identities can be used to simplify the resulting integral expressions to a form that is easily coded. The integrated basis functions and derivatives are described in Appendix A. We have chosen to implement the closed form of the integrals; however, it may be more efficient to carry out the integration numerically. We plan to investigate the differences between the integration methods in the future.
C. Symmetry comparison with second-order schemes
One method of evaluating an acoustics method is to plot the solution at a specified time as a function of the radial distance from an initial disturbance. If the solution is perfectly symmetric, the solution should collapse to a single line. Equation (41) defines the initial conditions used to evaluate the AF implementation, where the disturbance center (x 0 , y 0 ) = 0 and µ = 50. The sound speed was set at a 0 = 1.0 and the free stream density was set to ρ 0 = 1.4. Figure  12 shows the initial condition and AF solution at t = 1.25.
(a) t = 0 (b) t = 1.25 Figure 12 . AF pressure solution for Gaussian pulse initial condition on the coarse mesh
The AF scheme was compared to two structured, second-order schemes: a vorticity-preserving scheme of Morton and Roe, 39 supplemented by a flux-corrected transport (FCT) limiter, and a more traditional MUSCL-Hancock method. 40 Three mesh densities were tested in which the number of elements contained within the structured, quadrilateral mesh and unstructured, triangular mesh were approximately equal. A square domain was used with x ∈ [−2, 2] and y ∈ [−2, 2]. All of the schemes used a time step of ∆t = 2.5 × 10 −2 to march to a final time of t = 1.25. Figure 13 shows the AF result, MUSCL-Hancock method (MUSCL), and vorticity-preserving (FCT) second-order solutions for a coarse mesh while Fig. 14 shows the solutions for a finer mesh. In both cases, the AF shows greatly superior symmetry properties in both pressure and velocity magnitude. The order of accuracy of the acoustics method was confirmed by initializing the domain using the conditions proposed by Lukácová-Medvid'ová, Morton, and Warnecke:
They provide the exact solution to Eq. (42) as:
It is clear from Eq. (43) that the exact solution matches the initial condition for integer values of a 0 t. To measure the order of accuracy, we set the sound speed to a 0 = 1 and evaluate the error at t = 1. Figure 15 and Tables 4-5 all show that the AF scheme achieves third-order accuracy as the mesh is refined. 
V. Linearized Euler
Model equations such as the ones detailed in Section II, Section III and Section IV are used to verify aspects of a numerical scheme in preparation for applying the scheme to more complex physical systems. The Euler equations accurately describe fluid behavior when viscous effects are negligible. In conservative form, the two-dimensional equations read:
where,
and,
The conservative form obscures how the Euler equations contain nonlinear versions of the model problems studied thus far. Rewriting the equations using the primitive variables makes these terms clear:
This form suggests three operators: advection, acoustics, and dilation.
The idea behind operator splitting is to use known methods to solve each of the sub-problems in a way that reconstructs the solution to the full system after each time step. To demonstrate this technique with the AF scheme, we develop an analogue for the nonlinear Euler system by adding advection terms to the linear acoustics equations, where the advection speed λ = (α, β)
T .
Rewriting in terms of linear coefficient matrices:
where
Both A and B have the form L 1 + L 2 where one operator represents the pure advection problem from Section III and the other represents the linear acoustics equation. Furthermore, it is easy to show that the operators commute
. We apply sequential operator splitting and solve each sub-problem separately. Because the operators commute, there is no error due to the splitting.q = q n + ∆tL 1 (q)
Once methods for the advection and acoustics equations have been implemented, solving the combined case is trivial. Algorithmically, we find an intermediate solutionq by computing the solution to the linear acoustics equation, directly followed by an advection solve that uses the intermediate solution as the initial conditions. These steps may also be executed in the reverse order, that is, performing an advection solve followed by an acoustics solve.
To verify the implementation, we return to the pressure and velocity field specified in Eq. (42) and add a purely horizontal advection speed of α = 1 (β = 0). The case was run with periodic boundary conditions. Setting the acoustic speed a 0 = 1, combined with an advection speed of λ = (1, 0) T , yields an exact solution that returns to the initial state every two seconds. An order of accuracy suite was run on a square domain with x ∈ [−1, 1] and y ∈ [−1, 1]. Figure  16 shows the error levels for the sequence of refined meshes and the convergence rates for pressure and velocity are detailed in Table 6 and Table 7 . Comparision of the presssure results in Tables 4 and 6 shows that adding the convective terms increases the error by roughly 15%, but does not affect the order of accuracy. Similiarly, the velocity results in Tables 5 and 7 show that the linearized Euler solutions have a higher error level, but maintain third-order accuracy.
Demonstrating the AF method for the linearized Euler case is an important step toward simulating more realistic flows. If a complex problem can be described by a series of sub-problems, we can leverage the flexibility of the AF scheme to obtain the solution of the simpler systems. All that is required is a means of updating variables at the interface and a flux function. 
VI. Summary and Conclusions
This paper details the multidimensional extension of active flux schemes, a new class of methods for CFD. Active flux methods address three issues plaguing production-level CFD codes: reliance on one-dimensional Riemann solvers, second-order accuracy, and computational stencils that do not easily parallelize. The key concept is that edge and vertex values are updated and evolved independently from the conserved cell-average quantities. Interface values are then used to calculate fluxes that conservatively update the cell-averages. Because the edge updates do not need to be conservative, any convenient method can be used and proper attention can be given to multidimensional physics. The scheme uses parabolic reconstructions with a cubic bubble function to maintain conservation in two dimensions, making it third-order accurate by construction. All of the reconstructions and updates are local to a single element, giving AF schemes a very compact stencil suitable for parallelization. Additionally, the AF method is fully discrete, advancing from time-level n to n + 1 in a single step. The method is demonstrated on the linear advection, linear acoustics, and linearized Euler equations in two dimensions, although the extension to three dimensions is straightforward. Each class of problem highlights different aspects of the AF method. The linear advection implementation covered in Sections II-III shows the basic mechanics of the update procedure and explicitly demonstrates how upwinding is incorporated. The linear acoustics equations are solved in Section IV using the fully multidimensional method of spherical means. Sections IV-V section detail how the freedom to use non-conservative edge updates allows radical departures from one-dimensional Riemann solutions. This feature facilitates the use of spherical means to calculate edge and vertex updates. The flexibility of the approach is also highlighted in Secion V by showing how trivial it is to extend the method to the linearized Euler equations.
As described, the AF method calculates exact fluxes, and therefore exact updates for arbitrary quadratic data, and this multidimensional treatment of the acoustics system allows the AF method to preserve excellent symmetry properties on the irregular triangular mesh. Both the acoustics and advection results demonstrate that the AF scheme is stable provided that the physical domain of dependence is contained within the nearest-neighbors of the point to be updated, giving the scheme the robustness and accuracy combination required of production-level codes.
Future development of the method will be focused on the following areas: improving computational efficiency, proper treatment of full Euler equations, incorporation of viscous terms, addition of multidimensional limiters, and extension to three-dimensions. Most of these tasks are non-trivial; however, we are actively researching techniques for all of these topics and do not see any shortcomings with the method would prevent their full implementation.
A. Integrals of basis functions
We must compute integrals of the basis functions and derivatives in order to use spherical means to update edge and vertex values. The integrals have the form shown in Eq. (52).
The integral appearing in Eq. (52) is purely a function of the element geometry. Furthermore, the difference between the starting and ending integration angles with either be π if we are computing an edge update, or the vertex angle θ i if we are computing a node update. The integrals for the basis functions and derivatives contain six common terms: g 1 (k) = n ky cos θ P − n kx sin θ P g 2 (k) = n ky cos θ Q − n kx sin θ Q g 3 (k) = g 1 (k) − g 2 (k) g 4 (k) = n kx cos θ P + n ky sin θ P g 5 (k) = n kx cos θ Q + n ky sin θ Q g 6 (k) = n k · n k+1
(53)
A. Simplified common functions
The common functions g 1 through g 6 appearing in the integral expressions may be further simplified using the knowledge that the elements are triangular.
Simplification of g 1
The function has two forms, depending on whether the acoustic disc is centered at a node or edge midpoint. Let subscript i represent the node at which the disc is centered, and subscript j be the edge over which the disc is centered. When the disc is centered on a node, the expression simplifies to:
where k is the length of side k. When the integral is centered at an edge midpoint, the function simplifies to:
Simplification of g 2
Again the simplified functions change whether the acoustic disc is centered at a node or edge midpoint. When the disc is centered on a node:
When the integral is centered at an edge midpoint, the function simplifies to:
Simplification of g 4
The functions that contain sums of trigonemetric expressions, g 4 and g 5 , only show up in the integral expressions for the nodal updates. The dot product of two edge normals can be also be expressed as:
B. Basis function integrals
As stated earlier, the basis functions have three basic forms: one for nodal bases, one for edge bases, and one for the bubble function. The form of the update equations also fall into separate categories for the node and edge updates. Let the integral of a basis function be denoted by I i/j,k , where the first index represents the basis index. Again, the subscript i is used for nodes and j used for edges. The second index represents the update index which is either associated with a node or an edge. With this notation, the spherical mean formula becomes:
(c 2i−1 I i,k ) + 
