ABSTRACT Learning to discover hidden variables from unlabeled data is an important task. Traditional generative methods model the generation process of the observed variables as well as the hidden variables. However, tractable inference and learning on these models requires strong conditional independence assumptions being made among observed and hidden variables. To tackle this limitation, we propose an autoencoder framework. The encoder produces an intermediate representation from the observed variables, and the decoder is a generative latent variable model conditioned on the intermediate representation that tries to generate the hidden variables as well as to reconstruct the observed variables. We introduce three variant models of our framework with either a deterministic or a stochastic encoding process. To optimize our model, we propose an algorithm similar to the classic expectation-maximization (EM) algorithm that supports online learning for large-scale datasets. The flexibility of our framework allows us to apply it to various scenarios where the explicit inference of hidden variables is desired. We discuss the applications of our framework to the perceptual grouping task and the part-of-speech (POS) induction task. Our experiments on the two tasks demonstrate that our framework can achieve better performance than vanilla latent variable generative models.
I. INTRODUCTION
Learning to discover hidden variables from unlabeled data is a task of interest in numerous fields, such as computer vision, natural language processing, and cognitive science [5] , [8] , [10] . For example, in natural language processing, we may want to infer word clusters given sentences; in computer vision, we may aim to discover segmentations from unlabeled raw images. Traditional generative methods assume that the observed data are generated along with the hidden variables. The discovery of hidden variables is typically performed by inference with the expectationmaximization (EM) algorithm [7] . In general, efficient inference and learning with such generative models requires strong conditional independence assumptions being made among model components, which prevents the utilization of rich contextual features contained in the training data. For instance, in image generation, Neural Expectation Maximization [13] assumes that pixels belonging to different objects are largely independent. In natural language processing, contextfreeness is often assumed which states that the probability The associate editor coordinating the review of this manuscript and approving it for publication was Dusmanta Kumar Mohanta. of a grammar rule is independent of the context in which the rule is applied, for example, both Probabilistic Contextfree Grammar (PCFG) [16] and Dependency Model with Valence [20] are context-free.
In this paper, we propose an autoencoder framework to tackle the problem. The framework consists of an encoder and a decoder. The encoder is a discriminative model transforming the observed data to an intermediate representation. The decoder is an ordinary generative latent variable model conditioned on the intermediate representation that tries to generate the hidden variables as well as reconstruct the observed data. Compared with vanilla generative latent variable models, our model employs the encoder to inject information extracted from the observed data to the generative procedure and thus compensates the often unrealistic independence assumption in vanilla generative models. On the other hand, efficient inference and learning algorithms of vanilla generative models are still applicable to our model. The mapping from the observed data to the intermediate representation can be either deterministic or stochastic. In the stochastic case, one may add an additional variational loss to regularize the mapping distribution, which resembles the inference network in the variational autoencoder (VAE) [19] .
The flexibility of our framework allows us to apply it to various scenarios where the explicit inference of hidden variables is desired, such as perceptual grouping, word clustering, and grammar induction. We evaluate our framework on the perceptual grouping task [13] and the part-of-speech (POS) induction task. The experiment results show that our framework outperforms previous approaches and is also more robust.
II. RELATED WORK A. UNSUPERVISED LEARNING WITH GENERATIVE MODELS
Unsupervised learning, which learns hidden variables of interest from unannotated data, offers the possibility of circumventing the expensive and time-consuming data annotation procedure. In unsupervised learning, the dataset consists of only observed data x (1) , x (2) , . . . , x (N ) with no demonstration of the desired variable z (i) for each sample with index i, and the goal is to learn a predictor that can output the desired variables from the observed variables. However, unsupervised learning is not ''free'' and requires an insightful understanding of the problem. Generative models can be regarded to have encoded this kind of insight to bias the learned hidden variable towards the desired output. For example, in the partof-speech (POS) tag induction problem, the first order Hidden Markov Models (HMM) assumes Markovian transition over a sequence of hidden variables and an independent emission model for each word given a hidden variable, thus encouraging the hidden variables to represent word categories that capture local syntactic relations.
Generative models are effective and well-motivated by prior knowledge. However, to enable efficient inference and learning, strong independence is usually assumed among the model components. For example, the first order HMMs assumes conditional independence of the past and future labels given only the current label.
B. UNSUPERVISED LEARNING WITH DISCRIMINATIVE MODELS
Discriminative approaches model the conditional distribution of the output (hidden) variables given the input (observed) variables and they typically make much weaker independence assumptions. For example, in a Conditional Random Field (CRF) the Markov assumption between the hidden variables is conditional on the observed variables, which is weaker than the unconditional Markov assumption in HMMs. In addition, discriminative approaches often utilize sophisticated features extracted from the input data for more effective modeling. Although discriminative approaches are mostly used in supervised learning, there has been some previous work that applies discriminative approaches to unsupervised learning. For example, Xu et al. [28] propose to rely on the support vector machine to perform unsupervised clustering. Joulin et al. [17] extends the discriminative clustering idea to image co-segmentation. Grave and Elhadad [11] extend the same idea to unsupervised grammar induction.
C. AUTOENCODER BASED MODELS
Autoencoder [2] , [15] introduces nonlinearities in the encoder compared with principal component analysis [27] with linear transformations. It is widely used as a feature extractor where the hidden variable is viewed as a lossy compression of the input data. [3] , [6] . Ammar et al. [1] propose the conditional random field autoencoder (CRFAE) for unsupervised structured prediction by extending the idea of autoencoder. The encoder of the CRFAE is a feature rich log-linear model while the decoder of the CRFAE is a generative model. CRFAE has been applied to many tasks in natural language processing, such as POS induction [1] , [21] , word alignment [1] , grammar induction [4] and semi-supervised structured prediction [29] .
Another type of autoencoder is the variational autoencoder (VAE) [19] , [23] . Despite the name ''autoencoder'', VAE is actually based on a generative latent variable model. The inference model of the VAE approximates the intractable true posterior density of the hidden variable, and the observed variable is generated conditioned on the hidden variable. 
III. LATENT VARIABLE AUTOENCODER

A. REPRESENTATION
Consider the problem of inducing hidden variable z from observed variable x, where z = (z 1 , z 2 , · · · , z K ) is a tuple of discrete variables. A generative model (Figure 1, left) describes the generation of the observed variable x along with the hidden variable z by modeling the joint probability distribution on x and z with parameters θ . In our framework (Figure 1, right) , we regard the generative model as a decoder that is connected from an encoder of the observed variable x. Specifically, we encode x into an intermediate representation s that conveys information of x that is useful for subsequent decoding. Conditioned on s, we follow the generative process and try to generate the hidden variable z andx (a reconstruction of x). We require that computing the posterior p θ (z|x, s) is tractable, which is true if we build our decoder based on tractable generative latent variable models such as HMMs. φ and θ denote the parameters of the encoder and the decoder respectively. After these parameters are learned, we can induce the hidden variable z from observed datax by the probabilistic inference on our model. To give a concrete example, consider the perceptual grouping task, where each image x is a spatial mixture of K components and the goal is to learn the correct component assignment z for each pixel of x. We apply our framework to this task by mapping x into the intermediate representation s and then reconstructing x along with z. Detailed descriptions will be presented in the next section. Figure 2 is the data flow diagram of Figure 1 , right. It illustrates how data is processed by a system in terms of the input and the output. The input is x and the output isx, the copy of x. In our framework, the intermediate representation s can incorporate local and global semantics contained in the observed data into the generative process in the decoder and thus lead to the better generation of the hidden variable z behind the observed datax. This is in contrast with traditional generative models which make independence assumptions that prevent the information of the observed data from being fully utilized in the generative process. It shall be noted, however, that the capacity of s should be limited to prevent s from conveying too much information about x; otherwise the decoder would be able to reconstruct x with a trivial and uninformative assignment of z.
As previously mentioned, both stochastic encoding and deterministic encoding are allowed in our framework. In stochastic encoding, the intermediate representation s is a sample drawn from the conditional distribution given x modeled by the encoder. Our following discussion is based on the stochastic setting since deterministic encoding can be regarded as its special case.
B. LEARNING
Mathematically, autoencoders model p(x|x), the reconstruction probability of observed data. In our framework, the involvement of hidden variables leads to the following derivation:
where z follows a discrete distribution. We want to maximize the reconstruction log probability with respect to the encoder parameter φ and the decoder parameter θ . Intuitively, one can expect z to be better induced if x is reconstructed with a high probability.
To solve the integration of the intermediate representation s, we use Jensen's inequality to approximate the objective function with its lower bound, i.e., the expectation taken over the encoding distribution p φ (s|x):
By performing the Monte Carlo method to estimate the expectation in Eq. 2, we rewrite the training objective as:
where s (l) is a sample drawn from p φ (s|x) and L is the number of samples. To ensure end-to-end training, we assume a proper form of the encoding distribution and employ the reparameterization trick [19] : instead of directly sampling s, we sample an auxiliary variable and represent s as a function of . L(φ, θ;x, x) is still difficult to optimize due to the marginalization over hidden variable z. Since we have assumed tractability of the posterior p θ (z|x, s), we propose an algorithm similar to the classic EM algorithm to iteratively optimizeL in alternated expectation (E) and maximization (M) steps. The detailed derivation is as follows.
Again by using Jensen's inequality, we derive the lower bound forL(φ, θ;x, x):
In the E-step, we use the decoder parameter of the previous iteration denoted as θ old to compute the posterior distribution p θ old (z|x, s). Then we set q(z) = p θ old (z|x, s) to make the bound tight, yielding the following equation:
In the M-step, we optimize Eq. 5 with respect to the decoder parameter θ and the encoder parameter φ simultaneously, which is made possible by the aforementioned reparameterization trick.
C. MODEL VARIANTS ON THE ENCODER
We develop three variants of the autoencoder model in our framework with different configurations for the encoder: deterministic variant, Gaussian variant, and variational variant. Except for the deterministic variant, all these variants use a stochastic encoder.
1) GAUSSIAN VARIANT
p(s|x) takes the form of a Gaussian distribution. The mean µ and covariance matrix of the Gaussian distribution are computed by the encoder with x as input. To force the intermediate representation s to discover more robust features and prevent it from simply learning to copy the observed variable, we train the autoencoder to reconstruct the input data from its corrupted version. Specifically, we add random noise to each observed data sample when computing expectations in the E-step of the training procedure.
2) DETERMINISTIC VARIANT p(s|x) takes the form of a Dirac delta distribution centered at a deterministic function of x (e.g., a neural network). There is no need to introduce the reparameterization trick for this variant.
3) VARIATIONAL VARIANT
In the variational variant, p(s|x) also takes the form of a Gaussian distribution, but additional variational loss D KL (p(s|x)||N (0, 1)) is added into the objective function to regularize the encoder. The variational variant shares the same formulation with the variational autoencoder (VAE) in the encoder part and the similar derivation of variational inference to VAE. We show the derivation of variational variant in the form of VAE framework as followings:
We set the distribution p θ (s) as the Gaussian distribution N (0, 1).x is a copy of x. After regarding VAE in Eq. 6 as an autoencoder, q φ (s|x) is the distribution mapping from the observed variable x to the output s of encoder: p φ (s|x). Then the second term of Eq. 6 is the same with the lower bound of Eq. 2 and we can follow the same derivation with an additional variational loss D KL (p(s|x)||N (0, 1)).
IV. SCENARIO 1: PART-OF-SPEECH TAG INDUCTION
We evaluate the effectiveness of our framework on the task of POS induction. POS Induction aims at assigning word tokens in a text to syntactic categories without training on groundtruth data. HMM has long been regarded as the baseline approach for this task. A HMM contains a sequence of hidden states z 1 , z 2 , . . . , z T and each state z t is generated based on its preceding state z t−1 following a transition model p(z t |z t−1 ). A sentence is generated from a HMM by sampling a word x t from each hidden state z t following an emission model p(x t |z t ). The probability of a given sentence x is the product of the transition and emission probabilities across all the positions in the sentence:
where z 0 is a dummy start state. The EM algorithm can be used to iteratively optimize the parameters in the emission and transition models of an HMM.
In the E-step, the expected counts of all possible transitions and emissions in the training sentences are computed according to the parameters learned in the last iteration. In the M-step, if we assume multinomial transition and emission, the parameters are updated by simply normalizing respective expected counts.
Recently proposed neural HMMs (NHMM) [25] 
The transition distribution is modeled in a similar way.
Besides the basic configuration, to further utilize the powerful strength of neural networks in creating compact representation of context information, NHMM also explored leveraging context representation produced by Long ShortTerm Memory (LSTM) in transition model, where the context representation C 0,...,t−1 containing all the information in preceding tokens is fed to the network to model the transition distribution as p(z t |z t−1 , C 0,...,t−1 ). In the POS induction task, the performance of NHMM in basic configuration reported is almost identical to the baseline model, while incorporating LSTM leads to a considerable boost in performance.
We apply our framework to POS induction by modifying the emission model in NHMM. In our implementation, the encoder uses LSTM to produce a sentence embedding. The sentence embedding is then directly used as the intermediate representation s in the deterministic variant and Gaussian variant or fed into a feed-forward neural network to produce the parameters of a Gaussian distribution in the other two variants. The decoder is an NHMM in which the emission network takes s as an additional input. Specifically, we concatenate s and the hidden state embedding v and feed them to the logistic regression model:
where cat stands for concatenations.
V. EXPERIMENTS 1: PART-OF-SPEECH TAG INDUCTION A. EXPERIMENTAL SETUP
We evaluate our proposed model on the Wall Street Journal corpus (WSJ, with section 2-21 for training, section 22 for validation and section 23 for testing). We use sentences with length no more than 40 for training and all the sentences VOLUME 7, 2019 for evaluating and testing. All the digits are replaced by 0. The number of induced clusters are set to 45. All the hyperparameters are the same with the NHMM baseline except that the minibatch size is set to 128 because of the limitation of the system memory. The code is available online at https://github.com/WinnieHAN/dnhmm.git.
B. EXPERIMENTS ON WSJ
We evaluate the induction results with three metrics: manyto-one (M-1), one-to-one (1-1) and V-measure (VM). Manyto-one assigns each induced hidden state to the most possible POS tag and then computes the tagging accuracy. One-toone measure is similar to many-to-one except that only one hidden state is allowed to be assigned to a given POS tag. V-measure [24] is a clustering evaluation metric that trades off conditional entropy between the induced hidden states and the POS tags. As shown by the result in Table 1 , the deterministic and the Gaussian variant achieve a substantial gain in performance evaluated by all the three metrics compared with the NHMM baseline. In the configuration that LSTM being incorporated in the transition model, the results in Table 2 demonstrate that deterministic variant outperforms NHMM by a large margin.
VI. TASK 2: PERCEPTUAL GROUPING
In this section, we apply our framework to the perceptual grouping task [13] using neural networks for both the encoder and the decoder. The aim of this task is to learn how to simultaneously group the pixels in an image into K individual entities and represent these entities with continuous vectors. The model is illustrated in Figure 3 . The encoder p φ (s|x) maps x ∈ R D , an image with D pixels, into continuous intermediate representation s. The mapping distribution is set to be Dirac delta or Gaussian depending on which of the variants listed in the previous section we choose to use. We use a Convolutional Neural Network (CNN) parameterized by φ to process the input image x and output the parameters of the mapping distribution. The CNN structure we used in our experiments is shown in Figure 4 . The CNN consists of 2 convolutional layers and 2 subsampling layers followed by a fully connected layer. The activation function of the convolutional layers and subsampling layers is ReLU [9] . The numbers of the output filters of 2 convolutional layers are 32 and 64 respectively. The input to a convolutional layer is a 28×28×channel image where 28 is the height and width of the image and channel is the number of channels, e.g. an RGB image has channel = 3.
In our experiments, we use the gray image, so channel is set to 1. More details such as the kernel size and the stride are shown in Figure 4 .
The decoder is used to reconstruct image x from s. Here we regard each image x as a composition of K entities represented by vectors e 1 , e 2 , . . . , e K . Every entity induces multiple pixels in the image. We first obtain intermediate variables ψ k = g(s, e k ) ∈ R D with k = 1, · · · , K , where the projection g is a differentiable function. Then, from a prior distribution parameterized by π , we sample binary variable z i,k which represents whether pixelx i is generated by entity k. Since each pixel should be dependent on only one entity, we require that K k=1 z i,k = 1 and hence π specifies a discrete distribution. Finally, for each pixelx i , suppose we have z i,k = 1, we sample the pixel from a Bernoulli distribution (for binary images) or a univariate Gaussian distribution (for grayscale images) that is parameterized by ψ k,i . The decoder parameter θ contains π, {e k } K k=1 and the parameters of the multi-layer perceptron g. We rewrite the decoding distribution as: (10) Note that our decoder is motivated by and very similar to N-EM [13] , a generative model for perceptual grouping. The only difference is that in N-EM there is no intermediate representation s and ψ k is computed solely from e k . Consequently, N-EM assumes that each image and its hidden structure is generated in the same way from a learned fixed distribution, while in our model we condition the decoder on the intermediate representation s and therefore the generation of each image is customized based on compressed contextual features from the image. 
A. LEARNING
Based on the model specification, we can follow the procedure discussed in the previous section to optimize the approximate objective function Eq. 4. We iteratively optimize this objective function. In each iteration, we only sample once from the encoding distribution and thus L = 1.
In the E-step, we can tractably compute the posterior probability distribution over z i,k :
In M-step, we optimize the objective function Eq. 5:
The encoder parameter φ and the decoder parameter θ are jointly updated by performing stochastic gradient descent (SGD). In particular, the gradient w.r.t. e k is as follows:
where
is a Gaussian distribution with fixed variance and mean ψ i,k .
B. RECURRENT EXTENSION
Following previous work [13] , [14] , we can extend our model to a recurrent version and apply it to sequential image data (e.g., videos). The extension contains two parts. First, the gradient-based update of e k (using Eq. 13) is replaced by a neural network that takes ∂L(θ,φ;x,x) ∂ψ i,k as input and outputs the updated e k . Second, we unroll the iterations of the EM process into a recurrent neural network (RNN).
To explain how to unroll the iterations of the EM process, we illustrate the RNN framework in Figure 5 and the detailed structure of the RNN cell in Figure 6 . The fundamental feature of a RNN is that the basic cell can receive the information from the previous time step and output the information passed to the next step. That enables the cell to do temporal processing and learn sequences. In Figure 5 , we show the basic cell on the left and the unfolded RNN cell in time on the right. For the RNN cell in our model, we illustrate the detailed structure in Figure 6 . blue square boxes represent simple neural network modules, i.e., multilayer perceptrons. Yellow circles represent operations. Each RNN cell consists of a complete copy of neural network modules and operations. At each time step, the RNN cell takes the gradient ∂L(θ,φ;x t−1 ,x t−1 ) ∂ψ i,k computed in the previous time step t − 1 as input to produce a new copy of e and use e as well as the observed image x t at the current time step to compute ψ. We then use ψ and x t to calculate the gradient to be used for the next time step. Back-propagating the loss ∂ψi ,k computed in the previous time step t − 1 as input to produce a new copy of e and use e as well as the observed image x t at the current time step to compute ψ. We then use ψ and x t to get γ in E-step following Eq. 11. At last, γ , ψ and x t are used to calculate the gradient ∂L(θ,φ;x t ,x t ) ∂ψ i ,k to be used for the next time step following Eq. 13.
into the model parameters through ''time'' can be done after going forward through the whole sequence of images. Note that the recurrent model can also be applied on static images by inputting the same image at all the time steps.
VII. EXPERIMENTS 2: PERCEPTUAL GROUPING A. EXPERIMENTAL SETUP
We evaluate our framework on the perceptual grouping task on synthetic images (shapes [13] , [22] ) and videos (flying shapes and flying MNIST [13] ). The proposed model is trained by ADAM [18] with batch size 64. In the nonrecurrent versions, the maximal epoch is set to 100 while in the recurrent versions it is set to 200. Following earlier work [12] , [13] , Adjusted Mutual Information (AMI) [26] is used to measure the similarity between the predicted grouping of pixels and the ground truth while ignoring the overlapping areas and background. It ranges from 0 to 1 where 1 means perfect matching. We run all the experiments for five times, select one of the resulting models based on the loss on the validation set, and report its evaluation result on the test set. The code is available online at https://github.com/WinnieHAN/ndem.git.
B. EXPERIMENTS ON STATIC SHAPES
In the shapes dataset, each image contains multiple simple shapes and each shape is either a triangle or a square that is randomly chosen and placed at a random position. Because the images in shapes are binary images, each ψ k,i in the decoder specifies a Bernoulli distribution. The dimension of the intermediate representation s is set to 10. We compare our approach with N-EM [13] for both the recurrent and the non-recurrent versions. The results are shown in Table 3 . For the non-recurrent version, our Gaussian variant produces the best performance. For the recurrent version, our variational variant is slightly better than the other variants. In general, the recurrent version of each variant significantly outperforms the non-recurrent version. For both versions, our methods outperform N-EM. The recurrent version of the variational variant is most stable among all the variants, with standard deviation 0.0018 of its AMI scores. So in the following experiments, we only report the results of the recurrent version of the variational variant.
C. EXPERIMENTS ON SEQUENTIAL DATASET
Flying MNIST (a sequential extension of MNIST) contains videos where the digits float along random traces. Our variational variant produces an AMI score of 0.822 on the test data while RNN-EM (a recurrent version of N-EM [13] ) produces a score of 0.819, which demonstrates the benefit of our approach.
D. ANALYSIS 1) ROBUSTNESS ON NOISY SAMPLES
We try to verify whether our framework is more robust than generative methods in the presence of different levels of random noise. We focus on the recurrent version of the variational variant and RNN-EM (the recurrent version of N-EM) on shapes. Figure 7 plots the change of the AMI scores with the percentage of randomly corrupted pixels ranging from 0% to 40%. When the percentage of randomly corrupted pixels is set to 20%, the AMI score of RNN-EM decreases to 0. But until the percentage of randomly corrupted pixels exceeds 40%, our model will not become zero. It can be seen that by incorporating global information from the observed variable, our framework is more robust.
An example with three shapes in the input image with a noise level 8% is shown in Figure 8 . We train RNN-EM and the variational variant and set the time-steps to 15 and K to 3. Rows 2 to 4 in the figure visualize ψ k , the Bernoulli parameter predicted for each entity. We observe that RNN-EM is negatively affected by noise in the first several time-steps from the first epoch to the last (only shown the last epoch in Figure 8 (a) because of the lack of space). For the variational variant, after 50 epochs the model becomes robust. Furthermore, the predictions of our model are clearer and more accurate (in that the three shapes are successfully learned). Row 1 visualizes {z i,k }, the grouping results. We observe that the variational variant separates the shapes better than RNN-EM.
2) EXPERIMENTS ON MIXED DATA
We construct the mixed flying shapes dataset which contains flying shapes images of 3, 4 or 5 shapes. We hope that the encoder in our model can provide useful information (the shape number in this case) to the decoder so as to improve the learning process of the latent variable model. The results with different K values are shown in Table 4 . It can be seen that for VOLUME 7, 2019 TABLE 4. AMI scores on the validation dataset of mixed flying shapes while varying the number of components K during training and validation. FIGURE 9. Impact of s dimension on both the training set AMI score and the training binomial cross entropy error. The horizontal axis is the dimension of s. The left side axis is the AMI score and the right side axis is the binomial cross entropy error. K = 2 and 3, our model performs much better than RNN-EM while for K = 4 and 5 the advantage becomes smaller. It can also be seen that our model outperforms RNN-EM in all the cases, which suggests that our model is more suitable for datasets containing data samples of different types.
3) IMPACT OF s Dimension
The dimension of encoder output s in our model is a critical hyper-parameter. If the dimension is too large, s may capture too much (or even exactly copy) information of x and hence the model is very likely to degenerate or overfit as discussed in section III-A. However, if the dimension is too small, the model may not benefit from the global information. We train the recurrent version of the variational variant on flying shapes and change the s dimension from 3 to 30. As Figure 9 illustrates, dimension 10 leads to the best performance. When the dimension is set to 30, the model produces lower binomial cross entropy error and a lower AMI score on the training set which indicates that degeneration or overfitting indeed occurs.
VIII. CONCLUSION
In this paper, we propose an autoencoder framework for discovering hidden variables from unannotated data. The encoder of our framework transforms the observed data to an intermediate representation. The decoder is a generative latent variable model conditioned on the intermediate representation that tries to generate the hidden variables as well as reconstruct the observed data. We propose three variants of our framework that involve different configurations of the encoder. We describe two example applications of our framework to the perceptual grouping task and the POS induction task. Our experiments show that our framework outperforms previous generative approaches and is more robust to noise and data mixing.
For the future work, we plan to apply our framework to many other unsupervised learning problems and extend our methods to the semi-supervised setting.
