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INTRODUCTION 
Let H be a real or complex Hilbert space with inner product (,) and norm 
11 11 _ A linear operator T defined on a dense domain D(T) C His called K-positive 
deJinitp (K-p.d.) if there exists a closeable operator K with D(K) 2 D(T) map- 
ping D(T) onto a dense subset KD(T) of H and two constants i~t > 0 and 
0~s > 0 such that 
for u E D(T). 
(0.1) 
The operator T is calfed K-symmetric if (YL, Kw) = (KU, TV) for all u and ZI 
in D(T). Let us mention that when H is real, a K-p.d. operator need not be 
K-symmetric. But, when His complex, then every K-p.d. operator T is K-sym- 
metric since then (Tu, Kv) = (KU, TV) by polarization. 
Suppose that T is K-p.d. (and K-symmetric when His real) and let H,, denote 
the completion of D(T) with respect to 
[u, w] = (Tu, Kw), 1 u lo = [u, uy. (0.2) 
Then it is known [IS] that H,, can be regarded as a subset of H, the operator K 
can be extended to a bounded mapping K, of H,, into H, and T has a unique 
closed K,,-p.d. and &-symmetric extension T,, , called a generalized Friedrichs 
extension, such that T,, 2 T and T,, has a hounded inverse T;l defined on all of 
H = R(T,), where R(T,) is the range of To. 
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Using certain results of [2], in [I] Petrpshyn extended his procedure nf [ 181 
to yield a nonlinear generalization of the theory of Friedrichs’ extension for 
nonlinear mapping P from D(T) into H which satisfies the following two condi- 
tions: 
\(Pu -- P.r, K(u -- .?))I >> a3 1 u - 7’ 1;; (u, ;i: E D(T)); (0.31 
(Pu, I+) is continuous in u on Ho for each r iu Ho . (0.4) 
He established (see Theorem 1 .O below.) the existence of a unique extension P, 
of P whose domain D(P,) C H, , R(P,) == H, and which satisfies (0.3) and (0.4). 
Moreover, if P -= T + :\r, then under global Lipschitz conditions on the 
nonlinear map ,V it is shown in [I] that D(P,) = D(T,). It was also shown in [l] 
that if [H,j CD(T) is a sequence of finite-dimensional subspaces which is 
projectionally complete in H,, (i.e., dist(x, H,) := infytHn ’ s - J i0 4 0 as 
n ---) ‘x for each .x in H,,) and TV = T;lP: D(T) C H,, - Ho is bounded. then 
for each h in H and each n the approximate Galerkin equation 
(Pu,, ( Kz:) = (I?. Kc) (21 E H,, ) (0.5) 
has a unique solution zl,, E H, such that u,~ - u,, in H,, , where I(,, is the strong 
solution of the equation 
Pu = I1 (i.e., u0 E D(P,) and PO(q) = h). (0.6) 
The purpose of this paper is essentially twofold. In the first part of Section 1 
we extend some of the abstract results of [1] and others. In particular, we show 
that D(P,,) = D(T,) when P = T + N and IV: D(P) C Ho --, H is assumed to 
be Lipschitzian only on H,,-bounded sets in D(T). As is shown in Section 2, 
this is the type of condition which one often encounters in applications. Nest 
we show that the Galerkin method (0.5) converges in H,, without the assumption 
that II’ is bounded in Ho . The proof of the latter result is not at all trivial. In the 
second part of Section 1 we obtain the estimate for the error under somewhat 
stronger conditions on P than those used in [1] in the construction of PO . Then 
we show how to obtain the estimate of the residual I/ Pu, - h (1 under the 
assumption that P = T + i\‘. It should be underlined here that the equalit! 
D(P,,) -= D(T,), the knowledge of the nature of the extended domain D( T,), and 
the choice of {Hz) (which also depends on Z’s) play an essential role in providing 
the estimate for the residual and, in case P is a differential operator, in establish- 
ing the convergence of u, to u,, and all of its derivatives up to the order of P. 
The relation of our results to those of other authors is indicated in the text. 
In Section 2 we use the Extension Theorem 1.0 and the Estimate Theorems 
1.5 and 1.6 to provide both a new approach to the existence of strong (and, in 
particular, weak) solutions to various boundary value problems for ordinary and 
partial differential equations (see also [I, 461) and at the same time to establish 
the estimate for the error and the residual when a projection method is used in 
their constructive solvability. It should be noted that some of the BV Problems 
ExTENSION OF NONLINEAR OPERATORS 653 
treated here have been studied earlier by other authors but mostly under more 
restrictive conditions and by different methods (see Section 2 for various refe- 
rences). Moreover, most of these authors were primarily concerned with the 
existence of weak solutions and less so with the estimate for the error and, 
particularly, for the residual, especially when nonlinear partial differential 
equations are treated. The last BV problem (Problem IX in Section 2) involves a 
second-order nonlinear partial differential operator P whose domain D(P) is 
defined by a nonlinear operator, and therefore the results of Section 1 are not 
applicable. Consequently a new approach (although similar to that in [1]) is used 
to construct a solvable extension of that operator. An interesting feature of this 
approach is that the “coordinate functions” used in the construction of {H,} 
are not required to satisfy the given boundary conditions. We remark that 
recently Heyn [46] used a somewhat similar method to extend the main theorem 
of [I] and to obtain an existence theorem for nonlinear second-order partial 
differential BV problems. 
1. SOLVABLE EXTENSION OF NONLINEAR OPERATORS, ERROR, AND 
RESIDUAL ANALYSIS 
Let H be a real or complex Hilbert space, let P be a nonlinear operator map- 
ping a dense linear set D(P) C H into H, and let T be a linear K-p.d. (and 
K-symmetric if H is real) operator defined on D(T) =: D(P). Following [I] 
we say that P is H,-demicontinuous if (u,J C D(P), ti E D(P), and u, + u in Ho 
implies that Pu, - Pu in H; P is H,-demiclosed if {u,} C D(P) with u, -+ u in H, 
and Pu, -g in H implies that u E D(P) and Pu = g; P is strongly H,,-monotone 
if for all u, v  E D(P) we have Re(Pu - Pv, K(u - v)) 2 y  j u - v  1: for some 
constant y  > 0; P is complex H,-monotone if for all u, z in D(P) we have 
I(Pu -. Pv, K(u - v))l 3 7 / u - 7.1 1: for some constant 7 > 0. 
Evidently, if K = T = I on D(P) = H, then our definitions are identical 
with those used in the monotone operator theory since in this case H, = H. 
Using a surjectivity result of [2] on complex-monotone, demicontinuous, 
and everywhere defined operators, Petryshyn extended in [1] the procedure, 
used by him in [18] for the extension of linear nonsymmetric operators, to 
densely defined nonlinear operators of complex-monotone type by establishing 
the following basic extension theorem to be used below. 
THEOREM 1.0. Let T be K-p.d. and P a nonlinear map of D(P) = D(T) C 
fi -+ H such that 
l(Pu - Pq K(u - v))[ >, 77 ( u - z 1; for all u, D E D(P) (1-l) 
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and for each jixed h in H,,; 
(PuB - Pu, , K&) + 0 as k, t---f ,x’ whenever {u,) C D(P) (1.2) 
is a Cauchq’ sequence in H, . 
Then P has a unique H,,-demiclosed extension P,, of P zuith D(P,) C H, such that 
P,, is a one-to-one map of D(P,) onto H and P, satisfies (1.1) on D(P,) with K,, 
replacing K. Moreover, P,, is structurally given by P, = TOW,, , alhere W0 is the 
restriction of the demicontinuous closure W: H, - H,, of W = T,-lP in Ho such 
that WC W,, C TV with R( W,,) = D( T,). 
Given h E H, the following types of solution will be considered for the equa- 
tion 
Pu = h (u E D(P), h E H). (1.3) 
DEFINITION la. Given h E H, if u E D(P) is such that Pu = h, then u is 
called a classical solution of (1.3). 
DEFINITION lb. I f  P satisfies (1.1) and (1.2), then for each h E H the unique 
solution u,, E D(P,,) of POuo = h is called a strong solution of (1.3). 
Suppose that for each u E D(P), p(u, ZJ) = (Pu, KOo) defines a bounded linear 
functional of z’ in H, which can be extended to all of H,, (i.e., p(u, v) is well 
defined for all u and v  in H,). 
DEFINITION lc. For a given h E H, u E H,, is called a weak solution of (1.3) 
if and only if p(u, U) = (h, KOv) for each v  E H, . 
It should be noted that, whenever P satisfies conditions (1.1) and (1.2), we 
may define p(u, U) = [Wu, v] and (h, K,,v) = [h, , V] for all u and v  in H,, and, 
consequently, u E H,, is a weak solution of (1.3) if and only if u is a solution of 
II; u = h, (h, = T,-‘h E H,). (1.3’) 
It is obvious that every classical solution of (1.3) is a strong solution of (1.3) 
and that every strong solution of (1.3) . IS a weak solution of (1.3) but, in general, 
the reverse relations are not true. The purpose of this section is to use Theorem 
1.0 under somewhat stronger conditions on (1.2) to obtain results which are 
practically more useful for the constructive solvability, error, and residual 
estimates, and convergence of the projection method used for the solvability 
of equations involving operators satisfying (1.1). 
These results will then be applied in Section 2 to obtain the existence of 
strong solutions to general and specific elliptic boundary value problems satis- 
fying Dirichlet, Neuman, and mixed boundary conditions treated in 18, 93 
as well as to some concrete problems of elastico-plasticity treated in [3-6, 12, 131, 
and problems treated in [IO, 11, 14, 151. I n most cases our conditions are weaker 
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than those imposed by the above authors in their search for weak solutions. 
Moreover, we provide the error estimates and, if the domain D(P,) = D(T,), 
we provide the estimates for the residuals under certain additional conditions. 
It was shown in [I, Corollaries 2 and 31 that, in particular, if (1.1) holds and 
for some constant 0 > 0 
I(Pu -- PZI, K,h)l ,< e I u - v 10 I h 10 for all u, v  E D(T) and h E D( T,,), 
then the conclusion of Theorem 1 .O holds. Moreover, if T is K-p.d., P = T + N 
is such that D(N) 3_ D(P) = D(T), and 
I/ Nu - NV I! < 8, j u - v lo for U, v  E D(P) and some 8r > 0, 
then D(P,) = D(T,) and P,, = T,, + N,, with N,, an extension of N to H,, . 
As will be seen below, the above inequalities on P or N and the fact that 
D(P,,) = D(T,,) play an essential role in providing the estimates for the error 
I un - lcO I,, and the residual /I Pu, - h IIH . However, the following simple 
example shows that in general one cannot expect P or N, when P is of the form 
P = T + N, to satisfy the above global Lipschitz-type conditions. This will 
be seen in Section 2 although the following simple example illustrates our point. 
Consider the boundary value problem 
-u”(t) + (u’(t))* u’(t) =f(t) (t E (0, l),fEL%(O, I)), 
u(0) = u’(0) = u’(l) = 0. 
(4 
Let Tu = -urn on D(T) = {u E C3(0, 1) / u(0) = u’(0) = u’(l) = 0}, Nu = 
(Id) u’, Pu = Tu + NU on D(P) = D(T), and Ku = u’ on D(K) = 
{u E cyo, 1) I u(0) = 0). It is not hard to show (see [43]) that T is K-p.d. and 
K-symmetric and thus has an extension T,, with D(T,,) C Ho , where H, is the 
completion of D(T) with respect to [u, TJ] = (Tu, Ku) = ji zi’z~” dt, 1 u I,, = 
[u, u]~:~ and H,, = {u EL,(O, 1) I u, U’ are absolutely continuous (a.c.), U” EL,(O, 1) 
and u(O) = u’(0) = u’( 1) = O}. M oreover, as will be seen in Section 2, D(T,) = 
{u E H, 1 us is a.c. and u”’ E&JO, I)}. Using an inequality from [37] (see Problem 
III in Section 2), it is easy to see that for u, v  E D(P) 
(Pu - PZl, K(u - ZQ) 3 j u - 2’ 1; ) 
i.e., P satisfies condition (1.1). However, N does not satisfy any one of the above 
Lipschitz-type global conditions on D(P). However, a simple calculation shows 
that N is Lipschitz on bounded sets in D(P). In fact, if u, v  E D(P) and 
I u lo, 1 v  I,, < M, then we have /I Nu - Ner llLZ < (i) M” I u - z’ I,, . 
The BV Problem (A) (more complicated examples will be given in Section 2) 
shows that the following extensions of Corollaries 2 and 3 in [l] will prove to be 
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useful in various applications and especially in the derivations of the estimates for 
errors and the residuals. 
PROPOSITION 1.1. Let T be K-p.d. and P: D(P) == D(T) C HA H s&f\:\, 
(1.1) and the condition: 
(a) There exists afunction c: R+ = {t > 0) - R+ such that ~(Pu - Pv, Kh)’ 
< ~(llf) ! u - 2’ io 1 h i0 for U, 2’. h E D(P) with 1 u I,, , ! z! I,, .< M; then the con- 
clusion of Theorem 1.0 holds. 
Proof. Since KO: H, + H is continuous and D(T) is dense in H,, it is easy 
to see that condition (1.2) of Theorem 1.0 is implied by condition (a) and thus 
Proposition 1.1 is a consequence of Theorem 1.0. Q.E.D. 
PROPOSITION 1.2. If  T is K-p.d. and P = T + N is such that (1.1) holds and 
(b) there exists a function 6: R+ - R+ such that 11 Nu - I% 11 S; 
b(M) I u - v  I0 whenever II, v  E D(P) and 1 u /,, , / zl /,, < Al, then D(P,,) = D( T,,) 
and PU = T, + AT,, with A’, an extension of N to H0 . 
Since (b) implies (a), Proposition 1.2 follows from Theorem 1.0 and the same 
argument as the one used by the second author in his proof of Corollary 3 in [I]. 
An immediate consequence of Proposition 1.2 is that for each f  EL,(O, 1) 
the boundary value problem (A) h as a strong solution u E D(Po) = D(T,). 
The following result will be applied to problems in the theory of elastico- 
plasticity investigated by Langenbach and others (see [3-6, 12, 131) under 
different and, in some cases, stronger conditions. 
PROPOSITION 1.3. Let P be a densely defined nonlinear operator such that the 
Gateaux derivative P,’ exists for each u E D(P) with P,’ K-p.d. and for some 
a:>0 
(c) (P,‘(h), Kh) > a(P,,‘h, Kh) = a: 1 h 1: for aZl u, h E D(P). 
Assume also that for u, v, h E D(P), the function C(t) = (P~,+tcu-vr(u - v), Kh) 
is continuous in t for u, v, h E D(P) and 
(d) to each Al > 0, there exists n c(M) > 0 such that zf u, w, h E D(P) and 
/ w /,, < A4, then i(PU,‘(u), Kh)l < c(M) / u j0 / h 1” . 
Then the conclusions of Theorem 1.0 hold. 
Proof. It follows from the assumptions made on 4(t) and (c) that for all 
u, v  E D(P) we have the inequality (Pu - Pv, K(u - v)) = fi (P:+t(U--L’j(~ - v), 
K(u - v)) dt > d(P,‘(u - v), K(u - v)). Also, if u, v, h E D(P) are such that 
1 u I,, , 1 z’ j0 < M, then I(Pu - Pv, Kh)j = ji (P:+tcu-uj(u - v), Kh) dt 1 . Since 
I v  -t t(u - V)I” < M, it follows from (d) that /(Pu - Pv, Kh)l < 
c(M) 1 u - z’ lo ( h I,, . Thus, Proposition 1.3 follows from Proposition 1 .l. 
Q.E.D. 
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Error and residual estimates. We now begin our study of the constructive 
solvability of Eq. (1.3) together with the estimates of the error and the residual 
when the Galerkin-type method is used in the approximate solvability of Eq. 
(1.3). We precede our first theorem in this section with the following observa- 
tions to be used later. 
Remark 1.0. Using the bijectivity of P0 and the demicontinuity of IV, 
it was shown in [l] that if {H, ,17,} is a projectionally complete scheme in H,, 
with (Hn] C D(P) monotonically increasing, then the approximate solution 
21, E H, determined by 
(Pu, , Ku) = (h, Kv) P E HA (1.4) 
converges in H,, to the strong solution of Eq. (1.3) provided W 1s bounded. 
In [36] Petryshyn showed that if I’ is a complex Hilbert space, {I’, , Qn} 
projectionally complete in I’ and A: I,’ + V continuous and complex monotone 
(i.e., ,(.-l.r - -4y, N - -\‘)I >, y  11 x - 3’ I/a Vx, y  E I’), then the equation 
is uniquely approximation-solvable w.r.t. {r,, , Q,,) for each g in I,-, that is, for 
each sufficiently large n and each g in I7 the equation 
Qn4-4 = Qng (x E I,,) (1.6) 
has a unique solution x, E I;, such that x, + x and N is the unique solution of 
Eq. (1.5). No assumption about the surjectivity of A or the monotonicity of 
{V,) was used in the proof of the above theorem. We add that the same assertion 
and essentially the same proof hold when A is demicontinuous and bounded. 
Indeed, as in [36], one shows that for each g in I/ and each rz, Eq. (1.6) has a 
unique solution x,~ E 1~‘~ such that {x,~} is bounded. Hence there exist a subse- 
quence (x,,,] such that x,,, - s,, in k’ as m ---, oo and therefore 
since Q,,Js~,,, = Q,,,g -g, x,,~ - 9,~~ - 0, {AX,} is bounded, Q.,?!xo - x0 + 0 
and s,,, - .Y” - 0 as m ---f 00. Consequently s,,, + s,, in I7 and Ax,,, - AX,, in I’ 
since ..4 is demicontinuous. Since for each 3~ in I’ we have 
(g - -4x, , y) = liF(g - -4x,, , Qrn~~) = li$Q*,,g - Q,,A.v,, ,I!) = 0, 
it follows that 9x, = g. This and injectivity of A imply that .‘c,+ x0 in V as 
n+ co. 
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Unfortunately, when --I: 6 -- I. is demicontinuous but not bounded, the 
above simple argument fails. Nevertheless, using a variant of an argument 
employed in [45] to prove the P-compactness of semimonotone mappings, we 
establish the following result which is essential in our proof of Theorem I.5 
below. 
PROPOSITION 1.4. Suppose {I-, , Qn} p. 1 t’ 11 is I o ‘ec zona y  complete in I - with { 1 r,l ) 
monotonically increasing. If  A: 7,’ + V is demicontinuous and complex monotone, 
then Eq. (1.5) is uniquely approcimation-solvable for each g in F w.r.t. [7-, ~ 0,: 
(and, in particular, =2 is -4-proper w.r.t. {I’, , 0,)). 
Proof. As was noted above, for each g in 7’ and each n, there es&s a unique 
urn E I’, such that x, solves (1.6) and {.v,J is bounded. Since =1 is injective, to 
prove that (xn} converges to a solution of (1.5) it suffices to show that from 
each subsequence {.t,,,> of {.Y~} we can extract a further subsequence, say, x,,,. 
such that x,,, - .Y and AX = g. Now, let {.xn,l be an arbitrary subsequence 0; 
(x’,,>. Since {.d,,,} is bounded and I,- is reflexive, we may extract a subsequence, 
which we again denote by {x,,,;, such that s,,, -- x,, for some s,, in I- and 
Q ,,,. 4x,,, -+ g since Q,g + g. For any ~1 E 7: I/ x,, - x,, II2 = 1 sj,, - x ~ ” -$- 
II X,H - x0 112 - I/ A-,,, - ” II2 = II s,,, - ?’ /~‘L -1 (11 s,,, - x0 11 + 1: s,,, - J 1) x 
(II -v,,, - so I I - I I .T,,r - v  iI). Using the fact that !I x,,, - .vo 11 - 11 s,,, - ~7 m/ 5; 
/I .ro - J 11 , it follows that 
Letting max{li .T,,! 11 , 11 .vo ]I> < M and assuming that // ma - y  )I < 1, we see that 
II Y II < 1 + II x0 II and 
Let j > 0 be an arbitrary but fixed integer and let J! be any element in 7S , 
Since {7-,J is monotonically increasing, Q,, is orthogonal, and .q is comples- 
monotone, it follows that for m >j we have 
Since x,,, - y  - .‘co - y  and Q,,,&,,, +g as m + 00, the right-hand side of the 
above inequality converges to the real-valued function 
J E 15 for any fixed j. 
Since .-1 is demicontinuous and Q,z - .z for each z in 7: it follows that v(v) 
is a continuous function of 3’ E 7’ and v(y) T:z 0 for all 1’ E 7’ with q(.vo) = 0. This 
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implies that to each given E > 0 there exists a 6 > 0, with 6 < min(e/K, I}, such 
that j q(y) - 7(x0)/ < E whenever /I y  - x,, I/ < S, i.e., 
T(Y) < E whenever IIY-XOII <s. (14 
Since dist(.va , V,) + 0, we can choose n, > 1 and ylaO E V,, such that 
II ‘To - -vno II < 6. Because (l/v) I(QnL-% - r2yno , x,, - yn,)l L T(Y~,) as 
m -+ 00, there exists an integer nzo = mo(c, yn,), with m, > no , such that 
Ii .h - :I’,, II2 < +/ I (Qm&n - -4Yn 9 x, - Yn,)l < dYnJ + E form > m,. 
Since !/ so - yn, 11 < 6 < min{e/K, I}, (1.7) implies that 
II %n - x0 II2 < II %n - Yn,, II2 + 6 for m > m, 
and therefore, in view of the preceding inequality, 
II &I - Jo II2 < ?(Yn,) + 2. 
Thus, since 11 .v, - ynO I/ < 6, it follows from (1.8) and the last inequality that 
II T,, - .ro liz < 3~ for m 3 m, . Since E > 0 was arbitrary, 11 .v,,~ - x0 11 + 0 as 
m - 00. Finally, Ax, = g since 
and 
(g - -4x0 , y) = li$g - Ax, , Qmy) = li$Qmg - Q,,,Av~ , y) = 0 
for each y  in V. Q.E.D. 
Let us remark that, in view of Theorem 1 in [27] and the fact that 
Ij QnAs - QJy 11 > y  11 x - y  11 Vx, y  E X, and each n, it follows from Propo- 
sition 1.4 that a demicontinuous, complex-monotone mapping is d-proper 
w.r.t. {I,‘, , Q,} provided that {I’,} is nested. This is a new result in the theory 
of A-proper mappings. In case A is strongly monotone and demicontinuous, the 
A-properness of A has been proved in [42] without the additional condition 
on (I’,}. 
It should be noted that the approximation-solvability result of Proposition 1.4 
is new but the existence part of Proposition 1.4 has been obtained by Browder [2] 
for the space V which need not be separable. 
Using Theorem 1 .O, Remark 1 .O, and Proposition 1.4, we are now in a position 
to prove our first theorem, concerning the Galerkin approximates and the error 
estimates in the solvability of Eq. (1.3), w rc h’ h among others includes some results 
of [I, 16, 191 and others. 
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THEOREM 1.5. Suppose that the hypotheses oj. Theorem 1 .O hold. Then: 
(i) Zf {H,l , ZI,) is projectionall\~ complete for H, with {H,,; (C H,, mono- 
tonically increasing, then for each h in H there exists a unique II,, E D(P,,) and 
{u, E H,) such that P”(u,,) = h and 
II,Wu,, = Z&T,% or equiz~alently p(u,, , ey) = (h, Kz>) Vz E H,, (1.9) 
with 1 u, - u0 1” - 0 as n - UJ. Moreover, if W: H,, - H,, is either continuous or 
bounded, then we may drop the condition that (H,) is monotonically increasing. 
(ii) Suppose we assume additionally that to each M > 0 (with uU ;,, 51: M) 
there exists a c(M) > 0 such that 
I[ wu, - IVZ,, u - 291 / 
s. c(M) 1 ug - Z’ 10 j u - 2’ 10 for u, z’ E H,, , lulo,Iz~Io~.\z, (l.‘O) 
then, independent of any’ conditions on H, , 
I url - [ 
c(M) . 
uolo< 1+- I $ Iv---11010. ‘I n 
(iii) I f  we assume that {H,} C D(T), then the Galerkin scheme (I .9) is equi- 
valent to 
Q&n = Qnh or equivalently to (Pu, , Kv) = (h, Kw) t/z E H, , 
(1.12) 
where Q,,: H--f K(H,) is an orthogonal projection, and condition (1.10) can be 
stated in the form 
l(h - Pv, K(u - z>))/ < c(M) 1 u0 - z’ I0 / u - z’ I,, for u, zj E H,, 
with 
I uo lo ! I u lo , I Z’ lo < hf. 
(1.13) 
Proof. (i) Since (1 .I) and (1.2) imply that W: Ho ---f Ho is comples- 
monotone and demicontinuous, the assertion (i) follows from Theorem 1.0 
and Proposition 1.4. 
(ii) To prove (ii), note that it follows from (1.1) that if u, E H, solves 
(1.9), then 
I %I 1; < $ ImzW~n - 17,mo)* %ll 
= $ Il?,?(h - WN, 41 G t I T,-‘@ - JW)Io I u, I,, 
< y  I, h - P(O)11 1 u, lo. 
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Thus, the approximate solutions {u,} are bounded by M = ((G#‘“/?) x 
// h - P(O)]] . By the same arguments, 1 IC,, 1” < M. Now, since u, E H,, and 
(1.14) 
* lo * 
(1.15) 
By (1.15), (1.14), the triangle inequality, and the fact that v was chosen arbi- 
trarily, (1.11) follows. 
(iii) Under the assumption that {H,} C D(T), the equivalence of (1.9) 
and (1.12) follows since n, Wu, = nnTilPu, for u, E D(P) and u, solves (1.9) 
if and only if [T;‘Pu, , v] = [Ti’h, w] for each o E H, . But, the last expression 
implies that 
(Pu, , Ker) = (h, Kv) for v E H,, , (1.16) 
and (1.16) is equivalent to (1.12). Th e remainder of the proof uses the same 
arguments as above. Q.E.D. 
Note that in actual applications of Theorem 1.5(i), to obtain the approximate 
u, to the solution u of Eq. (1.3), one actually uses the second version of (1.9) 
since, m general, w and T;’ are not known in advance. 
Among the class of operators which satisfy condition (1.10) are those which 
satisfy (a), (b), or (d). Th is in fact is the case for a number of concrete problems 
treated in Section 2. 
It has been proven by Mikhlin [24] that even in the linear case involving 
unbounded operators, the residuals, {Pu, - h}, do not converge to zero for 
every choice of {H,}. However, as the following result indicates, if care is taken 
in the choice of the spaces {H,}, then it is possible to obtain the convergence of 
Pu, - h+O in H. 
Let {&} C D(T,) be such that To& = hiKo& , 0 < A, < A, ... < A, 6 ..., 
{Ko#i} is a complete orthonormal sequence in H and H,, = sp{+, ,..., &> for 
each n, where T is a K-p.d. and K-symmetric operator. We refer to {&} as 
generalized eigenvectors of Tu - hKu = 0. The existence and the completeness 
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properties of generalized eigenvectors has been exhaustively studied bv Hazarov, 
Petryshyn, Abramov, and other authors (see [49]). Now, for the spaces {H,J 
determined by generalized eigenvectors of K-p.d. eigenvalue problems, we 
obtain the following theorem concerning the convergence of the residuals. 
THEOREM 1.6. Suppose that T is K-p.d., P: D(P) C H + H satisfies the 
conditions of Theorem 1.0, D(P,,) = D( T,,), and the subspaces {H,} are determined 
by the generalized eigenvectors of Tu - XKu = 0. Suppose further that 
for each M > 0 (with 1 u,, I0 < M) there exists a b(M) > 0 such that 
l(h - POv, K&u - v))j < c(M) 1 u0 - E’ j0 1 u - v  I0 for u, v  E H, 
with I u lo 7 I v lo < fif, (1,170) 
and 
for each M > 0 (with I u,, I0 < M) there exists a b(M) > 0 such that 
11 P,,q, - Pu 11 < b(M) 11 TOuO - Tu 11 for u E H, with 1 u I0 < M. 
(1.17) 
Then 11 Poun - h /I 4 0 as n + 00 and 
II poun - h/i < b(M) [ 1 + $Q] 6, 
where 
‘f (T,,u,,, K,,&)” “‘-0 
I 
as n+m. 
i=n+l 
(1.18) 
Proof. Since {K,,&} are mutually orthogonal, if y  E H, with y  = Cl.=, c& , 
then 
Now TOuO = EL”=, ( T,,uO , K,q$) K,& = XL, biKoq$ , where bi = ( TOuO, K,&). 
With [u, w]r = (K,,u, k+), then for v, = XL, a& with a, = [u,, , &]r , it follows 
that Tu, - TV, = cim_n+l biK,,& and 
I/ T,u, - Tovn /jp = f  bi2 = 6,” + 0 as n+co. (1.20) 
i=n+1 
It is also easily seen that 
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Therefore, I w, lo < I 0, - u. lo + I u. io < I u, - u. lo -t I u. i. < I % lo + 
2 [ u. (,, < ((3(~~#/2/7l) 11 h - P(O)11 = 3m. With M = 3fi;i, we obtain by (1.1) 
and (1.17,) that 
I %I - 
=I $ [(h - Pawn , Ko(u, - z$J)l < T I uo - Z’, lo I u, - z’n lo . 
Thus, 
I un - fJra lo d + 11 T,(u, - 2’,)111’~ 1) K,(w, - Uo)/11J2. (1.22) 
From (1.19) and (1.22) it follows that 
(1 To(un - wJ[ < hy2 y  I/ T&o - %)ll”” II m&2 - uo)!11’2. (1.23) 
But 
= ii 5 Fug ,+ill ~,b~;i’ === f [u. ,+J; 
i=n+1 i=n+l 
It follows from (1.23) and (1.20) that 
11 To(Un - Z’n)ll < Jy 6, . 
Finally, it follows from the above that 
(1.24) 
II PO% - h II < b(W II ~o(% - UON 
< b(W (II To(un - z4i + ii TO(S - %)li) 
<b(M)[1 +$+&. Q.E.D. 
The class of operators which satisfies (1.17) includes certain classes of non- 
linear operators as well as the following linear operators described by 
40916413-11 
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LEiVIM.4 1.7. Let P be a linear operator echich satisfies 
I(Pu, Ku)1 25 ?j 1 u 1,: ) 7 :-0, UED(P) D(T); (I 25) 
](Pu, Kv)/ < a 1 N j” / ‘Z I” for all u, v  E D(P) and some H > 0; (126) 
,Y s T,(D(T,) f-7 D(P,)) is rIosod in II. (I 27) 
Then for all u E D( T,,) n D(P,) and some c > 0 
II P,u 11 >< c I/ T,u I! . (1.28) 
Proof. Consider the mapping POT;‘: S+ H. Let (x~) C S and assume 
/I POT,-lx,, - h /I -+ 0 and /I X, - .Y II + 0 as n 4 co. Let y  = T;‘x and J,~ ::~ 
T;?r, E D(P,); then II POy, - h /I ---f 0 and, since T;‘: H+ H,, is continuous, 
/?‘,r-~ID~IIT~lIIlix,-.~gII~O as n--tco. Also, llytl-yii/ :c 
((l/(4”‘) I Yn - Y 10 + 0 as n + co. Since P, is closed as an operator from 
D(P,) C H to H [18], y  = T;?r E D(P,,) and P,,T;‘x = P,y = h. Thus, 
P,,T;l: XC H-t H is closed. S ince X is closed in H, by the closed graph 
theorem, P,,T;’ is bounded, that is, there exists a c > 0 such that for each 
u E D(T,,) n D(P,,), /I P,u /I = 1~ P,T,-‘T,u 11 < c 11 T,u 11 . Q.E.D. 
The results of Theorem 1.6 also subsume some of the known results which 
have been proved earlier under stricter hypotheses. As an illustration, the follow- 
ing corollary includes one such result due to Luchka [19] for linear equations. 
COROLLARY 1.8. Let L be a linear K-symmetric operator and x* a generalized 
solution of Lu = h (that is, for any u E D(L), (h, K,u) = (K,x*,Lu)). Let w, and 
7r,. denote the eigenvectors and etgenvalues, respective&, of the equation 
Twk - ykKwk = 0 with 0 < rll < Q < ... < yn ;< ... such that (wl.) is a 
complete orthonormal sequence in Hl (HI = the completion of D(T) with respect to 
[u, v]r = (Ku, Kv)). In addition, assume that 
(Q, KY) < c I(Ly, K?)l , u > 0, 
y  E R, = span{w, , , ZL’Z ,..., ZL’,( for n > n, (fixed), 
and 
IlLy II <p!l Ty!!, p>o, yEA,, 
Then for n > n, there exists a unique xn E fin which solves 
(1.28) 
(1.29) 
and 
where 
21, E x, 
(Lx, - h, Kwi) = 0 for 1 < i < n, (1.30) 
I s* - yn lo < c I x* - 7'n lo 
(1.31) 
is such that 1 s* - c!, j. = inf{l s * - s lo j .r E A,). 
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In addition, if D(T) = D(L), s* E D(L), and 
iIL.~/I <PII T.4 7 /3 > 0, .r E D(T), (1.32) 
then lim,-, /I h -Lx, // = 0. 
Before we prove this corollary, let us note that if D(T,,) C D(L,) and there 
exists a c > 0 such that (Lu, Ku) < c 1 u 1: for u E D(T), then since L is K- 
symmetric it follows that ~(Lu, Ku)\ < (Lu, Ku)“~ (Lc, Kz’)~‘~ for u, 21 E D(L) 
[18], and I(Lu, Kv)~ < c 1 u IO j z, IO. Thus, we can apply Lemma 1.7 and drop 
condition (1.32) in Corollary 1.8. In addition, in applications one can verv 
often show that D(T,J C D(L,). Thus in Lemma 1.7, condition (1.27) can bk 
practically realized. Finally, it is easily seen that the assumptions made on 
{w,} imply that the sequence {Kzu,) . is complete and orthogonal in H. 
Proqf of Corollu~y 1.8. Since finite-dimensional linear operators are con- 
tinuous, (1.28) implies the existence of x, E ii, which solve (1.30) for n 2 n, . 
Now, if z’,, = Cy=i aiwi with aj = (Kx*, Kwi) and if K is used for K,, , then 
‘(h -- Lv,, ) K(xn - wn))\ = I(h, K(xn - 7.1,)) - (La, ( IQ, - r’,)) 
= I(Kx*, L(x, - v,)) - (Kwn ) L(.r, - r,))! 
since x* is a generalized solution and L is K-symmetric. Therefore, 
I(12 - Lv, , K(r, - Z!J)l < 11 K(s” - z’n)ll I! L(sn - w,)ll . (1.33) 
But, // L(xn - v,J < p I! T(s, -- a,)11 < &‘*fl / s, - z’, I0 . Therefore, 
I(h - Lv, , K(xn - a,))1 < ?$y /I qx* - v,)ll 1 x, - Z’,, IO . (1.34) 
Since x* - v, = xi”=, [x* - V, , z~‘Ji wi and for each i = 1, 2,..., 
[x” - 72, )7L~;]l = [x”, Will - i [x*, Will [Wj , WJ = I;?*, will 
j=I 
if ; 2 ; 
we see that 1 s* - z’, 1; = xy-,,+i [x*, wi]: . Using the fact that [7cj , w.~]~ = 
vj[wj, will for each i and j and [x*, wJ, = Q[x*, r~Ji , then since {ea,/z~~~) is a 
complete orthonormal sequence in H, , it follows that 
Therefore, 
II K,,(xV - Z’,)/12 = 1 x* - Z’,, 1: < __ x l 1 *-eq,\;. 
?n+1 
(1.35) 
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Combining (1.34) and (1.35) we obtain 
The result now follows from Theorem I .6. Q.E.D. 
Although not stated explicitly, Theorem 1.6 also includes certain results of 
[20, 211 and others. 
Remark 1.1. Going over the proof of Theorem 1.6 one should note that our 
conditions on the choice of coordinate functions imply that 
11 Tu, - T,,u,/~ 40 as n+ m. (1.37) 
\Vhen applied to specific differential operators (as we will see in Section 2) 
(I .37) enables us to obtain the convergence of the approximants (u,) and their 
derivatives up to order of the given differential operator. This is a considerable 
improvement over most of the existing results where the convergence of the 
derivatives of the approximants [u,~} is obtained up to the order of the diffcr- 
entialitv of the weak solution. 
The convergence of the residuals has been studied for a related class of linear 
operators (see, for example, [22-251 and further literature there). 
As a final result concerning the convergence of the residuals when {H,) are 
determined by generalized eigenvectors, we state the following corollary which 
will prove to be useful in applications. 
COROLLARY 1.9. If P -: T + ,V satisfies (1.1) and N satisfies (b), then all the 
conditions of Theorem 1.6 hold and so its conclusions follow. 
Proof. Since 11 T,,u /I 3 (,-l)l!? 1 u j,, for u E D(T,) and ~1 N,u - I~~azj 1~ ZS< 
b(M) I u - z.1 I,, whenever u, z! E Ha and I u I,, , : VJ In .< M, the result follows 
immediatelv. Q.E.D. 
Before we state our next result we need the notion of an A-proper mapping 
which was introduced by Petryshyn and further studied by him and other 
authors (see [26] for a survey of the theory and various references). 
DEFINITION Id. Let HI and H, be Hilbert spaces. A mapF: D C HI - Hz is 
A-proper with respect to a projectionally complete scheme r = (X, , P,; Y, , Qn) 
for the pair (HI , HJ if {unj / u,] e Xnj n D> is any bounded sequence such that 
Qn,y% -fg for some g E H, then there exists a further subsequence (u,,,,> of 
{u,,.~ and u E D such that unj. - u and Fu = g. 
As in our previous disc&ion, let P: D C H + H be a nonlinear operator. 
I f  {xi]- C D(P) is an arbitrary complete orthonormal sequence in H we would now 
like to indicate sufficient conditions to guarantee the convergence of the residuals 
when the finite-dimensional subspaces are determined by {.v~}. Note that unlike 
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the assumptions of the preceding section we do not require that {xi} be eigen- 
vectors of Tu - hKu = 0. 
Let T be a K-p.d. operator such that T maps D(T) C Ha uniquely onto H 
(i.e., T0 = T), and let (4;) C D(T) b g e eneralized eigenvectors of Tu - XKu = 0 
associated with scalars {Xi} such that {I&} . IS a complete orthonormal sequence 
in H. Now let U: H + H be the unitary operator such that UK+, = xi for each i. 
Let x’,‘ = span{x, , xa ,..., xn}, L, = UK(&), M, = UT(X,), and let Ii’,, and 
P, be orthogonal projections of H onto &I, and L, , respectively. Assume that 
{Txj} is complete in H. Then it follows that r = {n/l, , II,; L, , P,} is pro- 
jectionally complete for (H, H). The following result then provides conditions 
under which the residuals converge to zero when the approcimate solutions 
{un 1 II, E X,} are obtained by the Galerkin-Petrov method determined by the 
coordinate system {xi}. Let X0 be the H-space D(T) w.r.t. 11 u I~o = 11 Tu 11 . 
THEOREM 1.10. Let P = T + N with D(N) 1 D(T) and let F: H + H be 
defined by F = I + UNTP~U-~ and assume that 
F is one-to-one and A-proper with respect to P; (1.38) 
(Tu, 4 2 MI Tu II) II Ku II where +(t)++Ix, as t--fm; (1.39) 
$(~lTuIl)+(~~h;u)++~ as IlTuIl+~; 
U 
(1.40) 
The mappings PnF],,,, are coutinuous. 
Then for each h E H there exists a unique u,, E X, such that 
(1.41) 
and 
(Pu, - h, I&) = 0 for 1 < i < n, (1.42) 
/I% - uoII <II T-lllIl X-- %+O as n+co where Pu,=h. 
(1.43) 
Moreover, if N: X0 + H is continuous, then jl Pu, - h I/ -+ 0 as n - c;o. 
-4ls0, if the solutions of the equation Tu(t) + Nu(t) = t(Tun + Nu,) + 
(1 - t) h, t E [0, l] are such that Ij u(t)ll, < M, N: B(0, M) C X0 + H continu- 
ousb Frechet differentiable, and there exists a constant C(M) > 0 such that 
$I + TplN,‘)-’ (/o < C(M) whenever II u Ilc < M, 
then 
II un - uo Ilc < C(M) II Pun - h II . 
Zf the operator UTk7Ylzi-l: H + H is bounded, then 
II%2 - 0 u //c < C(M) A . . ___ II Pun - h II , h il >o. n+1 
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Proof. I f  ZL’ E H and 11 PC 11 --f XI, then let u E D(‘Tj be such that 7’~ ~~. I- IX. 
Therefore, j’ Tu ~1 = 1; Ckc~’ / = 1’ zc 1 + ,m. Suppose R: H - H is defined b\, 
R(u) r= I’KT-lC:mlu. Then 
(Fzc, Rw) = (w, Rw) + (UNT- ‘C’-lzc, Rw) 
By (1.40), it follows that F: H - H is R-coercive. Now consider R,: M,, + L, 
defined for u = zy=, u~UT+~ E M, (with [ai) arbitrary) by 
For each II E M, and f~ H it follows from (1.44) that 
R,: 111, + L, is a linear isomorphism. and 
(Riu, 0) > 0 for u E dl,, with u ;;i 0. (1.46) 
By Theorem 3.1 [ 171, the R-coercivity of F, and conditions (1.45) and (1.46) 
it follows that for each n there exists a unique w, E M, such that 
P,Fw, = P,Uh, (1.47) 
and /I ZC,, - uj /j + 0 as n + ‘x’, where w E H is the unique solution of 
Fw = Uh. (1.48) 
Let ug E D(T) and un be such that Tu, = V’w and U, = ~~=, aPvi , where (a,: 
are such that w, = xy=, ailJTxi . It follows by direct calculations that u’,) 
solves (1.47) if and only if u, solves (1.42) and w solves (1.48) if and only if 
Pu, = h. Also, 11 u, - ua I/ < (1 T-l 11 // Tu, - Tu, 11 = 11 T-’ /I Ij w, - zc ;I --f 0 
as n ---, CC and I] Pu, - h I! -5 !I Tu, - Tu, 11 + ]I Nu, - Nu, ]I . Therefore, if 
N: D(T) + H is continuous in the graph norm, then Ii Pu, - h /I 4 0 as n -+ ,x. 
Since P maps D(T) uniquely onto H, then for each t E [0, l] let u(t) E D(T) be 
the unique solution of the equation Pu(t) = tPu, + (1 - t) h. We see u(0) = ua 
and u(l) = u,, and Tu’(t) + NLct,u’(t) = Pu, - h, by the implicit function 
theorem in X0. Therefore, u’(t) = (I + T-lNi&l T-l(Pu, - h) and 
un - u0 = si u’(t) dt. Assuming that 11 u(t)ll,, < M and ll(1 + T-lNio,)-’ I;(; .c. 
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C(M), then it follows that [j u, - u,, jlc < C(M) jj Pu, - h I/ . In addition, if 
11 lJTK’lLi-l 11 < A, then defining B = UTK-lU-‘, we have that [I u, - ~,,jlo < 
C(M) A 11 B-l(Pu, - h)l\ . But, it is easily seen that Bxi = &xi and 
I/ B-‘(Pu, - h>ll G (lPn+d II pun - h /j . Therefore, the result follows. 
Q.E.D. 
We should remark that similar estimates have been obtained in [48] under the 
assumption that K = I, T-lN: D(N) C H + H and NT-l: T(D(N)) C H - H 
are compact operators, and u E D(N) is an isolated solution of Pu = 0 of non- 
zero index. 
It is not hard to show that if T and K form an acute angle (see (1.51) below) 
and (Pu - Pv, K(u - v)) > 7 j u - v  1: where / u 1: = (Tu, Ku), then the 
solutions u(t) of the equation P,(t) = tPu, + (1 - t) h are bounded in the 
II IIG-norm. 
We should also remark that conditions (1.39) and (1.40) can be replaced by 
the condition 
II~,~~--p,~~l13~l/~-~‘I;, 77 >o, II, v E na, ) (1.49) 
and the results of Theorem 1.10 remain valid. 
Before we proceed to applications let us indicate the type of abstract condi- 
tions which will enable us to satisfy the hypotheses of Theorem 1.10. Since in 
many applications the map UNT-lW1: H + H is compact, to show that F is 
.6l-proper w.r.t. I’, it suffices to show that the identity I is A-proper w.r.t. r. 
LEMMA 1 .l 1. Let T be K-p.d. SW? that 
II Ku II 2 c II 24 II 3 c > 0, u E D(T), (1.50) 
and fot u E X, either 
(Tu, Ku) 3 y. II 2% Ii I/ Ku 1: , Yo > 03 (1.51) 
or 
lG%Q4 3~111 WIIP4 7 ~1 >O where Q = UTK-=U-I. (1.52) 
Then I: H -+ H is A-proper with respect o r. 
Proof. Let UTxJX, = #i and UKx, = gi . I f  u E ill,, then u = Cy=, pi& 
and P,u = xr’, a,g, where a, are such that 
(T($Jx,),Kx,)=~, for 1 < i < n. 
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Let us assume first that (I 51) holds; then 
by (1 SO) and (1.51). Applying the Schwarz inequality to the previous expression 
we obtain 
(1.53) 
The relation (1.53) implies 11 P,u 11 = I/ UK(Cz=, a,x,)jl > c(Ci=, u$)lp 3 
c*y,, 11 u 11 for each u E 111, . Since I: H --+ H is also bijective, by Theorem 2.1B 
of [26] (for the proof see [27]) it follows that I is A-proper with respect to r. 
I f  we assume that (1.52) holds, we can easily see that Qxk = h,x, , and 
xy=, a& > q1 jl u II II I;=, &vi I/ for u E M, , Using the same arguments as in 
the previous case, it follows that jl P,u Ij > czyr 11 u II for u E M, and again the 
result follows from [26]. Q.E.D. 
Having established the A-properness of I with respect to I’, in order for 
F = I + UNT-1 U-r to be A-proper it is sufficient that the mapping UNT-1 U-l 
be ball-condensing [28]. In particular, in applications to differential equations, 
if N consists of lower order nonlinear terms, one can generally prove that 
T-l: H+ D(T) (w.r.t. graph norm) is continuous and N: D(T) --f H is com- 
pletely continuous. Also, if (1.51) . 1s satisfied, then (1.39) holds with C(t) = ~,,t. 
For the case when N: Ho + His demicontinuous and ](Pu - Pv, K(u - v))l Z 
77 j u - v  1: , 7 > 0, u, v  E D(T) and (1.51) holds, then P maps D(T) uniquely 
onto H, and it can be shown that (1.49) is satisfied. It follows that F maps H 
uniquely onto Hand, by [26], F is A-proper with respect to r. In the case where 
P is a linear, complex-monotone operator such that I(Pu, Kv)l < 0 / u I0 j v io, 
8 > 0 and D(N) 3 H,, , by Lemma 1.7, PT-l is a bounded linear map of H 
onto H. Under the assumption that F is A-proper with respect to r’, condition 
(1.49) follows without the assumption that T and K form acute angles (i.e., 
(1.51) holds). 
Finally, if T: D(T) C H-t H is a not necessarily K-p.d., continuously 
invertible operator, we may choose K = T, & = T-‘xi , and U = I. I f  {Tq) is 
complete in H, and I’ = {T(X,), P,}, Th eorem 1.10 remains valid. In this 
case, $(t) = t, and Eq. (1.42) reduces to the least squares method. 
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2. APPLICATIONS To ORDINARY AND PARTIAL DIFFERENTIAL EQUATIONS 
(I) We begin this section with the following simple boundary value 
problem (BVP) for a third-order ordinary differential equation which will 
illustrate the way in which the results of the preceding section are used. Let 
h EL,(O, 1) and consider the BV Problem 
h(t) = -(p(t) u”(t))’ +f(t, 24, u’) = h(t) (tE(o, 1)) (2.1) 
with respect to either of the boundary conditions: 
or 
u(0) = u’(0) = u’( 1) = 0; (2.2) 
u(0) = u’(0) = U”(1) = 0. (2.3) 
We will assume that p(t) is absolutely continuous on [0, l] andp’(t) is bounded 
with 
(14 P(t) 3 PO > 0 f  or all t E [0, I] and some constant p, > 0, while 
f:  [O, l] x iR* - lR1 is continuous and 
(Ib) 
f(t9 51 9 71) - f(t, E2 9 72) > oL > _ f p 
711 - 72 4 
0’ 
Before we state our main theorem concerning the approximation-solvability of 
the BV problems (2.1), (2.2) and (2.1)-(2.3) and the corresponding estimates 
for the error and the residual, we first prove the following lemma. 
LEMMA 2.0. suppose that Ku = u’ on D(K) = {u E Cl[O, l] 1 u(0) = 0} and 
Tu(t) = -(p(t)u”(t))’ on D(T) = {u E C3[0, I] 1 u satis& (2.2) [OY (2.3)]), where 
p satisjies the conditions indicated aboae. Then 
(i) T is K-p.d. and K-symmetric and T has a unique K-p.d. and K-sym- 
metric extension To with D(T,) C Ho = {u g&(0, 1) 1 u and u’ are absoZuteZy 
continuous (a.c.) on [0, 11, u” E&(0, 1) and u sutis$es (2.2) [u(O) = u’(0) = 0]} 
where Ho is the completion of D( T) in the norm 1 u lo derived from the inner product 
[ u ,  u] q = Sip(t) U”ZI” dt, and 
(ii) D(T,) = (u E Ho 1 u” is a-c. on [0, I], andu” EL~(O, 1) [and u”(l) = O]}. 
Proof. Let us first consider the operator T defined by (2.1) and boundary 
conditions (2.2). As defined, D(T) C D(K), D(T) is dense in L,(O, l), and 
K(D( T)) is dense inL,(O, 1) [43]. F or u, 21 E D(T), integrating by parts and using 
the boundary conditions we see that T is K-symmetric since (Tu, Kv) = 
~~pu”zY dt = (Ku, TV). Moreover, for u E D(T), (Tu, Ku) > p, $ (u”)~ dt. But, 
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i fy is any a.c. function on [0, I] such that ~(0) = 0, then [30] Hardy’s inequalit!- 
is satisfied, that is, 
I1 (?‘)’ (tl) 
-0 
nt -+. G 1’ (y)” dt. 
‘” 
Therefore, since u and u’ are a.c. and u(0) = u’(0) = 0, it follows that T is 
K-p.d. with ova = 4,‘p,,~a and (pi = (rrl/l6) p, . The existence of T,, now follows 
from [18]. 
To complete the proof of part (i) we will only mention that the nature of H, 
follows in a straightforward way using the K-positive definiteness of T and 
standard results from the theory of functions. 
To prove (ii), let h EL,(O, 1); then there exists a unique u E D(T,,) such that 
for each z’ E Ha, [u, V& = (h, KU), that is, 0 = ji (pu”z~” - hv’) dt = 
~~pu”z~” dt - si [(d/dt) si h(s) ds] V’ dt, and 
jo' (pi + jot h(s) ds,) v" dt = 0. 
Now let \<I>’ = {u l La(0, 1) / si u(t) dt = O}. Suppose .zE, ‘li’, then let 
w(s) = jz z(s) ds and o(t) = si w(x) d.x. Since v(0) = v’(0) = v’(1) = 0 and 
2”’ = z, then if we define B: Ha - L,(O, 1) by Bv = a”, it follows that \:I‘:,’ C 
B(H,). Conversely, if z~ E H,, , then si Bo dt = et’(l) - v’(O) = 0, that is, 
B(H,) C ( l>,‘. Therefore, B(H,,) = ,l‘+. h 7ow from the above equality we have 
that (Pu” + si h(s) ds, Ba) = 0 for each z: E H0 , It therefore follows that for 
almost every (a.e.) t E [0, I] 
p(t) u”(t) + rt h(s) ds = C (constant). 
‘” 
Thus, u” is a.c. on [0, 11, u’“~La(0, l), and Tu(t) = h(t) for a.e. t E [0, 11. We 
have so far shown that D(T,,) G M = (u ~La(0, 1) 1 U, u‘, and u” are a.c. on 
[0, I], u”’ EL,(O, 1) and u satisfies (2.2)). H owever, if v  E M, then ZI is certainly 
in Ha . Let h = -(pv”)’ EL,(O, l), and let u E D(T,) be such that T,-,u = h, then 
for each .a E H,, , [w, .~]a = ~~po”zn dt = si hz’ = [u, z],, . Thus, z! = u E D( T,,), 
M C D( T,,), and the results of (ii) follow relative to boundary conditions (2.2). 
Let us complete the proof with an indication of the adjustments necessary 
when we consider T relative to boundary conditions (2.3), that is, u(O) = u’(0) = 
u”(l) = 0. Without proof, ZY,, is as described in (i), but note that the natural 
boundary condition u”(1) = 0 is lost in H,, . As we will see, it is regained in 
D(T,,). As before, if h l La(0, 1) and u E D(T,,) such that T,,u = h, then it 
follows that 
Jo1 [pd + Jb” h(s) ds] zf’ dt - [Jo’ h(s) ds] ZI’ I:, = 0. 
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Since a’(O) = 0 and v’(1) = ji 2”’ dt, we obtain 
1’ [pd + jt h(s) ds - [‘h(s) ds] zl” dt = 0. 
‘0 0 0 
But, for z tz&(O, l), if w(x) = sz z(s) ds and z’(t) = J-i W(X) dx, then z’ E Ho 
(relative to boundary conditions (2.3)) and Bv = v” = z, that is, B(H,) = 
L,(O, 1). Therefore, it follows from above that for a.e. t E [0, 11. 
p(t) u”(t) + j’ h(s) ds - s1 h(S) ds = 0. 
0 0 
Since p(l) u”( 1) = 0 and p(l) 3 p, > 0, then u”(l) = 0. Using the same argu- 
ments as before, the result follows. Q.E.D. 
Note that D( To) is independent of our choice of p(t) which satisfies (Ia). Thus, 
if p(t) i 1, we have Tu = -u“’ which will be useful in applications. As we will 
see, the eigenfunctions of Tu - XKu = Cl are useful in solving both linear and 
nonlinear equations and will be used to obtain error estimates for the residuals. 
Relative to (2.2) the eigenvalues are given by X,, = [nn]a where n is a positive 
integer and the eigenfunctions are 4, == c,[l - cos(nrrt)]. I f  c, = 2ll”/nrr, then 
{WI I ’ is a complete orthonormal sequence in L,(O, 1). Also, we should mention 
that the boundary conditions (2.3) are used concerning the equation 
- U”’ -- hpu’ = 0 when considering the question of determining the critical 
load in the stability problem of a compressed bridge belt, and in the problem of 
buckling of a bar under distributed axial load. 
Using Theorems 1 .O, 1.5, and 1.6 and Lemma 2.0 we obtain for the above 
BV problems the following result. 
THEOREM 2.1. Let P begiwen 6-y (2.1), and (2.2) [or (2.3)]. =Issume thatp andf 
satisfy the conditions indicated above. Then: 
(i) For each h E L,(O, 1) th ere exists a unique strong solution u. E D(P,) C 
Ho = {u E L,(O, 1) / u, and u’ are absolutely continuous on [0, I], u” E L,(O, l), and 
u sati$es (2.2) [u(O) = u’(O) = O]> of(2.1), (2.2) [(2.3)]. 
(ii) I f  {Hn> C Ho is a sequence of finite-dimensional subspaces such that for 
each A, E H,, , dist(h, , H,) -+ 0 as n a co, then there exist a unique u, E H,, such 
that 
IO1 [pu)” + f  (t, u,, , un)) 0’1 dt = j1 ha’ dt for each v  E Hn 
0 
and (2.4) 
I% - uo(o-fo as n-+ w. 
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where 
(2.5) 
and 
K(M) = 2[mas{C*(M), K*(M)}] . [i&j’ + $1 
and 7,~ depends on p, and 01. Also, 
D(P,) = D( To) = {u E Ho 1 u1 is absolute~~~ continuous on [0, I] 
and u”’ E&JO, l] [and u”(l) = 01). 
(2.6) 
(iv) I f  additionally we assume that H,, = span{+, , #Q ,..., +,):, zohere 
Tc+bi = hiK~i , then II Pu, - h )I -+ 0 as n -+ 00 and 
II Pu, - h !I d b(M) [I + (L(M)/‘?)] 8, 
where (2.7) 
6, - 0 as n. - co and b(M) = L(M). 
Moreover, 11 uc - u: IIL2 --t 0 as n --f co. 
Proof. Let Ku = u’ and D(K) = (u E Cl[O, l] I u(O) = O}; then with 
Tu = -(p(t) u”)’ and D(T) = (u E Cs[O, l] / u satisfies (2.2) [(2.3)]) it follows 
from (i) of Lemma 2.0 that T is K-p.d. and K-symmetric and H, is as described 
in (i)..Now for u, v  E D(P) = D(T), 
(Pu - Pv, K(u - e,)) 
= jol *ft) (d - v”)* dt + j6 [f(t, u, u’) -f(r, p’, v’)] (u’ - 
> i1 p(t) (u” - v”)” dt + 01 j; (u’ - v’)’ dt by (Ib). 
I f  we let q > 0 be such that 01 3 -(~*/4) p, + (rr2/4) pOq, then 
(Pu - Pv, K(u - v)) 
> 7 .r,l p(t) (u” - CL”‘)’ dt + (1 - rl) s,l p(t) (u” - zY)* dt + 011‘,l (II’ 
>71u-vz’;+ [(l --)))p~~+~]Snl(u’-O1)Idt 
1 di 
- ?‘I2 dt 
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by Hardy’s inequality (h) and the choice of 7. Therefore, for u, v  E D(P), 
(Pu - Pv, K(u - v)) >, 7 j 11 - v  1;. (2.8) 
Now let 1 u, - u I,, -+ 0 as n+ 03, then / z@(t) - z@)(t)1 .< c, 1 u, - u lo, 
c0 > 0 for k = 0, 1 and arbitrary t E [0, I]. Therefore u::) + @J uniformly in t. 
Thus, there exists a C > 0 such that 11 u:) jlsUp , /I u(~) IISUr, < C, k = 0, 1. By 
the uniform continuity of f  on [0, I] x [-C, C] x [-C, C], it follows that 
W, ==.f(t, u,, , Us’) - Nu =f(t, u, u’) uniformly in t and 11 Nu, llSUp < M, 
where Af ,> 0. Thus, Ij Nu, - Nu /IL, + 0 as n + co. In view of this and (2.8) 
Theorem 1.0 implies the validity of assertion (i) of Theorem 2.1 while (ii) fol- 
lows from Theorem 1.5. If  the conditions of (iii) are satisfied, then for U, z’ E H,, 
such that i u 1” , 1 v,, / < M, it follows that for some C, > 0, /I II(‘) JIsUI) , /I z’(‘) llsUp 
< C,,M (k = O? 1) and, by (iii) and Hardy’s inequality, it follows that 
[I Nu - _Vv /I2 < 2 mas{C?(M), K”(M)J I1 [(u - v)’ + (u’ - z!‘)~] dt 
< 2 mau{C”(M), R*(M)} [(4/n”)” + (4/+] Jo1 (u” - ~1”)” dt. 
Thus, (2.5) and (2.6) of (iii) follow by direct calculations from Theorem 1.5, 
Proposition 1.2, and Lemma 2.0. Now, since D(P,,) = D( T,,) and u,, , u, E D( T,,), 
the additional conditions in (iv) imply, by Theorem 1.6, that I/ Pa, - h llL, = 
I/ Pu, - POuo liL, - 0 and that (2.7) holds. Finally, this and the equality 
p(u’I - u,“‘) = Pu, - P,,uO + p’(~,” - u:) - (Nu, - Nu,) imply that 
II u; - 4 IL, +O as n+ oz. Q.E.D. 
The last assertion implies that {Us}, {Us’}, and {u:) converge uniformly to 
us , ui, and ui , respectively, while uz converges to u”’ in the La-norm. To illu- 
strate what alternate assumptions might be imposed on p, we include, without 
proof, the following result. 
THEOREM 2.2. Let the hypotheses of Theorem 2.1 be satisjied except (Ia), which 
is replaced by the following condition: p(t) is concave on [0, 1] with piecewise smooth 
derivative (i.e., p”(t) < 0 where it exists), p’(O) < 0, andp(t) > 0 on [0, 11, while 
(Ib) is satisfied with 01 > (-z-?/4) ji p(t) dt. 
Then the conclusions of Theorem 2.1 are satisfied with 7 depending on J: p(t) dt 
and iy. 
The proof of Theorem 2.2 is based on the inequality 
jol p(t) (u"(t))" dt >, ; [ jol p(t) d"] [jol WY d"] 
obtained in [31] and the same arguments as those used in the proof of Theorem 
2.1. We shall therefore omit it. 
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(II) Let us now apply the results of Section I to the more complicated 
singular ordinary differential operators. Consider the problem 
P”+) = -(p(t) u’(t))’ + q(t) u(f) +f(t, 4 = 44 (t E (0, xjj. u(O) .~~ 0, 
where (2.9) 
h(t) E L,(O, m). 
M’e suppose that p, q, andf satisfy the conditions: 
p(t) is absolutely continuous on finite intervals, p’(t) is 
bounded, and p, 3 p(t) 3 p, > 0 for t E [0, x)) for some 
constants p, > 0 and p, > 0; 
(2. IO) 
q(t) is measurable on [0, ‘jo) and q1 >.: q(t) > q. > 0 for t E [0, z0); 
(2.11) 
f satisfies the Carotheodory condition on [o, m) x b!, f  (t. 0) E-k((), ‘%), 
and 
f  (L 51) -f(h 6,) > 
51 - 4, 
\ 
-’ I, where Qo > 4 . (2.12) 
If  (t, 6,) -f (c [,)I G k’A,Q I 5, - 62 I > Vt E [0, co), where K(M) > 0 
whenever (2.13) 
I 51 I , I 52 I G M. 
With Tu = -(pu’)’ + qu, Ku = u, and D(P) = D(T) = (u E C (0, -SJ) j u(O) 
= 0 and there exists a C,, > 0 such that u(t) = 0 for t 3 C,j = {u E C,‘(O, cn) j 
u(0) = 01, we can now derive the following result. 
THEOREM 2.3. Let P be dejned by (2.9) an ussume that conditions (2.10)- d 
(2.13) are satakjied. Then: 
(i) For each h E L,(O, co) there exists a unique strong solution u,, E D(P,,) C 
Ho = {u E W,l(O, co) I u(O) = 0) of (2.9) where [u, z.11 = jz (pu’7! +- quc) dt. 
(ii) D(P,) = H, n Wzz(O, 00) = D(T,). 
(iii) I f  {H,} C H, is a sequence of finite-dimensional spaces such that for each 
h, E H,, , dist(h, , H,) + 0 as n + CO, then there exists a unique u, E H, such that 
s T. {pu’,e~ f q&L’ + f(t, u,) z.1; dt = fz hv dt .for each e3 E H,$ 1 (2.14) 0 ‘0 
and 1 u,~ - u,, I0 + a us n + #x with 
(2.15) 
where 7 depends on q0 and A0 , and C(M) is defined in terms of K(M). 
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Proof. With T and K as defined above, it follows that T is K-p.d. and 
K-symmetric and H, is as described in (i). Let us show that N: H,, -L,(O, co), 
given by NU =f(., u), is well defined. If  u E H,, , since u(0) = 0, then for any 
t E [O, m), 
u*(t) = It (u*(s))’ ds 
‘0 
u”(t) = J.’ (u’(s))’ ds 
-n 
= 2 j* u’(s) u(s) ds d 2 11 u‘ IL, II u lIr? < j’= Ku’)” + @)“I dt 
0 0 
emax jL J-1 
‘PO ’ 
9. , l* [p(u’)” + qu’] dt = C’ 1 u 1; . 
Thus, 1~ u llsup < C I u lo. By (2.13), there exists a K(M) > 0 such that 
lf(t, u(t))1 < If(k O)l + lf(t, u(t)) -.f(4 0)l < I f(h O)l + K(M) I u(t)1 . Since 
f(t, 0) E L,(O, co), it follows that iVu E L,(O, co). Now if u, ZI E Ho are such that 
I u lo, 1 ZI lo < M, then by the same arguments as used above, (2.13) implies 
that there exists a C(M) > 0 such that 1) 1% - NV /IL, ,< C(M) / u - z’ lo. 
Finally, for u, v  E D(T), (Pu - Pv, u - V) > j-r [p(t) (u’ - v’)’ + q(t) (U - v)’ 
+ (-A,) (u - v)*] dt by (2.12). Now, let 7 E (0, 1) be such that (1 - q) q. > A0 . 
Therefore, (1 - 7) q(t) > (1 - 7) q0 > ho and q(t) - A, > &t) for t > 0. Thus 
(Pu - Pv, u - v) 
>(l -11) jomp(t) (u’ - z,‘)* dt + 7 jam (p(t) (u’ - E>‘)* + q(t) (u - e!)‘> dt 
>‘?(u-vl;. 
The results of (i) and (iii) then follow directly from Theorems 1.0 and 1.5, 
while (ii) follows from [33] and Proposition 1.2 since the self-adjoint extension 
of T given in [33] is in fact equal to To . Q.E.D. 
For related studies of singular ordinary differential operators the reader is 
refered to the works of Stuart [34, 351 and further references given there. 
(III) Let us now consider another initial value problem for a singular 
ordinary differential equation of the form 
Pu(t, == u”“(t) + u(t) + (u’(t)““)’ = h(t) (t E (0, cc)), u(0) = u’(0) = 0 
(2.16) 
where p is an even positive integer and h(t) E L,(O, cx)). Let D(P) = 
{u E Ca[O, co) j u(O) = u’(0) = 0)., Tu = uiv + u, Ku = II, and D(T) = D(P). 
Now for u E D(T), (Tu, u) = sr [(u”)I + u*] dt 2 6 s: [(u”)* + (u’)* + u’] dt 
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(see [30]). Therefore, H,, = (U E It,;“(O. ‘~8) 1 u(0) = u’(0) = 0) and, as in the 
last example, for u E H, , mre have ‘1 u’ /l-;Ur, x:: 2”” j u 1” . Now let A’u = 
((u’)P+l) = (p + 1) (u’)” u”; then for u E H,, , me have 
Therefore, N: Ho +L,(O, oz) is a well-defined, bounded operator. Now for 
24, v  ED(P), (Pu - Pv, u - v) = 1 II - v  1; + Jr (u’ - v’) (u’(u’)” - v’(v’)“) dt. 
But, for 01, /3, p E R with p > 0, it follows from [37] that (a - /3) (a 1 iy iD - p 1 p 1”) 
> 1/2p I OL - #6 j0+2. Hence, since p is even, (Pu - Pv, u - zv) > / u - v  1: + 
(1/2Dt”) Jr j  *' - v' IP+2 dt 2 1 u - e’ 1: . Also, if u, z’ E Ho and / u lo, j v  i0 :< Af, 
then for h E Ho , \(Pu - Pv, h)l < I u - v  lo 1 h I,, + {Jr [(u’)P+l - (v')P+l]' dt)l!” 
{Jr (h’)z dt}l!“. But, @‘)“+l - (v’)“f’ 1 < 1 24‘ - v’ 1 I(d)” + p(d)“-’ Zl’ + ‘.. + 
(v’)P 1 < 1 U’ - v’ I (p + 1) (21’1)” (;,,a) Ml’. Therefore, i(Pu - Pv, h)l < 
C(M) / u - z’ lo 1 h lo where 
C(M) = 1 + (j? + 1) 2”’ (;,,) Al”. (2.17) 
We summarize the above observations into the following result. 
THEOREM 2.4. Let P be given by (2.16). Then: 
(i) For each h E L,(O, 03) there exists a unique strong solution u0 of (2.16) in 
(u E Wi2(0, co) / u(O) = u’(O) = 0: = Ho . 
(ii) If {H,} C Ho is a sequence of finite-dimensional spaces such that for 
each ho E Ho , dist(h, , H,) - 0 as n + ZQ, then there exists a unique u, E H, such 
that sr [uzv” + u,v - (un’)n+l zt’] dt = jr ha dt for each v  E H, and 
/ U, - u. lo < [i + C(M)] infcsH, 1 z’ - lco lo, where C(M) is defined by (2.17). 
(IV) We will now proceed to investigate concrete and general BVP’s 
involving partial differential operators. Let Q C IR” be a bounded domain with 
boundary 3Q and consider the second-order quasi-linear differential equation 
WV) = - L$,, Y& a&, u, ~1) + b(x, u, A) = h(x) 6~ E Q), (2.18) 
h 1 
where x = (xr , x a ,..., .vn) EQ, p, = %u/&, for 1 < I < 72, and h EL,(Q). 
We will assume that the following conditions are satisfied: 
are continuously differentiable with 
and 
1 Ba,liiu I < c2 and a(.r, 0,O) E&(Q); 
(2.19) 
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(2.20) 
@, u, p,) is a differentiable function such that ablau < c, , 
1 ZbMpp, 1 < cJ , b&x, 0, 0) E-$(Q), and abpu 2 c(c* 1 c, , co) > 0 
where there exists a c5 such that 
0 < cg < co and n(c* + Cd)’ - 4c(c, I cq , co) [co - c5-j < 0. 
(2.21) 
Related to (2.18) we wish to look at several of the basic boundary operators 
which define the so-called boundary value problems of the first, second, and 
third kind. We will consider first the homogeneous boundary conditions of the 
firstkind, that is, 
U(X) = 0, .r E 38. (2.22) 
Let D(P) = C:(Q) = {u E F(Q) / supp u C KU, where KU is a compact 
subset of Qj. I f  aQ is smooth or in certain cases piecewise smooth (see [38]), it 
suffices to consider D(P) = {U E C’(Q) 1 u satisfies (2.22)). Now let Tu = -Au 
for u E D(T) = D(P) and for each U, ~1 E H,, , where H,, is the space mZ1 with the 
equivalent norm / It, derived from [u, V] = so xy=, (&/;lxi) (a~/%.~~) dQ, we 
associate with P the generalized Dirichlet form 
& v) = il jQ [aiCx, up Pz) g f  b& u, PO v] dQ. (2.23) 
With respect to the previous definitions and conditions we obtain the following 
result: 
THEOREM 2.5. Let P be defined by the left-hand side of (2.18) and (2.22) and 
assume that conditions (2.19)-(2.21) are satisfied. Then: 
in H(;) F 
or each h E L,(Q) there exists a unique strong soZution u0 of (2.18)-(2.22) 
” 
(ii) If {H,,} C H, is a sequence of finite-dimensional subspaces such that for 
each h,, E H,, , dist(h, , H,) --f 0 as n + a, then there exists a unique u, E H, 
for each n such that p(u, , ZJ) = (h, v) fov each v  E H, and 1 u, - u0 I,, + 0 as 
n - vz with 
7 = c&dim PI). 
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Proof. For u, t: E D(P), integration by parts yields the relation 
(Pu - PZ!, u - c) 
+ -f z (x, 52 , Pl.2) 
a(24 - v) 
i=l api axi (U - ~~11 dQ* 
where E1 = V(X) + f,[u(x) - z)(x)], 
t1[ 
0 < t, < 1, and [, and pk.2 are similarly defined. Now, by (2.19) and (2.21), 
and 
it follows that 
Therefore, 
(Pff - PZ!, II - v) 
+ t--c2 - cd $I I 11 - v I ) “ua; 4 1 + 4~2, ~4, co) (u - z’J2/ dQ. 
(2.24) 
But, condition (2.21) implies that for each i, with 1 < i < 71, 
CO 
1 
?k&’ + (-E2 - c4) j u - v 1 1 “*a; v, 1 + +2 3; ’ %) 1 u - z’ 12 
> c5 
1 
acu - u) 1 2 a.vi . (2.25) 
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From (2.24) and (2.25) it follows that for u, v  E D(P), 
(Pu - Pv, u - v) > v(-A(u - v), u - v) where 77 = nc5 . 
From the bounds indicated in (2.19) and (2.21) it follows by direct arguments 
that j(Pu - Pv, h)l < O(-A(u - ) v  , u - v)l!* (-Ah, Iz)li2 for 21, 21, h E D(P), 
where 0 > 0 depends on cr , ca , ca , and cq . Since, by Friedrichs’ inequality, 
-A is p.d. on D(T), the conclusions of (i) and (ii) follow from Theorem 1.5. 
Q.E.D. 
We should mention that the existence of a weak solution has been proved by 
Solomjak [8] using different methods and (ii) has been established by Lyashko 
[39] while the error estimates are new. 
(V) We will now apply Theorem 1.5 to a more concrete example. With 
Q C Ra, the following equation is motivated by a problem in elastico-plasticity 
which defines the elasto-plastic twisting of reinforced bars (see [3-71): 
Pu(x) = - 2 (#T%) g, - $ (qq T2U) 8) = h(x), x = (x, 4’) E Q, 
u(X) = 0 for X E aQ, (2.26) 
where h E&(Q), T2u = T(u, u) with 
The function 4 is characterized by the material of the bar in the state of stress 
and the conditions satisfied by $ are the following: 
4: R+ - [co 9 51 
with (2.27) 
co >o, 4 E cw, a), and #“) + 24’(P) t” 3 b > 0. 
Let Tu = -Au on D(T) = D(P) = C,?(Q) and, as in our last example, let 
Ho be the space t’,l with respect to 
Consider the form 
p(u, v) = IQ [+(TS) g g + +(Tu2) $ g] dQ for u, v  E Ho . (2.28) 
TMXMX 2.6. Let P be defined 6~1 (2.26) and assutue that (2.27) holds. Then 
(‘) F . 
01 each II E L?(Q) there e.&s a unique strotz~g solution u,, qf (2.26) it1 
H 0’ 
(ii) Jf (H,,) C H, is a sequetlce of finite-dirtzensiot~al subspaces such that j& 
each h,, E Ha , dist(/z, , H,J - 0 as n - J,. then there e.vist a utlique u,, E H,, 
such that p(u, , r) = (h, ZI) for 7’ E H,, and ~ u,, ~ u,, I0 + 0 as II 4 ~8 with 
Proof. The operator P is Gateaux differentiable on D(P) with 
Now for u, TED(P), (Pu - PC, u ~ z) =. ji (Pi+t(,-l.,u - z’, -c) dt. But, 
condition (2.27) implies that (Pw’u, u) > ?(-A, u) for u E n(P). where 
q = min{c, , h}. Also, for 24, 21, k E D(P), 
vvhere Et = n + t(u - n). Using the Schwarz inequality in [w’ and the following 
inequality: for a,, a,, b, , b, , cl, cy E R, a,%,c, + a,a,b,c, + a,a,b,c, -I- a,2b,c, -< 
(al’ + aa’) (b,’ + b,‘)lFz (cl2 + c;*)~!~, it follows that 
~(PU - h, h)i G \‘I [4(T”&) + 24’(T”5,) T’&] (T”(u - 21))~:~ (T”h)‘:’ dQdt 
‘0 0 
The last inequality follows since (2.27) implies that / 4’(F) F 1 < K (see [5]). The 
results of (i) and (ii) now follow from Proposition 1.3 and Theorem 1.5. 
Q.E.D. 
In the previous examples it is also known that D(P,) = (u E Ii/‘Z’ / u satisfies 
(2.26) in the sense of generalized derivatives in Q) (see [29]). We note that the 
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existence of weak solutions to (2.26) as well as the convergence of the Galerkin 
method, has been studied by the above mentioned authors as well as by others. 
However, the error estimate appears to be new. Our method is also new. 
(\‘I) To begin our investigation of other type boundary conditions, con- 
sider the following example, which represents a problem of the stationary flow 
downward along a plain wall of a fluid whose boundary is a gas. This problem, 
under stronger conditions, was studied in [lo]. 
Let Q = {(x, v) / 0 < .u < a and 0 < J’ < b) and 
Pu = -Au + g(x) $ +f(u, 4’) = h ELz(Q), (2.29) 
with 
u(x, 0) = u(0, y) = g (x, b) = g (a, 1’) = 0. 
.’ 
(2.30) 
In this problemg describes the velocity of the fluid andf the possible chemical 
reaction of the components in the liquid. In the present situation Tu = -Au 
with D(P) = D(T) = {u E C*(Q) 1 u satisfies (2.30)) and H,, is the completion of 
D(T) with respect to [u, V] = (-Au, 23). We will assume that f  and g satisfy the 
following properties, which are weaker and more applicable than those imposed 
in [IO]: 
g is continuous on [0, u] and g(x) 3 0; (2.31) 
f  is continuous on R X [0, b] and such that fP,Y) = 0, 
[f(u, 1’) -f(eq, v)] (u - z.1) 2 0 for u, 2’ 6 R, and if 24, z’ E D(P) 
are such that 1 u 1” , 1 z’ I0 < M, then there exists a C(Al) > 0 such that 
1 
[f(u, J’) -f(Z), y)]*dQ < C(M) I u - Z’ I f  . (2.32) 
-0 
THEOREM 2.7. Let P be defined by (2.29), (2.30) and assume that conditions 
(2.31) and (2.32) are satisfied. Then: 
(i) For each h E L,(Q) there exists a unique strong solution uU sf (2.29), 
(2.30) in H,, . 
(ii) D(P,) = D(T,,). 
(iii) If {H,} C H, is a sequence of jkite-dimensional spaces such that for each 
A, E HO, dist(h, , H,,) -+ 0 as n --f CO, then there exist unique u, E H, such that 
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md ; un ~ u<, IO --) 0 as n a m with 
I 4, - zq, lo < [ 1 + G + C(M)] ,,$f 
n 
where G = 1: g llsul, . 
Proof. For, II, 2’ E D(P), 
(Pu - PF, 24 - eq 
But, 
=J 1% $ [u - w]” dQ = j- i@ (u - v)” cos(y, y) dS ao 2 
By (2.32), it follows that (Pa - Pv, u - w) 3 1 u - v  1; for u, v  E D(P). I f  
we set Nu = g(x) (&/~!y) + f (u, y) for u E D(P) and use (2.31), (2.32), then for 
u, v  E D(P) with I u lo, / z’ I0 < M, we have 
where G = /I g /IsUp . The results of (i), (ii), and (iii) now follow by Proposition 
1.2 and Theorem I .5. Q.E.D. 
.By the results of Mikhlin [8, Sect. 32, Theorem 21) it is known that 
T maps(u E IV%l(Q) I u E IVZ2(QJ, where Q1 is any interior region of Q and u 
satisfies (2.30) in a weak sense (see [38, Sect. 33])} uniquely onto&(Q). 
We should note that the existence of a weak solution for the BVP Problem 
(2.29), (2.30) has been established earlier by Gajewski [IO] under the global 
Lipschitz assumption on f, i.e., f is such that / f([, y) - f(q r)l < K I 5 - 77 / 
for all 5, 7 in R. We add that the proof used in [IO] is not applicable in casef 
satisfies the weakened condition used here. 
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(VII) As a further investigation of boundary conditions of the second 
and third kind, consider the following second-order operator which is basically 
a general form of our previous example: 
Pu = Tu + f(x, u) = h V EL~Q))~ (2.33) 
where T is the linear operator defined by 
(2.34) 
and such that 
aii are uniformly continuously differentiable over Q, (2.35) 
c is continuous on Q and C(X) >, 0 for x E Q, (2.36) 
and 
aij = aji . (2.37) 
Related to (2.33) we will consider the boundary conditions 
(s E aQ)y (2.38) 
where y is the outward normal to aQ and (y, xi) is the angle between y and the 
positive xi axis. The functions q and a, are piecewise continuous, nonnegative, 
and 
q(s) + 02(s) 2 b > 0, s~i3Q. (2.39) 
For our purposes we will assume that Q is the union of regions Qr , Qa ,..., Q,,, 
which are starshaped with respect to balls depending on QB (see [38]). Let 
B(P) = (U E C?(Q) 1 u satisfies (2.38), and u and its first derivatives are continu- 
ous at those points of aQ where u1 and Us are continuous}. The function f is 
assumed to satisfy: 
f satisfies Caratheodory’s condition on Q x OX, and 
cm9 El) - f(x, 52)) (51 - 62) h 0 forxEQ and [l,[z~(W. 
Also, if II > 0 and U, a E II’s1 are such that 11 u lIWzr , (/ u jjW21 < M, 
then there exists a K(M) > 0 such that (2.40) 
s 0 
If (5,~) - f (x, 41" dQ < WW II u - v II; . 
Also, f(x, 0) ~-h(Q). 
1Ve are now able to deduce from our Theorems I.5 and I .6 the following: 
THEOREM 2.8. Let P De given b$ (2.33) and (2.38) and assume that corlditiorzs 
(2.35), (2.36), (2.37). (2.39), and (2.40) are satisfied with 0, G 0. Then: 
(i) For each A EL,(Q) there exists a unique strong solution of (2.33)-(2.38) 
in H” c lV21(Q). 
(ii) D(P,) = D(T,). 
(iii) If {Hn) C H, is a sequence of jinite-dimensional subspaces such tfzat jot 
each h, E H,, , dist(h, , H,) 3 0 as n--t m, then there exist unique u, E H,, such 
that p(u, , v) = (h, v) for v  E H, such that 1 u, - u,, I,, - 0 as n - X’ with 
I %i - u,, IO < [l + C(M)] info v  - uO lo 1 21 E H,). 
(iv) Moreover, ;f‘ H, = span{+, , & ,..., +,I- -for each n, where 9, are the 
generalized eigenvectors of T, then 11 P,,u,< - h il < [ 1 + C(M)] 8, with a,, + 0 as 
n+ x2. 
Proof. Let Q’ = (s E aQ 1 ul(s) > 6!2), then ?Q - Q’ == Q” : 
{S E i?Q 1 a,(s) 3 b/2). It is tacitly assumed that the surface area of Q’ is positive 
and without loss of generality we may assume that u2(s) + 0 on Q’. Then for 
21 E D(P), 
t S, C(X) u2 dQ - I, (l+$, ads) $J COS(Y, -vi)) u dS. 
Splitting the surface integral in the last expression into the sum of the integrals 
over Q’ and Q” and applying (2.37) and (2.38) we obtain 
(2.41) 
In view of the arguments in [38], the right side of (2.41) defines an equivalent 
norm for lVzl(Q) and it follows that T is a positive-definite and svmmetric 
operator on D(P). Now, using arguments similar to those in the proof-of Theo- 
rems 2.3 and 2.7, it follows that (Pa - Pv, u - v) > (Tu - Tv, u - v) for 
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u, z’ E D(P) and NU =f(., u): H, C W,l(Q) -+ L, is such that /j hru - NV 115, < 
WV II u - v 112, whenever U, z1 E H,, and 1 u I,,, I v  1s < M, where C(M) 
depends on K(M). The results of (i)-(iv) f  o 11 ow immediately from Proposition 
1.2, Theorem 1.5, and Theorem 1.6. Q.E.D. 
Remark 2a. It should be noted that the conditions imposed on c can be 
relaxed (see [38]). In addition, if + = 0 and c(x) f  0, then the previous results 
go through under the additional assumption that 
Finally, for the case when or = 0, us = 1, c(x) > c0 > 0, ~z~,=, aij(x) EiEj < 
a, xr=, Ei’, and Q is a region which is piecewise smooth with curvature bounded 
below by a number K, and Q is either of class IVgz for 4 > n or can be topolo- 
gically mapped into a parallelopiped by a function y  in ?Vq2 where 4 > n, with 
nonzero Jacobian, then T maps d Tzl n TVza uniquely onto L,(Q) (see [40, 
Theorem 10.11). 
(VIII) We will now apply the results of Section 1 to the biharmonic 
operator, where Q C W is a bounded domain with smooth boundary (say Cn 
for simplicity, see [41]), and 
Pu = A% f  Nu = h on Q 
where h 6 L,(Q)- 
and u = au/all =0 on aQ, 
(2.42) 
Let us assume that 
D(N) 3 l@(Q), (Nu - hb, u - v) 3 0 on L@(Q), 
and if u, e’ E @i2(Q) are such that II u llw,’ ! II Z’ IILK e N 
then there exists a C(M) > 0 such that (2.43,) 
11 hru - hb llL, < C(A/r)il u - 2' llwiz . 
I f  Tu =A% and D(P) =D(T) = {u E C-I(Q) 1 u = Fu/iin = 0 on aQ>, then T is 
positive definite and symmetric and H,, is the space Iv2 with respect to the 
equivalent norm 1 1s given by the inner product [u, U] = (Au, da). For the BV 
Problem (2.42) the following theorem is valid. 
THEOREM 2.9. Let P begiven by (2.42) and assume that (2.43J is satisfied. Then 
the results of Theorem 1.5 and 1.6 hold with D(P,) = D(T,,) = W:(Q) n d?;(Q) 
provided that A* has a complete set of eigenvectors which are used in the construction 
of writ. 
688 CONJURA t\?iD PETRTSHTN 
Proof. By the results of Browder [41], the D(T,,) is as defined above while 
condition (2.43,) provides the conditions necessary to apply Theorems 1.5 
and 1.6. Q.E.D. 
Using their recent results on the Hammerstein equation, Fitzpatrick and 
Petrpshyn [44] obtained the constructive solvability of (2.42) in bti>” n l&‘iL via 
the Galerkin method under weaker conditions on N. However, no estimates for 
the error or the residual were given. See also [9] for the existence part of Theo- 
rem 2.9. 
(IX) As a final application we wish to examine the general second-order 
quasilinear operator defined by (2.18) ( i.e., Pu(x) = - xy=, (?/2.x,) (a,(X, u, pl)) 
+ b(x, u, p2) = q.4, where p, = %u/;.r,) with relation to boundary conditions 
other than those of the first kind. All of our previous examples for such boundary 
conditions were of the form P = T + hr. For the case where P is not of the 
latter form, as in the plastic torsion problem (2.26), the theory used thus far 
cannot be applied since an integral part of its success is the fact that the boundary 
conditions of the linear K-p.d. operator and those of the nonlinear operator in 
question agreed. Therefore, a modification of the procedure used thus far must 
be made in order to deal with (2.18) re a 1 t ive to the boundary conditions 
gl 4 u, P,) co+ xi) t- o(s) u(s) = d(s), s E aQ7 (2.43) 
where $ EL.~(~Q) and U(S) >, 0 is a continuous function on ZQ, and ZQ is piece- 
wise smooth. Note that condition (2.43) involves nonlinearities. 
In our present development we will not assume that the functions in D(P) 
satisfy (2.43). Rather, let D(P) = Cg(g) CL,(Q) where Q is of the form described 
in Theorem 2.8. In terms of the approximation-solvability, dropping the assump- 
tion that u E D(P) must satisfy (2.43) gives greater freedom in our choice of 
approximation shcemes. Let us now assume that conditions (2.19)-(2.21) are 
satisfied and that either one of the following additional assumptions holds: 
there exists Q’ C aQ such that U(S) 3 a, > 0 on Q’ and the 
surface area of Q’ is positive, 
(2.44) 
86 
lu > &. 1 c4 > co) 
such that n(ce + cay - 24% , c4 , ccl) [co - %I < 0. 
(2.45) 
Under the above assumptions the following theorem is valid. 
THEOREM 2.10. Let P be given by (2.18) and (2.43) such that (2.19)-(2.21) 
are satisfied and either (2.44) or (2.45) holds. Then: 
(i) For each (h, 4) ELM x Lp(aQ) th me exists a unique strong solution 
uO of (2.18), (2.43) in D, C Wzl(Q) with D, defined below. 
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(ii) If {H,} C W,l(Q) is a sequence of jnite-dimensional subspaces such that 
for each h, E IVal(Q), dist(h, , H,) + 0 as n + co, then there exist a unique 
u, E H, such that 
for u E H, 
and II u, - u. IL2 I -+ 0 as n 4 io with 
Proof. Let H2 = L,(Q) x La(aQ) with respect to coordinate addition and the 
scalar product {(f, g), (k, I)} = Jo fk dQ + J& gl dS where, f, k c&(Q) and 
g, 1 Ed&. Consider I? D(P) CL,(Q) - Hz defined by 
Pu = (Pu, Bu), where Bu is defined by the leftside of (2.43). 
Consider also the linear operator T: D(T) = D(P) CL,(Q) + Hz defined by 
c 
Tu= -Au++ 
( 
with 
Let K: W,l(Q) -+ H, , be the imbedding defined by 
Ku = (4% u(s)), XEQ, SE3Q. 
For each (h, 4) E H, consider the functional t defined on II/al(Q) by t(v) = 
{(h, C), Kv}. By the Sobolev Imbedding Theorem, for each (h, +), the functional t 
is bounded and so there exists a unique G(h, +) E IVa’ such that 
{(h, 4), 9 = PW, $), ~~1~~1 , Z’ E nr,l( Q). 
By the above relation we see that G = K *. Also, G is one-to-one. To see this, 
if G(h, 4) = 0, then for each ZI E Corn(Q) it follows that so hw dQ = 
((h, 4). K4 = [G(h, +)>+v,~ = 0. Therefore, h = 0. Since h = 0, then for 
each PI E C=(Q) we have J& #JO dS = [G(h, 4), ~1~~1 = 0. It follows then that 
+ = 0. In addition to these observations, if u, a E D(P), then {Tu, Kv} = 
[u, 0],,,~1 by integration by parts, and [GTu, ZI]~,I = [K*Tu, v] = {Tu, Kv} = 
[u, 4,, . Now define To = G-l on R(G). We see that To is a well-defined 
mapping of R(G) C Wzl onto Hz. From above we can conclude that 
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T 0 D(T) ~ ~~ T, that is, 7’ has a uniquely solvable extension T,, and Tom1 : Km. 
Now define TV: D(P) C Wz’ + Wzl b! 
For u, ~1 E D(P), 
’ >\ cm+, xi) (u - zy) + u(s) (u - z$ dS \ . 
Integrating by parts we obtain 
Thus, if (2.44) is satisfied, then for u, z! E D(P), 
Using the same arguments as in Theorem 2.8, it follows that 
[Tlu - wz,, u - z’]w21 3 ‘I 1; u - ‘Z’ l&l with ‘7> 0. (2.46) 
I f  (2.45) holds, (2.46) also holds. Indeed, for u, o E D(P), in this case 
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Now if U, z’, h E D(P), then 
+ Q, I +)I I u - z’ / I h j d.5. 
Since ZQ is closed and bounded and 0 is continuous, it follows that 
I[lvu -- WZ~, h]W21 < KII u - z’JIcc’pL II h lIw21 + q(Jk (u - u)” d+” (Jao h2)lp, 
where ‘s(s) 5: CJ~ . But, since for u E D(P) we have (sao ua)l ‘z <L 11 u jlRrll , 
L > 0 (see [22, Sect. 211) it follows from the last inequality that for 
u, Z’, h E D(P), 
The same arguments as those in [l] to prove Theorem 1.0 show that W has a 
unique solvable extension, denoted IV, of Wzl onto itself such that IT satisfies 
(2.46) and (2.47) on lV,l. Let D,, = {u E IVa’ / Wu E D(T,,)}. Thus, if we define 
w. = w I Do ) then the operator defined by p0 = T,,I+\ maps D, uniquely on 
L,(Q) :< L,(aQ). In addition, since IV,, IDo,) = T;‘p, it follows that p0 is an 
extension of P. Finally, since IT satisfies (2.46) and (2.47) on Viral, the results of 
(i) and (ii) follow immediately. Q.E.D. 
It should be noted that the previous results includes those of Solomjak [8] 
which were obtained under the additional assumptions that 
and 
His method of proof is different from that used here. 
See also Heyn [46], where the extension method is also used in the solvability 
of partial differential equations with nonlinearities in boundary conditions. 
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