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Abstract
Let F be a set consisting of n real vectors of dimen-
sion m ≤ n. For any saturated, i.e., m-element, sub-
set S of F , let vol(S) be the volume of the parallelo-
tope formed by the vectors of S. A set S∗ is called
a D-optimal saturated subset of F , if it maximizes
vol(S) among all saturated subsets of F . In this pa-
per, we propose two greedy heuristics for the con-
struction of saturated subsets performing well with
respect to the criterion of D-optimality: an improve-
ment of the method suggested by Galil and Kiefer for
the initiation of D-optimal experimental design al-
gorithms, and a modification of the Kumar-Yildirim
method, the original version of which was proposed
for the initiation of the minimum-volume enclosing
ellipsoid algorithms. We provide geometric and an-
alytic insights into the two methods, and compare
them to the commonly used random and regularized
greedy heuristics. We also suggest variants of the
greedy methods for a large set F , for the construction
of D-efficient non-saturated subsets, and for alterna-
tive optimality criteria.
Keywords: D-optimality; Optimal experimental
design; Minimum-volume enclosing ellipsoid; Sub-
sampling; Greedy heuristic
1 Introduction
Consider a set F consisting of vectors f1, . . . , fn ∈ Rm
which we will call “regressors”, and let 2 ≤ m ≤ n.
Our aim is to select an s-element subset of F , s ≤ n,
focusing on the “saturated” subsets, that is, s = m.
The saturated subsets are natural initial solutions of
various algorithms applied in statistics and computa-
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tional geometry; note that in some of the applications
the set F is the result of a random process, in oth-
ers it is a deterministic set obtained by an algebraic
construction. Typically n m.
To measure the quality of the subsets of F , satu-
rated or non-saturated, we consider an “information-
based” D-optimality criterion, which is widely used
in the theory of optimal experimental design (e.g., [5],
[20], [22], and [2]).
Define the information matrix of S ⊆ F as M(S) =∑
f∈S ff
′. If S = ∅, set M(S) = 0m×m. Then, the
D-criterion is
φ : 2F → [0,∞); φ(S) = det1/m(M(S)). (1)
The D-optimal s-element subset S∗ is any subset of
F that maximizes φ(S) in the class of all s-element
subsets of F .
To make the problem meaningful, we assume that
F is “non-singular” in the sense that M(F) is a non-
singular matrix, i.e., the n×m matrix F(F) with rows
f ′i , fi ∈ F , has full column rank. This assumption is
clearly equivalent to the existence of a saturated non-
singular subset of F .
Note that for the case of saturated subsets, we can
equivalently define D-optimality as follows: A satu-
rated subset S∗ is D-optimal if and only if it maxi-
mizes |det(F(S))|. Geometrically, a D-optimal sat-
urated subset corresponds to the maximum-volume
parallelotope formed by an m-tuple of vectors from
F . For a general s ≥ m, a D-optimal s-element sub-
set of F maximizes the mean squared volume of the(
s
m
)
parallelotopes formed by the vectors of S. This
is a direct consequence of the Cauchy-Binet formula.
In the theory of optimal design of experiments, a
D-optimal s-element subset is called a replication-free
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D-optimal exact experimental design of size s (e.g.,
[23], cf. [6])1. Computing such sets, or designs, is
generally a difficult problem of discrete optimization;
for a review of optimal design algorithms, see, e.g.,
Chapter 12 of [2], [9] and [18].
Let Ξ be the set of all probability measures on F .
Clearly, if we find some
ξ∗ ∈ argmaxξ∈Ξ det1/m
(∫
F
ff ′dξ(f)
)
, (2)
then we obtain the following upper bound on φ(S∗):
φ∗s := s det
1/m
(∫
F
ff ′dξ∗(f)
)
. (3)
The probability measure ξ∗ from (2) is called the D-
optimal approximate design for the linear regression
model with regressors F . The D-optimal approxi-
mate designs and, consequently, the bounds φ∗, can
be computed via a number of specialized algorithms
of convex optimization (e.g., [34], [33], [11], cf. Chap-
ter 9 of [21]).
The D-efficiency of a set S1 relative to a non-
singular set S2 is defined as φ(S1)/φ(S2). If S∗ is a D-
optimal s-element subset, then the relative efficiency
of an s-element subset S with respect to S∗ will be
denoted by eff(S). Note that φ(S)/φ∗s ≤ eff(S) ≤ 1.
The algorithms for D-optimal subsets can also
be used for various purposes other than con-
structing maximum-volume (configurations of) par-
allelepippeds or designs of statistical experiments.
For instance, we may be interested in computing
the ellipsoid MVEE0(X )2 which has the minimum
volume among all ellipsoids covering the set X =
{x1, . . . ,xn} ⊂ Rd and centred in 0d, or the ellipsoid
MVEE(X ) with the minimum volume among com-
pletely all ellipsoids covering X . It turns out that the
computation the MVEEs is equivalent to the com-
putation of a D-optimal approximate design for the
statistical model with regressors fi = xi in the case
of MVEE0(X ), and for the statistical model with re-
gressors fi = (x
′
i, 1)
′ in the case of MVEE(X ). For
details, see [26], [28], [29], [1], [30] or the introduction
of [11].
Another application of D-efficient subsets is in
the information-based data subselection. Consider a
1For the saturated case, the problem of D-optimal exact
design with replication and the problem of D-optimal exact
designs without replications are equivalent.
2MVEE stands for “Minimum-Volume Enclosing Ellipsoid”.
large sample consisting of the points x1, . . . ,xn ∈ Rd
(e.g., the vectors of covariates) and let fi = f(xi),
i = 1, . . . , n, be the corresponding regressors, where
f is an appropriate “regression function”. Then,
one can select an informative subsample of size s by
choosing s regressors fi (and the corresponding points
xi) that make up a D-optimal or D-efficient subset
(e.g., [4] and [32]).
To compute an information-based subsample, [32]
provides a fast specialized deterministic algorithm,
primarily for sizes s = 2kd, k ∈ N. Note, however,
that the algorithm, although fast and potentially very
useful for big data, produces subsets that are not sat-
urated, and generally not particularly D-efficient, in
some cases even singular. The authors of [4] also con-
struct a subsample motivated by criteria used in ex-
perimental design, by solving two optimization prob-
lems: the first one on a possibly continuous superset
of F , and then second one on F .
As shown above, there is a large number of algo-
rithms for constructing D-optimal or D-efficient sub-
sets of a general size. However, these algorithms of-
ten require a small and non-singular initiation subset,
preferably as efficient as possible. In particular, the
saturated subsets can be used to initiate algorithms
for both optimal approximate designs and optimal ex-
act designs. In many such algorithms, such as [34],
[33], and [2], the the initial solution suggested by the
authors is either random or based on a regularized
greedy heuristic (cf. Subsections 2.1 and 2.2), which
may not be the ideal method. It was the main motiva-
tion of this paper to analyse and compare alternative
methods to generate such initial subsets.
2 Greedy heuristics for satu-
rated subsets
A general form of the greedy procedure for the con-
struction of saturated subsets is the following:
Scheme of greedy heuristics for saturated sub-
sets
1. Set j ← 0 and S0 ← ∅
2. Select f(j) from F \ Sj (S)
3. Set Sj+1 ← Sj ∪ {f(j)}
5. If j + 1 < m set j ← j + 1 and return to 2
6. Output Sm
The main difficulty for the greedy construction of
saturated subsets is that during the process of “sat-
uration” we work with subsets with fewer than m
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elements, and such subsets S are necessarily singu-
lar. That is, φ(S) = 0 and the quality of such subsets
cannot be directly compared via φ. In particular, the
general greedy heuristic, which in each step adds the
regressor f(j) that provides the highest increase in the
objective function (e.g., [19]) cannot be used. In [24],
the author circumvented this deficiency by consider-
ing optimality criteria that are not constantly zero for
singular subsets, but we will not use this approach.
The methods described next solve the saturated
subset problem in different ways, leading to various
specifications of the critical step 2 which we call a
saturation step and denote it by (S).
The heuristic outlined above is sometimes called a
“forward” method. However, there also exist “drop”
or “backward” methods (e.g., [23] and [2], Section
12.4), where we begin with the full set F and delete
the least informative regressors one by one. These,
however, turn out to be slow, because their asymp-
totic complexity is O(n2−nm) and in applications n
is usually a large number.
2.1 Random subsampling
The simplest method for obtaining a saturated subset
is to select m regressors uniformly at random. For-
mally, in step (S) we select a random f(j) from F \Sj .
This method is extremely fast, but the random sat-
urated subsets tend to have low efficiency. It is even
possible that such a saturated S is singular. The case
of a singular random subset is not only possible in
theory, but also in applications, as shown in Example
1.
Example 1. Consider the classical factorial linear re-
gression model with m factors, each with levels −1, 1,
with main factors and no constant term. In this situ-
ation the set of regressors is F = {−1, 1}m. Suppose
that we intend to construct a saturated experimental
design at random. Then, the probability of obtaining
a singular subset (i.e., a singular design) can be unde-
sirably high. For example, for m = 3, 4, 5, and 6 this
probability is 37 ≈ 0.429, 223455 ≈ 0.490, 32856293 ≈ 0.522,
and 175795334707 ≈ 0.525.
To obtain more efficient subsets, methods for
nonuniform random subsampling were proposed. In
particular, the leverage-based random subsampling
(e.g., [17] and [16]) selects f(j) = fi from F \ Sj
with probability pii that is proportional to its so-called
leverage score f ′iM
−1(F)fi.3 Note that a non-uniform
subsampling can be much more computationally de-
manding than the uniform sampling. Moreover, the
leveraging methods are also not guaranteed to pro-
duce a non-singular subset, especially if one seeks a
saturated subset: Example 2 demonstrates this.
Example 2. In Example 1, the information matrix
M(F) is proportional to Im and f ′i fi = m for all i.
Therefore, all regressors have the same leverage score
which means that the leveraging method is equivalent
to the uniform random subset selection, including the
probabilities of generating a singular subset as listed
in Example 1.
A non-zero probability of generating a singular sub-
set for a given F is not necessarily a damaging fea-
ture4; we can simply repeatedly use the method until
we hit a non-singular subset. See Subsection 3.3 for
further discussion on this “multi-start” approach.
2.2 The regularized greedy heuristic
(RGH)
Except for the simple or the weighted random choice
of a saturated set S ⊆ F , the most common is the
procedure based on a regularization of the informa-
tion matrix of a sub-saturated set (see, e.g., Section
11.2 of [2]; cf. [31]). The regularized greedy heuristic
(RGH) specifies step (S) as
f(j) ∈ argmaxf∈F\Sjφ(M(Sj) + ff ′ + δIm). (4)
Here, δ is a small positive constant; in the context
of experimental design, [2] suggest to take δ between
10−4 and 10−6. The matrix determinant lemma di-
rectly implies that (4) is equivalent to
f(j) ∈ argmaxf∈F\Sj f ′(M(Sj) + δIm)−1f . (5)
A short R-implementation of the RGH based on an
efficient computation of (5) is given in Appendix. The
asymptotic complexity of this algorithm is O(nm3).
The numerical experience shows that the RGH usu-
ally finds a reasonably D-efficient saturated subset
S. However, a little known fact is that, similarly to
the random methods, the RGH is not guaranteed to
provide a non-singular saturated subset, even if one
exists:
3Leverages based on subsets of F , called sensitivities in op-
timal design of experiments (e.g., [5]) naturally occur in most
D-optimum design algorithms because they have an important
analytic and statistical interpretation.
4Unless, of course, the probability of generating a singular
subset is 1 or very close to 1.
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Example 3. Consider the RGH with δ = 10−4 for
fa = (1, 0, 0)
′, fb = (0, 1, 0)′, fc = (1, 1, 0)′ and fd =
(0, 0, 10−5)′. Then, RGH first chooses fc, then fa (or
fb) and then fb (or fa). The resulting subset S =
{fa, fb, fc} is singular, although a non-singular subset
{fa, fb, fd} of size 3 does exist.
That is, we cannot fully rely on the non-singularity
of the design produced by RGH. Moreover, unlike the
random methods, the RGH is deterministic (cf. Sub-
section 3.3), therefore it has no meaning to run it
multiple times in search for an improvement. On the
other hand, RGH can be also applied to criteria other
than D-optimality in a straightforward manner. We
will show in the following sections that to construct a
D-efficient saturated subset, it may be preferable to
use modifications of the original Galil-Kiefer and the
Kumar-Yildirim methods.
2.3 The Galil-Kiefer method (GKM)
In [7] (see also [2], Section 12.4) Galil and Kiefer pro-
posed to specify step (S) as
f(j) ∈ argmaxf∈F\Sj
j+1∏
i=1
λi(M(Sj) + ff ′), (6)
where λ1(M) ≥ · · · ≥ λm(M) denote the eigenvalues
of a non-negative definite m×m matrix M. That is,
instead of maximizing the product of all eigenvalues
φ(S), which is zero, we maximize the product of the
j + 1 largest eigenvalues of M(S), which can be non-
zero. Let S ⊆ F be an r-element set. Using the
well known fact (e.g. 6.54 of [25]) that the r largest
eigenvalues of M(S) = F′(S)F(S) are equal to the r
eigenvalues of F(S)F′(S), we see that (6) is equivalent
to
f(j) ∈ argmaxf∈F\Sj det
(
F(Sj ∪ f)F′(Sj ∪ f)
)
, (7)
which was also noted in [7]. Formula (7) replaces the
computation of eigenvalues by the simpler computa-
tion of determinants.
Although the approach of Galil and Kiefer appears
to be reasonable, it seems that it has not been much
analysed in the literature and used in applications.
This is probably caused by the fact that the determi-
nant form (7) is still computationally expensive. The
paper [7] does not provide a more efficient solution
for the update of Sj ; the authors simply state that
the standard formulas can be “implemented with ap-
propriate changes”.
In the sequel, we show a more efficient and geomet-
rically interpretable form of the optimization step.
The basic insight is that the determinant form of
the GKM has a simple geometric interpretation - we
choose f(j) to maximize the j-dimensional volume of
the parallelotope spanned in Rm by the vectors of
Sj ∪ f , f ∈ F \ Sj . Alternatively, we can formulate it
as follows.
Theorem 1. The GKM always produces a non-
singular saturated subset of F if such a subset exists.
Moreover, the optimization (6) (or (7)) is equivalent
to
f(j) ∈ argmaxf∈F\Sj f ′(Im −P(Sj))f , (8)
where P(Sj) is the projector on the column space of
M(Sj).
Proof. If f ∈ C(F′(Sj)) then F(Sj ∪ f)F′(Sj ∪ f) is
not of full rank and its determinant is zero; here C
denotes the column space. It follows that the GKM
always chooses f 6∈ C(F′(Sj)) and by induction, we
obtain that the rank of M(Sj) is j for j = 1, . . . ,m.
Therefore, M(Sj) can be expressed as VV′, where V
is an m×j matrix of rank j. The positive eigenvalues
of M(Sj)+ff ′ = (V, f)(V, f)′ are equal to the positive
eigenvalues of (V, f)′(V, f). That is,
j+1∏
i=1
λi(M(Sj) + ff ′) = det
[
V′V V′f
f ′V f ′f
]
,
which is equal to (f ′f−f ′V(V′V)−1V′f) det(V′V) by
the block determinant formula (e.g. [12], Theorem
13.3.8). Moreover, det(V′V) does not depend on f
and V(V′V)−1V′ = P(Sj).
As a side result, we obtained that the GKM is guar-
anteed to produce a non-singular subset.
Clearly,
f ′(Im −P(Sj))f = ‖(Im −P(Sj))f‖2, (9)
therefore Theorem 1 implies that the algebraic ap-
proach based on the positive eigenvalues of the infor-
mation matrix is geometrically a successive projection
method: it projects the regressors to the orthogonal
complement of C(M(Sj)) and then finds the projected
regressor of the largest norm. In an intuitive sense,
such a regressor provides the most information not
already captured by Sj .
Another observation is that the GKM is, roughly
stated, a limit of the RGH as δ tends to zero. First,
we need a technical lemma.
Lemma 1. Let j ≥ 2, F = F(Sj), δ > 0. The set on
the right hand side of (4) is equal to
argmaxf∈F\Sj f
′(Im − F′(FF′ + δIj)−1F)f . (10)
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Proof. Let M = M(Sj). Observe that λi(M + ff ′ +
δIm) = δ + λi(F
′F + ff ′). The non-zero eigenvalues
of F′F + ff ′ coincide with the non-zero eigenvalues of
(F′, f)′(F′, f). It follows that det(M + ff ′ + δIm) is
equal to δm−j−1
∏j+1
i=1 (δ + λi((F
′, f)′(F′, f))), which
can be expressed as
δm−j−1 det(
[
FF′ Ff
f ′F′ f ′f
]
+ δIj+1).
The term δm−j−1 can be ignored in the maximiza-
tion, and using the formula for determinant of a block
matrix, (10) is equivalent to argmaxf∈F\Sj det(FF
′+
δIj)(f
′f + δ − f ′F′(FF′ + δIj)−1Ff). Since the first
term of the expression does not depend on f , and the
additive term +δ does not affect the maximization,
we obtain the desired result.
Theorem 2. The GKM is the limit of the RGH in the
sense that for any finite set G ⊂ Rm, an r×m matrix
F, an m × m matrix M = F′F, and the orthogonal
projector P on C(M) there is some δ∗ > 0 such that
argmaxf∈Gφ(M+δIm+ff
′) ⊆ argmaxf∈Gf ′(Im−P)f
(11)
for all positive δ < δ∗.
Proof. Let h := maxf∈G f ′(Im −P)f and let  > 0 be
such that
argmaxf∈Gf
′(Im−P)f = {f ∈ G : f ′(Im−P)f > h−}.
For any matrix A, the pseudoinverse satisfies A+ =
limδ→0+(A′A + δI)−1A′ (e.g. [12], Theorem 20.7.1)
and F′(F′)+ = P, therefore
lim
δ→0+
f ′(Im − F′(FF′ + δIr)−1F)f = f ′(Im −P)f
for any f . Since G is finite, there is some δ∗ such that
|f ′(Im − F′(FF′ + δIr)−1F)f − f ′(Im −P)f | < /2
for all δ < δ∗ and all f ∈ G. Let δ < δ∗ and let
f∗ ∈ G be such that f∗ /∈ argmaxf∈Gf ′(Im − P)f .
Then f ′∗(Im − P)f∗ ≤ h − , therefore f ′∗(Im −
F′(FF′ + δIr)−1F)f∗ < h − /2. It follows that
f∗ /∈ argmaxf∈Gf ′(Im − F′(FF′ + δIr)−1F)f∗, i.e.,
f∗ /∈ argmaxf∈Gφ(M + δIm + ff ′) by the previous
lemma.
If the regressors f of G are the result of iid sam-
pling from a continuous m-dimensional distribution,
then the set on the RHS of (11) is a singleton with
probability 1, i.e., both sides of (11) coincide. How-
ever, for a symmetric G, the right hand side can be
a large set, and the solutions of the RGH can form
a strict subset of those of GKM for any δ > 0; see
Section 4, specifically panels (a), (b), (d) in Figure 2.
The GKM is not only guaranteed to produce a non-
singular saturated subset, it is guaranteed to produce
a subset with efficiency at least 1/m, as we show next.
First, a technical lemma.
Lemma 2. Let f1, . . . , fm ∈ Rm. Then,
det(
∑
j fjf
′
j) = det(
∑
j f˜j f˜
′
j), where f˜1 = f1 and f˜j
for j > 1 can be defined by any of the three equivalent
formulas:
f˜j = (I−P1:(j−1))fj (12)
= (I− P˜j−1 − . . .− P˜1)fj , (13)
= (I− P˜j−1) · · · (I− P˜1)fj . (14)
In the expressions above P1:(j−1) is the projection ma-
trix to C(f1, . . . , fj−1) and P˜i is the projection matrix
to C(f˜i).
Proof. From formula (13), it is clear that the trans-
formation from F = (f1, . . . , fm) to F˜ = (f˜1, . . . , f˜m)
is in fact a Gram-Schmidt orthogonalization, where
the obtained orthogonal vectors f˜j are not normal-
ized. That is, F = F˜R for some upper triangu-
lar matrix R with ones on the diagonal. It follows
that det(F) = det(F˜), which yields the desired result
det(FF′) = det(F˜F˜′).
Since f˜1, . . . , f˜m are orthogonal, we have P˜iP˜k = 0
for any i 6= k, and hence (14) is obtained. Formula
(12) holds because C(f1, . . . , fj−1) = C(f˜1, . . . , f˜j−1).
Theorem 3. Let SGK be the saturated subset of F
produced by the GKM. Then eff(SGK) ≥ 1m .
Proof. Let SGK = {f1, . . . , fm} and define S˜ =
{f˜1, . . . , f˜m}, where the f˜j ’s are given by Lemma 2.
Then φ(SGK) = φ(S˜). Let us also work with “nor-
malized” information matrix N(S) = ∑f∈S ff ′/s,
where s is the size of S. Without loss of general-
ity, let us rotate the coordinate axes of Rm, so that
f˜j = ‖f˜j‖ej , which is possible because f˜1, . . . , f˜m are
orthogonal. Then, det(
∑
i f˜if˜
′
i) =
∏
i ‖f˜i‖2. More-
over, the set SB that consists of all points of the form
(±‖f˜1‖, . . . ,±‖f˜m‖)′ satisfies det(N(SB)) =
∏
i ‖f˜i‖2
and N(SB)  N(S) for any S ⊆ F because all the el-
ements of F lie in conv(SB). In particular, N(SB) 
N(S∗), where S∗ is the D-optimal subset of size
m. It follows that det(M(S∗)) = mm det(N(S∗)) ≤
mm det(N(SB)) = mm
∏
i ‖f˜i‖2. Therefore,
φ(SGK)
φ(S∗) ≥
φ(S˜)
φ(SB) =
∏
i ‖f˜i‖2/m
m
∏
i ‖f˜i‖2/m
=
1
m
.
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As a side result, we obtain an explicit formula
for the D-optimality value of SGK : φ(SGK) =∏
i ‖f˜i‖2/m, where the projected regressors f˜i are con-
structed during the GKM process.
A na¨ıve implementation of the GKM using (8) is
relatively time consuming as it requires the calcula-
tions of projection matrices P(Sj) and the projec-
tions of the n regressors. However, (8) depends only
on the norms of the projected regressors f˜ and for-
mula (14) shows that the projected regressors can be
calculated successively by applying projections to the
one-dimensional subspaces orthogonal to f˜j . There-
fore, the algorithm can “forget” the original regres-
sors, which allows for the following efficient imple-
mentation of the GKM:
Efficient GKM
1. Set ind← ∅
2. j ← arg maxi=1,...,n‖fi‖
3. Set ind← ind ∪ {j}
5. If j < m, update fi ← fi − [f ′jfi/(f ′jfj)]fj , set
j ← j + 1 and return to 2
6. Output ind
The efficient formulation of the GKM has asymp-
totic complexity O(nm2). Its implementation in the
programming language of R is in Appendix.
The GKM is non-random which is, in some situ-
ations, a drawback.5 Galil and Kiefer were aware
of this problem and they proposed a randomisation
based on first selecting some points at random and
only then starting to apply the GKM. However, such
an approach may lead to singular m-point subsets, if
the first random points were chosen “unluckily”.
Nevertheless, the GKM can be also randomised as
follows: in step (S), instead of selecting regressor f(j)
that maximizes v(f) := f ′(Im − P(M(Sj))f , we may
select f(j) at random, with probabilities of the partic-
ular regressors f proportional to vα(f), where α > 0;
the higher α is, the less random is the procedure.
Because the randomised GKM never chooses re-
gressors that lie in Span(f1, . . . , fj−1), it also arrives
at a non-singular subset if such a subset exists by the
same argument as in the non-random case.
5For instance, if we use the saturated subsets for initiation
of deterministic heuristics, a randomized initiation method is
crucial for the approach of multiple restarts.
2.4 The Kumar-Yildirim method
(KYM)
Originally, the Kumar-Yildirim method was proposed
in [15] to find initial points for computing the MVEE,
which need not be centred at the origin. In each iter-
ation, the method chooses 2 points fj1 , fj2 ∈ F max-
imizing and minimizing the scalar product f ′b for a
randomly chosen b. Thus, the output is a set of 2m
points.
But the D-optimal approximate design problem is
equivalent to computing the MVEE0 centred at the
origin and containing f1, . . . , fn. For such a problem,
one can apply the original Kumar-Yildirim method
with formally added points −f1, . . . ,−fn. Then, the
method selects in each step both fj and −fj for some
j, which is redundant. It follows that it is enough to
choose one of the two points.
Hence, the modified KYM can be stated as a special
case of the general greedy heuristic where step (S) is
f(j) ∈ argmaxf∈F\Sj |f ′b|
and b is a random direction from C⊥(Sj).
It is not difficult to see that the output of the KYM
is a non-singular saturated subset. However, we can
formulate a stronger statement as follows.
Theorem 4. Let SKY be the saturated subset of F
produced by the KYM. Then
eff(SKY ) ≥ pi
4m(Γ(1 +m/2))2/m
≥ pi
2m2
.
Proof. The authors of [15] obtain the efficiency bound
for the output of their algorithm by applying the
results of the paper [3]. There, it is shown that
|det(z1, . . . , zm)|/m! ≤ vol(K) ≤ |det(z1, . . . , zm)|,
where each zj is equal to the difference fj1 − fj2 as in
the KYM, but for a general convex body K. By con-
sidering the convex body K = conv(±f1, . . . ,±fn)6,
we obtain for SKY that
vol(K) ≤ |det(2F(SKY ))| = 2m det(M(SKY ))1/2,
where 2F(SKY ) appears in the inequality because in
each iteration of the algorithm in [3], one chooses zj =
f(j) − (−f(j)) = 2f(j) for the f(j) maximizing |f ′ib|.
Let MVEE∗ = MVEE(K). In [13], John showed
that K ⊇ MVEE(K)/√m if K is centred at the ori-
gin; hence vol(K) ≥ vol(MVEE∗)/mm/2 in our set-
tings. Combining the previous results, we obtain that
1
mm/2
vol(MVEE∗) ≤ 2m(det(M(SKY ))1/2.
6K is called the Elfving set in the optimal experimental
design literature
Page 6
From the results mentioned, e.g., in [15] it follows
that
vol(MVEE∗) = η(det M(S∗))1/2,
where S∗ is the D-optimal saturated subset and η =
pim/2/Γ(1+m/2) is the volume of the unit ball. Then,
η(det M(S∗))1/2
mm/2
≤ 2m(det(M(SKY ))1/2
and
ΦD(M(SKY ))
ΦD(M(S∗)) ≥
η2/m
4m
=
pi
4m(Γ(1 +m/2))2/m
.
For a large m, the Stirling approximation of Γ
yields
eff(SKY ) ≥ pi
4m(Γ(1 +m/2))2/m
≈ epi
2m2
.
Note that by a direct application of the efficiency limit
provided by Lemma 3.1 of [15], one would obtain a
weaker bound eff(SKY ) ≥ m−3 than that in Theo-
rem 4. The bound in Theorem 4 is tighter because
Kumar and Yildirim deal with general sets, and the
centrally symmetric sets considered in this paper al-
low for stronger results.
An efficient implementation of the KYM in the pro-
gramming language of R is given in Appendix. This
implementation has asymptotic complexity O(nm2),
i.e., the same as the GKM implementation, although
non-asymptotically the KYM tends to be faster than
GKM (unless m ' n/2).
Interestingly, the main idea of the KYM is similar
to the projective interpretation of the GKM: both
procedures seek to find a “good” new regressor in
the space C(M(S))⊥ not yet spanned by the chosen
regressors. However, the respective approaches for
measuring what is a good regressor differ.
Note that both GKM and KYM are invariant under
rotation, and, unlike the RGH, they are also invari-
ant with respect to a centred dilation f → cf , c > 0,
i.e., invariant under the common change of the units
of measurement, if the regressors correspond to ex-
planatory variables.
3 Variants and extensions
3.1 Subsets of sizes other than m
The greedy heuristics for saturated subsets can be
easily modified to generate efficient non-saturated
subsets, i.e., subsets of sizes s other than m.
The problem of obtaining efficient supersaturated
experimental designs (e.g., [8]) is very similar to prob-
lem of constructing D-efficient subsets with s < m.
In fact, the main idea of the Galil-Kiefer initiation for
D-optimality, i.e. that det(F(S)F′(S)) can be maxi-
mized instead of det(F′(S)F(S)), is the same as the
approach toD-optimal supersaturated designs in [14].
Note, however, that the motivation of Jones and Ma-
jumdar in [14] for working with F(S)F′(S) arises from
a minimum bias estimator of the model parameters,
and that they provide analytical results on optimal
supersaturated designs in main-effects model, not de-
sign algorithms.
Based on a greedy heuristic for saturated subsets,
we can formulate a general scheme for a greedy heuris-
tic for arbitrary size subsets s. Simply stated, if
s < m we can pre-maturely stop the greedy heuristics
and if s > m, we can repeatedly perform the heuris-
tic for a subset of size m (or less than m in the last
run) and after each run of the method remove the m
obtained regressors from F . We can generalize this
idea such that at each selection step, we select not a
single regressor but a batch of b regressors, which can
be computationally advantageous. More precisely:
Scheme of greedy heuristics for subsets of size
s
1. Set j ← 0 and S0 ← ∅
2. Set a← min(s− j, b)
3. Select an a-element subset Fj of F \ Sj (S)
4. Set Sj+a ← Sj ∪ Fj
5. If j < s set j ← j + a and return to 2.
6. Output Ss.
Of course here we will also need to keep and prop-
erly update some parameters which regulate step (S).
Special case b = 1, s = m provides the scheme of
the heuristics for saturated subsets, but note that
the IBOSS mentioned in the introduction and the
original KYM are also special cases of this general
scheme. The multitude of various specifications of
the above scheme and the comparison of the result-
ing algorithms is left for further research.
3.2 A pre-selection strategy for a big
n
Let R := {g1, . . . ,gkm} be a uniformly randomly
selected km-element subset of F , where 1 ≤ k ≤
n/m. Let us estimate the probability that R is non-
singular. Let h1, . . . ,hkm be uniformly randomly
chosen from F with replacement. For t = 0, . . . , k−1
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let At be the event that [htm+1, . . . ,h(t+1)m] is a sin-
gular m×m matrix. Clearly, A0, . . . , Ak−1 are inde-
pendent, therefore
P [R is non-singular] = P [g1, . . . ,gkm span Rm] ≥
P [h1, . . . ,hkm span Rm] ≥ 1− P [∩tAt] ≥ 1− pk,
where p is the probability of each of At. That is,
the probability that a km-element uniformly selected
random subset of F is singular vanishes at least ex-
ponentially with respect to k.
At the same time, the probability p is itself not
too close to 1 for most of sets F used in applications.
Even for such a symmetric set as F = {−1, 1}m from
Example 1 it is possible to show that p ≤ (3/4 +
O(1))m; cf. [27].
This motivates the following strategy to obtain an
efficient saturated subset of F :
1. Randomly pre-select F˜ of size km from F .
2. Use either GKM or KYM to construct a satu-
rated subset of F˜ .
Note that the size of F˜ does not depend on n, i.e.,
it can be small also for an enormous set F . Even if
k is only moderately large, the probability that the
resulting saturated subset is singular can be negligibly
small. For instance, if k = 50 and p = 3/4, the
probability of a singular resulting subset is less than
10−6.
We will show in Section 4 that the pre-selection
strategy is a good compromise between the speed and
efficiency.
3.3 Multi-run approach
Let H be a randomized heuristic. Since H can gener-
ate subsets of various efficiencies, a natural idea is to
run H multiple times and then select the best subset
obtained. Note that in this respect the randomness
inherent in the result can be a positive, not a negative
feature of an algorithm.
Denote Yi, i = 1, 2, . . ., the iid random variables
representing the efficiencies of the subsets obtained
by independent runs of H. Let 0 < eff . 1 be such
that P [Y1 ≥ eff] > 0. Then it can be shown that
we need roughly ln(2)/P [Y1 ≥ eff] runs of H for the
median of max1≤i≤N Yi to be eff. In this sense, two
heuristics are similarly good, if they have similar ra-
tios t−1P [Y1 ≥ eff], where t is the time of a single run
of H plus the time needed to compute the quality of
the resulting subset.
The performance of the multi-run approach is
therefore given by the speed of H as well as the tails
of the distribution of Y1, and both quantities may
be difficult to assess. However, numerical simulations
for the randomized heuristics that we consider in this
paper suggest that the variability of Y1 tends to be
rather small, therefore P [Y1 ≥ eff] is mostly deter-
mined by the median of Y1. Hence, in the assessment
of the performance of a heuristic, the median effi-
ciency of the subsets resulting from a single run is
the more important factor than the speed. See Sec-
tion 4 for numerical results.
3.4 Eigenvalue-based criteria
We say that a criterion φ : 2F → R is eigenvalue-
based if it depends only on the eigenvalues of
M(S). For instance, D-optimality can be ex-
pressed as φ(S) = (∏i λi(M(S)))1/m. Besides D-
optimality, the second most important eigenvalue-
based criterion is A-optimality defined as φA(S) =(∑
i λ
−1
i (M(S))
)−1
for a non-singular M(S) and
φA(S) = 0 for a singular M(S) (e.g., [22], Chapter
6).
Clearly, the basic idea of the Galil-Kiefer method
can be used for any eigenvalue-based criterion – we
can simply specify (S) as selecting f(j) that maximizes
an appropriate function of the non-zero eigenvalues
of M(Sj) + ff ′. In some cases, like D-optimality,
such maximization can be performed much more eas-
ily than via numerical evaluation of the eigenvalues.
For an example, we can utilize the following theorem
for A-optimality:
Theorem 5. Let M(S) be of rank r. Then,
argmaxf∈F\S
(
r+1∑
i=1
λ−1i (M(S) + ff ′)
)−1
=
argmaxf∈F\S
f ′(Im −P(S))f
1 + f ′M+(S)f , (15)
Proof. The positive eigenvalues of M(S) + ff ′ =
(V, f)(V, f)′ are equal to the positive eigenvalues of
(V, f)′(V, f) with the notation as in the proof of The-
orem 1. Hence
r+1∑
i=1
λ−1i (M(S) + ff ′) = tr
[
V′V V′f
f ′V f ′f
]−1
,
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which is equal to tr(V′V)−1 + s−1f ′V(V′V)−2V′f +
s−1, where s = f ′(Im − V(V′V)−1V′)f = f ′(Im −
P(M(S)))f , based on the formula for the inverse of a
block matrix ([12], Theorem 8.5.11). Observing that
V(V′V)−2V′ = M+ yields that the studied maxi-
mization problem is equivalent to the minimization
of
tr(V′V)−1 +
1 + f ′M+f
f ′(Im −PM)f . (16)
Because tr(V′V)−1 does not depend on f , the mini-
mization of (16) is equivalent to the maximization of
(15).
That is, the GKM for A-optimality is very similar
to the GKM for D-optimality, but A-optimality re-
quires an additional “correction term” to be added
to (1).
It is unclear how can the KYM be tailored to A-
optimality and other eigenvalue-based criteria. How-
ever, the efficiency of the D-optimal approximate de-
sign with respect to a very general class of eigenvalue-
based criteria is bounded from below by 1/m ([10])
which suggests that the KYM (as well as the GKM
for D-optimality) will produce reasonably efficient
subsets even in the case of other criteria than D-
optimality. This is also supported by our numerical
experience. We leave the development of the heuris-
tics for general eigenvalue-based criteria to further
research.
4 Numerical comparisons
To provide a brief but comprehensive comparison of
the performances of the greedy methods we generate
the sets F at random, as well as deterministically:
1. We first generate a covariance matrix Σ from
the Wishart distribution Wd(Id, d) and then xi
independently from Nd(0d,Σ). We set F =
{(x′1, 1)′, . . . , (x′n, 1)′} ⊂ Rm, m = d+ 1.
2. We set F = {−1, 1}m.
The efficiencies of the saturated subsets S are cal-
culated as φ(S)/φ∗m, where φ∗m is computed via the
REX algorithm suggested in [11]. We used a com-
puter with a 64-bit Windows 10 system running an
Intel Core i7-5500U CPU processor at 2.40 GHz with
8 GB of RAM. For the RGH, we used the regulariza-
tion parameter δ = 10−4.
The results are exhibited in Figures 1 and 2. The
numerical observations can be summarized as follows:
• Both RGH and GKM tend to provide highly ef-
ficient subsets. For a random F the results of
GKM and RGH usually coincide and for F =
{−1, 1}m, RGH sometimes gives slightly more
efficient subsets than GKM. On the other hand,
GKM tends to be as fast as or faster than RGH.
• The KYM is somewhat faster but less efficient
than GKM.
• As one might expect, the random initiation
(RND) is the fastest and the least efficient
method. The leverage-weighted random sam-
pling (RNDl), performs badly in all analysed
cases. For F = {−1, 1}m both RND and RNDl
occasionally fail to the extent that they provide
singular subsets.
• GKM and KYM applied to a random subsam-
ple of size 50m (cf. Subsection 3.2), denoted by
GKMf and KYMf in the figures, are both very
fast and efficient. In some cases, the speed of
GKMf and KYMf is only slightly smaller than
the speed of the random sub-sampling methods,
yet, with a few exceptions, the efficiency is the
same or almost the same as that of GKM and
KYM applied to the full set F . Moreover, the
computation times and the resulting efficiencies
are relatively stable under changes of n and m.
To compare the degree of the efficiency improve-
ment using the multi-run approach described in Sub-
section 3.3, we computed the “time profiles” of the
increase in efficiency of the best subset found by a
repeated independent application of the individual
heuristics. Evidently, for all procedures the efficiency
increases very slowly (notice that the horizontal axis
denotes the logarithm of the time), i.e., for the per-
formance of the multi-run method the efficiency of a
single-run is crucial. Naturally, the numerical differ-
ences between the studied methods depend on a mul-
titude of factors, such as the actual implementation
used and the set F itself. Nevertheless, the exhibited
figures are representative of the general behaviour of
the heuristics that we observed.
5 Discussion
We showed that a good approach to the construction
of D-efficient saturated subsets is to use the efficient
version of the Galil-Kiefer method or the modified
Kumar-Yildirim method. Nevertheless, the regular-
ized greedy method and the random sampling can
also be reasonable choices for some applications (the
regularized greedy method if we are more concerned
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Figure 1: The running times (in decadic logarithm) of
the greedy saturated subsample heuristics and the D-
efficiencies of the resulting subsets. Regressors gen-
erated from a lifted d-dimesional normal distribution
(m = d+ 1) as detailed in the text.
−6 −4 −2 0 2
0.
0
0.
4
0.
8
(a) n=512, m=9
log(time)
e
ffi
cie
nc
y
l RGI
GKM
GKMf
KYM
KYMf
RND
RNDl
l
−6 −4 −2 0 2
0.
0
0.
4
0.
8
(b) n=4096, m=12
log(time)
e
ffi
cie
nc
y
l
−6 −4 −2 0 2
0.
0
0.
4
0.
8
(c) n=32768, m=15
log(time)
e
ffi
cie
nc
y
l
−6 −4 −2 0 2
0.
0
0.
4
0.
8
(d) n=262144, m=18
log(time)
e
ffi
cie
nc
y
l
Figure 2: The running times (in decadic logarithm)
of the greedy saturated subsample heuristics and the
D-efficiencies of the resulting subsets. Regressors are
deterministically set to F = {−1, 1}m.
about the efficiency than the speed and the random
sampling in the opposite situation). These heuris-
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Figure 3: The dependence of the best efficiency on
the computation time achieved by the multistart
approach. Regressors generated from a lifted d-
dimesional normal distribution (m = d + 1) as de-
tailed in the text.
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Figure 4: The dependence of the best efficiency on
the computation time achieved by the multistart ap-
proach. Regressors are deterministically set to F =
{−1, 1}m, m = 16. Note that for this model the
RGH and the GKM produce the perfectly optimal
saturated subset S∗ such that F(S∗) is a 16 × 16
Hadamard matrix.
tics can be directly generalized for the construction
of non-saturated subsets. For a large size of the initial
set, the pre-sampling strategy can be recommended.
To minimize the risk of a singular subset, we can
use the multi-run approach. Finally, the regularized
greedy method and the closely related Galil-Kiefer
Page 10
method can be modified for the use with a different
criterion than D-optimality.
Appendix - R Scripts
Regularized greedy heuristic
function(Fx, del=1e-4) {
# Fx is the nxm matrix of regressors
m <- ncol(Fx); one <- rep(1, m)
M <- del * diag(m)
j <- which.max((Fx^2) %*% one)
ind <- rep(0, m); ind[1] <- j
for(i in 2:m) {
M <- M + tcrossprod(Fx[j, ])
j <- which.max(((Fx %*%
t(chol(solve(M))))^2) %*% one)
ind[i] <- j
}
return(ind)
}
Galil-Kiefer method
function(Fx) {
# Fx is the nxm matrix of regressors
m <- ncol(Fx)
v2 <- (Fx^2) %*% rep(1, m)
j <- which.max(v2)
ind <- rep(0, m); ind[1] <- j
for(i in 2:m) {
scp <- Fx %*% Fx[j, ]
Fx <- Fx - scp %*% t(Fx[j, ]) / v2[j]
v2 <- v2 - scp^2 / v2[j]
j <- which.max(v2); ind[i] <- j
}
return(ind)
}
Kumar-Yildirim method
function(Fx) {
# Fx is the nxm matrix of regressors
m <- ncol(Fx); P <- diag(m)
j <- which.max(abs(Fx %*% rnorm(m)))
ind <- rep(0, m); ind[1] <- j
for(i in 2:m) {
fx <- P %*% Fx[j,]
P <- P - tcrossprod(fx) / sum(fx^2)
j <- which.max(abs(Fx %*%
(P %*% rnorm(m))))
ind[i] <- j
}
return(ind)
}
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