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Abstract
We computationally investigate the chronoamperometric current response of spherical and cubic particles on a supporting insulating
surface. By using the method of finite differences and random walk simulations, we can show that both systems exhibit identical
responses on all time scales if their exposed surface areas are equal. This result enables a simple and computationally efficient
method to treat certain spherical geometries in random walk based noise investigations.
1. Introduction
Random walk simulations provide a versatile tool for a va-
riety of applications in electrochemistry [1–5]. Recent ad-
vances in computational power and the wide availability of
multi-core systems [6] and massively parallelised graphics pro-
cessing units (GPUs) [7, 8] opened up new options for high-
performance simulations involving large numbers of molecules
as well as a high resolution. Hereby, random walks can particu-
larly be employed to model mesoscopic effects as well as noise
characteristics of nanoscale sensors that cannot be simulated
through numerical methods based on solutions of differential
equations.
However, even though random walks are successfully ap-
plied in many studies, their use may still remain challenging
in certain geometries. Difficulties mostly arise from the gen-
eral concept of the random walk: in random walk simulations,
molecules are typically displaced by a random vector of a fixed
length dr at a frequency of 1/dt, where dr and dt fulfil
dr =
√
2nDdt (1)
in the n-dimensional case, where D represents the diffusion co-
efficient. However, this equation is a direct consequence of the
general solution of the diffusion equation, which is only valid
in absence of physical boundaries. While this can be compen-
sated in the case of flat surfaces [6], rough or porous surfaces
can only be modelled provided dr is significantly smaller than
the investigated structure and appropriate boundary conditions
have been applied. Furthermore, surfaces that are curved in re-
gard to the displacement vector’s coordinate system are difficult
to model, since boundary conditions have to be separately de-
fined for every single grid point. This is, for instance, the case
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for the later discussed geometry of a spherical electrode in a
Cartesian coordinate system.
An alternative approach to electrochemical simulations is
given by the method of finite differences, which has been used
in a wide range of applications during recent years [9–14]. In
comparison to random walks, it is a relatively fast method for
the investigation of electrochemical systems. However, since
the locations of single molecules are described through prob-
ability density functions that spread across the whole simu-
lated space, stochastic processes in the mesoscopic regime and,
hence, noise characteristics of electrochemical sensors cannot
be analysed.
Here, we address the modelling of nanosphere electrodes
through random walks. Investigated spheres are mounted on
an insulating flat surface, which is a typical experimental set-
ting for electrodes that are modified with nanoparticles or cer-
tain nanoimpact setups. While previous attempts at equivalence
problems focused on the comparison between microdisc- and
hemispherical electrodes [15] and demonstrated that in this case
equal ’superficial radii’ lead to equal steady-state voltammo-
grams [16], we here find an equivalent for the direct modelling
of the sphere electrode through the random walks in Cartesian
coordinates. We first calculate an exact solution for a single
sphere via finite differences before we fit this result to cubic
electrodes that were modelled through random walks. By this
method, we find an equivalent cube that features an identical
chronoamperometric current response. The presented equality
holds true on all time scales and is independent of the electrode
size. Hence, all findings are equally applicable to microparti-
cles or even larger particles.
2. Theoretical model
The model considered is a simple one-electron reduction pro-
cess,
A + e− → B (2)
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Figure 1: Schematic of the two simulated geometries: a spherical (a) and a
cubic (b) electrode on a supporting, electrochemically inactive surface. Dimen-
sions are not to scale.
where molecules are assumed to react immediately and fully
upon contact with the electrode, that is to say the process is dif-
fusion controlled. An excess amount of supporting electrolyte
is also considered to be present in solution, supressing elec-
tric fields and ensuring that mass transport is limited to diffu-
sive processes. Hence, electrode currents are solely limited by
the analyte’s diffusive mass transport towards the electrode sur-
face, which is a good approximation for many diffusion-limited
chronoamperometric experiments.
In this work, we investigate two electrode geometries: a
spherical and a cubic electrode on an insulating surface, as
shown in Figure 1. For the sphere on an insulating surface,
cyclic voltammetry has previously been simulated [17] using a
Fickian diffusion model and the finite difference method, which
is here modified to simulate chronoamperometry. A stochastic
random walk model is used to simulate chronoamperometry at a
cubic electrode, and the corresponsence between the two cases
is investigated. Simulation and computational procedures are
detailed below.
Figure 2: Schematic diagram of the simulation space used to simulate an iso-
lated spherical electrode on an insulating surface.
Normalised Parameter Definition
C cc∗
τ Dr2e
t
R rre
Z zre
Table 1: Normalised parameter definitions
2.1. Finite differences
In order to simulate electrochemistry at an isolated spherical
electrode resting on an insulating surface, symmetry can be ex-
ploited to reduce the problem to two dimensions. A schematic
illustration of this is shown in Figure 2.
Fick’s second law for diffusion in cylindrical space is given
by:
∂c
∂t
= D
(
∂2c
∂r2
+
∂2c
∂z2
+
1
r
∂c
∂r
)
(3)
To simplify the model, dimensionless parameters are used in
simulations. Concentrations are taken relative to the bulk con-
centration of the electroactive species (c∗), and the relevant dif-
fusion coefficient taken to be unity. Dimensionless parameters
are defined in Table 1.
Substituting these parameters into the mass transport equa-
tion, the following equation is obtained:
∂C
∂τ
=
(
∂2C
∂R2
+
∂2C
∂Z2
+
1
R
∂C
∂R
)
(4)
This must be solved over all space subject to appropriate bound-
ary conditions. After the beginning of the experiment at τ = 0,
the electrode is biased to a potential to oxidise the electroactive
species at a mass transport controlled rate. The concentration at
the electrode surface can therefore be defined as zero:
CR2+(Z−1)2=1 = 0 (5)
The outer edges of the simulation space are set to be well
outside the depletion layer around the electrode:
Rmax = 1 + 6
√
τmax (6)
Zmax = 2 + 6
√
τmax (7)
2
where τmax is the total dimensionless time of the experiment
[18, 19]. At these boundaries, the (dimensionless) concentra-
tion can be set equal to unity. The flux of species across the
insulating surface which the electrode is resting on and the ax-
isymmetric Z axis can set to be zero:(
∂C
∂Z
)
Z=0
=
(
∂C
∂R
)
R=0,Z>2
= 0 (8)
There is now a complete set of equations to be solved si-
multaneously over all space at each point in time to obtain a
concentration profile. These equations are descretised using the
Crank-Nicolson method [20] to a grid of spatial [21] and tem-
poral [22] points. The two dimensional problem is solved using
the alternating direction implicit (ADI) method. The Thomas
algorithm [23] is used to solve the resulting tri-diagonal matri-
ces. The simulations were coded in C++ and run on an Intel
(R) Xeon (R) 2.26 GHz PC with 2.25 GB RAM, with a typical
run time of approximately 20 minutes.
2.1.1. Calculation of the current
The total flux over the electrode can be found by integrating
the flux density over the whole electrode surface. The (dimen-
sionless) flux density at any point is given by:
j =
∂C
∂N
(9)
where N is some coordinate normal to the surface of the elec-
trode at that point. In terms of R and Z, the flux density is
calculated as:
jφ =
∂C
∂R
cosφ +
∂C
∂Z
sinφ (10)
The total (real) current can then be obtained as follows as-
suming a single electron is transferred as in Equation (2):
I = 2piF
∫ pi/2
−pi/2
jφcosφdφ (11)
2.2. Random walks
Random walk simulations are performed using a previously
reported simulation framework [6]. In short, active molecule
trajectories are modelled individually as random walks with
each dimension is treated independently. Upon collision with
simulation boundaries, pathways are reflected while contact
with the electrode causes an immediate charge transfer. The
simulation is programmed in C/C++ and employs the applica-
tion programming interface Open Multi-Processing (OpenMP)
for parallel computing. All further data analysis is done in Mat-
lab.
In this work, all calculations are based on a diffusion coeffi-
cient of 9.3×10−9 m2 s−1, which equals the diffusion coefficient
of protons in water [24]. We further set Amax to 500 nm and
calculate trajectories of 5x106 individual moleculues per simu-
lation, which corresponds to a bulk concentration of 66.4 mM.
The outer boundaries of the simulation space are hereby chosen
to extend far beyond the diffusion field of the experiment and
fulfil:
Amax − ae
2
> 6
√
Dtmax (12)
where tmax represents the duration of the experiment.
3. Results and discussion
In this section, we compare the dimensionless solution of the
chronoamperometric current of a spherical electrode to random
walk simulations of cubic electrodes of different sizes. We vary
the one-dimensional step width dr of the random walk and in-
vestigate its impact on the obtained results.
In order to successfully model a spherical electrode as a cube
in a random walk simulation, we can vary the dimensions of
each to see, for example, what radius of a sphere is needed
to produce a chronoamperogram which fits that produced at a
cube of the side length ae. Since the diffusion coefficient and
the bulk concentration remain equal in both cases, we can vary
the sphere’s radius to determine the best fit r f it, while all other
parameters remain constant. Therefore, we solve the following
optimization problem:
r f it(ae) = min
r∈R
∫
dt
(
I f d(t, r) − Irw(t, ae)
)2
(13)
where I f d and Irw represent the currents that are calculated via
the finite differences and the random walk simulations. Exam-
ples of results can be found in Figure 3, in which we addition-
ally plot the current of a sphere that features a surface area equal
to the exposed surface of the cube electrode for later compari-
son. The radius res of this sphere (‘es’ abbreviates ‘equal sur-
face’) can be calculated to be:
res =
√
5
4pi
ae (14)
If we compare the graphs in Figure 3a and 3b, we can find
that the currents obtained through finite differences simulations
and random walks match each other well on all time scales.
While in the short term limit electrodes featuring equal surface
areas will always exhibit equal chronoamperometric responses,
this does not necessarily hold true for all time regimes. Never-
theless, the here presented equality criteria also exhibits good
applicability in the long term limit and in intermediate regions,
as can be seen in case of the 5 nm and the 20 nm cube, respec-
tively. However, even though both models match each other
well, the magnitude of the current as well as the radius that was
calculated in the fit decrease with an increasing dr. Further-
more, we can find that r f it approaches the value of res at de-
creasing dr, which will be analysed in more detail below. This
dependency of the result on the chosen step width can be un-
derstood through the formerly mentioned shortcomings of the
random walk approach. Since the random walk reproduces the
general solution of the diffusion equation, its results are only
accurate in free space while edges and corners are not modelled
exactly. By varying the step width relative to the size of the
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Figure 3: Simulated current responses in chronoamperometry. Both plots
present the currents of a 5 and a 20 nm cube in comparison to spheres featuring
either the fitted radius r f it or a surface area that equals the exposed surface area
of the cube. (a) and (b) show data obtained at a random walk step width of 0.25
and 1 nm, respectively.
cube, we also vary the overall space occupied by edges and cor-
ners. Hence, one can expect an increase in accuracy when mov-
ing to smaller, yet computationally less efficient, step widths.
Figure 4a compares the results of r f it to res, where we again
find that the value of r f it approaches res with a decrease in dr.
Furthermore, the plot shows a step-width dependent offset that
is independent from the cube’s side length. This result sup-
ports our former interpretation of the deviations between dif-
ferent random walk simulations that the underestimation of the
current appears to be mostly caused by the inaccuracy of the
random walk approach at edges and corners. However, it also
suggests to compare the obtained results in terms of the ratio
between the ae and dr as it is shown in Figure 4b. This fig-
ure demonstrates that smaller dr leads to smaller deviations be-
tween r f it and res, while r f it matches res in the limit dr → 0.
This results allows the conclusion that spherical electrodes on
an inactive surface can be modelled through cubic electrodes
as long as they feature equal exposed surface areas, i.e. their
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Figure 4: Comparison between the res and the computationally determined val-
ues of r f it for different random walk step widths dr. (a) provides absolute
values, while (b) sets dr and a in relation to each other.
dimensions fulfil Equation (14).
4. Conclusions
In this work, we compare the chronoamperometric re-
sponse of spherical and cubic electrodes on a supporting,
electrochemically-inactive electrode. While using a finite dif-
ferences approach for the spherical- and random walks for the
cubic geometry, we can show that both geometries lead to equal
current responses on all time scales provided the exposed sur-
face areas equal each other.
For future studies, this result enables a simplified use of ran-
dom walk simulations for the modelling of noise characteris-
tics of nanoparticles attached to an electrode surface or during
nanoimpact experiments. Here, it offers a simple and computa-
tionally efficient method to transform spherical objects into cu-
bic geometries that are often significantly easier to implement.
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