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Abstract 
We consider a periodic absorbing Markov chain for which each time absorption occurs there 
is a resetting of the chain according to some initial (replacement) distribution. The resulting 
process is a Markov replacement chain and conditions are provided on the initial distribution 
and the probabilities of absorption for this to be periodic. It is shown among others that control 
on the entire chain is exercised only through the first cyclic subclass of the state space, both for 
stationary and time-dependent versions of the chain. The periodicity results revealing a real- 
time property of the physical system, are applied to topics and processes of related interest such 
as the fundamental matrix, recurrent processes and distributions of phase-type and population 
processes with Markovian replacements. 
Key words; Compensation; Control of Markov chains; Quasi-periodic chain; Phase-type 
recurrent process; Population replacement chains 
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1. Introduction 
Finite discrete-time Markov chains appear frequently in stochastic modelling and 
an extensive literature presents the diversity of applications. Among the standard text 
books with historical value are those by Keneny and Snell (1960), Cox and Miller 
(1965), Feller (1968), Cinlar (1975), Bartlett (1978) and Iosifescu (1980). Most of the 
existing literature however focuses attention to the aperiodic case by considering 
periodicity as a variant of the former, though in certain cases interesting probabilistic 
relationships may appear. Periodic processes to the author’s knowledge have been 
studied in Keilson and Wishart (1964, 1965), Hartfiel (1975), Isaacson and Madsen 
(1976) and Bowerman et al. (1977). 
‘Part of this research was carried out when the author was Senior Visitor to the Mathematical Institute, 
University of Oxford, UK. 
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In this paper we consider an absorbing Markov chain with periodic transition 
matrix (named as quasi-periodic), for which each time absorption occurs there is 
a resetting of the chain according to some initial (replacement) distribution. The 
technique employed is an example of the compensation method developed by Keilson 
since 1964 and presented in some detail in Keilson (1979, Chapter 4). The new process 
is a Markov replacement chain and we provide conditions on the initial distribution 
and the probabilities of absorption, for this to be periodic. Consequently, we present 
a unified treatment of the asymptotic behaviour of periodic replacement chains both 
for stationary and time-dependent versions of the model. The periodicity results reveal 
a real-time property of the physical systems and extend known topics and processes, 
such as the fundamental matrix, recurrent processes and distributions of phase-type 
(Neuts, 1981) and populations with Markovian replacements (Bartholomew, 1982, 
Chapter 3; Gerontidis, 1991, 1992). 
In Section 2 of the paper two probabilistic models are described on which the 
subsequent analysis is based, i.e. the quasi-periodic Markov chain and its associated 
replacement process. Particular attention is focused on each cyclic subclass of the 
state space and the set of stationary distributions obtained as the initial distribution 
varies is described as the convex hull of certain points. The results contribute to the 
control theory of Markov chains, where it is shown that the entire chain is controlled 
only through the first cyclic subclass of the state space, so that this subclass possesses 
a strong control element. Section 3 discusses topics and processes associated with the 
quasi-periodic chain such as the fundamental matrix and the distribution of the time 
to absorption from each cyclic subclass which is of phase-type. Consequently, a simple 
proof of the asymptotic renewal theorem in the periodic case is provided. Section 
4 considers the time-dependent case for two types of environmental behaviour, i.e. 
either convergent or cyclic. Section 5 provides an application to the modelling of 
populations with Markovian replacements and finally in Section 6, a numerical 
example from the literature on manpower planning is given. 
2. Quasi-periodic Markov chains and replacement processes 
Consider an absorbing Markov chain X,, n = 0, 1, .., with k + 1 states, and one 
transient class C. Since we shall be interested only in the behaviour of the chain within 
the transient class, we assume without loss of generality that there are k transient 
states, i.e. C = (1,2, . . . , k) and a single absorbing state k + 1. The augmented 
transition matrix Pa has the form 
p,= 
1 0 
[ I Pi+1 p ’ 
(prime denotes transposition) wherep,. 1 is the 1 x k vector of transition probabilities 
from the transient states to absorption. The main theme of this paper deals with the 
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assumption that P is a substochastic matrix having the canonical form 
309 
CO 
P= 
Cl 
Cd-2 
Cd-l 
CO Cl c2 Cd-1 
0 PO 0 ‘.. 0 
0 0 PI ... 0 
0 0 0 ... Pd_2 
2-1 0 0 ... 0 
(2.1) 
where P, = (p,, ij) is a k, x k, + I matrix with row sums equal to one, the elements of 
which are marked with double index notation, k, being the number of states in the 
subclass C,, for r = 0, 1, . . . , d - 2 and U,_ 1 is k,_ 1 x k0 with row sums less than or 
equal to one. Obviously, IfLAk, = k. Thus, P is an irreducible quasi-periodic sub- 
stochastic matrix (cyclic of period d) with d > 1 eigenvalues of maximum modulus 
pi < 1 (Iosifescu 1980, p. 54). The elements of the transient state space 
C = {1,2, . . . ,k} may be assigned to a set of d cyclically moving subclasses 
Co,C1, 1.. , Cd_i,d-lofwhich,i.e.C,,Ci ,..., C,_,areclosed,whereasCd_lisan 
open set. The chain is quasi-periodic (Whittle, 1975) in the sense that a single-step 
transition from C, always leads to C,+ 1 for r = 0, 1, . . . , d - 2 whereas Cd-i leads 
either to Co or to the absorbing state k + 1. From (2.1) it is apparent that 
Co Cd-2 cd-l 
Pk+l = (00, ... a Od-2, pi;:), 
(2.2) 
where P k + 1 
d-l’= 1&_1 - ud_ 1 lb is the 1 x k,_ 1 subvector of the absorption probabilit- 
ies from C,_ 1 and O,, 1, are 1 x k, vectors of zero and ones, respectively, 
r = O,l, . . . , d - 1. Let also p. be an initial distribution over C, having the canonical 
form 
cO c, Cd-l 
PO = b:, Ol, ... , Od-1). 
(2.3) 
For a vector o = (ai) denote by Diag(a) the matrix with elements [hijail, where 6ij is 
the Kronecker delta. In case that ai is square matrix instead of scalar, then Diag(.) 
assumes the block 
diagonal form 
diagonal form. When P is raised to the dth power, Pd has the 
LO 
Pd = Diag(&, 
Cd-1 
where 
T, = p, ‘.’ &,u,_,P, “’ c-1 (2.4) 
is square irreducible substochastic of order k,, for r = 0, 1, . . . , d - 1. The matrix 
Pd maps C,, r = 0, 1, . . . ,d - 1, into itself, since in d steps the chain defined by 
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P moves from Co to Co, . . . , from Cd_ I to Cd_ i. Thus, Pd can be viewed as the 
transition matrix of a new absorbing chain X$, s = 0, 1, . . . called the d-step chain 
having d transient sets Co, Ci, . . . , Cd _ 1 each one of which is irreducible aperiodic. By 
setting n = sd + r, i.e. looking at times rmodd, from (2.1)-(2.4) we get 
Co C, Cd-l 
p. Psd+r = (O,, . . . ,p,“P, ... Pr_l T,“, . . . , OdeI), 
(2.5) 
the non-zero entry being in the r + 1st position, r = O,l, . . . ,d - 1. In the light 
of (2.5) we define a new irreducible aperiodic chain X2+*, s = 0, 1, . . . (to be 
considered as the restriction of X$ to C,.) having state space C,* E C, u (k + l}, initial 
distribution 
pr, =&PO ... PI-l, (2.6) 
(PO ... P,_ 1 is k. x k, stochastic mapping Co into C,) and transition matrix T, mapping 
C, into C,, r = 0, 1, . . . , d - 1. We call X,*,+, the rth projection of the d-step chain 
X!d over C, and thus X$ may be decomposed into a sequence of d projection chains 
X?d,X,*,+i, ... ,X;+l)d-l. In the next section we derive interesting relationships 
among the corresponding probabilistic quantities of the entire chain X, and X$+r, 
r = O,l, . . . , d - 1 characterizing their significance. Let 
Pz'+1 = (4 - T,)L (2.7) 
be the k, x 1 column vector of absorption probabilities from C, for the X,*,+, chain, 
where Z,. is the k, x k, identity matrix. It can easily be shown that 
P;I+~ = P,... Pd-2pi;:‘, r=O,l,..., d- 1. (2.8) 
Suppose that each time absorption occurs there is a resetting of the X, chain 
according to the initial (replacement) distribution po. This resetting is repeated 
indefinitely. In general, the choice of the replacement distribution may be different 
frompo, but here we shall not consider this case. The resulting chain has state space C. 
Consequently, with each quasi-periodic chain defined by (2.1)-(2.3) is associated 
a new chain called Markov replacement chain (MRC) with transition matrix 
e=P+Pk+lPo, 
having the canonical form 
(2.9) 
cd-l 
(2.10) 
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where Pd_ 1 = lJ_ 1 + p;f; :‘pz is a kd_i x k0 stochastic matrix. The probabilistic 
significance of the element qij may be interpreted as the total probability of transition 
(ofanykind)fromiEC,tojEC,+,,r=O,l,...,d-2orfromC,_,toC,,i.e.either 
as an internal transition within the transient set or as restarting the chain via j E Co 
when absorption occurs from i E Cd _ i. This type of model appears in the literature in 
different settings (see Kemeny and Snell, 1960, Sections 6.1, 6.2) and Neuts (1981, 
Chapter 2 for some examples). Conditions (2.2) and (2.3) are necessary and sufficient 
for Q to be periodic. They provide a formal generalization of the periodicity condi- 
tions given by Woodward (1983) for the case of Leslie matrices. The Markov 
replacement chain is periodic with period d, where d equals the greatest common 
divisor of {i 1 Pi,k + 1 > 0}, if replacements occur according to the distribution (2.3). For 
if absorption and (or) resetting is allowed from (to) any other state, by Theorem 2 in 
Isaacson and Madsen (1974), some power of Q will have a column with positive 
elements only and Q will be aperiodic. 
When Q is raised to the dth power, Qd has the block diagonal form 
Co C1 cd-1 
Qd = Diag(AO, A,, . . . , Adml), 
where 
= T, + P;+ IP~, (2.11) 
is stochastic irreducible and aperiodic of order k,, r = 0, 1, . . . , d - 1. 
For A = [Uij] a real matrix and b = (bi) a real vector, we define their norms as 
IIA II = maxiC4=1 [Uijl and [lb11 = maxi Ibi (. In the rest of this paper the convergence 
results will be assumed with respect to these norms. 
Definition 2.1. An irreducible stochastic matrix Q is called strongly ergodic if its 
eigenvalue 1 is simple. If Q has d > 1 eigenvalues of modulus 1 and A, is strongly 
ergodic, for Y = 0, 1, . , d - 1, then Q is called periodic strongly ergodic (Bowerman 
et al., 01977). 
If Q is periodic strongly ergodic, Qnd converges to a matrix Qi_ 1 of the form 
C1 Cd-l 
Q$ml =DiagEKIr,, 1;~~ ,..., l&-l,rd_,), 
where z, and 1, are the left and right eigenvectors of A,, respectively, corresponding to 
the eigenvalue 1, for r = 0, 1, . . , d - 1. Without loss of generality let Co be the 
subclass with the smallest number of states, i.e. k0 = min,{k,>. From Theorem 4.2 in 
Keilson and Wishart (1964) if zO, 1, are the unique left and right eigenvectors of AO, 
then the left and right eigenvectors 1~, and 1, of A, are given by 
rr, = z,P,P, ... P*_I and 1; = P, ..’ Pd- 1 lb, (2.12) 
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i.e. n,lL = 1, where A,l: = l:, r = 1,2, . . . , d - 1 and thus much of the structure (i.e. its 
eigenvalues and eigenvectors) of Qd is contained in the structure of &. 
Consider the sequence of k,-simplexes 
gkr = (X,IX, > o*,xrl; = 11) 
of the k,-dimensional Euclidean space Rkr and denote by b,(d) the region in Rkr gener- 
ated by the equilibrium distribution n,, r = 0, 1, . . . ,d - 1, as pt varies over the 
stochastic k,,-simplex gko. The following result characterizes these sets. 
Theorem 2.2. As the initial distribution pt varies over CBko, 6&(d) is given by 
(2.13) 
whereas its boundary is the convex hull of the normalized rows of 
(I,,- z)-l, r=O,l,..., d- 1. 
Proof. Choose 1c, to be the normalized left eigenvector of A, corresponding to the 
eigenvalue 1, from (2.11) we have 
n,P, .‘. Pd-z(ud-l +&;‘p;)Po ..’ P,-1 = x,. (2.14) 
The maximal eigenvalue of ud _ 1 is less than 1, so that T, is a substochastic matrix and 
by Theorem 2.1 in Seneta (1981, p. 30), the matrix (Zr - T,)-’ exists and has non- 
negative elements. The solution to (2.14) is 
PW - n-l 
Ar =p’o(z, - T,)-‘l: ’ (2.15) 
where pF, = pt PO . ‘. P, _ 1, i.e. or, E 6$(d). Conversely for some p$ E 9 k” pick an element 
Is, I& and put 
A, = P, “’ Pd_z(&r +&;‘j;)P, “’ P,-l. 
From (2.7), (2.8) (2.15) and (2.16) since &,l: =pgPO ... P,_ 1 1: = 1 and 
(Iv- T,))‘T,=(Z,- T*)-‘-I,, 
(2.16) 
we get 
Fr,A; = fi; ‘jir;(Z, - Tr)-’ CT, + (I,. - T,)l;&] 
= /ii; ‘&[(I, - Tr)-’ - Z, + I;&] = ii,, 
where /Ii* = &(Zr - TV)- ’ l:, i.e. S, is the normalized left eigenvector of & correspond- 
ing to the eigenvalue 1. We next determine the boundary of &‘Jd). Asp: varies over the 
I.I. GerontidislStochastic Processes and their Applications 51 (1994) 307-328 313 
stochastic k,,-simplex gko, the vector p& = pgPo ... P,_ 1, varies over the k,-simplex 
gkr. Rewrite (2.15) as 
where ef is the 1 x k, row vector having 1 in the ith position and zeros elsewhere and 
f[ is the sum of elements in the ith row of (II - T,)- ‘. Thus II, has been expressed as 
a convex combination of the normalized rows (IV - Tr)- ‘, r = 0, 1, . . . ,d - 1. Cl 
3. Some related topics and processes 
In this section we study topics and processes associated with the quasi-periodic 
chain such as the fundamental matrix and a related quantity; the mean time to 
absorption from each cyclic subclass. These results extend the well-known theory of 
recurrent or renewal events of phase-type associated with the quasi-periodic chain, by 
means of which a simple proof of the asymptotic renewal theorem is derived. 
3.1. The fundamental matrix 
For i eCO at time 0 define random variables, 
y!qd+*) = 1 if the chain is in j EC, by time sd + r 
IJ 0 otherwise 
) s=O,l,... 
Then 
is the total number of visits to state j EC, before absorption with expectation matrix 
[E(q)] = p’ 2 psd = pr(z- p-1 
s=o 
Therefore, the mean time to absorption for the rth projection chain X$+*, is given by 
pu; =poP’(Z- Pd)_‘l’ 
=pF,(Zr- T,)-‘l:, r=O,l,..., d- 1. (3.1) 
The fundamental matrix for the X, chain is 
f p” = d&Jr (I- pd)-l, ( 1 n=o r=O (3.2) 
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and the mean time to absorption 
Combining (3.1)-(3.3) we arrive at 
d-l 
PI = 1 lLir 
*=o 
a relationship between the mean absorption times of X, and X$+r, r = 0, 1, 
which to the author’s knowledge does not seem to have appeared before. 
3.2. Recurrent processes of phase-type 
(3.3) 
(3.4) 
d - 1, 
A discrete random variable T (or its distribution function F) is said to be of 
phase-type (PH), if T is the time to absorption in a finite-state absorbing Markov 
chain. PH distributions (introduced by Neuts, 1981, Chapter 2) form a versatile class 
on the set of non-negative integers for the discrete time case. Let 
T = infin b 0: X, = k + l} 
be the (random) time to absorption for the X, chain. This has probability distribution 
F(n) = 1 -poP”l’, n = O,l, . . . (3.5) 
called to be of PH type with representation (PO, P). Its discrete density has the form 
f(n) = F(n) - F(n - 1) =poP”-‘m:+I, II = 1,2, . . . 
By setting II = sd + r in (3.5) together with (2.1) -(2.3) we obtain a PH distribution 
with representation (p:, Tr) of order k,, i.e. 
F(sd + r) = F,(s) = 1 - p; Tfl: 
and (discrete) density 
f*(s) =~r,T:-‘p;+~, s = 1,2, . . . (3.6) 
To see that F,(s) is a proper distribution combine (3.6) with (2.7) to get 
f J(s) =ph(Z, - T,)_‘(Z, - T,)lL = 1. 
s=l 
We can think of F,(s) as the distribution of T, = inf(s 3 0: X2+, = k + l},the time to 
absorption for the rth projection chain, r = 0, 1, . . . ,d - 1. We now show that 
11y=&z . . . zcl”l-‘. 
Lemma 3.1. We have 
pi= ‘d-l,, r=O,l,...,d- 1 
nd--lPk+l 
(3.7) 
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and 
(34 
Proof. Since Z~ is the normalized left eigenvector of A,, from (2.11) we have 
n,(T, + P;;‘+ IPi) = a&, 
which together with (2.8) and the left-hand side of (2.12) gives 
~(d-~p~~~‘p~(Z,. - TV)-’ = q,, r = O,l, . . . ,d - 1. 
Summation over the vector elements together with (3.1) provides (3.7). From (3.4) and 
(3.7) we get (3.8). 0 
Since each time absorption occurs the chain is restarted from state i with pro- 
bability poi, i = 1, . . . ,ko, the time intervals between successive resettings are in- 
dependent and identically distributed random variables with common distribution 
F(n), (Neuts, 1981, Chapter 2) and they generate a recurrent process (in the sense 
of Feller, 1968) which is of PH. Let M(n) be the random number of times the chain 
X, visits state k + 1 in the time interval (O,n]. Then N(n) = E{M(n)) is the 
expected number of replacements in (0, n] for the recurrent process governed by the 
transition matrix Q. The probability that the replacement process visits state k + 1 at 
time n is 
44 =PoQ”-‘z&+1, 
and thus 
N(n + 1) = N(n) +&)@&+I, n = O,l, . . (3.9) 
For a time function N(n) define its z-transform as 
N*(z) = f N(n)z” 
?I=0 
and similarly for an aperiodic k x k stochastic matrix A, 
A*(z) = f A”z” = (Z- z/4-’ 
n=O 
(3.10) 
(3.11) 
where A is the normalized left eigenvector of A corresponding to the eigenvalue 1, Bj is 
a constant matrix corresponding to the eigenvalue 0 < Aj < 1 of multiplicity mj, 
j-2 > ..f > q and C4=2rnj = k - 1. We prove the following result. 
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Theorem 3.2. The expected number of replacements N(sd + r), in the time interval (0, 
sd + r] for the PH-recurrent process is given by 
N(sd + r) = s~~_~pi;:’ + c + E(S), r = O,l, . . . ,d - 2, (3.12) 
where c is a constant and lim,,, E(S) = 0, i.e. N(sd + r) is constant in time intervals of 
the firm [sd, (s + 1)d - 11, s = 0, 1, . . . 
Proof. From (2.2), (2.3) and (2.10) we get 
PoQ~Q’“P;+ I = 
0 if r=O,l,..., d-2, 
p$-lA~_lp~~:’ if r = d - 1. 
(3.13) 
By setting n = sd + r in (3.9) together with (3.13) we have 
N(sd) = N(sd + 1) = ... = N{(s + 1)d - l> 
and 
(3.14) 
N{(s + 1)d) = N{(s + l)d - l> +p;-lA;_Ip;;:‘. (3.15) 
Denoting N(sd) = Nd(s) and taking z-transforms in both sides of (3.15), we get 
;[N:(z) - Nd(O)] = N:(Z) +P;-~&~(z)&;‘. 
After rearrangement together with (3.11), since Nd(0) = 0, 
N;(Z) = &pd”-‘(&l - zA,_J’p;;;’ 
G-1 m, 
= ~l(d-&;‘+ c 2 
(1 _’ z)” 
formal inversion of which gives 
Nd(S) = S?&-,p;i;:’ + c + E(S), 
where c is a constant and E(S) is a function of 25, 0 < Aj < 1 for j = 2, . . . ,q. I? 
For two functionsf(t),g(t) we say thatf(t)-g(t) if {f(t)/g(t)} -+ 1 as t + co. Then 
for large s, from (3.12) and (3.8) the asymptotic replacement rate is given by 
N{(s + l)d} - N(sd)=;, 
a result which checks with that provided in Feller (1968, Theorem 4, p. 313). 
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4. Non-stationary replacement chains 
In this section we consider the non-stationary version of the replacement chain 
introduced in Section 2. Assume that the non-stationary Markov chain X, is governed 
at time t = 0, 1, . _. by an initial distribution p,,(t), transition matrix P(t) and absorp- 
tion probabilities pk+ 1(t) having the canonical form (2.3) (2.1) and (2.2), respectively. 
Then each matrix of the sequence 
Q(t) = P(r) + Pk+l(t)‘pO@), t = 0, 1, ... (4.1) 
is periodic stochastic with the same decomposition C = Co v C1 u ‘.’ LJ Cd- 1 and 
thus of the canonical form (2.10). For two integers u < t define the sequence of 
products 
Q(u, t) = Q(u)Q(u + 1) ... Q(t), t = O,l, . . . , (4.2) 
with Q(u + 1, U) = Z for any u. In what follows, we consider the asymptotic behaviour 
of the sequence (4.2) under the assumption that the sequence (4.1) is either convergent 
or it undergoes a cyclic behaviour (Bowerman et al., 1977). 
4.1. The convergent case 
Assume that 
lim P(t) = P, 1h-I pk + 1(t) = pk + 1 and lim PO(t) = PO, (4.3) 
t+o3 fP+rn r-tm 
elementwise, where P, pk+ 1 and p. are of the form (2.1), (2.2) and (2.3), respectively. 
From (4.1) and (4.3) the matrix 
lim Q(t) = Q (4.4) 
1acc 
is periodic stochastic. We prove the following result. 
Theorem 4.1. The limiting distribution of the non-stationary replacement chain in the 
convergent case is given by 
I 
CO C*+1-?tl Cd-1 
lim po(d + m)Q(zd + m,sd + r) = 
(00, .“, %+1-m, . . . > Od_l) if m < r + 1, 
s-co co c dfrtl-m Cd-1 
(00, .” > nd+r+l--m, ... > OdeI) if m>r+ 1 
(4.5) 
for m,r = O,l, . . . ,d - 1, uniformly in z. Moreover, the regions &.(d) of the possible 
equilibrium distributions or,, obtained asp; varies over gko, r = 0, 1, . . d - 1, are as in 
Theorem 2.2. 
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Proof. For two integers u < t, such that u = zd + m and t = sd + r, we have 
Q(Td + m,sd + r) = Q(zd + m,(x + l)d - ~>Q{(T + l)d,sd - l)Q(sd,sd + r), 
(4.6) 
where 
Q{ (z + l)d, sd - lj = Diag[&,{ (r + l)d, sd - l}, 
Ar{(t + l)d,sd - l}, . . . ,A-r{(r + l)d,sd- 1>1, 
with 
A,(@ + l)d,sd - l} = A,(7 + l)A,(z + 2) ... A,(s - l), 
and A,.(.) is aperiodic of the form (2.11). Let R = (q, nI, . . . , q- 1) be the left eigenvec- 
tor corresponding to the eigenvalue 1 of Qd. By Theorems V.4.1 and V.4.5 in Isaacson 
and Madsen (1976), 
lim Q((7 + l)d,sd - l} = QZml = Diag(lblrO,l’In,, . . . ,l&_Iad_I) 
s-cc 
(4.7) 
uniformly in r and also 
lim Q(sd,sd + r) = Qr+l. 
s-a) 
Combining (4.6)-(4.8) we get 
(4.8) 
limQ(zd+m,sd+r)=Q(td+m,(z+l)d-l)Q,*_IQr+l, 
s+co 
(4.9) 
for m, Y = 0, 1, . . , d - 1. For an initial distribution po(td + m) we get that 
Ilp,,(rd + m)Q(zd + m,sd + r) -poQ{zd + m,(z + 1)d - l)Qd*-lQ*+iII 
d Ilp&d + m)Q(zd + m,sd + r) -p&d + m)Q{td + m,(t + 1)d - l}Qd*-lQ*+lII 
+ Ilp&d + m)Q(zd + m,(z + 1)d - l)QZ-lQ”’ 
-poQ{Td + m,(z + 1)d - l)Q$-lQ’+l II 
~Ilp,(rd+m)II~IIQ(zd+m,sd+r)-Q{zd+m,(z+l)d-l)Qd*_~Q’i1ll 
+ lIp&d + m) -p. II . II Q{zd + m,(z + W - 1) QZ- I Qr+l II . (4.10) 
It is apparent from (4.3) and (4.9) that (4.10) tends to zero as s + cc . Therefore, 
Slapo(zd + m) Q(Td + m, sd + r) = poQ(nf + m, (T + 1)d - l} Q$- 1 Q’+ ’ , (4.11) 
uniformly in 7. We can gain further insight about (4.11) by taking into account the particular 
structure of Qi_ 1 and Q” ‘. Since 
Co CA, G-1 
~oQd*-rP+~ = (00, . . . , nr+rr . . . , R-r), 
(4.12) 
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and 
G Cd-, Cd-l 
poQ{zd + m,(7 + l)d - l}Q:_ 1 = (o,, . . . , n&m, . . . , o,- I), 
combining (4.12) and (4.13) we obtain 
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(4.13) 
poQ{zd + WI,@ + 1)d - l)QLQ’+l = I 
CO cr+,-VI cd-1 
&I, ... , T+-7% ..‘, od_,) if in d r + 1, 
co C d+r+l-m cd-, 
&, ... 5 ndfrfl-m, ... , od_,) if rn >r +  1 
forr,m=O,l,..., d-l. q 
Proposition 4.2. As the vector pt varies over 9 k”, the set b(d) ojequilibrium discribu- 
tions 22 = (nO,nl, . , red _ I) obtained is the product space 
a(d) = &(d) x b,(d) x ... X 8dd- ,(d). 
4.2. The cyclic case 
Another type of behaviour for the sequences p,,(t), P(t) and pk + l(t), t = 0, 1, . . is to 
assume that the elements repeat themselves in a cyclic fashion, i.e. for dl > 1 
f’(ndl + r) = P(r),pk+I(ndI + r) =pk+l(r) and poWI + r) =po(r), 
and thus 
QWl + 4 = Q(r), 
for any n = 1,2, . . and r = 0, 1, . . . , d, - 1 (see the next section for an application). 
That is, the matrices Q(t), t = 0, 1, . . . repeat themselves every dl steps. It is not 
restrictive to assume that the period d2 of the cyclic decomposition 
C~COUC~U ... u C&_ 1 and the cycle dl of the sequence Q(t), t = 0, 1, . . are 
equal. For if dl # dz, then d = d, d2 is a common period for the overall (combined) 
behaviour, whereas the block pattern of the sequence Q(t), t = 0, 1, . . still yields 
d, blocks. Define Q(O,d - 1) = Q(0) ... Q(d - 1) to be the cycle matrix. Then 
Q(O,d - 1) = Diag(A,(O,d - l),A,(O,d - l), . . . , AdPl(O,d - l)}, 
where 
A,(O,d - 1) = c(O) ... ff_2(d - r - 2)[Lid_,(d - r - 1) 
+ p;f;:(d - r - l)‘pE(d - r - l)]Pi(d - r) ... P,- I(d - I), 
= T,(O, d - 1) + pL+ 1 (d - r - l)‘p’,(d - r - 1) (4.14) 
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is stochastic and aperiodic, with 
p;+,(d - r - 1)’ = e(O) ... &_Z(d - r - 2)pf;:(d - r - 1)’ 
being the vector of absorption probabilities from C, and 
p’o(d - r - 1) = p:(d - r - l)&(d - r) ... p,- I(d - 1) 
being an initial distribution over C,, such thatpi(d - r - 1)l: = 1, r = 0, 1, . . . , d - 1. 
Any subscripts or arguments occurring should be understood as reduced modulo 
d, to bring them into the range [O,d - 11. The following result determines the 
eigenvectors of the sequence Q(h + l,d + h), h = 0, 1, . . ,d - 1, in terms of those 
of Q(0, d - 1). 
Lemma 4.3. If Q(O,d - 1) is periodic strongly ergodic with left eigenvector 
zd-l = (a;-‘,ny-‘, . . . ,?zjdd-:), 
corresponding to the eigenvalue 1, then 
=del _ z&V - r - 1)Cb - T,(O,d - l)l-’ 
I -p;(d _ r _ I)[& _ T,(O,d_ I)]-‘1;’ r = “‘, “.7d - ” (4.15) 
Moreover, 
zh = nd-‘Q(O,h) (4.16) 
is a left eigenvector corresponding to the eigenvalue 1, of Q(h + 1, d + h) of the form 
7ch = (&a:, . . . ,7&I), 
where 
h 
It, = nd”;r’-l-hPd+r-l-h(“)Pd+r-h(l) .‘. Cl@) 
is the normalized left eigenvector of the matrix A,(h + 1, d + h) corresponding 
to the eigenvalue 1, associated with C,, r = 0, 1, . . , d - 1 at the hth cycle, 
h=O,l,..., d-2. 
Proof. It is apparent from (4.14) that the eigenvector equation 
nd-‘[T,(O,d-l)+p;+,(d-r-l)‘p’,(d-r-l)]=nd-’, r=O,...,d-1. 
implies (4.15). Also for h = 0, 1, . . . , d - 2, we have 
IrhQ(h+l,d+h)=xd-1 Q(O,h)Q(h + l,d - l)Q(O,h) = n”-‘Q(O,h) = 1~~. 0 
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Theorem 4.4. The limiting distribution of the non-stationary replacement chain in the 
cyclic case is given by 
lim p,,(rd + m) Q(zd + m, sd + r) = 
s-‘x 
: 
CO Cr+l-m Cd-l 
(00, ... , 7r:+,-m, “. > Od_r) if m d r + 1, 
CO C d+r+l-m cd-l 
&I> ... > zi+r+l_m, . . . , od_l) if m >r+ 1 
(4.17) 
for r,m = O,l, . . . ,d - 1, uniformly in z 
Proof. Let zd- 1 be the left eigenvector of Q(0, d - l), corresponding to the eigenvalue 
1. Then, 
lim Q(zd + m,sd + r) = lim Q(m,d - l)Q(O,d - l)“-‘-‘Q(O,r) 
s-cc S’rn 
= Q(m,d - l)Q*(d - l)Q(O, 4, (4.18) 
where 
Q*(d - 1) = Diag(lbn$-‘,l;nt-‘, . . ,l&lniI:). 
For an initial distribution po(zd + m) = pO(m) of the form (2.3) since 
CO cr+l Cd-l 
Pob4Q*(d - l)Q(o,r) = PO, . . . , d+l, . . . , od-,), 
(4.19) 
and 
CO cd-, Cd-1 
po(m)Q(m,d - l)Q*(d - 1) = (0,, . . . , xi:,!,, . . . , 0d-l) 
(4.20) 
for r, m = 0, 1, . , d - 1, combining (4.19), (4.20) and Lemma 4.3 we get (4.17). 0 
Denote by &,h(d) the region in Rkr generated by the equilibrium distribution A: for 
varying initial distribution, r = 0, 1, . . . ,d - 1. The following result describes these 
sets. 
Theorem 4.5. As the initial distribution pg(d + h - r) varies over gko, &f(d) consists of 
those R!! ~9~~ such that 
b;(d) = x;ls; = 
pL(d + h - r)[Zr - T,(h + 1,d + h)]-’ 
pL(d + h - r)[Z, - T,(h + 1,d + h)]-‘1: ’ 
forp’,(d + h - r)Egko , 
I 
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whereas the boundary of b:(d) is the convex hull of the normalized rows of 
[Z,- T,(h+l,d+h)]-‘, h,r=O,l,..., d- 1. 
Proof. Since n,” is the normalized left eigenvector of A,(h + 1, d + h) corresponding to 
the eigenvalue 1, we have 
n,h = nF[T,(h + 1,d + h) +p;+I(d + h - r)‘p’,(d + h - r)]: 
from which we get 
lLh = p*,(d + h - r)[& - T,(h + 1,d + h)]-’ 
’ p!,(d + h - r)[Z, - T,(h + 1,d + h)J-‘1: ’ 
(4.21) 
Since pL(d + h - r) is an initial distribution over C,, we can write 
zh = i 
I 
kPoi(d + h - r)fr”,i 
-!-er[Z,. - T,(h + 1,d + h)]-‘, 
i=lCjllP~j(d+h_r)f3,jf,“.j 
wherefF,i is the sum of the elements of the ith row of [Zr - T,(h + 1, d + h)]-‘, for 
r,h=O,l,..., d-l. 0 
Remark 4.6. The results derived so far are applicable to any other stochastic process 
in which an imbedded replacement chain exists, see for example Gerontidis (1991, 
1993, 1994) and the following sections for applications to population processes. 
Another important area of application is that of controlling (or otherwise performing 
a sensitivity analysis of) the stochastic eigenvectors of a stochastic matrix by varying 
the initial distribution of the chain (Hartfiel, 1981,1984). It is apparent from Theorems 
2.2 and 4.5 that in the periodic case, the control of the entire chain can be exercised 
only through the first cyclic subclass of the state space. Consequently, this subclass 
possesses a strong control element since it provides a substantial reduction of the 
number of control parameters. 
5. Populations with Markovian replacements 
In this section we present a stochastic population model known in the literature as 
a non-homogeneous Markov system (NHMS), whose singleton process is a periodic 
Markovian replacement chain. For applications of Markov chain theory to stochastic 
modelling of social processes see Bartholomew (1982). We shall be concerned with 
a population whose members are classified into k mutually exclusive and exhaustive 
categories. Let ii(t) = [iii(t), . . . ,&(t)] and V(t) = [Vij(t)] be the vector of means and 
the covariance matrix of the category sizes at time t, respectively. The limiting 
behaviour of ii(t) and V(t) has been studied in Gerontidis (1991, 1992). From these 
sources we borrow the relationships 
ii(t + 1) = n(O)Q(O,t) + 2 M(z + l)po(z)Q(~ + I,4 
r=O 
(5.1) 
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and 
P’(t + 1) = Diag(fi(t + 1)) - Q(0, t)‘Diag {n(O)} Q(0, t) 
- i: Mb + llQ(~ + Lt)‘~o(~)‘~o(4Qb + 
r=O 
Lt), (5.2) 
where Q(r) is the k x k stochastic matrix of the singleton replacement chain and pa(t) is 
the recruitment distribution. We assume that the sequence Q(t), t = 0, 1, . . . undergoes 
a cyclic behaviour of period d as defined in Section 4.2. The significance of the cyclic 
behaviour in manpower systems is pointed out in Bartholomew (1982) and Gerontidis 
(1992). Let T(t) be the total size of the system, which is assumed to be a sequence of 
given numbers and define M(t) = r(t) - r(t - I), t = 1,2, . . to be the change of the 
total size which takes place between t - 1 and t. By writing 
n(0) = [n”(0),n’(O), . . ,nd- l(O)], where n’(O) is a 1 x k, row vector with elements 
corresponding to the states of C,, we have that T,(O) = n’(O)l: is the initial size of C,, 
r=O 1 , ,,.., d - 1. Obviously CfIA T,(O) = T(0). The following result characterizes 
cyclic periodicity and provides conditions for cyclic-periodic ergodicity in NHMS. 
Theorem 5.1. Let for an NHMS the vector qf means and the covariance matrix of the 
category sizes be given by (5.1) and (5.2), respectively. Let also Q(t), t = 0, 1, . . . , be 
a sequence of periodic matrices having the same cyclic decomposition 
C = Co u C1 u ... v Cd_ 1. Assumefurther that the matrices Q(t), t = 0, 1, . . . undergo 
a cyclic behaviour of period d > 1 and that Q(0, d - 1) is periodic strongly ergodic with 
left eigenvector zdM1 = (&‘,z~-~ . . . ,n$Ii) corresponding to the eigenvalue 1. If 
lim 1-a T(t) = T < CE and M(t) > 0, t = 0, 1,2, . . , i.e. the system is always expanding, 
then 
0) f\t$sd+r+ l)=ii,+,(cc) 
Co C r+1 
= [{%-r-,(O) + Mr+J& . . . >{To(O) +Mo}~:+I, 
and 
lim V(sd+r+l)= VV+r(cc) 
S-CC 
C0 c ,+I 
c, 
C*-I 
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where A; is a k, vector of the form (4.21), Vi a k, x k, matrix of the form 
Vi = Diag(z;) - zyni, q = 0, 1, . . . ,d - 1 
and 
M, = 5 M(qd + r), r=O,l,..., d- 1, 
q=o 
i.e. the limiting moments are cyclically periodic of period d. 
(ii) In case that the initial establishment is restricted to Co, i.e. T,(O) = T(0) and 
T,(O) = 0, for r # 0 and expansion occurs only at times md, for m = 1,2,3, . . , i.e. 
MO = T - T(0) and M, = 0 for r # 0, then whatever the initial distribution, we have 
Co C*+1 Cd-l 
fi,+l(co) = [O, . . . , Tn:+l, . . . , 01, 
co c,+1 Cd-l 
V,+,( co) = Diag(0, . . . , TV:+I, . . . , 0), r = O,l, . . . ,d - 1, 
i.e. the limiting moments split into d cyclically periodic sequences of multinomial type 
independently of initial conditions. 
Proof. We just provide a hint of the proof. For details see Theorems 2.1 in Gerontidis 
(1991, 1992). It can be shown by means of (4.18) that 
and also from (4.17) that 
lim n(O)Q(O,sd -t r) = [Td_r_I(0)z;), . . . , T,,(O)n:+,, . . . , Td-r_2(0)A;_1] 
S’cc 
sd+r 
lim c M(T + l)po(r)Q(t + 1,sd + r) = (MrtlnF,, . . . , M~z;+~, . . . , Mr+,n;_I), 
s-tm ==O 
for r = 0, 1, . . . , d - 1. Taking limits in (5.1) and (5.2) the result follows. I? 
Remark 5.2. In a recent paper A.C. Georgiou and P.-C.G. Vassiliou (Linear Algebra 
Appl. 176, pp. 137-174 (1992)) study the asymptotic periodicity of the expected 
relative structure q(t) = fi(t)/T(t) in populations with time-dependent Markovian 
replacements for the case of a convergent environment. The paper is incorrect since 
the probabilistic characteristics of the singleton periodic Markov replacement chain 
(called by the authors the imbedded non-homogeneous Markov chain) on which the 
entire analysis is based are defined incorrectly. Specifically, the authors allow PO(t), 
p. and pk+ 1 (t), pk+ 1 to have positive entries in every position, i.e. to be of the 
form p. = (poI, . . . ,pOk) and pk+l = (Pl,k+l, . . . , pk,k + l)r but this generality in 
formulation is invalid under the periodicity assumption. This comes from the 
fact that the contribution of the dyadic matrix p;+lpo to the expression 
Q = P + pi+ 1po violates the cyclic structure of Q in the sense that by Theorem 2 (see 
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also remark on p. 833) in Isaacson and Madsen (1974), some power of Q has a column 
with positive elements only and thus Q is aperiodic. Consequently, in view of the 
results of Sections 2 and 4 and of Theorem 5.1 of the present paper, Theorem 3.1 in 
Georgiou and Vassiliou (1992) i.e. part (i) obscures its correct form (see (5.4) below), 
part (iii) is misleading (see (5.5)), whereas parts (iv) and (v) are pointless. To see this, the 
limit (3.2) in part (i) of Theorem 3.1 expressed as 
r-1 d-l 
c ~,pl-~-’ + c s,Qd+--l , 
m=O lfI=r 1 
in the notation of the present paper, should be 
CO C*-1 Cd-l 
qr(a3) = (s,-l%, ... , sO~,-l, ... , &nd-I), 
where 
(5.3) 
(5.4) 
s, = lim 
“-‘M(kd+r) 
c n-co k=(J T(nd + r) ’ 
r=O,l,..., It- 1, 
are the limiting aggregate percentages of the total population size. In fact (5.4) being 
the limit of a weighted Cesaro average, it smooths out the periodicity of the Markov 
replacement chain but not the periodicity introduced by the weights s,, 
r=O 1 > ““., d - 1. The qualitative conclusions that can be derived from (5.4) are the 
following. Firstly, by looking at the relative structure 
q;/p; = s d+r_l~iAi/Sd+r_l_ilLil:=ICi, (5.5) 
i.e. the normalized vector attributable to Ci, we get that this is independent of r, for 
i = O,l, . . . ,d - 1, a fact which is in contradiction with the statement in part (iii) of 
Theorem 3.1 in Georgiou and Vassiliou (1992), p. 148 that the asymptotically attain- 
able element (&, . . ,q&)/p; depends on r. Secondly, it is apparent from (5.5) that 
,u: = sd+,._ 1 _i, so that parts (iv) and (v) of Theorem 3.1 are trivial and thus pointless. 
The above remarks are justified on p. 172 by the numerical illustration of Section 4, 
where although the authors provide (on p. 168) the correct structure of the P (or Q) 
matrix, they do not exploit this in the main part of the paper. 
6. A numerical example 
To illustrate the theoretical results we provide an example from the literature on 
manpower planning (Gerontidis, 1991). A university offers a two-years post-graduate 
course, where each academic year is divided into three terms and thus there are six 
terms. Assuming that a term corresponds to a system category, the state space of the 
singleton chain is C = { 1,2,3,4,5,6} by taking the time interval to be one term. 
A student passes the first two terms independently of his performance and at the end 
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of the third, is judged on his performance during the first year. The student either 
passes the year with probability pS4(t), t = 0, 1, . . . , or repeats the year. The same rule 
applies for the second year of study except that in the last term a student either 
receives his degree or fails completely. In either case he is replaced by a new student. 
The conventional transition matrix for this model is 
1 
2 
P(t) = 3 
4 
5 
6 
123 4 56 
‘010 0 00’ 
001 0 00 
0 0 0 L%(r) 0 0 
000 0 10 
000 0 01 
100 0 00 
with p7(t) = [O,O~~~(t),0,0,0] andp,(t) = (l,O,O,O,O,O), for which the matrices Q(t), 
t = 0, 1, . . , are periodic of period 3, whereas Co = (1,4), Ci = {2,5} and C2 = {3,6}. 
Assuming also a cyclic behaviour of period 3, i.e. P(3m + r) = P(r) and 
pt;:(3rn + r) =p_fi: (r), r = 0, 1,2 (Barthoiomew, 1982, p. 71), let the actual sequence 
be given by p3,(3m) = 0.7, p34(3m + 1) = 0.8 and p34(3m + 2) = 0.9, m = 0, 1, . . . The 
associated cycle matrix Q(O,2) has the canonical form 
1 4 2 5 3 6 
1 0.1 0.9 0 0 0 0 
4 1.0 0 0 0 0 0 
Q(O,2) = 2 0 0 0.2 0.8 0 0 
5 0 0 1.0 0 0 0 
3 0 0 0 0 0.3 0.; 
6L0 0 0 0 1.0 0 
which is 3-periodic strongly ergodic with 
, 
1 
n; = (0.526,0.474), Z: = (0.556,0.444), n: = (0.588,0.412), 
i.e. in the present case we have n; = R;, n< = 7~: and a; = n:, for r = 0,l. For an 
initial structure n(0) = (300,200,0,0,0,0) and expansion sequence determined by 
M(3t) = 100.(0.6)3’, t = 1,2, . . and M(3t + 1) = M(3t + 2) = 0, t = O,l, 2 . . . (i.e. the 
system expands at the beginning of each academic year, whereas keeps the total size 
constant within the year) we have M,, = 127.6, M1 = 0, M2 = 0 and 
lim,,, T(t) = 627.6. By Theorem 5.l(ii) the limiting moments are of binomial type 
with size 627.6 and probability vectors z $, n: and Z$ independently of the initial 
conditions. 
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Let %‘{yr,y,) be the convex hull of two points y,,y2 eg2, from Theorem 4.5, the 
3 sets &z(3) of the equilibrium distributions a,2, 4 = 0, 1,2 as pg varies over g2, are 
given by 
&$(3) = %F? 
0.474) 1 C!??(3) E % 0.444) 0.5) ’ 1 0.5) ’ 
and 
&Z(3) = %? 
0.412) 1 0.5) .
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