Exact, analytic expressions for the valence band effective masses in the spin-orbit, sp 3 d 5 s* empirical tight-binding model are derived. These expressions together with an automated fitting algorithm are used to produce improved parameter sets for Si and Ge at room temperature. Detailed examinations of the analytic effective-mass expressions reveal critical capabilities and limitations of this model in reproducing simultaneously certain gaps and effective masses. The ͓110͔ masses are shown to be completely determined by the ͓100͔ and ͓111͔ masses despite the introduction of d orbitals into the basis.
I. INTRODUCTION
Heterostructures with atomically sharp interfaces lie at the heart of advanced semiconductor devices employed for electronic computation and optical detection and emission. While such heterostructures have typically been explored in the III-V and II-VI material systems, commercial device scaling in the Si, Ge, and SiGe material systems has also reached critical device dimensions of a few tens of nanometers. Of particular interest is also the development of Si-based quantum dot heterostructures for quantum computing. 1, 2 Proof-of-principle device modeling has typically been performed in continuum basis, plane wave approaches such as effective mass or k•p. However, realistic modeling of technically relevant heterostructures requires the atomistic resolution of interface details, atomic disorder, the incorporation of finite device boundaries, large local electric fields, and coherent coupling between bands. Localized orbital approaches are attractive since they can model these effects without the introduction of an artificial periodicity or an extraordinarily large plane wave basis.
Any realistic electronic heterostructure model, whatever the underlying basis, must accurately reproduce the experimentally verified energy gaps and effective masses for the relevant bands. An approach which delivers a band gap that is off by a few tens of meV or effective masses that are off by tens of percent can properly model neither the energies of quantized states nor the confinement of these states. The strength of empirical tight-binding models is their ability to properly model such critical material properties with a localized, atomistic orbital basis. Empirical tight-binding techniques have therefore developed into the primary choice for many researchers interested in the quantitative modeling of electronic structure on a nanometer scale.
The past several years have seen a broader recognition of the requirements of proper band structure reproduction, and the result has been a series of improvements to the pioneering work of Slater and Koster. 3 A major enhancement was the addition of the excited s-like orbital, s*, by Vogl, Hjalmarson, and Dow, 4 which yielded better reproduction of the conduction band of diamond and zinc blende semiconductors along ͓100͔. Much more recently, Jancu et al. 5 have further improved the method by adding excited d orbitals to a nearest-neighbor approach, resulting in superior reproduction of the X-valley transverse masses in these semiconductors.
The progress in the application of the tight-binding method to quantitative device modeling has been slowed by the one major handicap of the method: the difficult parameter fitting process. One of the strengths of continuum models such as effective mass and k•p is that they are directly parametrized by observables such as effective masses, band gaps, and band offsets. In contrast, empirical tight-binding and empirical pseudopotential methods are based on atomic interaction representations and need to be fitted to these bulk material properties. The fitting process is difficult on two levels: ͑i͒ the determination whether or not a particular tightbinding model can indeed properly reproduce some critical material properties, and ͑ii͒ the mapping of the large number of orbital coupling parameters onto the set of observables. The development of analytic expressions for effective masses for various tight-binding models, [6] [7] [8] [9] [10] along with automated fitting procedures, 11 has addressed some of these difficulties in tight binding.
Of all the observables, the effective masses invariably prove to be the most troublesome features to reproduce in either automated or manual fits. There are two reasons for this. First, the inverse effective mass is ͑up to constants͒ the second derivative of the band energy E n (k). Second, the masses are much more complicated functions of the tightbinding parameters than are most of the gaps. In those cases where they are available, exact, analytic formulas for the effective masses have not only aided in better parametrizations for tight-binding models, but have also provided much insight as to the suitability of different models for different materials. Results for the masses at ⌫ in the nearest-neighbor sp 3 s* models 6 ͑with and without the spin-orbit coupling͒, the second-near-neighbor, spin-orbit sp 3 s* model, 7, 8 and the second-and third-near-neighbor no-spin-orbit 9,10 sp 3 models have recently been published. Reference 8 in fact gives the valence band effective masses along the ͓110͔ and ͓111͔ directions, which, together with the ͓001͔ results from Refs. 6 and 7, demonstrate the capability of the sp 3 s* model to reproduce all of the valence band masses in many materials of interest.
Although both the nearest-neighbor, spin-orbit sp 3 d 5 s* model 5 and the second-near-neighbor, spin-orbit sp 3 s* model can accurately reproduce the observables of interest in heterostructures ͑effective masses at gaps at ⌫, X, and L), there are important reasons to prefer the nearest-neighbor, spin-orbit sp 3 d 5 s* model. These reasons become apparent when one applies each model to strained nanostructures, for distortions are handled much more easily in a nearestneighbor model. This theoretical difficulty has led the nanoelectronic modeling tool ͑NEMO͒ three-dimensional ͑3D͒ development 12 to be limited to nearest-neighbor interactions, while NEMO 1D still handles nearest-and second-nearestneighbor models. 13 To fully qualify the capabilities of the sp 3 d 5 s* model and to aid its parametrization, exact, analytic effective-mass formulas are highly desirable. These formulas for the valence band effective masses in the directions of ͓001͔, ͓110͔, and ͓111͔ are derived here. We have not been able to find analytic formulas for the conduction band masses at L and in the X valleys.
Section II shows how a series of basis transformations block-diagonalizes the Hamiltonian at ⌫ into blocks no larger than 2ϫ2, which are sufficiently small that useful formulas for effective masses can be derived. The method of Ref. 15 is then utilized to derive these exact, analytic, inverse effectivemass formulas for the valance bands along ͓001͔, ͓110͔, and ͓111͔. Section III presents the results of the automated sp 3 d 5 s* parameter generation for Si and Ge. Section IV connects the analytic and numerical work in the previous two sections and discusses the ability of the sp 3 d 5 s* model to reproduce faithfully and simultaneously all of these masses. Section V contains our conclusions.
II. METHOD

A. Block diagonalization of the Hamiltonian
The first step in the process is to diagonalize the spinorbit, nearest-neighbor, sp 3 The roots of the quartic equation are sufficiently complicated that to obtain useful analytic formulas one must further decompose all of the four-dimensional subspaces. In diamond the two atoms of a unit cell are identical, and further simplification results from changing to a basis of sums and differences of states of the same type on the two atoms, reminiscent of the bonding and antibonding orbitals of molecular physics. For the six subspaces resulting from the transformations in Eqs. ͑1͒-͑6͒, the following change of basis is performed: 
with eigenvalues
and corresponding eigenvectors
The states themselves are found by substituting the quantities in Tables I and II 
These transformations diagonalize the Hamiltonian at zone center, providing the eigenstates with which the inverse effective masses can be calculated.
B. Inverse effective masses along †001 ‡
The inverse effective masses for the valence bands are calculated using the method of Ref. 15 . The heavy, light, and split-off holes are the four states (nϭ1,2) ͉hn;Ϫ;Ϫ͘ ͑heavy͒, ͉ln;Ϫ;Ϫ͘ ͑light͒, and ͉son;Ϫ;Ϫ͘ ͑split off͒; see Table III for specific decompositions for the 2 states. Along ͓001͔ neither of the matrices dH ᠪ /dk z , d
2 H ᠪ /dk z 2 couples the 1 states to the 2 states. Nor for that matter does either matrix couple the degenerate heavy-and light-hole states within each of the 20-dimensional ͑i.e., ''1'' or ''2''͒ subspaces. The inverse effective-mass formulas therefore take the same form as in the nondegenerate perturbation theory.
The contributions to the inverse mass are of two types: 15 the incompleteness correction ͑the second-order matrix d 2 H ᠪ /dk 2 to first order in perturbation theory͒ and couplings to other bands ͑the first-order matrix dH ᠪ /dk to second order in perturbation theory͒. It is useful to first list these contributions separately since many of them will appear in the ͓111͔ inverse mass formulas as well. The heavy and light holes have identical incompleteness corrections,
while the split-off hole incompleteness term is
Next come the couplings of the valence bands to other bands. The heavy valence band couples to both of the light conduction bands; with the same strengths the light valence band couples to the heavy conduction bands:
The other heavy valence band couplings are to the split-off conduction bands, 
TABLE III. New states, basis states, eigenvalues, and eigenvector coefficients for the eight twodimensional subspaces reduced from the original 12-and four-dimensional subspaces in the notation of Tables I and II and Eqs. ͑1͒-͑15͒. The names of the ͉Ϯ͘ eigenstates in the first column correspond to the ͉Ϯ͘ states on the left-hand sides of Eqs. ͑13͒ and ͑14͒; the basis states in the second column correspond to the ͕͉a͘,͉b͖͘ states on the right-hand sides of these equations. The entries of each 2ϫ2 Hamiltonian, Eq. ͑10͒, are listed in the E a , E b , and V columns. The last three columns give specific names for the template energies in Eq. ͑11͒ and coefficients in Eq. ͑15͒. To calculate the eigenstates of a given row, substitute the values from the third through fifth columns into Eqs. ͑10͒-͑15͒.
͉Ϯ͘
Basis states
͉l2;ϩ;Ϯ͘ ͕͉pl2;ϩ͘,͉dl2;ϩ͖͘
͉h2;ϩ;Ϯ͘ ͕͉ph2;ϩ͘,͉dh2;ϩ͖͘
͉so2;ϩ;Ϯ͘ ͕͉pso2;ϩ͘,͉dso2;ϩ͖͘
͉l2;Ϫ;Ϯ͘ ͕͉pl2;Ϫ͘,͉dl2;Ϫ͖͘
͉h2;Ϫ;Ϯ͘ ͕͉ph2;Ϫ͘,͉dh2;Ϫ͖͘
͉so2;Ϫ;Ϯ͘ ͕͉pso2;Ϫ͘,͉dso2;Ϫ͖͘
͉2;ϩ;Ϯ͘ ͕͉s↑;ϩ͘,͉s*↑;ϩ͖͘
͉2;Ϫ;Ϯ͘ ͕͉s↑;Ϫ͘,͉s*↑;Ϫ͖͘
The other light valence band couplings are to the s-like ͑at zone center͒ bands,
as well as to the d-like (3z 2 Ϫr 2 ) band:
The split-off valence band couples to the heavy conduction bands,
the s-like bands,
and the d-like band w so,␦Ϫ ϭ 2
͑31͒
With the above incompleteness corrections and couplings the ͓001͔ inverse valence band effective-mass formulas for the heavy (hh), light (lh), and split-off (soh) holes can be written as where a is the conventional unit cell cube edge and m 0 is the free-electron mass. Next we consider the heavy and light valence band masses along ͓111͔ and ͓110͔.
C. Inverse heavy and light masses along †111 ‡ and †110 ‡
The task of finding these inverse mass formulas is rather more complicated than along ͓001͔ since for k along ͓111͔ the matrix dH ᠪ /dk mixes the 1 and 2 states, and along either direction it mixes the heavy and light holes; the matrix d 2 H ᠪ /dk 2 also complicates matters. The inverse mass matrix 15 of dimension either 4ϫ4 along ͓111͔ or 2ϫ2 along ͓110͔ must be diagonalized. The ͓111͔ calculation is the more easily performed despite its larger dimensionality and the results are presented first.
In the second-near-neighbor, spin-orbit sp 3 s* model, it is known that the ͓111͔ inverse mass matrix in the basis ͕͉l1;
Ϫ;Ϫ͘,͉h1;Ϫ;Ϫ͘,͉l2;Ϫ;Ϫ͘,͉h2;Ϫ;Ϫ͖͘ takes the form
which has eigenvectors independent of and . Since the spin-orbit coupling in the nearest-neighbor sp 3 d 5 s* model is the same as in the sp 3 s* model, one expects that these very eigenvectors will diagonalize the ͓111͔ inverse mass matrix in the sp 3 d 5 s* model also. This is in fact the case. Taking advantage of the fact that these states diagonalize the inverse mass matrix allows calculation of the masses as in Sec. II B above. Here an additional incompleteness correction is found,
which is added to the light inverse mass and subtracted from the heavy inverse mass. All of the interband terms have been calculated above; they are merely allocated differently between the heavy and light masses. The complete formulas are thus 
where
Remarkably, for this model with d orbitals, the ͓110͔ inverse masses are functions solely of the ͓001͔ and ͓111͔ inverse masses: this is the same as in the sp 3 s* model. 
͑45͒
Note that the valence band masses are negative. Again, these results are the same as in the sp 3 s* model. The next section discusses the implications of these results for the reproducibility of the model.
III. RESULTS: Si AND Ge PARAMETERS
An important component of the NEMO theory and software development has been representing material properties such as effective masses and band gaps of the centrally relevant conduction and valence bands at room temperature 12, 13 for the quantitative simulation of electronic structure and electronic transport in heterostructures. The low-temperature Si and Ge parametrizations of Jancu et al. 5 served as a starting point in the effort to develop the ability to model SiGe alloys and arbitrary distortions of the Si-Si and Ge-Ge bonds.
14 Of particular interest has been the representation of the material properties at room temperature, and where available experimental room temperature data 17 are used as a parametrization target. The parametrizations used were generated by an automated genetic algorithm approach detailed in Ref. 11 , followed by hand tuning using the formulas presented in Sec. II above. Table IV lists our generated tightbinding parameters for Si and Ge, while Table V gives selected energy band edges, gaps, and effective masses reproduced by them. Care was taken to simultaneously match the critical band edges at ⌫, X,L, and X min on the ⌬ line as well as the various anisotropic conduction band masses at L and X min and the anisotropic valence band masses. The present parameters place the Si L valley higher than do those of Ref. 5, since experimental evidence ͑Ref. 18͒ indicates that it should be higher ͑2.40 eV͒. Little weight was assigned to the importance of the conduction band mass at ⌫ and the split-off band effective mass; the split-off valence band splitting ⌬ 0 was also assigned a fairly small weight. In Ge the conduction band effective masses at X min were optimized with a relatively small importance weight. In Si the conduction band effective masses at L were not optimized at all. The relative errors in percent are listed in Table  V and indicate values typically less than 5%. The sole exception is the Ge heavy-hole mass along ͓001͔, which, as discussed below, allows little freedom in fitting. ͑Note as well that Ref. 5 achieves a fairly small value for this mass, Ϫ0.196.) We consider this accuracy acceptable within the range of known experimental data. The resulting bands of Si and Ge in an energy range around the valence and lowest conduction bands are plotted in Figs. 1 and 2 . Note that the valence bands of Ge are offset with respect to those of Si to facilitate their use in future Si/Ge heterostructure calculations.
One feature of the bands at ⌫ that immediately stands out is the difference in the conduction band structures of the two materials. Note, in particular, that the lowest conduction bands in Si ͑Fig. 1͒ are all nearly degenerate, whereas in Ge ͑Fig. 2͒ the lowest conduction band is much nearer the valence bands than any of the others. The form of the inverse mass formulas suggests that this will have profound consequences on the masses reproduced by the model for the two materials, and this is indeed the case.
IV. DISCUSSION
It is instructive to compare the capabilities of the nearestneighbor sp 3 d 5 s* model to those of the widely employed TABLE V. Selected energies ͑in eV͒, k minima ͑in relative units of the Brillouin zone edge͒, and effective masses ͑in units of the free-electron mass͒ for Si and Ge as reproduced by the parameters of Table IV, along with target values given our fitting algorithm. Unless otherwise noted, targets are from Ref. 17 . In both materials the L-valley minima occur at the symmetry point. All masses are computed at the corresponding extrema. Values marked with an asterisk are not well established and as a result were not targeted strongly in the optimization. 3 s* model and of course significantly more than that of the nearest-neighbor version. Reference 11 discusses in detail the limitations of the nearestneighbor sp 3 s* model. It can be shown analytically for the nearest-neighbor sp 3 s* model that at the X-point face the transverse effective mass is infinitely large, i.e., the bands in that direction are flat. Furthermore, Ref. 11 shows that the conduction band minimum on the ⌬ line must be pushed about 60% of the way to the Brillouin zone face to be able to achieve a transverse mass small enough to give the conduction band isosurfaces their desired cigarlike shape. Even so, the mass remains about 50% too large, and the improper position of the conduction band minimum at about 60% rather than 85% results in improperly quantized wave functions 19 in heterostructures and incorrect reproduction of the valley splitting. 19 Good longitudinal and transverse conduction band masses come at the price of severe distortion of the valence bands, where the masses are much too small ͑by factors of 10-20͒, and very poor reproduction of the higher conduction bands. A simultaneous fit of the conduction and valence bands in the nearest-neighbor sp 3 s* model for Si is simply impossible, 11 rendering the sp 3 s* nearest-neighbor model useless for realistic calculations for heterostructures in which conduction and valence bands couple and even for simple devices such as Zener diodes which depend on interband tunneling. In contrast, Ref. For 3D nanoelectronic structures, however, which may contain arbitrary lattice distortions, the sp 3 d 5 s* model provides significant advantages over the second-nearestneighbor sp 3 s* model. The nearest-neighbor model allows for a well-defined scaling of the on-site and nearest-neighbor interactions 14 due to strain-induced distortions. The secondnearest-neighbor model requires a much more complicated treatment of the second-nearest-neighbor interaction parameters, due to the more complicated three-center integrals. Furthermore, the nearest-neighbor model makes the simulation of disordered materials such as alloys and interfaces much more straightforward, since at these inhomogeneities the physics behind the nearest-neighbor interpolation rules is solid. For second-near-neighbor interactions, however, the interpolation rules are far less certain. These fundamental advantages of the nearest-neighbor model have led the NEMO 3D development 12 to focus on the sp 3 d 5 s* model, rather than the second-near-neighbor sp 3 s* model; the NEMO 1D tool supports both models.
In the automated fit of the sp 3 d 5 s* model we found that achieving good results for the heavy-and light-hole masses in all three directions ͓͑001͔, ͓110͔, and ͓111͔͒ was much more difficult ͑in terms of the computer time required͒ for Ge than for Si. This is due in large measure to the very different conduction band structures of these two materials. In Si, the three lowest conduction bands (p-and d-like͒ are very close, all lying around 3.4 eV above the valence band maximum; the lowest s-like conduction band is only another 1.1 eV higher. In contrast, the lowest conduction band of Ge is s-like and only about 0.8 eV above the valence band maximum; the next highest (p-and d-like͒ conduction bands are approximately another 2 eV higher. Since the hole masses derived in Secs. II B and II C above are largely determined by the couplings between the valence and conduction bands, the conduction band ordering has a major impact on the ease with which the model can reproduce them; a detailed look at the components of the various inverse mass formulas reveals how the different conduction band structure affects the masses in the two materials.
First consider the light hole masses. Table VI lists the ͑dimensionless͒ interband couplings and their corresponding energy gaps; also listed are the incompleteness term for ͓001͔ and the incompleteness difference term for ͓111͔. As one might expect, the p-and d-like valence bands couple strongly to the s-like conduction bands, especially the lowest. In Ge this one coupling dominates all other terms, since its energy gap ͑recall that each w is an energy coupling squared divided by an energy gap͒ is less than one-third of the next smallest gap. Conversely, in Si, the two largest cou- plings are roughly the same size, 21 as are the three lowest energy gaps. In Si, therefore, three terms strongly influence the light-hole mass as compared to a single term in Ge. As a result, the model does not permit the Ge light-hole mass to change much in going from ͓001͔ to ͓111͔, while it tends to change that of Si relatively more due to the transfer of the valence band couplings to the split-off conduction bands from the heavy hole along ͓001͔ to the light hole along ͓111͔-compare Eqs. ͑32͒ and ͑38͒. Ϸ0.89m lh [001] ; the absolute change in Si is almost 14 times that in Ge. Even though the experimental data indicate a relatively small change in the Ge light-hole mass, the fact that this mass is dominated by a single term makes fitting the experimental values significantly harder in Ge than in Si.
The conduction band structure of the two materials also affects the heavy-hole masses. Table V shows that in both materials the heavy-hole mass increases significantly in magnitude on going from ͓001͔ to ͓111͔, and the change is smaller in both relative and absolute terms for Ge than for Si. The model reflects and to some extent overemphasizes this trend ͑Table VI͒, since the largest component of the ͓001͔ heavy-hole mass is the coupling to the lowest split-off conduction band, which appears in the ͓001͔ mass but not in the ͓111͔ mass. This very large change in mass dictated by the model is therefore more compatible with Si than with Ge, and thus explains the difficulty in fitting the Ge heavy-hole masses along ͓001͔ and ͓111͔. Thus these formulas show the important connection between the conduction band position and ordering and the valence band masses along ͓001͔ and ͓111͔.
The analytical mass equations detail clearly that in spite of the inclusion of d orbitals the ͓110͔ masses are functions solely of those along ͓001͔ and ͓111͔. This result is the same as one finds in the sp 3 s* models or indeed in k•p perturbation theory based on s-and p-like orbitals. ͑Note that in the present model the spin-orbit coupling is modeled by a sameatom, p-orbital-only parameter.͒ Thus, where precise experimental results on effective masses are available, the suitability of this model for diamond semiconductors can be checked with the sum rule Eq. ͑39͒ and the inverse mass relations Eqs. ͑44͒ and ͑45͒.
V. CONCLUSIONS
Exact, analytic formulas for the inverse valence band effective masses along ͓001͔, ͓110͔, and ͓111͔ for the spinorbit, nearest-neighbor sp 3 d 5 s* Hamiltonian 5 for diamond at ⌫ have been derived. These formulas are helpful in manual or automated fits of the bands. These results show the relationships between the valence band masses along ͓001͔, ͓110͔, and ͓111͔, as well as the intimate connection between these masses and the ordering and position of the various conduction bands. This connection has an interesting corollary for automated fitting procedures: The connection between the conduction band position and ordering and the valence band masses along ͓001͔, ͓110͔, and ͓111͔ means that fitting both energy gaps and curvatures will help ensure ͑but cannot guarantee since no model is perfectly complete͒ proper ordering of the bands at the zone center. A parametrization of the sp 3 d 5 s* model for unstrained Si and Ge is presented. In the parametrization particular care was given to the reproduction of the lowest conduction bands and upper valence bands which are relevant to semiconductor heterostructure modeling, and deviations from the desired target values of typically less than 5% were found.
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