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Abstract
This thesis focuses on three main areas in quantum physics. The bulk of this thesis addresses the effects
of disorder on novel classes of topological insulators.Topological insulators are states of matter that display
properties–most notably, protected anomalous edge states–that are robust to symmetry-preserving disorder.
While the properties of “classical” tenfold way topological insulators under disorder are well-understood,
there exist other topological phases whose behavior under disorder has yet to be characterized. In this
portion of the thesis, we will develop real-space methods to compute weak, boundary-obstructed, and non-
Hermitian topological invariants, establish their stability at weak and strong disorder, and connect these
disordered topological invariants to physical signatures.
The remainder of the thesis contains an eclectic mix of other work that broadly focuses on the intersection
of computational complexity and quantum mechanics. The first section addresses the problem of simulating
quantum mechanics on a classical computer. While exactly simulating quantum mechanics is NP hard, in this
section we develop and approximate variational method to simulate quantum systems at finite temperature.
The second section develops a “randomized benchmarking” method for verifying the gates of a quantum
computer, a challenging task as the output of a quantum circuit is generically difficult to simulate. Finally,
the third section deals with the ability of a quantum computer to simulate condensed matter systems;
we study the ability of a variational quantum circuit to approximate the ground state of the mixed-spin
Sherrington-Kirkpatrick spin-glass model.
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This thesis consists of work I’ve contributed to as a graduate student in several different areas of physics. The
main thrust of the thesis is on disordered topological insulators. Topological insulators are noninteracting
electronic states of matter that display protected anomalous boundary modes. They are known to be robust
to disorder, but determining the topological or trivial character of a disordered bandstructure, or the form
of a disorder-induced topological phase transition, is a nontrivial task. There exists existing mathematical
work on Z-classified strong topological insulators that solves this problem for these materials; much of my
work on disordered topological insulators rests on generalizing and extending this work to other systems
with nontrivial topology.
Chapters 2-5 address the work I’ve done on disordered topological insulators. Chapter 2 is a general
introduction to the theory of topological insulators, a review of previous work on disordered topological
insulators, and an introduction to the new areas of higher-order topological insulators and non-Hermitian
topological insulators. It begins with a historical overview of the field, and then outlines the relevant
technical results. Chapters 3-5 represent work we’ve done on disorder in weak, boundary-obstructed, and
non-Hermitian topological states. These chapters are based on work published as [1], [2], and [3], respectively.
The remaining chapters are an eclectic mix of other topics. The unifying feature of these works is that they
all deal with the intersection of computational complexity and quantum mechanics. Chapter 6 deals with
the problem of simulating finite-temperature quantum mechanical ensembles on a classical computer; this is
known to be classically hard due to the Fermion sign problem. To avoid this, in this work we demonstrate
how to approximate finite-temperature ensembles using variational wavefunctions. This chapter is based on
work published as [4].
Chapter 7 addresses the question of characterizing errors in quantum circuits evaluated on a quantum
computer. This is a nontrivial task as simulating a quantum computer is exponentially hard on a classical
computer, essentially for the same reason as simulating finite temperature ensembles. In this work, we
propose new generalizations of randomized benchmarking, a method to characterize subsets of quantum
circuits that can be efficiently classically simulated. This chapter is based on work published as [5]
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Finally, chapter 8 addresses the ability of a quantum computer to find the ground state of mixed-spin
Sherrington-Kirkpatrick models, a class of nonlocal spin-glass models whose ground states are also of interest
in computer science. Specifically, we focus on the ability of the quantum approximate optimization algorithm
(QAOA) to approximate the ground state in the limit of a large number of spins. The QAOA is essentially
just a variational wavefunction that can be adjusted to approach the spin-glass groundstate, but one whose
amplitudes can only be computed using a quantum rather than classical computer. This chapter is based
on work published as [6].
2
Chapter 2
An introduction to topological
insulators
Bloch band theory was the first successful quantum-mechanical approach to treating the conductivity of a
crystalline material [7]. According to the Bloch theory, when electron-electron interactions are ignored the
single-body electron eigenstates can be indexed by a reciprocal wavevector ~k and the eigenvalues form bands
in the first Brillouin zone. The Bloch theory successfully predicts whether or not a crystalline substance
is an insulator, provided electron-electron interactions are small compared to the electron’s kinetic energy
in the material. However, Bloch theory requires translation invariance, and thus can’t directly account for
either disorder or edge effects in realistic, finite samples. However, in recent years, it has been realized that
considering the topological properties of the Bloch wavefunctions zone yields information about robust edge
states that appear in finite samples even in the presence of imperfect edges and disorder. These edge states
are physically interesting because they are anomalous, meaning they can’t be realized except on the edge of
a topological insulator; they also avoid Anderson localization, and may cause quantized response coefficients
in the samples [8–11].
Historically, the first experimental signature of a topological insulator was the integer quantum Hall
effect [12], in which a 2D electron gas in a magnetic field displays quantized Hall conductance. Laughlin
[13] provided the first topological argument for the quantization of the Hall conductance, while Halperin
[14] pointed out that quantized Hall conductivity implies the presence of current-carrying edge states and
extended states below the Fermi level. Both of these arguements required the existence of a certain amount of
disorder, to pin the Fermi level in a region of localized states. Soon after, Thouless, Kohmoto, Nightingale,
den Nijs (TKNN) [15] established that quantum Hall response of a crystalline material was related to a
topological invariant of the Bloch bands, the Chern number (also called the TKNN invariant after the
authors). This essentially completed the topological theory of the quantum Hall effect: the Chern number
predicted the quantized Hall response, which in turn required protected edge states. The Hall conductance
couldn’t change without undergoing a delocalization transition at the Fermi level, thus the topological sectors
were distinct topological phases. However, there remained a curious mismatch between the assumptions
in Laughlin and Halperin with the assumptions in TKNN. The former two works required disorder to
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be present, while the latter assumed a crystalline system in which Bloch’s theorem applies. This would
foreshadow a pattern for subsequent topological insulators (at least those protected by internal symmetries):
the topological properties are robust to disorder, but actually calculating the topological invariant is most
easily done for translationally invariant systems.
While integer quantum Hall systems provided the first example of topologically protected edge modes,
they require an external magnetic field to create the nontrivial topology. Another route to magnetic effects
is to consider materials with strong spin-orbit interactions, in which the relative motion of the electrons and
nuclei create effective magnetic fields for the electrons. However, if time-reversal symmetry is obeyed, any
band with Chern number C has a time-reversed partner with Chern number −C, so these systems always
have net zero Hall conductivity. On the other hand, since the time-reversed partner has opposite spin, these
materials have a net spin Hall conductivity [16]. Models for quantum spin Hall materials were independently
proposed by Kane and Mele [17] and Bernevig and Zhang [18]. While these materials did have a net spin
current response to an applied electric field, this response was not necessarily quantized; thus, it was not
apparent that this effect could be connected to a quantized topological invariant.
It was Kane and Mele, in a subsequent paper [19], who realized that enforcing time-reversal symmetry
with T 2 = −1 led to a new classification of 2D Hamiltonians by a Z2 topological invariant. Roughly,
coupling a Chern insulator with C = 1 to its time-reversed counterpart led to a stable pair of conducting
edge modes that couldn’t be gapped out without breaking T -symmetry; on the other hand, when coupling
a Chern insulator with C = 2 to its time-reversed counterpart, one can couple and gap the four protected
edge modes without breaking T -symmetry. The quantum spin Hall insulator was predicted to occur in
HgTe quantum wells by Bernevig, Hughes, and Zhang [20] and the characteristic quantized conductivity was
shortly measured in an experiment by Konig et al. [21].
The quantum spin Hall insulator was the first known example of a symmetry protected topological (SPT)
insulator, in which enforcing an internal symmetry leads to new protected edge modes. Shortly after this
initial discovery, Fu, Kane, and Mele realized that enforcing T -symmetry in 3D also led to a Z2 classification
of 3D bandstructures, and the topological insulators in this class exhibited single Dirac cones on their surface
[22]. Following these discoveries, the natural question to ask is: what symmetries can protect topological
phases of matter, and in what dimensions do symmetry protected topological phases occur? This was
answered in a series of papers [23–27], which enumerated three internal symmetries (time-reversal, particle-
hole, and chiral) and ten possible symmetry classes, and determined the topological classification of band
insulators for each of these ten symmetry classes in any dimension.
Besides internal symmetries, crystals also posses spatial symmetries (e.g., reflection or rotation symme-
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tries) that can protect topological states. The first example of topology protected by spatial symmetry was
given by Fu [28], who named these systems topological crystalline insulators (TCIs). While subsequent work
would give additional examples of space groups that protected topology, the complete classification is difficult
because of the sheer number of space groups (230 in 3D) and the number of ways to combine space-group
symmetries with internal symmetries. However, there exist multiple approaches to algorithmically determine
the topological properties of TCIs for the 2D and 3D symmetry classes [29–32]. TCIs display protected edge
modes only on edges that respect the spatial symmetry (e.g., an edge must be perpendicular to a mirror
plane for the case of reflection symmetry), and their stability against disorder is still an unsettled question.
Recently, it was also realized that TCIs could also host protected modes on corners (in 2D and 3D) [33,
34] or hinges (in 3D) [33–35], provided the corners/hinges respected the spatial symmetry. These so-called
higher-order topological insulators (HOTIs) were distinct from the usual topological insulators in that the
edge states could be protected by either a bulk or a boundary (”Wannier”) invariant. Bulk HOTIs cannot
transition to trivial insulators without either breaking the protecting symmetries or closing the bulk gap,
while boundary-obstructed HOTIs [36] can transition to trivial insulators by only closing a gap along the
surface, allowing the bulk to remain insulating. We will return to the question of boundary-obstructed
HOTIs in Chapter 4.
Parallel to the development of topological band theory, there was more mathematical work being done
to establish a firmer theoretical footing for the quantum Hall effect in the presence of disorder. The work of
Bellissard et al. [37] established a proof that the Hall conductance was quantized for arbitrary disordered
non-interacting electrons provided the Fermi level was in a region of delocalized states, using the framework
of non-Commutative geometry. This work also established a formula for the Chern number in disordered
systems that has the same quantization properties and relation to the Hall conductance as for the Chern
number of a translationally invariant system. This was followed by work of Prodan, Leung, and Bellissard
which developed disordered invariants for the topological insulators without symmetry in all dimensions
[38], and Prodan and Schulz-Baldes which did the same for topological insulators with chiral symmetry [39].
This work eventually culminated in formulas for disordered invariants for all the Z-valued invariants [40,
41], while the Z2-valued invariants remain an open problem. In general, these disordered invariants are
quantized and only change when the system becomes delocalized, and predict robust edge behavior.
Recently, there has been an intense interest in the topological properties of non-Hermitian (NH) band
structures [42–44]. NH Hamiltonians were first introduced by Bender and Boettcher as an extension of
standard quantum mechanics [45], but they can also be useful in condensed matter contexts. While NH
Hamiltonians may appear unphysical, they serve as effective models for systems with gain and loss[46], and
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can be realized in a wide variety of experimental systems [47–73]. One challenge for developing a topological
theory of NH Hamiltonians is the NH skin effect [43, 74–77], in which introducing open boundary conditions
radically changes the bulk spectra and wavefunctions compared to periodic boundary conditions. On the
other hand, the NH skin effect is itself a topological phenomena; it was recently demonstrated that the
existence of the NH skin effect can be predicted by the NH winding number of the periodic system, a
topological invariant unique to NH systems [78–80].
The remainder of this chapter will be devoted to introducing the technical background needed to under-
stand topological insulators, disordered topological insulators, and non-Hermitian topological insulators.
2.1 Band theory
To understand the electronic properties of crystalline systems, a common first approach is to treat the
electrons as non-interacting fermions moving in a static, periodic potential provided by the atomic nuclei.
While this approach fails to account for the properties of some crystalline systems (e.g., Mott insulators),
this formalism has been successful at explaining the electric response of a broad class of weakly-interacting
materials [7].





+ V (X) (2.1)
where the nuclear potential V (x) has the periodicity of the crystal lattice: if {~ai} is a basis for the lattice,
then V (~x+ ~ai) = V (~x). Note that in general, V can also act on the spin degree of freedom, although don’t
explicitly write this to make the equations more readable. It is well known from Bloch’s theorem that such




then all eigenstates of H can be indexed by ~k and a band index n and are given by
|ψn~k 〉 = e
i~k·X |un~k 〉 (2.3)
where |un~k 〉 are the eigenstates of H~k with the periodicity of the lattice, 〈~x+~ai|u
n
~k
〉 = 〈~x|un~k 〉. For convenience,
we denote the Hilbert space of states with the periodicity of the lattice by Hp. It is straightforward to see
that if |un~k 〉 is an eigenstate of H~k with energy E
n
~k
, then the corresponding |ψn~k 〉 is an eigenstate of H with
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energy En~k . We label our bands in order of increasing energy, so that E
1
~k
≤ E2~k ≤ · · · .
We note that the bands are periodic are periodic with the periodicity of the reciprocal lattice. If we
define the reciprocal lattice vectors {~bj} to be vectors satisfying
~ai ·~bj = 2πδi,j (2.4)
then e±i





~bj ·X |un~k+~bj 〉 is an eigenstate of H~k with the same energy. Therefore we do not need to consider arbitrary
~k,
but can restrict attention to the first Brillouin zone enclosed by the {~bj}. The Brillouin zone is topologically
equivalent to a torus Td, where d is the dimension of the crystal, and we will repeatedly make use of this
fact.
In a given crystal, there will be some number nocc of occupied bands. If the noccth band has energy
strictly less than the energy of the (nocc + 1)th band,
∀k, k′ Enocc~k  E
nocc+1
~k′
then we say the bands have a band gap above nocc, and the material is an insulator. Bloch theory thus
describes a concise way to classify insulators. In this thesis, we will focus only on insulating materials with
a band gap.
2.2 Topological Insulators
2.2.1 Basics: Topological insulators without symmetry
While Bloch band theory gives a complete description of the bulk of weakly-interacting crystalline materials,
it relies on translational invariance of V (~x) and thus cannot obviously describe the properties of the edge
of a finite sample. However, it turns out that understanding the topological properties of the Bloch bands
connects the translationally invariant Bloch theory with robust and anomalous edge states [8–11]. In this
section, we will see how this connection comes about. First, we’ll give a simple description of a topological
insulator; then, we’ll give a more rigorous formulation that allows us to make connections to the mathematical
theories of algebraic topology and the classification of vector bundles [81].
Intuitively, the occupied wavefunctions of an insulator should change continuously with parameters in
the Hamiltonian H. For example, small changes in the effective nuclear potential, or small changes in the
distance between nuclei, should cause small changes in the occupied wavefunctions. The only exception to
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this occurs when the band gap closes; in this case, the lowest unoccupied band and highest occupied band
are degenerate, and the occupied bands can jump discontinuously. A special role in the theory of topological
insulators is played by the trivial insulator, an insulator with Hamiltonian HTn whose ground state consists
of some number n of localized wavefunctions per unit cell, localized at the center of the lattice cell. We
two insulating Hamiltonians H0,H1 are topologically equivalent if there exists n0, n1 such that there is a
continuous interpolation of insulating Hamiltonians H(t) with H(0) = H0⊕HTn0 and H(1) = H1⊕H
T
n1 . An
insulator is trivial if it is topologically equivalent to the trivial insulator, while it is topological otherwise.
We note that including the summands HTn0 ⊕H
T
n1 when defining equivalence reflects the fact that we often
model materials by ignoring bands far below the gap; fortunately, including the summands avoids certain
pathological cases when classifying topological insulators [82].
For a more mathematical formulation, we note that the Bloch theory above (Eq. 2.3) says that the








These projectors are smooth functions of parameters in the Hamiltonian, except when the Hamiltonian
passes through a band touching point where Enocck = E
nocc+1
k . In other words, P~k is changes smoothly with
the Hamiltonian, provided the Hamiltonian always describes an insulator.
While the projectors at ~k and (~k+~bj) are not equal, they are unitarily related. We can see this by noting

















The family of projectors P~k can thus be viewed as defining a continuous map from the Brillouin zone T
d
into the space of rank-nocc projectors in H̃, subject to the boundary conditions given by Eq. 2.7. In the case
of tight-binding lattice models, the boundary conditions can be assumed to be trivial and we can simply
say P~k is continuous on T
d. In what follows, we will assume periodic boundary conditions on P~k since our
models will all be tight-binding lattice models. However, in general it’s necessary to consider the boundary
conditions more carefully in the case of continuous wavefunctions.
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Given a Hamiltonian H, the projectors define a continuous map P : Td → H̃. We can also define the
projector map of H ⊕ HTn by P ⊕ PTn : ~k 7→ P~k ⊕ (P
T
n )~k. Given two Hamiltonians H0 and H1, a smooth
interpolation H(t) between H0 ⊕ HTn0 and H1 ⊕ H
T
n1 induces a homotopy Pt between the maps P0 ⊕ P
T
n0





a smooth interpolation between H0 ⊕HTn0 and H1 ⊕H
T
n1 . We therefore define two insulators described by
Hamiltonians H0 and H1 to be topologically equivalent if the two projectors P0 and P1 are homotopic when
summed with appropriate copies of PTn .
The topological equivalence classes then correspond to the more mathematical question: How many
equivalence classes of maps from Td to projectors are there, where two maps are defined to be equivalent if
they are homotopic when we sum them with appropriate copies of the trivial map? We will see below that
this question has a simple answer: two projectors are equivalent if and only if they have the same Chern
number, a Z-valued invariant that can be computed directly from the projectors P~k.
2.2.2 Symmetry classification and symmetry protected topological insulators
The above treatment applies to topological insulators without any enforced symmetry (besides translation
symmetry); we allowed H(t) to be an arbitrary translation-invariant Hamiltonian, and correspondingly let
the projectors P~k be arbitrary projectors that satisfy the boundary conditions over the Brillouin zone. His-
torically, these were the first topological insulators to be discovered and described, as they correspond to
systems exhibiting the integer quantum Hall effect [12–15]. However, in insulators with additional symme-
tries, it is more natural to consider restrictions on the symmetries of the interpolating Hamiltonian. We say
that we enforce a symmetry if we restrict attention to only Hamiltonians H0 and H1 with that symmetry,
and restrict H(t) to obey the symmetry for all t ∈ [0, 1]. This puts a corresponding restriction on the P~k,
since they must come from a Hamiltonian obeying the symmetry. Symmetric insulators that cannot be
connected to a trivial insulator while obeying the symmetry are called symmetry protected topological
(SPT) insulators.
In general, enforcing a symmetry can eliminate topological equivalence classes, since some equivalence
classes may break the symmetry. However, they can also split a single equivalence class into multiple
equivalence classes, since two symmetric Hamiltonians that can be connected by some path H(t) might not
be able to be connected by an H(t) that maintains the symmetry. An example is sketched in Fig. 2.1, where
we introduce a time-reversal symmetry (see below). All the equivalence classes with nonzero Chern number
don’t obey the symmetry, so are eliminated, while the subset of the C = 0 that obeys the symmetry splits
into two islands that cannot be connected without breaking the symmetry [17, 19].
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Figure 2.1: An example of the modification
of topological equivalence classes when introduc-
ing a symmetry (in this case, time-reversal T
with T 2 = −1). (a) illustrates the division of
Hamiltonians into equivalence classes with differ-
ent Chern numbers C, while the dark squares in
(b) illustrate the Hamiltonians that remain af-
ter enforcing the symmetry. Some topological
classes are eliminated because they don’t obey
the symmetry (part of the sector with C = 0, all
those sectors with C 6= 0), while others are split
into multiple classes that cannot be connected
while obeying the symmetry (C = 0 splits into
disconnected + and − sectors).
When considering SPT insulators, the question be-
comes what symmetries one can enforce. To begin, we
consider internal symmetries, i.e. symmetries that do not
involve rotations or reflections. The most obvious symme-
tries to consider are the unitary operators that commute
with the Hamiltonian
UHU† = H (2.8)
However, if U is such a symmetry, then in the basis of
eigenstates of U all Hamiltonians obeying Eq. 2.8 become
block-diagonal. Within each block, there are no remain-
ing symmetry constraints; thus, such an SPT insulator
is just the direct sum of topological insulators without
symmetry. We therefore ignore such symmetries.
What remains are symmetries implemented by antiu-
nitary operators that commute/anticommute with the Hamiltonian, and by unitary operators that anticom-
mute with the Hamiltonian. We define these operators by
T := UTK, THT = UTH
∗U†T = H (2.9)
C := UCK, CHC = UCH
∗U†C = −H (2.10)
S := US , SHS = USH
∗U†S = −H (2.11)
and refer to them as time-reversal, particle-hole, and chiral symmetry operators, respectively. Here, the U
are operators that act only within the unit cell (so in particular, it preserves the subspace H̃). We note that
the antiunitary operators can square to either ±1, while we always have S2 = 1. For example, in the case of
T we have that applying T twice gives
H = T 2HT 2 (2.12)
T 2 = UTU
∗
T (2.13)
The only matrices that satisfy Eq. 2.12 for all H are multiples of the identity; since UT is unitary, Eq. 2.13
imples that T 2 = ±1. Similar reasoning proves C2 = ±1, S2 = 1.
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We note that it is not possible to enforce, e.g., two distinct time-reversal symmetry operators simul-
taneously. This is because if T and T ′ are two different time-reversal operators, then the product TT ′ is
a unitary operator that commutes with the Hamiltonian, as in Eq. 2.8. If we then block-diagonalize our
Hamiltonians using the eigenstates of TT ′, TT ′ is constant on that block, and so T and T ′ are identical up
to a constant. The same is true of two distict C or S operators.
Class T C S
A 0 0 0
AIII 0 0 1
AI 1 0 0
BDI 1 1 1
D 0 1 0
DIII -1 1 1
AII -1 0 0
CII -1 -1 1
C 0 -1 0
CI 1 -1 1
Table 2.1: The ten symmetry classes corre-
sponding to internal symmetries. For each T ,
C, and S, we put a ±1 in the column if the sym-
metry is present and squares to ±1, and a 0 in
the column if the symmetry is not present.
We also note that these symmetry operators are not
all independent. Rather, if any two internal symmetries
are present, we automatically have the third symmetry
via
TC = S (2.14)
(it is straightforward to show that the product of T and C
is a unitary symmetry that anticommutes with the Hamil-
tonian, thus is an S-symmetry). In total, then, there are
ten possible symmetry classes, which are specified by the
presence or absence of each of the symmetries T , C, and
S, and by the value of T 2 and C2 if these symmetries are
present. The ten symmetry classes are listed in Table 2.1.
The names of the classes are a historical artifact and come
from Cartan’s theory of symmetric spaces. These classes
were originally introduced for classifying Hamiltonians in
the context of random-matrix theory [83, 84], and were introduced in the theory of topological insulators
in a series of papers classifying SPT phases [24–26]. In this classification, the simplest case of topological
insulators without symmetry discussed in Sec. 2.2.1 is denoted by class A.
As the name suggests, T -symmetric Hamiltonians correspond to insulators with time-reversal symmetry.
C-symmetric Hamiltonians typically describe mean-field models of superconductors, where the resulting
BdG Hamiltonians automatically have a C symmetry. Finally, S-symmetric Hamiltonians can be realized in
superconductors with time-reversal symmetry, so that S is simply the product of the T and C symmetries,
or they can be realized on lattice models with a sublattice symmetry, as we’ll see below.
When applied to the Fourier transformed Hamiltonians, the symmetry conditions given by Eqs. 2.9-2.11
become
UTH
∗(~k)U†T = H(−~k), UCH
∗(~k)U†C = −H(−~k), USH(~k)U
†
S = −H(~k), (2.15)
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U†T = P−~k, UCP
∗
~k
U†C = 1− P−~k, USP~kU
†
S = 1− P~k. (2.16)
We can then say that two Hamiltonians are topologically equivalent if there is a homotopy between the
projector maps P0 and P1 such that every projector P (t) obeys the appropriate symmetry conditions ac-
cording to Eq. 2.16. Each symmetry class can protect topological states in certain dimensions; the presence
or absence of topological phases for each dimension and for each internal symmetry class is given in [23–27],
in the so-called periodic table of topological insulators.
Besides internal symmetries, which act only within the unit cell, one can also consider spatial symmetries
such as reflections or rotations [28]. A spatial symmetry is a unitary symmetry that commutes with the
Hamiltonian, as in Eq. 2.8; however, unlike internal unitary symmetries, spatial symmetries can act on the ~k
values and enforce a nontrivial structure on the projectors P~k. For example, if we consider a single reflection
symmetry, this relates the Hamiltonian H~k to the Hamiltonian HR~k, where R
~k is the image of ~k under the
reflection. A specific reflection symmetry then imposes the constraints
URH~kU
†
R = HR~k, URP~kU
†
R = PR~k (2.17)
on the Hamiltonians and projectors, respectively. Other spatial symmetries will impose their own restrictions
on the projectors. Unlike internal symmetries, there exist hundreds of spatial symmetry classes, correspond-
ing to the 230 space groups in 3D combined with the ten possible internal symmetry classes, and we will
not enumerate them here, although there have been numerous attempts at classifying these phases [29–
32]. Topological insulators with an enforced spatial (as opposed to internal) symmetry are referred to as
topological crystalline insulators (TCIs).
Example: The SSH model
Our standard example of a SPT insulator will be the Su-Schrieffer-Heeger (SSH) model [85], a lattice model
originally introduced as a description of polyacetylene. This is a 1D model with two sites per unit cell, A






n+1,Acn,B + h.c. (2.18)
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The SSH model is illustrated in Fig. 2.2. The Fourier transformed Hamiltonian is given by
Hk =
 0 γ + λe−ik
γ + λeik 0
 = (γ + λ cos(k))σx + λ sin(k)σy (2.19)
where {σi : i = 0, 1, 2, 3} denote the Pauli matrices. If we define S := σz to be the operator that acts as
the identity on the A sites and multiplies B sites by −1, then SHkS† = −Hk, and our model has a chiral
symmetry. Enforcing this chiral symmetry means we do not allow any deformations of Hk that introduce
terms proportional to σz or σ0, since these matrices do not anticommute with S.
Figure 2.2: The SSH model. Blue and red cir-
cles denote A and B sites, respectively, while γ
and λ are the intracell and intercell hoppings.
The explicit form of the SSH Hamiltonian given in Eq.
2.19 allows us to easily determine the spectrum of Hk to
be E±k = ±
√
[γ + λ cos(k)]2 + λ2 sin2(k). In particular,
the model is gapped whenever λ 6= γ. One way to under-
stand this model graphically is to graph the coefficients
of σx and σy as a function of k. We illustrate this in Fig.
2.3 for the case γ < λ and γ > λ. When graphed in this manner, minimum distance of the curve from the
origin gives the gap of the model. We see that it is impossible to interpolate between the Hamiltonians with
γ < λ and with γ > λ without making the curve pass through the origin (i.e., closing the gap). We of course
could add a term proportional to σz to the Hamiltonian to connect the γ < λ and γ > λ Hamiltonians,
but this term would break the chiral symmetry. We note that the Hamiltonian with λ = 0 is the trivial
insulator, so the Hamiltonians with γ < λ are our first example of a topological insulator.
Figure 2.3: (a) The SSH model for (γ, λ) =
(.5, 1). (b) The SSH model for (γ, λ) = (1.5, 1).
The magnitude of the vector at any given k deter-
mines the gap; any model that does not intersect
the origin is gapless.
Note that according to table 2.1 this model is in class
AIII, as we are enforcing a chiral symmetry but no other
symmetries. Note also that, strictly speaking, we’ve only
proven that H0 with λ = 0 and H1 with γ < λ cannot
be deformed into each other; we haven’t proven that it’s
impossible to take direct sum of H0 and H1 with some
copies of the trivial insulator and then deform them into
each other. However, we will see below that even with
additional copies of the trivial insulator this remains im-
possible, by using the tool of topological invariants.
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2.2.3 Topological invariants
For a given symmetry class, we’ve defined the idea of topological equivalence, and we understand what it
means for an insulator to be trivial/topological within that symmetry class. However, determining whether
two insulators H0 and H1 are equivalent directly from the definition is highly nontrivial. Explicitly finding
a homotopy that respects the symmetries between P0, and P1 (or between P0 and P1 summed with trivial
projectors) is not straightforward, and proving no such homotopy exists is even more difficult. Fortunately,
there exists a powerful tool to determine if two projectors can be deformed into each other, a topological
invariant [8–10, 27, 81]. The first topological invariant introduced to band theory was the Chern or TKNN
invariant [15], which determined whether a crystalline system was in a quantum Hall phase.
For our purposes, a topological invariant of a projector map P is some function I[P ] that can be directly
computed from an explicit expression of P with the following properties:
1. P changes continuously with deformations in P .
2. For all P in the symmetry class, I[P ] is quantized (e.g., I[P ] ∈ Z,Z2, 2Z).
3. For any two projector maps P0, P1, I[P0 ⊕ P1] = I[P0] + I[P1].
4. I[PTn ] = 0.
5. If I[P0] = I[P1], then for some n0, n1 there exists a homotopy between P0 ⊕ PTn0 and P1 ⊕ P
T
n1 .
The usefulness of such an invariant should be immediately apparent. Properties (1) and (2) say that homo-
topies of projectors don’t change the invariant, since discrete continuous functions are constant. Further,
properties (3) and (4) say that adding copies of the trivial projector to a projector can’t change the invariant.
Taken together, properties (1)-(4) imply that if two Hamiltonians have different values of the topological
invariant, they are not topologically equivalent. Property (5) gives the opposite implication: if two Hamil-
tonians have the same value of the topological invariant, then they are topologically equivalent. In general,
properties (1)-(4) can be easily verified directly from the formula for a topological invariant, while verifying
property (5) is much less straightforward.
Topological invariants obeying all five properties are known for the ten SPT symmetry classes; these
invariants depend on both the symmetry class and the dimension of the Brillouin zone [23–27]. Rather than
explicitly enumerate the indices in full generality, we will give two examples.
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Example: Chern Number










Property (1) should be clear from the formula; property (2) can be proven using Stokes theorem to show
that C is integer-valued; properties (3) and (4) can be verified by direct calculation. Property (5) is less
obvious, and requires more detailed calculations. We see that in class A in d = 2 there are an infinite number
of non-equivalent topological classes.
Example: SSH Model
For class AIII insulators (only chiral symmetry) in 1D, the topological invariant is given by the winding













, Qk := 1− 2Pk, S± :=
1
2
(1± S) . (2.21)
Again, properties (1)-(4) can be directly verified (the winding number is, like the Chern number, always an
integer ν ∈ Z), while property (5) is less obvious but nonetheless true. For the SSH model, with S = σz and














which merely counts the number of times the curve (γ+λ cos(k), λ sin(k)) winds around the origin [11]. We
can see directly from Fig. 2.3 that ν = 0 for λ < γ and ν = 1 for λ > γ. This proves that these two regimes
are topologically distinct, as stated above: even by adding trivial bands, we cannot deform an SSH model
with γ < λ to one with γ > λ.
2.2.4 Boundary states
To conclude this section, we finally explain one of the key physical signatures of nontrivial topology: protected
in-gap edge states. In general, for any given symmetry class, a topologically nontrivial will have in-gap
states localized at an edge regardless of the detailed features of the edge, provided the edge respects the
enforced symmetry. Intuitively, an edge of a topological can be viewed as a real-space deformation between
a topological insulator and a trivial insulator (in this case, empty space); we know from the definition of
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a topological insulator that such a deformation must become gapless at some point (see Fig. 2.4). This
heuristic derivation explains why one should expect protected edge states, although for any given symmetry
class there are more detailed index theorems guaranteeing the existence of the in-gap edge modes.
Figure 2.4: An edge of a topo-
logical insulator can be viewed
as a real-space deformation be-
tween a topological and triv-
ial insulator. Somewhere along
the deformation, the energy gap
must close.
The edge states of topological insulators are particularly interesting
because they are anomalous, meaning that the (d− 1)-dimensional edge
of a d dimensional topological insulator has features that are impossible
to realize in a pure (d−1) dimensional system. In fact, one can see that if
any robust features are to exist on an edge, they must be anomalous, since
otherwise the features could be cancelled by coupling a (d−1)-dimensional
surface to the edge.
Example: Chern insulator
If we restrict attention to a single edge, there is a single band connecting
the conduction and valence bands. This is an anomalous state, since it is
impossible for an isolated 1D wire to have a band that increases in energy
with ky without having another band decrease in energy, simply because the wire’s energy bands are periodic
in ky. This also implies that the net number of bands traversing the gap cannot be changed by coupling 1D
wires to the edge of the sample.
Figure 2.5: A lattice model with C = 1. (a,c) With peri-
odic boundary conditions, we can plot the bands as a func-
tion of ky. We see that the model is an insulator. (b,d) In-
troducing an edge in the x-direction introduces chiral edge
modes that transverse the gap. The rising/falling band is
localized on the right/left edge, as shown in (b).
A 2D insulator in the A class with Chern
number C has C protected chiral edge modes
that connect the valence and conduction
bands. We can illustrate this with a minimal
model of a Chern insulator on the square lat-
tice, the Qi-Wu-Zhang model [87], with two
degrees of freedom per unit cell. This is shown
in Fig. 2.5. This model has C = 1. If we
consider a sample with some width Nx in the
x-direction and infinite along y, we can plot
the bands as a function of ky for both peri-
odic and open boundary condition in x. We
see that for periodic boundary conditions the
model is gapped, but introducing edges to the
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sample leads to two bands that cross the gap, located at the left and right edges.
Example: SSH Model
Figure 2.6: The spectrum of the SSH model in the topo-
logical phase with (a) periodic and (b) open boundary con-
ditions. With open boundary conditions, one isolated zero-
energy mode exists at each edge. (c) Plotting the zero en-
ergy modes reveals they are localized on the left and right
edges.
As we’ve already seen, the SSH model (Eq.
2.19) is topological when γ < λ. In Fig. 2.6 we
plot the energy spectrum with both open and
closed boundary conditions. We see that for
periodic boundary conditions, the spectrum is
gapped as expected, while for open boundary
conditions there are two zero-energy modes in
the gap, one localized at each edge.
In the case of the SSH model, these edge
modes are chiral eigenstates with eigenvalues
±1 at the left/right edge, respectively. These
states are anomalous, because an isolated zero-
dimensional system with chiral symmetry al-
ways has an even number of zero modes, with
eigenvalues under S that come in ± pairs.
Therefore, coupling a zero-dimensional system
to the boundary in a chiral-symmetric way cannot change the net number of +1 or −1 zero energy eigenstates
of the chiral operator [11].
2.3 Disordered topological insulators
While typical expressions for topological invariants, such as Eqs 2.24 and 2.21, are written in a form that
assumes translation invariance, topological phases themselves are expected to be robust to disorder. For
example, the Chern number is an integral over the Brillouin zone, but it’s known that disorder plays a
key role in forming the insulating state in quantum Hall systems [13, 14]. We can gain insight into the
nature of the disorder-driven phase transition from the quantum Hall case: in this case, we know that the
regions of quantized Hall conductance and zero longitudinal conductance are separated by regions where the
longitudinal conductance spikes (see Fig. 2.7). This indicates that the topological transition is accompanied
by a delocalization transition.
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Figure 2.7: The famous quantum Hall graph.
The topological regions (plateaus in ρxy) have
zero longitudinal conductivity, while the transi-
tion regions display a spike in longitudinal con-
ductivity, indicating the system becomes a con-
ductor and the localization length at the Fermi
level diverges. Figure from [88].
This phenomenology is repeated across the internal
symmetry classes: the topological invariant can be de-
rived for the periodic case, but the topological phase itself
persists until disorder drives a delocalization transition.
Directly computing topological invariants for disordered
systems is more difficult, however a series of works [37–
41] developed a general method to generalize topological
invariants defined on the Brillouin zone to topological in-
variants defined on a disordered crystal. Starting from an
invariant involving
∫
d~k and derivatives of P~k, we make
the substitutions (here P̂ denotes the projector onto all
occupied states below some Fermi energy EF )








(·)→ i[·, X̂j ].
(2.23)
It is straightforward to show that this generalization re-
produces the translationally invariant result. Further-
more, it can be shown that the resulting indexes are
integer-valued and independent of the disorder configuration as N → ∞ provided the disorder comes from
some local probability distribution. Finally, the indexes are continuous with respect to parameters in the
problem, unless the system undergoes a delocalization transition. Proving these statements requires the use
of index theory and non-commutative geometry [89] and is beyond the goals of this thesis; however, the
general strategy is to relate the topological invariant to an index of some local Fredholm operator, then
demonstrate that this operator depends smoothly on the projector P as long as P obeys a locality condition
near the Fermi level. This strategy works for all Z-valued invariants, but fails for Z2 valued invariants,
because the Z2 invariants cannot be described by an integral over the Brillouin zone of some projector.
Finding an efficiently computable formula for the Z2 invariants is still an open problem.
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Example: Chern Insulator
The case of the Chern insulator was the first to be generalized to the case of disorder [37]. In this case,



















, Q̂±∓ ≡ Ŝ±(1− 2P̂ )Ŝ∓. (2.25)
Figure 2.8: (a) ν as a
function of (W1,W2). (b)
Localization length at E =
0. Figure from Ref. [86].








n+1,Acn,B + h.c. (2.26)
where γn = .5 + W1ω
n
γ and λn = 1 + W2ω
n
λ . Here W1 and W2 parameter-
ize the disorder in the intra- and inter-cell hopping, and the ωnγ,λ ∈ [−.5, .5]
are uniformly distributed independent random variables. In the clean limit
(W1,W2) = (0, 0), this model is in the topological phase. We can plot the
disordered topological invariant, Eq. 2.25, as a function of (W1,W2). Numer-
ically, one immediately finds that ν is independent of the particular disorder
configuration and quantized; see Fig. 2.8a. We also see that the localization
length at the Fermi level Ef = 0 diverges exactly when the topological invari-
ant changes. We can therefore confirm that the topological invariant indeed
characterizes phases that are separated by a delocalization transition.
2.3.1 Strong disorder topological transitions
While all the topological phase transitions are separated by a delocalized phase
boundary, there are two known methods by which the delocalized states can appear at the Fermi level.
Early in the history of the quantum Hall effect, it was realized that a nonzero Hall conductance necessitated
the existence of delocalized states at some energy below the Fermi level [13, 14]. Simulations reveal that a
disorder-induced transition from a topological C 6= 0 phase to a trivial C = 0 phase is caused by a ”levitation
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and annihilation” phenomena, where the delocalized state below the Fermi level is pushed up in energy until
it couples to another delocalized state higher in the spectrum and disappears 1 (see Fig. 2.9) [91]. The
delocalization transition thus occurs when the delocalized state moves past the Fermi level in energy.
Figure 2.9: The localization of a disordered
Chern insulator, for increasing disorder strength.
The blue line denotes the variance of the energy
spacings at that energy window; a value of .178
indicated delocalized states. (a) shows the exis-
tence of two delocalized energies above and below
the Fermi level; as disorder increases in (b-d), the
delocalized states move together and annihilate.
Figure from [91].
Other classes of topological insulators also display the
levitation and annihilation transition, including 2D T -
invariant quantum spin Hall states [92, 93], and 3D T -
invariant topological states [94]. In both cases, the exis-
tence of a topologically nontrivial state requires the ex-
istence of a delocalized state below the Fermi level, and
the disorder-induced transition occurs by pushing the de-
localized state past the Fermi level.
However, there exist other topological invariants that
do not require delocalized states below the Fermi level;
the first example was the disordered SSH model outlined
above. In that case, it is trivial to see that a phase with
γn = 0 and λn random has ν = 1, but the ground state
consists entirely of localized states. In this case, the topo-
logical transition occurs when a delocalized state appears
at EF = 0 at a critical value of the disorder thought the
coordinated coupling of localized states. Indeed, one can numerically study the localization length of the
model given in Eq. 2.26, and find that the spectrum is entirely localized except at the transition point,
where the spectrum is localized except at E = 0.
2.4 Weak topological insulators
For a given symmetry class, a strong topological invariant in d dimensions is a topological invariant that
is not present in lower dimensions[24–27]. In any given dimension, there can also be weak topological
invariants[22, 25]. These invariants are computed by viewing a d-dimensional system H~k as being a contin-
uous family of (d−m)-dimensional system H~kd−m,~km indexed by ~k
m, and computing a (d−m)-dimensional
strong topological invariant. This topological invariant is independent of the value of ~km, since adjusting
~km amounts to continuously changing H~kd−m,~km without closing the gap. For every (d − m)-dimensional
1Note there must always exist a delocalized state above the Fermi level as well, since the unoccupied bands must have an
opposite (therefore nonzero) Chern number, which necessitates a delocalized state
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strong invariant, there are ( dn ) weak invariants corresponding to the number of independent decompositions
~k = (~kd−m,~km).
Weak topological insulators were originally given the name “weak” due to the belief that these phases
were unstable to disorder. Indeed, the first theoretical example of a weak topological insulator was essentially
a stack of quantum spin Hall insulators [22], which are classified by a Z2 invariant. One can immediately
see that dimerizing the stack leads to a trivial phase, since nearest-neighbor quantum spin Hall states couple
into trivial states (see Fig. 2.10). It was thus believed that generic symmetry-breaking disorder could also
render the weak topological insulator trivial.
Figure 2.10: A weak Z2 topological insulator
However, this expectation has been
proven too simplistic in two ways. First,
while the weak Z2 topological insulator
is indeed unstable to dimerization, it has
also been found theoretically and numer-
ically that the weak topological insula-
tor has robust delocalized surfaces states
for generic disorder [95, 96]. In addition,
since the original work describing the Z2
topological insulator, the SPT Z-classified topological insulators have been discovered; these insulators should
be robust to even dimerization, since nearest-neighbors can’t cancel each other out. Indeed, we will see in
Chapter 3 that weak topological insulators in the AIII class (which are essentially stacks of SSH chains) are
stable to disorder, although the disorder-induced transition point expands into a transition region.
2.5 Higher-order topological insulators
Beyond topological states that display protected edge modes, it was recently realized that crystalline symme-
tries can also protect higher-order topological insulators (HOTIs), which display protected modes on corners
(in 2D or 3D) or hinges (in 3D) [33–35]. Just as the edges of a TCI must obey the crystalline symmetry, so
too the corners or hinges must be compatible with the protecting crystalline symmetry.
The earliest examples of HOTIs are the multipole insulators, which display protected corner modes
[33, 34]. In 2D, the quadrupole insulator can be protected by either a fourfold rotation symmetry or
anticommuting x- and y- reflection symmetries (see Fig. 2.11a for a tight-binding model for the quadrupole
insulator). The model has degenerate in-gap corner states (see Fig. 2.11b for a simulation of the charge
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density). The tight-binding model for a quadrupole insulator has been realized experimentally in microwave
resonator arrays [97] and coupled oscillators [98], among others.
Figure 2.11: A simple example
of a higher-order topological in-
sulator, the electric quadrupole
insulator. (a) A tight-binding
model for the quadrupole insu-
lator. Here, dotted lines de-
note negative hoppings, so each
plaquette encircles a net π flux.
The model is in the topologi-
cal phase when λx > γx, λy >
γy, and can be stabilized by ei-
ther x- and y- reflections or 90◦
rotations (in the case of rota-
tions, λx = λy, γx = γy).
(b) The charge density of elec-
trons in the model. There are
four degenerate states at the cor-
ners, which can be either filled
or empty depending on infinites-
imal symmetry-breaking terms.
Figures from [33].
Broadly, HOTIs come in two classes; one class of HOTIs are topolog-
ical insulators in the usual sense, in that they cannot be deformed to a
trivial atomic limit without closing the energy gap or breaking the spatial
symmetry [33, 35]. However, there also exist HOTIs that can be symmet-
rically deformed to a trivial atomic limit without closing the bulk gap[33,
34, 36]. These HOTIs have been dubbed boundary obstructed topologi-
cal insulators (BOTIs) [36]. While BOTIs are trivial with fully periodic
boundary conditions, when given open boundary conditions they cannot
be symmetrically tuned to a trivial limit without closing the surface gap.
Intuitively, an in-gap topological edge mode can only disappear by cou-
pling to its partner on the opposite edge; this requires the bulk energy
gap to close. On the other hand, a corner or hinge mode can couple to its
partner through the bulk, along a surface, or along a hinge, depending on
the allowed symmetries (see Fig. 2.12 for an example for the topological
quadrupole).
A simple example of bulk HOTIs vs BOTIs is given by the rotation
symmetric and mirror symmetric quadrupole insulators. The rotation
symmetric quadrupole insulators are bulk HOTIs; they cannot transition
without closing the bulk gap. The mirror symmetric quadrupole insula-
tors are BOTIs; the corner states can couple along an edge in the x- or
y-direction in a symmetric way (see Fig. 2.12b).
Determining the topological phase of a bulk HOTI is no different than
determining the topological phase of any other topological insulator; one
determines the appropriate Brillouin topological invariants for the symme-
try class, and computes them for the model of interest [33, 35]. However,
this can’t work for BOTIs, since the gap remains open in the Brillouin
zone across the topological transition. Rather, for BOTIs one needs an
object that measures properties of a sample with boundary. One such object is the Wannier Hamiltonian.
The Wannier Hamiltonian of a periodic system in D dimensions is a periodic (D− 1)-dimensional Hamilto-
nian that is constructed from the original Hamiltonian Ĥ via the projector P̂ into the occupied states and
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a position operator X̂j along one of the D directions. Then we define the Wannier Hamiltonian ĤW by [33,
34, 99]
ĤW = P̂ X̂jP̂ . (2.27)
The exponential eiĤW can be calculated from Brillouin zone eigenfunctions using Wilson loops [33, 34,
99]. It has been conjectured [33, 34, 36] that the Wannier Hamiltonian is adiabatically connected to the
Hamiltonian of the edge perpendicular to X̂j . Thus, the topology of the Wannier Hamiltonian, or Wannier
Topology, is a way to characterize BOTIs. Invariants derived from the Wannier Hamiltonian are stable
unless either the bulk gap closes (in which case P and therefore HW change discontinuously) or the edge
gap closes, in which case HW becomes gapless.
Figure 2.12: The corner modes
in (a) can disappear by coupling
to each other either by delocal-
izing through the bulk or along
an edge as in (b). For mirror
symmetry, a transition along the
edge is allowed, while for rota-
tion symmetry this transition is
forbidden.
In the case of the mirror symmetric quadrupole model, the Wannier
Hamiltonians along both x and y reduce to SSH-like Hamiltonians with
quantized polarization. The topological phase of the quadrupole occurs
when both Wannier Hamiltonians have p = 12 , and while the trivial phase
occurs otherwise [33].
2.6 Non-Hermitian systems and topology
In standard quantum mechanics, we assume the Hamiltonian is Hermi-
tian, Ĥ† = Ĥ. Among other things, this assumption guarantees the
conservation of probability. However, non-Hermitian (NH) Hamiltonians
[45] can be used to describe quantum systems coupled to an environ-
ment [46] and non-quantum systems with engineered gain and loss [100].
Cold-atom systems coupled to an environment can realize non-Hermitian
Hamiltonians [47–51], while systems with engineered gain and loss can be
realized experimentally in photonic crystals [52–64], electronic[65–67], or
mechanical metamaterials [68–73].
Like Hermitian systems, NH systems can display topologically pro-
tected edge states and other robust properties protected by bulk gaps
[101, 102]; however, the connection between bulk topology and boundary
modes is still not fully understood [75, 101, 102]. One challenge of under-
standing the topological properties of NH Hamiltonians in the NH skin
effect, in which introducing open boundary conditions can radically change the eigenvalues and eigenstates
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of a system compared to the periodic case [43, 74–77]. In particular, systems may become gapless at different
points in their phase diagrams depending on the boundary conditions [75–77, 103, 104], which means that
topological invariants calculated using PBC will not predict the phases and phase transitions for systems
with boundary. In addition, open-boundary systems displaying the NH skin effect have an extensive number
of eigenstates localized at the boundaries of the system, meaning that any topologically protected edge state
will be hidden by the extensive number of skin states. These two effects, shifting of bulk eigenspectra and
extensive numbers of edge-localized states, have been observed to always occur together.
While understanding the NH skin effect and its relationship to the bulk-boundary correspondence is still
an outstanding question in general dimensions, in 1D it has recently been shown that the NH skin effect is
itself a topological effect. Briefly, as in Hermitian systems (Eqs. 2.2 and 2.3), a translationally invariant NH
Hamiltonian can be diagonalized via Fourier transform as
H~k := e
−i~k·XHei
~k·X , |ψn~k 〉 = e
i~k·X |un~k 〉, H
n




The only difference between this and the Hermitian case is that the eigenvalues En~k are complex, so that the
bands Enk of a 1D system form closed loops in the complex plane (see Fig. 2.13a). We can therefore define




∂k log det(Hk − E) (2.29)
which merely counts the number of times the eigenvalues Enk wind around the base energy E (see the integers
in Fig. 2.13a).
Then the NH skin effect occurs precisely when there exist regions of the complex plane with w(E) 6= 0
[78–80]. More precisely, it has been proven [79, 80] that the eigenvalues surrounding a region with w(E) 6=
0 disappear for open boundary conditions, and are replaces by eigenvalues in the interior of the region.
Furthermore, the states that appear in a region with w(E) ≤ 0 are localized on the left edge, while those
with w(E) > 0 are localized on the right (see Fig. 2.13b,c). Thus the NH winding number precisely predicts
the NH skin effect. In chapter 5, our main task will be to generalize this phenomena to disordered systems.
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Figure 2.13: An example of a NH band structure with +1 and
−1 winding. (a) The PBC bands in the complex plane, with the
winding numbers marked. (b) The same diagram, with the OBC
spectrum overlaid. Red denotes states in a region with w(E) > 0,
blue denotes states in a region with w(E) < 0. We see that the
regions with positive/negative winding collapse onto lines. (c)
The density |ψn(x)|2 of all OBC eigenstates {ψn}. We see that
eigenstates in regions with negative winding (blue) are localized
at the left edge, while eigenstates in regions with positive winding
(red) are localized at the right edge.
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Chapter 3
Disorder driven phase transitions in
weak AIII topological insulators
3.1 Introduction
The tenfold periodic table of topological phases enumerates all possible strong topological phases that are
protected by internal symmetries and robust against disorder[23–27]. The ten symmetry classes are distin-
guished by the presence or absence of time-reveral (T̂ ), charge-conjugation (Ĉ), and chiral (Ŝ) symmetry.
Within a given symmetry class, the insulating phases of Hamiltonians are categorized by a topological in-
variant of that symmetry class, i.e., a quantized index that can be calculated from the many-body ground
state of the Hamiltonian. Strong topological phases exhibit protected gapless edge modes that cannot be
gapped by symmetry-preserving surface perturbations and are inherently robust to symmetry-preserving
disorder[8–10].
Besides the strong topological phases enumerated in the tenfold periodic table, there also exist weak
topological phases[22, 25, 106, 107]. These phases nominally require lattice translation symmetry for their
protection and can be viewed as “stacks” of lower dimensional topological insulators. The corresponding weak
topological invariants are formed by averaging lower-dimensional strong topological invariants across the
stack. For example, in the chiral-symmetric AIII class, the tenfold periodic table shows there exists a strong
Z-valued topological index for 1D systems, the winding number ν (see below for further discussion of ν),
and no strong topological index for 2D systems. However, a 2D system formed from a stack of Ny 1D chains
with ν = 1 will have a weak topological index νx given by the average winding, νx = νtotal/Ny = 1. Weak
topological phases also exhibit gapless edge modes for particular edge terminations that are compatible with
the stacking direction, and additionally bind gapless states at crystalline defects such as dislocations[108–
110].
Explicit expressions for calculating the strong topological invariant are generally given in terms of in-
tegrals over the Brillouin zone, and thus seemingly require translational invariance. However, the use of
momentum space is just a basis choice, and formulas for the strong topological invariants in most symmetry
classes have subsequently been generalized to real-space formulas that apply even to disordered systems
26
[38–41, 86, 111–113]. These real-space topological invariants recover the usual invariants when applied to a
translationally invariant system. Furthermore, they are stable against weak disorder, are quantized even in
the presence of strong disorder, and many of them can change values only if delocalized states exist at the
Fermi level.
Ref. [40] also established real-space formulae for weak topological invariants, and demonstrated that the
corresponding invariants were quantized and stable for weak disorder as long as the spectral gap remains
open. Recent mathematical work using KK-theory[114] and semifinite index theory[115] have also suggested
formulae to calculate real-space weak topological invariants and demonstrated their quantization and stability
under weak disorder. However, in all cases the properties of these weak topological invariants under strong
disorder are not known.
In this chapter, we explicitly study some classes of weak topological insulators in weak and strong disorder
regimes. We define our weak topological invariants by directly apply the corresponding formulae for strong
invariants in lower dimensions, as was suggested in [40]. Our focus will be on 2D insulators in class AIII where
the previously-known[86] real-space formula for the 1D winding number ν allows us to compute the average
2D winding νx ≡ νtotal/Ny, by treating the 2D system as a 1D system with a width Ny. In this approach,
the stability of these indices for weak disorder immediately follows from results on the corresponding strong
invariants. However, the behavior at strong disorder is still not known. The theorems in Refs. [39–41, 113]
establish that the strong invariants are quantized to integer values, but this only proves that a weak invariant
like νx is quantized in units of
1
Ny
at strong disorder, not that νx is itself an integer. Thus at strong disorder
the quantization could vanish in the thermodynamic limit.
Using our real-space invariants, we study the phase diagrams of two models of the chiral-symmetric
AIII class in two dimensions. In two dimensions, this class has two weak topological invariants, νx and νy,
and no strong topological invariants. We confirm through computations of the weak topological invariants,
and numerical transfer matrix methods, that the weak topological indices are robust against weak disorder.
We also demonstrate numerically that the weak invariant remains quantized (in integer units) even at
strong disorder when the Fermi level lies in a region of localized eigenstates, a result that has no known
analytic proof. We show that generically, the disorder-driven phase transition in 2D is strikingly different
from the 1D strong-topological version[86, 90]. Rather than a sharp phase boundary separating regions of
different winding, there is a continuous transition region of delocalized states where the averaged winding
varies smoothly between different values; this is reminiscent of a Dirac semi-metal phase separating the
weak topological phase and trivial phase that could appear in the clean limit. Finally, we demonstrate a
connection between the real-space weak topological invariant and physical observables, namely the electronic
27
polarization and the bound charge at a dislocation.
3.2 Background
To begin, we review the topological properties the AIII class, for both clean and disordered systems. We
pay particular attention to the AIII class in 1D and 2D, which will be relevant for our work.
The AIII class is defined to be the set of all Hamiltonians that anticommute with an on-site unitary
operator Ŝ satisfying Ŝ2 = 1, called the chiral symmetry operator. This implies that
ŜĤŜ = −Ĥ. (3.1)
An immediate consequence of this equation is that the spectrum of Ĥ is symmetric about E = 0, since if
|ψn〉 is an eigenstate of Ĥ with energy En, then Ŝ|ψn〉 is an eigenstate of Ĥ with energy −En. The Fermi
energy EF is assumed to be 0, which is compatible with the chiral symmetry and equivalent to assuming
half filling due to the symmetry of the spectrum.
A simple example of a chiral symmetry operator in tight-binding models is the sublattice operator. For
a given bipartite tight-binding lattice, we may divide the lattice into two sublattices A and B. In terms of










Clearly Ŝ2 = 1. A simple calculation shows that ŜĤŜ = −Ĥ whenever Ĥ does not include hoppings within
a single sublattice, such as c†i,Acj,A. The examples of such tight-binding Hamiltonians that we will study are
illustrated in Fig. 3.1. Each of these lattice models is bipartite, and their chiral symmetry operator will be
the corresponding sublattice operator.
For translationally invariant systems in 1D we can define the topological invariant in the AIII class as
follows. First, Eq. 3.1 can be expressed in k-space for the Bloch Hamiltonian as
ŜĤ(~k)Ŝ = −Ĥ(~k). (3.2)
Since Ŝ2 = 1, the eigenvalues of Ŝ are ±1. If |u±(~k)〉 satisfies Ŝ|u±(~k)〉 = ±|u±(~k)〉, then Eq. 3.1 implies
ŜĤ(~k)|u±(~k)〉 = ∓Ĥ(~k)|u±(~k)〉. In other words, H(~k) takes +1 eigenstates of Ŝ to −1 eigenstates of Ŝ, and
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for some operator q̂(k). The 1D winding number invariant takes the form:








Ref. [86] introduced a covariant real-space generalization of ν to AIII systems without translational
symmetry. The key ingredient in defining the real-space topological invariant is a “flat band Hamiltonian”
defined by
Q̂ ≡ 1− 2P̂ , (3.5)
where P̂ is the projector onto the occupied states. By the same reasoning that led to Eq. 3.3, when written





where Q̂−+ = Q̂
†
+−. In terms of Q̂, the real-space generalization of Eq. 3.4 is given by







where Nx is the number of unit cells in the x-direction, and X̂ is the position operator.
This real-space ν reduces to the original winding number for translationally invariant systems. It has
been demonstrated both numerically[86, 90] and analytically[39] that ν is quantized to integer values even
in the presence of strong disorder, provided only localized eigenstates exist at the Fermi level EF = 0. In
addition, Refs. [86, 90] demonstrated that the transitions between different values of ν are sharp. From
these properties we would expect the phase diagram in disorder-space to consist of regions of quantized ν
separated by codimension-1 phase boundaries, and indeed, this is exactly what one finds in 1D[86, 90].
In the 2D AIII class, no strong topological invariants exist. However, there are topological classes in 2D
determined by the weak topological indices νx and νy. These weak 2D topological indices can be defined
in terms of the strong 1D topological index. We define νx by treating our two-dimensional system as a
one-dimensional system that is infinite in the x-direction and with width Ny in the y-direction. Then νx is
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defined as the 1D winding per unit width, νx = ν/Ny. By dividing by Ny, we ensure νx is well-defined in
the limit Ny →∞. The weak invariant νy is defined similarly, by treating the system as a one-dimensional
system infinite in the y-direction and with width Nx in the x-direction, and dividing the resulting winding
by Nx. For translationally invariant gapped systems, νx and νy are still integers, despite the fact that the
original integer-valued invariant ν has been divided by Nx or Ny. The indices νx and νy individually depend
on the choice of basis vectors x̂ and ŷ of the lattice, but the vector quantity
~ν = νxx̂+ νy ŷ (3.8)
is independent of the basis vectors[22].
















Note that while ν must be integer valued, νx and νy need not be, even if the Fermi level is in a region
of localized states. Rather, since νx and νy are obtained from ν by dividing by Ny and Nx, respectively,
νx is only guaranteed by Ref. [39] to be quantized to integer multiples of
1
Ny
, and similar for νy. In the
thermodynamic limit, then, the να can in principle take on any value in R. One of the important results
of this work will be demonstrating that when the Fermi level is in a region of localized eigenstates, the να
retain their quantization and are nonetheless still integers even as one approaches the thermodynamic limit.
3.3 2D AIII Models
The simplest way to form two-dimensional models with nontrivial weak indices is to stack 1D models with
nontrivial ν. Our basic building block will be the chiral symmetric 1D Su-Schrieffer-Heeger (SSH) chain[85],
the simplest example of an AIII topological insulator in 1D (Fig. 3.1a). The SSH chain has ν = 1 when
|λ| > |γ|, and ν = 0 otherwise. To create our 2D models, we first stack SSH chains, and then add some local
inter-chain couplings that are allowed by the chiral (sublattice) symmetry.
The two 2D models we consider are illustrated in Figs. 3.1b and 3.1c. The two sublattices A and B are
colored red and blue, respectively; note that there is no coupling between sites on the same sublattice, as
required by chiral symmetry. Our first model, shown in Fig. 3.1b, is a two-band model given by a vertical
stack of SSH chains in which nearest-neighbor unit cells are coupled in the vertical direction. Our second
model, shown in Fig. 3.1c, is a four-band model given by two crossed stacks of SSH chains, with intracell
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couplings between the horizontal and vertical chains. While the pattern of hoppings may appear artificial,
such hopping patterns can be realized experimentally in metamaterials, such as topolectric circuits [116].
In addition, for solid-state realizations the A and B sites don’t need to correspond to physical lattice sites;
they may refer to any degrees of freedom located in a unit cell1.




















































(b) Ĥ1 (c) Ĥ2
Figure 3.1: (a) The 1D chiral symmetric SSH chain, the basic
building block for our models. (b) Model Ĥ1 consists of stacked
SSH chains, with all nearest-neighbor hoppings compatible with
chiral symmetry. (c) Model Ĥ2 consists of crossed SSH chains,
with all intracell hoppings compatible with chiral symmetry.
In both models, the parameters λ~rα and
γ~rα represent position dependent hop-
pings. We study disordered versions of














Here, λ0α and γ
0
α are the hopping
strengths in the clean limit, the ω~rγα and
ω~rλα are independent random variables
uniformly distributed in [−0.5, 0.5], and
Wγ and Wλ are measures of the intracell
and intercell disorder strengths, respec-
tively.
In the clean limit, Ĥ1 is gapped pro-
vided either |γx|+ 2|λy| < |λx| or |λx|+
2|λy| < |γx|, and gapless otherwise. In the first gapped case (νx, νy) = (1, 0), while in the second gapped
case (νx, νy) = (0, 0). Meanwhile, Ĥ2 is gapped provided |λxλy| > |γλx|+ |γλy|, or |γλy| > |γλx|+ |λxλy|,
1One simple way to realize such a hopping pattern in a solid-state context is to consider a spinless superconductor with
time-reversal symmetry T̂ = K̂. Then the product of time-reversal and particle-hole symmetry gives a chiral symmetry [27]. In
this case, our Ĥ1 corresponds to a superconductor with one lattice site per unit cell, the degrees of freedom A and B correspond
to Bogoliubov quasiparticle operators (ci± c†i )/
√
2, and coupling between them is forbidden simply by T̂ symmetry. Note that
adding T̂ symmetry technically puts us in the BDI rather than AIII class, but the topological invariants of these two classes
are identical[27, 90].
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(a) Ĥ1 (b) Ĥ2
Figure 3.2: (a) The (νx, νy) phase diagram for the clean limit of Ĥ1. Here, we set all γα = 1. (b) The same
phase diagram for Ĥ2. In both cases, the cross denotes the clean parameters λ
0
α we choose for our models.
or |γλx| > |γλy| + |λxλy|, and gapless otherwise. In the first gapped case, (νx, νy) = (1, 1), while in the
second and third gapped cases (νx, νy) = (0, 1) and (1, 0), respectively. The phase diagrams for each model










0) = (2.5, 2.5, 1) for Ĥ2. The parameters represent arbi-
trary points in the topological phase, and can be changed without affecting our conclusions. These points
in the phase diagram are indicated by black crosses in Fig. 3.2, where it is apparent that we start with
(νx, νy) = (1, 0) and (1, 1) for Ĥ1 and Ĥ2, respectively. Note that systems with arbitrary (νx, νy) can be
formed from stacks of these two elementary models.
3.4 Disordered Weak Topological Insulators
3.4.1 Behavior for finite-width systems
In order to connect our results to Refs. [86, 90], we first explore the behavior of νx for disordered systems
with finite Ny in the limit Nx →∞. We can then treat our system as a thick 1D chain of width Ny. From
the work in Refs. [86, 90], we expect that the 1D topological invariant ν given by Eq. 3.7 is quantized to
integer values, except at points in in the phase diagram where the localization length at EF = 0 diverges. We
also know that as Wγ →∞, we should have ν = 0, since in this limit the intracell terms in the Hamiltonian
dominate, and we thus expect a trivial insulator. This can also be seen directly from Eq. 3.7, since in this
limit Q̂ commutes with X̂. We thus expect that as we increase Wγ from 0, ν will decrease in some manner
from Ny to 0, and any drops in ν should be accompanied by diverging localization length diverges at EF = 0.
In terms of our weak topological index νx we expect similar behavior. Namely, we expect νx = 1 at zero
disorder, νx = 0 for Wγ →∞, and νx decreases as we increase Wγ .
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Figure 3.3: An example of the relationship be-
tween localization length and νx for model Ĥ1
with Ny = 4. Here, we set Wλ = 0 and tune
Wγ . νx is plotted in blue, while the localization
length Λx of states at EF = 0 is overlaid in red.
νx has been averaged over Ns = 10 disorder con-
figurations. We see that νx is quantized in units
of 1Ny = .25, and jumps at isolated points where
the localization length goes to infinity. In the
limit Ny → ∞, this will translate to νx contin-
ually changing in regions where the localization
length is infinite, and being constant in regions
where the localization length is finite (see Figs.
3.4,6.4).
We show the results of our numerical calculations in
Fig. 3.3 for Ĥ1 with a width Ny = 4. We see that νx
drops in steps of size 1Ny = .25, and these drops occur pre-
cisely when the localization length diverges. This result
shows that the transition between a (finite-width) weak
topological insulator and a trivial insulator is generically
split into Ny separate transitions in the presence of dis-
order, and each transition is accompanied by a diverging
localization length in the x-direction.
We these results in mind, we now want to consider
novel features that may emerge in the Ny →∞ limit. In
this limit, we might expect that the Ny isolated values of
Wγ at which the localization length diverges coalesce into
an interval (or, in the case of higher-dimensional disorder
configuration space, a region) having a diverging localiza-
tion length throughout. In such an interval (or region),
the value of νx can change continuously. However, if there
are intervals or regions in disorder-space where the localization length remains finite as Ny → ∞, νx can-
not change in these regions. When considering the limit Ny → ∞, we will be interested in the following
questions:
• Are there still sharp transitions between different values of νx as in Refs. [86, 90], or do points with
diverging localization length coalesce into a region of disorder space, allowing νx to change continuously
in this region?
• Do there still exist regions of disorder-space where the localization length remains finite, where νx
plateaus to a well-defined value as Ny →∞?
• If there still exist regions of disorder-space with finite localization length, can νx plateau at any value,
or does νx take on only integer values as in the clean limit?
3.4.2 Disordered Phase Diagrams in the Thermodynamic Limit
In Figs. 3.4a and 6.4a we plot phase diagrams for models Ĥ1 and Ĥ2, respectively, as a function of two
disorder parameters. Here, as in Fig. 3.2, red (blue) represents νx = 1 (νx = 0). For both Ĥ1 and Ĥ2,
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Figure 3.4: (a) νx as a function of disorder parame-
ters Wγ and Wλ for Ĥ1. The results have been aver-
aged over Ns = 25 disorder configurations. (b-d) the
localization length Λx as a function of Wγ and Wλ,
for increasing values of the width Ny. We see that as
Ny → ∞, we obtain islands of localized states sepa-
rated by regions of delocalized states, and νx remains
integer-valued on these localized islands.
Figure 3.5: (a): νx as a function of disorder pa-
rameters Wγ and Wλ for Ĥ2. The results have been
averaged over Ns = 7 disorder configurations. (b-d)
the localization length Λx as a function of Wγ and
Wλ, for increasing values of the width Ny. We again
see that as Ny → ∞, we obtain islands of localized
states separated by regions of delocalized states, and
νx remains integer-valued on these localized islands.
we find that νx is smooth as a function of disorder, and we do not see a sharp transition between values of
νx that are quantized to integers. However, in both figures we find a region around zero disorder where νx
remains quantized at 1 up to a finite value of disorder. In addition, in both cases we see “islands” at strong
disorder where νx regains quantization; in the case of H1 an island having νx = 0 appears at strong Wγ , and
in the case of H2 an island having νx = 1 appears at strong Wλ. Finally, at no point do we see plateaus at
non-integer values that survive the Ny →∞ limit.
Let us address possible concerns that the above features are just artifacts of finite-size effects. One
might worry that the phase transition becomes sharp in the thermodynamic limit, or that the islands of
quantized νx disappear. We can eliminate these possibilities by considering the localization length at EF = 0.
Because the topological invariant can only change when there are delocalized states at EF = 0, computing
the localization length at EF = 0 can constrain the points in the phase diagram where νx is allowed to
change. To compute the localization length, we use a transfer-matrix method that numerically determines
the localization length for samples which are finite in the Ny direction, but arbitrarily large in Nx[117]. The
results are plotted in Figs. 3.4(b-d) and 6.4(b-d) for progressively larger values of Ny. In both cases, the
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behavior in the Ny → ∞ limit is readily apparent. We observe that delocalized states coalesce to densely
fill regions of the disorder configuration space, but are excluded from the islands where we claim that νx
remains quantized. These localization calculations demonstrate that, even in the Ny → ∞ limit, νx must
remain quantized for weak disorder, as there are no delocalized states at weak disorder. It also demonstrates
that no islands of stable, non-quantized values of νx appear in the phase diagram as Ny → ∞, as the only
regions we find without delocalized states are regions in which νx is integer-valued (i.e., νx ∈ Z and is not
just an integer multiplying 1/Ny).
Let us summarize these results. Our real-space weak invariants remain quantized at weak disorder that
does not close the bulk gap, as in Refs. [38, 114, 115]. In our formulation, this is manifest because our
formula for νx cannot change without delocalized states appearing at the EF = 0, and at weak disorder
the spectral gap remains open and νx cannot change. In addition, we have numerical evidence that the
weak indices remain quantized even at strong disorder provided there exist no delocalized states at the
Fermi level, something that analytic arguments have not yet established. We conjecture that this is generic,
i.e., that νx and νy are quantized for any homogeneous disorder that obeys chiral symmetry and does not
result in delocalized states at the Fermi level. We also find that there is a contiguous region of delocalized
states separating the weak topological phase from the trivial insulator phase, and as we will see below, the
properties of this critical region are reminiscent of those expected for an intermediate Dirac semimetal phase
that separates the weak from the trivial phase[118]. In this phase, the metallic character is robust in a region
of the phase diagram, and is protected from disorder by the fractional value of νx.
The quantization of νx at strong disorder allows us to identify highly-disordered systems as having
protected weak topological properties. Indeed, once we connect νx to real-space observables (see below),
the quantization of νx at strong disorder implies that even strongly disordered systems can exhibit stable,
quantized properties that are protected by real-space weak topology.
3.4.3 Signatures of Disordered Weak Topological Insulators
Polarization and edge modes
For a clean AIII system, if we introduce a clean boundary perpendicular to x̂, the invariant νx predicts the
number of robust zero-energy modes (per Ny) localized at the boundary. These robust zero-energy modes
are chiral, satisfying S|ψn〉 = ±|ψn〉 with the same sign for all the modes on the boundary. This implies that
these states cannot be moved away from zero energy by any chiral-symmetric perturbation, since the matrix
elements between them necessarily vanish: 〈ψm|Ĥpert|ψn〉 = 〈ψm|ŜĤpertŜ|ψn〉 = −〈ψm|Ĥpert|ψn〉 = 0. In
addition to providing a spectroscopic signature of the weak topological phase these modes result in the
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manifestation of a boundary charge generated by a polarization given by 2px = eνx mod 2e where e is the
electric charge and we have assumed lattice constants are normalized to unity.
With the addition of weak disorder that does not close the bulk gap, νx still robustly predicts the number
of edge modes, and thus can be associated with a bulk polarization. For stronger disorder, we cannot easily
distinguish between the protected zero energy modes on the edges and the bulk zero energy modes. However,
a signature of the zero energy modes remains. If we add a small chiral-symmetry (and inversion-symmetry)
breaking term δŜ to the Hamiltonian, the charge density per unit length on an edge is given by ±eνx/2,
where the sign depends on the sign of δ. Remarkably, we find that this holds even for the case of fractional νx,
when delocalized states exist at zero energy, similar to the well-defined polarization and boundary charge
in a gapless 2D Dirac semi-metal[118]. Therefore, the polarization of a sample with edges2 still satisfies
2px = eνx mod 2e.
Bound charge at dislocations
In clean systems, it is known that weak topological insulators have protected modes at edge (and in 3D,
screw) dislocations[27, 108, 109]. In 2D AIII systems without disorder, a dislocation hosts a bound charge
qb that obeys the relationship
e
2
~ν ×~b = ±qb (3.13)
where ~b is the Burgers vector[7] of the dislocation, and ~ν is as the weak invariant defined in Eq. 3.8. For
clean systems, this bound charge cannot be removed by (weak) disorder near the edge dislocation; thus,
these modes are a possible signature of the weak topological phase even with bulk disorder.
We confirm this behavior persists in the presence of bulk disorder by calculating the charge density near
an edge dislocation, as shown in Fig. 3.6. There, we plot the charge density near an edge dislocation for
the points in the phase diagram indicated by black squares in Figs. 3.4a and 6.4a. We see that for both
models there is a charge of ±1/2 bound to the defect in the νx = 1 phase, and no charge in the νx = 0
phase. Remarkably this is true even for the very strong disorder case shown in Fig. 3.6d where the system
has νx = 1 for large values of disorder that are not perturbations around a clean limit. We conjecture that
this behavior is generic, i.e., Eq. 3.13 remains valid for systems with arbitrary disorder, provided we are in
a region of quantized να where the localization length at EF = 0 is finite. We remark that in the region
of delocalized states it was not possible to obtain reliable calculations of the localized dislocation charge, so
the behavior of dislocations in this part of the phase diagram remains an open question.
2Note that we calculate the polarization with open boundary conditions through the surface charge. Methods for computing
the polarization with periodic boundary conditions such as those of Refs. [119, 120] only give the dipole moment per length
Nx mod e, and cannot determine the dipole moment per unit volume.
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(a) Ĥ1 at the point (Wλ,Wγ) = (1, 1), where νx = 1.
(b) Ĥ1 at the point (Wλ,Wγ) = (1, 22), where νx = 0.
(c) Ĥ2 at the point (Wλ,Wγ) = (2, 2), where νx = 1.
(d) Ĥ2 at the point (Wλ,Wγ) = (22, 2), where νx = 1.
Figure 3.6: Excess or deficit charge densities near dislocations, for models (a,b) Ĥ1 and (c,d) Ĥ2 at the
points in the phase diagram marked by squares in Figs. 3.4a and 6.4a respectively. In all cases, we see νx
determines the presence or absence of bound charge at the dislocation site.
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3.5 Discussion/Conclusion
By extending real-space formulas for the strong topological invariant, we have introduced a method to define
real-space weak topological invariants for AIII systems. Our invariants are quantized at weak disorder, as
in Refs. [114, 115]. By combining our real-space formula with a numerical transfer matrix method, we have
also gone beyond those works and demonstrated that for the AIII class in regions without delocalized states
at E = 0, the weak indices take on quantized values. In contrast to the 1D case, the weak topological indices
do not transition at a critical value of disorder, but instead have a critical region where the topological
index νx smoothly transitions between quantized plateaus. We conjecture that this behavior is generic for
homogeneous disorder, although there are no known analytic proofs of the quantization of weak invariants
in general. The critical region takes the place of the intermediate 2D Dirac semi-metal phase that separates
trivial insulators from weak topological insulators in clean systems. Indeed, our results share some similarities
with calculations done for disordered 3D Weyl semi-metals that are proximate to a weak topological insulator
phase[121]. In addition, we have connected the weak invariants to real-space observables. Like the clean
system, we see that nontrivial disordered systems bind a quantized amount of charge at dislocation cores at
both weak and strong disorder. Such systems also display a quantized polarization. We conjecture that this
behavior is also generic.
One could extend this method to weak topological phases in other symmetry classes and dimensions where
the formula for the corresponding real-space strong topological index is known. In general, a combination
of real-space calculations of the topological index and computation of the localization length at the Fermi
level should be able to precisely map the phase diagram in disorder-space in many cases. It would also
be interesting to see if the link between these weak topological indices and bound states at dislocations
generalizes to other symmetry classes, for example the existence of chiral/helical states bound to 2D line
defects in the 3D A/AII classes[108].
38
Chapter 4
Wannier band transitions in
disordered π-flux ladders
4.1 Introduction
Topological insulators are phases of matter that cannot be deformed to a trivial atomic limit without closing
the energy gap or breaking a protecting symmetry[8–10]. Topological insulators can be protected by internal
symmetries[17, 19, 24–27], which results in the periodic classification table of topological insulators and
superconductors[24–27]. They can also be protected by spatial symmetries such as reflection or rotation,
leading to topological crystalline insulators (TCIs)[28, 30–32, 122–124]. One important characteristic of
topological insulators is the spectroscopy of their boundary states. TIs protected by internal symmetries
display protected surface modes on any boundary, while TCIs can typically display protected surface modes
on only boundaries that respect the spatial symmetry.
Recently, there has been interest in so-called higher-order topological insulators (HOTIs)[33–36]. HOTIs
are crystalline insulators that display protected modes on certain corners or hinges determined by spatial
symmetries. Some of these HOTIs[33, 35] are TCIs in the usual sense, in that they cannot be deformed to
a trivial atomic limit without closing the energy gap or breaking the spatial symmetry. However, there also
exist HOTIs that can be symmetrically deformed to a trivial atomic limit without closing the bulk gap[33,
34, 36]. These HOTIs have been dubbed boundary obstructed topological insulators (BOTIs) in Ref. [36].
A key characteristic of a BOTI is that, rather than having properties protected by an energy gap, they have
properties protected by a Wannier gap (see Sec. 4.2).
An important question is if topological properties are robust to disorder. In the case of TIs protected by an
internal symmetry, one can generally define topological invariants that are robust to symmetry-preserving
disorder, which can change only when delocalized states appear at the Fermi level [38–41, 86, 111–113].
Naively, TCIs and BOTIs should not be robust to disorder, since disorder breaks the spatial symmetry.
However, provided the disorder respects the spatial symmetry on average, one can still define robust topo-
logical invariants for TCIs[125–129] which are stable provided the system is gapped[125]. However, there
has not been any study of the effects of disorder on the BOTIs.
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In this article we take the first approach at characterizing BOTIs in the presence of disorder. We study
a minimal model of a BOTI, what we might call a topological Wannier insulator. Our model is a 1D π-flux
ladder having Wannier band topology protected by reflection symmetries M̂x, M̂y. This model originated
in Ref. [34] where it was used as a building block for the 2D quadrupole BOTI phase. Since our model is
one-dimensional, the Wannier topology does not indicate the existence of corner or hinge modes. However,
the simplicity of the model allows us to study a new type of phase transition, a disorder-induced Wannier
transition, in detail. Furthermore, since this model is a single layer of the 2D quadrupole BOTI, our work
serves as a starting point for more computationally intensive studies of disordered 2D BOTIs.
We find the Wannier topology is stable to symmetry-breaking disorder provided the symmetries are
obeyed on average, and there is a sharp Wannier transition at a critical value of the disorder at which the
Wannier gap closes. This transition is distinct from the usual disorder-induced topological transitions, in that
it occurs without delocalized states crossing the Fermi level; in fact, the system remains gapped throughout.
In addition, we find the Wannier topology is connected to the energy band topology of an artificial “edge”
introduced by cutting the ŷ bonds of the ladder to separate the two legs of the ladder. This represents the
first evidence the Wannier topology gives a robust signature for the boundary topology in the presence of
disorder. Finally, we introduce a real-space renormalization group approach that explains the robustness
of the Wannier topology, and the connection between the Wannier gap closing and the Wannier transition.
Importantly, our model can be realized in a number of experimental systems including mechanical resonator
arrays[130], microwave resonator arrays[131], circuit resonators[132], and cold-atoms[130–133]. Hence we
anticipate that our results will be immediately relevant for experiments in higher order topology.
4.2 The clean π-flux ladder
The π-flux ladder model we use is shown in Fig. 4.1a. The model has four sites per unit cell, and a magnetic
flux of π through each plaquette. In terms of the intercell hopping λ and intracell hoppings γx, γy, the Bloch
Hamiltonian is
Ĥ(k) = [γx + λ cos(k)]τ0σ1 + λ sin(k)τ0σ2 + γyτ1σ3, (4.1)
where τi(σi) are the Pauli matrices acting on the vertical(horizontal) degrees of freedom. The model has
anticommuting reflection symmetries M̂x = τ3σ1, M̂y = τ1σ0, and the energy spectrum is
Ek = ±
√
γ2x + 2γxλ cos(k) + λ
2 + γ2y , (4.2)
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with each energy level doubly degenerate. The spectrum is gapped provided γy 6= 0 or |γx| 6= |λ|. The gapped
phases of the model maintain the reflection symmetry M̂x, and are classified (in 1D) by an index ν ∈ Z.
Furthermore they display a quantized electric polarization p given by 2p = ν mod 2[122, 134]. However, all
gapped phases of our model are connected by some gapped path in (γx, γy, λ), thus Ĥ can only describe
a single topological phase. Indeed, the index ν of this model is zero, and p = 0, for any values of the
parameters. We would thus classify this model as a trivial TCI.
Figure 4.1: (a) The clean π-flux chain. Dotted
lines denote negative hoppings. The pattern of
negative hoppings implies a magnetic flux of π
per plaquette. (b) Cutting the ŷ bonds gives two
disconnected Su-Schrieffer-Heeger chains.
To uncover the topological properties of this model
we need a refined approach. Refs. [33, 34] recently intro-
duced the idea of Wannier band topology, a topological
characterization that can change while the energy gap re-
mains open. The idea is to divide the occupied subspace
of the Hamiltonian into two separate subspaces, each of
which is localized in a different part of the unit cell; these
individual subspaces then have their own topological in-
variants. Concretely, we define the projection operator




|uik〉〈uik|, Ŷ |a〉 =
{
y0|a〉 a=1,2
−y0|a〉 a=3,4 , (4.3)
where |u1,2k 〉 are the two occupied eigenstates of Ĥk at half-filling, and ±y0 is the vertical position of the
upper/lower sites. We find P̂kŶ P̂k has two nonzero eigenvectors, |w±k 〉, with eigenvalues ν
±
k . We call P̂kŶ P̂k
the Wannier Hamiltonian and |w±k 〉 the Wannier bands. Provided g > 0, |w
±
k 〉 is a smooth function of k.








Due to M̂x symmetry, p
± is quantized to 0 or 1/2[33, 34], and serves as a topological invariant for the
Wannier bands. Note p+ = p− due to M̂y symmetry. In terms of (γx, γy, λ), we have p
± = 1/2 for |λ| > |γx|,
and p± = 0 for |λ| < |γx|. Exactly at |λ| = |γx|, the Wannier gap closes. We see while our model is
topologically trivial with respect to the usual topological invariant, it describes two topological Wannier
phases separated by a Wannier gap closing.
In higher-dimensional models, the Wannier bands have been related to the edge Hamiltonian for a system
with boundary[33–36, 99]. For our system, we can give a similar interpretation. Note that cutting the ŷ
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bonds of the chain results in two isolated Su-Schrieffer-Heeger (SSH) chains[85] (Fig. 4.1b). The topology
of the upper/lower Wannier band is identical to the topology of the upper/lower SSH chain that results
when γy is set to zero. This follows because tuning γy to zero cannot close the Wannier gap or the energy
gap, thus the Wannier polarizations cannot change during the transition. When γy = 0, the upper/lower
Wannier bands are precisely the ground states of the upper/lower SSH chains. Therefore, the polarization
of the Wannier bands are identical to the polarization of the corresponding SSH chains.
4.3 Disorder-induced transitions in the π-flux ladder
To study the effect of disorder on Wannier band topology, we randomly perturb each link in our Hamiltonian,





where the ωn(x,y) ∈ [0, 1] are uniformly distributed random variables, and (Wγ ,Wλ) parameterize the disorder
strength. Note that we choose the link disorder to be positive rather than symmetric about zero; this ensures
the disordered model still has π-flux through each plaquette. While maintaining π-flux is not essential for
our conclusions, this choice separates transitions where the Wannier gap closes from the ones where the
energy gap closes, thus allowing us to isolate the Wannier transition. While our disorder breaks M̂x and M̂y
symmetries, there is still a sense in which it approximately respects these symmetries. We say a symmetry
Ŝ is respected on average if a disordered Hamiltonian H occurs with equal probability as Ŝ†ĤŜ[129]. We
see that our disordered Hamiltonians indeed respect these symmetries on average.




|ψn〉〈ψn|, Ŷ |x, a〉 =
{
y0|x,a〉 a=1,2
−y0|x,a〉 a=3,4 , (4.6)
where |ψn〉 are the occupied states of H. The upper/lower Wannier bands are the eigenstates |w±n 〉 of the
Wannier Hamiltonian P̂ Ŷ P̂ with corresponding Wannier values ν±n . We can define the polarization of the
upper/lower Wannier band p± either by the method of Refs. [125, 135], or the method of Ref. [119]. For
simplicity, we follow Ref. [119] and define
z± ≡ det(P̂±eiαX̂ P̂±), p± = 1
2π
arg(z±), (4.7)
where P̂± is the projector onto the upper/lower Wannier band, α ≡ 2π/Lx, and Lx is the length of the
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−Lx log |z±|2. (4.8)
Figure 4.2: (a) p± as a function of Wγ . (b) The Wannier gap
as a function of Wγ . We find that p
± changes exactly when the
Wannier gap closes. (c) The bulk energy gap, which we find re-
mains open, allowing us to study only the Wannier topology. (d)
The polarization of one of the SSH chains obtained by removing
the vertical links (rungs), as in Fig. 4.1b. We see the SSH po-
larization and the Wannier polarization agree. Each panel has
Lx = 300 and 20 disorder realizations at each Wγ .
It has been proven that as long as
a Hamiltonian is local, gapped, and
respects M̂x and translation symmetry
on average, the x-polarization is self-
averaging and quantized to 0 or 1/2[125].
This result, applied to the Wannier
Hamiltonian P̂ Ŷ P̂ , implies that the
Wannier polarizations are self-averaging
and quantized to 0 or 1/2 in the presence
of a Wannier gap. To see this, we note
that the Wannier Hamiltonian P̂ Ŷ P̂ is
local provided our original Hamiltonian is
gapped, and that a projector P̂ is equally
likely to occur as its symmetry-related
counterpart M̂xP̂ M̂x. Finally, since P̂ Ŷ P̂ respects M̂y symmetry on average, we can also conclude p
+ = p−
even with disorder.
An example of this characteristic behavior is shown in Fig. 4.2. Here we set (γx, γy, λ) = (.5, 1, 1), and
tune only Wγ . In Figs. 4.2(a,b), we plot p
± as a function of Wγ . In Fig. 4.2b, we plot the Wannier gap as a
function of Wγ . We see that, as predicted, p
± are quantized to 0 or 1/2, and they change at only the point
where the Wannier gap closes. For comparison, we show the energy gap in Fig. 4.2c, which remains open
during this process.
Intriguingly, we also find that the Wannier band polarization and the polarization of the isolated up-
per/lower SSH chains agree even with disorder, as shown in Fig. 4.2d where we plot the polarization of
the upper chain as a function of Wγ . Here, we are comparing the polarization of the Wannier bands with
the polarization of our model at the same parameter values with the vertical bonds (rungs) turned off. For
our model, with only bond disorder, we can use the results of [86] to analytically predict the phase diagram
of the decoupled upper/lower SSH chains, and compare it to the calculated nested Wannier polarizations.
The result is shown in Fig. 4.3. Here, the line denotes the exact phase boundary for a single SSH chain,
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Figure 4.3: p+ as a function of (Wγ ,Wλ). The
color denotes the direct calculation of p+ for
Lx = 300, while the overlaid line is the ana-
lytically predicted topological transition of the
corresponding SSH chain[86]. We see that the
Wannier transition occurs exactly when the SSH
chain has a topological transition.
while the color indicates the nested polarization for the
π-flux ladder. We see that the transition of the upper
SSH chain exactly agrees with the Wannier transition,
and thus we can analytically predict the location of the
Wannier transition when the chains are coupled. We find
this result actually holds for more general Hamiltonians,
such as those including random on-site disorder or next-
nearest-neighbor hoppings that preserve the symmetries
on average, though we cannot analytically determine the
phase diagram of the decoupled chains in these cases.
From this we can conclude that, even in the presence
of disorder, the Wannier Hamiltonian describes the topo-
logical properties of the physical system with a spatial
cut.
4.4 Renormalization Group picture of the transition
Figure 4.4: (a) The RG procedure. We take
the strongest plaquette of the ladder, and project
into its local ground state. This generates new
effective couplings between previously uncon-
nected sites in a way that preserves the struc-
ture of the ladder. (b) At the end of the RG
procedure, the system is approximated by dis-
connected π-flux plaquettes.
We can gain additional insight into the nature of the
Wannier transition through a real-space renormalization
group (RG) procedure. Our RG procedure is illustrated
in Fig. 4.4a, and is based on the real-space RG intro-
duced in Ref. [137] to study random spin chains. Indeed,
a similar method has been applied to disordered 1D topo-
logical insulators (SSH chains with chiral symmetry) in
Ref. [86]. To construct the RG procedure we first define
the strength s of a single plaquette, which we consider
to be the ratio of its energy gap to the largest x-bond
connected to it. The RG step is to choose the strongest
plaquette, and project onto its local ground state. To
lowest order, the projection generates the new (weaker)
effective hoppings shown in Fig. 4.4a. Because of the sublattice symmetry, the RG does not generate di-
agonal couplings. In addition, the signs of the effective couplings preserve the π-flux around the remaining
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plaquettes. We note that this is true for all relevant π-flux gauge choices, not just the gauge shown (see
the derivations section 4.6 for details). Thus, after one RG step we are left with another π-flux ladder
with 4 fewer sites. Iterating, we eventually reach a point where our system consists entirely of disconnected
plaquettes (Fig. 4.4b). Each step of the RG is valid provided the plaquette strength is large; we expect that
at strong disorder, the distribution of hoppings is broad enough that at every step there will be a plaquette
with s >> 1.
Figure 4.5: (a) A schematic illustration for the plaquettes after
RG for a clean 8-site system with p± = .5. Each circle represents
two sites and each bond represents a plaquette. The number near
each bond is the plaquette’s contribution to arg(z±). (b) A local
rearrangement of plaquettes changes the amount each plaquette
contributes to arg(z±), but cannot change the total arg(z±). (c)
A bond of length ∼ L/2 can be locally rearranged to change
arg(z±) by π. This is the only way for p± to change.
Once our system is approximated by
disconnected plaquettes, we can compute
the Wannier polarization p± via Eq. 4.7.
At half filling, direct calculation shows
that each plaquette has a Wannier gap
unless the horizontal bonds are both zero,
and the Wannier functions |w±n 〉 have
equal weight on the left and right sides
of the plaquette. It follows that a pla-
quette that stretches between unit cells a
and b contributes a phase of e
iα(a+b)
2 to
z±. In Fig. 4.5a, we schematically illus-
trate the plaquettes for a clean system in
the topological phase and the contribution of each plaquette to arg(z±). Introducing disorder locally re-
arranges the plaquettes, as in Fig. 4.5b, but local rearrangements do not change arg(z±). The only way
for a rearrangement to change p± is for a plaquette to grow to length Lx/2, which can change the sign of
z± and thus change p± by 1/2, as in Fig. 4.5c. The RG alsdemonstrates the critical point is characterized













which diverges when one of the (aj − bj) = Lx/2.
Heuristically, because of the nature of the RG, plaquettes spanning a larger width have weaker bonds
in the x-direction. In the thermodynamic limit, a plaquette of width Lx/2 will have vanishing hopping in
the x-direction, and the plaquette will effectively have only vertical bonds. This configuration makes the
Wannier gap vanish (electrons are exactly halfway between the upper and lower chains). The RG establishes
a clear connection between the Wannier gap closing and the topological phase transition; the phase transition
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happens when long-range plaquettes form, which have vanishing Wannier gap.
4.5 Discussion
The π-flux ladder possesses a robust Wannier topological invariant, p±, protected by the mirror symmetries
M̂x, M̂y. With disorder, the Wannier topological invariant remains quantized provided the energy and
Wannier gaps remain open. The physical interpretation of the Wannier topological invariant in 1D is subtle,
since, for example, there are no corners to display robust mid-gap modes or fractional charges. However,
we have seen that introducing an artificial “edge” into the system connects the Wannier topology and the
edge topology for both clean and disordered systems. This conclusion holds numerically for general local
symmetry-preserving disorder, and not just the link disorder presented here. We conjecture that this is
because tuning the y-bonds to zero cannot close the energy or Wannier gap provided the Hamiltonian obeys
M̂x and M̂y symmetries on average. This work thus provides the first evidence of a robust connection
between Wannier and edge topology in the presence of disorder. We anticipate that our results can be
immediately tested in metamaterial or cold atom experiments.[130–133]
Because of the simplified nature of our model, we can predict the behavior of the “edge” from first
principles and confirm the connection between Wannier and edge topology. We can also understand the
Wannier transition through a real-space RG, which offers a qualitative explanation of the local stability
to disorder and the connection between the Wannier transition, Wannier delocalization, and Wannier gap
closing.
While these results form the first example of the stability of Wannier topology to disorder, ultimately it
will be useful to generalize these results to higher-dimensional models, where nontrivial Wannier topology
implies protected corner or hinge modes. It will be especially interesting to see if the connection between
Wannier topology and edge topology remains for higher-dimensional models.
4.6 Derivations
In this section, we give the details of the local projection involved in the RG, and prove that the resulting
effective Hamiltonian is again a π-flux ladder. We follow the procedure outlined in Ref. [137] for finding
the effective couplings after projecting into a local ground state. We consider the Hamiltonian for the eight
sites shown in Fig. 4.6, neglecting the rest of the ladder. We call the hoppings on the central plaquette Ĥ0,
and the hoppings between the central plaquette and sites (a)-(d) V̂ . Note that our total Hamiltonian has a
sublattice symmetry, in that we can divide our lattice into two sublattices, A and B, such that all hopping
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takes place between the two sublattices (in the figure, the sublattice A and B are denoted by shaded and
unshaded circles, respectively).
Figure 4.6: The setup for computing the
effective Hamiltonian. We restrict atten-
tion to only hopping elements that affect
the central plaquette. Our Hamiltonian
has a sublattice symmetry with respect to
the two sublattices A/B indicated by the
shaded/unshaded circles. We treat the hop-
pings within the central plaquette as our
unperturbed Hamiltonian Ĥ0, and the hop-
pings from the neighboring sites (a)-(d) as
a perturbation V̂ . The resulting effective
Hamiltonian is computed to second order
in V̂ and involves only sublattice-symmetric
hoppings between sites (a)-(d).
To find the effective Hamiltonian, we treat V̂ as a pertur-
bation and work to second order in V̂ ; this is valid provided
the energy gap is much larger than the hoppings. Then the
general formula for the effective Hamiltonian is given by[138]
Ĥeff = Eg + P̂ V̂ P̂ + P̂ V̂ (Eg − Q̂Ĥ0Q̂)−1Q̂V̂ P̂ (4.10)
where Eg is the ground state energy of Ĥ0, P̂ is the projector
onto the degenerate ground state subspace of Ĥ0, and Q̂ =
1 − P̂ . In our case, we can make a few simplifications. First,
since we are only interested in the ground state wavefunctions
and not their energies, we can neglect the constant Eg. Second,
our particular V̂ satisfies P̂ V̂ P̂ = 0, since every state in the
range of P̂ has two electrons in the central plaquette, and V̂
always changes the number of electrons in the central plaquette by one. For the same reason, we have
Q̂V̂ P̂ = V̂ P̂ . Thus in total, our simplified equation becomes
Ĥeff = P̂ V̂ (Eg − Q̂Ĥ0Q̂)−1V̂ P̂ . (4.11)
We need to prove three things about Heff:
1. Heff is a non-interacting Hamiltonian, i.e. it contains only hopping and on-site terms.
2. Heff has the same sublattice symmetry as the original Hamiltonian, so that there are no on-site terms
or hoppings from (a) to (c) or from (b) to (d).
3. Heff has π-flux through the plaquette spanned by (a)-(d) and combines with the rest of the ladder to
create another π-flux ladder.
To prove these results, we’ll derive an explicit formula for Ĥeff in terms of V̂ and Ĥ0 that makes no
reference to P̂ or Q̂. We start by rewriting Eq. 4.11 in second-quantized notation. We’ll define operators
ĉ
(†)
α , α ∈ {a, b, c, d} to be the annihilation (creation) operators for the sites outside the central plaquette,
and γ
(†)
i , i ∈ {1, 2, 3, 4} to be the annihilation (creation) operators for the ith energy mode on the central
plaquette with energy Ei. We can write a second quantized basis of states as |abcdn1n2n3n4〉 with a-d being
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the occupation numbers of sites (a)-(d), and ni being the occupation number of the ith energy mode on the












where Vαi is some matrix. In this notation, [ĉ
(†)
α , P̂ ] = 0, and the effect of P̂ is to project to the orthonomal
basis {|abcd1100〉|a, b, c, d = 0, 1}.
We can then write the action of Heff on any state in the range of P̂ as (we ignore terms that involve γ̂iγ̂j
or γ̂†i γ̂
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Now, when acting on a state of the form |abcd1100〉, the operator P̂ γ̂i(Eg− Q̂Ĥ0Q̂)−1γ̂†j has a simple action:
P̂ γ̂i(Eg − Q̂Ĥ0Q̂)−1γ̂†j =
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where in the last line, we have dropped an irrelevant constant term. We thus clearly see that Heff is
non-interacting.
Since we now know all our operators Ĥ0, V̂ , and Ĥeff are non-interacting, it is more convenient going
forward to work with one-body operators rather than the many-body, second-quantized operators. We’ll
denote one-body operators using the same symbols as our many-body operators, with the understanding
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that in what follows we are working only with the one-body operators. We divide our full Hilbert space into
two subspaces, H = Hs ⊕ Hp, where Hs is the Hilbert space of sites (a)-(d), and Hp is the Hilbert space
of the central plaquette. Then we define V̂ : Hs → Hp to be all hoppings from sites (a)-(d) to the central
plaquette, so that V̂ † : Hp → Hs consists of all hoppings in the reverse direction. We define Ĥ0 : Hp → Hp
to be all hoppings within the central plaquette. Note that by restricting Ĥ0 to Hp rather than the full
Hilbert space, we’ve ensured Ĥ0 is invertible. Finally, we define the one-body Ĥeff : Hs → Hs to be the
restriction of the effective Hamiltonian to Hs. In terms of these one-body operators, Eq. 4.18 becomes




To prove that Ĥeff has sublattice symmetry, we note that V̂ , V̂
†, and Ĥ−10 all have sublattice symmetry,
and the product of three sublattice-symmetric operators is also sublattice-symmetric. Thus from Eq. 4.19,




Figure 4.7: The RG generates π-flux
ladders with all sign structures com-
patible with π-flux that are both real
and M̂y symmetric. For each of these
sign structures, the RG results in in-
duced couplings that reinforce exist-
ing couplings and result in a new π-
flux ladder.
Finally, we need to prove that the RG preserves the π-flux struc-
ture. We first note that Ĥ0 has the form
Ĥ0 =
( 0 0 + −
0 0 + +
+ + 0 0
− + 0 0
)
(4.20)
Inspection shows that Ĥ−10 also has the same sign structure:
Ĥ−10 =
( 0 0 + −
0 0 + +
+ + 0 0
− + 0 0
)
(4.21)
Then from Eq. 4.19 and the fact that all the hoppings in V̂ are
positive we immediately see the signs of the hoppings in Ĥeff are as
shown in Fig. 4.6.
This sign structure ensures that the new induced hoppings re-
inforce the existing couplings to maintain a π-flux structure in the
rest of the ladder, as shown in Fig. 4.7a. As the RG progresses, the
bonds can have other sign structures, examples of which are shown
in Figs. 4.7b,c. The sign structures are always real and symmetric
with respect to M̂y. In all cases, the resulting induced hoppings
always reinforce the existing couplings and maintain the overall π-flux structure. This can be seen just by
inspecting the figures, using Eq. 4.19 and the fact that Ĥ−10 has the same sign structure as Ĥ0.
49
Chapter 5
Skin effect and winding number in
disordered non-Hermitian systems
5.1 Introduction
The topological classification of Hermitian Hamiltonians[8–10, 23–27] applies to non-interacting Hamilto-
nians in equivalence classes based on the ten internal Altland-Zirnbauer (AZ) symmetry classes[84]. The
topological classifications for these symmetry classes are known for all spatial dimensions, and explicit forms
for the corresponding topological invariants have been constructed[23–27]. A notable feature of the Hermi-
tian topological classification is the celebrated bulk-boundary correspondence, in which topological invariants
of the bulk system predict anomalous states on the boundary[8–10].
There has been recent interest in the topological properties of non-Hermitian (NH) Hamiltonians[42,
44, 52, 55, 59, 63, 75, 101, 102, 104, 139–144]. NH Hamiltonians provide effective models for quantum
systems with gain and loss[46], and can be realized in atomic[47–51], optical[52–64], electronic[65–67] and
mechanical[68–73] systems. Like their Hermitian counterparts, NH Hamiltonians can display protected
anomalous boundary states[102, 140, 143]. In addition, they display topological phenomena unique to NH
systems, such as exceptional points[143, 145], half-integer winding[143], stable 2D semimetallic phases[105,
145–147], and Weyl exceptional rings[47, 60]. All of these phenomena are tied to a richer set of symmetry
classes beyond the ten AZ classes[105, 147–149].
A challenge for understanding the topological phenomena of NH Hamiltonians is the NH skin effect, in
which systems may display remarkably different eigenspectra and eigenstates in periodic vs open boundary
conditions (PBC or OBC) [43, 74–77]. In particular, PBC and OBC systems may become gapless at different
points in their phase diagrams[75–77, 103, 104], topological invariants calculated using PBC may not predict
properties of the OBC system, and topologically protected edge states in OBC systems may be hidden in an
extensive number of edge-localized eigenstates. To determine topological properties of OBC systems, one may
compute the so-called generalized Brillouin zone[75, 103, 104], which can be done only for simplified models,
or by use real-space invariants that directly predict OBC properties[77, 150–152]. However, in general, a
precise understanding of the NH skin effect is necessary to develop a bulk-boundary correspondence for NH
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systems[153]. The NH skin effect is also interesting in its own right, as systems with the NH skin effect
exhibit exponentially large responses to perturbations[68, 71], and optical systems exhibiting the NH skin
effect have recently been demonstrated to funnel light for high-performance optical sensors[64].
While understanding the NH skin effect and its relationship to the bulk-boundary correspondence is still
an outstanding question in general dimensions, in 1D it has recently been shown that the NH skin effect is
determined by the winding number around a complex energy E: w(E)[78–80]. The winding number is a
topological invariant unique to NH systems[101, 105] and, roughly speaking, regions of the complex energy
plane with nonzero w(E) under PBC have dramatically different spectra and localization properties under
OBC. Thus, determining w(E) predicts the presence or absence of a NH skin effect in the neighborhood
around E.
In this work, we generalize the winding number w(E) to disordered NH systems. We accomplish this
by mapping the the NH problem to a disordered Hermitian system, for which previous results have been
established. We propose a real-space formula for w(E) that is self-averaging, continuous as a function of the
parameters in the problem, and remains quantized even in the presence of strong disorder. We verify the
stability of our invariant in simple models of NH systems with nontrivial winding. We also demonstrate that
our invariant w(E) determines the existence of the NH skin effect and, when non-vanishing, also predicts
the existence of an entire band of delocalized states in our system. Indeed, the non-zero winding essentially
protects these states from localization, in striking contrast to disordered 1D Hermitian systems which are
always localized (unless tuned to a critical point)[86, 90]. Our work is distinct from previous work on
topological properties of disordered NH systems [150–152], which studied the chiral winding ν rather than
the NH winding w(E).
The NH skin effect has already been observed in optical[62], electronic[65, 66], and mechanical[68–70]
systems, so our results can be experimentally realized in multiple contexts. In addition, our results have
positive implications for the stability of the recently demonstrated optical funnel[64] to disorder. Finally,
since our method holds at arbitrary disorder strength, our results predict the possibility of observing a “NH
Anderson skin effect,” a NH analogue of the topological Anderson insulator[86, 90, 150, 152, 154–156], in
which the skin effect is induced entirely by disorder from a clean system with no skin effect.
5.2 Background: The NH winding number and the skin effect
As in the Hermitian case, the eigenstates of a translationally invariant NH Hamiltonian can be written via
Bloch’s theorem as |ψnk 〉 = eikX̂ |unk 〉, with Ĥ|ψnk 〉 = Enk |ψnk 〉, k ∈ [0, 2π]. Unlike in the Hermitian case, the
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eigenvalues Enk can in general be complex. Fig. 5.1(a) illustrates possible curves E
n
k for a two band model.
Because the spectrum is complex, we can distinguish two types of gaps. Point gaps are values E ∈ C such
that the bands Enk never intersect E, while line gaps are lines ` ⊂ C such that the bands never intersect
`[101, 148]. These gaps coincide for Hermitian systems, but are distinct for NH systems.
Figure 5.1: An example of a NH band struc-
ture with +1 and −1 winding. (a) The PBC
bands in the complex plane, with the winding
numbers marked. (b) The same diagram, with
the OBC spectrum overlaid. Red denotes states
in a region with w(E) > 0, blue denotes states
in a region with w(E) < 0. We see that the
regions with positive/negative winding collapse
onto lines. (c) The density |ψn(x)|2 of all OBC
eigenstates {ψn}. We see that eigenstates in re-
gions with negative winding (blue) are localized
at the left edge, while eigenstates in regions with
positive winding (red) are localized at the right
edge.
For any point gap E, we can define a topological in-
variant w(E) that counts how many times the bands Enk
wind around E. Note that w(E) cannot change unless the












This counts the number of times the determinant of
(Ĥk − E) winds around the origin, which is equivalent
to counting the total winding of the bands Enk around
E. The winding numbers are indicated by the integers in
Fig. 5.1(a).
It has recently been proven that w(E) predicts the
NH skin effect[78–80]. Concretely, when transitioning be-
tween PBC and OBC, the PBC eigenvalues enclosing a
region with w 6= 0 collapse onto 1D arcs within the region. An example is shown in Fig. 5.1(b), where
the OBC eigenvalues appear in the interior of the regions having w = ±1. Moreover Refs. [79, 80] proved
that the OBC eigenvalues located in the interior of regions having w > 0 correspond to eigenstates localized
at the right edge of the system, and the OBC eigenvalues located in the interior of regions where w < 0
correspond to eigenstates localized at the left edge of the system, as is shown in Fig. 5.1(c). The number
of eigenvalues in each arc is proportional to the system size, leading to an extensive number of states at the
corresponding edge. The marked difference between OBC and PBC spectra and the extensive number of
edge states always occur together, and collectively make up the NH skin effect[75].
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5.3 The disordered NH winding Number
Ref. [101] previously introduced a formula for the winding number in the presence of disorder. Adding flux











This formula has been successfully applied to a NH version of the quasiperiodic Aubry-André-Harper
model[157, 158] to predict topological localization transitions[159, 160], mobility edges[160], and the NH
skin effect[67]. However, for models at strong disorder this formula has a few drawbacks. Most notably, it
requires evaluating the integrand at many values of φ to estimate the integral. In addition, it is not clear that
this formula is self-averaging for large systems. Finally, it is not obvious that this formula is well-behaved at
strong disorder when eigenvalues will exist near E so that the phase of |Ĥ(φ)− E| is sensitive to rounding
errors.
In this chapter, we instead define a real-space formula for the winding number w(E) using techniques from
non-commutative geometry. Our formula relies on mapping a NH Hamiltonian Ĥ to a doubled Hermitian
Hamiltonian Ĥ = σ̂+⊗ (Ĥ−E)+ σ̂−⊗ (H−E)† with chiral symmetry Ŝ = σ̂z⊗1[101], and applying known
results from non-commutative geometry to Ĥ [39, 40, 86, 90]. Concretely, we define an operator Q̂ by the
polar decomposition (Ĥ −E) = Q̂P̂ , where Q̂ is unitary and P̂ is positive. Refs. [101, 161] have previously
used Q̂ to define topological properties of clean NH systems. Given Q̂, we define
w(E) = T (Q̂†[Q̂, X̂]), (5.3)
where T is the trace per unit volume. This reduces to Eq. 5.1 when the system is translationally invariant. In
addition, w(E) is quantized, self-averaging, continuous as a function of E and parameters in the Hamiltonian,
and only changes when there are states with diverging localization length Λ(E) at E. Furthermore, a semi-
infinite system has an eigenstate with eigenvalue E localized at the boundary whenever w(E) 6= 0, which
provides a justification of Eq. 5.3 as the real-space generalization of the winding number (see the derivation
section 5.7 for more details). Our formula for w(E) is a real-space NH invariant in the spirit of Refs. [150–
152], although unlike those works our invariant has no Hermitian counterpart.
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5.4 Hatano-Nelson model with disorder










i ĉi+1 + h
iĉ†i ĉi. (5.4)
This model describes a uniform chain with independent hoppings J iL and J
i
R in the left and right directions,
and an on-site potential hi (which we take to be real). This model is non-Hermitian when J iL 6= J iR. To
model disorder we choose the hopping parameters via




L = JL +WLω
i
L, h
i = Wωi, (5.5)
where ωi(L/R) ∈ [−.5, .5] are uniformly distributed independent random variables.
Figure 5.2: (a) w(0) as a function of (WR,WL)
for (JL, JR,W ) = (1, 1, 0). The black line de-
notes the points where Λ(0) diverges. (b) Same
plot for (JL, JR,W ) = (1, .5, 0). (c,d) w(E) as a
function of (WR,WL) for (JL, JR,W ) = (1, 1, 1)
and (JL, JR,W ) = (1, .5, 1). (e,f) Numerically
computed Λ(0). In all cases, w(0) transitions
when Λ(0) diverges.
We can illustrate the behavior of w(E) in multiple
ways. First, if we consider the winding only around E = 0
and set the onsite disorder W = 0, then we can use the





 |JR − WR2 | JRWR− 12 |JL + WL2 | JLWL+ 12
|JR + WR2 |
JR
WR






In Figs. 5.2(a,b), we plot the numerically computed w(0)
and the analytically predicted curves where Λ(0) = ∞
as a function of the disorder parameters (WL,WR), at
fixed model parameters (a) (JL, JR,W ) = (1, 1, 0) and
(b) (JL, JR,W ) = (1, .5, 0). We find w(0) is quantized,
and only changes when Λ(0) diverges.
At more general E and/or nonzero W , we cannot an-
alytically determine the phase boundaries. However, for
a general (JR, JL,W ) and general E, we can compute
Λ(E) numerically using transfer matrices[117]. In Figs.
5.2(c-f), we plot w(0) and Λ(0) for systems with (c,e)
(JL, JR,W ) = (1, 1, 1) and (d,f) (JL, JR,W ) = (1, .5, 1).
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We again find w(E) is quantized and transitions only
when Λ(E) diverges.
Figure 5.3: (a) w(E) for a system with WL =
WR = 0 and h
i distributed according to a Cauchy
distribution. The black line denotes the values
where Λ(E) diverges. (b) w(E) for a system
with (JL, JR,WL,WR,W ) = (1, .5, 1, 1, 1). (c)
Numerically computed λ(E). In each case, the
region with w(E) 6= 0 is surrounded by a wall
of delocalized states, and w(E) only transitions
when Λ(E) diverges.
To illustrate the localization properties of the spec-
trum we consider a system at fixed disorder, and calcu-
late w(E) as a function of E. If we assume (WL,WR) = 0
and let hi follow a Cauchy distribution rather than a uni-
form distribution, we can compute Λ(E) analytically at
any E[165, 166]; this is shown in Fig. 5.3(a). For more
general disorder, we can again use the transfer matrix;
an example with (JL, JR,WL,WR,W ) = (1, .5, 1, 1, 1) is
shown in Fig. 5.3(b,c). In both cases, a region with non-
vanishing winding is completely surrounded by delocal-
ized states. These examples reveal a notable distinction
between the NH winding number w(E) and Hermitian
topological invariants such as the chiral winding num-
ber ν and the Chern number C. Indeed, ν is a stable
topological invariant that is carried by entirely localized
states[86], while the Chern number can be carried by a
single delocalized state[14, 91, 92]. The NH winding, by
contrast, can be nonzero only when an extensive num-
ber of delocalized states exist in the spectrum. This is
because w(E) only changes when E passes through a de-
localized state, and w(E) → 0 as |E| → ∞ since in this
limit Q̂ approaches the identity matrix. This implies that
any E with a nonzero winding must be surrounded by a “wall” of delocalized states, and the nonzero wind-
ing prevents these states from localizing. Intuitively, an extensive sensitivity to boundary conditions should
require an extensive number of delocalized states, and this is precisely what we find.
5.5 w(E) and the NH skin effect
In clean systems, a region having winding w > 0 leads to an extensive number of states at the right edge
of the system, and a region having winding w < 0 leads to an extensive number of states at the left edge
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of the system[79, 80]. We can characterize this NH skin effect by examining the density
∑
n |ψn(x)|2 of all
modes {ψn} in the system. If there is a NH skin effect, the density at the corresponding edge should be
proportional to the system size N , ρedge = ΓN .
Figure 5.4: (a) w(0) as a function of WR for
(JL, JR,W,WL) = (1, 1, 0, 0). This corresponds
to the x-axis in Fig. 5.2(a). (b) The same for
(JL, JR,W,WL) = (1, .5, 1, 0), corresponding to
the x-axis in Fig. 5.2(e). (c,d) The correspond-
ing slopes Γ in the relation ρedge = ΓN for the
left (blue solid) and right (red dashed) edges. We
see that the NH skin effect occurs at the left edge
when w < 0 and at the right edge when w > 0.
This behavior persists in the presence of disorder. For
the Hatano-Nelson model, there is only one region of
nonzero winding, centered at E = 0, so w(0) determines
the NH skin effect. In Fig. 5.4(a,b), we plot the wind-
ing w(0) as a function of WR for (a) (JL, JR,W,WL) =
(1, 1, 0, 0) and (b) (JL, JR,W,WL) = (1, .5, 1, 0). This
corresponds to the x-axis of Figs. 5.2(a) and (e). In Fig.
5.4(c,d) we plot the coefficient Γ for each edge. Any Γ > 0
indicates a NH skin effect. We see that, identical to the
clean case, the NH skin effect occurs at the left edge when
w < 0 and at the right edge when w > 0, and no skin
effect occurs when w = 0. More intricate models can have
regions with both w > 0 and w < 0, and thus have a skin
effect at both boundaries.
The connection between the NH skin effect and w(E) allows us to predict a new phenomenon: the NH
Anderson skin effect, in which a system without a NH skin effect develops a skin effect at a critical value of
disorder. Such an effect can already be seen in Fig. 5.2c, in which the system near (WL,WR) = (0, 0) has
w(0) = 0 and thus no NH skin effect, but transitions to w(0) = ±1 at non-vanishing critical values of WL or
WR (for example, by tuning one of WL or WR and keeping the other zero). Such an effect should be readily
observable in experimental platforms[62, 65, 68–70]. This effect is distinct from and independent of the NH
topological Anderson insulators explored in Refs. [150, 152], which are NH generalizations of Hermitian
topological Anderson insulators. In contrast, the NH Anderson skin effect is unique to NH systems.
As an immediate application, the connection between the NH skin effect and the winding number allows
us to understand the stability of the recently demonstrated optical funnel based on the NH skin effect[64].
The optical funnel is a NH optical system in which all eigenmodes are localized at an interface; the effect
of this localization is to “funnel” all excitations (incident light) towards the interface. It was noted that for
weak disorder numerics show weak funnelling still occurred, while at strong disorder it disappeared. Our
formalism allows us to directly predict this phenomena by computing w(E). In the clean limit the entire PBC
spectrum surrounds a region with w(E) 6= 0, so that all OBC states are localized at the interface. As the
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disorder increases, the region with w(E) 6= 0 shrinks, so that the number of states localized at the interface
decreases, leading to reduced funnelling. Finally, at a critical value of disorder, w(E) = 0 everywhere and
no funnelling occurs. Our formalism not only allows us to understand the stability of the funnelling to weak
disorder, but provides a method to compute the critical value of disorder at which funnelling breaks down.
5.6 Discussion
We extended the definition of the NH winding number w(E) to disordered systems by relating it to the chiral
winding number ν of a doubled Hermitian system. Our extension of w(E) has several desirable properties. It
is quantized, self-averaging, continuous as a function of parameters, and changes only when the localization
length at E diverges. Additionally, our w(E) successfully predicts the NH skin effect in disordered systems
just as it does for clean systems. Unlike Hermitian topological invariants, a nonzero w(E) stabilizes an entire
band of delocalized states surrounding the nonzero w(E).
Our prediction of a NH skin effect in strongly disordered systems, including the NH Anderson skin effect,
should be experimentally verifiable on existing experimental platforms. In the future, it would be interesting
to extend our results to higher dimensions, as the NH skin effect is not fully understood in higher dimensions
even for clean systems[65, 167, 168].
5.7 Derivation and properties of the winding number w(E)
In this section, we give a systematic derivation of our formula for the winding number w(E) in disordered
systems and prove it gives a robust topological invariant. For completeness, we reproduce the formula for











Following Ref. [101], we relate w(E) to the topological invariant of a doubled Hermitian system Ĥ
Ĥ =
 0 Ĥ − E
Ĥ† − E∗ 0
 (5.8)





satisfying {Ŝ, Ĥ} = 0. Translationally invariant 1D
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where Ŝ± is the projector onto the ±1 subspace of Ŝ. We see that Ŝ+ĤŜ− = Ĥk − E, thus ν = w(E).
The chiral winding number ν can be generalized to disordered chiral-symmetric systems in terms of the





, Q̂ ≡ 1− 2P̂, Q̂±∓ = Ŝ±Q̂Ŝ∓. (5.10)
Refs. [90] and [39] proved that ν is quantized, self-averaging, and continuous with respect to parameters in
Ĥ, provided no delocalized eigenstate exists at E = 0. Therefore, it is a topological invariant that cannot
change without a mobility gap closing. Physically, ν predicts the number of zero-energy chiral edge modes
in a half-infinite system with boundary[39, 40]. If the half-infinite system extends to −∞, there are |ν|
protected zero-energy edge modes with chirality −sgn(ν), while if the half-infinite system extends to +∞
there are |ν| protected zero-energy edge modes with chirality sgn(ν).
Generalizing the equality between ν and w(E) for clean systems, we postulate that the proper generaliza-
tion of w(E) to systems with disorder is simply w(E) = ν. As written, the formula for w(E) refers explicitly
to an artificial doubled Hamiltonian Ĥ, and the properties of w(E) are functions of Ĥ. In the following, we
remedy this by giving an explicit formula for w(E) in terms of the original Hamiltonian Ĥ, and translate
the properties of w(E) to refer only to the original Hamiltonian Ĥ.
First, we derive how to calculate w(E) quantity directly from Ĥ and E without reference to a doubled
Hamiltonian. This can be achieved using the polar decomposition (Ĥ − E) = Q̂P̂ , where Q̂ is unitary and





If |ψi〉 is a complete basis of eigenstates of P̂ with eigenvalues λi, then it is simple to show that the





with eigenvalues λ±i . Then (Eq. 5.10) Q̂ can be written as





















Next, we consider the quantization, self-averaging, and continuity of w(E). We know that ν is quantized,
self-averaging, and continuous with respect to parameters of Ĥ. From Eq. 5.8 for Ĥ, we see that this
immediately implies that w(E) is quantized, self-averaging, and continuous with respect to both E and
parameters of Ĥ.
We can also get a physical interpretation of w(E) for our original Hamiltonian Ĥ. If w(E) > 0, then we
know that Ĥ has |w(E)| zero-energy edge modes of negative chirality for a half-infinite system that extends
to −∞. Explicitly, we have
 0 Ĥ − E











which says that |ψ〉 is an edge eigenstate with energy E in the half-infinite system. Similarly, if w(E) < 0,
then we know that Ĥ has |w(E)| zero-energy edge modes of negative chirality for a half-infinite system that





for the zero-energy edge mode of Ĥ, then |ψ〉 is an edge
eigenstate with energy E. In total, we find that positive winding numbers predict protected edge-localized
eigenstates on a semi-infinite system extending to −∞, and negative winding numbers predict protected
edge-localized eigenstates on a semi-infinite system extending to +∞. The connection between w(E) and
the presence of protected edge-localized eigenstates justifies our Eq. 5.13 as the proper generalization of the
winding number to disordered systems. Note that our discussion has focused on right eigenstates; the same
logic predicts protected left edge eigenstates at energy E for w(E) of the opposite sign.
Finally, we consider when w(E) can transition. We know that ν can only change when Ĥ has a delocalized
eigenstate at E = 0. Writing this condition out as
 0 Ĥ − E











we see that w(E) can only change if Ĥ has a delocalized left eigenstate (〈ψL|) or right eigenstate (|ψR〉) with
eigenvalue E. However, any one-band NH tight-binding model has a symmetry that relates the localization
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where and hri is an i-dependent random hopping connecting site i to site (i + r) drawn from a random
distribution Pr independent of i. Then Ĥ




























This shows that M̂Ĥ†M̂ is unitarily equivalent to the complex conjugate of a matrix that is drawn from
the same disorder distribution {Pr} as Ĥ. Thus, if |ψR〉 is a right eigenstate of Ĥ with eigenvalue E, then
M̂ |ψ∗R〉 is an eigenstate of (Ĥ ′)† with eigenvalue E∗, where Ĥ ′ is a Hamiltonian from the same disorder
distribution as Ĥ. Since the localization length is a property of the distribution of Hamiltonians, not the
Hamiltonian itself, this shows that Ĥ has a delocalized right eigenstate with eigenvalue E if and only if it
has a delocalized left eigenstate with eigenvalue E. Therefore, we can simply say that w(E) only changes
when Ĥ has a delocalized state at E. For general multiband models, we cannot eliminate the possibility
that the localization lengths of the left and right eigenvectors are not equal, although this seems unlikely.
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Chapter 6
Finite temperature properties of
strongly correlated systems via
variational Monte Carlo
Strongly correlated fermionic and frustrated spin systems span many interesting physical systems. Comput-
ing properties of these systems is difficult, particularly in dimensions greater then one where density matrix
renormalization group (DMRG) [169] methods are not particularly effective, and the fermion sign problem
[170] renders exact quantum Monte Carlo methods such as Path Integral Monte Carlo (PIMC) [171, 172] ex-
ponential. However, for ground state properties, there has been significant progress using variational Monte
Carlo (VMC) methods which, while approximate, often give qualitatively and quantitatively detailed infor-
mation [173, 174]. In VMC, one optimizes for the lowest energy state over a set of variational wave-functions
|Ψ[~α]〉 parameterized by ~α. The approximation improves as the set of variational wave-functions expands
to include wavefunctions that have greater overlap with the true ground state |Ψ0〉, becoming exact in the
limit where |Ψ0〉 is included in the space. There exist various forms of variational wave-functions including
the Slater-Jastrow [175], backflow [176, 177], Huse-Elser [178] (equivalently correlator product states [179],
entanglement plaquette states [180], or graph tensor network states [181]), BDG states, projected entangled
pair states [182, 183], etc. At finite temperature, variational techniques have been less useful, except again in
one-dimension where minimally entangled typical thermal states (METTS) [184, 185] and finite-temperature
DMRG [186] have proved valuable.
Of course, it is also possible to use the variational technique at finite temperature. Most naturally one
might parameterize the finite temperature many body density matrix (FTDM) ρ̂ ≡ exp[−βĤ]/Tr(exp[−βĤ])
as ρ̂[~α], optimizing again over the parameters ~α. However, this requires specifying a set of FTDM over which
to optimize, a task that is naturally more difficult than specifying a set of wavefunctions. Additionally, this
optimization needs to minimize the free energy of the system, a quantity which is harder to evaluate, requiring
techniques such as coupling constant integration. For one example of this approach, see ref. [187].
Producing a good variational ansatz for very high or low temperature density matrices is straightforward.
At high temperature (small β), one can approximate exp[−βĤ] by either Taylor expanding as (1 − βĤ)
or using the Trotter break-up. At low temperature, one can instead expand in terms of the low-energy
excitations, writing ρ̂ =
∑k
i=1 exp[−βEi]|Ψi〉〈Ψi| where |Ψi〉 and Ei are variational estimates for the ith
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eigenvector and eigenvalue respectively and k is some cutoff. Unfortunately, this can be difficult, requiring
orthogonal variational estimates of a number of excited states, and as one goes to higher temperature the
number of eigenstates increases exponentially. Nonetheless, this framework is often applied in the context
of density functional theory (DFT) to produce finite temperature functionals [188].
At any temperature, one can approximate the density matrix as a purification ρ̂ ≈
∑
i λi|Ψi〉〈Ψi| over
a set |Ψi〉 of variational wavefunctions. However, one cannot efficiently enumerate more than a polynomial
number of |Ψi〉, nor is optimizing these wavefunctions straightforward. See ref [189] for an example of
working in a truncated Hilbert space of ten such wave-functions.
In spite of these difficulties, it would be useful if we could use known classes of variational wave-functions
to compute finite temperature properties. In this chapter, we describe a new variational finite tempera-
ture approach (VAFT), in which we implicitly define a variational finite temperature density matrix. Our
variational FTDM is a purification of an exponentially large number of variational wavefunctions. We com-
pute properties of this FTDM via an algorithm which stochastically samples from its diagonal without ever
needing to explicitly represent it. The set of variational wavefunctions need not accurately represent highly
excited states, instead needing only to accurately represent imaginary time propagation of many-body basis
elements.
VAFT combines ideas from METTS, VMC, and PIMC to produce this stochastic sample. Our algorithm
can be viewed either as an approximate generalization of METTS to wave-functions beyond matrix product
states (MPS) or a modification of two-bead PIMC which replaces the stochastic evolution over imaginary
time with an approximate deterministic one. In fact, we will see that, in this limit, METTS and PIMC are
very similar.
The overall outline of this chapter is as follows. We first describe an idealized purification of the FTDM.
We then introduce a variational approximation to the FTDM which is a sum over an exponential number
of variational wavefunctions, and explain how to efficiently sample from the diagonal of our variational
FTDM and calculate finite temperature observables. Finally, we test the VAFT algorithm using Huse-Elser
variational states on the Heisenberg model, and compare to exact results. For completeness, we describe all




In what follows, {|c〉} is some many-body basis for our Hilbert space, and Û is a unitary operator that
satisfies [Û , Ĥ] = 0. Most commonly, {|c〉} is a basis of product states. Û may be thought of as a change of
basis that respects the symmetries of the Hamiltonian. For simplicity, the reader may take Û = 1, although
we will see that other choices of Û can be used to mitigate various technical issues.






















where in the last line we let p̃(c) = 〈c|ρ̂|c〉 be the diagonal of the FTDM, and |Ψ̃[β/2; c]〉 be the (unnormalized)
wavefunction exp[−βĤ/2]Û |c〉.
Unfortunately, there is no obvious polynomial algorithm to compute either |Ψ̃[β/2; c]〉 or p̃(c). Instead, in
this chapter we work with approximate versions of these quantities |Ψ[β/2; c]〉 and probability distribution
p(c).
We define our approximation |Ψ[β/2; c]〉 as
|Ψ[β/2; c]〉 ≡ [P̂ (1− τĤ)]β/(2τ)Û |c〉
where the operator P̂ projects the wavefuction into a variational space defined by the set of wave-functions
|Ψ[~α]〉. Notice that |Ψ[β/2; c]〉 ≈ |Ψ̃[β/2; c]〉 and approaches it exactly in the limit of a large enough
variational space and small enough τ.
We can compute |Ψ[β/2; c]〉 via (projected) imaginary time propagation by applying the operator P̂ (1−
τĤ) repeatedly, β/(2τ) times. At each application, we select a new wave-function from the variational space





is maximized. Eqn 6.1 is maximized by choosing ~α′ such that
~α′ = ~α− τS−1~h (6.2)

















Each of these quantities can be evaluated via Monte Carlo (see derivation section 6.5). This process is
identical to the one used in the stochastic reconfiguration optimization method [190].
We implicitly define our approximate probability p(c) as the stationary distribution of a Markov chain
whose state space is the many-body basis elements |c〉 and whose transition rule is defined by
Pr(c→ c′) ∝ |〈Ψ[β/2; c]|c′〉|2
We can now write a concrete algorithm to do a walk over this Markov chain. To take a Markov step
from |c〉 → |c′〉, we
• Write Û |c〉 as |Ψ[~α0]〉.
• Use projected imaginary time propagation to compute |Ψ[β/2; c]〉
• Use variational Monte Carlo to select a configuration |c′〉 from the distribution |〈c′|Ψ[β/2; c]〉|2.
Note that this Markov chain may alternately be viewed as a walk over the space of wavefunctions
|Ψ[β/2; c]〉 where Pr(|Ψ[β/2; c]〉 → |Ψ[β/2; c′]〉) ∝ |〈Ψ[β/2; c]|c′〉|2. The Markov chain used in our approach,
restricted to the space of MPS states and without the projection or operator Û , is the one used in METTS;
there, though, steps on the Markov chain are implemented differently. Notice this is a legitimate Markov
chain for any set of wave-functions as it is memoryless and therefore is guaranteed to reach its station-
ary distribution p(c) in the long term limit. In the case where |Ψ[β/2; c]〉 is exactly equal to |Ψ̃[β/2; c]〉,
this Markov chain has the stationary distribution p̃(c) (see derivation section 6.5 for proof). Thus, when
|Ψ[β/2; c]〉 ≈ |Ψ̃[β/2; c]〉, we expect p(c) ≈ p̃(c).
It is worth stepping back a moment and recognizing what we’ve achieved. Starting with some variational
space defined by |Ψ[~α]〉, we’ve implicitly defined an approximate FTDM that is a purification over an
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Note that this is still a valid density matrix, in that ρ̂ is Hermitian and satisfies Tr(ρ̂) = 1. In the limit where
our space includes all wave-functions of the form exp[−τĤ/2]Û |c〉 for all |c〉 in the basis and all 0 ≤ τ ≤ β,
this reduces to the exact FTDM, in the same spirit that variational Monte Carlo becomes exact when the
space includes the true ground state.
This purification is too large to explicitly enumerate. However, we can nonetheless compute the wave-
functions |Ψ[β/2; c]〉 as well as sample from p(c) by doing a random walk over the Markov chain described
above; as we’ll see below, this is all that is necessary for computing finite temperature properties of this
density matrix.
Note that, unlike in ground state VMC, there is no optimization step; the approximate FTDM is naturally
close to the actual FTDM, and the only adjustment that can be made to our approximation is changing the
underlying variational space. Where ground state VMC takes a set of variational wavefunctions as input
and optimizes to select the best one, the VAFT algorithm takes a set of variational wavefunctions as input
and produces a density matrix that is a weighted linear combination of all of them. (Nonetheless, we will
see later that we can still choose the best set of wave-functions among many such sets).
Up to reasonable assumptions about mixing times, this sampling is polynomial and therefore scales well
with system size. The VMC steps involved in the projected imaginary propagation, the VMC in sampling
the new |c′〉, and the overall Markov chain can be readily parallelized. The VMC steps can be parallelized
by distributing the VMC walkers across multiple processors, while the overall Markov chain can be run
independently on multiple processors in order to obtain independent samples of p(c). Since the main aspects
of the algorithm are applying P̂ (1 − τĤ) to a variational wavefunction and sampling from a variational
wavefunction, working at finite temperature requires minimal modifications to an existing VMC code that
does optimization using the stochastic reconfiguration method.
In fig 6.1, we plot the energy of the state as our algorithm runs. There are two things going on here. The
overall Markov chain takes place over the basis elements Û |c〉 denoted by the green circles, or equivalently
over the wavefunctions |Ψ[β/2; c]〉 denoted by the red squares. To get from the green circles to the red
squares, we use projected imaginary time propagation (analogous to stochastic reconfiguration optimization)
to apply P̂ (1 − τĤ) repeatedly. As we apply P̂ (1 − τĤ), the energy steadily decreases, until we reach the
red squares, where the state has been evolved for an imaginary time of β/2. Note that while we use Monte
65
Carlo to apply the time evolution, the time evolution is, up to statistical noise, deterministic. We calculate
observables at the red squares (see below). For example, to calculate the energy, we average the energies of
the wavefunctions at the red squares; this average energy is shown as the dashed line. After each imaginary
time propagation, we select a new |c〉 from our wavefunction, which causes the energy to jump discontinuously
to the next green circle.
Figure 6.1: Energy as a function of imaginary
time for a 4× 4 square Heisenberg model, β = 1,
using nearest neighbor Huse-Elser states (see be-
low). The green circles indicate the beginning
of each Markov step, while the red squares indi-
cate the end of each Markov step. The arrows
show the progression of the Markov chain from
one step to the next. Each Markov step lasts
β/2 = .5. Observables are calculated at the red
circles. The dashed red line indicates the average
energy of the system.
There are a number of approximations in our simu-
lation. The fundamental approximation comes from as-
suming some variational space of wavefunctions. There
are two additional systematic approximations. First, we
have introduced a time step error τ coming from approxi-
mating exp[−τĤ] ≈ (1−τĤ). Second, we have estimated
the values of (S)ij and hj using VMC, so these quantities
have statistical error associated with them which go away
as the Monte Carlo run becomes arbitrarily long.
6.1.1 Observables
To compute the finite temperature expectation value of
an observable Ô in our algorithm, we compute Tr(ρ̂Ô)
using our approximation to the FTDM:








is simply the expectation value of Ô in the state |Ψ[β/2; c]〉. Thus, to compute 〈Ô〉, we simply average
the expectation values 〈Ô〉c across the samples |Ψ[β/2; c]〉 generated by our Markov chain. To compute
〈Ô〉c we use the Metropolis algorithm [191] to sample basis elements |c′〉 from |〈c′|Ψ[β/2; c]〉|2, then average
〈c′|Ô|Ψ[β/2; c]〉/〈c′|Ψ[β/2; c]〉 over these samples. We can compute both diagonal and off-diagonal observ-
ables with this method; for example, in fig 6.1, we’ve computed the expectation value of the off-diagonal
observable Ĥ.
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Thus, rather than averaging the 〈Ô〉c over the samples, we may also estimate 〈Ô〉 by averaging 〈c|Ô|c〉 over
the samples. However, this latter estimate for Ô will generally have greater variance.
6.1.2 Low Temperature Limit
While our algorithm is designed to compute finite-temperature properties, we can consider whether it
smoothly interpolates to the ground state density matrix |Ψ[~αg]〉〈Ψ[~αg]| where |Ψ[~αg]〉 is the wave-function
in our variational space with lowest energy. It is straightforward to see that if |Ψ[~αg]〉 can be reached
from any configuration Û |c〉 via projected imaginary time evolution, then this variational ground state limit
emerges naturally. At low temperature (β →∞) any initial basis configuration Û |c〉 will likely have overlap
with the ground state. Thus, Û |c〉 will propagate down to the variational ground state in one application of
exp[−βĤ/2]. However, depending on the variational space, it may be the case that the ground state can’t be
reached from all basis elements Û |c〉; instead the imaginary time evolution exp[−βĤ/2]Û |c〉 may get stuck
in local energy minima. In such a case, our algorithm does not cleanly extrapolate to the variational limit
and must have worse average energy (although it is less obvious whether other properties will be better or
worse). As the variational space gets sufficiently large, however, this difference disappears.
6.1.3 Tailoring to an ansatz
The VAFT algorithm is general and can work with any variational space Ψ[~α], provided it includes the
product states {Û |c〉}. The technically challenging part of the algorithm involves computing the imaginary
time propagation step. There are two technical pitfalls in this implementation that must be considered when
implementing VAFT in a new variational space: linear dependence of the derivatives, and undersampling in
the VMC.
A single imaginary-time step is propagated in the subspace of derivatives {|Ψi〉}. These derivatives may
form a linearly dependent set causing S−1 to be singular. Even when the {|Ψi〉} are only approximately
linearly dependent, the time evolution may fail; in this case, S−1 will have very large entries, which causes
the parameters ~α to change by a large amount (see eqn 6.2). Since the propagation is based on first-order
approximations to δ~α, we may have to choose a very small τ for the approximation to still be valid. This
can be formally resolved in various ways such as dropping parameters or using a pseudo-inverse. It should
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be pointed out that in the case where we have significant linear dependence the approximate projected
imaginary time evolution may be less accurate because of the lower-dimensional space.
For most ansatz, we find this linear dependence to be most severe near a product state, |c〉, where many
of the derivatives |Ψi〉 become identically zero. To solve this linear dependence, one can choose a Û such
that Û |c〉 has all nonzero derivatives.
Undersampling during the VMC generally causes the estimates of (S)ij to not converge properly. To












We compute this sum by sampling basis elements |c〉 from |Ψ〉. However, if there exist |c〉 such that Ψ(c) ≈ 0,
but Ψj(c)Ψi(c) 6= 0, our sampling will essentially ignore this |c〉, even though it is important for estimating
the overlap. Thus, we undersample relevant basis elements.
Undersampling, like linear dependence of derivatives, is most severe near a product state |c〉. In this case,
every configuration |c′〉 6= |c〉 satisfies Ψ(c′) ≈ 0, though many of these |c′〉 are relevant for computing the
overlap. There are two possible remedies to the undersampling problem. The classical approach is to sample
using another probability distribution which doesn’t undersample these configuration while modifying the
measured properties to keep the integral the same. For example, one might sample |Ψ〉 +
∑
i ai|Ψi〉 rather
than |Ψ〉. Alternatively, one can choose a Û such that Û |c〉 has weight on all relevant basis elements. In
both cases, we end up sampling from something far from a product state, as desired.
We will see an example below of choosing a Û which solves both of these problems simultaneously for
the Huse-Elser ansatz.
6.2 Example







where the sum runs over all nearest neighbor sites of the lattice. We sample from the grand canonical
ensemble, in which the total Sz is allowed to fluctuate. The finite temperature properties of this model
can be efficiently simulated by the stochastic series expansion (SSE) method[192, 193]; thus, it provides an
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ideal test for our approximate algorithm. Note that while the SSE algorithm does not have a sign problem









with σi = ±1 alternating between adjacent sites. We also calculate the energy, and an estimate of the free
energy.
For this example, we use Huse-Elser variational states [178]. If we let ci = ±1 label the spin of the
ith particle in our lattice, the most general state |Ψ〉 can be written as
∑
c1,..,cn
Ψc1,...,cn |c1, ..., cn〉, where
Ψc1,...,cn is an arbitrary set of complex coefficients. In a Huse-Elser variational space, Ψc1,...,cn is restricted









j is an arbitrary complex number that depends only on some subset of the lattice
{cj1 , ..., cjk}. Each Cj is called a correlator, and the subset {cj1 , ..., cjk} is called the support of the cor-
relator. We can specify a Huse-Elser variational space by specifying the supports of all the correlators.
Three examples of possible correlator arrangements are shown in fig. 6.2. As we increase the number of
wavefunctions in our variational space, by either increasing the number of correlators or increasing the size
of the correlators, we will more accurately reproduce the imaginary time evolution.
Figure 6.2: Three possible arrangements of cor-
relators on a lattice. Each shaded bubble rep-
resents the support of one correlator. Counter-
clockwise from the upper right: Nearest neighbor
pairs, 2 × 2 plaquettes, all pairs. Bottom right:
The variational space defined by “nearest neigh-
bor pairs” is a subset of both “all pairs” and
“2 × 2 plaquettes”, while “all pairs” and “2 × 2
plaquettes” are, naively, incomparable.
The most natural basis {|c〉} for the Huse-Elser states
is the basis of Ŝz product states, since these basis el-
ements can be sampled in the VMC. However, in this
basis, we suffer from both undersampling and linearly de-
pendent derivatives. In fact, for Huse-Elser states, when
|Ψ〉 = |c〉, many of the |Ψi〉 are identically zero. We solve
both of these problems by choosing Û to be the opera-
tor that rotates Ŝz product states to Ŝx product states.
This choice of Û commutes with Ĥ since Ĥ is invariant
under rotations, and it is clearly unitary. To be able to
cleanly represent the states Û |c〉 as Huse-Elser states, we
add a set of single site correlators to our correlator ar-
rangements.
After this rotation no derivatives are zero, and Û |Ψ〉 has weight on all basis elements |c〉, so both problems
69
Figure 6.3: Above: Squared staggered magnetiza-
tion as a function of β for a 4 × 4 square Heisen-
berg model. Inset: Enlarged version of the boxed re-
gion. Below: The timestep τ used for approximating
exp[−βĤ/2].
Figure 6.4: Above: Squared staggered magnetiza-
tion as a function of β for a 8 × 8 square Heisen-
berg model. Inset: Enlarged version of the boxed re-
gion. Below: The timestep τ used for approximating
exp[−βĤ/2].
are solved simultaneously. An additional effect of this rotation is to mix Sz spin sectors, so we are indeed
sampling from the grand canonical ensemble.
We plot our results in figs 6.3 and 6.4. In fig 6.3, we plot the results for three different classes of Huse-
Elser states on a 4×4 Heisenberg lattice, as well as the (essentially) exact result from SSE. In fig 6.4 we plot
the results for one class of Huse-Elser states on an 8× 8 lattice, and the corresponding SSE results. In both
cases, it is necessary to use a smaller timestep τ at lower β. It is surprising to note that despite the restriction
to a variational space, for β ≤ 1.4, we accurately predict the staggered magnetization, while as β grows, our
algorithm still produces a qualitatively similar curve as the true result. The divergence from the true result
occurs because we can no longer represent e−τĤ |c〉 in our variational space for all 0 < τ < β/2. We also
see in fig 6.3 that as we add wavefunctions to our variational space, the variational estimate approaches the
true answer.
To find the best variational space, we can compare the free energies. Each run of our algorithm gives
us an approximate density matrix ρ̂(β) =
∑
c |Ψ[β/2; c]〉〈Ψ[β/2; c]|, where the sum runs over the samples
|c〉 from the Markov chain. The “best” density matrix should be the one that minimizes the free energy,
F (β) = E(β)−S(β)/β. We don’t compute the entropy S(β) directly; instead, we estimate it from the E(β)
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This will not produce the exact entropy S(β) = Tr(ρ̂(β) ln(ρ̂(β))) of our approximate density matrices, but it
will produce an approximation to S(β) based on the entire E vs β curve. We will then get an approximation
to F (β) which also depends on the whole curve.
Figure 6.5: Energy, entropy, and free en-
ergy as a function of β for the 4×4 Heisen-
berg lattice. The free energy is lowest for
the “all pairs” correlator arrangement, in-
dicating this correlator arrangement gives
the best estimate for the density matrix.







to our energy data, where the Ei and Di are parameters rep-
resenting energies and densities of states, respectively. The
results of this fit for the 4× 4 lattice are shown in fig 6.5. The
free energy systematically decreases as we increase the num-
ber of parameters in our variational space, indicating that “all
pairs” gives a better density matrix than “plaquettes”, which
gives a better density matrix than “nearest neighbor pairs.”
Note that this ordering is consistent with the fact that “pla-
quettes” and “all-pairs” are supersets of nearest-neighbor pairs.
This approach allows us to compare our estimates, even in the
absence of the exact SSE result.
Figure 6.5 also shows that for large β, our algorithm gives
us an estimate of the ground state energy. However, this esti-
mate is strictly worse than ground state VMC. This is because
not every configuration |c〉 in our Markov chain is able to prop-
agate down to the lowest energy state in the variational space.
Instead, many get stuck in local minima. Thus, the estimate
for the energy at large β is an average over local energy minima,
and not the minimum energy wavefunction in our variational
space.
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6.3 PIMC and METTS
VAFT (when Û = 1) can either be viewed as a generalization of METTS to variational spaces besides
matrix product states, or a modification of two-bead PIMC where one replaces the stochastic imaginary
time evolution with a variational time evolution.
As mentioned previously, METTS uses the same Markov chain to sample from p(c) as in our algorithm,
with the restriction that the wavefunctions |Ψ[β/2; c]〉 are written as matrix product states. With this
restriction, (1− τĤ) can be efficiently applied using DMRG techniques rather than Monte Carlo. Thus, our
algorithm may be viewed as an extension of METTS to general variational states via VMC methods.







where each i represents a bead on the path. PIMC works by sampling paths {ci} with appropriate weights





A local update that samples this distribution is
• Chose a new |c1〉 with probability proportional to |〈c1| exp[−βĤ/2]|c2〉|2
• Chose a new |c2〉 with probability proportional to |〈c1| exp[−βĤ/2]|c2〉|2
This is identical to our Markov chain, provided we calculate |〈c1| exp[−βĤ/2]|c2〉|2 using our variational
approximation to exp[−βĤ/2]; thus, VAFT may be viewed as a two-bead PIMC in which exp[−βĤ/2] is
applied variationally.
We also see that in this point of view, METTS can be viewed as a two-bead PIMC in which exp[−βĤ/2]
is applied using matrix product states.
6.4 Discussion
While we benchmarked VAFT on the bipartite Heisenberg lattice, VAFT is general and can be applied in
any setting, including continuum models, fermions, and frustrated magnets. In particular, since VAFT has
no sign problem, it can be applied in cases where many other Monte Carlo methods fail. Variational Monte
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Carlo has been the de-facto standard for understanding strongly-correlated ground states and VAFT allows
this success to translate to finite temperature. Notice, that VAFT also can work with any ansatz.
While this work has been focused on a variational approach, it is interesting to note that the ideas
presented here can be used to generate an alternative finite temperature projector QMC approach com-
plementing approaches such as DMQMC [194–196] and finite temperature AFQMC [197, 198] as well as
improve calculations in path-integral Monte Carlo. While the details of these methods will be outlined in
upcoming works [199], here we mention some general aspects of the basic approach.
With respect to projector quantum Monte Carlo, one can replace the variational imaginary time evolution
in VAFT with a stochastic time evolution. This replacement re-introduces a sign problem which then must
be separately attenuated by, for example, annihilation in FCIQMC [200] or fixed-node/phase approaches in
other flavors of QMC [201–203]. Such attenuation techniques have been very successful in the ground state.
Generalizing VAFT to projector QMC requires additional effort in the sampling of |〈c|Ψ〉|2.
This approach may also be used to improve the restricted path integral Monte Carlo algorithm (RPIMC)
[204, 205]. In RPIMC, one avoids the sign problem by assuming a sign structure for the density matrix
ρ̂. However, the results of RPIMC depend on accurately determining the sign structure. We can compute
exp[−βĤ]|R〉 within our variational space for any configuration |R〉, therefore letting us evaluate the sign
of the many body density matrix ρ̂(R,R′;β). This technique also has positive implications for the low-
temperature ergodicity problems seen in PIMC.
6.5 Derivations
Here we prove several results stated without proof in the text. Namely, we show that the stationary distri-
bution of the ideal Markov chain is p̃(c), that eqn 6.1 is maximized by choosing ~α′ according to eqn 6.2, and
that both hi and (S)ij from eqns 6.3 and 6.4 can be calculated via Monte Carlo.
First, we show that the ideal Markov chain has the stationary distribution p̃(c). To accomplish this, we




and show that a single step of the Markov chain leaves the system in the same probability distribution. In
other words, we show ∑
c
p̃(c)Pr(c→ c′) = p̃(c′)
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where Pr(c→ c′) is the transition probability of our Markov chain. We first note that












Thus, we may write
∑
c




















Therefore, the stationary distribution is indeed p̃(c).
Next, we prove eqn 6.1 is maximized by eqn 6.2. Maximizing eqn 6.1 is equivalent to setting the
derivatives with respect to ~α′ to zero. Writing ~α′ = ~α + δ~α, we work to first order in δ~α and τ . For






















































































Comparing this to eqn 6.3 and eqn 6.4, we see this is equivalent to
(S)ijδαj = −τhi (6.7)
from which eqn 6.2 immediately follows. We’ll note that for this derivation to imply 6.2, S need not be
two-sided invertible; it suffices for S−1 to be a right inverse to S.
Finally, we show that both hi and (S)ij can be evaluated using Monte Carlo. We rewrite each term in







































From these equations, it is clear that each term can be calculated by sampling the distribution |Ψ(c)|2. To






Advances in accurate and scalable methods for characterizing the performance of quantum gates are critical
for the realization of large-scale reliable quantum computers. Quantum process tomography can, in theory,
completely characterize an unknown quantum channel [206–209], but requires resources that scale exponen-
tially in the number of qubits [209]. In addition, any tomographic approach will also include the effect of
state preparation and measurement (SPAM) errors, which may be of the same order as the gate error that
is being characterized.
Randomized benchmarking (RB) [210–213] provides a method to scalably characterize gates that form
a group G with the additional mathematical property of being a “unitary 2-design” [214], most frequently
the Clifford group [215–217]. Rather than completely characterizing a noise channel, RB determines the
average fidelity, a standard measure of gate quality that can be related to other common measures such
as entanglement and process fidelity [218, 219] and used to bound the gate error rate [220]. RB works by
experimentally measuring the overall fidelity of a random circuit as a function of the number of applied gates
U ∈ G and fitting this to an exponential decay. The parameters of the decay then determine the average
fidelity of a single gate. Unlike tomographic methods, RB provides an estimate for the average fidelity that
is independent of SPAM errors.
Standard RB, however, is limited to groups that form a unitary 2-design and whose elements can be
efficiently compiled (i.e. decomposed) into elementary gates. This limitation prevents standard RB from
characterizing any set of quantum gates that are large enough to be universal for quantum computation [216,
217], and also prevents standard RB from characterizing smaller subgroups of 2-designs. There are ongoing
efforts to extend RB to a larger class of gates. Interleaved RB was proposed to characterize individual
Clifford group elements [221] as well as the T -gates needed for universal quantum computation [222], but
these methods are specific to the gates considered and only produce bounds on the fidelity. Ref. [223]
developed a method to extract the fidelity of the dihedral group on one qubit, which is not a unitary 2-
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design and includes the T gate, while [224] proposed a method of extending dihedral RB to an arbitrary
number of qubits. Refs. [225, 226] extended this work by deriving decay formulas for the fidelity of random
circuits of arbitrary groups, but these formulas involved fitting sums of multiple exponentials, and the decay
parameters could not be related to the average fidelity. Ref. [227] introduced character RB to address these
limitations, providing a method that only requires fitting a single exponential decay and directly predicts the
average fidelity. However, this was only explored for “multiplicity-free” groups, a mathematical limitation
on the group’s representations (see below).
In this work, we provide a generalization of character RB that applies to groups with multiplicity, which
we underpin with rigorous derivations. This rigor enables us to provide conditions under which instantiations
of the framework yield practical RB protocols. We illustrate our generalized approach with applications to
three distinct situations of practical interest: benchmarking of gates with subspace preserving properties,
characterization of leakage, and benchmarking of the matchgate group.
Our main contributions include:
• We provide a derivation of character RB for non-multiplicity-free groups G. This RB method allows
us to directly predict the average fidelity of the gates in G as in [227] but unlike [225, 226]. For non-
multiplicity-free groups, our method potentially requires fitting a sum of multiple exponentials rather
than a single exponential; however, the number of exponentials is significantly reduced compared to
[225, 226].
• As a primary motivation for this generalization, we improve the recently introduced subspace RB [228]
designed to characterize gates that preserve a subspace of the full Hilbert space. Our generalization,
and its rigorous derivations, has immediate application to near-term quantum processors, including to
benchmarking the gates implemented on the ion-trap quantum processor benchmarked in [228]. Gates
that preserve a proper subspace can never form a 2-design, and are never multiplicity-free, necessitating
a generalized RB procedure. The original work on subspace RB established decay formulas for the
fidelity of certain random circuits but could only give loose bounds on the average fidelity of the gates;
our method, in contrast, allows us to directly estimate the average fidelity using a similar number of
experiments as the original subspace RB. While we illustrate our approach for the UZZ gate seen in
[228], the method can be applied directly to other gates with the same SWAP symmetry as the UZZ
gate. It also provides grounding for benchmarking gates with other subspace-preserving symmetries,
though creativity will be required to determine when and how these gates can be combined with single
qubit gates to obtain a group with the properties that yield a practical character RB protocol. The
rigorous derivations underlying our approach enables us to provide examples of noise under which
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the estimated fidelity yielded by [228] deviates substantially from the exact fidelity provided by our
method.
• We present a new protocol for leakage RB [229–231], a benchmarking protocol designed to characterize
qubits that can “leak” into a non-computational section of the Hilbert space. Our approach reduces
the assumptions on control in the leakage subspace required by the original leakage RB work [231].
Such control is frequently unrealistic for quantum hardware. Our approach can be applied immediately
to determine certain leakage channel error rates in, for example, quantum dot architectures, though
further research will need to be done to obtain a leakage RB protocol that enables the determination
of more general parameters including the average fidelity on the computational subspace.
• We introduce a new scalable RB procedure for the matchgate group [232], a class of quantum circuits
that, like the Clifford group, is efficiently simulable [232–235] but is very close to universal [234–240].
This procedure necessarily requires the full non-multiplicity-free character RB, and represents, along
with the dihedral group [224, 227], one of the few non-Clifford groups that can be scalably benchmarked.
Non-multiplicity-free character RB is a general framework for benchmarking groups of quantum gates.
It provides a method for characterizing individual gates when the gates can be combined into operations
that form a group, as we illustrate in the case of subspace RB. This RB framework also expands the
family of groups that can be scalably benchmarked, as we demonstrate with the matchgate group. Scalable
benchmarking protocols are necessary to measure gate quality in large quantum processors, especially in the
presence of non-local errors such as crosstalk. While we provide one new example of a scalable benchmarking
protocol, we expect the framework of non-multiplicity-free character RB will lead researchers to develop
further scalable examples. Benchmarking multiple overlapping groups (or subgroups of groups) may allow
more accurate error characterization. While it remains an art to find the groups and constructions that yield
practical character RB protocols, we expect the grounding that our work provides to support the discovery
of practical protocols for various gate sets in a variety of quantum devices in the years to come.
Our paper is organized as follows. Section 7.2 provides mathematical background on the Liouville repre-
sentation and the definition of average fidelity. Section 7.3 outlines the full non-multiplicity-free RB protocol,
and proves that it correctly estimates the average fidelity of the gates. The next sections consist of applica-
tions. Section 7.4 demonstrates how our method can be used to rigorously estimate the fidelity of gate sets
that preserve subspaces, such as those studied in [228]. Section 7.5 applies our framework to formulate a
leakage RB protocol with fewer assumptions than the current state-of-the-art [231]. Section 7.6 reviews the
matchgate group, and describes how our method can be used to derive a scalable RB protocol for this group.
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Each of our applications are accompanied by computer simulations of benchmarking experiments; all our
computer simulations can be reproduced in under a day on a standard laptop. We conclude in Section 7.7
with discussion of possible extensions of our work, including some of the challenges. We relegate technical
details to a derivation section at the end, including Section 7.8.1 which demonstrates that our method is
robust to gate-dependent errors, and Section 7.8.2 which provides a self-contained and straightforward proof
that generalizations of the Clifford group to qudits for d prime form a unitary 2-design, which may be of
independent interest.
7.2 Mathematical Preliminaries
In this chapter, we use the Liouville representation of quantum channels. In the Liouville representation,
given some fixed basis {|i〉} of our Hilbert space H, a density matrix ρ =
∑
ij ρij |i〉〈j| is represented by a
column vector |ρ〉〉 =
∑
ij ρij |i〉 ⊗ |j〉, where we use a double-bracket |·〉〉 to distinguish elements of H ⊗H
from elements of H. In the case of a pure state ρ = |ψ〉〈ψ| we will also sometimes write |ψ〉〉 in place of |ρ〉〉.




i is represented by a matrix Λ̂ =
∑
iAi ⊗ A∗i . In this representation,
matrix multiplication corresponds to composition
Λ̂1 ◦ Λ2 = Λ̂1Λ̂2,
matrix-vector multiplication corresponds to applying a quantum channel
Λ̂|ρ〉〉 = |Λ(ρ)〉〉,
and the inner product of two vectors corresponds to the Hilbert-Schmidt inner product of the corresponding
density matrices
〈〈σ|ρ〉〉 = Tr(σ†ρ).
In particular, if M is a projector into some measurement outcome, the overlap 〈〈M |ρ〉〉 gives the probability
of measuring M from a state ρ. For a more detailed treatment of the Liouville representation, see [241].
Given a unitary group G acting on our Hilbert space H, the natural action of U ∈ G on density matrices
is given by U(ρ) = UρU†. In the Liouville representation, such an operator is represented by Û = U ⊗ U∗.
The map φ : U 7→ U ⊗U∗ forms a representation [242] of the group G on H⊗H that we will refer to as the
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where |G| is the order of the group. We can also define the G-twirl by compact groups by replacing the
discrete average by the integral over the Haar measure. As we will see, ΛG has properties similar to the
original channel Λ, but it has a simpler structure that makes it more tractable to study.
If a noisy implementation of a gate U results in applying the channel (Λ ◦ U), we want to characterize
how close the noise channel Λ is to the identity. We will focus on one common measure of noise, the average




Here, dψ is the unitary-invariant Haar or Fubini-Study measure on H. The integrand 〈〈ψ|Λ̂|ψ〉〉 is the
probability of preserving a state |ψ〉 after the noise operator Λ has been applied. The average fidelity is then
simply the average of this probability over all possible input states.
7.3 The generalized character randomized benchmarking
procedure
Let G be the unitary group on H that we wish to benchmark. We will assume G is either finite or compact, so
that every unitary representation decomposes into irredicible representations. Let φ : G→ L(H⊗H) be the
natural representation ofG, which decomposes into irreducible representations as φ ' a1φ1⊕· · ·⊕aIφI , where
ai ∈ Z+ is the multiplicity of the irrep φi. Let H⊗H '
⊕
iC
ai ⊗Hi be the corresponding decomposition of
Hilbert space, such that each φi acts nontrivially only on a single copy of Hi. We will make the standard RB
assumption that the gate error Λ associated with U ∈ G is independent of U , although this can be relaxed
[227, 243–245](see Section 7.8.1).
Let G ⊆ G be a subgroup of our unitary group with natural representation φ ' a1φ1 ⊕ · · · ⊕ aIφI and
corresponding decomposition H ⊗H '
⊕
iC
ai ⊗Hi. We choose G such that for every i ∈ {1, ..., I}, there
exists a corresponding i ∈ {1, ..., I} such that Cai ⊗ Hi ⊆ Cai ⊗ Hi. One may satisfy this condition by
choosing G = G, but we will see below that for this procedure to scale with the number of qubits we must





Our RB procedure consists of the following steps:
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1. For each i ∈ {1, ..., I}, choose an initial state |ρi〉〉 and measurement projector |Mi〉〉 such that
|〈〈Mi|P̂i|ρi〉〉| is large as possible (see Section 7.3.3 below), where P̂i is the projector onto Hi.
2. For a given N , choose unitaries U0 ∈ G and U1, ..., UN ∈ G randomly and uniformly (note elements
can be repeated). In the case of a compact group rather than a finite group, choose elements according
to the Haar measure. Compute UN+1 = U
†
1 · · ·U
†
N .
3. Prepare the state |ρi〉〉. Apply the gates (U1U0), U2, ..., UN+1 sequentially, where (U1U0) is compiled
as a single element of G.
4. Perform a measurement of the observable Mi.










for each i, where PrU0,...,UN+1 is the probability of measuring |Mi〉〉 after applying gates (U1U0), ..., UN+1
to |ρi〉〉, including the effect of gate and SPAM errors.
6. Repeat steps 2-5 for different values of N .







where the Ci,j and λi,j are (possibly complex) fitting parameters independent of N . Note that if χi is
complex we may have Si complex, but if χi is real the Ci,j and λi,j are restricted to be real or come
in complex-conjugate pairs.












where d := 2n is the dimension of Hilbert space.
A similar RB procedure was first proposed in [227] for groups with all ai = 1, the so-called multiplicity-
free groups. In this case, each character-weighted survival probability becomes a single exponential decay.
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Character RB had been previously proposed for the multiplicity-free dihedral group on one qubit [223], and
a related approach has been used to simplify standard RB [246].
We note if we omit the initial gate U0 and the character-weighting χ
∗
i
(U0), we get the method of [224–226];





the λi,j then requires fitting all the parameters Ci,j and λi,j simultaneously, and quickly becomes infeasible
for a modestly large number of parameters. We see that while both our method and the method of [224–
226] involve simultaneously fitting multiple exponential decays, our method significantly reduces the number
of parameters in each fit. For example, if φ ' 2φ1 ⊕ φ2 ⊕ φ3, our method requires fitting three functions,
corresponding to φ1, φ2, and φ3, where the first function is a sum of two exponential decays and the latter two
functions are single exponential decays. In contrast, [224–226] require fitting a single exponential function
that is the sum of four exponential decays, one for each copy of each irrep. In addition, the method of
[224–226] cannot determine FΛ, because it is not possible to match the observed parameters {λi,j} to their
corresponding Hi in order to use Eq. 7.5.
The remainder of this section is devoted to deriving this procedure, for groups that are not necessar-
ily multiplicity-free. Much of this is a straightforward extension of the derivation of [227], although the
generalization to gate-dependent noise (Section 7.8.1) is much less straightforward.
7.3.1 Deriving the decays
To derive the form of the character-weighted survival, Eq. 7.4, we will need two facts from representation
theory.
Fact 1 (Schur’s Lemma). Let φ : G → L(V ) be a representation of a group G on a vector space V , which
decomposes into irreducible representations as φ ' a1φ1 ⊕ · · · ⊕ aIφI , where ai ∈ Z+ are positive integers.
The corresponding decomposition of V is V '
⊕
iC
ai ⊗ Vi. In terms of this decomposition, any linear map




Q̂i ⊗ 1̂i (7.6)
where Q̂i is some ai × ai matrix for each i.
Fact 2 (Projection formula). Let φ and V be as above. Given an irrep φi : G→ L(Vi), define the character









For proofs of both facts, see [242].
Given these results, we can prove the key property of G-twirls that allows us to compute the average
fidelity.
Theorem 1 (Form of G-twirls). If G is any unitary group acting on H, let φ ' a1φ1 ⊕ · · · ⊕ aIφI be the
decomposition of the natural representation into irreps, and let H⊗H '
⊕
iC
ai ⊗Hi be the corresponding




Q̂i ⊗ 1̂i , (7.8)
where Qi is defined as in Fact. 1.


















(Û ′Û)†Λ̂(Û ′Û) = Û Λ̂G
for any U ∈ G. We can then apply Fact 1.
We are now ready to derive the formula for the character-weighted survival probability Si(N). This
proof follows the logic of [227], adapted for non-multiplicity-free groups. Our notation assumes finite groups;
for compact groups, one simply replaces the discrete average over the group with an integral over the Haar
measure. Writing out Eq. 7.3 explicitly, including the effect of preparation and measurement errors ΛP and










〈〈Mi|Λ̂M Λ̂ÛN+1Λ̂ÛN · · · Λ̂Û2Λ̂Û1 Û0
P̂i
Λ̂P |ρi〉〉.
The sum over U0 gives the projection |G|P̂i/dim(Hi) according to Eq. 7.7. To do the sum over U1, ..., UN , we
can define new group elements D1, ..., DN by Di = Ui · · ·U1. In terms of the Di, we then have Ui = DiD†i−1,
with the convention that DN+1 = 1. Note that summing over U1, ..., UN is the same as summing over
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〈〈Mi|Λ̂M Λ̂ D̂†N Λ̂D̂N︸ ︷︷ ︸
Λ̂G





We can now easily perform the sum over the Di, since each sum just gives a G-twirl according to Eq. 7.1.


























where in the last line, we used the fact that the range of P̂i is included in C
ai ⊗Hi. We see that the effect of
the character-weighting is to produce a projector that restricts our attention to a single i. If we diagonalize
Q̂i as Q̂i =
∑ai
j=1 |ei,j〉〉λi,j〈〈ei,j | with 〈〈ei,j |ei,j′〉〉 = δj,j′ , then Q̂Ni =
∑ai
j=1 |ei,j〉〉λNi,j〈〈ei,j |, and we may











which is precisely the form given in Eq. 7.4. Notice that the λi,j depend only on the gate error Λ, and not
the SPAM errors ΛP ,ΛM which are absorbed into the constant prefactor.
7.3.2 Computing the fidelity
Finally, we prove the fidelity can be estimated according to Eq. 7.5. This was first derived in [226], although
we will adopt a simpler proof here using techniques introduced in [218, 219]. The key realization is that both
the fidelity and the trace of a channel are invariant under twirling by an arbitrary group: FΛ = FΛG and
Tr(Λ̂) = Tr(Λ̂G) (see Eq. 7.1). In particular, if we choose G to be the full unitary group it is known that
the full twirl of a channel is simply a depolarizing channel [218, 219]1:
Λ̂G :=
∫
dU Û†Λ̂Û = p1+ (1− p)1
d
|1〉〉〈〈1|. (7.9)
1In our notation, this can be seen by noting that the natural representation of the full unitary group decomposes into two
irreps which act on |1〉〉 and the orthogonal complement of |1〉〉, respectively, and then applying Fact 1.
84
In terms of the parameter p, we can directly compute FΛG = p+
1−p
d . Similarly, we can also directly compute
Tr(Λ̂G) = pd



















which, combined with Eq. 7.10, gives Eq. 7.5 as desired.
7.3.3 Scaling and Feasibility
We note that experimentally determining Si(N) requires Monte Carlo sampling of U0, U1, ..., UN . Each
term in this sample is bounded by maxU0∈G(|χi(U0)|) = dim(Hi). Therefore, the standard deviation of the
samples is bounded by dim(Hi), and the sample mean has uncertainty bounded by dim(Hi)/
√
no. samples.
To determine the relative uncertainty, we consider Si(N) ≈
∑ai






















We see that to efficiently benchmarking a group G, we must have I, ai, and dim(Hi) all small. I must be
small so that we only need to estimate a small number of character-weighted survival probabilities Si(N), ai
must be small so that we may fit a function with a small number of parameters, and dim(Hi) must be small
for our Monte Carlo estimation of Si(N) to converge quickly. Note that for any G the natural representation
satisfies
∑I
i=1 ai dim(Hi) = 4n where n is the number of qubits, so that choosing G = G will not suffice if
the number of qubits is large. In particular, to scalably benchmark a group, we must choose G so that the
number of irreps I grows slowly with n, the multiplicity ai of each irrep is bounded by a small constant,
and G has corresponding irreps Hi whose dimension grows slowly with n. These scaling considerations are
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similar to those discussed in [227] for multiplicity-free RB, except in our case we allow ai to be bounded
rather than strictly 1.
Note that the optimal |ρi〉〉 with largest |〈〈Mi|P̂i|ρi〉〉| is necessarily a pure state, since any mixed state
|ρi〉〉 =
∑




pγ |〈〈Mi|P̂i|ψγ〉〉| ≤ maxγ |〈〈Mi|P̂i|ψγ〉〉|.
Ref. [227] considered the case of mixed initial states, and included a protocol for sampling from a mixed
state |ρi〉〉 =
∑
γ pγ |ψγ〉〉 provided one can efficiently prepare the states {|ψγ〉〉}. However, we see that it
suffices to take the initial state to be one of the efficiently preparable |ψγ〉〉, which simplifies initial state
preparation.
Our scaling estimates are based on the typical case; however, there are a few worst-case failure modes.
First, the noise may have some symmetry that restricts 〈〈ei,j |P̂ī ≈ 0 for some (i, j). In this case, the
corresponding λi,j will not be accurately estimated by the fitting function. To remedy this, one may choose




such that each 〈〈ei,j | has overlap with at least one P̂i,α. This requires at








The modified character-weighted survival probability will require taking additional data to achieve the
same relative uncertainty, since the corresponding dim(Hi) =
∑
α dim(Hi,α) will be larger, but is otherwise
identical.
The fitting procedure may also have difficulty fitting multiple exponential decays [247, 248], especially if
the decay rates are similar [248]. In the case of similar decays, the fit might have numerous local minima;
worse, the fitting function might simply set the coefficient of one of the decays to zero and the corresponding
decay rate to some arbitrary value, and fit the curve using fewer exponential decays. This can be detected
during the fitting procedure, and corrected by either taking more data to more closely constrain the fit or
by simply fitting fewer exponential decays. For a detailed discussion of methods used to fit multiexponential
decays and their failure modes, we refer to [249–251].
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7.4 Application: Subspace randomized benchmarking
As an application of the general character RB method, we can improve on the recently introduced subspace
randomized benchmarking method [228]. Subspace RB characterizes the error associated with a group of
gates G that preserve a subspace of the Hilbert space. In [228], a benchmarking procedure is introduced
that yields two decay parameters that are functions of the noise channel, but the procedure does not give an
estimate for the average fidelity or other quantities with simple physical interpretations. The multiplicity-
free character RB of [227] is not directly applicable to this situation, as we will see that any group that
preserves subspaces necessarily decomposes into irreps with multiplicity. However, using our method we can
easily characterize the average fidelity of such gates.
To simplify our discussion, we will focus on the particular case discussed in [228]. The system considered in
[228] can implement arbitrary symmetric single qubit gates U1 := U ⊗U as well as the two-qubit entangling
gate UZZ := exp{−iπ4Z ⊗ Z}. The symmetric single qubit gates have negligible error compared to the
entangling gate, so the goal of the experiment is to characterize the fidelity of UZZ . This is accomplished
by combining the elementary gates into elements of a benchmarking group G, using a fixed number of the
relevant gate UZZ , and then designing an RB procedure to benchmark elements of G. It is straightforward to













This implies that every gate U ∈ G decomposes as U = UT ⊕US , with UT and US acting on the triplet and
singlet spaces, respectively.
Our method differs from the original in several ways. Most notably, we combine the elementary gates
into elements U ∈ G such that G forms a group. This requires a moderate increase in complexity of the
combined gates; [228] combined their gates into unitaries involving three UZZ gates, while our construction
requires four. However, in return for this increased complexity, our method offers several advantages. Rather
than estimate decay parameters with no clear physical interpretation, our method produces direct estimates
of the average fidelity. In addition, the derivation of the form of the exponential decays in [228] required
assumptions on the relative phases of UT and US that could not actually be realized on their experimental
platform. In contrast, our method yields rigorous decays thanks to the underlying group structure of G.
The original subspace RB can be extended to sets of gates G that preserve some arbitrary splitting of H
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into subspaces H = H1 ⊕H2 provided the set G can be written as
G = {U1,b1 ⊕ σU2,b2 : σ = ±, (b1, b2) ∈ B1 ×B2}
where G1 := {U1,b1 : b1 ∈ B1} and G2 := {U2,b2 : b2 ∈ B2} are groups and unitary 2-designs 2 (see below
for the definition of a 2-design) acting on H1 and H2 respectively (here, B1 and B2 are just index sets
for the groups G1 and G2). However, it is difficult to construct such a G in a way that is experimentally
relevant; indeed, [228] could not do this for the simple case of two qubits, and we avoid attempting such a
construction here. A more useful approach, which mirrors our approach below, is to construct an arbitrary
group out of the elementary gates and perform character RB on whatever irreps result. This method can
likely be used to benchmark other two-qubit gates that are symmetric under SWAP besides UZZ , and may
also prove useful for gates that preserve other subspaces.
7.4.1 Constructing the benchmarking group
Ref. [228] constructed their benchmarking set G using a generalization of the Clifford group [216, 217] to a
d-level system [252]. We will follow a similar procedure, modified to ensure G forms a group. For a d-level
system, analogues of the X and Z qubit operators are defined as [253]:
X|z〉 = |z + 1〉 Z|z〉 = ωz|z〉
where ω := e
2πi
d and addition is performed modulo d. These generalized X and Z operators are unitary but
not Hermitian, and the set {XaZb : a, b ∈ Zd} forms a (complex) orthogonal basis for the set of all d × d
matrices. Note that for d = 2 we recover the usual Pauli matrices.
Specializing to d = 3, define the generalized Pauli group as P := {ωηXaZb : η, a, b ∈ Zd}. The fact that
P is a group follows from the commutation relation ZX = ωXZ. The generalized Clifford group is defined
to be the set of all unitaries that stabilize P [252]:
GT = {U : UPU† = P}.
An element U ∈ GT is defined (up to a global phase) by its action on X and Z. Defining UXU† = ωηxXaxZbx
2Ref. [228] claimed it was sufficient to require G2 to be a unitary 1-design, but this appears to be an error. A similar error
was made in [231], from which much of [228] is derived.
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we see that we must have axbz − azbx =3 1, where =3 denotes equality mod 3. This is the only restriction
on ηx, ηz, ax, az, bx, bz [252], leading to a total of 216 elements of GT . We can find the action of U ∈ GT on




P := ηxa+ ηzb+ 2(a
2 − a)axbx + 2(b2 − b)azbz + abbxaz.
The action of U on a general density matrix then follows by linearity.
Figure 7.1: The elements of the benchmarking
group G are constructed by composing elemen-
tary gates as shown above to implement elements
of GT on the triplet subspace. Each group ele-
ment contains exactly four entangling gates.
Our benchmarking group G is constructed by combin-
ing the elementary symmetric gates to act as GT on the
triplet subspace, where the three levels |0〉, |1〉, |2〉 corre-
spond to the triplet basis |00〉, |01〉+|10〉√
2
, |11〉. The most
general composite gate is formed by alternatively apply-
ing U1 and UZZ gates to our qubits. A straightforward
calculation shows that if such a circuit applies an oper-
ator UT to the triplet subspace, its action on the singlet
subspace is necessarily given by (−1)nzωη det(UT )1/3, where nz is the number of entangling UZZ gates.
By varying the single-qubit unitaries U1, we find computationally that all elements of GT and all relative
phases ωη can be generated by circuits of exactly four UZZ gates, as shown in Fig. 7.1
3. In total, then, the
benchmarking group is given by
G := {UT ⊕ ωη det(UT )1/3 : UT ∈ GT , η = 0, 1, 2}
3Ref. [228] required a shorter circuit of only three entangling gates. However, this circuit cannot implement all relative
phases between the subspaces and thus does not result in a group.
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where the first summand acts on the triplet subspace and the second acts on the singlet subspace. Note
that every group element contains exactly four entangling gates, so the average fidelity of G gives a useful
measure of the fidelity of the entangling gate.
7.4.2 Irreps of the benchmarking group
Subrep Projector χi(UT ⊕ US)
HT0 P̂T0 = 13 |1T 〉〉〈〈1T |
1
HS0 P̂S0 = |1S〉〉〈〈1S |
HT⊥ P̂T⊥ = 1T − P̂T0 |Tr(UT )|2 − 1
HTS P̂TS = Projector onto HT ⊗HS Tr(UT ) Tr(US)∗
HST P̂ST = Projector onto HS ⊗HT Tr(UT )∗ Tr(US)
Table 7.1: Subrepresentations of the standard representation
for groups that preserve the triplet and singlet subspaces, and
their corresponding projectors and characters.
For G given above, the natural represen-
tation decomposes into the irreps HT0,
HS0, HT⊥, HTS , and HST , which are de-
scribed in Table 7.1. These are all clearly
subrepresentations of the natural repre-
sentation; for proof that they are in fact
irreducible, we will use the concept of a
unitary t-design [214].
Let S be a set of unitaries acting on
a space H. A balanced polynomial of
degree t is a polynomial in the matrix
elements of U and U∗ where each term
in the polynomial has degree d < t in
the elements of U and degree d in the
elements of U∗. S is a unitary t-design if for balanced polynomial p(U,U∗) of degree t, averaging p(U,U∗)








A classic example is the Clifford group, which forms a unitary 3-design [214, 254, 255].
The group GT forms a unitary 2-design [256] (see Section 7.8.2 for a proof). This allows us to prove the
representations in Table 7.1 are irreducible, using the following fact:








For a proof, see [242].



























where the second equality follows from the unitary 2-design property, and the third follows from the fact

















where the second equality follows from the unitary 2-design property and the third follows from the fact
that the direct representation of the full unitary group on HT is irreducible.
Note that HT0 and HS0 are two irreducible copies of the trivial representation, so that G is necessarily
non-multiplicity-free 4. The remaining irreps are all unique, since they have different character functions.
7.4.3 Benchmarking G














4It follows that G also cannot form a 2-design, as 2-designs are always multiplicity free; in particular, the natural represen-
tation of a 2-design decomposes into precisely two non-isomorphic irreps, acting on |1〉〉 and the orthogonal complement of |1〉〉
[214, 227].
91
Note that from our general form Eq. 7.4 we would expect that S0(N) is the sum of two exponential terms,
with each λ0,j corresponding to an eigenvalue of Λ̂G restricted to H0. However, we know that for trace-
preserving noise 〈〈1|Λ̂G = 〈〈1|, which implies that one of the eigenvalues is 1.
We define two different subgroups G1, G2 ⊆ G for our benchmarking procedure. We will use G1 to
construct S0(N) and ST⊥(N), and G2 to construct STS(N) and SST (N). We define
G1 := {XaZb ⊕ ωη : a, b, η = 0, 1, 2}
G2 := {Zb ⊕ ωη : b, η = 0, 1, 2}.
For G1, we can define the following character functions and their corresponding projectors:
χ0(X




|1T 〉〉〈〈1T |+ |1S〉〉〈〈1S |
χT⊥(X





We see that P̂0 projects into 2H0 ⊆ 2H0 and P̂T⊥ projects into HT⊥ ⊆ HT⊥, as required. We also see that
dim(HT⊥) = 1, so that ST⊥(N) will have the best possible relative error (see Section 7.3.3).
For G2, we can define the character functions and corresponding projectors
χTS(Z
b ⊕ ωη) = ωb−η
P̂TS = |T 〉|S〉〈T |〈S|
χST (Z
b ⊕ ωη) = ω−b+η
P̂ST = |S〉|T 〉〈S|〈T |
where |T 〉 := (|01〉+ |10〉)/
√
2 is the triplet state satisfying Z|T 〉 = ω|T 〉 and |S〉 := (|01〉 − |10〉)/
√
2 is the
singlet state. We again see that PTS projects into HTS ⊆ HTS and dim(HTS) = 1, so that STS(N) will also
have the best possible relative error.
92
As our initial states, we choose
|ρi〉〉 =

|00〉〉, i = 0, T⊥
|01〉〉, i = TS, ST
Here, we’ve restricted ourselves to initial states that are a mixture of Z-basis product states, for ease of
preparation.
As our measurement projectors, we choose
|Mi〉〉 =

|00〉〉+ |11〉〉, i = 0, T⊥
|01〉〉, i = TS, ST
Here, we’ve restricted our measurement projectors to correspond to Z measurements, for ease of measuring.







3 , i = 0
e−iπ/3
3 , i = T⊥
1
4 , i = TS, ST
Note that λST = λ
∗
TS , so it is unnecessary to compute both STS(N) and SST (N). Note also that λ0 and
λT⊥ are both necessarily real, as are C0 and B. The remaining parameters are complex. For convenience,
we will rotate ST⊥(N) by e
iπ/3 so that ST⊥(N) is approximately real.
We demonstrate our method by generating random error channels and simulating our RB procedure. To
generate a random error channel Λ on a d-dimensional Hilbert space, we generate a random unitary on a
(d2 + d) dimensional Hilbert space and trace out d2 auxiliary degrees of freedom; to adjust the fidelity, we
take a convex combination of the resulting channel with the identity channel. All channels generated by
this method are guaranteed to be completely positive trace-preserving (CPTP), thus valid error channels,
and every CPTP channel can be generated via this method [241]. For each error channel, we take data
at 15 different values of N , and sample unitary operators at each value of N until we have applied a total
of 150, 000 unitary operators in total. For each string of unitary operators, we perform full state-vector
simulation to apply the RB sequence of operators, and then generate a measurement outcome of 0 or 1 using
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Figure 7.2: The predicted and measured character-
weighted survival probability for a random error
channel. The exact decay (green) is an exponential
decay given by Eq. 7.11. We estimate Si(N) by ap-
plying random gates and measuring the final state
(blue points). The data is fit to an appropriate func-
tion (orange) from which we estimate the fidelity.
.
Figure 7.3: The exact and estimated fidelity for a
selection of randomly generated error channels. Each
estimate was based on data taken over 15 different
lengths N . Each estimate was arrived at by apply-
ing a total of 150,000 benchmarking group elements.
This is the same number of elements applied in the
experiment described in [228]. The diagonal line de-
notes the points where the exact and estimated fi-
delities are equal. The data agree with the line with
a reduced χ2 value of .9, indicating good agreement.
Note that the error bars are derived from statistical
uncertainty in the data, and vanish in the limit of an
infinite number of data points
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the appropriate probability, and compute the character-weighted average. In Fig. 7.2, we show the exact
value of Si(N), the data we take to estimate Si(N), and the fit to Si(N) according to Eq. 7.11 for a single
random error channel Λ.
From the fit data, we can estimate FΛ by applying Eq. 7.5:
FΛ =
1 + λ0 + 8λT⊥ + 3λTS + 3λST + 4
20
. (7.12)
Note that the imaginary parts of λTS and λST always cancel to give a real FΛ as expected. We use this
formula to estimate the fidelity of our randomly generated error channels, and compare our estimate to the
true fidelity in Fig. 7.3. We see that the true fidelity and the estimated fidelity agree within the error bars
set by the uncertainty of our fits.
We can directly compare this with the original subspace RB method [228]. That method served to
estimate only λ0 and λT⊥ (t and r in their notation), and they could only form a measure of gate fidelity
using these quantities. They defined a so-called “extended sub-fidelity” F̃Λ, which they obtained by replacing
λST and λTS with the weighted average of the other eigenvalues: λST + λTS ≈ 2 1+λ0+8λT⊥10 . Explicitly, the
extended sub-fidelity is given by 5
F̃λ =
16λT⊥ + 2λ0 + 7
25
.
It is obvious that if FΛ → 1, F̃Λ → 1 as well, but the reverse is not necessarily true. We can compare
the extended sub-fidelity to the exact fidelity for the various noise sources explored in [228]. We consider
intensity errors, which correspond to an overrotation e−iεZZ ; optical pumping errors, which cause amplitude-
damping on each qubit; inhomogenous fields, which cause phase-damping on each qubit; and SWAP errors,
which interchange the qubits. The results are shown in Fig. 7.4. We see that while for most error sources
FΛ ≈ F̃Λ, there exist worse-case errors, such as SWAP, that cannot be detected by F̃Λ. This was also noted
in [228] as a limitation of their method.
Our work also improves upon the original work in the mathematical assumptions needed to derive the
benchmarking decays. Ref. [228] derived their decay formulas under the assumption that their benchmarking
set was of the form {UT ⊕ σφUT : UT ∈ GT , σ = ±}, where φUT is some uncontrolled phase that occurs
on the singlet space and σ is a controllable phase between the singlet and triplet spaces. However, in
practice they could not control σ using a constant number of UZZ gates. Instead, they implemented only
{UT ⊕ φUT : UT ∈ GT } and assumed the form of the decay would not change. In our work, by contrast, we
5Our formula differs slightly from the corresponding formula in [228]. Ref. [228] considered approximating the process (also
called entanglement) fidelity rather than the average fidelity; however, the average fidelity can be determined from the process
fidelity[218, 219]. To be consistent with the rest of our paper, we have translated their approximation of the process fidelity
into the corresponding approximation of the average fidelity.
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Figure 7.4: (a) The extended sub-fidelity F̃Λ of [228] versus the exact fidelity FΛ that we can estimate in
our paper, for a selection of error channels of varying strengths: intensity errors, which correspond to an
overrotation e−iεZZ ; optical pumping errors, which cause amplitude-damping on each qubit; inhomogeneous
fields, which cause phase-damping on each qubit; and SWAP errors, which interchange the qubits. This plot
corresponds to the exact value of both FΛ and F̃Λ that one estimates in an experiment. Note that while the
F̃Λ agrees with FΛ in the limit FΛ → 1, in general the two do not agree, and there exists worst-case errors
such as SWAP that F̃Λ cannot detect. (b,c) Simulation of an experiment that estimates FΛ versus F̃Λ for a
total of 300, 000 unitaries, in the case of (b) intensity and (c) SWAP errors of varying strengths. These plots
correspond to experiments that estimate the exact values shown in (a). We see that the difference between
FΛ and F̃Λ can be discerned in a realistic experiment.
have rigorously derived decay formulas for a group of gates that can be directly compiled into elementary
symmetric gates using a constant number of UZZ .
We note that our method does require one additional capability that was not required in the original
work: in order to estimate STS(N), it is necessary to initialize and measure the |01〉 state. This requires
additional experimental overhead to individually address and measure each qubit at the beginning and end
of the benchmarking procedure. However, such overhead only contributes to the SPAM errors ΛP ,ΛM , and
does not affect our estimates of the entangling error. In any case, our method to measure λ0 and λT⊥ does
not require individual addressing, and can be viewed as a mathematically rigorous method to extract these
parameters with no additional experimental requirements.
7.5 Application: Leakage randomized benchmarking
We may also use our generalized character RB to improve the leakage RB introduced in [231]. In leakage
RB, like subspace RB, one is given a group G that preserves the splitting of the Hilbert space into subspaces
H = H1⊕H2. In leakage RB, however, H1⊕H2 does not represent the computational Hilbert space, and the
goal is not to compute the average fidelity of the group operations. Instead, H1 represents the computational
space of a quantum system (e.g. the two lowest-level states that encode a qubit), while H2 represents the
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leakage space outside the computational space. Leakage RB determines the average probability of “leaking”
from H1 to H2 or “seeping” from H2 to H1. Noting that the probability of a state |ρ〉〉 being in subspace

















which is the appropriate measure of gate quality, since all computations take place in H1. Leakage RB is
relevant for any system in which qubits are encoded in the subspace of a larger Hilbert space, which includes
superconducting qubits [257, 258], quantum dots, [259–263], and trapped ions [264–266].
The original leakage RB could only be applied to a group
G = {U1,b1 ⊕ σU2,b2 : (b1, b2) ∈ B1 ×B2, σ = ±1} (7.16)
such that G1 = {U1,b1 : b1 ∈ B1} and G2 = {U2,b2 : b2 ∈ B2} form 2-designs on their respective subspaces
6. This is a very stringent condition, as it requires being able to independently control the computational
and leakage subspaces. In many experimental implementations such control is not realistic; an experimental
implementation of a gate U1,b on the computational subspace will naturally implement some U2,b on the
leakage subspace. It is therefore desirable to develop a leakage RB that can be applied to more general
groups.
Using our method, we can derive a leakage RB procedure that is more general than the one described in
[231]. Let G be a group of unitary gates that preserve the subspaces of H, and let Λ be their shared error
channel. To estimate L and S, we will require that the only trivial representations of G are |11〉〉 and |12〉〉,
while to estimate FΛ,1 we additionally require that the subrepresentation H1⊥ ⊆ H1 ⊗ H1 orthogonal to
|11〉〉 is an irrep of multiplicity 1.
6Ref. [231] originally claimed it was sufficient for G2 to be a unitary 1-design, but this appears to be an error
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If we write our group G as
G = {Ub,σ : b ∈ B, σ = ±1}
= {U1,b ⊕ σU2,b : b ∈ B, σ = ±1}.
then the first condition is satisfied provided {U1,b : b ∈ B} and {U2,b : b ∈ B} are unitary 1-designs, while
the second condition is satisfied if provided these groups are unitary 2-designs with dimensions d1 6= d2 (see
Section 7.8.3 for proofs). Note that our requirements are significantly weaker than the original leakage RB,
as we are only assuming the ability to implement an independent phase on the leakage space.
We outline our procedure for determining L, S, and FΛ,1 for such groups G. Our procedure, like the
original leakage RB, requires that SPAM errors do not mix the the subspaces H1 and H2, or at least that
such mixing is negligible compared to the gate errors. In our derivations we will assume Λ̂M = Λ̂P = 1̂,
although the generalization to errors that act only within the subspaces is trivial.
Our modified leakage RB procedure consists of the following steps:
1. Choose an initial state |ρ〉〉 ∈ H1 and measurement projector |M〉〉 = |11〉.
2. For a given N , choose unitaries U0, U1, ..., UN ∈ G randomly and uniformly. Compute UN+1 =
U†1 · · ·U
†
N .
3. Prepare the state |ρ〉〉. Apply the gates (U1U0), U2, ..., UN+1 sequentially, where (U1U0) is compiled as
a single element of G.
4. Perform a measurement of the observable M to determine if the state is still in H1.







where PrU0,...,UN+1 is the probability of remaining in H1 after applying gates (U1U0), ..., UN+1 to |ρ〉〉.
6. Repeat steps 2-5 for different values of N .
7. Fit the survival probability to a function of the form
S0(N) = Aλ
N +B (7.18)
where A, B, and λ are independent of N .
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8. Estimate L and S as
L = (1−B)(1− λ) (7.19)
S = B(1− λ) (7.20)
9. Use the original character RB (section 7.3) to measure the character-weighted survival probability S1⊥





10. Estimate FΛ,1 as
FΛ,1 =
(d21 − 1)λ1⊥ + (d1 + 1)(1− L)
d21 + d1
. (7.21)
In the remainder of this section, we prove the correctness of this procedure and provide an example of
such leakage RB.
7.5.1 Deriving L and S
Written out explicitly, the zeroth character-weighed survival probability is
S0(N) = 〈〈11|Λ̂Λ̂NG P̂0|ρ〉〉.
where P̂0 is the projector onto the trivial irrep, and we have made the same substitutions as in Section 7.3.1
to reduce the sum over {U0, ..., UN} to G-twirls and a projector. We know from Thm. 1 that Λ̂G has a
block-diagonal form Λ̂G =
⊕
i Q̂i⊗ 1̂i, where i indexes the irreps. Because Λ̂G is multiplied by the projector
P̂0 in Eq. 7.17, we may ignore all terms except Q̂0 ⊗ 10. In terms of the eigendecomposition of Q̂0, we may
write Q̂0 ⊗ 10 = |e0〉〉〈〈e0|+ λ|e1〉〉〈〈e1|, so that
S0(N) = 〈〈11|Λ̂|e0〉〉〈〈e0|ρ〉〉+ 〈〈11|Λ̂|e1〉〉〈〈e1|ρ〉〉λN
where we have used the fact, noted in Section 7.4, that one eigenvalue of Q̂0 is always 1. This justifies the
fit Eq. 7.18.
So far, we have simply repeated the steps in Section 7.3.1 with slight modifications. However, in order
to estimate L and S we will need to explicitly determine the eigendecomposition of Q̂0 ⊗ 10. We first note
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Thus in terms of these basis vectors, we may write
Q̂0 ⊗ 10 = |1̂α〉〉Qαβ〈〈1̂β |
for some constants Qαβ . Noting that Mαβ = 〈〈1̂α|Λ̂G|1̂β〉〉 = 〈〈1̂α|Λ̂|1̂β〉〉, we can use the definitions of L









































λ = 1− L− S












To establish Eq. 7.21, we first prove the following:
FΛ,1 =
Tr(Λ̂P̂11) + d1(1− L)
d21 + d1
(7.22)
where P̂11 is the projector onto H1⊗H1. We use a similar method as in our proof of Eq. 7.10. We first note
that the restricted average fidelities of Λ̂ and P̂11Λ̂P̂11 := Λ̂11 are equal. Λ̂11 is an error channel restricted
to the H1 subspace. We can twirl Λ̂11 by the full unitary group on H1 to get a depolarizing channel




Note that we have p and q rather than p and (1 − p) as in Eq. 7.9; this is because Λ̂11 is not necessarily
trace-preserving. We can directly compute F(Λ11)G = p +
q
d1





= pd21+q. Finally, we can directly compute p+q =
1
d1
〈〈11|(Λ̂11)G|11〉〉 = 1d1 〈〈11|Λ̂|11〉〉 = 1−L.
Combining these three equations gives Eq. 7.22.
To estimate Tr(Λ̂P̂11), we can divide this trace up into two pieces:
Tr(Λ̂P̂11) = 〈〈1̂1|Λ̂|1̂1〉〉+ Tr(Λ̂P̂1⊥) = (1− L) + Tr(Λ̂P̂1⊥)
where P̂1⊥ is the projector onto H1⊥. The latter trace is simply (d21 − 1)λ1⊥. Plugging this in to Eq. 7.22
gives Eq. 7.21 as desired.
7.5.3 Example: Two-qubit logical encodings
Here, we illustrate the advantages of our leakage RB over the original leakage RB of [231] via a single-qubit
example where [231] is not applicable.. We consider an encoding of a single logical qubit into the Sz = 0
subspace of two physical qubits. This encoding is frequently used in quantum dot qubits [260–262]. The
computational space H1 is spanned by
|0〉 := |01〉 − |10〉√
2
, |1〉 := |01〉+ |10〉√
2
and the leakage space H2 is spanned by
|2〉 := |00〉, |3〉 := |11〉.
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Figure 7.5: The predicted and measured S0(N) for
a single randomly generated error channel. The ac-
tual decay (green) is an exponential decay given by
Eq. 7.18. We estimate S0(N) by applying random
gates and measuring the final state (blue points). The
data is fit to a function of the form of Eq. 7.18, from
which we estimate L and S.
Figure 7.6: The exact and estimated leakage and
seepage for a selection of randomly generated error
channels. Each estimate was based on data taken
over 15 different lengths N . Each estimate was ar-
rived at by applying a total of 300,000 unitary group
elements. The diagonal line denotes the points where
the exact and estimated fidelities are equal. The data
agree with this line with a reduced χ2 value of 1.3,
indicating good agreement.
Let’s assume we implement single-qubit rotations on our computational space by the operators




where implementing an X or Z rotation on the computational space naturally induces a specific rotation on
the leakage space.
We will take our benchmarking group to be the group generated by these two rotations, G = 〈RX , RZ〉.
This group has a total of 16 elements. It cannot be written as direct sum of a group acting on H1 and a group
acting on H2 as in Eq. 7.16, so the leakage RB of [231] does not apply. However, elementary calculation
shows that the natural representation of this group contains exactly two trivial irreps, spanned by |11〉〉 and
|12〉〉, and we can therefore use our procedure to estimate L and S.
We illustrate this method by generating random error channels and simulating the RB procedure. In
Figs. 7.5, we show the exact value of S0(N), the data we take to estimate S0(N), and the fit to S0(N)
according to Eq. 7.18. In Fig. 7.8, we repeat the same fitting procedure for a set of randomly generated
error channels, and estimate L and S using Eq. 7.19. We see that the true values of L and S and our
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estimate for L and S agree within the error bars set by the uncertainty in our fits.
We cannot apply our method to find FΛ,1 because in this example H2⊥ and H1⊥ share an irrep. This
reflects the overall difficulty in applying leakage RB to physically realistic circumstances. While this work
provides the most widely applicable method for leakage RB currently available, more work is needed to
develop a truly general procedure.
7.6 Application: Matchgate RB
We can also use our method to introduce a new procedure for scalably benchmarking circuits made of
matchgates. Matchgates are 2-qubit gates of the form
G(A,B) =

a11 0 0 a12
0 b11 b12 0
0 b21 b22 0
a21 0 0 a22

with det(A) = det(B). In other words, a matchgate acts as A on the even parity subspace spanned by
{|00〉, |11〉} and as B on the odd parity subspace spanned by {|01〉, |10〉}. Without loss of generality we
may assume det(A) = det(B) = 1. The set of matchgates acting on a line of nearest neighbors is efficiently
simulable [232–235]. However matchgates acting on next-nearest-neighbors [235] or acting on any nontrivial
connectivity graph [236, 239] are universal, as are matchgates plus arbitrary one-qubit gates [234, 237],
matchgates plus a single G(A,B) with det(A) 6= det(B) [238], matchgates acting on entangled input states
[240], and matchgates plus adaptive measurements [240]. Implementations of arbitrary matchgates have been
proposed for trapped atom systems [267] and have been experimentally demonstrated in photonic systems
[268].
We will derive a benchmarking procedure that determines the average fidelity of circuits composed of
matchgates using a number of experiments that scales polynomially in the number of qubits. Our method
is the matchgate equivalent of traditional Clifford RB, which characterizes the average fidelity of circuits
composed of Hadamard, phase, and CNOT gates, and also requires a number of experiments that scales
polynomially in the number of qubits. However, we will see that benchmarking matchgate circuits requires
the full machinery of non-multiplicity-free character RB.
103
7.6.1 The matchgate group
Consider a line of n qubits with nearest-neighbor connectivity. Let G be the matchgate group on n qubits,
the group of all unitaries generated from nearest-neighbor matchgates. Naively, G could contain arbitrarily
long circuits of matchgates. However, one can prove that every element of G can be realized using circuits
of at most 4n3 nearest-neighbor matchgates [235, Thm. 5]. We will provide a simplified proof of this fact
below.
Following [234, 235], our primary tool to understand G will be the Jordan-Wigner transformation [269].
Define 2n Majorana operators {ci} as
c2k−1 = Z1 · · ·Zk−1Xk
c2k = Z1 · · ·Zk−1Yk
for k = 1, ..., n. The {cm} are Hermitian operators satisfying {c`, cm} = 2δ`m. Polynomials in the {cm} form
a Hermitian basis for the space of all density matrices, so a unitary U is defined by its action on the {cm}
up to a potential phase. Because of our restriction det(A) = det(B) = 1, there is no phase freedom on the
matchgates or any product of matchgates, so the action of U ∈ G is entirely determined by its action on the
{cm}. We make two claims [235]:
Claim 1. Every U ∈ G in the matchgate group acts on the Majorana operators as a proper rotation. In
other words, there exists some R ∈ SO(2n) such that Uc`U† = R`mcm.
Claim 2. Any unitary operator U ∈ U(2n) that acts on the Majorana operators as a proper rotation is
in the matchgate group G. In particular, such a U can be decomposed into a product of at most 2n3
nearest-neighbor matchgates.
These two claims together imply that the matchgate group is isomorphic to SO(2N), and that every
element of the matchgate group can be efficiently implemented in a quantum circuit. In particular, this
shows that the matchgate group is a compact group, thus we can apply character RB.
Proof of claims
Proof of Claim 1. We provide a simplification of the proof in [235]. We prove that a nearest-neighbor
matchgate acting on qubits k and k + 1 acts as a rotation mixing c2k−1, c2k, c2k+1, and c2k+2, and that
all such rotations are realized by matchgates. It then follows that all products of matchgates also act as
rotations on the Majorana operators.
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Without loss of generality, we can restrict ourselves to k = 1, so our Majorana operators are given by
c1 = X1 c3 = Z1X2
c2 = Y2 c4 = Z1Y2.
We can write an infinitesimal matchgate as U = 1− iεM , where M must be of the form
α12Z1 − α13Y1X2 − α14Y1Y2 + α23X1X2 + α24X1Y2 + α34Z2
with αab ∈ R. One can directly check that U satisfies
Uc1U
† = c1 + 2εα12c2 + 2εα13c3 + 2εα14c4
Uc2U
† = −2εα12c1 + c2 + 2εα23c3 + 2εα24c4
Uc3U
† = −2εα13c1 − 2εα23c2 + c3 + 2εα34c4
Uc4U
† = −2εα14c1 − 2εα24c2 − 2εα34c3 + c4
so that UciU
† = Rijcj with
R = 1+ 2ε

0 α12 α13 α14
−α12 0 α23 α24
−α13 −α23 0 α34
−α14 −α24 −α34 0

We therefore see that infinitesimal matchgates generate the whole Lie algebra so(4) of real antisymmetric
matrices. By exponentiating the infinitesimal matchgates, we generate the full set of matchgates; in this
process, we generate the full group SO(4) as well.
Proof of Claim 2. We note, following [235], that every R ∈ SO(2n) can be decomposed into n(2n − 1)
rotations that act as the identity on all but 2 basis elements c`, cm by the Hoffman algorithm [270, 271]. In
turn, a rotation mixing c` and cm with ` < m can be decomposed into a product of s :=
(




rotations that exchange (c` ↔ c`+2), (c`+2 ↔ c`+4), ..., (c`+2s−2 ↔ c`+2s), followed by a rotation that mixes
c`+2s and cm, followed by s rotations that exchange (c`+2s ↔ c`+2s−2), (c`+2s−2 ↔ c`+2n−4), ..., (c`+2 ↔ c`).
Each of these rotations only involve Majorana operators associated to neighboring qubits, and thus can be
105
written as a matchgate. Thus, R can be realized as the product of a total of n(2n − 1)(2s + 1) < 4n3
matchgates, as claimed.













is generated by the unitary U = e
θ
2 c`cm . In the case where
∣∣dm2 e − d `2e∣∣ ≤ 1, this U is a nearest-neighbor
matchgate. For example, if ` = 3, m = 5, then we have U = e−i
θ
2Y2X3 . Thus, the above decomposition of R
into < 4n3 two-Majorana rotations gives an explicit formula for the matchgates needed to construct R. We
provide Python code to realize the Hoffman decomposition of R into elementary rotations, as well as the
reduction of R to a matchgate circuit, at [272].
7.6.2 Irreps of the matchgate group
We want to understand how the natural representation of G decomposes into irreps. This is most convenient
in the basis of polynomials of {cm}. Note that c2m = 1, so our polynomials are at most degree 1 in any given
cm and there are 4






cm1 :=|m1〉〉 1 ≤ m1 ≤ 2n
1
2N/2
cm1cm2 :=|m1m2〉〉 1 ≤ m1 < m2 ≤ 2n
...
...
|m1 · · ·m2n−1〉〉 1 ≤ m1 < · · · ≤ 2n
|1 · · · 2n〉〉.
Define Hi := span{|m1 · · ·mi〉〉} to be the space spanned by degree-i basis elements, for each i = 0, ..., 2n.
Then Hi '
∧i
C2n, the i-fold wedge product of C2n. It’s clear that Û preserves each Hi, so that each Hi is
a subrepresentation. On H1, Û acts as the rotation operator R associated to U :
Û |i1〉〉 = Ri1j1 |j1〉〉.
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On general Hi, Û acts as the wedge product of the rotation operator:




(−1)σR`1mσ1 · · ·R`imσi |m1 · · ·mi〉〉.
Claim 3. The natural representation of the matchgate group decomposes into the irreps
H0 ⊕H1 ⊕ · · · ⊕ Hn,1 ⊕Hn,2 ⊕ · · · ⊕ H2n−1 ⊕H2n.
where Hn = Hn,1 ⊕Hn,2. Explicitly, we have
Hn,1 = span{|`1 · · · `n〉〉+ in(−1)σ(`,m)|m1 · · ·mn〉〉}
Hn,2 = span{|`1 · · · `n〉〉 − in(−1)σ(`,m)|m1 · · ·mn〉〉}
where {ma} is the complement of {`a} and σ(`,m) is the permutation that takes (`1, ..., `n,m1, ...,mn) 7→
(1, ..., 2n). Note that if n is even these are real representations, while for n odd these representations are
complex conjugates of each other. The irreps Hi and H2n−i are isomorphic for i 6= n, but no other irreps
are isomorphic to each other.
Proof. Define the Hodge star operator ∗ : Hi → H2n−i by
∗|`1 · · · `i〉〉 = (−1)σ(`,m)|m1 · · ·m2n−i〉〉
where {ma} is the complement of {`a} and σ(`,m) is the permutation that takes (`1, ..., `i,m1, ...,m2n−i) 7→
(1, ..., 2n). It is straightforward to show that ∗ commutes with the action of U , and thus provides the
isomorphism of representations Hi ' H2n−i when i 6= n. We defer the proof that the Hi, Hn,1, and Hn,2
are in fact irreducible to chapter 4 of [273].
7.6.3 Benchmarking the matchgate group
Let G ⊂ G be the subgroup of the matchgate group generated by R ∈ SO(2n) with R diagonal. Such an R
is always of the form R = diag{σ1, ..., σ2n} with σ1σ2 · · ·σ2n = 1. The action on a state |m1 · · ·mi〉〉 ∈ Hi is
given by
Û |m1 · · ·mi〉〉 = σi1 · · ·σim |m1 · · ·mi〉〉
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and therefore the states |i1 · · · im〉〉 are the irreps of the natural representation of G. Because of the constraint
σ1σ2 · · ·σ2N = 1, each irrep has multiplicity 2, with the irrep spanned by |m1 · · ·mi〉〉 isomorphic to the irrep
spanned by |`1 · · · `2n−i〉〉 with {`a} the complement of {ma}. For each i = 0, ..., n, we can define a character
function and corresponding projector
χi(R) =σ1 · · ·σi
P̂i =|1 · · · i〉〉〈〈1 · · · i|+ |(i+ 1) · · · 2n〉〉〈〈(i+ 1) · · · 2n|.
These projectors project into the multiplicty-two irreps Hi ⊕ H2n−i for i = 0, ..., (n − 1), and project into
the two inequivalent irreps Hn,1 ⊕Hn,2 for i = n.
As our initial state, for each i = 0, ..., n we choose
|ρi〉〉 =

|0 · · ·+ · · · 0〉〉, i = 2k − 1
|0 · · · 0〉〉, i = 2k.
where kth qubit is in the + state of the X operator for i = 2k − 1. Provided we can prepare both X-basis
and Z-basis single qubit states, we can prepare |ρi〉〉.








α>n−k Zα + 1
)
, i = 2k.
For i = 2k − 1, this corresponds to a measurement of the kth qubit in the X basis, while for i = 2k this
corresponds to a measurement of the product of the last k qubits in the Z basis.






1, i = 0
1
2 , 1 ≤ i ≤ n
and the relative uncertainty does not depend on the number of qubits. This is therefore a scalable method
to benchmark the matchgate group.
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Figure 7.7: The predicted and measured character-
weighted survival probability for a random error
channel. The exact decay (green) is an exponential
decay given by one of Eq. 7.23. We estimate Si(N)
by applying random gates and measuring the final
state (blue points). The data is fit to an appropriate
function (orange) from which we estimate the fidelity.
Figure 7.8: The exact and estimated fidelity for a
selection of random errors. Each estimate was based
on data taken over 15 different lengths N . Each es-
timate was arrived at by applying a total of 300,000
unitary group elements. The diagonal line denotes
the points where the exact and estimated fidelities
are equal. The data agree with the line with a re-
duced χ2 value of 1.0, indicating good agreement.










i,2, 1 ≤ i ≤ n.
(7.23)
For each i, either λi,1, λi,2, Ci,1, Ci,2 ∈ R or λi,1 = λ∗i,2 and Ci,1 = C∗i,2, since Si(N) is always real. For the
case of i = n, we know that the former case holds when n is even and the latter when n is odd, by Claim 3.
For 1 ≤ i < n, one should assume whichever case gives the best fit. Note that in all cases, we fit at most 4
real parameters.
As an example, we simulate a noisy implementation of the matchgate group on n = 3 qubits. In Fig. 7.7,
we show the exact value of Si(N), the data we take to estimate Si(N), and the fit to Si(N) according to Eq.
7.23 for a single random error channel Λ. In Fig. 7.8, we do the same fitting procedure for a set of randomly
generated error channels, and estimate their fidelity. We see that the true fidelity and the estimated fidelity
agree within the error bars set by the uncertainty of our fits.
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7.7 Conclusion and Discussions
In this work, we extended the recently introduced character RB of [227] to groups with multiplicity. Com-
pared to earlier work on benchmarking arbitrary groups [225, 226], our method allows us to accurately deter-
mine the fidelity and fit fewer exponentials to experimental data. The generalization to non-multiplicity-free
groups was essential to deriving a rigorous version of subspace RB and a scalable RB protocol for the
matchgate group. This generalization also allowed us to develop an improved leakage RB protocol.
While we derived the character RB procedure in more generality than [227], our generalization still
requires groups of small multiplicity, since the multiplicity of the group determines the number of exponential
decays in our fit function. Robustly fitting a sum of many exponential decays is challenging, especially when
the decay rates are roughly equal [247, 248]. It is likely straightforward to benchmark groups in which the




0,2 has only five real
parameters. An irrep of multiplicity three with a real character function χ has a decay with six parameters,
which may be feasible with sufficient data. A general irrep of multiplicity three, however, requires fitting
nine real parameters, which is likely unfeasible for realistic amounts of data. Higher-multiplicity irreps are
correspondingly more difficult. All of the groups we considered in the examples in this chapter decomposed
into irreps with multiplicity at most 2.
All our applications involved a group that preserved some subspace of the Hilbert space. In the case
of subspace RB, the group preserved the triplet and singlet subspaces; in the case of leakage RB, the
computational and leakage subspaces; and in the case of matchgate RB, the even and odd parity subspaces.
Any group that preserves subspaces necessarily has multiplicity, since there is always a copy of the trivial irrep
in each subspace. It is an open question whether non-multiplicity-free character RB has useful applications
to groups that do not preserve subspaces but nonetheless have multiplicity.
One group related to the matchgate group that would be of immediate experimental interest is the XY
group, the subgroup of the matchgate group generated by only nearest-neighbor XY mixers UXY (θ) =
exp {iθ(X1 ⊗X2 + Y1 ⊗ Y2)}. Unlike general matchgates, XY mixers can be naturally realized on supercon-
ducting qubits [274, 275], and they are a necessary ingredient in extensions of the QAOA algorithm [276–
278]. In addition, XY mixers are efficiently simulable on a line but become universal on nontrivial graphs,
just like the full matchgate group[236]. However, XY mixers on N qubits preserve the (N + 1) subspaces of
definite Hamming weight; this implies that the trivial representation of the XY group must have multiplicity
(N +1). Thus, our method cannot be used to scalably benchmark the XY group; even N = 2 qubits is likely
infeasible. On the other hand, [279] recently introduced a compilation of general two-qubit matchgates into
products of four XY mixers and single-qubit gates. Using this decomposition, the average fidelity of the
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resulting two-qubit matchgates can be used as a proxy for the fidelity of the XY mixers. This method is
similar to the benchmarking framework in our Sec 7.4, where we compile group elements into a fixed number
of gates of interest (in our case, UZZ), with the modification that [279] allows the gate of interest XY (θ) to
vary. It is an open question if there is a generalization of this compilation to the matchgate group on N > 2
qubits.
While our leakage RB necessitates the fewest assumptions to date, it is still too restrictive for many
experimental implementations. Most notably, our RB requires the set of gates to be a group, which may be
unrealistic; often, the gates will only form a group modulo rotations in the leakage space. In experimental
implementations of leakage RB, this problem is usually simply ignored and an exponential decay is posited
to exist with the usual relation to the leakage rate [258, 263]. It is worth exploring whether the methods
used here can be further extended to such sets of gates that are only groups in the computational subspace,
modulo rotations in the leakage subspace, to provide a more rigorous foundation for leakage RB experiments.
There are two obvious directions for further applications of character RB, with or without multiplicity.
First, character RB has the potential to drastically expand the family of groups that can be scalably bench-
marked. This requires both finding a group G that can be efficiently compiled into elementary gates whose
multiplicity is bounded as the number of qubits n increases, as well as finding a subgroup G ⊆ G whose
irreps have slowly growing dimension. As a simple example, the subgroups of the Clifford group considered
in [225] likely have a scalable protocol based on character RB, with G given by the Pauli group. Increasing
the number of groups that can be scalably benchmarked gives new ways of characterizing compiled gates,
especially non-Clifford gates.
Second, character RB can be used to characterize specific elementary gates by combining these gates into
a group, as we did in Section 7.4 for subspace RB. This requires finding a group that can be implemented
by combining a fixed number of the gate to be characterized with known high-fidelity gates. Constructing
these groups is a non-trivial task, as we have seen in the case of the UZZ operator above. We leave the
exploration of such applications to future work.
7.8 Derivations
7.8.1 Gate-dependent errors
In this Section, we extend the work of [227, 244, 245] on gate-dependent errors to the case of non-multiplicity-
free character RB. Ref. [227] had previously generalized [244] to establish that multiplicity-free character
RB is robust to gate-dependent errors. Rather than follow the method of [227, 244] we use the Fourier
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transform method of [245], which is more natural for groups with multiplicity. Our ultimate goal is the
following theorem:
Theorem 2. Let G be a benchmarking group, and let i be an irrep of the natural representation with
multiplicity ai. Assume each gate U ∈ G is realized as a noisy operator η(U), but do not assume we can








where εN is an error term satisfying |εN | < δ1δN2 and δ1, δ2 are both small for high-fidelity gates. Since we
know that λi,j ≈ 1 for high-fidelity gates, εN is negligible compared to Si(N) for moderately large N .
This theorem implies we may safely use the RB protocols even in the presence of gate-dependent errors,
although we will see the interpretation of the estimated fidelity is slightly modified.





dU (·) to make our
equations cleaner. We will also use the shorthand di for dim(Hi).
The generalized Fourier transform and its application to character RB
We first define a generalization of the Fourier transform to matrix-valued functions of a group G[280, 281].
For any group G we define G̃ to index the irreps of G, and we assume WLOG that the irreps are unitary.
Given a function η : G→ L(CD), for each i ∈ G̃ we define the Fourier transform η̃(i) ∈ L(CD)⊗ L(Hi)
to be
η̃(i) = E [η(U)⊗ φ∗i (U)] . (7.24)
where φi : G→ L(Hi) is the ith irrep.
Given two matrix-valued functions η, ξ : G→ L(CD), we can also define the convolution (η ∗ ξ) by





The generalized Fourier transform shares many properties with the usual Fourier transform; in particular,
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we will use the following identities [245, 281]:























where in the last line, Tri (·) is the partial trace over Hi. Eq. 7.26 is the analogue of the usual convolution
identity for Fourier transforms, Eq. 7.27 is the analogue of Parseval’s identity, and Eq. 7.28 gives the inverse
Fourier transform.
The generalized Fourier transformation is useful because it allows us to express the result of a character
RB experiment in a simpler form. A character RB experiment estimates a matrix element of the operator
Ôi := E
[
η(U†1 · · ·U
†





where the expectation value is over all U0 ∈ G, U1, ..., UN ∈ G. Through the change of variables Ui →




















Using the inverse Fourier transform (Eq. 7.28) we can write (η ∗ · · · ∗η)(U0) in terms of ( ˜η ∗ · · · ∗ η)(i′), while





















is just the projection of φi′ onto
the irrep i of G. By assumption, the irrep φi is a subrepresentation of only φi, and not a subrepresentation
of any φi′ with i












We therefore see that the outcome of a character RB experiment, Si(N), can be described by the Fourier
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transform of η via












and the decay of Si(N) is determined by the eigenvalues of η̃(i).
Simplifying the decay










is the projection of this representation onto the copies of the trivial irrep (Fact 2). We can
count the multiplicity of the trivial irrep in (ηideal ⊗ φi) using the following fact:
Fact 4 (Schur orthonormality). If χ is the character of an arbitrary representation φ, and χi is the character







For a proof, see [242].















In other words, η̃ideal(i) is a rank-ai projector.
We can explicitly find the form of η̃ideal(i) by constructing ai trivial irreps of (ηideal ⊗ φi). Let {|ψin〉〉}
be an orthonormal basis for Hi, and let {|ψi,jn 〉〉} be the corresponding basis for the jth copy of Hi inside





|ψi,jn 〉〉 ⊗ |ψin〉〉
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A realistic experiment will have gates described by a function η(U) that is some small perturbation from
ηideal(U). Perturbing ηideal(U) by a small amount will perturb η̃ideal(i) by a small amount, since the Fourier
transform is a linear operation. Thus η̃(i) is a perturbation of a rank-ai projector for high-fidelity gates, so
that η̃(i) has ai eigenvalues close to 1, which we will denote by λi,j , and the remaining eigenvalues close to
0. This is sufficient to make Si(N) dominanted by ai exponential decays, corresponding to the ai largest
eigenvalues (see Eq. 7.29). This proves Thm. 2.
Computing the average fidelity









Comparing to Eq. 7.10, we see that this is simply the average of the individual fidelities FΛU .



























where in the second line we used the Parseval identity (Eq. 7.27) to move to Fourier space, and in the third












j=1 λi,j + d
d2 + d
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which is the same form as Eq. 7.5 in the case of gate-independent noise.
7.8.2 The generalized Clifford group is a unitary 2-design
In this Section, we prove the generalized Clifford group considered in Section 7.4.2 is a unitary 2-design. We
will give a fully general treatment for arbitrary sets of n qudits with d > 2 prime, although we need only the
case of n = 1, d = 3 for our subspace benchmarking above. This result can be inferred from results proven
in [256], but we give a direct proof below. We first review the construction of the generalized Clifford groups
as introduced in [252].
For a d-level system, define analogues of the X and Z qubit operators [253]:
X|z〉 = |z + 1〉 Z|z〉 = ωz|z〉
where ω := e2πi/d and addition is performed modulo d. These generalized X and Z operators are unitary
and satisfy ZX = ωXZ.
For a set of n qudits, define the d-dimensional generalization of the Pauli group as (this only holds for d
odd; see [252] for the definition for d even):
P := {ωηXa11 Z
b1
1 · · ·Xann Zbnn : η, ai, bi ∈ Zd}.
We will write a general element of the Pauli group as
ωηXa11 Z
b1






Multiplication of general elements of the Pauli group is given by
XZ(~v)XZ(~w) = ω~v
TQ~wXZ(~v + ~w)
where Q is defined by Q = ( 0 0
1 0 ). This demonstrates that P is indeed a group.
The generalized Clifford group is defined to be the set of all unitaries that stabilize P:
G = {U : UPU† = P}.
An element U ∈ G is defined (up to a global phase) by its action on Xi and Zi. We define the matrix M
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and vector ~h such that for each unit vector êi ∈ Z2dd we have
UXZ(êi)U
† = ωhiXZ(Mêi)
It then follows that a general element XZ(a) is transformed as












Not every matrix M can be realized by a unitary operator. To derive a restriction on M , we consider





XZ(M~v)XZ(M ~w) = ω~v
TP ~wXZ(M ~w)XZ(M~v)
ω~v
TMTPM ~wXZ(M ~w)XZ(M~v) = ω~v
TP ~wXZ(M ~w)XZ(M~v)
where we have ignored phase factors common to both sides. We see that we must have P = MTPM ; such
an M is called a symplectic matrix. This is the only restriction on M,h, as [252] demonstrated how to
explicitly construct unitaries to implement any M,h provided M is symplectic.








for any balanced polynomial p(U,U∗) of degree at most 2 in the elements of U and U∗. Any such p(U,U∗)
can be written as a linear combination of terms of the form UAU†BUCU† and UDU†, where A,B,C,D are















for arbitrary matrices A,B,C,D.
In the following, we will make repeated use of an elementary identity of complex roots of unity.
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T ~w = 0.
Degree 1 polynomials
Let’s start by proving Eq. 7.34. Without loss of generality, we can assume D = XZ(~v), since such matrices
form a basis. The RHS of this equation is invariant under conjugation by arbitrary unitaries; thus, it must
be proportional to the identity matrix. Noting that Tr(RHS) = Tr(D) and that Tr [XZ(~v)] = 0 whenever
~v 6= 0, we find
RHS =

1, ~v = 0
0, else.














We note that η = ~hT~v + (· · · ), where (· · · ) denotes terms that do not depend on ~h. We see by Fact 5 that
for fixed M the sum over ~h gives zero unless ~v = 0, while when ~v = 0 it is clear LHS = 1. This proves Eq.
7.34.
Degree 2 polynomials
We now turn to Eq. 7.33. We prove this using methods from [214], who proved the case d = 2. First, we
note that the RHS of Eq. 7.33 is covariant in B: sending B → UBU† sends RHS → U(RHS)U† for any























while simultaneously according to Eq. 7.35,
RHS = p1
so p = Tr(AC)dn . To determine q, we consider plugging in B = |i〉〈j|. Denoting the result when plugging in









On the other hand, Eq. 7.35 gives
∑
i,j
〈i|(RHS)ij |j〉 = (d2n − 1)q + p
so q = d
n Tr(A) Tr(C)−Tr(AC)
dn(d2n−1) . Thus in total, we have
RHS =










Without loss of generality, we can specialize to the case where A = XZ(~vA), B = XZ(~vB), and C =
XZ(~vC), whence Eq. 7.36 gives
RHS =

XZ(~vB), ~vA = ~vC = 0
ω−~v
T
AQ~vA1, ~vA = −~vC 6= 0, ~vB = 0
−ω
−~vTAQ~vA
d2n−1 XZ(~vB), ~vA = −~vC 6= 0, ~vB 6= 0
0, else.
























Therefore, the average over the group G gives ω−~v
T
AQ~vA1.















The average over ~h does not affect this sum, so we only need to consider the average over M . We evaluate
the average by realizing that if d is prime, the Clifford group sends every non-identity Pauli string to every
other non-identity Pauli string uniformly. Thus, letting M run over all symplectic matrices makes M~vA run























where in the final step, we used Fact 5.












where (· · · ) represents terms that are independent of ~h. We can again apply Fact 5 to find that the sum
over ~h gives zero. We have thus proved LHS = RHS for each of the four cases, which establishes Eq. 7.33.
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7.8.3 Leakage RB irreps
Let G be a unitary group indexed by b ∈ B,
G = {Ub,σ : b ∈ B σ = ±1} = {U1,b ⊕ σU2,b : b ∈ B, σ = ±1},
where G1 = {U1,b : b ∈ B} and G1 = {U2,b : b ∈ B} are each unitary 1-designs on their respective subspaces.
First, we prove that |11〉〉 and |12〉〉 are the only trivial irreps of the natural representation of G. Next,
we prove that if G1 and G2 are in addition unitary 2-designs and d1 6= d2 then H1⊥ is irreducible and
multiplicity-free.
We start with the trivial irreps. It is clear that both |11〉〉 and |12〉〉 are trivial irreps. The trivial irrep

































dU1 Tr(U1 ⊗ U∗1 ) +
∫
dU2 Tr(U2 ⊗ U∗2 )
where in the last line we used the fact that G1 and G2 are unitary 1-designs. These integrals just give the
number of trivial irreps of the full unitary group on H1 and H2, respectively, which are known to be 1. Thus,
there are only two trivial irreps of the full unitary group.

































where the third equality follows from the unitary 2-design property, and the fourth follows from the fact
that H1⊥ is an irrep of the natural representation of the full unitary group on H1⊗H1. Thus, we have H1⊥
irreducible.
To finish, we must prove that no other irrep of the natural representation is isomorphic to H1⊥. Every
irrep of the natural representation is a subrepresentation of H1 ⊗H1, H1 ⊗H2, H2 ⊗H1, or H2 ⊗H2, since
these subspaces are all invariant under the action of G. We know that the decomposition of H1 ⊗H1 into
irreps is H1⊗H1 ' H10⊗H1⊥, by our work above, and thus no irreps in H1⊗H1 can be isomorphic to H1⊥
besides H1⊥ itself. Similarly, we know that the decomposition of H2⊗H2 into irreps is H2⊗H2 ' H20⊗H2⊥.
We can ensure H1⊥ 6' H2⊥ by requiring d1 6= d2, as in the main text. We then have that no isomorphic
representation exists in H2⊗H2. For H1⊗H2, and similarly for H2⊗H1, we note that the character of the











σ(|Tr(U1,b1)|2 − 1) Tr(U1,b) Tr(U2,b)∗ = 0
which shows that H1⊥ is an irrep with multiplicity 1.
Note that we could also consider a group
G′ = {Ub,φ : b ∈ B} = {U1,b ⊕ (eiφU2,b) : b ∈ B}
with an arbitrary phase between subspaces 1 and 2 rather than simply a ±1 phase; the proof is identical.
Many experimental platforms can easily implement a random phase between two subspaces, especially if the
leakage subspace is at a different energy than the computational subspace, making this group potentially
easier to sample from. We can also still compute FΛ,1 with {U2,a} only a unitary 1-design, provided H2⊗H2
does not contain an irrep isomorphic to H1⊥. Finally, in the case that d1 = d2, we can instead simply require
that there exists some b ∈ B such that |Tr(U1,b)|2 6= |Tr(U2,b)|2, a much weaker condition that still suffices
to ensure H1⊥ 6' H2⊥.
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Chapter 8
Instance independence of the
Quantum Approximate Optimization
Algorithm on Mixed q-Spin Models
8.1 Introduction
The Quantum Approximate Optimization Algorithm (QAOA) is a variational quantum algorithm designed
to give approximate solutions to optimization problems [282]. While QAOA can be proven to give the
optimal answer in the limit where the number of QAOA layers p goes to infinity, rigorous results on the
performance of QAOA with finite p are difficult to obtain. In a recent paper, Farhi et al. [283] studied
the application of the QAOA to the Sherrington-Kirkpatrick (SK) model, a spin-glass model with random
all-to-all two-body couplings, in the limit of a large number of spins. They demonstrated that for fixed p,
the performance of the QAOA is independent of the specific instance of the SK model and can be predicted
by explicit formulas. They demonstrate that the approximation ratio of the QAOA at p = 11 outperforms
many classical algorithms (although not the best classical algorithm [284]). In this work, we generalize the
result of Farhi et al. to mixed-spin SK models, which allow for random all-to-all q-body couplings. We
demonstrate that for p = 1, the performance of the QAOA is again independent of the specific instance,
and we provide an explicit formula for the expected performance. Our work provides a potential avenue to
demonstrating the advantage of QAOA over classical algorithms, as classical algorithms for mixed-spin SK
models have an approximation ratio that is bounded away from 1 [285].
8.2 Preliminaries and Notation
The Quantum Approximate Optimization Algorithm (QAOA) [282] is a heuristic quantum algorithm for
binary optimization. Given a cost function of n binary variables (spins) H(z1, . . . , zn), QAOA seeks to
produce a string z := (z1, . . . , zn) close to the minimum of H. We can view H as a Hamiltonian operator
that is diagonal in the Z-basis. A depth-p QAOA circuit then consists of p repetitions of alternatively
applying the Hamiltonian H and the mixing Hamiltonian B = X1 + · · ·+Xn to a uniform superposition as
initial state, that is the product of +X single particle eigenstates. Explicitly, the depth-p QAOA state is
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given by






A depth-p QAOA circuit is parameterized by the 2p angles {γi}, {βi}. For a given problem, these angles
should be optimized so that measuring in the Z-basis gives strings that make H as small as possible. In
practice, this is typically done by minimizing the expectation value of the energy
〈H〉 := 〈β1, . . . , βp; γ1, . . . , γp|H|β1, . . . , βp; γ1, . . . , γp〉. (8.2)
For some problems, this minimization may be done analytically on a classical computer [282, 286–288].
Otherwise, the minimization can be performed by running the QAOA on a quantum computer repeatedly
for a fixed set of angles, estimating the expectation value, and updating the angles according to classical
minimization algorithms [282, 289, 290]. We note that minimizing the energy expectation value is only
one possible definition of “best” angles; in general minimizing the expectation value and maximizing the
probability of finding the optimal z (or maximizing the probability of H(z1, . . . , zn) falling below a certain
threshold) do not coincide.
It was recently demonstrated in [291] that in local optimization problems with cost functions drawn from
from realistic random distributions (e.g. MAXCUT on random 3-regular graphs), the expectation value per
spin is instance independent as n → ∞. That is, for fixed angles {γi} and {βi} 〈H/n〉 is the same for
all problem instances. This implies that the angles {γi} and {βi} do not need to be optimized for every
problem instance, but can be optimized once and reused for every problem drawn from the same distribution.
The methods of [291] can also be used to derive concentration of measure results for local optimization
problems. (While [291] did not explicitly address concentration of measure, it can be easily derived from
their methodology.) That is, in the limit as n→∞, the variance in the energy per spin goes to zero:
〈(H/n)2〉 − 〈(H/n)〉2 → 0 (8.3)
Concentration of measure means that for large n, every measurement of a QAOA state in the Z-basis gives
strings with the same energy per spin. In total, instance independence implies the QAOA angles do not be
to be optimized from instance to instance in order to minimize the expectation value, and concentration of
measure implies that expectation value is the correct measure of the “best” angles.
While instance independence (and concentration of measure) were initially derived for local cost functions,
similar results have also been derived for the Sherrington-Kirkpatrick (SK) model [292], a physics-inspired
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with the Jjk are independently drawn from a Gaussian distribution with mean 0. The SK model is the
“most nonlocal” two-body cost function, and serves as a model for realistic nonlocal two-body optimization
problems. In the limit n→∞, the ground state energy per spin is known to be independent of the instance
and can be computed explicitly [293, 294]. Recently, Montanari derived a classical algorithm that produces
strings z with energy within (1− ε) times the optimum; this method has a complexity of C(ε)n2, where C(ε)
is a polynomial in 1/ε [284].
Ref. [283] proved both instance independence and concentration of measure for depth-p QAOA applied
to the SK model. In addition, [283] provided an explicit formula for 〈H/n〉 in the limit n → ∞ for p = 1,
and provided a computer algorithm to generate 〈H/n〉 for any fixed depth p > 1. Therefore, the QAOA
angles for the SK model can be chosen on a classical computer, and there are fixed performance guarantees
in the limit n→∞. Ref. [284] demonstrated that at p = 11, QAOA outperforms semidefinite programming
for the SK model, but could not show that the QAOA matches the performance of the Montanari algorithm.
In this work, we study a generalization of the SK model, the mixed-spin SK model, that allows for
polynomials of degree d in the binary variables instead of only degree-2 terms [295, 296]. This can serve as a
model for nonlocal optimization problems with higher-order terms. The mixed-spin SK model is also known
to have a ground state energy per spin that is independent of the instance and can be computed explicitly
[295, 297]. For a mixed-spin SK model with degree d = 3, the generalization of the Montanari algorithm
[298] approaches a fixed approximation ratio of ∼ (0.9843 ± 0.0003) times the optimum value, rather than
the optimal value [285]. Thus, the mixed-spin SK model is a potential avenue for establishing the advantage
of the QAOA over classical algorithms.
In this chapter, we generalize the work of [283] to prove instance independence and concentration of
measure for p = 1 QAOA applied to mixed-spin SK models. As part of our work, we derive an explicit
formula for 〈H/n〉 in the limit n → ∞, implying that the QAOA angles for the mixed-spin SK models
can be chosen on a classical computer. Our work can likely be generalized to depth p ≥ 1 using the same
methods as [283].
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8.3 Current Results and Prior Work
The mixed-spin SK model (often called the mixed p-spin model, although we will not use this terminology



























where in the last line we denote the product
∏
i∈S Zi by ZS . We assume each JS is sampled independently
from a Gaussian distribution N(0, σ|S|) that only depends on |S|, and we will let σq be the standard deviation
of the coupling constants JS with |S| = q, for q = 1, . . . , d.
The ground state of the mixed-spin SK Hamiltonian is known to have a fixed energy per spin in the
limit n → ∞ [299]. In fact we can also allow arbitrarily high orders in the mixed-spin SK model (d = ∞),
provided the variances decrease quickly enough to make
∑
q 2
qσ2q finite, and the ground state model will still
have a fixed energy per spin as n → ∞ [299]. However, for simplicity we consider some finite bound d on
the degree.
Our main result is as follows. Define the n-spin model by Eq. 8.6 with JS ∼ N(0, σ|S|). Then in the

































Our second result, Eq. 8.8, allows us to prove that p = 1 QAOA applied to the mixed-spin SK model has



























When applying QAOA to mixed-spin SK models, the measured value of (H/n) varies for two reason. First,
it varies because the bonds JS vary from instance to instance (the EJ expectation). Second, it varies
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because the QAOA state |γ, β〉 is not an eigenstate of the Z-operators, so that the measurement outcomes
have randomness even for fixed JS (the 〈H/n〉 expectation). The right hand side of Eq. 8.9 represents the
total variance in (H/n) due to both sources of randomness. The left hand side demonstrates that the total
variance can be decomposed into two terms. The first term is the average over JS of the variance due only
to the measurement randomness. The second term is the variance in the expected value 〈H/n〉 due to the
randomness in the bonds JS . Since both of these terms are non-negative, they must both tend to zero as
n→∞ as well.
The fact that the first variance approaches zero gives us concentration of measure: it says that for typical
couplings JS the variance in the measurement outcomes vanishes, and thus we always measure a string with
energy per spin equal to the expectation value (note that the term inside the E [·] is always positive, so that
for the average over JS to go to zero the magnitude of the typical value must also go to zero). The second
term approaching zero clearly gives instance independence of the expectation value, since it shows that the
variance in the expectation value due to different couplings vanishes.
We also note in passing that the methods we use also suffice to derive a formula for all higher moments










although unlike the m = 2 result, the m > 2 result does not have any obvious implication for the performance
of the QAOA.
To put Equation 8.7 in perspective we calculate what it implies for two basic cases q = 2 and q = 3.
The standard Sherrington-Kirkpatrick model has q = 2, σ2 = 1, and σq = 0 for all other q 6= 2. In this





sin(2β) cos(2β) = γe−2γ
2
sin(4β), (8.11)
which agrees with previous work in [283] and [288].
For q = 3 we refer to [298], which determined the ground state energy-per-spin in the case where σ3 =
√
3








Numerical computations tell us that this expectation will be minimized by the angles β ≈ 0.290003, γ ≈
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−0.430091, such that we get EJ [〈H3/n〉] ≈ −0.270638. In [298] it was shown that the expected ground
state energy-per-spin of this model equals 0.8132± 0.0001 and we thus see how our depth p = 1 QAOA can
approximate the ground state energy by a factor of 0.332806. This approximation factor had been reported
earlier by Zhou et al.[300]
The proof in the current paper follows to large extent the framework of the earlier result by Farhi et





for the first and second moments of (H/n). We use their method of simplifying the moment generating
function, and their reorganization of the sum over z-strings into a sum over sketches (see Section 8.4.2). We
extend their proof technique by generalizing their form of the moment generating function to higher-spin
models and demonstrating that it can still be written as a sum over sketches, developing careful power-
counting methods to allow us to extract the relevant terms in the n→∞ limit, and deriving identities that
allow us to explicitly evaluate the relevant sums.
8.4 Derivation of Main Result
In what follows, we will use the following conventions:
• A Z-basis state |z〉 is specified by a string z = (z1, z2, . . . , zn) of ±1s. We will use the shorthand
z ∈ {±1}n for this.
• The XOR of two bitstrings z and z′ is given by the componentwise product zz′ := (z1z′1, z2z′2, . . . , znz′n) ∈
{±1}n.
• For a set S ⊆ {1, . . . , n}, we denote the product of the bits in S as
∏
i∈S zi =: zS ; with this convention
we thus have ZS |z〉 = zS |z〉.






This is in contrast to the usual convention in quantum information, in which a Z-basis state is specified by
a string z of 0s and 1s and the XOR of two strings is given by componentwise addition modulo 2. We choose
our notation to be consistent with [283] and to simplify certain expressions in our derivation.
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8.4.1 Moment Generating Function
Following [283], to evaluate EJ [〈H/n〉] and EJ [〈(H/n)2〉] we use the moment-generating function EJ [〈eiλH/n〉].
From the moment-generating function, we can find the moments via
E
J∼N







We can simplify the expectation inside the moment-generating function by inserting three complete sets
of states:
































γ(zS − z′S) +
λz′′S
n





















where in the last step we used that 〈z|eiβB |z′〉 = 〈zz′|eiβB |(+1)n〉 and made the replacements z 7→ zz′′ and
z′ 7→ z′z′′.
8.4.2 Expectation when Couplings are Normal Distributed Variables
We will now treat the JS couplings as a random variable and consider the expectation EJ of the energy. We

















































× 〈z|eiβB |(+1)n〉〈(+1)n|e−iβB |z′〉. (8.21)


























× 〈z|eiβB |(+1)n〉〈(+1)n|e−iβB |z′〉. (8.22)
Next we assume that the JS are normally distributed with a standard deviation that is the same for all
sets S of the same size, that is JS ∼ N(0, σ|S|). We note that taking the expectation value of a Gaussian







































× 〈z|eiβB |(+1)n〉〈(+1)n|e−iβB |z′〉. (8.24)
To do the sum over z, z′, we claim that the summand does not depend on all 2n spin values of z and z′.
Instead, it is only a function of the four integer values (n++, n+−, n−+, n−−), where nss′ is defined to be
the number of positions k ∈ {1, . . . , n} with (zk, z′k) = (s, s′). Note that only three of these variables are
actually independent, as we always have n++ + n+− + n−+ + n−− = n. As these numbers summarize the
crucial information of the strings, we will refer to (n++, n+−, n−+, n−−) as the sketch of (z, z
′). Writing the
summand in terms of the sketch rather than (z, z′) was introduced in [283]; here we establish that we can
still write the summand in terms of the sketch for the mixed-spin SK model. To start, it is straightforward
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to verify that











Q−+ = −Q+− := i sin(β) cos(β).
(8.25)
We can also write explicit combinatorial formulas for the sums in the exponential:
∑
|S|=q








































=: fq(n+− − n−+, n++ − n−−) (8.28)∑
|S|=q






















=: gq(n+− + n−+). (8.31)
Therefore, the summand indeed depends only on (n++, n+−, n−+, n−−) and the number of ways to assign
the n positions into four groups of these sizes is the multinomial n!/(n++!n+−!n−+!n−−!). To condense














n++, n+−, n−+, n−−
)
F (n++, n+−, n−+, n−−). (8.32)












































8.4.3 General Form of Moments
Using Eq. 8.14 combined with the form of the moment-generating function given in Eq. 8.33, we can write





































































The explicit expression for fq (Eq. 8.28) shows that fq is a degree-q polynomial in the variables (n+−−n−+),




fabcq (n+− − n−+)a(n++ − n−−)bnc (8.36)


















































































Ref. [283] could explicitly evaluate these terms for the small values of a and b relevant for the two-body SK
model, using concise expressions for f2 and g2. However, to get explicit formulas beyond q = 2 requires
carefully counting powers of n to establish which terms survive in the n → ∞ limit, and using the general
expressions for fq and gq (Eqs. 8.28 and 8.31) to derive explicit forms of the leading-order terms. Our
derivation thus goes beyond a simple generalization of [283] in the techniques we must use to tame this sum.
8.4.4 Evaluating Sums Over the Sketches (n++, n+−, n−+, n−−)


























We can organize the sum over {n∗} by first summing over the variable t = (n+− + n−+) and then summing













































where we have defined At and Bt for later reference.
8.4.5 Large n Limit
In general, the summations for At and Bt can be evaluated exactly via the identity (which is a generalization







(n1 − n2)aQn11 Q
n2




As we plan to take the limit n→∞, we will only keep track of the terms in At and Bt that are relevant in
this limit.
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For At, we have




Noting that (Q+− +Q−+) = 0 (see Eq. 8.25), we see that this term can only be nonzero when a ≥ t. In the
particular case of a = t, the only nonzero terms occur when all a derivatives hit (x+ y)t, and we have
At = a!(Q+− −Q−+)a = (−i)a sina(2β). (8.44)
Therefore, in total we find
At = δa,ta!(−i)a sina(2β) + · · · (8.45)
where the dots represents terms proportional to some δt,α with α < a.
For Bt, we have




If we focus on only the highest-order terms in n, these occur when all a derivatives hit the (x+ y)n−t term.
Thus,
Bt = n
b(Q++ −Q−−)b(Q++ +Q−−)n−t−b +O(nb−1) (8.47)
= nb cosb(2β) +O(nb−1). (8.48)














































+ · · · (8.50)
(8.51)
where the dots represent terms with t replaced by some α with α < a. We note that in the limit n → ∞,
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we have ( na ) = n
a/a! +O(na−1), while ( na−1 ) = O(n
































sina(2β) cosb(2β), a+ b = ξ
0, a+ b < ξ
. (8.53)
8.4.6 Properties of fq and gq
To complete the evaluation of the moments, we need expressions for the relevant terms in fq and gq. While
our explicit formulas for fq and gq involve many terms, only a small fraction these terms survive in the
n→∞ limit.
To start, we note from Eq. 8.53 that the only relevant terms in gq are those of degree at least (q − 1) in
n. Starting from the definition of gq (Eq. 8.31), elementary algebra gives














In addition, we have seen above that the only relevant terms in fq are those f
abc
q with (a + b + c) = q.
We can find these terms starting from the explicit formula for fq (Eq. 8.28) by keeping only terms of degree
q in combined powers of (n+− − n−+), (n++ − n−−), and n. This gives






(n+− − n−+)a(n++ − n−−)q−a + (lower order terms) .
(8.56)
Note, there are no terms (n+− − n−+)a(n++ − n−−)bnc with c 6= 0 and (a + b + c) = q in fq. In terms of
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a!b! , a+ b = q, c = 0, a odd
0, a+ b = q, c = 0, a even
0, a+ b+ c = q, c 6= 0
. (8.57)
With these properties of fq and gq, we now have sufficient information to evaluate our moments.
8.4.7 Evaluating the First Moment
To evaluate the first moment, we simplify Eq. 8.37 using the definition of T abξ (Eq. 8.39). Using our explicit
expression for T abε in the limit n → ∞ (Eq. 8.53) as well as our expression for the limit of gq as n → ∞


























 sina(2β) cosq−a(2β) (8.59)
which is precisely what we claimed in Eq. 8.7.
8.4.8 Evaluating the Second Moment
To evaluate the second moment, we simplify Eq. 8.38 using the definition of T abξ (Eq. 8.39). Again using our
explicit expression for T abε in the limit n → ∞ (Eq. 8.53) and our expression for the limit of gq as n → ∞
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which is precisely what we claimed in Eq. 8.8.
8.4.9 Evaluating Higher Moments
The proof technique used above also applies to higher moments. When computing the mth moment by
taking derivatives of the moment-generating function according to Eq. 8.14, the only terms that survive in
the limit n → ∞ are the terms where all derivatives hit the 2γλfq/n term in the exponential, so that the




























































































8.5 Discussion and Conclusion
In this work, we have derived explicit formulas to quantify the performance of p = 1 QAOA on mixed-spin SK
models in the n→∞ limit. We demonstrated both concentration of measure and instance independence for
arbitrary mixed-spin SK models, which imply that the expectation value of the energy per spin is independent
of the specific SK model and that measurements of the QAOA state are guaranteed to give energies close to
the expectation value. Our explicit formula for the expectation value of the energy for arbitrary mixed-spin
SK models allows us to find the optimal angles on a classical computer.
There are two obvious open questions raised by this work. First, the approach of this chapter can probably
be combined with the methods of [283] to generalize our work to p > 1 QAOA. This would allow one to
prove instance independence and concentration of measure, and derive a computer algorithm to generate
formulas for the expectation value per spin, at arbitrary depth p. This is a particular interesting route of
research, since it is known that in case of σq ∝ δq,3, the Montanari algorithm doesn’t approach the optimal
solution [285], so that at sufficient depth p the QAOA has a chance of outperforming the best known classical
algorithm. Higher-spin SK models may even provide a more direct route, since the Montanari algorithm may
perform correspondingly worse [285]. While the generalization to higher p is likely possible, it is a nontrivial
extension of this chapter, and we leave it for future work.
Second, it remains an open question what to what extent results on the SK model can be used to find
optimal angles for realistic binary optimization problems. One hypothetical approach to finding QAOA
angles for a single instance of an n-spin optimization problem would be:
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• Compute the standard deviation σq of all the q-body couplings in the problem, for all q = 1, . . . , d.
• Use Eq. 8.7 for the mixed-spin SK model as an estimate for the expectation value of the energy per
spin.
• Run the QAOA at the optimal angles for the corresponding mixed-spin SK model (or use these angles
as starting points for a numerical optimization of the angles)
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M. Soljačić, Nature 525, 354 (2015).
[58] S. Malzard and H. Schomerus, Phys. Rev. A 98, 033807 (2018).
[59] G. Harari, M. A. Bandres, Y. Lumer, M. C. Rechtsman, Y. D. Chong, M. Khajavikhan, D. N.
Christodoulides, and M. Segev, Science 359, eaar4003 (2018).
[60] A. Cerjan, S. Huang, M. Wang, K. P. Chen, Y. Chong, and M. C. Rechtsman, Nat. Photonics 13,
623 (2019).
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[264] H. Häffner, C. F. Roos, and R. Blatt, Phys. Rep. 469, 155 (2008).
[265] D. Hayes, D. Stack, B. Bjork, A. C. Potter, C. H. Baldwin, and R. P. Stutz, Phys. Rev. Lett. 124,
170501 (2020).
[266] R. Stricker, D. Vodola, A. Erhard, L. Postler, M. Meth, M. Ringbauer, P. Schindler, T. Monz, M.
Müller, and R. Blatt, Nature 585, 207 (2020).
[267] F. Herrera, Y. Cao, S. Kais, and K. B. Whaley, New J. Phys. 16, 075001 (2014).
[268] S. Ramelow, A. Fedrizzi, A. M. Steinberg, and A. G. White, New J. Phys. 12, 083027 (2010).
[269] P. Jordan and E. Wigner, Z. Physik 47, 631 (1928).
[270] R. C. Raffenetti and K. Ruedenberg, Int. J. Quantum Chem. 4, 625 (1969).
[271] D. K. Hoffman, R. C. Raffenetti, and K. Ruedenberg, J. Math. Phys. 13, 528 (1972).
[272] J. Claes, Hoffman decomposition and the matchgate group, https://github.com/jahanclaes/
Hoffman-Decomposition-and-the-Matchgate-Group, 2020.
[273] A. W. Knapp, Representation theory of semisimple groups: an overview based on examples, Vol. 36
(Princeton university press, 2001).
[274] D. M. Abrams, N. Didier, B. R. Johnson, M. P. da Silva, and C. A. Ryan, arXiv:1912.04424 (2019).
[275] B. Foxen, C. Neill, A. Dunsworth, P. Roushan, B. Chiaro, A. Megrant, J. Kelly, Z. Chen, K. Satzinger,
R. Barends, et al., Phys. Rev. Lett. 125, 120504 (2020).
[276] S. Hadfield, Z. Wang, B. O’Gorman, E. G. Rieffel, D. Venturelli, and R. Biswas, Algorithms 12, 34
(2019).
[277] Z. Wang, N. C. Rubin, J. M. Dominy, and E. G. Rieffel, Phys. Rev. A 101, 012320 (2020).
[278] J. Cook, S. Eidenbenz, and A. Bärtschi, arXiv:1910.13483 (2019).
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