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OPTIMAL ORDER FINITE DIFFERENCE APPROXIMATION OF GENERALIZED
SOLUTIONS TO THE BIHARMONIC EQUATION IN A CUBE
STEFAN MÜLLER, FLORIAN SCHWEIGER, AND ENDRE SÜLI
Abstract. We prove an optimal order error bound in the discrete H2(Ω) norm for finite difference ap-
proximations of the first boundary-value problem for the biharmonic equation in n space dimensions, with
n ∈ {2, . . . , 7}, whose generalized solution belongs to the Sobolev space Hs(Ω) ∩H2
0
(Ω), for 1
2
max(5, n) <
s ≤ 4, where Ω = (0, 1)n. The result extends the range of the Sobolev index s in the best convergence
results currently available in the literature to the maximal range admitted by the Sobolev embedding of
Hs(Ω) into C(Ω) in n space dimensions.
1. Introduction
The biharmonic equation arises in a number of problems in continuummechanics, including linear elasticity
and the solution of the Stokes equations modelling the flow of a viscous incompressible fluid; the biharmonic
operator also features in various nonlinear PDEs of practical relevance such as the Cahn–Hilliard equation,
which describes the process of phase separation in a binary alloy, and the Ohta–Kawasaki model for the free
energy of a diblock copolymer melt. The convergence analysis of numerical methods for the approximate
solution of the biharmonic equation has been therefore of considerable interest. We shall not attempt to
review the vast literature in this area: the reader may wish to consult the early papers by Tee [Tee64],
Bramble [Bra66], Smith [Smi68, Smi70], and Ehrlich [Ehr71], for example, for the first analytical results in
this direction. For the numerical analysis of finite difference approximations of the biharmonic equation in the
context of the approximate solution of the Navier–Stokes equations in planar domains, we point the reader
to the book of Ben-Artzi et al. [BACF13]. In these works the data and the solution to the boundary-value
problems under consideration were assumed to have (sufficiently) high regularity in spaces of continuously
differentiable functions.
Finite difference schemes for the biharmonic equation with nonsmooth source terms were considered by
Lazarov [Laz81], Gavrilyuk et al. [GLMP83], and Ivanović et al. [I˘IS86], for example. For a detailed survey
of the relevant literature we refer the reader to the monograph of Jovanović and Süli [JS14], devoted to the
finite difference approximation of linear partial differential equations with generalized solutions.
Our objective in this paper is to prove an optimal-order error bound for finite difference approximations
of the first boundary-value problem for the biharmonic equation in n space dimensions, with n ∈ {2, . . . , 7},
whose generalized solution belongs to the Sobolev space Hs(Ω) ∩ H20 (Ω), for 12 max(5, n) < s ≤ 4, where
Ω = (0, 1)n. One of our main results, Theorem 1.1, improves [JS14, Theorem 2.69] (where the theorem is
proved for n = 2 and s < 72 ) as well as the main result in [GMP83] (where the theorem is proved for n = 2
under the assumption that the third normal derivative of u vanishes at the boundary). The restrictions on
the range of s in [JS14, Theorem 2.69] and on the third normal derivative of u in [GMP83] arise for the
following reason: in order to compare the finite difference approximation with the original problem one needs
an extension of the (generalized) solution u from Ω to Rn \Ω that preserves the Sobolev regularity of u and
has, ideally, zero discrete boundary values. The assumptions in [JS14, Theorem 2.69] and in [GMP83] permit
the use of the symmetric extension of u across ∂Ω for that purpose. In our setting, with 12 max(5, n) < s ≤ 4,
this is no longer possible, and the main novelty of our work is to use a different, carefully chosen, extension
of u. This extension will no longer have zero boundary values, but we will show that they can be made small
(in an appropriate norm, in terms of positive powers of the discretization parameter h), so that we can still
close the argument. The strategy of the proof is described in Section 1.2.
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The relevance of our results extends beyond the numerical analysis of partial differential equations, to
statistical mechanics and probability, particularly the study of the so-called membrane model, a model for
a random interface (see the Introduction of [MS19] for an overview), which involves a centered Gaussian
measure on functions, defined on lattices with uniform spacing, whose covariance matrix is given by the
Green’s function of the discrete bilaplacian with Dirichlet boundary data. In fact, the analysis pursued here
was motivated by recent work by Müller and Schweiger [MS19], where estimates for the Green’s function
of the discrete bilaplacian on squares and cubes in two and three dimensions were proved. Very recently,
Schweiger [Sch19] explored the behavior of the maximum of the solution to the four-dimensional membrane
model; for that purpose the estimates from [MS19] are not sharp enough, but methods similar to those in the
present paper can be employed to relate the Green’s function of the discrete bilaplacian with its continuous
counterpart and thereby to obtain the required bounds.
The paper is structured as follows. In the remainder of this introductory section we state our main results,
outline their proofs, and define the relevant notation that we shall use in the rest of the paper. In Section
2 we recall the definition of an extension operator, which will play a crucial role in our analysis. In Section
3 we discuss estimates of boundary values using a discrete counterpart of the fractional-order Sobolev norm
H
1
2 (∂Ω). In Section 4 we establish a discrete inverse trace theorem on Ω. In Section 5 we record, for the
sake of completeness, some summation-by-parts formulae that we will need, and in Section 6 we give the
proofs of the main theorems. The discussion is completed by two appendices, the first of which concerns
various density results that we need and the second contains some remarks on function space interpolation,
which are of relevance in our analysis.
Our results extend to more general fourth-order elliptic elliptic operators with variable coefficients, such as
those treated in [JS14, Section 2.7], with similar proofs. The main difference compared to the analysis here is
that in addition to terms appearing in our error bounds one encounters a variety of mixed terms. On can deal
with these as in the proof of Theorem 2.68 in [JS14], using the bilinear Bramble–Hilbert lemma. It should
also be possible to extend our results to other (higher order) elliptic operators, such as the polyharmonic
operator ∆k for k ≥ 3, but the study of that question is beyond the scope of this paper.
1.1. Main results. We mostly follow the notation of [JS14] (see, however, Section 1.3 for the precise
definitions). Let n ∈ N+, Ω := (0, 1)n, Γ := ∂Ω. For h ∈ R+ such that 1h ∈ N, let Ωh := Ω ∩ (hZ)n,
Γh := Γ ∩ (hZ)n, and
Ω˜h := [−h, 1 + h]n ∩ (hZ)n \ {−h, 1 + h}n.
Consider the elliptic boundary-value problem
∆2u = f in Ω,
u = 0 on Γ,
∂νu = 0 on Γ,
(1.1)
where ∂ν denotes the derivative in the normal direction (ν is a unit outward normal vector to Γ). We
approximate the solution of this problem by the finite difference scheme (compare [JS14, Section 1.9.4])
∆2hU = T
h,2,...,2f in Ωh,
U = 0 on Γh,
Dh0,νU = 0 on Γ
h.
(1.2)
Here U is defined on Ω˜h, Dh0,νU(x) :=
1
2h
(
U(x+ hν)−U(x− hν)) 1, and T h,2,...,2f is a smoothing operator
acting on f , defined by convolving f with a B-spline on the scale h (see below for the precise definition).
The finite difference scheme (1.2) makes sense in any dimension n, as the smoothing operator T h,2,...,2
maps f ∈ Hs−4 into a continuous function whenever s > 52 (cf. [JS14, Theorem 1.69]).
Our objective is to prove an error bound in the discrete Sobolev norm ‖ · ‖H2
h
(Ωh) (which is denoted by
‖ · ‖W 22 (Ωh) in [JS14, Section 2.2.4]).
1At the singular points (i.e., at the vertices and points on the faces/edges) of Γh there are up to n possible boundary normal
vectors. For (1.2) we consider all of them. Because U = 0 on Γh by assumption, this corresponds to setting U = 0 at all points
of Ω˜h \ (Ωh ∪ Γh) that have distance h to a singular point of Γh.
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Theorem 1.1. Suppose that 12 max(5, n) < s ≤ 4, and let u ∈ Hs(Ω) ∩H20 (Ω); then, there exists a positive
constant C = C(n, s), independent of h, such that
(1.3) ‖u− U‖H2h(Ωh) ≤ Ch
s−2‖u‖Hs(Ω).
This improves [JS14, Theorem 2.69] (where the above result was proved for n = 2 and 52 < s ≤ 4 in the
more general setting of fourth-order elliptic equations with nonsmooth variable coefficients, but the order of
convergence O(hmin{s−2,3/2}| log h|1−|sgn(s−7/2)|) established there was optimal only in the case of 52 < s < 72 ,
and is reduced to the suboptimal rate of O(h 32 ), instead of the optimal rate of O(hs−2), for 72 < s ≤ 4) as well
as the main result in [GMP83] (where the theorem was proved for n = 2 under the additional assumption
that the third normal derivative of u vanishes at the boundary).
Our method also yields estimates for other discretizations of the boundary conditions. Consider, for
instance, the finite difference scheme
∆2hU
∗ = T h,2,...,2f in Ωh,
U∗ = 0 on Γh,
DhνU
∗ = 0 on Γh.
(1.4)
Here again U∗ is defined on Ω˜h, and DhνU
∗(x) := 1h
(
U∗(x + hν) − U∗(x)). The conditions U∗ = 0 and
DhνU
∗ = 0 on Γh are equivalent to U∗ = 0 on Ω˜h \ Ωh, so that we could equivalently consider the finite
difference scheme
∆2hU
∗ = T h,2,...,2f in Ωh,
U∗ = 0 on Ω˜h \ Ωh.
(1.5)
For this difference scheme we can show the following error bound.
Theorem 1.2. Suppose that 12 max(5, n) < s ≤ 3, and let u ∈ Hs(Ω) ∩H20 (Ω); then, there exists a positive
constant C = C(n, s), independent of h, such that
(1.6) ‖u− U∗‖H2h(Ωh) ≤ Ch
s−2‖u‖Hs(Ω).
In Theorems 1.1 and 1.2 we made the assumption 12 max(5, n) < s. In view of the fact that the problem
(1.1) makes sense already for s > 32 , the requirement
1
2 max(5, n) < s might seem surprising. The condition
s > n2 ensures that u is continuous. Otherwise, ‖u − U‖H2h(Ωh) and ‖u − U∗‖H2h(Ωh) would be undefined.
The condition s > 52 implies that T
h,2,...,2f is continuous so that its pointwise values are defined and the
finite difference schemes (1.2) and (1.4) make sense. It should be possible to relax the assumption s > n2
by replacing u in the expressions ‖u− U‖H2h(Ωh) and ‖u− U∗‖H2h(Ωh) with a suitably mollified version of u.
Similarly, one can relax the assumption s > 52 by replacing T
h,2,...,2 with a stronger mollification operator.
We will not pursue these alternatives here; see however [Sch19] for a version of Theorem 1.2 with s < 52 .
1.2. Outline of the proof. We discuss the proof of Theorem 1.1 only; the proof of Theorem 1.2 is very
similar. We proceed similarly to the proof of [JS14, Theorem 2.69]. In fact, when s < 72 we could directly
use the argument in [JS14] with only minor notational changes. Let us review that argument here briefly.
We begin by extending u symmetrically across Γ to a Hs-function uˆ on (−1, 2)n such that ‖uˆ‖Hs((−1,2)n) ≤
C‖u‖Hs(Ω). Here and henceforth C signifies a generic positive constant, which may depend on the Sobolev
index s and on the number of space dimensions n, but is independent of the discretization parameter h. Let
E := uˆ− U . Then, E satisfies
E = 0 on Γh,
Dh0,νE = 0 on Γ
h,
and we calculate (compare [JS14, Equation (2.209)])
∆2hE = ∆
2
huˆ−∆2hU = ∆2huˆ− T h,2,...,2f = ∆2huˆ− T h,2,...,2∆2uˆ.
Using summations by parts we obtain
‖∇2hE‖L2h(Ωh) ≤ ‖∆
2
huˆ− T h,2,...,2∆2uˆ‖H−2h (Ωh),
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where ∇2h is the discrete Hessian. Now one can use the Bramble–Hilbert lemma (cf. [JS14]) to deduce that
the right-hand side is bounded by Chs−2‖u‖Hs(Ω), which directly implies (1.3).
When s ≥ 72 one can no longer extend u symmetrically across the boundary while preserving its Sobolev
regularity. This means that we cannot make Dh0,νu equal to 0 on Γ, and therefore the above argument based
on summation by parts no longer works.
Our alternative approach is as follows. Although we cannot ensure that the boundary values of Dh0,νE are
exactly zero, we will show that they can nevertheless be made small in an appropriate norm. To this end, we
will first show (in Section 2) that we can take a slightly different extension u˜ with ‖u˜‖Hs((−1,2)n) ≤ C‖u‖Hs(Ω),
7
2 ≤ s ≤ 4, such that u˜ and its derivatives vanish on the hyperplanes supporting the faces of Γ. This will
allow us to estimate the boundary values in an optimal space. In fact, in Section 3 we prove that
[Dh0,ν u˜]
H
1
2
h (Γ
h)
≤ Chs−2‖u˜‖Hs(Ω)
(see that section also for a precise definition of the H
1
2
h (Γ
h)-seminorm appearing on the left-hand side of this
inequality). Then, in Section 4, we prove that for any function g on the boundary there is a lattice function
w such that
w = 0 on Γh,
Dh0,νw = g on Γ
h,
and
‖∇2hw‖L2h(Ωh) ≤ C[g]H 12
h
(Γh)
.
We shall construct w by giving an explicit extension using the Fourier series representation of the boundary
values, which we then carefully cut off to comply with the boundary conditions.
Let now Eˆ be such a function w corresponding to g = Dh0,ν u˜. We can apply the argument above to E− Eˆ
(which has zero boundary values) and find that
‖∇2h(E − Eˆ)‖L2(Ωh) ≤ C
(
hs−2‖u‖Hs(Ω) + ‖∆2hEˆ‖H−2h (Ωh)
)
.
Thus, by observing that
‖∆2hEˆ‖H−2h (Ωh) ≤ C‖∇
2
hEˆ‖L2(Ωh) ≤ C[Dh0,ν u˜]
H
1
2
h (Γ
h)
≤ Chs−2‖u‖Hs(Ω),
we directly deduce (1.3). We shall present the details of the argument in Section 6. In that section we shall
also make several remarks that concern possible modifications and generalizations of the results.
1.3. Notation and preliminaries. Our notation is based on that in [JS14], however we made some changes
that we will review in the following.
C denotes a constant that may change from line to line and may be dependent on the Sobolev index, s,
and the number of space dimensions, n, but is always independent of h. Similarly C(h) denotes a constant
that may change from line to line and may depend on h as well.
For s ≥ 0 and Ξ ⊂ Rn open with Lipschitz boundary we define the Sobolev space Hs(Ξ) as the space of
restrictions of Hs(Rn)-functions to Ξ. By Hs0(Ξ) we denote the closure of the set of all C
∞
c (Ξ)-functions in
the ‖ · ‖Hs(Ξ)-norm.
Assume that Ξ := I1 × · · · × In, where Ij ⊂ R are (possibly unbounded) open intervals. This assumption
ensures that we have Hn−1-almost everywhere on ∂Ξ an axiparallel normal vector. Given a k ∈ N0 with
k + 12 < s, we denote by H
s
(k)(Ξ) the space of all functions u ∈ Hs(Ξ) such that the traces of ∂iνu for
0 ≤ i ≤ k vanish on each face of ∂Ξ. We extend this definition to k > s− 12 , provided s /∈ N+ 12 , by setting
Hs(k)(Ξ) = H
s
(⌊s−1/2⌋)(Ξ).
There are several other equivalent definitions of Hs(k)(Ξ). Let C
∞
c (Ξ) denote the space of functions on Ξ,
which are in C∞(Ξ), for which all derivatives admit continuous extensions to Ξ, and which are supported in
K∩Ξ for some K ⊂ Rn compact. In other words, C∞c (Ξ) denotes the set of restrictions of C∞c (Rn)-functions
to Ξ, where the equivalence follows from Whitney’s extension theorem [Whi34]. Then, Hs(k)(Ξ) is also the
closure in the Hs(Ξ)-norm of the set of all functions in C∞c (Ξ) whose derivatives up to order k vanish on
∂Ξ Furthermore, Hs(k)(Ξ) is equal to H
s(Ξ) ∩ Hk+10 (Ξ) if s ≥ k + 1, and equal to Hs0(Ξ) if s ≤ k + 1. In
particular, the space Hs(Ω) ∩H20 (Ω) from the main theorems can now be written as Hs(1)(Ω).
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The fact that these definitions are equivalent should not be surprising. Nonetheless we could not locate
a reference for this precise equivalence result, and so we present its proof in Appendix A.
Given a j ∈ N, we let θj be the standard univariate centered B-spline of degree j−1, defined, for example,
as the indicator function of the closed interval
[− 12 , 12] convolved with itself j − 1 times (cf. [JS14, Section
1.9.4]). Using this, we define the smoothing operator T h,ji for 1 ≤ i ≤ n as
T h,ji f :=
1
h
f ∗i θj
( ·
h
)
,
where ∗i means convolution in the variable xi. This is a well-defined operator on distributions on Rn.
Furthermore, we set
T h,j,...,jf := T h,j1 ◦ · · · ◦ T h,jn f.
Each θj is in H
t(R) for any t < j − 12 . Using this, one can verify (cf. [JS14, Section 1.9.4]) that T h,j,...,j is a
bounded linear operator from Ht(Rn) to Cb(R
n) whenever t > −j + 12 .
Given a unit vector a ∈ Rn, we define the difference quotients Dhav(x) := 1h (v(x+ha)−v(x)), Dh−av(x) :=
1
h (v(x)− v(x− ha)), Dh0,av(x) := 12h (v(x+ ha)− v(x− ha)). When a is a standard unit vector ei, we write
Dhi instead of D
h
ei (and similarly for D
h
−i and D
h
0,i).
The discrete gradient is the vector ∇hv(x) := (Dhi v(x))ni=1, the discrete Hessian is the tuple ∇2hv(x) :=
(Dhi D
h
−jv(x))
n
i,j=1 , the discrete Laplacian is ∆hv(x) :=
∑n
i=1D
h
i D
h
−iv(x), and the discrete bilaplacian is
∆2h := ∆h ◦∆h.
For any A ⊂ (hZ)n and v, w : A → R we define (v, w)L2h(A) :=
∑
x∈A h
nv(x)w(x) and ‖v‖2
L2h(A)
:=
(v, v)L2h(A). We also define the discrete Sobolev norm ‖v‖H2h(Ωh) of v : Ω˜h → R as the sum of the L2h-norms
of v, ∇hv and ∇2hv, wherever they are defined; more precisely,
‖v‖2H2h :=
∑
x∈Ω˜h
hnv(x)2 +
n∑
i=1
∑
x∈Ω˜h:
x+hei∈Ω˜h
hn(Dhi v(x))
2 +
n∑
i,j=1
∑
x∈Ω˜h:
x+hei,x−hej ,x+hei−hej∈Ω˜h
hn(Dhi D
h
−jv(x))
2.
Note that we have the crucial property
Dhi D
h
−iT
h,j−2
i f = T
h,j
i ∂
2
i f
for any i and any j ≥ 2.
2. Construction of a good extension
At a certain point in our argument it will be necessary to localize the functions concerned in order to deal
with the 2n corners of Ω = (0, 1)n separately. Actually, it is most convenient to do so right from the start.
Thus we shall use a partition of unity, which allows us to split u into 2n parts localized near the corners.
These parts can all be dealt with in a similar way, so we focus on one of them and assume that u is supported
in
[
0, 23
)n
.
Recall that Hs(1)(Ω) denotes the space of functions u ∈ Hs(Ω) for which u and the normal derivative
vanish on ∂Ω.
Lemma 2.1. Let 32 < s ≤ 4, let u ∈ Hs(1)(Ω) be supported in
[
0, 23
)n
. Then, there exists a function
u˜ ∈ Hs0((−1, 1)n) such that ‖u˜‖Hs((−1,1)n) ≤ C‖u‖Hs(Ω), u˜|Ω = u, and u˜ = 0, ∇u˜ = 0 on the (n − 1)-
dimensional hyperplanes xi = 0 for i ∈ {1, . . . , n} in the sense of traces.
Because u˜ ∈ Hs0 ((−1, 1)n), we can extend u˜ outside (−1, 1)n by zero to a function in Hs(Rn) (that we
continue to call u˜).
The construction of the extension is classical; see, e.g., [LM72a, Section 11.5]. Nonetheless we give some
details, in particular because a similar construction will be used in Section 4.
Proof. There exist λ−1, λ−2 ∈ R such that
λ−1 + λ−22
k = (−1)k for k ∈ {2, 3}.
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We also let λ1 = 1. Then we define the extension u˜ of u by
u˜(x1, . . . , xn) =
∑
ε1=1 if x1≥0
ε1∈{−1,−2} if x1<0
. . .
∑
εn=1 if xn≥0
εn∈{−1,−2} if xn<0
λε1 · . . . · λεnu(ε1x1, . . . , εnxn).
For example, for n = 2 we have
u˜(x1, x2) =


u(x1, x2) for x1 ≥ 0, x2 ≥ 0,
λ−1u(−x1, x2) + λ−2u(−2x1, x2) for x1 < 0, x2 ≥ 0,
λ−1u(x1,−x2) + λ−2u(x1,−2x2) for x1 ≥ 0, x2 < 0,
(λ−1)
2u(−x1,−x2) + λ−1λ−2u(−x1,−2x2)
+λ−1λ−2u(−2x1,−x2) + (λ−2)2u(−2x1,−2x2) for x1 < 0, x2 < 0.
This extension is constructed by applying an extension operator similar to the one in [LM72a, Section 2.2]
once across every hyperplane (or in other words by applying a tensorized version of that extension operator).
One easily checks that both u˜ = 0 and ∇u˜ = 0 on the face xi = 0 for i ∈ {1, . . . , n}. In addition, the
support of u˜ is contained in
(− 23 , 23)n ⊂ (−1, 1)n.
It remains to show that u˜ ∈ Hs((−1, 1)n) and
(2.1) ‖u˜‖Hs((−1,1)n) ≤ C‖u‖Hs(Ω).
For this we use interpolation. If s = 4, and u ∈ H4(1)(Ω) observe that by the construction of u˜ for k ∈
{0, 1, 2, 3} the traces of ∂ki u˜ from the two sides of {xi = 0} agree. This implies that u˜ ∈ H4((−1, 1)n)
and ‖u˜‖H4((−1,1)n) ≤ C‖u‖H4(Ω). If s = 1 and u ∈ H1(1)(Ω) = H10 (Ω) we can use the same argument to
obtain (2.1) once again. Now, by Lemma B.3 from the Appendix, for any 32 < s ≤ 4 the interpolation space[
H4(1)(Ω), H
1
(1)(Ω)
]
1
3 (4−s)
is equal to Hs(1)(Ω). Thus (2.1) follows by standard function space interpolation
theory. 
3. Estimate of the boundary values
We want to estimate the boundary values in the fractional discrete Sobolev space H
1
2
h . In order to do so,
we first define the appropriate (semi-)norms.
Let S be a subset of Rn that is contained in an axiparallel (n− 1)-dimensional affine subspace of Rn such
that S ∩ (hZ)n 6= ∅, and let w : S ∩ (hZ)n → R. We then define
[w]2
H
1
2
h (S∩(hZ)
n)
:=
∑
x,y∈S∩(hZ)n
x 6=y
|w(x) − w(y)|2
|x− y|n h
2n−2
and
‖w‖2
H
1
2
h (S∩(hZ)
n)
:= ‖w‖2L2h(S∩(hZ)n) + [w]
2
H
1
2
h (S∩(hZ)
n)
.
For the discrete trace theorem in the following section we will need to use the extension by zero of Dh0,ν u˜ and
Dhν u˜. Therefore we directly estimate the H
1
2
h -seminorm of that extension in the following lemma.
2 At the
first glance it might seem problematic that we are extending Dh0,ν u˜ by zero, because for s ≥ 52 this extension
does not preserve the Hs-regularity of u˜. However it turns out that it is possible to estimate [Dh0,ν u˜]
H
1
2
h
by
expressions that involve several derivatives in the direction en, but at most one derivative in the directions
ei for 1 ≤ i ≤ n− 1, so our assumptions on the boundary values are sufficient.
Lemma 3.1. Let s > 12 max(3, n) and let u˜ be as in Lemma 2.1. For i ∈ {1, . . . , n} let gh,i and g∗h,i
be the extension by zero of Dh0,iu˜ and D
h
−iu˜ in the hyperplane (hZ)
i−1 × {0} × (hZ)n−i, respectively, i.e.,
2Alternatively one could define a discrete analogue of the H
1
2
00
-norm from [LM72a, Section 11.5]; that however leads to
unnecessary technicalities in the present context.
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gh,i : (hZ)
i−1 × {0} × (hZ)n−i → R and g∗h,i : (hZ)i−1 × {0} × (hZ)n−i → R satisfy
gh,i(x) =
{
Dh0,iu˜(x) when x ∈ (0,∞)i−1 × {0} × [0,∞)n−i,
0 otherwise,
g∗h,i(0) =
{
Dh−iu˜(x) when x ∈ (0,∞)i−1 × {0} × [0,∞)n−i,
0 otherwise.
We have that, if s ≤ 4, then
(3.1) ‖gh,i‖
H
1
2
h ((hZ)
i−1×{0}×(hZ)n−i)
≤ Chs−2‖u‖Hs(Ω),
and, if s ≤ 3, then
(3.2) ‖g∗h,i‖
H
1
2
h ((hZ)
i−1×{0}×(hZ)n−i)
≤ Chs−2‖u‖Hs(Ω).
We can assume that i = n, the other cases being analogous. For simplicity we identify Rn−1 with the
hyperplane Rn−1 × {0} ⊂ Rn, and write x = (x′, xn), with x′ := (x1, . . . , xn−1).
Before embarking on the proof of our main result, we state and prove two estimates that we will need.
Lemma 3.2. Let s > 12 max(3, n) and v ∈ Hs(Rn) such that v = 0 and ∂nv = 0 on Rn−1 in the sense
of trace. Let h > 0, let x′ ∈ (hZ)n−1, xˆ′ ∈ Rn−1 × {0} and suppose that |x′ − xˆ′|∞ < h2 . Let further
Qh/2(x
′) := x′ + (−h/2, h/2)n−1 be the (n− 1)-dimensional axiparallel cube of edge-length h centered at x′.
If s ≤ 4, we have that
(3.3) |v(x′, h)− v(x′,−h)− v(xˆ′, h) + v(xˆ′,−h)| ≤ Chs− n2 ‖v‖Hs(Qh/2(x′)×R),
and if s ≤ 3 we have that
(3.4) |v(x′, 0)− v(x′,−h)− v(xˆ′, 0) + v(xˆ′,−h)| ≤ Chs−n2 ‖v‖Hs(Qh/2(x′)×R).
Proof. We begin with (3.3). By scaling and translating we can assume that without loss of generality
that h = 1 and x′ = 0. Because s > n2 the left-hand side of (3.3) is bounded by C‖v‖Hs(Q1/2(0)×(−2,2)).
Furthermore it vanishes when v is a polynomial of degree at most 3. Indeed the boundary condition ensures
that each monomial of degree at most 3 has degree at least 2 in xn and the left-hand side vanishes for
such monomials. So (3.3) follows from the Bramble–Hilbert lemma (applied in Hs(Q1/2(0)× (−2, 2))). The
estimate (3.4) can be proved analogously. 
Lemma 3.3. Let s > 32 and v ∈ Hs((0,∞)n−1 × R). Suppose that for all i ∈ {1, . . . , n− 1} we have v = 0
on {xi = 0} in the sense of trace, and that furthermore we have ∂nv = 0 on {xn = 0} in the sense of trace.
Let vˆ be the extension by zero in the first n− 1 variables of v to Rn, i.e.,
vˆ(x) :=
{
v(x) x ∈ (0,∞)n−1 × R,
0 otherwise,
and let h > 0. If s ≤ 4, then we have that
(3.5) ‖vˆ(·, h)− vˆ(·,−h)‖
H
1
2 (Rn−1)
≤ Chs−1‖v‖Hs((0,∞)n−1×R),
and if s ≤ 3, then we have that
(3.6) ‖vˆ(·, 0)− vˆ(·,−h)‖
H
1
2 (Rn−1)
≤ Chs−1‖v‖Hs((0,∞)n−1×R).
Proof. Let us define the function spaces Gs((0,∞)n−1 × R) for s ∈ [0,∞) \ { 12 , 32} as follows. When s > 32 ,
Gs is the space that is mentioned in the statement of the lemma, i.e.,
Gs((0,∞)n−1×R) := Hs((0,∞)n−1×R)∩{u : u = 0 on ∂((0,∞)n−1×R)}∩{u : ∂nu = 0 on (0,∞)n−1×{0}}.
When 12 < s <
3
2 ,
Gs((0,∞)n−1 × R) := Hs((0,∞)n−1 × R) ∩ {u : u = 0 on ∂((0,∞)n−1 × R)},
and if s < 12 ,
Gs((0,∞)n−1 × R) := Hs((0,∞)n−1 × R).
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According to Lemma B.4 from the Appendix we have that, for s /∈ { 12 , 32},
Gs((0,∞)n−1 × R) = [G4((0,∞)n−1 × R), G1((0,∞)n−1 × R)] 4−s
3
,
Gs((0,∞)n−1 × R) = [G3((0,∞)n−1 × R), G1((0,∞)n−1 × R)] 3−s
2
.
Thus it suffices to prove (3.5) for s = 4 and s = 1 and (3.6) for s = 3 and s = 1, and then the result follows
by interpolation. We prove the former two statements; the proofs of the latter two are completely analogous.
If s = 1, the condition that v = 0 on {xi = 0} in the sense of trace ensures that vˆ ∈ H1(Rn) and
‖vˆ‖H1(Rn) ≤ ‖v‖H1((0,∞)n−1×R). Now we can use standard trace theorems to bound
‖vˆ(·, h)− vˆ(·,−h)‖
H
1
2 (Rn−1)
≤ ‖vˆ(·, h)‖
H
1
2 (Rn−1)
+ ‖vˆ(·,−h)‖
H
1
2 (Rn−1)
≤ 2‖v‖H1((0,∞)n−1×R).
If s = 4 the proof is less straightforward. The main difficulty is that vˆ is in general not in H4(Rn). Instead
we write
v(·, h) = v(·, 0) + h∂nv(·, 0) + h
2
2
∂2nv(·, 0) +
∫ h
0
(h− s)2
2
∂3nv(·, s) ds.
This does not make sense as a pointwise equality, but we can interpret it as an equality in H
1
2 ((0,∞)n−1),
with the integral on the right-hand side being understood as a Bochner integral. Similarly, we have
v(·,−h) = v(·, 0)− h∂nv(·, 0) + h
2
2
∂2nv(·, 0) +
∫ 0
−h
(h+ s)2
2
∂3nv(·, s) ds.
Because we know that v(·, 0) = 0 and ∂nv(·, 0) = 0 in H 12 ((0,∞)n−1), we deduce from this that
(3.7) v(·, h) − v(·,−h) = h2
∫ h
−h
m
( s
h
)
∂3nv(·, s) ds,
as an identity in H
1
2 ((0,∞)n−1), where m(t) :=
{
(1 − t)2 for t ≥ 0,
(1 + t)2 for t ≤ 0.
Let wˆ be the extension by zero in the first n− 1 variables of ∂3nv to Rn, i.e.,
wˆ(x) :=
{
∂3nv(x) for x ∈ (0,∞)n−1 × R,
0 otherwise.
Our assumptions on v imply that ∂3nv belongs toH
1
0 ((0,∞)n−1×R). Therefore wˆ ∈ H1(Rn) and ‖wˆ‖H1(Rn) =
‖∂3nv‖H10 ((0,∞)n−1×R).
Furthermore (3.7) continues to hold for the extensions by zero of both sides, so that we also have
vˆ(·, h)− vˆ(·,−h) = h2
∫ h
−h
m
( s
h
)
wˆ(·, s) ds
as an identity in H
1
2 (Rn−1), and hence
‖vˆ(·, h)− vˆ(·,−h)‖
H
1
2 (Rn−1)
≤ h2
∫ h
−h
m
( s
h
)
‖wˆ(·, s)‖
H
1
2 (Rn−1)
ds
≤ h2
∫ h
−h
‖wˆ‖H1(Rn) ds
≤ 2h3‖∂3nv‖H1((0,∞)n−1×R)
≤ 2h3‖v‖H4((0,∞)n−1×R),
which is (3.5). 
Proof of Lemma 3.1. We begin with (3.1). As before, we shall assume without loss of generality that i = n,
and we identify Rn−1 with Rn−1 × {0} ⊂ Rn and write x = (x′, xn).
OPTIMAL ERROR BOUND FOR THE BIHARMONIC EQUATION 9
Note that Dh0,nu˜(x) makes sense for any x ∈ [0, 1)n−1 × {0}, not only for those in (hZ)n. We denote by
gn the extension by zero of D
h
0,nu˜ in the hyperplane R
n−1 × {0}, i.e., gn : Rn−1 × {0} → R satisfies
gn(x) =
{
Dh0,nu˜(x) for x ∈ (0,∞)n−1 × {0},
0 otherwise.
Then, gh,n is the restriction of gn to (hZ)
n, and our goal will be to relate the discrete H
1/2
h -norm of gh,n and
the continuous H1/2-norm of gn. We begin by estimating the latter.
Applying Lemma 3.3 to hgh,n we obtain
(3.8) ‖gn‖
H
1
2 (Rn−1)
= ‖Dh0,nu˜‖H 12 (Rn−1) ≤ Ch
s−2‖u˜‖Hs(Rn).
Next, let x′ ∈ (hZ)n−1, xˆ′ ∈ Rn−1, and suppose that |x′ − xˆ′|∞ < h2 . Recall that Qh/2(x′) = x′ +
(−h/2, h/2)n−1 is the (n − 1)-dimensional axiparallel cube of edge-length h centered at x′. Then, Lemma
3.2 implies that
|u˜(x′, h)− u˜(x′,−h)− u˜(xˆ′, h) + u˜(xˆ′,−h)| ≤ Chs−n2 ‖u˜‖Hs(Qh/2(x′)×R).
If x′i > 0 for all i = 1, . . . , n− 1, then
(3.9) |gn(x′)− gn(xˆ′)| = 1
2h
|u˜(x′, h)− u˜(x′,−h)− u˜(xˆ′, h) + u˜(xˆ′,−h)|.
On the other hand, if xi ≤ 0 for some i ∈ {1, . . . , n− 1}, then u˜(x′, h) = u˜(x′,−h) = gn(x′, 0) = 0 and
|gn(xˆ′)| =
{
1
2h |u˜(xˆ′, h)− u˜(xˆ′,−h)| for x′ ∈ (0,∞)n−1,
0 otherwise.
This, together with (3.9), implies that we have in any case
|gn(x′)− gn(xˆ′)| ≤ 1
2h
|u˜(x′, h)− u˜(x′,−h)− u˜(xˆ′, h) + u˜(xˆ′,−h)|.
Thus we get that
(3.10) |gn(x′)− gn(xˆ′)| ≤ Chs−1−n2 [u˜]Hs(Qh/2(x′)×R) ≤ Chs−1−
n
2 ‖u˜‖Hs(Qh/2(x′)×R).
Now let x′, y′ ∈ (hZ)n−1, xˆ′ ∈ Qh/2(x′) and yˆ′ ∈ Qh/2(y′). We then have that
|gn(x′)− gn(y′)| ≤ |gn(xˆ′)− g(yˆ′)|+ |g(x′)− g(xˆ′)|+ |g(y′)− g(yˆ′)|.
This implies that |gn(x′)− gn(y′)|2 ≤ 3
(|gn(xˆ′)− gn(yˆ′)|2+ |gn(x′)− gn(xˆ′)|2+ |gn(y′)− gn(yˆ′)|2), and, using
(3.10), we deduce that
(3.11)
|gn(x′)− gn(y′)|2 ≤ 3|gn(xˆ′)− gn(yˆ′)|2+Ch2s−2−n‖u˜‖2Hs(Qh(x′)×(−2h,2h))+Ch2s−2−n‖u˜‖2Hs(Qh(y′)×(−2h,2h)).
Thus, taking the average of (3.11) over all xˆ′ ∈ Qh/2(x′) and yˆ′ ∈ Qh/2(y′), we obtain
|gn(x′)− gn(y′)|2 ≤ 3h2−2n
∫
Qh/2(x′)
∫
Qh/2(y′)
|gn(xˆ′)− gn(yˆ′)|2 dxˆ′ dyˆ′
+ Ch2s−2−n
(
‖u˜‖2Hs(Qh(x′)×R) + ‖u˜‖2Hs(Qh(y′)×R)
)
.
Observe that for |x′ − y′| ≥ h we have
|xˆ′ − yˆ′| = |x′ − y′ − (x′ − xˆ′) + (y′ − yˆ′)| ≤ |x′ − y′|+ |x′ − xˆ′|+ |y′ − yˆ′| ≤ |x′ − y′|+ h ≤ 2|x′ − y′|.
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Using this, we deduce that
[gh,n]
2
H
1
2
h ((hZ)
n−1)
=
∑
x′,y′∈(hZ)n−1
x′ 6=y′
|gn(x′)− gn(y′)|2
|x′ − y′|n h
2n−2(3.12)
≤ 3 · 2n
∫
Rn−1
∫
Rn−1
|gn(xˆ′)− gn(yˆ′)|2
|xˆ′ − yˆ′|n dxˆ
′ dyˆ′
+ Chn+2s−4
∑
x′,y′∈(hZ)n−1
x′ 6=y′
1
|y′ − x′|n ‖u˜‖
2
Hs(Qh(x′)×R)
+ Chn+2s−4
∑
x′,y′∈(hZ)n−1
x′ 6=y′
1
|x′ − y′|n ‖u˜‖
2
Hs(Qh(y′)×R)
.
The first term on the right-hand side is a constant times [gn]
2
H
1
2 (Rn−1)
. To estimate the second term, notice
that ∑
y′∈(hZ)n−1,y′ 6=x′
1
|y′ − x′|n =
1
hn−1
∑
y′∈(hZ)n−1,y′ 6=x′
1
|y′ − x′|nh
n−1 ≤ C
hn−1
∫
|y′−x′|≥h
1
|y′ − x′|n dy
′ ≤ C
hn
and ∑
x′∈(hZ)n−1
‖u˜‖2Hs(Qh(x′)×R) ≤ ‖u˜‖2Hs(Rn),
by superadditivity of the fractional Sobolev norm.
Together with the analogous estimate for the third term and (3.8) we arrive at
[gh,n]
2
H
1
2
h ((hZ)
n−1)
≤ C[gn]2
H
1
2 (Rn−1)
+ Ch2s−4‖u˜‖2Hs(Rn)
≤ Ch2s−4‖u˜‖2Hs(Rn)
≤ Ch2s−4‖u‖2Hs(Ω).(3.13)
It remains to estimate ‖gh,n‖L2h((hZ)n−1). A simple way to do so is to observe that we have a Poincaré-type
inequality. Indeed, gh,n is supported in
[
0, 23
]n−1 ∩ (hZ)n−1 and therefore
[gh,n]
2
H
1
2
h ((hZ)
n−1)
=
∑
x′,y′∈(hZ)n−1
x′ 6=y′
|gn(x′)− gn(y′)|2
|x′ − y′|n h
2n−2
≥
∑
x′∈[0,1)n−1∩(hZ)n−1
∑
y′∈[−2,−1)n−1∩(hZ)n−1
|gn(x′)− gn(y′)|2
|x′ − y′|n h
2n−2
≥
∑
x′∈[0,1)n−1∩(hZ)n−1
∑
y′∈[−2,−1)n−1∩(hZ)n−1
|gn(x′)|2
(3
√
n)n
h2n−2
≥ 1
(3
√
n)n
∑
x′∈[0,1)n−1∩(hZ)n−1
hn−1|gh,n(x′)|2
≥ 1
(3
√
n)n
‖gh,n‖2L2((hZ)n−1).
Combining this with (3.13) we obtain (3.1). The proof of (3.2) is similar, with the only difference that we
use (3.4) and (3.6) instead of (3.3) and (3.5). 
4. A discrete inverse trace theorem on the cube
We want to construct a function Eˆ such that Eˆ and E agree on Γh and such that the H2h-norm of Eˆ is
small (and similarly for Eˆ∗). We now state the two lemmas that we will need to establish Theorems 1.1 and
1.2, respectively.
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Lemma 4.1. Let 12 max(3, n) < s ≤ 4 and let u˜ be as in Lemma 2.1. Then, there is a function Eˆ on Ωh
such that
Eˆ = 0 on Γh,
Dh0,νEˆ = D
h
0,ν u˜ on Γ
h,
and such that ‖∇2hEˆ‖L2(Ωh) ≤ Chs−2‖u‖Hs(Ω).
Lemma 4.2. Let 12 max(3, n) < s ≤ 3 and let u˜ be as in Lemma 2.1. Then, there is a function Eˆ∗ on Ωh
such that
Eˆ∗ = 0 on Γh,
Dhν Eˆ
∗ = Dhν u˜ on Γ
h,
and such that ‖∇2hEˆ∗‖L2(Ωh) ≤ Chs−2‖u‖Hs(Ω).
Proof of Lemma 4.1. Because we have localized u˜, Dh0,ν u˜ has nonzero boundary values only on the faces
Γh∩{xi = 0}. We can deal with the faces separately. In fact we will construct functions Eˆi for i ∈ {1, . . . , n}
such that Eˆi = 0 on Γh, D
h
0,νEˆi = D
h
0,νu˜ on xi = 0 while D
h
0,νEˆi = 0 on Γh \{xi = 0}, satisfying the estimate
‖∇2hEˆi‖L2(Ωh) ≤ Chs−2‖u‖Hs(Ω). Then we can choose Eˆ =
∑
i Eˆi, which will have the desired properties.
As the Eˆi can be constructed analogously, we shall focus on Eˆn only.
Recall the function gh,n, the extension by zero of D
h
0,nuˆ. Thanks to our assumption, gh,n is supported in[
0, 23
]n−1 ∩ (hZ)n−1. We can extend this function periodically with period 2 and represent it by its discrete
Fourier series
gh,n(x
′) =
∑
k′∈{− 1h+1,..., 1h}n−1
γk′e
ipi(k′·x′),
where
γk′ =
(
h
2
)n−1 ∑
ξ′∈[−1,1)n−1∩(hZ)n−1
gh,n(ξ
′) e−ipik
′·ξ′
and k′ := (k′1, . . . , k
′
n−1) ∈ Zn−1.
It is easy to verify that
(4.1)
∑
k′∈{− 1h+1,..., 1h}n−1
(1 + |k′|)γ2k′ ≤ C‖gh,n‖2
H
1
2
h ((hZ)
n−1)
.
Indeed, the Fourier norm is controlled by the H
1
2
h -norm on the torus ([−1, 1]n−1 ∩ (hZ)n−1)/∼ (compare,
e.g., [Hac81, Section 2.3]) and the latter is bounded by the H
1
2
h -seminorm on (hZ)
n−1 because the support
of gh,n is bounded away from ∂[−1, 1]n−1.
Define
a(x′, xn) :=
∑
k′∈{− 1h+1,..., 1h}n−1
γk′
cosh(|k′|h)xn e
−|k′|xn eipik
′·x′ .
It is then easy to check that a(x′, 0) = 0 and Dh0,na(x
′, 0) = gh,n(x
′) for x′ ∈ (−1, 1)n−1 ∩ (hZ)n−1. Further-
more, the H2h-norm of a is controlled. Indeed, we have that
∇2ha(x′, xn) =
∑
k′∈{− 1h+1,..., 1h}n−1
σ(k′, h, xn)γk′ e
ipik′·x′ ,
where the coefficients σ(k′, h, xn) satisfy |σ(k′, h, xn)| ≤ C|k′|(|k′|xn + 1)e−|k′|xn (this is seen by observing
that the term with the ‘worst’ behavior is Dh−nD
h
n
(
xne
−|k′|xneipik
′·x′
)
≈ (|k′|2xn − 2|k′|)e−|k′|xneipik′·x′).
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Therefore, using orthogonality in x′ we get, for xn ≥ 0,∑
x′∈[−1,1)n−1∩(hZ)n−1
hn−1|∇2ha(x1, x2)|2 = 2n−1
∑
k′∈{− 1h+1,..., 1h−1}n−1
|σ(k′, h, xn)|2|γk′ |2
≤ C
∑
k′∈{− 1h+1,..., 1h−1}n−1
|k′|2(|k′|2x2n + 1) e−2|k
′|xn |γk′ |2,
and hence∑
x∈[−1,1)n−1×[0,2]∩(hZ)n
hn|∇2ha(x′, xn)|2 ≤ Ch
∑
xn∈[0,2]×hZ
∑
k′∈{− 1h+1,..., 1h−1}n−1
|k′|2(|k′|2x2n + 1) e−2|k
′|xn |γk′ |2.
Next, we use the estimate∑
xn∈[0,2]∩hZ
hxαn e
−2|k′|xn ≤ Cα
∫ ∞
0
ξαe−2|k
′|ξ dξ = Cα
1
|k′|1+α
∫ ∞
0
θ2 e−2θ dθ ≤ Cα|k′|1+α
for α = 2 and α = 0 to deduce that∑
x∈[−1,1)n−1×[0,2]∩(hZ)n
hn|∇2ha(x′, xn)|2 ≤ C
∑
k′∈{− 1h+1,..., 1h−1}n−1
|k′||γk′ |2,
and thus, taking into account (4.1) and (3.1),
(4.2) ‖∇2ha‖L2h((−1,1)n−1×[0,2]∩(hZ)n) ≤ C[gh,n]H 12h ((hZ)n−1)
≤ Chs−2‖u‖Hs(Ω).
Similarly, we estimate
‖∇ha‖L2
h
((−1,1)n−1×[0,2]∩(hZ)n) ≤ Chs−2‖u‖Hs(Ω),(4.3)
‖a‖L2h((−1,1)n−1×[0,2]∩(hZ)n) ≤ Ch
s−2‖u‖Hs(Ω)(4.4)
(note that for these estimates we actually need control of ‖gh,n‖
H
1
2
h ((hZ)
n−1)
, not just of [gh,n]
H
1
2
h ((hZ)
n−1)
).
Let η ∈ C∞c (R) be such that η = 1 in
[− 34 , 34 ], η = 0 in R \ [−1, 1], and let
a˜(x) := η(x1) · · · η(xn)a(x).
Because a = 0 on {xi = 0} for all i, we have that a˜ = 0 on Γh. Furthermore, Dh0,na = 0 except possibly in[− 23 , 23]n−1 × {0}, and the product η(x1) · · · η(xn) is equal to the constant 1 in a neighborhood of that set.
Therefore, Dh0,na˜ = D
h
0,na = gh,n on {xn = 0}.
Using the estimates (4.2), (4.3), (4.4) and the discrete product rule, we also obtain
‖∇2ha˜‖L2h(Ωh)
≤ C
(
‖∇2ha‖L2h((−1,1)n−1×[0,2]∩(hZ)n) + ‖∇ha‖L2h((−1,1)n−1×[0,2]∩(hZ)n) + ‖a‖L2h((−1,1)n−1×[0,2]∩(hZ)n)
)
≤ Chs−2‖u‖Hs(Ω).
(4.5)
Unfortunately, a˜ does not yet have the correct boundary values at {xi = 0} for 1 ≤ i ≤ n− 1. To rectify
this we use a discrete projection from H2 to H20 . First we define the corresponding continuous projection.
It is defined in a similar way as the extension we used in the proof of Lemma 2.1, namely by tensorizing the
restriction operator from [LM72a, Section 11.5]. Thus we choose λ−1, λ−2 ∈ R such that
λ−1 + λ−22
k = (−1)k+1 for k ∈ {0, 1}.
(i.e., λ−1 = −3, λ−2 = 2); we let λ1 = 1 and define a restriction operator R : H2(Rn−1) → H20 ((0,∞)n−1)
by
Ru(x) :=
∑
ε1∈{1,−1,−2}
. . .
∑
εn∈{1,−1,−2}
λε1 · . . . · λεn−1u(ε1x1, . . . , εn−1xn−1).
It is easy to check that we indeed have Ru ∈ H20 ((0,∞)n−1) and ‖Ru‖H2((0,∞)n−1) ≤ C‖u‖H2(Rn−1). If we
extend Ru by zero to Rn−1 we can also consider R as an operator mapping H2(Rn−1) to itself. Note that if
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x′ ∈ (hZ)n−1, then Ru(x′) depends only on u|(hZ)n−1. Thus we can define Rh : H2h((hZ)n−1)→ H2h((hZ)n−1)
by
Rhuh(x
′) :=


Ru(x′) for x′ ∈ [0,∞)n−1,
Ru(x′ + 2hei) for x
′ ∈ [0,∞)i−1 × {−h} × [0,∞)n−1−i,
0 otherwise.
We claim that
‖Rhuh‖L2h([0,∞)n−1∩(hZ)n−1) ≤ C‖uh‖L2h((hZ)n−1),(4.6)
‖∇hRhuh‖L2h([0,∞)n−1∩(hZ)n−1) ≤ C‖∇huh‖L2h((hZ)n−1),(4.7)
‖∇2hRhuh‖L2h([0,∞)n−1∩(hZ)n−1) ≤ C‖∇
2
huh‖L2h((hZ)n−1).(4.8)
Indeed, these estimates follow from the discrete chain rule. The only exception are the termsDhi D
h
−iRhuh(x
′)
in (4.8), which are not, a priori, controlled on {xi = 0}. However an explicit calculation shows that for such
x′ one has
Dhi D
h
−iRhuh(x
′) = 2
Rhuh(x
′ + hei)
h2
= 2
uh(x
′ + hei)− 3uh(x′ − hei) + 2uh(x′ − 2hei)
h2
= 2
uh(x
′ + hei)− 2uh(x′) + uh(x′ − hei)
h2
+ 4
uh(x
′)− 2uh(x′ − hei) + uh(x′ − 2hei)
h2
= 2Dhi D
h
−iuh(x
′) + 4Dhi D
h
−iuh(x
′ − hei),
so that these terms, which are ‘crossing the boundary’, are still controlled.3
We now apply Rh along every slice (hZ)
n−1 × {xn}, i.e., we set
b(x) := Rha˜(·, xn)(x′).
Then by construction of Rh we have b = 0 and D
h
0,ib(x) = 0 on {xi = 0}. Furthermore, b is supported
in
[−h, 34]n and we have b = 0 on {xn = 0}. We know that Dh0,na˜ = gh,n on {xn = 0}. In addition,
Rhgh,n = gh,n on [0,∞)n−1 × {0}, and so Dh0,nb = gh,n on [0,∞)n−1 ∩ (hZ)n−1 follows from the fact that
Rh and D
h
0,n commute.
We next estimate ‖∇2hb‖L2(Ωh) = ‖∇2hRha˜‖L2(Ωh). If i, j ≤ n− 1 then (4.8) implies that
‖DhiDh−jRha˜‖L2(Ωh) ≤ C∇2ha˜‖L2h((hZ)n−1).
When taking derivatives in the direction en we use (4.7) and the fact that D
h
±n and Rh commute, to obtain
(for i < n) that
‖DhiDh−nRha˜‖L2(Ωh) = ‖Dhi RhDh−na˜‖L2(Ωh)
≤ C‖Dhi Dh−na˜‖L2(Ωh),
and similarly, using (4.6),
‖DhnDh−nRha˜‖L2(Ωh) ≤ C‖DhnDh−na˜‖L2(Ωh).
If we combine the last three estimates and use (4.5) we deduce that
‖∇2hb‖L2(Ωh) = ‖∇2ha˜‖L2(Ωh) ≤ Chs−2‖u‖Hs(Ω).
Thus we can set b = Eˆn, and have shown that Eˆn has all of the desired properties. 
Proof of Lemma 4.2. The proof is quite similar to the proof of Lemma 4.1. Let us outline the differences.
In Step 2 we use a different extension operator, namely
a∗(x′, xn) :=
∑
k′∈{− 1h+1,..., 1h−1}n−1
γk′
e|k′|h
xn e
−|k′|xn eipik
′·x′ ,
3It is of course no coincidence that we have such an identity. In fact, ∇2(Ru) is bounded in the L2 norm thanks to the
construction of R, and one can therefore also expect Rh to be well-behaved at the boundary.
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so that a∗(x′, 0) = 0 and Dh−na(x
′, 0) = g∗h,n(x
′) for x′ ∈ (−1, 1)n−1 ∩ (hZ)n−1. Using Lemma 3.1 we then
again obtain
‖∇2ha∗‖L2h((−1,1)n−1×[0,2]∩(hZ)n) ≤ C[gh,n]H 12
h
(Rn−1)
≤ Chs−2‖u‖Hs(Ω)
for s ≤ 3. The localization step remains unchanged. To correct the boundary values we use
R∗huh(x
′) :=
{
Ru(x′) for x′ ∈ [0,∞)n−1,
0 otherwise,
instead of Rh. By using this projection operator we can then proceed as before. 
5. Summation-by-parts formulae and Poincaré inequalities
For the sake of completeness we record some summation-by-parts formulae that we will use in the following.
These formulae are adapted to the two boundary conditions that we encounter in (1.2) and (1.4). Zero
boundary conditions are easier to deal with, so we begin with those.
Lemma 5.1. Let v, ϕ : Ω˜h → R, and assume that ϕ = Dhνϕ = 0 on Γh.
We have that
(5.1)
∑
z∈Ωh∪Γh
hn∆2hv(z)ϕ(z) =
n∑
i,j=1
∑
z∈Ωh∪Γh
hnDhi D
h
−jv(z)D
h
i D
h
−jϕ(z).
So, if we define the scalar product (f, g)L2
h,∗
(Ωh∪Γh) on functions f, g : Ω˜
h → Rn×n by
(f, g)L2h,∗(Ωh∪Γh) :=
∑
z∈Ωh
n∑
i,j=1
hnfi,j(z)gi,j(z),
we have
(5.2) (∆2hv, ϕ)L2h(Ωh∪Γh) = (∇
2
hv,∇2hϕ)L2h,∗(Ωh∪Γh).
Furthermore, we have, for any i ∈ {1, . . . , n}, that
(5.3) (Dhi D
h
−iv, ϕ)L2h(Ωh∪Γh) = (v,D
h
i D
h
−iϕ)L2h(Ωh∪Γh).
Proof. Observe that we have the summation-by-parts identity
(5.4)
∑
z∈(hZ)n
Dh±if(z)g(z) =
∑
z∈(hZ)n
f(z)Dh∓ig(z)
for f, g : (hZ)n → R such that at least one of f, g has compact support, and i ∈ {1, . . . , n} (this follows from
the one-dimensional case, where it can be easily checked). This immediately implies (5.3).
Next, observe that none of the terms in (5.1) depends on values of v or ϕ outside of Ω˜h. Thus we can
extend v and ϕ by 0 to all of (hZ)n and prove equivalently that
∑
z∈(hZ)n
hn∆2hv(z)ϕ(z) =
∑
z∈(hZ)n
hn∆hv(z)∆hϕ(z) =
n∑
i,j=1
∑
z∈(hZ)n
hnDhi D
h
−jv(z)D
h
i D
h
−jϕ(z).
This follows from repeated application of (5.4). 
For the case of the boundary conditions in (1.2), the situation is slightly more involved. We define, for
i, j ∈ {1, . . . , n} with i 6= j, the set
Γhij := {z ∈ Γh : z + hAij ⊂ [0, 1]n},
where Aij is the discrete square
Aij := {0, ei,−ej, ei − ej},
and note that
z ∈ Γh \ Γhij =⇒ (z + hAij) ∩ Ωh = ∅ if i 6= j.
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Lemma 5.2. Let v, ϕ : Ω˜h → R, and assume that ϕ = Dh0,νϕ = 0 on Γh. We then have that∑
z∈Ωh∪Γh
hn∆2hv(z)ϕ(z) =
n∑
i,j=1
∑
z∈Ωh
hnDhi D
h
−jv(z)D
h
i D
h
−jϕ˜(z)
+
1
2
n∑
i=1
∑
z∈Ωh
hnDhi D
h
−iv(z)D
h
i D
h
−iϕ˜(z) +
n∑
i,j=1
∑
z∈Γhij
hnDhi D
h
−jv(z)D
h
i D
h
−jϕ˜(z).(5.5)
So, if we define the scalar product (f, g)L2h,∼(Ωh∪Γh) on functions f, g : Ω˜
h → Rn×n by
(f, g)L2h,∼(Ωh∪Γh) :=
n∑
i,j=1
∑
z∈Ωh
hnfij(z)gij(z) +
1
2
n∑
i=1
∑
z∈Ωh
hnhnfii(z)gii(z) +
n∑
i,j=1
i6=j
∑
z∈Γhij
hnfij(z)gij(z),
then we have that
(5.6) (∆2hv, ϕ)L2h(Ωh∪Γh) = (∇
2
hv,∇2hϕ)L2h,∼(Ωh∪Γh).
In addition, if we also define for f, g : Ω˜h → R the scalar product
(f, g)L2h,∼(Ωh∪Γh) :=
∑
z∈Ωh
hnfij(z)gij(z) +
1
2
∑
z∈Ωh
hnfii(z)gii(z),
then we have, for any i ∈ {1, . . . , n}, that
(5.7) (Dhi D
h
−iv, ϕ)L2h(Ωh∪Γh) = (D
h
i D
h
−iv, ϕ)L2h,∼(Ωh∪Γh) = (v,D
h
i D
h
−iϕ)L2h,∼(Ωh∪Γh).
Proof. Define ϕ˜ : (hZ)n → R as ϕ˜(z) :=
{
ϕ(z) for z ∈ Ωh
0 otherwise
. Then we can apply Lemma 5.1 to v, ϕ˜ and
obtain ∑
z∈Ωh∪Γh
hn∆2hv(z)ϕ˜(z) =
∑
z∈Ωh∪Γh
hn∆hv(z)∆hϕ˜(z) =
n∑
i,j=1
∑
z∈Ωh∪Γh
hnDhi D
h
−jv(z)D
h
i D
h
−jϕ˜(z).
We trivially have ∑
z∈Ωh∪Γh
hn∆2hv(z)ϕ˜(z) =
∑
z∈Ωh∪Γh
hn∆2hv(z)ϕ(z).
Furthermore, Dhi D
h
−jϕ˜(z) is equal to D
h
i D
h
−jϕ(z) if z ∈ Ωh. If z ∈ Γh we have Dhi Dh−iϕ˜(z) = 12Dhi Dh−iϕ(z)
and Dhi D
h
−jϕ˜(z) =
{
Dhi D
h
−jϕ(z) for z ∈ Γhij
0 otherwise
. Therefore,
n∑
i,j=1
∑
z∈Ωh∪Γh
hnDhi D
h
−jv(z)D
h
i D
h
−jϕ˜(z) =
n∑
i,j=1
∑
z∈Ωh
hnDhi D
h
−jv(z)D
h
i D
h
−jϕ˜(z)
+
1
2
n∑
i=1
∑
z∈Ωh
hnDhi D
h
−iv(z)D
h
i D
h
−iϕ˜(z) +
n∑
i,j=1
∑
z∈Γhij
hnDhi D
h
−jv(z)D
h
i D
h
−jϕ˜(z).
By combining the last four displayed equalities we deduce (5.5). With a similar argument we can obtain
(5.7) from (5.3). 
Next, we state Poincaré-type inequalities for the two sets of boundary conditions considered.
Lemma 5.3. Let v : Ω˜h → R, and suppose that ϕ = Dhνϕ = 0 on Γh. Then,
(5.8) ‖v‖H2h(Ωh) ≤ C‖∇
2
hv‖L2h,∗(Ωh).
Lemma 5.4. Let v : Ω˜h → R, and suppose that ϕ = Dh0,νϕ = 0 on Γh. Then,
(5.9) ‖v‖H2h(Ωh) ≤ C‖∇
2
hv‖L2h,∼(Ωh).
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Proof of Lemma 5.3. We can extend v by 0 to (hZ)n without changing the statement of the lemma. Now
observe that for f : (hZ)n → R with support contained in a cube of side-length L, and i ∈ {1, . . . , n}, we
have the Poincaré inequality
‖f‖L2h((hZ)n) ≤ CL‖D
h
±if‖L2h((hZ)n).
Indeed this follows from the one-dimensional case, which can be proved by a straightforward summation by
parts. If we apply this inequality to v and ∇v, we easily deduce (5.8). 
Proof of Lemma 5.4. Let v˜(z) :=
{
v(z) for z ∈ Ωh
0 otherwise
. Then, v˜ satisfies the assumptions of Lemma 5.3, so
that
‖v˜‖H2h(Ωh) ≤ C‖∇
2
hv˜‖L2h,∗(Ωh).
Furthermore it is easy to check that
‖∇2hv˜‖L2h,∗(Ωh) ≤ ‖∇
2
hv‖L2h,∼(Ωh)
and
‖v‖H2h(Ωh) ≤ 2‖v˜‖H2h(Ωh),
and hence we directly deduce (5.9). 
6. Proofs of the main theorems
We have already sketched the proof of Theorem 1.1 in the Introduction. We now provide additional
details.
Proof of Theorem 1.1. As was mentioned at the start of Section 2, we can assume that u is supported in[
0, 23
)2
. Let E : Ω˜h → R be defined by E := u− U . Then,
E = 0 on Γh,
Dh0,νE = D
h
0,ν u˜ on Γ
h.
Let Eˆ be the function from Lemma 4.1. Then,
E − Eˆ = 0 on Γh,
Dh0,ν(E − Eˆ) = 0 on Γh.
Therefore, using the results from Section 5 we deduce that
‖∇2h(E − Eˆ)‖2L2h,∼(Ωh∪Γh) = (∆
2
h(E − Eˆ), E − Eˆ)L2h(Ωh∪Γh)
= (∆2hE,E − Eˆ)L2h(Ωh∪Γh) − (∇
2
hEˆ,∇2h(E − Eˆ))L2h,∼(Ωh∪Γh).(6.1)
We can rewrite ∆2hE as follows
∆2hE = ∆
2
hu˜−∆2hU = ∆2hu˜− T 2,...,2f = ∆2hu˜− T h,2,...,2∆2u˜
=
n∑
i=1
Dhi D
h
−i∆hu˜− T h,2,...,2∂2i∆u˜
=
n∑
i=1
Dhi D
h
−i∆hu˜−Dhi Dh−iT h,21 . . . T h,2i−1T h,2i+1 . . . T h,2n ∆u˜
=
n∑
i=1
Dhi D
h
−iϕi,
where we have abbreviated
ϕi := ∆hu˜− T h,21 . . . T h,2i−1T h,2i+1 . . . T h,2n ∆u˜.
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If we insert this into (6.1) and use the summation-by-parts formula (5.7) we arrive at
‖∇2h(E − Eˆ)‖2L2h,∼(Ωh∪Γh) =
n∑
i=1
(ϕi, D
h
i D
h
−i(E − Eˆ))L2h(Ωh∪Γh) − (∇
2
hEˆ,∇2h(E − Eˆ))L2h,∼(Ωh∪Γh)
≤
(
n∑
i=1
‖ϕi‖L2h(Ωh∪Γh) + ‖∇
2
hEˆ‖L2h(Ωh∪Γh)
)
‖∇2h(E − Eˆ)‖L2h,∼(Ωh∪Γh),
and thus
(6.2) ‖∇2hE‖L2h,∼(Ωh∪Γh) ≤ ‖∇
2
hEˆ‖L2h(Ωh∪Γh) +
n∑
i=1
‖ϕi‖L2
h
(Ωh∪Γh).
The first term on the right-hand side here is bounded by Chs−2‖u‖Hs(Ω) by construction of Eˆ. The
summands of the sum can be bounded using the Bramble–Hilbert lemma as in the proof of [JS14, Theorem
2.68]. Let us sketch the argument for completeness:
Recall that
ϕi(x) = ∆hu˜(x) − T h,21 . . . T h,2i−1T h,2i+1 . . . T h,2n ∆u˜(x).
Because s > n2 ,
|∆hu˜(x)| ≤ C(h)‖u˜‖L∞(x+(−h,h)n) ≤ C(h)‖u˜‖Hs(x+(−h,h)n).
In addition s > 52 implies according to [JS14, Theorem 1.67] that
|T h,21 . . . T h,2i−1T h,2i+1 . . . T h,2n ∆u˜(x)| ≤ C(h)‖u˜‖Hs(x+(−h,h)n).
Thus ϕi(x) is a bounded linear functional of u˜ ∈ Hs(x+(−h, h)n). This functional vanishes when u˜|x+(−h,h)n
is a polynomial of degree at most 3. Indeed, then ∆u˜(y) is equal to some affine function a(y), and ∆hu˜(x) =
a(x). On the other hand, the smoothing operators T h,2j map affine functions to themselves, so that ϕi(x) = 0.
To summarize ϕi(x) is a bounded linear functional of u˜ ∈ Hs(x+ (−h, h)n) that vanishes on polynomials
of degree at most 3. Hence by the Bramble–Hilbert lemma it is bounded by C(h)[u˜]Hs(x+(−h,h)n) for the
range of s as in the statement of the theorem. Using a scaling argument to determine the correct prefactor
of h, we obtain
(6.3) ‖ϕi‖L2h,∼(Ωh∪Γh) ≤ Ch
s−2[u˜]Hs(Rn) ≤ Chs−2‖u‖Hs(Ω)
for those s.
Now we substitute (6.3) into (6.2) and obtain the bound
‖∇2hE‖L2h,∼(Ωh∪Γh) ≤ Ch
s−2‖u‖Hs(Ω)
for the range of s as in the statement of the theorem. The discrete Poincaré inequality, Lemma 5.4, imme-
diately implies the asserted error bound. 
Proof of Theorem 1.2. The proof is the same as that of Theorem 1.1. The only differences are that we work
with the inner product (·, ·)L2h,∗(Ωh∪Γh) instead of (·, ·)L2h,∼(Ωh∪Γh), use Eˆ∗ instead of Eˆ, and Lemma 5.3
instead of Lemma 5.4. 
Remark 6.1. By Section 4 we know that there are extensions of the boundary values of u˜ with controlled
‖ · ‖∼-norm and ‖ · ‖∗-norm respectively. In fact, the optimal such extension is in both cases the biharmonic
extension of the boundary values, i.e., the unique function V with the given boundary values that satisfies
∆2hV = 0 in Ω. Indeed, if ψ is a function such that ψ = 0, D
h
0,νψ = 0 on Γ, then
‖∇2h(V + ψ)‖2L2h,∼(Ωh∪Γh) = ‖∇
2
hV ‖2L2h,∼(Ωh∪Γh) + ‖∇
2
hψ‖2L2h,∼(Ωh∪Γh) + 2(∇
2
hV,∇2hψ)L2h,∼(Ωh∪Γh)
and (∇2hV,∇2hψ)L2h,∼(Ωh∪Γh) = 0, and similarly for ‖·‖L2h,∗(Ωh∪Γh). This means that we could assume Eˆ to be
discretely biharmonic, and this would simplify the proof of Theorem 1.1 slightly. However, for more general
fourth-order elliptic operators one cannot use this fact, so we chose to avoid it here.
Remark 6.2. Using function space interpolation as in Lemma B.3 it is possible to deduce the intermediate
cases of Theorem 1.1 and 1.2 from the borderline cases s = 4 (or s = 3) and s = 52 + ε. Our method of proof
for s = 4 (or s = 3) however directly yields the desired bounds for all relevant s, without the need to resort
to function space interpolation.
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Appendix A. Density results
This section is concerned with the various definitions of the space Hs(k) in the Introduction. Let us recall
what we want to prove.
Lemma A.1. Let Let Ξ = I1×· · ·× In, where Ij ⊂ R are (possibly unbounded) open intervals, s ∈ R, s ≥ 0,
and k ∈ N0 such that k + 12 < s. Then, the following spaces are equal:
i) Hs(k)(Ξ), the space of all u ∈ Hs(Ξ) such that the traces of ∂iνu for 0 ≤ i ≤ k vanish on ∂Ξ;
ii)
{
u ∈ C∞(Ξ): ∂iνu = 0 on ∂Ξ ∀i ≤ k
}‖·‖Hs(Ξ)
, the closure in the Hs(Ξ)-norm of the set of all func-
tions in C∞(Ξ) whose derivatives up to order k vanish on ∂Ξ;
iii) Hs(Ξ) ∩Hmin(k+1,s)0 (Ξ).
Remark A.2. This result actually holds in far more generality (with basically the same proof): on the one
hand one can replace the condition ∂iνu = 0 for 0 ≤ i ≤ k by the more general condition ∂iνu = 0 for i ∈ K,
where K ⊂ N, as long as s − 12 /∈ K. On the other hand one can take Ξ to be any domain with Lipschitz
boundary. The only additional difficulty then is to define ∂iνu in view of the fact that ν is in general only a
measurable function. However if one defines ∂iνu as the appropriate linear combination of the traces of ∂
αu
for |α| = i (cf. [MM13, p. 156]) the results still hold.
Proof of Lemma A.1. As was already remarked in Section 1.3, for the Lipschitz domain Ξ, every function in
C∞c (Ξ) is the restriction of a function in C
∞
c (R
n) to Ξ. In particular, we have that C∞c (Ξ) ⊂ Hs(Ξ).
We will prove the inclusions{
u ∈ C∞c (Ξ): ∂iνu = 0 on ∂Ξ ∀i ≤ k
}‖·‖Hs(Ξ) ⊂ Hs(Ξ) ∩Hmin(k+1,s)0 (Ξ),(A.1)
Hs(Ξ) ∩Hmin(k+1,s)0 (Ξ) ⊂ Hs(k)(Ξ),(A.2)
Hs(k)(Ξ) ⊂
{
u ∈ C∞c (Ξ): ∂iνu = 0 on ∂Ξ ∀i ≤ k
}‖·‖Hs(Ξ)
.(A.3)
The inclusion (A.2) follows immediately from the definitions and standard trace theorems.
Next observe that trivially{
u ∈ C∞c (Ξ): ∂iνu = 0 on ∂Ξ ∀i ≤ k
}‖·‖Hs(Ξ) ⊂ Hs(Ξ),
so in order to prove (A.1) we only need to verify that{
u ∈ C∞c (Ξ): ∂iνu = 0 on ∂Ξ ∀i ≤ k
}‖·‖Hs(Ξ) ⊂ Hmin(k+1,s)0 (Ξ).
To see this, it suffices to prove that{
u ∈ C∞c (Ξ): ∂iνu = 0 on ∂Ξ ∀i ≤ k
}‖·‖
H
min(k+1,s)(Ξ) ⊂ Hmin(k+1,s)0 (Ξ).
This follows from general theory (e.g. [MM13, Theorem 3.18]), but it is also easy to verify by direct
calculations: we need to check that we can approximate any v ∈ {u ∈ C∞c (Ξ): ∂iνu = 0 on ∂Ξ ∀i ≤ k} with
C∞c (Ξ)-functions in the H
min(k+1,s)-norm.
The proof of this assertion proceeds as follows. The assumptions on v imply that the extension v¯ of v
by 0 to Rn is in Ck(Rn). In addition, v¯ ∈ Hk+1(Rn). To verify this one can use that all derivatives of
v of order k are continuous, have zero trace, and are in H1(Ξ). Hence, their extensions by zero belong to
H1(Rn). This is well known for general Lipschitz domains (and is easily seen by a partition of unity argument
and transformation to the half-space situation by composition with a bi-Lipschitz map). Now dilation is
continuous in Hk+1(Rn), and hence v can be approximated by Hk+10 (Ξ) functions in the H
k+1 norm. Thus,
v ∈ Hk+10 (Ξ). Consequently, v can be approximated in the ‖ · ‖Hk+1 norm, and in particular in the possibly
weaker norm ‖ · ‖Hmin(s,k+1) by C∞c (Ξ) functions.
It remains to prove (A.3). We first observe that{
u ∈ C∞c (Ξ): ∂iνu = 0 on ∂Ξ ∀i ≤ k
}
= C∞c (Ξ) ∩Hs(k)(Ξ).
Taking this into account, we need to verify that C∞c (Ξ) ∩Hs(k)(Ξ) is dense in Hs(k)(Ξ). It is easy to see that
C∞c (Ξ)∩Hs(k)(Ξ) is dense in C∞(Ξ)∩Hs(k)(Ξ), so it remains to prove that the latter space is dense in Hs(k)(Ξ).
OPTIMAL ERROR BOUND FOR THE BIHARMONIC EQUATION 19
To see this we apply the criterion of Burenkov [Bur98, Theorem 2 on p. 49]. The first three assumptions of
that theorem are obviously satisfied, and for the fourth we need to check that every u ∈ Hs(k)(Ξ) of compact
support is continuous under translations, which is once again clear. 
Appendix B. Remarks on Interpolation
In this section we shall collect and discuss various results on interpolation spaces that were used in our
work. As we only consider Hilbert spaces, we do not need the theory of interpolation spaces in its full
generality and can make some simplifications.
We consider two separable Hilbert spaces X and Y such that X ⊂ Y is dense and the injection is
continuous. Then, given θ ∈ [0, 1], we can consider the associated interpolation spaces [X,Y ]θ := D(Λ1−θ)
equipped with the graph norm, where Λ is a self-adjoint positive operator on Y with domain X (see [LM72a,
Section 2] for details, starting with the nontrivial fact that such a Λ always exists). Because we are considering
Hilbert spaces, this definition yields up to equivalence of norms the same space as the complex interpolation
space [X,Y ][θ] or the real interpolation space [X,Y ]θ,2 (see [LM72a, Section 14.2 and Section 15] for proofs).
Thus we will be able to freely use results for either of these interpolation techniques from the literature.
Our first task is to study whether the spaces Hs(k)(Ξ) form an interpolation scale, where Ξ ⊂ Rn is open
and connected. If Ξ has a smooth boundary this was shown in [Gri67] with an alternative proof in [Löf92].
However we are interested in the cases Ξ = (0, 1)n or Ξ = (0,∞)n, and the two aforementioned proofs do not
easily extend to that case. On the other hand, if Ξ has Lipschitz boundary then there are results concerning
the interpolation scales Hs(Ξ) and Hs0 (Ξ) (see e.g. [Bra95]), but not for our mixed case.
Fortunately, in our case it is possible to use the fact that our domain is a cartesian product in combination
with results from [LM72a] to give a proof of the desired result by induction on the dimension.
We begin by stating a one-dimensional but vector-valued result that we will need in the proof of the
following lemmas. In addition to the notation from the Introduction, we define Hs#(I), where I ⊂ R is an
open interval such that 0 ∈ I, as the closure of the linear space of functions u contained in C∞(I) ∩Hs(I)
with u′(0) = 0 in the ‖ · ‖Hs -norm.
Lemma B.1. Let E be a separable Hilbert space, I ⊂ R a (possibly unbounded) open interval, and k ∈ N.
Let s ≥ t ≥ 1, and let θ ∈ (0, 1). If s− 12 /∈ {0, 1, . . . , k} and (1− θ)s− 12 /∈ {0, 1, . . . , k}, then we have that
(B.1)
[
Hs(k)(I, E), L
2(I, E)
]
θ
= H
(1−θ)s
(k) (I, E).
Furthermore, if 0 ∈ I, s 6= 32 and (1− θ)s 6= 32 , then
(B.2)
[
Hs#(I, E), L
2(I, E)
]
θ
= H
(1−θ)s
# (I, E).
Proof. If E = R then (B.1) is a special case of [Gri67, Théorème 8.1]. The Hilbert-space-valued case follows
from a simple general tensorization argument, see Lemma B.2 below.
For (B.2) it suffices again to consider the case E = R. The inclusion “⊂” is straightforward. For the
converse inclusion we adapt the strategy from [Gri67]. Our goal is to construct for any given f ∈ H(1−θ)s(k) (I)
some u ∈ L2(R+, Hs(k)(I) ∩H
1
2θ (R+, L2(I)) with u(·, 0) = f (cf. [Gri67, Definition 2.2]).
If s < 32 then H
s
#(I) = H
s(I) and the assertion follows by standard results. Thus we may assume s > 32 .
We first assume that s − 12 /∈ N and (1 − θ)s − 12 /∈ N. We first define the extension u of f on I ∩ R+ and
I ∩R− separately. Let η ∈ C∞([0, 1)) with η = 1 on [0, 12 ] and set, for x ∈ I ∩R+,
f±0 (x) = f(x),
fk = 0 for 1 ≤ k < 1
2θ
− 1
2
g±1 (0, y) = 0,
g±j = (±1)j
∂jf
∂νj
(0)η(y) for j < (1− θ)s− 1
2
and j 6= 1,
g±j (0, y) = 0 for (1− θ)s−
1
2
≤ j < s− 1
2
.
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Then, the compatibility conditions in [Gri67, Théorème 7.2] are satisfied and thus there exist
u± ∈ L2(R+, Hs(I ∩ R±)) ∩H 12θ (R+, L2(I ∩ R±))
such that
u±(0, x) = f(x),
∂j
∂νj
u±(y, 0) = g±j (y).
Set u(y, x) = u±(y, x) for ±x > 0. Then, in particular u′(y, 0) = 0. The condition f ∈ H(1−θ)s implies that
(−1)jg−j = g+j for j < (1 − θ)s − 12 and hence this condition holds for all j. Because s /∈ N0 + 12 it follows
that u(·, y) ∈ Hs(I) for all y > 0 and in fact u(·, y) ∈ Hs#(I). Thus,
u ∈ L2(R+, Hs#(I)) ∩H
1
2θ (R+, L2(I))
and u(0, x) = f(x). By [Gri67, Definition 2.2] we deduce that f ∈
[
Hs#(I), L
2(I)
]
θ
, and this concludes the
proof of (B.2).
It remains to remove the assumptions (1 − θ)s − 12 /∈ N and s − 12 /∈ N. This can easily be handled by
using [LM72a, Theorem 13.3] and reiteration. For the convenience of the reader we give the details.
Consider the case s− 12 ∈ N, but (1− θ)s− 12 /∈ N. Let s∗ > s > 32 be such that s∗ − 12 /∈ N and let θ∗ be
such that s = (1− θ∗)s∗. By the reiteration theorem [LM72a, Theorem 6.1] we have[
Hs#(I), L
2(I)
]
θ
=
[[
Hs∗# (I), L
2(I)
]
θ∗
, L2(I)
]
θ
=
[
Hs∗# (I), L
2(I)
]
θ+θ∗−θθ∗
and the right-hand side equals H
(1−θ)s
# (I) by what we have already shown (note that (1− (θ+θ∗−θθ∗))s∗ =
(1− θ)s).
Next consider the remaining case that (1 − θ)s − 12 ∈ N. Choose θ− < θ < θ+ close enough to θ such
that (1 − θ±)s − 12 /∈ N and 32 /∈ [(1 − θ+)s, (1 − θ−)s]. Let θ˜ be such that θ = (1 − θ˜)θ− + θ˜θ+. Again by
reiteration and the previous results we have[
Hs#(I), L
2(I)
]
θ
=
[[
Hs#(I), L
2(I)
]
θ−
,
[
Hs#(I), L
2(I)
]
θ+
]
θ˜
=
[
H
(1−θ−)s
# (I), H
(1−θ+)s
# (I)
]
θ˜
and it suffices to show that the right-hand side equals H
(1−θ˜)(1−θ−)s+θ˜(1−θ+)s
# (I) = H
(1−θ)s
# (I). To that end,
observe that
Ht#(I) =
{
{f ∈ Ht(I) : f ′(0) = 0} for t > 32 ,
Ht(I) for t < 32 ,
is a closed subspace of Ht(I) of finite codimension for any t 6= 32 . Now [LM72a, Theorem 13.3] implies that
for t < t′ < 32 or
3
2 < t < t
′ and θˆ ∈ [0, 1] we have[
Ht
′
#(I), H
t
#(I)
]
θˆ
= H
(1−θˆ)t′+θˆt
# (I).
In particular, [
H
(1−θ−)s
# (I), H
(1−θ+)s
# (I)
]
θ˜
= H
(1−θ˜)(1−θ−)s+θ˜(1−θ+)s
# (I).
This completes the proof.

Lemma B.2. Let X ⊂ Y be Hilbert spaces of real-valued functions, as above. Let E be a separable Hilbert
space and denote by X⊗E and Y ⊗E the corresponding spaces of E-valued functions. Then, for all θ ∈ (0, 1),
[X ⊗ E, Y ⊗ E]θ = [X,Y ]θ ⊗ E,
with equivalent norms. Here for a Hilbert space Z of real-valued functions the scalar product on Z ⊗ E is
defined as follows. If (em)
∞
m=1 is an orthonormal basis of E and f =
∑∞
m=1 fmem, g =
∑∞
m=1 gmem, then
(f, g)X⊗E =
∞∑
m=1
(fm, gm)X .
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Proof. To show the inclusion “⊃” let a ∈ [X,Y ]θ⊗E and δ > 0. Then am ∈ [X,Y ]θ and by [Gri67, Definition
2.2]) there exist um ∈ L2(R+, X) ∩H 12θ (R+, Y ) with am = um(0) and
‖um‖L2(R+,X) + ‖um‖H 12θ (R+,Y ) ≤ (1 + δ)‖am‖[X,Y ]θ , m = 1, 2, . . . .
Taking the square and summing over m we see that
S :=
∞∑
m=1
‖um‖2L2(R+,X) + ‖um‖2H 12θ (R+,Y ) ≤ (1 + δ)
2‖a‖2[X,Y ]θ⊗E .
Set u :=
∑∞
m=1 um. Since S < ∞ we see that u ∈ L2(R+, X ⊗ E) ∩ H
1
2θ (R+, Y ⊗ E). Thus a = u(0) ∈
[X ⊗ E, Y ⊗ E]θ and
‖a‖2[X⊗E,Y⊗E]θ ≤ 2S ≤ 2(1 + δ)2‖a‖2[X,Y ]θ⊗E .
The proof of the converse inclusion, “⊂”, is similar; nevertheless we include it here for the sake of com-
pleteness.
To that end, let a ∈ [X⊗E, Y ⊗E]θ. Then there is a u ∈ L2(R+, X⊗E)∩H 12θ (R+, Y ⊗E) with u(0) = a
and
‖u‖L2(R+,X⊗E) + ‖u‖H 12θ (R+,Y⊗E) ≤ (1 + δ)‖a‖[X⊗E,Y⊗E]θ .
In particular um = (u, em)E satisfies um ∈ L2(R+, X) ∩ H 12θ (R+, Y ), m = 1, 2, . . . . Thus am = um(0) ∈
[X,Y ]θ, and we have
‖a‖2[X,Y ]θ⊗E =
∞∑
m=1
‖am‖2[X,Y ]θ
≤ 2
∞∑
m=1
‖um‖2L2(R+,X) + ‖um‖2H 12θ (R+,Y )
= 2‖u‖2L2(R+,X) + 2‖u‖2H 12θ (R+,Y )
≤ 2(1 + δ)2‖a‖2[X⊗E,Y⊗E]θ .
That completes the proof of the lemma. 
Now we can establish the desired interpolation results in higher dimensions. For the following lemma, we
are interested in the cases Ξ = Ω and k = 1 or Ξ = (0,∞)n and k = 0.
Lemma B.3. Let Ξ = I1 × · · · × In, where Ij ⊂ R are (possibly unbounded) open intervals. Let K =
{k1, . . . , km} ⊂ N0. Let s ≥ t ≥ 0, and let θ ∈ [0, 1]. If none of s − 12 , t − 12 and (1 − θ)s + θt − 12 are in
{0, 1, . . . k}, then
(B.3)
[
Hs(k)(Ξ), H
t
(k)(Ξ)
]
θ
= H
(1−θ)s+θt
(k) (Ξ),
and, in particular, if s /∈ {0, 1, . . . k}, (1− θ)s− 12 /∈ {0, 1, . . . k}, then
(B.4)
[
Hs(k)(Ξ), L
2(Ξ)
]
θ
= H
(1−θ)s
(k) (Ξ).
Proof. The identity (B.3) immediately follows from (B.4) and reiteration, so it suffices to establish (B.4).
We proceed by induction on n. The case n = 1 was established in Lemma B.1. Now assume that the
theorem holds for n− 1 dimensions. The following argument is similar to the one in Section 2.1 in [LM72b].
Let Ξ′ = I1 × · · · × In−1, and write x = (x′, xn). If we interpret a function Ξ → R as a function
In → (Ξ′ → R), we claim that
(B.5) L2(Ξ) = L2(In, L
2(Ξ′))
and
(B.6) Hs(k)(Ξ) = L
2(In, H
s
(k)(Ξ
′)) ∩Hs(k)(In, L2(Ξ′)).
Indeed, (B.5) is obvious. For (B.6) one can argue as follows. It is well-known (and can be proved using the
Fourier transform, for example,) that
(B.7) Hs(Rn) = L2(R, Hs(Rn−1)) ∩Hs(R, L2(Rn−1)).
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The sets Ξ′ and In have Lipschitz boundary, and so there exists an extension operator E, mapping H
t(Ξ)
continuously to Ht(Rn) for t ∈ {0, s}, that also maps Ht(Ξ′ × {xn}) continuously to Ht(Rn−1 × {xn}) for
any xn ∈ In. One can construct such an E by first applying an appropriate extension operator on each slice
Ξ′ × {xn} ⊂ Rn−1 × {xn} and then extending in the direction en. Using this extension operator, one can
easily check that (B.7) implies also that
Hs(Ξ) = L2(In, H
s(Ξ′)) ∩Hs(In, L2(Ξ′)).
From this we want to deduce (B.6) by considering the faces of Ξ separately. We begin with “⊂” in (B.6).
Let u ∈ Hs(k)(Ξ), and take j ≤ n− 1. Let Ξ′j,± × In be the two faces of Ξ orthogonal to ej. By assumption
the trace of ∂iju for i ≤ k vanishes on Ξ′j,± × In as an element of Hs−j−1/2(Ξ′j,± × In) and thus also as
an element of L2(In, H
s−j−1/2(Ξ′j,±). In particular, for almost every xn the trace of ∂
i
ju(·, xn) vanishes on
Ξ′j,± × {xn}. This holds for all j ≤ n− 1 and all i ≤ k, and so u ∈ L2(In, Hs(k)(Ξ′)). We can argue similarly
for the case j = n to deduce that u ∈ Hs(k)(In, L2(Ξ′)) and have thus shown “⊂” in (B.6). The argument for
“⊃” is analogous. Thus we have established (B.6).
Now L2(In, H
s
(k)(Ξ
′)) is the domain of an unbounded positive operator Λ1 on L
2(In, L
2(Ξ′)), and Λ1 is
an operator in x′, independent of xn. Similarly, H
s
(k)(In, L
2(Ξ′)) is the domain of an unbounded positive
operator Λ2 on L
2(In, L
2(Ξ′)), and Λ2 is an operator in x
′, independent of xn. In particular, Λ1 and Λ2
commute. Thus we can apply the criterion for the interpolation space of an intersection [LM72a, Theorem
13.1] and obtain that[
Hs(k)(Ξ), L
2(Ξ)
]
θ
=
[
L2(In, H
s
(k)(Ξ
′)) ∩Hs(k)(In, L2(Ξ′)), L2(In, L2(Ξ′))
]
θ
=
[
L2(In, (H
s
(k)(Ξ
′)), L2(In, L
2(Ξ′))
]
θ
∩
[
Hs(k)(In, L
2(Ξ′)), L2(In, L
2(Ξ′))
]
θ
.
Now, according to [LM72a, Remark 14.4] and using the induction hypothesis (B.4) for n− 1, we have[
L2(In, H
s
(k)(Ξ
′)), L2(In, L
2(Ξ′))
]
θ
= L2
(
In,
[
Hs(k)(Ξ
′), L2(Ξ′)
]
θ
)
= L2(In, H
(1−θ)s
(k) (Ξ
′)).
Similarly, using (B.1), we find[
Hs(k)(In, L
2(Ξ′)), L2(In, L
2(Ξ′))
]
θ
= H
(1−θ)s
(k) (In, L
2(Ξ′)).
If we combine the last three equalities, we deduce that[
Hs(k)(Ξ), L
2(Ξ)
]
θ
= L2(In, H
(1−θ)s
(k) (Ξ
′)) ∩H(1−θ)s(k) (In, L2(Ξ′))
= H
(1−θ)s
(k) (Ξ).
That completes the proof of the lemma. 
For the next lemma recall the definition of Gs from the proof of Lemma 3.3.
Lemma B.4. Let s ≥ t ≥ 0, and let θ ∈ (0, 1). Then, if none of s, t and (1 − θ)s + θt are in { 12 , 32}, we
have
(B.8)
[
Gs((0,∞)n−1 × R), Gt((0,∞)n−1 × R)]
θ
= G(1−θ)s+θt((0,∞)n−1 × R),
and in particular, if s /∈ { 12 , 32}, (1− θ)s /∈ { 12 , 32}, then
(B.9)
[
Gs((0,∞)n−1 × R), L2((0,∞)n−1 × R)]
θ
= G(1−θ)s((0,∞)n−1 × R).
Proof. As in the previous lemma, (B.8) follows from (B.9) and reiteration, so we will only prove (B.9).
Observe that
Gs((0,∞)n−1 × R) = L2(R, Hs(0)((0,∞)n−1)) ∩Hs#(R, L2((0,∞)n−1)
and
L2((0,∞)n−1 × R) = L2(R, L2((0,∞)n−1)).
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Intersection and interpolation commute by the same argument as in the proof of Lemma B.3, and so we
have[
Gs((0,∞)n−1 × R), L2((0,∞)n−1 × R)]
θ
=
[
L2(R, Hs(0)((0,∞)n−1), L2(R, L2((0,∞)n−1))
]
θ
∩ [Hs#(R, L2((0,∞)n−1), L2(R, L2((0,∞)n−1))]θ .
Now, by Lemma B.3 we have[
L2(R, Hs(0)((0,∞)n−1), L2(R, L2((0,∞)n−1))
]
θ
= L2(R, H
(1−θ)s
(0) ((0,∞)n−1),
and Lemma B.1 implies that[
Hs#(R, L
2((0,∞)n−1), L2(R, L2((0,∞)n−1))]
θ
= H
(1−θ)s
# (R, L
2((0,∞)n−1).
The last three equalities combined imply (B.9). 
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