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                   Abstract 
Multiphase flows are governed by three-dimensional Navier Stokes equations for each involved 
phase. Therefore, solution of these equations for given boundary and initial conditions, in 
principle, would determine the flow field in time and space. Generally, boundaries between 
involved phases are not known a priory, but are part of the, solution; or in the case of 
flows in a porous medium, these boundaries have too complicated geometry to be resolved 
mathematically. This resulted into development of simplified models, where the level of 
simplifications determines the model applicability. However, in order to represent simulated 
flows accurately, the model should include as much as possible relevant mechanisms and fluid 
properties. 
       In this study, a numerical model is developed based on finite volume method, in 
which the volume averaged governing equations are solved. In contrary to the simplified 
models. a full momentum equations for each involved phase is considered. Such model is 
utilized in the study to investigate commonly adopted simplifications, and their effects on 
the model applicability. Namely, for the flows in porous media, the effects of acceleration 
terms in inornentiun equations are investigated; first for the saturated groundwater flow, and 
then; for the air/water flow during air injection into initially saturated soil. It is revealed 
that in the case of saturated flow in homogeneous, incompressible, low permeable soils, the 
pressure adapts the new imposed boundary conditions instantaneously, while the velocities 
reach the quasi-steady conditions extremely fast. In the case of heterogeneous soil, pressure 
and velocity field have transient nature, but quickly reach the quasi-steady conditions. Only 
during this onset of flow, the inertia terms play a role. 
       In the case of air/water flow during air sparging, it is revealed that acceleration 
becomes important for porous medium with average grain size larger than 2 rum. This 
implies that simulations of such flow in coarse sands and gravels should include acceleration. 
It is explicitly shown that phenomena of flow pulsation, manifesting as steady pulsation at 
the constant air-injection flow rate, can be modeled only by inclusion of acceleration terms 
in governing equations. Theoretical analysis; conducted by application of one-dimensional 
stability analysis, revealed that inertial effects promote the instability, while the capillary 
forces oppose it. Ratio of these forces determines the onset of instability. It is showed that 
for materials with average grain size smaller than 2 mm, instability can not be expected. 
       In order to apply the model for simulation of contaminant removal during air sparg-
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ing, the contaminant transport model is supplied. Mechanistic numerical models inherently 
assume that involved phases are completely mixed, and by now reported models commonly 
assume the local equilibrium of contaminant between the air and water phase. As reported 
by many investigators, this leads toward an overestimated contaminant removal. Therefore, 
in this model a channel air flow pattern is considered, where transfer of contaminant between 
the water and the air phase is modeled according to two film theory. Diffusive process of con-
taminant transport toward the air phase is modeled by a first order kinetic process between 
two water compartments: a immobile compartment in contact with the air phase and mobile 
compartment which has no contact with the air phase. Application of the developed model 
to reported two-dimensional experiment, showed a good agreement between simulated and 
measured transient change of dissolved contaminant in the water. 
       This study also showed that single numerical model, through the minor refinements, 
can be applied to wide variety of hydraulic engineering problems. By inclusion of gas com-
pressibility, and mass exchange between the gas and the water phase in continuity equations, 
with adapting the drag term in momentum equations, a bubble phone model is proposed 
which can be utilized for simulation of lake amelioration by gas (air or pure oxygen) in-
jection. Model is qualitatively and quantitatively validated by comparison with reported 
experiments from the literature. Hypothetical simulation of pure oxygen injection into 50 in 
deep lake showed that, due to ambient water entraininent into the gas plume, a significant 
spreading of dissolved oxygen can not be expected. Therefore, a optional gas injection strat-
egy should be considered. Developed model can be utilized in order to propose an optimal 
gas injection design. 
       Finally.. the same numerical model is proposed for simulation of flow in complex flow 
domains, consisting of bulk water and flow in porous medium with free surface boundary. 
Model is formulated in generalized curvilinear coordinates, in order to provide adequate 
representation of irregular boundaries. In contrast to earlier proposed boundary conditions 
at the two domain interface, in this model a continuity of velocities and stresses i  assumed; for 
both regions a single set of governing equations is solved. Model application is illustrated by 
simulation of embankment overflow and its effect on effective stresses in the porous medium. 
It is showed that coupled, bulk water and groundwater flow, significantly influence the slope 
failure potential, here quantified by the Coulomb failure coefficient for non cohesive soils.
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        Multiphase flows are very common in many areas of hydraulic engineering, geo-
science or industry. For example, oil/gas extraction, groundwater flow and transport, under-
ground disposal of hazardous materials, soil reinediation, etc., involve systems with different 
substances or different phases of matter (solid; liquid or gas) in coexistence. A phase in mul-
tiphase system can be dispersed (i.e. not materially connected) such as particles, droplets 
or bubbles. Multiphase flows can be also non-dispersed such as fluid flows through a porous 
material, or immiscible flows of NAPL (Non-Aqueous Phase Liquid) and water. Saturated 
groundwater flow can also be considered as two phase flow, in which one phase (porous 
medium) is stagnant. 
       Flow dynamics of such flows is significantly more complex than single fluid flows, 
mainly due to existence of the interphase between the phases. Through the interface several 
physical processes appear, such as transfers of energy, mass and momentum. A primary dif-
ficulty is prediction of the shape and position of the interface between different phases. In 
general, the geometry and spatial distribution of the interface is not known a priory, but it is 
a part of the solution. From the mathematical point of view, the interface represents discon-
tinuity for certain quantities, e.g. pressure, density or viscosity, from which computational 
difficulties arise. 
       An inherently complex flow structure resulted in model simplifications in order to 
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simulate such flows. Therefore, the underlying multiphase character is often neglected, and 
the system is treated formally as a single-phase. This leads to so called Homogeneous mod-
els. where the assumption of mechanical equilibrium (i.e. relative velocity equals zero) is 
utilized. Therefore, only one velocity field needs to be computed, with averaging of physical 
parameters. This approach is, for example, utilized for modeling of dispersed flows, where 
viscous forces dominate over inertial and buoyancy forces. In the case of unsaturated flows in 
porous medium. the air phase is often neglected, assuming it under a constant (atmospheric) 
pressure, i.e. stagnant. Actually, the fact is that air phase has significantly higher mobility 
in the porous materials, and its effects on groundwater flow may, under sonic circumstances, 
be neglected. Introduction of constitutive quation for relative velocity between the phases 
leads to so called Diffusion models, where difference between the phase velocities is allowed. 
This approach is extensively utilized in modeling of bubble plumes, with constant, vertical 
slip velocity of the air phase [e.g. Kobus 1968; McDougall 1977; Milgramn 1983; Sokolichin 
and Eigenberger 1994; etc.]. 
       Among the different multiphase flow models which can be found in the literature, 
multidimensional models with balance equations for each of the phases, presently allow most 
detailed description of multiphase flows. This is especially true in the cases where along the 
flow, another accompanying processes are of interest, such as mass transfer and transport. 
       Multiphase flow and transport processes in subsurface were first modeled in the, 
petroleum industry, in order to predict oil recovery as a result of its displacement by gas or 
water. The Buckley-Leverett [1941] one-dimensional theory was mainly utilized before occur-
rence of numerical models. Recently, as the environmental concerns are growing and as the 
NAPL-s are encountered in the subsurface more frequently, numerical modeling of multiphase 
systems became very important in the groundwater quality fields. Here, the main objective is 
to predict the fate of pollutant in the subsurface and extents of its influence on groundwater 
quality. Similar approach in modeling was used in both aforementioned fields [Lake 1989. 
Bear and Bachrnat 1991], with formally the same continuum balance equations and closure 
(constitutive) relations. The common approach in all these models is that acceleration effect 
in all involved phases can be neglected. 
       Logical extension of application of rmdtiphase system modeling is simulation of soil 
remediation technologies, uch as steam injection [Falta at al., 1992a, 1992b], soil venting
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[Baehr at al., 1989; Gierke at al., 1990; Brusseau, 1991] or air sparging [Unger at al., 1995; 
Lundegard and Andersen, 1996; McCrcy and Falta, 1997]. However, in this case, the lack of 
model validation by comparison with measured in situ or laboratory data is evident. 
1.2 The Topics to be Studied 
       The main objective of this study is development a detailed numerical model for 
simulation one/two phase flows, capable for simulation of free fluid/porous media flows. It 
is assumed that flow field is exactly defined by mass balance and Navicr-Stokes equations 
accompanied with related boundary conditions. Necessary constitutive relations are taken 
from the literature, without analysis of their reliability. Such detailed model enables analysis 
of different phenomena encountered in multiphase flows. For example, effects of acceleration 
terms on air flow and distribution during air sparging, which are neglected in all to (late 
published numerical models. This approach is very important, since multiphase flows involve, 
complex processes which require understanding of many fundamental mechanisms. This, in 
turn, should lead to better handling of realistic problems. In that way, this research can also 
be considered as experimental study (numerical, though) in which some aspects of multiphase 
flows in porous media and in free fluid are analyzed. 
       Development of numerical model involves several topics which require attention. 
This includes: 
   • Theoretical considerations 
  • Model development and verification (discretization methods and solution techniques) 
  • Methods of dealing with complex flow domains 
  • Model application 
       Theoretical background of multiphase flows is well established in the literature, 
however, some observed phenomena still require theoretical explanation. Example is a phe-
nomena of flow pulsation during the air sparging in coarse materials, which is analytically 
and numerically treated in this study. 
        The governing, volume averaged equations, are discretized by control volumes. This 
enables writing of all governing equations in conservative form and preserving this property in
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discretized form. Model is verified by comparison with analytical solutions, another numerical 
methods or by application on laboratory experiments, where appropriate data were available. 
       Developed model is further refined by formulation in generalized curvilinear coordi-
nates. This enables fruitful treatment of complex flow domains, which arc often encountered 
in real problems. This, of course. has to be paid by more complicated governing and dis-
cretized equations. 
       It is showed in this study that the same model, through the minor refinements, can 
be applied for wide variety of hydraulic problems. Several of them are treated in this study: 
simulation of air sparging, modeling of bubble plumes and simulation of flows in a complex 
flow domains, consisting of bulk fluid and porous medium with free surface boundaries.
1.3 Scope of the study 
       Chapter 2 presents theoretical ground of governing equations for multiphase flows 
which are numerically solved in this study. Chapter 3 is devoted in the development and verifi-
cation of the proposed numerical model. The model validation is firstly accomplished through 
comparison of the numerical solution to the analytical solution of the Buckley-Leverett prob-
lem, and then, by comparison with finite element solution of the free surface flow in porous 
medium. Further verification is also provided in the following chapters by comparisons with 
analytical solutions and laboratory experiments, where different ypes of flows are treated. 
       In the Chapter 4, analysis of acceleration terms effects on the pressure redistribution 
in a deep, low permeability soil is conducted. Here, numerical results are compared with 
derived analytical solutions for homogeneous and heterogeneous cases. 
       Flow simulations of air sparging is presented in Chapter 5. Also, the role of ac-
celeration terms on flow fields and air distribution in initially saturated soil is analyzed. In 
addition, the contaminant ransport model is proposed as a component of the developed 
multiphase flow model. Comparison with some reported experiments from the literature is 
presented. 
       Chapter 6 is devoted in refinement and application of developed model for sim-
ulations of bubble plumes in a clear water. Simulations of reported experiments in a flat 
water tank are presented, as model validation. Its application to deep lake amelioration is
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illustrated by simulation of pure oxygen injection. 
       In the Chapter 7 model is further refined by formulation in generalized curvilinear 
coordinates. Then. it is applied for simulation of flow in a complex flow domains with free 
surface boundaries. A fundamental analysis of combined effects of bilk fluid and groundwater 
flow on effective stresses in overflowed embankment is presented. 
        Finally, conclusions and some recommendations are made in Chapter 8.
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Chapter 2
Governing equations of multiphase
flows
2.1 Preliminaries
       In order to formulate mathematical model of multiphase flow in porous media, it is 
necessary to address everal concepts, which will enable us to apply differential apparatus in 
describing the flow of multiphase systems. One of the most important concepts is Continuum 
approach in dealing with multiphase (solid, air, water, etc.) system. According to this 
concept, the system with several phases is replaced by fictive continuum, in which for every 
point it is possible to assign any property, of any phase in the system. 
        A multiphase system is composed of inter-penetrating phases, with each phase oc-
cupying only part of the whole system. Phases are divided by the highly irregular interphase 
boundaries (surfaces), which may have some thereto-mechanical properties, such as surface 
tension. Through the interface, there is exchange of extensive quantities (e.g. mass. mo-
inenturn, energy). Each phase is characterized by its thermodynamic quantities, which are 
continuous for that phase, but discontinuous over the whole system. Locally, the standard 
balance laws can be applied for each of the phases. Those equations, supported by the ap-
propriate boundary conditions and with conditions at the interphase surfaces may provide, 
in principle, the state of the system. 
       Since the solution of those equations at this, microscopic scale is a formidable task. 
7
8 Chapter 2. Governing equations of multiphase flows
the common procedure is to obtain the governing equations at the macroscopic scale. This 
change, from the microscopic to macroscopic scale is accomplished through the application 
of appropriate averaging procedure for various types of flows. If we consider only Eulerian 
averaging techniques, several averaging procedures can be found in the literature: volume av-
eraging, time averaging, both time and volume averaging and statistical (ensemble) averaging 
[e.g. Ishii, 1975; Drew and Frassrnan, 2000]. In the theoretical analysis of flows in porous 
media, the volume averaging over some representative elementary volume (REV) [Bear, 1972. 
pp. 19], is the most common way to obtain macroscopic governing equations. This volume 
represents mathematical point at the macroscopic scale, at which the quantities of all avail-
able phases in the system are defined. Through this change of the scale, hydraulic variables 
and parameters become continuous variables of time and space. In fact, obtained fictive, 
continuum represents the overlapping continuum for every available phase. Fortunately, the 
engineering practice is most often concerned with a gross (macroscopic) properties, without 
need to know the exact locations of the particular phase in the system. In addition, the 
measurement of specific properties is only possible as some kind of average (e.g. time, mass 
or volume average) of microscopic quantities. 
       Volume averaging procedure is well established in the literature. Since understand-
ing of origins of several terms in macroscopic balance equations is of great importance in 
terms of their numerical modeling, a brief explanation of averaging procedure is given in this 
chapter. These terms are a consequence ofscale change from microscopic to macroscopic, as 
it will be showed in the following sections. 
2.2 Volume averaging of the balance equations 
       Volume averaging procedure is presented by several researchers [Slattery, 1969; 
Whitaker, 1969; Gray and O'Neill. 1976; Neuman, 1977; etc.]. However, probably the most 
general approach is reported by Hassanizadeh and Gray [1979a; 1979b; 1980]. The derivation 
presented here, mainly follows the study reported by Hassanizadch and Gray [1979a], which 
is here slightly adapted for the types of flows which will be numerically treated in this the-
sis. For now, the main concern is mechanical phenomena and therefore, only derivations of 
the macroscopic mass and momentum balance equations will be presented, under isothermal
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conditions. 
       At the microscopic scale, single phase flow is governed by the mass and momentum 
balance equations. which in their most general form can be written as [e.g. Aris, 1962]: 
                          at + 0 - (PV) = 0 (2.1) 
                   a(pv) 
+ V ' (Pvv) = Pf + V - T (2.2)                   at 
where p is the fluid density, v is the velocity vector, f is the body-force vector per unit mass, 
T is the stress tensor and V represents a divergence operator which in Cartesian coordinates 
can be expressed as: 
                         a a 8 (2
.3)                                                   e, 
                         TIT + ages + T7 
where e,,,, eg and ez are unit vectors in x, y and z directions, respectively. 
       The first term on the left side of Equation (2.2) represents the acceleration of a fluid 
particle, because, at a fixed point in space, the velocity may change with time. The second 
term, the advective acceleration, represents the acceleration that a particle may have, even 
in a steady-state flow field, by virtue of moving to a location at which there is a different 
velocity. The forcing terms on the right side represent the applied body force, and the surface 
forces. Often, the only appreciable body force is gravity, in which case f = -gez, where ez 
is the unit vector in the upward vertical direction and g = 9.81 m/s2. 
       Equations (2.1) and (2.2) are valid for every subregion of the multiphase system 
where the the considered phase is available. At the interphase boundaries these equations are 
not valid; but appropriate quantities (mass and momentum) have to be conserved. Therefore, 
the "jump" conditions at the boundaries can be formulated as [e.g. Hassanizadeh and Gray, 
1979a; Drew and Passman, 2000]: 
'mass balance: 
                             [p(w-v)]-n-0 (2.4) 
momentum balance: 
                           [pv(w-v)+t]-n-0 (2.5) 
where w represents the velocity of the interface and the boldface brackets denote the jump 
over the interface. The right side of the equation (2.5) is not zero in the case that interface 
has thermodynamic properties.
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  Figure 2.1: Dependence of averaged quantity on the averaging scale after Bear [1972]. 
       In order to obtain macroscopic equations, the equations (2.1) and (2.2) are averaged 
over the small volume dV which is bounded by the surface dA. This volume, contains all fluids 
of interest and in order that obtained averaged quantities do not depend on the size of this 
volume, it is necessary that the scale of volume dV satisfies certain conditions. If we denote 
this scale by D, condition can be expressed as [Whitaker, 1969]: 
                            l c D GGL (2.6) 
where l is the characteristic microscale length and L is the scale of the gross inhomogeneities 
which may cause the change of the averaging quantities. This can be seen in Figure (2.1); 
if the averaging volume is too small, of the scale 1, the local condition affects the averaging 
quantity (for example, if the averaging volume contains only one fluid, the averaged quantities 
of the other fluids are all zero). If the condition (2.6) can not be fulfilled from some reason, 
the averaging procedure can not obtain valid macroscopic equations. 
       Figure (2.2) shows the volume dV which is characterized by its center vector x in 
some referent coordinate system. Any point in the averaging volume can be referenced with 
a vector r in the same reference, or by the vector t in the local coordinates parallel to referent 
coordinates. The center represents the macroscopic point for which the averaged quantities 
are defined. For the sake of simplicity, only two phases (phase a and phase j3) are present 
here, however, the following equations are valid for any number of phases.
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Figure 2.2: A REV containing two phases a and /3.
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       There are two types of boundaries for each of the phases. First, the internal bound-
aries between the phases dAa and two, a part of the surface dA, here denoted as dAa. 
Therefore, dA = dAa UdA5. For the averaging volume, it can also be written (IV = dVa U dVB. 
Portion of the volume dV, occupied by the phase a is a = dValdV. 
       The phase distribution function can be defined to characterize the geometry of the 
phase considered [Whitaker, 1969; Hassanizadeh and Gray 1979x]: 
                                  1 if rEa
                        (pa(nt)_ (2.7) 
                                   0 if rE,/3 
       Several identities can be derived, rising the phase distribution function: 
                               dVa = spa dv (2.8) 
                                     dV 
                               dAa = ~oa da (2.9) 
                                      dt 
                                 ipadv= i/) : : dv (2.10) 
                              dV dig 
where dv denotes integration over the volume dV in local coordinates, da the microscopic 
element of the area dA and l/)a represents some extensive quantity of the phase o. Equation 
(2.10) shows that the volume integral over the phase a can be replaced by the, integral over 
the whole volume dV. 
       Using the phase distribution function, several averaging operators can be defined, 
such as volume average, intrinsic volume average, mass average and surface average: 
                 (0a)(x,t) =dV 1dv a(r,t)~o.(r,t)dv (2.11) 
                  (0a)a(x,t) = ~Va / '1O jr,t),pa(r,t) dv (2.12) 
                7fa(X;t)=(
Pa)(x,t)dVV'a(r,t)~pa(r,t)dv (2.13) 
                 fa(x,t) = 1 J f(r,t)~pa(r,t)nda (2.14) 
                       dA d 
       Comparing the equations (2.11) and (2.12), volume average and intrinsic volume 
average can be related by (0a) = a(V)a)' . As pointed out by Hassanizadeh and Gray [1979a], 
specific fluid quantities should be averaged by appropriate averaging operator, taking into 
account the intrinsic nature of the property.
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2.2.1 Averaging of the mass balance equation 
       In order to obtain averaged forms of balance quations (2.1) and (2.2) for the specific 
phase a, after averaging on the REV dV. the microscopic equations have to be integrated 
over the small macroscopic volume V. Applying this procedure on the first term of equation 
(2.1) yields: 
        ~~ TV .~dv at padv] V- =.iv at ~dV wPaVa(IV dV 
1 
                            - J pawnapdaj (1, V, (2.15)                     TV                                           dAaa 
where dVV represents integration which is carried out in x coordinates and nah is the unit 
normal vector of the interphase surface in the direction from phase ce to phase 13. 
       After applying equation (2.11) to the first term on the right side, equation (2.15) 
can be expressed as: 
       1 aPa                     dV, a(Pa)dV, 1 pawna~da] dV, (2.16)                  padv   w dV .w 8t f 8t, w dV 
       The same procedure for the second term of equation (2.1) yields: 
     J[ 1 J (Pava)Yadv] dV, _ V[ 1J pava(padv] dV,        v dV dv v dV dv 
1 
                                                  pavana"5da dV, (2.17) 
                                                        danr                           v TV 
              1 ~ 
          IV dV JdVV (Pava)~Oadd (1, V= JV ((Pa)V )dVx 
                                             pavanaRda dT (2.18)                         v TV 
                                                                
. da~v 
       Summing equations (2.16) and (2.18) gives a macroscopic mass balance equation in 
the integral form: 
       a(P)a dV
5 + V v )dV 1 (w - va)napda dV (2.19)    IV )t Iv ((P)a a z=JV TV Jd""Pa a 
where the term on the right side represents exchange of the mass through the boundary 
between the phases a and /j. In the case of more than two phases, the exchange of the mass 
would be integrated over all interfaces of the fluid a.
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       In equations (2.15) and (2.16) two important theorems were used which relate inte-
gral of a derivative to the derivative of the integral [Whitaker, 1969; Slattery 1969]: 
Theorem I: 
                  d"a d (2)a) - 1 Dawn-I' da (2.20)               aT =at T.~d no 
Theorem II: 
               (VIC) = V (`VO) +dv *,n'" da (2.21) 
       Equation (2.20) represents general transport theorem for the fixed point. In the case 
where boundary velocity equals fluid velocity, this becomes Raynolds' transport theorem [e.g. 
Aris, 1962; pp.84]. The proof of these theorems i quite simple, as presented by Gray and 
Lee [1977]. 
       In the differential form, equation (2.19) can be expressed as: 
                       d( 
+V-((P)aves)=Mae (2.22) d 
where Map represents a mass exchange term. 
2.2.2 Averaging of the momentum balance equation 
       The first term of equation (2.2) can be treated in a similar manner: 
                1 a(Pava) 
,,,do dI d ) )                                    = 
v at((Pa Va dIT         I TVw 8t 
                                          pavawn°Oda dV, (2.23)                     Jv 1 TV Jd "' j, 
       Before applying the above scheme on the second term of equation (2.2), the velocity 
of the a phase will be expressed as a sum of a mass average (va) and deviation (va): 
                        va (r; t) = va (x, t) +va (r, t), (2.24) 
with valid following identities: 
                                 va = 0 (2.25) 
                                  vva = 0 (2.26) 
                       vnva = vnva + vnva (2.27)
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       Expressing the quantity as a deviation from the average value is a common procedure 
in analysis of fluid dynamics. The same approach is used in turbulence analysis, where s/' is 
a time average [e.g. Hajdin, 1992]. In the mixture theory this value represents an ensemble 
average [Ishii, 1975; Drew and Prassman, 2000]. It can also represent both, the space and 
time average [Drew and Prassman, 2000]. 
       Considering identities(2.25-2.27) and the theorem (2.21), the second terra in equa-
tion (2.2) can be averaged as follows: 
1 
                                        ((Pa)d a~a)dVx            wTV .L .V (Pnvava)~padv dVi = w V 
           1 1   +,~A dA dA pa-,-.v, panda                       1 i dA+ ,wdV,Anap vavanapda dV, (2.28) 
       The two terms on the right side of equation (2.2), can be expressed as: 
                    1 ~ 
               w TV Jdv paf padv V, =Jv (Pa) f dV (2.29) 
           I / (V. T),padv1 d,,; _ 1 T panda dAT 
               v dV . dv . A dA . dA 
                     +f [dV1J Tna~da] dV, (2.30) 
                                               v dnxR 
       In deriving of equation (2.30) another theorem is utilized: 
Theorem III: 
  I [1 J dl' - fdv] dV, _ o 1 J fdv] dV, =J [1 / fnda] dA, (2.31)     v dV V V dV dv a dA , dA 
for which the proof is given in Hassanizadeh and Gray [1979x]. 
       Now, using the obtained identities (2.23). (2.28), (2.29) and (2.30), the macroscopic 
momentum equation can be written as: 
            f dt((Pa)~a) dV, +f ((Pa>~a~a) dV,~ = J (P  f (I' V„ 
             ( 1                  / T 
panda dA, pavava~o,nda, dA,;             JA dA1 dA JA dA dA 
      JI Tn"da] V„ + J 1 J Pava (w - va)n` 3da] dV,; (2.32)          v dV /Aaa v dV dAaa 
where the third term on the right side represents microscopic inertia effects, the fourth terra 
represents exchange of momentum through the mechanical interactions and the last term on
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the right side represents the exchange of the momentum between the phases through the 
mass exchange. Hassanizadch and Gray [1979a] showed that force vector t; averaged over 
the boundary dA: 
1 
                             t = - Tn~p, da (2.33)                             dA
dA 
can be expressed as a function of a existent partial stress tensor (TCe) and the unit normal 
vector (N): 
                              t = TaN (2.34) 
       They have grouped together the third and fourth term on the right side of equation 
(2.32) into single macroscopic stress tensor. However, T comes from viscous effects and 
the fourth term on the right side has a kinematic origin. Since inertia effects become more 
significant in the case of higher velocity flows in comparison with viscous effects, here will be 
separated and expressed in a body force form: 
1                   t (p~)dV w V (pa a n: Pte) dv (2.35) 
       In addition. it is possible to define t d as: 
                        E kp = 1 Tnb da (2.36)                        (pa)dV 1,11.3 
        If there is no exchange of mass between the phases, (w-va) equals zero; as well as 
the last term in equation (2.32). In that case, substitution of (2.33-2.36) into (2.32) gives: 
        w 7t((pa)va)dV5 + IVV ((pa)wnwcjdVx = J (pa) f , 
                 + T"NdAx (p0) t dVV + f(pn)tnldVx (2.37) 
                         n v v 
which, in differential form, can be expressed as: 
       8t((pa)~a) + V ' ((pa)VaVa) _ (per) f + V - T" - (P~) t + (pIX)f (2.38) 
        Comparison between obtained macroscopic linear momentum balance quation (2.38) 
and starting, microscopic equation (2.2) shows that averaging procedure, or change of the 
scale, produced additional two terms. Namely; averaged interaction between the phases and 
averaged microscopic inertial effects. Obviously, these terms have to be experimentally es-
timated for specific inultiphase flow. In the case of existence of mass transfer between the 
phases, there is an additional momentum exchange term, as shown in equation (2.32).
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2.3 Saturated flow in porous media 
2.3.1 Preliminaries 
        Saturated flow in porous media can be considered as a special case of multiphase 
flow with solid and fluid phase present. Since the establishment of the Darcy's law in 1856, 
as a generally accepted empirical macroscopic equation of motion in porous media for small 
Reynolds numbers [e.g. Bear, 1972], many authors have reported theoretical studies of flow 
in porous media. Some of them tried to derive the Darcy's law theoretically [Hubbert, 1956; 
Hall; 1956; Whitaker; 1966; Gray and O'Neill, 1976; Neuman, 1977] by averaging Navier-
Stokes equations over a representative volume of porous media. Ahmed and Sunada [1969] 
used the same approach to derive macroscopic equation of motion for flows with greater 
Reynolds numbers, where linear dependency of hydraulic gradient and flux is not valid any 
more. Probably the most significant step toward theoretical analysis of flow in porous media 
was derivation of the theorem which relates volume averages of space derivatives and space 
derivatives of volume averages (Slattery, 1967; Whitaker, 1969] (Theorem 11 in previous 
section), as a spatial analog of general transport theorem. Some other authors presented an 
alternative approach by treating the flow in porous media as a stochastic process [Scheidegger, 
1954; Bachmat, 1965], or by simplifying the structure of the pores (conceptual models) [Bear 
1972]. In this case. the porous media is represented as a system of capillary tubes in some 
arrangement, with Hagen-Poisseuille's law as a starting governing equation. 
       Originally, the Darcy's law was established as an empirical correlation between the 
hydraulic gradient and volumetric flux for one-dimensional flow of a single fluid through the 
porous column: 
                           Q = KA Ah. L (2.39) 
where Q is the volumetric flow rate, K is the constant of proportionality, A is the cross-
sectional area of the porous column, Ah is the head difference along the column and L is the 
column length. Later, a generalized form of this relation was intuitively formulated as: 
                            qi = -Kij J1, i, j = 1, 2, 3 (2.40) 
where qj is the i-th component of specific discharge vector of the fluid, Ko is the hydraulic 
conductivity tensor (assumed as symmetric), and Ji is the j-th component of hydraulic gra-
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dient vector. Hydraulic conductivity tensor is often expressed as a function of permeability 
tensor as a property of porous media and characteristic fluid properties [Bear, 1972]: 
                            K = kL2 (2.41) 
                               µf 
where l if is the fluid viscosity. Symmetrical nature of permeability tensor is proved by 
Neuman [1977]. 
2.3.2 Averaged momentum balance equation and Darcy law 
       In this section, it will be showed that obtained volume-averaged quation of linear 
momentum balance (2.37) can be reduced to Darcy's law. The following analysis is restricted 
to the case of an incompressible homogeneous Newtonian fluid moving thorough the voids of 
rigid and stationary porous medium under isothermal and steady conditions. 
       Two constitutive relations have to be obtained for equation (2.37). A constitutive, 
equation for fluid stress tensor, tinder incompressibility restriction may be written as: 
                          T;f = -apnbi,j + 2µndif (2.42) 
where pn is the macroscopic fluid pressure, %I,, is the macroscopic viscosity coefficient (depends 
on fluid content) and d is the macroscopic rate of deformation. Fluid content a, in front of 
pressure term occurs since it should produce a force acting on the fluid phase, averaged over 
the whole area of elementary volume. 
       The last term in equation (2.37) represents the resistance of a solid phase present 
in averaged volume. Taking into account thermodynamic considerations, Hassanizadeh and 
Gray [1980] showed that this term can be divided into a reversible and a dissipative part: 
                       (pu)t d = p0Va + Rvn (2.43) 
where the dissipative part is linearly expanded around the equilibrium (hydrostatic) point 
and R represents resistivity coefficient tensor. They also showed that -R > 0. 
       It is generally accepted that viscous forces are much smaller in comparison with 
solid resistance and therefore can be neglected. Assuming the fluid as incompressible, the 
intrinsic average of the density equals the intrinsic density of the fluid, which in turn means
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that (pa)° = pa = Neglecting, in addition, the inertial effects, equation (2.37) under 
steady conditions can be expressed as: 
                                  0 = apaf - aVPa + R.-v-,, (2.44) 
or. in the component form: 
                           qaz kz = - 
pa (D.iP0 - Paii) (2.45) 
where k/pn = -a2/R, under condition that -R is invertible and q, = av.. Obtained 
equation (2.45) has the same form as the Darcy law equation (2.40). 
2.3.3 High velocity flow in porous media 
       The limitations of Darcy law are well known [e.g. Bear, 1972]. It is valid for low 
Raynolds numbers, where inertial effects are negligible. As velocity increases, the inertial 
effects increase, and in turn, deviations from Darcy law become more significant. In the 
early investigations, this deviation was prescribed to the turbulence by analogy with flow in 
pipes, where. after reaching specific Raynolds numbers, the hydraulic gradient has quadratic 
dependency in terms of velocity. However, experimental investigations revealed that devia-
tion from Darcy law occurs significantly earlier in comparison with onset of turbulence (e.g. 
Wright, 1968; Bear 1972]. Therefore, this deviation is prescribed to the inertial effects, as a 
consequence of curvature of fluid velocity streamlines on the microscopic level. These effects 
on the macroscopic level are contained in the second term on the left side and the third term 
on the right side of equation (2.37). 
       An early and widely applied formula for high velocity flows in porous media was 
proposed by Forchheirner as: 
                               J = aq + bq2 (2.46) 
where J represents the hydraulic gradient and a and b are the empirical coefficients. Many 
empirical relation, derived by other authors have the same form as the equation (2.46) [e.g. 
Ergun, 1952]. Similar relation is also reported by several authors, based on the theoretical 
work [Irmay, 1958; Bachrnat, 1965; Ahmed and Sunada, 1969]. 
       Cvetkovic [1986] has conducted a similar volume averaging procedure as other an-
thors in order to obtain macroscopic balance equations. As he pointed out, the form of
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obtained inertial terms in equation (2.37) is not sufficiently appropriate for theoretical ex-
planation of origins of microscopic inertial effects, as well as for deriving equation (2.46) 
from obtained macroscopic momentum balance equation. Instead of variation of microscopic 
velocity as given in equation (2.24), lie considered variation of velocity magnitude, as well as 
microscopic variation of velocity direction: 
                                    v=v+v" (2.47) 
                             Jk=bk+bk (2.48) 
where v = Ivl and 6k (k = 1,2,3) are cosines of angles between vector direction and reference 
unit vectors (vk = ?*)-
        In this case, volume averaging of acceleration terms gives additional terms. based 
on which he could conclude that inertial forces arise [Cvetkovic, 1986]: 
  • due to local velocity changes, 
   • due to microscopic urvature of streamlines, and 
   • due to difference of macroscopic and microscopic velocity magnitude. 
       Probably, the most important conclusion of his research is that coefficient b in 
quadratic terra of equation (2.46) is not a material property of porous media, as in the case 
of coefficient a. In fact, it also depends on macroscopic velocity field. This point is usually 
neglected in numerical modeling of this type of flows, since this dependence isprobably not 
possible to establish.
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2.4 Summary 
        Volume averaging procedure has obtained macroscopic governing equations of mul-
tiphase flow (equations (2.22) and (2.37)). These equations are valid for a general case of 
inultiphase flow, however, in many practical cases it is possible to introduce some simplifica-
tions. For the case of incompressible and immiscible flow, these equations can be written in 
a component form for each phase as: 
mass balance equation: 
                          St + ~a ((xV"i) = 0 (2.49) 
momentum balance equation: 
          r7(aVai) a ((YVaiVaj) _ a apa axg a(a ' 
             dt + axe p0 axi a9 axi + vn a:at + Fni (2.50) 
where a is the phase volumetric content, Vi is the mass averaged velocity (for the conve-
nience, the overbars will be omitted onward), vn is the kinematic v scosity of the fluid, Fai 
is the macroscopic resistance force in the i-th direction comprising the force exerted by the 
other phases in the system and microscopic inertial effects, averaged over the REV. 
       It is shown that equation (2.50) can be reduced to the Darcy law, after neglecting 
inertial and viscous terms and after linear expansion of the resistance term. 
       Equations (2.49) and (2.50) will be numerically discretized in the following chapter.
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Chapter 3
Development of the numerical
model
3.1 Preliminaries 
       In this chapter, the development of numerical model for simulation of single phase 
flow is presented and in the next chapter, the same model is extended to two-phase flows. 
Since the flow in porous media is also considered tinder assumption that solid phase is stagnant 
and rigid, in that case the models could be also considered as two. or three phase models, 
respectively. 
       The models developed in this study basically rely on the MAC (Marker and Cell) 
method, the first method proposed for numerical integration of Navier-Stokes equations for 
two-dimensional flows with free surface boundary [Welch et al., 1965; Harlow and Welch. 
1965], and later applied for simulation of three-dimensional flow domains [Hirt and Cook, 
1972]. In the original MAC method, pressure field is obtained from the Poisson equation, 
in which the source term is function of velocity field; formulated in order to satisfy the 
incompressibility condition. From obtained pressure field, the velocity field at the new time 
step is explicitly calculated from Navier-Stokes equations. At the end of the time step, the 
non-material particles are convected in order to trace the movement of the free surface. 
       The Poisson equation for pressure field required a special care of boundary conditions 
in the original MAC method. This inconvenience was significantly improved in the later 
                               2:1
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versions of the MAC method. For example, in SMAC (Simplified MAC) method by Amsden 
and Harlow [1970], or HSMAC (Highly Simplified MAC) method [Hirt and Cook, 1972], 
which was inspired by the work of Chorin [1968] and Viecelli [1971]. In the latter method. the 
solution of Poisson equation is completely avoided by introduction of an iterative procedure in 
which the both, pressure and velocity fields are iteratively updated until the incompressibility 
condition is achieved. This numerical scheme is used in the thesis, and will be described in 
more detail in this chapter. 
3.2 Discretization of governing equations 
       Following the HSMAC method, governing equations (2.49 and 2.50) will be dis-
cretized by the finite volumes, with staggered arrangement of hydraulic variables. This means 
that velocity components are defined at the cell boundaries and scalar quantities (pressure, 
phase contents, concentrations, etc.) are defined at the cell centers (Figure 3.1). The flow 
domain is divided on the grid cells by planes parallel to the coordinate axes. It is gener-
ally accepted that staggered arrangement is more accurate in comparison with ordinary grid 
arrangements, and that conservation of extensive quantities (mass, momentum. etc.) is more 
easily accomplished. The staggered arrangement is also convenient in terms of imposing 
different ypes of boundary conditions [Ferziger, 1987]. 
       It should be noted that control volumes, over which the specific terms in governing 
equations are integrated, do not necessarily need to coincide with the grid volumes, as shown 
in Figure (3.2). For the inomenturn equations, control volumes are shifted for half of the cell 
size, so that corresponding velocity comes into the center of the control volume. 
       The continuity equation (2.49) could be discretized as follows: 
                                 On an+I - an 
                          at At (3.1) 
    d (
aVaj) (nVal)D - (nVai)u + (nVa2)n - (nVa2)u + (nVa3)D - ((YVa3)u (3.2)    8
xj Ax, Axe Am3 
or more precisely: 
        1 3 1 (aVal)D - (aVai)u                (nVaj)dV=-l (nVai)njdA 
       AV pv Ox1 AV A Ax1
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                                               +((YVa2)D - ((YV,,2)u 
                                                    Axe 
                                               +((eVir3)n - (aVa3)U (3.3)         A
x3 
where n and n+1 denote current and the next time step, respectively, and AV is the control 
volume. Subscripts D and U denote fluxes through downward and upward face of the control 
volume, respectively, considering the orientation of the coordinate axes. 
        It can be seen that a, in order to estimate fluxes over the boundary surfaces in 
equation (3.3), has to be approximated at the cell boundaries from the values at the cell 
centers, where it is defined. There are several options to choose an appropriate value of a. 
It could be chosen by simple averaging; however, it is well known that central differencing 
in conjunction with explicit Euler`s method for time integration produce unconditionally 
unstable scheme. In the case of different ime integration scheme, central differencing can 
produce oscillations under certain conditions. 
       Probably the most often used scheme which avoids the oscillations produced by 
central differencing is so called upwind scheme. Approximated value of convected quantity 
(in this case a) depends on direction of velocity component: 
                            f aijkV"a+'if V"z+~ > 0 
                   (aVal)U = 2 2 (3.4) 
                            az+rikVai+z if Vai+z < 0 
                                I ai_l:kVVz_i if VVz_i > 0 
                    ((nV"i)u = ' 2 (3.5) 
                                    a,jkVaz_I if V0 _, < 0                                       z z 
and similarly for the other flux directions. 
        The upwind scheme is first-order accurate and its error contains a significant diffu-
sion term, with artificial viscosity of the order VAx(1 - C)/2, where C = VAt/Ax is the, 
Courant number. Its smoothing effect is especially pronounced in the case when the flow is 
at some angle to the grid (the most significant at 45° angle). However, owing to its stability, 
it is extensively used in the engineering practice. For the Euler's method of time integration, 
the upwind scheme is stable under Courant-Friedrich-Lewy condition: 
             CFL =~ I Vi~ + Yi I+ V) At < I (3.6) 
                           Axi Axe Axk




                               i-1 i-1/2 i i+1/2 i+l 
Figure 3.3: Distribution of the advected quantity in the computational cell: dashed line 
represents a constant approximation and the continuous line represents a linear approximation 
       Artificial diffusion, introduced by the upwind (or upstream) scheme is unacceptable 
in the simulations of multiphase flows, where the sharp boundaries between the phases exist. 
This leads toward higher order schemes. One of them, the MUSCL (Monotone Upstream-
centered Scheme for Conservation Laws), with a TVD (Total Variation Diminishing) condi-
tion is used in the presented model. This scheme will be briefly explained here. 
3.2.1 Discretization of the convective term by higher order scheme 
       In the upwind scheme, it is implicitly assumed that value of the, convected property 
is constant in the computational cell. Assuming its value changing linearly, we come to the 
second-order spatial accuracy. It is obvious that, in order to establish this linearity, we need 
at least two cell averaged values (Figure 3.3). Similarly, the third-order spatial accuracy 
would be obtained if the change of convected quantity would be represented as a quadratic 
function of space. A MUSCL (after the name of code, developed by Van Leer [1979]) ap-
proach imply variable extrapolation of averaged cell values, providing this way a higher-order 
accuracy. Unfortunately, it is shown that simple replacement of first-order upwind scheme by 
higher-order upwind scheme leads to similar deficiencies as encountered with central scheme. 
i.e. oscillations around discontinuities. In addition, it can be theoretically shown that lin-
ear, second-order upwind schemes always generate oscillations [Enquist and Osher. 1981]. 
Therefore, an additional treatment is required. 
       Harten [1983] introduced the criterion of bounded total variation in order to ensure 
that oscillations are not generated by the numerical scheme. Here, the total variation, at the
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current time step, is defined as: 
                      TV(a") _ ~aJ+i - ail (3.7) 
J with condition that numerical scheme is a TVD scheme if: 
                          TV((Y"+') <TV((Y") (3.8) 
In other words. a TVD condition ensures that scheme is a monotonicity preserving, which 
means that monotonicity is preserved during the solution time evolution and oscillations can 
not occur. It can be easily shown that first-order upwind scheme satisfies the condition (3.8) 
for C < 1, and therefore it is a TVD scheme. 
       The value of the quantity (a) at the cell boundaries from the left and the right side 
can be approximated as [Hirsch, 1990]: 
               L e ~~ - ai_I a2+i - a2 a
i+z = ai + 4 (1 ~) 4:ri_~ (1 + w) O:ci+, Ox; (3.9) 
                                                        z z 
                             E ai+2 - ai+1 ai+1 - ai 
           aji=as+r-- (1-n) +(1+ir) O:ag+r (3.10) 
               2 4 4:ri+s Ax +i 
                                         z z 
where parameter edetermines the spatial accuracy. For e = 0, it is first-order approximation, 
and for e = 1, the scheme is of higher order. Similarly, parameter t, determines higher order 
accuracy. For example, in the case that c = 1/3, (3.9) and (3.10) represent a third-order 
Taylor expansion, for r„ = 1/2 a QUICK scheme [Leonard, 1979] can be obtained, which for 
constant space discretization can be written as: 
              ai+_ = 1 (ai + ai+i) - a (ai+i + a,_i - 2ai) if Vas+1- > 0 
      a i = 2 z (3.11) 
             al+z = 2(ai + ai+) s(ai + a +2 2a2+i) if Vnz+- < 0 
              ai__ z(ai _i + aj) - a(ai-2 + a; - 2ai_i) if Vj t > 0       a_i = (3.12)         L a1~ = 2(ai_i +a,) - k(ai_i + ai+1 - 2a2) if Vnzt _i < 0 
and similarly for other directions. This scheme is used for convective term in momentum 
equation in this thesis. In the case of t. _ -1.. we obtain a simple linear, one-sided extrapo-
lation of nodal values on the cell boundary. 
       In the equations (3.9) and (3.10) the second therm on the right side brings higher 
order accuracy, but also produces eventual oscillations. In order to ensure the TVD condition,
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a slope limiters can be introduced in those terms, having the role to restrict the amplitude 
of gradients: 
       rr,I+z - re, + 4 (1 n,) i-> ai Ax.;- ai_-1 + (1 +k)w;+> O ai+1 :r;+i ai A:ci (3.13) 
                                                     2 2 
                      E ai+2 - ai+1 ai+1 - ai 
    aR i = ai+1 - - (1 - k)- s + (1 + k)+ , A:ri+1 (3.14)    +
1 4 i+7 Ax. 
z 11 i+7 Ax. z 
where the limiters +, are functions f ratio f consecutive gradients: 
                                                                                  :r,-
                       + + ai+2 - ai+1 A2+ 1 
r 
                      4r ~ _ T r. , _ T (3.10) 
                                  +z ai+1 - ai Axi
+ 
1 
                                                                       A:r,- + -                    4r , _~ (3.16)                      (:+,ag-~                           a+z i+a - ai Axi -i z 
       In order to simplify equations (3.13) and 3.14), the limiters 'Y(rL) and IP(r1z) can 
be defined as: 
                    IF(FL)_ IF(r+,) (3.17) 
                                                                           i-a 
                  w (rn) _ w(r- 3) (3.18) 
and substituted to obtain: 
       aLI=ai+4[(1-k)qj(FL)+(1+k)rLp (r )]~Ax I1Axi (3.19) 
2 E                                      It It ai+2 - ai+1     a 1L i+L = ai+t 4 (1 - k) (r + (1 + k)r ra Axz}, Axi+1 (3.20) 
2
       Naturally, every function of the ratio r can not be a gradient limiter. A detailed 
analysis of required limiter properties is given, for example, in the work of Sweby [1984]. In 
short, to satisfy the TVD condition it is necessary that lirniter has the following property: 
                         0 < W (r) < inira(2r, 2) (3.21) 
The region defined by equation (3.21) on a r-' diagram is shown in Figure 3.4. In addition, 
in order to ensure a higher order accuracy a more restrictive condition can be established 
[Sweby, 1984]: 
               'F(r) = max(0, min(73r,1), min(r, f3)) 1 < l3 < 2 (3.22)
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for which the region on the r - 4P diagram is also shown in Figure (3.4). Some of the mos 
frequently used hunters are shown in Figure 3.5.                                        T(r) 
limiter represents alower boundary of marked region                                          Figure                 Here, 
is defined as: 
                        a if la 
               minmod(a,b) - b if la 
                       0 if a 
       Considering definition, given by equation 
becomes clear. It takes a smaller gradient for e                                       xtrapolation 
gradients have the same sign. In the case that                                            subsequent 
ordinary upwind scheme is utilized, avoiding occurrence of oscillations. 
       Approximated valves front equations (3.1                                                                       bound 
ary, considering the velocity direction. In a gener                                             al 
         ((YV~)o=0.5[V +1 k +nTMR 
                                    7 7 
          (aVa)u = 0.5 [Vnz__ r~L, + R ,
                                   z z       2 2 
with the same scheme for other flux directions. 
       Several gradient limiters are tested in this thesis for the case of two phase flow i 
porous media. Results and appropriate conclusions will be. given in the section about inode 
verification.
      T-max[0, min(2r,2)] 
® T=max[0, min((3r,l), min(r,(3)] 
               (1-R=2) 
satisfying the TVD condition 
~ nic t 
It can be seen that                       = rninmod(1, r) 
  in            3.4.                     a m,inmod function 
 G b and          ab> 0 
> b and ab > 0 (3.23) 
b < 0 
m (3.23); an action of a rninmod limitcr 
           of variable when consecutive 
     gradients change the sign, an 
     
9)and(3.20) give the flux at the cell 
form, it can be written as: 
 +~Vnti+Z~ ~Q:~+iCYR+~~ ~3.2~ 
 + Vas ~~ CaL , aR ~  (3.2b) 
tis H  n 
s ill be iven in the section about model
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Figure 3.5: Some gradient limiters for second order extrapolation schemes: a) Van Leer's 
limiter; b) 'Supcrbec' limiter; c) 'minmod' limiter; d) Chakravarthy and Usher limiter
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3.2.2 Discretization of momentum equation 
       Additional therms in momentum equations (2.50) which will be considered here, 
are the pressure, viscous and resistance term. Discretization of the pressure gradient term is 
straightforward for the staggered arrangement of variables: 
                    ( 01)")_(pn)i+r - (pn)i (3.26)                            dxii+` Ax z 
However, treatment of this term in curvilinear coordinate system requires a special attention, 
in order to avoid occurrence of false flows. This will be explained in the Chapter 7, where 
governing equation are discretized in generalized curvilinear coordinate system. 
        For the viscous term, it is necessary to evaluate gradients of velocities at the control 
volume boundaries. This is also straightforward, due to arrangement of hydraulic variables: 
                                 vi 
                     d Val avn ax, 1D - allnv,axi1 lU 
                 dxj ava dxj Ax, 
                                                       nl1 
                                              dX2 2D (Yl/ndx2 2U 
1                                                  CY.1/n nl axa 3U - [Yl/n 013 3U 
                                   D(3.27) 
with the same for other velocity components. Figure (3.2) shows the position of evaluation 
of gradients for the 2-D case. 
       The resistance term Fi is usually, depending on the type of flow. some function of 
velociy (linear or nonlinear). In some cases it dominates in the momentum equation and 
therefore it should be treated implicitly, due to stability considerations. In the simulation of 
flow in porous media, numerical experiments revealed that in the case of explicit evaluation of 
this term, required time step was of the order of hydraulic permeability values. If, in general 
case, this term can be expressed as F. = CiVni, where Ci is the constant, in the numerical 
model it is evaluated as: 
                     Fi = C 2 (Vac + V~~, +i~ (3.28) 
or full-implicitly, which increases the allowed time step.
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3.3 HSMAC iterative procedure 
       The. original HSMAC method for numerical solution of Navier-Stokes equations is 
slightly adapted. due to existence of more than one phase and an additional resistance term 
in momentum equation (2.50). Here, the method will he presented for a general case of two-
phase fluid (e.g. water and air) flow in porous media. Extension to saturated flow in porous 
media, or mnlti-phase flow in porous media is straightforward. 
       The method includes an iterative procedure which consists of two steps. In the first 
step predicted values of fluid fluxes are calculated from the discretized form of momentum 
equations: 
          n+1,r+1 ~' n ~'n   (aV") ~1 +Ot 2) _ (aVn) ~1 - 4t 2 ) At [(pressure term) 
        +(gravity term)""' + (inertia erra)"' - (viscous term)"'] (3.29) 
   wU~) n+l,r+l (I + At, 23) = (f3 )" (I - At, 23) - At [(pressure term)"+1 ' 
              +(gravity terrn)"+i°r + (inertia erm)"" - (viscous term)"'] (3.30) 
where superscripts r and r + 1 denote the current and the next iteration, respectively. The 
inertia and viscous terms at the new time step arc estimated using the Adams-Bashforth 
scheme: 
         (term)" = 1.5(term)n-0.5(term)1 (3.31) 
       After obtaining predicted fluxes, the divergence for each discretization cell is corn-
puted as: 
              (aU )n+1 r+1 (aU )n+1 ,r+1 (aV )n+l,r+1 (aV )n+1,r+1 
        Dr+1 = a i+i i-z + a 7+i 7-z                A
X 1 Axe 
              (aWn)n+l,r+l (aW )n+l,r+l (u))n+1,r+l - a n+l,r+l 
              + k+ k- i+ ti-2                       A
:c3 + Ax1 
               (~VB)n.+l,r+l ~~ n+l,r+1 3W n+l,r+l W +I r+1 
         ++s (f t)i_z + (f p)k+z (f3 d)k_> (3.32)                       Axe Ax3 
       In the second step, the pressure of one phase (a or f3) is corrected in order to vanish
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the divergence. .g.: 
                                                                       r+1
                         n+l,r+1 n.+l,r + b r+1 n+l,r D                                                _ w (3.33)                     Pn = Pa Pa = Pa d o+I 
where w is the relaxation coefficient. The denominator in the second term on the right side 
of equation (3.33) can be derived, considering definition of the divergence (equation (3.32)) 
and expressions for phase fluxes in equations (3.29) and (3.30): 
         r+I +( i (1a)-3+~M )j+!            dD - 4t+~ + 2+~ 
         OPa (0x1)2 (Ax2)2 
       + _ + (zlln)k+~ +'t ~()i_  (s)i+z                 (D(Axi)' 
              +(alp)j_z + (ili;~)j+z + 13 k-7' +(M<)k+i £2.. (3.34) 
                      (0x2)2 (0x3)2 P~3 
where Ma and M5 are defined as: 
                 Ma=1+At 2" M~=1+At 2i, (3.35) 
        Mornenturn equations for different phases are coupled through the pressure terms, 
i.e. the constitutive relation for pressure difference between the, phases is needed. For the 
case of air-water flow in porous media, this difference is called a capillary pressure for which 
several empirical relations can be found in the literature. If, for example, the pressure of the, 
fluid a is calculated from equation (3.33), then the pressure of fluid /3 is calculated from the 
constitutive relation. For the numerical cells, in which both fluids exist , formally it has no 
importance for which fluid pressure will be calculated from equation (3.33), and which one 
will be calculated from the constitutive relation. However; efficiency of the iterative process 
may depend on this choice. Here, one can introduce a lower limit for the phase content. 
over which pressures of that fluid will be updated from equation (3.33). In some cases this 
produced convergence problems if the limit is exceeded uring the iterations. Therefore, in 
the presented model, two control values are used as a lower and upper limit (e.g. for the 
phase a: aB and aT), with a simple control structure before each iteration [Jacilnovic et al., 
2006]:
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        IF [ (a'' > era and. a'''-l > aa) or. U'' > UT] THEN 
             1) Pressure pa from the equation (3.33) 
             2) Pressure pt from the constitutive relation for pressures 
     ELSE 
            1) Pressure pt from the equation (3.33) 
              2) Pressure pa from the constitutive relation for pressures 
     ENDIF 
       In the case that pressure for the /j fluid is first corrected, equation (3.34) is slightly 
changed: 
        OD r+I z + ~M„z + ~M ~j- + ( 0 ).7+z                At        ape ) (Axi)2 (A22)2 
                   is a k_ a a k+i + n
-Pi + j+z          + (2 A:r3 +At [ ) 2 Pa z                                              (A:rl) 
              () )k? f M3-1. + \Meij+ (T + (I L
                 + )2 + (3.36)                            (Ax2 (A-'T3)21
        Above described iterations are repeated until the given divergence criteria is satis-
fied, i.e. ID'-"l < criteria. A graphical representation of the iterative procedure is shown 
in Figure 3.6. 
       The procedure can be now easily adapted for different ypes of flows. If considered 
flow is saturated flow in the fixed porous media, then a is substituted by the porosity, and 
/3 is zero. If the free; single fluid flow is considered.. then a equals one. In this case, there 
is no resistance term in momentum equations and therefore, the divergence and the pressure 
correction terms become a familiar expressions from the standard HSMAC method: 
             un+t,r+t un+1,r+i vn+1,r+i vn+i,,+i Wn+1,r+i Wn+1,r+i 
    Dr+l _ i+a x_i + 7+1 7-z + k+, k 2 A
x i Axe Axs (3.37) 
                                                     Dr+i 
       pn+l,r+i = pn+1,r + 61) 1+1 = pn+1,r _ w l (3.38)                                2At((oi + (A12)? + (AT3)2 )
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Figure 3.6 : Iterative procedure for calculation of pressure and velocity field of two phase flow
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3.4 Treatment of the free surface 
       In many flow problems, at least one of the domain boundaries represents a free fluid 
surface. After obtaining a velocity and pressure field by using an appropriate solver (such as 
HSMAC method), the position of the free surface has to be updated. In the original MAC 
method a massless markers are used, for which the velocity vectors are interpolated from 
the cell boundaries, and used for calculation of their new position. Cells containing markers 
and which are surrounded with empty cells, contain a free surface. It is obvious that this 
approach suffers from large amount of additional memory required to keep a track of each 
marker and additional computational time required to calculate a new position for the each 
marker. 
      Hirt and Nichols [1981] proposed a Volume of Fluid (VOF) method for free surface 
tracking. This was not the first proposed method for volume tracking [Kothe et al., 1996], 
however, it is probably the most often used. In the method, a volume fraction occupied by the 
fluid is introduced as a new property and which is advected at each time step. Exact geometry 
of the free surface inside the cell is not known; it is reconstructed under conservation condition 
that free surface truncates the cell by the volume equal to the vohune of fluid property. The 
method has been later significantly improved [e.g. Youngs, 1982; Kothe et al., 1996; Rider 
and Kothe, 1998]. The main accuracy improvement comes from the linear reconstruction of 
the surface inside the cell, instead the original constant approximation. Nevertheless, the 
original method has been widely used with satisfactorily results in many flow problems and 
therefore will be used in this study. An exquisite historical review of volume tracking methods 
is given by Rider and Kothe [1998]. 
Outline of the VOF method 
       If 'f' denotes the volume fraction occupied by the fluid, then for a given flow field 
v, a standard advection equation governs the time evolution of f: 
                         df = Of +v-7f =0 (3.39)                         d
t t' 
where d/dt denotes the material derivative. Considering the incompressible flow field (V . v = 0);





Figure 3.7: VOF approximation of the free surface: a) actual free surface, b) VOF 
approximation 
(3.39) can be expressed in conservative form as: 
                       T+V.(vf)=0 (3.40) 
Even application of higher order, high resolution numerical schemes to equation (3.40) can 
not completely avoid a numerical dissipation. Therefore; the VOF method introduces the so 
called geometric solution as appropriate combination of upstream and downstream first order 
schemes in order to preserve discontinuous nature of the f quantity and sharp definition of 
the free surface. 
        Considering a 2D case, the free surface is approximated as shown in Figure 3.7. 
The truncation line can be either parallel to x1 or x2 coordinate. Calculation of the fluid 
volume f, i.e. whether the upstream or downstream value will be used in order to calculate 
the flux, depends on orientation of the surface with respect of velocity direction. According 
to the method, if the surface in the upstream cell is normal to the velocity vector, then the 
downstream value is used; if it is parallel, the upstream value is utilized. In addition, if 
downstream cell is empty, or upstream cell of current cell is empty, again the downstream 
value is used. This ensures that fluid can not exit the cell. until it is full. Described calculation 
of the volume flux, at the cell boundary in x1 direction can be formulated as [Hirt and Nichols, 
1981]: 
              (Uf) = min (f*I Ul + CF, ftepslrearn . AX I) 0x2 Oxs
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               CF = max [(1 - f*) I UI - (1 f)vpsdreana . AX , , 0] (3.41) 
where f* is upstream or downstream value of f, depending on the surface orientation. The 
train operator ensures that only available amount of fluid in the upstream cell can be trans-
fered. and the mare operator ensures that additional amount of fluid is added in the case that 
there is not enough void in the upstream cell to be transported. The same can be applied to 
other directions. After calculation of fluxes, a f value is updated for each `active` cell, where 
active cell is considered as cell which contains the free surface (0 < f < 1) and all neighbor 
cells. Some additional adjustments are also required in order to avoid occurrence of f values 
larger than one, or less than zero. The complete VOF procedure can be described through 
the following steps: 
  1. Construction of free surface truncation line for the cells with (0 < f < 1), depending 
    on the neighbor f gradients. 
  2. Calulation of the boundary fluxes for each `active` cell. 
  3. Calculation of the new f values for each `active` cell. 
  4. Cells with f > (1 - e) are considered as full cells (f = 1), with changing status of all 
    empty, neighbour cells by adding a small amount of fluid volume (f = e). Here, e is a 
     small number, usually e = 10-6. 
  5. Cells with f < e are considered as empty cells (f = 0), with changing status of all full, 
    neighbour cells by subtracting a small amount of fluid (f = 1 - 1.1e). 
  6. Calculation of boundary pressure in the free surface cells by interpolation/extrapolation 
    of pressure front the neighboring full cell and imposed pressure on the free surface (usu-
    ally zero pressure). The full cell; which is used for pressure interpolation/extrapolation, 
     is chosen to be normal to the free surface. 
       Application of the VOF method to the flow in porous media requires additional 
adaption. In the advection equation (3.40), the porosity has to be involved: 
                        d(raf)
+V.(vnf)=0 (3.42) 
                       8t
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where n is the porosity of the media and n f represents actual fluid content. In this case f 
denotes a fluid saturation. At the boundaries between porous media and free fluid flow, the 
model takes the less value of the porosity between two neighboring cells to calculate the flux, 
meaning that no more fluid can cross the interface than upstream cell can physically provide 
or downstream cell can receive. The same is applied in the case of heterogeneous porous 
media, at the interfaces between different porosities.
3.5 Validation of the numerical model 
       In order to validate developed numerical model, it will be applied to different ypes of 
flows. First, the problem of free surface flow in homogeneous porous media is simulated, where 
the model is compared with the results of the finite element solution of Laplace equation, 
obtained after neglecting acceleration and viscous terms in mornenturn equation. This is also 
opportunity to examine the effects of acceleration i  these conditions. 
       Next, model is applied to the well known Buckley-Leverett problem of two-phase 
flow in porous media [Buckley and Leverett, 1941], where the model results are compared with 
analytical solution of the problem. Existence of the sharp front between the phase saturations 
in this problem is utilized to test the model in terms of numerical dissipation effects, where 
several parameters are tested. Results obtained here are essential for the model applications, 
described in the following chapters. 
       Finally, model is applied to the 1D problem of water infiltration into the unsaturated 
soil, where it is compared with available semi-analytical solutions. The effect of air flow on 
the water infiltration could be analyzed by using the developed model. 
3.5.1 Modeling of saturated, free surface flow in porous media 
       In order to verify the presented model with VOF method for free surface tracking, 
results are compared with results of finite element (FEM) numerical solution of governing 
equation for 2D Darcy flow (Laplace equation) for homogeneous, i otropic porous media in 
vertical plane. Models are applied on the problem of seepage through the vertical darn, after 
sudden decrease of downstream water level, as shown in Figure 3.8.
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Outline of the FEM solution 
       This initial boundary value problem, for the rigid porous media considered here, 
can be described by the following set of equations [Neuman and Witherspoon, 1971]: 
                  a (KOh ) 0 on St (3.43) 
                           8xm axmn 
                          h(xnar 0) = )t0 (xrn) (3.44) 
                         6(x7n, 0) = eo (xm) (3.45) 
                      h (xn,,, t) = Hi (xm, t) on B1 (3.46) 
                       It (xm, ~, t) _ (x,,,) on F (3.47) 
                     K 8lt n , a~                  _ 7
t n2 on F (3.48)                    ax~,, 
                            Oh 
t ( n.,,, = 0 on B2 (3.49)                              an, 
                              h = x2 on S (3.50) 
where h is the total head, K is the hydraulic permeability, 6 is the elevation of the free 
surface from the bottom boundary, H1 is the prescribed head, S2 is the flow domain, B1 is 
prescribed head boundary, B2 is prescribed flux boundary (zero flux is used). F is the free 
surface boundary and S is the seepage face. It is important to note that equation (3.43) 
can be derived from the momentum equation (2.50) and continuity equation (2.49), where 
acceleration and viscous terms are neglected and the drag term is expressed according to the 
Darcy law. 
       To obtain a system of algebraic equations with total heads as unknows, the Galerkiu`s 
method of weighted residuals is applied to the system (3.43 - 3.50) [e.g. Pinder and Gray, 
1977], with flow domain discretized by linear, quadrilateral elements. Position of the free 
surface at the new time step is calculated by iteration, where each iteration consists of two 
steps. At the first step, equation (3.43) is solved for prescribed head conditions at the free 
surface and seepage face from the previous iteration. At the end of this step, nodal fluxes 
on the seepage face are calculated and used at the second step together with fluxes on the 
free surface boundary from equation (3.48). In the second step, (3.43) is solved again, but 
now with prescribed fluxes on the free surface and seepage face. At the end, the mesh is
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     Figure 3.8: Modeling of seepage through the vertical darn: boundary conditions 
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        Figure 3.9: Seepage through the vertical darn: FEM mesh (Hp = 0.2rn) 
deformed in order to satisfy condition expressed by equation (3.47). Iterations are repeated 
until the difference between calculated pressure head on the free surface and position of the 
free surface satisfy the given criteria. Figure 3.9 shows converged finite element mesh for one 
denivelation case. Finer discretization resulted to change of computed free surface levels by 
less than 1%. 
       Since the finite volume (FV) model is developed as three-dimensional, the two-
dimensional domain is regularly discretized by 5cm x 5cm x 5cm volumes with 20x2Ox1 cells 
in a::1, r2 and :r,3 direction, respectively. Initially, the whole domain is saturated by the water.
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3.10: Comparison of calculated water levels (Ho = 0.2m)
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Results and discussion 
        Figures 3.10 and 3.11 show calculated transient surface positions for two cases of 
denivelation heights (Ho = 0.2m and Ho = 0.4m). Good agreement between the results 
suggests that (VOF) method can adequately track the free surface movement in the porous 
media. Inertial effects, in case of flow with small gradients is negligible. but as gradient 
increases these terms become more significant and the calculated surface levels lightly differ 
from (FEM) solution (Figure 3.12). In such cases, this produces better reconstruction of free 
surface boundary. As it was described above, FEM approach requires special treatment of 
the seepage face. Here, particular problem represents intersection point of free surface and 
seepage face boundary, because calculation of nodal flux at this point include both boundaries 
and error has effect on the whole domain. Several approximations are suggested to treat this 
problem. One of them is to place this point in the line with the two nearest nodes on 
F [Neuman and Witherspoon, 1971], which is used here. In FV model, the seepage face 
boundary is naturally included by imposing zero pressure at the cells on this boundary.
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Figure 3.12: Comparison of calculated water levels (Ho = 0.6m)
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                water oil 
               Figure 3.13: The Buckley-Leverett est problem scheme 
3.5.2 The Buckley-Leverett problem 
       The Buckley-Leverett problem [Buckley and Leverett, 1941] describes one-dimensional 
(horizontal) transient displacement of the oil phase by the water (or gas) in homogeneous 
porous media with neglected capillary effects. Under such conditions, the problem allows an 
analytical solution. Initially, it is assumed that domain is saturated by the oil phase, with 
water at the residual saturation. At the left boundary, a constant water influx is imposed as 
a boundary condition (Figure 3.13). 
       After a minor rnampudation, the fractional flow function for the water phase can be 
defined as: 
                    gw a                               w_ w Vw _ Aw 1 + 1 Awgw - Aogo Jw = (3.51) 
                  glolal awVu + aoVo Aw + Ao Ao g,u + go 
where subscripts w and o denote the water and oil phase, respectively, q is the specific flux 
of the corespondent phase and A is given as: 
                             Aw = ltw Ao = µo (3.52)                                  k k
r,,, k kro 
in which krw and kro represent relative permeability function for the water and oil phase, re-
spectively. It is worthwhile to note that from the incompressibility condition gtotai is constant 
throughout he domain and equals to the injected flow rate of the water. This injection rate, 
in general case, can be function of time, however, in this test case it is taken as constant. 
        Neglecting acceleration and viscous terms, momentum equation for the horizontal 
(xi) direction simplifies to: 
                              dp 
                                  gwAw = -x r (3.53) 
8 
                                  g0A0 =-a : (3.54)
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where for the resistance term, the Darcy law with hydraulic permeability is utilized (ex-
pression (2.41), supplemented with relative permeability concept). Since the capillarity is 
neglected, there is no "jump" of pressure at the interface between the water and oil phase 
and therefore, subscripts in the pressure terms are omitted. 
      Substitution of (3.53) and (3.54) reduces equation (3.51) to: 
                                 A" 1 
                            9w = A
w + ao 1 + L LL-- ' (3.55) 
                                                                               Ywk,.o 
i.e. it is only function of the relative permeability functions, which, in turn, are only function 
of the water content. 
       Considering the continuity equation (2.49) for the water phase, expressed in terms 
of fractional flow function: 
                           0& 
+ 4totol a9w = 0 (3.56) 
the fractional flow function, conceptually solves the problem, with non dimensional propaga-
tion velocity of specific water saturation given by: 
                                         = dgj, V'5 (3.57)                                       dS
,,, 
where Sz„ is the water saturation (SS,, = a,,,/O). The advance of specific saturation profile 
can be calculated from: 
                                         ytotol t d.9w 
                      (~i)sw = d (3.58)                                      0 o dS,,, su. 
        In the case that propagation velocity does not decrease monotonically everywhere 
from the initial condition (which is the case here), the nonphysical solution occurs with mul-
tivalued saturations at specific lengths. Or alternatively, if somewhere in the domain, higher 
saturations move faster than lower saturations, the saturation jump must exist. Graphically, 
the saturation jump is defined by the tangent line on the yw (S,,) function starting from the 
initial saturation. For the test problem considered here, the fractional flow function is shown 
in Figure 3.13. Physical parameters are taken from the Wendland and Flensberg [2005] and 
summarized in Table 3.1. Relative permeability functions are adopted from the Brooks and 
Corey model, defined as: 
                         krw = Su2+ 3x)/x (3.59) 
                      kozl, - (1 - S,,,P)2 (1 - S;2e x)/x) (3.60)
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Water residual saturation 
Oil residual saturation 
Density of water and oil 
Viscosity of water and oil 
Parameter x in eqs. (3.59)and (3.60)




1000.0 [kg/111 3] 
0.001 [Pa s] 
2.0 [-]
Table 3.2: Boundary conditions for numerical simulation.
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               Figure 3.14: Fractional flow curve for the test problem 
where S,,,e is the effective water saturation (S,,,e = 5,,, - Sres-iduaz) nd X is the fitting para-
meter. 
       To complete the mathematical description of the test problem, the boundary condi-
tions must be specified. These are summarized in Table 3.2. Calculated saturation jump
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for specified initial and boundary conditions is S,,,o = 0.65, with g,,,(Su,o) = 0.92 and 
9w(Swo) = 2.0455. 
Results and discussion 
       For the numerical solution, a 300m long domain is discretized by cubes, where the 
size of cubes is varied: 2mx2mx2m, 4mx4mx4m and 10mx10mx10m. For all tests, the same 
time step of one day adopted as a appropriate value for the simulation. The test problem is 
used to investigate ffects of different slope limiters on calculated results. 
       In addition to limiters shown in Figure 3.5, a limiter function proposed by Mulder 
[Wendland and Flensberg, 2005] is also compared. For the linear distribution of convected 
property a, the values at the cell boundary are estimated as: 
                        a+1/2=ai+ Ox2, Sx[ (3.61) 
                              R Axi+1 R                            ai+1/2 - -Z+1 2 ST, (3.62) 
where the slope 5,;, for the left (L) side, according to the Mulder limiter function is defined 
as: 
          ruin [2ST U, 2SLD z (Sru +Sr,n)1 i f Si.U >0 and Sr'D >0 
   ST, = rnax [2SLri 2SLD, z (SLU +SLD)] ; if SLU <0 and 5LZ1 < 0 (3.63) 
            01 else 
where SLU = (cxi -(Yi-1)4x2_1/2 and SL,D = ((ye+1 yi)/D:r,'i+1/2. 
      Similarly for the right (R) side: 
         men [2SRU 2SRD, z (5RU + SRD)1 ; i f SRU >0 and SRD >0 
   S5, = max [2SRU 251W 1(61W + SR+~ i f Stw < 0 and 61U) < 0 (3.64) 
            0, else 
where Sttu = (ai+1 -ai)/Oxi+1/2 and 6RD = (ai+2 -ni+1)/Oxi+3/2. 
        Figures 3.15 - 3.20 show comparison of numerical and analytical solution of water/oil 
distribution, where several types of limiter functions are applied and for different size of space 
discretization. It can be observed that all limiter functions produced very similar results. The 
accuracy is significantly increased with finer space discretization. With 2m discretization,
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which is reasonable discretization for the most of two phase flows in subsurface applications, 
the agreement with analytical solution is almost perfect, with minimal effects of numerical 
diffusion. 
        The mass balance can be critical point in numerical schemes for simulation of two-
phase flow in porous media [Celia et al., 1990; Celia and Binning, 1992; Forsyth et al., 1995]. 
In the presented model, the mass balance accuracy directly depends on adopted convergence 
criteria for divergence. In the presented test problem, after 1500 days of simulation, the 
mass balance error was in all cases less than 0.002%. This error is calculated as a mass 
accumulation divided by net influx through the left boundary. 
3.6 Summary 
       The. volume averaged governing equations for multiphase flow, obtained in the pre-
vious chapter, are discretized by finite volume method with full staggered arrangement of 
hydraulic variables. Here, the velocity vectors are defined at cell boundaries and scalars are 
defined at cell centers. For reconstruction of scalars at the cell boundaries, a higher order 
approach is utilized, with a TVD slope limiters applied in order to avoid numerical diffusive, 
effects, as well as occurrence of oscillations around the sharp fronts, which is characteristic 
for higher order schemes. In the case of existence of free surface, the VOF method is utilized, 
which is here slightly adapted for flows in porous media. 
        Coupled momentum and mass conservation equations are solved by extending the 
HSMAC method to multiphase flows, where special consideration is devoted to efficiency of 
iterative procedure. 
       Developed model is validated by applying to two flow problems. First, to the free 
surface flow problem through the vertical dam, where the model is compared with finite 
element solution of Darcy flow equation (Laplace equation). The intention was to check the 
performance of VOF method in the flow in porous media and also, to examine the role of 
acceleration terms on free surface shape, in relatively high permeable soils. The model showed 
very good agreement with the FEM results, except in the case of high gradients, where the 
difference occurred due to acceleration effect. 
       In the second test problem, the well known Buckley-Leverett problem of two phase
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flow through the porous medium is applied. The existence of analytical solution and sharp 
fronts of phase saturations is used for testing of different types of limiter functions. All limiter 
functions tested here showed very similar results. Generally, developed model produced 
excellent behavior in advective dominated problem, with minimal diffusive, effects at sharp 
fronts. Therefore. it is assumed that presented model can be applied for reliable analysis of 






on the flow in a
4.1 Preliminaries 
       In this chapter the developed model is utilized to analyze the role of acceleration 
terms in momentum equations in the process of pressure redistribution during the deep 
tunnel excavation. The role of local acceleration term in flow in porous media is investigated 
by several authors [Bear, 1972], and general conclusion can be summarized that this terra is 
important only at the onset of fluid motion, and very fast it becomes negligible. However. 
the exact comparisons, where its effects could be clearly seen are lacking. 
       According to Whitaker [1969. p.25], conceptualizing a saturated flow in porous 
media as a creep flow in a tube : 
    If a tube filled with fluid is subjected to a sudden change, in the pressure drop, 
    essentially steady flow occurs for time greater than to where to = d2/4v. Here 
    d is the tube diameter and v is the kinematic viscosity. For the purpose of 
    estimating microscopic transient times in porous media, a practical lower bound 
     on v is 10-2crn,2/s, and an upper bound on d might be on the order of 10-icm. 
    This gives a microscopic transient time time on the order of 1 second. and if the 
                               57
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    transient time for the macroscopic process is much larger (say on the order of 
    minutes), we should be able to treat the flow as quasi steady... 
Similarly concluded Philip [1957] by analytical analysis of ID diffusion equation. He found 
that the transient ime in a saturated porous medium is proportional to the permeability and 
inversely proportional to the kinematic viscosity. However, he also found that in the case of 
periodic change of boundary conditions, the effects of inertia term can be significant, even if 
the frequency is quite low, e.g. order of one cycle per minute. 
       Since the study case will be applied for the soil with relatively low hydraulic perme-
ability, it is expected that convective inertia term will not play an important role. Choudhary 
et al. [1976] have numerically analyzed the role of convective inertia for the steady gas flow 
through the packed beds by comparing the streamline patterns and the velocity profiles of two 
models: with and without the inertia terms. They used Ergun formula [Ergun. 1952] for the 
drag term in momentum equations. In the case of uniform packing, they observed practically 
negligible difference. However, in the case of nonuniform packing, they have observed the 
effects on the streamlines in the near zone of abrupt change of the packed material, i.e. in the 
zone of change of hydraulic permeability. Nevertheless., they concluded that even in highly 
permeable packed beds, the convective, inertia terms are small enough to be experimentally 
detected. 
       In addition, the intention of this study case was to test the performance of the model 
in highly unsteady conditions by comparison with developed analytical solution of transient 
pressure distribution along the symmetry line above the excavation and also by comparison 
with FEM solution of Darcy-law (Laplace equation). Here, the same finite element model is 
used as described in the previous chapter.
4.2 Analytical solution of transient pressure distribution 
       Figure 4.1 schematically shows the flow domain considered in this study. Boundary 
conditions are constant hydraulic heads on the vertical domain boundaries, and zero pressure 
on the walls of excavation. Initially, hydrostatic pressure distribution is assumed everywhere. 
       The analytical solution of transient pressure distribution along the symmetry line 
is based on the assumption that vertical velocity distribution, above the tunnel excavation,
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      Figure 4.1: Study case of deep tunnel excavation (K = 1x10-g m/s, = 0.5) 
is linear: 
                 v(t,y) =vo(t) (1 H~ (4.1) 
Here, v(t,y) is the vertical velocity; v0(t) is the vertical velocity at the tunnel boundary 
(y = 0), y is the vertical coordinate (positive upward), H is the water height above the 
tunnel excavation and t is the time. 
        Neglecting the viscous term in momentum equation, and assuming the homogeneous 
and rigid porous media, the momentum equation 2.50 in the y direction can be written as: 
                     av av 1 ap 
                         at+vdy=-g-pay-R?jv (4.2) 
with. the drag term coefficient expressed according to the Darcy law: 
                        RY _~K (4.3) 
      Substituting (4.1) into (4.2) yields: 
            dv- (v2 + Ryv0 (1-H) = g I dp (4.4)                     dt, ) 
which canbeintegrated from y = 0(p = 0) to y= H(p = 0) in order to btain following 
ordinary differential equation (ODE) for velocity at the top of excavation: 
                         Hdv0 = vo - HRyv0 - 2gH (4.5) 
                             ,it,
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       Equation (4.5) cen be rewritten in a more appropriate way to obtain a solution: 
                              dvo dt 
                          (vo - a)(vo - b) H (4.6) 
where a and b are defined as: 
2                 a=H2s \H2J/ +2gH (4.7) 
2 
               h=H211+ (H2'j) +2.qH (4.8) 
During the calculation of a and b by computer, it is essential to note that 2gH < (HR,y/2)2, 
and that computer roundoff error in this case can produce significant errors. In such cases. 
the solution of quadratic equation axe + h:e + c should be obtained from: 
c 
                                      x1=- x2=- (4.9) 
                              q a 
where q is given as: 
                    q = -2 lb+sgn(h) y 62 - 4(j c] (4.10) 
       Now, considering that vo(0) = 0, the solution of equation (4.5) can be easily found 
as: 
                         - e7H 
                          vo(t) = ab 1 (4.11) 
                                   h-ae eH 
in which the coefficient c is defined as: 
           c=b1 a= (q(HR11)2 ,22                                  + 2gH (4.12) 
It can be noted that from equation (4.11) follows that vo -> a when t oo, i.e. that 
steady-state velocity at the top of excavation is given by: 
2 
                                                               (4.13)                         H1Z \H /
which is
   v0(cc) 2 
always negative, as it should be. 
Now, one can obtain solution for t 
                     dvo vo 
                        dt, H
2 
he pressur 
  R .4vo=
  + 2gH 
e. From equation 
 2g
(4.5) it follows that: 
          (4.14)
Chapter 4. Analysis of aeCelerat20'a effects in (1,loal- permeable soil 61
Integrating (4.4) from y = 0(p = 0) to y = y(p = p), the pressure height can be expressed as: 
                         p(t, y) = p(y) = y _ y2 (4.15) 
                       P9 p9 H 
       Equation (4.15) shows that, for the incompressible fluid and rigid porous media, 
the pressure is adjusted to the boundary conditions instantaneously, while the velocity needs 
"some time" to obtain the steady condition. It should be also noted that, strictly speaking, 
infinity velocity from equation (4.13) will never be reached, due to change of surface level 
with the time. Since this change is very slow process for the most practical cases, this velocity 
can be considered as quasi-steady velocity. 
       Obtained pressure distribution for assumed linear velocity distribution has parabolic 
shape with maximum value at the height H/2, where the pressure value is pgH/4, indepen-
dently of soil permeability and porosity. Soil parameters influence, however, the velocity and 
time to obtain the quasi-steady conditions.
4.3 Case with the less permeable lining 
       Similar analysis will be conducted for the case of tunnel excavation lined by less 
permeable material (as shown in Figure 4.2). In this case, one more condition is required in 
order to obtain the solution. Since the width of the lining is small comparing to tunnel depth 
(H); velocity through the lining can be assumed as constant and equal to the velocity vo at 
the top of the excavation. 
        Hence, the velocity distribution can be expressed as: 
                       v(t,y)=vo(t), 0<y<H, (4.16) 
             v(t,y)=vo(t)HHHi (1-H H, < y < H (4.17) 
      Substituting (4.16) and (4.17) into equation (4.2) gives: 
                  dvo 1 ap 
                         +Ryjvo=-g---. 0 <y <Hr (4.18) 
                 (it pay 
     dvo vo H y )=-g-1 _P01)      7T H-H1+R~2vo H-H, (1-H)=-9-'Wy, H,<y<H (4.19)
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                                     ci 1                                    = (4.25)                          b
, - a, 
Similarly as in the case without the lining, the quasi-steady velocity is given by vo (t = oc) = al. 
       Substituting the obtained velocity solution (4.22) and its time derivative into equa-
tion (4.21), and then integration along the symmetry line, gives solution for the transient 
pressure: 
                                     au w 
   g y+ P Ry)vo+ (vo-b)) y, 0<y<H) (4.26)       
.9 C1 (H + Hr) -hl + arw
                 less permeable ining (Kj) 
                    tunnel excavation ,                     y=0 
 Figs re 4.2: Schematic cross-section f tunnel excavation li ed by less permeable material 
where Ryr and R',.2 are defined as: 
                        Ryi = 0, 9 , Rye = 02 B (4.20) 
                            K1 K2 
       Integrating again along the symmetry line, one obtains: 
            (H+Hi)do=vo                       rut, -vo[2RyiHr+Ry2(H-Hi)]-2gH (4.21) 
for which the solution can be found as: 
r
                                                 1 - e "(u+ui) 
                        vo (t) = a, b) r (4.22) 
     b)-ate 
where parameters al, bi and ci are defined as: 
        [2RyiHi+Ry2(H-Hr)] _ [2RviHi+ Ry2(H-HI)]2                                                   + 2gH (4.23) 
       [2Ry)H)+ ~y2(H-H))] ~2RtHi+ R2(H-H)),2      br = + + 2gH (4.24)
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               _ dv H 2     9(y+ P9) [gH+ t ~srvo~ H ~ [1+(H2  -Hr)y 2H 
                         H2 dvo 
v                   (HH)21 +dt+ R vo H1, Hr < y < H (4.27) 
where the term dvo/dt can be expressed as: 
                        dvo _ al (vo - br) c°, H+p, (4.28)                       d
t cr (H + Hr) -br + aicc, H+H, 
       From equations (4.26)and (4.27), it can be concluded that in this. heterogeneous 
case, the pressure is the function of time, i.e. it is not reached instantaneously as was shown 
in the the homogeneous case. 
4.4 Numerical results and discussion 
       For the numerical solution, due to the problem symmetry, only a half of the domain 
shown in Figure 4.1 is modeled. Along the symmetry line the slip velocity condition is 
imposed. Discretization of the flow domain is shown in Figure 4.3, with the smallest grid size 
near the tunnel (10cmx10cm) and gradually increasing size far from the tunnel. In the case of 
lined tunnel with lower permeability material, the lining width is 30cm. Similar discretization 
is also used for the FEM model. 
        Figure 4.4 shows calculated pressure distribution for the homogeneous case, where 
the quasi-steady pressure distribution is obtained instantaneously. It can be seen that FV 
and FEM models produce identical results. It can be also noticed that analytical solution 
slightly differs from the numerical ones. The deviation can be attributed to the assumed 
linear velocity distribution along the symmetry line. Nevertheless, the pressure distribution 
near the excavation (about 20m) is in a very good agreement. The maximum pressure is 
overestimated by the analytical solution, and according to the numerical results its position 
is approximately at one third of the water depth above the excavation. It can be concluded 
that local inertia term does not influence the pressure distribution in a homogeneous porous 
media. 
       Figure 4.5 shows results comparison of the analytical and the FV model for the 
homogeneous case, after obtaining the quasi-steady condition. The deviation from the linear
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velocity distribution, assumed in the analytical solution can be clearly observed. However, 
there is an excellent match of the quasi-steady velocity on the top of the excavation. 
       Significantly more interesting is a diagram of transient velocity change at the top of 
the excavation. Time wise development of the velocity v0i for the case of hydraulic perme-
ability K = 1 - 10-', is shown in the Figure 4.6, where numerical and analytical results arc 
compared. Very good agreement is observed. It can be seen that quasi-steady condition is 
achieved very fast. The FEM model, naturally; can not predict this transient behavior of ve-
locity due to omission of the local inertia. The FEM quasi-steady solution match completely 
with the FV profile shown in Figure 4.5. 
       Figure 4.7 shows different imes required to obtain the quasi-steady velocity at the 
top of the excavation for different values of hydraulic permeabilities. It can be concluded 
that required time is is increasing with the increase of hydraulic permeability with order of 
value of hydraulic permeability, which is in agreement with results of Philip [1957]. 
       For the inhomogeneous case (the case with the low permeable lining), according to 
equations (4.26) and (4.27), the pressure distribution is not readily reached. This is showed 
in Figure 4.8, where it can be seen that, instantaneously, the pressure distribution as in the 
homogeneous case is developed, and afterward; with the increase of the velocity, the pressure 
distribution is reaching the quasi-steady condition. 
       For the higher hydraulic permeabilities, but with the same ratio of two permeabil-
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ities. the time for reaching the quasi-steady condition is increased for the exact order as for 
which the permeability is increased. This can be seen in Figure 4.9, which shows the ana-
lytical results for 100 times increased hydraulic permeabilities of the lining and the soil in 
comparison with figure 4.8. The exactly same diagram is obtained, but two orders shifted 
in the time. If the ratio of the permeabilities is changed, the final pressure distribution is 
significantly changed, as shown in Figure 4.10. 
       The proof that the pressure distribution depends only on the ratio of permeabilities 
and not on their absolute values, can be easily derived by neglecting the acceleration terms 
in equation (4.2) and considering the equations (4.16) and (4.17). For the pressure at the 
point A (VA = Hi) the obtained pressure xpression i  this case is: 
                         PA __ H 
                                       zK, -Hu (4.29)                              P9 1 + 0, K2 11-11,                                            2H, 
       Figure 4.11 shows comparison of analytical and numerical transient solution. The 
deviation can be again prescribed to the assumption of linear velocity distribution in the 
soil, but also to some extent, to the additional assumption of constant velocity in the tunnel 
lining. Nevertheless, relatively good agreement is obtained in the zone near the excavation. 
Similarly as in the homogeneous case, the FEM model gives only a quasi-steady solution, 
which is in excellent agreement with the FV model due to negligible effect of convective 
acceleration term (Figure 4.12).
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Figure 4.12: Comparison of the FEM and FV solution for the pressure distribution along the 
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4.5 Summary 
       In this Chapter. the influence of the local inertia term on the process of pressure 
redistribution in a deep soil is analyzed numerically and analytically. Two cases are consid-
ered: (1) the case of homogeneous medium and (2) the case with less permeable lining around 
the tunnel excavation. For both cases analytical solution for the symmetry line above the 
excavation has been derived, under assumption that vertical velocity distribution along this 
line is linear and that water and soil are incompressible. 
        In the homogeneous case it is found that pressure adapts to the new boundary con-
ditions instantaneously; while the velocity profile develops from zero to quasi-steady condition 
very fast. Only during this period, the acceleration term plays a role. It can be concluded 
that required time to quasi-steady condition is proportional to hydraulic permeability value. 
As expected, the pressure distribution is not influenced by soil permeability. Obtained ana-
lytical pressure distribution is in good agreement with numerical results, especially near the 
excavation, while the calculated velocities are in excellent agreement. 
       In the heterogeneous case with the less permeable lining, there is a transient pe-
riod for the pressure, as well as for the velocity distribution. Pressure changes from the 
homogeneous solution toward the quasi-steady distribution in a short time proportional to
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the hydraulic permeability of the soil. It is found that quasi-steady pressure distribution 
depends on the permeability ratio between the lining and the medium, not on their absolute 
values. Again, a good agreement between the numerical and analytical results is observed.






       Introduced in the early's 1990's, the air sparging (AS) is probably the most practiced 
engineered remediation option when targeting the treatment of hydrocarbon-contaminated 
aquifers [Johnson et al., 2001]. Its widespread use comes from its simplicity, cost effectiveness 
and reported affirmative results. Its principle is quite simple; the air is injected under the 
contaminated zone (Figure 5.1), and during its buoyancy induced flow toward the surface, 
there are two mechanisms which promote the remediation: volatilization of contaminants 
into the air plume and enhancement ofbiodegradation processes by increasing the dissolved 
oxygen in ground water. As showed in Figure 5.1, the (AS) system can he combined with 
the soil vapor extraction (SVE) system; in order to remove the contaminated air from the 
vadose zone. 
       Biosparging is practically the name for the same technology, however, it usually 
implies low air injection rates, emphasizing the aerobic biodegradation mechanism. The rela-
tive contribution between the volatilization and microbial degradation is influenced by many 
factors, such as air velocity, contaminant volatility; microbial preference factors, contaminant 
composition and distribution, etc. 
       In this chapter, the developed model will be applied for numerical simulation of air 
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Figure 5.1: Conceptual 
rated/unsaturated soils,
scheme of AS technology with SVE system for remediation of satu-
contaminated by volatile organic compounds, after unknown author
sparging. As will be shown in the literature review of air sparging modeling, the accelera-
tion effects in all, by now reported, models have always been neglected. Due to existence of 
strong buoyancy force, here it is assumed that acceleration can influence the model results 
and its modeling can provide more reliable simulations. In addition, the air sparging has been 
shown to be applicable only in relatively permeable soils [e.g. Johnson et al., 2001], where it 
can be expected higher magnitudes of air/water velocities. This, in turn, increases accelera-
tion effects. Therefore, the first motivation of this study was to numerically investigate the 
acceleration effects during the air sparging. 
       Generally, modeling of air sparging includes two issues: modeling of transient air-
water distribution and modeling of contaminant removal. The letter issue is also here consid-
ered by model extension and its verification by comparison with several reported experiments. 
This chapter is therefore divided into two parts: In the next section the problem of air-water 
distribution modeling will be treated where the main goal was to investigate the acceleration 
effects, and after that, in the following section, the model extension for the simulation of 
contaminant removal will he described and verified.
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5.2 Modeling of air-water distribution during the air sparging 
5.2.1 Literature review of applied multiphase models 
       Probably the first attempt to numerically model the air sparging was by Unger et 
al. [1995]. They assumed horizontal sparging wells and analyzed mechanisms which influence 
the dense non-aqueous phase liquids (DNAPLs) removal from heterogeneous porous medium, 
representative ofthe Borden aquifer. They used a CompFlow, three-dimensional, three-phase 
compositional model for a hypothetical sparging scenario. In their analysis, a heterogeneous 
permeability field (l0rnx10rnxSm) with appropriate mean, variance and spatial correlation 
was first generated, then; the surface spill of 0.8m3 of trichlorocthylcne (TCE) is simulated, 
after which the AS is applied, accompanied with SVE. The simulation results revealed that 
the primary mechanism of contaminant removal in the early stage of air sparging is direct 
volatilization of non-aqueous phase to the air phase. Later, the contaminant removal is 
restricted by the dissolution process into the water phase. They also found that degree 
of heterogeneity impacted the AS performance l ss in comparison with effects of operating 
conditions. It should be noted, however, that they assumed an equilibrium of the contaminant 
partitioning between the phases, which has been shown in the later researches as inapplicable 
for air sparging simulation. 
       Lundegard and Andersen [1996] used modified version of the TETRAD finite differ-
ence model to investigate the performance of air sparging systems, measured by the predicted 
region of air flow (zone of influence). All reported simulations were applied on axisymmetric 
domain with a radius nearly 120m and a depth of about 30m and with neglected capillary 
effects. They were able to reconstruct the evolution of air distribution after start of air in-
jection and before the attainment of steady conditions. They defined two distinct stages in 
this process: expansion stage and collapse stage. During the expansion stage the region of 
air flow increases in volume and reaches the vadose zone. After that, the zone of higher air 
saturations is forming around the sparging well, leading to second stage in which the zone 
of airflow begins to collapse until reaching the steady condition. Their sensitivity analysis 
showed that zone of influence of sparging well will not change with the injection depth, will 
increase with an increase of air injection rate and will increase with increase of the anisotropy 
ratio.
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       McCray and Falta [1997] used a multiphase model T2VOC to simulate the two-
dimensional laboratory experiments reported by Ji et al. [1993]. In a 2D, rectangular domain 
with approximately size of 0.7 x 0.9 m, several materials, with different sizes of glass beads 
were simulated for homogeneous and inhornogeneous cases. Since not all parameters required 
for numerical simulation were reported by Ji et al., authors used semi-empirical methods 
to estimate values of intrinsic permeability for each specific size of glass beads. They also 
used power function of the respective phase saturation to estimate relative permeabilities 
and Van Genuchten's two-phase formulation for the capillary pressure function. Parameters 
for these functions were estimated based on the reported air-entry pressures. Qualitative 
comparison of calculated air distributions with the observed ones showed a good agreement. 
Due to lack of reported data, no quantitative comparison were possible. They concluded that 
multiphase models can be used for simulation of air sparging with appropriately characterized 
heterogeneity of the porous media. 
       Chen et al. [1996] used 1D numerical model for interpretation of their experimental 
results. Details of used numerical model arc referenced in other papers. They used tomog-
raphy imaging to measure air distribution during the air sparging in saturated sand packs. 
They observed two classes of behavior: (1) In highly permeable sand packs (106 Darcy) they 
observed relatively few discrete air pathways with steady conditions rapidly attained, and 
(2) in low permeability sand packs (3 Darcy) they observed elayed attainment of steady 
state with higher air saturations. They reported excellent agreement between calculated and 
measured air saturations. 
       Hein et al. [1997] used the numerical model (T2VOC) for simulation of their own 
AS experiments in the cylindrical vessel 1.2m in diameter and lm deep, filled with silica 
sand. During the AS experiments, the air flow measurements were conducted above the 
water surface, along the two orthogonal transects at six radial distances from the center. 
For the numerical model, the capillary pressure parameters were independently measured, 
while the relative permeability function was assumed. Comparison of simulated and measured 
fluxes showed that, near the sparging well, model under predicts the air flux up to 40%, which 
authors explained by incorrect representation ofcapillary pressure - saturation relation. Away 
from the sparging well, much better agreement was observed. From the experimental results 
they also concluded that zone of influence of the sparging well increases only slightly with
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increase of injection flow rate. 
       Van Dijke et al. [1995] used axisyunrnetric, finite element model based on the mixed 
form of the Richards equation for the air and the water phase, to validate proposed semi-
analytical model for steady air distribution in the homogeneous media. Proposed analytical 
solution can be used for estimation of zone of influence of the sparging well. However, 
proposed analytical solution is relatively accurate only in the case of low air saturations. 
Later; Van Dijke and van der Zee [1998] proposed similar analytical solution for a layered 
soil. In this case, they recognized three air flow regions that occur at the steady state: (1) 
the region between the injection point and a lower permeability layer, with primarily vertical 
flow, (2) the narrow region below the lower permeability layer where lateral flow dominates 
and where capillary forces are of the same order as gravity forces, and (3) the region above 
the lower permeability layer and below the water table where also buoyancy-driven vertical 
flow dominates. 
       Dror et al. [2004] utilized MODFLOW (U.S. Geological Survey) code to quantify the 
effects of air injection on reduction of hydraulic permeability and effective porosity in aerated 
regions of their experimental setup. The goal was to investigate applicability of air injection 
as an alternative hydraulic barriers in order to prevent saline intrusion in coastal areas. or 
to prevent a contaminant transport. They concluded that air injection provides stable, low 
conductivity barriers that reduce the water discharge by, at least, an order of magnitude. 
However, the question remained whether obtained laboratory results are applicable on the 
field scale. 
       It can be concluded that all aforementioned models are basically very similar. The 
main difference is in the numerical method applied to solve governing equations. They all 
assume Darcy law as governing relation between the phase flux and hydraulic gradient, where 
the effects of other available phases are expressed through the relative permeability concept. 
Capillarity effects are introduced through a smooth empirical functions of phase saturations 
(only in the model of Lundegard and Andersen [1996], the capillarity is neglected). In general, 
all reported results of application of multiphase models to air sparging have been encouraging. 
The air flow zone is very well reproduced, in agreement with observed patterns at laboratory 
or in situ experiments. However, it is also clear that for accurate modeling of real sites, the 
amount of data required to support the multiphase models usually exceeds the available data.
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       All of these models neglect in start acceleration effects, and therefore, that was the 
motive for this study; to analyze acceleration effects on the air/water distribution during the 
air sparging. 
5.2.2 Literature review of experimental facts about air flow pattern during 
      air sparging 
       Multiphase models inherently produce continuous air phase distribution in the aer-
ation zone of porous media. However, many experiments, conducted at laboratory or in situ 
scales, revealed that this is not an actual case. Therefore, in this section the reported re-
sults on air flow pattern will be summarized and implications on numerical modeling will be 
discussed. 
       The laboratory study of Ji et al. [1993] was the pioneering work of air flow visualiza-
tion after its injection into saturated porous medium. They conducted experiments in a 2D 
transparent ank with approximate dimensions of 29 inch x 34 inch x 1 inch. The tank was 
filled with various sizes of glass beads in a homogeneous orheterogeneous way, with intention 
to observe how the injected air is distributed in previously saturated medium. and how is that 
distribution influenced by bead size, injection flow rate or heterogeneity. Two different flow 
patterns were reported, depending on the size of the glass beads: (1) for the 0.75mm glass 
beads or less, the air flows through the bush-like system of discrete channels, and (2) for 4rnin 
glass beads or larger, they observed bubbly flow characterized by the plume of discrete bub-
bles. The transition zone was reported between 0.75mun and 4mrn glass beads implying that 
in the most natural subsurface conditions, the channel flow regime can be expected. They 
also found that the air flow pattern is strongly influenced on medium heterogeneity. Increase 
of the air flow rate expands the air flow region up to some extent, after which, the increase of 
injection rate increases density of air channels and flux through the existent channels, while 
the aeration region remains nearly the same. 
       Other air flow visualization studies, conducted on packed beads or granular soils, 
are consistent with findings of Ji et al. [1993] [Lundegard and LaBrecquc, 1995; Leeson et 
al., 1995; Chen et al., 1996; Semer et al., 1998; Roosevelt and Corapcioglu, 1998; Elder and 
Benson, 1999; Peterson et al., 1999; Marulanda et al.; 2000; Krauss et al., 2003]. Brooks et al. 
[1999] summarized the published experimental observations and, in addition, conducted their
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own experiments on glass beads. They characterized the flow pattern through the modified, 
nondimensional Bond number, as the ratio of buoyancy and capillary forces: 
                           NB=Op9rbrb (5.1) 
where eb is the pore body radius, assumed as equal as the, grain radius, a is the air-water 
surface tension, and r, is the pore throat radius. According to this theory, in the case where 
capillary forces are greater than buoyancy, an additional pressure is required to overcome the 
capillarity, which can be provided only through the continual air channel from the sparging 
well. They concluded that channel flow occurs in porous media up to 1 inn to 2 mm of grain 
size, and for coarser medium the bubble flow pattern is to be expected. According to the 
Unified Classification System, this transition zone occurs in medium sand. In addition, they 
admitted that identification of air flow pattern is subjective in nature, and cannot alway be 
clearly distinguished. 
       Provided observations have significant implications on numerical modeling of air 
sparging; above all. on the contaminant removal modeling. Since the air and the water phase 
are not completely mixed, it is reasonably to expect that the contaminant removal will be 
significantly overestimated by the numerical models in which complete mixing is inherently 
assumed. Furthermore, an adequate characterization ofsimulated site is critically important 
for reliable numerical modeling. Experiments howed that a minor change of soil structure 
have significant impact on air distribution. This means that considerable amount of data 
collection may be required for model input. 
5.2.3 Capillary pressure and relative permeability models 
       Governing equations of motion of the air and the water phase in porous medium are 
coupled through the capillary pressure; defined as: 
                                        Pr = pa - pu, (5.2) 
where pr is the capillary pressure, p0 is the air pressure and pz„ is the water pressure. 
       At the pore scale, the capillary pressure is a function of curvature radii of the air-
water interface. However; at the macroscopic scale, the capillary pressure function is usually 
given as a empirical function of phase saturation and should be measured for each specific
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location. There are a number of available capillary pressure functions that can be found in 
the literature, but most frequently used in multiphase models are expressions proposed by 
van Genuchten [1980] (VG) and Brooks and Corey [1964] (BC). Van Genuchten's expression 
has a form: 
                                       Pw9 -l~rn 1/n, (                      Pe = ~Swe 1~ 5.3) 
          no„, 
where a,,, anent = 1-1/n are the fitting parameters and Swe is the effective water saturation 
given by: 
                                             S.-S.11 . S
we = (5.4)                                           I -S"" 
where Sz„ is the water saturation and Swr is the residual, or irreducible water saturation. 
       Brooks and Corey model has a form: 
                                    pr, =pd Swe~Paw (5.5) 
where pd is the air entry pressure and Qw,,, is the fitting parameter. 
       Figure 5.2 shows comparison of VG and BC capillary pressure curves, fitted for 
the measured rainage data of Borden sand [Dernond and Roberts, 1992]. It can be seen 
that the greatest difference between these two curves is in the zone of full saturation (near 
5,,, = 1). A BC curve has clearly defined air entry pressure, that must be exceeded before 
air can penetrate. In contrast, according to the VG curve, for any capillary pressure higher 
than zero, some amount of the air will enter the porous region. In the specific ase of Borden 
sand. the BC curve clearly overestimates the air entry pressure, which will as a consequence 
in numerical simulations, have smaller capillary spreading of air. Ratlifelder and Abriola 
[1998] have numerically analyzed the influence of two curves on the long term simulations of 
NAPL redistribution in saturated soils. They found that two curves yield different solution 
behavior, where BC solutions generally produced grater spreading of NAPL, less inclination 
to penetrate less-permeable layers and poorer spatial convergence behavior. 
        During the air sparging, air saturations are near full water saturation zone and 
therefore it can be expected that choice of representative capillary pressure model will have 
a great impact on simulation results. However; such analysis is lacking in the literature and 
it is not clear which curve is more appropriate for air sparging simulations. 
       Expressions for the relative permeability can be obtained by using the capillary 
pressure/saturation function in hydraulic permeability model of Burdine [1953], or Mualem
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[1976]. VG and the Mualem model produce the following expression for the relative perme-
ability [van Genuchten, 1980]: 
                                          m 2                      lour =Sw•ez S'we"a) ] (5.6) 
                                                        2m                       ka,' =(1 Swe)r/2 I1 - Sw/m, (5.7) 
where k,,,,,, and ka,,, are relative permeability functions for the water and the air phase, respec-
tively. 
       BC and the Burdine model produce: 
                                  kw,. - Sw2e s5,1,)15,1,(5.8) 
                      A;",,_ (1- Swe)h/2 (1 - Sw2~ 6a,,,)/I.,,,l (5.9) 
       In figure 5.3 the above given relative permeability relations are compared for the 
Bordine sand. The influence of one phase on the mobility of the other phase is introduced 
through the nonlinear dependency of phase saturation and its mobility. At the pore space 
it is a function of fluid properties of both phases, as well as the properties of the porous 
medium. 
5.2.4 Numerical simulation of air sparging laboratory experiments 
       Numerical model developed in Chapter 3 will be applied for simulation of two di-
mensional air sparging experiments reported by .Ji et al. [1993], with intention to analyze the 
acceleration effects on air flow and distribution. For the convenience, the governing equations 
solved here are written in the following form: 
                        &aa 
+ d ((ypTpi) - 0 (5.10) 
                        at aX; 
     a(Vp~) aVp, 2L_ apa &X3 a Lvp 2v    ap +apVPi-=---apy-+- aPVp- -apapP, (5.11)        at OXj pp axi axz axe axJ 
where subscript  denotes the phase (a - for the air and 2u - for the water). According tothe 
relative permeability concept the parameter in the drag term in equation (5.11) isdefined as: 
                              AP = PP 1 (5.12) 
                                   PPk kpr
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Hydraulic parameters for 0.75 mm and 4.0 mm glass beads after McCray and
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        The homogeneous experiments with 0.75 min and 4.0 inin glass beads diameter are 
chosen for numerical simulation. Hydraulic parameters, essential for numerical simulation, 
are taken from McCray and Falta [1997] and are shown in Table 5.1. As it can be seen from 
the presented parameters, the VG model for constitutive relations of capillary pressure and 
relative permeabilities i utilized. 
       It should be noted that in the original paper of Ji et al. [1993], there was no reported 
data about hydraulic properties of the glass beads used; except the bead size and porosity. 
The parameters used here are obtained by semi-empirical methods described in McCray and 
Falta [1997]. Namely, the intrinsic permeabilities are estimated utilizing the "ratio" method, 
according to which two permeabilities of different bead diameters are related as: 
                              d 2                   k2 =ku (di) (5.13) 
where ki is the known intrinsic permeability of glass beads with diameter dl and k2 is the 
unknown intrinsic permeability of glass beads with diameter d2. Here. known values of 
permeabilities front the literature were used. Parameters for capillary pressure/saturation 
relations where obtained from reported air entry pressures and utilizing the scaling method 
of Leverett [1941] on referenced ata from the literature. Leverett [1941] established the 
following relation between the capillary pressure, permeability and porosity: 
                                           PC k 
                                Pony = (5.14)                                                    (T o
where peN is a dimensionless capillary pressure.
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Simulation of 0.75mm glass beads experiment 
       In the case of 0.75mm glass beads experiment, the tank was uniformly filled up to 
25 inch from the bottom and additional 4 inches of 4.0mm glass beads were added on the top 
to prevent the fluidization. From the reported drawings, initial water level is assumed at 24 
inch from the tank bottom. The air injection rate chosen for simulation was 10.00 L/min. 
       For numerical solution, the domain is discretized by 1 inch cubes. To obtain the 
balance between gravity and capillary forces prior to air injection, the static water level 
was imposed at the 24 inch level and simulation without air injection was conducted until 
the equilibrium was reached. This state represented initial condition for the air sparging 
simulation. The bottom and the side walls arc treated as "no flow" boundary condition. The 
nozzle cell at the bottom is treated as "inactive" cell with constant air flux at the upper face 
and no fluxes at the remaining faces. 
       In the experiments, depending on air injection rate and bead size. the water could 
exit the porous media at the top boundary and form a free water layer above the packing. 
To simulate this condition, after complete saturation of upper layer, the outwards flux is 
calculated and accordingly, the free water height above the domain is obtained. Under 
assumption of hydrostatic pressure in above free water layer, the pressure at the top boundary 
was imposed. 
       Figures 5.4 - 5.7 show simulation results of transient air/water distribution after start 
of air injection. The transient periods of air phone development, described by Lundegard and 
Andersen [1996], can be clearly observed from these figures: (1) an expansion stage until the 
air phase reaches the free surface (figures 5.4 and 5.5) and (2) an contraction stage, observed 
after reaching the free surface (figures 5.6 and Figs-0-75-4). It can be also noted that the, zone. 
near injection point reaches the steady condition faster than the zone near the free surface.
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Figure 5.6: Simulation of air injection into saturated 0.75mm glass 
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Figure 5.8: Comparison of observed flow pattern and numerical results for 0.75mm glass beads 
- steady conditions: a) observed flow pattern from Jiet al. [1993], b) numerical simulation -
steady state air saturation contours (gazr = 10.0 L/min).
       Qualitative comparison of steady condition air distribution with observed air distri-
bution by Ji et al. [1993] is shown in Figure 5.8. Figure 5.4 a) is a drawing taken from the 
paper of Ji et al. [1993] which schematically represents air flow pattern and air phase distrib-
ution. The figure also shows initial water level condition. At the steady state, the glass beads 
above this level (4mm beads) are saturated and water layer over packing is formed. This can 
be clearly seen from the photographs in the paper. Figure 5.8 b) shows air phase saturation 
contours from the simulation. The air spreading area has a parabolic shape through the 
0.75mm beads, very similar to the observed one. After reaching the 4.0mm beads, due to 
higher permeability, the air zone is contracted with decrease of air saturation. 
       Numerical simulations conducted with and without inclusion of acceleration terms 
revealed that, in this case, acceleration terms in momentum equations (5.11) have negligible 
influence on air saturation distribution (less than 1%), neither during the transient period of 
air plume development, or at the steady conditions.

















                                o 5 1o 15 2o 25 o 5 1o 15 2o 25 
                                         X(in) X (in) 
         a) b) c) 
Figure 5.9: Comparison of observed flow pattern and numerical simulation results for 4.0mnti 
glass beads: a) observed flow pattern front Ji et al. [1993], b) numerical simulation without 
acceleration terms in equations (5.11), c) steady pulsation - simulation with acceleration 
terms. (Contours in b) and c) represent air saturations) 
Simulation of 4.0mm glass beads experiment 
       In the 4mm glass beads experiment, the packing was homogeneous with initial 
water level at 24 inch from the tank bottom. Simulated injection air flow rate was again 
gain = 10.0 L/min, with the same boundary conditions as in the previous case. In this case 
the bubbly flow pattern is reported. After increasing the air flow rate and reaching the specific 
value, the steady pulsation was observed. Pulsation manifested as bubbly stream oscillation 
shown in Figure 5.9-a). Authors described this behavior as a jet pulsation. 
       Here, two numerical simulations were conducted: (1) without modeling the acceler-
ation terms in equations (5.11), and (2) simulation with included acceleration ternns. Figures 
5.9-b) and 5.9-c) show simulation results 5s after the start of air injection for two cases, 
respectively. The pulsation, observed in experiments, could only be produced by modeling 
the acceleration terms (Fig. 5.9-c)). Comparison of the, figures also shows higher air satura-
tions in the letter case and wider zone of aeration, which better reproduce the experimental 
results. Numerical results clearly show that inertial forces have the key role in the inception 
of instability.
W
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Figure 5.10: Macroscopic water velocities in a case of pulsating air flow. Contour lines 
represent air saturations from Fig. 5.9-a) 
       Without the pulsation, the steady state implies that water phase is at hydrostatic 
condition. However, in the pulsation case, water oscillates as air pulses are passing. At the 
front of the air pulse, water is moving upward, circulating around the pulse, and replacing 
the air at the pulse tail. This is shown in Figure 5.10, where the macroscopic fluxes of the 
water phase are drawn. This behavior certainly has consequences on contaminant removal, 
due to promoted mechanical mixing. 
       Inception of instability is reported at air injection rate of about 10 L/min. How-
ever, numerical model produced instability significantly earlier, at about 2 L/min. This is 
attributed to modeling of drag term in momentum equations. As discussed in Chapter 2 
of this thesis. it is well known that at higher Raynold's numbers, which can be expected in 
coarser materials, the Darcy law does not describe well the relation between the hydraulic 
gradient and fluid velocities. Therefore, the drag term is changed by using the Ergun's [1952] 
expression which combines Kozeny-Carman equation for viscous loss and Burke-Plurnmer 
equation for kinetic loss. The relative permeability function is kept in order to express the 
influence of other present fluids on the drag term: 
           Rpi _ 1 [1soi(i p~)2 1.75(1 - ~) 
              Fop TIP-, OD 2 2 + OD ~apVp (apvp') (5.15)
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where D represents the bead diameter. 
       It should be emphasized here that reliable expressions for the drag force in the case 
of high velocity multiphase flows and bubbly flows in porous media are still lacking, and that 
additional experimental work is required to obtain such relations. In the theoretical study of 
Corapcioglu et al. [2004], forces on single bubble in porous media are analyzed and the relative 
permeability function is taken as a constant. However, in analysis of gas-liquid concurrent 
flow. Seaz and Carbonell [1985] concluded hat relative permeability is exponential function 
of the phase content. Wu [2001] obtained analytical solution for a Buckley-Leverett problem 
for the conditions of non-Darcy flow of immiscible fluids, where he utilized Forchheimer-type 
equation for the drag terms, very similar in form to equation (5.15). The main difference is 
that for the viscous term is used a standard relative permeability function and for the kinetic 
loss term, a empirical expression which is a function of permeability, relative permeability, 
porosity and effective phase saturation. Equation (5.15) represents extension of Darcy-law 
equation and can be easily replaced in the developed model with, eventual, more reliable 
expression. 
       It is also of interest to examine the influence of instability modeling on the amount 
of dynamically trapped air as a result of simulation, since it has a great importance in overall 
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Figure 5.11: Calculated dynamically trapped air volume: a) effect of acceleration terms in 
momentum equations, b) comparison of Model I, Model II and Model III for different air 
injection flow rates 
Model III (acceleration terms and kinetic drag term neglected): 
    0 ap 8pp 8x3 +8 1 [i50v(i_ p )2        =-- , avg. - avvv BUj,- - (a ) (5.18)                                       k
vT 03D2 vTVn~            Pp 8x~ 8:r,i 
        Calculated results are compared in Figure 5.11. It can be seen that effects of ac-
celeration terms start with inception of instability and increase with higher air flow rate and 
that Model III significantly underestimates dynamically trapped air volume. Inception of 
instability, which is experimentally observed around 10 L/min of air flow rate, is now in 
agreement with numerical results. The mechanism of inception of instability will be theoret-
ically analyzed in the following section.
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5.2.5 An one-dimensional linear stability analysis of air sparging 
       A similar instability phenomena. as described in the previous section, has been 
observed at the downward cocurrent flow of gas and liquid through packed columns, often used 
in chemical engineering for reactions uch as oxidation or hydrogenation [e.g. Grosser et al.. 
1988; Dankworth et al., 1990]. A linear stability analysis of an one-dimensional macroscopic 
model described by equations very similar to equations numerically solved in this study, 
first conducted by Grosser et al. [1988] and later in a more detail by Dankworth et al. 
[1990], revealed the role of inertial terms on inception of the instability. They concluded 
that acceleration promotes growth of perturbations while capillary pressure counteracts the 
inertial effects. At sufficiently high flow rates, when inertial effects become dominant, the 
instability occurred. Similar analysis will be conducted here, for the case of air sparging. 
       Starting point for the stability analysis are 1D governing equations for the air and 
the water phase in vertical direction: 
                            OCYP 
                             +(apUps) =0 (5.19)              8t 8
x;3 
             3(V ,3) ~Up3 U'p 8Pp Rp3 
             ap + apTVp3- ap9 - - (p = w; a.) (5.20)                  at 
Wi3 Pp a:L3 PP 
where a,3 is the vertical axis (positive upward), and VP3 is the vertical velocity of phase p. 
System of equations is closed by inclusion of two additional conditions: 
                                   (a+a,,,=0 (5.21) 
                             Pa - Pw = PC = f (gym) (5.22) 
        Now, an uniform, steady state can be assumed, around which a perturbation will be 
imposed. The steady state for the case of air sparging implies that water phase is stagnant, 
and can be characterized by following set of equations: 
                                Uw3 = 0 (5.23) 
                           d (5
.24)                             d
a3 
                           Ta dPa Ra3 0 =----(xa9 - (5.25) 
                                Pa d23 Pa 
where the overline represents a steady variable value.
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       A perturbation around the uniform. steady condition can be imposed byintroducing: 
                          ap(x3,t) _ TP + aP(x3, t) (5.26) 
                         Vp3 (-'2,3, t) =Vp3 +Vp3 (a;3, t) (5.27) 
                        Pp (xa:t) = pP + pp(xa,t) (5.28) 
where a'P; Vpi3 and pp are infinitesimal disturbances for phase content, velocity and pressure, 
respectively. 
       By substitution of equations (5.26) ... (5.28) into equations (5.19) and (5.20) and 
after linearisation, two continuity and two momentum equations can be reduced to a single 
equation, e.g. in terms of perturbation from the uniform state of the water content: 
              ALL + B2 + Ca2aw + D82 u E32aw = 0 (5.29)     - z z 
                 at ar'3 at at aa3 ax3 
where coefficients A ... E depend on uniform state variables and arc given as: 
                         A _ 1 w3 _ 1 a3 (5.30) 
                                              a2 OVa3 T-77,2-WO 7,
             _ 1 8R.,,,3 1 DRa3 Rw3 Ra3 Vw3 D&,3         B iii K oaew } CAa 0na ) aw CAa rYw2 3Vw3 
                                                 Va3 0Ra3 (5
.31)                                      aa2 \ alii3 I 
                           C = PW + Pa (5.32) 
                                             7711! as 
                       D -2(Uw3 P +Vag Pa (5.33) 
                                     nw as 
                               2Pw 2Pa aPc                         E -V w3 _+Va3 _+ (5.34)                                   n
w as 3n 0 
       A perturbation from the uniform state can be imposed in a sinusoidal form as: 
                        a(„ = & exp [i(Xx3 - wt)1 (5.35)
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where X is the wave number of the perturbation. w is the frequency and i = V'---I-. By requiring 
that imaginary part of w equals zero, and taking into account hat uniform condition implies 
stagnant water phase, a neutral condition can be obtained in a form: 
                        A2E-ABD+B2C=0 (5.36) 
or, by substitution of equalities (5.30) ... (5.34) into (5.36), the same can be expressed as: 
                 pa-2 2 Pa Pw ~pc Pa -            a Ua3 +F ~(ra + w~ +~aa 2FaaVa3-0 (5.37) 
in which F = B/A. 
       Analysis of terms in equation (5.37) shows that first two terms are always positive, 
promoting the instability, and that last two terms on the left side are always negative, op-
posing the instability. It can be concluded that significance of these terms, in each specific 
case, determines the occurrence of the instability. 
       Denoting the left side of equation (5.37) as Q, its value can be calculated for several 
air injection flow rates. This is shown in Figure 5.12, where calculation is conducted for 
0.75mm and 4.Omm glass beads. Uniform, steady state variables are obtained numerically, 
solving the equations (5.23) ... (5.25). 
       From the Figure 5.12, it can be concluded that for the 0.75nun glass beads case, 
the flow is always stable, regardless of air flow injection rate. However, in the case of 4.Omm 
glass beads, instability occurs for the air pore velocities higher than 0.15m/s. This is in 
accordance with numerical experiments, but also with experimental results where no pulsation 
is reported for 0.75mrn glass beads. 
       In order to delineate more precisely the bead sizes associated with instability, the 
same procedure is conducted for 2mm and 3min beads. Parameters for capillary pressure 
and relative permeability curves are scaled from the estimated values for 0.75mm beads, by 
using the Leverett [1941] scaling procedure. Obtained values of those parameters, as well as 
the value of estimated permeabilities, are shown in Table 5.2. The permeability is calculated 
from the Ergun equation of viscous drag in a packed bed, assuming the same porosity as in 
the case of 0.75mm beads: 
                          k = D2 ~3 (5.38)          150(1-0)2
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.12: Diagram of Q values in function of air pore velocity for 0.75nun and 4.0min glass
Table 5.2: Approximated parameter values for 21nin and 3mm glass beads.
Parameter/beadiameter 2.0 nun 3.0 mm Units
Intrinsic permeability 
Porosity 
Water residual saturation 
Air residual saturation 
Parameter TI in VG model 


















Chapter 5. Model application: ,Simnlat VA'IL of air s'parq '/,n.9 99
       Figure 5.13 shows calculation of Q for 2mm and 3mrn beads. Values of specific 
terms on the left side of equation (5.37) are also shown, where "Terms" ..."Term4" denote 
the first, second, third and the fourth term. respectively. It can be observed that the first 
and the fourth terra are negligible in comparison with the second and the third, where the 
second term comprises inertial and drag forces, and the third term represents the capillary 
force. 
       According to Figure 5.13, the instability may occur for beads larger than 2mm. For 
3mm glass beads, the instability occurs for air pore velocity larger than 0.3m/s, which is 
quite large for flow in porous medium. As the bead diameter increases, the critical pore air 
velocity decreases (0.3m/s for 3mm beads and 0.15m/s for 4mm beads), as indeed should be, 
due to lower capillary forces for larger beads. The role of capillary pressure in prevention of 
instability can easily be proved by neglecting the third term in equation (5.37), which shows 
that the flow would always be unstable. 
       Numerical experiments, for the conditions as in the experiments of Ji et al. [1993], 
revealed that instability occurs for bead diameters larger than 3mm. Considering that theo-
retical analysis was conducted for 11) case, and that numerical solution inherently dampens 
the occurrence of instability, the agreement can be considered as quite encouraging. 
       Clearly, the shape (gradient) of the capillary pressure curve has important role 
on instability inception. Moreover, the shape in the near full saturation zone is the most 
important for the coarser materials, where instability can be expected. As it has been shown 
earlier, the most significant difference between BC and VG functions is exactly in this zone. 
Since the above analysis was conducted using the VG curve, the applicability of the BC 
curve will also be examined. Parameters for the BC capillary pressure curves are fitted to 
best match with obtained VG curves. Table 5.3 shows fitted parameters for 0.75 mm; 2.0 
nun, 3.0 rnrn and 4.0 mm glass beads, respectively. Comparison of capillary curves for 0.75 
mm beads is shown in Figure 5.14. Relative permeability curves are kept the same as before, 
in order to analyze only the effects of capillary model on calculated results. Therefore, only 
the third term in equation (5.37) is changed; while the other, unform, steady state variables 
are the same as in the previous calculations with VG model. The fact that steady variables 
do not change with the change of capillary pressure curve can be easily seen from equation 
(5.25).
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Figure 5.13: Diagram of S2 values 
beads: a) 2.0mm glass beads, b)
Va [m/s] 0.2 0.4 0.6 0.8 11.1.4 
in function of air pore velocity for 2.0mm and 4.0mm glass 
3.0mm glass beads.
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Table 5.3: Fitted parameters of the 
3min and 4nHn glass beads.
Brooks-Corey capillary pressure curve for 0.75mm. 2mm.
Parameter/beadiameter 0.75 mm 2.0 min 3.0 mm 4.0 non
Parameter Pd in BC model 
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Figure 5.15: Calculated values of neutral stability function for different diameter glass beads, 
using the BC capillary pressure model. 
       Figure 5.15 shows calculated values of Q function for different sizes of glass beads. 
Generally, critical values of air pore velocities are decreased in comparison with VG model. 
This was expected, considering the shapes of characteristic capillary pressure curves. How-
ever, the general conclusion remains the same, that instability may occur for 2nun beads and 
larger. Recalling reported transition zone between the channel and the bubble flow between 
lmsn and 21nsn bead size [Brooks et al., 1999], it can be concluded that instability can be 
expected in the bubble flow regime only. 
       Considering experimentally obtained capillary pressure curves for different ypes of 
materials [e.g. van Genuchten, 1980], especially in the zone near complete saturation. it is 
reasonable to assume that the VG model produces better matching. Therefore, here obtained 
results, using this model can be considered as more reliable in comparison with the BC model. 
       It is well known that the capillary pressure function is a multiple value function, 
depending on saturation history, i.e. of wetting/drying process [e.g. Luckner et al., 1989]. 
Therefore, the question arises which particular curve is relevant in terms of instability in-
ception, since different curve would produce different stability criteria (as showed previously
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for VG and BC models). Argumentation presented by Grosser et al. [1988] for trickling to 
pulsing transition during the downward, cocurrent gas/water flow can be also applied for the 
air sparging analysis. They concluded that drainage curve produces the loss of stability for 
the lowest gas/water fluxes, and therefore, should be taken as adequate. Indeed, the term 
r3pr/Oa,,, in equation (5.37) has minimal values for the drainage curve, and therefore will 
provide the minimal stabilizing resistance to inertial effects. 
5.3 Modeling of contaminant removal during air sparging 
       In order to simulate application of the air sparging (AS) system, an appropriate 
contaminant transport model has to be applied concurrently with the air/water flow model. 
This is the topic of this section; firstly, the literature review of reported modeling and ex-
perimental studies of mass transfer during AS will be presented, and secondly, the presented 
model will be extended by inclusion of all important phenomena in relation with contaminant 
transport during the AS. 
5.3.1 Literature review of reported numerical models 
        There are generally two categories of models for simulation of contaminant removal 
during AS [Rabidean and Blayden, 1998; McCray, 2000]: (1) mechanistic, multiphase models, 
based on multidimensional governing flow and transport equations, and (2) simplified; so 
called "reactor" models, where mass removal is related to the quantity of fluids circulating 
in the reactor zone. Both approaches offer some advantages, but also have some inherent 
drawbacks. 
       Multiphase (mechanistic) models potentially offer better understanding and more 
accurate air/water flow and transport processes under sparging conditions. However, they 
require a substantial amount of input data. which include detailed physical soil properties, 
such as porosity, permeability, relative permeability characteristics and capillary pressure 
functions. Reliable parameters of contaminant transfer between the phases are also required, 
although some processes, such as diffusion/dispersion of contaminant oward air channels, 
are not resolved satisfactorily at the pore scale yet. Earlier mentioned models of Unger et al. 
[1995], and McCray and Falta [1996] are mechanistic ones. In these models, hydrodynamics
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and mass transport within each phase is simulated for hypothetical (study) cases with in-
tention to resolve the main mechanisms which influence the effectiveness of the AS system. 
Although, the applications of these models have provided a valuable insight into govern-
ing mechanisms of contaminant removal, both are based on assumption of complete mixing 
and equilibrium partitioning of contaminant between the phases, which can be expressed by 
Henry's law: 
                                Ca = K11 Cw (5.39) 
where CQ and Cu are the contaminant concentrations in the air and the water phase, re-
spectively, and K11 is the Henry's constant (nondirnensional). It has been showed in several 
studies that equilibrium partitioning assumption may not be applicable [e.g. Cho and Jaffe, 
1990; Elder et al., 1999; Rabidean et al., 1999]. 
       Reactor (lumped parameter) models are significantly simpler. Generally in models 
reported in the literature, the AS zone is divided into two or three compartments, for which 
a simple mass conservation equations are solved. Compartments represent a water, air (two 
compartments) and mass interchange compartment ( hree compartments). Mass interchange 
compartment is usually introduced in order to account some processes. such as diffusion 
toward air channels, biodegradation, sorption and desorption from the soil phase etc. Transfer 
of contaminants between the phases are modeled by equilibrium assumption, or through the 
humped parameters of mass transfer rate between the compartments. 
       Rabidean et al. [1999] proposed areactor model which takes into account diffusion of 
contaminant toward the air channels. They succeeded to reconstruct source zone tailing and 
rebound behavior, often observed at the air sparging sites, as well as in laboratory experiments 
[Semmer and Reddy, ; 1998; Chao et al.. 1998; Adams and Reddy, 1999; Kirtland and Aelion, 
2000; Benner et al., 2000; Peterson et al.; 2000; Braida and Ong, 2000, Rogers et al., 2004]. In 
this model the sparging region is modeled as a reactor consisting of two mixed compartments; 
where only one of these compartments exchanges mass with the air phase. They assumed two 
main processes affecting the mass removal: desorption from the soil phase and diffusion of 
contaminant in the water phase. Model was applied on in situ AS system, where the system 
of 36 sparging wells; distributed on approximately 2500 n,', is simulated as a single one. 
Model parameters were calibrated from the early stage of air sparging course, and applied for
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prediction of sparging effects over 3-years operating period. They concluded that about 18% 
of pore space was influenced by AS, and the remaining was not, with the diffusion toward air 
channel as limiting factor. They also showed that pulsing strategy of AS system is beneficial 
in terms of rernediation efficiency. Proposed model, however, does not include (as the most 
of other reported reactor models) transport of contaminants by the air phase and advection 
by the water phase. 
       Somewhat different approach is proposed by Elder et al. [1999]. This model consid-
ers air flow in discrete air channels. diffusion between the air channels and rate limited mass 
transfer into the air phase. Water phase is assumed as stationary and sorption is neglected. 
Air phase distribution is assumed in this model, based on air injection flow rate. Model 
was applied to simulate reported experimental air sparging results from literature, where it 
showed a good agreement with measured mass removal. In the model, water phase is also 
considered as stagnant. 
        Several lumped-parameter models were proposed to simulate one-dimensional ab-
oratory experiments conducted on soil columns. By their calibration with measured mass 
removal, important model parameters can be obtained, such as air-water mass transfer coef-
ficient [e.g. Chao et al., 1998; Braida and Ong, 2000] ; or diffusion/dispersion coefficient of 
contaminants in saturated soil. 
       Described models proposed by Rabideau et al. [1999] and Elder et al. [1999] are 
typical reactor models, and models proposed by other authors are conceptually very similar. 
Some of them include an additional processes which may effect contaminant removal. Wilson 
et al. [1994] and Wilson et al. [1997], for example. accounted a dissolution process of NAPL 
droplets into the water phase and its diffusion toward the air channels. 
       These models, inherently cannot predict air distribution in the zone of aeration, 
and therefore, it has to be assumed. This in turn, may produce difficulties in the cases 
with significant heterogeneity. In addition, water phase is treated as stagnant and effects of 
groundwater flow can not be simulated; for example; when air sparging also serves to prevent 
migration of contaminant due to existence of natural hydraulic gradient. 
       Many laboratory and in-situ experimental studies conducted since the early 1990's 
provided better understanding on factors and mechanisms controlling mass removal of con-
taminants during the AS. Some of them were focused on removal of trapped, non-aqueous
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phase [Braida and Ong, 2000; Rogers et al., 2004] and some were focused on remediation of 
dissolved contaminants [Chao et al.; 1998; Reddy and Adams, 2000; Peterson et al., 2000; 
Braida and Ong, 2001]. Considering reported experimental results, several common points 
can he emphasized: 
  • Air sparging is more effective in coarser soils. Chao et al. [1998] argued that this can be 
    attributed to higher number of air channels which develop in coarser soil in comparison 
    with fine materials, and faster diffusion of VOCs in coarser materials. 
   • In the early stage of air sparging, contaminants within air channels are removed first. 
     Therefore, volatility characteristics ofcontaminants (vapor pressure, Henry's constant) 
    govern sparging efficiency. 
   • After an initial period, contaminant removal is limited by in water mass transport. 
     Here. most of researches agree that contaminant diffusion in water phase is limiting 
    process. Therefore, the volatility of contaminant does not significantly influence sparg-
    ing efficiency, but dissolved contaminant concentrations [Johnson et al., 2001]. 
  • Increase of the air flow rate, enhances parging efficiency up to some limit. After that, 
    the mass removal is not influenced by air injection rate. 
5.3.2 Model formulation 
       Mechanisms affecting volatile contaminant removal during an in-situ AS include: air 
advection, air diffusion/dispersion, volatilization, water advection, water difliision/dispersion, 
sorption/desorption and chemical/biological reactions. Depending on soil and contaminant 
properties, as well as sparging strategy, some of these processes can be more or less significant. 
       It is assumed that a continuous film of water, as a wetting fluid, coats the soil 
grains sot that mass transfer between the soil and air is possible only via the water phase 
[e.g. Armstrong et al., 1994]. Water phase is divided into two compartments, which coincide 
with the "clear" and the "dirty" zones in the conceptual model of Rabideau et al. [1999]. 
As shown in Figure 5.16, the immobile water compartment is in contact with the air phase, 
while the mobile water compartment is not. Partitioning of contaminant between the water 
and the soil phase is assumed as an instantaneous equilibrium for both water compartments.









Figure 5.16: Schematic representation ofair channels and air (a), immobile (im) and mobile 
water (w) phases. 
       The mass conservation equations for the air, immobile water and mobile water phase 
in Cartesian coordinates can be written as: 
                a(~C11) =-a(C0x0Vai) +KwaA(KHC..i-Ca) (5.40) 
       a(aimCim) =-KwaA(KHCim.-Ca) + K(Cw- Cim)- PbfKdaCi+n (5.41)         at at 
a(awCw) _a(Cwa.Vwi) +a (awDii)act, -K(Ow-Cwti)-Pb(1-f)Kd act, (5.42) 
   at axi axi                              (x at 
where Ca, Cj.. and C,,, are the air, immobile water and mobile water contaminant concen-
trations, Kwe is the air-water mass transfer coefficient, A is the contact surface between air 
and water phase, per unit volume of porous media, K11 is the Henry's constant, K is the 
immobile-mobile water transfer coefficient, Pb is the soil dry bulk density and Dij is the water 
dispersion tensor. The contaminant dispersion tensor in the water phase is given by [Bear, 
1972]: 
            awDij = (at - at) aw . (a ~Vwj) +at l awVw 16ij + awTD`bij (5.43) 
a where al and at are the longitudinal and transverse dispersivities, respectively, and 6ij is the 
Kronecker delta. The product TD* represents the effective diffusion coefficient for the porous 
media, comprising the effects of nonlinearity of diffusive paths, where the tourtosity factor
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(T) can be calculated according to Millington and Quirk [1959] expression: 
                                  T = (/)4/3 (5.44) 
       As can be seen from equations (5.41) and (5.42), the transfer of mass between 
the hnrnobile and mobile water compartment is represented by first-order kinetic relation, 
where the driving force is concentration gradient between two compartments. Since the 
thickness of immobile zone can not be explicitly measured, the mass transfer coefficient K 
represents a lumped parameter; comprising all nonlinearities and non-equilibrium processes 
in this diffusive transport of contaminant toward the air phase. 
        The air-water mass transfer coefficient can be estimated (K,,,0) according to the 
two-film theory [Elder et al., 1999]. According to this theory, the resistance for mass transfer 
at the interface comprise the resistance of the air and the water film. The air film resistance 
can be calculated from the empirical function of the Sherwood number: 
                           kad, 1/3                 Nsh = Do = 1.615 (L) (N1zeNs,)1/3 (5.45) 
where ka is the mass transfer coefficient of the air film, d, is the air channel diameter, L is 
the air channel ength, Do the air diffusion coefficient, and NR,, Nsc are the Reynolds and 
Schmidt numbers, respectively, defined as: 
                                       V" d" N
R~ _ (5.46) 
                                PO 
                                Ns~ = µa (5.47) 
                                      pa Do 
where µa is the air viscosity, pa the air density and . 
       For the calculation of the water film resistance, the penetration theory (Bird et al., 
1960) can be utilized: 
                            1 7rd, L 1/2 
                    kw =4 ~DLnaVa) (5.48) 
        Now, the air-water mass transfer coefficient can be derived as: 
           1 KH -1 d~/3L1/3 d,7rKH L 1/2    Kaw = ~ka + ka. I ~1.615Da (N1tENs1)1/3 + 4 \D cr<iVa) (5.49)           N
The air-water interface area c n be stimated by ssumption that ir channels are 
evenly distributed in the horizontal plane of one calculation cell: 
                               A 4cra                                  = (5.50) 
                                              d, T,_
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where T, it the channel tortuosity, the ratio of the effective linear channel ength and its 
apparent length [Elder and Benson, 1999]. 
       Equilibrium partitioning between the dissolved and the solid phase (sorpiton/desorption) 
is modeled as a Freundlich isotherm: 
                     C, = Kd [fCirn + (1 - f)C.] (5.51) 
where Cs is the soil concentration (mass per unit mass), Kd is the distribution coefficient; 
usually expressed as a product of mass fraction of organic carbon in the soil and organic 
carbon partitioning coefficient (Kd = fo,K0,). It is also assumed that sorbent is uniformly 
distributed between immobile and mobile water, resulting that fraction of sorbent associated 
with immobile water can be calculated as: 
                                                   yiTa 
                            f = (5.52)                                             mina + (nur 
       The immobile water compartment, conceptually introduced in this model, mimics 
the mass transfer zone (MTZ), or zone directly influenced by the air channel. This zone is 
experimentally investigated by Braida and Ong [2001] on a single air channel experimental 
setup. Their unique setup consists of an air tunnel (representing the air channel), 1.58mm 
high, over saturated, uniformly contaminated porous media placed in an acryl tank, so that 
air-water contact surface is known. For given air flow rate, transient concentration changes 
were measured at the different lengths front the air channel. They arbitrarily defined this 
zone as a distance from the air channel to where the contaminant concentration was 90% 
of the bulk concentration for quasi-steady conditions. Reported MTZ ranged from 17mnn 
to 41mm. However, in another paper [Braida and Ong, 2000], authors tried to numerically 
simulate conducted experiments on a soil column, by simulation of a system of air channels. 
Reported MTZ zone was about an order of magnitude less than in the single air channel case. 
Considering that both experiments were conducted with stagnant water phase (no mixing by 
advection), with saturated air (no water advection toward air channels due to evaporation), 
it is reasonable to assume that in near field conditions, the MTZ zone is significantly smaller. 
Therefore, in the presented model, the immobile water compartment is taken as the residual 
water content. 
       As it can be seen from equation (5.40), the diffusion transport in the air phase is 
not included, although, the diffusion coefficient in the air is usually three orders of magnitude
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higher than in the water phase. Conceptually, presented model does not treat the air phase 
as completely continuous, but distributed in a number of discrete air channels, surrounded 
by the water phase. Therefore, there is no contaminant diffusion/dispersion between the 
channels. Considering the longitudinal dispersion, and recalling that concentration source is 
distributed along the air channel. it is assumed as negligible in comparison with air advection, 
which was confirmed by numerical experiments. 
5.3.3 Validation of the air-water mass transfer estimate 
        There are two important parameters in the mass transport/transfer model: the air-
water mass transfer coefficient (K,,,,,) and mobile-immobile water mass transfer (K). Gener-
ally, the air-water interface area (A) can not be experimentally determined. Therefore, it is a 
common practice to measure the lumped value of mass transfer (K,,QA). The same approach 
for the K,„QA modeling is used in the conceptual model of Elder et al. (1999), however, no 
explicit validation of equations (5.49) and (5.50) is published in the literature yet. That was 
the main motive of the study described in this section. 
       In order to validate adopted method for estimation of the air-water mass transfer, it 
will be applied on published experimental results. Chao et al. [1998] reported one-dimensional 
experiments in order to investigate air-water mass transfer of VOCs. Their experimental 
setup consisted of a Plexiglas column, 9.5 crn in diameter and 40.6 crn in height, in which 
the clean soil was placed. The soil was then saturated with contaminated water. sealed and 
allowed to equilibrate before air injection. Air was injected into the bottom of the column 
and concentration of VOCs in the effluent air was measured periodically. Morn the simple 
mathematical model, the best fitting values of the air-water mass transfer were reported. For 
model validation in this study, the experiments with coarse sand are used. 
        The one-dimensional numerical model is used to calculate a steady air saturation 
for a given air injection flow rate. The hydraulic permeability and porosity of the soil are 
reported by the authors, however, parameters of capillary pressure and relative permeability 
curves are calibrated from the reported values of total volume of air channels for a given air 
flow rate. For example, in the case of coarse sand, at the air flow rate of 5.0 L/min. reported 
total volume of the air channels was 0.089 L. The VG model is utilized for these functions, 
and adopted parameters are shown in Table 5.4.
Chapter' 5. Model application: S array lotion of air spar9 111




Residual water content 
(xaw parameter in the VG model 
n parameter in the VG model 
Soil column length 
Air channel diameter 
Air channel tortuosity 
Organic carbon content (fol)










       Assuming the average value of the air channel diameter from the reported values 
in the literature. the air-water interface area is calculated from equation (5.50) and transfer 
coefficient from the equation (5.49). Figure 5.17 shows comparison between calculated and 
measured values of lumped mass transfer coefficients as a function of air Darcy-velocities 
for several VOCs. Considering complexity of the process and a number of approximations 
adopted; a good overall agreement is achieved. Sensitivity analysis showed that air channel 
diameter has the greatest influence on obtained results. In the experimental work of Elder 
and Benson [1999], reported air channel diameters for several types of the soil were between 
1mm and 11.5mm. In the absence of more reliable information, it can be recommended to 
use a higher values, in which case the error is conservative.
5.3.4 Simulation of a two-dimensional air sparging experiment 
       Presented model is verified by application oil 2D air-sparging experiments reported 
by Reddy and Tekola [2004]. Their 2D apparatus consisted of 111cm x 72cm x 10cm Plexiglas 
tank which was divided into three compartments. The middle compartment was soil chamber, 
91cm in length. Two other compartments, each measuring 10 cm in length, were placed on 
two sides of the middle one, representing reservoirs with fixed water level (Figure 5.18). By 
changing the water level in the reservoirs, natural groundwater flow can be simulated in the
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soil chamber. 
       Uniform coarse sand with hydraulic permeability of 0.05 cm/s and porosity 0.4 was 
used. As VOC contaminant, richloroethylene (TCE) solution was prepared and injected into 
the soil profile prior the air sparging. During the air sparging course, a TOE concentration 
was measured in the sampling points (SP) showed in Fig. 5.18. 
        The numerical grid consists of elements that represent one-inch squares. Constant 
atmospheric gas pressure is maintained at the top boundary and hydrostatic pressure is im-
posed at the side walls of the soil chamber. The initial condition for air sparging simulation is 
obtained by imposing prescribed water level and running the simulation until the equilibrium 
between gravity and capillary forces is reached. Soil parameters, which are not reported by 
the authors are assumed as typical for the sand soil (Table 5.5), and calibrated to obtain an 
agreement of calculated lateral spreading of air phase with reported one. Characteristics of 
a TCE contaminant are taken the same as in the previous ection. 
       The only calibrated parameter is the mobile-immobile water transfer coefficient (K). 
This parameter represents diffusion and advection of the contaminants toward the air chan-
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nels. Since the representative diffusion length depends on the number of air channels. i e. the 
distance between them, the K coefficient must depend on the air saturation. Approximating 
the K as a inversely proportional to the square of channel distance [Rabideau et al., 1999] 
and the air channels as uniformly distributed in the horizontal plane of calculation cell, it can 
be easily shown that K is proportional to the air phase content. Therefore. here is proposed 
following dependence for the coefficient K: 
                      K =Ko(1+ as (5.53) 
                                                   aoo 
where KO is a mass transfer coefficient, calibrated at the referent air phase content (a.0) for 
specific soil. 
(1) Simulation in static groundwater conditions 
       Firstly, model is applied to the case of static groundwater condition. Figure 5.18 
shows SP initial concentrations [Reddy and Tekola, 2004]. In this study, an air injection rate 
of 7.125 L/min is simulated, for which the steady air saturation distribution is shown in Figure 
5.19. Calibrated value of mobile-immobile transfer coefficient is estimated as Ko = 2.1.10-4 
1/s at the air phase content of ao = 0.11. 
       Comparison of simulated and measured TCE concentrations at SP 's12' and 's13' 
is shown in Figure 5.20. As it can be seen from the Figure 5.20-b), the, agreement of simu-
lated concentrations at the point 's13' is very good. At the SP 's12', however, there is some 
discrepancy, but overall agreement is still very well. There are two possible reasons for this 
discrepancy: (1) values of initial concentrations between sampling points are linearly inter-
polated, which probably was not the real case; (2) initial concentrations between sampling 
points and the free surface is unknown and it is possible that density driven flow occurred, 
which caused almost constant concentration in the period between 20 and 100 rain. after 
start of air injection. 
        As a comparison, the same scenario is simulated with instant equilibrium assumption 
between air and the water phase ("Eq. model"). Results for the SP 's12' are showed in Fig. 
5.20-a). At the SP 's13' the mass removal is even faster, because of higher air saturation at 
this point. The assumption of equilibrium partitioning produced a significant overestimate 
of contaminant removal, and therefore, it is inapplicable for simulation of AS systems.
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Table 5.5: Soil parameters use d for simulation.
Parameter Value
Residual water content 
a..u, parameter in the VG model 
n parameter in the VG model 
Air channel diameter 
Air channel tortnosity 
Longitudinal dispersivity 
Longitudinal dispersivity 
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Figure 5.18: Laboratory setup for air sparging simulation. Values in brackets represent initial 
TCE concentrations (mg/L) for air sparging simulation (Reddy and Tekola; 2004)
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Figure 5.20: Comparison of calculated and measured TCE transient concentrations in
a) Sampling point 's12', b) Sampling point 's13'.
water:








~ o on 
/ 0 0
                           -0 0.2 0.4 0.6 0.8 [m] 
Figure 5.21: Calculated steady-state air saturation contours for groundwater flow conditions 
(2) Simulation in groundwater flow conditions 
        As an illustration of the groundwater flow effect on air sparging performance, two 
simulations are conducted with different air injection flow rates. Initial conditions, as well 
as computational parameters are the same as the previous case with stagnant groundwater. 
The only difference is the 0.03 hydraulic gradient, imposed by rising the water level of the 
left reservoir. Two air injection flow rates are simulated: 1.5 L/min and 4.0 L/ruin. Air 
saturation contours for the case of 4.0 L/min air flow rate is shown in Fig. 5.21. It can be 
observed that water flow slightly affects air distribution; so it is not symmetric. Concentration 
distribution, 2.5 hours after start of air sparging, is shown in Fig. 5.22. It can be seen that 
some amount of contamination "escapes'' the zone of influence of the sparging well. At the 
air flow rate of 1.5 L/min the observed concentrations are about 70% higher than in the case 
of 4.0 L/inin air flow rate. Clearly, natural ground water flow has to be considered in the air 
sparging simulations. 
       In another paper, Reddy and Adams [2000] have reported air sparging experiments 
in the groundwater flow conditions. In the same laboratory setup as described above, benzene-
contaminated uniform sand (K = 4.64 . 10-1 in/s) was subjected to groundwater hydraulic 
gradient and two air injection flow rates (2.5 L/min and 4.75 L/min). For both experiments, 
hydraulic gradient of 0.011 was applied by increasing the water level in the left reservoir. 
       These experiments are utilized in this study in order to investigate applicability 
of proposed model for simulation of air sparging in groundwater flow conditions. The first
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experiment (2.5 L/min air flow rate) is used for calibration of the mass transfer coefficient 
between mobile and immobile water compartments, while the second experiment (4.75 L/min 
air flow rate) is utilized for model validation. Characteristic parameters, used in simulations, 
are shown in Table 5.6. 
       Figure 5.23 shows initial benzene concentrations for lower air injection experiment. 
Contaminant plume is concentrated in the center region with initial dissolved benzene con-
centrations up to 193 mg/L. For numerical simulation, values between sampling points are 
linearly interpolated. Comparison of measured and simulated transient contaminant con-
centrations is shown in Fig. 5.24. Calibrated value of the mobile-immobile mass transfer 
coefficient is K0 = 8.1 . 10-s 1/s at the air phase content of (vo = 0.04. Figure 5.24-a) shows 
comparison of measured and simulated initial benzene mass remaining in the soil, as well as 
the mass of the benzene volatilized into the air plume. It is worthwhile to note that sum of 
these two curves is not 100% soon after start of air injection, meaning that some amount of 
benzene is transported downstream by groundwater. 
       Initial concentrations for increase air flow rate experiment (gait = 4.75 L/min) is 
shown in Fig. 5.25. In the numerical simulation, increased air flow rate only slightly increased 
sparging zone of influence, while the air saturations are increased. This is in agreement with
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tial benzene concentrations (rng/L) for air sparging simulation in groundwater 
(yaar = 2.5 L/min) (Reddy and Adams, 2000).
visually observed experimental air plume. All parameters of the model are kept as same as 
in the previous case. 
        Comparison of measured and simulated results for increased air flow rate arc shown 
in Fig. 5.26. It can be seen that overall model results are in very well agreement with 
measured ones. Comparison of measured and simulated initial benzene mass removal and 
benzene mass volatilization is shown in Fig. 5.26-a). By comparison with lower air injection 
rate (5.24-a) it can be seen that higher air flow rate did not accelerate overall benzene. removal 
from the soil. However, the amount of volatilized benzene has been increased (from about 
68% to nearly 80%). This implies that increased air flow has as a consequence higher air 
saturations. and in turn, reduced hydraulic permeability, due to which the amount of benzene 
transported downstream has been decreased. Nevertheless, in in-situ application, one has to 
be carefull with increase of air flow rate; which can eventually cause the contaminat plume 
to circumvent the zone of aeration due to significant reduction of hydraulic permeability. 
       Application of obtained mobile-immobile mass transfer coefficient for the conditions 
with groundwater flow to experiment without hydraulic gradient could not reproduce well 
observed benzene removal. It can be concluded that natural groundwater flow significantly 
affects diffusive e transport of contaminants toward the air channels. This, however, is to be 
expected, due to increased advective/dispersive transport processes. This also means that
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Figure 5.24: Comparison of measured and sinnilated benzene concentrations (qai,. = 2.5 
L/min): a) initial benzene mass remaining in the soil and mass volatilized, b) sampling point 
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Figure 5.25: Initial benzene concentrations (mg/L) for air sparging simulation in groundwater 
flow conditions (q,,,j,. = 4.75 L/rain) (Reddy and Adams, 2000). 
laboratory transport parameters estimated in laboratory conditions with stagnant water are 
inapplicable for sites with natural hydraulic gradients. Further experimental and numerical 
investigations are required in order to characterize this dependence.
5.4 Summary 
       In this chapter, developed multiphase model is applied for simulation of air sparg-
ing. Two related topics are covered: (1) modeling of air flow and distribution in satu-
rated/unsaturated soils, and (2) modeling of contaminant ransport. In the, former case 
presented model extends the traditional multiphase theory by inclusion of acceleration terms 
in governing equations, with intention to expand the applicability of the model to porous me-
dia with higher hydraulic permeability, such as medium to coarse sands or gravels. Accuracy 
of the presented model is verified on the benchmark test problem, earlier in the thesis, where 
it showed excellent agreement with analytical solution. 
        The simulation of two-dimensional laboratory experiments for homogeneous porous 
media is used to investigate the role of acceleration terms in governing equations. Two ex-
periments are simulated. In the case of 0.75rnrn glass beads, the effect of acceleration terms 
on dynamically trapped air volume is found to be negligible. However, in the case of 4mm
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Figure 5.26: Comparison of measured and simulated benzene concentrations (qaj,, = 4.75 
L/min): a) initial benzene mass remaining in the soil and mass volatilized, b) sampling point 
54, c) sampling point s7, (1) sampling point s8, e) sampling point s9, f) sampling point s12.
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glass beads, the effect is significant with difference exceeding 20% in total air volume for sim-
ulated air flow rates. Knowing that the dynamically trapped air volume is in direct relation 
with efficiency of air sparging, these results have significant practical consequences. It can 
also be noted that acceleration effects coincide with a change of air flow pattern. Compari-
son of simulated and observed air distributions are encouraging and indicate that presented 
model can be used for simulation of both air flow patterns recognized in the literature: the 
channel and bubble air flow pattern. In addition, the instability, observed at experiments 
as steady pulsation, can be reproduced by presented model. The observed instability is also 
theoretically analyzed. It is shown that instability can be expected in materials with particle 
diameter greater than 2 rum. Both used models for capillary pressure function confirmed this 
conclusion. 
       A novel. mechanistic model for simulation of mass transfer/transport during air 
sparging has been proposed. Model combines the multiphase model for prediction of air sat-
urations, and three compartment approach to simulate contaminant transport. Application 
to reported experiments showed capability of the presented model to simulate observed con-
taminant removal. It is confirmed that equilibrium assumption is inadequate for air sparging 
simulations. It is also shown that natural groundwater flow has to be considered during the 
design of optimal air sparging system.








       Thermal stratification is a common problem in terms of water quality in deep lakes 
and reservoirs [Shladow, 1992; Wuest et al., 1992; Sahoo and Luketina, 2003]. Generally, 
it produces three layers: (1) a well mixed top, surface layer, (2) deep hypolimnion layer 
with relatively uniform temperature and density, and (3) middle metalimnion barrier which 
prevents mixing between the top and the bottom layer. A rnctalimnion layer is characterized 
by strong thermal and density gradients. As a consequence, the concentrations ofoxygen in a 
bottom layer becomes low due to biochemical consumption, and eventually, becomes anoxic. 
       A restoration technology, often used as artificial destratification, is injection of corn-
pressed air or oxygen into hypolimnion, inducing a buoyancy driven bubble plume which in 
time attenuates the thermal gradient. The induced plinne entrains the ambient, heavy water 
and carries it toward the surface. At the same time, oxygen from the injected gas is dissolved 
in the water. There are two reported strategies for lake restoration [Wuest et al., 1992]: (1) 
mixing of the water during the cold season to promote and extend the natural mixing, and (2) 
injection of oxygen for hypolimnion oxygenation during the hot season in a way to preserve 
the stratification. These two strategies, obviously, have different goals in terms of mixing. 
In the former case, the air injection flow rate, and designed bubble size have to provide the 
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complete mixing, up to the water surface. In the letter case, however, the bubble size has to 
be minimal in order to provide complete dissolution before reaching the surface. Numerical 
modeling potentially represents a valuable tool for optimal design of bubble plume strategy. 
       In this chapter, developed numerical model will be applied for simulation of bubble 
plumes. Problem requires several model refinements in order to simulate involved processes. 
Firstly, the assumption of gas/air incompressibility does not hold in the case of deep lakes 
which greatly affects the numerical procedure described earlier, and secondly, the mass trans-
fer/dissolution of one phase (air/oxygen) to water phase has to be considered, and appropriate 
change of the continuity equations has to he considered.
6.2 Literature review 
       Probably the first theoretical analysis of bubble plumes has been reported by Kobus 
[1968], where lie utilized the assumption of Gaussian distribution of water velocity, spreading 
linearly in vertical direction. His theoretical conclusions were supported by experimental 
investigations of round bubble plumes in a laboratory basin, 8 in wide and 4.7 ill high. 
He also found as necessary to average experimental data over five-minute intervals, due to 
significant fluctuations. These fluctuations were caused by turbulence, but also by lateral 
wandering of the plume [Milgrain, 1983]. 
       Ditrnars and Cardewall [1974] developed and integral theory of bubble plumes, based 
on horizontal integration of conservation equations for mass, momentum and buoyancy. The 
main hypothesis in this, and later developed similar theories, is that entrainment of ambient 
water is proportional to the centerline velocity of the plume and to the plume circumference. 
       Milgrarn [1983] extended the same theory by inclusion of turbulent ransport, defin-
ing the momentum amplification factor as the ratio of total mornenturn flux to the mornen-
turn flux of the mean flow. The same, a horizontal integration of conservation equations, 
approach was utilized by McDougall [1978] to consider bubble plumes in stratified ambient 
water. He introduced a double-plume model, consisting of inner circular plume, and outer 
annular plume. As also shown in experiments, in stratified environment there is an eventual 
terminal height to which the buoyant plume will rise. Due to neutral buoyancy, at some 
point, the water phase is detrained, while the gas phase starts to build a new plume. This
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phenomena may be repeated, before reaching the water surface [McDougall, 1978; Asaeda 
and Imberger, 1989]. The model proposed by McDougall, is utilized by Schladow [1992] to 
analyze dynamics of cascade plumes, and its effects on mixing efficiency. 
        The same model formulation; with some improvements, has been used by many 
authors for simulation of lake restoration. Wuest et al. [1992], for example, included exchange 
of gases (oxygen and nitrogen) between bubbles and water, and conservation of dissolved 
gases in the water phase. They assumed an uniform distribution of plume water velocity, 
temperature and dissolved gases in horizontal plane. Similar model, but with Gaussian 
distribution of these variables is proposed by Sahoo and Luketina [2003]. 
       Although this approach provided a valuable insight of governing mechanisms in 
bubble plumes, some phenomena can not be simulated with these models. such as effects 
of moving air source on water restoration, or simulation of multiple injection points with 
overlapping zones of influence. For simulation of these effects, a multidimensional approach 
is required. 
       Multidimensional, mechanistic models for simulation of bubble plumes are success-
fully utilized for simulation of flows in bubble column and loop reactors, used in chemical en-
gineering [Durst et al., 1984; Becker et al.. 1994: Sokolichin and Eigenberger, 1994; Sokolichin 
and Eigenberger, 1999; Borchers et al., 1999]. A comprehensive r view of these models is 
given by Sokolichin et al. [2004]. As they concluded., the main open question in modeling of 
bubble plumes is proper treatment of turbulence. The importance of this issue is emphasized 
by Sokolichin and Eigenberger [1999]., where they showed that only a full 3D turbulent model 
produced a good agreement with measurements of bubble plume in a experimental water 
tank with dimensions 50cm x 150cm x 8cur. 
6.3 Refinements of the numerical model 
6.3.1 Refinement of the HSMAC iterative procedure 
       Assuming the gas (air/oxygen) phase as compressible, and considering the mass 
transfer between the gas and water phase, continuity equations (2.49) can be rewritten as: 
                      a (
at a) + a (Pa aVaa) - -Gaw (6.1)
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                          aaw 
+ a ((i Vwi) = Gaw (6.2)                                     a
x, P7„ 
                                   as+a,,,=1 (6.3) 
where Ga,,, represents a mass transfer between the gas and liquid, per unit time. Subscripts 
a and w denote the gas and the water phase, respectively. 
       It can be assumed that density of the gas phase comply to ideal gas law: 
                                        Paio,a (6.4)                                  Ps = RT 
where pa is the gas pressure. raa is the gas molar mass, T is the absolute temperature, and 
R is the gas constant (= 0.08206 L atrn K-i m,ol'). 
       Summation of equations (6.1) and (6.2), with minor manipulation, gives the follow-
ing expression equivalent to divergence, defined in Chapter 3. of this thesis: 
     a (aaVai)             a (awVW as DPa DPa 
                                   ) +Ga„1_ 1 =D =0 (6.5)            + )    O.i O.i Pa at+VaiDZ ~Pa Pw
where the third term is introduced due to compressibility of the gas phase, and the fourth 
term due to mass transfer. 
       Recalling the pressure correction equation in the HSMAC iterative procedure: 
                                w+1,r+1 w+1,r Dr+1 
                                                                (6.6)                            Pa =Pa -m air +, 
                   air 
the divergence derivative has to be obtained as: 
                                                  (It)
     OD a a ((YaVai) a (OwVi) a 0, rn,a ON ON 
                               8xp     0PTM+' - 0Pn+' ax, + Dxi + ap ` +' Pa RZ + V. 
                 (n
                           +i[Guw ( I 1 ~~ (6.7)                                       514' Pa Pw 
                                                        (III)
where the first term on the right side is the same as in the incompressible case. Two additional 
terms, for convenience here denoted by (II) and (III), can be expressed as follows: 
               1 ma e DPa DPa 1 ma as D (aaVai) ON                                                               (6
.8)         (II) cva-+aaVai- +-- + Pa RT at Oxi Pa RT ~At DPa"+r Oxi 
                  (III) = aG+a 1 1 + G ~w rn.a (6.9) 
                             DPa Pa Pw Pa RT
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1 
           +a RT Icya a At a +aaVai7x + aVa2_x2 + aVa3Tx + 
                                1 ma as M,,. i+i M„_ i= ON 
                         Pa RT Ot,+O.o Axi Ax1 axi+ 
   0.5 . Mw j++ Mw H al-), + 0.5 ai,, k+z M==z k-i apa+ 
              2 Ds(0x2 0x3 ZNx3 C~:L3 
                                                               1 1 Go,,)m-a                                 K
awAK11 - - + 2 - (6.12)                                                   P
a Pw pa RT 
where Ma and M,,, are defined as same as in the incompressible case: 
                      Ma = 1 + AtC0 Ma, = 1 + AtUw (6.13) 
These expressions for Ma and Mw are slightly different in comparison with equations in 
Chapter 3. (the factor 0.5 is omitted), since in the case of bubble flow the resistance force
       The term ~dpa "` in equation (6.8) can be expressed as in the incompressible case.
and the terra ` 9c', r in equation (6.9) depends on modeling formulation of the mass transfer           ~P. 
process. Usually, it is a first-order kinetic formulation: 
                            Go. = K.,,,A (K11Pa - C.) (6.10) 
where KQ,,, is the mass transfer coefficient (function of bubble size), A is the air-water surface 
area, K11 is the dimensional Henry's constant, and C,,, is the gas concentration i  the water 
phase. Therefore: 
                     ap + = KQ J,AKF1 (6.11) 
       In the discretized form, the divergence derivative is now: 
             r+I - i + ~ ~ 1 (M ) _ i + (a ,) i                  ~K - At Ala i z i+z + i„ 7+r 
             Spa+r (Axi)2 (Ox )2 
                                       k-S 
                 + (0x3)2 +Ot (Ax])2 z 
                              + .7-z k-., k+z Pa + 
                       (Ax2)2 (Ax3)2 Pw 
                 1 ma 2 pn+                              -11"` (OPa dpa d71a
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Figure 6.1: Mass transfer coefficient for oxygen measured in tap water as a function of bubble 
radius. Dots represent measured values, and line represents approximation used by [Wisest 
et al., 1992] 
has several components which arc not constants. This will be clarified inthe, next section, in
which refinement of he momentum equations will be discussed. 
        Pressure space derivatives in equation (6.12)can beapproximated as: 
                                                 n+I -1) all. _ (pa ~i+1 (pa i-1 (6.14) 
                                dxi xi+1 - xi-1 
       Calculation of mass transfer is introduced in each iteration and therefore, when 
Dr+1 satisfy given criteria; the value of mass transfer at each time step is already obtained. 
       As stated earlier, the K„v, parameter in a mass transfer calculation (Eq. 6.10) is 
a function of bubble diameter, as shown in Figure 6.1 [Wisest et al., 1992] for oxygen in a 
tap water. Figure also shows linear approximation used by authors. It can be seen that for 
bubble diameter larger than X1.4 rnm, this coefficient is nearly constant (0.04 cm/s). 
        Henry's constant for oxygen can also be found in chemical literature. In this study, 
a temperature functional is utilized in a form [Wisest et al., 1992]: 
                     KIL(T)=Kilo +K111 T+K112-T2 (6.15) 
where KHO = 2.125 mol bar m-3, KH1 = -0.05021 m,ol bar' m,-3 °C-1, and 
KH2 = 5.77. 10-4 mol bar-1 "1-3 °C-2. 
       In order to allow the change of bubble diameter, due to density change and loss 
of mass by dissolution, a number of bubbles is tracked by solution of following advection
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equation: 
                       aNb 
+ a (ViNO) = 0 (6.16)                          at &
2i 
where Nb is the number of bubbles in calculation cell. It is essential here to avoid numerical 
dispersion as much as possible, and therefore, the higher order approach with TVD limiter is 
utilized as described in Chapter 3. of this thesis. From calculated gas content and advected 
number of bubbles, the bubble diameter is given by: 
                           db 9 aa0:ci A:c2 Ax3 6 (6.17) 
                                       Nb 7r 
Coalescence and bubble break-up are neglected in presented model. 
6.3.2 Formulation of momentum equations 
       Application of momentum equation (2.50) on bubble plume flow gives for the gas 
and the water phase as follows: 
            d(Pa(YrrVai) a (p a V iV~.i) dpi 3x3 
                  at + b2 -aa a-i - Paaa9 dxi - Few (6.18) 
 a ((VwVwi) a ((Y-1V-1V-9) OW dPw 0323 1 8(aw'r ) 1 
            + _ - awg+- +-Faw (6.19)        at 3
xj An 3xi axi Pu, ax'j Pw 
where T ,,j. in general case. may include viscous and turbulent stresses. 
       The only difference in above two equations i in sign of the momentum interaction 
term Faw. This term comprises interaction of bubbles and water, due to local variation of 
pressure and shear stress at the air/water interface. The resulting force can not be resolved 
at this (micro) scale for a general case, but averaged effects can be estimated from empirical 
correlations. In the literature; this term is usually divided into three components: drag force, 
added mass force and lift force: 
                             1'aw = Pd + Fadrn + Fi (6.20) 
        The drag force represents a resistance to the bubble due to presence of the water 
phase. Both, the pressure and the shear stresses, contribute to the drag force and usually, it 
is expressed as a function of relative bubble velocity in respect o the water: 
                      1 db V
w~ (V -Vw) (6.21)                      ~d = 7 CdPw~ 4 ~Va - a
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where Cd is the nondimensional drag coefficient. 
this coefficient utilized in the literature [Sokolich
There are several empirical expressions for 









where nondimensional Eotw                                          =La 
We= Pal a wlzdb 
       Sokolichin et al. analyzed these relations for 
that correlation (6.21) significantly overestimates the 
than 3 mrn in diameter, while other expressions produce similar results. 
       When bubbles accelerate in respect o the water, there is 
to accelerate the ambient water around the bubbles. This force is ca                                                 lled 
and it can be estimated by following relation [Drew and Lahey, 1987]: 




ao,Ve,) instead of velocities, which is more convenient for programming: 
   DVa VV.. 1 d("IV-) z 1 d (a,,, ,u) 2 
   Dt Dt as at + V ~a Va) P at + V ji VV'
  iiee (1 + 0.15Re06s7 ) if Re < 1000 
  0.44 if Re > 1000 
    24 E max ~ e (1 + 0.15Re°'687) , 8' Eo  41 
       Cd = 0.622 
              o+ 0.235 
 if Re < 0.49 
if 0.49 < Re < 100 
 if Re > 100, We < 8 and Re < 2065.1/We2.6 
 if Re > 100, We < 8 and Re > 2065.1/We2.6 
if Re >100,We>8 
      Cd = 3 Eo 
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the case of stagnant water and found 
terminal velocity of the bubbles larger
additional force required 
   an added mass force,
                Nad = CvPwa (6.27)          D
t Dt 
is the parameter (0.5), and DIDt is the material derivative. For the sake of 
in presented numerical model evaluation of this term was conducted under incom-
assumption. This way, the equation (6.27 can be expressed in term of fluxes (e.g.
(6.28)
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Knowing that the drag force is the dominant force, it is reasonable to assume that this 
approximation does not influence the resulting force significantly. 
       The lift force is directed perpendicular to the main flow direction, and is the con-
sequence of bubble rotation (Magnus force) and asymmetrical pressure distribution around 
the bubble. It can be described as [Drew and Lahey, 1987]: 
                      F1 = Cvpwna (V. - Vw) x (V x Va) (6.29) 
For example; in the direction xr, this force is calculated as: 
   F11 = GwPwaa (Vaz V,,2) aVw2 _V.1 (Va3 V113) aVwl 1914.3 (6.30) 
                     ax, -OX z -OX s 8x, 
       In the numerical model, the F11 is calculated ateach iteration (implicitly), the 
convective part of Fad,, is calculated the same as the momentum advection (Adams-Bashforth 
scheme) and for the drag term an implicity factor pp is introduced, such as: 
                      Fd=ppFF +(1-pp)Fr"" (6.31) 
       Coefficients Caand C„ in equations (6.13) can now be defined as: 
                   Ca = (1 -pp) P'., 3 Cd V0 Vw + G' L (6.32) 
                             Pa4db Pa 
                     C",=(1-pp)a 3Gd Va-1;.,I+CC`a (6.33) 
                                        (kw, 4 db aw 
6.3.3 Turbulence model 
       As pointed out by Sokolichin and Eigenberger [1999], in order to simulate conducted 
experiments of bubble flow in flat tanks, it is necessary to apply a fully 3D turbulent model. 
Therefore, here presented model is extended by inclusion of a standard k - e model of turbu-
lence [e.g. Ferziger, 1987]. The turbulent kinetic energy and dissipation equations, utilized 
herein, are as follows: 
        ak 0(Vwjk) ~aVwi aVwj~ a vT ak 
            + = V,V, +- e+--- (6.34)              at O
zi axi axz ak ax.i 
    ac + a (i wje) = C~, V'. V', (~i+) waVwj C E' + a PT ak (6.35) 
     at axj k wa wd j axe k axe a, axj
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where k is the turbulent kinetic energy, e is the dissipation rate and vT is the eddy viscosity 
defined as: 
                             k2 
                                   VT =Cµ- (6.36) 
        Incorporated constants are taken as: C1, = 1.44, C2€ = 1.92, aj = 1.0, a, = 1.3 and 
CN, = 0.09. 
       Raynold's stress tensor in equations (6.34) and (6.35) is calculated as: 
             (auau ) z                 V~2Vu _ dx + dxz~ 3kd'~ (6.37) 
       At this stage, the bubble induced turbulence is not included in the presented model. 
Since usually bubble plumes imply a small volume fraction of the air phase, this effect is 
probably not significant in such cases. Since this point is not satisfactorily resolved yet in 
the literature, model extension requires further experimental and numerical research. 
6.4 Simulation of reported laboratory experiments 
       In this section. the performance ofdeveloped model will be validated by comparison 
of simulation results with reported experimental data. Sokolichin and Eigenberger [1999], 
and Borchers et al. [1999] reported experiments of gas-liquid bubble flow in a flat bubble 
column with rectangular cross-section. The column was 50crn wide, 200cm high and 8cm 
deep, in which different water levels were imposed. Air sparger was centered at the tank 
bottom, through which different air injection flow rates were applied. Bubble plumes were 
visually observed through transparent column walls, but also a Laser Doppler Anemometer 
(LDA) was used to measure velocity magnitude of the water in the mid-plane of column 
depth (4cm from the walls), at regular grid points (10 or 20cm apart). 
       The same setup was also used by Becker et al. [1994] to conduct similar experi-
ments, but with shifted injection point from the bottom center. This experiment will also be 
simulated herein. 
Case 1: 
       The experiment in which the tank is filled with water up to 50cm is firstly simulated. 
For numerical simulation, the flow domain is discretized by 25x4x25 cells in, Xl, '1,2 and '1,3 
direction, respectively. The adopted time step is 0.001 sec.












                                                         GIS, 
Figure 6.2: Schematic representation of simulated experiments, after Becker et al., [1994
        Depending on the start-up conditions, in this case authors reported formation of a 
single vortex, near the center of the flow domain, in clockwise or counterclockwise direction. 
Figure 6.3 shows simulated water phase flow field at different imes, in a process of reaching 
the steady conditions. Figure 6.4 compares observed bubble swarm, and simulated one for 
steady state. Although the agreement could be considered as very well, slightly larger volume 
of bubble swarm in the bottom part of the tank is a consequence ofspace discretization (2cm 
cubes). Finer discretization would probably produce even better agreement. It can be seen 
that simulation reproduced actual air distribution very well. 
       Quantitative comparison of simulated and measured velocities for steady conditions 
is shown in Figure 6.5. A very good overall agreement of developed flow field can be observed. 
Flow is characterized by single; almost in center placed vortex, with near-stagnant water in 
top and bottom right corners. 
        The same experiment is used to compare results of different numerical schemes 
utilized for convective acceleration terms in momentum equations for both phases. Figure 
6.5 - a) shows results obtained with a MUSCL-TVD scheme described in Chapter 3. of this 
thesis, and Figure 6.5 - b) shows results with QUICK scheme. Despite quite similar results,









     _ ~i--,. 
 ~r 
/ '~~.
0.1 0.2 0.3 0.4 0.5
     0.5 
    0.4 
    0.3 
  0.z 
     0.1 
b) 
    0t 0
0.3 m/s
S









0.1 0.2 0.3 0.4 0.5
           0.5 
            0.4 
            0.3 
            0.2 
           0.1 
    C) 




      V\\- A 
X 









_ S ~ Nlr.l ii
    0.1 0.2 0.3 0.4 0.5 0 0.1 
Simulation of 0.5m x 0.51n air injection experiment 
t=20 sec, c) t=40 sec and c) t=60 sec.
   0.2 0.3 0.4 
at air flow rate 1L/
0.5 
min: a)
it can be observed slightly better performance of the former scheme. In the letter case, 
the vortex is more centered, which is not observed experimentally. Also, the upper part of 
the flow field is better reproduced by the MUSCL-TVD scheme, where in the QUICK case 
the flow pattern is more horizontal directed. Therefore, for further simulations, the former 
scheme will be used. 
       Comparison of simulated and measured bubble swarm and water velocity distribu-
tion for the case of 2L/rnin air flow rate is shown in Figure 6.6. More intensive circulation 
can be observed, as well as increased air spreading, especially near the water surface.
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Figure 6.4: Comparison of observed air plume and simulated one for steady conditions: a) 
experimental observation [Borchers et al., 1999], b) contours of simulated volume of the air 
plume. 
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                                                                       .1 
Figure 6.6: Comparison of observed and simulated air distribution and velocity mid-profile for 
steady conditions (Qaj,. = 2L/rnin): a) comparison of observed and simulated air distribution, 
b) comparison of velocity mid-profiles. 
       Simulations without turbulence modeling revealed that previously showed steady 
states, for both air flow rates, can not be obtained. This is in accordance with conclusions of 
Sokolichin and Eigenberger [1999]. 
Case 2: 
       In this case water column is 100 cm high, i.e. height/width = 2, with 1 L/min air 
flow rate. It is reported that for this case, no steady state could be established. Transient, 
periodic flow with two staggered rows of vorticies moving downward was observed. Due to 
moving vorticies, the bubble plume also periodically bends. Figure 6.7 shows observed and
))IJ(ltr~v~akk'41tti
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 Figure 6.7: Comparison of observed and simulated bubble plumes for two time sections. 
simulated bubble plumes at two time sections. Velocity profiles clearly show vorticies causing 
plume wandering.
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Figure 6.8: Comparison of observed and simulated 
and shifted air injection point (Qair. = SL/min): a) 
simulation - steady state.
   U.Z U.4 
  X [m] 
bubble plumes 
observed image,
for 1.5m water column 
[Becker et al., 1994], b)
Case 3:
In this experiment the water column is 150 cm high, and air injection point is shifted form the 
center for 10cm toward left wall. Simulated air injection flow rate is 8L/min. A circulation 
is observed which forces the bubble plume to one side. Near the water surface, some amount 
of bubbles is driven by strong water vortex downward, toward the column bottom. Ratio 
of buoyancy force and vortex drag determines the depth to which the air will be driven. 
Comparison of observed and simulated air distribution is shown in Figure 6.8. A good 
agreement of depth up to which the air is driven by the vortex can be seen, as well as general 
shape of the air plume. However, model produced more uniform air distribution in this zone 
in comparison with observed istribution.
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6.5 Simulation of oxygen dissolution 
       Developed and, in previous section, verified numerical model is applied on hypo-
thetical case of pure oxygen injection at the bottom of 50m-deep lake. Oxygen injection rate 
of 2L/min is adopted for simulation. In order to simulate dissolved oxygen transport in the 
water phase, an additional equation of mass conservation in water phase is solved: 
             a (arCo') a (Coza, VVj) a aCoz 
+ Go,?,. (6.38)                  at + a:n; - a:~T ~,~~,' as.i 
where GO, is the dissolved oxygen (DO) and Uw is the oxygen diffusion coefficient in water 
(1.97 .10-5cm2/s). Again, the MUSCL-TVD numerical scheme is applied for calculation of 
the advective terra. 
       Two simulation approaches are compared: (1) simulation with equilibrium assump-
tion, where concentration in the water phase is determined by the gas phase pressure and 
Henry's constant, and (2) simulation with non equilibrium mass transfer, according to equa-
tion (6.10). In the former case, the mass transfer rate at each time step, required in the 
continuity equations is calculated from equation (6.38). Initial bubble diameter is assumed 
as 0.1mrn. 
       Figure 6.9 shows DO concentrations at three time sections after start of oxygen 
injection for the case of equilibrium assumption. Due to large dissolution rate, in this case 
the whole amount of injected oxygen is dissolved within first one meter from the injection 
point. Further DO spreading is a consequence of imposed momentum, as well as diffusion 
process. 
       Completely different behavior is observed with non equilibrium mass transfer calcu-
lation (Figure 6.10), which is a more realistic case. Significantly smaller, approximately an 
order of magnitude, concentrations ofDO are observed. Due to entrainment of ambient wa-
ter into the bubble plume, a minimal spreading of DO can be expected. Therefore, different 
injection strategy should be considered, such as moving injection point or pulsed injection. 
Presented numerical model can be utilized to analyze these options in terms of finding the 
optimal amelioration strategy. Equilibrium assumption obviously significantly overestimates 
dissolution rate, and should not be used for simulation of oxygen dissolution.
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Figure 6.9: Simulated DO concentrations for 2L/min pure oxygen injection and equilibrium 
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Figure 6.10: Simulated DO concentrations for 2L/min 
equilibrium oxygen dissolution rate.
pure oxygen injection and non-
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6.6 Summary 
       In this section, the applicability of developed numerical model to simulation of bub-
ble plumes with/without mass exchange isexamined. The model required several refinements 
to account important mechanisms involved in gas/water flows. This included additional terms 
in continuity equations, where compressibility of the air phase is introduced, as well as mass 
exchange between the phases. The drag term in momentum equations is also adjusted, accord-
ing to reported relations for the drag, added mass and lift forces. In addition, it is confirmed 
that inclusion of a full 3D turbulence model is essential in order to simulate experiments in 
flat water tanks. 
       A modified HSMAC method is proposed, in order to obtain flow fields for both 
phases. Model is firstly applied to several reported experiments of bubble plumes in a flat 
water column. Simulation results showed good overall agreement with observations for both 
observed flow configurations: where the steady state is achieved, and cases where steady 
conditions can not develop. Based on these results, it is reasonable to assume that proposed 
model can reliably simulate amelioration of deep lakes by gas injection. 
       Hypothetical case of pure oxygen injection is simulated. Two models of oxygen 
dissolution are compared: (1) model based on equilibrium mass transfer, and (2) more realistic 
model of non-equilibrium dissolution, defined by equation (6.10). The equilibrium model 
produced approximately an order of magnitude higher DO concentrations. Simulation also 
revealed that, due to ambient water plume entrainment, significant spreading of dissolved 
oxygen concentrations can not be expected. Therefore, an alternative injection strategy 
should be considered.
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Chapter 7
Model Application: Simulation 
flows in complex flow domains
of
7.1 Preliminaries
       Many practical problems involve complex flow domains consisting of clear fluid 
and flow through the porous media. Applications include ground water / surface water 
pollution and flow problems, geophysical systems, oil production, etc. Penetration of fluid 
from reservoir into some kind of porous media is also significant phenomena in various fields 
of industry (e.g. ink jet technologies), where the accompanying process of heat transfer can 
also be of interest. In practice, problern involves coupling of equations describing fluid region 
flow (Navicr-Stokes equations) and flow through porous media, usually described by sonic 
form of Darcy-law equation. Due to different structure of these equations. some empirical 
conditions on the interface between regions arc required. Beavers and Joseph [1967], amongst 
the first, proposed a "slip-flow" condition at the interface. Based on experimental results, 
they concluded that slip velocity is proportional to the shear rate on the interface. 
       After Weeding [1957], who introduced convective inertia term in the Darcy law 
equation, resembling in that way Navicr-Stokes equations, Beckerniann ct al. [1988] solved 
coupled equations (for fluid and porous region) numerically in two dimensions. Their set 
of governing equations under steady state condition introduces binary parameter, through 
which transition from porous to fluid region is achieved. On the other hand. inertia effects 
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in the porous region were introduced using Brinkman and Forchheitner extensions of Darcy 
law equation. 
       In this Chapter, the developed multiphase model will be applied for simulation of 
flow in complex flow domains with free surface boundary. Both flow domains, the clear fluid 
and porous media, are represented by single set of equations, which are solved simultaneously. 
Continuity of velocities and stresses across the interface of two regions is assumed. 
       One of possible applications of presented model is simulation of an embankment 
overflow, in order to analyze effects of coupled free water and groundwater flow on effective 
stresses in the soil. However, such application, as well as many others, include flow domains 
with irregular boundaries. Since the developed model is formulated on finite volumes, one 
approach could be to discretize the slope of embankment with fine enough stair-stepped 
quadrilateral volumes. This would lead to poor resolution cline to coarse grid discretization, 
or increased computational cost as a result of mesh refinement. Nevertheless, a more fruitful 
approach is to formulate model in generalized curvilinear coordinates, so discretization grid 
can be adapted to any flow domain. The latter approach will be applied herein.
7.2 Model formulation 
       Simultaneous clear fluid and ground water flow can be described by single set of 
governing equations, expressed in generalized curvilinear coordinates [Kimura et al., 2002]: 
                                1 8 (a,,,V•a'~/9_) - 0 (7.1) 
               f 80 
8a,,,V +o (awvivi) =awG' _ cxwgzjvjp+vvj ((twgikvkVj + aw9jaV,V) + 1R' (7.2) 
  8t p p 
where ~' is the generalized curvilinear coordinate; V' is the contravariant component of pore 
velocity vector, G' is the contravariant component of gravitational acceleration; gij and ga are 
the covariant and contravariant components of metric tensor, respectively, with g = det(gij), 
R' is the contravariant component of the total drag force of porous media; and Vi indicates 
the covariant differential. The drag force exists only in the porous region and it is modeled 
according to the Darcy law: 
2 
                  R' - -,)G K V' (7.3)
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               Figure 7.1: Physical (a) and computational (b) mesh. 
       The relation of Cartesian and generalized curvilinear coordinate systems is shown 
in Figure 7.1. Covariant and contravariant components of the metric tensor are defined as: 
                                        8x, Ox, 
.9k1 = (7.4)                         6ak a 
                            kt = 8ck 8c (7.5)                     g 07 
8x 
where xi are coordinates in Cartesian coordinate system. The summation convention f 
repeated indicies in above xpressions is implied. 
        Contravariant component of velocity vector in curvilinear coordinate system is trans-
formed from the vector defined inCartesian coordinates, and vice-versa as (Figure 7.2): 
                           V2 - 8V Ua Ui - Ox, VZ 7.6                         x 8£~ ( ) 
where UJ are components of velocity vector in Cartesian coordinate system. 
        The covariant derivative of the contravariant vector, figuring in momentum equa-
tions (7.2) is defined as: 
                         VkVZ = k +Vi Pik (7.7) 
where F
.'jk is the Riernann-Christoffel symbol, defined as: 
      r" _ 1 aj (090 + 8gi/ 8gjk _ 8~" 8 (OXI) 01:1 8 at 7.8          _- __ - ___ )         i k 2y              (8~j 8~k 8£1 8:r;I 8£k 8~j 8~j Ot k8:c1 ( ) 
       Similarly, the second term in equation (7.2) can be expressed as: 
                  / 8(k~~V~VJ              v1v(ywvlvJ)= 8 j +cvwVtiV'Fjj+rswV"VlFij (7.9)
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 = V,g, +V g2, here. variant base vectors are defined as gi _ Ox, ci. 
    he ee rface oundary is tracked utilizing the VOF method, herein adapted for 
rvilinear oordinates. he ccording advective equation of fluid volume is expressed as: 
                        8 ((Yw) 1 d ((Y,,,W.g)                                             = 0 (7.10) 
                     et + 00 
     ld b  t curvilinear coordinates may introduce a false pressure gra-
ts,  sure  ot treated carefully. For example, for hydrostatic pressure 
ri ution,   i   orizontal direction: 
                               OP =0 (7.11)                  a
wl 
ever, i cretiz d ations n curvilinear coordinates, m general case will produce a false 
dient: 
                          81) a~2 ~ 0 (7.12)               ma xi 
 i   lse   occur for hydrostatic conditions. Therefore, in presented 
l  sure ients re firstly calculated in the Cartesian coordinates, and then 
formed travariantmponents in curvilinear coordinates. In other words, the 
sur   tion ) s calculated as: 
                                   01) w 
                         9~DjP=axiaxi (7.13) 
        In order to calculate pressure gradients inCartesian coordinates pressures 
have to be interpolated on respective planes, as shown in Figure 7.3. Referring to the Figure,
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Figure 7.4: Calculation mesh, boundary and initial conditions for embankment overflow 
simulation. 
       For the bulk water flow, the constant influx on the left boundary is applied and a 
"free exit" boundary condition is applied on the right side. Figure (7.4) schematically shows 
the simulated flow domain with discretization mesh, initial and boundary conditions. All 
lengths in the figure are scaled with the embankment height. Hydraulic conductivity of the 
porous medium is adopted as K = 1. 10-gm/s, and porosity 0 = 0.4. 
       The intention of the simulation is to demonstrate ability of developed model to 
simulate flow in complex flow domains with irregular boundaries. Capillarity is neglected 
in this simulation; however, since the hydraulic permeability is adopted as quite high, these 
effects can be considered as negligible. 
        Figures 7.5 and 7.6 show simulation results for several time sections after start of 
discharge (q = 100 L/m s) from the left side. The steady conditions for the bulk fluid overflow 
is approached very fast, while the infiltration into the embankment continues for longer time 
period. At the upstream side, this process is faster; due to higher pressures on the surface, 
while on the downstream side this process is slower. The flow field in the embankment after 
full saturation is shown in Figure 7.7. Hydraulic gradient toward the slope surface can be 
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Figure 7.7: Simulation of embankment overflow: Steady conditions with full embankment 
saturation. 
7.3.2 Effective stresses and slope failure potential analysis 
        As an application, results of flow simulation of coupled, clear water and groundwater 
flow. can be utilized for analysis of effective stresses in the soil. A traditional approach in 
analysis of the slope stability (a limit equilibrium approach) implies analysis of total forces 
acting on the assumed failure surfaces. In this study, a different approach will be utilized, 
where effective stresses in the porous rnediurn will be calculated, and effects of groundwater 
and surface flow on slope failure potential will be quantified. 
       A fundamental, illustrative analysis will be conducted herein. without considering 
many important issues, such as soil cohesion, capillary pressure and slope erosion by the 
surface flow. 
       In order to analyze the effects of water flow on effective stresses in the porous media, 
numerical model for water flow is coupled with a FEM numerical model for elastic stress-
strain calculation in porous medium, based on Hooke's law. Traditional Cauchy's equations 
for a static continuum [e.g. Malvern; 1969] in Cartesian coordinates, which are solved herein, 
are derived from the momentum equation (2.49), written for the fixed. incompressible and
F
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saturated soil phase: 
                           ap all ~)T-                                                   ~~ 
+Fe (7.15)              0 (1-OP3G8x3 -(1-~)a xi + ax:                             dxi L
where T11 is the effective stress tensor in the soil phase, p,y is the soil density, 0is the porosity, 
and b is the drag force. The x3 axis is considered as oriented vertically upward. 
        Now. the drag force, can be expressed from the momentum equation for the water 
phase, in which the inertial and viscous terms are neglected: 
                           ~PwGa:c3 01)                              0 = - - Fi, (7.16) dxi axi 
and fluid pressure can be expressed via the hydraulic head: 
                              It= P + x3 (7.17) 
                                                Pww, G 
       Summation ofequations (7.15) and (7.16), with substitution of (7.17) gives: 
                 a(1- 0) Tai 8x3 -al 
                          a:rj =(Pr.-P,,))Gaxi+P+.,G'8:ri (7.18) 
in which Pt is the bulk density of the porous medium (solid-fluid mixture). In all these 
equations, normal stresses arc defined as positive in tension. From equation (7.18) it is clear 
that existence ofwater in the porous medium affects the effective stresses in two ways: (1) 
through the buoyancy (the first term on the right side), and (2) through the seepage forces 
expressed through the second term on the right side. 
       Since in this study a two-dimensional problem in vertical plane is considered, equa-
tion (7.18) will be written in Cartesian coordinates, for horizontal and vertical direction, 
respectively: 
                   all-0)T:1X e(1-0)T~X ala 
ax + OZ ~ = G ax (7.19) 
             all 
OW)TT2+a(1 (k)Tzz=(PL-Pw)G+t,.wGA (7.20) 
        In order to calculate effective stresses in porous medium, it is necessary to include 
relations between stresss and strains [Iverson and Reid, 1992]: 
                          E duL BE du,, auz         (1- ~)T x = ( -+19) ax (1 - 2t)) (1+ d) (ax + az) (7.21) 
                       E 8uz OE 8u auz        (10)Ti~ (1 +V) az~ (1 - 2i9) (1 +d) K ax + a) (7.22)
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                       a2 - 2 2 + Ty~ (7.28) 
where directions of principal stresses are rotated from the x-z axis by an angle -Y: 
                      ry =1 arctan 2Tz' r) (7.29)                    2 TX.. -Tzz 
       An slope failure potential will be quantified by the Coulomb failure rule for the 
cohesionless material [Iverson and Reid, 1992]: 
                                                              r
a¢x                                  4, = ITJr (7.30) 
                                                               e'ta 
where (P is the slope failure potential, TT is the maximum shear stress; and a,, is the mean 
principal stress. Theoretically, (D has the value between zero and one; the latter implying the 
failure. In the case of tension; the value of (D has no meaning, since the soil is considered as 
cohesionless.
           (1-W)T2z = (1 W)TZ2 = 2(1+) (az" +a-x,) (7.23) 
where ux and it, are infinitesimal displacements in x and z directions, respectively, E is the 
Young's rnodulus and 79 is the Poisson's ratio of the porous material. 
       Substitution of equations (7.21) ... (7.23) into (7.19) and (7.20) gives: 
                     O2, 02ux 32ux 82u               A - +B + =pwIBh (7.24)               ax;2 az2 ) axe ax az T" 
        0'21y d2uy d2uy d2uy          A +- +B + =(pt-pw)G+pwGdh (7.25)          axe az2 ) az2 ax az az 
where parameters A and B are defined as: 
                    E _ E OE 
                                                            (7.26)                A 2(1+79) B 2(1+79) + (1-279)(1+,5) 
For given boundary conditions in terms of infinitesimal soil displacements. asshowed 
in Figure 7.4, imposed shear stress at the surface due to bulk water flow, and hydraulic gradi-
ents due to groundwater flow, equations (7.24) and (7.25) are solved numerically. For obtained 
displacements, corresponding normal and shear stresses are calculated from equations (7.21) 
... (7.23). Now, principal stresses can be calculated from the Mohr's circle: 
2 
                                  Txx + Tzz Txx -Tzr z r 2 
                       01 = 2 + 2 + Tza, (7.27) 
                                       r r r r 2                                   T
xr. + Tzz Trx -Tzz 2
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       Figure 7.8 - a) shows principal stresses for the dry soil case, scaled by the, factor 
p,,,GH. Soil parameter values are adopted as follows: p(dry)= 16001g/m3, pi(saturated)= 
20001,g/rn3, pw = 1000kg/'m,3, and 'B = 0.333. Maximum compressive stresses are oriented 
parallel to the surface in the zone near the slope surfaces. With the depth, maximum stresses 
become vertical, aligned with direction of the gravity. 
       Corresponding failure potential contours for the dry soil case, is shown in Figure 7.8 
- b). It can be seen that rnaxirnum values occur near the slope surface, and that the zone of 
high (D values is relatively shallow.
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       Figure 7.9 shows comparison of the failure potential contours at the downstream 
slope, for dry soil condition and after obtaining total saturation of the porous medium. It can 
be observed that combined effects of buoyancy, seepage forces and shear forces of the surface 
flow, generally increased the failure potential values. This increase is especially significant 
in the zone of the slope surface, near the slope toe, where it almost reached the theoretical 
maximum of one. In addition, the zone of higher values is increased in comparison with the 
dry conditions. Figure 7.10-a) shows the increase xpressed in percents. Effects of water flow 
on principal effective stresses can be seen in Figure 7.10-b). The zone of principal stresses 
parallel to the surface slope is increased in comparison with dry soil case. Also, due to 
hydraulic gradients near the slope toe, principal stresses are significantly rotated in this zone. 
        Based on these results, it can be speculated that surface erosion along the slope 
increases the hydraulic gradients toward the slope surface, which in turn, increases the failure 
potential coefficients in this zone. This again, promotes the erosion. It can be concluded that 
overall process is self amplifying, which ultimately leads toward the embankment failure. 
7.4 Summary 
       In this chapter, developed numerical model is further refined in order to simulate 
flows in complex flow domains, consisting of bulk fluid and flow in porous media. In addi-
tion, by formulation in boundary-fitted; curvilinear coordinates, model can be applied for 
simulation of flow domains with irregular boundaries. 
       Assuming the continuity of velocities and stresses at the boundary between two re-
gions, the problem of coupled flow domains is formulated by single set of governing equations. 
Model is applied for hypothetical simulation of embankment overflow, where the combined 
effects of free surface and groundwater flow on effective stresses in porous media are analyzed. 
It is found that the water flow significantly influences the failure potential, which is quantified 
by calculation of the Coulomb failure potential.
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Figure 7.9: Comparison of calculated failure potential contours at the downstream slope: (a) 
dry soil conditions, and b) saturated soil conditions.
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       In this study a mechanistic numerical model for simulation of multiphase flows in 
porous media and/or bulk fluid has been developed. After its validation, model is applied for 
simulation of a variety of hydraulic engineering problems. 
       Firstly, developed model is utilized to investigate the role of local acceleration in the 
process of pressure redistribution in a deep porous media. This term is commonly neglected 
in the simulation of saturated flows in porous media. A simple example of flow initiated 
after tunnel excavation is considered, where two cases are analyzed: (1) the case of homoge-
neous medium and (2) the case with less permeable lining around the tunnel excavation. For 
both cases analytical solution for the symmetry line above the excavation has been derived, 
under assumption that vertical velocity distribution along this line is linear and that water 
and soil are incompressible. In the homogeneous case; it is found that pressure adapts to 
the new boundary conditions instantaneously, while the velocity profile develops from zero 
to quasi-steady condition very fast. This change of the velocity is numerically reproduced 
very well. Only during this period, the acceleration term plays a role. It is observed that 
required time to quasi-steady condition is proportional to hydraulic permeability value. Ob-
tained analytical pressure distribution is in good agreement with numerical results, especially 
near the excavation, while the calculated velocities are in excellent agreement. Deviation in 
the analytical solutions is prescribed to the assumption of linear velocity distribution along 
                               lfit
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the symmetry line. In the heterogeneous case, however, there is a transient period for the 
pressure, as well as for the velocity distribution. Pressure changes from the homogeneous 
solution toward the quasi-steady distribution in a short time, proportional to the hydraulic 
permeability of the soil. It is revealed that quasi-steady pressure distribution depends on the 
permeability ratio between the lining and the medium, not on their absolute values. 
       Model has been successfully used for simulation of air/water flow during the air 
sparging. Here also, the traditional modeling approach excludes acceleration terms in mo-
mentum equations. Therefore, an analysis was conducted in order to analyze conditions for 
which this approximation can be valid. Numerical experiments showed that inertial effects 
become significant in the porous media with averaged grain diameter larger than 2 min. 
This limit coincides with the transition from the channel air flow pattern toward the bub-
ble flow pattern in previously saturated porous medium. Model is also used to simulate 
experimentally observed pulsation phenomena, where it was showed that only by modeling 
of acceleration terms this can be reproduced. The pulsation is also analyzed from the the-
oretical point by conducting a one-dimensional linear stability analysis. It is showed that 
acceleration promotes the instability, while the capillary forces oppose it. The ratio of these 
forces determines an onset of instability. 
       The numerical model for air sparging simulation has been also extended by inclusion 
of contaminant ransport/transfer mechanisms in the air and water phase. In a traditional 
mechanistic model, a common approach is to consider air and water phases as completely 
mixed. Presented model, in contrast, considers the channel air flow pattern, which can be 
expected in the most of practical applications. Model has been validated by comparison 
with two-dimensional experiment, reported in the literature. Very good agreement between 
calculated and measured contaminant concentrations is observed. 
       Developed model has been further refined in order to simulate bubble plumes, oc-
curring after air/gas is injected into clear water. The model required several refinements to 
account important mechanisms involved in gas/water flows. This included additional terms 
in continuity equations, where compressibility of the air phase is introduced, as well as mass 
exchange between the phases. The drag term in momentum equations is also adjusted, ac-
cording to reported relations for the drag, added mass and lift forces. In addition, it is 
confirmed that inclusion of a full 3D turbulence model is essential in order to simulate ex-
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periments in flat water tanks. The bubble plume model showed very good quantitative and 
qualitative agreement between simulated and experimentally reported results. Therefore, it 
is assumed that model can be reliably used for simulation of gas injection into deep lakes for 
amelioration purposes. Simulation of hypothetical pure oxygen injection showed that, due to 
ambient water plume entrainment. significant spreading of dissolved oxygen concentrations 
can not be expected. Therefore, an alternative injection strategy should be considered. 
       Additional model refinement is conducted in order to provide an application to flow 
domains with irregular boundaries. The model is applied for simulation of coupled, clear 
water and groundwater flow during the embankment overflow. The flow in complex flow 
domain is modeled by solving a single set of governing equations, valid in both regions. 
Results of flow simulation are utilized to analyze ffects on effective stresses in an elastic soil. 
It is found that coupled buoyancy, hydraulic gradient and surface shear stress significantly 
influence slope failure potential, herein quantified by Coulomb failure coefficient. 
8.2 Recommendation 
        In the case of air sparging simulations in coarse soils, the further numerical and 
experimental investigations of the drag term in momentum equations is required. This issue 
is not resolved satisfactorily in the literature yet. In the presented model, the modified Ergun 
resistance is used. However, it is not clear whether it holds for the, air/water bubbly flow. 
Considering the contaminant removal modeling, a further model validation on the laboratory 
and in-situ scales is required. Since it is confirmed that limiting process of contaminant 
removal is the diffusive transport of contaminants toward the air phase, the purpose of these 
simulations would be to further examine the dependence ofmass transfer coefficient between 
the immobile and the mobile water phase on other involved variables, such as soil physical 
and hydraulic parameters, contaminant characteristics, air distribution etc. 
       Simulations of laboratory experiments of bubble plumes in clear water showed that 
turbulence modeling has a great impact on obtained results. In presented model, a standard 
k - e model is utilized. This model does not include the bubble induced turbulence, which 
may play an important role, especially for higher air injection flow rates. Further research 
(experimental nd numerical) is required for appropriate modeling of this term.
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