Catchment water quality models have many parameters, several output variables and a complex structure leading to multiple minima in the objective function. General uncertainty/optimization methods based on random sampling (e.g. GLUE) or local methods (e.g. PEST) are often not applicable for theoretical or practical reasons. This paper presents "ParaSol", a method that performs optimization and uncertainty analysis for complex models such as distributed water quality models. Optimization is done by adapting the Shuffled Complex Evolution algorithm (SCE-UA) to account for multi-objective problems and for large numbers of parameters. The simulations performed by the SCE-UA are used further for uncertainty analysis and thereby focus the uncertainty analysis on solutions near the optimum/optima. Two methods have been developed that select "good" results out of these simulations based on an objective threshold. 
INTRODUCTION
Hydrologic models are not yet able to describe all the macroand microelements and corresponding processes of reality by means of parameters that are assessed a priori either experimentally, via field measurement, or using literature values. Therefore it is dangerous to believe that a model is able to predict the output variables of importance without being conditioned to reality by a calibration or even without a verification on observations in cases of ungauged basins doi: 10.2166/hydro.2007.104 . Meanwhile, models are becoming more complex through integration of sub-models, extensions to water quality calculations or by developments in observation methods, data storage systems or computer technology (Grayson & Bloschl 2001) . Where in the past, manual calibrations were the rule, they are now more difficult due to this increased model complexity (Duan 2003) . Thus, development and implementation of automated methods for parameter calibration are important topics in hydrological modeling . A good automatic method should be as independent as possible of assumptions (such as assumptions of model linearity), be general (search over whole parameter space), effective (find the optimal or most probable parameter set) and be as efficient (require few model executions) as possible (Duan et al. 1992; Beven 1993; . It is difficult to combine all of these properties in any one method.
While optimization tools are useful to point out the best solution, they do not provide information on the uncertainty of parameters and model outputs. Experience has led to the insight that several parameter combinations could give equally good results and has led some to doubt the concept of an optimal solution and instead advocate for the equifinality of models and their parameters sets (Beven & Binley 1992; Beven & Young 2003) . Thus, instead of searching for a single optimal solution for model parameters and output, several researchers have proposed alternative methods for finding a range, a distribution or a probability function of model parameters and outputs (Beven & Binley 1992; Gupta et al. 1998) . These methods have not been applied to nor extensively investigated for complex distributed water quality models. The lack of uncertainty analysis is thus an important gap in providing reliable model outputs for these types of models such as the Soil and Water Assessment Tool (SWAT) (Arnold et al. 1998) .
Distributed water quality catchment models have many parameters, several output variables and a complex structure leading to multiple minima in the objective function representing the model error. General uncertainty analysis methods based on random sampling such as GLUE (Beven & Binley 1992 ) are often not applicable on such models, for the practical reason that they require too many runs. Local methods, such as PEST (Doherty 2000) , are very efficient, but they are typically based on first-order approximations of the error function and are therefore not applicable in cases with multiple minima in the objective function (Vrugt et al. 2003a ). Water quality catchment models thus require methods that operate globally and may consider the error on multiple output variables (output signals) by means of a search method, as opposed to random sampling methods, to find the optimum. The single-objective optimization problem can be solved in an efficient and effective way by the Shuffled Complex Evolution algorithm (SCE-UA) (Duan et al. 1992; Duan 2003) . Some extensions of the method exist that deal with multi-signal problems by aggregation to a Global Optimization Criterion (GOC) (van Griensven & Bauwens 2003; Madsen 2003) . These optimization methods are not associated with uncertainty assessments.
Often, when calibrating or generating uncertainty estimates for distributed hydrologic or water quality models it is not practically feasible to use the most precise methods in all cases due to computation time limitations. It is better to use an alternative method that leads to "approximately right" solutions than to be "precisely wrong". This statement means that it is better to use a robust and global method than a local search method that is not effective in locating the global optimum (Vrugt et al. 2003b ).
This paper describes a new multi-objective uncertainty method ParaSol (Parameter Solutions) that is efficient in optimizing a model and providing parameter uncertainty estimates without being based on assumptions on prior parameter distributions for the sampling strategy. It is based on statistical techniques to define an objective, statistically based, threshold that is used to subdivide simulations into "good" and "bad" subsets. It should be noted that ParaSol only provides uncertainty assessment for the model parameters; more specifically the uncertainty in model parameters due to insufficient observed data to identify the free parameters.
Other sources of uncertainty, such as errors in forcing input data (rainfall, temperature, etc.) , spatial data errors (GIS data), model structure (spatial scaling, mathematical equations) or observed data errors, are represented by the residual variance and thus are not dealt with directly in this study.
PARASOL METHOD
The ParaSol method calculates objective functions (OF) based on model outputs and observation time series, it aggregates these objective functions into a global optimization criterion (GOC), minimizes the OF or a GOC using the SCE-UA algorithm and performs uncertainty analysis with a choice between two statistical concepts.
The shuffled complex evolution (SCE-UA) algorithm
The SCE-UA algorithm is a global search algorithm for the minimization of a single function that is implemented to deal with up to 16 parameters (Duan et al. 1992) . It combines the direct search method of the simplex downhill descent procedure (Nelder & Mead 1965) with the concept of a controlled random search by a systematic evolution of points in the direction of global improvement, competitive evolution (Holland 1995) and the concept of complex shuffling. In the first step (zero-loop), SCE-UA selects an initial "population" by random sampling throughout the feasible parameters space for p parameters to be optimized (delineated by given parameter ranges). The population is portioned into several "complexes" that consist of 2p þ 1 points. Each complex evolves independently using the simplex downhill descent algorithm. The complexes are periodically shuffled to form new complexes in order to share information between the complexes. SCE-UA has been widely used in watershed model calibration and other areas of hydrology such as soil erosion, subsurface hydrology, remote sensing and land surface modeling (Duan 2003) . It has been generally found to be robust, effective and efficient (Duan 2003) . The SCE-UA has also been applied with success on SWAT for the 
Objective functions
The application of an optimization algorithm involves a proper selection of a function that must be minimized or maximized that replaces the expert perception of curvefitting during the manual calibration. There are numerous possible objective functions, often called error functions, and many reasons to select one rather than another; for discussion on this topic see Gupta et al. (1998) 
Multi-objective optimization
Since the SCE-UA minimizes a single function, it cannot be applied directly for multi-objective optimization. 
with SSQ MIN being the sum of the squared errors for the optimum solution of the objective function and N the number of observations (Box & Tiao 1973) . Upon the assumption that the initial parameter distribution is equal to the non-informational uniform distribution, the probability that the parameter set x is the true parameter set representing reality set -or likelihood of a parameter set
x -consisting of the P parameters (x 1 , x 2 ,… x P ) when conditioned by the observation y n,obs can be calculated as (Box & Tiao 1973) 
It is then also true for the objective function SSQ 1 :
where SSQ 1 is the sum of the squares of the residuals with corresponding variance s 1 for a certain output signal.
In Equation (8), the objective function is related to a probability. According to Bayes' theorem, a joint probability can be calculated by multiplying independent probabilities.
For M independent objective functions, this gives
Applying Equation (3), Equation (9) can then be written
where nobs m is the number of observations for the signal m.
In accordance with Equation (10), it is true that
We can thus optimize the likelihood for the GOC by minimizing a Global Optimization Criterion (GOC) defined as follows:
With Equations (11) and (12), the probability can be related to the GOC according to
Thus the sum of the squares of the residuals receives a weight that is equal to the number of observations divided by the minimum. However, the minima of the individual objective functions (SSQ or SSQR) are initially not known.
At each shuffling step in the SCE-UA optimization, an update is performed for the minima of the objective functions using the newly gathered information within the loop and, as a consequence, the GOC values are recalculated.
The main advantage of using Equation (12) to calculate the GOC is that it allows for a global uncertainty analysis considering all objective functions as described below.
Note that, in all cases, integration of the probability over the entire parameter space is equal to 1. Therefore, a rescaling or normalization is performed in order to assign absolute probabilities through a weighting factor that is equal to the integration of Equation (10) or (13) over the entire parameter space for the sample population (Box & Tiao 1973) .
Uncertainty analysis method
The uncertainty analysis divides the simulations that have been performed by the SCE-UA optimization into "good" simulations and "not good" simulations and in this way is similar to the GLUE methodology (Beven & Binley 1992) 2. When a parameter value is under or above the parameter limits as set for the SCE-UA parameter space sampling, the algorithm resets the parameter value to a value equal to the current minimum bound or maximum bound (these bounds are narrowed after each loop) instead of a randomly sampled value. In that way, the narrowing of the upper and lower boundaries is slowed.
The ParaSol algorithm uses two techniques to divide the sample population of SCE-UA into "good" and "bad" For a single objective calibration for the SSQ, the SCE-UA will find a parameter set u p consisting of the p free parameters (u * 1 ; u * 2 ; … ; u * P ) that corresponds to the minimum of the sum of the squares (SSQ). According to x 2 statistics (Bard 1974) , we can define a threshold "c" for a "good" parameter set using the equation
whereby N is the number of observations, u p the vector with the best parameter values, x 2 P,0.95 is the x 2 result for P parameter values and for a 95% confidence level. x 2 P,0.95 gets a higher value for more free parameters P. For multiobjective calibration, the selections are made using the GOC of Equation (12) that normalizes the sum of the squares for the total of observations N T , equal to the sum of N 1,… ,N m ,…N M observations. A threshold for the GOC is for P parameters and a confidence level of 95% is calculated by
Thus all simulations with GOC , c are deemed acceptable.
Bayesian method
According to Bayes' theorem (Bayes 1763) , the probability p(ujY obs ) of a parameter set u is described by Equation (13).
After normalizing the probabilities (to ensure that the integral over the entire parameter space is equal to 1) a cumulative distribution can be made and hence a 95% confidence region can be defined (Box & Tiao 1973) .
As the parameter sets developed by SCE-UA were not sampled randomly but according to some importance sampling, it is necessary to develop a methodology that will avoid over-representation of the densely sampled regions. This problem is prevented by determining a weight for each parameter set by the following procedure:
1. Dividing the P parameter ranges into K intervals.
2. For each kth interval (between 1 and K) of the pth
calculated by summing the number of times that the interval was sampled for all SCE-UA simulations.
A weight for a certain parameter set u i is then estimated by 1. For each pth parameter, determine the interval k p (between 1 and K) of each parameter u i,p and consider the number of samples of the SCE-UA optimisation that were within that interval ¼ nsamp( p,k p ).
2. The weight for the parameter set u i is then calculated as
The "c" threshold is estimated by the following procedure:
a. a. Sort all simulated parameter sets and GOC values according to decreasing probabilities.
b. b. Multiply probabilities by weights.
c. c. Normalize the weighted probabilities by division using PT with
with S the number of SCE-UA simulations, W(u i ) the weight for parameter set u i and p(u i jY obs ) the probability of parameter set u i conditioned to the set of observations Y obs .d Sum normalized weighted probabilities starting from rank 1 until the sum gets higher than the cumulative probability limit (95% or 97.5%). The GOC corresponding to or just higher than the probability limit defines the "c"
threshold.
Uncertainty analysis
The selected good parameter sets (based on the "c" (Table 1) .
SWAT CASE STUDY SWAT
The Soil and Water Assessment Tool (SWAT) (Arnold et al. 1998 ) is a semi-distributed and semi-conceptual model that is able to calculate water, nutrient and pesticide transport at 
Application of ParaSol to Honey Creek
The results of a global sensitivity analysis were used to select 
Results
The uncertainty analysis for both techniques is based on a threshold for the global optimization criterion that would yield a 97.5% confidence region. In general, the uncertainty analysis resulted in narrow confidence bounds. It is important to keep in mind that the method only addresses the parameter uncertainty as determined by data availability. Other sources of uncertainty, such as input uncertainty, structural problems or system variability that may not fully be captured by the observed period, are not considered. These sources of uncertainty may be very important (Yapo et al. 1996; Gupta et al. 1998; Kavetski et al. 2003) .
Bayesian versus x 2 -method
The Bayesian method had fewer selections and a narrower confidence region (Table 3 and Figure 2 ). This result is due to the fact that the Bayesian method does not account for the number of parameters in the calculation of the thresholds, while the x 2 method does. Indeed, when we apply the x 2 method with only one degree of freedom, a similar number of selections were obtained as in the Bayesian method (results not shown). Therefore, the x 2 method was preferred to the Bayesian method as the statistics are more advanced, as they account for the number of free parameters while giving more realistic results. Thus, further discussion of the results is based on the x 2 statistics. Parameter confidence regions give a full range of non-sensitive parameters such as the parameter "USLE-P" on flow-only calibrations. This result means that it is possible that the parameter confidence regions may be underestimated (too narrow). This defect is a drawback of the sampling strategy used by SCE-UA that, in order to be efficient, focuses more on the sensitive parameters to find better parameter solutions. Therefore ParaSol should not be used to investigate parameter identifiability.
Confidence regions for the model outputs
The daily simulations show very narrow uncertainty ranges ( Figure 5 ). The reason for these narrow bounds is that the statistics (both x 2 and Bayesian) only consider uncertainty in the parameter calibration process. Hence these statistics only account for unbiased random errors on observations, and these random errors can be averaged out if enough data is available. For that reason, it was not expected that all observations should fall within the confidence region.
When models are to be used in decision-making, the outputs are generally converted to a single value or for a few values, depending on the purpose of the policy. In water resources management, this value may be the yearly mass balance and in that case it is important that the confidence ranges are known. The main focus of uncertainty analysis for these decisions should be the uncertainty on these output values. Therefore, uncertainty ranges were calculated for the mass balance of the outputs (Figure 6 ).
SSQ calibration (1OF)
High errors can be observed for the 1OF case. The objective function for this case is equal to the sum of the squares of the errors of discharge, which is not an unbiased estimator of the errors and thus does not necessarily guarantee that the confidence region correctly estimates the mass balance ( Figure 6 ). Additionally, this case resulted in relatively large confidence bounds for the daily outputs ( Figure 5 ), whereby there were large underestimations present in the confidence region.
SSQ and SSQR joint calibration (2OFs)
SSQR gave a better representation of the global mass balance and the joint calibration puts more restrictions on the calibration and uncertainty calculations. Thus the 2OFs case clearly led to less biased results and smaller confidence bounds on the model outputs compared to the 1OF calibration ( Figures 5 and 6 ).
Water quantity and water quality joint calibration (3OFs)
The joint water flow and sediment load calibration consisted of the two objective functions that were used for the 2OFs case with an additional objective function for the sum of the squares (SSQ) of the daily sediment loads. This strategy appeared to be effective, giving reasonable assessments for the water balance and the sediment load balance but with a not insignificant prediction bias in the results (Figure 6 ).
While the daily timing of peak sediment flux is well simulated, the quantification of the individual peaks was often not correct. Such results were not surprising, since within SWAT there is a randomization in the calculation of the sediment loads through a storm peak assessment (Arnold et al. 1998 ).
The daily rainfall data do not provide information on the subdaily rainfall intensity and therefore the sediment forecasts of SWAT are not fully deterministic but use some stochastic procedure to generate 30 min peak intensities, based on monthly statistical data of the climate.
The joint calibration 3OFs had some impact on the water flow calculations due to trade-offs that appeared to be necessary when compared to 2OFs (Figures 5(c) and 6 ).
Such trade-offs are indications of structural problems in the model that prevent having the best results for both water flow and sediment loads. 
LIMITATIONS AND RECOMMENDATIONS
The ParaSol method is built on several assumptions:
a. normal and random distribution of the residuals (Equation (3)) b. independence of the objective functions (Equation (9)) c. general assumption that the model is "true"
In real cases, these assumptions may not be correct and may lead to underestimations of the parameter uncertainty.
Therefore further investigation is needed to deal with these problems.
For instance, other distributions could be used as the assumed distribution of the model residuals. One possible method would be to use the exponential power density E(s,g) with the use of the following equations to compute the likelihood of a parameter set u for describing the observed data Y obs (Box & Tiao 1973) :
where
Investigations should be pursued on the independence of objective functions for the purposes of joint optimization and uncertainty analysis as was done here. Such studies will be non-trivial since the interactions between objective functions in water quality models would be expected to be nonlinear due to the nature of the models. These interactions may or may not be significant. We are not aware of any studies that have investigated this interaction within a Bayesian or even a statistical framework. Such studies would prove valuable to the broader hydrologic and environmental modelling communities. These studies would no doubt shed light on how basin water quality models represent and misrepresent coupled hydrologic and water quality processes.
As for the assumption of model "trueness", this assumption is not true of our analysis. The model not being correct indicates a risk that we are using a biased estimator of reality. This result does not mean that we should simply revise or relax our statistical assumptions to
give us wider bounds, as is often done with GLUE or other analyses. The revisions of uncertainty bounds must be done in a way that incorporates some information about the nature of how the model is biased and then utilizes this information to assess model predictive uncertainty. This topic should also be a fruitful and worthwhile pursuit.
COMPARISON TO OTHER OPTIMIZATION/UNCERTAINTY ANALYSIS METHODS
The ParaSol method is related to many other optimization/uncertainty analysis methods that have been applied to catchment models. As in the Generalised Likelihood Uncertainty Estimation method (GLUE), it operates by selecting "good" parameter sets out of a sample population (Beven & Binley 1992) . GLUE may also use Bayesian likelihood measures as is done here (Thiemann et al. 2001; Beven & Young 2003 ). An important difference is that GLUE uses Monte Carlo random samples and is thus not able to locate the confidence region around a best solution within a reasonable number of simulations. For comparison, the ParaSol results were compared to Monte Carlo sampling. A total of 500,000 Monte Carlo simulations were generated and simulated with the SWAT model of Honey
Creek. Subsets of the first generated 1000, 5000, 10,000, 50,000, 100,000, 250,000 and 500,000 are used to compare to Parasol and analyse the effectiveness of a randomsampling based optimization and uncertainty analysis as opposed to the directed search methodology used here. The lowest value for each of these subsets is indicative of the performance of each of these Monte Carlo samples ( Comparing the uncertainty analysis results using Monte
Carlo sampling and ParaSol reveals other differences between the approaches (Table 5 and Figure 7 ). For the 1OF case, the Monte Carlo samples gave a reasonable number of selections (Table 5) Another important difference between ParaSol and GLUE is how each deals with multi-objective problems.
GLUE operates by sequential selections, which may lead to no parameter solutions when there are high trade-offs between the objectives (Freer et al. 2003) . With ParaSol, a high trade-off will lead to a wider uncertainty region and thus to more parameter sets.
The x 2 method to define the threshold is related to firstorder approximations of parameter uncertainty such as in PEST (Doherty 2000) . These first-order approximations, however, use extrapolation method to select the confidence limits using the following equation:
for P parameters being normally distributed according to
In contrast, this paper presents a sampling-based method that does not require the assumption of a normal distribution for the parameters. The Bayesian method has recently been used in many studies. These studies have either used a random sample to define high probability regions (Freer et al. 2001) or sampling methods are used that converge to sampling according to some probability distribution like SCEM-UA (Vrugt et al. 2003a , Vrugt et al. 2003b . Using the SCE-UA simulations makes
ParaSol much more efficient in calculation time yet still relatively effective in finding optimal solutions and estimating uncertainty bounds, especially for nonlinear models. Given the long run times of distributed water quality models (10,000
runs took approximately 2 weeks on a 2 GHz processor), the efficiency of the ParaSol method is necessary while it obviously comes at the expense of some effectiveness and more restrictive assumptions than methods such as GLUE. Still the assumptions of ParaSol fall in between methods such as GLUE and the more restrictive assumptions of PEST.
Another method that was typically designed for multiobjective problems is Pareto optimization Yapo et al. 1998) . The latter is an interesting exercise that gives information on the degree of trade-offs that is needed between the objectives. This information is related to uncertainty in model structure, but does not give a specific uncertainty estimate for the model parameters (Vrugt et al. 2003a) .
Since the parameter uncertainty in water quality models can be large, ParaSol contributes to the reliability of water quality models for decision-making by providing uncertainty estimates for multiple model outputs. The optimization and uncertainty analysis were achieved with a high level of precision in an efficient way. The latter is definitely a positive contribution since distributed water quality modelling is known to be computationally demanding.
CONCLUSION
The ParaSol method performs a multi-objective optimization/uncertainty analysis in a single run by using a modified SCE-UA algorithm. Two approaches can be used to define a threshold for the selection of "good" simulations: one based on x 2 statistics and another based on Bayesian statistics. As the latter does not account for the number of free parameters in setting the threshold, it results in a smaller selection and in narrower confidence limits on parameters or outputs. Therefore, the x 2 statistical approach is preferred because the method uses more information.
For 2 years of daily observations, the confidence regions are small even when the x 2 statistics are used, because the uncertainty analysis only covers the uncertainty in identification of the model parameters for a specific observation data series and assumes that the model structure is perfect. These properties limit the usefulness of the approach. However, the method allows consideration of questions pertaining to the applicability and informativeness of the available data for a basin.
A comparison of the ParaSol results to 500,000 Monte
Carlo simulations showed that the SCE-UA sampling was very effective and efficient in delineating confidence regions whereas Monte Carlo methods did not contain any solutions within the ParaSol demarcated optimal region.
Especially for water quality models, it is important that the method deals with multi-objective problems and that it is efficient, as most of these models are demanding in computation time while being effective in locating the confidence regions and providing uncertainty bounds for model outputs. As ParaSol meets all these requirements, it fulfils an important need for water quality models.
