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We investigate the competition between superconductivity (SC) and charge density wave (CDW)
under a time-dependent periodic field in the attractive Hubbard model. By employing the time-
dependent exact diagonalization method, we show that the driving frequency and amplitude of the
external field can control the enhancement of either the superconducting pair or the CDW correlation
in the system, for which SC and CDW are degenerate in the ground state of the half-filled attractive
Hubbard model in the absence of the field. In the strong-coupling limit of the attractive Hubbard
interaction, the controllability is characterized by the anisotropic interaction of the effective model.
The anisotropy is induced by the external field and lifts the degeneracy of SC and CDW. We find
that the enhancement or suppression of the superconducting pair and CDW correlations in the
periodically-driven attractive Hubbard model can be well interpreted by the quench dynamics of
the effective model derived in the strong-coupling limit.
I. INTRODUCTION
Field driven nonequilibrium systems have attracted
much attention as a platform of new states of matter [1–
3]. In these systems, light control and detection of in-
triguing electronic and structural properties are imple-
mented by the ultrafast pump-probe spectroscopy [4].
One striking example of recent experimental observa-
tions is the light induced superconducting like proper-
ties in some high-Tc cuprates [5–8] and alkali-doped ful-
lerides [9, 10], which have stimulated many theoretical
investigations [11–19]. On the other hand, quantum sys-
tems under a time-dependent periodic field are inter-
preted with the Floquet formalism [20], which is also
employed to design new quantum materials [21].
Here, we address how superconductivity (SC) and
charge density wave (CDW) are influenced under a time-
dependent periodic field. For this purpose, we consider
the attractive Hubbard model at half-filling, which is
a minimal model hosting SC and CDW as the ground
state [22], with a time-dependent periodic electric field
introduced via the Peierls substitution [23, 24]. In the
weak-coupling regime of the attractive Hubbard interac-
tion, the previous mean-field analysis reveals that CDW
(SC) is enhanced (suppressed) when ωp < 2∆0 (the
field frequency ωp is smaller than the single-particle
energy gap 2∆0), while SC (CDW) is enhanced (sup-
pressed) when ωp > 2∆0 [23]. In the strong-coupling
regime, introducing the effective model for doublons, the
strong-coupling expansion with the Floquet formalism
has shown that η-pairing [25] can possibly be induced
due to the sign inversion of the pair hopping amplitude
in the effective model [24].
In this paper, in order to explore the dynamics of the
model in the entire driving regime, we employ the time-
dependent exact diagonalization (ED) method, and we
investigate the superconducting pair and CDW corre-
lations in the periodically driven one-dimensional (1D)
attractive Hubbard model at half-filling. We show how
the superconducting pairing and CDW correlations are
modified in a wide range of control parameters, includ-
ing the field amplitude and frequency. When the ex-
ternal field is small, the behavior of the enhancement
of SC and CDW shows good qualitative correspondence
with the results in the weak-coupling mean-field analy-
sis [23]. With the strong attractive Hubbard interaction
U , the CDW (superconducting pair) correlation is en-
hanced (suppressed) when ωp < U , while the supercon-
ducting pair (CDW) correlation is enhanced (suppressed)
when ωp > U . We can interpret the mechanism on the
basis of the anisotropic effective Heisenberg model de-
rived by the strong-coupling expansion in the Floquet
formalism. When the external field is strong, the modifi-
cation of the superconducting pair and CDW correlations
shows the complex parameter dependence, which is not
simply interpreted by the ground-state phase diagram of
the effective model in equilibrium. We find that these be-
haviors can be understood from the nonequilibrium dy-
namics after a quench of the effective interactions in the
anisotropic effective Heisenberg model.
The rest of this paper is organized as follows. In Sec. II,
we introduce the model and briefly explain the method
to study the time evolution of the pair and charge density
correlations under the time-dependent periodic field. In
2Sec. III, we provide the numerical results for the attrac-
tive Hubbard model ,and we interpret these behaviors in
terms of the equilibrium ground-state phase diagram of
the strong-coupling effective model as well as the quench
dynamics in the strong-coupling effective model. A sum-
mary is provided in Sec. IV.
II. MODEL AND METHOD
A. Attractive Hubbard model
Here, we consider the 1D attractive Hubbard model
defined by the following Hamiltonian:
Hˆ =− th
L∑
j=1
∑
σ
(
cˆ†j,σ cˆj+1,σ +H.c.
)
− U
L∑
j=1
nˆj,↑nˆj,↓,
(1)
where cˆj,σ(cˆ
†
j,σ) is the annihilation (creation) operator
of an electron at site j with spin σ (=↑, ↓), and nˆj,σ =
cˆ†j,σ cˆj,σ. th is the hopping integral between the nearest-
neighboring sites and U (> 0) is the on-site attractive
interaction. The number of sites L is taken to be even,
and we consider the half-filled case with the same number
of up and down electrons, i.e., N↑ = N↓ = L/2.
In the strong-coupling limit U ≫ th, up and down
electrons tend to form an on-site pair, and no singly oc-
cupied sites are favored. Neglecting singly occupied sites,
the low-energy effective Hamiltonian Hˆeff in the strong-
coupling limit is described by
Hˆeff = −
J0
2
L∑
j=1
(
cˆ†j,↓cˆ
†
j,↑cˆj+1,↑cˆj+1,↓ +H.c.
)
+ V0
L∑
j=1
nˆj,dnˆj+1,d (2)
with J0 = V0 = 4t
2
h/U , where J0 is the pair hopping
amplitude and V0 is the nearest-neighbor pair repul-
sion [24, 26]. Here, nˆj,d = nˆj,↑nˆj,↓ is the number of
doublons (doubly occupied electrons) at site j.
The effective Hamiltonian Hˆeff in Eq. (2) can be ex-
pressed as the notion of pseudospin operators. If the
lattice is bipartite, one can define pseudospin operators
via
ηˆ+j = ηˆ
x
j + iηˆ
y
j = (−1)
j cˆ†j,↓cˆ
†
j,↑,
ηˆ−j = ηˆ
x
j − iηˆ
y
j = (−1)
j cˆj,↑cˆj,↓,
ηˆzj =
1
2
(nˆj,↑ + nˆj,↓ − 1).
(3)
These operators are called η-spin (or η-pairing) opera-
tors, which satisfy SU(2) algebra [27, 28]. Note that ηˆzj
plays the same role with nˆj,d−1/2 when there is no singly
occupied site in this strong-coupling model. It is easy to
show that the effective Hamiltonian Hˆeff in Eq. (2) can
be mapped onto the isotropic (i.e., J0 = V0) Heisenberg
model with these η operators:
Hˆeff = J0
L∑
j=1
(
ηˆxj ηˆ
x
j+1 + ηˆ
y
j ηˆ
y
j+1
)
+ V0
L∑
j=1
ηˆzj ηˆ
z
j+1. (4)
This pseudospin Hamiltonian is equivalent to the spin-
1/2 isotropic Heisenberg Hamiltonian under the Shiba
transformation [29, 30]. The xy and z components of
the antiferromagnetism in this effective model correspond
to the SC and CDW in the original attractive Hubbard
model, respectively. They are degenerate because of the
SU(2) symmetry (J0 = V0).
B. External field
The time-dependent external field is introduced in the
hopping term in Eq. (1) via the Peierls substitution
thcˆ
†
j,σ cˆj+1,σ → the
iA(t)cˆ†j,σ cˆj+1,σ , (5)
with the time-dependent vector potential A(t). Here, the
velocity of light c, elementary charge e, Planck constant
~, and the lattice constant are all set to 1. In this paper,
we consider the periodic driving external field given as
A(t) =
{
A0e
−(t−t0)
2/(2σ2p) cos [ωp(t− t0)] (t ≤ t0)
A0 cos [ωp(t− t0)] (t > t0)
(6)
with the amplitude A0 and frequency ωp. Correspond-
ing to a semi-infinite ac field [31], this external field is
introduced with the width σp in time and becomes time-
periodic for t > t0.
C. Method and correlation functions
In the presence of the external field A(t), the Hamilto-
nian is time-dependent, Hˆ → Hˆ(t), and hence we have to
solve the time-dependent Schro¨dinger equation to evolve
the state |Ψ(t)〉 in time. To obtain the exact time-evolved
state for a long time (t ≤ 300/th) [32], we employ the
time dependent ED method based on the Lanczos algo-
rithm, where the time evolution with a short time step δt
is calculated in the corresponding Krylov subspace gen-
erated by ML Lanczos iterations [33, 34]. In our calcula-
tion, we use the finite-size clusters of L sites with periodic
boundary conditions (PBC). As the initial condition, we
assume |Ψ(t = 0)〉 = |ψ0〉, where |ψ0〉 is the ground state
of Hˆ without the external field. We adopt δt = 0.01/th
and ML = 15 for the time evolution.
In order to estimate the superconducting pair corre-
lation, we calculate the time-dependent pair structure
factor
P (q, t) =
1
L
∑
i,j
eiq·(Ri−Rj) 〈Ψ(t)|(∆ˆ†i ∆ˆj + c.c.)|Ψ(t)〉 ,
(7)
3where ∆ˆi = cˆi,↑cˆi,↓ is the on-site pairing operator and Rj
is the position of site j. To estimate the CDW correla-
tion, we calculate the charge structure factor
C(q, t) =
1
L
∑
i,j
eiq·(Ri−Rj) 〈Ψ(t)|(ρˆi − ρ)(ρˆj − ρ)|Ψ(t)〉 ,
(8)
where ρˆi = nˆi,↑ + nˆi,↓ is the charge density operator and
ρ is the average density, which is 1 at half-filling. These
correlation functions satisfy P (q = 0, t) = C(q = pi, t) at
t = 0 since SC and CDW are degenerate in the ground
(initial) state at half-filling. We also calculate the double
occupancy
nd(t) =
1
L
∑
i
〈Ψ(t)|nˆi,↑nˆi,↓|Ψ(t)〉 . (9)
We indicate the time-averaged value of a structure fac-
tor F (q, t) (e.g., P (q, t) and C(q, t)) as
F (q) =
1
tf − ti
∫ tf
ti
dtF (q, t), (10)
where ti and tf are the lower and upper limit of the
time average, respectively. In order to examine the en-
hancement or suppression of the superconducting pair
and CDW correlations, we calculate the difference be-
tween the time averaged value and the initial value given
by
∆F (q) = F (q) − F (q, t = 0). (11)
III. RESULTS
A. Attractive Hubbard model
We first discuss the numerical results in the attractive
Hubbard model. Figure 1 shows the time evolution of
the superconducting pair correlation P (q = 0, t) and the
CDW correlation C(q = pi, t). These structure factors
P (q = 0, t) and C(q = pi, t) are indeed degenerate in the
initial state at t = 0. As shown in Fig. 1(a), when the
frequency ωp is smaller than the attractive interaction,
ωp < U , we find an enhancement of the CDW correlation
C(q = pi, t) and a suppression of the superconducting
pair correlation P (q = 0, t). In contrast, when ωp > U ,
P (q = 0, t) is enhanced, while C(q = pi, t) is suppressed,
as compared to the initial value [see Fig. 1(b)]. Although
we take the large value of U in Fig. 1, these behaviors of
the enhancement and suppression of the superconducting
pair and CDW correlations are consistent with the results
of the mean-field theory in the weak-coupling region [23].
Figure 2 shows time-averaged P (q) and C(q) under the
periodic driving field. As shown in Figs. 2(a) and 2(b),
when A0 is small, C(q = pi) is enhanced for ωp < U ,
while P (q = 0) is enhanced for ωp > U , corresponding
FIG. 1. Time evolution of the superconducting pair structure
factor P (q, t) at q = 0 and the charge structure factor C(q, t)
at q = pi with (a) ωp/U = 0.15 and A0 = 1, and (b) ωp/U =
1.5 and A0 = 1. Dashed lines indicate P (q = 0) (blue) and
C(q = pi) (orange) averaged from ti = 0 to tf = 300/th.
Dotted black line indicates P (q = 0, t = 0) and C(q = pi, t =
0), which are degenerate in the initial state. The results are
calculated by the ED method for L = 12 (PBC) at U = 20th
with σp = 2/th and t0 = 10/th in A(t).
FIG. 2. Superconducting pair structure factor P (q) (blue)
and charge structure factor C(q) (orange) averaged from ti =
10/th to tf = 100/th with (a) ωp/U = 0.15 and A0 = 1, (b)
ωp/U = 1.5 and A0 = 1, (c) ωp/U = 0.15 and A0 = 2.5,
and (d) ωp/U = 1.5 and A0 = 2.5. Dotted line indicates
P (q = 0, t = 0) and C(q = pi, t = 0), which are degenerate in
the initial state. The results are calculated by the ED method
for L = 12 (PBC) at U = 20th with σp = 2/th and t0 = 10/th
in A(t).
to the results in Fig. 1. On the other hand, when A0
is relatively large, e.g., A0 = 2.5 in Figs. 2(c) and 2(d),
P (q = 0) and C(q = pi) are both suppressed from the
initial value at t = 0. It is also observed in Fig. 2 that,
while the η-pairing correlation P (q = pi, t) is strongly
enhanced by the optical pulse in the case of the repulsive
4FIG. 3. Contour plots of (a) the superconducting pair struc-
ture factor ∆P (q = 0) and (b) the charge structure factor
∆C(q = pi) in the parameter space of ωp and A0. ∆P (q = 0)
and ∆C(q = pi) are averaged from ti = 10/th to tf = 100/th.
The results are calculated by the ED method for L = 12
(PBC) at U = 20th with σp = 2/th and t0 = 10/th in A(t).
model [35–37], P (q, t) does not exhibit a sharp peak at
q = pi in the attractive model with the periodic driving
field A(t) in Eq. (6).
In order to explore the parameter dependence of the su-
perconducting pair and CDW correlations, Fig. 3 shows
∆P (q = 0) and ∆C(q = pi) with different values of A0
and ωp. In the small A0 (. 1) region, the CDW corre-
lation C(q = pi) is enhanced for ωp < U , while the su-
perconducting pair correlation P (q = 0) is enhanced for
ωp > U . These results are in good qualitative agreement
with the previous study using the mean-field theory [23].
However, in the large-A0 region, the parameter depen-
dence of these correlations is not simple. For example,
in the region around 2 < A0 < 3, the superconducting
pair correlation is suppressed even for ωp > U but it is
enhanced for U/2 < ωp < U [see Fig. 3(a)]. This be-
havior is opposite to the results found in the small-A0
region. This complex behavior in the large-A0 region is
(a) (b)
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FIG. 4. (a) Time evolution of the double occupancy nd(t) for
ωp/U = 0.5, 1, and 1.5. (b) Enlarged plot of (a) for ωp/U =
1.5 near nd(t) = 0.5. Dotted line indicates nd(t = 0). The
results are calculated by the ED method for L = 12 (PBC)
at U = 20th with A0 = 1, σp = 2/th and t0 = 10/th in A(t).
not simply interpreted by the mean-field picture with a
small external field [23].
We also notice in Fig. 3 that the correlation func-
tions around the parameters at ωp = U/m (m: integer)
are rather steeply suppressed. To understand this fea-
ture, we calculate the time evolution of the double occu-
pancy nd(t). As shown in Fig. 4, the double occupancy
nd(t) is strongly suppressed by the periodic field when
ωp = U/m. This causes the steep suppressions of the
correlation functions found in Fig. 3. On the other hand,
the periodic field with ωp away from U/m does not sup-
press the double occupancy nd(t). This is understood
because in the off-resonant case [38–40], U/teffh charac-
terized by the effective hopping teffh = thJ0(A0) < th
(J0(x): zeroth Bessel function) becomes larger than the
initial value U/th. Indeed, the double occupancy at an
off-resonant frequency, e.g., ωp/U = 1.5, is slightly en-
hanced from the initial value [see Fig. 4(b)], which is
suitable for the enhancement of the superconducting pair
and CDW correlations.
B. Effective model in the strong-coupling limit
To interpret the behavior of P (q = 0, t) and C(q = pi, t)
in the wide parameter space, we now introduce the ef-
fective model derived by the strong-coupling expansion
in the Floquet formalism [24]. The strong-coupling ex-
pansion is expected to be valid away from ωp = U/m,
where the double occupancy keeps nd(t) ∼ 0.5 (see
Fig. 4) and thus no singly occupied sites are favored in
the time-evolved state. Under the periodic driving field
A(t) = A0 cosωpt, the effective model for the attractive
Hubbard model with a large U is given by
Hˆeff = Jeff
L∑
j=1
(
ηˆxj ηˆ
x
j+1 + ηˆ
y
j ηˆ
y
j+1
)
+ Veff
L∑
j=1
ηˆzj ηˆ
z
j+1,
(12)
5with the effective interactions
Jeff =
∞∑
m=−∞
(−1)m
4t2hJm(A0)
2
U +mωp
, (13)
Veff =
∞∑
m=−∞
4t2hJm(A0)
2
U +mωp
, (14)
where Jm(x) is the mth Bessel function [24]. Notice that
this effective model corresponds to an anisotropic Heisen-
berg (XXZ) model, and the effective interactions Jeff and
Veff vary in different manners, which is the manifesta-
tion of the broken η-SU(2) symmetry due to the external
field A(t). Therefore, the degeneracy of SC and CDW
is lifted by the external field A(t), and the anisotropy of
Jeff and Veff gives rise to the enhancement or suppres-
sion of the superconducting pair and CDW correlations.
This should be contrasted with the strong-coupling ex-
pansion in the repulsive Hubbard model, for which the
effective model is spin SU(2) symmetric (i.e., isotropic
for the spin degrees of freedom) even in the presence of a
time-dependent periodic electric field [41]. As shown in
Eqs. (13) and (14), Jeff and Veff diverge at ωp = U/m,
also indicating that this strong-coupling expansion is not
valid at ωp = U/m.
In the small-A0 region, the enhancement or suppres-
sion of the superconducting pair and CDW correlations
can be understood by the anisotropic effective interac-
tions Jeff and Veff . When A0 ≪ 1, Jeff and Veff are given
by
Jeff ≈
4t2h
U
(
1−
A20
2
)
+
2Ut2h
ω2p − U
2
A20, (15)
Veff ≈
4t2h
U
(
1−
A20
2
)
−
2Ut2h
ω2p − U
2
A20, (16)
Therefore, when ωp > U , Jeff > Veff and thus the su-
perconducting pair correlation is enhanced, while when
ωp < U , Veff > Jeff and hence the CDW correlation is
enhanced.
However, in the large-A0 region, the enhancement or
suppression of ∆P (q = 0) and ∆C(q = pi) in Fig. 3 is not
simply interpreted by the ground-state phase diagram
of the effective model Hˆeff in Eq. (12). For instance,
although η-pairing is anticipated when Jeff < 0 in the
ground state of the effective model, P (q, t) does not show
a sharp peak at q = pi in the corresponding region [see,
e.g., Fig. 2(c)]. This is because the time-evolved state
under the external field A(t) retains the memory of the
initial state |ψ0〉, and the system may not necessarily
relax to the ground state of the effective model. This
may be interpreted by the dynamical instability of the
effective Hamiltonian discussed in Ref. [24]. Therefore,
as shown below, the memory effect of the initial state
has to be incorporated to understand the behavior of
P (q = 0, t) and C(q = pi, t) in the wide parameter region.
0
1
2
3
0 100 200 300
S
±
(
,
t)
,
S
z
(
,
t)
time [t
-1
h ]
S±( , t) Sz( , t)
0
1
2
3
0 100 200 300
S
±
(
,
t)
,
S
z
(
,
t)
time [t
-1
h ]
S±( , t) Sz( , t)
FIG. 5. Time evolution of the xy and the z components of the
η-spin correlation functions, S±(q = pi, t) and Sz(q = pi, t),
respectively, with (a) ωp/U = 0.15 and A0 = 1, and (b)
ωp/U = 1.5 and A0 = 1. We assume Jeff and Veff at U =
20th. Dashed lines indicate S±(q = pi) (blue) and Sz(q = pi)
(orange) averaged from ti = 0 to tf = 300/th. Dotted black
line indicates S±(q = pi, t = 0) and Sz(q = pi, t = 0), which
are degenerate in the initial state. The results are calculated
in the anisotropic Heisenberg (XXZ) model for L = 18 (PBC).
C. Quench dynamics of the effective model
To address this issue described above, here we investi-
gate the nonequilibrium dynamics after a quench of the
exchange coupling in the XXZ model Hˆeff in Eq. (12). We
set as the initial state the ground state of the isotropic
Heisenberg model with J0 = V0 in Eq. (4), and we change
the parameters to the effective values Jeff and Veff , given
in Eqs. (13) and (14), abruptly at time t = 0. To examine
the quench dynamics in the XXZ model, we calculate the
time evolution of the xy and z components of the η-spin
structure factors
S±(q, t) =
1
L
∑
i,j
eiq·(Ri−Rj) 〈Ψ(t)|ηˆ+i ηˆ
−
j + ηˆ
−
i ηˆ
+
j |Ψ(t)〉 ,
(17)
Sz(q, t) =
4
L
∑
i,j
eiq·(Ri−Rj) 〈Ψ(t)|ηˆzi ηˆ
z
j |Ψ(t)〉 , (18)
corresponding to the pair and charge structure factors
P (q, t) and C(q, t) in the attractive Hubbard model, re-
spectively. Note that the xy component of antiferromag-
netic correlation S±(q = pi, t) in the XXZ model corre-
sponds to the superconducting pair correlation P (q =
0, t) in the attractive Hubbard model.
Figure 5 shows the time evolution of the xy and z
components of the η-spin correlations, S±(q = pi, t) and
Sz(q = pi, t), respectively, after the parameter quench
(J0, V0) → (Jeff , Veff) in the small A0 region. The char-
acteristic behavior of these correlation functions is in
good agreement with the time evolution of P (q = 0, t)
and C(q = pi, t) shown in Fig. 1. The z component
of the η-spin correlation Sz(q = pi, t) is enhanced when
ωp < U (i.e., Veff > Jeff), while the xy component of the
η-spin correlation S±(q = pi, t) is enhanced when ωp > U
(i.e., Jeff > Veff). Figure 6 shows the contour plots of
6FIG. 6. Contour plots of (a) the xy-component of the η-spin
correlation function ∆S±(q = pi) and (b) the z-component
of the η-spin correlation function ∆Sz(q = pi) after the pa-
rameter quench (J0, V0) → (Jeff , Veff) in the parameter space
of ωp and A0. ∆S±(q = pi) and ∆Sz(q = pi) are aver-
aged from ti = 0 to tf = 100/th. We assume Jeff and Veff
at U = 20th. The results are calculated in the anisotropic
Heisenberg (XXZ) model for L = 18 (PBC).
∆S±(q = pi) and ∆Sz(q = pi) after the parameter quench
in the wide parameter region of A0 and ωp. Figure 6 is
in excellent qualitative agreement with ∆P (q = 0) and
∆C(q = pi) shown in Fig. 3, including the large A0 re-
gion. Therefore, the quench dynamics of the effective
XXZ model provides a good understanding of the behav-
ior of the superconducting pair and CDW correlations in
the original attractive Hubbard model under the periodic
driving field.
D. Phase diagram
Finally, we summarize our finding by showing the
phase diagram in Fig. 7(b) that can reproduce almost
quantitatively the results of the enhancement or sup-
FIG. 7. (a) The frequency dependence of the ratio of the
effective coupling Jeff/Veff (Veff/Jeff ) with A0 = 1. (b) Phase
diagram of the periodically-driven attractive Hubbard model
in the strong-coupling regime at half-filling. SC is enhanced
when |Jeff | > |Veff | (blue regions) and CDW is enhanced when
|Veff | > |Jeff | with VeffJeff > 0 (orange regions). SC and CDW
are both suppressed when |Veff | > |Jeff | with VeffJeff < 0
(white regions).
pression of the superconducting pair and CDW correla-
tions found in Fig. 6. The phase diagram in Fig. 7(b) is
constructed simply as follows: the SC is enhanced when
|Jeff | > |Veff |, the CDW is enhanced when |Veff | > |Jeff |
with VeffJeff > 0, and the SC and CDW are both sup-
pressed when |Veff | > |Jeff | with VeffJeff < 0. It should
be emphasized that this phase diagram is determined
from the effective interactions Jeff and Veff of the effective
model in Eq. (12), not the ground-state phase diagram
of the effective model, as demonstrated in Fig. 7(a) for
the case of A0 = 1.
As in the ground state of the effective model, when A0
is small, the SC (CDW) is enhanced (suppressed) in the
region where Jeff dominates Veff (i.e., ωp > U), and the
CDW (SC) is enhanced (suppressed) in the region where
Veff dominates Jeff (i.e., ωp < U). In the large A0 region,
the η-pairing and the phase separation would be antici-
pated by considering the ground-state phase diagram of
the effective model, where the former is favored when
Jeff < 0 and |Jeff | > |Veff |, and the latter is favored when
Veff < 0 and |Veff | > |Jeff |. However, the tendency to-
ward these is not observed in our calculations [see, e.g.,
Figs. 2(c) and 2(d)]. As discussed in Sec. III C, this is
7because the steady state driven by the periodic field re-
tains the memory of the initial state, which can be cap-
tured rather well by the quench dynamics in the effective
model. Including all these features, the phase diagram
simply constructed in Fig. 7(b) is in excellent agreement
with Figs. 3 and 6 in the wide parameter region of ωp
and A0.
IV. CONCLUSION
We have investigated the change of the superconduct-
ing pair and charge correlations in the 1D periodically-
driven attractive Hubbard model in the strong-coupling
regime. When the external field is small, the CDW (su-
perconducting pair) correlation is enhanced (suppressed)
for ωp < U , while the superconducting pair (CDW) cor-
relation is enhanced (suppressed) for ωp > U . This
mechanism is well interpreted on the basis of the ground-
state phase diagram of the effective anisotropic Heisen-
berg (XXZ) model derived by the strong-coupling expan-
sion in the Floquet formalism, where the periodic driv-
ing field changes the effective interactions. When the
external field is strong, the parameter dependence of the
enhancement or suppression of the correlations is more
complex and is not simply interpreted by the ground-
state phase diagram of the effective model. We have
shown that these behaviors can be understood from the
nonequilibrium dynamics after a quench of the effective
interactions in the effective model.
We should note that the effective model studied here
was originally introduced in Ref. [24]. In their study, they
mainly focused on the η-pairing that can be induced by
a driving field [24], while here we have investigated the
enhancement or suppression of the superconducting pair
and CDW correlations by employing the unbiased ED
method. However, we have confirmed that the η-pairing
correlation can be induced even in the ED calculation
when we adopt the specific protocol for the η-pairing, i.e.,
adiabatic change of the amplitude A0, used in Ref. [24].
In the experimental side, the attractive Hubbard model
is realized using an atomic Fermi gas in an optical lat-
tice [42], and the Floquet dynamics in the attractive
model demonstrated here would be observable in the pe-
riodically driven Fermi-Hubbard system [39, 40]. The
competition between SC and CDW has been observed
in some cuprates [43, 44] and transition metal dichalco-
genides [45, 46]. The suppression of a competing order
against SC is expected to play a key role in the light-
induced SC [5, 8]. While we have considered a generic
minimal model for SC and CDW, the effective attraction
in the Holstein model becomes a Hubbard type [47] and
therefore some of our finding might also be applied to
electron-phonon systems.
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