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T AKESHI INAGAKI
Introduction.
Comme les notions primitives pour introduire une topologie à un
ensemble R, nous employons en général celles de la fermeture, de la
famille des voisinages et de la convergence, et leur dépendance
mutuelle est bien connue. Par exemple, elles sont équivalentes les
unes aux autres dans Yespace de Hausdorff, mais elles ne le sont pas
nécessairement dans cet espace qu'à tout sous~ensemble MeR cor-
respond uniquement un sous-ensemble M, appelé fermeture de M.
Nous serons donc amenés naturellement à poser le problème:
Quelles propriétés de la fermeture, de la famille des voisinages et
de la convergence sont nécessaires et suffisantes pour que l'équivalence
soit établie dans l'espace le plus général proprement dit?
Malgré des efforts de plusieurs mathématiciens, soient G. Birk-
hoffl), J. W. Tukey2) et M. M. Day"!) etc., jusqu'à présent il n'a aucune
solution définitive et il sera donc intéressant de rechercher le prob-
lème. De plus, il sera désirable qu'il soit résolu dans l'espace aussi
général que possible.
Comme on pourra le voir dans § 2, d'une part non seulement
l'espace dit d'habitude le plus général n'est jamais celui qui est le
plus général, mais encore il me semble qu'il n'existe pas l'espace le
plus général dans le sens essentiel, et d'autre part on croit à présent
qu'il est suffisant de considérer l'espace le plus général proprement
dit pour établir la théorie de la topologie au point de vue de mathé-
matiques de nos jours. Donc nous nous contenterons .de donner une
réponse du .problème dans un espace un peu plus .général que celui
qui est· dit le plus général, à savoir dans. un espace dans lequel à
deux sous-ensembles arbitraires M et H correspOnd uniquement un
sous-ensemble, désigné par ME et appelé fermeture de M relative-
. 1) G. Birkhoff, ~Ioore-Smith convergence in general topology. Alm. of Math.,
Vol. 38 (19:l7), pp. 39-56.
2) .J. W. Tnkey, Convergence and uniformity in topûlogy. Annuls of l\fathematics
etudies, No.~, Princeton (1940).
3) :\I. l\1. Day, Closure, neighborhoods and convergence. Duke M3th., Vol. 11.
(1944), pp. 181-199.
129
1
Inagaki: Contribution &aacute; la topologie I
Produced by The Berkeley Electronic Press, 1952
130 TAJŒSlII INAGAKI
ment à H et jouissant de cette propriété que Mc N entraîne M H c NH,
quels que soient M, N et H; nous dirons dans la suite que cet
espace est monotone au sens généralisé. De plus, comme on pourra
le voir dans §2, l'espace le plus général proprement dit est l'un dans
lequel la fermeture MM est explicitement donnée en écrivant M = M.IC
et M H implicitement, lorsque M et H sont distincts.
Le premier objet de cet article est. de donner une réponse au
problème cité plus haut dans l'espace monotone au sens généralisé,
et le deuxiè.me, de montrer un traitement .systématique et naturel
$ur quelques affaires fondamentales dans la topologie.
Dans le premier paragraphe, nous donnerons quelques propriétés
concernant l'ensemble ordonné, et dans le second, une réponse au
problème plus haut. Dans le troixième, nous traiterons la conver-
gence d'un système d'ensembles et le dernier, nous montrerons une
méthode qui immerge un espace dans un espace compact.
§1. Ensembles ordonnés.
Un ensemble A est dit ordonné lorsqu'une relation binaire > est
définie sur A de façon que, pour points arbitraires a, a', d' de A,
les deux conditions suivantes soient remplies:
a > a,
a >a' et a' > a" entraînent a > a".
D'après cette définition, il est manifest qu'un sous-ensemble d'un
ensemble ordonné est aussi ordonné par la relation définie d'avance.
En particulier, un ensemble ordonné A est dit filtrant à droite,
lorsque toute la partie finie non-vide de A est 1najorée').
Nous désignerons dans ce qui suit l'ensemble ordonné A par la
majuscule allemande ~l correspondant à la lettre A. Lorsque nous
écrivons ~, nous supposons dorénavant que, sauf la mention expresse
au contraire, il soit un ensemble ordonné. De plus, nous écrivons
souvent ~ dans le cas où A doit être écrit assurément, soit a E ~
pour a E A, soit 5B c '21 pour BeA.
Il y. a deux classes importantes parmi les sous-ensembles de m;
.ce sont les ensembles confinaIs et les ensembles résiduels dans ~.
1) Un sous-ensemble B de A est dit majoré, lorsqu'il existe un point a ~ A tel
que a > b, quel qne soit b ~ B. Dans ce cas, Je point a est dit majorant de B.
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Un sous-ensemble ~' c ~ s'appelle confinaI dans ~, si, pour chaque
a E~, il existe un a' E~' tel que a' 2: a.
Un sous-ensemble ~' c ms'appelle résiduel dans ~, s'il existe un
Go E mde façon que a > ao entraîne a E m', quel que soit a E m.
D'après ces définitions, nous pouvons vérifier sans peine les
Théorème 1. Soit ~::J~l' ::Jm". Si m" est confinaI dans ~, alors
~' l'est aussi.
Théorème 2. Soit m::Jm' ::Jm". Si m" est confinal dans m' et m'
confinaI dans m, alors m" est encore c01~final dans m.
Théorème 3. Soit ~r ::Jm' et posons ~1" = ~ - m'. Alors, l'un au
moins les deux ensembles m' et ~" est ou bien confinaI ou bien résiduel
dans m.
Théorème 4. Soit m::J ~1'. Pour que ~' soit confinaI (ou résiduel)
dans m, il faut et il suffit que l'ensemble ~"= m- m' ne soit pas
résiduel (ou con.final) dans ~r.
Théorème 5. Soit m::Jm'. Pour que m' soit confinai (ou résiduel)
dans ~, il faut et il suffit que la partie commune à ~l' et à chaque'
sous-ensemble résIduel (ou confinai) dans 21 ne soit pas vide.
Pour qu'il soit nécessaire plus tard, nous voudrons insérer à cette
place-ci un théorème qui est un peu plus général que le théorème 5.
Pour cela nous donnerons d'abord une définition nécessaire:
Désignons par {x~ ! m} ou {x~} ou X (21) un système de X~, où X~
désigne un point ou un ensemble vide et le suffixe œ parcourt un
ensemble ordonné %T. Si l'on ordonne maintenant les éléments de·
x(m) suivant l'ordre de leurs suffixes, alors il devient un système
ordonné. Cela posé, définissons pour un ensemble V le produit V.x(~{)
comme le système de tous les points X~ appartenant à la fois à V et
à x(m).
D'après cette définition, on a les
Théorème 6. Pour que V.x(%l) soit résiduel dans x(~l), il faut et'
il suffit que, pour chaque sous-système confinaI x(m') dans x(~{), les
deux systèmes V. x(~) et x(%l') ne soient pas disjoints.
Démonstration. Supposons d'abord que V.x(%l) soit résiduel dans
x (%l). Il existe alors un suffixe a tel que, pour chaque suffixe p~ œ,.
Xli est un point de V. D'autre part. x(~l') étant confinaI dans x ('2{),
celui-là contient au moins un point Xli où P> œ; par suite, il en
résulte évidemment que V.x(2r) et x(~') ne sont pas disjoints.
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Réciproquement, supposons que V.x(%t) ne soit pas résiduel dans
.x(~). Alors il existe pour chaque suffixe a un suffixe (j'(a) > a déter-
miné par a de façon que Xfl(~)E V.x(~). Par suite, en désignant par
x(~/) l'ensemble de tous les points x~(~) ainsi définis, il est clair qu'il
,est co,nfinal dans x(%l) et qu'il ne possède aucun point commun avec
v.x(~i), c.q.Ed.
Théorème 7. Pour que V.x(~) soit con.final dans x(~), il faut et
il suffit que, pour chaque sous-ensemble résiduel x(&/) dans x(&), on ait
V.x(%I) .x(~') =\= t/J.
Démonstration. Si V· x (21:) 'est confinaI dans x (&), il existe pour
chaque suffixe œ un suffixe [3 > œ tel que x(3 est un point de V.x(%t}.
En outre, x(~l') étant résiduel dans x(~), il y a un suffixe œ tel que
x(3 E x(~') pour tout (j? œ. Il en résulte que V.x(2I) .X (%f/) =r t/J.
Réciproquement, si V.x(~) n'est pas confinaI dans X(%f) , il y a un
suffixe a tel que x(3 E V.x(~l) .pour tout [3 >œ. En désignant par
x(~') Yensemble de tous les éléments x(3 ainsi obtenus, il est clair que
x(~') ,est résiduel dans x(21) et V.x(ill:) .X(~f) = t/J, c.q.f.d.
Nous insérons maintenant quelques notions importantes dues à
M. Tukey:
Deux ensembles ~t et Q3 sont dits isomorphsl) et désignés par
%l ~ ~, s'il existe une correspondance biunivoque entre eux telle qu'elle
transporte leurs ordres l'un da~s l'autre.
Deux enselnbles %1 et ~ sont dits conji'Juzlement similaire?) et dé-
-signés par~1 - Q3, s'il existe un ensemble 0: contenant deux Sous-
ensembles confinaIs %{' et Q3' dans lui-même de façon que %l ~~' et
~ ~ Q3'.
Cela posé, nous· avons les
Théorème 8. Soient %{ et Q3 deux ensembles ordonnés et soit la
partie commune C = A·B non-vide. Supposons lnaintenant que l'ordre
de C dans %l soit identique à celui de C dans ~ et que 0: soit confinaI
à la fois dans %t et~. Nous pouvons alors étendre les ordres de ~ et.
de Q3 sur la somlne D = A + B de façon que ~ et m soient confinais
dans ~ l'un et l'autre.
Démonstration. Si deux points de D appartiennent en même
temps à ~ ou à ~, le nouvel et l'ancien ordre entre eux sont iden-
1) Cette notion est une généralisation de celle qui a été donnée par 1\1. Tukey.
Joc. cit., p. 3.
2) M. Tukey, lac. cit., p. 11.
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tiques. Nous définirons donc Yordre entre deux points a Emet b E?B
comme suivant:
a 2 b, s'il existe un CEe tel que a 2 c dans m et c? b dans ~.
b 2:': a, s'il existe un CEe tel que b > c dans 5E; et c > a dans %l.
D'après cette définition, nous pouvons vérifier sans peine que .I)
devient un ensemble ordonné dans lequel m et m sont confinaIs l'un
et l'autre.
Théorème 9. La relation - est celle de réquivalence.
Démonstration. li est presque évident que - est rejlexible et
symétrique. Donc, il nous reste à démontrer qu'elle est transitive.
Soient maintenant m: - 5E; et ~ -- Œ. Par la définition, il existe
alors six ensembles %i', 5E;', ~', ~"J Œ" et ~" tels que:
m~ m'J m~ ~'; m'et 5E;' sont deux sous-ensembles confinaIs dans m';
~ ~ mil, Œ~Œ,"; ~" et Œ," sont deux sous-ensembles confinais dans ~".
Or, étant m' ~ 5S ~ 5S", d'après une modification légère des ensembles
~1, 5S et Œdans le cas nécessaire, nous pouvons supposer, sans perdre
la généralité du raisonnement, que m' = mil et D'· D" = B' = B".
Par conséquent, en vertu du théorème 8, nous pouvons étendre les
ordres de ~y et de ~" sur la somme E = D' + D" de façon que ::D'
et ~" soient confinaIs dans cr l'un et l'autre. Encore, étant m·~ 21'
et Œ" ~ Œ, nous avons m"""' Œ:; par suite, la démonstration du théo-
rème est complètement établie, c. q. f. d.
D'après le théorème 9, nous pouvons classifier tous les ensembles
ordonnés en classes telles que chaque classe se compose de tous les
ensembles confinalement similaires; nous dirons que les ensembles
-confinalement similaires possèdent le même type confinaI.
Théorème 10. Pour que deux ensembles ordonnés m: et 5S soient
confinalenwnt similaires, il faut et il suffit qu'il existe deux fonctions
a = rp(b) de 5S dans %'f et b = 'ljr(a) de mdans m, telles que:
(1) a >rp(b) -+ 'f!'(a) > b,
b > 'f!'(a) --Jo rp(b) > a.
Démonstration. Soit %(,..., m. Alors il existe par la définition un
€nsemble ordonné Œ,' qui contient deux sous-ensembles confinaIs m'et
)B' tels que %'f' ~ %1 et 5S' ~ m.
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Or, ~' étant confinaI dans Œ', pour chaque a' E~' il existe .un
b' E >S' tel que b' > a'. Par suite, nous pouvons ·faire correspondre à
chaque a' un b' tel que b' > a', et désignons par b' = "h(a') cette cor-
respondance. De même, nous pouvons définir une fonction a' = ({JI (b')
de 5,8' dans ~' telle que ({Jl(b/)? b' quel que soit b' E 5,8/. Pour ces
fonctions, nous avons les implications suivantes:
a' > ((Jl(b/) -- "h(a') > b',
b' > 'h(a') -- ({JI(b') > a'.
En effet, selon les définitions des fonctions ((JI (b') et 'h(a') , nous
avons ((Jl(b') > b' et "!,\(a') ~ a', quels que soient a' et b'. Donc, si
a' > ((Jl(b'), on a évidemment ''!l'l(a') > b'. Par suite, nous avons la
première implication. De même, nous avons la seconde.
D'autre part, étant m~~' et >s ~ 5,8', il existe deux fonctions
isomorphes a' = "!r2(a) et b' = ((J2(b). Donc, en posant b = "!r(a)
= ({J~1("!rlNI'2(a») et a = ((J(b) = "!";;1('Pl«({J2(b»), comme on peut le vérifier
aisément, les fonctions a = ((J(b) et b = 'o/(a) remplissent les implica-
tions citées dans le théorème. '
Réciproquement, supposons que, pour m et ~, il exist~ deux
fonctions a = ((J(b) de 58 dans met b = 'o/(a) de ~1 dans >8 telles qu'elles
remplissent les implications données. Dans ce cas, d'après une mooi-
fication légère de ill: et de >8 dans le cas nécessaire, nous pouvons
supposer que A'B =,p sans perdre la généralité du raisonnement.
Car, si A·B =\=,p, nous pouvons adopter >8' au lieu de 58 tel que
>8' ~met A'B' =,p. Cela posé, posons D = A + B et étendons les
ordres déjà définis dans S}1 et dans 58 sur D comme suivant:
a > b, s'il existe un b' E 58 tel que b' 2:: b et a > ((J(b/),
b ~ a, s'il existe un a' E ~l tel que a' > a et b > "!"(a').
Ceci étant établi, comme on peut le vérifier sans peine, mdevient
un ensemble ordonné dans lequel met >8 sont confinaIs l'un et l'autre.
Nous avons donc m,...,~, c.q. f. d.
Soient ~l et \B deux ensembles ordonnés. S'il existe deux fonctions
a = ((J(b) de mdans ~l et b = 'o/(a) de m dans m telles qu'elles rem-
pliessent l'implication (1) du théorème 10, nous dirons suivant M. Tukeyo
que mest ou bien supérieur à m ou bien aussi effectif que >s pour
la convergence, et le désignons par S}1 > 58.
1) Tukey, 10c. cit.• p.25.
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~ ~ ~,
~ > ~ et ~ > Œ entraînent ~ ~ Gr.
Selon le théorème précédent, si ~ ~~, on a alors m>)S et
~ ~ ~; mais la réciproque de ce fait n'est pas nécessairement vraie.
En particulier, étant ~ et ~ deux ensembles filtrants à droite, comme
on le sait, si m~ ~ et ~ ~ ~, on a ~ ~ ~.
Théorème Il. Les trois propositions suivantes sont équivalentes:
(1) ~ >~.
(2) Il existe une fonction b = qJ(a) de ~1 dans ~, jouissant de
cette propriété que, si ~' est un sous-ensemble résiduel dans~, r i-mage
réciproque qJ-l(~1') de ~' l'est aussi dans ~.
(3) Ir existe une fonction b = qJ(a) de ~1 dans ~ telle que, si ~'
est un sous-ensemble confinai dans m, rimage qJ(m') de m'est confinaI
dans >s.
Démonstration. (1) -+ (2). Il existe du fait que ~l > ~, deux fonc-
tions a = +(b) et b = qJ(a) telles que:
Cela posé, nous allons démontrer que la fonction b = qJ (a) de ~l
dans ~ remplit la proposition (2). Soit >s'un sous-ensemble résiduel
dans~. Il existe alors un bo E~ de façon que, quel que soit b E~,
h > bo entraîne b E ~'. Par suite, on a a > +(bn) -+ qJ(a) :2 bl1 selon
l'implication (*), ce qui prouve que l'image réciproque qJ-l(~') contient
tous les points supérieurs à '/P(bo) ; donc qJ-l(~') est résiduel dans ~t
(2) -+ (3). Soit b = qJ(a) une fonction remplissant la condition de
la proposition (2) et soit ~l' un sous-ensemble confinaI dans~. Sup-
posons au contraire que l'image qJ(ill') ne soit pas confinaI dans ~.
Selon le théorème 4, l'ensemble ~ - qJ(~l') étant résiduel dans ~,
l'image réciproque qJ-l(~ - qJ(~r», qui est contenu dans ~l - i>:(', est
aussi résiduel dans 2I en vertu de la propriété de qJ; par suite, ~l - ill'
est à forte raison résiduel dans ~l. Mais ce qui contredit selon le
théorème 4 à l'hypothèse que ~l' est confinaI dans ~.
(3) -+ (1). Soit b = qJ(a) une fonction vérifiant la conclition de la
proposition (3) et désignons, quel que soit b E)S, par 5B(b) l'ensemble
de tous les points b' E 5B tels que b' > b.
Cela posé, nous allons démontrer que l'image réciproque qJ -l(~(b»
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est ;résiduel dans m. En effet, si l'on suppose par contre qu'il ne soit
pas résiduel dans %1, alors ~{- ~-l(?B(b» est confinaI dans mselon
le théorème 4. Par conséquent, selon la propriété de ~, l'image
~(~l - ~-l(~(b») est confinaI dans 58; d'autre part, ~(~ - ~-l(58(b»)
est évidemment contenu dans 58 - ~(b), donc celui-ci est sans doute
confinaI dans~. .Par suite, ~(b) n'est pas résiduel dans ~ selon le
théorème 4, ce qui contredit à la supposition posée. Donc ~-l(~(b»
est résiduel dans ~r. .Il en résulte qu'il existe un a E ~ de façon que
tout point supérieur à a appartient à ~-i(5S(b»). Par suite, en faisant
correspondre au b un a possèdant telle propriété, nous avons une
fonction a = '/l'(b) de $S dans ~ et, comme on peut le vérifier, l'im-
plication a 2 't(b) ~ (,t'(a) > b se trouve. Donc on a ~{>~, c.q.f.d.
§2. Fermeture, famille des voisinages et convergence.
Désignons par R un ensemble non-vide et nous l'employerons
comme celui de la base pour" avancer notre considération dans la
suite.
Suppo~ons à présent que, à deux ensembles quelconques M et H
de R correspond uniquement un ensembles M H , appelé fermeture de
M relativement à H, et- dans ce cas l'ensemble R s'appelle un espace·
Cela posé, nous allons d'abord montrer le
Théorème 1. A chaque point x E R nous pouvons faire correspondre
une famille m~(x) (qui peut être v.ide) des ensembles Vtf(x) (qui peuvent
être vides), appelés voisinages de x relativement à H et à M, telle que
l'équivalence suivante se trouve:
Délnonstration. Considérons l'ensemble U tel qu'il satisfait aux
conditions suivantes:
( 1) x E eUH ,2)
(2) eUH:J ME ou eu:p M.
Désignons par Vjr(X) l'ensemble v: contenant au moins un U qui
1) t/J désigne l'ensemble vide.
2) CU dégiJ?ne comme d'habitude le complémentaire de U par rapport à l'espace-
tout entier: CU = R - U.
8
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remplit les conditions plus haut, et par m~(x) la famille des ensembles
Vff(x).
Ceci étant établi, nous allons démontrer l'équivalence citée plus
haut. D'abord soit x E M H et supposons par contre qu'il existe un
Vff(x) disjoint à M. Il existe alors par la définition un U, contenu
dans V: (x) et remplissant les conditions (1) et (2). Pour ce U, il est
évident que U·M = r/J, et par suite il vient eU~M. Or, CU vérifiant
les conditions (1) et (2), nous avons évidemment XE euH et M Hc euH;
donc nous avons x EM H , ce qui contredit à la supposition x E M H ;
par conséquent, si x E Mil, alors nous avons l'implication:
(VE m~(x» --.. (V·M =\= r/J).
Réciproquement, suppOsons que XE M H • Dans ce cas, en posant
CU = M, CU vérifie évidemment les conditions (1) et (2); donc, selon
la définition, U est un V E m::f(x); par suite, nous avons V' M = r/J.
Des faits obtenus plus haut, l'équivalence que nous avions en vue
est complètement établie, c.q.f.d.
Théorème 2. -Pour que, quels que soient M et x, la famille m:~Hx)
ne soit pas vide, il faut et il suffit que """iH = r/J.
Démonstration. Si l'on suppose que m-;f(x) ne soit pas vide, quels
que soient M et x, alors en particulier m~(x) est encore non-vide.
Il y a donc un V appartenant à m~(x), nous avons donc 7$11 = r/J, en
tenant compte de l'équivalence dans le théorème 1.
Réciproquement, supposons que 7iH = r/J. Si l'on pose U = R, on
a évidemment XE eUH, quel que soit x.D'autre part, comme on
peut le vérifier sans peine, on a if;H ~M ll ou r/J :p M, quel que soit M.
Par conséquent, il vient UE m~;Hx), à savoir Q:.~~(x) n'est pas vide.
c.q.f.d.
Théorème 3. Pour que r/J E m1i(x) , il faut et il suffit que x ERH
et RH ~MII.
En effet, par la définition du voisinage, il est évident que le
th~orème est vrai.
Théorème 4. Quel que soit M, pour que Mc MU, il faut et il
suffit que, quel que soit x, x E V se trouve pour tout V E m~(x) si
m~(x) =f: r/J.
Démonstration. Soient x un point quelconque et V un élément
quelconque de m::f{x) , si m~(x) n'est Pas vide. D'après la définition
de V, il existe un ensemble U vérifiant les conditions:
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et Ue V.
Par conséquent, nous avons XE CU selon la supposition eUe euH;
ce qui montre que x E U, donc x E V.
Réciproquement, soit M un sous-ensemble de R et soit x E M.
Dans ce cas, si m~(x) =,p, alors XE MH selon le théorème 1; d'autre
part, si mii(x) =\= f/J, selon la suppOSition nous avons x E V quel que
soit VE m~Hx), donc V·M =\= f/J; par suite, il vient XE MU selon le
théorème 1, c.q.f.d.
Théorème 5. Qules que soient M et x, pour que la famille mjf(x)
soit indépendante de M, il faut et il suffit que MeN entraîne MHeNH
Quels que soient M et N.
Démonstration. Si m~Hx) est indépendant de M, nous avons alors
~~~{X) = m:(x) quels que soient M et N. Par conséquent, en vertu
de l'équivalence dans le théorème 1, MeN entraîne visiblement
M/leN ll•
Réciproquement, supposons que, quels que soient M et N, Mc N
entraîne JylH e NE'. Maintenant~ soient x un point, quelconque et U
un ensemble remplissant la condition (1) dans le théorème 1, à savoir
soit XE CU". Dans ce cas, œune part si CU-:PM, il vient UE m~(x) ;
d'autre part si cU~M, il vient CUH ~Mll selon l'hypothèse posée,
donc UE m:(x). Il en résulte que, quel que soit M, XE CUII entraîne
UE m~(x). Ce qui 'prouve que la famille m~(X) est indépendante de
M, quel que" soit x, c.q.f.d.
Dans l'espace monotone au sens généralisé, le voisinage Vff(x)
·est indépendant de M d'après le théorème 5, donc nous le désignons
en abrégement par ·VH(x) et l'appelons voisinage de x relativement à
H. De même, nous désignons simplement par ~ll(x) la fa11?ille" ~~(x).
Théorème 6. Soit R un espace tel qu'à chaque sous-ensemble M
.correspond uniquement un sous-ensemble M que nous appelons fermeture
de M. Alors, nous pouvons faire correspondre dans cet espace R à tout
'point x une famille mE (x) (qui peut être vide) de voisinages Vn(,x)
(qui peuvent être vides) de x relativement à H telle que l'équivalence
suivante est remplie: . ,
Démonstration. Considérons l'ensemble U de façon qu'il remplisse
les conditions: .
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(1) x E CU,
( 2 ) CU::::> M ou CU 4:> M.
139
Désignons par Vx(x) un ensemble V contenant au moins un U
remplissant les conditions citées, et par mM(x) la famille des ensembles
Vx(X) ainsi définis.
Cela posé, la démonstration du théorème 6 peut être excutée tout
à fait analogue à celle du théorème 1, c.q.f.d.
Dans l'espace R du théorème 6, nous pouvons faire correspondre
à deux ensembles Met H un ensemble MU, appelé fermeture de M
relativement à H, par Yéquivalence:
En suivant cette convention, il est presque évident que:
( 1 ) Mc N ~ MUe NH, quels que soient M, N et H.
(2) M = MM, quel que soit M
Par conséquent, nous pouvons regarder l'esPace R comme un espace
dans lequel la fermeture MU satisfaisant aux conditions (1) et (2) est
implicitement définie; donc nous pouvons en' conclure que la théorie
dans l'espace qui est dit d'habitude le plus général, est embrassée
dans celle de l'espace monotone au sens généralisé.
Dans le théorème 6, nous avons défini la fermeture M R , en
utilisant la famille mu(x). De même, en tenant compte du théorème
1, nous pOuvons définir une fermeture MeIl, K) de M relativement à
H et à K, en utilisant la famille m~(x), par Yéquivalence:
Ainsi de suite, nous pourrons considérer un espace dans lequel une
fermeture d'un ensemble est définie relativement à plusieurs ensembles.
Ainsi nous serons naturellement amenés à. la question:
Quel est l'espace le plus général au sens essentiel?
Ces préliminaires étant poséS, nous irons, dans l'espace monotone
au sens généralisé, mettre en lumière les relations parmi la fermeture~
la famille des voisinages et la convergence. Pour ce but, tout d'abord
nous supposerons que la fermeture, la famille des voisinages et la.
convergence jouissent respectivement des conditions suivantes (F)~
(V) et (C) :
11
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(F) La fermeture M H de M relativement à H est uniquement
déterminée et monotone, c. à. d. quels que soient M, N et H,
MeN entraîne MHeNH.
(V) La famille 5B1l (X') (qui peut être vide) des vOIsmages ~Ax)
(qui peuvent être vides) de point x relativement à H, possède cette
propriété que:
(C) La convergence détermine que, pour chaque système ordonné
x(m) dont chaque élément est un point de R ou un ensemble vide, ou
'bien il converge relativement à H vers un point x ou bien non. Si
un système ordonné x(~r) converge relativement à H vers un point x,
alors ce que nous désignerons simplement par x(m) ï7 x.
La convergence remplit les deux conditions suivantes:
(C j ) Si x(~{) ï7 x, alors nous avons x(m')"i? X' pour tout sous-
système confinaI x(~(') dans x(m).
(C2) Quel que soit un sous-système confinal x(~{') dans x(m), s'il
existe un point x indépendant de x(~{') et un système ordonné x(~)
·dont les éléments sont ceux de x(~') tel que x~) ~ x, alors il vient
H
x(~{) ·~'x.
H
Ces trois notions sont souvent joindrées par réquivalences sui·
vantes:
El'\ Ix E CVHJ .s. [V E 5BH (x)].
E2">. [(V E mH(x») -... (V·M =\= ,p)] .=. [x E MHJ.
E3? [(VE m1Ax» ~ (V·x(%() est résiduel dans x(~r»J .=. [x(~{) ï7 x).
E4°. [(x(m) if x) ~ (V·x(~) =F,p)] .=. EVE 5Bll (x)].
E5°. [H existe un système ordonné x(m) e Ml) tel que x(2{) Ï1' xJ
.==. [x E M H ].
E6--.. [x E X(~/)H, quel que soit un sous-système confinaI x(m')
dans x(~)] .s. [x(m) iz~ x].
Ceci étant posé, nous' allons démontrer le
Théorème 7. Les notions de la fermeture, de la famille des voisi-
]) x(~)eM signifie que le système x(~) se compo~o on bien de points de M
.(lU bien d'ensembles vides suivant que M est non-vide ou non.
12
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·nages et de la convergence sont ~quivalentes deux à deux en ce sens que:
Si l'une parmi' eux satisfait à la condition énoncée plus haut~ alors
.les autres sont dérivables d'elle et satisfont respectivement aux conditions
correspondantes.
Démonstration. La démonstration du théorème sera excutée en
,divisant en trois cas:
1). La relation entre la fermeture et la famille des voisinages.
Supposons d'abord que la fermeture satisfaisant à la condition (F)
soit donnée, et définissons la famille 5J3H (x) des voisinages de point x
relativement à H, par l'équivalence Elo :
Cela posé, nous allons démontrer en premier lieu que la famille
satisfait à ·la condition (V).
Soient V E mH(x) et Vc U. Nous avons alors CUc CV et
CUH c CVH selon la condition (F), donc XE CUH puisque XE CVH. Il
vient .donc U E 5BH (X) , ce qui prouve que' la famille 5Bll (x) vérifie la
condition (V).
Nous allons maintenant démontrer l'équivalence E2°.
Côté gauche -). Côté droit. Si XE M H , l'ensemble CM est, par la
.définition, un voisinage de x relativement à H, et il vient CM· M = f/J.
Donc l'implication que nous avions en vue est établie.
Côté droit -). Côté gauche. S'il existe un voisinage V E 5J3H (x) tel
·que V· M = f/J, il vient alors Mc CV. En vertu de la condition (F) et
.de la définition du voisinage, il vient MN c CVH et XECVH ; donc il
vient x EMn. Ainsi l'impiication que nous avions en vue est établie.
Réciproquement, supposons que la famille 5BH (x) des voisinages
vérifiant la condition (V) soit donnée, et définissons la fermeture Mil
par l'équivalence E2° :
[(VE5BH (X) -). (V·M=\=tft)J.-.[XEMHJ.
D'après cette définition, il est presque évident que la fermeture
,est monotone au sens généralisé, donc la fermeture vérifie la condition
(F).
Cela posé, nous allons démontrer l'équivalence Elo :
Côté gauche -). Côté droit. Si XE CVH , alors il existe selon la
.définition un voisinage U E mH(x) tel que U· CV = tft. Il vient donc
Uc V; par conséquent, étant UE mn(x), V appartient à mH(x) selon
la condition (V).
13
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Côté droit -+- Côté gauche. Soit V un ensemble appartenant à:
mH(x). Dans ce cas, étant évidemment V·CV= fJ, il vient xE"CVll
selon la définition de la fermeture.
2). La relation entre la famille des voisinages et la convergence.
Supposons en premier lieu que la famille mH(x) des voisinages
soit donnée, et définissons la convergence d'un système ordonné x(~{)
par r équivalence E3° :
[(V E 5BH (x» -+- (y. x(~l) est résiduel dans x(~»] .==. [x(~) it' x].
Nous allons d'abord démontrer que la convergence anisi définie
vérifie les conditions (Ct) et (C2).
Soient x(~) ~ x et x(~') un sous-système confinaI dans x(~). De
H
plus, si ron prend un sous-système confinaI x(~") dans x(~'), il rest
aussi dans x(~). Ceci posé, d'apres rhypothèse x(2f) '- x, si YE 5BH (x),H
alors V·x(2f) est résiduel dans x(%l); par suite, il vient V·x(~") =\= ifJ
selon le théorème 6 dans §1. Il vient donc selon le théorème 6 dans
§1 que Y·x(%{') est résiduel dans x{~'); ce qui prouve par la définition
que x(~') -+- x. La convergence satisfait donc à la condition (Cl).
H
En suite, soit x(~) un système ordonné tel que, quel que soit son
sous-système confinaI x(%l'), il existe un système ordonné x (58) dont
les éléments sont ceux de x(~') et il converge relativement à H vers
un point X indépendant de X(~/). Dans ce cas, étant x(58) 'i7 x, si
YE 5B/I(X), alors V·x(5S) est résiduel dans x(58), il vient donc V·x(~')
=\= fJ. Il en résulte selon le théorème 6 de §1 que Y·x('2C) est résiduel
dans x('2C); par la définition, il vient donc x(~) -+- x, ce qui prouve
H
que la convergence vérifie la condition (C2).
Ceci étant posé, nous allons démontrer l'équivalence E4° :
Côté gauche ~ Côté droit. Soit U un ensemble n'appartenant pas
à 5BH (x). Alors, U ne contient aucun élément de 5BH (x) selon la
condition (V). De là nous pouvons définir un système ordonné x('2C)
tel que x(~) ~7~ x et x(%l)· U = t/J comme suivant:
D'une part, en effet, si 5BH(x) =\=,p, alors, quel que soit V E mH(x),
il y a au moins un point Xv E V - U. Donc désignons par x(~)
l'ensemble des point Xv, V parcourant 5B]l(x), et nous rordonnons de
façon que V c V' équivaut à Xv ~ Xv,. Alors, comme on le sait,
x(2{) est ordonné et il vient de plus x(2{) 1t x et x(21)· U = t/J. Et
d'autre part, si ~H(X) = t/J, désignons par x(~) un système ordonné et
formé des ensembles vides. Alors, nous avons évidemment x(~) ~ X.
H
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selon l'hypothèse mH(x) = 1> et la définition de la convergence, et de
plus il vient U· x(~) = 1>.
Côté droit -+ Côté gauche. Supposons que V E mH(x) et x(m) ;i x.
Alors, par la définition V· x (~l) est résiduel dans x (~I); donc il vient
V·x(~) =F l/J, puisque V·x(~) se compose de points de x(~l).
L'équivalence E4° est ainsi complètement démontrée.
E-éciproquement, supposons que la convergence vérifiant les condi-
tions (Cl) et (C2) soit donnée, et nous en définirons la famille $[~H(X)
des voisinages de point x relativement à H, par l'équivalence E4° :
[(x(~) -+ x) -+ (V·x(~) =\= l/J)] .==. [VE mH(x)].
H
D'après cette définition, il est presque évident que la famille mII(x)
vérifie la condition (V). Donc nous démontrerons dès maintenant
l'équivalence E3°.
Côté gauche -+ Côté droit. Soit x(m:) un système ordonné de façon
que, quel que soit VE $[~H(X), v· x(m:) est résiduel dans x(~). Or" si
x (~/) est un sous-système confinaI de x (~l), alors x (~l) n'est pas
résiduel avec lui-même dans l'ensemble R - x(~'), et par suite celui-ci
n'appartient pas à ~~H(X). Donc il existe, selon la définition du voisi-
nage, un système ordonné x(~) tel qu'il converge relativement à H
vers le point x et n'a aucun point commun avec R - X(~/). Nous
pouvons dire de là que tous les points de x(~) appartiennent aussi à
x(~'); il vient donc x(~) Ji x selon la condition (C2).
Côté droit -+ Côté gauche. Soit x(~) -+ x. Si x(~'(') est un sous-
H
système confinaI de x(~), alors on a x(~') '- x selon la condition (Cl)'
H
Par suite, d'après la définition du voisinage, il vient V.x(~l') =\= l/J quel
que soit VE mH(x). x(tf') étant confinaI dans x(m:), V.x(~{) est résiduel
dans x(~), en vertu du théorème 6 dans §1.
3). La relation entre la convergence et la ferm.eture.
Supposons tout d'abord que la convergence vérifiant les conditions
(Cl) et (C2) soit donnée, et nous en définirons la fermeture par l'équi-
valence E5° :
[Il existe un système ordonné x (~) c M tel que x ('~l) ;7 x]
'-H
.==. [x E M ].
D'après cette définition, il est presque évident que la fermeture ainsi
définie vérifie la condition (F).
Cela posé, nous allons démontrer l'équivalence E6°.
15
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Côté gauche ~ Côté droit. Soit x(%f) un système ordonné et soit
x (%f') un sous-système confinaI de x(~). Si l'on suppose maintenant
que XE X('2'(,)H, alors, en vertu de la définition de la fermeture, il y a
un système ordonné x(>B) tel que x(>B) c x(%f') et x(5B) ~ x. Par con-
H .
séquent, il vient x(?ll) ~ x selon la condition (C2).H
Côté droit ---. Côté gauche. Soit x(m:) un système ordonn~ tel que
x(~) it' x et soit x(~') un sous-système confinaI de x(?ll). Si .x(~")
est un sous-système confinaI de x(~'), alors x (m:/I) l'est aussi dans
x(m). Par suite, il vient x(~") ---. x selon la condition (CI); donc il
H
vient XE x(~l')H selon la définition de la fermeture.
Réciproquement, supposons que la fermeture soit donnée et nous
en définirons la convergence par l'équivalence E6° :
[x E X('2'(,)H, quel que soit un sous-système confinaI x(~') dans X(21)]
.==. [x(~) ~ x].
H
D'après cette définition, il est évident selon le théorème 3 dans §1
que la convergence vérifie la condition (Cl). De plus, soit x(~') un
sous-système confinaI de x(~l) et supposons qu'il existe un système
ordonné xOB) tel que x(5S) c x(~') et x(~) ;:- x. Alors, il vient XE X(~)H
selon la définition de la convergence, et X(~)Hc X(~,)H selon la conditon
(F); il vient donc XE Xf~l,)H, par conséquent, on a x(~) ~ x par la
H
définition. Il en résulte que la convergence vérifie la condition (C2).
Ceci étant posé, nous allons démontrer l'équivalence E5°.
Côté gauche ~ Côté droit. Soit M un ensemble donné d'avance
et supposons qu'il existe un système ordonné x(~) tel que x(~r) c M
et x(~) ï7 x. Alors, il vient par la définition XE X(%f)H, puisque x(~f)·
est confinaI dans lui-même. Par suite, il vient XE M H selon la
condition (F).
Côté droit ---. Côté gauche. 'Supposons au contraire que, pour
chaque système ordonné x f~l) c M, il existe un sous-système confinai
x(~') de x(?2.t) tel que XE X('~l')H. Alors, il existe évidemment au moins
un ensemble V de façon que XE CVR , soit V = R - x(%f'). Désignons
par ~ la famille des ensembles V possèdant telle propriété.
Ceci étant posé, nous pouvons démontrer qu'il existe au moins
un VE U tel que V·M = t/J. En effet, si l'on suppose par contre qu'on
ait V'M4= t/J pour tout VE~, il existe alors un point XvE V·M quel
que soit VE~. Désignons par x(5S) l'ensemble formé des points XJ~
et l'ordonnons de façon que V c V' équivaut à Xl~ ~ XV' • Dans cette
16
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convention, comme on peut le vérifier facilement, x(~) est résiduel
dans chaque ensemble VE~. D'autre part, étant x(~) c M, il existe
un sous-système confinaI x(~') de x(5B) tel que XE X(\,B')H; donc
l'ensemble V* = R - x(",B') appartient à iJ. Par conséquent, xr..8) est
résiduel dans V*, ce qui contredit au fait que x(~') est confinaI dans
x (5B). Par suite, il existe un V E % tel que V· M = cP, il vient donc
Mc CV; d'où MU c CVn selon la condition (F). Or, étant XE CVH ,
on a XE Ml/.
Ainsi la démonstration du théorème 7 est complètement établie,
c.q.f.d.
Comme on peut le voir sans peine du théorème précédent, si l'on
retranche ia locùtion "relativement à Il'' et écrit M au lieu de MU,
m(x) au lieu de mH(x) et x(~) -)0 x au lieu de x(~{)"i? x, alors le
raisonnement dans l'espace monotone au sens généralisé R coïncide
avec celui dans l'espace monotone, c. à. d. dans l'espace jouissant de la
propriété que Mc N entraîne Mc N, quels que soit M et N. Par
conséquent, nous considérons dorénavant l'espace monotone.
Du théorème 7, nous pouvons immédiatement déduire les
Corollaire 1. Les trois propriétés suivantes d'un ensemble M sont
équivalentes:
(1) XE CM,
( 2 ) ME m(x), autrenient dit m(x) =\= cP et M contient un V E ~~(x).
(3') Quel que soit x(%l), si x(%f) -)0 x, alors x(~)·M =\= cP.
Le point x jouissant de l'une des propriétés ci-dessus s'appelle
point intérieur de M, e~ l'ensemble des points intérieurs de M s'appelle
intérieur de M que nous désignons par I(M) dans ce qui suit.
Corollaire 2. Les trois propriétés suivantes d'un point x sont
équivalentes:
( 1) x E cP,
( 2 ) 5U(x) = cP,
(3) Quel que soit x(~(), on a x(~) -~ x.
Or, en rapprochant les théorèmes 2, 3 et 7, nous avons les
Théorème 8. Dans l'espace R, les trois conditions suivantes sont
équivalentes:
( 1) if; = 9,
17
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( 2) Il E ~(x), quel que soit x, c. à. d. on a ~(x) =\= t/J.
( 3 ) Tout système ordonné et formé des ensembles vides ne converge
vers aucun point.
Théorème 9. Dans l'espace R, les trois conditions suivantes sont
.équivalentes:
(1) xEll,
( 2) [V E ~(x)J .-+ [V =\= t/JJ,
( 3) Il existe un système ordonné et formé de points seuls et tel
lJU ~il converge vers le point x.
En rapprochant les théorèmes 7, 8 et 9, nous avons le
Théorème 10. Soit R un espace dans lequel la jalnille des VOlSZ-
nages ~(x) l1/est pas vide, quel que soit x. Alors, la topologie de
J'espace R est bien détenninée par les convergences des systèmes ordonnés
et ne possèdant pas d'ensetJzbles vides COlnme leurs éléments.
En effet, si l~on suppose x(~) -+ x, le système x(~{) contient au
moins un point comme son élément; désignons donc par X(~/) le
sous-systèlTIe formé de tous les points appartenant à x (~{). Alors,
quel que soit VE ~(x), nous avons clairement V.x(~I') = V.x(~{), donc
il vient x(~{') '_)0 x puisque x(m) -+ x. Ce qui prouve que si x(~) -+ x,
il existe alors un système ordonné x(~{') dont les éléments sont des
points et tel qu'il converge vers le point x. De plus, comme on le
sait, tout système formé d'ensembles vides ne converge vers aucun
point de R. Par conséquent, la topologie de l'espace est déterminée
par les convergences des systèmes ordonnés et ne possèdant pas
d~ensembles vides comme leurs éléments, c.q.f.d.
Nous employons souvent la convergence d'un système filtrant à
droite au lieu de celle d'un système ordonné. Donc il s~agit de
~hercher que quelle condition doit être' satisfaite pour que la fermeture
puisse être écrite par le mot de la convergence d'un système filtrant
à droite. Mais, cette question peut être résolue facilement du fait
bien connu que, si un système filtrant à droite x{~() est contenu dans
l'ensemble somme M + N, alots il est ou bien confinaI ou bien résiduel
avec lui-même au lTIoins dans l'un desM et N et que, si un système
.fùtrant à droite x(~l) est résiduel avec lui-même dans un ensemble
M, il est encore confinaI avec lui-même dans l'ensemble M. Par
'Conséquent, lorsqu'.un système filtrant à droite x(~{), contenu dans la
somme M + N, converge vers un point x, alors, d'après le fait énoncé
.ci-dessus, au moins l'un des deux sous-système x(21)· M et x(~)·N
18
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converge aussi vers le point x. Donc, en tenant compte de l'équi.
valence E5'"', nous avons évidemment M + N = Kil + N. Nous appelons
additif l'espace possèdant cette propriété que M + N = M + N. En
outre, dans l'espace additif, si x ËCVl et XE CVe , alors nous avons
XE C(VI • V2); donc, en vertu de l'équivalence E1°, si Vl E m(x) et
VI! E m(x), alors le produit Vl • V2 appartient aussi à m(x). A la fin,
considérons la famille m(x) des voisinages vérifiant la condition citée
tout à l'heure ci.dessus, et définissons, d'après l'équivalence E5°, la
convergence des systèmes ordonnés par la famille m(x). Alors, 'comme
on peut le voir de la démonstration de l'équivalence E6° dans le
théorème 7, la convergence des systèmes ordonnés peut être com-
plètement déterminée par celle des systèmes filtrants à droite. Il en
résulte que, dans 'l'espace additif, il suffit de considérer la conver-
gence des systèmes filtrants à droite pour décrire la topologie dans
l'espace.
Ainsi, nous pouvons dire que les notions de la fermeture, de la
falnille des voisinages et de la convergence jouissent respectivement
des propriétés suivantes:
(F) M + N = M + N, quels que soient M et N.
(VI) [(VE m(x» .(Vc U)] -+ eUE ~(x)J, quel que soit x.
(V2 ) [(VI E $B(x». (V2 E 5B(x»] -+ [Vl • V2 E 5B(x)], quel que soit x.
(CJ Quel que soit un système filtrant à droite x(~l), si x(~l) -+ x,.
alors il vient x(~lf) -+ X pour tout sous-systèlne confinaI x(~l') de x(~l).
(Ç2) Soit x(~I) un système filtrant à droite. Quel que soit un
système confinaI X(~/) de x(~.(), lorsqu'il existe un point x indépendant
de x(~{/) et un systènle filtrant à droite x(~) qui converge vers le point
x et dont les éléments sont ceux de x(~l'), on a x(~l) -+ x.
Cela posé, en suivan~ le raisonnement dans le théorème 7, nous
pouvons vérifier sans peine le
Théorème Il. Les notions de la fermeture, de la famille des
voisinages et de la convergence sont équivalentes deux à deux en ce
sens que, si rune partni eux salisfait à la condition citée· plus haut,
alors les autres sont dérivables d'elle et satisfont respectivelnent aux
conditions correspondantes.
En remarquant que l'espace additif est monotone et que tout
sous-système résiduel d'un système filtrant à droite est confinaI. nous.
avons immédiatement des théorèmes 10 et Il, le
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Théorèm ~ 12. Dans l'espace additif, les trois conditions suivantes
sont équivalentes:
(1) -;J = r/J,
( 2) ~~(x) =\=,p, quel que soit x.
(3) Tout système filtrant à droite dont les éléments sont des e11,-
seJnbles vides ne converge vers aucun point.
Théorème 13. Les trois conditions suivantes sont équivalentes:
( 1") Mc M, quel que soit lU.
( 2 ) V E m(x) entraîne x E V, quel que soit x.
( 3 ) Quel que soit x, tout système ordonné {x(Il} qui se compose
d'un seul point x = x (Il' converge vers le point x.
Délnonstration. D'après le théorème 4, il est évident que (1) et
(2) sont équivalentes.
(2) -+ (3). D'une part, si Q)(x) = r/J, il vient x(~n -+ X selon l'équi-
valence E3°. D~autre part, si 5B(x) =\= r/J, selon (2) il vient x E V, quel
que soit VE ~Hx); donc on a évidemment x(~n -+ x.
(3) -+ (2). Soit x(~{) un système ordonné et formé d'un seul point
X(ll = x. Lorsqu'il existe un VE mcx-) tel que x EV, comme on le sait,
x (m) ne converge pas vers le point x. Nous aboutissons donc à une
·contradiction, c. q. f. d.
Théorème 14. Les trois conditions suivantes sont équivalentes:
( 1) x = x, quel que soit x.
( 2 ) V E m(x) entraîne x E V, qu~l que soit x.
x et y étant deux points distincts, il existe un V E m(y) tel
que x EV, quels que soient x et y.
( 3) Quel que soit x, en posant x = X(ll, (œ E m), le système ordonné
.x(~) converge vers le point x et il ne converge vers aucun point distinct
de x.
Démonstration. (1) -+ (2). Quel que soit M, si x E M, on a
x = xc M; il vient donc Mc M. Par suite, V E m(x) entraîne x E V
selon le théorème 4. Puis, soient x et y deux points distincts. D'une
part, si m(y) = 1>, il vient y E x selon l'équivalence E2°, et d'autre
part, si' m(y) =\= ifJ et x E V pour tout V E m(y), il vient y E x. Ce· qui
,-contredit à l'hypothèse (1). Donc il existe un V E m(y) tel que
.x EV.
(2) -+ (3). Quel que soit x, en posant x = X(ll' (a E 2{), le système
<>rdonné x(~() converge vers le point x seloQ l'équivalence E3° et
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l'hypothèse (2). De plus, le système x(m) ne converge vers· aucun
point.distinct de x, selon l'hypothèse (2) et l'équivalence E6°.
(3) -+ (1). Soit x(~) un système ordonné tel que x(Sll) c x. Alors,
x(2l) se composant du seul point x, il converge vers le seul point x;
par conséquent, il vient x = x selon l'équivalence E5° et l'hypothèse
(3), c.q.f.d.
Théorème 15. Considérons les trois conditions sui-vantes:
( 1) Quel que soit x, il existe un systènle ordonné et ne conver-
geant pas vers le point x.
Si x(?ll) -~ x, alors il ne converge vers aucun point distinct
de x.
( 2) On a Q..~(x) dr,p, quel que soit x.
Pour deux points distincts x et y, il existe deux voisinages
VE 5.B(x) et UE m(y) tels que V· U = qJ.
(3) Quel que soit x, il exist~ un système ordonné qui ne converge
pas vers le point x.
Si x(~) -+ x, .alors le systèlne x(~l) ne possède aucun point
distinct de x com1Jle son point adhérel1J1).
Alors, (1J entraîne (2 J, (2 J entraîne (3J. En particulier, dans
l'espace additif, (3) entraîne (1), en remplaçant le système ordonné par
le système ftltrant à droite.
Démonstration. (1) -+ (2). S'il existe un point x tel que ~(x) = ,p,
tout système ordonné converge vers le point x selon l'équivalence
E30; Ce qui contredit à l'hypothèse (1), donc on a ~(x) =\= ifJ.
Puis, supposons au contraire qu'il existe deux points distinct x
et y tels qu'on a V· U =\=,p pour tout V E m(x) et U E 5B(y). Dans ce
cas, désignons par XCV,lT) un point du produit V· U et ordonnons
l'ensemble des points XCV,U) ainsi définis, par la règle que Vc V' et
Uc U' équivalent à x,v.U) > xcv'.u')' Alors, comme on peut le voir, le
système {XCV,fT,} devient un système ordonné et il converge à la fois
vers les points x et y, ce qui contredit encore à l'hypothèse (1).
(2) -+ (3). Quel que soit x, étant m(x) =\=,p selon l'hypothèse (2),
il existe selon le théorème 8 un système ordonné qui ne converge
pas vers le point x.
En outre, soient x(~{) -+ X et x =\= y. li existe alors, selon l'hypo-
1) Un point x est dit adhérent d'un ~ystème ordonné x(~), si l'implication sni.
"Vante est \'érifiée:
[VdB(x)] -.:;, [V.x(2I) est confinal dans x(~I)].
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thèse (2), deux voisinages çlisjoints VE m(x) et UE m(y), et x(~) est
résiduel avec lui-même dans V; donc x(~{) n'est pas confinaI dans U~
par suite le point y n'est pas un point adhérent de x(~{).
En supposant à la fin que l'espace considéré soit additif, il est
clair que (3) entraîne (1), car le point limite d'un système filtrant à
droite est encore un point adhérent du système, c.q.f.d.
Théorème 16. Les deux conditions suivantes sont équivalentes:
(1) [VE $(x)] ~ [V =\= ~J,
Si UE ~(x), il existe alors un VE 5B(x) tel que Ve U.
( 2) Il existe un système ordonné et fOrlné de points et tel qu'il
converge vers le point x.
Soit {x~}, (a E ~( et (j E ?B(a», un système ordonné et formé
de points x~ possèdant deux suffixes a et S, où 58 (a) est dépendant de
a. Si {x~} vérifie les deux conditions:
1°. {x~} ~ xal pour chaque œ, lorsqu'on considère le systèlne C01121Jle
un système ordonné par rapport à S.
2°. {x~(a:)} ~ x, lorsqu'on considère le systèJne C01n1ne un système
ordonné par 'J-apport à a, où S(a) est un élément arbitrairement choisi
de ~(œ) et x est un point indépendant de {x~(C1\)}'
alors on a {xC1\} ~ x.
Démonstration. (1) .-)0 (2). D'après l'hypothèse (1), il existe selon
le théorèlne 9 un système ordonné dont tous les éléments sont des
points et tel qu'il converge vers le point x.
En suite, supposons au contraire qu'il existe un système {x~}
ordonné et renlplissant les conditions 10 et 2°, et tel que {xal } ne
converge pas vers le point x. Alors, d'une part, il existe selon
l,téquivalence E3° un UE 5B(x) dans lequel {xal } n'est pas résiduel avec
soi-Blême. Par suite, {xl1\} est confinaI dans CU. D'autre part, il
existe selon l'hypothèse (1) un VE 5B(x) tel que YeU; il en résulte
que {xC1\} est encore confinaI dans Cv: En désignant par {xj;} le
système des points x«' appartenant à la fois au système {xl);} et à
CV, selon l'équivalence E2c il existe, quel que soit xii', un voisinage
V(xli) E ~(xii") disjoint V, puisque x~E V.
Or, étant {x;} ~ xïi, le système est résiduel dans V(x~); par
suite, V(xii) contient au moins un point du système, soit X;<ëi). On a
alors xW<ii') E V pour tout a.
Cela posé, pour chaque li différent de a, prenons un point quel-
conque de {x~} et le désignons par x~((Il).
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Ainsi, si l'on désigne par {x~ca:)} le système des points de {xW((;)}
et de {X~ca)}, alors il vient {x~CIt)} ~ x selon la condition 2°; ce qui
est une contradiction, puisque VE ~(x) est disjoint à {xWca)} qui est
confinaI dans {x~(a:)}.
(2) ~ (1). D'après l'hypothèse (2), il vient EVE m(x)] ._~ ~V -\;- ifJ]
selon le théorème 9. Ensuite suppOsons par contre qu'il existe un
point x et u'n U E ~(x) de façon qu'il n'existe aucun V E ~~(x) tel que
Vc U; donc il vient V - U =\= ifJ quel que soit VE 5B(x). Désignons
par xl" un point de V - U et par {XV} le système formé des points
xv, V parcourant ~(x), et ordonné par ]a règle que Vc V' équivaut
à XV ;.:: XVI. D'après cette définition, il est évident que {XV} ne con-
verge pas vers le point x. Or, en rapprochant l'hypothèse (2), le
théorème 9 et l'équivalence E5", étant xl' E V, il existe un système
{x~} ordonné, formé des points x~ E V et convergeant vers le point
xv, où 8 parcourt un ensemble ordonné et dépendant de V.
Cela posé, en désignant par xrcn un point quelconque de {x~},
le syst~me {x~cV)} est considéré comme un système ordonné et il con-
verge évidemment vers le point x. Par conséquent, on a {XV} -- x
selon l'hypothèse (2), ce qui contredit au fait obtenu plus haut que
{xv"} ne converge Pas vers le point x, c.q.f.d.
Théorème 17. Les trois propriétés suivantes d'un ensemble U sont
équivalentes:
(1) R-UcR-U,
(2) XE U entraîne UE ~(x).
( 3) Si x(~l) -+ XE U, alors x(%()· U =\= ifJ.
Démonstration. (1) -+ (2). Etant XE U, il vient x ECu. En outre
il vient CUc CU selon l'hypothèse (1), d'où XE CU; donc UE 5B(x).
(2) ~ (3). Etant x E U, il vient U E m(x) selon l'hypothèse (2).
bonc, six('tl) -+ x, on a U·x(?l!) =\= ifJ selon l'équivalence E3°.
(3) -+ (1). Soit XE R - U. Si R - U = ifJ, selon l'équivalence E5°
il existe un système x(?l!) ordonné, formé des ensembles vides et con-
vergeant vers le point x. D'autre part, é tant ~ E U dans ce cas, on
a U· x(~) *ifJ selon l'hypothèse (3); ce qui est une contradiction.
Donc R - U =\= ifJ. Par conséquent, il existe selon l'équivalence E5°
un système x('2l) ordonné et formé des points de R - U tel que
x(~) -+ x. Or, étant évidemment U.x('2{) = f/J, x(?2X) ne converge vers
aucun point de U selon l'hypothèse (3); donc· on a x E R _. U,
c.q.f.d.
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lin ensemble jouissant de l'une des propriétés du théorème est
appelé ouvert. D'après cette définition, on peut dire qu'un ensemble
M est ouvert dans le cas et le seul cas où Mc I(M).
Des théorèmes 12 et 16, on peut déduire le
Théorème 18. Les trois conditions suivantes sont équivalentes:
(1) Mc M, quel que soit M.
(2) Quel que soit x, si VE ~(x), alors l'intérieztr I(V) de V est
ouvert et appartient à ~3(x) et contient le point x.
(3) Si {x~} ~ x/ll et {x/ll} ~ x, alors il existe un système ordonné
x((t) dont les élénzents sont ceux du systè1ne {x~} et tel que x«(t) ~ x.
Dé1Jwnstration. (1) ~ (2). Soit VE m(x). Etant XE CV, il vient
donc XE CCV = I(V). En outre, d'une part, étant GV = CI( V), on a
selon l'hypothèse (1) Cl(V) = CVe CV = CI(V); donc l(V) est ouvert.
Par conséquent, il vient l(V) E m(x) selon le théorème 17.
(2) ~ (3). Soient {x~} --)0 xtJ\ et {xQ\} ~ x. D'une part, si m(x) = if>,
tout système ordonn éconverge vers le point x selon l'équivalence E30.
D'autre part, si ~~(x) =\= rP, un V E ~(x) existe. On a alors C' CVE m(x)
selon l'hypothèse (2), et, étant {xQ\} ~ x, il existe un point xQ\ ap-
partenant à CCV, c. à. d. xa: ËCV: D'après l'équivalence E2°, il existe
un UE ~(xal) tel que U·CV = rP, d'où Ue V. Cela posé, en posant
xv· = x~ E V, désignons par x(Œ) = {XV} l'ensemble de tous les points
XV ainsi obtenus, et l'ordonnons par la règle que Ve V' équivaut à
XV ~ xv'. Alors, comme on peut le voir, on a x(Œ) -»- x.
(3) -.- (1). Soit XE M Quel que soit x(~{), si x(~l) ~ x, on a alors
x E M selon le corollaire 2 du théorème 7. Donc, considérons le cas
où il existe un système ordonné x(~) qui ne converge pas vers le
point x. Alors, étant XE M, il vient M =\= cP en tenant compte du
corollaire 2 du théorème 7. Donc; selon l'équivalence E5°, il existe
un système ordonné {xà } e M tel que. {xal } - .. x. Dans ce cas, il y a
deux cas possibles à considérer:
Premier cas où M = cP. Etant xal E M, quel que soit {x;}, il vient
{x;} ~ xal selon le corollaire du théorème 7; donc en posant x~ = t/J~
on a {x;} ~ x al• Par conséquent, selon l'hypothèse (3), il existe un
système ordonné x(Œ) dont les éléments sont ceux de {x~} et tel que
x(Œ:) -+ x. Donc XE M.
Deuxième cas ·où M =\:: f/J. Etant x/ll E M, il existe un système
{x;} cM ordonné et convergeant vers le point xal selon l'équivalence
E5°. Donc, il existe selon l'hypothèse (3) un système x(Œ) c {x;}
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ordonné et convergeant vers le point x: donc il vient x E M.
Il résulte du fait démontré plus haut que' Mc M, c.q.f.d.
Nous appelons quasi-accessible un espace vérifiant les conditions~
quel que soit M,
Mc M et M = M,
c. à. d. un espace quasi-accessible n'est autre qu'un espace vérifiant
les conditions, quel que soit x,
1. m(x) =F fjJ,
-·2. Quel que soit V E m(x), il existe un voisinages ouvert U E ~~(x}
tel que Uc V.
Théorème 19.. Soient X et Y deux espaces et soit y = f(x) une
fonction de X sur Y entier. Alors, les trois conditions suivantes sont
équivalentes:
(1) Quel que soit M, XE M entraîne f(x) Ef(M)..
( 2) S'il existe un voisinage V(f(x» de f(x) dans Y, il existe
alors un voisinage V E m(x) tel que f( V) c V(f(x».
(3) Quel que soit x(~l), si x(~) ~ x, alors f(x(~» -+ f(x).
Démonstration. (1) ~ (2). Tout d'abord, nous allons démontrer
que: si la famille m(f(x» des voisinages V(f(x» de fCx) dans Y n'est
pas vide, alors celle de x dans X l'est aussi.
Supposons, en effet, que 5B(x) = if>. Alors il vient x E if; selon le
corollaire 2 du théorème 7. Donc, selon l'hypothèse (1), il vient
j(x) Ef(tjJ) = if>; ce qui prouve du corollaire 2 du théorème 7 que
~(f(x» = <p. Il en résulte que m(f(x» =\= <p entraîne m(x) =\= t/J.
Ce préliminaire étant établi, nous allons démontrer notre implica-
tion. Supposons par contre que, pour V(f(x» donné d'avance il
n'existe aucun V E Q..~(x) tel que f(V) c V(f(x». Dans ce cas, si V E ~3(x)1­
alors V =\= <p, parce que si r/J E ~(x), on a évidemment f(r/J) c V(f(x».
En tenant compte de la supposition posée, il existe, quel que soit
V E ~(x), un point Xl" E V tel que f(xv ) EV(f(x». En désignant par
M l'ensemble des points Xv ainsi définis, comme on le sait, il vient
x E M. Donc on a f(x) E f(M) selon (1). Cependant, d'autre part, on
a évidemment f(M)' V(f(x» = 1>, donc f(x) E"f(M). Nous aboutissons
donc à une contradiction.
(2) -» (3). Soit x(s]l) ~ x. Si m(f(x» = fjJ, il vient f(x("ll» -+ JCx)
selon l'équivalence E3°. Donc supposons que mef(x» =\= 1>. Alors, il
en résulte que mcx-) =F r/J selon (2). Donc, en prenant un V E meX),.
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alors x(~l) est résiduel avec lui-même dans V; donc f(x(~l) rest
aussi dans f(V). D'autre part, selon (2) il existe pour V(f(x» donné
d'avance un V E ~(x) tel que f(V) c V(f(x». Par conséquent, f(X'(~»)
est à forte raison résiduel avec lui-même dans V(f(x». Donc il vient
f(x(~l» -» tex).
(3) -» (1). Soit x E M. Il Y a dans ce cas deux cas possibles à
considérer:
Premier cas où M =,p. Etant XE 4), il vient x(~) ~ x quel que
soit x(~(). Donc en prenant maintenant un système ordonné quel-
conque {)'~} dans Y, il existe un système ordonné {x~} dans X et tel
que J(x ft) = yft. Etant {xrll } -» x, il vient {y(l\} -» J(x) selon l'hypothèse
(3); ce qui prouve selon le corollaire 2 du théorème 7 que tex) E""i.
c. à. d. que tex) E/(M).
Deuxième cas où M =\=,p. Etant x E M, il existe un système
x(~()cM ordonné et convergeant vers le point x. Donc il vient
f(x("]{) -»J(X) selon l'hypothèse (3) et d'autre part on a f(x(~r»cf(M) ;
par conséquent, on a f(x) EJ(M) selon l'équivalence E5°.
Il en résulte en fin de compte que x E M entraîne J(x) EJ(M).
c.q.f.d.
§3. Convergence du système des ensembles.
Soit ~( un ensemble ordonné et soit {SOl} un système des ensembles
non-vides et ordonnés en suivant l'ordre des suffixes de façon que
a > {j équivaut à Sa. ~ Sp •
Cela posé, nous commencerons par les définitions nécessaires dans
·ce qui suit:
Un système ordonné {Sa.} est dit qu'il converge VeJ,"S un point x.
lorsque, pour chaque voisinage V E ~(X') s'il existe, l'ensemble des
suffixes des ensembles Sa. entièrement contenus dans V est résiduel
avec. '2(; le point X' s'appelle point limite de {Sn:}.
Un systèlne ordonl1é {Slll} est dit qu'il s'attroupe vers un point x,
lorsque, pour chaque voisinage V E ~(x) s'il existe, l'ensemble des
.suffixes des ensembles Sa. possédant au moins un point commun à V
est confinaI avec ~r; le point x est dit point adhérent de {Srll}.
Dans ce qui suit, nous considérons pour simplicité l'espace où
.,p = if; a lieu, c. à. d. 5B(x) =\=,p, quel que soit x.
Ceci étant posé, 011 peut vérifier sans peine les
Théorème 1. (1) Pour qu'un système ordonné {Srll} converge vers
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un point x, il faut et il suffit que, quel que soit un point Xa, de S(t" le
sys~ème ordonné {xœ} converge vers le point x.
(2) Pour qu'un système ordonné {SQI} s'attroupe vers un point X~
il faut et il suffit qu'il existe un système {xCll } ordonné et s'attroupant
vers le point x, où xQlest un point conve1Ulblemellt choisi de S('/,.
Un système ordonné {Set} sera dit 1JlOnotone si a;:=: fi entraîne
SQlcSfJ·
Si un système des ensembles {M} est ordonné par 1!illclusioll
i,werse, à savoir par la règle que Mlc M~ équivaut à Ml >: Mz , alors
le système deviendra monotone.
Or, étant donné un système ordonné {S('/,}, alors on peut engendrer
de lui un système monotone {M('/,} en posant M('/, = :b Sf3' et nous
fJ~llJ
l'appellerons le systèlne engendré de {Sa;}.
Théorème 2. La condition nécessaire et suffisante pour qu'un.
système ordonné {SQI} converge (s'attroupe) vers un point x est que le
système engendré {M('/,} de {SCII} converge (s'attroupe) vers le point x.
Théorème 3. Pour qu'un système {Sa;} s'attroupe vers un point X~
il faut et il suffit que la partie commune aux fermetures des ensembleS'
appartenant au systèlne engendré {Ma,} de {Sa,} ne soit pas vide.
Démonstration. Supposons d'abord que {S('/,} s'attroupe vers un
point x, autrement dit, que, quels que soient œ et V E m(x), il existe.
un suffixe $ dépendant de œ et de Y tel que (3;::: a et Y·Sf'J =\= rfi.
Donc, comme on le voit, étant Sf3 c Mo.: , il vient Mer,· V =\= rfi quel que
soit V E m(.X"). Par conséquent, il en résulte que x E Ma" quel que
soit a; il vient donc x E II M(() •
('/,
Inversement, soit x E IfM" • Alors, on a XE Ma, quel que soit 0:;
par suite il vient 11. Met =\= f/J quel que soit V E ~~(x). Il en résulte
itnmédiatement qu'il existe un suffixe p dépendant de œ et de V tel
que {3 ~ œ et V' Sa, =\= rp; ce qui prouve que {Sa.} s'attroupe vers le
point x, c.q.f.d.
Théorème 4. Les deux propriétés sui'L'antes sont équivalentes:
( 1) Tout systènle (}rdonné {xa} possède au moins un point ad-
hérent, où x" désigne un point.
(2) POlir tout systè,ne VlOJwtone {Mer,}, on a toujours il Ma =\= P.
('/,
Délnonstration. (1) -+ (2). Soit {MaJ un système monotone et soit,
x,. un point quelconque de Ma. Alors, par la supposition (1), le
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système ordonné {X'~} possède au moins un point adhérent, soit x.
Par suite, quels que soient œ et V E ~(x), il existe un point X'fJ tel
que {3 > œ et xf3 E V. D'autre part, {M~} étant monotone, on a
naturellement X'fJ E M~; par conséquent, on a V·Ma, =\= t/J et donc
x E Mœ quel que soit œ. Il vient "donc IlMOl =\= t/J.Ol
(2) -~ (1). Soit {xOl } un système ordonné et soit {MOl} le système
engendré de {xd }. Il vient alors IlMa, =\= t/J selon l'hypothèse (2), etOl
par conséquent, en vertu du théorème 3, le système {xa:} s'attroupe
vers un certain point de Tl Md, c.q.f.d.
Ol
Ceci étant posé, nous allons dès maintenant étudier la construc-
tion de l'espace vérifiant la condition dans le théorème 4.
Considérons d'abord le système ~ formé de tous les sous-ensembles
non-vides de l'espace R, alors, comnle on le voit, ~ peut être considéré
·comme un système monotone. Par conséquent, il faut exister, par
l'hypothèse posée à l'espace considéré, au moins un point x commun à
tout M, M parcourant~. On peut de là dire que le point x possède
un seul voisinage V(x) coïncidant avec l'espace tout-entier. Car, s'il
·existait un voisinage V:u différent de l'espace, alors on aurait assuré-
ment XE CV:tt, et ce qui est une contradiction.
Ainsi, du fait obtenu ci-dessus, on peut déduire facilement le
1 héorème 5. Pour que (da1is respace monotone) chaque systèJne
.(Jrdonné {xol } Possède au 1noins un point adhérent, il faut et il suffit
qu'il existe aze nwins un point dont la fa1J1.Îlle des voisinages (ou bien
.est vide ou bien) se compose d'un seul voisinage coïncidant avec l'espace
tout-entier.
L'espace de ce genre n'est pas bien intéressant, puisqu'il jouit
de la propriété très triviale. Par conséquent, nous allons dès mainte-
nant considérer un espace dans lequel chaque système filtrant à
droite s'attroupe vers au lTIoins un point.
Soit {x ol } un système filtrant à droite. Alors le système engendré
de lui {MOl} possède la propriété dite l'intersection de l'ordre fini, c. à..
d. le produit des éléments arbittairement choisis du nombre fini de
{MOI} n'est pas vide.
Ceci étant posé, nous avons le
Théorème 6. Les deux propriétés sui-vantes sont équivalentes:
( 1 ) Tout système filtrant à droite {x~} s'attroupe vers au 11Wins
1-l'/Z point.
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(2) Pour tout famille d'ensembles non-vides {M}, jouissant de la
propriété de l'intersection de l'ordre fini, la partie commune aux fer-
metures de tous les élém2nts de {M} n'est pas vide.
DélnOllstration. (1) -.. (2). En désignant par {Mo:,} le filtre\) en-
gendré2) de la famille {M} donnée d'avance, {Ma:} est considéré COlnme
monotone, c. à. d. a > {1 entraîne Ma: C JI4(3 •
Ceci posé, ·soit xa: un point quelconque de Ma:. Alors, {xœ} est
certainement un système filtrant à droite et par conséquent, il y a
selon (1) son point adhérent, soit x. Donc, si V E ~(x), alors V con-
tient un sous-système confinaI de {xa:}; par suite, il existe pour a
arbitraire un {1 supérieur à a tel que xf3 E V. Ce qui montre que
V' Ma;* tP, puisque {Ma:} est monotone. Par conséquent, on a évi-
demment XE Met, on a donc x E il Ma;. Etant {M}c {Ma:}, on a à
a;
forte raison x E II M.
.JI..'l t {1\.1}
(2) -.. (1). Soit {xa:} un système filtrant à droite et soit {1\.1œ} la
famille engendrée de {xa}. Alors il est clair que cette famille jouit
de la propriété de l'intersection de l'ordre fini; donc, par l'hypothèse
(2), il y a un point x appartenant à tous les Ma:. Il en résulte du
théorème 3 que {xa:} s'attroupe vers le point x, c.q.f.d.
Suivant la terminologie due à 1\1. Tukey, nous dirons compact un
·espace jouissant de la propriété énoncée dans le théorème précédent.
Nous voudrons discuter, dans le paragraphe suivant, par rapport à
l'immersion d'un espace dans un espace compact. Dans cette place-ci,
nous considérons par rapport à la propriété de l'intersectioI} de l'ordre
plus haut que fini.
Nous dirons qu'une famille des ensembles non-vides {M} jouit de
la propriété de l'intersection de l'ordre ~~, lorsque la partie commune
1) Filtre ~ est une iamiIl.e des ensembles non-vide5 jouissant des propriétés
f3ui "'antes:
1. ifJ -; ~.
~. Quels que soient des ensembles du nombre fini de ~r sa partie commnne
n'est pas vide et elle nppartient aussi à ~.
3. Quel que soit 1...1 ~~, l'le N entraîne Nt g:.
~) Soit {M} une famille vérifiant la propriété de l'intersection de l'ordre fini.
Alors on pellt engendrer de {ftl} un filtre g: uniquement déterminé comme suivant :
Si l'on désigne par ~ la famille deR ensembles contenant un moins une parti(~
commune aux ensembles du nombre fin: de {M}, alors ~ est bien l'une que nous
.avions en vue. JI est clair que ~::J {Al}.
Cf. H. Cartant, Théorie des filtreR., C. R. (Paris)., t. 205 (19:17). pp. 595-.598.
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aux éléments arbitrairement choisis de puissance *t de {M} n'est
pas vide.
D'après cette convention, nous aurons le
Théorème 7. La propriété suivante (1) entraine la propriété sui-
vante (2).
( 1 ) Si {M} est une famille des ense1Jzbles jouissant tk la pro-
priété de l'intersection de l'ordre ~ ~, alors la partie commune aux
jer1netures de tous ses élélnents n'est pas 'vide.
( 2 ) Si {G} est une famille des ensembles ouverts qui couvre
l'espace entier, alors elle contient une sous-famille de puissance *~
couvrant l'espace entier. .
Démonstration. Supposons par contre Que la famille {G} ne con-
tienne aucune sous-famille de puissance *~ couvrant l'espace entier.
Alors, en posant F = CG, comme on peut le vérifier, nous aurons
une famille des ensembles fermés {F} jouissant de la propriété de
rintersection de l'ordre *~. Donc, d'après l'hypothèse (1), la partie
commune à tous les éléments de {F} n'est pas vide; par suite, on a
R =F C(1IF) = ~G. Ce Qui nous donne une contradiction, C.Q.f.d.
En général, la réciproque du théorème 7 n'est pas nécessairement
vraie, mais elle est vraie sous Quelques conditions, c'est à savoir
que:
Pour Que la propriété (2) entraîne (1), il est suffisant Que l'espace
considéré vérifie les conditions suivantes, Quel que soit Mc R,
McM et
En effet, soit {M} une famille des ensembles possédant la pro-
priété de l'intersection de l'ordre ~t. Supposons par contre Que
IlM = r/J. Alors, en posant G = CM et en tenant compte de la sup-
position M = M, comme on peut le voir, la famille des ensembles
ouverts {G} couvre l'espace entier. Par suite, selon l'hypothèse (2),
{G} contient une sous-famille {G*} de puissance *t, couvrant l'espace
entier. Par conséquent, on a r/J = C(~G*) = IlM*, où M* = CG*.
De plus, selon l'hypothèse IVl*cM*, on a r/J = IlM* où M*E{IVI}.
{Al*} étant de puissance ~~, nous aboutissons donc à une contradic-
tion, c. Q. f. d.
§ 4. Immersion d'un espace dans un espace compact.
En tenant· compte du théorème 5 dans §3, nous pouvons dire,
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dans un espace vérifiant l'une des conditions citées dans le théorème
9 de §2, que:
A tout espace R, on peut associer, en ajoutant un point, un espace
{;ompact R* tel que R est homéomorphe à un sous-espace dense dans R*.
En effet, soit R* un ensemble formé de tous les points de R et
d'un point p n'appartenant pas à R. Définissons la famille des voisi-
nages de chaque point x de R* comme suivant:
Si XE R, la nouvelle et l'ancienne famille des voisinages de x
sont identiques.
La famille des voisinages de p (ou bien est vide ou bien) se COln-
pose' d'un seul ensemble R*.
D'après cette définition, on voit immédiatement que l'espace R*
vérifie assurément la condition citée dans le théorème, c.q.f.d.
Mais telle imlnersion est moins intéressante; donc nous considé-
rons dorénavant une imlnersion non triviale et naturelle d'un espace
dans un espace compact. Pour ce but, il est commode à considérer
ultrafiltre.
Un ultrafiltre ~ est un filtre tel qu'il n'existe aucun filtre conte-
nant ~ comme une vraie sous·famille.
Comme on le sait, pour qu'un filtre ~ soit ultrafiltre, il faut et
il suffit que, quel que soit Mc R, ou bien ME ~ ou bien CME~. Et
de plus, selon le théorème bien connu de IvI. Zorn, il existe pour un
filtre quelconque au moins un ultrafiltre ayant le filtre-là comm,e une
sous-famille. Par conséquent, on peut dire, du théorème 6 dans §3.
que les trois propriétés suivantes sont équivalentes deux à deux:
1) Tout système filtrant à droite possède au 1110ins un point ad-
hérent.
2) Tout filtre possède au 1710ins un point adhérent!).
3) Tout ultrafiltre possède au moins un point !bnite1).
Après ces préliminaires, nous nous avancerons à notre but.
Soit M un sous-ensemble quelconque dans l'espace R et désignons
par M* l'ensemble de tous les ultrafiltres ~ dans R auxquels M
appartient comme un élément. Alors, R* désigne l'ensemble de tous
les ultrafiltres dans R, et, comme on le sait, nous aurons les égalités
suivantes, quels que soient M et N:
1. rft* = rp,
1) Un filtre étant con~idéré comme un système ordonné et monotone, on ponrra
entendre son point adhérent et 90n point limite. Cf. p. 15·1.
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2. CR - M)* == R* - M*,
3. MeN entraîne M* c N*,
4. (M + N)* = M* + N*,
5. (M'N)* = M*·N*.
Ceci étant établi, nous considérons un ultrafiltre B dans R comme un
point de R* et définissons un voisinage du point B dans R* comme
suivant:
Soit M un ensemble quelconque dans R et désignons par l{ill}
l'intérieur de M, à savoir leM) = CCM. Si l{M) E~, alors nous em-
ployons l'ensemble (I{M»* dans R* .comme un voisinage du point ~~
et le désignons par V*(B) dans ce qui suit. Nous pouvons ainsi
considérer l'ensemble R* comme un espace, mais la famille des voisi-
nages d'un point dans R* n'est pas en général nécessairement non
vide. Donc, nous supposons pour la simplicité de .la discussion que
l'espace considéré vérifie la condition if; = cP dans ce qui suit.
D'après cette hypothèse, à chaque point B de R * . correspond au
moins un voisinage V*(B), parce que RE %et R lui-même est ouvert
dans l'espace R d'après l'hypothèse que if; = t/J.
Cela posé, nous allons démontrer que l'espace R* vérifie les pro-
priétés suivantes:
(1) L'espace R* est quasi-accessible.
Tout d'abord, il viendra BE V* (B). En effet, étant V* (f!) = (I(M» *
et leM) E B, donc par la définition on a évidenlment IT E (I(M»*= V*(~)..
En outre, V*(~) sera ouvert dans l'espace R*. En effet, soit ~l
un point quelconque de V* (~). Alors il existe pour V* (B) un en-
semble M tel que V*(~) = (I(M»*, leM) E %et leM) E ~t. Par consé-
quent, V*(~) lui-même est encore un voisinage de ITl d'après la
définition de voisinage. Ce qui prouve, selon le théorème 16 dans §2,
que V* (~) est ouvert, c. q. f. d.
(2) Si l'espace R est additif, alors l'espace Rf', l'est aussi.
En effet, soient V1*(IT) et Vl(%) deux voisinages de~. Il existe
alors deux ensembles IJ~ et M tels que Vt('i5) = (l(M;»-*, l(MJ E %~
V~I«~) = (l(~»* et l(MJ E B' B étant un filtre, le produit 1(M;)·I(M2)
n'est pas vide et appartient à ~. En outre, comme on le sait, R
étant additif, il vient I(Ml • M;) = l(~) . l(M); d'où 1(~·~) E ir..
D'autre part, on a évidemment (I(M· M;» * = (l(Ml )) * .. (1(M2»*, ce qui
prouve que le produit Vt (%) -Vi ('IT) lui-même est encore un voisinage
de IT- Il en résulte que l'espace R* est additif, c.q.f.d.
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Cela pOsé, nous allons démontrer le
Théorème 1. L'espace R* est c01npact.
Démonstration. Soit ~* un ultrafiltre dans R*. Alors la famille
des sous·ensembles M de R tels que M* E%*, se détermine unique-
ment par rapport à %*, nous la désignons par %.
Nous allons démontrer que rt est un ultrafiltre dans R. En effet,
on a d'abord ifJ E%, puisque t/J* =,pet ifJ* E~*. En outre. soient Mt
(i = 1, 2, , n), des ensembles du nombre fini de ~, alors on a par
la définition ~* E%*. D'une Part, 'iJ* étant un filtre dans R*, il vient
fi n fi n
" Mt E 'iJ'* , et d'autre part, étant IIMt = ( il ~)*, il vient (il Mf" E tJ*;(-1 n i=1, 1-1 t=l
par consequent, on a II Mt E~. De plus, si ME % et Mc N, alors il
i-1
vient M* c N*, donc on a .N* E ~*, puisque %* est un filtre. Par
suite, il vient N E~. Ainsi nous pouvons dire que ~ est un filtre
dans R.
Pour démontrer que ~ est un ultratiltre, il suffit de démontrer
que, quel que soit Mc R, ~ contient l'un et l'un seul des ensembles
M et CM. Or, il est clair que %ne contient pas en même tempS les
ensembles M et CM; Donc supposons par contre que ~ ne contienne
ni M ni CM. Alors, par la définition on a M* E~* et (CM)* E~*.
D'autre part, comme on le sait, M* et (CM)* sont mutuellement
complémentaires dans R*. %* étant 'un ultrafiltre dans R*, ~* con-
tient donc l'un et l'un seul des M* et (CM)*; nous aboutissons ainsi
à une contradiction. li en résulte que 6 est un ultrafiltre dans R.
Ceci étant établi, nous allons délnontrer que a, considéré comme
un point de R*, est un point limite de g.*.
Soit, en effet, V* (~) un voisinage quelconque de ~ dans R*.
Alors, il existe par la définition un ensemble M tel que l(M) E ~ et
(I(M»*'= V*(~). D'autre part, étant leM) E~, on a (l(M»* E %* selon
la définition de %.
En rapprochant les faits que (1(M»* = V*(ff) et (l(M»* E 'iJ*, on
a clairement V*(%) E %*. Ce qui nous montre que ~* converge vers
le pOint~. Ainsi la démonstration du théorème est complètement
établie, c.q.f.d.
Soit x un point de R et considérons dans R la famille de tous
les spus-ensembles contenant le point x. Alors, comme on le sait,
elle est un ultrafiltre dans R, donc nous le désignons Qar %:1" Quand
le point x parcourt Yespace R, nous obtiendrons l'ensemble des points
iS:w dans R*; nous le désignons par R dans la suite. Cela posé, si
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l'on fait correspondre à chaque point x de R le point ~'" de R*, alors
on a évidemment une fonction biunivoque ~OJ = (D(X') de R sur il.
Cela posé, nous démontrons d'abord le
Théorème 2. L'ense1nble Îl. est partout dense dans R*.
Démonstration. Soient ~ un point de R* et V*(~)' un VOIsInage
de~. Alors, pour ce V*(~) il existe un ensemble M tel Que l(M) E ~
et (I(M»* = V*(?J). Or, leM) E ~ entrainant l(M) =1= r/J, il existe un
point X' appartenant à leM). Par suite, il vient évidemment il. E (l(M»*,
donc on a ~:ll E V*(iS), puisque (l(M»* = V*(%). Ce qui prouve Que
R est partout dense ~nsR*, c.Q.f.d.
Théorème 3. Si l'espace R vérifie celte condition que Mc M, quel
que soit M, alors la fonction inverse de ~:Il = (D(X') est continue.
Démonstration. Comme on le sait, il suffit de démontrer Qu'on a
(0 (X) J(O(X), quel Que soit XC R.
Or, soit ~'" un point quelconque il'appartenant pas à (D(X), autre-
ment dit, soit x EX. Il existe alors un voisinage V(x) de x tel Que
V(x)· X = r/J. Etant évidemment X' E l(V(x», il vient I(V(x» E ~~. Par
suite, rensemble (l(V(x»)* est un voisinage de ~Ol dans R*. D'autre
part, ~!I étant un point Quelconque du produit il- (1(V(x»)*, on a alors
I(V(x» E ~v selon la définition de (l(V(x»)*. Il vient donc y E I(V(x»
en vertu de la· définition de ~y; par suite, il existe un voisinage
V(y) tel Que Vey) c V(x). Il en résulte Que V(y)· X == r/J, en vertu du
fait que V(x) "X = <P; donc J' Ë X et de plus y"E X selon l'hypothèse
que Mc M, quel que soit 1\1/. Par suite, on a ~!JE(D(X); ce qui
donne Îl., (l(V(x»)* "Çf'(X) =!/J. En outre, étant (R* - il) .(D(X) = 1>, il
vient en fin de compte (l(V(x».)*·(O(X) = 1>; donc on a ~:11E (D(X).
Nous avons ainsi l'inclusion 9'(X) ::::>~(X), c.q.f:d.
Théorème 4. Si l'espace R est quasi-accessible, alors la fonction
~:tI = ~(x) est continue.
Délnonstration. Il 110US suffit de démontrer qu'on a ~(X) c ço(X),
quel que soit Xc R.
Soient x un point quelconque de X et V*(g:",) un voisinage quel-
-conque de ~~. Alors, en vertu de la définition de V*(iJ:l')' il existe
un ensemble M tel que leM) E~:Jf et (1(M»* = V*(~:lI). Il résulte de
I(M) E~:n que XE I(M); il existe donc un voisinage V(x) tel que
V(x) c M. De plus, selon l'hypothèse posée, il existe un voisinage
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ouvert U(x) de x tel que U(x) c V(x). Par suite, on a U(x) c M. Dans
ce cas, d'un~ part, étant x E X, il existe un point y appartenant au
produit U(x) 0 X, et d'autre part, U(x) étant ouvert, U(x) lui-même est
un ,voisinage de y. Par suite on a y E I( U(x»; donc y E I(M), puisque
U(x)c M. Par conséquent, on a au E (1(M»* = V*(~l,,); ce qui prouve
que V* Ct~~) oc;o(X) * !/J, autrement dit, que %,. E~(X). Il vient donc
(p~X)c c;o(X), c.q.f.d.
Des théorème 3 et 4, on a immédiatement le
Corollaire. Si l'espace R est quasi-accessible, la fonction ~;r. = c;o(x)
est bicontinue, autrelnent dit, R ,et Ji. sont homéo,norphes.
Théorème 5. Soient R un espace quasi-accessible et U un ensemble
ouvert quelconque dans R. Si l'on fait correspondre à U l'ensentble
f( U) = U* dans R*, alors U· est ouvert dans R*, et de Plus, dans ce
cas, la famille de tous les ensell1bles de la forme f( U) constitue une
base pour les enselnbles ouverts dans R*, où U parcourt la famille de
tous les ensembles ouverts dans R. En outre, cette correspondance
f( U) = U* est ,iS01JlOrphe, c. à. d. on a, quels que soient Ut et Ur,
f( Ul + U2 ) = f( UI ) + f( 0;),
f( UI 'U2 ) = f( Ul) .f( U2),
et elle vérifie la condition que q>-l(f( U)· R) = u, où fP est la fonctioll
définie dans le théorème 3.
Délnonstratioll. Soit U un ensemble ouvert dans R et posons
f( U) = U*. En prenant un point % de U*, par la définition on a
UE B. Par conséquent, R étant quasi-accessible et U ouvert dans R.
il vient I(U) = U; donc (I(U»* = u* est un voisinage de~. Il en
résulte d'abord que U* est ouvert dans R*.
,En suite,- soient Ul et U2 detLx ensembles ouverts et distincts
dans R. Alors, on peut supposer Qu'il existe un point x E Ul - Ul. J-
et dans ce cas on a ~3' E Ut et tJ"E Ut; Il en résulte que f( 0;) =F f( U2).
Par conséquent, la correspondance entre les familles {U} et {f(U)}
est biunivoque. En outre, soient G( *) un ensemble ouvert dans R*
et ~ un point de G(*' ). Etant %E G(*), il existe un voisinage v* (%).
de ~ contenu dans G(*) et, d'autre part, un ensemble MeR tel que
I(M) E iJ et (I(M»* = V;':·C~). De plus, I(M) est ouvert dans R, puis-
que R est quasi-accessible; donc f(I{M») = (1(M»* = V*(~)cG(*)O­
Ce qui montre qu'il existe un ensemble ouvert U tel que f( U) c G(*)
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et 'J Ef(U). Par conséquent, il existe pour G(*) une famille 2( des
ensembles ouverts U convenablement choisis telle que ~ !(U) = G(*').
UEW
Nous pouvons de là dire que la famille des ensembles !(U) constitue
une base pour les ense_mbles ouverts dans R*. De plus, comme on le
ê3it, étant (UI + U2)* = Ut + Ul et (~" ~)* = Ut· Ul, il vient donc
!(U, + U2) = !(U1) + f(~); feUle U2 ) = !(UJ·/(U'!).
Finalement, nous démontrons que lp-l(/(U) "Îi) = U; D'abord, il
est visible que l'ensemble f( U) "il. se compose de tous les ultrafiltres
contenant un certain point de U, donc on a évidemment ({J-l(f( U) •il)
- U, c".q.f.d.
De- plus, nous allons démontrer le
Théorème 6. Soit W un espace quasi~accessible, compact, conte-
nant l'espace R C01nlne un sous~espace et vérifiant les trois conditioll..f:ô
suivantes:
( 1 ) L'espace W vérifie les conditions (T:l) et (Ts)!).
(2) R = W.
( 3 ) Quel que soit un point UJ E W, il existe un ultrafiltre ~ dans
R de façon qu'il existe dans W un ultrafiltre W(~), contenant ~
COlnlne sa sous-falnille et convergeant vers le point w.
Dans ces conditions, il existe une fonction continue w = !('a) de
il* sur Wtelle que x = f(fj,,) , quel que soit ~:JI E R, où R * et R SOllt
les enselnbles définis dans le théorème. 3.
Démonstration. Soit ~ un point de R*, autrement dit soit B un
ultrafiltre dans R. Alors il existe un ultrafiltre dans W tel qu'il
contient ~ comme une vraie sous-famille, nous le désignons par W(~).
Remarquons tout d'abord, comme on peut le vérifier sans peine,
que le système des parties communes à R et aux éléments de W«(y)
coïncide avec le système ~.
Or, en tenant compte de la condi"tion (T2), l'ultrafiltre W(~) con-
verge vers un point et un seul point, soit w. Dans ce cas, nous
définissons une fonction f de R* dans W telle que
w = f(~).
1) (1"1:) ct (7!1) signifient re9pccti"cment les conditions (2) du théruèllle 15 et (1)
(lu théorl~me Ir: dc § 2.
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D'après cette définition, on a manifestement f<75:,) = x, quel que soit
~;,fER.
Cela posé, nous. allons démontTer que la. fonction f est unique-
ment déterminée par ~. Pour cela supposons qu'il existe dans W
deux ultrafiltres W1CiJ) et W2(~) contenant tl comme leur sous-famille
et que Wl(~) converge vers un point W I et TV2<~) un point U''}.. Si
WI =F U'2, il existe selon la condition (T:?) deux voisinages V(wJ et
V(w!!) tels que V(wl )· V(w2 ) = t/J. vVtCi5) convergeant vers le point W 1 t
on a V(wr) E W1CJ).· De même, on a V(w!!) E W2(~). Il vient donc
V(w t ) • R ~ t/J =1= V(w:?)· R selon rhypothèse (2). En outre, d'après la
remarque citée plus haut, V(wJ· RE % et V(U'2)' R E~. Ce qui nous
donne une contradiction que~ n'est pas un filtre dans R. Donc on
a 1(..'1 = U'2 et par suite la fonction f est univoque. .
Nous allons démontrer que f(R*) = W. En effet, soit w un point
quelconque de W. .D'après l'hypothèse (3), il existe un ultrafiltre ~
dans R de façon qu'il existe dans W un ultrafiltre T:V(~) convergeant
vers le point w et contenant is: comme sa sous-fan1ille. Par consé-
quent, on a, par la définition, f(~) = w; Il en résulte que f(R*) = TV.
En dernier lieu, nous allons démontrer que f est continu sur R*.
Pour cela, il nous suffit de démontrer, selon le théorème 19 de § 2,
que, pour chaque système ordonné frta} qui se compose des points
~a; de R* et converge vers un point ~ de R*, le système ordonné
{f(~a)} converge vers le point f(fj).
Posons maintenant
f(l!5a;) = w~ et f('fj) = 10,
et prenons un voisinage quelconque V(w) de w.' Dans ce cas, selon
la condition (Tl)' il existe un voisinage ouvert U(w) tel que D(w) c V(w).
Etant f('ij) = w, il existe un ultrafiltre lV(~) dans W tel qu'il con-
verge vers le point w et contient 'ij comme sa sous-famille. Donc on
a U(w) E W(~) et U(w)' R E ~.
Or, U(w) étant ouvert dans TV, le produit U(w)· R l'est aussi dans
le sous-espace R de vVe Par conséquent, l'intérieur de U(u') ,Il rela-
tivement à l'espace R est identique à soi-même. Donc, en tenant
compte .de la définition d'un voisinage du point ~ dans R* et du fait
que U(w)· R E~, il en résulte que l'ensemble <U(w)· R)* est un voisi-
nage du point ~; nous posons donc V* (cr) = (U(w) ,Ry*.
En outre, d'une part le système ordonné fi~«} convergeant' vers
le' point 6, il existe pour V*(~) un suffixe a tel que 1513 E V*(rt) pour
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tout ~ > œ. Par conséquent, il vient par la définition U(zv)· R E ~13"
pour tout S > œ. D'autre part, étant f('fjf3) = wf3 ' le point U'fJ appar-
tient aux fermetures de tous les ensembles' de ~j3' donc il vient
WfJ E U(w) .R; par suite, on a, pour tout B > il',
f(-JfJ) = WI3 E U(w) c V(w),
Ce qui prouve que le système {f(~a;} converge vers le point f(Tj) ;
donc la fonction f est continue, c.q.f.d.
(Suivre)
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