





Расчет теплопереноса в наноразмерных гетероструктурах
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Аннотация. Проведен расчет температурного режима в наноразмерных бинарных гетероструктурах AlAs/
GaAs. При моделировании теплопереноса в нанокомпозитах важно учитывать, что рассеивание тепла в много-
слойных структурах при размерах слоев порядка длины свободного пробега носителей энергии (фононов 
и электронов) происходит не на кристаллической решетке, а на границах слоев (интерфейсах). Поэтому 
использование классических численных моделей, основанных на законе Фурье, сильно ограничено, так 
как дает существенные погрешности. Для получения более точных результатов. Использована модель, в 
которой распределение тепла предполагалось постоянным внутри слоя, при этом температура ступенчато 
изменялась на интерфейсах слоев. Для вычисления использован гибридный подход: конечно−разностный 
метод с неявной схемой для временной аппроксимации и бессеточная модель на основе набора радиально−
базисных функций для пространственной аппроксимации. Расчет параметров базисов проведен через ре-
шение системы линейных алгебраических уравнений. При этом подбирали только весовые коэффициенты 
нейроэлементов, а центры и «ширины» были фиксированы. В качестве аппроксиматоров рассмотрен набор 
часто используемых базисных функций. Для увеличения скорости вычислений выполнена параллелизация 
алгоритма. Проведены замеры времени счета для оценки прироста производительности при использовании 
параллельной реализации метода.
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Введение
В настоящее время наноразмерные гетеро-
структуры представляют высокий интерес, что 
обусловлено рядом уникальных свойств, которые 
демонстрируют материалы, основанные на них [1]. 
В частности, нанокомпозитные материалы могут 
обеспечивать крайне высокие показатели тепло-
проводности, что является ключевым аспектом в 
эффективном рассеивании избыточной энергии. 
Это свойство материалов востребовано, например, 
в микроэлектронике [2, 3], так как отвод тепла яв-
ляется одним из важнейших факторов, определяю-
щих плотность размещения полупроводниковых 
элементов, при которой проектируемое устройство 
может успешно функционировать. В связи с этим 
постоянно ведутся работы по построению эффек-
тивных моделей теплопереноса в подобных нано-
структурах [4].
Исследования нанокомпозитных материалов 
показали, что основными барьерами для тепло-
переноса в гетерогенных наноструктурах являются 
интерфейсы — граничные области между слоями 
[5]. Этот факт обусловлен тем, что в интерфейсах 
происходит основное рассеивание фононов [6—8], 
из−за чего характеристики теплопереноса суще-
ственно отличаются от однослойных материалов, где 
большая часть энергии рассеивается на кристалли-
ческой решетке.
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Одним из перспективных подходов для опи-
сания тепловых процессов в гетероструктурах в 
наномасштабе является применение бессеточных 
методов, в частности нейросетевых. Эти методы 
хорошо зарекомендовали себя в задачах с высокой 
размерностью, при расчете на сложной области, 
также нейросетевые методы успешно применяли 
для решения некорректных задач [9—12].
Ниже рассмотрено построение метода расчета 
теплопереноса в наноразмерных гетероструктурах 
на макроскопическом уровне. Использовали одно-
мерную модель теплового баланса слоев, предло-
женную в работе [13]. Авторы работы [13] восполь-
зовались неявной конечно−разностной схемой, в 
настоящей работе использован гибридный метод с 
конечно−разностным разбиением времени и нейро-
сетевой аппроксимацией каждого слоя.
Постановка задачи
Требуется рассчитать распределение темпера-
туры многослойной структуры AlAs/GaAs. В работе 
[13] предложена модель, в которой температура по-
стоянна внутри слоя, а все изменения происходят 
на границах (интерфейсах) слоев. Тепловой баланс 
задан как
 i = 1, …, N, (1)
где C — теплоемкость; ρ — плотность; h — ширина 
слоя; σ — тепловая проводимость; N — число слоев; 
T — температура слоя. Внешние границы структуры 
изолированы, что достигается обнулением значений 
тепловой проводимости для первого и последнего 
слоя. Так как рассматривается начально−краевая 





Для расчета распределения температуры 
по слоям использовали гибридный конечно−
разностный нейросетевой алгоритм. Применяли 
конечно−разностную разбивку по времени, а для 
получения приближенных решений в пространстве 
использовали нейросетевые аппроксиматоры. Выбор 
архитектуры сетей является достаточно обширным 
вопросом, в общем случае подбор оптимальной кон-
фигурации требует глубокого изучения условий 
задачи [11, 14]. Использовали достаточно простые 
нейросетевые модели: сети радиально−базисных 
функций с одинаковым числом элементов и задан-
ной базисной функцией.
Сначала рассмотрим конечно−разностное ре-
шение, так как оно будет использоваться в качестве 
эталонного для проверки точности полученных 
нейросетевых аппроксимаций. Для дискретизации 




Подставим уравнение (3) в выражение (1), после 
элементарных преобразований можно составить 
трехдиагональную матрицу коэффициентов отно-
сительно температуры слоев T:




Таким образом, температура на очередном вре-
менном шаге может быть вычислена как
 Tk+1 = A−1Tk. (5)
Теперь рассмотрим гибридный подход с 
конечно−разностным разбиением по времени и ней-
росетевым по пространству. На каждом временном 
слое рассчитываем приближенное решение в виде 
сети радиально−базисных функций [11, 12, 14]. Вы-
ход сети можно записать в следующем виде:
 
 (6)
 ϕi(x) = ϕ(ri(x), εi), (7)
 
 (8)
где ωi — весовые коэффициенты; εi — «ширина» 
базиса; xc — координаты центров. Также, можно 
воспользоваться нормализацией [15—17], при этом 
в ряде случаев можно получить более высокую 
точность решения [9, 10, 15]. В этом случае выход 
аппроксимирующей сети будет имеет вид
 
 (9)
В рассматриваемой модели температура посто-
янна на слое и меняется скачкообразно на границах, 
поэтому для упрощения задачи учитывается толь-
ко выход нейросети в центре каждого из слоев и 
предполагается, что данное значение идентично по 
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всей ширине слоя. В качестве радиально базисной 
функции были выбраны для дальнейшего сравнения 
результатов следующие функции:








В работе для подбора параметров использовали 
метод Канзы [20—22], т. е. центры и ширины задают-
ся в начале алгоритма и остаются фиксированными 
на всем протяжении, а подбираются только весовые 
коэффициенты. Выпишем алгоритм для получения 
весов. Введем вспомогательные матрицы
Bi,j = Ai,i−1Ci−1,j + Ai,iCi,j + Ai,i+1Ci+1,j;
  (13)
Ci,j = ϕi,j.
В таком случае весовые коэффициенты на 






В качестве тестовой задачи для демонстрации 
работоспособности описываемого метода решения 
рассмотрена многослойная структура с N = 1000 
чередующимися слоями AlAs/GaAs шириной h =
= 50 нм, одинаковой для всех слоев, заданы тепло-
физические параметры материалов (табл. 1).
Для решения использовали нормализованные и 
ненормализованные радиально−базисные аппрокси-
маторы, центры базисов размещались в центрах сло-
ев наноструктуры: . Ширины базисов 
были фиксированы: εi = 1/h. Временной шаг прини-
мался как τ = 10−10 с. Для оценки точности получен-
ных решений провели расчет конечно−разностным 
методом и вычислили среднеквадратичное откло-
нение между конечно−разностным и нейросетевым 
решением в слоях. На рис. 1 представлена динамика 
изменения теплового баланса по слоям для варианта 
с гауссовым аппроксиматором, выход нейросетевой 
Рис. 1. Распределение тепла по слоям гетерогенной нано-
структуры в процессе симуляции с использованием нор-
мализованной радиально−базисной сети с гауссовым 
аппроксиматором
Fig. 1. Heat distribution over the layers of a heterogeneous na-
nostructure in the process of simulation using a normalized 
radial−basis network with a Gaussian approximator
Рис. 2. Решения для выбранных аппроксиматоров для раз-
личных моментов времени t, нс:
1 — t = 10 нс; 2 — 50; 3 — 100; 4 — 500; 5 — 1000.
МКР — решение методом конечных разностей, далее 
решения сетями радиально-базисных функций; Г — с 
функцией Гаусса; МК — с мультиквадриком; ОМК — с об-
ратным мультиквадриком; нормализованные аппрокси-
мации — с добавлением окончания «Н»
Fig. 2. Solutions for selected approximators for different instants 
of time t, ns:
(1) 10; (2) 50; (3) 100; (4) 500; (5) 1000.
(МКР) solution by the method of finite differences, then so-
lutions by networks of radial basis functions; (Г) with Gauss 
function; (MK) with multiquadric; (OMK) with reverse multi-
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модели был нормализован. Для остальных случаев 
вид графика аналогичный.
Решения для различных моментов времени для 
выбранных аппроксиматоров приведены на рис. 2.
Из рис. 2 видно насколько близко полученные 
нейросетевые решения совпадают с эталонным, что 
говорит о высокой точности метода. Различные ап-
проксиматоры дали незначительно отличающиеся 
по точности решения, абсолютное среднеквадра-
тичное отклонение относительно МКР−решения 
составляет порядка 10−5 К.
Параллелизация алгоритма
Для увеличения производительности метода 
была проведена параллелизация алгоритма. Ис-
пользовали библиотеку OpenMP [23, 24]. Вычисле-
ния проводили на 2 стендах и персональном (домаш-
нем) компьютере:
− Домашняя система на базе Intel Core i74800Q, 
4 физических ядра, 8 виртуальных, 8GB RAM, ОС 
Linux Ubuntu LTS 18.04, компилятор GCC 7.3.0, вер-
сия OpenMP 4.5.
− Специализированная вычислительная систе-
ма на базе IBM PowerNV 8335−GTB, 8 физических 
ядер, 128 виртуальных, 512GB RAM, ОС Ubuntu LTS 
16.04, компилятор IBL XLC_R 13.01.0005.0001, версия 
OpenMP 4.0.
− Специализированная вычислительная систе-
ма на базе IBM PowerNV 8335−GTB, 10 физических 
ядер, 160 виртуальных, 512GB RAM, ОС CentOS 
Linux release 7.3.1611 (AltArch), компилятор IBL 
XLC_R 13.01.0005.0001, версия OpenMP 3.1.
В качестве отправной точки использовали по-
следовательную реализацию алгоритма, далее рас-
Таблица 2
Время счета и ускорение на Intel i74800Q
[Count time and acceleration on the Intel i74800Q]
Параметр
Число потоков
1 2 4 8
Время счета, с 350,04 202,18 154,41 139,58
Ускорение 1 1,73 2,27 2,51
Таблица 3
Время счета и ускорение на PowerNV 8335−GTB с 8 ядрами
[Counting time and acceleration on PowerNV 8335–GTB with 8 cores]
Параметр
Число потоков
1 2 4 8 16 32 64 128
Время счета, с 198,997 101,793 55,344 34,494 35,47 30,245 28,303 50,862
Ускорение 1 1,955 3,59 5,769 5,610 6,579 7,03 3,912
Таблица 4
Время счета и ускорение на PowerNV 8335−GTB c 10 ядрами
[Counting time and acceleration on PowerNV 8335–GTB with 10 cores]
Параметр
Число потоков
1 2 4 8 10 16 32 64 80 128 160
Время счета, с 202,37 114,41 56,64 39,31 30,7 39,1 38,95 31,69 26,11 36,05 73,38
Ускорение 1 1,769 3,57 5,14 6,59 5,17 5,2 6,39 7,75 5,61 2,76
чет вели с увеличением числа потоков. Результаты 
сведены в табл. 2—4. В строке ускорение указано 
увеличение скорости счета относительно последо-
вательного режима. Совместный результат пред-
ставлен на рис. 3.
Из табл. 2—4 видно, что параллелизация суще-
ственно сократила время счета для вычислительных 
систем. Результаты для домашнего компьютера де-
монстрируют сублинейное ускорение от количества 
потоков, в том числе при использовании виртуаль-
ных ядер (последний столбец): производительность 
хоть и незначительно (~10 %), но выросла.
Для компьютеров Power8 все не так однознач-
но. Так, для второго стенда при увеличении числа 
потоков с 1 до 8 (число физических ядер) наблюда-
ется стабильный сублинейный рост скорости (для 
1—4 практически линейный). Далее, для 16 потоков 
скорость оказалась незначительно ниже, чем для 
8 потоков, 32 и 64 потока демонстрируют ускоре-
ние. Версия с 128 потоками выполнялась аномаль-
но долго, сопоставимо с вариантом с 4 потоками. 
По−видимому, это связано с недостаточно тонкой 
настройке библиотеки OpenMP. Аналогичная си-
туация наблюдается с третьим стендом: стабильный 
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рост производительности, если число потоков не 
превышает число физических ядер, и неоднознач-
ное поведение при дальнейшем увеличении числа 
потоков.
Из рис. 3 видно, что специализированные вы-
числительные платформы существенно быстрее 
домашнего компьютера на рассматриваемой задаче, 
особенно при использовании большого числа ядер. 
Максимальная производительность Power8 стендов 
была достигнута при расчете в 64 потока для второго 
стенда с 8−ми физическими ядрами и в 80 потоков 
для третьего стенда.
Заключение
Рассмотрен гибридный конечно−разностный 
нейросетевой метод для расчета теплового режи-
ма гетерогенных наноструктур. Продемонстриро-
вана высокая точность алгоритма для различных 
радиально−базисных аппроксиматоров. Для увели-
чения скорости счета реализована параллелизация 
метода. Показано, что с использованием многоядер-
ных систем можно добиться существенного роста 
производительности. Отмечено, что при задейство-
вании виртуальных ядер компьютеров не обяза-
тельно происходит ускорение.
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Рис. 3. Изменение времени счета в зависимости от числа по-
токов (чем короче полоска, тем быстрее)
Fig. 3. Change in counting time depending on the number of 
flows (the shorter the bar, the faster)
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Calculation of heat transfer in nanoscale heterostructures
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Abstract. The article discusses the calculation of the temperature regime in nanoscale AlAs/GaAs binary heterostructures. 
When modeling heat transfer in nanocomposites, it is important to take into account that heat dissipation in multilayer struc-
tures with layer sizes of the order of the mean free path of energy carriers (phonons and electrons) occurs not at the lattice, 
but at the layer boundaries (interfaces). In this regard, the use of classical numerical models based on the Fourier law is 
limited, because it gives significant errors. To obtain more accurate results, we used a model in which the heat distribution 
was assumed to be constant inside the layer, while the temperature was stepwise changed at the interfaces of the layers. 
A hybrid approach was used for the calculation: a finite−difference method with an implicit scheme for time approximation 
and a mesh−free model based on a set of radial basis functions for spatial approximation. The calculation of the parameters 
of the bases was carried out through the solution of the systems of linear algebraic equations. In this case, only weights of 
neuroelements were selected, and the centers and «widths» were fixed. As an approximator, a set of frequently used basic 
functions was considered. To increase the speed of calculations, the algorithm was parallelized. Calculation times were 
measured to estimate the performance gains using the parallel implementation of the method.
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