Abstract-In this paper, we investigate the performance of a multi-cell CDMA network by determining the maximum throughput that the network can achieve for a given gradeof-service requirement, quality-of-service requirement, network topology and call arrival rate profile. Our analysis is restricted to the reverse link and accounts for mobility of users between cells. A constrained nonlinear optimization problem is formulated that maximizes the network throughput subject to upper bounds on the blocking probabilities and a lower bound on the bit energy to interference ratio. The goal is to optimize the usage of network resources, provide consistent grade-of-service for all the cells in the network, and maintain a pre-specified qualityof-service. The solution to the optimization problem yields the maximum network throughput as well as the maximum number of calls that should be admitted in each cell for a given topology and call arrival rate profile. Our optimization algorithm yields significantly higher throughput compared with traditional call admission schemes.
I. INTRODUCTION
Efficient use of resources is a key design problem for any cellular network, in general, and code division multiple access (CDMA) networks, in particular, where the number of simultaneous calls that can be admitted in one cell depends on the number of simultaneous calls in many cells in the network. Our goal is to maximize the throughput in the network and provide consistent grade-of-service (GoS), i.e., the call blocking rate, for all the cells in the network while at the same time maintaining the quality-of-service (QoS), i.e., the probability of loss of communication quality, for all the users.
The optimization of network throughput is a popular goal and several authors have considered this problem. In [1] , the authors address the problem of jointly controlling the data rates and transmit powers of the users, so as to maximize the throughput. They formulate a classical optimization problem, modeling the constraints arising from the data rate requirements and power budgets. In [2] , the authors formulate the throughput maximization problem in terms of the spreading gains and transmit powers of the users, and solve it using a nonlinear programming approach. In [3] , the authors investigate the maximum throughput that can be achieved through joint rate and power adaptation in a multi-rate CDMA system. They assume conventional matched filter detection with perfect channel information and an instantaneous BER constraint. They restrict their attention to multicode or multiple processing gain schemes. In [4] , the authors examine the optimization of throughput for a wideband CDMA system, where the maximum transmission power is constrained and power control may not be possible. They show that by optimally allocating bit-rate using a dynamic programming algorithm, a higher bit-rate can be delivered within the same power constraint. In [5] , the authors study the throughput optimization of data traffic for a power constrained voice/data CDMA system by scheduling of data users. They found that under a given received power budget and the constraints of transmission powers, the throughput of data traffic is maximized by selecting simultaneous data users and allocating powers according to the descending order of their received power capabilities, which is defined as the product between the transmission power limit and the channel gain.
In this paper, we formulate a constrained optimization problem that maximizes the network throughput subject to upper bounds on the call blocking probabilities and a lower bound on the bit energy to interference ratio. We calculate the implied costs, which are the derivatives of the throughput function, and capture the effect of increases in the call arrival rates in one cell on the throughput of the entire network. We also take mobility of users into account and differentiate between the blocking of new calls and the blocking of handoff calls. The blocking probabilities are given by the fixed point model, which describes the blocking probabilities as a function of the total offered traffic, the total offered traffic as a function of the call arrival rates and the handoff rates, and the handoff rates as a function of the blocking probabilities and the total offered traffic. We obtain relations of the total and partial derivatives of the blocking probabilities by differentiating the fixed point relations. These are then used along with the implied costs in the solution to our throughput optimization problem.
The remainder of this paper is organized as follows. The traffic and mobility models are presented in Section II. In Section III we present the throughput optimization problem. Numerical results are presented in Section IV and finally Section V concludes the paper. The derivation of the implied costs is given in the Appendix.
II. TRAFFIC AND MOBILITY MODEL

A. Feasible States
There does not exist among researchers a unanimous consensus on whether the CDMA system capacity is reverse or forward link limited. However, the majority of the literature published on the subject is of the former view. In light of this, in this paper we consider the reverse link capacity only. Consider a multi-cell CDMA network with spread signal bandwidth of W , information rate of R bits/s, voice activity factor of α, and background noise spectral density of N 0 . To achieve a required bit error rate we must have
≥ Γ for some constant Γ. Assuming a total of M cells with n i calls in cell i, the number of calls in every cell must satisfy [6] 
where κ ji = I ji /n j is the per user inter-cell interference factor from cell j to cell i, and where I ji denotes the relative average interference of cell j to cell i. A set of calls n = (n 1 , ..., n M ) satisfying the above equations is said to be a feasible call configuration or a feasible state, i.e., one that satisfies the (1) is a constant which is determined by system parameters and by the desired maximum bit error rate, and can be regarded as the total number of effective channels, c ef f , available to the system.
Denote by Ω the set of feasible states. Define the set of blocking states for cell i as
If a new call or a handoff call arrives to cell i, it is blocked if the current state of the network, n, is in B i . The call blocking probability for cell i, B i , is the probability that n ∈ B i .
B. Mobility Model
The call arrival process to cell i is assumed to be a Poisson process with rate λ i independent of other call arrival processes. The call dwell time is a random variable with exponential distribution having mean 1/µ, and it is independent of earlier arrival times, call durations and elapsed times of other users [7] . At the end of a dwell time a call may stay in the same cell, attempt a handoff to an adjacent cell, or leave the network. Let q ij be the probability that a call in progress in cell i after completing its dwell time goes to cell j. If cells i and j are not adjacent, then q ij = 0. Define q ii as the probability that a call in progress in cell i remains in cell i after completing its dwell time. In this case a new dwell time that is independent of the previous dwell time begins immediately. We denote by q i the probability that a call in progress in cell i departs from the network.
This mobility model is attractive because we can easily define different mobility scenarios by varying the values of these probability parameters. For example, if q i is constant for all i, then the average dwell time of a call in the network will be constant regardless of where the call originates and what the values of q ii and q ij are. Thus in this case, by varying q ii 's and q ij 's we can obtain low and high mobility scenarios and compare the effect of mobility on network attributes (e.g., throughput).
Let A i be the set of cells adjacent to cell i. Let ν ji be the handoff rate out of cell j offered to cell i. ν ji is the sum of the proportion of new calls accepted in cell j that go to cell i and the proportion of handoff calls accepted from cells adjacent to cell j that go to cell i. Thus
Equation (3) can be rewritten as
where ρ j , the total offered traffic to cell j, is given by
and where v denotes the matrix whose components are the handoff rates ν ij for i, j = 1, ...M . The total offered traffic can be obtained from a fixed point model, which describes the offered traffic as a function of the handoff rates and new call arrival rates, the handoff rates as a function of the blocking probabilities and the offered traffic, and the blocking probabilities as a function of the offered traffic. For a given set of arrival rates, we use an iterative method to solve the fixed point equations. We define an initial value for the handoff rates. We calculate the offered traffic by adding the given values of the arrival rates to the handoff rates. The blocking probabilities are now calculated using the offered traffic. We then calculate the new values of the handoff rates and repeat.
C. Admissible States
A call arriving to cell i is accepted if and only if the new state is a feasible state. Clearly this requires global state, i.e., the number of calls in progress in all the cells of the network. Furthermore, to compute the blocking probabilities, the probability of each state in the feasible region needs to be calculated. Since the cardinality of Ω is O(c ef f M ), the calculation of the blocking probabilities has a computational complexity that is exponential in the number of cells.
In order to simplify the call admission process, we consider only those which require local state, i.e, the number of calls in progress in the current cell. To this end we define a state n to be admissible if
where N i is a parameter which denotes the maximum number of calls allowed to be admitted in cell i. Clearly the set of admissible states denoted Ω is a subset of the set of feasible states Ω. The blocking probability for cell i is then given by
where
We note that the complexity to calculate the blocking probabilities in (7) is O(M ), and the bit error rate requirement is guaranteed since Ω ⊂ Ω.
III. THROUGHPUT OPTIMIZATION
The throughput of cell i consists of two components: the new calls that are accepted in cell i minus the forced termination due to handoff failure of the handoff calls into cell i. Hence the total throughput, T , of the network is
where B is the vector of blocking probabilities, ρ is the vector of total offered traffic, and λ is the vector of call arrival rates. We formulate a constrained nonlinear optimization problem in order to maximize the throughput subject to upper bounds on the blocking probabilities and a lower bound on the signalto-interference constraints in (1). The goal is to optimize the usage of network resources and provide consistent grade-ofservice (GoS), i.e., the call blocking rate, for all the cells in the network while at the same time maintaining the quality-ofservice (QoS), i.e., the probability of loss of communication quality, for all the users. In the optimization problem the arrival rates and the maximum number of calls that are allowed to be admitted in the cells are the independent variables. This is given in the following
The optimization problem in (9) is a mixed integer programming (MIP) problem. One technique to solve the MIP problem is based on dividing the problem into a number of smaller problems in a method called branch and bound [8] . Branch and bound is a systematic method for implicitly enumerating all possible combinations of the integer variables in a model. The number of subproblems and branches required can become extremely large.
By relaxing the integer variables N i , i = 1, ..., M, to continuous variables, the optimization in (9) is solved using a Sequential Quadratic Programming (SQP) method [9] . In this method, a Quadratic Programming subproblem is solved at each iteration. A solution to the fixed point equations is calculated iteratively. An estimate of the Hessian of the Lagrangian is updated at each iteration using the BroydenFletcher-Goldfarb-Shanno (BFGS) formula [10] . A line search is performed using a merit function. The Quadratic Programming subproblem is solved using an active set strategy.
In order to use the SQP method, we need to evaluate the derivatives of T with respect to N and λ. T (B, ρ, λ) is an implicit function of N = (N 1 , ..., N M ) and λ. We can obtain relations of total and partial derivatives of the throughput by differentiating the fixed point equations. These relations are manipulated to obtain a system of linear equations in the derivatives of the offered traffic with respect to the number of calls admitted and the arrival rates. In [11] , we calculate the implied cost, i.e., the derivative of T with respect to the implicit variable N. The calculation of the implied cost of T with respect to the new-call arrival rates is given in the Appendix.
IV. NUMERICAL RESULTS
The following results have been obtained for the twentyseven cell CDMA network shown in Fig. 1 . The base stations are located at the centers of a hexagonal grid whose radius is 1732 meters. Base station 1 is located at the center. The base stations are numbered consecutively in a spiral pattern. The COST-231 propagation model with a carrier frequency of 1800 MHz, average base station height of 30 meters, and average mobile height of 1.5 meters is used to determine the coverage region. We assume the following for the analysis. The path loss coefficient is 4. The shadow fading standard deviation is 6 dB. The processing gain is 21.1 dB. The bit energy to interference ratio threshold, Γ, is 9.2 dB. The interference to background noise ratio is 10 dB. The voice activity factor is 0.375. For more details on the choice of these parameters refer to [12] . Per user inter-cell interference factors are evaluated numerically by dividing the whole area into small grids of size 150 m by 150 m (for more detail see [6] ). The blocking probability threshold, η, is set to 0.02.
We consider three mobility scenarios: no mobility, low mobility, and high mobility of users. The following probabilities are chosen for the no mobility case: q ij = 0, q ii = 0.3 and q i = 0.7 for all cells i and j. For the low and high mobility case, the mobility probability parameters are given in Tables  I and II , respectively. In all three cases, the probability that a call leaves the network after completing its dwell time is 0.7. Thus, the average dwell time of a call in the network is constant regardless of where the call originates and the mobility scenario used.
In the following, we compare our results to a call admission control algorithm where the maximum number of calls that can be admitted in each cell is the same, i.e., N 1 = N 2 = ... = N M = N (irrespective of the call arrival rate profile in the network). We also optimize the revenue for this algorithm subject to a lower bound on the bit energy to interference ratio. In the sequel, the optimized algorithm is referred to as a traditional call admission control (CAC) algorithm. Note that • q ij is the probability a call in cell i goes to cell j.
• q ii is the probability a call in cell i stays in cell i.
• q i is the probability a call in cell i leaves the network. this algorithm will be optimal in the sense of (9) in the case of equal call arrival rates, equal mobility probabilities for all the cells, and a network with a large number of cells (in which edge effects can be ignored).
We choose the call arrival rates to be equal to λ calls per unit time for all cells except those in Group A (i.e., cells 5, 13, 14, and 23) and Group B (i.e., cells 2, 8, 9, and 19) as shown in Fig. 1 . For Groups A and B the call arrival rates are equal to 5λ calls per unit time. The total offered traffic per cell (the sum of the call arrival rate and the handoff rate) is shown in brackets for the no mobility, low mobility, and high mobility cases in Figures 1, 2, and 3 , respectively. The maximum number of calls that can be admitted in each cell, calculated from equation (9), is shown in parentheses in the same figures. For the traditional CAC algorithm with the same blocking probability threshold, system parameters, and the bit energy to interference ratio requirement, the maximum number of calls that could be admitted in each cell would be 18. In our algorithm for the no mobility case, it can be seen that for the cells belonging to Groups A and B the maximum number of calls admitted has increased from 18 to 22-24, while for all other cells it has decreased from 18 to 7-9. It can be seen that our algorithm trades off the calls in the cells with low arrival rate for the calls in the cells with high arrival rate. As the mobility model changes from no mobility to high mobility, the handoff rates increase thus increasing the total offered traffic per cell. For the high mobility case (Fig. 3) , the maximum number of calls admitted now ranges from 20 to 23 for cells belonging to Groups A and B, and from 7 to 11 for all other cells.
The throughput of each cell resulting from our algorithm and the traditional CAC algorithm for the no mobility, low mobility, and high mobility cases are given in Figures 4, 5 , and 6, respectively. In these figures, the circle and star at the two ends of a vertical bar indicates the throughput of the traditional CAC algorithm and our algorithm, respectively, for the cell whose id is shown on the horizontal axis. The traditional CAC algorithm has a total network throughput equal to 96.03, 99.08, and 102.43 calls per unit time for the no mobility, low mobility, and high mobility cases, respectively. Our optimization increases the throughput for the network to 127.02, 131.40, and 136.52 calls per unit time for the no mobility, low mobility, and high mobility cases, respectively, which is a 32% increase in throughput over the traditional CAC algorithm for the same guaranteed blocking probability threshold of 0.02. The value of λ calculated from (9) increases from 1.65 (in the traditional CAC algorithm) to 2.19 calls per unit time (in our optimization) for the no mobility case, from 1.70 to 2.27 calls per unit time for the low mobility case, and from 1.75 to 2.37 calls per unit time for the high mobility case. Due to its call trade-offs between low and high traffic cells, this algorithm is able to better accommodate the unequal call arrival rates in the network and achieve higher throughput in all the cells for the same guaranteed GoS. Fig. 7 presents the values of the throughput for the entire network for both our optimization and the traditional CAC algorithm as the blocking probability threshold is varied from 0.01 to 0.1. Fig. 7 clearly demonstrates the significant increase in network throughput as a result of using our optimization versus the traditional algorithm.
V. CONCLUSIONS
We have investigated the network performance by determining the throughput that the network can achieve for a given network topology and call arrival rate profile. We formulated a constrained optimization problem that maximizes the network throughput subject to upper bounds on the blocking probabilities and a lower bound on the bit energy to interference ratio. The blocking probabilities are given by the fixed point model. We obtained relations of the total and partial derivatives of the blocking probabilities by differentiating the fixed point relations. They are used in the solution to the optimization problem which yields the maximum network throughput as well as the maximum number of calls that should be admitted in each cell for the network to guarantee a given gradeof-service and quality-of-service requirements. For unequal call arrival rates, our optimization algorithm achieved a 32% increase in throughput over the traditional CAC algorithm.
VI. APPENDIX
Calculation of the Implied Cost w.r.t. λ
In what follows we determine the implied cost of the throughput with respect to the new-call arrival rates. The total derivative of the throughput function with respect to a new-call arrival rate is given by
The partial derivatives needed in (10) are
and
From (7) we get The total derivative needed in (13) and (10) can be obtained from (5) as follows 
The partial derivatives needed in (15) are obtained as follows
Equations (16) . The set of simultaneous linear equations can be solved and the results substituted back in (10) along with equations (11) and (12) . This completes the derivation of the implied cost and the values of the derivatives of the throughput with respect to the call arrival rates. Implied costs capture the effect of increases in the call arrival rate in one cell on the throughput of the entire network.
