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 In this study, a solution algorithm for the Conditional Moment Closure (CMC) is provided 
by using Conditional Quadrature Method of Moment (CQMOM). In CMC applications, the 
reactive scalars are conditioned on the conserved scalars such as mixture fraction. Unlike in 
Reynolds averaged reactive scalar transport equations, in CMC equations, conditioning on 
conserved scalar allows to write the chemical source term in a closed form. However, the closed 
chemical source term comes with a cost of increased dimensionality with an additional grid that 
must be generated for the conditioning variable. By using QBMM, the necessity of an additional 
grid was circumvented as the mixture fraction moments are calculated through Gauss-Lobatto 
quadrature rule.  
Additionally, a semi-analytical solution for the molecular mixing term of CMC equation is 
written in terms of Jacobi polynomials and the resulting solution is tested against two test cases: 
(i) pure mixing and (ii) mixing sensitive reactions for statistically homogeneous flows.  
In every test cases, it is concluded that, the proposed solution algorithm is an accurate, 
alternative solution technique for CMC application and since operator splitting is used, the 




CHAPTER 1 - INTRODUCTION 
 Turbulent combustion is as a process where an exothermic chemical reaction takes place 
between fuel and oxidizer, in the presence of turbulent mixing. Although, turbulent mixing 
enhances the combustion efficiency, due to environmental regulations, the control of the pollutant 
emission has paramount importance. This can only be done through a good understanding of 
turbulent combustion. 
 In order to gain further understanding, computational tools have gained paramount 
importance and different modelling approaches can be applied when experimental tests are not 
available. Despite the increasing power of today’s computer resources, computational methods are 
still lack of practically resolving all time and length scales of turbulent flows. For example, one of 
the most challenging part is to resolve non-linear turbulence-chemistry interaction i.e., nonlinear 
dependence of chemical source term on the temperature and complex chemistries. To overcome 
such issues, simplified models such as Moments Methods, Conditional Moment Closure, Flamelet 
Models etc., are introduced and are proved to be accurate for turbulent reactive and/or non-reactive 
flow modelling under specific assumptions. Although these modelling approaches decrease the 
need for computational resources, they still need further modelling to close the unclosed terms in 
the corresponding transport equations. In other words, one need to overcome the fact that while 
closing the number of unknowns in the transport equations, the model has to resolve both temporal 
and spatial scales efficiently. Therefore, even with simplified models, the solution of turbulent 
mixing problems may be cumbersome and there is a growing interest in the literature to reduce the 
cost of solution of these methods yet the validity of simplifying assumptions of these models are 
questionable and depends on the time scales of mixing and/or chemistry time scales. 
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 For example, moment methods are applicable when chemical and mixing time scales are 
close to each other or chemical time scale is extremely lower than the mixing time scale. However, 
this is usually not the case, especially in turbulent combustion applications where characteristic 
mixing time is lower than the characteristic time of reactions. In these cases, different modelling 
approaches should be adopted. There are two different methods commonly applied in the literature 
namely: probability density function approach (transported-PDF) and presumed probability 
density function (presumed-PDF) approach. The difference between these two methods lies in the 
fact that in presumed-PDF approach the form of reaction-progress variable PDF is assumed while 
in transported-PDF approach its transport equation is solved. In finite rate chemistries, since there 
is a strong correlation between mixture fraction PDF and reaction progress variable PDF, 
presumed PDF methods have the disadvantage of choosing suitable form for the reaction progress 
variable for accurate predictions.     
The Conditional Moment Closure (CMC) lies in between presumed-PDF and transported-
PDF approach in which, conditional expected values of scalars are solved through CMC transport 
equation while mixture fraction space is represented by presumed form of PDF. Since, there are 
usually suitable forms of mixture fraction PDF available for the studied cases, the main assumption 
in arriving the CMC transport equation is the scalar fluctuations are relatively small around the 
scalar mean conditioned on the mixture fraction (or on the conserved scalar). This assumption also 
allows to close Reynolds average chemical source term without necessitating the solution of a 
scalar covariance transport equation which leads to a closure problem of covariance chemical 
source term. Alternatively, first-order moment closures can be employed where scalar-covariances 
are all neglected, yet this simplification only acceptable when slow chemistry limit is attained.      
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 Although, CMC method offers a computationally less demanding alternative for turbulent 
combustion problems, in this study it is aimed to reduce computational requirement of CMC 
method further, by proposing a solution strategy through semi-analytical solution of  CMC (SA-
CMC), written in terms of Jacobi polynomials.   
1.1 Motivation 
The first-order CMC equation is 5-dimensional equation with a usually stiff chemical 
source term. Assuming a discretization of 50-points in mixture fraction space and 20 points in each 
direction real (physical) space, 4x105 number of ODE’s should be solved for one species with 
method of lines. However, this number reduces to 8000 number of ODE’s with SA-CMC since 
there is no requirement of discretization for the conditioning variable space. Furthermore, as it is 
shown in Chapter-7, as the abscissas moves to the mixture fraction mean (to achieve well-mixed 
conditions) by time, the number of quadrature nodes can be reduced to even 3 (where two more 
nodes are for the boundaries) by still conserving the conditional moments.    
In the applications of CMC, usually operator splitting method is employed as the full 
dimensional of CMC transport equations are computationally demanding to solve especially with 
complex chemistries. Likewise, the use of operator splitting allowed the present study to be 
restricted for 0-dimensional, homogeneous turbulence problems, yet proposed solution technique 
can easily be extended to inhomogeneous problems. 
This study is organized as follows: In Chapter-2 governing theory for turbulent reactive 
flow, in Chapter-3 derivation of CMC transport equation along with corresponding semi-analytical 
solution is given. In Chapter-4, a general introduction to Quadrature-Based Moment Methods 
(QBMM) and definition of moments are provided. Subsequently, Chapter-5 and Chapter-6, govern 
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the studied test cases and solution algorithm respectively. The results are discussed in Chapter-7 




















CHAPTER 2 - GOVERNING THEORY 
2.1 Transport Equations 
 The continuity equation is written as;  










 which describes the conservation of mass, where  is the density and iU  is the velocity in 
the ith direction.  
 Based on Newton’s 2nd law, the momentum equation relates the acceleration of fluid 
particle to surface and body forces. In general, surface forces can be attributed to molecular forces 
and in momentum equation described by the stress tensor, ( ),ij x t . 








   
 
= = − + + 
   
 (2.2) 
 where P is the pressure, ij Kronecker delta function and  is the dynamic viscosity. 
 On the other hand, the body force is related to gravitational field. These two forces 












 where D Dt is the substantial derivative, g is the gravitational acceleration and z is the 
vertical coordinate [1].  
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 where v  = is the kinematic viscosity.  
 By defining  as the reacting scalar (i.e. concentration or enthalpy) the governing transport 












+ =  +
   
 (2.6) 
where  represents diffusivity (thermal or molecular) and ( )S   is the source term.  
2.2 Probability density function and conditional statistics 
In turbulent flows, values of the velocity components and scalars such as concentrations 
and temperature are stochastic, fluctuating variables and important properties of these stochastic 
variables can be characterized by their probabilities.  
 The probability of any event can be described by its cumulative density function, (CDF) 
( )F Y Z where Y is the stochastic variable and Z is its sample space variable. The CDF represent 
the probability of an event occurring when Y < Z.  
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=  (2.7) 
which states that, ( )f Z Z represents the probability of the event Z Y Z Z  + . For 
instance, PDF can not be negative and satisfies the normalization condition. Furthermore, since 
CDF tends to 0 as Z →−and to 1 as Z → , corresponding PDF satisfies ( ) ( ) 0f f− =  = . 
 Similar considerations can be done for more than one stochastic variable. In the case of n 
stochastic variable, iY , 1i n= , we can define Joint Cumulative Density Function (J-CDF) 
( )F Y Z which describes the probability of 1 1Y Z , 2 2Y Z , … , n nY Z  joint events. The joint 














The stochastic variables of joint pdf’s will be written as a subscript in the following 
sections.   
The introduction of pdf’s would be incomplete without defining the conditional statistics 
and conditional pdf. We will define the conditional pdfs as the pdfs determined for certain 
realizations among the ensemble of realizations. For example, conditional cumulative distribution 
function (C-CDF) ( )n n m mF Y Z Y Z  is the cumulative probability event of n nY Z when 
m mY Z is valid. In a similar manner, conditional probability density function (C-PDF) is defined 
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as ( )n n m mf Y Z Y Z  is the probability density of n nY Z when m mY Z is valid. Conditional 
PDFs and Joint PDFs are closely related according to Bayesian theorem 
( ) ( ) ( )1 2 1 2 2 2,f Z Z f Z Y Z f Z= =  or more generally,  
 ( ) ( ) ( ) ( )1 1 1 1 1 2 1, , , ,n n n n nf Z Z f Z Z Z f Z Z Z f Z− − −=  (2.9) 
 Before going into details, it is necessary to present some mathematical background for the 
derivation of PDF and CMC transport equations. One of the most important mathematical 
terminology is the mean (or expectation). The mathematical expectation will be denoted as Y  
and is defined as follows: 
 ( )Y Zf Z dZ

−
=   (2.10) 
 Furthermore, for a given integrable (deterministic) function, ( )X Z  expectation can be 
defined as  
 ( ) ( ) ( )X Y X Z f Z dZ

−
=   (2.11) 
 The variance of a scalar is a measure of width of the pdf through standard deviation and it 
is defined as 
 ( ) ( )
22Y Z Y f Z dZ

−
 = −  (2.12) 
 Additionally, variance can be defined as the mean square of the scalar unconditional 
fluctuation and the fluctuation is defined by decomposing the scalar variable into its mean and 
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fluctuating parts as Z Y Y = +  where Y  is the unconditional fluctuation. In this study, scalar 
variance is denoted as 2 . 
Eqns.(2.7)-(2.12) are all valid for any random scalars and scalar fields such as mixture 
fraction, velocity field, etc. Here “Random” corresponds to a random event which means it is 
neither certain nor impossible as suggested by [1]. For example, turbulent velocity field (a random 
field) , ( ),U x t  at a certain time *t t= , varies randomly or in other words it does not have a unique 
value for every realizations of set of ensembles. More insights about turbulent flow statistics are 
given in the Section 2.3. However, before that in Section 2.2.1 an important class of PDF – Fine 
Grained PDF is introduced. 
2.2.1 Fine-grained PDF 
The fine grained PDF has an important role in the use of joint PDF approach for arriving 
the CMC equations. The fine-grained PDF is defined in terms of delta functions as 
 ( ) ( ) ( ) ( )1 1 2 2 n n i i
i
Z Y Z Y Z Y Z Y    = − − − = −  (2.13) 
where iY ’s are some stochastic variable and iZ ’s are the corresponding sample space 
variables. The delta function is a generalized function (see [2] for further details about generalized 
functions) and has what is called “shifting property” written as 
 ( ) ( ) ( )F Z Z Y dZ F Y

−
− =  (2.14) 
where, ( )F Z is any good function (i.e. F is continuous and has derivatives). The mean of 
( )F Z can be written as  
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 ( ) ( ) ( ) ( ) ( )F Y F Z Z Y dZ F Z Z Y dZ 
 
− −
= − = −   (2.15) 
2.3 Statistical description of turbulent flows 
 Unlike simple random variables, the statistics of turbulent flows prone to extreme 
complexity and for this reason most of the studies in the literature utilize the one-point pdfs which 
can be defined as; 
 ( ) ( ) ; , ,f x t d P x t d      =   +  (2.16) 
 where, ( ); ,f x t   represents the one-point PDF of a random field ( ),x t . The pdf -  
( ); ,f x t   of a random “scalar” field, in turbulent reacting flow literature, is called as 
“composition PDF”. 
 Similarly, one-point pdf for a velocity component field,  ( )1 ,U x t   can be defined as  
 ( ) ( ) 
1 1 1 1 1 1 1
; , ,Uf V x t dV P V U x t V dV=   +  (2.17) 
 where 1V   and 1 1V dV+  are the sample space values of ( )1 ,U x t . 
The joint PDF of these two random properties can be defined in terms of one-point joint 
velocity, composition PDF as   
 ( ) ( )  ( ) , , ; , , ,Uf V x t dVd P V U x t V dV x t d          +    +   (2.18) 
A similar joint PDF for different random scalars can also be defined as in Eq.(2.18). 
However, in the simplified models, conditional statistics and conditional PDFs are vastly used. For 
11 
 

















  (2.19) 
where ( ), , ; ,f x t     is the joint composition, mixture fraction PDF and ( ); ,f x t   is the mixture-
fraction PDF. Furthermore, the conditional expected value of   for the given mixture fraction can 
be found from conditional PDF as; 
 ( ); ,f x t d     
+
−
    (2.20) 
 In turbulent flows, conditional PDF can be approximated via delta functions and the 
resulting approximation is the basis of our study. 
 ( ) ( ) ( ); ,f x t   

          −  −  (2.21) 
The next step is the definition of some statistical properties of scalar and velocity fields. 
For a passive scalar, the evolution of mean   and variance 2  can be defined as follows [3]: 






t x x x
  

    
+ = 
   
 (2.22) 


















 where the only unclosed term is the last term on the RHS which is the gradient of mean 





k j j j
u
U u u
t x x x x
  

    
  + =  − − +
    
 (2.24) 





=  (2.25) 
 which indicates that, mean is constant in the absence of source term. However, this is not 
the case for time rate of change of scalar variance which is obtained by first multiplying the 












     
+ =  − + −
  
 (2.26) 
 where the identity  





   = −
 
is used in the derivation. The last two terms on the RHS are 
defined as follows: 
























 Scalar dissipation rate is important in the sense that it characterizes the diffusion of small 
scales which are formed by advective transport, breaking up the large-scale non-uniformities of 
the scalar field. Under the stationary isotropic turbulent flow conditions, scalar flux term can be 














 where t  is the turbulent diffusivity. In the absence of turbulent fluctuations, Eq.(2.29) 








= −  (2.30) 
 Since scalar dissipation rate is always positive by definition, Eq.(2.30) indicates that 
variance decays over time. 








=   
 
 as the velocity and scalar decay time scale 




















=  (2.32) 
 By assuming 1C =  and defining a new time variable vdt dt  = , the evolution equation 












 And the solution with the initial condition ( )2 2
0
0t   = =   becomes 
 ( )2 2
0
exp t   = −  (2.34) 
 The Eq.(2.25) and (2.34) indicate that, if the shape of the inert scalar PDF is known (or 
presumed) than the knowledge of initial mean and variance is sufficient for tracking the time 
evolution of the corresponding PDF for statistically homogeneous flow.  
2.4 Fundamental Transport Equations of Velocity, Composition PDF 
The transport equation of the joint velocity, composition PDF defined in Eq. (2.18) can be 





i i U i U
i i i
f f





   
   + = − −       
 (2.35) 
where the RHS contains the gradients of conditional acceleration, ,iA V   and 
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 =  +
 
 (2.37) 
where the first terms in both equations are unclosed. One-point composition PDF, 
( ); ,f x t   can be found by integrating over velocity space as; 
 ( ) ( ),; , , ; x, tUf x t f V dV  
+
−
=     (2.38) 
Therefore, by integrating the Eq.(2.35) over the velocity phase space, one-point 
composition PDF transport equation can be obtained and is given below; 
 ( )( )2 2i i i i i i i
i i i i
f f
U u f f S f
t x x
 
      
 
    
    + + = −   −   +         
 (2.39) 
In Eq.(2.39) the scalar conditioned velocity fluctuation (meso-mixing) term is unclosed. A 













 where, t is the turbulent diffusivity. As a result, the unclosed, conservative form of the 
composition PDF transport equation can be written as; 
 ( )( )2 2i t i i i i i
i i i i i
f f f
U f S f
t x x x
  
    
 
     




where the repeated indices imply summation. The mean fluid velocity is 
iU  and the i 
th 
composition variable is denoted by i , by its phase-space component by i . Fluctuations about the 
mean are denoted with a prime, while the molecular diffusivity of species i is denoted by
i . The 
rate of production of species i due to chemical reactions is denoted by
iS . In turbulent flames, 
molecular diffusivity of the mean composition 2
i i  is negligible relative to fluctuations, 
while the second term on the RHS represents the micro-mixing and is not negligible.  
For example, for a given spatial location, the composition PDF changes due to molecular 
mixing according to  









= −  
 
 (2.42) 
 Eq.(2.42) is one of the most important transport equation in transported PDF methods, yet 
it is unclosed where a closure is required for the conditional diffusion (micro-mixing) 2i i  
. There are difference models for the micro-mixing term. All of these models are subjected to some 
constraints. It should be noted here that, modeling of micro-mixing is not necessary in CMC 
applications.  
 Generally, composition fields such as reaction progress variable, is not a conserved 
quantity with non-zero source term. On the other hand, another random field- mixture fraction 
field is a conserved scalar with a zero-source term and under the same conditions of Eq. (2.42) and 
















 where ( ),Y t is the conditional scalar dissipation rate (CSDR) defined as  








Throughout this study, the mixture fraction PDF is assumed to obey β-PDF which is 















=   (2.45) 









 whereas,    and 2  are the mixture fraction mean and second moment of 
mixture fraction respectively. Thus, the shape of the β-PDF is fixed by the first two moments of 











CHAPTER 3 - CONDITIONAL MOMENT CLOSURE 
  In this section, underlying theory for Conditional Moment Closure has been introduced. 
In Section. 3.1 a general introduction for CMC is provided and a short literature review is provided. 
Subsequently, derivation of CMC transport equation is given in Section 3.2, while semi-analytical 
solution of CMC is given in Section 3.3. 
3.1 General remarks on CMC 
 The CMC has been introduced independently by [5] and [6]. Although it is an advanced 
model compared to moment methods, from computational point of view, it is relatively 
economical. The reason behind that, as it has been observed experimentally and from Direct 
Numerical Simulations (DNS), a reactive scalar field when conditioned on the some conserved 
scalar often exhibits relatively small fluctuations around its mean. This observation allowed the 
derivation of CMC model equation which governs the transport of conditional moments of reactive 
scalars (conditioned generally on the mixture fraction) through conditional velocity (advection), 
conditional diffusion (diffusion) and conditional source term. However, it should be noted that, 
first-order CMC is only accurate when the reactive scalar conditioned on the given value of 
mixture fraction exhibits small fluctuations around the mean or in other words, when conditional 
fluctuations are negligible. It should also be noted that, solving transport equation for conditional 
moments has the advantage over unconditional moment methods such that it does not  requires the 
modelling of higher order moments as it does in moment methods. However, in CMC, in addition 
to assuming the form of mixture-fraction PDF, one has to provide appropriate conditional scalar 
dissipation model to close the CMC transport equation as it can be seen in the next section. 
Fortunately, there are adequate number of mixture-fraction PDFs are available in the literature and 
as suggested by [7] scalar dissipation rate has to be chosen according to the form of mixture-
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fraction PDF. After choosing specific models for mixture-fraction PDF and CSDR, the scalar mean 
conditioned on the conserved scalar (e.g. mixture-fraction) vector is solved for in CMC 
applications, that is defined by using Eq.(2.20) as: 
 ( ) ( ) ( ); , , ; ,Q x t x t f x t d       
 
− −
= =    (3.1) 
 where ( ); ,Q x t is the scalar mean conditioned on the mixture-fraction vector, ( ),x t  , as 
right side of the vertical bar indicates the conditioning variable with  is the sample-space variable 
of the mixture fraction, ( ); ,f x t    is the conditional composition PDF, ( ),x t and  are the 
composition and composition space variable respectively. 
 From the knowledge of joint PDF of scalar and mixture-fraction PDF, one point scalar 
mean can be computed; 




, , ; ,x t f x t d d      
 
− −
=      (3.2) 
 where ,f  is given in Eq.(2.35). Furthermore, by using Eq.(2.19) and Eq.(3.1) 
unconditional scalar mean can also be found from 
 ( ) ( ) ( )
1 1
0 0
, ; , ; ,x t Q x t f x t d   =    (3.3) 
where Eq.(3.2) and Eq.(3.3) are identical. Hence, instead of joint composition-mixture 
fraction PDF, the knowledge of mixture fraction PDF and conditional scalar mean is sufficient to 
calculate the unconditional scalar mean. Since, the form of mixture fraction can generally be 
assumed, only unknown- conditional scalar mean- is found by solving its transport equation in 
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CMC applications. Again the most important assumption while deriving the first-order CMC 
transport equation is that the fluctuations about the conditional scalar mean (conditioned on the 
conserved scalar) is neglected. In this limit, Reynolds averaged chemical source conditioned on 
the mixture fraction can be approximated as 
 ( ) ( ) ( )( ); , ; ,S x t S S Q x t       (3.4) 
 and the Reynolds averaged unconditional chemical source term can be computed as; 
 ( ) ( ) ( )( ) ( )
1 1
0 0
, ; , ; ,S x t S Q x t f x t d   =    (3.5) 
 The Eq.(3.4) is one of the most important feature of CMC since, as unlike the moment 
methods, the Reynolds averaged chemical source is closed in CMC. 
3.2 Derivation of Conditional Moment Closure 
There are two different ways of deriving the CMC transport equations, namely Klimenko’s 
PDF approach and Bilger’s decomposition method. Both approaches results the same equation. 
The derivation through decomposition method is given below.  
 The composition variable, ( ),x t can be decomposed into conditional scalar mean and 
conditional fluctuations as follows: 
 ( ) ( ) ( ), ; , ,x t Q x t x t  = +  (3.6) 
Differentiation both sides of  Eq. (3.6) with respect to time gives 
 
Q Q
t t t t
  

    
= + +









 = +  +

 (3.8) 
For non-constant density, Eq.(2.6) can be written as; 
 ( ) ( )U div S
t

      

+  −  =

 (3.9) 
where divergence term can be reformulated by using Eq. (3.8) 
 






div div Q div
Q
div
      
 
   

 
 =  +  +   +
 

  + 

 (3.10) 
Substituting Eqns.(3.7),(3.8) and (3.10) into Eq.(3.9) gives, 
 
( )
( ) ( )













     
     
 

      

 
+ +  +  − 
 
 
−   −   − 
 
  
+ +  −  =   
 (3.11) 
For an inert-scalar Eq.(3.9) results; 
 ( ) 0U div
t

    

+  −  =

 (3.12) 
According Eq.(3.12), the last term in parenthesis on the LHS in Eq.(3.11) drops to null. By 
defining ( )
2













     
 

      
     
+  − −  +     
    
 
 + +  −  =  
 (3.13) 
Taking conditional expectation of Eq.(3.13) and by neglecting conditional density 
fluctuations  
 ( ) ( )









div Q x t




   

    


         
  
+  − − 
  

 +   = +


 +  −  = =

 (3.14) 
where   = . For the sake of simplicity, lets define the second and third terms on the 
LHS as 
 ( ) ( ),Q
Q
e div Q x t    


=  +   =

 (3.15) 
 ( ) ( ),Ye U div x t
t

      

 = +  −  =

 (3.16) 
Eq.(3.15) can be neglected in the case of high Re, i.e. when differential diffusion can be 







, nor 0   equal to zero. This fact results the 
“primary closure hypothesis” of first-order CMC.  
The primary closure hypothesis for first order CMC is based on the assumption that; there 
is no correlation between reactive scalar and conditional scalar dissipation rate. This can only be 
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valid, when conditional fluctuations of density, conditional fluctuation of scalar as well as, 
unconditional means of scalar fluctuations, time rate of change of scalar fluctuations and its 
gradient are all zero. Mathematically speaking, 0  = ,  0  =  as well as, 0 = , 
0t t    =   = and 0   = = . However, as is implied in the previous paragraph 
this does not necessarily mean that conditional means of time derivative and gradient of scalar 







and 0   . Under these assumptions, Eq.(3.16) can 












   
 
 
=  (3.17) 
where u U U  = − . Eq.(3.17) can be derived, by taking the unconditional average of 
Eq.(3.16) and by adding Eq.(57) to conditionally averaged modified form of Eq.(1):  
Multiplying Eq.(2.1) by Y and conditionally averaging results; 
 ( ) 0div U
t






Adding Eq.(3.18) to Eq.(3.16) allows to re-write it in conservative form. Taking the 
unconditional mean of the resulting conservative equation   
 
( ) ( ) ( )
( ) ( )






     

   

 = + − 






By using the above mentioned assumptions (hypothesis), Eq.(3.19) simplifies to  
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 ( ) ( ) ( )( ); , ; ,Ye f x t d div u div u f x t d             = =   (3.20) 
Assuming the equality of the integrands of both sides in Eq.(3.20) 
 ( ) ( )( ); , ; ,Ye f x t div u f x t       =  (3.21) 
and this concludes the prove and gives the Eq.(3.17). Substituting the Eq.(3.17) and by 










div u f x tQ Q
U Q Y t S




   
   
  
  
+  + − =
 
 (3.22) 
where the fourth term represents the diffusion in conserved scalar space,  , and determined 
by dissipation process. Therefore, it can not be neglected even in high Re case. By appropriately 
choosing the closures for CSDR and conditional velocity, Eq.(3.22) can be closed by using the 
Eq.(3.4).  
3.3 Semi-Analytical Solution of CMC 
In this section, the semi-analytical solution of Eq.(3.22) is explained. However, the focus 
is devoted to the micro-mixing part (4-th term on LHS) of the CMC transport equation. For a 
statistically homogeneous flow, Eq.(3.22) becomes (by suppressing the  ) 













 Further, it is useful to rewrite CMC equation in terms a new conditional mean variable, 










   
= − 
    
 (3.24) 
Here, it is  beneficial to define one more variable, ( ),q t  as the deviation of the conditional 
mean from the pure binary case such that in the absence of chemical reactions it is null 
  ( ) ( ) ( ) ( ) ( ), , ,1 ,0 ,0Q t q t Q t Q t Q t  = + − +    (3.25) 
where ( ),0Q t  and ( ),1Q t are the known boundary conditions hence ( ) ( ),0 ,1 0q t q t= = . 
From Eq.(3.25) it is obvious that, the knowledge of deviation variable ( ),q t is sufficient to find 
conditional mean. The polynomial approximation for ( ),q t can be written in terms of Jacobi 

















= + −  
  (3.26) 
where the nth-order polynomial n  is defined in terms of the Jacobi polynomials by 
 ( ) ( ) ( ),: 2 1b an nP  = −  (3.27) 
Here, Eq.(3.26) is a general approximation of deviation variable at constant times. The 
variation of deviation variable is modeled by the following equation  













= − + +
  
 (3.28) 













  (3.29) 
and the terms involving ( )x  are 










= − = +
 
 (3.30) 
In Eq.(3.30),  the mixture-fraction PDF can be modeled using the following Fokker-Planck 
equation: 
























 . The parameter C  controls the rate of relaxation towards a β-PDF. 






 + −  with ( )1 a b= +  and ( )x a b= −  , and  




x a b a b x
x

− = − − + −

 (3.32) 
Here, it is assumed that f  depends on time only through the parameters a  and b  in the 
β-PDF. Hence the solution of Eq.(3.28) can be done by using Jacobi polynomials similar to 
Eq.(3.26) and can be written as  
 ( )





















  (3.33) 




( ) ( )


















= − +  (3.34) 
 are found as explained below.  Note that Eq.(3.33) satisfies the boundary conditions 
( ), 1 0q t  = . The values of   and   are found by enforcing q  to be constant: 
 






















  (3.35) 
Wherein the expected values are defined using the β-PDF on  1,1x −  for f  with 
parameters a  and b . Using the orthogonality of the Jacobi polynomials, this constraint yields 
b =  and a = , so that Eq.(3.35) reduces to 0 1A = . 
At fixed time t, we assume that the moments k   for 0,1,..., Nk =  ,   and 2  are 
known to find ( ):i iq q = , the coefficients nA  for 1,2,...,n N=  can then be found by solving the 







































































Alternatively, an upper triangular system can be formulated directly in terms of the 




( ) ( )
( ) ( )
( ) ( )
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       

       





− = − − −
− = − − −




 where the expected values are with respect to the β-PDF with parameters a and b. Using 
the definition of n  in Eq.(3.27) , the coefficients in Eq.(3.37) can be found analytically from (A7). 
Overall, the computational cost of solving Eq.(3.37) is much lower than solving (3.36) and more 
accurate.  
 Indeed, the updated deviations are  
 ( )









N i i a bn n
i inn
i








 = + 
−  
  (3.38) 

























   
+    
     = + 
    − −
    
 (3.39) 
 Alternatively, one can update the moments by using (3.40): 
 










N i i a bn ik n
in nn n
i
q q A e
     

   
+ + +
+ + +







  (3.40) 
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 for 1,2,...,k N=  where the expected values are using the β-PDF at step 1n+ . 
Finally, by using Eq.(3.25) and Eq.(3.38) a semi-analytical solution can be written for 
conditional mean as  
 
( ) ( ) ( ) ( )
( )
( )
( ) ( ) ( ) ( )
1
1
, 0 1 0
1
exp 1 1i i
i
Q t Q Q Q q








= + − +   −
+ − + + + −  
 (3.41) 
with rescaled time ( )t  and β-PDF parameters a and b.  The first two terms on the right-
hand side satisfy the known boundary conditions at 0 =  and 1. The third term is null for pure 
mixing but otherwise accounts for changes due to chemical reactions without affecting the 
boundary conditions. The final term, written as a sum of orthogonal polynomials, describes the 
effect of molecular mixing without changing q . 
Hereinafter, we will assume that the β-PDF provides a good approximation of the mixture-
fraction PDF. Then Eq.(3.41) can be employed to find the change in Q  over a small time step t  
due to molecular mixing. 
3.4 Chemical Source Term in CMC 
In the context of CMC, the conditional moments evolve due to chemical reactions 











 where S  are the known chemical source terms. The partially updated *Q  are computed 
from the partially updated moments 
*
k  . Thus, Eq.(3.42) can be solved with a (stiff) ODE solver 
to find the fully updated 1nQ + . The QBMM is then applied to find the new values of the moments 
1 1n n
k kQ  
+ +
= .  
Furthermore, the chemical source term must be evaluated at fixed values of the mixture 
fraction. A key point is that initial conditions iQ  are required for each abscissas i . Using QBMM 
these initial conditions are available at N nodes. If N is small and/or the chemical reactions are 
very localized in mixture-fraction phase space, the QBMM initial conditions may be insufficient 
for evaluating accurately the change in the moments due to chemical reactions. In order to alleviate 
this shortcoming, we can use M >> N quadrature nodes i  found for Gauss-Lobatto  parameters 
( ),a b . However, in order to increase the number of nodes one must have to preserve the deviation 










CHAPTER 4 -QUADRATURE-BASED MOMENT METHODS 
The QBMM has several members such as, Quadrature Method of Moments QMOM [8], 
Direct-QMOM [9] , Extended Quadrature Method of Moments (EQMOM), Conditional 
Quadrature Method of Moments (CQMOM) . Among them QMOM is widely used and utilizes 
the fact that n weighted Dirac Delta functions form n-point distribution function which has the 
one-to-one correspondence between QMOM closure via Gaussian quadratures [10]. By using the 
Gaussian quadrature rule, the kth moment can be approximated by an interpolation formulation 
given as ( ) ( ) ( )
1
N
h v n v dv w h  =
 . Hence moments can be written by assuming that the NDF 




f d w    
=
= =  {k=0,1,2,…,2N-1} where 
'i s  are abscissas and 'iw s  are the weights. For this formulation 2n moments determine the n 
abscissas and n weights. In order to solve the resulting moment transfer equations, nonlinear search 
is required which requires good initial guesses for weights and abscissas. Therefore, [8] 
recommended to use the moment sequence to construct a tridiagonal Jacobi matrix from which the 
quadrature abscissas and weights can be obtained via Product Difference (PD) algorithm [11] or 
Wheeler algorithm [12]. By resorting one of these algorithms, weights and abscissas can be 
calculated by using first 2N-1 moments, where N represent the number of nodes. 
In DQMOM, weights and abscissas are tracked directly by solving corresponding transport 
equations and it has the advantage over QMOM that the nodes (where weights and abscissas are 
located) of the DQMOM can be convected with their own velocity, whereas they convect with an 
average velocity in QMOM [13]. For this reason, although DQMOM is more suitable than the 
QMOM for finite Stokes numbers cases, it has the drawback that appears when two or more 
abscissas are identical, which is the case for monodisperse initial conditions [14]. Moreover there 
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are several cases where DQMOM fails. For example, since the derivation of DQMOM [9], 
assumes that the derivative of abscissas with respect to both time and space be finite, DQMOM 
will fail when there are shocks in the abscissas.  
On the other hand, the main idea behind the EQMOM is to choose a kernel density function 
from the well-known orthogonal polynomial family that allows higher accuracy than the 
QMOM/DQMOM. However, multivariate extension of this method is restricted due to its high 
computational demand.  
Another alternative QBMM for multivariate systems is Conditional-Quadrature Method of 
Moment (CQMOM), [15] and is utilized in this study.  
4.1 Definition of Moments 
 In the following, we will make use of the moments of the composition PDF defined 
as follows (time t and space x are suppressed for clarity): 
 ( ) ( ) ( ):g g f d   =   (4.1) 
 where the integral is over all of composition space. In particular, we will be interested in 
the mean composition found with ( )g  =  , and joint moments between the mixture fraction   
and the composition vector   defined by ( ) kg   =  with 1,2,...,k N=  . The mixture fraction is 
a linear combination of the components of   defined such that  0,1  . 
 The CMC model introduces the mixture-fraction PDF ( )f   and the conditional 
composition PDF ( )f     . The conditional composition moments are defined as  
 ( ) ( ) ( ):g g f d       = =   (4.2) 
33 
 
and are related to ( ) ( ) ( )
1
0
g g f d     = =   
 In this work, we consider only first-order conditional moments by using the approximation 
from Eq.(2.21) 
 ( ) ( )f Q      = −    (4.3) 
 where ( ) :Q    = =  is the first-order conditional moment vector, and ( ) •  is the 
multivariate delta function. Therefore, conditional PDF is  actually a fine-grained PDF defined in 
Eq.(2.13), with ( )Y Q = . Applying this approximation to Eq.(4.2) yields ( ) ( )g g Q  = = . 
In particular, ( )k kQ   = , which can be evaluated given f  and the functions ( )Q  . 
4.2 Conditional Quadrature Method of Moments 
The idea behind the CQMOM is to use Eq.(2.9) and delta function approximation to 
conditional density function by delta functions such that  
 
( ) ( )






1 1 1 1; 1






f f f w w
 

     
 
   
          
=
= −
= = − −

  (4.4) 
In each direction (in each internal coordinate) Wheeler algorithm is applied sequentially to 
find the weights and abscissas, after finding the mixed and conditional moments. The conditional 
moments are found by solving the Vandermonde-like matrix such as by defining the mixed 
moments as 
 ( ) ( ) ( )1 2 1 2
1 2, 1 2 1 2 1 2 1 2 2 1 1 1 2
, ;
k k k k
k km f t d d f f d d            
 
= =   (4.5) 
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and substituting the first line of Eq. (4.4) for 
2 0k =  into Eq. (4.5) one can obtain the set of 














=  (4.6) 
from which weights and abscissas can be found by the use of Wheeler algorithm [12]. 




1 2 1 1 1
1 2
, 1; 2 2 1; 2
N
k k
k km w f d  

    

=   (4.7) 
where the conditional moments (the integral on RHS) can be calculated through the 







1;1 1;2 1; 2 1;22 1,
1 1 1
1;1 1;2 1; ,2 1;








    
    
− − −
      
      
       =      
      
           
 (4.8) 
Finally, the weights and abscissas for the second internal coordinate can be found again by 








CHAPTER 5 - STUDIED TEST CASES 
5.1 Pure Mixing 
 In the first test case, a pure mixing with null boundary conditions is studied. For instance, 
from the definition of deviation variable, Eq. (3.25), ( ) ( ), ,Q t q t = which is the simplest case 
to test the proposed algorithm. The initial condition of conditional mean is selected as in Eq.(5.1)  
 ( ) ( )1 max,0 r rq q  −= −  (5.1) 
 where r is 20 and 
1
max max max
r rq  −= − with max 1 1 r = − .  
5.2 Mixing Sensitive Reactions 
 The mixing sensitive reactions are of great interest especially in chemical engineering 
community since in most multi-step reactions, one or more reactions are usually studied under 
very fast reaction rates while the slowest reaction determines the rate of production. On the other 
hand, the slow reaction usually prone to mixing efficiencies especially in the heterogeneous 
systems. With the advance of CFD methods, the interaction of mixing and reaction investigated 
more thoroughly [17], [18].  
In most of the commercial CFD packages, mixing sensitive reactions are solved via 
Moment Methods. However, moment methods will provide less accurate predictions when 
timescales of mixing and reaction are comparable which is the case for mixing sensitive reactions 
in which the segregation intensity might alter the selectivity [19]. For instance, in this study, our 
new solution algorithm is tested against two mixing sensitive reactions: (1) Competitive-
Consecutive and (2) Parallel reactions.   
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5.2.1 Competitive consecutive reaction scheme 
For the following chemistry 
 1,c
k
A B R+ ⎯⎯→  (5.2) 
 2,c
k
B R S+ ⎯⎯→  (5.3) 
 reaction rates for the (5.2) and (5.3) are defined as ( )   1 1cR c k A B=  and 
( )   2 2cR c k B R= , where  •  indicates molecular concentrations. Additionally, by defining a 











   
 (5.4) 
and by using Eq. (5.4), the transport equations for each species can be written in terms of 



















 However, it is also possible to re-formulate the system of PDEs given in Eq. (5.5) in terms 
of reactions progress variables and mixture fraction.  
With the inlet and initial conditions (with  is the coefficient vector such that ( )
i




     















 two reaction-progress variables 1Y , 2Y  and a single mixture fraction,   are adequate 
(according to rank of reaction coefficient matrix) for writing the molecular species concentrations: 
 
  ( )
  ( )











c B Y Y






= − − −  




 where       ( )0 0 0st A A B = +  .  
 Hence, three transport equations should be solved in order to find the species 
concentrations and are given as follows: 
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 (5.9) 
 ( ) 0 =  (5.10) 
 where  *1 1, 0c ck k B=  and  
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2, 2, 0c c
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 (5.11) 
 In the limit of 
*
1ck → , the first reaction-progress variable 1Y  can be written in terms of 
2Y  and    
   ( ) ( )*2 2 1 2 2 2, ,stY k h Y h Y     =  (5.12) 


























. It should be noted that, 
 2 0L Y  =  when  ( )2 ,B Y   given in Eq.(5.7) is zero.  
5.2.2 Parallel reaction scheme 
The second test case is given by the parallel reaction scheme  
 1,p
k
A B R+ ⎯⎯→  (5.13) 
 2,p
k
A C S+ ⎯⎯→  (5.14) 
 This reaction scheme can be considered as the iodide-iodate reaction, studied in [20] as A 
is consumed through the first reaction rapidly if and only if the mixing is perfect. On the other 
hand, when mixing is not perfect A can be consumed through the second reaction.   
As is done in the competitive-consecutive case, the solution to the reacting-flow problem 
again can be done via solving three transport equations: 
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 (5.16) 
   0L  =  (5.17) 
where 
 




















, with  *1 1, 0p pk k B=  and  
*
2 2, 0p p
k k C=  and 
the same initial and inlet conditions given in Eq.(5.11).  
 Again, in the limit of  *
1pk →  the first reaction-progress variable 1, pY  can be written in 
terms of 2, pY  and   similar to Eq.(5.12) 
   ( ) ( )*2 2 2 1 2 2 2, ,s pY k h Y h Y     =  (5.18) 




































CHAPTER 6 -SOLUTION STRATEGY AND APPLICATION OF QBMM 
 In the following, we will use the fact that the β-PDF is the weight function for the Gauss-
Lobatto quadrature rule with weights 
iw  and nodes  i  . Thus, convergent integrals with respect 
to ( )f   can be approximated by the following formula: 







g g f d w g   
=
= =  (6.1) 
 and the formula is exact when ( )g   is a polynomial of order 2N-1 or less. In particular, if 
( ) : kg  =  , then Eq.(6.1) yields the mixture fraction moments k  corresponding to a β-PDF.  
 Routines for computing the Gauss-Lobatto weights and nodes for given a  and b  are 
available. Hence, given   and 2 , we can compute iw and i for any desired values of number 
of nodes, N. In order to capture the mixture fraction moments up to second order, we must have 
2 N . In summary, the mixture-fraction moments   and 2  define a  and b , from which the 
Gauss-Lobatto quadrature is computed. Subsequently, semi-analytical solution given in Eq.(3.41) 
can be used to update iQ . This algorithm is applied to find the quadrature rule whenever the 
conditional moments change (e.g. due to spatial transport or molecular mixing). Note that 
Eq.(3.42) for the chemical reaction is applied for each 
iQ  , 1, , Ni =  separately; after which 
Eq.(6.2) is used to update the moments (i.e., the quadrature rule is unchanged by chemical 
reactions). 
The solution strategy proposed in this work is based on operator splitting to treat (i) 
molecular mixing and (ii) chemical reactions sequentially for each time step t .      
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 The step-by-step solution algorithm is given in Fig.1.  
6.1 Application of QBMM 
 In CMC, we need to define the quadrature representation of the moments 







w Q  
=
=  (6.2) 
 where the 
iQ  are defined such that this relation is exact for 0,1,..., 1k N= − . Applying the 
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 (6.3) 
By definition, the Gauss-Jacobi nodes 1 20 1N        are distinct, and the weights 
iw  are positive. Thus, the linear system in Eq.(6.3) has a unique solution for the iQ . However, the 
overall accuracy of the method will mostly depend on the choice of N. 
6.2 Solver properties 
In the solution of semi-analytical conditional moment closure (SA-CMC), the weights and 
abscissas are calculated, through Gauss-Lobatto quadrature routine provided in [21] by scaling 
weights sum to 1.  The SA-CMC requires the solution of  Eq.(3.37) to calculates the A’s in order 
to use (35) or (37). It has been observed that, since the matrices on LHS are non-symmetric, a 
suitable matrix inversion algorithm should be selected. For that purpose, least-square QR 



















1 𝜉 𝑛, 𝜉2 𝑛, 𝜉𝑘𝑄 𝑛
Compute weights and abscissas, 𝑤𝑖 , 𝜉𝑖
𝑛
Compute 𝑄𝑖 from Eq.(6.3)
Calculate 𝑞𝑖 from Eq.(3.25)
Solve Eq.(3.37)
Find tn+1 = t+Δt
Calculate weights, abscissas and 
mixture fraction moments for tn+1
Apply Eq.(3.38) 
Solve Eq.(3.42) for each node 
Find updated conditional moments 
from Eq. (6.2)
Solve spatial transport equation for 
𝜉𝑘𝑄
𝑛+1
and return to step-1 
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CHAPTER 7 - RESULTS AND DISCUSSION 
7.1 Test case – I:  Pure Mixing 
In this section, QBMM based semi-analytical solution (SA-CMC) is tested against the 
solution of Eq.(3.28) . The test is made by comparing the change of moments and conditional 
variable. By doing so, the applicability of semi-analytical solution with QBMM is tested in the 
absence of reactive source term (pure-mixing) for only one species with zero inlet conditions (i.e. 
( ) ( ); ;Q t q t = ). Additionally, similar to mesh-convergence studies, different number of nodes 
are tested by comparing with the Eq.(3.28) to find the minimum number of nodes required.   
The initial mean and co-variance for all simulations are selected 0.60 and 0.95 respectively 
and the initial variance is calculated through  
 ( ) ( )2
0
1 cov    = −  (7.1) 
Furthermore, time interval for both SA-CMC and Eq.(3.28)  is 25 10t − =  with 
6.85finalt =   
 The weights and abscissas are calculated at each time interval, through Gauss-Lobatto 
quadrature routine provided in [21] by scaling weights sum to 1.  The solution of SA-CMC requires 
the solution of Eq.(3.37) to calculates the A’s in order to use Eq.(3.38) . Furthermore, the solution 
of Eq. (3.28) is done through MATLAB’s PDE solver “pdepe” with relative and absolute 
tolerances are set to 1E-04 and 1E-10 respectively and the solution is performed with 50 number 
of quadrature nodes.  
 The comparison of scalar conditional variables at different solution times for each method 
are given in Fig.(2a). while the conditional deviation moments are compared in Fig.(2b). In 
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Fig.(2b), the comparison of the first four moments are given for both solutions, where light gray 
lines represent the solution of Eq. (3.28) as reference. This solution will be referred as PDE in the 
text.  
As it can be seen from Fig.2a, it can be concluded that, SA-CMC predicts well the 
distribution of conditional means over a time with the initial number of nodes selected as low as 
10. Since operator splitting is used in this algorithm, the solution of higher dimensional CMC 
transport equations can be obtained by solving the convective and/or diffusive terms in real space, 
separately and these terms can be found using realizable CFD algorithm such as OpenQBMM [22].  
  
(a) (b) 
Figure 2 Test case-1 -pure mixing: Comparison of  (a) Conditional scalar means of SA-CMC (gray 
circles) with PDE (at t = 0.05 black, at t = 6.85 white circles), (b) First four deviation moments 
over a solution time, (light gray lines represents PDE). 
As expected, in Fig. 2b the unconditional means of deviation variable, <q>, are constant 
since there is no source term and the other conditional moments are decreasing to reach well-
micromixed condition. Here it should be noted that, although the number of nodes is deliberately 
forced to decrease as time advances in SA-CMC, it is kept constant in PDE solution. Even with 
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less number of nodes (N=10), SA-CMC solution correlates well with the PDE solution. In the next 
test cases, we will test SA-CMC with chemical source term. 
7.2 Test Case-2: Mixing sensitive reactions 
In order to test the semi-analytical solution with chemical-source term, in this section two 
mixing sensitive reaction schemes namely: (a) Competitive-Consecutive (CC) and (b) Parallel 
reactions, are used. As is explained in [3], these two schemes can generally be described by two 
reaction progress variables and a mixture fraction. However, in this study these reactions are 
studied at infinitely fast first reaction limit. In this limit, first reaction progress variable can be 
written in terms of second reaction progress variable. For instance, the solution of only one reaction 
progress variable is sufficient while mixture fraction is constant and the solution of second reaction 
progress variable, defines the non-zero source term region which is the interior of a triangle plotted 
with black lines shown in Fig.3a. In the same plots, the dashed lines correspond to mixing line 
indicating the upper limit of reaction progress variable. Additionally, the apex of the triangle are 
represented with gray circles on -x and y axis. The circle on the y-axis is the maximum achievable 
reaction progress variable value, ( )2max maxY Q , and the circle on the x-axis is the corresponding 
mixture fraction, max . The 2maxY  and max define the triangular region analytically in terms of two 














 where ( )0 0 0st A B AC C C = + .   
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 Similarly for parallel reaction scheme, variation of reaction progress variable is plotted and 
are given in Fig.3 (d,e,f). Similar triangular region is obtained which again can be described 
analytically in terms of two parameters: 
 
( ) ( )
1 2 0 1 max
max 2max
2 1 2 0 0 0 2 1 2 2
,
1 1
s s A s




   

      
= = = =
+ − + + + −
 (7.3) 
 where ( )1 0 0 0s A A BC C C = +  and ( )2 0 0 0s A C AC C C = + .  
For competitive-consecutive reaction test case, the initial concentrations are selected as 2 
and 1 (in any concentration units) for species A and B respectively. The corresponding 
stoichiometric mixture fraction, 0.67st = and from Eq.(7.2), max 0.80 =  and for the parallel 
reaction initial concentrations of  species, A, B and C are selected as 0.5, 2 and 1 respectively with 
1 0.2s =  and 2 0.33s = . Hence from Eq.(7.3) maximum achievable conditional scalar mean 
2max 0.43Y = with corresponding maximum mixture fraction of max 0.143 = . 
Additionally, it should be noted that, when limited amount of B is presented in competitive-
consecutive reaction scheme, if mixing is perfect (i.e. when species A instantaneously consumed) 
no secondary product of S is produced. On the other hand, when mixing prone to segregation, 
primary product R is depleted through the second reaction thus S will be produced. Therefore, the 
amount of species S produced, is an indication of degree of segregation or in other words is an 










Figure 3 Test case-2: (a -b) Conditional scalar means, (c-d) Concentrations [A] =2, [B] = 1 and 
[A]=0.5, [B]=2,[C]=1  respectively, (e-f) Time change of first four deviation moments, for 
competitive-consecutive and parallel reactions respectively. 
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 In competitive-consecutive case, the selection of [B] < [A] allowed us to observe the effect 
of mixing which can be seen from Fig.3c. A relatively small amount of S is produce, while reaction 
ended when species B is completely consumed. In other words, the second reaction is the rate 
limiting step as expected and mixing is not “perfect” as species S is mainly produced within the 
first 1.5 seconds of the reaction. It appears that, after 1.5 second, the reaction rate is low which can 
also be seen from the deviation moments given in Fig.3e. 
The first four deviation moments of competitive-consecutive reactions are provided in 
Fig.3e. Due to chemical source term, the unconditional mean of <q> is increasing within the first 
1.5 seconds. After this time, its rate of change with respect to time is low indicating that reaction 
is almost over and the reaction progress variable curves given in Fig.3a approaches to the mixing 
line as mixing proceeds.    
As expected, all the conditional mean curves are within the triangular region while 
approaching the mixing line (dashed) as mixing proceeds. This proves that, with operator splitting, 
the solution algorithm provided in Fig.1 works well with chemical source term. 
Similar conclusions can be made for the parallel reaction scheme. However, this time since 
A is consuming in both reactions, its concentration decreases rapidly while species B and C are 
abundant. Therefore, in Fig.3(b, d, f) lower amount of A ([A] =0.5) than species B and C are 
presented. If mixing is perfect it can be expected that there will be no S produced since only the 
first reaction occurs. However, if mixing is not perfect, local excess of A will react through second 
reaction to form S. Therefore, similar to competitive-consecutive reactions, the amount of S is the 










Figure 4 Comparison of  reaction progress variable, concentrations of species and first four 
conditional moments:  (a,c,e)  [A]=1.5, [B] = 2, C=[1] and (b,d,f) [A]=4, [B] = 2, [C] = 1, for 
parallel reactions. 
Additionally, same calculations are repeated for different initial concentrations of A in 
order to observe the effect of mixing, while the first reaction is still infinitely fast. Three different 
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initial concentrations of A, [A] = 4, 1.5 and 0.5 are tested while the initial concentrations of B and 
C are 2, and 1 respectively in every simulation. Here BCA, ABC and BAC represent the test cases 
of [A]=0.5, 4 and 1.5 respectively, where the order of letters represents the relative magnitudes of 
concentrations of each species. 
In Fig.4(c,d) the comparison of concentrations of BAC and ABC are compared and as 
expected, higher amount of S is produced when the concentrations of A is the highest (Fig.4d), as 
excess amount of local A presents to react with C to produce S. On the other hand, although for 
perfect mixing it could be expected that, all B would react with A in the first reaction, segregation 
allowed A to react with C through the second reaction, which indicates that that the degree of 
segregation of the reactor is the highest in ABC.  
When the concentration of A is lower than B, (as in Fig3d and Fig4b), species-A is almost 
completely consumed in the first reaction, thus producing less amount of S. Comparison of 
reaction progress variables (of the second reaction) in Fig.3b, Fig4a-b also supports that, although 
conditional curves are within the triangular region, their peak values are increasing with increasing 
initial concentration of A.  
The first four moments are given in Fig.3f and Fig.4e-f for BCA, BAC and ABC 
respectively. As they depend on the value of reaction progress variable, the highest values of 
conditional moments are obtained in ABC. Additionally, in BCA and BAC, the rate of change of 
unconditional means are approaching to zero until 1.5 seconds whereas, in ABC the unconditional 
mean is increasing throughout the simulation.      
 In Fig.3 and Fig. 4, results are given for only one reaction rate constant and mixture fraction 
mean. In the next, the applicability of QBMM-SA method is tested over a different range of 
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reaction/mixing time scales of competitive-consecutive and parallel reactions by changing mixture 
fraction means and second reaction rate constants. The ranges of the mixture fraction mean and 
second reaction rate constant are selected in order to cover mixing and/or almost reaction 
controlling regimes. Obtained results can be best presented as a function of Damköhler number 
defined as the ratio of mixing time scale divided by reaction time scale,  Da   = . The studied 
mixture fraction mean for competitive-consecutive and parallel reactions are selected as 





Figure 5 Q/Qmax plot at different Da and mixture fractions moments, (a) Competitive-Consecutive 
reactions, (b,c,d) Parallel reactions (b) [A]=4, [B]=2, [C]=1, (c) [A]=1.5, [B]=2, [C]=1,  (d) 
[A]=0.5, [B]=2, [C]=1.  
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Therefore, five different mixture-fraction means are studied for each equally distributed 15 
different reactions rate constants between 0.005 and 20. 
The results are given in Fig.5 where Fig (5a and 5b-d) represent Da vs. Q/Qmax for 
competitive-consecutive and parallel reactions respectively and Qmax’s are calculated from the 
Eq.(7.2) and Eq.(7.3), respectively. 
In Fig.5a, competitive-consecutive reaction results are given and as expected, for each 
mixture fraction mean, Da increases (as k2 increases) unconditional mean of second reaction 
progress variable is increasing exponentially to reach corresponding limiting value. Furthermore, 
for higher mixture fraction means, the ratio of 2 2maxY Y is high in competitive-consecutive 
reactions, while from Fig. 3(a-b) this ratio is minimum at the highest mixture fraction mean.  
Additionally, comparison of Fig.5(b-d) results that, as the initial concentration of species-
A decreases, the effect of mixing becomes more important since from Fig.5d the ratio of 2 2maxY Y










CHAPTER 8 - CONCLUSION 
In this study, we have proposed a new solution algorithm for the Conditional Moment 
Closure method. Although in the trade of accuracy and computational effectiveness, the CMC 
method is over advantageous compared with the classical moment closures, the requirement of 
two different grids (discretization in composition space and external space) restrict its applications 
since very fine grids in conditioning variable space are required to capture the ignition and 
extinction phenomena.  
 Here, the molecular mixing term in the classical CMC transport equation, is approximated 
by deviation variable, “q” which is then solved semi-analytically both in terms of Jacobi 
polynomials and partial differential equation solver. In the derivation of semi-analytical PDE, it 
has been assumed that, mixture fraction PDF is dependent on time only through its parameters, a 
and b. It is the main assumption of this study. This assumption and the applicability of QBMM is 
tested via two test cases.  
In the first test case, SA-CMC for pure mixing of one scalar variable is studied and it has 
been shown that, the solution of semi-analytical solution in terms of Jacobi polynomials are 
accurate.  
  Subsequently, the solution algorithm is tested with chemical source terms for, mixing 
sensitive reactions. It has been seen that, SA-CMC solution does not exceed the mixing and/or 
reaction limits. Furthermore, in the different mixing/reaction time scales with different mixture 
fraction means, QBMM-CMC is applicable in every Damköhler numbers studied.  
 As a conclusion, in every test case, expected results have been obtained with SA-CMC 
with very low number of nodes (5-25). Since in this study operator-splitting is used, the SA-CMC 
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can be used for the solution of molecular-mixing term without further modifications, in higher 
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APPENDIX - JACOBI POLYNOMIALS 
 The Jacobi polynomials ( ) ( ),nP x
   of order n  are defined on  1,1x − , and are orthogonal 
with respect to the weight function ( ) ( ) ( )1 1
a
w x x x

= − + : 





1 1m n n m nP x P x x x dx C
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
−
− + =         (A1) 
 where 
,m n  is the Kronecker delta and the normalization constant is  
 ( )
( ) ( )
( ) ( )
1
, 2 1 1
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      (A2) 
The polynomials are normalized such that (with ( ) ( ),0 1P x
 
=  ). 
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 
         (A3) 
and have derivative (for 1 n ) 
( )
















−= + + +        (A4) 
 The closure of (19) requires the expected values of Jacobi polynomials with respect to the 
mixture fraction PDF. Defining expected values ( ) ( )
1
0
:g g f d  =   and 2 1x = −  , the required 
expected values are ( ) ( ) ( ),1 1 b aj nP x 
+ −   for , 0,1,..., 1j n N= − . The Jacobi polynomials can be 
expressed in the form of monomials in   as  









− =         (A5) 
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with known coefficients ( ),,
b a
n ia . Thus, the expected values can be written in closed form: 




b a b aj i j i j
n n i
i
P a    + + + + +
=
− − = −      (A6) 
The left hand side of (A6) can be evaluated analytically: 








jB n b j a
j n
nP B a b
j n
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 + + + +  
  
− − =   


     (A7) 
Computationally, left hand side of (A6) could also be evaluated using Gaussian quadrature: 
 ( ) ( ) ( ) ( ) ( ) ( ), ,1 1
1
1 2 1 1 2 1
M
b a b aj j
n i i i n i
i
P w P     + +
=
− − = − −     (A8) 
with the M-node quadrature rule ( ),i iw   and will be exact if 2M j n + + . However, due to the 
lower computational cost and higher accuracy, (A7) is preferred.  
 
 
