In recent years, we have investigated the evolution of superoscillations under Schrödinger equation with non-singular potentials. In all those cases, we have shown that superoscillations persist in time. In this paper, we investigate the centrifugal potential, which is a singular potential, and we show that the techniques developed to study the evolution of superoscillations in the case of the Schrödinger equation with a quadratic Hamiltonian apply to this setting. We also specify, in the case of the centrifugal potential, the notion of super-shift of the limit solution, a fact explained in the last section of this paper. It then becomes apparent that superoscillations are just a particular case of super-shift.
Introduction
The Aharonov-Berry superoscillations are band-limited functions that can oscillate faster than their fastest Fourier component. These functions (or sequences) appear in the study of Aharonov weak measurements [1] [2] [3] [4] . The literature related to superoscillations is very large, without claiming completeness, we mention [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Quite recently, this class of functions has been investigated from the mathematical point of view, see [15] [16] [17] [18] [19] [20] and the monograph [14] . Their theory is now very well developed, even though there are still open problems associated with superoscillatory functions, in particular, as it concerns their longevity, when evolved according to a wide class of differential equations. If we fix x ∈ R and we let n go to infinity, we obtain that lim n→∞ F n (x, a) = e iax . We point out that in the following, we will denote F n (x, a) also by the symbol F n (x) when it is not important to specify the dependence on the parameter a. Observe that the terms (1 − 2k/n) that appear in the Fourier representation of F n are bounded in modulus by one, but the limit function e iax oscillates with frequency a arbitrarily large. This is the superoscillatory phenomenon. In the paper [21] , Berry shows explicit examples of superoscillatory functions that are different from (1.1).
Remark 1.1. We point out that in [9] , the authors study of the persistence of superoscillations, showing that under free-space Schrödinger evolution the phenomenon persists for a time of order n. In several of our papers, we explicitly take the limit for n → ∞, in a way that demonstrates eternal superoscillation over an infinite interval of x. This involves a technically difficult and original limiting process. A fact of central importance in applications and emphasized in [9] , is that for finite n these functions rise to values O(n!) outside the range |x| < O( √ n) vastly exceeding the values O(1) where they superoscillate, and the superoscillations are destroyed for times greater than O(n).
An important physical problem, suggested by Aharonov, is to study the evolution of superoscillatory functions as initial data in the Schrödinger equation and to ask whether the superoscillations persist in time. Precisely, we consider the evolution problem i ∂ψ(t, x) ∂t = H(t, x)ψ(t, x) and ψ(0, x) = F n (x, a), (1.3) where H is the Hamiltonian operator associated with the physical system we are considering. If we call ψ n (t, x) the solution of the Cauchy problem (1.3) we then have to compute the limit
and see if the limit function ϕ a (t, x) is still superoscillatory namely if the function λ → ϕ λ (t, x) admits a super-shift in the sense of the following definition, in which we allow an arbitrary number of parameters representing the time and the space variables.
where T > 0, I ⊆ R is an interval, and Ω ⊆ R d is a domain. We consider t ∈ [0, T] and (x 1 , . . . , x d ) ∈ Ω as parameters for the function λ → ϕ λ (t, x 1 , . . . , x d ) where λ ∈ I. When [−1, 1] is contained in I and a ∈ I we define the sequence 4) in which ϕ λ is computed just on the points 1 − 2k/n belonging to the interval [−1, 1] and the coefficients c k (n, a) are defined in (1.2). If
for a > 1 arbitrary large, we say that the function λ → ϕ λ (t, Observe that superoscillations are a particular case of the super-shift when, for example, we set ϕ λ (t, x 1 , . . . , x d ) = e iax 1 . In fact, in this case, we have ψ n (x 1 ) = F n (x 1 , a), where F n (x 1 , a) is defined in (1.1). The name super-shift is due to the fact that we are able to obtain ϕ a , for a > 1 arbitrarily large, by simply calculating the function ϕ → ϕ λ in infinitely many point in the neighbourhood [−1, 1] of the origin. Note that this is somewhat similar to the property of analytic functions, whose value in an arbitrary point can be calculated if one knows infinitely many derivatives at the origin.
It is important to point out that our initial datum F n (x, a) is a linear combination of exponential functions e i(1−2k/n)x and the limit function is still an exponential so these functions are not in L 2 (R). Since exponential functions like the F n extend to entire functions, our technique consists in applying the theory of holomorphic functions and convolution operators to study the evolution of superoscillations.
More specifically, we have considered in [22] , a general quadratic Hamiltonian of the form
where I is the identity operator and γ j : [0, ∞) → R, for j = 1, 2, 3, are suitable given functions. In some significant cases, it is possible to write the Green function of the Schrödinger equation explicitly in terms of special functions. The solution with initial datum ψ(0, x) = e iax is then written in terms of operators of type
or some of their variations. An important fact is that the coefficient
extend to entire functions of the complexification z of the variable x. The same consideration has to be done for operator U 2 (t, x, ∂ t ) with respect to the variable t. If we consider the case of the operator U 1 (t, x, ∂ x ), it is possible to show that the solution of the Schrödinger equation with the initial condition ψ(0, x) = F n (x) can be written as
The problem is now to study the continuity of the operator U 1 (or U 2 ) on the appropriate spaces of entire functions with growth conditions, in order to be able to compute the limit
and prove that the limit can be brought inside the sum so that
This will, in general, allow us to confirm that the superoscillatory phenomenon persists in time as n tends to infinity. When we deal with Hamiltonians with singular potentials, like the centrifugal potential
using the explicit Green function and the initial condition ψ(0, x) = e iax we get the solution in the form In what follows we will show how to reduce this problem to the continuity of operators of the form (or some of its variations)
on a space of entire functions, where z is an auxiliary complex variable. We will see that the solution of Schrödinger equation with centrifugal potential and with initial condition ψ(0, x) = e iax can be expressed as
This will allow us to write the solution as
With this procedure we can study more general Cauchy problems that lead to solutions of the form
where G is a suitable analytic function. The importance of implementing this approach, lies in its ability to use the method of series of differential operators (even with variable coefficients) to a very general class of superoscillatory functions. In order to give the reader an overview of the techniques developed in the recent years to study the evolution of superoscillations and the function theory of superoscillations, we refer the reader to the introductory papers [23] [24] [25] [26] .
The plan of the paper is as follows: In §2, we consider Schrödinger equation with centrifugal potential and we give the formulation of the problem in terms of convolution operators. In §3, we study the continuity of the operator U t,x (∂/∂z) and we state our main results. Section 4 is devoted to remarks on the notion of super-shift.
Preliminary results on the Schrödinger equation with centrifugal potential
The solution of the Cauchy problem of the Schrödinger equation with centrifugal potential can be written using the Green function constructed, for example, in [27] and [28] with different methods or in the book of Schulman [29] . The following Green function is taken from [27] with the notation of the authors that use the parameter β defined in the sequel.
Theorem 2.1. The solution of the Cauchy problem
and
for x > 0 and t > 0 is given by
2 ) J −2β−1/2 xy t and 
(2.4) Remark 2.2. Observe that if one takes the limit U → 0 the Green function K(x, y, t) does not converge to the force-free field, but it converges to
This is the Green function of the free particle with the constrain x > 0. This corresponds to the potential
This Green function can be found, for example, in the book of Schulman [29] .
We are now in the position to represent in power series the solution of the Schrödinger equation with the exponential function as initial datum. This is a crucial step in order to study superoscillations.
Proposition 2.3. For a ∈ R and U > 0, the solution of the Cauchy problem
i ∂ ∂t ϕ(t, x) = − 1 2 ∂ 2 ∂x 2 + U x 2 ϕ(t, x) and ϕ(0, x) = e iax ,(2.
5)
for t > 0 and x > 0, is given by
Proof. Using the Green function of theorem 2.1, we have
Interpreting the integral as a regularized integral and replacing the Bessel function by its series expansion (2.4), we obtain
In the above computation, we can exchange the series and the integral due to the following facts: (a) The series 
and |F ε (y)| decays faster than any e −η|y| 2 for any η ∈ (0, ε) at infinity.
(b) Because of the uniform convergence on bounded sets, we can exchange the series and the integral if we integrate only over an interval [0, ω] with ω > 0. So we have
We define
The estimate
holds. Since β < 0 and the Gamma function Γ (x) is increasing as x → ∞, we have
and so
We, therefore, have
By the Weierstrass M-test, the series ∞ k=0 g ε,k (ω), therefore, converges uniformly and absolutely for ω ∈ [0, +∞). We can hence exchange the limit with the series and find that 
where Γ (z) denotes the Gamma function and D p (z) is the parabolic cylinder function. In the above formula, we have computed the limit
, and with some computations we get the limit (2.8). By [30, 9 .240], the parabolic cylinder function can be expressed in terms of a hypergeometric series as
where the second identity follows from the identities Γ (3/2) = (1/2)Γ (1/2) and Γ (1/2) = √ π . Applying the duplication formula of the gamma function
We, therefore, have 
Going back to (2.7), we finally obtain
Using the power series expansion of ϕ a (t, x), we can write it in terms of convolution operators depending on an auxiliary complex variable z.
Lemma 2.4. For any t > 0 and x > 0, the solution ϕ a of the Cauchy problem (2.5) can be written as
, where the operator U t,x (∂/∂z) is given by
with β as in (2.3) and coefficient functions
9)
Proof. We recall the explicit formula (2.6) for ϕ a (t, x). If we use the notation introduced in (2.9), (2.10) and (2.11), we find that it equals Thanks to the above lemma, we have reduced the problem to the study of the continuity of convolution operators on spaces of entire functions. Precisely, the operators are
where z is an auxiliary complex variable. The solution of Schrödinger equation with centrifugal potential and initial datum ϕ(0, x) = e iax is given by ϕ a (t, x) = U t,x (∂/∂z)e iaz | z=0 while when we take the initial datum to be ψ n (0, x) = F n (x) we can write the solution as ψ n (t, x) = U t,x (∂/∂z)F n (z)| z=0 . This methods turns out to be a general method to study superoscillations. In the next section, we deduce from the continuity property of operator U t,x (∂/∂z) that the superoscillatory initial datum gives a super-shift in the limit solution.
Properties of the operator U t,x (∂/∂z) and main results
Let f be a non-constant entire function of a complex variable z. We define
The non-negative real number ρ defined by
is called the order of f . If ρ is finite then f is said to be of finite order and if ρ = ∞ the function f is said to be of infinite order. In the case, f is of finite order we define the non-negative real number σ = lim sup r→∞ (ln M f (r)/r ρ ), which is called the type of f . If σ ∈ (0, ∞) we call f of normal type, while we say that f is of minimal type if σ = 0 and of maximal type if σ = ∞. The constant functions are said to be of minimal type of order zero.
Definition 3.1. Let p ≥ 1. We denote by A p the space of entire functions with either order lower than p or order equal to p and finite type. It consists of functions f , for which there exist constants B, C > 0 such that
For more details see §2.1 in [31] and also the paper [32] . The following result gives a characterization of functions in A p in terms of their Taylor coefficients. In the following, we will use the generalized Mittag-Leffler function E α,β , defined as
that is an entire function of order 1/α and of type 1 for α > 0 and Re(β) > 0. For more details see §4 in [33] . We are now ready to prove the following result. 
Plugging in the definition of the functions A k (t, x) and B ,k (t), and applying the triangle inequality, we have
Now recall that for x, y ≥ 1/2
By definition −β ≥ 1/2 so that, because of (3.5), we find
now, using the identity xΓ (x) = Γ (x + 1), and because of (3.6), we obtain that
Moreover, the estimate (3.5) also implies (j + )! ≤ 2 j+ j! !. Using these inequalities, we can further estimate (3.4) so that
By lemma 3.2, we, furthermore, have for some constants C f , β f > 0 that depend on f . Furthermore, estimating
with C 1 > 0, we find
Because of (3.6), we have
The Mittag-Leffler-function
is an entire function of order p and type 1 such that
Finally, again because of (3.6), for any ∈ N we also have
where we use again the fact that the Mittag-Leffler-function satisfies
We, therefore, obtain 
Hence, the function U t,x (∂/∂z)f (z) belongs to A p and U t,x (∂/∂z) maps A p into itself. Gathering the constants that do not depend on f , we obtain (3.3). In order to show the continuity, we consider a sequence (f n ) n∈N in A p that tends to 0. If
is the Taylor expansion of f n , then the coefficients satisfy 
Then ψ n (t, x) converges locally uniformly on
Proof. First observe that we can extend ψ n (0, x) and ϕ a (0, x) to the entire functions F n (z) and e iaz by simply replacing the real variable x by the complex variable z. We point out that F n (z) can be written as F n (z) = cos z n + ia z n sinc z n n , using the estimate max{| cos ζ |, | cos ζ |} ≤ e |ζ | , for all ζ ∈ C we have |F n (z)| = e n|z/n| (1 + |a||z|/n) n ≤ e (1+|a|)|z| , for all z ∈ C, n ∈ N ∪ ∞.
Thanks to the above estimate for F n (z) if we choose 1 ≤ p < 2, then the entire functions F n (z) and e iaz belong to A p and f n (z) := F n (z) − e iaz tends to 0 in A p as n tends to infinity. Let b f n and C f n be the constants obtained from lemma 3.2 such that, if
the Taylor coefficients of f n satisfy (3.10). Since f n → 0 in A p , we, furthermore, have b f n < b for some b > 0 and C f n → 0. From lemma 2.4 and (3.3), we, therefore, deduce for any compact set where the last estimate follows because the fraction and the exponential terms are bounded due to the compactness of K.
Concluding comments and remarks
Our method of studying the evolution of superoscillations under Schrödinger equation requires the explicit formula for the solution ϕ a (t, x) of the Cauchy problem
where x belongs to R or to a subset of it and t > 0. The explicit solution of (4.1) is the starting point for the study of evolution of superoscillations and it is based on the explicit formula of the Green function K V of Schrödinger equation with potential V. We will comment in the next subsections the evolution of superoscillating functions according to the definition 1.2 of super-shift. We start with quadratic Hamiltonians and in particular with the case of the harmonic oscillators because they are well known and then we discuss the case of the centrifugal potential that has been treated in this paper.
(a) The quadratic Hamiltonian
The evolution of superoscillations for the harmonic oscillator have been studied in [20] . The solution of the Cauchy problem
is given by
and by linearity we deduce the solution for the superoscillating initial datum ψ n (0, x) = F n (x)
The solution ψ n (t, x) can be written in terms of a formal power series of derivatives
applied to F n (x/ cos t), where the operator U (t) is defined as
The continuity of the operator U (t) on a space of entire functions, that contains the functions F n , allows us to compute the limit
The notion of super-shift of the function ϕ a (t, x) is explained in the following remark on the solution of the harmonic oscillator but it extends to more in general potentials as the centrifugal potential. 
When we take the limit as n → ∞ the band limited frequencies 1 − 2k/n, in ϕ 1−2k/n are replaced by the arbitrary large frequency a > 1 see (4.3) . Observe that the function λ → ϕ λ (t, x) (for λ, x and t belonging to some intervals of R) in the sequence {ψ n (t, x)} n∈N is computed in the points of the interval [−1, 1] but the limit function is computed in a > 1 that is arbitrary large. This is what we call the super-shift in definition 1.2.
The considerations in remark 4.1 can be done for quadratic Hamiltonians as well since the expression of the solution of the Cauchy problem, see [22] ,
and φ(0, x) = e iax . In the case of the centrifugal potential, we consider the evolution of the superoscillatory functions F n (x) because they appear in weak measurements. Different superoscillatory functions that can be taken as initial datum are discussed in the last subsection. The solutions of the Cauchy problem of Schrödinger equation with centrifugal potential and with initial datum e iax is the function ϕ a (t, x) in (1.5) given by ϕ a (t, x) = g(t, x) In this case, the structure of the function ϕ a (t, x) is given as a series expansion of the arbitrary large frequency a > 1, which is the limit of sequence ψ n (t, x) = g(t, x) on time is very well studied in the paper [34] . 
