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PROPAGATION ESTIMATES FOR TWO-CLUSTER SCATTERING CHANNELS
OF N-BODY SCHRO¨DINGER OPERATORS
SOHEI ASHIDA
Abstract. In this paper we prove propagation estimates for two-cluster scattering channels of N-
body Schro¨dinger operators. These estimates are based on the estimate similar to Mourre’s commu-
tator estimate and the method of Skibsted [21]. We also obtain propagation estimates with better
indices using projections onto almost invariant subspaces close to two-cluster scattering channels. As
an application of these estimates we obtain the resolvent estimate for two-cluster scattering chan-
nels and microlocal propagation estimates in three-body problems without projections. Our method
clearly illustrates evolution of the solutions of the Schro¨dinger equation.
1. Introduction
In this paper we prove propagation estimates for two-cluster scattering channels of N-body Scho¨dinger
operators denoted by H on C.M-configuration space X . The form of these estimates is
B(t)παe
−itHf(H)〈x〉−s
′
= O(t−s)
as t→∞ in L(L2(X)). Here, f ∈ C∞0 (R), 0 ≤ s < min{s
′, ρ} with ρ being the index of the decay of the
potentials, {B(t)}t>0 is a family of pseudodifferential operators, πα the projection to the eigenspace of
two cluster scattering channel α, and X the configuration space of the relative position of the particles.
To investigate the large time asymptotics of the solution is one of the main problems of the study
of Schro¨dinger equations. The complete classification of the asymptotic behavior called asymptotic
completeness was proved for a large variety of potentials (see e.g. Derezin´ski-Ge´rard [5]). Asymptotic
completeness for N -body Schro¨dinger equations means that if the initial data is in the subspace of
L2(X) corresponding to the continuous spectrum of H , then N particles are decomposed for large
times into clusters. Particles in the same cluster form a bound state and different clusters do not
interact each other in the limit t→ ±∞.
To explain asymptotic completeness more accurately we need the notion of cluster decompositions
and channels. A cluster decomposition of N particles is a partition of the particles into a family of
subsets of the particles which have no intersection with each other (see Section 2). If a is a cluster
decomposition, Xa and X
a denote the subspace of X corresponding to intercluster and internal coor-
dinates respectively. The internal motion in the clusters in the cluster decomposition a is described by
the cluster Hamiltonian Ha defined on L2(Xa). If we label the eigenfunctions of Ha by integers, for a
cluster decomposition a and m-th eigenfunction, the pair α = (a,m) is called a channel. Asymptotic
completeness for short-range potentials suggests that for any u ∈ Hac where Hac is a subspace of L2(X)
corresponding to absolutely continuous subspace of H ,
lim
t→∞
∥∥∥∥∥e−itHu−
∑
α
(eit∆avα)⊗ (e
−itλαψα)
∥∥∥∥∥ = 0.
Here α takes all the channels with two clusters or more, ∆a is the Laplacian on Xa, vα ∈ L2(Xa) and
ψα is the eigenfunction of H
a corresponding to α.
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In the proof of asymptotic completeness propagation estimates play important roles. These are
the estimates of decay of ‖B(t)e−itHu‖ for u ∈ L2(X) with respect to the time t. The operator
B(t) restricts the evolution e−itHu to some forbidden region in the phase space from the viewpoint of
classical mechanics (see e.g. Ge´rard [7] and Skibsted [21]).
The propagation estimates we obtain are concerned with the part of the evolution e−itHu asymp-
totically close to the evolution (eit∆avα)⊗ (e−itλαψα) with α = (a,m) and a includes only two clusters.
Let Πa and Πa be the orthogonal projection onto X
a and Xa respectively. For any x ∈ X we define
inner coordinates xa := Πax and intercluster coordinates xa := Πax. The minimal (resp., maximal
velocity estimate Theorem 2.2 (resp., Theorem 2.5) means that in the part of the evolution e−itHu as
above, xa goes to infinity with kinetic energy not less (resp., more) than the sum of the total energy
and energy obtained from the bound state of clusters. Theorem 2.4 means that the position vector and
the momentum are parallel. The other estimates Lemma 3.5 and Lemma 4.2 have similar meanings.
Our method is based on that of Skibsted [21] and almost positivity of the commutator of the generator
of the dilation in Xa and the Hamiltonian in small energy interval and the range of πα which works as
Mourre estimate, where πα is the projection onto the eigenspace of H
a corresponding to an eigenvalue
(see (3.27)).
As an application of the propagation estimates we obtain a resolvent estimate for παR(λ+ i0) where
R(λ+ i0) is the boundary value of the resolvent of H on the real axis. Resolvent estimates are related
to the asymptotic behavior of the resolvent and important because in the many-body problem the
scattering matrices which give correspondence of the data in t → −∞ to that in t → +∞ of the
Schro¨dinger equation are related to the asymptotic behavior of παR(λ+ i0)u, u ∈ L2(X) as |xa| → ∞
(see e.g. Vasy [22] and also Gaˆtel-Yafaev [6]).
The resolvent estimate is a microlocalized version of the radiation estimate. In the two-body case
the radiation estimates are the estimates that for −1/2 < s < 1/2, u ∈ L2,s+1 and some differential
operator γ the following holds
‖γR(λ+ i0)u‖L2,s(X) < C‖u‖L2,s+1(X),
where L2,l := {u ∈ L2|〈x〉lu ∈ L2}. The radiation estimates imply that the leading part of the resolvent
as |x| → ∞ is an asymptotically spherical wave which decays as |x|−(n−1)/2 where n is the dimension of
X (see e.g. Ikebe [13], Isozaki [14] and Saito¯ [19]). In the many-body problem there are several kinds of
radiation estimates and the microlocalized estimates in which γ is replaced by some pseudodifferential
operators with the symbols supported in the region {(x, ξ)|x · ξ < (1 − ǫ)|x||ξ|}, ǫ > 0 in which the
particle can not scatter radially (see e.g. Bommier [4], Ge´rard-Isozaki-Skibsted [8, 9], Herbst-Skibsted
[12], Wang [23, 24, 25] and Yafaev [26, 27]).
The propagation estimates and the resolvent estimates are related by Fourier-Laplace transform
and Stone’s formula (see e.g. Herbst-Skibsted [11] and Jensen-Mourre-Perry [15]). In [12] Herbst and
Skibsted prove the radiation estimate for the free channel in which each cluster is a single particle.
Their method is based on the propagation estimates for the time-dependent Schro¨dinger equation
obtained in Skibsted [21] and the method in Herbst-Skibsted [11] developed for the two-body problem.
As for other channels, in Wang [24] and Ge´rard-Isozaki-Skibsted [9] it is proved that for any cluster
decomposition a there exists E > 0 such that for energy λ ≥ E the microlocalized estimates in the
region where the clusters in a are separated hold with the pseudodifferential operator p(xa, Da) whose
symbol supported in {(xa, ξa)|xa · ξa < (1 − ǫ)|xa||ξa|}.
Our resolvent estimate for two-cluster channels is included in Wang [24, Corollary 2.7] and his result
is better than ours regarding the indices of the powers of 〈x〉, dependence of the bound on the energy
and the assumption on the potentials. However, the proof of [24, Corollary 2.7] is incorrect and the
indices in the estimate is restricted. Our propagation estimates are better than that is obtained from
his resolvent estimates with respect to the indices of time decay. In particular, only our method gives
propagation estimates for long-range potentials. Since our proof is based on the propagation estimates,
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we can see how the estimate is obtained from the viewpoint of the evolution of the solution of time-
dependent Schro¨dinger equation, and the propagation estimates themselves have physical meanings.
The content of this paper is as follows. In sec. 2 we introduce some notations and an assumption
and state our main results. In sec. 3 and sec. 4 we prove the main results. In the Appendix we collect
the results concerned with domains of operators.
2. Some preliminaries and main results
The N-body Schro¨dinger operator or Hamiltonian is written as
−∆+
∑
i<j
Vij(xi − xj),
on L2(X) where xi ∈ Rν , ν ∈ N\ {0} is the position of the ith particle and X is the C.M-configuration
space
{
x = (x1, . . . , xN )|xi ∈ Rν ,
∑N
i=1mixi = 0
}
of N particles with masses mi. The inner product
in X is given by x · y =
∑N
i=1 2mixi · yi. The operator −∆ denotes the Laplacian in X given by this
metric.
A cluster C is a subset of {1, 2, · · · , N}, and a family of clusters
a = {C1, C2, · · · , Cm},
is called a cluster decomposition if Ci ∩ Cj = ∅ (i 6= j),
⋃m
i=1 Ci = {1, 2, · · · , N}. Set for any cluster
decomposition a
Xa = {x ∈ X |xi = xj if i, j ∈ C for some C ∈ a},
and denote the orthogonal complement of Xa by X
a. Xa (resp., X
a) is the intercluster (resp., internal)
configuration space. The cluster decomposition
(1) · · · (ˆi) · · · (jˆ) · · · (N)(ij),
where ˆ indicates omission is denoted by (ij). We denote by Πa and Πa the orthogonal projections of X
onto Xa and Xa respectively. We use the same notations Π
a and Πa for the corresponding orthogonal
projections of the dual space of X . We define for all x ∈ X , xa = Πax and xa = Πax. We denote the
differentiation in RNν projected onto the dual space of X by ∇, and set ∇a = Πa∇ and ∇a = Πa∇.
The operators −∆a and −∆a denote the Laplacian in Xa and Xa respectively. If Xb ⊂ Xa, we write
a ≤ b, otherwise a  b. We define the cluster Hamiltonian
Ha := −∆a +
∑
(ij)≤a
Vij(xi − xj).
We assume that potentials Vij(y) satisfies the following assumption.
Assumption 2.1. (1) Vij(∆y + 1)
−1 are compact.
(2) There exists a constant R > 0 such that Vij(y) are smooth in the region |y| > R and there
exists a constant ρ > 0 such that
∂αy Vij(y) = O(|y|
−|α|−ρ), |y| → ∞, ∀α ∈ Nν .
We label the eigenfunctions of Ha by integers m, and call pairs α = (a,m) channels. The number
of clusters in a cluster decomposition a is denoted by #a. Given ǫ > 0 , we denote by χ(x < −ǫ) the
smooth function such that χ(x < −ǫ) = 1 for x < −2ǫ and χ(x < −ǫ) = 0 for x > −ǫ. We denote by
H the Hilbert space L2(X). One of our main theorems is the following propagation estimate.
Theorem 2.2 (minimal velocity estimate). Suppose Assumption 2.1. Let a be a cluster decomposition
such that #a = 2, λα be the discrete eigenvalue of H
a corresponding to a channel α. Then for
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any E > λα, E /∈ T :=
⋃
#a≥2 σpp(H
a), ǫ > 0, any f ∈ C∞0 (R) supported in a sufficiently small
neighborhood of E and any s, s′ ∈ R such that 0 < s < min{s′, ρ},
(2.1) χ
(
x2a
4t2
− (E − λα) < −ǫ
)
παe
−itHf(H)〈x〉−s
′
= O(t−s),
in L(H) as t→∞.
Remark 2.3. In general, the condition s < ρ does not seem to be removable, because of the interaction
between scattering channels (see section 6).
We introduce the following class of pseudodifferential operators: Let Sml , m, l ∈ R, be the symbol
class of C∞(Xa ×X ′a)-functions p(xa, ξa) with
|∂αxa∂
β
ξa
p(xa, ξa)| ≤ Cα,β〈xa〉
l−|α|〈ξa〉
m, ∀(xa, ξa) ∈ Xa ×X
′
a, ∀α, β ∈ N
dimXa .
The corresponding pseudodifferential operators are defined by
(p(xa, Da)ψ)(xa) = (2π)
−νdimXa
∫ ∫
ei(xa−ya)ξap(xa, ξa)ψ(ya)dyadξa.
Theorem 2.4. Suppose the same assumption as in Theorem 2.2, p(xa, ξa) ∈ S00 and that supp p ⊂
{(xa, ξa)|xa · ξa < (1 − ǫ1)|xa||ξa|} for some ǫ1 > 0. Then for any f ∈ C∞0 (R
+) and any l, s, s′ ∈ R
such that 0 ≤ l < s < min{s′, ρ},
(2.2) 〈xa〉
lp(xa, Da)παe
−itHf(H)〈x〉−s
′
= O(t−s+l),
in L(H) as t→∞.
Theorem 2.5 (maximal velocity estimate). Suppose the same assumption as in Theorem 2.2. Then
for any f ∈ C∞0 (R) supported in a sufficiently small neighborhood of E and any l, s, s
′ ∈ R such that
0 ≤ l < s < min{s′, ρ},
(2.3) 〈xa〉
lχ
(
E − λα −
x2a
4t2
< −ǫ
)
παe
−itHf(H)〈x〉−s
′
= O(t−s+l),
in L(H) as t→∞.
Let π be a projection corresponding to a finite set σ of isolated eigenvalues and Φ ∈ C∞0 (R) be a
function such that Φ = 1 near E. Then we can construct the projection Π onto the almost invariant
subspace close to Ranπ.
Theorem 2.6. Suppose the same assumption as in Theorem 2.2. Then there exists a projection Π
satisfying the following conditions.
(1) For any r, r′, u, u′ ∈ R and any f ′ ∈ C∞0 (R) such that f
′Φ = f ′, there exists Cr,r′,u,u′ > 0 such
that
‖〈D〉u〈x〉rf ′(H)[Π, H ]〈x〉r
′
〈D〉u
′
‖L(H)
+ ‖〈D〉u〈x〉r [Π, H ]f ′(H)〈x〉r
′
〈D〉u
′
‖L(H) < Cr,r′,u,u′ ,
(2.4)
(2) For any r, r′ ∈ R satisfying r + r′ < 1 + ρ there exists C′r,r′ > 0 such that
(2.5) ‖〈x〉r(Π− π)〈x〉r
′
‖L(H) < C
′
r,r′ .
(3) For any r, r′ ∈ R there exists C˜r,r′ > 0 such that
(2.6) ‖〈xa〉rΠ〈xa〉r
′
‖L(H) < C˜r,r′ .
For Π we can remove the restriction s < ρ.
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Theorem 2.7. Assume the conditions in Theorem 2.4. Let π be a projection corresponding to a
finite set σ of isolated eigenvalues and Π be as above. Then (2.1), (2.2) and (2.3) hold with πα and
s < min{s′, ρ} replaced by Π and s < s′ respectively.
Remark 2.8. Using Theorem 2.7 we can easily see that (2.1), (2.2) and (2.3) hold with πα and
s < min{s′, ρ} replaced by π and s < min{s′, ρ+1} respectively. However, in Theorem 2.2, Theorem 2.4
and Theorem 2.5 πα can be a projection onto an eigenfunction of a degenerated eigenvalue. Therefore
we cannot obtain Theorem 2.2, Theorem 2.4 and Theorem 2.5 from Theorem 2.7.
As an application of Theorem 2.7 we obtain the following three-body propagation estimate.
Theorem 2.9. Assume the conditions in Theorem 2.4 and N = 3. Then for any E > λα, E /∈ T ,
ǫ > 0, any f ∈ C∞0 (R) supported in a sufficiently small neighborhood of E and any l, s, s
′ ∈ R such
that 0 ≤ l < s < s′, the following estimate holds.
(2.7) Ja(x)p(xa, Da)e
−itHf(H)〈x〉−s
′
= O(t−s),
where Ja(x) is supported in Ωa := {x||xa| > ζ|x|} ∪ {|x| < ζ˜} for some constants ζ, ζ˜ > 0.
Let R(z) := (H−z)−1 be the resolvent of H . From Theorem 2.4 we also obtain a resolvent estimate.
Theorem 2.10. Suppose the same assumption as in Theorem 2.4 and ρ > m, m ∈ N\{0}. Let I ⊂ R+
be a compact interval. Then for all s′, > m and 0 ≤ s < min{s′, ρ} −m there exists a constant C > 0
such that
(2.8) sup
λ∈I
µ>0
‖〈xa〉
sp(xa, Da)πα(R(λ+ iµ))
m〈x〉−s
′
‖ < C,
and for λ ∈ I the limit
(2.9) lim
µ→+0
〈xa〉
sp(xa, Da)πα(R(λ + iµ))
m〈x〉−s
′
,
exists in L(H) and define a continuous L(H)-valued function in λ ∈ R+.
Remark 2.11. The corresponding resolvent estimates for R(λ − iµ) and p such that supp p ⊂
{(xa, ξa)|xa · ξa > (−1 + ǫ1)|xa||ξa|} can be obtained from the propagation estimates as t → −∞
corresponding to Theorem 2.4 which can be obtained from other propagation estimates as t→ −∞.
Remark 2.12. As already mentioned in the introduction, Theorem 2.10 is included in Wang [24,
Corollary 2.7]. Note that since the cutoff function Ja in [24] can be chosen so that the eigenfunction
of the channel α decays exponentially on supp (1 − Ja), we can see by |x|2 = |xa|2 + |xa|2 that Ja is
not needed. However, in fact the proof of [24, Corollary 2.7] is incorrect and we have the restriction
s < ǫ0+1/2 in Corollary 2.7 since the inductive argument in [24, Theorem 2.5] does not seem to work
in the proof of [24, Corollary 2.7]. This is because the commutator [π, Ia] in [24, (2.24)] cannot be
written as
[π, Ia] = O(〈x〉
−1−ǫ0 )π +O(〈x〉−r)
(cf. Remark 3.7) where π = πα, Ia corresponds to V˜a =
∑
(ij)≮a Vij(xi − xj), r > 1/2+ s and ǫ0 is the
index of the decay of potentials which corresponds to ρ in our assumption (note that we can not insert
π as in the proof of [24, Thorem 2.5 ]since we do not have the assumption a ∈ A+2 in [24, Corollary
2.7] as in [24, Theorem 2.5]).
To obtain the propagation estimate as Theorem 2.4 with n − 1 < s ≤ n, n ∈ N \ {0} from the
resolvent estimate, we need the estimate for (R(λ+ iµ))n+1 (see e.g. Perry [18]). Since the index s′ in
the estimate
‖παb
a
±(xa, Da)(R(λ+ iκ))
n+1〈x〉−s
′
‖ ≤ C〈λ〉−n/2
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needs to satisfy n + 1/2 < s′ < ǫ0 + 1/2, ǫ0 needs to satisfy n < ǫ0. To sum up, the index s in the
propagation estimate as Theorem 2.4 needs to satisfy s ≤ n for n ∈ N such that n < ǫ0. Since ǫ0
corresponds to ρ in our assumption, this means that our estimate Theorem 2.4 is better than that
obtained from [24, Corollary 2.7] with respect to the indices s. In particular, only our method gives
the propagation estimates for long-range potentials.
We also obtain improved resolvent estimates using the projection Π onto almost invariant subspace.
Theorem 2.13. Assume the conditions in Theorem 2.4. Let π and Π as in Theorem 2.7. Then the
results in Theorem 2.10 hold with πα, s
′ > m and s < s′ −m replaced by Π, s′ > m and s < s′ −m
respectively.
3. Proof of Theorem 2.2
To prove Theorem 2.2 we need the propagation estimate for the generator of the dilation in Xa.
This estimate is obtained by inductive arguments and the positivity of the commutator of a certain
operator and the Hamiltonian except for the forms which are integrable with respect to t when applied
to e−itHf(H)〈x〉−s
′
φ, where φ ∈ H. The key estimates are those in (3.27). Using this propagation
estimate Theorem 2.2 is proved in a similar way.
We use the following lemma throughout this paper.
Lemma 3.1. Let a be a cluster decomposition such that #a = 2, and (ij)  a. Then for all s ≥ 0,
〈x〉s〈xij〉−s〈xa〉−s is a bounded operator, where xij = xi − xj.
Proof. We have
〈x〉s〈xij〉
−s〈xa〉−s ≤F (|xa| < C|x
a|)〈x〉s〈xij〉
−s〈xa〉−s
+ F (|xa| ≥ C|x
a|)〈x〉s〈xij〉
−s〈xa〉−s
Here F (· · · ) is a characteristic function of the set {x| · · · }. By |xa|2 + |xa|2 = |x|2 the first term is
bounded.
As for the second term, since #a = 2, there exist constants C1, C2 > 0 such that |xij | ≥ C1|x| −
C2|xa|. Thus if C > 0 is large enough, we have
F (|xa| ≥ C|x
a|)〈x〉s〈xij〉
−s〈xa〉−s
≤ F (|xij | ≥ C1|x| − C2C
−1|xa|)〈x〉
s〈xij〉
−s〈xa〉−s
≤ F (|xij | ≥ C
′|x|)〈x〉s〈xij〉
−s〈xa〉−s < C˜,
where C′ and C˜ are positive constants. Thus the second term is also bounded, so the lemma is
proved. 
We also use the following result which is proved in Skibsted [21] and can be applied under Assumption
2.1.
Lemma 3.2 (Skibsted [21]). Let E > inf σess(H), E /∈ T be given. Then for any f ∈ C∞0 (R) supported
in a sufficiently small neighborhood of E and any s′ > s > 0,
χ
(
x2
4t2
− d(E) < −ǫ
)
e−itHf(H)〈x〉−s
′
= O(t−s),
in L(H) as t→∞ where d(E) := dist(E, T ).
Remark 3.3. In Skibsted [21] we assume E > 0 for Lemma 3.2. However, we can easily modify the
proof so that the lemma holds for E /∈ T , E > inf σess(H) using the Mourre estimate [21, Theorem
B2].
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Without loss of generality we can assume that intercluster potential V˜a is smooth. Let R be as
in Assumption 2.1 and F ∈ C∞0 (R
ν) be a function such that F (y) = 1 for |y| < R. Set Vˆa(x) :=∑
(ij)/∈a Vij(xi − xj)(1− F (xi − xj)). Then Vˆa(x) ∈ C
∞(X) and we can rewrite
παe
−itHf(H)〈x〉−s
′
= παf
′(H ′)e−itHf(H)〈x〉−s
′
+ πα(f
′(H)− f ′(H ′))e−itHf(H)〈x〉−s
′
,
(3.1)
where H ′ := Ha −∆a + Vˆa and f ′ ∈ C∞0 (R) satisfies ff
′ = f . Since πα(f
′(H) − f ′(H ′))〈x〉n ∈ L(H)
for any n ∈ N by Lemma 3.1 and the exponential decay of the eigenfunctions, the second term in (3.1)
is estimated as O(t−s) by Lemma 3.2. Since
παf
′(H ′)e−itHf(H)〈x〉−s
′
=παf
′(H ′)παe
−itHf(H)〈x〉−s
′
+ πα[πα, f
′(H ′)]e−itHf(H)〈x〉−s
′
,
and [πα, f
′(H ′)]〈x〉1+ρ ∈ L(H), we only need to prove
χ
(
x2a
4t2
− (E − λα) < −ǫ
)
παf
′(H ′)παe
−itHf(H)〈x〉−s
′
= O(t−s).
However, we have
f ′(H ′)παe
−itHf(H)〈x〉−s
′
=f ′(H ′)e−itH
′
παf(H)〈x〉
−s′
+
∫ t
0
f ′(H ′)e−i(t−r)H
′
(H ′πα − παH)e
−irHf(H)〈x〉−s
′
.
(3.2)
As for the second term in (3.2) we have 〈x〉r(H ′πα − παH)〈x〉r
′
∈ L(H) for any r, r′ ∈ R such that
r + r′ < 1 + ρ. We decompose the integral into two pieces corresponding to [0, t/2] and [t/2, t]. As
for the first part, if we assume Theorem 2.2 holds with e−itHf(H) replaced by e−itH
′
f ′(H ′), we can
estimate as
χ
(
x2a
4t2
− (E − λα) < −ǫ
)
παf
′(H ′)e−i(t−r)H
′
〈x〉−1−ρ = O((t − r)−1−ρ) = O(t−1−ρ).
As for the second part, by Lemma 3.2 and that for any ǫ > 0∫ t/2
0
〈t− r〉−1−ǫdr < C
with C independent of t, we can estimate the part as O(t−s) for any s < ρ. Therefore, the second term
in (3.2) multiplied by χ
(
x2a
4t2 − (E − λα) < −ǫ
)
πα is estimated as O(t
−s) for any s < ρ. Assuming
Theorem 2.2 holds with e−itHf(H) replaced by e−itH
′
f ′(H ′), the first term in (3.2) multiplied by
χ
(
x2a
4t2
− (E − λα) < −ǫ
)
πα,
is estimated as O(t−s) for any s < ρ. Thus, we only need to prove Theorem 2.2 replacing V˜a by Vˆa.
That is, we can assume V˜a is smooth.
We introduce a class of functions which is introduced in Skibsted [21].
Definition 3.4 (Skibsted [21]). Given β, γ ≥ 0 and ǫ > 0, let Fβ,γ,ǫ denote the set of functions g,
g(x, τ) = gβ,γ,ǫ(x, τ) = −τ
−β(−x)γχǫ
(
x
τ
)
, defined for (x, τ) ∈ R × R+ and for χǫ ∈ C∞(R) with the
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following properties:
χǫ(x) = 1 for x < −2ǫ, χǫ(x) = 0 for x > −ǫ,
d
dx
χǫ(x) ≤ 0 and αχǫ(x) + x
d
dx
χǫ(x) = χ˜
2
ǫ(x),
where χ˜ǫ(x) ≥ 0 and χ˜ǫ ∈ C∞(R).
Set t0 > 0 and E
′ < E. We define A(τ) = 12 (xapa + paxa) − 2(E
′ − λα)τ for τ = t + t0, t ≥ 0,
where pa = −i∇a. To prove the Theorem 2.2 first, we prove the following lemma which corresponds
to Skibsted [21, Example1].
Lemma 3.5. Suppose the same assumption as in Theorem 2.2. Let E > λα, E /∈ T and λα < E′ < E
be given. Then for any f ∈ C∞0 (R) supported in a sufficiently small neighborhood of E, any ǫ > 0 and
any s, s′, s˜ ∈ R such that 0 ≤ s˜ ≤ s < min{s′, ρ},
(
−A(τ)
τ
)s˜
χ
(
A(τ)
τ
< −ǫ
)
παe
−itHf(H)〈x〉−s
′
= O(t−s)
in L(H) as t→∞.
Proof. We may suppose s′ < ρ, since if s < ρ ≤ s′, there exists s′0 such that s < s
′
0 < ρ and we have
〈x〉−s
′
= 〈x〉−s
′
0 〈x〉−(s
′−s′0). Since for any γ˜ ≤ γ we have
(3.3) − gβ,γ,ǫ(x, τ) ≥ −τ
−β(ǫτ)γ−γ˜g0,γ˜,ǫ(x, τ),
we only need to prove that ‖(−gβ0,γ0,ǫ(A(τ), τ))
1/2παψ(t)‖ ≤ C‖φ‖ for any β0 > 0, ǫ > 0 and γ0, γ′0 ∈ R
such that 0 < γ0 < γ
′
0 < 2ρ and φ ∈ H, where ψ(t) = ψγ′0(t) = e
−itHf(H)〈x〉−γ
′
0/2φ.
Let ǫ be a positive number such that 64ǫ < d(E). Set θǫ := ηǫ(
x2
4τ2 ), where ηǫ(x) is a C
∞(R) function
such that ηǫ(x) = 1 for x < ǫ and ηǫ(x) = 0 for x > 2ǫ. We also set θ˜ǫ = 1−θǫ and g = gβ0,γ0,ǫ(A(τ), τ).
Then we have
(παψ, gπαψ) =(παθǫψ, gπαθǫψ) + (παθ˜ǫψ, gπαθǫψ)
+ (παθǫψ, gπαθ˜ǫψ) + (παθ˜ǫψ, gπαθ˜ǫψ).
(3.4)
As for the first term of (3.4) we have
(3.5) gπαθǫψ = gπαθǫf1(H)θ2ǫψ + gπαθǫf1(H)θ˜2ǫψ,
where f1 ∈ C∞0 (R) such that f1f = f . We can easily see ‖gπαθǫf1(H)θ˜2ǫ‖L(H) = O(τ
−∞). Since
observing
‖〈A(τ)〉r(〈paxa + xapa〉
r + τr + 1)−1‖L(H) = O(1) as τ →∞, ∀r > 0,
〈paxa + xapa〉
r〈xa〉
−r〈pa〉
−r ∈ L(H), ∀r > 0,
(3.6)
it is easily seen that gπαθǫf1(H) = O(τ
γ0−β0), by Lemma 3.2 we have
(παθǫf1(H)θ2ǫψ, gπαθǫf1(H)θ2ǫψ) ≤ C‖φ‖
2.
Thus the first term of (3.4) is uniformly bounded with respect to t.
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As for the second term we have by Taylor’s formula we have
παθ2ǫ = παη2ǫ
(
|xa|
2
4τ2
)
+ πα
∫ 1
0
η
(1)
2ǫ
(
|xa|
2 + r|xa|2
4τ2
)
|xa|2
4τ2
dr
= θ2ǫπα −
∫ 1
0
η
(1)
2ǫ
(
|xa|
2 + r|xa|2
4τ2
)
|xa|2
4τ2
drπα
+ πα
∫ 1
0
η
(1)
2ǫ
(
|xa|
2 + r|xa|2
4τ2
)
|xa|2
4τ2
dr.
(3.7)
Let us notice
(3.8) η
(1)
2ǫ
(
|xa|2 + r|xa|2
4τ2
)
θǫ = 0 (r ∈ [0, 1]).
As for the second term in (3.7) we have
η
(1)
2ǫ
(
|xa|2 + r|xa|2
4τ2
)
=F (|xa| ≤ |xa|)η
(1)
2ǫ
(
|xa|2 + r|xa|2
4τ2
)
+ F (|xa| < |x
a|)η
(1)
2ǫ
(
|xa|2 + r|xa|2
4τ2
)
,
(3.9)
where F (|xa| ≤ |xa|) and F (|xa| < |xa|) are indicator functions for {x||xa| ≤ |xa|} and {x||xa| < |xa|}
respectively. Since we have
|xa|2 + |xa|2
4τ2
≤
2|xa|2
4τ2
≤ 8ǫ
for x ∈ supp η
(1)
2ǫ
(
|xa|
2+r|xa|2
4τ2
)
∩ {x||xa| ≤ |xa|}, we obtain
(3.10) F (|xa| ≤ |xa|)η
(1)
2ǫ
(
|xa|2 + r|xa|2
4τ2
)
= θ8ǫF (|x
a| ≤ |xa|)η
(1)
2ǫ
(
|xa|2 + r|xa|2
4τ2
)
.
Moreover, since by the exponential decay of the eigenfunction we have 〈xa〉nπα〈xa〉m ∈ L(H) for any
m,n > 0, we obtain
(3.11) F (|xa| < |x
a|)η
(1)
2ǫ
(
|xa|2 + r|xa|2
4τ2
)
πα = O(τ
−∞).
By (3.7)-(3.11) and θǫ = θ2ǫθǫ the second term in (3.4) can be written as
(παθ˜ǫψ, gπαθǫψ) =
(
παθ˜ǫψ, gθ8ǫF (|x
a| ≤ |xa|)
∫ 1
0
η
(1)
2ǫ
(
|xa|2 + r|xa|2
4τ2
)
·
|xa|2
4τ2
drπαθǫψ
)
+O(τ−∞)
(3.12)
Noting θ8ǫ = θ16ǫθ8ǫ and
∥∥∥adnA(τ)(θ16ǫ)∥∥∥
L(H)
= O(1) and using an almost analytic extension we have
gθ8ǫ = θ16ǫ
[γ0]∑
n=0
adnθ16ǫ(g)θ8ǫ + ad
[γ0]+1
θ16ǫ
(g)θ8ǫ,
where ‖ad
[γ0]+1
θ16ǫ
(g)θ8ǫ‖L(H) = O(1) (to justify this calculation we need to use an approximation argu-
ment for g as in the proof of Lemma 3.6). Finally, noting θ16ǫ = θ32ǫθ16ǫ and commuting πα and θ32ǫ,
by the similar argument as in the estimate of the first term of (3.4), the right-hand side of (3.12) is
bounded by C‖φ‖2. In the same way it is seen that the third term of (3.4) is uniformly bounded with
respect to t.
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It remains to estimate the fourth term of (3.4). In the following lemma we use the functions
bγ,ǫ(x) := (−x)γχǫ(x), cγ,ǫ(x) := (−x)(γ−1)/2χ˜ǫ(x) and their almost analytic extensions (see Adachi
[1]).
Lemma 3.6. Set θ˜ = θ˜ǫ, g = gβ,γ,ǫ, ψ(t) = e
−itHf(H)〈x〉−γ
′/2φ, where ǫ > 0, β ≥ 0 and 2ρ > γ′ ≥
γ > 0. Then with the convention 〈P 〉t = 〈ψ(t), Pψ(t)〉 for an operator or a form P , 〈θ˜παg(A(τ), τ)πα θ˜〉t
is absolutely continuous with ddt 〈θ˜παg(A(τ), τ)πα θ˜〉t = 〈
∑14
i=1 Ei〉t, where Ei is given as follows:
E1 = θ˜πα
(
∂
∂τ
g
)
(A(τ), τ)πα θ˜,
E2 = 2Re(θ˜i[f1(H)H, πα]g(A(τ), τ)πα θ˜),
E3 = 2Re(D1θ˜παg(A(τ), τ)πα θ˜),
with D1B(τ) = iadB(τ)(f1(H)H) + dτB(τ),
E4 = θ˜παg˜(A(τ), τ)f2(H)DA(τ)f2(H)g˜(A(τ), τ)πα θ˜,
with DB(τ) = iadB(τ)(H) + dτB(τ), g˜ = (g
(1))1/2 and f2 ∈ C∞0 (R) satisfies f1f2 = f1,
E5 = θ˜πα(1− f2(H))g˜(A(τ), τ)D1A(τ)f2(H)g˜(A(τ), τ)πα θ˜,
E6 = θ˜πα
k∑
m=1
(m!)−1g˜(m)(A(τ), τ)admA(τ)(f2(H))D1A(τ)f2(H)g˜(A(τ), τ)πα θ˜,
E7 = θ˜παR0(τ)D1A(τ)f2(H)g˜(A(τ), τ)πα θ˜,
with
(3.13) k =
{
[γ]/2 + 1 if [γ] + 1 is odd
([γ] + 1)/2 if [γ] + 1 is even
and
R0(τ) =
(−1)k
2πi
τ (γ−1−β)/2−k−1
∫
C
∂¯z c˜(z)(Aˆ− z)
−k−1adk+1A(τ)(f2(H))(Aˆ − z)
−1dz ∧ dz¯,
where c˜ is an almost analytic extension of cγ,ǫ and Aˆ = τ
−1A(τ).
E8 = θ˜παg˜(A(τ), τ)
k∑
m=1
(−1)m
m!
admA(τ)(D1A(τ)f2(H))g˜
(m)(A(τ), τ)πα θ˜,
E9 = θ˜παg˜(A(τ), τ)R1(τ)παθ˜
with R1(τ) = −
1
2πiτ
(γ−1−β)/2−k−1
∫
C
∂¯z c˜(z)(Aˆ− z)−1ad
k+1
A(τ)(D1A(τ)f2(H))(Aˆ− z)
−k−1dz ∧ dz¯.
E10 = θ˜παg˜(A(τ), τ)
k∑
m=0
(−1)m
m!
admA(τ)(D1A(τ))g˜
(m)(A(τ), τ)(1 − f2(H))παθ˜,
E11 = θ˜παg˜(A(τ), τ)R2(τ)(1 − f2(H))παθ˜
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with R2(τ) = −
1
2πiτ
(γ−1−β)/2−k−1
∫
C
∂¯z c˜(z)(Aˆ− z)−1ad
k+1
A(τ)(D1A(τ))(Aˆ − z)
−k−1dz ∧ dz¯,
E12 =θ˜πα
k1∑
m=2
gm(A(τ), τ)hm(A(τ), τ)
·
[γ]+1−m∑
m1=0
(−1)m1
m1!
adm+m1−1A(τ) (D1A(τ))g
(m1)
m (A(τ), τ)πα θ˜,
with k1 = max{2, [γ] + 1}, gm = gβ/2,((γ−m)/2)+,ǫ/2 and
hm(x, τ) =
τβ
m!
(−x)−(γ−m)+g(m)(x, τ).
E13 = θ˜πα
k1∑
m=2
gm(A(τ), τ)hm(A(τ), τ)Rm+1(τ)πα θ˜,
with
Rm+1(τ) =
1
2πi
τ ((γ−m)/2)+−β/2−[γ]+m−2∫
C
∂¯z b˜m(z)(Aˆ− z)
−1ad
[γ]+1
A(τ) (D1A(τ))(Aˆ − z)
−[γ]+m−2dz ∧ dz¯,
where b˜m is an almost analytic extension of b((γ−m)/2)+,ǫ/2,
E14 = θ˜παR
′(τ)πα θ˜,
with R′(τ) = (−1)
k1
2πi τ
γ−β−k1−1
∫
C
∂¯z b˜(z)(Aˆ − z)−k1−1ad
k1
A(τ)(D1A(τ))(Aˆ − z)
−1dz ∧ dz¯ where b˜ is an
almost analytic extension of bγ,ǫ.
Proof. We set gδ(x, τ) = gβ,γ,ǫ(x, τ)F
2(δτ−1x), where F ∈ C∞0 (R) is real and F (x) = 1 for |x| < 1.
Since admA(τ)(H) is a sum of terms of the form C∆a or C(xa∇a)
nV˜a, n ∈ N, n ≤ m, where C is a
constant and V˜a =
∑
(ij)≮a Vij(xi−xj), by Lemma 3.1 and Assumption 2.1, A(τ) satisfies Assumption
A.3 of the appendix. Therefore Lemma A.4 holds for A(τ).
We set bδ(x) = bγ,ǫ(x)F (δx). Then we can write gδ(x, τ) = −τγ−βbδ(τ−1x), and use an almost
analytic extension of bδ (see Adachi [1]). Since λα is in the discrete spectrum, by the exponential decay
of the eigenfunction we have 〈xa〉nπα ∈ L(H) for any n ∈ N. Thus observing
−(γ − β)τγ−β−1bδ(τ
−1A(τ)) + τγ−β−2A(τ)b
(1)
δ (τ
−1A(τ)) =
(
∂
∂τ
gδ
)
(A(τ), τ),
and −τγ−β−mb
(m)
δ (τ
−1A(τ)) = g
(m)
δ (A(τ), τ), by Lemma A.5 for any δ, t
′ > 0,
(3.14) 〈θ˜παgδ(A(τ
′), τ ′)παθ˜〉t′ − 〈θ˜παgδ(A(t0), t0)παθ˜〉0 =
∫ t′
0
〈D〉t,
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where τ ′ = t′ + t0 and
D = θ˜πα
(
∂
∂τ
gδ
)
(A(τ), τ)πα θ˜ + 2Re(θ˜i[f1(H)H, πα]gδ(A(τ), τ)πα θ˜)
+ 2Re(D1θ˜παgδ(A(τ), τ)πα θ˜) +
k1∑
m=1
(m!)−1θ˜παg
(m)
δ ad
m−1
A(τ)(D1A(τ))πα θ˜
+ θ˜πα
(−1)k1+1
2πi
τγ−β−k1−1
∫
C
∂¯z b˜δ(z)(Aˆ− z)
−k1−1
· adk1A(τ)(D1A(τ))(Aˆ − z)
−1dz ∧ dz¯παθ˜,
(3.15)
where b˜δ is an almost analytic extension of bδ. We rewrite the right-hand side of (3.15) as sum of forms∑14
l=1El,δ(τ) such that
(3.16) 〈El,δ(τ)〉t → 〈El(τ)〉t, as δ → 0,
and for any T > 0
(3.17) |〈El,δ(τ)〉t| ≤ CT , ∀0 < t < T, 0 < δ < 1.
Since by Lemma A.6 the left-hand side of (3.14) goes to
〈θ˜παg(A(τ
′), τ ′)παθ˜〉t′ − 〈θ˜παg(A(t0), t0)παθ˜〉0,
as δ → 0 the lemma follows from the dominated convergence theorem.
The first three terms of (3.15) are denoted by E1,δ, E2,δ and E3,δ respectively. Then, we can easily
see that for l = 1, 2, 3, (3.16) and (3.17) holds.
We look at the contributions from the fourth term θ˜παg
(1)
δ D1A(τ)πα θ˜ on the right hand side
of (3.15). Using the abbreviations g = g(A(τ), τ), g˜ = g˜(A(τ), τ), F = F (δτ−1A(τ)) and F ′ =
∂
∂xF (δτ
−1x)|x=A(τ) we have
θ˜παg
(1)
δ D1A(τ)πα θ˜ = D1 + · · ·+D5,
D1 = θ˜πα2τ
−1FF ′gD1A(τ)πα θ˜,
D2 = θ˜παF g˜f2(H)D1A(τ)f2(H)g˜Fπαθ˜,
D3 = θ˜παF g˜(1 − f2(H))D1A(τ)f2(H)g˜Fπαθ˜,
D4 = −θ˜παF g˜[D1A(τ)f2(H), g˜F ]παθ˜,
D5 = θ˜F
2g˜2D1A(τ)(1 − f2(H))παθ˜.
As for D1 it is easy to see that 〈D1〉t → 0 as δ → 0 and (3.17) holds. As for D2 by Lemma A.6 and
spectral theorem 〈D2〉t → 〈E4〉t as δ → 0 and (3.17) holds. By Lemma A.4 and Lemma A.5 we see
that 〈D3〉t → 〈E5〉t + 〈E6〉t + 〈E7〉t and (3.17) holds. In the same way we have 〈D4〉t → 〈E8〉t + 〈E9〉t
and 〈D5〉t → 〈E10〉t + 〈E11〉t. The terms with m > 1 of the fourth term of (3.15) contributes with
〈E12〉t + 〈E13〉t in the limit δ → 0 and the last term of (3.15) contributes with 〈E14〉t. 
Now we shall prove
(3.18) (παθ˜ǫψγ′
0
, gβ0,γ0,ǫ(A(τ), τ)πα θ˜ǫψγ′0) ≤ C‖φ‖
2,
for any β0 > 0, ǫ > 0 and 0 ≤ γ0 < γ′0 < 2ρ.
Under the assumption of Lemma 3.6 we have for any t′ > 0
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(3.19) 〈−θ˜παgβ,γ,ǫ(A(τ
′), τ ′)παθ˜〉t′ = 〈−θ˜παgβ,γ,ǫ(A(t0), t0)παθ˜〉0 −
∫ t′
0
dt〈E1 + · · ·+ E14〉t,
where τ ′ = t′ + t0.
We notice that the following estimates hold as τ →∞ for β, γ and γ′ as in Lemma 3.6:
|〈E2〉t| ≤ O(τ
−1−(ρ−γ/2)−β/2)(‖φ‖2 − 〈θ˜παgβ,γ,ǫ(A(τ), τ)πα θ˜)〉t),
〈E3〉t = 〈θ4ǫO(τ
γ−β−1)θ4ǫ〉t +O(τ
−∞)‖φ‖2,
〈E4〉t ≥ 〈θ˜παg˜(A(τ), τ)〈x〉
−ρ/2f3(H)O(1)f3(H)〈x〉
−ρ/2 g˜(A(τ), τ)πα θ˜〉t
+ 〈O(τ−3/2)gβ,(γ−ρ−1/2)+,ǫ/2(A(τ), τ)πα θ˜〉t
+ 〈θ˜παgβ,(γ−ρ−1/2)+,ǫ/2(A(τ), τ)O(τ
−3/2)〉t +O(τ
−∞)‖φ‖2,
with f3f2 = f2,
〈E5〉t = 〈O(τ
−3/2−ρ−β/2+γ/2)g˜(A(τ), τ)πα θ˜〉t
+ 〈θ2ǫO(τ
−3/2−β/2+γ/2)g˜(A(τ), τ)πα θ˜〉t +O(τ
−∞)‖φ‖2,
〈E6〉t = 〈θ˜πα
k∑
m=1
g˜(m)(A(τ), τ)O(1)g˜(A(τ), τ)πα θ˜〉t,
〈E7〉t = 〈O(τ
(γ−1−β)/2−k−1)g˜(A(τ), τ)πα θ˜〉t,
〈E8〉t = 〈θ˜παg˜(A(τ), τ)
k∑
m=1
O(1)g˜(m)(A(τ), τ)πα θ˜〉t,
〈E9〉t = 〈θ˜παg˜(A(τ), τ)O(τ
(γ−1−β)/2−k−1)〉t,
〈E10〉t = 〈θ˜παg˜(A(τ), τ)
k∑
m=0
(O(τ−3/2−ρ−β/2−m+γ/2)
+O(τ−3/2−β/2−m+γ/2)θ2ǫ)〉t +O(τ
−∞)‖φ‖2,
〈E11〉t = 〈θ˜παg˜(A(τ), τ)O(τ
(γ−1−β)/2−k−1)〉t
〈E12〉t = 〈θ˜πα
k1∑
m=2
gm(A(τ), τ)O(τ
−(m−γ)+ )
[γ]+1−m∑
m1=0
g(m1)m (A(τ), τ)πα θ˜〉t,
〈E13〉t = 〈θ˜πα
k1∑
m=2
gm(A(τ), τ)O(τ
−(m−γ)++((γ−m)+−β)/2−k2−1)〉t,
〈E14〉t = O(τ
γ−β−k1−1)‖φ‖2.
(3.20)
As for E2 we notice that
(3.21) [f1(H)H, πα] =
1
2πi
∫
C
∂¯zF1(z)(H − z)
−1[V˜a, πα](H − z)
−1dz ∧ dz¯,
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where F1 is the almost analytic extension of xf1(x) and
V˜a(x
a, xa)πα = V˜a(0, xa)πα +
∫ 1
0
xa∇aV˜a(rx
a, xa)drπα
= παV˜a(x
a, xa)− πα
∫ 1
0
xa∇aV˜a(rx
a, xa)dr
+
∫ 1
0
xa∇aV˜a(rx
a, xa)drπα.
(3.22)
We also notice that
[(∇a)j ,
∫ 1
0
(∇a)
δxa∇aV˜a(rx
a, xa)dr] =
∫ 1
0
(∇a)
δ′xa∇aV˜a(rx
a, xa)dr.
Here, (∇a)j is the differential with respect to j-th component of xa for some basis in Xa, δ ∈ NdimXa
and δ′ = δ + (0, · · · , 1, · · · , 0) where (0, · · · , 1, · · · , 0) is the vector whose j-th component is 1 and the
others are 0. Setting x˜ = (rxa, xa), we have |x˜ij | > C′|x˜| > C1|xa| > C2|x| with some constants
C′, C1, C2 > 0. Thus for any n ∈ N when |xa| > C|xa| for sufficiently large C > 0, it follows that
‖〈pa〉2n〈x〉1+ρ〈xa〉−1−ρ∇aV˜a(rxa, xa)〈pa〉−2n‖L(H) < C
′ for some C′ > 0 uniformly with respect to
0 ≤ r ≤ 1. Thus observing that 〈xa〉lπα ∈ L(H), ∀l ∈ R, it follows that
(3.23) 〈pa〉
2n〈x〉γ/2[f1(H)H, πα]〈x〉
1+(ρ−γ/2)〈pa〉
−2n, [f1(H)H, πα]〈x〉
−1−ρ ∈ L(H)
By the interpolation argument we have
(3.24) 〈pa〉
γ/2〈x〉γ/2[f1(H)H, πα]〈x〉
1+(ρ−γ/2)〈pa〉
−γ/2,∈ L(H)
Since |x| > 2ǫτ on supp θ˜ we can see that
(3.25) ‖τγ/2〈x〉−1−ρθ˜‖ ≤ Cτ−1−(ρ−γ/2),
and
(3.26) ‖〈pa〉
γ/2〈x〉−1−(ρ−γ/2)θ˜〈pa〉
−γ/2‖ ≤ Cτ−1−(ρ−γ/2),
By the first estimate in (3.6) we can see that ‖(−g)1/2(A(τ), τ)(〈paxa + xapa〉−γ/2 + τ−γ/2)−1‖L(H) ≤
Cτ−β/2. Thus by the second estimate in (3.6), (3.23), (3.24), (3.25), (3.26) and 〈pa〉γ/2f1(H) ∈ L(H)
we obtain
‖(−g)1/2(A(τ), τ)[f1(H)H, πα]θ˜f1(H)‖ ≤ Cτ
−1−(ρ−γ/2)−β/2.
Since ψ(t) = f1(H)ψ(t) , and Lemma 3.1 we obtain
‖(−g)1/2(A(τ), τ)[f1(H)H, πα]θ˜ψ(t)‖ ≤ Cτ
−1−(ρ−γ/2)−β/2‖φ‖,
for sufficiently large C > 0.
Therefore by Ho¨lder’s inequality and that ab ≤ 2−1(a2 + b2), ∀a, b > 0 we have
|〈E2〉|t| ≤ ‖(−g)
1/2(A(τ), τ)[f1(H)H, πα]θ˜ψ(t)‖‖(−g)
1/2(A(τ), τ)πα θ˜ψ(t)‖
≤ Cτ−1−(ρ−γ/2)−β/2‖φ‖‖(−g)1/2(A(τ), τ)πα θ˜ψ(t)‖
≤ 2−1Cτ−1−(ρ−γ/2)−β/2(‖φ‖2 + ‖(−g)1/2(A(τ), τ)πα θ˜ψ(t)‖
2)
=≤ 2−1Cτ−1−(ρ−γ/2)−β/2(‖φ‖2 − 〈θ˜παgβ,γ,ǫ(A(τ), τ)πα θ˜〉t)
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The estimate for E3 follows from θ2ǫθǫ = θǫ and θǫ〈x〉r ≤ Cτr for all r ∈ R. The estimate for E4
follows easily from the following estimates:
i[H,A(τ)] = −2∆a − xa∇aV˜a,
πα(−2∆a − xa∇aV˜a)πα = πα(−2∆a − xa∇aV˜a + 2H
a − 2λα)πα
= πα(2H − 2λα − 2V˜a − xa∇aV˜a)πα,
f(H)(2H − 2λα − 2V˜a − xa∇aV˜a)f(H)
≥ f(H)(2(E − λα)− ǫ1 − 2V˜a − xa∇aV˜a)f(H).
(3.27)
where ǫ1 is sufficiently small. The estimate for E5 and E10 follows from f(H)θ˜πα(1 − f2(H)) =
f(H)[θ˜, f2(H)]πα + f(H)θ˜[πα, f2(H)]. The estimates of E7, E9, E11, E13 and E14 follow from that
‖(A− z)−1‖L(L2(X)) ≤ |Imz|, and for any M ≥ 0
∂¯z c˜(z) ≤ CM 〈z〉
(γ−1)/2−1−M |Imz|M ,
and so on.
We shall prove (3.18) by showing by induction in n ∈ N the statement p(n) that (3.18) holds under
the further restriction n− 1 < γ0 ≤ n (we suppose p(0) holds). Assuming p(n) is true, we shall verify
p(n+ 1). First, we shall prove
(3.28) ‖(−g0,n,ǫ(A(τ
′), τ ′))1/2παθ˜ψγ′(t)‖ ≤ C‖φ‖,
with 2ρ > γ′ > n.
(3.28) is obvious for n = 0. When n ≥ 1, from the assumption we have
(3.29) ‖(−gβ′,n,ǫ(A(τ
′), τ ′))1/2παθ˜ψγ′(t)‖ ≤ C‖φ‖,
for any β′ > 0. By (3.3) and (3.29) we have
(3.30) ‖(−g0,n−1,ǫ(A(τ
′), τ ′))1/2παθ˜ψγ′(t)‖ ≤ Cτ
−(1−β′)/2‖φ‖,
(see Skibsted [21, Corollary 2.5]).
To prove (3.28) we use (3.19), (3.20) and (3.30). The term 〈E1〉t is positive and therefore negligible.
By (3.20) with β = 0, 2ρ > γ′ > γ = n, Lemma 3.2 and (3.30) we have for any γ′ − γ > µ > 0
〈E3〉t = O(t
−1−µ)‖φ‖2,
〈E4〉t ≥ O(t
−ρ−1+β′)‖φ‖2 +O(t−3/2)‖φ‖2,
〈E5〉t, 〈E10〉t = O(t
−2+β′/2)‖φ‖2,
〈E6〉t, 〈E8〉t =
k∑
m=1
O(t−1−m+β
′
)‖φ‖2,
〈E7〉t, 〈E9〉t, 〈E11〉t = O(t
−3/2+β′/2)‖φ‖2,
〈E12〉t =
k1∑
m=2
[γ]+1−m∑
m1=1
O(t−m−m1+β
′
)‖φ‖2,
〈E13〉t = O(t
−2+β′/2)‖φ‖2,
〈E14〉t = O(t
−2)‖φ‖2.
(3.31)
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Since the right-hand sides of these estimates are integrable for sufficiently small β′, combining (3.31)
and the estimate for E2 in (3.20) we have
〈−θ˜παg0,n,ǫ(A(τ
′), τ ′)παθ˜〉t′
≤ C‖φ‖2 + C
∫ τ ′
0
τ−1−ρ+n/2〈−θ˜παg0,n,ǫ(A(τ), τ)πα θ˜〉tdt.
Since ρ > n/2, by the Gronwall inequality we obtain (3.28).
It remains to prove that
(3.32) ‖(−gβ0,γ0,ǫ(A(τ
′), τ ′))1/2παθ˜ψγ′
0
(t)‖ ≤ C‖φ‖.
First, we assume ρ ≥ 1. We use again (3.19) and (3.20) in conjunction with (3.28) and obtain the
following estimates:
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〈E3〉t = O(t
−1−β0)‖φ‖2,
〈E4〉t ≥ O(t
−ρ−β0)‖φ‖2 +O(t−3/2)‖φ‖2,
〈E5〉t, 〈E10〉t = O(t
−3/2)‖φ‖2,
〈E6〉t, 〈E8〉t =
k∑
m=1
O(t−m−β0)‖φ‖2,
〈E7〉t, 〈E9〉t, 〈E11〉t = O(t
−1−β0)‖φ‖2,
〈E12〉t =
k1∑
m=2
[γ]+1−m∑
m1=1
O(t−m−m1−β0+1)‖φ‖2,
〈E13〉t = O(t
−2+1/2)‖φ‖2,
〈E14〉t = O(t
−1−β0)‖φ‖2.
(3.33)
Thus by the Gronwall inequality we obtain (3.32).
Next we assume ρ < 1 (note that E4 in (3.33) is not integrable in this case). In this case as in the
proof of Skibsted [21, Corollary 2.6], setting 0 < δ < ρ we prove
(3.34) ‖(−gβ′
0
,γ0,ǫ(A(τ
′), τ ′))1/2παθ˜ψγ′
0
(t)‖ ≤ C‖φ‖,
with β′0 = max{β0, 1 − δ}. Since 〈E4〉t ≥ O(t
−ρ−β′0)‖φ‖2 + O(t−3/2)‖φ‖2, and the right-hand side
is integrable by the Gronwall inequality we obtain (3.34). By iterating we obtain (3.34) with β′0 =
max{β0, 1− nδ} for any n ∈ N which proves (3.32). 
Remark 3.7. The critical term in (3.19) is E2. The terms Ei, 3 ≤ i ≤ 14 are integrable in the
proof of (3.28) and (3.32) for γ′ > γ even if γ′ ≥ 2ρ. In (3.20) γ appears in the indices of τ in
Ej , j = 2 − 5, 7, 9 − 14. However, for 〈E3〉t we use Lemma 3.2 and see that it is integrable also for
γ′ ≥ 2ρ. As for 〈Ej〉t, j = 7, 9, 11, 14 by the choices of k and k1, we can see that they are integrable.
As for 〈E5〉t and 〈E10〉t we can write
(1− f2(H))πα = (1− f2(−∆a + V˜a + λα))πα
= πα(1 − f2(−∆a + V˜a + λα))−
M∑
j=1
παf
(j)
2 (−∆a + V˜ + λα)
−
1
2πi
∫
∂¯zF2(z)(−∆a + V˜a + λα)
−1(−1)MadM
−∆a+V˜a
([V˜a, πα])
(−∆a + V˜a + λα)
−1−Mdzdz¯
= πα(1 − f2(H)) −
M∑
j=1
παf
(j)
2 (H)
−
1
2πi
∫
∂¯zF2(z)(−∆a + V˜a + λα)
−1(−1)MadM
−∆a+V˜a
([V˜a, πα])
(−∆a + V˜a + λα)
−1−Mdzdz¯,
(3.35)
where F2 is the almost analytic extention of f2. We have
〈x〉M+1+ρadM−∆a+V˜a([V˜a, πα])(−∆a + V˜a + λα)
−1−M ∈ L(H).
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Thus, choosing M = [γ] + 1, 〈E5〉t and 〈E10〉t with (1 − f2(H))πα and πα(1 − f2(H)) being replaced
by the third term in the right-hand side of (3.35) is integrable. Since 1 − f2 and f
(j)
2 , j ≥ 1 are 0
on the support of f1, for any L > 0 there exists C > 0 such that ‖(1 − f2(H))θ˜f1(H)‖ ≤ Cτ−L and
‖f
(j)
2 (H)θ˜f1(H)‖ ≤ Cτ
−L. Therefore, noticing ψ(t) = f1(H)ψ(t) the contribution from the first and
the second term in the right-hand side of (3.35) are integrable. As for 〈E6〉t and 〈E8〉t, assuming p(n)
is true we obtain (3.31) with β = 0, γ′ > γ = n without the restriction ρ > γ′. We also obtain (3.33)
assuming (3.28) holds for β0 > 0 and n− 1 < γ0 ≤ n.
As for E2 as mentioned in Remark 2.12 the commutator [V˜a, πα] in (3.21) cannot be written as
[V˜a, πα] = O(〈x〉
−1−ρ)πα +O(〈x〉
−r)
where r > 0 is sufficiently large. For we can write as
[V˜a, πα] =
∫ 1
0
([xa, πα]∇
aV˜a(rx
a, xa) + x
a[∇aV˜a(rx
a, xa), πα])dr.
Since for any ǫ and r, r′ such that r + r′ = 1+ ρ+ ǫ we have
〈xa〉
r∇aV˜a(rx
a, xa)〈xa〉
r′ /∈ L(H),
and for r, r′ such that r + r′ = 2 + ρ,
〈x〉rxa[∇aV˜a(rx
a, xa), πα]〈x〉
r′ ∈ L(H).
Since [xa, πα] and 〈xa〉 are operators on L
2(Xa) and L2(Xa) respectively and L
2(X) = L2(Xa) ⊗
L2(Xa), we can see that
〈xa〉
r[xa, πα]∇
aV˜a(rx
a, xa)〈xa〉
r′ /∈ L(H),
for any ǫ and r, r′ such that r + r′ = 1 + ρ+ ǫ. Thus we have
〈xa〉
r[V˜a, πα]〈xa〉
r′ /∈ L(H),
for any 0 < ǫ ≤ 1 and r, r′ such that r+ r′ = 1+ ρ+ ǫ. Therefore, for γ0 ≥ 2ρ we cannot rewrite E2 in
a form which is integrable.
Proof of Theorem 2.2. Fix 0 < E′′ < E′ − λα < E − λα. Let M(xa, τ) :=
(
E′′ − x
2
a
4τ2
)1/2
, h ∈ F0,1,ǫ′′
for ǫ′′ > 0 and A(τ)′ := h(−τM, τ). Since
gβ,γ,ǫ(A(τ)
′, τ) = gβ,γ,ǫ(−τM, τ),
for any ǫ > 2ǫ′′, we only need to prove that ‖(−gβ0,γ0,ǫ(A(τ), τ))
1/2παψγ′
0
(t)‖ ≤ C‖φ‖2 for any β0 > 0,
2ρ > γ′0 > γ0 ≥ 0, ǫ > 0 and φ ∈ H.
Since Lemma 3.6 holds with A(τ) replaced by A(τ)′, the proof is almost the same as that of Lemma
3.5 except for the estimate of E4. For the estimate of E4 we have
DA(τ)′ ≥ (h(1)(−τM, τ))1/2M−1/2
(
1
2τ
(
paxa + xapa
2
− 2(E′ − λα)τ
)
+ (E′ − λα)− E
′′
)
M−1/2(h(1)(−τM, τ))1/2 +O(τ−1)
≥ (h(1)(−τM, τ))1/2M−1/2
1
2
A(τ)
τ
χ
(
A(τ)
τ
< −ǫ′
)
·M−1/2(h(1)(−τM, τ))1/2 +O(τ−1),
where ǫ′ = E − λα − E′′. Thus for γ′0 > 1 by commuting the factor(
−
A(τ)
τ
)1/2
χ
(
A(τ)
τ
< −ǫ′
)
,
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in front of παθ˜ψ, 〈E4〉t is integrable by Lemma 3.5.
As for γ′0 ≤ 1 using the estimates (3.6) and 〈xa〉
r ≤ C〈τ〉r , ∀r > 0 on supp h(1)(−τM, τ), by
commuting the factor
(
−A(τ)τ
)s˜
χ
(
A(τ)
τ < −ǫ
′
)
in front of παθ˜ψ with s˜ < γ
′
0/2, 〈E4〉t is integrable by
Lemma 3.5. 
4. Proof of Theorem 2.4, Theorem 2.5 and Theorem 2.10
To prove Theorem 2.4 we need the propagation estimate for another operator A˜(τ) which is proved
by the estimates of commutators similar to those in the proof of Lemma 3.5 and Theorem 2.2. Theorem
2.4 is proved using covering arguments in the phase space, propagation estimate for A˜(τ) and Theorem
2.2. Theorem 2.10 is obtained by the Fourier-Laplace transform and Theorem 2.4.
First we introduce the operator A˜(τ). We set for τ = t+ t0, t0 > 0, t ≥ 0 and 1 > κ0 > 0
(4.1) A0(τ) =
τ
2
{xa
τ
(
pa −
xa
2τ
)
+
(
pa −
xa
2τ
) xa
τ
}
,
and
I(τ) = τ2κ0(τ2κ0 −∆a)
−1, B(τ) = j(τ)I(τ)j(τ),
where
j(τ) = χ
(
E −
x2a
4τ2
<
λα
3
)
.
Setting for E′ > 0
χ(τ) = χ
(
x2a
4τ2
− (E′ + 4) < −1
)
,
we define
(4.2) A˜(τ) = χ(τ)B(τ)χ(τ)A0(τ)χ(τ)B(τ)χ(τ).
To prove the propagation estimate of A˜(τ) we need the following lemma of Skibsted [21] which holds
under Assumption 2.1.
Lemma 4.1 (Skibsted [21]). Let E > λα, E /∈ T , ǫ > 0 be given. Then there exists E′ > 0 such that
for any f ∈ C∞0 (R) supported in a sufficiently small neighborhood of E and any s ≥ l ≥ 0,
〈x〉lχ
(
E′ −
x2
4t2
< −ǫ
)
e−itHf(H)〈x〉−s = O(t−s+l)
as t→∞ in L(H).
Lemma 4.2. Suppose the same assumption as in Theorem 2.2. Let E > λα, E /∈ T , ǫ > 0 be given.
Then for any E′ > 0 sufficiently large, any f ∈ C∞0 (R) supported in a sufficiently small neighborhood
of E, any s, s′, s˜ ∈ R such that 0 ≤ s˜ ≤ s < min{s′, ρ}, and any ǫ > 0,(
−A˜(τ)
τ
)s˜
χ
(
A˜(τ)
τ
< −ǫ
)
παe
−itHf(H)〈x〉−s
′
= O(t−s)
as t→∞ in L(H).
Proof. As in the proof of Theorem 2.2 we shall prove
(4.3) (παψγ′
0
, gβ0,γ0,ǫ(A˜(τ), τ)παψγ′0) ≤ C‖φ‖
2,
for any β > 0, ǫ and 2ρ > γ′0 > γ0 ≥ 0. We rewrite the left hand side of (4.3) as in (3.4) and the first
three terms can be dealt with in the same way as in the proof of Theorem 2.2. Therefore we only need
to prove
(4.4) (παθ˜ǫψγ′
0
, gβ0,γ0,ǫ(A˜(τ), τ)πα θ˜ǫψγ′0) ≤ C‖φ‖
2.
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To prove (4.4) we need several estimates.
As in [21, Example 4], i[−∆a + V˜a, A˜(τ)]〈x
a〉−1 is sum of terms of the form
{h1Ih2 · · · }O1(pa)IhmO1(pa),
where O1(pa) is a first order polynomial in components of pa and hj = hj(x, τ) are smooth and satisfy
∂α(x,τ)hj(x, τ)〈x
a〉−|α| = O(τ−|α|).
The form of A˜(τ) is a finite sum of terms of the form
τh1Ih2O1(pa)Ih3.
As for the time derivative of A˜(τ), it is a finite sum of terms of the form
{h1Ih2 · · · }O1(pa)Ihm.
As in [21, Example 4] we set
B = (Cτ2κ0 +O1(pa)τ
κ0 +O2(pa))(τ
2κ0 −∆a)
−1.
where O2(pa) is a second order polynomial in components of pa. We obtain
[B, h] = finite sum of terms of the form τ−(1+κ0)B1h1B2.
The form of A˜(τ) is a finite sum of terms of the form
(4.5) τ1+κ0h1B1h2B2h3,
[H, A˜(τ)] of terms of the form
(4.6) τκ0h1B1h2 · · ·Bm−1hmO1(pa),
and dτ A˜(τ) of terms of the form
(4.7) τκ0h1B1h2 · · ·Bm−1hm.
Moreover among these factors there will always exist at least one of the specific form
(4.8) Bj = O1(pa)τ
κ0(τ2κ0 −∆a)
−1.
For any n ∈ N, n ≥ 1, adn
A˜(τ)
(H) is given by terms of the form (4.6) and with at least one Bj of
the form (4.8) or of the form τ2κ0h1B1 · · ·Bm−1hm and at least two of the Bj of the form (4.8). In
particular
(4.9) adn
A˜(τ)
(H) =
∑
h1B1 · · ·Bm−1hmO2(pa).
Similarly adn
A˜(τ)
(dτ A˜(τ)) is given by terms of the form (4.7) and at least one Bj of the form (4.8).
Hence
(4.10) adn
A˜(τ)
(dτ A˜(τ)) = τ
κ0
∑
h1B1 · · ·Bm−1hm,
and also
(4.11) adn
A˜(τ)
(dτ A˜(τ)) =
∑
h1B1 · · ·Bm−1hmO1(pa).
To estimate the term E4 in Lemma 3.6 with A(τ) replaced by A˜(τ), we consider DA˜(τ). We have
DA0(τ) = 4
(
pa −
xa
2τ
)2
− 2xa∇aV˜a.
Thus
(4.12) 〈xa〉−(1+ρ)/2χ(τ)B(τ)χ(τ)D(A0(τ))χ(τ)B(τ)χ(τ)〈x
a 〉−(1+ρ)/2 ≥ O(τ−ρ).
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As for the factor χ(τ) we have
Dχ(τ) = χ′(·)
xa
2τ2
pa + pa
xa
2τ2
χ′(·)− χ′(·)
x2a
2τ3
,
χ′(·) =
d
dy
χ(y < −1)|y=(x2a/4τ2)−(E′+4).
As in [21, Example 4] the contributions to f2(H)DA˜(τ)f2(H) from terms containing such factors is
written as
χ1(·)f3(H)O(1)f3(H)χ1(·) +O(τ
−1)〈xa〉,
where χ1(·) = χ
(
E′ − x
2
a
4τ2 < −1
)
and f3 ∈ C∞0 (R) satisfies f3f2 = f2.
We can write
f3(H)χ1(·)g˜(A˜(τ), τ)πα =f3(H)
k∑
m=0
g˜(m)(A˜(τ), τ)(m!)−1adm
A˜(τ)
(χ1(·))πα
+ remainder,
where k is defined by (3.13). The right hand side is of the form
(4.13) O(τ (γ−1)/2)χ
(
E′ −
x2a
4τ2
< −
1
2
)
πα +O(τ
−1).
If E′ is large enough and f ∈ C∞0 is supported in a sufficiently small neighborhood of E, by Lemma
4.1 we have
(4.14) τ (γ−1)/2χ
(
E′ −
x2a
4τ2
< −
1
2
)
e−itHf(H)〈x〉−γ
′/2 = O(τ (γ−1)/2−γ
′/2).
As for the derivative of j we can calculate as in the similar way for χ using Theorem 2.2. As for the
term
f2(H)χ(τ)j(τ)i[V˜a , I]j(τ)χ(τ)A0(τ)χ(τ)B(τ)χ(τ)f2(H)
we can see easily that
(4.15) f2(H)χ(τ)j(τ)i[V˜a , I]j(τ)χ(τ)A0(τ)χ(τ)B(τ)χ(τ)f2(H)〈x
a〉−1−ρ = O(τ−ρ).
Finally, since we have
d
dτ
I(τ) = −τ2κ0−1∆a(τ
2κ0 −∆a)
−2,
the following estimate holds:
(4.16) f2(H)χ(τ)j
(
d
dτ
I(τ)
)
jχ(τ)A0(τ)χ(τ)B(τ)χ(τ)f2(H) = O(τ
−2κ0 ).
Now we shall prove (4.4). For any 0 ≤ γ < γ′ and β > 0, Lemma 3.6 holds with A(τ) replaced by
A˜(τ) and the estimates (3.20) hold except for 〈E4〉t and 〈E12〉t. As for 〈E12〉t the estimates in (3.20)
is replaced by
〈E12〉t =
〈
θ˜πα
k1∑
m=2
gm(A(τ), τ)O(τ
−(m−γ)++κ0)
[γ]+1−m∑
m1=1
g(m1)m (A(τ), τ)πα θ˜
〉
t
,
respectively, where k1 = max{2, [γ] + 1}. As for 〈E4〉t, by (4.12)-(4.16) we have
〈E4〉t ≥〈θ˜παO(τ
−2)παθ˜〉t + 〈θ˜παg˜O(τ
−ρ)g˜παθ˜〉t
+ 〈θ˜παg˜O(τ
−2κ0 )g˜παθ˜〉t +O(τ
(γ−1)−γ′)‖φ‖2.
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Thus the proof of (4.4) is almost the same as that of (3.18) in the proof of Lemma 3.5 except that we
set δ < min{2κ0, ρ} and β′0 = max{β0, 1− nδ} as in the last part of the proof of Lemma 3.5 regardless
of whether ρ < 1 or not. 
To prove Theorem 2.4 we also need the following lemmas.
Lemma 4.3. Let Ω ⊂ (λα,+∞) be a compact interval, and f ∈ C
∞
0 (Ω˙) where Ω˙ is the interior of Ω.
Then for any 0 < s < min{s′, ρ} we have
〈xa〉
−sπαe
−itHf(H)〈x〉−s
′
= O(t−s),
as t→∞ in L(H).
Proof. For E ∈ Ω, ǫ > 0 and f1 ∈ C∞0 (R) supported in a neighborhood of E,
〈xa〉
−sπαe
−itHf1(H)〈x〉
−s′
= χ
(
x2a
4t2
− (E − λα) < −ǫ
)
〈xa〉
−sπαe
−itHf1(H)〈x〉
−s′
+
(
1− χ
(
x2a
4t2
− (E − λα) < −ǫ
))
〈xa〉
−sπαe
−itHf1(H)〈x〉
−s′
= χ
(
x2a
4t2
− (E − λα) < −ǫ
)
〈xa〉
−sπαe
−itHf1(H)〈x〉
−s′
+O(t−s).
If f1 is supported in sufficiently small neighborhood of E, by Theorem 2.2 we have
χ
(
x2a
4t2
− (E − λα) < −ǫ
)
〈xa〉
−sπαe
−itHf1(H)〈x〉
−s′ = O(t−s).
By a covering argument the lemma follows. 
Lemma 4.4. Let Ω ⊂ (λα,+∞) be a compact interval, f ∈ C∞0 (Ω˙) and p(xa, ξa) ∈ S
m
l , m, l ∈ R
satisfy p(xa, ξa) = 0 if ξ
2
a ∈ Ω− λα. Then for any s > 0
p(xa, Da)παf(H)〈x〉
s ∈ L(H)
Proof. For a closed curve Γ in C around supp f and intersecting R in Ω˙ we have
p(xa, Da)παf(H) = p(xa, Da)
1
2πi
∮
Γ−λα
(−∆a − z)
−1dzπαf(H)
− p(xa, Da)πα
1
2πi
∮
Γ
(H − z)−1dzf(H)
=
1
2πi
∮
Γ
p(xa, Da)((−∆a − z + λα)
−1πα
− πα(H − z)
−1)dzf(H)
=
1
2πi
∮
Γ
p(xa, Da)(−∆a − z + λα)
−1παV˜a(H − z)
−1dzf(H).
Thus there is a x-decay by a factor 〈x〉−ρ. We have
p(xa, Da)(−∆a − z + λα)
−1παV˜a(H − z)
−1f(H)
= (−∆a − z + λα)
−1παRp˜(xa, Da)f(H)(H − z)
−1 + R˜(H − z)−1f(H),
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where R, R˜ ∈ L(H),p˜ satisfies the same condition as p, παR〈x〉ρ ∈ L(H) and R˜〈x〉n ∈ L(H), ∀n ∈ N.
Repeating the same arguments as above for p˜(xa, Da)f(H) we can see that p(xa, Da)παf(H)〈x〉s is
bounded. 
We need the following lemma of Skibsted [21] which holds under Assumption 2.1.
Lemma 4.5 (Skibsted [21]). With f as in Lemma 4.4 for any 0 < s < s′,
〈x〉−se−itHf(H)〈x〉−s
′
= O(t−s),
as t→∞ in L(H).
The next lemma is an easy consequence of Lemma 4.4 and 4.5.
Lemma 4.6. With the condition of Lemma 4.4 for any s, s′ such that min{s′, ρ} > s > 0 and ρ− l > s,
p(xa, Da)παe
−itHf(H)〈x〉−s
′
= O(t−s),
as t→ +∞ in L(H).
Proof of Theorem 2.4. We may suppose s′ < ρ. Let E > 0 and ξ0 ∈ Xa with |ξ0|
2 = E − λα be given.
By Lemma 4.3, Lemma 4.6 and covering arguments it suffices to find neighborhoods NE of E and Nξ0
of ξ0, respectively such that the estimate holds for any f ∈ C∞0 (R
+) and p(xa, Da) ∈ S00 with the
properties: supp f ∈ NE , supp p ⊂ {(xa, ξa)|xa · ξa < (1 − ǫ1)|xa||ξa|} and p(xa, ξa) = 0 for ξa /∈ Nξ0 .
We write
〈xa〉
lp(xa, Da)παe
−itHf(H)〈x〉−s
′
=〈xa〉
lχ
(
E′ −
x2a
4t2
< −2ǫ
)
p(xa, Da)παe
−itHf(H)〈x〉−s
′
+ 〈xa〉
l
(
1− χ
(
E′ −
x2a
4t2
< −2ǫ
))
p(xa, Da)παe
−itHf(H)〈x〉−s
′
.
with E′ and ǫ as in Lemma 4.1. Since E′ − x
2
4t2 ≤ E
′ −
x2a
4t2 < −2ǫ holds on supp χ
(
E′ −
x2a
4t2 < −2ǫ
)
,
we have
(4.17) χ
(
E′ −
x2a
4t2
< −ǫ
)
= χ
(
E′ −
x2a
4t2
< −2ǫ
)
χ
(
E′ −
x2
4t2
< −ǫ
)
.
By the pseudodifferential calculus, (4.17) and Lemma 4.1 the first term is estimated as O(t−s+l). As
for the second term we have
〈xa〉
l
(
1− χ
(
E′ −
x2
4t2
< −2ǫ
))
p(xa, Da)παe
−itHf(H)〈x〉−s
′
= O(tl)p(xa, Da)παe
−itHf(H)〈x〉−s
′
.
Therefore, we only need to prove the estimate with l = 0.
Let χ1(xa) ∈ C∞(Xa) be homogeneous of degree zero outside the unitsphere in Xa and satisfy
(4.18) supp χ1(·) ⊂
{
xa|xa · ξ0 <
(
1−
ǫ1
2
)
|xa||ξ0|
}
.
Corresponding to E given above and ǫ = 13 in Lemma 4.1 we can find a neighborhood N
1
E of E and
E′ ≥ E, such that the estimates of the Lemma hold for E′ and for any f with supp f ⊂ N1E. With
this E′ we define A˜(τ) by (4.2).
We choose 0 < ǫ < min
{
(−λα)
18 ,
ǫ1(E−λα)
2
}
so small that
(4.19) (E − λα − 6ǫ)
1/2
(
(E − λα − 6ǫ)
1/2
(
1−
ǫ1
4
)
−
(
1−
ǫ1
2
)
(E − λα)
1/2
)
>
ǫ1
8
(E − λα),
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and with d = ǫ14 (E − λα)
(
1− ǫ14
)
(4.20) 2(E′ + 2)1/23ǫ <
d
6
.
Corresponding to E given above and ǫ above in Theorem 2.2 we can find a neighborhood N2E of E,
such that the estimate of the theorem holds for any f with supp f ⊂ N2E . Put NE = N
1
E ∩N
2
E . Clearly
Lemma 4.2 holds for any f with supp f ⊂ NE .
Let χ2(ξa) be a smooth function such that
supp χ2(·) ⊂ Bǫ(ξ0) = {ξa||ξa − ξ0| ≤ ǫ},
with ǫ above. By Lemma 4.3 and the calculus of pseudodifferential operators it is sufficient to prove
for φ ∈ H and supp f ⊂ NE with ψ(t) = e−itHf(H)〈x〉−s
′
φ, χ2 = χ2(Da) and ψ1(t) = χ1χ2παψ(t)
that
(4.21) ‖ψ1(t)‖ = O(t
−s)‖φ‖.
Set
B(t) =
(
I − χ
(
x2a
4t2
− (E − λα) < −3ǫ
))(
I − χ
(
E′ −
x2a
4t2
< −1
))
.
As in Skibsted [21] we have
‖ψ1(t)‖ ≤ 2‖B(t)ψ1(t)‖
2 + Ct−2s‖φ‖.
Due to (4.18) and (4.19) we have for xa ∈ supp B(t) and τ = t+ t0, t0 > 0, t > t0
(
4
ǫ1
− 1
)
,
xa
τ
(xa
2τ
− ξ0
)
≥
(
1−
ǫ1
4
) ǫ1
4
(E − λα) = d.
Thus we have
‖ψ1‖
2 ≤
2
d
(
B(t)ψ1(t),
xa
τ
(xa
2τ
− ξ0
)
B(t)ψ1(t)
)
+ Ct−2s‖φ‖2.
Pick χ3(ξa) ∈ C∞(X ′a) such that supp χ3 ⊂ B3ǫ(ξ0) and χ3(ξa) = 1 on B2ǫ(ξ0). Then
(4.22) (I − χ3(Da))B(t)χ1χ2 = O(t
−2s)
and therefore,
‖ψ1‖
2 ≤−
2
d
(
B(t)ψ1(t),
A0(τ)
τ
B(t)ψ1(τ)
)
+
2
d
∥∥∥B(t)xa
τ
(pa − ξ0)χ3(Da)B(t)
∥∥∥ ‖ψ1‖2 + Ct−2s‖φ‖2
(4.23)
By (4.20) we have
(4.24)
∥∥∥B(t)xa
τ
(pa − ξ0)χ3(Da)B(t)
∥∥∥ ≤ d
6
.
As for the first term of the right hand side of (4.23), we notice that
−
(
B(t)ψ1(t),
A0(τ)
τ
B(t)ψ1(τ)
)
≤−
(
B(t)ψ1(t),
A˜(τ)
τ
B(t)ψ1(τ)
)
+ Ct−2s‖φ‖2 + C1t
−2κ0‖ψ1‖
2
(4.25)
We choose t′ > 0 such that
(4.26) C1t
−2κ0 <
d
6
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We obtain by (4.22)-(4.26) and transposition that for
t > max
{
t0
(
4
ǫ1
− 1
)
, t′
}
with ǫ′ = d/12
(4.27)
1
6
‖ψ1‖
2 ≤ −
2
d
(
B(t)ψ1(t),
A˜(τ)
τ
χ2
(
A˜(τ)
τ
< −ǫ′
)
B(t)ψ1(τ)
)
+ Ct−2s‖φ‖2.
For s′ > 1/2, commuting the factor
(
− A˜(τ)τ
)1/2
χ
(
A˜(τ)
τ < −ǫ
′
)
in front of παψ(t), by Lemma 4.2 we
have (4.21).
When s′ ≤ 1/2, using that ‖〈A˜(τ)〉r〈pa〉−r‖L(H) = O(τ
r) for any r > 0 and 〈pa〉rχ2(Da) ∈ L(H),
commuting the factor
(
− A˜(τ)τ
)s˜
χ
(
A˜(τ)
τ < −ǫ
′
)
with s˜ < s′ in front of παψ(t) we obtain (4.21) which
completes the proof of Theorem 2.4. 
Idea of the proof of Theorem 2.5. The proof is very similar to that of Theorem 2.4 (see also Skibsted
[21, Theorem 4.5]). By Lemma 4.1 it can be assumed that l = 0. We introduce cutoff functions χ1(xa)
and χ2(ξa) with similar properties except for (4.18) and the operator A˜(τ) in (4.2). Then since we have
xa
τ
(xa
τ
− ξ0
)
≥ 2
√
E − λα + ǫ(
√
E − λα + ǫ−
√
E − λα) > 0,
we derive an estimate of the type (4.27) but with
B(t) =
(
I − χ
(
E′ −
x2a
4t2
< −1
))
,
and
ψ1(t) = χ
(
E − λα −
x2a
4t2
< −ǫ
)
χ1χ2παψ(t).
and apply it with Lemma 4.2. 
Proof of Theorem 2.10. We may suppose s′ < ρ. Let f be a smooth function such that supp f ⊂ R+
and f = 1 on some compact interval I1 ⊂ R+ such that I ⊂ I˙1. We can easily see that there exists a
constant C > 0 such that
sup
λ∈I
µ>0
‖〈xa〉
sp(xa, Da)πα(R(λ+ iµ))
m(1− f(H))〈x〉−s
′
‖ < C,
and the limit
s− lim
µ∈R+
µ→+0
〈xa〉
sp(xa, Da)πα(R(λ+ iµ))
m(1 − f(H))〈x〉−s
′
,
exists.
We have for z ∈ C, Im z > 0,
〈xa〉
sp(xa, Da)πα(R(z))
mf(H)〈x〉−s
′
= im
∫ ∞
0
∫ ∞
tm
· · ·
∫ ∞
t2
〈xa〉
sp(xa, Da)παe
−it1(H−z)f(H)〈x〉−s
′
dt1 · · · dtm,
(4.28)
where
∫∞
tm
· · ·
∫∞
t2
and · · · dtm are removed when m = 1. By Theorem 2.10 the right-hand side of (4.28)
is bounded uniformly with respect to z ∈ C such that Re z ∈ I and Imz > 0 which proves the first
part of Theorem 2.10.
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As for the second part, for z1, z2 ∈ C such that Re zj ∈ I and Imzj > 0, j = 1, 2 we have
〈xa〉
sp(xa, Da)πα(R(z1))
mf(H)〈x〉−s
′
− 〈xa〉
sp(xa, Da)πα(R(z2))
mf(H)〈x〉−s
′
= im
∫ ∞
0
∫ ∞
tm
· · ·
∫ ∞
t2
〈xa〉
sp(xa, Da)παe
−it1(H−z1)f(H)〈x〉−s
′
dt1 · · · dtm
− im
∫ ∞
0
∫ ∞
tm
· · ·
∫ ∞
t2
〈xa〉
sp(xa, Da)παe
−it1(H−z2)f(H)〈x〉−s
′
dt1 · · · dtm
= im
∫ ∞
0
∫ ∞
tm
· · ·
∫ ∞
t2
〈xa〉
sp(xa, Da)πα
·
∫ 1
0
it1(z1 − z2)e
−it1(H−z2+r(z2−z1))drf(H)〈x〉−s
′
dt1 · · · dtm.
(4.29)
Setting µj = Imzj , j = 1, 2 and 0 < 2s1 < s
′ − s−m and assuming Rez1 = Rez2 and µ1 > µ2 > 0 the
norm of the right-hand side of (4.29) is estimated as
C(µ1 − µ2)
∫ ∞
0
∫ ∞
tm
· · ·
∫ ∞
t2
∫ 1
0
t−m−2s1+11 e
−(µ2+r(µ1−µ2))t1drdt1 · · · dtm
≤ C(µ1 − µ2)
∫ ∞
0
∫ ∞
tm
· · ·
∫ ∞
t3
t−m−s1+12 dt2 · · · dtm
·
∫ 1
0
∫ ∞
0
t−s11 e
−(µ2+r(µ1−µ2))t1dt1dr
≤ C(µ1 − µ2)
∫ 1
0
(µ2 + r(µ1 − µ2))
−1+s1dr ≤ C(µ1 − µ2)
s1 ,
where
∫∞
0
∫∞
tm
· · ·
∫∞
t3
t−m−s12 dt2 · · · dtm is removed when m = 1 and
∫∞
tm
· · ·
∫∞
t3
and · · · dtm are removed
when m = 2. This proves the existence of the limit. The continuity can be seen in a similar way. 
5. Proof of Theorem 2.6, Theorem 2.7, Theorem 2.9 and Theorem 2.13
Idea of the proof of Theorem 2.6. The construction of Π is similar to the construction of the projection
onto the almost invariant subspaces in the Born–Oppenheimer approximation for atoms and molecules
(see Ashida [2] and Martinez and Sordoni [16, 17]).
In the Born–Oppenheimer approximation we considered the smallness of operators with respect to
the powers of the semiclassical parameter h which is the square root of the ratio of electronic and
nuclear mass. In propagation estimates we measure the smallness of operators with respect to the
decay in intercluster coordinates xa. In the construction of Π we need pseudodifferential operators
with operator valued symbols (see Ashida [2, Appendix] and Martinez and Sordoni [17]). Let H1 and
H2 be Hilbert spaces. A function a(xa, ξa) ∈ C∞(Xa×X ′a;L(H1,H2)) is said to be in S
m
l (L(H1,H2))
if for any α, β ∈ NdimXa one has
‖∂αxa∂
β
ξa
p(xa, ξa)‖L(H1,H2) ≤ Cα,β〈xa〉
l−|α|〈ξa〉
m, ∀(xa, ξa) ∈ Xa ×X
′
a,
For a(xa, ξa) ∈ Sml (L(H1,H2)) and u ∈ S(Xa;H1) we set
(a(xa, Da)u)(xa) := (2π)
−νdimXa
∫ ∫
ei(xa−ya)ξaa(xa, ξa)u(ya)dyadξa.
Since a(xa, Da) is continuous S(Xa;H1)→ S(Xa;H2), we can extend it uniquely to a linear continuous
operator S ′(Xa;H1)→ S
′(Xa;H2).
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We denote by h(xa, ξa) := ξ
2
a + V˜a + H
a the operator valued symbol of H@and by h0(xa, ξa) :=
ξ2a +H
a its principal symbol with respect to the decay in intercluster coordinates xa (note that V˜a ∈
S0−ρ(L(e
−c|xa|L2(Xa), L2(Xa)) for any c > 0). Let γ be a loop enclosing σ and satisfying dist(γ, σ) > 0.
Set Ω := {(xa, ξa, z) ∈ Xa ×X ′a × C; z − ξ
2
a ∈ γ}. For(xa, ξa, z) ∈ Ω, h0(xa, ξa) − z is invertible and
q0(xa, ξa; z) := (h0(xa, ξa)− z)−1 is smooth and bounded. We define a symbol r(xa, ξa; z) as in Ashida
[2] by
r(xa, ξa; z) := 1− (h(xaξa)− z)#q0(xa, ξa; z).
Then we can easily see that r ∈ S0−1−ρ(L(e
−c|xa|L2(Xa), L2(Xa)) for any c > 0. We define q(xa, ξa; z)
by
q(xa, ξa; z) := q0 + q0#
∑
j≥1
r#j .
Then q(xa, ξa; z) can be rewritten as
q(xa, ξa; z) =
∑
j≥1
qj(xa, ξa; z),
where qj(xa, ξa; z) ∈ S
j
−j−ρ(L(e
−c|xa|L2(Xa), L2(Xa)) for any c > 0. Moreover, qj(xa, ξa; z) is given
by the sum of terms of the following form
Cq0
m∏
i=1
((∂αixa∂
βi
ξa
si)q0),
where C is a constant 1 ≤ m ≤ 2j, |
∑m
i=1 αi| = |
∑m
i=1 βi| ≤ j and si is one of the following
ξαa , |α| = 1, ∂
β
xa V˜a, |β| = 1.
Let us set Γ(ξa) := {z ∈ C; z − ξ2a ∈ γ}, and define
πˆj(xa, ξa) :=
i
2π
∮
Γ(ξa)
qj(xa, ξa; z)dz.
Then we have πˆ0 = π. Moreover, as in Ashida [2, Lemma 3.2] we can insert π in the terms in πˆj and
prove that qj(xa, ξa; z) ∈ S
j
−j−ρ(L(L
2(Xa)) and
Φ(H)πˆj(xa, Da),Φ(H)πˆj(xa, Da)H ∈ L(H),
Let δ ∈ C∞0 (R) be a function such that 0 ≤ δ ≤ 1, supp δ ⊂ [−2, 2] and δ = 1 on [−1, 1]. Then it is
easy to see that there exists a decreasing sequence of positive numbers (ǫj)j∈N converging to zero such
that for any j ∈ N
‖〈D〉u〈x〉r(1 − δ(ǫj |xa|))πˆj(xa, Da)Φ(H)〈x〉
r′ 〈D〉u
′
‖L(H)
+ ‖〈D〉u〈x〉r(1 − δ(ǫj |xa|))Φˆ(H)πj(xa, Da)〈x〉
r′ 〈D〉u
′
‖L(H)
+ ‖〈D〉u〈x〉r(1 − δ(ǫj |xa|))Hπˆj(xa, Da)Φ(H)〈x〉
r′ 〈D〉u
′
‖L(H)
+ ‖〈D〉u〈x〉r(1 − δ(ǫj |xa|))Φˆ(H)πj(xa, Da)H〈x〉
r′ 〈D〉u
′
‖L(H) ≤ 2
−j−2,
for any r, r′, u, u′ ∈ R such that |r|, |r′|, |u|, |u′| ≤ j and r + r′ ≤ j. Let us define
ΠˆΦ(H) := πΦ(H) +
∑
j≥1
(1− δ(ǫj |xa|))πˆj(xa, Da)Φ(H),
Φ(H)Πˆ := Φ(H)π +
∑
j≥1
(1− δ(ǫj |xa|))Φ(H)πˆj(xa, Da),
and
ΠˆΦ := Φ(H)Πˆ + (1− φ(H))ΠˆΦ(H) + (1 − φ(H))π(1 − φ(H)).
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Then we have (2.5) with Π replaced by ΠˆΦ and ‖ΠˆΦ − π‖L(H) < 1/2. We define
Π :=
∮
|z−1|=1/2
(ΠˆΦ − z)
−1dz.
Then as in Ashida [2] we have (2.4), (2.5) and (2.6). 
The proofs of Theorem 2.7 and Theorem 2.13 are similar to the ones of Theorem 2.2, Theorem 2.4
and Theorem 2.10. The difference is that we have |E2| = O(τ
−∞) when πα is replaced by Π, so that
we can repeat the inductive argument without the restriction γ0 < γ
′
0 < 2ρ.
Idea of the proof of Theorem 2.9. Using [24, Theorem 2.3] we can insert π in front of e−itH as in the
proof of [24, Theorem 2.5]. Since 〈x〉1+ρ(π−Π) ∈ L(H), using Theorem 2.7 we only need to prove (2.7)
for p ∈ S0−1−ρ. Repeating the same procedure we can assume p ∈ S
0
−n(1+ρ) for any n ∈ N. Choosing n
such that n(1 + ρ) ≥ s, by Lemma 3.2 we obtain (2.7). 
6. Concluding remarks
Here we discuss about interpretations on the conditions for the indices in propagation estimates. In
general the condition s < ρ does not seem to be removable. The reason why the restriction s < ρ occur
seems to be different from that for the restriction s < s′.
(i) The restriction s < s′ in our Theorem 2.2 or Theorem 3.3 in Skibsted [21] seems to be needed
because if x ∈ X is large in an initial state at time t = 0, x may decrease as time passes. In that case,
the state starts scattering only after x become small. If |x| = r initially and the speed of the particles
is v which is determined from the kinetic energy, the time needed for particles to start scattering may
be t = rv−1. Therefore, if the distribution of the initial state is as 〈x〉−s
′
, the amount (norm) of the
part of the wave function which have not started to scatter at time t may be estimated as 〈vt〉−s
′
, so
that this part does not affect the propagation estimates.
(ii) The bound t−ρ seems to come from the interaction between different scattering channels. The
projected wave function παψ(t) where
ψ(t) = e−itHf(H)〈x〉−s
′
ψ
for ψ ∈ H can be written as φα(xa) ⊗ ψα(xa, t) where φα(xa) is the eigenfunction corresponding to
the channel α and ψα(xa, t) ∈ L2(Xa). If the part φα(xa) ⊗ ψα(xa, t) did not interact with the other
parts corresponding to the other scattering channels such as φβ(x
b) ⊗ ψβ(xb, t), xa would behave as
|xa| ∼ 2(E − λα)1/2t since the influence of V˜a(xa) decays as ψα(xa, t) scatters. However in reality, the
part φα(x
a)⊗ ψα(xa, t) interacts with the other scattering channels through V˜a(xa) which is the only
term in H that does not commute with πα (note that if [πα, H ] = 0 then Ranπα is conserved).
A state in channels β with λβ > λα scatters at the speed 2(E − λβ)1/2 which is smaller than
2(E − λα)
1/2. Therefore if this state is converted into a state in Ranπα, it can not be cut off by
χ
(
x2a
4t2 − (E − λα) < −ǫ
)
for ǫ small enough.
We obtain a rough estimate on the rate of the conversion as follows. When the state φβ(x
b)⊗ψβ(xb, t)
is converted into Ranπα, the particles in the same cluster C0 of a may be close to each other. Moreover,
since the kinetic energy of every channel is larger than or equal to E, we have |x| > 2Et. Thus xij for
(ij)  a necessarily satisfies C−1t < |xij | < Ct for some constant C > 0, since |xij | ≥ C1|x| − C2|xa|
for some C1, C2 > 0. Therefore we have |V˜a(xa)| ∼ t−ρ. Thus the part of the state φβ(xb) ⊗ ψβ(xb, t)
converted into Ranπα during the time interval [t, t + ∆t] is estimated as ∼ |˜Va|∆t ∼ t−ρ∆t which
implies the bound t−ρ in our propagation estimates.
In more detail we can explain the estimate above as follows. When φβ(x
b)⊗ψβ(xb, t) is regarded as an
element in L2(Xa)⊗L2(Xa) = L
2(X) it may include the state φ(xa)⊗ψ1(xa, t) with φ(x
a) ∈ Hac(H
a)
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or φ(xa) ∈ Ranπα′ and ψ1(xa, t) ∈ L2(Xa) where Hac(Ha) is the absolutely continuous subspace of
Ha and α′ 6= α is a channel. If V˜a = 0, φ(x
a)⊗ ψ1(xa, t) cannot be converted into φα(x
a)⊗ ψ2(xa, t)
with ψ2(xa, t) ∈ L2(Xa), since φ(xa) and φα(xa) are in the subspaces corresponding to the different
spectrum of Ha. The transition between different states u and v of unperturbed Hamiltonian (Ha in
the case above) by a perturbation V (V˜a in the case above) during [t, t+∆t] is estimated by (v, V u)∆t
(see, e.g., Schiff [20]).
However, for the process as above to happen effectively, it seems that Ha need to have negative
thresholds besides the negative eigenvalues of Ha, that is, for some b  a, Hb need to have negative
eigenvalues, because otherwise the estimates for s > ρ hold (cf. Ge´rard [7, Theorem 2.2 (ii)] and Wang
[24, Theorem 2.5]).
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Appendix A. Lemmas concerned with domains of operators
We assume throughout the appendix that H = L2(X), H is a N-body Hamiltonian and a is a cluster
decomposition with #a = 2.
Assumption A.1. Let A be a selfadjoint operator on H such that ∀n ∈ N, S = S(X) ⊂ D(A) ∩
D(H) ∩ D(|xa|n). Assume moreover
(1) With ad0A(H) = H and for any n ∈ N the form (defined iteratively) i
nadnA(H) = i[i
n−1adn−1A (H), A]
on S extends to a symmetric operator with domain D(H) ∩ D(|xa|n).
(2) For any t ∈ R such that |t| < 1 and any n ∈ N, eitA(D(H)∩D(|xa |n)) ⊂ D(H)∩D(|xa |n), eitAS ⊂ S
and there exists C > 0 such that for any u ∈ D(H) ∩D(|xa|n), ‖adnA(H)e
itAu‖ < C.
Lemma A.2. Suppose Assumption A.1. Then for any u, v ∈ D(H) ∩ D(A) ∩ D(|xa|n+1)
i(inadnA(H)u,Av)− i(Au, i
nadnA(H)v) = (u, i
n+1adn+1A (H)v)
Proof. We define (adnA(H))(t) := e
−itAadnA(H)e
itA which has the domain including D(H) ∩ D(|xa|n)
by the Assumption A.1(2). Then, since
inadnA(H)e
i(t+s)Au,
is bounded uniformly with respect to t and weekly continuous, we have for any s, t ∈ R and u, v ∈
D(H) ∩ D(A) ∩ D(|xa|n+1),
lim
t→0
1
t
((in(adnA(H))(t+ s)− i
n(adnA(H))(s))u, v)
= lim
t→0
1
t
((inadnA(H)e
i(t+s)Au, (ei(t+s)A − eisA)v)
+ (inadnA(H)(e
i(t+s)A − eisA)u, eisAv)).
= i(inadn+1A (H)e
isAu,AeisAv)
− i(AeisAu, inadnA(H)e
isAv).
(A.1)
Therefore for any u, v ∈ S we have
d
dt
(inadnA(H)(t)u, v) = (e
itAu, in+1adn+1A (H)e
itAv).
Integrating from 0 to t we have
(A.2)
1
t
((inadnA(H)(t)− i
nadnA(H))u, v) =
1
t
∫ t
0
(eisAu, in+1adn+1A (H)e
isAv)ds.
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For u, v ∈ D(H) ∩ D(A) ∩ D(|xa|n+1) we have a sequence um, vk ∈ S such that um → u, as m →
∞, vk → v, as k →∞. Letting m→∞, k →∞ in order in the equation (A.2) for um, vk, we obtain
(A.2) for u, v ∈ D(H) ∩D(A) ∩ D(|xa|n+1). Letting t→ 0, by (A.1) the statement follows. 
Assumption A.3. Let t0 > 0 and A(τ) be a selfadjoint operator satisfying Assumption A.1 for all
τ > t0. Assume moreover
(1)Ifm ≥ n, then for any u ∈ D(H), adnA(τ)(H)〈x
a〉−mD(H) ⊂ D(|xa|m−n) and 〈xa〉m−nadnA(τ)(H)〈x
a〉−m(H+
i)−1 is a continuous L(H)-valued function of τ . Moreover,
〈xa〉m−nadnA(τ)(H)〈x
a〉−m(H + i)−1 = O(1), as τ →∞.
(2)For any n ≥ 0, (A(τ) + iλ)−1D(〈xa〉n) ⊂ D(〈xa〉n) and (A(τ) + iλ)−1D(H) ⊂ D(H) for sufficiently
large real λ and for any u ∈ D(〈xa〉n),
adnA(τ)(H)iλ(A(τ) + iλ)
−1(H + i)−1u→ adnA(τ)(H)(H + i)
−1u, as |λ| → ∞.
Lemma A.4. Suppose Assumption A.3. Then for all z such that Imz 6= 0, the form inadnA(τ)((H+z)
−1)
(resp., inadnA(τ)(f(H))) which is defined iteratively with f ∈ C
∞
0 (R)) on D(A(τ)) ∩ D(|x
a|n) ex-
tends to a symmetric operator on D(|xa|n) such that for all u ∈ D(|xa|n), adnA(τ)((H + z)
−1)u
(resp., adnA(τ)(f(H))u) is continuous with respect to τ and ad
n
A(τ)((H+z)
−1)u = O(1) (resp., adnA(τ)(f(H))u =
O(1)), as τ →∞.
Proof. We prove by the induction in n that adnA(τ)((H + z)
−1) is the sum of terms of the form
(A.3) C(H + z)−1adn1A(τ)(H)(H + z)
−1 · · · adnkA(τ)(H)(H + z)
−1,
where
∑k
j=1 nj = n and C is a constant. Note that by Assumption A.3 and that for any n ≥ 0 we have
(H + i)−1D(|xa|n) ⊂ D(|xa|n), the domain of (A.3) includes D(|xa|n), n =
∑k
j=1 nj , and moreover,
〈xa〉m(H + z)−1adn1A(τ)(H) · · · (H + z)
−1adnkA(τ)(H)(H + z)
−1u = O(1),
as τ →∞ for any m ≤ n.
For n = 0 this statement holds. Suppose the statement for n. We set Bj := ad
nj
A(τ)(H)(H + z)
−1.
Then as a form on D(A(τ)) ∩D(|xa|n),
[(H + z)−1
m∏
j=1
Bj , A(τ)] = lim
λ→∞

(H + z)−1 m∏
j=1
Bj ,
iλA(τ)
A(τ) + iλ


= lim
λ→∞

(H + z)−1 m∏
j=1
Bj ,
λ2
A(τ) + iλ


= lim
λ→∞
[
(H + z)−1,
λ2
A(τ) + iλ
] m∏
j=1
Bj
+
m∑
j=1
lim
λ→∞
(H + z)−1B1 · · ·Bj−1
·
[
Bj ,
λ2
A(τ) + iλ
]
Bj+1 · · ·Bm.
Here we note that by Assumption A.3
Bj+1 · · ·BmD(|x
a|n+1) ⊂ D(|xa|n+1−
∑j+1
ℓ=j+1
nℓ) ⊂ D(|xa|nj+1).
(B1 · · ·Bj−1)
∗(H − z¯)−1D(|xa|n+1) ⊂ D(|xa|nj+1).
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Thus by Lemma A.2 we have
lim
λ→∞
(H + z)−1B1 · · ·Bj−1
[
Bj,
λ2
A(τ) + iλ
]
Bj+1 · · ·Bm
= lim
λ→∞
(
− (H − z)−1B1 · · ·Bj−1
λ
A(τ) + iλ
ad
nj+1
A(τ) (H)
λ
A(τ) + iλ
(H + z)−1
·Bj+1 · · ·Bm + (H − z)
−1B1 · · ·Bj−1ad
nj
A(τ)(H)(H + z)
−1 λ
A(τ) + iλ
· ad1A(τ)(H)
λ
A(τ) + iλ
(H + z)−1Bj+1 · · ·Bm
)
= (H − z)−1B1 · · ·Bj−1ad
nj+1
A(τ) (H)(H + z)
−1Bj+1 · · ·Bm
− (H − z)−1B1 · · ·Bj−1ad
nj
A(τ)(H)(H + z)
−1ad1A(τ)(H)(H + z)
−1Bj+1 · · ·Bm.
Thus the statement holds for n+ 1.
By Assumption A.3 and the form (A.3), for all u ∈ D(|xa|n), adnA(τ)((H+ z)
−1)u is continuous with
respect to τ and adnA(τ)((H + z)
−1)u = O(1), as τ →∞.
The result for adnA(τ)(f(H)) follows from that of ad
n
A(τ)((H + z)
−1) and the formula
(A.4) f(H) =
1
2πi
∫
C
∂¯zF (z)(z −H)
−1dz ∧ dz¯
where F is an almost analytic extension of f (see Helffer-Sjo¨strand [10]). 
Lemma A.5. Let P ∈ L(H) and A be a selfadjoint operator on H. Assume that for any n ∈ N the
form (defined iteratively) inadnA(P ) on D(A) ∩D(|x
a|n) extends to a symmetric operator on D(|xa|n)
and for any z, Im z 6= 0, [〈xa〉−1, (A− z)−1] = 0. Then we have for any g ∈ C∞0 (R), k ∈ N,
i[P, g(A)] =i
k∑
m=1
(−1)m+1
m!
admA (P )g
(m)(A)
+
1
2π
∫
C
∂¯zG(z)(A− z)
−1adk+1A (P )(A − z)
−(k+1)dz ∧ dz¯,
on D(〈xa〉k+1) where G is an almost analytic extension of g.
Proof. As a form on D(〈xa〉)
[P, (A − z)−1] = −(A− z)−1ad1A(P )(A − z)
−1.
This identity extends to an identity between operators on D(〈xa〉). Iterating the commutation we have
[P, (A − z)−1] = −
k∑
m=1
admA (P )(A − z)
−(m+1) − (A− z)−1adk+1A (P )(A− z)
−(k+1),
on D(〈xa〉k+1). Thus by (A.4) we obtain the result. 
Lemma A.6. Suppose A satisfies Assumption A.1 and for all n ∈ N, S is a core of An. Assume
moreover, for any m ≥ n and u ∈ D(H), adnA(H)〈x
a〉−mD(H) ⊂ D(|xa|m−n), and for any r ≥ 0, n ∈
N, 〈xa〉rAn(H + i)−n〈x〉−n−r ∈ L(H). Then, for any f ∈ C∞0 (R), e
−itHf(H)〈x〉−sH ⊂ D(〈A〉s) and
〈A〉se−itHf(H)〈x〉−s is a continuous L(H)-valued function of t.
Proof. By an interpolation argument, it suffices to show for any n ∈ N,
e−itHf(H)〈x〉−nH ⊂ D(〈A〉n),
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and 〈A〉ne−itHf(H)〈x〉−n is a continuous L(H)-valued function of t. We have
Ane−itHf(H)〈x〉−nu = Ane−itHf(H)(H + i)n(H + i)−n〈x〉−nu, ∀u ∈ H.
Since Lemma A.4 can be applied to A as a constant function of τ , by the continuity of the almost
analytic extension of e−itxf(x)(x + i)n with respect to t, we have as a form on S
Ane−itHf(H)(H + i)n =
n∑
m=0
cmad
m
A (e
−itHf(H)(H + i)n)An−m
=
n∑
m=0
Cm(t)A
n−m,
where cm is a constant and Cm(t) is an operator such that Cm(t)〈xa〉−m and Cm(t)∗〈xa〉−m are bounded
and continuous L(H)-valued functions of t.
For any v ∈ D(An) there exists a sequence vl ∈ S such that (An + i)(v − vl) → 0 and since by the
assumption for any w ∈ H, u = (H + i)−n〈x〉−nw ∈ D(An), there exists a sequence uk ∈ S such that
(An + i)(u − uk)→ 0. We have for this vl and uk,
(Anvl, e
−itHf(H)(H + i)nuk) = (vl,
n∑
m=0
Cm(t)A
n−muk).
Since by the assumption we have 〈xa〉mAn−m(H + i)−n〈x〉−n ∈ L(H), letting k → ∞, l → ∞ in
order we have
(Anv, e−itHf(H)(H + i)nu) = (v,
n∑
m=0
Cm(t)A
n−mu).
Since An is self-adjoint, this means that e−itHf(H)(H + i)nu ∈ D(An) and
Ane−itHf(H)(H + i)nu =
n∑
m=0
Cm(t)A
n−mu,
which is a continuous L(H)-valued function of t. 
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