often not possible to achieve highly discriminative outcome. Instead, the goal is often to detect the presence, and identify the movement and interaction of people through "blow tracking [5, 9, 141. In the middle of the spectrum, it is possible to r e h e the "blob" representation O f a P e r a b u g h hierarchic& dculatedmodels [I, 3 5 4 2 torn, and legs, to be individually identified to specify the activities more precisely. Some representative research works in these three scenarios are briefly surveyed below. 
Introduction
Of surveillance cameras put in service in the last two years since the September 1 lth attacks. Closed Circuit Television (CCTV) has *Own si&cdy from being used by companies to Protect Personal Property to b m & g a tool used law enforcement authorities for surveillance of public places.
However, several research questions must be addressed before we video snrvdance as an effective tool for crime prevention. In this paper, we briefly
High Resolution
For near field The rest of the paper is organized as follows. Section 2 recognition techniques in video surveillance. Section 3 presents our video surveillance fnmework. Current work be included in the feature description.
For the major and minor axes, and the orientation of the major the concluding remarks and directions of future work.
Background
axis are extracted For each image kame, a "region feature" Computer analysis of human actions is gaining is formed by combining these parameters of the seven increasing interests, especially in video surveillance arenas ellipses. Given a gait sequence, two kinds of features are where people identification and activity recognition are computed over time. One feature is the mean and standard important. Using two important metrics: preciseness of the deviation of the region features, combined with one analysis outcome and the required video resolution to additional parameter: the height (relative to the body achieve the desired outwme, buman idenscation and length) of the centroid of the whole silhouette. Together, activity recognition can be classified into three categories. they provide a "gait average appearance feature." The other At one extreme, which is often characterized by high video feature is computed based on the magnihde and phase of the Fourier transform of the region features in the sequence, which gives a "gait spectral component feature." In recognition, the authors reported that the average appearance feature shows better results if clothing information is available in the gait library, othemise the spectral feature is more reliable. However, both features could be affected significantly in the presence of noise in the silhouette. And to combine these two features will be a possible improvement.
One example of the model-free methods is [3] , which first scales the sizes of blobs in a gait sequence to a standard one, then maps the sequence to a ZD feahne consisting of the N*N matrix of the difference (which is calculated by accumulating the difference of pixel intensity values in the blobs) between each pair of images in the sequence (where N is the sue of the sequence). The principal components analysis ( E A ) is then used to reduce the dimensionality of the feature space. Finally, classification is performed based on the k-nearest-neighbor rule in the reduced space. 
Medium Resolution
Here, the goal is to recognize generic activities such as the movement of arms and legs, instead of trying to tie the action to a particular actor/actress like in gate recognition.
For example, [5] used the MHI (motion-history images) to record both the segmentation result and the temporal motion information. The MHI is a single image composed of superimposing a sequence of segmented moving objects weighed by time. The most recent foregruund pixels are assigned the brightest color while past foreground pixels are progressively dimmed. This allows the summarization of information on both the spatial coverage and the temporal ordering of the coverage of an activity. The MHI does not use any structure to model human. A vector of seven moment values is computed for each MHI. Activities are recognized by finding the best match of the moment vectors hetween the query MHI ,and the training patterns.
[ [2] uses a 2-D stick model to represent t o m , arms, and legs. The recognition algorithm consists of two phases. The fist phase computes the angles between connected body parts such as the upper arms and the lower arms. The algorithm matches the angular trajectories with trained data and accumulates the best matches into a hash table. The second phase then computes the vote for a whole motion sequence and identifies the activity as the one in the datahase receiving the largest number of votes.
The above three algorithm all use 2D information. It is also possible to employ explicit 3D models. Some current research is focused on tracking human body parts using generic 3-D models, e.g., head and hands. .There are three ditficulties in building a 3-D model [ll]: 1.) It may he ditficult to recover the depth infmnation from 2-D images, 2.) feawe extraction in tbree dimensional space can be challenghg, and 3.) the degree of freedom of 3D motion can be huge. set of feature points, e.g., head, right and left hands, and the contour of the human body. The 3D model used is a skeleton model. It describes the bone structure of a person represented by joints and vettex points, such as hands and head. Given 2D information, 3D structure can he inferred thmugh inverse kinematics. But it is often ambiguous to infer 3D structure just from a single n e w point. To resolve the ambiguity, the method fuses the model ffom multiple views. To build and track a 3D model is difficult. A hybrid 2D-3D model may be a reasonable compromise.
Low Resolution
For far field application, the goal of people tracking is often to detect the presence, and identify the movement and interaction of multiple persons through "blob" tracking. The VSAM system [8] tracked the human body as a whole blob. They use a hybrid algorithm by combining adaptive background subtraction with a t h r e e -b e differencing technique to detect moving objects, and use the Kalman filter to track the moving objects over time. A neural network classifier is trained to recognize four classes: single person, group of persons, vehicles, and clutter. They also use h e a r discriminant analysis to further provide a h e r distinction between vehicle types and colors. The VSAM system is very successful at tracking humans and cars, and at discriminating between vehicle types. But it did not put much emphasis on activity recopnition; only gait analysis and simple human-vehicle activity recognition are handled. contour objective function is minimized using a gradient descent method the curve is propagated towards the object boundaries under the iufluence of boundary, intensity, and motion-based forces using a PDE, which is implemented using a level set approach where topological changes are natnrally handled Bni this approach is limited to boundary-based information, region-based tracking modules wuld be inwrporated to increase robushless.
Moreover, a direct implementation of level set method is computationally very expensive. The necessity of real time detection should lead to a multi-scale approach.
System Framework
We have built a system for video surveillance of vehicular motion. This system recognizes driving patterns by analyzing vehicular trajectories. Multiple cameras are deployed in a parking lot to increase the spatial coverage.
Each camera is calibrated and registered to a common fiame of reference. The trajectory of a vehicle is integrated ffom the tracking results of several cameras. With the help of camera registration infomation, the trajectory can be fused in the world coordinate system. The recognition algorithm takes trajectories as input and consists of two steps. The first step is to transform the numeric trajectory data into semantic descriptions such as tums and stop. The second step uses SVM and HMM to recognize the motion patterns. We have achieved reasonable tracking and classification performance. For more details, please see bnp://~.cs.ncsb.edu/-longjiao/d~o.mpg for a demo.
Our current work is focused on generalizing this ffamework for bnman action recognition. While the processing flow of detection-representation-rewgniti~ might be valid for recognizing vehicular and human activities, the detailed tracking, representation and recognition schemes must be adapted for deformable silhouettes and human figures. We will present our preliminary results on people tracking.
Multi-person Tracking
Segmenting and tracking multiple people in real-time is a chdenghg but important problem in video surveillance. Our video surveillance system can automatically detect moving objects, and classify the moving objects into semantic categories such as car and human. Ifthe tracked object is a person, a unique label will be assigned to this person, information such as height, centroid and the average intensity value of the region occupied by the tracked person will be recorded as the signature. The Kalman filter is used to track each person.
As a result, multiple people can enter and leave the scene at random. A b n d t y , such as silhonette merging, is handled and individuals can be tracked correctly after a group of people split. Ifthe same person re-enters the view in a reasonably short period of time, ow system recognizes the reentry and assign the same label to the person.
Object Detection
Background Subtraction Adaptive Background subtraction techniques have been used extensively to detect the foreground regions [SI. With the assumption of a static background, the adaptive background subtraction technique can adapt to slow changes such as illumination changes by recursively updating the background model. Let B, ( x ) represents the current background intensity value at pixel x and I,(x) represents the current intensity value at pixel x , then x is considered as a foregronnd pixel if:
(1) While Bo(x)is initially set to be the first h e and To ( x ) is initially set to some empirical non-zem value, both Bo (x) and To (x) are updated over time.
Foreground Object Detection After binariziug the image derived fiom background subtraction, a filter is applied to the image to get rid of the noise. Then a fast connected-component operator is applied to the image to locate the foreground regions. The operafor assigns a clustering label to each pixel according to the labels of its 1 1 " (x) -B" (-91 > T" ( 1 ) upper-lefl and lefl neighbors. M e r this self-clusterkg procedure, small regions are eliminated, and big regions are considered as interesting objects.
Object Tracking
The sewnd order Kalman filter (state including position, velocity, and acceleration) is used to model the motion of each persou in the scene. The Kalman filter works in two stages: prediction and correction.
Suppose that there is an object moving in the scene, whose tracked image trajectory in local camera reference frame is described as p(t) = [X(t),y(t)IT. x(t') = x ( t -) + K(t)(z(t) -Hx(tC)) (4) The weighting factorK(t) comes from summarizing Both az and ( l -a ) 2 are 2 x 2 diagonal matrices with the diagonal elements being a , which is an empirical number between 0 and 1.
Afler a group of people split, each p e r m can Stiu he tracked correctly. In next session, we will show the experimental results that handled the temporary occlusion.
Experimental Results
We implemented the multi-perm tracking system in C+t using a windows XP PC as the implementation platform. For 354x240 resolution color images, o w system nms at 25Hz using a 1.8GHz Celeron processor. We rewrded 3 minutes video using a Samsung SCD MinDV camcorder. Our system has the capability of tracking mdtiple persons in complex scenes and it never lost tracking. Each occluded person can be tracked accurately before, during, and afler occlusion. Figure 1 shows the tracked persons before, during, and after occlusion. Figure 2 shows the two persons leave and re-enter the scene.
Conclusion and Future Work
In this paper, we desnibe the framework of our video surveillance system and provide the algorithms and implementation results of our current work on multi-person tracking. Our system works in real-time. It can track multiple persons in the camera's field of view accurately.
Tempomy occlusion can be handled successfully and if the same person re-enter the field of view after a reasonably short period of time, our system can recognize the re-entry and assigns the same label to the person.
Our future work will focus on estimating the 3D trajectory of each moving object using multi-camera data fusion, analyzing the multiple-person interaction, and detecting suspicious behaviors.
