Abstract. In this paper, a novel representation called the subband face is proposed for face recognition. The subband face is generated from selected subbands obtained using wavelet decomposition of the original face image. It is surmised that certain subbands contain information that is more significant for discriminating faces than other subbands. The problem of subband selection is cast as a combinatorial optimization problem and genetic algorithm (GA) is used to find the optimum subband combination by maximizing Fisher ratio of the training features. The performance of the GA selected subband face is evaluated using three face databases and compared with other wavelet-based representations.
Introduction
The objective of the face recognition task is to determine the identity a person in a given face image. The problem is complicated due to the variations in illumination, pose, facial expression, aging, occlusions such as spectacles, hair, etc. Different techniques proposed for face recognition are surveyed in [1, 2, 3] . Although the human face is a 3-dimensional structure, only the two-dimensional projection or the 'appearance' of the face is captured by images. In this work, a new representation of the face image based on the wavelet subbands is proposed. The face image is decomposed into subbands using the Discrete Wavelet Transform (DWT) and selected subbands are used to reconstruct the face image. This is based on neurophysiological evidences [4, 5] that humans process images similar to multi-resolution, multi-channel processing similar to the wavelet transform. It is therefore surmised that out of all the subbands obtained using DWT, only certain subbands contain the discriminatory information required for face recognition. If such subbands can be identified and the face image is reconstructed from these discriminatory subbands, then the reconstructed subband face image can give a better recognition performance. In this paper, GA is used to determine those subbands that contain the discriminatory information for a given population of face images in the presence of illumination variations.
A number of techniques for illumination invariant face recognition have been proposed [6, 7, 8] . Recently, spherical harmonics based representation has been proposed for illumination invariant recognition [9] . Wavelet-based features have been used to obtain a representation for face recognition task in [10, 11, 12, 13] . The use of statistical measures (mean, variance) of fully decomposed wavelet subbands or packets as a feature was reported in [10] . Here, 2D-DWT is used to fully decompose the face image and statistical features such as mean and variance are extracted from the wavelet coefficients, and used as a feature vector for representation. The use of wavelet subbands with kernel associative memory for face recognition was reported in [12] . Here, wavelet decomposed faces are used to build an associative memory model for face images of each person and kernel methods are used to exploit higher order relations which cannot be captured by linear transformations. Different wavelet subbands have been combined at different levels (data level, feature level, classifier level and decision level) for face recognition [13] . In [14] , the face image was dyadically decomposed and approximation subbands at different levels were suppressed during reconstruction to obtain an approximation-suppressed subband face. In this paper, we explore the suppression of different fully decomposed subbands using GA, for selection of the optimal subband face.
Genetic algorithms have been used for selecting the optimal subspace in which the projected data gives a higher recognition accuracy [15, 16, 17, 18, 19, 20] . In [15] , GA has been used to find the Optimal Projection Axes (OPA) for face recognition. The OPA is found by searching through all possible rotations in the whitened PCA subspaces. The fitness function used is a weighted sum of class separation and performance accuracy. It is reported that the OPA selected by the GA yields better performance compared to the eigenspace technique. Face recognition using kernel PCA and GA has been reported in [21] , where the input data is transformed to higher dimension using a non-linear transfer function (polynomial function) and GA is used to select the optimal subset of the nonlinear principal components with the fitness function taken as the recognition performance. An algorithm for Independent Component Analysis (ICA) is used to represent the face image in terms of non-orthogonal bases in order to capture the higher order statistics [18] . Apart from the optimum subspace selection techniques, selection of optimum non-orthogonal wavelet for representing the face image has also been reported [22] . Here, the GA is used to find optimal basis from a combination of frequencies and orientation angles in the 2D Gabor wavelet transform and entropy is used as the fitness function instead of class separation and performance. In this paper, the face image is fully decomposed to obtain different subbands or wavelet packets and GA is used to select an optimum combination of subbands. The optimal subband face is reconstructed from the selected subbands that contain the desired discriminatory information and suppressing those subbands that contain the similarity information.
The rest of the paper is organized as follows. The proposed subband face representation is described in section 2. Section 3 discusses the use of genetic algorithm for selecting optimal subband combination for generating the subband face. In section 4, the proposed representation is evaluated on three different face databases and the recognition results are compared with other similar techniques. Section 5 concludes the paper and some directions of future work are discussed.
Subband Face Representation
A face image of a person contains common (approximation) as well as discriminatory (detail) information with respect to faces of all other persons. The discriminatory information is due to structural variations of the face which are acquired as intensity variations at different locations of the face. The location and degree of intensity variations in a face for an individual are unique features which discriminate one person from the rest of the population. These similarity information and discriminatory information are segregated in different subbands at different levels of decomposition of the face image. Therefore wavelet decomposition can be used to split the features in a face image into different subbands, with 'approximations' containing the common (smooth) parts of the face and 'details', containing the discriminatory (variations) information. Since level-1 decomposition may not be adequate to effectively isolate these pair of visual features, it is necessary to explore different combination of subbands at higher levels to obtain a suitable isolation.
Wavelet Decomposition
The wavelet transform [23, 24] is expressed as an inner product of a signal f (x) with a family of functions which are translations and dilations of a mother wavelet function ψ(x) and the scaling function φ(x). This is used to split the signal into approximation and detail. For two-dimensional signal or image, the two-dimensional scaling function φ(x, y) and three two-dimensional wavelet functions ψ H (x, y), ψ V (x, y), ψ D (x, y) are used to produce the approximation and horizontal, vertical, diagonal details respectively. The two-dimensional discrete wavelet transform (2D-DWT) for an image f (x, y) gives the approximations W φ and the details W (D) details. Fig. 1 shows the full level-2 wavelet decomposition tree. The original image A 0 is decomposed to level-1 subbands (A 1 , H 1 , V 1 , D 1 ) which are in turn decomposed to obtain level-2 subbands. We have used the lifting technique [25] for the 2D-DWT with Haar basis. In the following subsection, the method of reconstructing a subband face using selective wavelet subbands is discussed.
Reconstruction from Subbands
In order to reconstruct the subband face that contains only the discriminatory information, certain subbands can be selected or retained and others are suppressed during reconstruction. Reconstruction is done using a method similar to inverse DWT. Given the level-1 approximations W ψ and the details W
, the subband imagef (x, y) is reconstructed using the relation , y) . In order to reconstruct the discriminatory subband face from level-l subbands, a 4 l length subband code is to determined. It can be noted that the number of possible subband combinations at level-l is 2 4 l . Therefore at higher levels of decomposition, there are a large number of subband combinations. To cater for the search in this large search space, the subband selection problem is cast as a combinatorial optimization problem and a genetic algorithm is used to find an optimum subband code. The following section describes the use of GA and the fitness functions used in selecting a suitable subband code that gives a high recognition accuracy.
Subband Selection Using Genetic Algorithm
Due to the exponential increase in the subband combinations with higher levels of decomposition, it is not possible to select an optimum combination using an exhaustive search. Therefore genetic algorithm [26] is used for finding an 'optimal' solution or subband code. GA maintains a population of subband combinations or subband codes and iteratively finds a subband code that has the high fitness value among all subband codes of all generations. The subband code is used as the binary chromosome in the GA. Each subband code has an associated fitness value. Fisher ratio of the training features is used as the fitness function. This is the ratio of the between-class scatter and the total within-class scatter of the training features. This is given by
where i, r are the class indices and j is the feature index, µ i mean feature of the class i, x j is the jth feature, and C i is the set of training features of class i. The use of Fisher ratio as the fitness function is motivated by the fact that a large between-class spread and smaller within-class spread will lead to compact clusters with larger separation and thus lesser confusion or overlap between the classes. The following are the steps involved in the GA used for subband selection:
1. Initialization: Start with a random population of subband codes b p , p ∈ [1, P ] where P is the number of subband codes in the population. 2. Evaluation: Evaluate fitness F (b p ) ∀p. 3. Selection: Select P s (where P s < P ) fittest subband codes for next generation. 4 . Crossover: From the fittest subband codes selected in the above step, apply crossover on two randomly chosen samples to generate new subband code. This is repeated to obtain P c (where P c ≤ P s ) new subband codes for the next generation. 5. Mutation: Apply mutation to randomly selected sample obtained using crossover to generate a new subband code. This is repeated to obtain P m (where P m ≤ P c ) new subband codes. 6. Repeat steps 2-5 (evaluation, selection, crossover and mutation) for each generation until the fitness converges to a high value.
The number of solutions P for each generation is maintained constant by ensuring that P s + P c + P m = P . For applying the crossover operator on two parent subband codes selected at random, a crossover position is chosen and the bits on the left of the crossover point from one parent and those on the right from the other parent are copied to the child subband code. Thus the child inherits code segments from both parents. For applying the mutation operator on a subband code, a bit value is flipped at a randomly chosen location. In this work, a batch GA which has a constant population for all generations is used. The population size is made ten times the length of the chromosome bitstring. This is to have an increased exploration where there are more free parameters. The values for 
Experiments
In this paper, three face databases are used: Yale, ORL and PIE. 1. The Yale face database ( Fig. 2 (a) ) has 15 subjects with 11 samples with variations in expression and illumination for each subject. The training sample set contains rightlight, sad, noglasses, happy and the testing sample set consists of centerlight, lef tlight, glasses, sleepy, surprised, wink, and normal samples. 2. The ORL face database (Fig. 2 (b) ) has 40 subjects with 10 samples for each.
There is no change in illumination but there are variations in pose. Training samples used are images numbered 1 to 4 and the rest are used for testing. 3. A subset of the PIE (Pose Illumination and Expression) face database ( Fig. 2 (c) ) [27] with 60 subjects with only the frontal poses is used. For each subject, 42 samples (flash from 21 different directions with and without the room lights on) are used. Only four samples with flash numbers 12, 13 for both lights and illum sets are taken for training and the remaining for testing.
The face region is extracted from the background and resized to 32x32 pixels for generating the subband face. The subband face is obtained using the subband code determined by the GA. Fig. 3 shows the original gray-level face image and the subband face generated for sample face images taken from three databases. Although the subband face does not appear similar to the original gray-level face image, it preforms much better than the original face images because it contains only the discriminatory information that is required for a machine to obtain higher recognition accuracy. 
Database
Baseline Approximation Best performing Eigenface [28] suppressed [14] subband [13] ( Fig. 4 (a) shows the projection of the original face images of four subjects of the PIE database in 3D eigenspace. It can be observed that there is a significant overlap of the clusters. Such overlap often leads to misclassification using the nearest-neighbor rule. Fig 4 (b) shows the projection of the subband faces in 3D eigenspace. It can be seen that there is an increase in the separation and compactness of the eigenfeatures of the subband faces generated using the subband code selected by the GA. Therefore there are less chances of misclassification using nearest neighbor rule. Table 1 shows a comparison of the performance of wavelet-based representations [14, 13] against the baseline Eigenface method. Table 2 shows the recognition performance of the GA selected subband face. It can be observed that the performance of the GA selected subband face is comparable to the approximation suppressed subband face and the best performing subbands given in Table 1 . It can also be noted that the level-3 subband code found by the GA always gives lesser accuracy compared to level-2. This is due to the sub-optimal determination of the large number of free parameters (64) in level-3 subband code. This is also due to the fact that increase in Fisher ratio of the training features does not guarantee a higher recognition accuracy of test features. It can also be noted from Table 2 that the subband code selected by the GA is dependent on the database. The subband codes determined for Yale and PIE (5333 and 5101 respectively) are very different form that of ORL (8800). This is because ORL has pose variations that are absent in Yale and PIE. The similarity between the subband codes of Yale and PIE is due to the presence of significant lighting changes in the training sets. There is also a similarity between the subband codes selected by the GA and the best performing subbands [13] . Therefore, it can be generalized to a certain extent that, when there is no pose variation and only lighting changes are present, then the level-2 subband code of the form 5*** (which includes the horizontal and diagonal details of level-1 approximation subband) works best. This eliminates the level-2 approximation (A 2 ) similar to [14] . However, when there are changes in pose, as in the case of ORL database, the level-2 subband code of the form 88** works best. This is because the subband code 88** retains the smoothed approximations of A 1 and H 1 subbands that are invariant to minor pose changes.
Conclusion and Future Work
In this paper, we have proposed the subband face as a representation for face recognition. A genetic algorithm is used to select the optimal choice of subbands by using Fisher ratio as the fitness function. It is shown that the GA is able to find the subband codes that contain only the discriminatory information in the face image of different persons of a given population. The performance of the subbands selected by the GA to other wavelet-based representations are compared. The GA selected subbands are also invariant to lighting changes as shown for the PIE database. The subband face is also scalable as the accuracy is consistent with increasing database size (15 to 60 subjects for Yale and PIE respectively). Future work includes exploring the possibility of using class specific subband codes, and use of single training face image for generating virtual training samples with variations in illumination, pose and scale. The use of subband images can also be used for non-face classes.
