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Tämän diplomityön tarkoituksena on tutkia mahdollisuutta tunnistaa vaihto-
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tosuuntaajan toimintaa jatkaa tilastollisen mallin avulla lämpötila-anturin
vioittuessa.
Materiaalina käytettiin suuriin aurinkovoimaloihin suunnitellun 2 MW:n keskus-
invertterin erilaisista kokeista kerättyjä lämpötilamittauksia. Työn tavoitteiden
pohjalta muodostettiin tilastollinen menetelmä, joka tunnistaa vioittuneen
lämpötila-anturin, simuloi lyhytaikaisia lämpötila-aikasarjoja sekä ennustaa
vaihtosuuntaajan toiminnan jatkamisen kannalta, ylittyykö ennalta-asetettu
lämpötilaraja. Esitetty malli on rakennettu vioittuneen lämpötila-anturin
tunnistavasta lohkosta ja lämpötilaa estimoivasta lohkosta. Ensimmäinen lohko
perustuu pääkomponenttianalyysiin, K:n keskiarvon klusterointimenetelmään ja
virhe-ellipsiin. Toinen lohko perustuu Markovin ketjuun. Esitetty malli käyttää
lähtötietona vain aikaisempia lämpötila-aikasarjoja.
Menetelmän toimivuutta tutkittiin ensin tunnistamalla viallinen lämpötila-anturi
sekä vertaamalla estimoitujen lämpötila-aikasarjojen jakaumia historiallisiin läm-
pötilatietoihin erilaisissa vioittumistapauksissa. Lisäksi menetelmän kykyä en-
nakoida ennalta-asetetun lämpötilarajan ylittämistä tutkittiin eri esimerkkien
avulla. Esitetty menetelmä havaitsi vioittuneet lämpötila-anturit poikkeuk-
setta. Ennustettujen ja havaittujen lämpötila-aikasarjojen väliset erot olivat hyvin
pieniä. Malli pystyi myös ennakoimaan tietyn lämpötilarajan ylittymisen.
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The purpose of this work is to understand whether a broken temperature sensor
can be identified from time series data, if a probabilistic temperature model can
be formulated for a single measurement for an outdoor inverter, and whether the
inverter can continue converting power under the probabilistic model if the sensor
is broken.
Data given for this study were acquired from different experiments during the
design and verification of a 2-MW outdoor central inverter for large utility-scale
PV power plants. Based on these objectives, probabilistic methodology was
constructed to identify outliers in the data, simulate very short-term temperature
time series, and evaluate whether a certain temperature threshold is exceeded
as a safety measure for continuing inverter operation. The proposed model
is constructed of two blocks: an outlier detection block and an estimation
block. The first block is based on principal component analysis, K-means and
elliptical density estimation. The second block is based on Markov chain. The
proposed methodology uses temperature time series data only without knowing
the internals of the system.
The proposed model was validated by inputting time-series data containing data
from faulty temperature sensors under different failure scenarios, and by com-
paring simulated temperature time series data to historical temperature data un-
der different cases. Moreover, the simulated time series data were used to verify
whether the model can anticipate exceeding a certain temperature threshold. The
model always detected the failed sensors. The error metrics of the simulated tem-
perature time series were low. Furthermore, the model anticipated exceeding the
given temperature threshold ahead of time.
Keywords: Photovoltaic, inverter, temperature, probabilistic, estimation, fore-
casting, PCA, clustering, Markov
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1 Introduction
1.1 Background
In photovoltaic (PV) systems, solar energy is harnessed and converted into power for
the utility system [1]. PV power generation is one of the fastest growing technologies
in the renewable energy sources (RES) domain, and the growth of the technology
has been increased by the decreased price of PV panels and support policies in the
form of premiums and feed-in tariffs in many countries [2]. However, the fluctuating
nature of PV power makes it difficult to achieve its full potential and it is identified
as one of the key challenges for massive PV integration [3]. The energy market
has difficult-to-meet specifications, including high efficiency, grid code compliance,
reliability and long warranty periods [4].
Grid-connected PV systems are the most popular among different PV system
topologies, accounting for more than 99% of the total installed PV energy capacity
worldwide [4]. In grid-connected PV systems, the power is converted to the grid.
Compared to other PV system topologies, the grid-connected systems are more eco-
nomical and require less maintenance and reinvestment [4]. Figure 1 illustrates the
structure of a grid-connected PV system. The system is composed of PV cells, an
input filter, a three-phase voltage source inverter (VSI), an output filter and the
grid [4]. The PV cells are connected in a series-parallel configuration to generate
direct current (DC), and this DC power depends on solar irradiance, temperature
and voltage at the solar panels [5]. The generated DC power is then converted into
grid-synchronized alternating current (AC) power via a PV inverter.
Figure 1: Structure of a grid-connected PV system [4].
The energy production of a PV system depends on the amount of solar irradi-
ation on the panels. However, solar irradiation is not uniform, causing the output
power of a PV system to vary substantially over time [6]. This variability in the
power production of PV systems poses challenges and uncertainties in grid manage-
ment and grid stability. When considering the overall reliability of a PV system,
the fluctuating nature of the energy produced by the PV system is accompanied by
unexpected faults that lead to downtime, preventing PV systems from being reli-
able sources of power [7]. Adding battery storage to a grid-connected PV system
2reduces the fluctuation of the energy produced, however it increases the capital and
operation costs significantly [8].
The inverter is the cornerstone of grid-connected PV systems [9]. Therefore, the
reliability and availability of the inverter play important roles in grid stability, but
they are usually neglected [10]. A recent review of field data provided by PV plant
operators indicates that the inverter is the part of the PV system that generates
the greatest operation and maintenance costs for PV plant operators [11], and ex-
cluding grid effects and lightning, light inverter failures are profound sources for
system halts in central inverter topology [10]. The unscheduled downtime leads to
lost energy production, and light inverter faults such as software and sensor failures
are the predominant causes of power production loss events for inverters [11]. For a
PV plant owner, the cost of a light inverter fault, for example, a failed temperature
sensor, is equivalent to the cost of service call and spare parts along with the value of
the energy that would have been produced during the downtime [12]. Furthermore,
industry-wide surveys conducted to determine the requirements and future outlook
of power converter reliability across different applications have exposed a need to
improve inverter reliability and minimize the unexpected downtime due to light in-
verter faults [13]. Many sources agree that more interdisciplinary studies involving
different fields of study are necessary to explore new reliability approaches [14], [15].
1.2 Research material
The data for this thesis are temperature data acquired from temperature measure-
ments of different experiments of a 2-MW outdoor central inverter prototype for
large utility-scale PV power plants. The equipment under test (EUT) is different
inverter prototypes with varying electronics components from different manufactur-
ers, component configurations and cooling system components. The temperature
measurements were performed in a temperature and humidity-controlled laboratory
to verify that the implemented EUT corresponds with the simulations during the
product development phase. Different filters, power modules and other component
configurations were tested to identify the optimal design with high efficiency and
competitive pricing, and temperatures in EUT were measured using thermocouples
(TC) and thermistors. TC are based on the thermoelectric effect and are relative
sensors since they need a temperature reference [16]. Furthermore, thermistors are
temperature-sensitive resistors made of ceramic semiconductors that measure tem-
peratures without a temperature reference. Hereafter, a sample refers to one tem-
perature measurement acquired from one component from the whole duration of one
test; temperature refers to either surface or junction temperature of an electronic
component or any spot inside the inverter; a component refers to any temperature
measurement spot from inside the inverter, electrical component or power electron-
ics component; sensor refers to a temperature sensor, thermocouple or thermistor;
and load profile refers to the operating point and the ambient conditions of the lab-
oratory.
3Figure 2 shows an example of temperature measurements from an EUT under
an experiment. Component temperature data are sequential observations taken at
discrete times throughout the duration of the test; therefore, it fits the description
of time series given in [17]. Even though the observed variable, in this case tem-
perature, is a continuous variable, it is sampled at equal 10 s intervals, and little
or no information is lost by measuring the temperature at discrete time intervals [17].
Figure 2: Example of temperatures measured from an experiment during normal
inverter operation.
The inverter is an outdoor inverter designed for operating in harsh environments
in ambient temperatures ranging between −20 ◦C and 50 ◦C [18]. The cooling sys-
tem is designed to be low maintenance, and the cooling of the system is performed
by air and passive heat exchange based on natural convection [19]. The inverter cab-
inet is also tightly sealed to prevent dust and water from entering the inverter [19].
If the ambient temperature is above 50 ◦C, the inverter converts less power than the
type designed power, while after 60 ◦C, the inverter stops converting power to the
grid. The inverter measures constantly the temperature of electrical components
and various other spots inside the inverter. Every component has an optimal oper-
ating temperature range, and if the range is surpassed, the inverter converts power
at a derated level and eventually stops converting if a maximum temperature thresh-
old is surpassed. To ensure that the components inside the inverter are cooled and
4the dissipated heat is transferred out of the system, temperature data are acquired
from various spots inside the EUT, including power electronic components’ surfaces
and junction temperatures, electrical conductors, fuses, switches, breakers, control
circuitry, filters, incoming air temperature and the temperature from multiple spots
inside the module. Also, the incoming air temperature into the module and the
ambient temperature around the module are measured. Moreover, the temperature
information is used to determine whether the components can tolerate more current.
The temperature measurements experience disturbances and noise, which Figure
3 shows. Therefore, the measured values are only an estimate of the true tempera-
ture value. Noise is classified into inherent noise and interference noise [20]. Inherent
noise originates from the sensor or sensor circuitry, while interference noise is trans-
mitted from the background. Moreover, the International Committee for Weight
and Measures groups noise uncertainty into two classes, stochastic uncertainty and
deterministic uncertainty [21]. Stochastic uncertainty is due to the random nature,
while deterministic uncertainty arises from systematic attributes. Sources of the
uncertainty shown in Figure 3 include but are not limited to temperature sensor
standard error, sensor circuitry, data acquisition system and temperature instability
of the laboratory. The data acquisition system and the sensor circuitry are cali-
brated regularly per the industry standard to maintain their accuracy.
Figure 3: Example of temperature measurement uncertainty from a power electronic
component during normal inverter operation.
5However, the measurement signal is still distorted due to inherent and interfer-
ence noise. The inherent noise originating from the temperature sensor makes the
measured temperature non-ideal. The inherent noise in the temperature sensors is
affected by material quality [20]. While the inherent noise is systematic and within
known tolerances, the interference noise arising from temperature instability of the
laboratory is irregular and unpredictable. The uncertainty of the system is overcome
by incorporating probabilistic models [22].
1.3 Research problems
In the event of temperature sensor failure, the inverter must be shut down, prevent-
ing power from being converted to the grid. In a solar energy-based market, loss
of power is critical. Exploring the possibility to operate the inverter in case of a
temperature sensor failure improves reliability and benefits system owners, PV plant
operators and the customers connected to the grid. However, a thorough search of
the literature shows that very little research has studied the possibility of continuing
inverter operation when a measurement sensor has failed. Moreover, the reliability
assessment of operating the inverter without temperature measurements remains
untouched.
Therefore, this thesis explores the possibility of estimating the temperature of
a single component of an outdoor PV inverter, so the inverter can continue oper-
ating without a temperature sensor. On this basis, three research questions are
formulated.
1. Can a broken sensor be identified?
2. Can a probabilistic temperature model be formulated for a single measurement
for an outdoor inverter?
3. Can the inverter continue operating under the probabilistic model if the sensor
is broken?
1.4 Literature review
A frequent argument in the literature is that a grid-connected PV system shares
the same attributes as a stochastic process [23], [24], [25], [26]. In most cases, the
studied system is not truly random, but stochasticity is used for representing the
model uncertainties [27]. Moreover, evaluating the system in a probabilistic manner
provides tools to perform risk analysis [22].
1.4.1 Fault-detection
Multivariate analysis (MVA) combines many statistical techniques such as dimen-
sionality reduction and clustering and is considered very useful in systems with
multivariate data as an input [28], [29]. Principal component analysis (PCA) is a
6dimensionality reduction technique and the use of PCA in an inverter fault-detection
context can be found in studies [30], [31], [32], [33] and [34], which all used PCA as
a pre-processing technique in the first block in the structure of the fault diagnosis
strategy
In [30], dimensionality reduction with PCA showed that PCA improved the fault-
detection accuracy of an existing fault-detection model from 85% to 95% [30]. The
experimental model in [30] was a physical inverter system, and the fault occurrence
was created by removing the power electronic component. Similarly, in [31], PCA
was used as a primary-data analysis tool to reduce the size of the input data for a
fault detecting model. Then, speed encoder and current sensor faults were simulated
in a simulated inverter model. The algorithm detected 98% of the faults in a few
seconds [31]. The authors argue that in real-time applications, the significant di-
mension reduction is crucial to making the algorithm operate quickly by eliminating
redundant data [31].
Clustering, or cluster analysis, assesses whether distinct subgroups exist in the
data [35]. In relationship to the research problem, the goal is to identify a faulty
sensor from a large number of measurements for a large number of components. Ad-
ditionally, the goal is to identify similar clusters that suggest the components have
similar temperature characteristics that can be used later in temperature estimation.
Clustering is popular in many fields [28], and numerous cluster analysis methods are
listed in [36] such as K-means (KM) and automated algorithms, or machine learn-
ing (ML), that make and improve predictions based on previous observations. Also,
[28] mentions that KM is the simplest clustering analysis method. Moreover, KM is
popular in PV systems output power forecasting and fault-detection studies [37].
Reviewing the literature reveals that cluster analysis methods are not as common
in fault-detection applications as in forecasting applications. This is mainly because
real-time condition monitoring of power converters is still in its infancy; therefore,
its full potential has not been explored [11], [14], [38], [39]. The performances of
KM and ML in detecting a fault from time series data are also evaluated in [31].
The systems represent a simulated model of inverter-fed drive in electrical vehicle
application. The faults were produced in the speed and current sensors as biases,
amplification and loss of signal as well as short circuit faults in the power electron-
ics. According to the results, KM outperformed ML marginally in the implemented
real-time fault-detection model [31]. Also, out of nearly 5000 simulation cases, the
KM-based clustering analysis detected 98.6% of the failures, while ML identified
97.8% [31].
In data categorization problems, ML proved to be more popular than KM in
the recent reviews of [5], [40] and [41]. Also, according to the distribution of dif-
ferent publications with respect to the techniques provided in [5], ML were used in
24% of the reviewed studies, while KM accounted for 6%. However, reasoning for
the popularity of ML over other clustering methods was not provided in [5], [40]
7or [41]. Nonetheless, reviewing studies utilizing ML, which were [42], [43] and [44],
establishes that large number empirical measurement data are required to develop
a predictive model with low forecasting error. In the context of this research, the
amount of data is significantly smaller, and empirical field data is not available.
Therefore, the popularity of ML might not transfer into successful implementation
in outlier detection applications, which is the case for this research problem.
Other studies such as [30], [32] and [33] utilized ML as the cluster analysis method
in their proposed inverter fault diagnostic systems. The reason for preferring ML
over other cluster analysis methods was not given. Moreover, the proposed ML
models were trained in an iterative manner by trial and error. The time series data
containing few outlier data points representing sensor faults were given as inputs
into the algorithm, with the desired output being only the outlier data points. The
error between the generated estimates and the actual values is then updated in an
iterative fashion until the model detects most of the outliers [30], [32], [33]. There-
fore, ML is not applicable to the research problem of detecting an outlier in the data
since the quantity of the available data is very small relative to the data used in
the studies. The findings in [31] suggest that even simple methods may prove to be
accurate and outperform complex models in a fault diagnostic context.
1.4.2 Parameter estimation
Based on the reviewed literature, this is the first time a general methodology is
applied to estimate the temperature of an inverter component. However, estimation
of the PV system power output is already well established. Since PV inverter tem-
perature estimation is an untouched study, it is worth seeking inspiration from the
various models proposed in the literature for estimating the power output of a PV
system. The terms estimation and forecasting are used interchangeably.
Thorough reviews of published studies in the field of utility-scale level PV system
power output estimation can be found in [5], [40], [41], [45] and [46]. The various
forecasting methodologies are divided into four different categories based on their
forecast horizon [40], [47]. The forecast horizon categories are very short-term fore-
casting (VSTF), short-term forecasting (STF), medium-term forecasting (MTF) and
long-term load forecasting (LTF) [48] Description of different forecasting horizons
and their applications were given in [47].
Very short-term forecasting is essential in real-time monitoring applications [47].
In the context of the thesis problem, very short-term prediction is of interest. If a
temperature sensor fault occurs at time t, the temperature of the component at time
t+m in the future is estimated, where m is within the range of the very short-term
forecast horizon. After step m has been reached, a new estimate is predicted again
and the process is repeated in an iterative fashion.
8Table 1: Classification of different forecasting horizons [47].
Time step Application Forecast horizon
Few seconds to minutes ahead Real-time monitoring Very short-term
48 to 72 hours ahead Unit commitment Short-term
One week ahead Maintenance scheduling Medium-term
Months or years ahead Network operation planning Long-term
The very short-term forecasting models can be further classified into stochastic
models and ML [48]. The stochastic approach in the field of PV very short-term
output power forecasting has proven easy to implement and accurate [45]. However,
error metrics assessment in [41] proves ML models outperform stochastic approaches.
Similarly, ML models outperformed stochastic models in multiple studies such as in
[37] and [49]. However, a large dataset is essential for ML-based models to achieve
an accurate representation of the system [47].
[37] used hourly data collected from a 1 MW peak PV plant over the period of
two years. In [40], the model was based on minutely recorded data of a full year.
Reviewing the summary of publications provided in [46], the smallest dataset in
a successful ML implementation is 2 weeks for PV system power output data in
the study of [50]. Stochastic methods tend to perform well in both data-poor and
data-rich environments, while ML depends on data-rich environments [46]. Data-
poor environments refer to the availability of little historical data while data-rich
environments refer to the availability of years of observations [46]. The dataset for
this thesis accumulatively accounts for 43 hours of operation data under different
load profiles. All this indicates that ML is not a viable option to solve the research
problem of temperature estimating, given the data available for this thesis.
Sub-classifications of stochastic approaches used in PV power forecasting are
Markov processes and time series based models [51]. Markov process is a stochastic
model for describing the evolution of a memoryless system and is widely adopted
in the probabilistic estimation of the PV system power output [52]. A stochastic
process has Markov property if the future value in the system is independent of
past values [53]. Consequently, to predict the state of a system in the future, it
suffices to consider only its present state and not its history. Markov chain (MC)
is important in the application of temperature estimation because it provides both
probabilities for different states and a stationary distribution for the process [54].
This information can be used to estimate the temperature and the risk management
of continuing operating the inverter when the sensor has failed. Forecasting models
based on time series analysis (TSA) have had high degrees of success in PV power
forecasting, as argued in [40]. In addition, comparisons between time series analysis
and other modelling techniques are presented in [37]. TSA methods are many, but
they are all established on the same key properties [26], [45].
The use of MC in forecasting PV system power output is studied in [7], [25], [26],
9[55] and [56]. Authors in [7] and [56] proposed an MC-based decision-making model
that allows probabilistic scheduling of a PV power generation to meet the demand
for power at the right time. In addition, the authors of [25] combined Markov chain
with Monte Carlo simulation (MCS) to develop a stochastic model that estimates
the generated output power of a PV system. Markov chain Monte Carlo (MCMC)
is a method for generating random samples covering many possible outcomes of a
given black-box system [5]. In [26] and [55], MC was employed to estimate ST and
VST power generation of a grid-connected PV system. In both studies, the model
was based on categorized historical data in accordance with weather conditions and
operating points of the PV system. With MC, the system was modelled as a series of
states, and the transitioning probabilities were calculated. In [26], the error between
the 12-h projected estimates and the actual values of a 6-kW PV system power out-
put ranged from 0.4% to 4.8%. In contrast, in [55], the error for 15 min forecast
horizon of a 433-kW PV system were at largest 2.47%. In [26], the authors argue
that with more historical data, the estimated values become more precise compared
to the actual values. Moreover, both [26] and [55] emphasized that successful MC
implementation depends on classifying the historical data of the PV system accord-
ing to their operating points.
Successful implementations of PCA in the field of PV power forecasting can be
found in studies such as [42], [43], [57] and [58], in which PCA is not used to fore-
cast per se, but PCA is used to reduce the number of input parameters used in an
established model. The one-day ahead (24h) forecasting accuracy of the established
model without PCA was 62% at best, as opposed to 80% accuracy with PCA [57].
The authors of [57] also stressed that the results showed that PCA performs bet-
ter in decreasing the forecast error with higher numbers of PV systems and input
variables. Similar findings of PCA improving power prediction performance are con-
firmed in studies such as [42], [43] and [44]. Both studies [42] and [43] integrated
PCA with the established model as a pre-processing procedure to filter noise and
improve the power forecasting accuracy. The results in [58] show that the inte-
grated model achieved 95% accuracy with PCA but only 65% without PCA. Also,
[43] studied the performance of integrating PCA with the model by analysing the
mean absolute error (MAE) and root-mean-square error (RMSE). The MAE and
RMSE of the integrated model were both less than 14%, whereas the model without
PCA scored 16% for both MAE and RMSE. In a similar fashion, the authors of
[44] introduced PCA into an existing model and validated the performance of 24 h
forecasting. In addition to improved prediction accuracy, the authors reported re-
duced computational time of 70% from 1.1 s to 0.3 s compared to an implementation
without PCA [44]. Also, the data in [42] and [43] were obtained from 2 kW and 18
kW PV systems, respectively, in contrast to [31], in which the data were obtained
from 453 different PV systems with the rated power varying from as low as 4.5 kW
up to 750 kW.
Moreover, dimensionality reduction has a positive impact on reducing the amount
of required memory for a real-time implementation and diagnosis [34]. In addition,
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[59] pointed out that forecasting implementations require a large amount of mem-
ory from the embedded system in real-time applications, and the memory-reducing
benefits of PCA are stated in [30] and [48], but no numbers are provided.
1.5 Research approach and scope
The intended purposes of the temperature measurements were for verifying the de-
sign, cooling systems, firmware compatibility and electrical components and not for
the inverter temperature estimation. The quantity and the quality of the available
data and the measurement uncertainties present a difficulty. Therefore, the pro-
posed model assumes constant ambient temperature and input power conditions.
The components were assumed to remain faultless throughout the operation of the
inverter, and a faulty temperature sensor does not indicate a faulty component.
Additionally, the cooling system was assumed to be operating flawlessly and not
obstructed.
First, initial data analysis (IDA) is conducted to analyse the collected data.
Analysing the data with descriptive statistics is an important part of a research
process [60]. The importance of IDA in accessing the properties of quantitative data
is stressed by multiple works and studies [17], [35], [61], [62], [63]. The data handled
in this thesis are time series and examining the time series data with TSA should
be conducted before considering any statistical method for system modelling [61].
Therefore, preliminary time series analysis is performed to understand the data-
generating process for the purposes of estimation and forecasting.
Rarely is a single approach enough, so combining two or more approaches for
the same event that serve distinct purposes inside the system is more beneficial
[28], [64]. Based on the research problems, the proposed methodology should con-
sist of two sub-blocks, one for detecting faulty temperature sensors and the second
for estimating the temperature and evaluating whether the inverter should continue
operating. MVA was applied to the proposed model to reduce the dimension of the
data, since the data have hundreds of variables observed over many hours. Fur-
thermore, MVA was applied to assess whether discovering patterns between the
measurement variables and subgroups among the observations is possible. Then,
MC was used for temperature estimation, since there is a strong theoretical basis
for using it to model the inverter system and it has been used successfully in many
PV system power output forecasting applications. Probabilistic modelling does not
require knowledge of the internal system to model it [27]. Moreover, when data are
limited and uncertainties between the variables are present, probabilistic forecasting
methods are more advantageous than other forecasting methods [48].
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1.6 Structure of the research
This thesis is structured as follows. Section 2 establishes the essential concepts in
mathematics and statistics that are used throughout the thesis. Statistical eval-
uation of the data is conducted in Section 3. Furthermore, Section 3 established
the frameworks for the research problem and presents the proposed model. Sec-
tion 4 provides and discusses the results obtained from the proposed model. The
conclusion and recommendations for future work are given in Section 5.
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2 Theoretical foundations
2.1 Mean and median
The mean and the median are measures of location [65]. Although both measure the
central location for a distribution, there are differences between these two location
measures. The population mean μ of discrete sample space X is given by the
following:
μ = E[X] . (1)
An estimate for the population mean is the arithmetic mean x¯. For a data
set containing observations x1, x2, . . . , xn, the arithmetic mean x¯ is defined by the
formula in Equation (2) [65]:
x¯ =
1
n
n∑
i=1
xi =
x1 + x2 + · · ·+ xn
n
. (2)
Median is the middle value when the observations are ranked in order of mag-
nitude [60]. For example, when considering the set of temperature observations in
order of magnitude in Equation (3), the median is the middle value, which is 72 ◦C.
{70 ◦C, 70 ◦C, 72 ◦C, 72 ◦C, 73 ◦C} . (3)
2.1.1 Robustness and breakdown point
The introduction of outliers in the observations affects the summation term signif-
icantly in Equation (2). A large outlier in contrast to the rest of the observations
makes the mean a less reliable measure of central tendency. However, the median
is not affected that easily by outliers. The median in Equation (3) remains the
same after introducing an outlier observation. For a finite set of an odd number
of observations, the breakdown point of the median can be derived as follows. Let
the observations be in order of magnitude x1, x2, . . . , xn. Then, the median can be
derived as follows:
{x1, x2, x3, . . . , xn+1
2
−1, xn+1
2
, xn+1
2
+1, . . . , xn−2, xn−1, xn} . (4)
In the sample space of n observations, the median is the middle observation xn+1
2
.
The median point divides the sample space into two equal parts that have n+1
2
− 1
number of samples. That is, the left side of the equation x1, . . . , xn+1
2
−1 has in total
n+1
2
− 1 observations, just as the right side of the equation xn+1
2
+1, . . . , xn has in
total n+1
2
− 1 observations. Either one of the n+1
2
− 1 samples can be contaminated
with outliers and still that would not affect the median. For finite sample-size n the
breakdown point is given by the formula in Equation (5). Table 2 summarizes the
breakdown points for the sample mean and median as n → ∞ [66].⌊
n− 1
2n
⌋
. (5)
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Table 2: Summary of breakdown points [66].
Estimator breakdown point
Sample mean 0
Sample median 0.5
As n grows larger, the asymptotic breakdown point of the median becomes 1
2
,
meaning that up to half of the observations can be contaminated without affecting
the median. Therefore, the median is less susceptible to outliers and is a reliable
measure of a central tendency with very noisy data. However, in the absence of
outliers, the mean is the better measure of central tendency than the median [65].
2.2 Dispersion measures
Standard deviation (SD) and variance are measures of statistical dispersion. Let
μ = E[X] be the expected value of the variable X, then the variance of X is the
following:
Var(X) = E
[
(X − μ)2] , (6)
and the standard deviation of X is:
SD(X) =
√
Var(X) . (7)
The variance of a discrete set of observations n, which is equally likely, can be
written as the following:
Var(X) =
1
n
n∑
i=1
(xi − μ)2 . (8)
The variance measures the spread of the distribution. Var(X) = 0 indicates no
deviation in the observations, i.e. the observations are identical. In contrast, larger
variances correspond to more deviated observations. In that sense, the variance is
a measure of risk and represents uncertainty in the observed variable.
2.3 Independence measures
Covariance and correlation coefficients are measures of statistical dependence mea-
suring the linear relationship between two variables [35]. The difference between
covariance and correlation is that covariance is unit dependent because it keeps the
units of the variables X and Y . Therefore, no meaning can be interpreted from
comparing covariances of different variables. Correlation coefficient normalizes the
variables on a -1 to 1 scale. This normalization of data removes the units of the
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variables so the correlation coefficient becomes interpretable between different vari-
ables that vary in units.
Covariance is an essential measure of estimation and forecasting and multivariate
analysis since most descriptions and formulas are expressed in terms of covariance
[61]. Because of its essential role in virtually everything, it is important to explain
covariance in more depth.
2.3.1 Covariance
The covariance σ(x, y) or Cov(x, y) is defined as follows [35]:
σ(x, y) = E[(x− E(x))(y − E(y))] . (9)
Variables X and Y are centred by subtracting their corresponding mean. Centred
scores are then multiplied to measure whether a change in one variable is associated
with a change in the other variable. Lastly, the expected value of the centred scores
product is calculated. Similarly, the covariance σ(x, x) or Cov(x, x) is obtained by:
σ(x, x) = E[(x− E(x))(x− E(x))] . (10)
The σ(x, x) is also known as variance, or Var(X), and describes the scattering of
the data in the directions parallel to the axes of the variable space. The projection
of the sample data onto a one-dimensional space is shown in Figure 4:
(a) Variable X. (b) Variable Y .
Figure 4: Distribution of 1000 samples for variables X and Y drawn from N (0, 0.8)
and N (0, 0.2).
For these samples, variance σ(x, x) clearly explains the spread the horizontal
spread along the x-axis, and variance σ(y, y) explains the vertical spread along the
y-axis. Next, the same samples in 2D space are shown in Figure 5.
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Figure 5: Distribution of X and Y samples in 2D space.
Although the samples are scattered in a 2D space, the effect of the variance on
the spread of the data is still evident. In particular, the spread is strongest along
the horizontal axis. Also, the cov(X, Y ) is zero, meaning the random variables are
uncorrelated. The figure shows that the increase in x-values does not increase the
y-values. Instead, there are random scatterings along the vertical axis.
For 2D data, the σ(x, x), σ(y, y), σ(x, y) and σ(y, x) can be represented by a
covariance matrix Σ, or also known as a variance-covariance matrix [67]:
Σ =
[
σ(x, x) σ(x, y)
σ(y, x) σ(y, y)
]
. (11)
The main diagonal of the matrix has the variance of the variables X and Y,
while the entries outside the main diagonal are the covariances. Two-dimensional
data can be represented by a 2× 2 covariance matrix. Likewise, the spread of three-
dimensional data is represented by a 3 × 3 covariance matrix, and the spread of
N-dimensional data by an N ×N covariance matrix.
The covariance matrix for the 2D data represented in Figure 5 is therefore the
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following:
Σ =
[
0.8 0
0 0.2
]
. (12)
Consider there is a positive correlation between the variables X and Y and let
Cov(X, Y ) = 0.15. Then, the covariance matrix is the following:
Σ =
[
0.8 0.15
0.15 0.2
]
. (13)
The entries outside the main diagonal of the covariance matrix are nonzero since
the variables are now correlated, and Figure 6 shows the effect of the covariance on
the scatterplot. After the orientation of the data has changed, there is a clear diago-
nal correlation explained by the introduction of the covariance. Figure 6 shows that
the x-value increases, on average, the y-value also increases because of the positive
covariance. Therefore, the horizontal and vertical spreads of the data are explained
by the variance. In contrast, the orientation of the data spread is explained by the
covariance.
Figure 6: Distribution of X and Y samples in 2D space.
The study of matrices is closely related to linear algebra [67]. As Figures 5 and
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6 show, variance defines the spread of the data, and covariance defines the orienta-
tion of the data. Therefore, the covariance matrix represents a linear operator that
transforms the shape of the data [67]. An intuitive way to characterize the informa-
tion that the covariance matrix portrays could be vector algebra. Furthermore, the
direction, magnitude and orientation of the spread can be represented with a vector
in the direction and with a magnitude that equals the of the scattering of the data.
The vector characterization is related to the eigendecomposition of a covariance ma-
trix [67]. Therefore, it is important to define the eigenvectors and eigenvalues of the
covariance matrix.
There are several ways to compute the eigenvectors and eigenvalues [67], and the
most common approach is to find for a square N × N matrix A, a scalar λ and a
nonzero vector u that satisfy Equation (14) [68]:
Au = λu . (14)
Equation (14) can be rewritten as [68]:
(A− λI)u = 0 , (15)
where λ is a scalar called the eigenvalue associated to the eigenvector u and I is the
N × N identity matrix. To obtain nontrivial solutions that are not zero, Equation
(15) is set to the following to find the λ values [68]:
|A− λI| = 0 . (16)
Equation (16) is known as the characteristic equation [68]. Solving the character-
istic equation for λ yields nontrivial values for λ that can be later substituted into
Equation (15) to find corresponding values of u.
According to the linear algebra theorems, the eigendecomposition of any sym-
metric matrix A can be written as the following [67]:
AU = UΛ , (17)
or as the following:
A = UΛU−1 , (18)
where each column of U is an eigenvector of A and the diagonal elements of Λ give
the eigenvalues.
Therefore, the eigenvectors and eigenvalues of the covariance matrix define the
linear transformation of the covariance matrix as the following:
Σu = λu , (19)
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or also represented as the following:
Σ = VDV−1 , (20)
where u is the eigenvector of Σ and λ is the corresponding eigenvalue. Then, apply-
ing the eigendecomposition on the covariance matrix in Equation (12) via Equations
(14) and (15) yields to the following:[
0.8 0
0 0.2
]
=
[
1 0
0 1
][
0.8 0
0 0.2
][
1 0
0 1
]−1
. (21)
The eigenvalues are λ1 = 0.8, λ2 = 0.2 and eigenvectors u1 = (1, 0), u2 = (0, 1)
for the covariance matrix in Equation (12). The implication is that the variances
are equal to the eigenvalues λ, and the eigenvectors u point to the direction of the
spread in the data. Figure 7 shows the magnitude and the direction of the eigen-
vectors in the two cases.
(a) Covariance matrix in Equation (12). (b) Covariance matrix in Equation (13).
Figure 7: Eigendecomposition of covariance matrices.
The eigendecomposition of the two-dimensional data resulted in two eigenvector
components, and eigenvectors are often referred to as principal components (PC)
[69]. Similarly, 3 × 3 three-dimensional data can be represented by three eigenvec-
tor components. Consequently, n-number of eigenvector components capture the
spread of N -dimensional data. However, unlike the two- or three-dimensioned data,
N -dimensional data cannot be plotted. Nonetheless, because eigendecomposition
captures the essential information on the spread and variance of the data, eigende-
composition of the covariance matrix is the basis of many machine learning (ML),
dimension reduction and cluster analysis techniques and time series analysis meth-
ods [36], [68], [69], [61].
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These examples establish that the covariance matrix can be utilized to transform
high dimensional data into lower dimensional space [69]. In Equation (20), V is the
orthogonal matrix, and D is the diagonal scaling matrix [67], [68], [69]. The orthogo-
nal refers to the rotation and diagonal to the coordinate-wise scaling and can be used
to project the data matrix to a new feature space with different orientation and scale.
Figure 8: Covariance ellipses containing 99%, 95% and 68% of the data.
Another interpretation or application of the eigenvectors is to construct a confi-
dence set such as an ellipse [35]. In the case of two-dimensional data, the eigenvectors
can be used to measure the length and height of the ellipse around the scatterplot
[60], and the ellipse can be used to set the boundaries, capturing certain probability
density of the data. The variances of the variables are used to scale the ellipse to
capture certain probability density from the data [67]. The ellipse defined by the
eigenvalues λ1, λ2 and eigenvectors u1, u2 of the covariance matrix is formed by the
following linear combination [67]:√
λ1 cos (t)u1 +
√
λ2 sin (t)u2 , (22)
for t in the interval [0, 2π]. Figure 8 shows contour plots for the ellipse of the co-
variance matrix in Equation (13), and each ellipse contains a different proportion of
observations from the data.
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2.3.2 Correlation coefficient
A correlation coefficient is a statistical measure of the strength of relationships be-
tween two variables [64], and there are various methods for calculating the correlation
coefficient. The three of the most widely used methods are Kendall tau, Spearman
rank correlation and Pearson correlation [60]. Each approach measures the degree
of correlation on a -1 to 1 scale, but they vary in the type of strength of association
measure. Among the various correlation coefficient techniques, the Pearson corre-
lation coefficient is the most commonly used in the literature [64]. In either case, a
correlation coefficient of 0 means no correlation exists between the changes in the
two variables. As the correlation coefficient approaches ±1, the correlation becomes
stronger. A positive correlation coefficient sign means that an increase in one vari-
able increases another variable. In contrast, a negative correlation coefficient sign
means that a decrease in one variable decreases the other variable.
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3 Research design and methodology
3.1 Statistical evaluation of data
The time series data of a selected group of components are plotted in Figure 9,
while the corresponding frequency distribution, a histogram, is illustrated in Figure
10. The histogram suggests that some components have similar temperature dis-
tributions, which can be seen by the overlapping histograms. Figure 11 illustrates
the temperature distribution of one selected component across different tests. The
figure shows that some tests have similar load profile characteristics, while the other
tests differ significantly.
Figure 9: Temperature time series of a selected group of components in one experi-
ment.
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Figure 10: Temperature distribution of a selected group of components in one ex-
periment.
Figure 11: Temperature distribution of one component across multiple experiments.
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3.1.1 Independence measures
Figure 12 presents the similarity matrix of various components and shows a strong
relationship between all 9 components. However, this relationship is not entirely
true since Figure 9 shows that components 4, 5 and 8 have different temperature
profiles from the remaining components. Moreover, the temperatures of components
4 and 5 are similar, while component 8 has a significantly higher temperature. The
component temperatures do indeed rise over time, so a strong positive correlation
is expected. Therefore, correlation is not a versatile measure of the relationship
between the temperatures of components in this study.
Figure 12: Similarity matrix constructed with the Pearson correlation coefficient of
a selected group of components from one experiment.
3.1.2 Time series analysis
Time series is considered a combination of trend (Tt), seasonality (St) and noise
components (Nt) [17]. The trend is defined as the increasing or decreasing value in
the series. The oscillatory behaviour in the series indicates a seasonal component,
and the random variation or non-systematic component in the series is the noise.
Therefore, time series analysis involves decomposing the three aforementioned com-
ponents [61]. Naturally, all time series data cannot be represented with only these
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three components [17]. If the time series data xt were to consist of systematic
patterns, xt can be written as the sum of the components:
xt = Tt + St +Nt , (23)
or as the following:
xt = Tt · St ·Nt . (24)
Equation (23) is additive model, and Equation (24) is multiplicative model [61].
To illustrate TSA, the solar power generation data from March to July 2018 was
considered, as shown in Figure 13 obtained from the Finnish national electricity
transmission grid [70].
Figure 13: Solar power generation in Finland from March 2018 to July 2018 [70].
In Figure 14, time series analysis was performed, and the three components were
decomposed using modules provided by Statsmodels [71]. Analysing the data begins
by observing the dominant patterns. The results show a non-linear upward trend as
well as a seasonal component that changes within the day in a cyclic pattern. The
results reveal that the solar power generation increases with the season and that
there are variations within the day.
25
Figure 14: Time series analysis of generated solar power [70].
Figure 15: Time series analysis of the selected component temperature data.
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A similar analysis was applied to the temperature data presented in Figure 3,
and Figure 15 shows the results of the analysis. There are no trend factors; the
cyclic nature is due to the poor laboratory ambient temperature control scheme,
while the residuals are due to the measurement noise. However, two key charac-
teristics can be extracted from Figure 15. The temperature does stabilize at some
point to certain temperatures, after which there are no trends. This is the founda-
tion for solving the problems of the thesis. The time of sensor failure relative to
the stabilization time is the fundamental question. If the sensor failure occurs after
the temperature stabilization, the temperature stays stable given that the cooling
system is not obstructed and the operating point remains the same. However, if a
sensor failure occurs before the stabilization time, then the system needs to estimate
the stabilization time and evaluate the probability of reaching the threshold value
in a future time instant. Since the stabilization time is critical, the noise must be
filtered to extract an accurate stabilization time.
3.2 Model formulation
Figure 16 illustrates a black-box system representation of an inverter, and power
converter systems can be modelled in terms of input power Pin, output power Pout
and power loss Ploss [1]. The input Pin is the DC power from the PV panels. The
system output response variables are the Ploss and the AC power Pout. Combined
together, Ploss and Pout are the system output response to the input variable Pin. In
many resources, the inverter losses Ploss are considered to be purely heat dissipation
[14], [38].
Figure 16: Power converter system in terms of Pin, Pout and Ploss [1].
Figure 17 illustrates the outdoor inverter as a system in terms of input and out-
put variables, and the outdoor inverter takes many user input parameters before
converting power to the grid. Some of the user input parameters are the output ref-
erence reactive power Pg,ref , output reference reactive power Qg,ref , the DC voltage
of the PV panels Udc, desired AC voltage Ug, grid voltage variation Ug,var and grid
frequency fg. The vector sum of active and reactive power gives apparent power
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S, which is obtained from the formula S =
√
P 2 +Q2. The response variable of
interest is the response output variable, the thermal dissipation Ploss.
Figure 17: Inverter system model.
3.3 Detecting a faulty temperature sensor
Each test contains m number of temperature observations of n number of compo-
nents X1, X2, . . . , Xn. The response variable of interest Y detects a failed temper-
ature sensor, and the variable is discrete and has two states: the sensor is faultless
or faulty. The temperature sensor outputs are always a numerical value, not the
status of its health. Even a faulty temperature sensor outputs a signal that has a
numerical value interpretation. In that sense, detecting a faulty sensor is challeng-
ing. However, a faulty temperature sensor exhibits abnormal behaviour compared
to the other faultless sensors. Therefore, the goal is to analyse the observations of
variables X1, X2, . . . , Xn, to find out whether the observations fall into relatively
distinct subgroups: normal and outlier data. This kind of approach for discovering
hidden structures in data and putting data into groups is known as clustering [28],
which is a special case of multivariate statistical inference, or multivariate analysis
(MVA) [35]. Clustering finds homogeneous subgroups among the observed data,
and dimensionality reduction finds a low-dimensional representation of the observed
data that captures most of the variance [28].
3.3.1 Dimensionality reduction
Let n be the number of observed components, variables, within a test, and the
number of measured samples taken from the whole duration of the test in discrete
time is m. The dimension of the collected data is m× n, and it is advantageous to
arrange the variables and the observations in an m × n matrix X called the data
matrix [72]:
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X = m observations
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎜⎝
x1,1 x1,2 x1,3 · · · x1,n
x2,1 x2,2 x2,3 · · · x2,n
x3,1 x3,2 x3,3 · · · x3,n
...
...
... . . .
...
xm,1 xm,2 xm,3 · · · xm,n
⎞
⎟⎟⎟⎟⎟⎠
n variables︷ ︸︸ ︷
,
where the rows correspond to the observation time and the columns to the compo-
nents, or variables. Thus, the temperature sample of component number 1 measured
at time instant 2 is stored in the second row of the first column.
Finding the covariance or correlation coefficient between each variable in the
temperature measurements in a set of n variables, X1, X2, . . . , Xn, as part of the
initial data analysis results in
(
N
2
)
different combinations. With n = 300, there are
44850 different correlation coefficients. Then, with large n values, it is not possible
to analyse all the correlation coefficients in an insightful way and derive meaning
from them. Some of the information in large data might be redundant [5], and a
more appropriate approach is required for analysing the data when the n and m are
large. Ideally, the optimal result would be to find a low-dimensional representation
of the data without redundant information.
PCA is a very common dimensionality reduction method used with multivariate
data [67], [28], and PCA is utilized in PV inverter research in [31], [57], [73], [30],
[32], [42], [58] and [43]. The essence of PCA follows the theory explained in Chapter
2. PCA transfers a m × n data to a lower dimension while retaining most of the
information of the original set [67]. In practice, the vector x ∈ Rm×n is transformed
into z = RTx, with z ∈ Rk×n where k  m. The transformed variables k are called
principal components (PC) [67]. However, there are multiple approaches to apply
PCA to extract the PC vectors [69]. The PC vectors can be extracted through
singular value decomposition (SVD) of the original data matrix or with eigenvalue
decomposition of data covariance matrix [31]. As shown in Chapter 2, the geometric
representation and the eigendecomposition of the covariance are intuitive, but most
PCA implementations perform SVD for the eigenvalue problem since it is computa-
tionally efficient.
Regardless of the way of decomposing the eigenvectors and eigenvalues, the com-
puted eigenvectors are sorted in an order of magnitude according to the correspond-
ing eigenvalues. The eigenvector with the largest eigenvalue is the first PC vector,
the second largest eigenvector is the second PC vector and so forth. Cumulatively,
the sum of all principal components explains 100% of the original data. The number
of principal components in the new subspace Rk×n can be reduced by selecting a
number of principal components, k, that captures most of the variance. The re-
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duction of dimensionality keeps most of the information and therefore is a good
approximation of the original data [31]. The general steps for performing PCA are
listed in the following list, and a detailed description has already been established
in Chapter 2.
• The data are normalized.
• m× n dimensional covariance matrix is computed.
• Eigenvectors and corresponding eigenvalues are calculated.
• Eigenvectors are arranged in order of magnitude by the corresponding eigen-
values.
• k number of eigenvectors with the largest eigenvalues are selected to form a
k × n dimensional matrix.
• The data are transformed onto the new k × n subspace
Across the reviewed studies, such as [57] and [58], the selection of k number of
PC vectors was done so the k number of selected PC vectors cumulatively explained
at least 85% of the variance in the original data.
3.3.2 Clustering
KM clustering seeks to divide the observations into a designated number of clusters
[28]. For the KM algorithm to work, the observations must be normalized. In this
study, the observations are temperatures in Celsius, so normalization is not needed.
However, unlike other methods, the KM algorithm cannot be presented in equations
[29]. Instead, a detailed description of the algorithm progression is given as in [36].
Let C1, . . . , Ck denote the centre, or centroid, of each cluster. Given an integer
k and set of observations X ∈ Rm×n, the KM algorithm first generates centroids
C1, . . . , Ck and places the centroids in random locations in the Rm×n space [29].
After placing the centroids in random locations, the following is repeated iteratively
until convergence [36].
• For each observation xi:
1. find the nearest centroid Cj, so that the distance between xi and Cj is
minimized;
2. assign the observation xi to cluster j;
• For each cluster centroidj:
1. calculate the mean of observations inside the cluster; and
2. assign the mean as a new position for the centroid.
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Each observation xi is assigned to a cluster to which the centroid is closest. After
assigning each observation to a cluster in the first iteration, the centroid values are
recalculated by taking the arithmetic mean of all observations in the cluster. Then,
after the new position for each centroid is found, the algorithm performs the same
iteration until convergence has been reached. Furthermore, when the newly calcu-
lated position for the centroids no longer changes, an optimum has been reached.
The distance metric depends on the type of data, but Euclidean distance is often
used [28], and pre-assigning the number of clusters might sound counter-intuitive.
However, in a fault-detection context, a two-cluster division is intuitive and the sen-
sor data is either normal or outlier.
3.4 Estimating temperature
3.4.1 System description as a stochastic process
A stochastic process is a process or a system that evolves randomly in time [74]. If
the system is observed at a set of discrete times, it is a discrete-time stochastic pro-
cess. Then, if the system is observed continuously, it is a continuous-time stochastic
process [53]. In this thesis, the system was observed at a set of discrete times, and
time was considered a subset of the non-negative integers 0, 1, 2, ..., n.
Consider the temperature measurements of a component in the inverter plotted
in Figure 3 as a system. The system is observed at times t = 0s, 10s, 20s, 30s, ...,
and the system can be considered to evolve randomly in time. Let the tempera-
ture measurement observed at any given time t be Xt. The set of random variables
S = {X0, X1, X2, X3, ..., Xt} are then the states of the system, or the state space
of the stochastic process. The stochastic process in this case is written as Xt, t ≥ 0
and the observed temperature values of the system are realizations of the stochastic
process [53].
Stochastic modelling gives tools for predicting the temperature of the component
at a future time instant t +m or for computing the probability of reaching a tem-
perature threshold [53]. The change of the observed temperature of the component
was considered a result of random events. In other words, given the current state
of the system Xt, any other information about the past is irrelevant for predicting
the future state Xt+m. The process has no memory; in addition, the probability to
move from one state to another is random and only depends on the current state,
meeting the characteristics of Markov chain (MC) [54]. Also, stochastic processes
in which the state at time t+m is determined by the state at time t and not by the
states before t are called Markov processes [74].
3.4.2 Markov chain
Consider the mentioned discrete-time stochastic process Xt, t = 0, 1, 2, 3, ..., where
the system is a single component and the states of the system are the measured
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temperature values. The temperature at time t, Xt, takes values in a finite set
S, and all the possible values for Xt are the states of the system. Suppose the
system is observed at times t = 0, 1, ..., 9 and yields the temperature observations
X0, X1, ..., X9. The question concerning the thesis problem is whether it is possible
to predict the state of the system at time t = 10. To answer such a question, first,
the transition probabilities of the system must be established for every n and every
finite sequence of observations (i0, ..., in) [65]:
P
{
Xn = in|X0 = i0, ..., Xn−1 = in−1
}
, i = 1, .., N . (25)
A transition probability is the likelihood of being in state j given the process
started at state i. If the transition probabilities are established, with conditional
probability, Xn depends on the earlier states X0, X1, ..., Xn−1, which can be written
as the following:
P
{
Xn = in|X0 = i0, ..., Xn−1 = in−1
}
. (26)
However, since the temperature measurement of the component is assumed to
be Markov process, it satisfies the Markov property. In other words, the next state
depends only upon the current state making the knowledge of the past states redun-
dant. This knowledge simplifies the equation, which can be written as the following:
P
{
Xn = in|X0 = i0, ..., Xn−1 = in−1
}
= P
{
Xn = in|Xn−1 = in−1
}
. (27)
Since the system uses discrete time, it is called a discrete-time Markov chain
(DTMC). Note that the system is indeed observed at discrete times, but the time
and temperature variables are continuous. A continuous-time Markov chain could
be used, but little or no information is lost by modelling the system as DTMC [17].
A DTMC Xn, n ≥ 0 is time homogeneous if, for all n = 0, 1, 2, ...,
P (Xn+1 = j|Xn = i) = P (X1 = j|X0 = i) . (28)
Thus, the one-step transition probability depends on i and j, but the probability
is the same at all times n and hence does not depend on the time n. For time
homogeneous DTMCs, the one-step transition probability is the following:
pi,j = P (Xn+1 = j|Xn = i), i, j = 1, 2, ..., N . (29)
If the system consists of many states, it is advantageous to construct an N ×N
matrix P called the probability matrix, transition matrix or stochastic matrix [65]:
P =
⎛
⎜⎜⎜⎜⎜⎝
p1,1 p1,2 p1,3 · · · p1,N
p2,1 p2,2 p2,3 · · · p2,N
p3,1 p3,2 p3,3 · · · p3,N
...
...
... . . .
...
pN,1 pN,2 pN,3 · · · pN,N
⎞
⎟⎟⎟⎟⎟⎠ .
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The one-step probability of transitioning from state 1 to state 2 is stored in the
first row of the second column, that is p1,2. However, when constructing a transition
matrix from sample data, it must satisfy the properties in Equations (30) and (31)
[53].
0 ≤ pi,j ≤ 1, 1 ≤ i, j ≤ N . (30)
N∑
j=1
pi,j = 1, 1 ≤ i ≤ N . (31)
That is, each transition probability is non-negative and between zero and one. Since
each row of a transition matrix represents all the possible outcomes given the current
state, the sum of all probabilities is indeed one.
Consider that the system has three different temperatures, S = T0, T1, T2, that
make the states of the system. For example, at time n, temperature T1 is observed.
The system is observed again at time n + 1. There are three possible outcomes:
either the system is still at T1 or at T2 or T0. Consequently, the state can either
repeat itself or move from one state to other. Figure 18 shows the transition diagram
for this DTMC. The transition from any state to another is possible. For example,
a move from T0 to T2 is possible, and such a case is not plotted in the figure for the
sake of simplicity.
Figure 18: Example of a state transition diagram between states in Markov chain.
Probability p0,0 = 0.4 refers to the probability that the observation T0 is ob-
served again after one time increment. Probability p0,1 = 0.60 is the probability of
measuring the temperature T1 if the previous observation was T0. Each state can
repeat itself or move from one state to another. Similar representation can also be
made of its transition matrix. With the transition probabilities given in Figure 18,
the transition probability matrix P takes the following form:
P =
⎛
⎝0.4 0.6 0.00.2 0.3 0.5
0.0 0.7 0.3
⎞
⎠ .
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The transition probability matrix P1 gives the transition probabilities at t = 1,
P2 gives the transition probabilities at t = 2, and so forth [74]. In this study, the
transition probabilities are calculated from the time series data for each compo-
nent, and the time series data are sequences of different temperature measurements
indexed by time. The sample space is comprised of the measured temperatures
rounded to the nearest decimal. Then, the probabilities are calculated by mapping
each state to another state in an iterative one-step transition manner:
• For each state Si:
1. find all occurrences of states Si in the data;
2. for each Si occurrence, determine:
(a) does the state repeat itself?;
(b) the state before the transition to Si;
(c) the state after the transition from Si; and
3. compute the transition probability for Si.
At the end, a transition matrix is obtained that satisfies the properties in Equations
(30) and (31).
Considering the problem of this thesis, MC offers many interesting properties
and includes stationary distribution. As n → ∞, the transition probability matrix
Pn converges to a probability distribution known as stationary distribution [65].
In other words, the transition probability matrix remains unchanged after n time
periods. Then, the stationary distribution π is solved by Equation (32) [74]:
π = πP , (32)
satisfying the property,
N∑
j=1
πi,j = 1, 1 ≤ i ≤ N . (33)
The utility of solving the stationary distribution in this thesis is modelling the
MC steady-state probabilities. The stabilization time of each component is not
known, so it is reasonable to model the MC of each component for time tn, n → ∞
and compute the stationary distribution of each component.
3.5 Proposed model
Figure 19 shows a block diagram of the proposed model. The inputs provided to the
model are real-time temperature time series data of each component. The proposed
model analyses the data, saves it to a database (DB) and detects a faulty temper-
ature sensor. The model also consists of two sub-blocks, an outlier detection block
and a forecasting block.
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(a) Outlier detection block. (b) Forecast block.
Figure 19: Flowchart of the proposed model.
3.5.1 Outlier detection
Figure 19a shows the progress of the outlier detection model. Large sets of time
series data are inputted into the model. In the first step, the outlier detection algo-
rithm processes the data into a data matrix to later generate an m × n covariance
matrix and applies PCA. PCA is implemented via the eigenvalue decomposition of
the covariance matrix to obtain the eigenvectors and the corresponding eigenvalues.
Finally, the least numbers of the eigenvectors are selected as PC vectors so the cor-
responding eigenvalues are as large as possible. The new reduced space dimension
is defined by the number of PC vectors. The k number of PC vectors was selected
to cumulatively explain at least 85% of the variance in the original data since this
was agreed upon in various studies [57], [58].
The inspiration for outlier detection was derived from the error ellipse discussed
in Chapter 2, which is also known as density ellipse [68]. First, the model draws
an error ellipse or an ellipsoidal using the empirical covariance obtained from the
observations. The objective is to maximize the density of the ellipse by capturing
the maximum number of points inside the envelope. Then, the model compares the
density of the error ellipse to the already established error ellipses of the training
data saved in the DB. However, even the error ellipse can be over-fitted to contain
outliers [72]. This is overcome by introducing a cost function, as suggested in [75].
Including an observation far from the rest of the observations is penalized since it
decreases the density of the error ellipse. The process is iterative and is repeated
throughout the flow of input data. After the inverter operation has ended, the error
ellipse is saved in the DB.
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The data are classified into different operating point categories, clusters, with
the KM algorithm and using Euclidean distance as a distance metric. The degree of
similarity between the observations is measured with the distance of each centroid.
Hypothetically, centroids that are close to each other represent similar operating
conditions. For example, consider a temperature sensor failure for component xi,
which belongs to cluster Cj. By predetermining which clusters are similar to Cj,
the temperature data of xi from similar conditions can be obtained to estimate the
current temperature.
If an observation is deemed outlier, the time series data of the component are
saved to the DB but are classified as outliers. The forecasting block is then initialized
to forecast the temperature of the component. The outlier detection block passes
on the following information:
• time series data of the observed component until the moment of failure;
• stabilization time and temperature of the component derived from DB; and
• a priori distribution of time series data derived from DB.
A priori distributions reflect the beliefs before seeing any data [76]. When the
temperature of a component cannot be observed due to a failed sensor, assumptions
about the possible temperature tendency can still be made. The purpose of using
a priori distribution is to predict future temperature data, given past beliefs about
the temperature of the component.
3.5.2 Extracting stabilization time and temperature
The time series data are filtered from noise to obtain accurate estimates of the time
of stabilization and stabilization temperature. Specifically, the stabilization time is
given as the first time instant when the temperature changes over an observation
period of a half hour; it is 0.5 ◦C, i.e. ΔT = 0.5 ◦C during Δt = 30 min [77].
Median filter was used due to its robustness, as has been established in Chapter 2.
In a median filter, a sample was obtained within a predefined window, and the me-
dian was calculated. Later, the window was shifted by one time increment, and the
process was repeated [61]. Figures 20 and 21 illustrate the robustness of a median
filter. Also, the temperature measurement presented in Figure 3 was first filtered
with the median filter. Afterwards, the steady state was computed from the filtered
data. A sample window of 30 minutes was used, and the change of temperature ΔT
was calculated. Then, the window was later shifted by 10 seconds, and the ΔT was
calculated again until the stabilization time was found.
Figure 20 shows the steady state was reached after approximately 47 minutes,
and the stability temperature was 73 ◦C. The original data were then contaminated
with noise sampled from the normal distribution N (0, 1) so only 51% of the data
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Figure 20: Original data filtered with median filter.
were original data and 49% of the data were noise. Then, filtering the contaminated
data reveals that the steady state temperature was achieved at 47 minutes and the
stability temperature was 73 ◦C. This was nearly identical with the steady state
time and temperature computed with the uncontaminated data, thereby illustrating
the robustness of the median filter.
Figure 21: Contaminated data filtered with a median filter.
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3.5.3 Saving data to the database
Data are filtered with a median filter, and the stabilization time and temperature
are computed and saved. Additionally, a similarity matrix is established between the
observations from different tests. When sensor fault occurs, a similarity matrix is
constructed between previously saved test data and all the observed time series data
collected until the moment of failure. After similar test data have been computed,
a priori data can be established. A priori data are previously recorded time series
data of the component with a faulty sensor. If the similarity between the current
test and the previous test is high, the a priori data should be an accurate estimate
of the current temperature time series.
3.5.4 Temperature estimation
The relationships established in the outlier detection block are used to simulate
temperature time series in future time instances. The metric used to measure the
relationship between two variables is the Euclidean distance measured from lower
dimensional projection and computed by the empirical covariance matrix. Instead
of trying to estimate precise temperature values at a future time instant t + m,
hundreds of time series are simulated from the MC state matrix to analyse the
distribution of the temperature among all forecasted time series. When analysing
the distributions, the emphasis is placed on when the system reached steady state,
i.e. determining the stability time and stability temperature. If the projected sta-
bility temperature is higher than the temperature threshold, then the run is aborted.
When the temperature sensor fails at time t, the last temperature measurement
is saved as the initial state. A priori data of the component is passed on from the
outlier detection block, which in turn retrieves the data from the database after es-
tablishing the proximity matrix of similar historical data. MC steady state matrix is
computed and time series are then simulated, with the last saved temperature being
the starting point of each simulated time series. The distribution of the temperature
is analysed among all simulated time series. Simulating hundreds of time series con-
sider the uncertainty related to forecasting the temperature at a future time instant
t +m. Projecting different scenarios is a robust approach for the decision-making
process of continuing the inverter operation [51].
3.6 Performance metrics
For robust statistics, root-mean-square error (RMSE), median (M), and median
absolute deviation (MAD) were used as performance metrics. Median was then
used to measure the central location of the distribution and the MAD to measure
the dispersion of the distribution. Afterwards, RMSE was used to calculate the
difference between the actual values and the model estimated values. The RMSE and
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MAD are defined by the formulas in Equation (34) and Equation (35) respectively.
RMSE =
√√√√ 1
n
n∑
i=1
(xi − xest)2 . (34)
MAD = M( |xi −M(xest)| ) . (35)
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4 Results
To examine the accuracy of the proposed model, a series of simulation experiments
were performed. The operation of the outlier detection block was validated first,
and then the whole proposed model was validated. The data for the validation are
divided into two categories: training data and validation data. The division is done
as 70% training data and 30% validation data since that division is commonly used
in the literature to verify the performance of a model [47]. Data from experiments
1–10 were the training data while data from experiments 11–14 were the validation
data. Experiments 11–14 were selected as the validation data since they contain
outlier data and make 30% of the available data. Three case studies are conducted:
1) baseline test, 2) outlier detection test and 3) temperature estimation. The first
test is a baseline case with training data that includes no outlier data to verify the
ability to block to the expected standards. The system aims to classify the data
into correct groups by clustering the data and finding the centroid of each cluster.
Moreover, a baseline is established for the error ellipse from the validation data.
Since the cluster analysis and outlier detection algorithm are based on geometry,
the dimensionality reduction is critical.
Figure 22: Explained variance ratio per each principal component in data without
outliers.
40
4.1 Baseline test
Data from 14 different tests without outliers were inputted into the model sepa-
rately. First, the dimension of the test data was reduced, and the centroid of each
cluster was then calculated by the KM algorithm to use later to find similar clus-
ters. Figure 22 shows the results of PCA. The histogram shows the percentage of
explained variance per each principal component. The explained variances of the
first two components are 95% and 4%. Cumulatively, they explain 99% of the vari-
ance. Therefore, projecting the results of the cluster analysis into two dimensions
does not cause information loss. However, for meaningful visual representation, the
results of the PCA and cluster analysis are presented in three dimensions, which the
axes are not proportional in magnitude. PC1 explains 99.3% of the variance, while
PC2 explains 0.4% of it. Therefore, one step in the PC1 direction is more significant
than in the PC2 direction.
Figure 23: Clustering of the observations from various tests in 3D.
Cluster analysis in Figure 23 shows that some tests overlap while others are
far apart. Constructing a similarity matrix based on the Euclidean distance from
the centroid of each cluster in Figure 24 reveals more information about which
tests are more similar. The Euclidean distances between each test are calculated in
three-dimensional space. A lower Euclidean distance indicates greater resemblance
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between the tests. The proposed model suggests validation tests 14, 13, 12 and 11
are similar to tests 1, 8, 6 and 7 based on the Euclidean distance of each centroid
after the dimension reduction, which is built on the mean and variance of each ob-
servation. To verify the suggestion, the root-squared errors of the temperatures of
identical components from each test pair are calculated and compared in Table 3.
Figure 24: Similarity matrix of each test based on the Euclidean distance from the
centroid of each test cluster.
Table 3: Pairwise test comparison of RMSE of measured temperatures of a few
selected components.
Test pair Component 1 Component 2 Component 3
1 (Test 14 vs Test 1) 0.3 ◦C 1.4 ◦C 0.4 ◦C
2 (Test 13 vs Test 8) 0.8 ◦C 0.9 ◦C 0.4 ◦C
3 (Test 12 vs Test 6) 2.0 ◦C 0.1 ◦C 0.7 ◦C
4 (Test 11 vs Test 7) 5.8 ◦C 0.1 ◦C 1.3 ◦C
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4.2 Outlier detection
This test was performed with the validation data, or the observations of tests 14,
13, 12 and 11. First, the training data were inputted into the model to establish a
baseline of normal data for the error ellipse. Then the validation data were inputted.
The observations include data from faulty sensors in two cases: temperature sensors
failing in the middle of the test and failed temperature sensors at the beginning of
the tests. In the first case, no signals were transmitted, while in the other case, the
signals from the sensor are noise.
Conducting PCA on the time series data captures the behaviour of measurements
originating from a faulty sensor compared to faultless data. With the existence of a
clear outlier in the data, the spread of variance is more significant. The impact of the
outlier is observable from the spread of variance in Figures 25a and 25b. With the
presence of an outlier in the data, the variance is spread across multiple PC vectors,
unlike in Figure 22 where the first PC vector captured 99% of the variance. In the
case of a faulty sensor that transmits no signals, 85% of the data can be explained
with the first two PC vectors, as seen in Figure 25a. However, with the presence
of multiple failed sensors, the variance is spread across multiple PC vectors, as seen
in Figure 25b. In the case of sensors omitting noise, three PC vectors are needed
to explain 85% of the data, and the noisy signals increase the variance significantly,
spreading it across multiple PC vectors.
(a) one failed sensor. (b) multiple failed sensors.
Figure 25: Explained variance ratio per each principal component in different failure
cases from different dataset.
The observations are projected into two-dimensional space in Figures 26a and
26b. The mean and variance of the observations originating from a faulty sensor
deviate from the rest of the observations. When not considering the outliers, the
rest of the observations are contained in an ellipse. The faulty sensor in Figure 26a
resembles data measured from component number 24. In Figure 26b, the faulty
sensors were measuring components numbered 86, 87 and 88. Performance of the
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outlier detection algorithm is observable in Figures 27a and 27b. The algorithm
detects accurately all the observations originating from the faulty sensors and the
data originating from faultless sensors are captured inside an ellipse.
(a) one failed sensor. (b) multiple failed sensors.
Figure 26: Data containing outliers from two failure cases projected into 2D space.
(a) one failed sensor. (b) multiple failed sensors.
Figure 27: Error ellipse in an outlier detection in two failure scenarios.
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4.3 Temperature estimation
The results of MC-based temperature estimation for the validation data is show-
cased. The different system states and transition probabilities are obtained and
computed from historical time series data to determine the MC matrix. Employing
the MC to model the system development is depicted in Figure 28. The states and
transition probabilities are obtained from historical data, and the system develop-
ment is captured by simulating a VSTF. For instance, consider the system observed
at state 71.5 ◦C. When the system is observed again, the next state is either 71.5 ◦C
or 71.6 ◦C. Transitioning to either of these states is governed by their probabilities.
If a transition to state 71.5 ◦C has occurred, the next possible transitions are 71.5
◦C, 71.6 ◦C or 71.7 ◦C. Time series are then simulated by sampling N number of
VSTF. In the simulation, the states are calculated to one decimal place.
Figure 28: Sample of historical transition probabilities of a selected component from
state 71.5 ◦C to 71.9 ◦C.
First, a comparison between different simulation sample-sizes is given. The num-
bers of simulated time series for one component are 10, 100, 1000 and 10000, and the
results are shown in Table 4. The mean error and 95% confidence interval are dis-
played, and no significant accuracy has been achieved with larger sample-sizes. The
difference between 10 and 10000 sampling is 30 minutes of computation time. MC
sampling is computationally heavy, and a larger sample increases accuracy. How-
ever, N = 100 sampling is the optimal choice between accuracy and computation
time. VSTF with MC is illustrated in Figure 29 and a histogram obtained by MC
sampling is shown in Figure 30.
Table 4: Test statistics of temperature estimation for one component with different
sample-sizes.
N 5%ile 95%ile M MAD
10 71.4 74.7 73.9 1.6
100 71.9 74.6 73.8 0.9
1000 72.0 74.6 73.6 0.9
10000 72.0 74.6 73.6 0.8
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Figure 29: 100 simulated time series from a stationary distribution of one compo-
nent.
Figure 30: Distribution derived from 100 simulated time series.
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4.3.1 Case 1: Sensor failure before stabilization
In this case, it is of utmost importance to estimate stability time and stability
temperature. The estimates were obtained by first calculating the stationary distri-
bution of MC and later simulating 100 time series and studying their distributions.
The simulated estimates were then compared to the historical data of stability time
and stability temperature in Table 5. Only the results of the best matching pair and
the worst matching pair are presented. The results are consistent with the earlier
observation of the similarity between the test, as shown in Table 3.
Table 5: Simulation results for Test pair 1.
Component 1 Component 2 Component 3
Act Est RMSE Act Est RMSE Act Est RMSE
tstab 75 min 71 min 6% 60 min 56 min 5% 90 min 87 min 3%
Tstab 79
◦ C 76◦ C 3% 82◦ C 79◦ C 4% 92◦ C 91◦ C 1%
Table 6: Simulation results for Test pair 4.
Component 1 Component 2 Component 3
Act Est RMSE Act Est RMSE Act Est RMSE
tstab 75 min 58 min 22% 57 min 44 min 22% 82 min 61 min 25%
Tstab 75
◦ C 72◦ C 4% 82◦ C 76◦ C 7% 85◦ C 80◦ C 6%
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4.3.2 Case 2: Sensor failure after stabilization
This test case analyses how quickly the model can foresee a trend and exceed a
possible threshold. Based on the example in Figure 31, the actual empirical tem-
perature is plotted with data until time t and after time t with a lighter dotted line.
The threshold limit is coloured with a vertical line, and the temperature surpasses
the threshold at time t+m. The next section considers how quickly the model can
foresee the surpassing of the threshold.
VSTF was sampled every 10 s after the sensor fault occurred until time t+n when
the possibility of reaching the threshold given the current temperature estimate was
greater than 5%. Preferably, the time t+ n should be below t+m. The probability
for continuing the inverter operating were set as:
P(Exceeding threshold | Current temperature) ≤ 5% . (36)
The choice of 5% probability was arbitrary, but the use of 5%ile and 95%ile is widely
agreed upon in the literature [51]. If the probability is larger than 5%, then the run
is aborted.
Figure 31 shows an example of simulated system failure. Projection of the time
series data after the failure at t = 150 s is presented as a reference. The failure
threshold is set to an arbitrary value of 73 ◦C, and according to the projection the
threshold is exceeded at t = 260 s. Different system developments were simulated,
and the probability of exceeding the threshold was evaluated.
Figure 31: Example of simulated sensor failure at time t = 150 s and projected data
as reference.
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Figure 32 presents an example of the time instant when the model anticipated
exceeding the 73 ◦C threshold in comparison to the actual threshold exceeding time
of t = 260 s. Three component pairs were evaluated, the best matching pair and
two of the worst matching pairs according to the test statistics. Component 3 from
test pair 1 represents the best fit. Component 3 from test pair 3 and component
1 from test pair 4 are considered the two worst scenarios, representing significant
under-fitting and over-fitting, respectively. Figure 33 represents the two cases of
over- and under-fitting, while Figure 29 illustrates a good fit. In theory, over-fitting
results in higher temperatures, which yields to anticipating exceeding the threshold
earlier. Under-fitting, in contrast, gives lower temperature estimates than the actual
values. Therefore, the threshold could be exceeded before the model anticipates it.
Figure 32: Time of forecasted threshold exceeding.
(a) Over-fitted estimates. (b) Under-fitted estimates.
Figure 33: Over-fitted estimates and under-fitted estimates.
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Only VSTF horizon was considered and the results are presented in Table 7.
In all cases, exceeding the threshold was anticipated beforehand, illustrating the
robustness of the proposed method. A failed case in which the anticipation time is
after the threshold exceeding time could not be simulated with the historical data.
In three cases, the model anticipated exceeding the threshold before the time oc-
currence. Case 1 refers to component number 3 from test pair number 1, case 2 is
component number 1 from test pair 4 and case 3 is component number 3 from test
pair 3.
Table 7: Time of occurred threshold exceeding vs. the time threshold exceeding
was anticipated. The anticipated time is a result of 100 VST simulations. Time is
counted from the moment of sensor failure.
Case Occurred Anticipated SD
1 105 s 35 s 1 s
2 314 s 13 s 2 s
3 79 s 21 s 1 s
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5 Conclusions
The purpose of this work was to study the possibility of identifying a broken tem-
perature sensor in an outdoor inverter and estimating the temperature of a single
component and evaluating if the inverter can continue operating when the sensor is
broken. The historical data for this study are temperature time series data mea-
sured during different experiments of a 2-MW outdoor central inverter prototype
conducted in a laboratory. Information about the internal system parameters of the
inverter was not available.
Statistical evaluation of the data ruled out curve fitting and time series anal-
ysis as means for temperature estimation. Moreover, there were uncertainties in
temperature data due to inherent and interference noise. Temperature distribution,
stabilization temperature and time were also different for each component. However,
the statistical evaluation showed that there are similarities between different experi-
ments, suggesting fairly similar operating conditions. The difference of temperature
distribution in each component and similarities between experiments made a data-
driven approach the only feasible option for temperature estimation. The large size
of the data matrices indicated that MVA should be applied in the proposed model.
A new approach for detecting a faulty temperature sensor and temperature esti-
mation of PV inverter was presented. The approach utilizes only temperature time
series data and consists of an outlier detection block and an estimation block. The
outlier detection block analyses time series data, computes and saves data statis-
tics to DB and detects faulty temperature sensors. PCA were used to transform
the input data to a low-dimensional space. K-means algorithm was chosen for its
simplicity to analyse the clustering of the observations. Observations were clustered
and their similarities ranked by Euclidean distance to later establish a priori knowl-
edge for the estimation block. A density ellipse with a cost function is drawn in the
lower-dimension space based on empirical covariance from the observations to de-
tect outliers residing outside the ellipse. The estimation block was based on Markov
chain (MC) since there was strong theoretical basis for using it to model the sys-
tem, and it has been used successfully in many PV system power output forecasting
applications. Then, a priori data returned from outlier detection block were used to
establish a transition matrix and later computed the stationary distribution. Also,
100 temperature time series were simulated from the MC stationary distribution.
The distributions were then analysed to estimate the tstab, Tstab and the probability
of exceeding a predetermined temperature threshold.
First, large sets of time series data without outliers were inputted into the model
to establish a baseline and build a DB. Next, four different data-sets with outliers
were inputted into the model separately for validation. Outlier detection, tempera-
ture time series estimates and threshold exceeding anticipation were validated. All
outliers were detected by the proposed methodology, and each dataset was assigned
a priori data from the DB. Three components were selected to evaluate pairwise
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RMSE of temperature time series between the four data-sets and their established
a priori. The RMSE of the estimation block for the best performing combination of
test pairs for tstab and Tstab parameters were −3% and −1%, respectively, while the
worst matching pair had RMSE values of −25% and −6% for tstab and Tstab. In all
cases, the model anticipated exceeding the threshold ahead of time, even in cases of
over- and under-fitting.
The goals of the thesis were achieved. As was suggested in the literature, the
proposed method had to be built on a combination of several different approaches.
The proposed method required no knowledge of the PV inverter. Based only on
the input temperature time series data, the model managed to categorize the com-
ponents into correct clusters representing different operating points. Failed sensors
were always identified from the time series data. The results reveal that in the
absence of a faulty sensor, the first and second PC vector can cover 99% of the
variance. Including outliers, the variance spreads significantly to other PC vectors.
The error ellipse method proved to be simple and effective. Similar error ellipse
methods were not found in the reviewed literature; thus, the method is new and
unique. Dimensionality reduction with PCA was essential for the clustering algo-
rithm to work. Moreover, the proposed outlier detection method is graphical and
based on the empirical covariance and projecting the data into the lower dimension
is computationally efficient.
The VST forecast results were consistent with low standard deviation as verified
by executions of 100 iterations. The advantage of the developed model is that it can
be used for estimating the temperature of the component based only on temperature
time series data. Moreover, the model provides probabilities for risk management
for operating the inverter. Even when the estimates were clearly over- and under-
fitted compared to the actual data, the model anticipated the threshold exceeding
beforehand. The results of the proposed MC-based method suggest that the method
can be used for damage prediction and risk analysis when operating the inverter in
the absence of a temperature sensor. This study introduced the use of robust statis-
tics in the estimation procedure, which has not been done in the previous studies.
Robust statistics alleviated the uncertainties of the simulations in achieving good
tstab and Tstab estimates.
The model is adaptive and simple. PCA was shown in reviewed studies to be
important, and it proved to be an essential part of the method. Using MC was
simple and effective. The proposed MC method is similar to Markov Chain Monte
Carlo (MCMC) methods seen in various studies in that they both generate a sim-
ulated distribution from samples. Since the available data were limited, random
sampling to generate simulated data was crucial for estimating system behaviour
and evaluating uncertainty propagation. MCMC simulation methods in the re-
viewed studies involved sampling 10000 samples, which is computationally heavy
[51]. In this study, the simulation results showed that sampling 100 samples yielded
the same accuracy as 10000 samples and required significantly less computational
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time. MC is not dependent on internal system knowledge, nor does it make distri-
bution assumptions. However, the proposed model does require a priori knowledge
of the component temperature data. As the results show, with a good a priori, the
temperature time series estimates are accurate, and the error statistics are low. The
K-means algorithm was sufficient for determining a reasonable a priori. With more
historical data, the temperature time series gets more precise. As emphasized in
the reviewed studies, successful MC implementation depends on the availability of
historical data over long observation periods and on accurate classification of the
historical data of the PV system according to their operating points. Compared to
output forecasting results in the reviewed studies, the derived temperature estimates
and the error statistics in the case of the best matching pair were low. The results
are promising, and the proposed model can be developed further for real-time PV
inverter application.
Although the proposed outlier detection method detected all the outliers when
tested under real-time data, the accumulation of real-time data makes the outlier
detection slower. Since the method is based on robust statistics, it took time for
the outlier to deviate outside the error ellipse. In the worst instance, the algorithm
took 2.5 minutes to detect a sensor failure from the accumulation of 3 hours’ worth
of data. The proposed error ellipse method is not optimized for real-time perfor-
mance, and the error ellipse method is limited by the dimensionality of the lowered
space. The method is geometrical, and it works only in two and three dimensions.
Furthermore, the method does not work if the number of PC vectors that cover 85%
of the data is greater than three.
The method assumes constant operating conditions. The proposed model did not
consider variation in the ambient temperature. The projected estimates, therefore,
are applicable only to operating conditions that share the same ambient tempera-
ture at which the raw data were collected. Nevertheless, raw data could be collected
under different weather conditions, and a categorically different MC could be built.
Furthermore, given the properties of MC, the forecast model should be applied to
VST predictions. MC modelling is not reasonable for long-term yearly predictions,
because over the long term, there can be noticeable seasonal trends, and the memo-
ryless property might not be fulfilled. Moreover, it was assumed that the components
remained faultless throughout the operation of the inverter and a faulty temperature
sensor did not indicate a faulty component. Additionally, the cooling system was
assumed to be unobstructed and operating flawlessly. In reality, the cooling system
can be obstructed with an accumulation of dust, making the airflow suboptimal and
thereby raising the temperatures. The applied approach of eigenvalue decomposi-
tion to calculate PCA and DTMC stationary distribution was not optimized for low
memory consumption. Since the proposed model is data-driven, it relies heavily on
the quantity and quality of historical data.
The outlier detecting block is good for detecting anomalies. For example, during
IDA, temperature deviations of identical components were deemed outliers due to
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cooling system obstructions and poor current dividing schemes. This result suggests
that the outlier detection methodology can be applied within the design phase of the
inverter to easily detect small deviations missed by the engineers and to quantify the
performance of different components and topologies. The methodology can be inte-
grated into the inverter software to continuously monitor the fitness of a component
to improve inverter reliability. Deviations from the normal conditions can be used in
a pre-emptive manner to schedule maintenance before deterioration or failure occurs.
Considering that the temperature of the components is directly affected by the
ambient temperature, more efforts are needed to study the effect of varying ambient
temperature and integrate it into the proposed model. This can be achieved by in-
corporating more variables and historical data into the model since the methodology
is data-driven. Data should be recorded from field operation as well as operating the
inverter under different operating point combinations. Moreover, the measurements
should be recorded before the moment of power conversion until power conversion
is finished, and not mid-operation after the power conversion has already started.
With the accumulation of more field data and incorporating more variables into
the model, an automated approach should be studied. As the number of variables
and observations grows, it is not possible to analyse the relationship between all the
variables across all the observations in an insightful way by a person. Clearly, an
automated approach is needed for outlier detection and mapping the relationship
between different operating point variables, ambient temperature, the cooling system
and to the different component temperatures. Another important topic for future
research is to further improve the computational efficiency of the proposed models
for real-time PV inverter application.
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