An estimate is given for the support of each component function of a compactly supported scaling vector satisfying a matrix refinement equation with finite number of terms. The estimate is based on the highest and lowest degree of each polynomial in the corresponding matrix symbol. Only basic techniques from matrix theory are involved in the derivation.
Introduction
In this paper we are interested in measurable functions from the reals R to the complex C; two functions are equal if they are identical almost everywhere. Let r be a positive integer and F = [f 1 . . . f r ] T be a complex vector-valued function on R, where T denotes the transpose of a matrix. A point t ∈ R is called a support point of F if the measure of the intersection {x : F (x) = 0} ∩ (t − , t + ) is not zero for any > 0. The support of F , denoted by supp(F ), is defined as the convex hull of the set of support points of F . Hence equal functions have same supports; and the support of a nonzero function is always a close interval with positve length. Note that, in the literature of wavelet theory with r = 1, the support of a scaling function is always taken to be a closed interval because of the result in [5] (also see [1, pg 252] ).
Recent interests in multiwavelets lead to the study of scaling vector Φ = [φ 1 . . . φ r ] T which is a vector-valued function satisfying a matrix refinement equation (MRE) with finite number of terms
where C k 's are r × r matrices. In applications, shortly supported multiwavelets are always desired. 
An explanation is the existence of nilpotent matrices. Note that C 3 in the above example is nilpotent. In [6] In this paper, we give an estimate for each componentwise support supp(φ i ) and hence the global support supp(Φ). Sufficient conditions are given for these estimates to be acheived. The rest of the paper is organized as follows. Our main results are stated in §2 with an illustration. Proofs are given in §3. §4 is devoted to the study of the global support of a scaling vector.
Componentwise support of a scaling vector
For the rest of the paper, let Φ = [φ 1 . . . φ r ] T be a compactly supported scaling vector satisfying the MRE (1) . In this section we are interested in estimating the support supp(φ i ) for 1 ≤ i ≤ r. To this end, we define the associated matrix symbol by
which is a r × r matrix with polynomial entries. Let h(i, j) (resp. l(i, j)) be the highest (resp. lowest) degree of the (i, j)-entry of P (z). We adopt the convention that the highest (resp. lowest) degree of the zero polynomial is −∞ (resp. ∞). I k denotes the k × k identity matrix and e k denotes the k-th column of the identity matrix whose dimension is determined from the context. For positive integers a, b, E ab denotes the matrix e a e T b . Let J be the set of all integer sequences J = (j 1 , . . . , j r ) where
Note that E J is always invertible (see Lemma 3.2).
In Theorem 2.1, both maximization and minimization are with respect to the set J which has r r elements. In order to reduce the complexity we introduce the following concepts. For each J = (j 1 , . . . , j r ) ∈ J and 1 ≤ i ≤ r, define a new integer sequence γ = (γ 0 , γ 1 , . . . , γ t ) satisfying the following conditions:
The existence of γ, s and t is clear and they are uniquely determined by the sequence J = (j 1 , . . . , j r ) and the integer i. As examples, take r = 4. If J = (3, 2, 4, 3) and i = 1, then γ = (1, 3, 4, 3) t = 3, and s = 2. If J = (3, 2, 4, 3) and i = 2, then γ = (2, 2), t = 1, and s = 1.
For fixed i, let Γ i be the collection of all such γ's. Let s and t be the numbers corresponding to a given γ ∈ Γ i . Define a t × t matrix by
In Theorem 2.2, both maximization and minimization are with respect to the set Γ i . The number of elements in Γ i is r−1 k=0
which can be proved to be equal to the integral part of the positive number (r − 1)!(r − 1)e + 1, where e is the base of natural logarithm. Hence the complexity of the optimization is reduced to (r − 1)!(r − 1)e + 1 from r r in Theorem 2.1. Using the classical adjoint formula for matrix inverse [4, pg 20], it is not hard to see that the first row of
Therefore Theorem 2.2 can be restated explicitly as follows. 
and
T is called a locally linearly independent scaling vector if the family {φ j (x − k) : 1 ≤ j ≤ r, k ∈ Z} is locally linearly independent. In this case, the family {φ j (2x − k) : 1 ≤ j ≤ r, k ∈ Z} is also locally linearly independent. This fact will be used in Lemma 3.4. Choosing r = 2 in Theorem 2.3, it yields
As an illustration, we use these formulas to estimate the support of the scaling vector mentioned in the example of §1. The highest and lowest degree matrices are respectively h = 1 0 3 2 and l = 0 0 0 0 . Hence 
Proofs
We need two lemmas for the proof of Theorem 2.1.
Lemma 3.1. Let {f i } be a family of functions on R. Then
where 'conv' denotes the convex hull of a set.
Lemma 3.2. For J ∈ J , the matrix E J is invertible and its inverse has nonnegative entries.
Proof. Let E = E 1jr + · · · + E rjr . Note that E = 1 where · is the maximum row sum norm. Then E J = 2I r −E is invertible and actually
which has nonnegative entries because E has nonnegative entries. 2
We are ready to prove Theorem 2.1.
Proof of Theorem 2.1. For each 1 ≤ i ≤ r, using the MRE (1), we have
Hence we have
In matrix form,
J is nonnegative matrix and so
Similarly, the lower bound for L i is obtained. 2 Lemma 3.3. Let p be a permutation on {1, . . . , r} and P be the r × r matrix associated with p.
Finally we give the proof of Theorem 2.2.
Proof of Theorem 2.2. Given J ∈ J and 1 ≤ i ≤ r, let γ, s, t be the corresponding sequence and numbers defined in §2. It suffices to prove that e
. . , t. Such permutation exists because the integers γ 0 , . . . , γ t−1 are distinct. Using Lemma 3.3, we have
Finally, 
It remains to show that a = a l and b = b h . Assume the contrary that 
The rest of the proof is exactly the same as the proof of Theorem 2.1 with the modification that all inequalities are changed to equalities. 2
Global support of a scaling vector
In this section we are interested in the global support supp(Φ) of Φ satisfying the MRE (1) . From the last section, we know that supp 
