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Abstract
The first and second Griffiths inequalities are proved for some classical O(n)-invariant
spin models (including Euclidean quantum field theories) for any n. The proof as-
sumes a certain condition on an integral transform of the measure. Some examples are
discussed.
1 Introduction
We consider in this paper classical spin models on a lattice Λ, with an n-component
vector spin s(x) = (s1(x), . . . sn(x)), assigned to each lattice site x ∈ Λ. Such a model
has the partition function
Z[G] =
∫ {∏
x∈Λ
dns(x) µ[s(x)]
}
exp

 ∑
x,y∈Λ
Jxy s(x) · s(y) +
∑
x∈Λ
hx · s(x)

 , (1.1)
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where µ(s) = µ(s1, . . . , sn) ≥ 0 is a nonnegative distribution on IR
n and Jxy = Jyx and
hx are real nonnegative numbers for each pair x, y ∈ Λ. The expectation values are
〈sq1(x1) · · · sqm(xm)〉 =
1
Z[G]
∫ {∏
x∈Λ
dns(x) µ[s(x)]
}
× sq1(x1) · · · sqm(xm) exp
∑
x,y∈Λ
Jxy s(x) · s(y) , (1.2)
Some special cases possess global O(n) symmetry, but in general such a symmetry may
not be present in (1.1) and (1.2). If the measure µ(s) depends only on s · s an O(n)
symmetry is realized through s(x)→Ms(x), where M is an arbitrary n×n orthogonal
matrix, MT = M−1 whose components are real.
The G.K.S. inequalities were first proved by Griffiths [3, 4, 5] and extended by
Kelly and Sherman [6] for the Ising model, which is a special case of (1.1), (1.2) with
n = 1. Ginibre proved the inequalities for the XY model, a case with n = 2 [1].
Ginibre’s method extends to other measures for n = 1, 2 [2, 7]. No one to date has
succeeded in proving the second G.K.S. inequality for a model of the form (1.1), (1.2)
for n ≥ 3. Significantly, Sylvester showed that Ginibre’s method of proof fails for the
n ≥ 3 classical Heisenberg magnet (non-linear sigma models) [8]. We show that both
G.K.S. inequalities are satisfied for a certain class of models with arbitrary n. We are
able to find expressions for the measures for some of these models. As yet, the results
have not been extended to familiar examples, such as Euclidean field theories with
quartic interactions or the classical Heisenberg magnets. Nonetheless, it is significant
that it is possible to prove the inequalities for any non-Abelian systems.
A particular limit of the potential yields µ[s(x)] = δ[1 − s(x) · s(x)], (1.1) and
(1.2), which is the classical Heisenberg magnet. On a regular hypercubic lattice with
translation-invariant couplings, such models are Euclidean quantum field theories with
µ[s(x)] = e−a
dV[s(x)·s(x)], where a is the lattice spacing for the potential function V in the
Lagrangian. The O(n) nonlinear sigma model is the Euclidean quantum field theory
which is a classical Heisenberg magnet.
The so-called second Griffiths inequality (Theorem 2 below) is proved here for
measures satisfying a particular condition:∫
dns µ(s) eq·s = eΞ(q·q) (1.3)
for any q ∈ IRn and for a function Ξ(·) which is analytic in z = q · q within a real
interval [0, q20] for some q0 6= 0, and whose Taylor expansion in this interval has real
nonnegative coefficients:
Ξ(z) = ξ0 + ξ1z + ξ2z
2 + ξ3z
3 + · · · , z ∈ [0, q20] , ξ1 ≥ 0, ξ2 ≥ 0, ξ3 ≥ 0, . . . . (1.4)
We note that analyticity is not a particularly strong assumption; it is needed for the
expansion of correlation functions (in Jxy and hx) to converge in a finite volume.
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We note that (1.3) may be inverted, giving a measure µ(·) in terms of any function
Ξ(·) satisfying (1.4):
∫
dnq
(2pi)n
eΞ(−q·q) e−iq·s = µ(s) (1.5)
If Λ is a regular hypercubic lattice of dimension d, lattice spacing a and Jxy = Jyx
is
Jxy =


1
2g2
, for x, y nearest neighbors
r , for x = y
0 , otherwise
, (1.6)
then (1.1), (1.2) describes a lattice-regularized field theory with bare coupling constant
g and external current hx. If the measure is of the form
µ(s) = e−βs·s−γ0(s·s)
2+··· , (1.7)
the bare mass is
m2o = (−2d− 2rg
2 + 2g2β)a−2 , (1.8)
and the bare quartic interaction is λ0 = a
4−dg4γ0. This is easily seen by writing
exp
1
2g2
∑
<x,y>∈Λ
s(x) · s(y) = exp−
1
4g2
∑
<x,y>∈Λ
{
[s(x)− s(y)]2 − 2 s(x)2
}
.
= exp
{
−
1
2g2
∑
x∈Λ
d∑
ν=1
[s(x+ ν)− s(x)]2 +
d
g2
∑
x∈Λ
s(x)2
}
.
There can, of course, be higher-order bare interactions as well.
2 The G.K.S. inequalities
In this section, we discuss
Theorem 1 : The correlation functions (1.2) of a lattice spin model on a finite lattice
Λ with
µ(s1, . . . ,−sl, . . . , sn) = µ(s1, . . . , sl, . . . , sn) ≥ 0 . (2.1)
satisfy the inequality:
G.K.S. I: 〈s(x) · s(y)〉 ≥ 0 ,
3
for all x, y ∈ Λ .
and
Theorem 2 : The correlation functions (1.2) on a finite lattice Λ satisfy the inequal-
ity:
G.K.S. II: 〈s(x) · s(y) s(u) · s(v)〉 − 〈s(x) · s(y)〉 〈s(u) · s(v)〉 ≥ 0 ,
for all x, y, u, v ∈ Λ, provided that the function µ(s) satisfies (1.3), (1.4).
Notice that (1.3) is a stronger condition than (2.1). The proof of the first theorem
is quite well known and we include it purely for pedagogical reasons. Though both
theorems are proved for a finite lattice, they will hold by continuity in the infinite-
lattice limit, provided that the limit exists.
To prove the first theorem we use the following simple fact:
Lemma 1 : For any choice of µ(·) satisfying (2.1), the following integral is nonnega-
tive:
Iα1,...,αn =
∫
dns µ(s) (s1)
α1 · · · (sn)
αn ≥ 0 ,
for any nonnegative integers α1, . . . , αn.
Proof: The hypothesis is true if any αk, k = 1, . . . , p is odd; for the integrand changes
sign under sk → −sk, and the integral vanishes by symmetry. Hence we assume that
each αk, k = 1, . . . , n is even. Then the integral is
Iα1,...,αn = 2n
∫
dns µ(s) θ(s1) · · · θ(sn) (s1)
α1 · · · (sn)
αn ≥ 0 , (2.2)
where θ(·) is the usual step function: θ(w) = 1 for real w ≥ 0 and θ(w) = 0 for real
w < 0.
With this lemma established it is easy to find the
Proof of Theorem 1: For a finite lattice Λ the Taylor expansions of (1.1) and (1.2)
in the coefficients Jxy and hx is convergent. The expansion is a nonnegative linear
combination of products of integrals of the form (2.2), each of which is positive or zero.
The hypothesis of Theorem 1 immediately follows.
Theorem 2 is a deeper result. We need another lemma to prove it.
Lemma 2 (Ginibre’s Inequality): For a measure µ(·), satisfying (1.3) and (1.4), the
following integral converges and is nonnegative:
Iα1,...,αn;β1,...,βn =
∫
dns
∫
dnt µ(s)µ(t)
× (s1 + t1)
α1 · · · (sn + tn)
αn(s1 − t1)
β1 · · · (sn − tn)
βn ≥ 0 , (2.3)
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for any nonnegative integers α1, . . . , αn, β1, . . . , βn.
Proof: Consider the expression
eΞ[(g+j)
2]+Ξ[(g−j)2] =
∫
dns
∫
dnt µ(s)µ(t)eg·(s+t)ej·(s−t) . (2.4)
The right-hand side of (2.4) has the form in a neighborhood of g = 0, j = 0
eΞ[(g+j)
2]+Ξ[(g−j)2] = exp
(
2ξ0 + ξ1[(g + j)
2 + (g − j)2]
+ ξ2{[(g + j)
2]2 + [(g − j)2]2}+ · · ·
)
, (2.5)
where ξ0 = Ξ(0). Now each term of the Taylor series in the exponent is a polynomial
in g2, j2 and g · j with nonnegative coefficients. For expanding the lth term with the
binomial formula yields
ξl
l∑
a=0
(
l
a
) [
(−2g · j)a(g2 + j2)l−a + (2g · j)a(g2 + j2)l−a
]
. (2.6)
All terms with negative coefficients are canceled in this expression.
Next observe that the right-hand side of (2.4) is the generating function for
Iα1,...,αn;β1,...,βn, as the derivatives of the right-hand side of (2.4) with respect to com-
ponents of g and j yield the integrals (2.3). Hence these integrals exist by hypothesis.
None of the derivatives with respect to components of g and j can be negative, by the
argument in the previous paragraph, and the lemma is proved, if it assumed that Ξ(z)
is analytic in a neighborhood of z = 0.
We should mention at this point that Ginibre’s inequality is not true for the classical
Heisenberg measure µ(s) = δ(1−s ·s), which does not satisfy the hypothesis of Lemma
2 [8].
Proof of Theorem 2: Following Ginibre [1], we write the connected two-point correlation
as an expectation value over a distribution of two sets of n-component spins s(x) and
t(x), each in Dn:
(Z[G])2 [〈s(x) · s(y) s(u) · s(v)〉 − 〈s(x) · s(y)〉 〈s(u) · s(v)〉]
=
∫
d[s]d[t] exp


∑
w,z∈Λ
Jwz [s(w) · s(z) + t(w) · t(z)] +
∑
w∈Λ
hw · [s(w) + t(w)]


× [s(x) · s(y)− t(x) · t(y)][s(u) · s(v)− t(u) · t(v)] , (2.7)
where we have used the notation
∫
d[s] =
∫ {∏
x∈Λ
dns(x) µ[s(x)]
}
.
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We show that the right-hand side of (2.7) is nonnegative. Note that
s(x) · s(y) + t(x) · t(y)
=
1
2
[s(x) + t(x)] · [s(y) + t(y)] +
1
2
[s(x)− t(x)] · [s(y)− t(y)] , (2.8)
and
s(x) · s(y)− t(x) · t(y)
=
1
2
[s(x)− t(x)] · [s(y) + t(y)] +
1
2
[s(x) + t(x)] · [s(y)− t(y)] . (2.9)
Next, we expand the exponential in (2.7). Since Jwz ≥ 0, hx ≥ 0, and using (2.8) and
(2.9) we find that the expansion is a linear combination of products of integrals of the
form (2.3) with nonnegative coefficients. By Lemma 2, the right-hand side of (2.7) is
nonnegative.
3 Examples
Measures satisfying (1.3) and (1.4) can be constructed, at least in principle, using (1.5).
The explicit evaluation of the Fourier integral is, unfortunately, usually impossible
analytically. We note that the integral (1.5) is defined for a polynomial Ξ(z) = ξ1z +
ξ2z
2+ · · ·+ ξ2l+1z
2l+1, ξ1 ≥ 0, ξ2 ≥ 0, . . . , ξ2l+1 > 0. For the choice l = 0, the measure
is the uninteresting Gaussian case.
We do not yet know whether systems satisfying (1.3), (1.4) display phase transitions
and critical points in the thermodynamic limit. A simple argument using (1.5) reveals
that β ≥ 0 in (1.7). Consider the first and second derivatives of the measure µ(·) using
(1.5) evaluated at s = 0:
∂
∂sa
µ(s)
∣∣∣∣∣
s=0
= −i
∫
dnq
(2pi)n
qa e
Ξ(−q·q) = 0 ,
∂2
∂sa∂sb
µ(s)
∣∣∣∣∣
s=0
= −
δab
n
∫
dnq
(2pi)n
q · q eΞ(−q·q) .
Since q · q eΞ(−q·q) is positive for q · q > 0, the measure has a local maximum at s = 0.
The possibility of β < 0 in (1.7) is thereby eliminated. This does not restrict the bare
mass to be positive, as there is the negative contribution in (1.8) proportional to the
dimension.
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An obvious question is whether the measure of a scalar field theory with only a
quartic interaction can satisfy (1.3), (1.4). We show that for β = 0
µ(s) = e−γ0(s·s)
2
,
the answer is no. Using (1.3) to determine Ξ(·) as a power series in γ
−1/2
0 , we find from
equation (A.8) in the appendix
eΞ(z) =
pin/2Γ(n
4
)
2Γ(n
2
) γ
n/4
0
[
1 +
Γ(n
4
+ 1
2
)
2nΓ(n
4
)
γ
−1/2
0 z +
1
32(n+ 2)
γ−10 z
2
+
Γ(n
4
+ 1
2
)
192n(n+ 4)Γ(n
4
)
γ
−3/2
0 z
3 + · · ·
]
Comparing this series with (1.4) gives for the first few coefficients
ξ1 =
Γ(n
4
+ 1
2
)
2nΓ(n
4
)
γ
−1/2
0 , ξ2 =
[
1
32(n+ 2)
−
Γ(n
4
+ 1
2
)2
8n2Γ(n
4
)2
]
γ−10 ,
ξ3 =
[
−
Γ(n
4
+ 1
2
)
96n(n + 4)Γ(n
4
)
+
Γ(n
4
+ 1
2
)3
24n3Γ(n
4
)3
]
γ
−3/2
0 .
It is relatively simple to compute these coefficients for even n. The author has checked
that ξ2 > 0 for n = 2 (an Abelian case) but ξ2 < 0 for n = 4, 6, 8, 10, 12. Thus a simple
quartic measure does not satisfy the conditions for our proof of the second G.K.S.
inequality.
An alternative strategy is to start with a suitable choice for Ξ(·) and determine µ(·)
using (1.5). For the choice ξ1 = ξ2 = ξ4 = ξ5 = · · · = 0:
eΞ(h·h) = eξ(h·h)
3
,
the formula (A.8) in the appendix may be used to show
µ(s) =
pi
n
2Γ(n
6
)
3Γ(n
2
)ξn/6
[
1−
Γ(n
6
+ 1
3
)
2nΓ(n
6
)
ξ−1/3 s · s+
Γ(n
6
+ 2
3
)
8n(n+ 2)Γ(n
6
)
ξ−2/3 (s · s)2
−
1
288(n+ 2)(n+ 4)
ξ−1 (s · s)3 + · · ·
]
,
which is, as one would reasonably expect, a nonpolynomial interaction. Unfortunately
this measure falls off more slowly than a Gaussian as |s| → ∞. For field theory,
this means that the potential cannot be approximated by a Ginzburg-Landau-type
expression.
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There are other possible choices of Ξ(·). For example, if n = 3, for an integer
c = 0, 1, 2, . . .
eΞc(h·h) = (−1)c
∂c
∂ωc
1
(Ω2 − h · h)l
,
implies that
µ(s) =
1
4pi
|s|c−1e−Ω|s| .
One can check that Ξ(z) has nonnegative derivatives. On a regular lattice with suitably
translation-invariant couplings, such a model is a 3-component Euclidean quantum field
theory, whose continuum limit has the Lagrangian (excluding the source term, which
depends on hx on the lattice)
Lc =
1
2g2
(∂s)2 +
m20
2g2
s2 + ω|s|+ (1− c) log |s| , (3.1)
where ω is the limit of Ωa−d as a → 0. These 3-component field theories have non-
polynomial interactions (even for c = 1). Though they are unconventional, (3.1) may
be interesting models in their own right, as well as for the reason that they satisfy the
second G.K.S. inequality.
4 Discussion
A major question suggested by the results of this paper is whether the method used
here can be extended to models for which µ(s) falls off faster with large s · s than a
Gaussian distribution. If not, another approach may be needed to prove the second
G.K.S. inequality for such choices of µ(·).
While the conditions (1.3), (1.4) are sufficient for the validity of the second G.K.S.
inequality, it is by no means obvious that they are necessary. It may be that Ginibre’s
inequality (Lemma 2.) is satisfied under weaker conditions.
The classical Heisenberg measure does not satisfy Ginibre’s inequality as formulated
in reference [8]. We would like to suggest, however, that the situation may not be
hopeless for this case. To obtain the classical Heisenberg magnet, all that is needed
is that some measure µ(·) depending on one or more parameters, satisfies the criteria
(1.3), (1.4) and by taking some limit of these parameters, suitably adjusting r in (1.6),
keeping g fixed
lim e(2d+2rg
2)s·sµ(s) −→ δ(s · s− 1) .
The expansions of correlation functions in the ferromagnetic couplings one obtains this
way are different from those of Sylvester, who takes µ(s) = δ(s · s−1) from the outset.
Acknowledgements: The author would like to thank Prof. David Tepper and Mr.
Jing Xiao for discussions on Ginibre’s inequality.
8
Appendix: Expansions for integral transforms
To evaluate explicitly an integral of the form
YL(P ) =
∫
dnQ eQ·Pe−α(Q·Q)
L
, (A.1)
where P and Q are vectors in IRn and L is an integer, is difficult, except as a power
series in P ·P . We shall examine the terms of this power series in detail in this appendix
and see whether it is convergent.
We wish to compute the integrals
Yj1,j2,...,j2l =
∫
dnQ Qj1 · · ·Qj2l e
−α(Q·Q)L , (A.2)
which occur in the expansion of (A.1) in the components of P . To evaluate (A.2), we
first find the integral
Z lL =
∫
dnQ (Q ·Q)le−α(Q·Q)
L
=
pin/2Γ(n+2l
2L
)
LΓ(n
2
)
α−
n+2l
2L , (A.3)
To obtain this expression, we first integrated over the angles (yielding the standard
result
∫
dΩ = 2pin/2/Γ(n/2)), then made a change of variable from q = |Q| to αq2L.
Now this integral is obtained by contracting the indices j1 with j2, j3 with j4, . . ., j2l−1
with j2l with Yj1,j2,...,j2l by (A.2):
Z lL = δ
j1j2 · · · δj2l−1j2lYj1,j2,...,j2l , (A.4)
where we have used the Einstein summation convention.
By symmetry, Yj1,j2,...,j2l must have the form
Yj1,j2,...,j2l = A
l
L
(
δj1j2δj3j4 · · · δj2l−1j2l + all other contractions of index pairs
)
, (A.5)
for some constant AlL. There are (2l−1)!! = (2l−1)(2l−3) · · · 3 ·1 terms in parentheses
on the right-hand side of (A.5). We shall show that
δj1j2 · · · δj2l−1j2l
(
δj1j2δj3j4 · · · δj2l−1j2l + all other contractions of index pairs
)
=
(n+ 2l − 2)!!
(n− 2)!!
= (n+ 2l − 2)(n+ 2l − 4) · · · (n+ 2)n , (A.6)
below. We can thereby evaluate AlL by using (A.3), (A.4) and (A.5), obtaining
Yj1,j2,...,j2l =
pi
n
2 Γ(n+2l
2L
)
LΓ(n
2
)
(n− 2)!!
(n + 2l − 2)!!
α−
n+2l
2L
9
×
(
δj1j2δj3j4 · · · δj2l−1j2l + all other contractions of index pairs
)
. (A.7)
Next we prove (A.6) by induction. The formula is trivial when l = 1. Let us suppose
that it is established for some particular value of l and show it for l + 1. Consider
δj1j2 · · · δj2l+1j2l+2
(
δj1j2δj3j4 · · · δj2l+1j2l+2 + all other contractions of index pairs
)
.
The terms in the parentheses in this expression are of two types: i) Those containing
δj2l+1j2l+2 and ii) those which do not. The sum of terms of type i) are, by hypothesis,
(n+2l−2)!!
(n−2)!!
n (the factor n just comes from the sum over j2l+1 = j2l+2). The terms of type
ii) can be obtained by considering the left-hand side of (A.6), uncontracting a pair of
indices in the set {j1, . . . , j2l}, contracting one member of this pair with j2l+1 and the
other member of the pair with j2l+2. There are precisely 2l ways to do this, and the
sum of terms of type ii) is (n+2l−2)!!
(n−2)!!
· 2l. The sum of all terms of type i) and type ii) is
therefore
(n+ 2l − 2)!!
(n− 2)!!
(n+ 2l) =
[n+ 2(l + 1)− 2]!!
(n− 2)!!
,
establishing (A.6) for l + 1.
Putting these results together gives for (A.1)
YL(P ) =
pi
n
2Γ
(
n
2L
)
LΓ
(
n
2
)
α
n
2L
+
pi
n
2 (n− 2)!!
LΓ(n
2
)α
n
2L
∞∑
l=1
(2l − 1)!!Γ(n+2l
2L
)
(2l)!(n+ 2l − 2)!!
α−
l
L (P · P )l . (A.8)
To test of the validity of (A.8) let us take L = 1. The relations
r!! =
r!
2
r+1
2 ( r+1
2
)!
, r odd ,
r!! = 2
r
2
(
r
2
)
! , r even ,
and
Γ(n
2
+ l)
Γ(n
2
)
=
(n
2
+ l − 1)Γ(n
2
+ l − 1)
Γ(n
2
)
= · · · =
(n
2
+ l − 1)(n
2
+ l − 2) · · · (n
2
)Γ(n
2
)
Γ(n
2
)
=
(n+ 2l − 2)!!
2l(n− 2)!!
,
imply the familiar result:
Y1(P ) = pi
n
2α−
n
2
[
1 +
∞∑
l=1
(2l − 1)!!
2l(2l)!
α−l(P · P )l
]
=
pi
n
2
α
n
2
∞∑
l=0
1
l!
(
P · P
4α
)l
10
=
(
pi
α
)n
2
e
P ·P
4α . (A.9)
To establish convergence of (A.8), we compare the terms in the series for L > 1 to
those for L = 1. Notice that for L > 1,
(2l − 1)!!Γ(n+2l
2L
)
(2l)!(n+ 2l − 2)!!
<
(2l − 1)!!Γ(n+2l
2
)
(2l)!(n+ 2l − 2)!!
.
Since the series for L = 1 converges, so must that for L > 1.
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