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СХЕМА ДОСЛІДЖЕННЯ ПОЗДОВЖНІХ КОЛИВАНЬ  
СТРИЖНЯ КУСКОВО-СТАЛОГО ПЕРЕРІЗУ 
 
Вступ. 
Методи розв’язування нестаціонарних крайових задач можна поділити на прямі, основу яких становить 
метод відокремлення змінних, метод джерел (метод функції Ґріна), метод інтегральних перетворень, наближені 
та числові методи.  
У роботі досліджено поздовжні коливання стрижня, що складається з двох кусків кусково-сталого пере-
різу. Запропонована в даній роботі схема належить до прямих методів розв’язування крайових задач. В основу 
реалізації цієї схеми покладено концепцію квазіпохідних, яка дозволяє обходити про блему множення узагаль-
нених функцій, метод зведення вихідної задачі до розв’язування двох простіших, але взаємозв’язаних задач, 
сучасну теорію систем лінійних диференціальних рівнянь, класичний метод Фур’є та модифікований метод 
власних функцій. 
Мета. 
В цій роботі досліджуються поздовжні коливання стрижня з двох кусків кусково -сталого перерізу.  
Методи. 
За допомогою методу редукції дослідження зводиться до знаходження розв’язку двох задач: стаціонарної 
неоднорідної крайової задачі з вихідними крайовими умовами та мішаної задачі з нульовими крайовими умо-
вами для певного неоднорідного рівняння. Перевагою методу є можливість розглянути задачу на кожному 
відрізку розбиття, а потім за допомогою матричного числення записати аналітичний вираз розв’язку. Такий 
підхід дозволяє застосовувати програмні засоби до процесу вирішення задачі. 
Результати. 
Рівняння гіперболічного типу 
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1( ) (0; )t C   , 0 ( )x , 1( )x  – кусково-неперервні на 
0 2( ; )x x . За допомогою методу редукції, ми можемо знайти розв’язок задачі як суму двох функцій 
( , ) ( , ) ( , )u x t w x t v x t  . Отримано: 
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Перші координати векторів 0 ( , )W x t , 1( , )W x t  є шукана функція ( , )w x t . Функцію ( , )v x t  отримано у ви-
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Висновок. 
Перевагою методу є можливість розглянути задачу на кожному відрізку розбиття, а потім за допомогою 
матричного числення записати аналітичний вираз розв’язку. Такий підхід дозволяє застосовувати програмні 
засоби до процесу вирішення задачі та графічної ілюстрації розв’язку. Отримані результати мають безпосеред-
нє практичне застосування в теорії коливань стрижнів з кусково-змінним розподілом параметрів. 
Ключові слова: квазідиференціальне рівняння, крайова задача, матриця Коші, функція Дірака, задача на 
власні значення, метод Фур’є та метод власних функцій. 
 
 
Вступ. 
Методи розв’язування нестаціонарних кра-
йових задач можна поділити на прямі, основу яких 
становить метод відокремлення змінних, метод 
джерел (метод функції Ґріна), метод інтегральних 
перетворень, наближені та числові методи. 
Запропонована у цій роботі схема нале-
жить до прямих методів розв’язування крайових 
задач. В основу реалізації цієї схеми покладено 
концепцію квазіпохідних [1], метод зведення 
вихідної задачі до розв’язування двох простіших, 
але взаємопов’язаних задач, сучасну теорію сис-
тем лінійних диференціальних рівнянь, класич-
ний метод Фур’є та модифікований метод влас-
них функцій. 
У роботі [2] розглянуто загальну схему до-
слідження поздовжніх коливань стрижнів куско-
во-сталого перерізу. Отримано явні формули для 
обчислення розв’язку та його квазіпохідної такої 
задачі для будь-якого підінтервалу основного 
проміжку, які є справедливими для довільної 
скінченної кількості точок розриву першого роду 
у функціях – коефіцієнтах задачі. 
У роботі [3] розглядається гіперболічне рів-
няння з кусково-неперервними за просторовою 
змінною коефіцієнтами та правими частинами з 
найбільш загальними локальними крайовими умо-
вами. Виділено випадок кусково-сталих коефіцієн-
тів та правих частин, коли розв’язки вихідної зада-
чі можуть бути отримані в замкненій формі. 
В цій роботі досліджуються поздовжні ко-
ливання стрижня з двох кусків кусково-сталого 
перерізу. За допомогою методу редукції дослі-
дження зводиться до знаходження розв’язку двох 
задач: стаціонарної неоднорідної крайової задачі 
з вихідними крайовими умовами та мішаної за-
дачі з нульовими крайовими умовами для певно-
го неоднорідного рівняння. 
 
1. Основні позначення, формулювання задачі 
та допоміжні твердження 
Нехай L  – відкритий інтервал дійсної осі 
, 0 2[ ; ]x x L  – відрізок дійсної осі; 
0 1 2x x x   – довільне розбиття відрізка 0 2[ ; ]x x  
дійсної осі Ox на дві частини. 
Введемо основні позначення: 
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Нехай 0F , 1F , E ,   – сталі. Покладемо 
0 0 1 1( )F x F F     . 
Розглянемо рівняння поздовжніх коливань 
стрижня 
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де 0 ( )t , 
2
1( ) (0; )t C  , 0 ( )x , 1( )x  – кус-
ково-неперервні на 0 2( ; )x x .  
Метод редукції відшукання розв’язку зада-
чі детально описаний, наприклад, в [4, 5]. Згідно 
з цим методом, розв’язок задачі (1) - (3) шукаємо 
у вигляді суми двох функцій 
( , ) ( , ) ( , )u x t w x t v x t  .                 (4) 
Одну з функцій, наприклад ( , )w x t , сконст-
руюємо спеціальним способом, тоді функцію 
( , )v x t  визначимо, використавши побудовану 
функцію ( , )w x t . 
2. Побудова функції ( , )w x t  
Визначимо функцію ( , )w x t  як розв’язок 
крайової задачі 
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Зауважимо, що змінна t  тут вважається 
параметром. 
В основі методу розв’язування задачі (5), (6) 
лежить концепція квазіпохідних, викладена в [6]. 
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Визначимо квазіпохідну функції ( , )w x t , як 
добуток функції ( )F x  та похідної по змінній x  
функції ( , )w x t , тобто [1] xw F w   . Введемо 
вектор 
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. За таких позначень квазіди-
ференціальне рівняння (5) зводиться до еквівале-
нтної системи диференціальних рівнянь першого 
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Під розв’язком системи (7) розуміємо аб-
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що за змінною x  справджує її майже скрізь (див. 
[6]). 
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Матриці Коші 0 ( , )B x s  та 1( , )B x s  таких 
систем відповідно матимуть вигляд 
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Позначимо 
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Структура (11) матриць 0 ( , )B x s , 1( , )B x s  
дає можливість встановити структуру матриць 
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i iB x x I , 0,1i  , де I – одинична 
матриця. 
Розв’язки систем (10) на проміжках 
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де 0P , 1P  – поки що невідомі вектори [1]. 
В точці 1x x  повинна виконуватись умо-
ва спряження, а саме 1 01 1( , ) ( , )W x t W x t  (див. 
[7]), в результаті чого одержимо рекурентне 
співвідношення 
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Підставимо визначені таким чином 0( , )W x t  та 
2( , )W x t  в крайові умови (8) в результаті чого 
вони набудуть вигляду 02 0[ ( , )]P Q B x x P    , 
звідки одержуємо 
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Виконавши дії над матрицями, визначаємо, що 
1
2 0
1 0 2 1
0 1
1 0 2 1
0 1
[ ( , )]
01
1 1
P Q B x x
x x x x
F F
x x x x
F F
  
  
 
        
. (16) 
Підставимо (16) у (15) та (14) 
64  Вісник ЛДУБЖД, №18, 2018 
1 0 2 1
0
0 0 1
1 0 2 1
0 1
0 1
( )1
( ) ( )
x x x x
t
P F F
x x x x
t t
F F
   
  
     
    

 
, (17) 
 
1P   
1 02 1
0 1
1 0
1 0 2 1
0 1
0 1
( ) ( )1
( ) ( )
x xx x
t t
F F
x x x x
t t
F F
 
 
         
 
 
. (18) 
На основі формул (13), (17), (18) після пе-
ретворень отримаємо вектор - функції 0 ( , )W x t  
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x xx x x x
t t
F F F
x x x x
t t
F F
   
   
      
    
 
 
.(19) 
Перші координати векторів 0 ( , )W x t  та 
1( , )W x t  в (19) є шуканими функціями 0( , )w x t  
та 1( , )w x t , відповідно. Підставляючи їх у (9), 
отримуємо розв’язок на всьому проміжку 
0 2[ ; ]x x . 
 
3. Побудова функції ( , )v x t  
Запишемо мішану задачу для функції 
( , )v x t . Підставляючи (4) в (1) та враховуючи, 
що функція ( , )w x t  задовольняє (5), одержуємо 
неоднорідне рівняння 
2 2
2 2
( ) ( ) ( )
v v w
F x F x F x
x x E Et t
    
      
    
 
, 
0 2( ; )x x x , (0; )t  .             (20) 
Підставимо (4) в початкові умови (3). Оде-
ржимо для функції ( , )v x t  початкові умови 
0
1
( , 0) ( ),
( , 0) ( ),
v x x
v
x x
t
 


 
 0 2[ ; ]x x x ,          (21) 
де                   0 0( ) ( ) ( ,0)
def
x x w x   ,  
1 1( ) ( ) ( ,0)
def w
x x x
t

  

 . 
Оскільки функція ( , )w x t  справджує кра-
йові умови (6), то із (4) випливають крайові умо-
ви для функції ( , )v x t  
0
2
( , ) 0,
( , ) 0,
v x t
v x t



 [0; )t  .                (22) 
Отже, за умови, що розв’язок ( , )w x t  зада-
чі (5), (6) є відомим, функція ( , )v x t  є розв’язком 
мішаної задачі (20) - (22). 
 
4. Метод Фур’є та задача на власні значення 
Для рівняння (20) розглянемо відповідне 
однорідне рівняння 
2
2
( ) ( )
v v
F x F x
E x xt
   
    
  

.           (23) 
з крайовими умовами (22).  
Його нетривіальні розв’язки шукаємо у ви-
гляді 
( , ) sin( ) ( )v x t t X x    ,             (24) 
де   – параметр,   – константа, ( )X x  – неві-
дома функція. 
Підставимо (24) в рівняння (23). Одержимо 
квазідиференціальне рівняння 
  2( ) ( ) ( ) ( ) 0F x X x F x X x   ,        (25) 
де                            2 2
E
 

  . 
Підставимо (24) в умови (22). Одержимо 
крайові умови 
0
2
( ) 0,
( ) 0.
X x
X x



                        (26) 
Під розв’язком рівняння (25) розуміємо аб-
солютно-неперервну на 0 2[ ; ]x x  функцію ( )X x , 
що справджує його майже скрізь [6]. 
Ввівши квазіпохідну  1
def
X FX  , вектор 
[1]
X
X
X
 
   
 
 та матрицю 
2
1
0
0
FA
F
 
 
  
  
, запише-
мо задачу (25) - (26) у матричному вигляді 
X A X   ,                          (27) 
0 2( ) ( ) 0PX x QX x  .                (28) 
Безпосередньою перевіркою переконує-
мось, що матриці Коші 0 ( , , )B x s   та 1( , , )B x s   
системи (27) відповідно на проміжках 0 1[ ; )x x  та 
1 2[ ; ]x x  мають вигляд  
0 0
0
sin ( )
cos ( )
( , , )
sin ( ) cos ( )
x s
x s
FB x s
F x s x s
 
 
  
    



  
, 
1 1
1
sin ( )
cos ( )
( , , )
sin ( ) cos ( )
x s
x s
FB x s
F x s x s
 
 
  
    



  
. 
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Фундаментальна матриця (аналог матриці 
Коші на всьому проміжку) системи (27) має 
структуру 
00 0 0 0 0
1 1 1 0 1
( , , ) ( , , ) ( , , )
( , , ) ( , , ) ,
def
B x x B x x B x x
B x x B x x
   
  
   
  
 (29) 
де, аналогічно, як і в формулі (12), 
1 01 0 2 1 1 0( , , ) ( , , ) ( , , )
def
B x x B x x B x x    . 
Позначимо також 
11 12
0
21 22
( ) ( )
( , , )
( ) ( )
def b b
B x x
b b
 
  
 
 

 
.       (30) 
Нетривіальний розв’язок ( , )X x   системи 
(27) шукаємо у вигляді 0( , ) ( , , )X x B x x C   , 
де 1
2
C
C
C
 
  
 
 – деякий ненульовий вектор. 
Вектор-функція ( , )X x   має задовольняти 
крайові умови (28), тобто 
0 0 2 0( , , ) ( , , ) 0P B x x Q B x x C        , 
врахувавши, що 0 0( , , ) ,B x x I   прийдемо до 
рівності 
2 0( , , ) 0P Q B x x C      .          (31) 
Для існування ненульового вектора C  в 
(31) необхідно і досить виконання умови 
2 0det ( , , ) 0P Q B x x     .         (32) 
Конкретизуємо вигляд лівої частини хара-
ктеристичного рівняння (32), врахувавши вигляд 
матриць P, Q та (30) 
2 0
11 12
21 22
det ( , , )
( ) ( )1 0 0 0
det
( ) ( )0 0 1 0
P Q B x x
b b
b b
    
     
        
      

 
 
 
12
11 12
1 0
det ( )
( ) ( )
b
b b
  
   
  

 
. 
Сформулюємо наступне твердження. 
Твердження 1. Характеристичне рівняння 
задачі на власні значення (25), (26) має вигляд 
12 ( ) 0.b                         (33) 
Як відомо (див. [8]), корені k  характери-
стичного рівняння (33), які є власними значен-
нями задачі (25), (26), є додатними та різними. 
Для знаходження ненульового вектора C  
підставимо в рівність (31) k  замість  . Тоді 
прийдемо до векторної рівності 
1
11 12 2
1 0 0
( ) ( ) 0k k
C
b b C
     
      
    
, 
яка еквівалентна системі рівнянь 
1
11 1 12 2
0,
( ) ( ) 0.k k
C
b C b C


     
         (34) 
Оскільки виконується (33), то 1 0C  , а 
2 \ {0}C  , наприклад, 2 1C  , тобто 
0
1
C
 
  
 
. 
Нехай ( , )k kX x   – нетривіальний власний 
вектор, що відповідає власному значенню k . 
Справедливим є твердження. 
Твердження 2. Власні вектори системи 
диференціальних рівнянь (27) з крайовими умо-
вами (28) мають структуру 
0( , ) ( , , )k k kX x B x x C   , k . 
Наслідок. Власні функції ( , )k kX x  , як 
перші координати власних векторів ( , )k kX x  , 
можна записати у вигляді 
  0( , ) 1 0 ( , , )k k kX x B x x C    , 1, 2,3,k  . (35) 
Зокрема, оскільки  
0 0 1 1( , ) ( , ) ( , )k k k k k kX x X x X x        , 
  (36) 
то з (29) та (35) випливає, що 
  00 0( , ) 1 0 ( , , )k k kX x B x x C    , 
  11 1 1 0( , ) 1 0 ( , , ) ( , , )k k k kX x B x x B x x C      . (37) 
 
5. Побудова розв’язку ( , )v x t  мішаної задачі 
(20) - (22) 
Для розв’язання задачі (20) - (22) застосує-
мо метод власних функцій [5], який полягає в 
тому, що розв’язок задачі (20) - (22) шукаємо у 
вигляді 
1
( , ) ( ) ( , )k k k
k
v x t T t X x


   ,        (38) 
де ( )kT t  – поки що невідомі функції. 
Оскільки 
2
2
w
t


 входить в праву частину рі-
вняння (20), то розвинемо її в ряд Фур’є за власни-
ми функціями ( , )k kX x   крайової задачі (25), (26) 
2
2
1
( ) ( , )k k k
k
w
w t X x
t



 

  .            (39) 
Підставляючи вираз (38) у (20) та врахо-
вуючи (39), отримаємо рівність 
   
1
1
( ) ( ) ( , ) ( ) ( , )
( ) ( ) ( , ).
k k k k k k
k
k k k
k
T t F x X x F x T t X x
E
F x w t X x
E




         
 
  



 


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Враховуючи, що власні функції ( , )k kX x   
задовольняють рівняння (25), приходимо до рів-
ності 
 2
1
1
( ) ( ) ( , )
( ) ( ) ( , ).
k k k k k
k
k k k
k
F x T t T t X x
E
F x w t X x
E




       
 
  



 


 
Прирівнюємо коефіцієнти Фур’є 
2( ) ( ) ( )k k k kT t T t w t     , 1,2,3,k  . (40) 
Загальний розв’язок кожного з диференці-
альних рівнянь (40) має вигляд 
0
( ) cos sin
1
sin ( ) ( ) ,
k k k k k
t
k k
k
T t a t d t
t s w s ds
  
  
 


             (41) 
де ka , kd  – невідомі сталі [9]. 
Позначимо 
0
1
( ) sin ( ) ( )
t
k k
k
I t t s w s ds   
. Зауважимо, що 
(0) 0I  , (0) 0tI    [10]. 
Для визначення сталих ka , kd  розвинемо 
в ряди Фур’є за власними функціями ( , )k kX x   
праві частини початкових умов (21) 
0 0
1
( ) ( , )k k k
k
x X x


     ,           (42) 
1 1
1
( ) ( , )k k k
k
x X x


     ,           (43) 
де 0 k , 1 k  – відповідні коефіцієнти Фур’є. 
З (41) випливає, що 
(0)k kT a ,                          (44) 
( ) sin cos ( )k k k k k k k tT t a t d t I t        , 
звідки 
(0)k k kT d   .                      (45) 
З (38), першої умови в (21), та врахувавши 
(42), одержуємо 
0
1 1
(0) ( , ) ( , )k k k k k k
k k
T X x X x
 
 
      . Звідки, 
використовуючи (44), маємо 
0(0)k k kT a  . 
Аналогічно з (38), другої умови в (21), вра-
хувавши (43), маємо 
1
1 1
(0) ( , ) ( , )k k k k k k
k k
T X x X x
 
 
       . Звід-
ки, використовуючи (45), знаходимо 
1(0)k k k kT d    , або 
1 k
k
k
d



. 
Отже, остаточно отримуємо розв’язок мі-
шаної задачі (20) - (22) у вигляді ряду 
 
1
0
1 0
( , )
1
cos sin sin ( ) ( )
( , ).
t
k
k k k k k
k kk
k k
v x t
t t t s w s ds
X x



 
       
  

    

 
Враховуючи (36) та те, що 
0 0 1 1( , ) ( , ) ( , )v x t v x t v x t     , де 0( , )v x t  та 
1( , )v x t  визначені відповідно на проміжках 
0 1[ ; )x x  та 1 2[ ; ]x x , одержуємо 
0
1
0
1 0
0
( , )
1
cos sin sin ( ) ( )
( , ),
t
k
k k k k k
k kk
k k
v x t
t t t s w s ds
X x



 
       
  

    

 
1
1
0
1 0
( , )
1
cos sin sin ( ) ( )
t
k
k k k k k
k kk
v x t
t t t s w s ds



 
       
  
    
 
1( , ),k kX x                       (46) 
де функції 0( , )k kX x  , 1( , )k kX x   обчислю-
ються за формулою (37). 
Врахувавши перші координати векторів 
0 ( , )W x t , 1( , )W x t  в (19) та (46), отримаємо 
розв’язок задачі (1) - (3) 
 
0 0 0 1 1 1( , ) ( ( , ) ( , )) ( ( , ) ( , ))u x t w x t v x t w x t v x t       . 
 
6. Застосування пакету Maple до знаходження 
власних значень та власних функцій задачі 
(27) - (28) 
Сучасні програмні засоби дають змогу 
отримати необхідну кількість власних значень та 
власних функцій, що забезпечує відповідну точ-
ність розв’язку. Розглянемо результат застосу-
вання пакету Maple для отримання розв’язку 
поставленої задачі. Для прикладу розглянемо 
сталевий стрижень довжиною 1 м, що складаєть-
ся з двох циліндричних кусків однакової довжи-
ни, площі поперечних перерізів яких відповідно 
становлять 0 0,0025F    м
2
, 1 0,000625F    м
2
. 
За таких умов 0 0x  , 1 0,5x  , 2 1x  . Модуль 
Юнга для сталі становить 20394324259E   
кг/м2, густина 7900  кг/м3. Обчислені перші 
одинадцять власних значень та власних функцій: 
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Висновок 
Теорема про розвинення за власними фун-
кціями адаптована для випадку диференціальних 
рівнянь з кусково-сталими (за просторовою 
змінною) коефіцієнтами. 
Отримано явні формули для обчислення 
розв’язку та його квазіпохідної для будь-якого 
підінтервалу основного проміжку, які є справедли-
вими для довільної скінченної кількості точок роз-
риву першого роду згаданих вище коефіцієнтів.  
Перевагою методу є можливість розгля-
нути задачу на кожному відрізку розбиття, а 
потім за допомогою матричного числення запи-
сати аналітичний вираз розв’язку.  
Такий підхід дає змогу застосовувати про-
грамні засоби до процесу вирішення задачі та 
графічної ілюстрації розв’язку. Отримані резуль-
тати мають безпосереднє практичне застосуван-
ня в теорії коливань стрижнів з кусково-змінним 
розподілом параметрів. 
Наведено приклад застосування пакету 
Maple до знаходження власних значень та влас-
них функцій задачі коливання сталевого стрижня 
довжиною 1 м, що складається з двох кусків од-
накової довжини. 
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THE SCHEME FOR INVESTIGATION OF A ROD WITH THE PIECEWIS E-CONSTANT CROSS-
SECTION FOR LONGITUDINAL OSCILLATIONS 
 
Introduction. 
Methods for solving nonstationary boundary value problems can be divided into direct methods which basis in-
cludes the separation of variables  method, method of sources (Green's function method), method of integral transforms, 
approximate methods and numerical methods. 
The longitudinal oscilations of rod, which consist of two pieces, of piecewise-constant section were investigated 
in this article. The scheme proposed in this article belongs to the direct methods for solving  boundary value problems. 
In the basis of this scheme is the concept of quasi-derivatives that lets to bypass the problem of multiplication of gener-
alized functions, the method of reducing this problem to the solving two simpler and interrelated problems, a modern 
theory of systems of linear differential equations, the classical Fourier method and a reduction method of  
eigenfunctions. 
Purpose. 
This article examines the oscillations of rod of two pieces of a piecewise-constant section.  
Methods. 
With the use of the reduction method solving of such a problem is reduced to finding a solution of the stationary 
inhomogeneous boundary value problem with the initial boundary conditions and the mixed problem with the zero 
boundary conditions for an inhomogeneous equation. The advantage of this method is a possibility to examine a prob-
lem on each breakdown segment and then to combine obtained solutions on the basis of matrix calculation . Such an 
approach allows the use of software tools  for solving the problem. 
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Results. 
Hyperbolic type equation  
2
2
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, 0 2( ; )x x x , (0; )t  , 
with the boundary conditions  
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and the initial conditions  
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where 0F , 1F , E ,   are constants, 0 0 1 1( )F x F F     , 0 ( )t , 
2
1( ) (0; )t C   , 0 ( )x , 1( )x  are piecewise 
continuous on 0 2( ; )x x . Using , the method of reducing, we can find a solution of the problem as a sum of two func-
tions ( , ) ( , ) ( , )u x t w x t v x t  . There is received: 
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where 0 1 2x x x  . 
The first coordinate of the vectors 0 ( , )W x t , 1( , )W x t  is indeed the searched function ( , )w x t . The function 
( , )v x t  is received in a form of the series  
1
0
1 0
1
( , ) cos sin sin ( ) ( ) ( , )
t
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k kk
v x t t t t s w s ds X x   
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
 
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  
  . 
Conclusion. The advantage of this method is a possibility to examine a problem on each breakdown seg-
ment and then to combine obtained solutions on the basis of matrix calculation . Such an approach allows the use of 
software tools for solving the problem and the graphic illustration of the solution. The received results have a direct 
application to applied problems  in the theory of oscillation of the rods with piecewise variables by the distribution of 
parameters. 
Key words:  quazidifferential equation, the boundary value problem, the Cauchy matrix, the Dirac function, the 
eigenvalues problem, the method of Fourier and the method of eigenfunctions. 
 
 
 
 
