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Finite-temperature oarse-graining of one-dimensional models 31 IntrodutionComputing anonial averages is a standard task of omputational materials siene. Con-sider an atomisti, supposedly large, system onsisting of N partiles, at positions u =(
u1, . . . , uN
)
∈ R3N . Provide this system with an energy
Eµ(u) = Eµ
(
u1, . . . , uN
)

























A(u(t)) dt (4)along the trajetory generated by the stohasti dierential equation
du = −∇uEµ(u) dt+
√
2/β dBt. (5)It is often the ase that the observable A atually does not depend on the positions uiof all the atoms, but only on some of them. Think for instane of nanoindentation: we areespeially interested in the positions of the atoms below the indenter, in the fores appliedon these atoms, . . . Our rst aim is to design a numerial method that eiently omputesanonial averages of suh observables. Our seond aim will be to assess the validity of otherapproahes, as ompared to ours.RR n° 6544
4 X. Blan, C. Le Bris, F. Legoll, C. PatzThe QuasiContinuum Method (QCM) is a ommonly used example of approahes thatallow for the alulation of ensemble averages. In its original version, the method wasfoused on the zero temperature setting. It was originally introdued in [44, 45℄, and thenfurther developed in [27, 34, 35, 41, 42, 43℄. It has been studied mathematially in e.g.[1, 2, 3, 7, 8, 9, 18, 20, 21, 22, 30, 31, 37℄. See [10℄ for a reent review. An extension of theoriginal idea has reently been developed in [19℄ and arries through to the nite-temperaturease, onsidered in the present artile. See also [14, 29℄ for prior studies developing ideas inthe same vein.Let us briey detail the bottom line of oarse-graining strategies for the omputationof anonial averages. For simpliity of exposition, we let the atoms vary in Ω = R3. Theidea is to subdivide the partiles of the system into two subsets. The rst subset onsists ofthe so-alled representative atoms (abbreviated in the QCM terminology as repatoms, withpositions heneforth denoted by ur). The seond subset is that of atoms that are eliminatedin the oarse-grained proedure. Their positions are denoted here by uc. We assume thatthe observable onsidered only depends on the positions ur of the repatoms, not on those ofthe other atoms, uc. More preisely, one writes




A(ur) exp(−βEµ(u)) du. (6)We observe that, owing to our assumption on A,
∫
R3N









































A(ur(t)) dtwith dur = −∇urECG(ur) dt+√2/β dBt. (10)Simulating the dynamis in (10) is a less omputationally demanding task than simulating(5), owing to the redued dimension Nr. This simpliation omes at a prie: alulatingthe oarse-grained free energy (7).Remark 1 The present work onentrates on the omputation of ensemble averages us-ing oarse-grained models, and free energies. Pratie shows that the same oarse-grainingparadigm is used to simulate atual oarse-grained dynamis at nite temperature. We willnot go in this diretion as the physial relevane of the latter approah is unlear to us.In order to approximate the free energy (7), state-of-the-art nite temperature methodsperform a Taylor expansion of the position of the eliminated atoms uc. In this Taylorexpansion, a linear interpolation and a harmoni approximation of the positions of theatoms are suessively performed. More preisely, given the positions ur of the repatoms, theaverage positions uc(ur) of the eliminated atoms are rst determined by linear interpolationbetween two (or more) adjaent repatoms. Then it is postulated that
uc = uc(ur) + ξcwhere the perturbation ξc is small. The energy is then alulated from a Taylor expansiontrunated at seond order:
Eµ(ur, uc) = Eµ(ur, uc(ur) + ξc)
≈ Eµ(ur, uc(ur)) +
∂Eµ
∂uc













exp(−βẼ(ur, uc)) duc, (11)whih is analytially omputable. Without suh simplifying assumptions, the atual ompu-tation of ECG for pratial values of Nr and Nc seems undoable. The approah has proveneient. Reportedly, it satisfatorily treats three-dimensional problems of large size. How-ever, from the mathematial standpoint, it is an open question to evaluate the impat ofthe above ouple of approximations (linear interpolation of the average positions, followedby harmoni expansion). The purpose of the present artile is to present an approah that,in simple ases and under spei assumptions, also allows for a quantitative assessment ofthe validity and limits of the above ouple of approximations.RR n° 6544
6 X. Blan, C. Le Bris, F. Legoll, C. PatzOur approah is based on a thermodynami limit. It was rst outlined in [38℄ for thespeial ase of harmoni interations. The approah is exat in the limit of an innite num-ber of eliminated atoms, and therefore valid when this number Nc is large as ompared tothe number Nr of representative atoms that are kept expliit in the oarse-grained model.This regime, after all, is the regime that all eetive oarse-graining strategies should tar-get, although, in pratie, Nc is seemingly muh smaller than ideally, and even sometimesof the same order of magnitude as Nr. In short, the onsideration of the asymptoti limit























ECG(ur). (12)This energy is related to the oarse-grained onstitutive law of the material at nite temper-ature (see [17, 36℄ for related approahes). Even if F∞ is a good approximation of ECG/Ncfor large Nc, it an be seen that NcF∞ is not neessarily a good approximation of ECG. Itis not lear to us how to use the probability measure Z−1Nc exp(−βNcF∞) to ompute in aneient manner an approximation of the average 〈A〉 (see Remark 6 below).We develop our approah in the one-dimensional setting, for simple ases of pair inter-ations. We rst onsider nearest neighbour (NN) interations. In this ase, we develop aINRIA
Finite-temperature oarse-graining of one-dimensional models 7omputational strategy to approximate ensemble averages (see Setion 2.1), and we nextaddress the omputations of free energies (see Setion 2.2). Numerial onsiderations areolleted in Setion 2.3.We next turn to next-to-nearest neighbour interations, traditionally abbreviated asNNN. For this model, we fous on the omputation of ensemble averages (see Setion 3.1).As explained in Setion 3.2, more ompliated types of interation potentials and "essentiallyone-dimensional systems" (inluding polymer hains) may be treated likewise, although wedo not pursue in this diretion.A similar interpretation of ensemble averages as the one presented here, using a Markovhain formalism, should lead to an analogous strategy for two-dimensional systems. Somepreliminary developments, not inluded in the present artile, already onrm this. However,denite onlusions are yet to be obtained, both on the formal validity of the approah andon the best possible numerial eieny aomplished. The fat that the two-dimensionalase is muh more diult than the one-dimensional ase is orroborated by the literatureon this subjet: only very simple ases, suh as spin systems, or harmoni interations (withzero equilibrium length) are known to have expliit solutions in this ontext (see the reviews[5, 39℄). We therefore prefer to postpone onsiderations on the two-dimensional situationuntil a future publiation [11℄.2 The nearest neighbour (NN) aseAs mentioned in the introdution, our approah is based on the asymptoti limit N −→ +∞.We therefore rst resale the problem with the interatomi distane h, suh thatNh = L = 1.The atomisti energy (2) in the resaled NN ase writes
Eµ
(










. (13)We now impose u0 = 0 to avoid translation invariane, and onsider that only atoms 0 and
N are repatoms, while all the other atoms i = 1, . . . , N − 1 are eliminated in the oarse-graining proedure (see Figure 1). Our argument an be straightforwardly adapted to treatthe ase of Nr ≫ 2 repatoms (see Figure 2). See the end of Setion 2.1 for this.
L
0 NFigure 1: We isolate a segment between two onseutive repatoms (in red). All atomsin-between (in blue) are eliminated in the oarse-graining proedure.
RR n° 6544
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dy1 . . . dyN .Remark 2 In (14), we let the variables ui vary on the whole real line. We do not onstrainthem to obey ui−1 ≤ ui, whih enodes the fat that nearest neighbours remain nearestneighbours. The argument provided here and below arries through when this onstraint isaounted for, basially replaing the interation potential W by
Wc(y) =
{
W (y) when y ≥ 0
+∞ otherwise. (18)Likewise, we ould also impose that all the ui stay in a given marosopi segment. If theyare ordered inreasingly, it sues to impose this onstraint on u0 and uN . This is again asimple modiation of our argument.
INRIA










)]for independent identially distributed (i.i.d.) random variables Yi, sharing the ommon law
z−1 exp(−βW (y))dy, with z = ∫
R
exp(−βW (y))dy. A simple omputation thus givesTheorem 1 Assume that A : R −→ R is ontinuous, that for some p ≥ 1, there exists aonstant C > 0 suh that
∀y ∈ R, |A(y)| ≤ C(1 + |y|p), (19)and that ∫
R
(1 + |y|p) exp (−βW (y)) dy < +∞. (20)Then,
lim
N→+∞
〈A〉N = A(y∗), where y∗ := z−1 ∫
R
y exp(−βW (y)) dy, (21)with z = ∫
R
exp(−βW (y)) dy. In addition, if A is C2 and if (19)-(20) hold with p = 2, then






〈A〉approx,1N := A(y∗) +
σ2
2N
A′′(y∗), where σ2 = z−1 ∫
R
(y − y∗)2 exp(−βW (y)) dy. (23)The proof of (21) is a diret appliation of the Law of Large Numbers, and that of (22) isan appliation of the Central Limit Theorem. We skip them. The following onsiderations,for more regular observables A, indeed ontain the ingredients for proving (21)-(22), simplyby trunating the expansion at rst order.Note that if A is more regular than stated in Theorem 1, then it is of ourse possibleto proeed further in the expansion of 〈A〉N in powers of 1/N . Indeed, assume for instane
RR n° 6544















































































,where Di = Yi − y∗ and ξ lies between y∗ and (1/N)∑Yi. We now take the expetationvalue of this equality. Let us introdue






































































 . (25)We now use the fat that any i.i.d. variables Di with mean value 0 satisfy the followingbounds:





















if p is odd. (26)This is proved by developping the power p of the sum, and then using the fat that thevariables are i.i.d and have mean value zero. We hene infer from (24), (25) and (26) that
























(y − y∗)3 exp (−βW (y)) dy. INRIA
Finite-temperature oarse-graining of one-dimensional models 11More generally, it is possible to expand 〈A〉N at any order in 1/N , provided that A issuiently smooth and exp(−βW ) suiently small at innity. In view of the bounds (26),we an see that using a Taylor expansion of order 2p around y∗ for A gives an expansion of






uN exp(−βW (uN )) duN
)


















du1 . . . duN .In the regime h→ 0, N,M1,M2 → +∞ withM1/N andM2/N xed, we have, using similararguments,
lim
N→+∞
〈A〉N = A(L1y∗, L2y∗).The generalization to Nr > 3 repatoms, in the appropriate asymptoti regime, easily follows.
L1 L2
0 NM1+M2M1Figure 3: When onsidering two onseutive segments -or more-, the argument may bereadily adapted. See the text.Remark 3 (The small temperature limit) It is interesting here to onsider the smalltemperature limit of the above expansion, that is, the limit β → +∞. In suh a ase, usingthe Laplae method (see [6℄), it is possible to ompute the limit of the various terms thatappear in the expansion of 〈A〉N (see (27)). We give as an example the rst and the seondterms:




















12 X. Blan, C. Le Bris, F. Legoll, C. Patzwhere a is the point where W attains its minimum (in this remark, we assume for simpliitythat W attains its minimum at a unique point). It is possible to reover these terms by ex-panding the energy Eµ around the equilibrium onguration orresponding to yi = a. Indeed,if we assume that W (y) = W ′′(a) (y − a)2/2 in (14), then a simple expliit omputationgives






















u1, . . . , uN
))
du1 . . . uN−1
]
. (29)Note that ECG is the free energy orresponding to integrating out N − 1 variables. FromThermodynamis, it is expeted that ECG sales linearly with N . This is onrmed by theonsideration of an harmoni potential W (x) = k
2









































duN . (30)The limit behaviour of FN is provided by the Large Deviations Priniple. This laim ismade preise in the following theorem.
INRIA



























exp(ξy − βW (y)) dy
]) (33)and z = ∫
R
exp(−βW (y)) dy.Remark 4 The assumption exp(−βW ) ∈ H1(R \ {0}) allows for W to be pieewise on-tinuous, with disontinuity at the origin. This in partiular allows to deal with the type ofpotentials mentioned in Remark 2.Proof: Let us rst rewrite the free energy FN (x) as follows:





















du1 . . . duN−1
]



























ln z − 1
βN
lnµN (x),where µN is the law of the random variable (1/N)∑Ni=1 Yi, and Yi is a sequene of i.i.d.random variables with law µ = z−1 exp(−βW (y)). Atually, we have
µN (x) = N µ
∗N (Nx) ,where µ∗N denotes the (N − 1)-fold onvolution produt of µ (µ∗2 = µ ∗ µ).The sequene of measures µN satises a large deviations property (see for instane [23,24, 25, 46℄). We are going to use it in order to ompute the limit of 1
N
lnµN .We rst prove aRR n° 6544
14 X. Blan, C. Le Bris, F. Legoll, C. Patzlower bound, whih is a simple onsequene of the results of [46℄. The upper bound is moreinvolved: we need to reprodue the orresponding proof of [46℄, and use a rened version ofthe Central Limit Theorem [32℄.We introdue the funtion
GN (x) = −
1
βN
lnµN (x), (34)whih satises, in view of the above omputation,






+GN (x). (35)First step: lower bound. We write
µN+1(x) = (N + 1)
∫
R
µ(N(x− t) + x)µN (t) dt. (36)Let us dene
JN (t) = −
1
N
lnµ (N(x− t) + x) .This funtion learly satises the following onvergene:
lim inf
u→t,N→+∞
JN (u) = J∞(t) :=
{
+∞ if t 6= x,































exp (ξxy − βW (y)) dy
])




y exp (ξxy − βW (y)) dy
∫
R
exp (ξxy − βW (y)) dy
. (39)INRIA




exp(ξxt− βW (t)) dt
and M(ξ) = z−1 ∫
R
exp(ξt− βW (t)) dt,and ompute






























































µ̃(y1) . . . µ̃(yN−1) dy1 . . . dyN−1.Hene,
GN (x) ≤ −
1
βN





























, (40)where the random variables Yi are i.i.d. of law µ̃. The equation (39) implies that E(Yi) =





























16 X. Blan, C. Le Bris, F. Legoll, C. Patzfor N large enough, where γ > 0 does not depend on N . Inserting this inequality into (40),we nd
GN (x) ≤ −
1
βN
































,whih implies, aording to the denition of M and ξx, that
lim sup
N→+∞
GN (x) ≤ F∞(x). (42)Estimates (38) and (42) imply lim
N→+∞
GN (x) = F∞(x). In view of (35), this implies (32). ♦Remark 5 (The small temperature limit) As in Remark 3, it is possible to omputethe expansion of F∞(x) as β → +∞. Using the Laplae method, and assuming that W isonvex, one nds that








.Let us now onsider another strategy to nd an approximation of FN . In the spirit of theQuasiContinuum Method, we expand Eµ(u1, . . . , uN) around the equilibrium onguration
ui = iuN/N , for a given uN . More preisely, we set ui = ui + ξi, assume that ξi is small,and expand the energy at seond order with respet to ξi, as explained in the Introdution(see (11)). We next insert this approximated energy Ẽ in (29). Due to the harmoniapproximation, the resulting oarse-grained energy, that we denote EQCM, is analytiallyomputable and writes


























. (44)Thus, up to a onstant, FQCM(x) orresponds to the rst-order approximation (in powers of
1/β) of F∞(x).Slightly improving the proof of Theorem 2 above, it is also possible to prove the on-vergene of the derivative of the free energy, a quantity whih is indeed pratially relevant(e.g. for the simulation of (10)): INRIA








−→ F∞(x) in Lploc, ∀p ∈ [1,+∞). (45)In partiular, this implies that F ′N onverges to F ′∞ in W−1,ploc .Proof: Aording to Theorem 2, we already know the pointwise onvergene of GN (x) =
FN (x)+ β












































duN . (46)Note that FN has been replaed by F∞ in the exponential fator. This strategy is not eientsine this approximation does not provide the expansion (22)-(23) of 〈A〉N in powers of
1/N . Indeed, it is possible to use the Laplae method to ompute the expansion of (46) as















,where σ is dened by (23) and d3 = z−1 ∫
R
(y − y∗)3 exp(−βW (y)) dy. This expansion o-inides with (22)-(23) only for the rst term, that is A(y∗). The seond one diers, unless
d3 A
′(y∗) = 0.RR n° 6544















duN . (47)This quantity is well-dened sine F∞ is a onvex funtion. Then it is seen that the expansionof (47) in powers of 1/N agrees with (22)-(23) up to the seond term. Note however thatusing (47) leads to a muh more expensive omputation than using (23).The above onvergene of the free energy FN is useful e.g. for the omputation of thefree energy of a hain of atoms with a presribed length. Indeed, in suh a ase, we impose
uN = ℓ,where ℓ is xed, and aim at omputing the free energy FN as a funtion of ℓ, in the limit
N → +∞. We have
















du1 . . . duN−1
]
,where uN = ℓ. The limit of FN is provided by Theorem 2.Another interest of the approah is to provide an approximation of F ′N (ℓ), a quantityrelated to the onstitutive law of the material under onsideration, at the nite temperature
1/β. Indeed, note that
F ′N (ℓ) =
〈AN 〉N−1
〈BN 〉N−1







), and the observables AN and BN are dened by
BN
(





























.Hene F ′N (ℓ) an be interpreted as the average fore between atoms N − 1 and N , when thepositon of atom N is presribed at uN = ℓ. Corollary 1 provides the onvergene of F ′N (ℓ)to F ′∞(ℓ) in a weak norm.Remark 7 Note that, in (48), both observables AN and BN depend on N . Hene, theresults of Setion 2.1 (obtained using the Law of Large Numbers and not involving the LargeDeviations Priniple) do not apply to ompute the large N limit of 〈AN 〉N−1 and 〈BN 〉N−1.
INRIA




(x − 1)4 + 1
2




6543210Figure 4: The potential W hosen for the tests.We rst onsider the omputation of ensemble averages, and we again restrit ourselvesto the ase of two repatoms u0 = 0 and uN . This is just for simpliity and for the sake ofdemonstrating the feasibility and the interest of our approah. The ase of Nr repatoms maybe treated likewise. It is of ourse more omputationally demanding, although aordable.We hoose an observable A(x), and we ompare the following four quantities:(i) the exat average 〈A〉N dened by (14). Following (4)-(5), this quantity is omputedas the long-time average of A(uN (t)) along the full system dynamis
du = −∇uEµ(u) dt+
√
2/β dBt in RN .This equation is numerially integrated with the forward Euler sheme, with a smalltime step. In pratie, we have simulated many independent realizations of this SDE,in order to ompute error bars for 〈A〉N .(ii) a QuasiContinuum type approximation of 〈A〉N , based on the 'interpolation + har-moni expansion' proedure outlined above. That is, we introdue EQCM dened by
RR n° 6544
















1.951.941.931.921.911.9Figure 5: Convergene, as N inreases, of 〈A(uN )〉N (exat), of 〈A(uN )〉approx,1N (renedLLN) and of 〈A(uN )〉QCMN (QCM) and omparison to A(y∗) (LLN) (temperature 1/β = 1,observable A(x) = exp(x); we have performed omputations for N = 10, 25, 50 and 100; onthe right graph, we show error bars for 〈A(uN )〉N ).As expeted, the thermodynami limit strategies (iii) and (iv) better agree with the fullatom alulation, whatever the temperature, provided the number of eliminated atoms islarge (note that the strategy (iv) is very aurate even for the small value N = 10, atthe temperature 1/β = 1). Approximation (ii) is learly ineetive for high temperatures.On the other hand, for a suiently small temperature and a suiently small number ofINRIA








0.70.60.50.40.30.2Figure 6: We plot 〈A(uN )〉N = 〈A(uN )〉approx,1N (exat), 〈A(uN )〉QCMN (QCM) and A(y∗)(LLN) as funtions of the temperature 1/β: on the left, N = 100; on the right, N = 10(observable A(x) = x2).eliminated atoms, this approximation is lose to the full atom result. However, even for thesmall values N = 10 and 1/β = 0.2, our asymptoti result 〈A(uN )〉approx,1N = 1.6299 (for
A(x) = exp(x)) is loser to the exat result 〈A(uN )〉N = 1.6303 ± 0.0008 than the QCMresult 〈A(uN )〉QCMN = 1.6469.Remark 8 As in Remark 2, we emphasize that the omputations reported on here do notaount for the onstraints on the positions of atoms. Analogous omputations, that aountfor onstraints, may be performed. They provide similar onlusions, as an be seen onFigure 7, whih is very similar to Figure 6.We now onsider the omputation of free energies, more preisely, of the derivatives offree energies. The full atom value F ′N (x) is omputed as a ratio of ensemble averages (see(48)). We ompare this quantity with(i) its large N limit F ′∞(x), where F∞ is dened by (33), on the one hand,(ii) and, on the other hand, its QuasiContinuum type approximation F ′QCM(x), where
FQCM is dened by (44). It reads




















(x − y) exp(ξxy) exp(−βW (y)) dy = 0.Let us introdue G(y, ξ) = (x−y) exp(ξy). We hene look for ξx suh that Eµ [G(y, ξx)] = 0,where the random variable y is distributed aording to the probability measure µ(y) =
z−1 exp(−βW (y)). The Robbins-Monroe algorithm [28℄ an be used to ompute ξx, hene
F ′∞(x).We rst study the onvergene of F ′N (x) to F ′∞(x) asN inreases, for a xed hain length
x = 1.4 and a xed temperature 1/β = 1. Results are shown on Figure 8. We indeed observethat F ′N (x) → F ′∞(x) when N → +∞.We now ompare the two approximations (i) and (ii) of F ′N (x), for N = 100 and 1/β = 1.Results are shown on Figure 9. We observe that F ′∞(x) is a very good approximation of
F ′N (x). As expeted, the temperature is too high for the harmoni approximation to providean aurate approximation of F ′N (x).On Figure 10, we plot F ′∞(x) for several temperatures, as well as its zero temperaturelimit, whih is W ′(x) (see Remark 5).Up to here, we have used the onvex potential (49). For the sake of ompleteness, wenow briey onsider the ase of a non-onvex potential W . We hoose the toy-model
W (x) = (x2 − 1)2, (50)whih orresponds to a double-well potential. On Figure 11, we plot F ′∞(x) for severaltemperatures, for this double-well potential. Although we have not yet ompared theseINRIA
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F ′N (x = 1.4)
F ′∞(x = 1.4)
N
5040302010






32.521.510.50-0.5-1-1.5Figure 9: We plot F ′N (x), F ′∞(x) and F ′QCM(x), for the temperature 1/β = 1 and N = 100.
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F ′∞(x), 1/β = 1F ′∞(x), 1/β = 0.5W ′(x)
x
1.41.210.80.60.4
2.521.510.50-0.5-1Figure 10: F ′∞(x) for dierent temperatures.oarse-grained omputations with the full atom omputations, the numerial results reportedhere are onsistent with the small temperature limit lim
T→0
F ′∞(x) = (W
∗)′(x), where W ∗ isthe onvex envelop of W .
F ′∞(x), 1/β = 0.5F ′∞(x), 1/β = 1(W ∗)′(x)W ′(x)
x
1.510.50-0.5-1-1.5
6420-2-4-6-8Figure 11: F ′∞(x) for dierent temperatures, in the ase of the double-well potential (50).3 The NNN ase and some extensionsIn this Setion, we rst onsider the ase of a NNN interating system. The analysis isdetailed in Setion 3.1. In Setion 3.2, we point out some possible extensions, rst the
INRIA
Finite-temperature oarse-graining of one-dimensional models 25NNNN ase (still for one-dimensional systems) and seond the ase of linear polymer hains,where atoms sample the physial spae R3.3.1 The next-to-nearest neighbour (NNN) aseWe now onsider the next-to-nearest neighbour ase. It turns out that, for the omputationof ensemble averages as well as for other questions, this ase is signiantly more intriatethan the NN ase. Our strategy, based on the Law of Large Numbers, will be similar to thatused for the NN ase, but the objet manipulated are not independent random variables anylonger. Markov hains are the right notion formalizing the situation mathematially.We begin by introduing the resaled atomisti energy, similarly to (13):
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u1, . . . , uN
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W2(yi+yi+1) dy1 . . . dyN . (52)The key ingredient is now to see the above expression, asN goes to innity, as an asymptotisfor a disrete-time Markov hain. The asymptotis of Markov hains being a mathematialproblem muh more involved than that of i.i.d. sequenes, we restrit ourselves to theomputation of the average of an observable. The asymptoti behaviour of the free energymay be studied, applying a Large Deviations Priniple for Markov hains (see for instane[26, Th. IV.3℄). We will not pursue in this diretion.Setion 3.1.1 deals with the ase of two repatoms (namely u0 = 0 and uN ), while Se-tion 3.1.2 indiate the hanges in order to deal with more than two repatoms. Numerialresults will be reported in Setion 3.1.3.3.1.1 Limit of the average, the ase of two repatomsIn order to ompute lim
N→+∞
〈A〉N , we introdue the notation
f(x, y) := exp(−βW2(x+ y)) exp(−βW1(y)).
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e−βW1(y1) f(y1, y2) . . . f(yN−1, yN) dy1 . . . dyN . (53)Our method onsists in onsidering the sequene of variables (y1, . . . , yN ) in (53) as a real-ization of a Markov hain with kernel f(·, ·). However, the slight tehnial diulty at thisstage is that the kernel f is not normalized, sine in general
∫
R
f(y1, y2) dy2 =
∫
R
exp(−βW2(y1 + y2)) exp(−βW1(y2)) dy2 6= 1.A standard trik of Probability theory allows to irumvent this diulty. Introdue














f̄(y, z)φ(z) dz (54)is self-adjoint on L2(R). Consider then
ψ1 := argmax{∫
R2
ψ(y) ψ(z) f̄(y, z) dy dz;
∫
R






ψ1(y) ψ1(z)f̄(y, z) dy dz. (56)Using standard tools of spetral theory of self-adjoint ompat operators, it is possible toprove that the eigenvalue λ and the eigenvetor ψ1 exist, and that, up to hanging ψ1 into








f̄(y, z). (57)By onstrution, ∫
R
g(y, z) dz = 1,
∫
R

























dy,where (y1, . . . , yN ) may now be seen as a realization of a normalized Markov hain of kernel
g, with invariant probability measure ψ21 . We assume that f deays fast enough at innity(whih ensures for instane that (55) is well-posed) and that it is positive. This latterassumption ensures that the Markov hain satises the following aessibility ondition: forall x ∈ R, and for all measurable set B ⊂ R of positive Lebesgue measure, we have
∫
B
g(x, y) dy > 0.Under this property, ombined with the existene of an invariant probability measure, it isknown (see [33, Th. 17.1.7℄) that the Markov hain satises a Law of Large Numbers withrespet to the measure ψ21 . We now state a diret orollary of this general result that appliesto our ontext.Theorem 3 Assume that A is ontinuous, and satises the following onditions:
∃p ≥ 0, ∃C > 0, ∀x ∈ R, |A(x)| ≤ C(1 + |x|p).Under the assumptions that W1,W2 ∈ L1loc(R) are bounded from below, that e−βW1 , e−βW2 ∈




|x|qe−βW1(x)dx < +∞ and ∫
R







y ψ21(y) dy.Remark 9 Note that, for the result to hold true, (58) is not needed. The existene of themoment of order p is suient. However, assumption (58) will be useful for Theorem 4below.
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(x) dx,for some initial laws ϕ0 and ϕ1. Hene, if 1 ≪ i≪ N , then P iϕ0 and PN−iϕ1 onverge tothe eigenvetor of P assoiated with the largest eigenvalue, that is, ψ1. This is explained inmore details in Setion 3.2.1 below in the ase of a non self-adjoint transition operator P .Here again, it is possible to ompute the next terms in the expansion of 〈A〉N in powersof 1/N . However, the omputations are muh more intriate than in the i.i.d. ase. Theterms of the expansion here ontain ovariane terms, together with terms ontaining theinitial state of the Markov hain. We give as an example the rst term of the expansion inthe following theorem.Theorem 4 Assume that A is of lass C3. Then, under the assumptions of Theorem 3, wehave





























, (59)where (Yi)i≥1 and (Ỹi)
i≥1









(Ỹi − y∗)(Ỹ1 − y∗)
)
.In addition, we see that in the speial ase of i.i.d. random variables, the seond term ofthe right-hand side of (59) vanishes, together with the last one. We then reover estimate(22)-(23).Remark 12 The assumptions of Theorem 3 and Theorem 4 are not sharp. However, theyallow for simple proofs, and for a wide variety of interation potentials W1 and W2. INRIA
Finite-temperature oarse-graining of one-dimensional models 29Remark 13 Again, as in Remark 2, onstraints on the positions of the atoms may be a-ounted for.Note that Theorem 4 suggests a strategy for numerially omputing the terms of (59).Indeed, it is possible to ompute numerially ψ1 using its denition (55). Numerial integra-tion then allows to ompute y∗ and the variane ∫
R
(x− y∗)2ψ21(x)dx. The omputation ofthe innite sums in (59) is then performed using a simulation of the orresponding Markovhains and taking the expetation value. Note that the law of Yi onverges exponentiallyfast to the invariant measure ψ21 due to the existene of a spetral gap for the transition op-erator. Hene, the terms E (Yi − y∗) and E((Ỹi − y∗)(Ỹ1 − y∗)) that appear in the sums in(59) deay exponentially fast, and only a few terms are needed in pratie. We will observein Setion 3.1.3 that, on our test example, A(y∗) is already a good approximation of 〈A〉N .Hene, we have not implemented the strategy just desribed.3.1.2 More than two repatomsWe explain in this Setion how the results of Setion 3.1.1 an be adapted to the ase whenmore than two repatoms are onsidered.We thus onsider the following setting: we have N + M + 1 atoms of positions ui,




∀1 ≤ i ≤ N, zi :=
ui+1+N − ui+N
h
∀1 ≤ i ≤M,where h = 1/(N + M). We assume that the observable A is a funtion of uN − u0 and



































W1(zN ) dy dz, (60)where, as before, we have set f̄(x, y) = exp [−βW2(x+ y) − β2W1(x) − β2W1(y)]. Hereagain, we may use ψ1 dened in (55) in order to rewrite (60) as the expetation value of afuntion of two independent Markov hains. Indeed, ψ1 and g being dened as before (see
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Zi −→ L2y∗,almost surely, with L1 = N/(N +M) and L2 = M/(N +M). Thus, the expetation valuesin (61) simplify, allowing to prove:Theorem 5 Assume that A, W1 and W2 satisfy the assumptions of Theorem 3. Assume inaddition that L1 = NN+M is xed, and set L2 = MN+M = 1 − L1. Then, we have
lim
N,M→+∞




y ψ21(y) dy.Here again, it is possible to use an expansion in powers of 1/N and 1/M of the expetationvalue 〈A〉N,M . For simpliity, we restrit ourselves to the expansion at rst order, andonsider the ase N = M . We assume that the hypotheses of Theorem 4 and Theorem 5
INRIA
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,with L1 = L2 = 1/2. We have not implemented this formula, sine, on our test example,
A (L1y
∗, L2y




(x− 1)4 + 1
2
x2 and W2(x) = 1
4
(x− 2.1)4.Note that other hoies are possible, suh as W1 ≡ W2, or W2(x) = W1(x/2) (suh thatthe equilibrium distanes of W1 and W2 are ompatible). We have hosen W2 suh thatwe observe a signiant dependene of ensemble averages (for instane of the mean length
〈uN 〉N of the hain) with respet to temperature.It is important that W1 and W2 grow fast enough at innity, suh that assumptions ofTheorem 3 are satised (in partiular assumption (58)). As in the NN ase, we do not needany onvexity assumption on W1 and W2.We onsider two ases: the hain onsists of N + 1 atoms, there are two repatoms u0 = 0 and uN , and theobservable only depends on the right end atom uN . We aim at omputing 〈A(uN )〉N .This is the situation of Setion 3.1.1. the hain onsists of 2N +1 atoms, there are three repatoms u0 = 0, uN and u2N , andthe observable depends on uN and u2N − uN . We aim at omputing 〈A(uN , u2N −
uN )〉2N . This is a situation overed by Setion 3.1.2.Theorems 3 and 5 respetively provide the asymptotis
lim
N→+∞
〈A(uN )〉N = A(y∗), lim
N→+∞









.We rst study the onvergene of ensemble averages at the temperature 1/β = 1, as
N inreases. Results are shown on Figure 12, for a partiular hoie of observable (wehave performed the same tests with other observables, with similar onlusions). We indeedobserve that the ensemble averages of the full atom system onverge to their Law of LargeRR n° 6544








2.182.1752.172.1652.162.1552.15Figure 12: Left graph: onvergene, as N inreases, of 〈A(uN )〉N (exat) to A(y∗) (LLN),at the temperature 1/β = 1, for A(x) = exp(x). Right graph: onvergene, as N inreases,of 〈A(uN , u2N − uN)〉2N (exat) to A (y∗/2, y∗/2) (LLN), at the temperature 1/β = 1, for
A(x, y) = exp(2x(x + y)).We next study the averages as funtions of the temperature, for N = 100. Results areshown on Figure 13. We observe an exellent agreement between the full atom value andthe asymptoti limit, in both ases of two and three repatoms, whatever the temperature.3.2 ExtensionsIn this Setion, we briey explain that our strategy arries out to more general ases.3.2.1 The NNNN aseThe ase of any nite range interation may be treated in the same way as we treated theNNN ase in Setion 3.1.1. Indeed, onsider for instane the ase of next to next to nearestneighbour interation (NNNN). In suh a ase, we are lead to onsider (we go bak here to
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2.72.62.52.42.32.22.1Figure 13: Left graph: we plot 〈A(uN )〉N , 〈A(uN )〉QCMN and A(y∗) as funtions of thetemperature 1/β (N = 100, A(x) = exp(x)). Right graph: we plot 〈A(uN , u2N − uN)〉2N ,
〈A(uN , u2N − uN)〉QCM2N and A (y∗/2, y∗/2) as funtions of the temperature 1/β (N = 100,





















W2(yi + yi+1) − β
N−2∑
i=1
W3(yi + yi+1 + yi+2)
]















f(yi, yi+1, yi+2) dy1 . . . dyN ,where we have set f(x, y, z) = exp [−βW1(x) − βW2(x+ y) − βW3(x+ y + z)] , and used thenotation b(yN−1, yN) = exp[−βW1(yN−1)−βW1(yN )−βW2(yN−1 +yN)] for the boundaryterm. We assume, for the sake of simpliity, that N is even, i.e.
N = 2M,and dene the new variables
ξi = (y2i−1, y2i), 1 ≤ i ≤M.
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ξi · (1, 1)
)
√
f(y1, y2, y3)f(y2M−2, y2M−1, y2M )
× b(y2M−1, y2M )
M−1∏
i=1
f̃ [ξi, ξi+1] dξ1 . . . dξM , (62)where
f̃ [(x, y), (z, t)] =
√
f(x, y, z)f(y, z, t).Hene, this hange of variables allows to manipulate again a Markov hain, but in dimension




f̃ [(x, y), (z, t)]ϕ(x, y)dxdy,together with its adjoint
[P ∗ϕ](z, t) =
∫
R2






f(y1, y2, y3)f(y2M−2, y2M−1, y2M )
× b(y2M−1, y2M )
M−1∏
i=1














f(z, y, x) b(y, x) f̃ [(t, z), (y, x)] dx dy.We assume that the operators P and P ∗ have a simple and isolated largest eigenvalue (whihan be proved for many interations, using for instane Krein-Rutman theorem [40℄). Letus denote by φ and φ∗ the orresponding eigenvetors in L2(R2), namely
Pφ = λφ, P ∗φ∗ = λφ∗, INRIA




B(ξ)φ(ξ)φ∗(ξ) dξ,where Z∞ = ∫
R2
φφ∗. The argument may be adapted to prove that the expetation value







(ξ1 + ξ2)φ(ξ1, ξ2)φ




∗(ξ1, ξ2) dξ1 dξ2
.3.2.2 Polymer hainsThe onsiderations of Setion 2 and Setion 3.1 may be easily generalized to the ase whenthe positions ui of the atoms are not restrited to be in the real line, but are vetors of R2 or
R






Figure 14: An example of polymer hain. The orresponding model is the same as thepresent one, exept that the positions ui are in R3.This is the ase for instane if one onsiders a polymer hain (see Figure 14). In suha ase, NN or NNN approximations are ommonly used, in order to ompute the averagelength of the hain (see [12℄ for instane). Our approximation strategy arries out to thisase.Aknowledgments: CLB and FL would like to a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