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Resumen
En este trabajo estudiamos el efecto de una modulacio´n de intercambio aperio´di-
ca sobre el modelo del collar de Kondo. La relacio´n de dispersio´n para las excitaciones
del sistema es obtenida empleando una representacio´n para los espines localizados
y de conduccio´n en te´rminos de los operadores locales singlete y triplete. Esto es
realizado en el marco de una aproximacio´n Gaussiana, a temperatura cero y finita
y para una dimensio´n arbitraria d. Los resultados permiten estudiar dos fases: una
paramagne´tica a temperatura cero y otra antiferromagne´tica a temperatura finita,
aunque con muy bajos valores (cerca del cero absoluto). En el primer caso se estudia
la dependencia del gap de las energ´ıas del esp´ın con la modulacio´n de intercambio
aperio´dica, mientras que en el segundo caso se determina la l´ınea de transicio´n de
Ne´el tambie´n como funcio´n de la modulacio´n de intercambio aperio´dica.
iv
Abstract
In this work we have studied the aperiodic exchange modulation on the Kondo
necklace model. The dispersion relation for the excitations of the system is obtained
using a representation for the localized and conduction electrons in terms of local
Kondo singlet and triplet operators. This result was obtained using a Gaussian
approximation, at finite and zero temperature and arbitrary dimension, d.
Our results allowed the study of two phases: the paramagnetic at zero tempe-
rature and the antiferromagnetic at low finite temperature. In the first case, we
studied the spin gap dependence on the aperiodic exchange modulation, whereas, in
the second one we obtained the critical Ne´el line also as a function of the aperiodic
exchange modulation.
v
Cap´ıtulo 1
Introduccio´n
Physics is much too hard for physicists.
David Hilbert
El hecho de que las transiciones de fase a temperatura nula sean materia de es-
tudio en revistas de prestigio como la Nature Physics [1], no hace ma´s que reafirmar
el grado de importancia que viene teniendo actualmente en la comunidad cient´ıfica.
Pero ¿Que´ son las transiciones de fase a temperatura nula?, para responder debe-
mos en primer lugar definir que es una transicio´n de fase. Dia a dia observamos
ejemplos de esto, el enfriamiento del agua hasta congelarse, o el calentamiento de
la misma hasta evaporarse. Otro ejemplo es la transicio´n de fase que sufre un metal
para un estado superconductor cuando la temperatura es disminuida. El universo
mismo, como lo conocemos, vino segu´n la teor´ıa del Big-Bang de diversas transi-
ciones de fase enfriando el plasma que lo conformaba. Estas transiciones ocurren a
temperatura finita, y cualquier orden macrosco´pica es destruida por las llamadas
fluctuaciones te´rmicas. En an˜os recientes un tipo diferente de transiciones de fase
ha atra´ıdo la atencio´n de los f´ısicos, estas son las transiciones de fase que ocurren
a temperatura nula, donde el punto cr´ıtico separando las fases es llamado de Punto
Cr´ıtico Cua´ntico (QCP, del ingle´s “Quantum Critical Point”), y donde la orden es
1
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destruida solamente por las fluctuaciones cua´nticas, las cuales son regidas por el
principio de incertidumbre de Heisenberg. Estas transiciones a temperatura nula,
que llamaremos en adelante de Transiciones de Fase Cua´nticas [2] (QFT, del ingle´s
“Quantum Phase Transition”), se han tornado un to´pico de gran intere´s en la f´ısica
de la materia condensada, provocando un estudio constante en las u´ltimas de´cadas
tanto experimental como teo´rico. Ejemplos de transiciones de fase cua´nticas suceden
entre otros, en fermiones pesados [3], superconductores de alta temperatura cr´ıti-
ca [4, 5, 6, 7], condensacio´n de Bose-Einstein de gases diluidos [8] y condensacio´n
de Bose-Einstein de excitaciones elementales [9, 10]. A diferencia de las transiciones
te´rmicas, e´stas ocurren como consecuencia de la competencia entre las diferentes
interacciones del sistema [11, 12, 13] siendo su estudio, en la actualidad, de extrema
importancia para la comprensio´n de las propiedades ano´malas de sistemas correla-
cionados en bajas temperaturas [13]. Ellas se distinguen, tambie´n, por el cara´cter
cua´ntico de las fluctuaciones cr´ıticas, por el rol fundamental que el tiempo desem-
pen˜a en estas transiciones [11, 14] y por el hecho que a temperatura nula, la esta´tica
y la dina´mica del sistema esta´n fuertemente correlacionadas [11, 13].
Entre los sistemas que presentan transiciones de fase cua´nticas, que estaremos
interesados en esta tesis, se encuentran los compuestos llamados fermiones pesados.
En estos sistemas, se observan propiedades emergentes asociadas a una quiebra
esponta´nea de simetr´ıa surgiendo como un feno´meno cr´ıtico al variar la intensidad de
sus interacciones. En ellos, donde las correlaciones electro´nicas desempen˜an un papel
crucial las propiedades f´ısicas y el comportamiento universal, pueden ser atribuidos
a la proximidad en estos materiales de una transicio´n de fase cua´ntica [13].
Para hacer un estudio teo´rico de las transiciones de fase cua´nticas envueltas en
los sistemas de fermiones pesados, utilizamos aqu´ı una aproximacio´n Gaussiana, es
decir, los exponentes cr´ıticos alrededor de la transicio´n dependen de la dimensio´n.
E´sta aproximacio´n es desarrollada con una nueva representacio´n de operadores de
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esp´ın [15] ampliamente usada en problemas de la materia condensada y de la cual ha-
remos una breve introduccio´n en el ape´ndice A. El me´todo posee la ventaja de hacer
ma´s directa la relacio´n entre los grados de libertad del problema y la red cristalina.
Despue´s de presentar el Hamiltoniano del sistema f´ısico a ser estudiado, en la forma
efectiva, diagonalizamos e´ste a trave´s del me´todo de las funciones de Green [16, 17],
de la cual damos una breve introduccio´n en el ape´ndice A, obtenie´ndose ba´sicamente
la energ´ıa interna del sistema, as´ı como, las excitaciones elementales extra´ıdas de
los polos de las funciones de Green.
A seguir detallamos la estructura de esta tesis.
En este primer cap´ıtulo hacemos una breve revisio´n de las transiciones de fase
cua´nticas y de la teor´ıa de escala para este tipo de transiciones.
En el cap´ıtulo 2, presentamos una breve revisio´n de las caracter´ısticas expe-
rimentales, as´ı como, la f´ısica de las interacciones envueltas en los fermiones
pesados en la regio´n cr´ıtica cua´ntica. Ba´sicamente en esta regio´n, las interac-
ciones entre las excitaciones fundamentales de las quasi-part´ıculas y las fluc-
tuaciones de esp´ın explican el desaparecimiento del magnetismo cuando var´ıa
la intensidad de sus interacciones.
En el cap´ıtulo 3, estudiamos el efecto de una modulacio´n de intercambio ape-
rio´dica sobre el modelo del collar de Kondo. Esto es realizado en el marco
de una aproximacio´n Gaussiana, a temperatura cero y finita y para una di-
mensio´n arbitraria d. Encontramos diversos diagramas de fases, tanto en el
estado fundamental, como a bajas temperaturas. En la fase paramagne´tica
y a temperatura nula estudiamos la dependencia del gap de las energ´ıas del
esp´ın con la modulacio´n de intercambio aperio´dica. Encontramos tambie´n una
expresio´n para la l´ınea cr´ıtica de Ne´el como funcio´n de la modulacio´n de inter-
cambio aperio´dica. Esta l´ınea de transicio´n separa la fase ordenada de la fase
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paramagne´tica.
En el cap´ıtulo 4, presentamos las conclusiones generales de la tesis.
En el ape´ndice A desarrollamos el formalismo que usamos para representar
los operadores de esp´ın, los llamados operadores de enlace (bond-operators)
de Sachdev, con la finalidad de aplicarlos en el estudio de sistemas que pre-
sentan una transicio´n de fase cua´ntica. Ese estudio es importante puesto que,
como veremos en el cap´ıtulo 3, esta nueva representacio´n ayuda a diagonali-
zar, mediante una aproximacio´n Gaussiana, el Hamiltoniano presentado para
el sistema a ser estudiado.
Finalmente en el ape´ndice B hacemos una breve introduccio´n al me´todo de las
funciones de Green que usamos en esta tesis.
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1.1. Conceptos ba´sicos en transiciones de fase
Veremos a lo largo de esta tesis que nuestro objetivo de estudio es la f´ısica al-
rededor de una transicio´n de fase cua´ntica en sistemas de fermiones pesados. As´ı,
hacemos una breve introduccio´n a las transiciones de fase cua´nticas y transiciones
de fase a temperatura finita. Para una revisio´n ma´s detallada ve´ase las referen-
cias [13, 18, 19, 20]. Las Transiciones de Fase (TF) son tradicionalmente clasificadas
en transiciones de primera orden y transiciones de segunda orden o continuas. Las
transiciones de primera orden ocurren con una coexistencia de fases, ejemplos de
esto son el hielo y el agua a 0◦C, el agua y el vapor a 100◦C. Por otro lado, en
transiciones continuas las fases no coexisten, como por ejemplo la transicio´n para-
magne´tica-ferromagne´tica inducida por la temperatura. Ambas transiciones pueden
ser estudiadas por la termodina´mica y son caracterizadas por singularidades en las
magnitudes f´ısicas en el punto de transicio´n, siempre y cuando, la transicio´n sea
continua. En lo que sigue estudiaremos este tipo de transicio´n que puede ser carac-
terizada ba´sicamente por un para´metro de orden1. Frecuentemente la eleccio´n de
un para´metro de orden para una transicio´n en particular es obvia, un ejemplo es la
transicio´n ferromagne´tica, donde la magnetizacio´n total es el para´metro de orden.
Sin embargo, en algunos casos esto es complicado y ma´s au´n en debate, como la
transicio´n metal-aislador en sistemas electro´nicos (transicio´n de Mott [21]) donde,
aunque el valor medio del para´metro de orden es cero en la fase desordenada sus
fluctuaciones no son cero.
Alrededor de una transicio´n continua las correlaciones espaciales de sus fluctua-
ciones se tornan de largo alcance y pro´ximo del Punto Cr´ıtico (PC) su longitud de
1Esta es una magnitud termodina´mica que es cero en una fase desordenada y diferente de cero
en una fase ordenada.
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escala t´ıpica ξ diverge como,
ξ ∝ |t|−ν , (1.1)
ξ es llamada la longitud de correlacio´n, ν es el exponente cr´ıtico de e´ste, y t un
para´metro adimensional que mide la distancia al punto cr´ıtico definido como,
t =
(Tc − T )
Tc
, (1.2)
donde Tc es la temperatura cr´ıtica a la que ocurre la transicio´n. Adema´s de estas
correlaciones espaciales de las fluctuaciones del para´metro de orden, existe tambie´n
lo ana´logo en tiempo. La t´ıpica escala temporal para un decaimiento de las fluctua-
ciones es la correlacio´n temporal, τc, que pro´ximo del punto cr´ıtico diverge como,
τc ∝ ξz ∝ |t|−νz, (1.3)
donde z es el exponente cr´ıtico dina´mico, que describe la dina´mica intr´ınseca (cua´nti-
ca) del sistema [11]. Estas divergencias, Eq. (1.1) y Eq. (1.3), son las responsables
de los llamados feno´menos cr´ıticos. Cuando el sistema esta´ situado en el punto cr´ıti-
co de la transicio´n (T = Tc), la longitud de correlacio´n y la correlacio´n temporal
son infinitos, luego el sistema muestra invariancia de escala. Como consecuencia,
todas las magnitudes del sistema dependen de para´metros externos mediante leyes
de potencia. Para algunas magnitudes importantes el comportamiento asinto´tico es
descrito como,
Calor espec´ıfico (campo nulo):
C ∝ t−α. (1.4)
Susceptibilidad isote´rmica:
χ ∝ t−γ. (1.5)
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Definimos en muchos casos tambie´n, para caracterizar las transiciones, el para´metro
de orden como φ, siendo que φ = 0 corresponde a una fase desordenada y φ 6= 0 a
una fase ordenada. El comportamento asinto´tico de este viene dado por
φ ∝ tβ, (1.6)
en presencia de campos externos el comportamento asinto´tico del para´metro de
orden en relacio´n al campo conjugado en la isoterma cr´ıtica es
φ(t = 0) ∝ |H|1/δ˜sgn(H), (1.7)
donde H es un campo externo y sgn(x) es la funcio´n signo. El conjunto de ex-
ponentes α, β, γ, δ˜, llamados de exponentes cr´ıticos, caracteriza completamente el
comportamiento cr´ıtico pro´ximo de la transicio´n de fase. Estos exponentes no son
independientes y esta´n relacionados entre s´ı por algunas desigualdades como:
Desigualdad de Rushbrooke
α + 2β + γ ≥ 2. (1.8)
Primera desigualdad de Griffiths
α+ β(1 + δ˜) ≥ 2. (1.9)
Segunda desigualdad de Griffiths
γ ≥ β(δ˜ − 1). (1.10)
Desigualdad de Fisher
γ ≥ (2− η)ν. (1.11)
Desigualdad de Josephson
dν ≥ 2− α. (1.12)
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En las dos u´ltimas relaciones, d es la dimensio´n espacial y η es el exponente referente
al comportamiento asinto´tico de la funcio´n de correlacio´n definida como,
Funcio´n de correlacio´n
Γ(r) ∝ 1
rd−2+η
. (1.13)
Es interesante observar que en la criticalidad, es decir en T = Tc, estas desigualdades
entre exponentes cr´ıticos son satisfechas como igualdades y conocidas como leyes de
escala. Otro punto interesante es el tipo de universalidad2 al cual estas transiciones
continuas pertenecen, es decir, el hecho que diversos modelos, al principio muy di-
ferentes, puedan presentar propiedades ide´nticas en el l´ımite de longitudes de onda
largas (es decir, bajas energ´ıas) y consecuentemente poseer los mismos exponentes
cr´ıticos asociados. Sin embargo, la posicio´n del punto cr´ıtico y las amplitudes aso-
ciadas a las formas de escala son en general no-universales [13] y dependen de las
propiedades microsco´picas de cada modelo.
1.2. Efectos cua´nticos en la vecindad del punto
cr´ıtico
Para investigar en que medida la meca´nica cua´ntica afecta una transicio´n de
fase continua tenemos que comparar dos escalas de energ´ıa, a saber, h¯ωc que es la
energ´ıa de las fluctuaciones asociadas a las frecuencias de intere´s y kBT que es la
energ´ıa asociada a las fluctuaciones te´rmicas. Vimos en la seccio´n anterior que la
escala temporal t´ıpica, τc, diverge pro´xima de una transicio´n continua, de ese modo,
la escala de frecuencia t´ıpica ωc diverge como,
h¯ωc ∝| t |νz . (1.14)
2El tipo de universalidad al cual un sistema pertenece es determinado solamente por las simetr´ıas
del para´metro de orden y por la dimensio´n del sistema.
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De acuerdo con estos resultados podemos entender porque las transiciones a tempe-
ratura nula son diferentes de las transiciones en temperatura finita. A temperatura
finita, as´ı consideremos modelos esencialmente cua´nticos, las fluctuaciones impor-
tantes pro´ximo del PC son bien descritas cla´sicamente cuando h¯ωc ¿ kBT . En caso
contrario, los efectos cua´nticos sera´n relevantes para,
h¯ωc À kBT. (1.15)
As´ı, para una transicio´n a una temperatura Tc la meca´nica cua´ntica sera´ irrelevante
para | t |< T 1/νzc , es decir, el comportamiento cr´ıtico es enteramente cla´sico pro´ximo
de la transicio´n. Esto justifica llamar toda transicio´n de fase a temperatura finita de
“cla´sica”, aunque envuelvan sistemas esencialmente cua´nticos como he´lio l´ıquido o
superconductores, y pueden ser perfectamente explicadas por la meca´nica estad´ısti-
ca cla´sica. Por otro lado, para transiciones a temperatura nula en funcio´n de un
para´metro no te´rmico r, como campo magne´tico o presio´n, el comportamiento es
siempre determinado por las fluctuaciones cua´nticas relevantes a T = 0. Esto torna
este tipo de transicio´n de fase diferente de las te´rmica y justifica su referencia co-
mo transicio´n de fase cua´ntica3. La competencia entre estas fluctuaciones, cla´sicas
y cua´nticas, produce un diagrama de fases extremadamente rico en la vecindad del
QCP, que llamaremos de rc, siempre y cuando exista una orden de largo alcance
sea a temperatura nula o finita. La Fig. (1.1) describe la situacio´n donde solamente
existe orden a T = 0, un ejemplo de esto son sistemas de espines cua´nticos en dos
dimensiones donde la orden es prohibida por el teorema de Mermin-Wagner [22].
En este caso, el comportamiento a temperatura finita es caracterizado por tres re-
giones bien diferentes, separados por crossovers dependiendo s´ı el comportamento
cr´ıtico es dominado por las fluctuaciones te´rmicas o cua´nticas del para´metro de or-
den. En la regio´n desordenada te´rmica, la orden es destruida principalmente por las
3Para temperaturas muy bajas los efectos cua´nticos son observados experimentalmente e influ-
yen tambie´n en las transiciones te´rmicas si Tc → 0 [13].
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fluctuaciones te´rmicas, mientras que, en la regio´n desordenada cua´ntica la f´ısica es
descrita esencialmente por las fluctuaciones cua´nticas. Entre estas dos regiones se
encuentra la llamada “regio´n cr´ıtica cua´ntica”[23, 24]. La frontera de esta regio´n es
determinada por la condicio´n kBT > h¯ωc ∝ δνz, donde δ = |r− rc| mide la distancia
al QCP, y donde la criticalidad es determinada por las fluctuaciones te´rmicas. As´ı,
la f´ısica de la regio´n cr´ıtica cua´ntica es controlada por las excitaciones te´rmicas de
su estado fundamental, cuya principal caracter´ıstica es la ausencia de quasi-part´ıcu-
las convencionales. Esto causa que las magnitudes termodina´micas en esta regio´n
tengan un comportamiento no convencional como por ejemplo, comportamiento No
L´ıquido de Fermi (NFL, del ingle´s “Non-Fermi Liquid”), etc.
Cuando la orden tambie´n existe a temperatura finita, el diagrama de fases es
au´n ma´s rico. Esto se muestra en la Fig. (1.2), donde una transicio´n de fase ocurre
variando el para´metro r a bajas temperaturas. Como discutimos anteriormente las
fluctuaciones cla´sicas dominaran en la vecindad de la transicio´n a temperatura finita
hasta tornarse despreciable conforme la temperatura disminuye hasta el QCP4 donde
solamente fluctuaciones cua´nticas sobreviven y son las que caracterizan el sistema.
4Este punto cr´ıtico a temperatura nula puede ser aproximado haciendo r → rc en T = 0 o
T → 0 en r = rc.
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Figura 1.1: Diagrama de fases temperatura T versus un para´metro externo no te´rmico
r, donde el orden solamente ocurre a temperatura nula [25]. Las l´ıneas punteadas indican
la frontera de la regio´n cr´ıtica cua´ntica, llamada de quantum critical, que es regida por la
relacio´n kBT > δνz, de las regiones desordenada te´rmica y cua´ntica, llamadas de thermally
disordered y quantum disordered, respectivamente. Se muestra tambie´n el QCP localizado
en r = rc.
1.3. Teor´ıa de escala en las transiciones de fase
cua´nticas
Las transiciones de fase, como discutimos anteriormente son caracterizadas por
divergencias de una longitud y un tiempo caracter´ısticos,
ξ ∼ δ−ν , (1.16)
τc ∼ δ−νz, (1.17)
donde δ mide la distancia al QCP y z es definido como debido a la posible anisotrop´ıa
entre la dimensio´n temporal y las dimensiones espaciales. En el caso isotro´pico te-
nemos simplemente z = 1 y la divergencia de la “longitud de correlacio´n temporal”
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Figura 1.2: Diagrama de fases temperatura T versus un para´metro externo no te´rmico
r, donde la orden existe a temperatura finita, as´ı como, a temperatura nula. La l´ınea
gruesa separa la fase ordenada de largo alcance de la desordenada, llamadas de ordered y
thermally disordered, respectivamente. Pro´ximo de esta l´ınea el comportamento cr´ıtico es
cla´sico. Se muestra tambie´n las regiones cr´ıtica cua´ntica (llamada de quantum critical),
desordenada te´rmica y cua´ntica (llamadas de thermally disordered y quantum disordered
respectivamente), y el QCP localizado en r = rc. Figura reproducida de la referencia [25].
en la criticalidad (δ = 0) es ide´ntica a la divergencia de la longitud de correlacio´n
espacial. Teniendo la distancia al QCP δ ∝ (J − Jc) donde J es un para´metro del
Hamiltoniano y de acuerdo con la hipo´tesis de Kadanoff [26] podemos reescalar:
J ′ = b−yJ, (1.18)
δ′ = baδ, (1.19)
τ ′ = bzτ, (1.20)
donde el factor de escala es b = (L/L′), L y L′ son las dimensiones lineales del
sistema original y del sistema reescalado respectivamente. Podemos relacionar estos
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exponentes y y a con los exponentes cr´ıticos, as´ı la longitud de correlacio´n escala
como,
ξ′(|δ′|) = ξ(|δ|)
b
, (1.21)
donde b es un valor arbitrario. Usando (1.19) tenemos,
ξ′(ba|δ|) = ξ(|δ|)
b
, (1.22)
y haciendo ba|δ| = 1 el b = |δ|−1/a encontramos para el comportamiento de la
longitud de correlacio´n pro´ximo de la criticalidad
ξ = |δ|−1/aξ′. (1.23)
Por tanto, de acuerdo con (1.16) el exponente ν es
ν =
1
a
. (1.24)
Para encontrar la relacio´n con el exponente z basta exigir que la incertidumbre
∆y∆τ ≥ h¯ (1.25)
sea invariante de escala. Observamos que ∆y (una energ´ıa) debe escalar como J
(otra energ´ıa) en (1.18) y el tiempo caracter´ıstico escala como (1.20) en la medida
que podemos escribir:
∆y′∆τ ′ = ∆y∆τ (invariante de escala)
⇒ b(z−y)∆y∆τ = ∆y∆τ
⇒ z = y. (1.26)
La parte singular de la energ´ıa libre a T = 0 se comporta como:
fs =
Fs
Ld
= Jf(δ), (1.27)
y por eso reescalando por L′ = L/b obtenemos:
f ′s =
Fs
(L′)d
= bdfs = J
′f(|δ′|). (1.28)
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Usando (1.18) y (1.19) encontramos:
bdfs = b
−yJf(ba|δ|) (1.29)
y haciendo b = |δ|−1/a tenemos:
fs
J
= |δ| y+da f(1). (1.30)
Pero la parte singular de la densidad de energ´ıa se comporta como
fs ∝ |δ|2−α, (1.31)
el que define el exponente α. Con el uso de las relaciones para z y ν dadas por las
Eqs. (1.24) y (1.26) en Eq. (1.30) obtenemos que la densidad de energ´ıa libre escala
como
fs ∝ |δ|ν(d+z), (1.32)
y as´ı, los exponentes satisfacen la igualdad
2− α = ν(d+ z). (1.33)
Podemos observar que esta expresio´n es ide´ntica a la desigualdad de Josephson, dada
por la Eq. (1.12), satisfecha como igualdad con dimensio´n efectiva deff = d+z. Esta
relacio´n ilustra, de forma bastante clara, el papel excepcional de la dina´mica del
sistema en este tipo de transiciones a temperatura nula. De hecho, una consecuencia
de esto es que diversas transiciones cua´nticas de intere´s tienen exponentes cla´sicos,
pues deff = d+z se torna en general mayor que la dimensio´n cr´ıtica superior duc. Por
esta razo´n las fluctuaciones se tornan irrelevantes, y la criticalidad puede ser bien
descrita por una teor´ıa Gaussiana (criterio de Ginzburg), donde las fluctuaciones del
sistema, pero no sus interacciones, son consideradas. De ese modo, si z = 1, tiempo y
espacio son sime´tricos, y el modelo cua´ntico de d dimensiones puede ser tratado como
un modelo cla´sico en (d+1) dimensiones. En el cap´ıtulo 3 encontramos el exponente
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dina´mico z = 1 para el modelo collar de Kondo. Formas de escala para temperatura
finita y el estudio completo de la teor´ıa de escala en transiciones cua´nticas utilizadas
en esta tesis puede ser encontradas en la referencia [13].
Cap´ıtulo 2
Los Fermiones Pesados
“That’s the whole problem with science. You’ve got a bunch of empiricists trying
to describe things of unimaginable wonder.”
Calvin
2.1. Introduccio´n
En los u´ltimos an˜os el estudio experimental y teo´rico de los sistemas fuertemen-
te correlacionados, entre estos, los sistemas llamados Fermiones Pesados (HF, del
ingle´s “Heavy Fermion”) causo´ un desmedido intere´s en la comunidad cient´ıfica que
aborda problemas en materia condensada [27, 28]. Principalmente por el atractivo
que presentan al ser sistemas pro´ximos de un punto cr´ıtico cua´ntico1 [2, 29]. Este
punto cr´ıtico a temperatura nula, separa una fase magne´tica con orden de largo
alcance de una fase no magne´tica y es el responsable, a muy bajas temperaturas, de
las propiedades ano´malas que estos materiales presentan [13, 30, 31]. El atractivo
cient´ıfico que poseen estos sistemas se basa en poder entender la f´ısica por tras de
1Veremos a lo largo de esta tesis que el descubrimiento de este punto es de crucial importancia
para poder estudiar estos materiales.
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los sistemas fuertemente correlacionados. En este cap´ıtulo presentamos, brevemente,
aspectos teo´ricos y experimentales que motivaron nuestro estudio teo´rico de estos
sistemas.
Desde el punto de vista experimental, la presio´n externa (P), substitucio´n qu´ımi-
ca (x) y el campo magne´tico externo (H) son herramientas poderosas para investigar
el comportamento cr´ıtico cua´ntico en los HF. Las te´cnicas experimentales que usan
estas magnitudes influencian las correlaciones electro´nicas entre los iones f , consi-
guiendo tener un control sobre el para´metro J/W [32, 33], siendo J la constante de
acoplamiento entre el esp´ın de los iones f y el esp´ın de los electrones de conduccio´n,
y W el ancho de banda de los electrones de conduccio´n [34]. Desde el punto de
vista teo´rico, esta criticalidad cua´ntica puede ser descrita por una teor´ıa que propo-
ne nuevas excitaciones cr´ıticas inherentemente cua´nticas [35, 36, 37], mientras que,
otras siguen una teor´ıa usual de transiciones de fase continuas pero a temperatura
nula [11, 13, 30, 31, 38, 39]. En lo que sigue de la tesis enfatizaremos esta u´ltima
abordaje. Comenzaremos con una descripcio´n de los fermiones pesados, para despue´s
hacer una introduccio´n ba´sica de la f´ısica por tras de estos compuestos. Finalmente
mostramos los diversos estados fundamentales que estos presentan.
2.2. Fermiones pesados
Fermiones pesados son materiales intermeta´licos conteniendo elementos meta´li-
cos y Tierras Raras (TR), como el Cerio (Ce) e Iterbio (Yb), en el inicio y en el fin de
la serie de las tierras raras respectivamente, o Uranio (U) en la serie de los Act´ınidos
(Ac). Estos presentan, generalmente una configuracio´n del tipo 4fn5d16s2 para las
TR (5fn6d17s2 en el caso de los Ac) con la camada f incompleta, mientras que los
electrones de las camadas mas externas (d y s) forman una banda de conduccio´n. Por
un lado, la inestabilidad en las camadas f de los elementos de TR (o Ac) proporciona
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un cara´cter ambiguo para los electrones f , en la frontera entre ser considerados como
localizados o itinerantes [32, 40, 41, 42]. Por otro lado, los electrones de conduccio´n
suministrados por los elementos meta´licos aumentan la interaccio´n electro´n-electro´n
en estos materiales y, como consecuencia, un alto valor de la masa efectiva (meff )
de sus electrones de conduccio´n sera´ observada. El orden de magnitud de la meff
de las quasi-part´ıculas (de los HF) se encuentra entre 100-1000me (me ∼ masa del
electro´n) [40] de un metal normal como el Cobre (Cu). El hecho de considerar la
masa de las nuevas quasi-part´ıculas renormalizada a una escala mayor, explica mu-
chas de las propiedades ano´malas observadas experimentalmente en estos materiales,
particularmente en el estado l´ıquido de Fermi [13]. Una caracter´ıstica comu´n de los
sistemas de fermiones pesados es el comportamiento magne´tico a altas temperaturas,
descrito por una susceptibilidad magne´tica uniforme que es proporcional al inverso
de la temperatura T . Este comportamiento tipo Curie esta´ asociado con la presencia
de un momento magne´tico en el ion f . Sin embargo, al reducirse la temperatura del
sistema la susceptibilidad se torna independiente de la temperatura, es decir tipo
Pauli [31], lo que supone un aniquilamiento o blindaje del momento magne´tico del
ion en analog´ıa con lo que ocurre en el efecto Kondo [43]. Este crossover, desde un
comportamiento magne´tico a altas temperaturas para otro no magne´tico, cuando se
disminuye la temperatura del sistema, a pesar de remanescente del problema Kondo
de una impureza en una matriz meta´lica, contiene de hecho una f´ısica enteramente
original [30, 31, 44] como veremos despue´s en el cap´ıtulo 3.
2.3. F´ısica de los fermiones pesados
De una manera general, las propiedades f´ısicas de los fermiones pesados son
descritas por la competencia entre dos interacciones 2: el blindaje parcial de los mo-
2Siempre que despreciemos las fluctuaciones de carga.
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mentos magne´ticos por los electrones de conduccio´n (efecto Kondo) [43, 45, 46] y la
interaccio´n magne´tica colectiva de largo alcance entre los momentos localizados (in-
teraccio´n Ruderman-Kittel-Kosiya- Yosida - RKKY) [47, 48, 49]. Estas interacciones
escalan dos energias diferentes, cuyas temperaturas caracter´ısticas, TK y TRKKY , de-
penden de la intensidad del para´metro de control (J/W ). El estado magne´tico de
los HF es definido cuando la interaccio´n RKKY es mayor que la interaccio´n Kon-
do, y el estado no magne´tico es definido en la situacio´n contraria. La cuestio´n ma´s
interesante sucede cuando la competencia entre ambas interacciones es balanceada.
Muchos de estos sistemas de HF se distinguen, como dijimos anteriormente, por
presentar a bajas temperaturas una susceptibilidad de Pauli aumentada en relacio´n
a los metales normales. Segu´n la teor´ıa propuesta por Landau [50], la susceptibilidad
magne´tica χ(T ) y el calor espec´ıfico dividido por la temperatura C(T )/T , tienden
a una constante en el l´ımite en que T → 0. Con relacio´n al transporte ele´ctrico, el
comportamiento previsto para la resistencia en funcio´n de la temperatura es dado
por ρ(T ) = ρ0 + AT
2, donde ρ0 es una resistencia residual extr´ınseca y A > 0.
Vale la pena enfatizar que estas propiedades renormalizadas son encontradas cuando
la temperatura es inferior que una escala de energ´ıa llamada de temperatura de
coherencia3 (Tcoh) [13, 31], que marca el inicio del re´gimen L´ıquido de Fermi (FL,
del ingle´s “Fermi Liquid”).
Otro grupo de compuestos de HF presenta en general, sobre presio´n campo
magne´tico o dopaje, un comportamiento diferente del descrito por la teor´ıa de Lan-
dau. Este es designado como comportamiento no l´ıquido de Fermi (NFL). En este
re´gimen, χ(T ) y C(T )/T divergen de forma logar´ıtmica o como ley de potencia
cuando T → 0 y ρ(T ) varia con ley de potencia T β, 1 < β < 2 [32, 33]. De todas
estas caracter´ısticas del estado NFL, la divergencia de C(T )/T cuando T → 0 es
3Esta temperatura es dif´ıcil de ser visualizada en los tratamientos usuales de muchos cuerpos.
Sin embargo, usando la teor´ıa de escala se demuestra la existencia de esta nueva escala de energ´ıa,
basicamente como resultado de la competencia entre el efecto Kondo y la interaccio´n RKKY, y
siendo inferior a la escala de energ´ıa representada por la temperatura Kondo.
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la ma´s importante pues la densidad de estados en la superficie de Fermi diverge,
motivo por el cual dificilmente la f´ısica de estos materiales puede ser entendida en el
contexto de la teor´ıa de Landau. Este comportamiento NFL es observado para de-
terminadas concentraciones de los elementos qu´ımicos que forman los compuestos o
para determinados valores de para´metros externos, como presio´n o campo magne´tico.
Diferentes teorias fueron propuestas para explicar este comportamiento. En la litera-
tura cient´ıfica encontramos basicamente tres grupos [32]: (1) modelos basados en la
presencia de desorden [51, 52, 53], (2) modelos de Kondo multicanales [54, 55], y (3)
modelos basados en la proximidad de una transicio´n magne´tica [30, 35, 38, 56, 57].
En el primer caso, uno de los primeros compuestos que sugiere la presencia de
desorden es UCu5−xPdx con x = 1,0 y x = 1,5 [58], donde x representa la con-
centracio´n qu´ımica que induce el desorden. Con base en esos resultados Bernal et
al. [51, 58] propusieron el modelo de desorden de Kondo, en que las ligaduras de
HF son descritas en te´rminos de un conjunto de espines independientes acoplados a
una nube de electrones de conduccio´n. Despue´s de propuesto este modelo, Miranda
et al. [52, 59, 60, 61], consideraron el papel de la interaccio´n electro´n-electro´n y
de desorden en el surgimiento de comportamiento NFL. Otro tratamiento fue pre-
sentado por Castro Neto et al. [53] donde adema´s del desorden, es considerado una
competencia entre el efecto Kondo y la interaccio´n RKKY. Otros compuestos en que
el desorden desempen˜a un rol importante pueden ser encontrados en las referencias
[32, 33].
En el segundo caso, con respecto a los modelos de multicanales, son considerados
diferentes tipos de electrones de conduccio´n en el blindaje de los momentos locali-
zados, es decir, de bandas diferentes las cuales son asociadas con diferentes canales.
Un ejemplo de compuesto descrito dentro de esta teor´ıa es el UBe13. Una revisio´n
de este modelo puede ser encontrada en las referencias [62, 63].
Finalmente en el tercer caso, el para´metro de control J/W lleva al sistema a un
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punto cr´ıtico cua´ntico que fija la transicio´n de fase a temperatura nula. Alrededor
de este punto las fluctuaciones del para´metro de orden son determinadas por la
meca´nica cua´ntica. En este contexto, se espera que las interacciones entre las exci-
taciones fundamentales de las quasi-part´ıculas y las fluctuaciones de esp´ın expliquen
el desaparecimiento del magnetismo en el QCP4 [11, 30, 32, 38, 39]. Un compuesto
descrito por esta teor´ıa es YbRh2Si2, que presenta un comportamiento NFL cuan-
do un campo magne´tico transversal-z le es aplicado [64]. La Fig. (2.1) muestra el
diagrama de fases, temperatura versus campo magne´tico, para este compuesto. Se
observa que el comportamiento NFL es encontrado en la regio´n de color laranja, y es
definido por la relacio´n ∆ρ ≡ (ρ(T )− ρ0)αTα donde α = 1. La regio´n de color azul
define el comportamiento FL y la fase antiferromagne´tica (AF) con α = 2. Como
nuestro intere´s esta´ direccionado para esta u´ltima abordaje, nos restringiremos a el a
partir de aqu´ı, enfatizando siempre que estamos en la proximidad de una transicio´n
magne´tica, con temperatura de ordenamiento pro´xima de 0◦ K.
2.4. Estados fundamentales de los fermiones pe-
sados
En general los fermiones pesados pueden ser encontrados en una variedad de esta-
dos fundamentales: (1) superconductor en coexistencia (o pro´xima) con la fase antife-
rromagne´tica [65, 66], (2) antiferromagne´tico [67], (3) l´ıquido de Fermi, y (4) aislador
de Kondo [68]. En el primer caso, tenemos compuestos como UPt3 [69], UBe13 [70,
71], CeCu2Si2 [65, 72], CePd2Si2, CeCu2Ge2 [73], URu2Si2 [74], CeRhIn5 [75, 76]
y CeCoIn5 [77, 78, 79] siendo que la transicio´n puede ser inducida por substitu-
cio´n qu´ımica de uno de sus constituyentes, campo magne´tico [75, 76, 77, 78, 79] o
presio´n [72, 73, 80]. En este caso, la inestabilidad para este estado se da luego del
4En este punto cr´ıtico dina´mica y esta´tica esta´n acopladas, es decir, el QCP sera´ afectado de
la misma manera por una frecuencia o temperatura finita, como dijimos en el cap´ıtulo 1.
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Figura 2.1: Diagrama de fases temperatura T en unidades Kelvin (K) versus campo
magne´tico en unidades Tesla (T) del compuesto YbRh2Si2. Se muestra la supresio´n del
ordenamiento magne´tico por un campo magne´tico transversal, H ‖ c. Se muestra tambie´n
la ley de potencia ∆ρ ≡ (ρ(T ) − ρ0)αTα donde la regio´n de color naranja muestra el
comportamiento NFL a temperaturas muy bajas y alrededor del QCP Hc1 = 0,66 T, con
α = 1. La regio´n de color azul indica un comportamiento meta´lico normal. Esta regio´n
corresponde a la fase AF y al comportamiento FL con α = 2. Figura reproducida de la
referencia [64].
sistema entrar en el re´gimen l´ıquido de Fermi. Hasta nuestros dias el mecanismo
responsable para la superconductividad, no esta´ entendida en detalle [81], sin em-
bargo, diversas teorias postulan que las fluctuaciones magne´ticas juegan un papel
fundamental en la aparicio´n de la propiedad superconductora [82]. La Fig. (2.2) es
mostrada como ejemplo de un diagrama de fases temperatura versus presio´n, para
el compuesto CePd2Si2 [80], que ilustra el surgimiento de una fase superconductora
alrededor del QCP cuando la temperatura esta´ pro´xima del cero absoluto.
En el segundo caso, tenemos sistemas como U2Zn17, UCd11 y UCu5, que cuando
sometidos a presio´n, dejan de presentar orden magne´tica de largo alcance y as´ı que-
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Figura 2.2: Diagrama de fases temperatura T en Kelvin (K) versus presio´n en unida-
des Gigapascal (GPa), para el compuesto CePd2Si2. Se muestra el estado superconductor
surgiendo pro´ximo del QCP a temperaturas muy bajas. La temperatura de Ne´el TN y la
temperatura cr´ıtica superconductora son indicados por c´ırculos llenos y vac´ıos, respecti-
vamente. Se muestra tambie´n la fase ordenada antiferromagne´tica denotada como AF y
la fase superconductora denotada como SC. Figura reproducida de la referencia [80].
da ma´s evidente la existencia de un re´gimen l´ıquido de Fermi. Es interesante notar
que en el caso opuesto de aplicar presio´n negativa, a trave´s de substitucio´n qu´ımica,
en un fermio´n pesado no magne´tico como CeRu2Si2 puede inducirse antiferromag-
netismo en el sistema. Estos resultados muestran que los fermiones pesados esta´n
pro´ximos de una inestabilidad magne´tica. Un ejemplo de compuesto que presenta
estado fundamental AF es CeCu6−xAux, que presenta una fase antiferromagne´tica
para x > 0,1. Para x = 0,1 la temperatura de Ne´el se anula. El comportamiento
del sistema pasa a ser dominado por el punto cr´ıtico cua´ntico y la resistencia se
comporta como ρ(T ) ≈ ρ0 +AT con A > 0 en la regio´n NFL [67]. En CeCu5,8Au0,2
(TN = 0,25K) encima de una presio´n de 9Kbar el AF es suprimido. Un ana´lisis si-
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Figura 2.3: Diagrama de fases, del compuesto CeCu6−xAux, temperatura en unidades (K)
versus el dopaje definido como x. Ve´ase que aumentando la concentracio´n de Au lleva al
sistema a un orden AF. El QCP esta´ en x = 0,1. Se muestra tambie´n la fase AF llamada
de AF magnetic order, el estado l´ıquido de Fermi, llamado de heavy fermion, la regio´n
cr´ıtica cua´ntica en temperaturas altas. En esta u´ltima regio´n, los espines esta´n descorre-
lacionados y pueden ser considerados como libres, llamada de free spins. Finalmente, se
muestra tambie´n una flecha indicando que conforme la temperatura disminuye en el QCP,
nuestro conocimiento de la f´ısica pro´ximo de la criticalidad tambie´n disminuye. Figura
reproducida de la referencia [67].
milar es hecho para el compuesto CeCu5,7Au0,3 (TN = 0,5K). La Fig. (2.3) muestra
el diagrama de fases temperatura versus dopaje x de este sistema.
En el tercer caso, para sistemas que presentan un estado fundamental l´ıquido
de Fermi, tenemos los compuestos CeCu6, CeRu2Si2 y UAl2 que no sufren ninguna
inestabilidad hasta temperaturas muy bajas. Vale resaltar que la propia existencia
de un re´gimen l´ıquido de Fermi, en sistemas fuertemente correlacionados ya es un
hecho sorprendente.
Finalmente en el cuarto grupo, un ejemplo de aislador de Kondo es el compuesto
Ce3Bi4Pt3 [83, 84]. Anticipando nuestro estudio de los aisladores de Kondo, que ve-
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remos en el cap´ıtulo 3, mencionaremos que la razo´n de incluirlos entre los fermiones
pesados es que a temperaturas suficientemente altas, las propiedades termodina´mi-
cas de estos materiales son descritas por um modelo de gas de electrones con masa
renormalizada. Para el lector interesado en ma´s detalles sobre la f´ısica de los fer-
miones pesados, as´ı como otros datos experimentales, lo direccionamos a leer los
art´ıculos de revisio´n [32, 42, 85, 86].
En resumen en este cap´ıtulo introducimos ba´sicamente los conceptos envueltos
en la f´ısica de los fermiones pesados y algunos comportamientos de estos sistemas
cuando sufren una transicio´n de fase cua´ntica. Esto ayudara´ a comprender los mode-
los propuestos para estudiar estos compuestos, entre ellos el modelo collar de Kondo,
que sera´ introducido en el cap´ıtulo 3. Tambie´n en este cap´ıtulo, dedicaremos un estu-
dio aparte de los aisladores de Kondo en un funcio´n de un para´metro de modulacio´n
aperio´dica, debido a su naturaleza especial y de cierta forma contradictoria con la
nocio´n original de fermiones pesados como sistemas meta´licos.
Cap´ıtulo 3
Efectos de una modulacio´n de
intercambio aperio´dica en redes de
Kondo
“Oˆ insense´ qui croit que je ne suis pas toi!”
V. Hugo
3.1. Introduccio´n
En este cap´ıtulo discutiremos el modelo collar de Kondo para compreender a fe-
nomenologia ba´sica de um tipo de fermio´n pesado llamado aisladores de Kondo, de
la cual comenzamos a hablar en el cap´ıtulo 2. Mostraremos tambie´n el efecto de una
modulacio´n de intercambio aperio´dica en este modelo. Aunque nos restringiremos a
estudiar modelos con cara´cter “aislante”, nuestros resultados describen tambie´n los
grados de libertad magne´ticos de los fermiones pesados meta´licos, pro´ximos de una
transicio´n de fase cua´ntica magne´tica.
Estos estudios comenzaron en las de´cadas del 50 y 60, y fueron realizados en sis-
temas de impurezas en matrices meta´licas que llevaron a identificar las ideas ba´sicas
26
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aplicadas a compuestos que conten´ıan Ce, Y y La. Las cuestiones fundamentales se
basaron en los mecanismos necesarios para la formacio´n de momentos magne´ticos
localizados estables en las impurezas, con una descripcio´n del ion magne´tico toma-
da de los compuestos aisladores, y considerando su efecto sobre los electrones de
conduccio´n [87].
3.2. Aisladores de Kondo
En esta seccio´n estudiaremos una nueva familia de fermiones pesados descu-
bierta pocos an˜os atra´s y que se caracteriza por presentar un comportamiento tipo
semiconductor [83]. Estos sistemas, a pesar de ser aisladores a temperatura nula, tie-
nen diversas propiedades f´ısicas en comu´n con los fermiones pesados meta´licos que
abordamos en el cap´ıtulo 2. Por ejemplo, la susceptibilidad magne´tica a altas tem-
peraturas tiene un comportamiento tipo Curie-Weiss pero, a medida que el sistema
es enfriado ella tiende a un valor constante, y podr´ıa hasta tornarse nula. Tenemos,
por tanto, nuevamente el crossover caracter´ıstico de los fermiones pesados de una
situacio´n magne´tica a altas temperaturas para una no magne´tica a temperaturas
bajas.
F´ısicamente, los iones f de la tierra rara, responsables por la dependencia de la
susceptibilidad con la temperatura, son blindados por los electrones tipo s de la ban-
da de conduccio´n formando con estos un estado singlete no magne´tico, tipo Kondo,
a bajas temperaturas. Sin embargo, contrariamente a lo que ocurre con los fermiones
pesados meta´licos, los electrones de la banda de conduccio´n en aisladores de Kondo
quedan aparentemente localizados en los sitios de las tierras raras al formar un par
singlete con los momentos localizados, dando origen as´ı a un estado aislador. Para
que esto ocurra es necesario dos electrones por celda unitaria: un electro´n f y un
electro´n de conduccio´n. A temperaturas altas, kBT À ∆ donde ∆ es el gap extraido,
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por ejemplo, del comportamiento exponencial de la resistividad a bajas temperatu-
ras, se puede determinar una regio´n donde el calor espec´ıfico electro´nico γ tiene un
comportamiento aproximadamente lineal, el que permite definir una masa te´rmica
(mT ∝ γ). El hecho que el valor de esta masa sea considerablemente aumentada y el
comportamiento de la susceptibilidad magne´tica, descrito l´ıneas arriba, con su f´ısica
subyacente, justifican incluir estos sistemas en la categor´ıa de los fermiones pesados,
a pesar de su estado fundamental aislador.
En relacio´n a los compuestos que esta´n dentro de este grupo de aisladores
de Kondo se incluyen, Ce3Bi4Pt3 (∆ = 3,6meV), SmB6 (∆ = 2,3meV), CeNiSn
(∆ = 0,3meV), YbB12 (∆ = 5,3meV), donde meV significa milielectro´n Volts. Tam-
bie´n, Aeppli y Fisk [68] sen˜alaron que el sistema FeSi (el cual es un metal de transi-
cio´n), posee propiedades f´ısicas muy semejantes a este tipo de fermio´n pesado. Este
compuesto es un semiconductor de estructura cu´bica y presenta la susceptibilidad
magne´tica y la resistividad tendiendo a cero exponencialmente con la temperatura.
De hecho, este compuesto tiene todas las propiedades f´ısicas que caracterizan a los
aisladores de Kondo, presentando la ventaja de no tener las complicaciones debi-
das al campo cristalino presente en los sistemas de tierras raras (por ejemplo en
el Ce3Bi4Pt3 la susceptibilidad decrece con la temperatura pero satura en un valor
finito debido a una contribucio´n de Van Vleck [68]).
Diversos modelos han sido propuestos a fin de explicar la f´ısica presentada por
estos compuestos a bajas temperaturas, aunque, ninguno de ellos se muestra com-
pletamente satisfactorio. A continuacio´n describiremos brevemente los modelos ma´s
usados para estudiar los aisladores de Kondo, ellos son el modelo de Anderson y
el modelo de la red de Kondo. Debemos resaltar tambie´n, que el modelo de dos
bandas fue usado para describir la transicio´n metal-aislador en aisladores de Kon-
do [88, 89, 90, 91]. Dejaremos para la pro´xima seccio´n 3.3 el modelo collar de Kondo
que ba´sicamente puede ser obtenida del modelo de la red de Kondo cuando despre-
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ciamos el grado de libertad de carga de los electrones de conduccio´n.
3.2.1. El modelo de Anderson
Como los aisladores de Kondo son sistemas electro´nicos fuertemente correlacio-
nados, los modelos propuestos usan Hamiltonianos que son utilizados en el estudio de
los fermiones pesados intermeta´licos, una de ellos es el Hamiltoniano del modelo de
Anderson [92]. Este modelo, considerado en el estudio de aisladores de Kondo [84],
describe una coleccio´n de estados f , creados en los sitios de una red cristalina y
correlacionados con una banda de conduccio´n. El Hamiltoniano es dado por,
HA =
∑
i,j,σ
tsijc
†
jσciσ + Ef
∑
i,σ
f †iσfiσ +
U
2
∑
i,σ
nfiσn
f
i−σ + V
∑
i,σ
(c†iσfiσ + f
†
iσciσ), (3.1)
donde tsi,j representa la probabilidad de un electro´n en la banda de conduccio´n sal-
tar de un sitio i para otro j. Los operadores c†iσ, ciσ crean y destruyen electrones
en la banda de conduccio´n, f †iσ, fiσ son operadores de creacio´n y destruccio´n de
los electrones en los niveles f localizados en la tierra rara, V es el te´rmino de hi-
bridacio´n entre la banda de conduccio´n y el orbital del ion1, Ef la energ´ıa de los
estados f y nfiσ = f
†
iσfiσ el operador nu´mero de los electrones localizados. Las co-
rrelaciones Coulombianas de intensidad U , entre electrones f de spins opuestos en
un mismo sitio, tornan el Hamiltoniano de la Eq. (3.1) un problema de muchos
cuerpos extremamente complicado y para tratarlo algunas aproximaciones deben
ser introducidas. Entre ellas esta´ el me´todo de bosones esclavos que fue aplicado a
los aisladores Kondo por Riseborough [84] y Sanchez-Castro et al. [93]. Sin embargo,
a pesar de incorporar de forma bien simple aspectos de correlaciones fuertes, este
me´todo tiene la desventaja de producir una transicio´n de fase espuria, a una tempe-
1Aunque HA fue descrito para tratar impurezas d, podemos considerar que la impureza tiene
un u´nico orbital f , desconsiderando la degeneresencia del orbital. Anderson trato´ el caso de dos
niveles d degenerados donde se considera un te´rmino de intercambio entre los orbitales. El resultado
muestra que el te´rmino de intercambio favorece la aparicio´n de un momento local [92].
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ratura dada, desde una fase aisladora para otra meta´lica en que el gap de excitacio´n
de las quasi-part´ıculas se anula [94].
3.2.2. El modelo de la red de Kondo
Este modelo emerge del Modelo Perio´dico de Anderson (PAM, del ingle´s “Perio-
dic Anderson Model”) dado por el Hamiltoniano de la Eq. (3.1), en el l´ımite U →∞
y expandiendo V hasta segunda orden via la transformacio´n Schrieffer-Wolff, que
elimina las fluctuaciones de carga de los momentos f [95]. As´ı, el re´gimen de bajas
energ´ıas del modelo perio´dico de Anderson es bien descrita por el modelo de la red
de Kondo [96],
HKLM = −t
∑
〈i,j〉
(c†i,υcj,υ + h.c.) + J
∑
i
Si · c†i,αυαβci,β, (3.2)
donde los electrones f son reducidos a los momentos localizados Si. El primer
te´rmino representa la banda de conduccio´n (c†i,υ es el operador de creacio´n de un
electro´n de conduccio´n, t es el hopping entre vecinos ma´s pro´ximos). La hibridacio´n
del PAM es substituida por el segundo te´rmino, que es la interaccio´n entre los elec-
trones de conduccio´n y los momentos localizados Si via la interaccio´n intra-sitio J ,
y υ son matrices de Pauli. Este modelo fue usado para estudiar aisladores de Kondo,
(J > 0) [68, 97], y manganitas, (J < 0) [98].
Ba´sicamente, este modelo (que llamaremos en adelante KLM, del ingle´s “Kondo
Lattice Model”) contiene dos escalas de energ´ıa: la interaccio´n RKKY y el blindage
Kondo. La primera tiende a establecer un estado magne´tico, en general antiferro-
magne´tico de largo alcance2 y la u´ltima un estado l´ıquido de esp´ın sin ordenamento
magne´tico.
2Um estado ordenado de largo alcance es aquel en el cual espines infinitamente distantes per-
manecen correlacionados.
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Este modelo fue estudiado en una dimensio´n [99] y una fase desordenada, tipo
l´ıquido de esp´ın3, es establecida para cualquier valor de la razo´n J/t produciendo un
gap de energ´ıa finito en las excitaciones de carga y de esp´ın (siendo el gap de esp´ın
siempre menor que el gap de carga 4 [100]). Sin embargo, estas peculiaridades del
modelo unidimensional se tornan de poca relevancia para entender sistemas reales,
bidimensionales y tridimensionales, que estamos interesados en estudiar.
En dos y tres dimensiones, diversas aproximaciones [100, 101, 102, 103, 104, 105,
106, 107, 108, 109, 110] sugieren que la fase desordenada, tipo l´ıquido de esp´ın, debe
mudar a bajas temperaturas, para un estado ordenado de largo alcance, es decir,
para valores de J/t menores que un valor cr´ıtico (J/t)c.
Existen muchas dificultades en estudiar el modelo de la red de Kondo pro´ximo
de una inestabilidad magne´tica en dimensiones d ≥ 2 y temperaturas finitas, por
lo que diversas aproximaciones fueron implementadas. En lo que resta del cap´ıtulo
estudiaremos un modelo simplificado del KLM, el llamado modelo collar de Kondo,
cuando un para´metro de anisotropia tipo Ising es introducida separadamente en su
Hamiltoniano. Utilizaremos una aproximacio´n Gaussiana, dependiente de la dimen-
sio´n, con la representacio´n de los espines a trave´s de los operadores de enlace que
discutiremos con ma´s detalle en el ape´ndice A.
3.3. El modelo collar de Kondo
En 1977, Doniach propuso un modelo para el Hamiltoniano de la red de Kondo
unidimensional pensando estudiar la competicio´n entre el blindage Kondo y la in-
3El estado ordenado AF desaparece debido a que, en una dimensio´n, las fluctuaciones cua´nticas
aumentan mucho, y las correlaciones magne´ticas decaen exponencialmente con la distancia entre
los espines.
4De esa manera, las propiedades en el re´gimen de bajas energ´ıas del KLM sera´ bien descritas por
excitaciones de espines en vez de carga. Ese fue el raciocinio de Doniach para postular el modelo
collar de Kondo que veremos en la siguiente seccio´n 3.3.
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teraccio´n RKKY, la que llamo´ de Modelo collar de Kondo (KNM, del ingle´s “Kondo
Necklace model”) [34]. En ese modelo, la banda de electrones de conduccio´n es subs-
tituida por una cadena de espines acoplados XY y el grado de libertad de carga de
los electrones de conduccio´n es omitido, asumiendo que no es esencial para el pro-
ceso de esta competicio´n. Esto permite, que las propiedades cr´ıticas sean solamente
descritas por excitaciones de espines. El modelo es como sigue:
HKNM = t
∑
〈i,j〉
(σxi σ
x
j + σ
y
i σ
y
j ) + J
∑
i
Si · τi, (3.3)
donde σ y S son operadores de esp´ın-1/2, actuando en el sitio i, del electro´n de con-
duccio´n y del momento localizado, respectivamente, t son acoplamientos entre espi-
nes σ de primeros vecinos y 〈ij〉 representa la suma entre los vecinos ma´s pro´ximos.
El primer te´rmino reproduce electrones propaga´ndose en una red. En el caso unidi-
mensional debe ser substituido, despue´s de una transformacio´n de Jordan-Wigner,
por una banda de fermiones sin espines [111]. El segundo te´rmino es la interaccio´n
magne´tica entre el esp´ın de los electrones de conduccio´n σi y el momento localiza-
do Si, via la interaccio´n esp´ın-esp´ın AF, J > 0. La Fig. (3.1) muestra un arreglo
esquema´tico de un collar de Kondo para cuatro sitios en una banda semi-llena.
A primera vista podr´ıamos decir que el KLM y el KNM se diferencian ba´sicamen-
te en que el primer modelo sirve para describir sistemas isotro´picos tipo Heisenberg,
y el segundo describe sistemas tipo-XY . Sin embargo, la principal diferencia esta´ en
que el primero considera grados de libertad de esp´ın y de carga (del electro´n de
conduccio´n), mientras que, el segundo es formulado solamente en te´rminos de ope-
radores de esp´ın. Esto excluye los comportamientos electro´nicos ano´malos, presentes
en la f´ısica Kondo pro´ximo de una inestabilidad magne´tica, desde que excitaciones
electro´n-hueco desaparecen cuando el grado de libertad de carga del electro´n de
conduccio´n es dejado de lado. La justificacio´n de excluir grados de libertad de carga
esta´ en que ellos son irrelevantes en la f´ısica Kondo de bajas energ´ıas [113, 114].
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Figura 3.1: Cadena collar de Kondo para cuatro sitios, τ y S denotan los operadores de
esp´ın del electro´n de conduccio´n y del momento localizado, respectivamente. El te´rmino J
es el para´metro de intercambio AF (J > 0) y W es la longitud de la banda de conduccio´n.
Note que, como el KNM es definido con dos espines en cada sitio, la menor representacio´n
de la celda del sistema esta´ descrita por cuatro estados, que como veremos en el ape´ndice A
son el estado singlete y los tres estados tripletes. Figura reproducida de la refereˆncia [112].
Notemos tambie´n que el KNM incorpora un u´nico aspecto del KLM: la compe-
tencia entre el blindaje Kondo y la interaccio´n RKKY, que en una banda semi-llena
genera un estado fundamental aislador. As´ı, teo´ricamente parece haber consenso en
estudiar esta competencia usando solamente grados de libertad de esp´ın [115, 116].
Esto es evidente experimentalmente del hecho que pequen˜as presiones, es decir,
pequen˜os cambios en los para´metros J y t, pueden inducir o destruir un estado
fundamental magne´tico en esos sistemas [13]. Por tanto, esperar´ıamos que las pro-
piedades f´ısicas ba´sicas del modelo de la red de Kondo, en una banda semi-llena,
sean conservadas y el ana´lisis de los sistemas aisladores de Kondo con el modelo
collar de Kondo ser´ıa apropiada [117].
Adema´s, estudios parecen sugerir que el KLM y KNM pertenecen al mismo tipo
de universalidad en una dimensio´n [118]. Otra justificacio´n es que, en general, los
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fermiones pesados esta´n pro´ximos de una inestabilidad magne´tica y una abordaje
de esto en te´rminos de un modelo que considera solamente fluctuaciones de esp´ın
es adecuada5 [67]. Por ejemplo, en el trabajo de Rappoport y Continentino [119],
se obtuvo el diagrama de fases (T/W ) versus (J/W ) del modelo collar de Kondo
en tres dimensiones por el me´todo de grupo de renormalizacio´n de campo medio.
La Fig. (3.2) presenta este diagrama de fases y esta´ en excelente concordancia con
resultados experimentales en compuestos de Ce, como es mostrado en la Fig. (3.3).
En una dimensio´n el modelo collar de Kondo fue extensivamente estudiado
por una variedad de me´todos: campo medio variacional [34], campo medio con
operadores de enlace [120, 121], simulacio´n Monte-Carlo cua´ntico [118], expan-
sio´n en series de J/t [123, 124], te´cnica de grupo de renormalizacio´n en el espa-
cio real [125, 126, 127, 128, 129], diagonalizacio´n nume´rica exacta [130], ca´lculos
en grupo de renormalizacio´n en el espacio real matriz densidad [131, 132], bo-
sonizacio´n [115, 133] y diagonalizacio´n exacta [134, 135]. Tambie´n las propieda-
des de su estado fundamental han sido estudiadas por una variedad de me´todos
[115, 118, 120, 121, 124, 125, 131, 132, 133, 136]. No obstante en dimensiones mayo-
res (d > 1), la termodina´mica y las propiedades cr´ıticas a temperatura finita de este
modelo, pro´ximo de una inestabilidad magne´tica, permanecen desconocidas [137].
Esta es la motivacio´n para el estudio a ser presentado en esta seccio´n, donde la
influencia de un para´metro de modulacio´n aperio´dica es investigada.
5Esto no es el caso para todos los fermiones pesados, sin embargo sabemos tambie´n que la clase
de universalidad de las transiciones cua´nticas de los fermiones pesados aun no ha sido totalmente
determinada, y no debe ser u´nica.
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Figura 3.2: Diagrama de fases temperatura como T/W versus la razo´n J/W del modelo
collar de Kondo en tres dimensiones obtenido por el me´todo de grupo de renormalizacio´n
de campo medio. La l´ınea trazada representa la temperatura de coherencia (Tcoh), AF la
fase antiferromagne´tica y KSL el re´gimen L´ıquido de esp´ın Kondo (KSL, del ingle´s “Kondo
spin Liquid”). Figura reproducida de la referencia [119].
3.4. Comportamento termodina´mico cr´ıtico cua´n-
tico del modelo collar de Kondo aperio´dico
En f´ısica de estado so´lido se tienen dos tipos de sistemas bien definidos: los orde-
nados o´ los desordenados. Los primeros esta´n relacionados con regularidad mientras
que los segundos con irregularidad (o a lo mucho con orden local, como en el caso
de los sistemas amorfos). Ma´s au´n regularidad ha sido, por lo general, asociado a
periodicidad. En 1984, sin embargo, hab´ıa una controversia en la teor´ıa de la cris-
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Figura 3.3: Diagrama de fases del modelo collar de Kondo en tres dimensiones de la
referencia [119] comparado con resultados experimentales para compuestos de Ce [122].
talografia. Texto antiguos en f´ısica del estado so´lido mostraban que los cristales
so´lo pod´ıan ser construidos por bloques iguales llamadas celdas unitarias, los cuales
podr´ıan ser repetidas perio´dicamente en la estructura. Esta estructura era limitada
por un nu´mero limitado de simetr´ıas rotacionales, como por ejemplo, simetr´ıas 2-3-4
y 6, mientras que las simetr´ıas 5 y 10 no eran permitidas. En ese an˜o Shechtman,
Blech, Gratias y Cahn [138] reporto´ un compuesto AlMn, el cual mostraba una si-
metr´ıa prohibida, a saber la 10. Esta estructura es tambie´n ordenada, no obstante,
pierde la t´ıpica orden perio´dica presentada por cristales ordinarios. Esto significa
que existen sistemas que siguen reglas bien definidas (orden) pero sin llegar a tener
un patro´n repetitivo (periodicidad). Un ejemplo sencillo de ello son los nu´meros de
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Fibonacci o la respectiva secuencia de Fibonacci de la cual hablamos a continuacio´n.
3.4.1. La cadena de Fibonacci
La cadena de Fibonacci es un ejemplo de un quasicristal unidimensional el cual
puede ser construido por dos diferentes segmentos, uno largo y otro corto el cual es
representado en la literatura como L (del ingle´s “large”) y S (del ingle´s “short”),
respectivamente. La regla de construccio´n es reemplazar S con L y L con LS, de la
siguiente manera:
S
LS
LSL
LSLLS
LSLLSLSL
LSLLSLSLLSLLS (3.4)
Los cuasicristales [138] son materiales que tienen orden aperio´dico de largo alcance
pero sin simetr´ıa de traslacio´n.
Existen adema´s otras fases cristalinas, llamados aproximantes, que esta´n forma-
das por celdas gigantes donde el orden interno (dentro de la celda elemental) es
similar al de los cuasicristales. Entonces, dentro de este contexto es relevante inves-
tigar la influencia de este nuevo tipo de orden sobre las propiedades magne´ticas de
sistemas cerca del cero absoluto. A continuacio´n estudiamos el efecto de una mo-
dulacio´n aperio´dica del te´rmino de intercambio sobre las propiedades del collar de
Kondo.
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3.4.2. El Hamiltoniano
En esta parte del trabajo consideramos el modelo collar de Kondo, basado en
el trabajo [139], con un para´metro de modulacio´n de intercambio aperio´dica (em-
pleando la secuencia de Fibonacci, descrita abajo) para estudiar la influencia de la
aperiodicidad en la escala de energ´ıa del gap de esp´ın, as´ı como, en la l´ınea cr´ıtica de
Ne´el pro´xima del QCP. Usamos la representacio´n de espines en operadores de enlace
que estudiamos en en el ape´ndice A, y que fue aplicada previamente al KLM [101]
y al KNM [120], sin embargo, a temperatura nula y para una red perio´dica. Encon-
tramos que el me´todo permite calcular el exponente de corrimiento que caracteriza
la forma de la l´ınea cr´ıtica. Consideramos el siguiente Hamiltoniano,
H = t
∑
<i,j>
(σxi σ
x
j + σ
y
i σ
y
j ) +
∑
i
JiSi.σi, (3.5)
donde t es el acoplamiento entre los operadores de esp´ın de los electrones de con-
duccio´n, σ y S son operadores de esp´ın-1/2 actuando en el sitio i, y la notacio´n
〈ij〉 representa la suma entre los vecinos ma´s pro´ximos. El primer te´rmino repro-
duce procesos de propagacio´n de los electrones de conduccio´n. El segundo te´rmino
es la interaccio´n magne´tica entre el esp´ın del electro´n de conduccio´n y el momento
localizado de la tierra rara, mediante la interaccio´n AF, Ji > 0. Una modulacio´n
aperio´dica de esa interaccio´n de intercambio es obtenida considerando so´lo dos valo-
res diferentes de Ji (JL o JS) colocados siguiendo la secuencia generada por la regla
de substitucio´n (secuencia de Fibonacci),
L→ LS, S → L . (3.6)
Vale la pena mencionar que los valores de JL y JS son relacionados (mediante esta
regla de substitucio´n) con los nu´meros de Fibonacci Fi los cuales son construidos
de las relaciones F0 = F1 = 1 y Fn+1 = Fn + Fn−1. De ese modo, para un red de
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estructura perio´dica de N espines localizados en cada uno de sus sitios tendremos
mFn (mFn−1) espines localizados interactuando con los electrones de conduccio´n a
trave´s del acoplamiento de intercambio JL (JS) tal que N = m(Fn+Fn−1). Mostra-
mos en la Fig. (3.4) un arreglo esquema´tico para ocho sitios considerando esta regla
de sustitucio´n.
S
8S7
JS
JL
JS
JLJL
JS
JL
S
6S5S4S3S2S1
JL
Figura 3.4: Arreglo esquema´tico para ocho sitios siguiendo la regla de sustitucio´n de
Fibonacci.
3.5. Representacio´n en operadores de enlace
Considerando la representacio´n en operadores de enlace para esp´ın-1/2, desarro-
llada en el ape´ndice A, en el l´ımite de acoplamiento fuerte, es decir J/t → ∞, el
estado fundamental esta´ compuesto de pares de esp´ın (σ, S) llamados de singletes.
El espacio de Hilbert de este par de espines consiste de cuatro estados que pueden
ser representados en te´rminos de un estado singlete | s〉 y tres estados tripletes | tx〉,
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| ty〉 y | tz〉, los cuales son creados del vac´ıo por los operadores de creacio´n singlete y
triplete: | s〉 = s† | 0〉, | tα〉 = t†α | 0〉, (α = x, y, z). En te´rminos de estos operadores,
los operadores de esp´ın-1/2 del electro´n de conduccio´n y del momento localizado
son, respectivamente,
σi,α =
1
2
(−s†i ti,α − t†i,αsi − i²αβγt†i,βti,γ),
Si,α =
1
2
(s†i ti,α + t
†
i,αsi − i²αβγt†i,βti,γ), (3.7)
donde α, β y γ representan componentes a lo largo de los ejes x, y y z, respec-
tivamente, y ²αβγ es el tensor antisime´trico de Levi-Civita, como definimos en el
ape´ndice A.
Reemplazando la nueva representacio´n de operadores de esp´ın para los momentos
localizados y los electrones de conduccio´n, dada por la Eq. (3.7) en el Hamiltoniano
Eq. (3.5) encontramos:
H = H0 +H1 +H2
donde
H0 = 1
4
mFn∑
i
(−3s†isi +
∑
α
t†i,αti,α)
+
ξ
4
mFn−1∑
i
(−3s†isi +
∑
α
t†i,αti,α)
+
∑
i
µi(s
†
isi +
∑
α
t†i,αti,α − 1),
H1 = t
4JL
∑
〈ij〉,α
[
s†is
†
jti,αtj,α + s
†
isjti,αt
†
j,α + h.c.
]
,
H2 = − t
4JL
∑
〈ij〉,α
[
t†i,zt
†
j,zti,αtj,α − t†i,ztj,zti,αt†j,α + h.c.
]
, (3.8)
donde ξ = JS/JL y hemos introducido JL en H es decir, fijamos JL como nuestra
energ´ıa de referencia. El te´rminoH0 representa la interaccio´n entre los operadores de
esp´ın S y σ en el sitio i. El potencial qu´ımico µi, dependiente del sitio, fue introducido
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para imponer la condicio´n de u´nico estado f´ısico posible6, s†isi+
∑
α t
†
i,αti,α = 1. Los
te´rminosH1 yH2 representan la propagacio´n de los tripletes. Debido a la simetr´ıa de
translacio´n del sistema, hacemos el valor medio del operador singlete 〈s†i〉 = 〈si〉 = s¯.
Esto corresponde a una condensaccio´n Bose-Einstein del estado singlete local Kondo
en cada sitio, en el l´ımite de acoplamiento fuerte J/t → ∞. En este l´ımite, el mo-
delo se torna trivial ya que cada operador de esp´ın S, captura el operador de esp´ın
de un electro´n de conduccio´n σ, para formar un singlete 7 y conformando as´ı un
estado fundamental que corresponde a un producto directo de singletes. Adema´s, la
simetr´ıa traslacional del problema implica que debemos asumir µi = µ. Por tanto,
con estas consideraciones el Hamiltoniano dado por la Eq. (3.8) considerando sola-
mente un electro´n de conduccio´n por sitio (banda semi-llena) puede ser simplificada
y obtenemos el Hamiltoniano efetivo, Hmf . Este Hamiltoniano, expresado solamente
en operadores cuadra´ticos sera´ suficiente para describir la transicio´n de fase cua´ntica
desde la fase desordenada tipo l´ıquido de esp´ın para la fase ordenada AF8. Despue´s
de una transformacio´n de Fourier usando los operadores,
ti,α =
1√
N
∑
k
tk,αe
−ik·ri , t†i,α =
1√
N
∑
k
t†k,αe
ik·ri , (3.9)
este Hamiltoniano efectivo, en el espacio de momentos, es representado como,
Hmf = N
(
−3
4
s2Gn(ξ) +
µ
JL
s2 − µ
JL
)
+
(
Gn(ξ)
4
+
µ
JL
)∑
k
t†k,ztk,z
+
∑
k
[
Λkt
†
k,γtk,γ +∆k
(
t†k,γt
†
−k,γ + tk,γt−k,γ
)]
, (3.10)
donde γ = x, y, Λk = ω0 + 2∆k, λ(k) =
∑d
s=1 cos ks, ∆k = ts
2λ(k)/4JL, s es el
para´metro de orden singlete, N es el nu´mero de sitios de la red y Z el nu´mero
6Si pensa´semos en part´ıculas, esta ser´ıa la condicio´n de ocupacio´n u´nica de una quasi-part´ıcula
en cada sitio.
7Tornando as´ı la densidad de tripletes baja, permitiendo despreciar las interacciones triplete-
triplete, dado por H2, en la Eq. (3.8).
8Los dema´s te´rminos es decir, la interaccio´n entre los tripletes y la interaccio´n entre tres tri-
pletes y un singlete sera´n desconsiderados. El primero, porque tendra´ efectos despreciables en el
Hamiltoniano efectivo cuadra´tico y el segundo, por no tener ninguna contribucio´n en la energ´ıa del
estado fundamental, en el senso de la aproximaccio´n Gaussiana usada aqu´ı [121, 140, 141].
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total de vecinos ma´s pro´ximos en una red hiper-cu´bica. Los vectores de onda k son
tomados en la primera zona de Brillouin y el para´metro de red a = |a| = 1. En la
Eq. (3.10) consideramos,
Gn(ξ) =
Fn + ξFn−1
Fn + Fn−1
=
τn + ξ
τn + 1
, (3.11)
donde τn = Fn/Fn−1. En el l´ımite n → ∞ τn → τ ∗ = (
√
5 + 1)/2 (regla de oro) y
Gn(ξ)→ G∗(ξ) = (τ ∗ + ξ)/(τ ∗ + 1).
Para diagonalizar el Hamiltoniano de la Eq. (3.10) calculamos las ecuaciones de
movimento para las funciones de Green del problema (ver ape´ndice A) obteniendo
as´ı,
¿ tk,γ; t†k,γ Àω =
(ω + Λk)
2pi(ω2 − ω2k)
,
¿ tk,z; t†k,z Àω =
1
2pi(ω − ω0) (3.12)
Los polos de los propagadores dados por la Eq. (3.12) determinan las excitaciones
del sistema ω0 =
(
Gn(ξ)
4
+ µ
JL
)
, la cual es el espectro sin dispersio´n del estado triplete
longitudinal y ωk = ±
√
Λ2k − (2∆k)2 = ω0
√
1 + ts2λ(k)/(JLω0) correspondiente al
estado triplete transversal para ambas ramas ωx = ωy. Note que si Gn(ξ) = 1 ambos
espectros de excitacio´n, longitudinal y transversal, corresponden al modelo collar de
Kondo perio´dico [139].
3.5.1. Fase Paramagne´tica
Para obtener la energ´ıa interna paramagne´tica (y con esto la energ´ıa libre),
obtenemos el valor medio del Hamiltoniano efectivo U = 〈Hmf〉 con ayuda del
teorema del salto [16]. Por tanto, la energ´ıa interna en la fase paramagne´tica (PARA)
es dada como [139, 142, 143],
U = 〈Hmf〉 = ε0 +
∑
k
(ω0η(ω0) + ωkη(ωk))) , (3.13)
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donde
ε0 = N
(
−3
4
s2Gn(ξ) +
µ
JL
s2 − µ
JL
)
+
∑
k
(ωk − ω0) (3.14)
es la energ´ıa del estado fundamental en la fase PARA tipo l´ıquido de esp´ın, η(ω) =
1
2
(
coth βω
2
− 1) es el factor de Bose con β = 1/kBT , kB la constante de Boltzman
y T la temperatura. Siguiendo las relaciones termodina´micas usuales [144], con la
idea que las excitaciones del sistema son quasi-part´ıculas, construimos la energ´ıa
libre. Para esto usamos la expresio´n del potencial termodina´mico de un gas de
part´ıculas obedeciendo la estad´ıstica de Bose-Einstein. Esta energ´ıa libre es dada
por F = U − TS y la entrop´ıa de los bosones viene dado por:
S = kB
∑
k
[(η(ωk) + 1) ln(η(ωk) + 1)− η(ωk) ln(η(ωk))]. (3.15)
As´ı, usando la Eq. (3.13) y la Eq. (3.15) obtenemos la energ´ıa libre en la fase para-
magne´tica tipo l´ıquido de esp´ın como,
F = ε0 − 2
β
∑
k
ln[1 + η(ωk)]− N
β
ln[1 + η(ω0)]. (3.16)
Esta energ´ıa libre permite obtener el comportamiento termodina´mico en la proximi-
dad de la inestabilidad magne´tica, viniendo desde la fase desordenada paramagne´ti-
ca. Para obtener los para´metros introducidos, s2 y µ, minimizamos la energ´ıa libre
mediante las ecuaciones de punto de silla (∂F/∂µ, ∂F/∂s) = (0, 0) obteniendo as´ı,
2
(
3
4
Gn(ξ)− µ
JL
)
=
t
NJ1
∑
k
ω0
ωk
λ(k) coth
βωk
2
,
2− s2 = 1
N
∑
k
Λk
ωk
coth
βωk
2
. (3.17)
Cuando T = 0 y JS = JL (Gn(ξ) = 1) estas ecuaciones auto-consistentes son
equivalentes a las encontradas en el estado l´ıquido de esp´ın para el modelo collar de
Kondo perio´dico [120].
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3.6. Efecto de la modulacio´n aperio´dica a T = 0
A T = 0 es decir, sin fluctuaciones te´rmicas las ecuaciones auto-consistentes de
la Eq. (3.17) pueden ser simplificadas como,
2(2− s2) = I1(y) + I2(y)
2y
JL
t
(
3
4
Gn(ξ)− µ
JL
)
= I2(y)− I1(y), (3.18)
con
I1(y) =
1
pid
∫ pi
0
ddk√
1 + yλ(k)
,
I2(y) =
1
pid
∫ pi
0
ddk
√
1 + yλ(k), (3.19)
donde introducimos el para´metro adimensional y = ts2/JLω0. Por tanto, una ecua-
cio´n para y puede ser obtenida:
y = 2
(
t
JL
)
1
Gn(ξ)
(
1− I1(y)
2
)
. (3.20)
As´ı, para caracterizar la transicio´n de fase cua´ntica obtenemos las soluciones nume´ri-
cas de las ecuaciones auto-consistentes en la Eq. (3.18) usando la Eq. (3.20). En
este caso, paramagne´tico, tenemos que el espectro de excitacio´n longitudinal es
ωz(k) = ω0 sin dispersio´n, mientras que, los transversales ωx(k) = ωy(k) mues-
tran una dispersio´n la cual tiene un mı´nimo en el vector rec´ıproco AF Q = (pi, pi, pi)
en tres dimensiones. Por tanto, el mı´nimo valor das excitaciones define el gap de
esp´ın como
∆
JL
=
(
Gn(ξ)
4
+
µ
JL
)√
1− Z
2
(
t
JL
)
s2
(Gn(ξ)
4
+ µ
JL
)
. (3.21)
La energ´ıa del gap de esp´ın ∆/JL define la escala de energ´ıa para la fase paramagne´ti-
ca desordenada tipo l´ıquido de esp´ın Kondo. Nuevamente, si hacemos JS = JL
(Gn(ξ) = 1) obtenemos el gap de esp´ın original del modelo collar de Kondo pe-
rio´dico [120] mostrando as´ı que nuestro ana´lisis es una generalizacio´n del modelo
Cap´ıtulo 3. Modulacio´n de intercambio aperio´dica en redes de Kondo 45
collar de Kondo perio´dico y donde, este u´ltimo es meramente un caso particular del
modelo collar de Kondo con modulacio´n de intercambio aperio´dica.
Vale la pena resaltar que el ana´lisis del gap de esp´ın es importante porque del he-
cho que este se anule, y de la aparicio´n de modos lentos con posible condensacio´n de
los tripletes, se define la transicio´n de fase cua´ntica en el QCP, (JL/t = (JL/t)c, T =
0). Esta transicio´n va de la fase paramagne´tica tipo l´ıquido de esp´ın Kondo para
la fase ordenada de largo alcance antiferromagne´tica. De nuestro estudio nume´rico
de la Eq. (3.21) podemos ver que la influencia de la modulacio´n aperio´dica de la
interaccio´n de intercambio en el gap de esp´ın es controlada por Gn(ξ). La Fig. (3.6)
muestra estos los resultados para una, dos y tres dimensiones en funcio´n de ξ y n
(es decir los pares (Fn, Fn−1) que son necesarios para calcular τn), corresponden a
Gn(ξ). Observamos que no existe un cambio cualitativo en el comportamiento de
∆/JL para todos los casos estudiados, es decir, la modulacio´n aperio´dica solamente
renormaliza la energ´ıa del gap de esp´ın manteniendo el valor finito de este en una
dimensio´n y, mostrando que va a cero en dos y tres dimensiones.
3.6.1. Fase antiferromagne´tica
La aproximacio´n Gaussiana puede ser extendida a la fase antiferromagne´tica
haciendo una condensacio´n del triplete tk,x en el vector rec´ıproco Q. As´ı hacemos
tk,x =
√
Nt¯δk,Q + ηk,x, donde t¯ es el valor medio del boso´n tx en el estado funda-
mental. Este valor medio, puede ser considerado como el para´metro de orden anti-
ferromagne´tico y el operador ηk,x representa la fluctuacio´n del triplete-x. Siguiendo
los mismos pasos como en el caso paramagne´tico encontramos la energ´ıa interna en
este caso como, donde
U ′ = ε′0 +
∑
k
(ω0n(ω0) + ωkn(ωk)) , (3.22)
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Figura 3.5: Energ´ıa del gap de esp´ın en funcio´n de t/JL para 1d, 2d, 3d (de izquierda a
derecha, respectivamente) para dos valores diferentes de ξ =0.25 (superior) o 2.0 (inferior).
Tres casos son considerados: Gn = G∗ (l´ıneas so´lidas), Gn = G1 (l´ıneas discontinuas), y
comparadas con la referencia [120] cuando Gn = 1 (puntos).
donde
ε′0 = N
[
−3
4
s2Gn(ξ) +
µ
JL
s2 − µ
JL
+
((
Gn(ξ)
4
+
µ
JL
)
− t
2JL
Zs2
)
t
2
]
+
∑
k
(ωk − ω0) (3.23)
es el estado fundamental en la fase antiferromagne´tica. La energ´ıa libre en este caso
sera´,
F ′ = ε′0 −
2
β
∑
k
ln[1 + n(ωk)]− N
β
ln[1 + n(ω0)]. (3.24)
Minimizando la energ´ıa libre en la fase antiferromagne´tica, dada por la Eq. (3.24),
usando (∂F ′/∂µ, ∂F ′/∂s, ∂F ′/∂t¯) = (0, 0, 0), obtenemos las siguientes ecuaciones
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auto-consistentes,
s2 = 1 +
JL
Zt
Gn(ξ)− 1
2N
∑
k
√
1 +
2λ(k)
Z
coth
βωk
2
,
t
2
= 1− JL
Zt
Gn(ξ)− 1
2N
∑
k
1√
1 + 2λ(k)
Z
coth
βωk
2
, (3.25)
donde el espectro de excitacio´n del estado triplete transversal es dado ahora por,
ωk =
t
2JL
Zs2
√
1 + 2λ(k)/Z. Alternativamente, podr´ıamos obtener los para´metros
s y t en la Eq. (3.25), calculando los valores medios a trave´s de los saltos de las
funciones de Green apropiadas [17].
En esta fase ordenada la condensacio´n de los tripletes y de los singletes surge de
la interaccio´n RKKY y del efecto Kondo, respectivamente. A temperatura finita, la
condensacio´n de singletes ocurre en una escala de temperatura similar a la escala
de energ´ıa del para´metro de intercambio JL y JS. De otro lado, la escala de ener-
gia por debajo del cual las excitaciones del estado triplete transversal-x condensan,
es dada por la temperatura cr´ıtica de Ne´el (TN) que sera´ calculada en la pro´xima
sub-seccio´n 3.6.2. Por tanto, el hecho que s y t sean finitas en esta fase, debe ser
interpretado, usando la aproximacio´n Gaussiana, como la coexistencia de blindaje
Kondo y antiferromagnetismo en la fase ordenada [101, 120, 139].
3.6.2. L´ınea cr´ıtica de Ne´el
Siguiendo el estudio de la sub-seccio´n anterior 3.6.1, la l´ınea cr´ıtica dando la
inestabilidad de la fase AF para JL/t < (JL/t)c es obtenida haciendo el para´metro
de orden antiferromagne´tico t = 0. As´ı, de la Eq. (3.25) obtenemos la frontera de la
fase AF pro´xima del QCP como,
|g|
Z
Gn(ξ) =
1
2N
∑
k
1√
1 + 2λ(k)
Z
(
coth
βωk
2
− 1
)
, (3.26)
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donde g = |(JL/t)c − (JL/t)| mide la distancia al QCP. Este punto cr´ıtico cua´ntico
(JL/t)c viene dado por,(
JL
t
)
c
=
Z
Gn(ξ)
[
1− 1
2N
∑
k
1√
1 + 2λ(k)/Z
]
(3.27)
que separa, a temperatura nula, la fase ordenada AF de la fase desordenada ti-
po l´ıquido de esp´ın Kondo caracterizada por el gap de esp´ın finito. Expandiendo
el espectro de excitacio´n dispersivo (el transversal) alrededor del vector de onda
rec´ıproco Q = (pi, pi, pi) en tres dimensiones, escribiendo k = Q + q, y expandiendo
para pequen˜os q obtenemos,
λ(q) = −d+ q
2
2
+O(q4). (3.28)
Con esta aproximacio´n, va´lida pro´ximo de la transicio´n cua´ntica, encontramos que
el espectro de excitacio´n transversal viene dado como
ωq = ω0
√
1 +
2λ(q)
Z
≈
√
Dq. (3.29)
donde
√
D = ω0/
√
Z, con ω0 =
(
Gn(ξ)
4
+ µ
JL
)
el espectro de excitacio´n sin dispersio´n
y d la dimensio´n euclideana. Reemplazado la Eq. (3.29) en la Eq. (3.26) obtenemos,
|g|
Z
Gn(ξ) =
2d−2SdZd/2
pid
(
kBT
ω0
)d−1 ∫ βω0pi
2
√
Z
0
ud−2 (cothu− 1) du, (3.30)
donde Sd es el a´ngulo so´lido e hicimos el cambio de variables u = βω0q/2
√
Z. Esta
Eq. (3.30) permite obtener la l´ınea cr´ıtica de Ne´el en funcio´n del para´metro Gn(ξ)
y de la distancia al QCP, |g|. Para temperaturas kBT ¿ ω0 la integral en la Eq.
(3.30) puede ser calculada y obtenemos,
|g|
Z
Gn(ξ) =
2d−2SdZd/2
pidωd−10
(kBTN)
d−1Υ(d), (3.31)
donde Υ(d) =
∫∞
0
ud−2 (cothu− 1) du. La solucio´n de esta expresio´n nos da la forma
de la l´ınea cr´ıtica de Ne´el para temperaturas menores que kBT ¿ ω0 y donde
Cap´ıtulo 3. Modulacio´n de intercambio aperio´dica en redes de Kondo 49
ω0 =
(
Gn(ξ)
4
+ µ
JL
)
conlleva en si la modulacio´n aperio´dica del sistema. Observamos
que la integral Υ(d) diverge para d < 3 mostrando que no existe l´ınea de transicio´n
en una o dos dimensiones a temperatura finita, un resultado encontrado para la
red perio´dica del collar de Kondo [139], y que esta´ en concordancia con el teorema
de Mermin-Wagner [22]. Sin embargo, para d ≥ 3, Υ(d) tiene un valor finito y la
relacio´n para la l´ınea cr´ıtica viene dado como,
TN ∝ (|g|Gn(ξ)) 1d−1 , (3.32)
el cual define el exponente de corrimiento ψ = 1/(d − 1). En particular para 3d,
Υ(3) = pi2/12 y la l´ınea cr´ıtica de Ne´el es dado por,
kBTN =
√√
6
144
ω0(|g|Gn(ξ))1/2. (3.33)
Si escribimos la ecuacio´n para la l´ınea cr´ıtica, f(g, TN) = 0, en la forma, (JL/t)c(T )−
(JL/t)c(0) + v0T
1/ψ
N = 0, donde v0 esta´ relacionado con a interaccio´n entre las fluc-
tuaciones del esp´ın, identificamos el exponente de corrimiento, ψ = z/(d+z−2) [38].
Comparando este u´ltimo con φ obtenemos el exponente dina´mico z = 1, un resultado
Gausiano, ya que la l´ınea cr´ıtica so´lo existe para d > 2.
En resumen, en esta seccio´n obtuvimos anal´ıticamente una expresio´n para la
l´ınea de Ne´el pro´xima del QCP. Mostramos que esta l´ınea no existe en d = 2 para
cualquier valor del para´metro Gn(ξ), mientras que, para d ≥ 3 la ley de potencia
entre |g| y la l´ınea cr´ıtica para el modelo collar de Kondo con modulacio´n perio´dica
y aperio´dica es la misma por lo tanto, la criticalidad pro´xima del QCP es gobernada
por los mismos exponentes cr´ıticos en ambos casos.
Cap´ıtulo 4
Conclusiones y Perspectivas
It would be possible to describe everything scientifically, but it would make no
sense; it would be without meaning, as if you described a Beethoven symphony as
a variation of wave pressure.
Albert Einstein
El objetivo de esta tesis fue el estudio de una modulacio´n intercambio aperio´dica
sobre el modelo del collar de Kondo.
En el cap´ıtulo 1, hicimos ba´sicamente una breve introduccio´n a los conceptos y
me´todos envueltos en esta tesis. Describimos que es una transicio´n de fase cua´ntica y
las diferencias con respecto a las transiciones de fase a temperatura finita. Tambie´n
describimos la teor´ıa de escala para las transiciones de fase cua´nticas.
En el cap´ıtulo 2, presentamos una breve revisio´n de las caracter´ısticas experi-
mentales as´ı como, la f´ısica de las interacciones envueltas en los fermiones pesados
pro´xima de una inestabilidad magne´tica.
En el cap´ıtulo 3, desarrollamos propiamente nuestro trabajo en el modelo collar
de Kondo a temperatura nula y finita. Estudiamos los efectos de una modulacio´n
de intercambio aperio´dica sobre este modelo. Para eso resolvemos el modelo a ba-
jas temperaturas usando una aproximacio´n Gaussiana utilizando el me´todo de las
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funciones de Green presentado en el ape´ndice B. De los polos de los propagadores
obtuvimos las excitaciones elementales del sistema y usamos el teorema del salto
para obtener la energ´ıa interna del sistema. Utilizando las relaciones termodina´mi-
cas para un sistema de bosones, calculamos la energ´ıa libre del sistema y con ella
los diagramas de fases tanto en estado fundamental como a bajas temperaturas. En
la fase paramagne´tica a temperatura nula, derivamos y resolvemos ecuaciones auto-
consistentes. Esto permite calcular la dependencia del gap de esp´ın con el para´metro
de modulacio´n perio´dica para d = 1, 2, 3. En una dimensio´n, la energ´ıa del gap cae
linealmente para pequen˜os valores de (t/JL) y se desv´ıa considerablemente del com-
portamento lineal a medida que (t/JL) aumenta. As´ı, la energ´ıa del gap de esp´ın
siempre sera´ finita para cualquier valor del para´metro de modulacio´n aperio´dica.
Sin embargo, en d = 2, 3, para valores de la modulacio´n aperio´dica existe un valor
cr´ıtico (t/JL)c donde el gap de esp´ın desaparece como ∆/J1 ∝ |(t/JL)c − (t/JL)|νz,
con exponente νz ≈ 0,5 en dos dimensiones, y νz ≈ 1 en tres dimensiones, respecti-
vamente. En particular en tres dimensiones, el exponente νz ≈ 0,5 es consistente con
el exponente dina´mico z = 1 y con la longitud de correlacio´n ν = 1/2, este u´ltimo en
concordancia con la aproximacio´n Gaussiana usada para resolver el Hamiltoniano.
Obtuvimos, tambie´n, la dependencia de la l´ınea de Ne´el con la distancia al QCP
g = |(JL/t)c − (JL/t)|, en presencia de un para´metro de modulacio´n aperio´dica. En
dos dimensiones, y para ξ encontramos que no existe l´ınea de transicio´n a tempera-
tura finita. No obstante, para d ≥ 3 la l´ınea de transicio´n existe y va para el QCP
siguiendo una ley de pote´ncia que esta la misma que para el modelo collar de Kondo
perio´dico. Esto implica que los exponentes cr´ıticos controlando la transicio´n pro´ximo
del QCP, para el modelo aperio´dico son los mismos que para el caso perio´dico.
En consecuencia, la presente aproximacio´n Gaussiana produce la descripcio´n co-
rrecta del QCP en redes de Kondo para d ≥ 3, aunque en 3d no reproduzca las
correcciones logar´ıtmicas propias de sistemas con dimensio´n efectiva deff igual a la
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dimensio´n cr´ıtica superior duc, deff = duc. Por tanto, las caracter´ısticas ma´s esencia-
les de las redes de Kondo, es decir, la competencia entre la interaccio´n RKKY y el
efecto Kondo, la cual produce un estado fundamental magne´tico o no es claramente
retenida en modelo para valores finitos del para´metro de modulacio´n aperio´dica.
Discutimos ahora el hecho de haber estudiado los aisladores de Kondo utilizando
el modelo collar de Kondo. En el cap´ıtulo 3 usamos el Hamiltoniano del modelo co-
llar de Kondo para interpretar la desestabilizacio´n de la fase magne´tica en aisladores
de Kondo cuando un para´metro de modulacio´n aperio´dica es introducido. En este
Hamiltoniano existe solamente un u´nico para´metro, JL/t, del cual dependen las dos
escalas de energ´ıa relevantes en esta descripcio´n: la energ´ıa de Kondo KBTK , que
describe el blindage de los momentos magne´ticos localizados, y la energ´ıa relaciona-
da con el orden magne´tico de largo alcance, kBTRKKY . La competencia entre estas
dos escalas de energ´ıa resulta en un diagrama de fases, conocido como “diagrama
de Doniach”. Este describe correctamente algunos diagramas de fases obtenidos
experimentalmente [145, 146]. Considerando tres magnitudes f´ısicas relevantes: la
susceptibilidad magne´tica, el calor espec´ıfico y la resistencia ele´ctrica, que aportan
informacio´n ba´sica para determinar las fases existentes y sus l´ımites. A partir de
estas magnitudes se obtienen otras propriedades como la energ´ıa interna magne´tica,
la entrop´ıa o la energ´ıa libre. Sin embargo, como relatamos en el cap´ıtulo 2, en la
regio´n donde se produce la inestabilidad magne´tica, otros efectos que no son con-
siderados por este Hamiltoniano adquieren mayor relevancia. Estos efectos pueden
conducir a la aparicio´n de nuevas fases y feno´menos f´ısicos, como coexistencia entre
superconductividad y magnetismo o comportamiento “No-l´ıquido de Fermi”. Debe-
mos decir tambie´n que en la comparacio´n entre diagramas de fases experimentales
y modelos como el de Doniach, se acostumbra considerar de forma impl´ıcita una
relacio´n un´ıvoca entre el para´metro de control empleado, por ejemplo el dopaje o
la presio´n hidrosta´tica aplicada, y el para´metro JL/t. Esta relacio´n puede ser justi-
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ficada en algunos casos particulares, en los cuales el volumen de informacio´n sobre
el sistema en cuestio´n es suficiente. No obstante, en general se debe considerar la
posibilidad de que cambios en el para´metro de control no resulten en variaciones
(lineales) del para´metro JL/t.
Art´ıculos producto de la tesis
1. D. Reyes y C. V. Landauro, Quantum critical behavior of the Kondo necklace
model with aperiodic exchange modulation, enviado al Physical Review B
(2009).
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Ape´ndice A
Operadores de esp´ın de Sachdev
A.1. Introduccio´n
En 1989, S. Sachdev y N. R. Bhatt introdujeron una nueva representacio´n para
operadores de esp´ın-1/2, llamados de operadores de enlace (bond-operators) [15].
Esta representacio´n fue usada en el estudio de las propiedades del estado dimeri-
zado1 aplica´ndolo al Hamiltoniano de Heisenberg cua´ntico AF bi-dimensional frus-
trado propuesto por Gelfand et al. [147]. Ba´sicamente se trataba del estudio en
sistemas aisladores, pero ha sido aplicado con e´xito al estudio en: spins ladders
y compuestos relacionados [123, 140, 148, 149, 150, 151, 152, 153, 154, 155], en
sistemas que presentan el efecto Hall cua´ntico de dos camadas [156, 157], anti-
ferromagnetos dopados para describir la fase aisladora de Mott y superconducto-
ra [158], descripcio´n del efecto Kondo en cupratos superconductores [159], sistemas
que presentan condensacio´n Bose-Einstein de magnons [160, 161, 162, 163], para
sistemas aisladores como TlCuCl3 [164, 165], BaCuSi2O6 [166], en redes de Kon-
do [101, 120, 121, 139, 142, 143, 167, 168], y tambie´n en el Hamiltoniano de Heisen-
1Un estado dimerizado consiste en una cobertura de la red con singletes formados por pares de
espines.
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berg cua´ntico AF frustrado [169]. La principal utilidad de este me´todo esta´ en tratar
sistemas donde exista un estado fundamental natural desordenado, impuesto por el
Hamiltoniano, o por quiebra espontanea de simetr´ıa2. El objetivo de este ape´ndice
es mostrar como estos nuevos operadores surgen en el caso de esp´ın-1/2 y de esp´ın-
1, as´ı como, las propiedades que satisfacen. El me´todo permite tambie´n el ca´lculo
directo de la energ´ıa del estado fundamental y las propiedades termodina´micas del
sistema.
A.2. Los operadores de enlace para esp´ın-1/2
En el lenguaje de la meca´nica cua´ntica un esp´ın es un operador vectorial cuyas
componentes son los generadores del grupo SU(2). Por ejemplo; un operador de
esp´ın S puede ser expresado en te´rminos de sus componentes Sx, Sy y Sz y estos
mismos satisfacen las reglas de conmutacio´n de un momento angular3:
[S2, Sx] = [S
2, Sy] = [S
2, Sz] = 0
[Sα, Sβ] = i²αβγSγ, S
2 = S(S + 1), (A.1)
donde ²αβγ es el tensor completamente anti-sime´trico y los sub-´ındices α, β y γ se
refieren a las componentes x, y y z de los operadores de espines. Considerando dos
part´ıculas situadas en un sitio de una red 4, distinguiremos sus operadores de espins
S1 y S2 por los ı´ndices 1 y 2. En lo que se refiere al sistema compuesto (llamado
generalmente de sitio i) este no llevara´ ı´ndice de sitio (a menos que especifiquemos lo
2Esta representacio´n puede ser considerada como ana´loga a la transformacio´n de Holstein-
Primakov para una fase con quiebra de simetr´ıa rotacional de los espines.
3Donde estamos usando la convencio´n h¯ = µB = 1 con µB el magneto´n de Bohr y h¯ la constante
de Planck.
4No obstante, podr´ıamos considerar dos espines interactuando entre dos sitios diferentes. De
hecho, los operadores de enlace fueron inicialmente introducidos por Sachdev y Bhatt [15] para
estudiar sistemas de d´ımeros con esp´ın-1/2 situados en sitios diferentes de una red. Sin embargo,
debido a que nuestro estudio a lo largo de esta tesis envuelve sistemas donde dos part´ıculas por
sitio describen inicialmente la f´ısica, comenzamos con esta consideracio´n.
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contrario), y s´ı aquel que identifique la componente cartesiana. Consideremos ahora
que cada operador del par tiene esp´ın-1/2, tal que su Hamiltoniano es descrito por:
H = JS1 · S2, (A.2)
donde J < 0 en el caso ferromagne´tico (FR) y J > 0 cuando tenemos el caso antife-
rromagne´tico (AF). As´ı, existen cuatro estados, |↑↑〉,|↓↓〉,|↑↓〉 y |↓↑〉, propios del
Hamiltoniano dado por la Eq. (A.2)5 y donde, |↓↑〉 denota el estado en el cual la
primera part´ıcula tiene una componente-z de esp´ın-−1/2 y la segunda part´ıcula una
componente-z de esp´ın-+1/2 usando la base de Sz. Cualquier combinacio´n de estos
estados tendra´ la misma energ´ıa. Sin embargo, si queremos tener valores definidos
del esp´ın total S y sus componentes a lo largo del eje-z, Sz, deber´ıamos escoger
cuatro combinaciones apropiadas:
Estado S Sz
Singlete 1√
2
(|↑↓〉− |↓↑〉) 0 0
Triplete |↑↑〉 1 1
Triplete 1√
2
(|↑↓〉+ |↓↑〉) 1 0
Triplete |↓↓〉 1 -1
Cuadro A.1: Estados singlete y triplete para un par de part´ıculas situados en un sitio de
una red, cada part´ıcula con esp´ın-1/2.
De esa manera, estos estados pueden ser mezclados para formar, en el espacio
de Hilbert, el estado singlete |s〉 (S = 0) y los tres estados excitados (considerando
J > 0) que forman los tripletes (S = 1) | tx〉,| ty〉 y | tz〉. Por tanto, podemos definir
operadores de creacio´n que crean los estados singlete y triplete a partir del vac´ıo |0〉,
5Desde el punto de vista matema´tico, el problema del acoplamiento entre dos espines S1 y S2
corresponde a la construccio´n del espacio de Hilbert producto HS1 ⊗HS2 y su descomposicio´n en
sub-espacios invariantes ante rotaciones.
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mediante:
|s〉 = s†|0〉 = 1√
2
(|↑↓〉− |↓↑〉),
|tx〉 = t†x|0〉 =
−1√
2
(|↑↑〉− |↓↓〉),
|ty〉 = t†y|0〉 =
i√
2
(|↑↑〉+ |↓↓〉),
|tz〉 = t†z|0〉 =
1√
2
(|↑↓〉+ |↓↑〉), (A.3)
donde las flechas del lado izquierdo y derecho en el ket representa la componente-
z del operador de esp´ın S1 y S2 respectivamente. Si el gap entre la energ´ıa del
estado singlete Es = −34J y la energ´ıa del estado triplete Et = 14J es pequen˜a
comparada con los otros niveles de energ´ıa del sistema, la f´ısica a bajas temperaturas
sera´ determinada solamente por estos cuatro estados. Consecuentemente, el sistema
sera´ correctamente descrito solamente por el grado de libertad esp´ın.
La condicio´n que el estado f´ısico, en el espacio de Hilbert, de cada par de espines
es singlete o uno de los tres estados tripletes lleva a considerar que los operadores
deben satisfacer la relacio´n,
s†s+
∑
α
t†αtα = 1, (A.4)
donde α = x, y, z; s†s cuenta cuantos estados singlete tenemos y t†αtα cuenta cuantos
estados triplete tenemos. Demostraremos en la siguiente seccio´n que estos operadores
representados en funcio´n de los estados singlete y triplete satisfacen las mismas reglas
de conmutacio´n especificadas en la Eq. (A.1). El objetivo ahora es demostrar que
podemos escribir los operadores de esp´ın S1 y S2 en te´rminos de los operadores s,
tx, ty y tz. Para esto vamos a considerar la aplicacio´n de estos en los estados |s〉,
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|tx〉, |ty〉 y |tz〉. Recordando que:
Sx |↑〉 = 1
2
|↓〉, Sx |↓〉 = 1
2
|↑〉,
Sy |↑〉 = i
2
|↓〉, Sy |↓〉 = −i
2
|↑〉,
Sz |↑〉 = 1
2
|↑〉, Sz |↓〉 = −1
2
|↓〉. (A.5)
Ahora por razones dida´cticas consideramos solamente la componente x de S1: S1x,
y lo aplicaremos a los estados singlete |s〉 y tripletes |tx〉, |ty〉 y |tz〉.
Para el estado singlete |s〉:
S1x|s〉 = S1x[ 1√
2
(|↑↓〉− |↓↑〉)] = −1
2
[
1√
2
(|↑↑〉− |↓↓〉)] = 1
2
|tx〉, (A.6)
entonces,
S1x|s〉 = S1xs† | 0〉 = 1
2
|tx〉. (A.7)
Por otro lado:
1
2
t†xss
†|0〉 = 1
2
|tx〉, (A.8)
luego:
S1x ∝ 1
2
t†xs. (A.9)
Para el estado excitado |tx〉:
S1x|tx〉 = S1x[− 1√
2
(|↑↑〉− |↓↓〉)] = 1
2
|s〉, (A.10)
entonces,
S1x|tx〉 = S1xt†x | 0〉 =
1
2
|s〉. (A.11)
Por otro lado:
1
2
s†txt†x | 0〉 =
1
2
|s〉, (A.12)
luego:
S1x ∝ 1
2
s†tx. (A.13)
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Para el estado excitado |ty〉:
S1x|ty〉 = S1x[ i√
2
(|↑↑〉+ |↓↓〉)] = i
2
|tz〉, (A.14)
entonces,
S1x|ty〉 = S1xt†y | 0〉 =
i
2
|tz〉. (A.15)
Por otro lado:
i
2
t†ztyt
†
y | 0〉 =
i
2
|tz〉, (A.16)
luego:
S1x ∝ i
2
t†zty. (A.17)
Para el estado excitado |tz〉:
S1x|ty〉 = S1x[ 1√
2
(|↑↓〉+ |↓↑〉)] = − i
2
|ty〉, (A.18)
entonces,
S1x|tz〉 = S1xt†z | 0〉 =
−i
2
|ty〉. (A.19)
Por otro lado:
−i
2
t†ytzt
†
z | 0〉 =
−i
2
|ty〉, (A.20)
luego:
S1x ∝ − i
2
t†ytz. (A.21)
As´ı, considerando las Eqs. (A.9), (A.13), (A.17) y (A.21), S1x puede ser escrito como:
S1x =
1
2
(s†tx + t†xs− i(t†ytz − t†zty)). (A.22)
Recordando que el tensor completamente anti-sime´trico en este caso es dado por:
²αβγt
†
βtγ = (²xyzt
†
ytz + ²xzyt
†
zty), (A.23)
obtenemos finalmente una relacio´n entre el operador de esp´ın S1x y los operadores
singlete y triplete:
S1x =
1
2
(s†tx + t†xs− i²αβγt†βtγ). (A.24)
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De la misma forma se demuestra para las otras componentes S1y y S1z teniendo
as´ı la generalizacio´n,
S1,α =
1
2
(s†tα + t†αs− i²αβγt†βtγ), (A.25)
donde α = x, y, z. Finalmente usando el mismo raciocinio para el operador de esp´ın
S2 podemos mostrar que la accio´n de los operadores de esp´ın S1 y S2 en los estados
singlete y triplete nos lleva a la representacio´n:
S1,α =
1
2
(s†tα + t†αs− i²αβγt†βtγ),
S2,α =
1
2
(−s†tα − t†αs− i²αβγt†βtγ), (A.26)
donde α, β, γ toman los valores de x, y, z y ²αβγ es el tensor totalmente anti-sime´trico.
A.2.1. Relaciones de conmutacio´n entre los operadores de
enlace para esp´ın-1/2
Como las relaciones de conmutacio´n boso´nicas o de anticonmutacio´n fermio´ni-
cas reproducen de forma correcta el a´lgebra de los operadores de espins S1 y S2
podr´ıamos adoptar cualquier una de las dos [170]. As´ı, por una cuestio´n de conve-
niencia hemos adoptado las relaciones de conmutacio´n boso´nicas, ya que considerar
los operadores como fermio´nicos no provee ningu´n significado f´ısico en senso de la
aproximacio´n Gaussiana que usamos en esta tesis. Por tanto, los operadores singlete
y triplete satisfacen las relaciones de conmutacio´n:
[s, s†] = 1, [tα, t
†
β] = δα,β, [s, t
†
α] = 0. (A.27)
donde la u´ltima relacio´n indica que los operadores s y tα conmutan es decir, actu´an
en espacios diferentes. Por u´ltimo, verificaremos si el a´lgebra de S1 y S2 es satisfecha.
Por ejemplo, vamos a calcular la identidad [S1x, S1y] = iS1z. Usando la representacio´n
de s y tα, tenemos:
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[S1x, S1y] =
1
4
([s†tx, s†ty] + [s†tx, t†ys] + i[s
†tx, t†xtz]− i[s†tx, t†ztx]
+ [t†xs, s†ty] + [t†xs, t
†
ys] + i[t
†
xs, t
†
xtz]− i[t†xs, t†ztx]
− i[t†ytz, s†ty]− i[t†ytz, t†ys] + [t†ytz, t†xtz]− [t†ytz, t†ztx]
+ i[t†zty, s
†ty] + i[t†zty, t
†
ys]− [t†zty, t†xtz] + [t†zty, t†ztx]), (A.28)
usando la identidad:
[AB,CD] = −[C,A]BD − A[C,B]D − C[D,A]B − CA[D,B]
encontramos:
[S1x, S1y] =
1
4
(−t†ytx + is†tz + t†xty + it†zs+ is†tz − t†ytx + it†zs+ t†xty)
=
i
2
(s†tz + t†zs− i(t†xty − t†ytz)) = iS1z. (A.29)
El mismo raciocinio puede ser usado para mostrar:
[S1α, S1β] = i²αβγS1γ, [S2α, S2β] = i²αβγS2γ,
[S1α, S2β] = 0, S1 · S2 = −3
4
s†s+
1
4
t†αtα,
S21 =
3
4
, S22 =
3
4
. (A.30)
puede ser provado (y es f´ısicamente obvio) que la condicio´n S21(2) =
3
4
es equivalente
a exigir que cada sitio este ocupado por un u´nico tipo de operador de esp´ın S1(2).
Estas relaciones, dadas por la Eq. (A.30), son exactamente las propiedades esperadas
no comienzo de esta seccio´n para los operadores de esp´ın-1/2 del grupo SU(2).
Por tanto, los operadores de esp´ın que corresponden a los sitios de la red de un
sistema estudiado pueden ser ahora expresados en te´rminos de los nuevos operadores
boso´nicos singlete y triplete.
En conclusio´n, vimos en este cap´ıtulo una nueva representacio´n para operadores
de esp´ın-1/2 que fue usada en el cap´ıtulo 3.
Ape´ndice B
El Me´todo de las Funciones de
Green
En este ape´ndice presentamos brevemente las definiciones ba´sicas de la te´cnica
de las funciones de Green descritas por Zubarev [16]. El empleo de este me´todo en
los problemas de la meca´nica estad´ıstica y estado so´lido, es adecuado cuando es
utilizado en modelos que envuelven operadores cua´nticos y nos permite el ca´lculo
de diversos valores medios de esos operadores. Comenzamos definiendo un operador
cualquiera Y , que puede escribirse como,
< Y >=
1
Z
tr{Y e−β(H−µN)};Z = tr{e−β(H−µN)}, (B.1)
donde < · · · > indica la media estad´ıstica usual, H es el Hamiltoniano del sistema,
N el operador nu´mero total de electrones, β = 1/kBT (kB la constante de Boltz-
man, T la temperatura absoluta) y µ el potencial qu´ımico. Consideremos ahora dos
operadores A(t) y B(t′) en la representacio´n de Heisenberg(h¯ = 1):
A(t) = eiHtA(0)e−iHt, (B.2)
B(t) = eiHt
′
B(0)e−iHt
′
. (B.3)
Las funciones de Green retardada (+) y avanzada (−) son definidas por:
¿ A(t);B(t′)À±= ∓θ(t− t′) < [A(t), B(t′)]η >, (B.4)
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donde [A(t), B(t′)]η = A(t)B(t′) − ηB(t′)A(t), y η = 1 el −1 si los operadores son
boso´nicos o fermio´nicos respectivamente; y θ(t) es la funcio´n escalo´n de Heavyside:
θ(t) =
{
1 si t > 0
0 si t < 0
. (B.5)
Las funciones de Green (A.4) satisfacen la ecuacio´n de movimento,
i
d
dt
¿ A(t);B(t′)À±= δ(t− t′) < [A(t), B(t′)]η > +¿ [A(t),H]−;B(t′)À± .
(B.6)
Como ¿ A(t);B(t′) À± son funciones de (t − t′), puede definirse para z real, la
transformada de Fourier:
¿ A(t);B(t)À±,z= 1
2pi
∫ ∞
−∞
¿ A(t);B(0)À± eiztdt. (B.7)
En el caso de la funcio´n de Green retardada, la integral (A.7) converge tambie´n para
valores complejos de z, siempre que Im (z) > 0. De esta manera, la definicio´n de
¿ A;B À+ puede ser extendida para el plano complejo y es una funcio´n regular en
la parte superior del plano complejo z. De manera ana´loga, ¿ A;B À− es regular
en la parte inferior del plano. Podemos, por tanto introducir la definicio´n:
¿ A;B Àz=
{ ¿ A;B À+,z si Im(z) > 0
¿ A;B À−,z si Im(z) < 0 , (B.8)
que es regular en todo el plano complejo z, excepto sobre el eje real. A partir de las
ecuaciones (A.7) y (A.8) se obtiene la ecuacio´n de movimiento de los propagadores:
z ¿ A(t);B(t′)Àz= 1
2pi
< [A,B]η > +¿ [A(t),H]−;B(t′)Àz; (B.9)
y la expresio´n fundamental de Zubarev que relaciona la media te´rmica < BA > con
las funciones de Green:
< B(t′)A(t) >= i l´ım
δ→0+
∫ ∞
−∞
dz[¿ A;B Àz+iδ − ¿ A;B Àz−iδ]{ e
iz(t−t′)
eβ(z−µ) − η}.
(B.10)
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Utilizando a notacio´n de Hamann, el resultado anterior puede ser escrito como,
< BA >= Fz[¿ A;B Àz]. (B.11)
En el caso en que los operadores A y B sean adjuntos hermitianos puede escribirse:
< B(t)A(t) >= −2Im
∫ ∞
−∞
¿ A;B Àz f(z)dz, (B.12)
donde
f(z) =
1
eβ(z−µ) − η (B.13)
es la funcio´n de Fermi-Dirac.
OBSERVACIO´N: Este ape´ndice fue totalmente basado en la refere´ncia [17].
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