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Abstract
We consider the problem of determining the time evolution of a trait distribution in a math-
ematical model of non-uniform populations with parametric heterogeneity. This means that we
consider only heterogeneous populations in which heterogeneity is described by an individual spe-
cific parameter that differs in general from individual to individual, but does not change with time
for the whole lifespan of this individual. Such a restriction allows obtaining a number of simple and
yet important analytical results. In particular we show that initial assumptions on time-dependent
behavior of various characteristics, such as the mean, variance, of coefficient of variation, restrict
severely possible choices for the exact form of the trait distribution. We illustrate our findings by
in-depth analysis of the variance evolution. We also reanalyze a well known mathematical model for
gypsy moth population showing that the knowledge of how distributions evolve allows producing
oscillatory behaviors for highly heterogeneous populations.
Keywords: Heterogeneous populations, parametric heterogeneity, evolution of distribution, nor-
mal distribution, gamma distribution
1 Introduction
The real world populations are inherently heterogeneous, with individuals differ by age, spatial loca-
tion, contact network, social habits, genome composition, etc. When various ecological and evolution-
ary processes are expected to be modeled with the help of mathematical models, this heterogeneous
structure of populations should be included into the models. In rather general settings this assump-
tion leads to the so-called structured population models (e.g., [20, 25]), whose mathematical analysis,
however, is quite demanding. In certain cases significant simplifications are possible, in particular
when one speaks of the so-called parameteric heterogeneity when the structure of a population is de-
scribed by the variation in population parameters (such as birth rate or susceptibility to a particular
disease); the parameters are considered as invariant properties of individuals that do not change their
values throughout the lifespan of an individual, whereas they vary from individual to individual. As
an example of an arguably simplest mathematical model with parametric heterogeneity consider the
following Malthusian model
∂n
∂t
(t, ω) = ωn(t, ω), (1.1)
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where n(t, ω) is the density of the population having specific parameter value ω at time t, and ω ∈ Ω
is the distributed parameter, Ω is a set of admissible values of ω. To solve problem (1.1) one needs an
initial condition of the form
n(0, ω) = n0(ω) = N0p(0, ω), (1.2)
where N0 is the initial size of the population and p(0, ω) is the given initial probability distribution
function (pdf) of the parameter distribution.
Problem (1.1), (1.2) provides a simplest example of a mathematical model with parametric het-
erogeneity, and at the same time is a very flexible object (see, e.g., [13, 14, 15]). It can be shown (see
the cited references) that the total population size N(t) =
∫
Ω n(t, ω) dω is explicitly given by
N(t) = N0M(0, t), (1.3)
where M(0, λ) is the initial moment generating function (mgf) of the pdf p(0, ω):
M(0, λ) =
∫
Ω
eωλp(0, ω) dω. (1.4)
It turns out that in much more general situations the initial mgf M is the key device allowing to
untangle the system’s dynamics. To be precise, in what follows we consider the population models
with parametric heterogeneity in the following form (we note that more general situations can be
similarly treated, see, e.g., [16])
∂n
∂t
(t, ω) = n(t, ω)
(
f(v) + ωg(v)
)
, (1.5)
where f, g are two given functions that depend on the vector v = (t,N(t),Et[ω], . . .), e.g., they may
depend on the aggregated characteristics of n(t, ω) such as the total population size N(t) at time t,
the mean of the parameter Et[ω] =
∫
Ω ωp(t, ω) dω, on other moments, but not on the density n(t, ω)
or parameter ω themselves. The initial condition for model (1.5) is given by (1.2). We remark that
model (1.5) is readily generalized to vector-parameters ω and systems of equations. Despite its quite
special form, model (1.5) was used for modeling various biological processes (e.g., [3, 4, 5, 9, 12, 15,
14, 18, 19, 21, 23, 22, 27]). It can be shown (see, e.g., [16]) that model (1.5), (1.2) is equivalent to a
system of ordinary differential equations (ODE) of the form
dN
dt
(t) = N(t)
(
f(v) + Et[ω]g(v)
)
,
Et[ω] =
d
dλ
M(0, λ)
∣∣∣∣
λ=q(t)
· 1
M(0, q(t))
,
dq
dt
(t) = g(v),
q(0) = 0, N(0) = N0.
(1.6)
The key fact for the present note is that the mgf M(t, λ) of the parameter ω at any time moment
t can be expressed through the initial mgf M(0, λ) and an auxiliary variable q(t):
M(t, λ) =
M(0, λ + q(t))
M(0, q(t))
, (1.7)
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which in principle allows computing any moments of the parameter distribution at any time.
We remark that a similar relation can be obtained within the frailty model (see, e.g., [1, 2]) in
statistical analysis.
An immediate consequence of (1.7) is that model (1.5) severely restricts possible time dependent
evolution of the parameter distribution. In particular, we have, as an immediate consequence of
relation (1.7) the following
Proposition 1.1. (i) Let the initial distribution p(0, ω) in the problem (1.5), (1.2) be a gamma-
distribution with parameters k, ν:
p(0, ω) =
νk
Γ(k)
wk−1e−νω, ω ≥ 0, k > 0, ν > 0.
Then at any time moment t (for which the model is defined) the parameter distribution is again a
gamma-distribution, with parameters k and ν − q(t). In particular, the coefficient of variation CV is
constant:
CV =
√
Vart[ω]
Et[ω]
=
1√
k
.
(ii) Let the initial distribution p(0, ω) in the problem (1.5), (1.2) be a normal distribution with
parameters µ, σ:
p(0, ω) = (
√
2piσ)−1 exp
{
−(ω − µ)
2
2σ2
}
, σ > 0.
Then at any time moment t the parameter distribution is again a normal distribution with param-
eters µ+ 2q(t)σ2, σ. In particular, the variance of the distribution is constant.
Proposition 1.1 can easily be extended to various other initial distributions. We would like to
mention only few additional examples that are important from a practical point of view and which we
use in the current text to highlight and illustrate general results.
Proposition 1.2. (i) Let the initial distribution in the problem (1.5), (1.2) be Poissonian with the
mean µ:
Pr0(ω = i) =
µi
i!
e−µ, i = 0, 1, . . . .
Then at any time moment t the parameter distribution is again Poissonian with the mean Et[ω] =
µeq(t).
(ii) Let the initial distribution be truncated exponential, which means that
p(0, ω) = Ce−sω,
where 0 < ω < b and C = s(1 − e−sb)−1 is the normalization constant. Then at any time moment t
the distribution is also truncated exponential in the same interval [0, b] with the parameter s− q(t).
In both Propositions 1.1 and 1.2 the form of the distribution does not change with time, only
its parameters evolve. This is not true for an arbitrary distribution. For instance, an immediate
consequence of (1.7) is
Proposition 1.3. Let the initial distribution in the problem (1.5), (1.2) be uniform in the interval
[a, b]. Then at any time moment t the parameter distribution is truncated exponential in the interval
[a, b] and has the form
p(t, ω) = q(t)
exp(q(t)ω)
exp(q(t)b) − exp(q(t)a) .
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2 Inverse problem
Now, since we know that the form of the mathematical model (1.5) puts some restrictions on the evo-
lution of the trait distributions, and in some cases these restrictions imply conservations of particular
quantities (variance in the case of the normal distribution, coefficient of variation in the case of the
gamma distribution, etc), it is natural and important to ask the inverse question: What if we know
that, for instance, the coefficient of variation is conserved with time. Does it imply that the initial
distribution must be a gamma distribution?
To answer this question consider again the key relation (1.7). From this relation we obtain that
Et[ω] =
d
dλ
M(t, λ)
∣∣∣∣
λ=0
=
d
dλM(0, λ)|λ=q(t)
M(0, q(t))
,
Vart[ω] =
d2
dλ2
M(t, λ)
∣∣∣∣
λ=0
− (Et[ω])2 =
d2
dλ2M(0, λ)|λ=q(t)
M(0, q(t))
−
(
d
dλM(0, λ)|λ=q(t)
M(0, q(t))
)2
,
(2.1)
and so on.
To simplify the notation, let us introduce the functionm(q) = M(0, q) that depends on the auxiliary
variable q, which we consider to be an internal time of our systems (the internal time for the models
in the form (1.5) was introduced in [17], where an extended discussion of this concept is given).
First we consider the dynamics of the mean Eq[ω] = µ(q), which, according to the first equation
in (2.1), turns into the first order ODE
m′(q)
m(q)
= µ(q) (2.2)
with the initial condition m(0) = 1. In particular, we immediately obtain that if the dynamics of the
mean is given by a linear function of q: µ(q) = 2σ2q + µ then the initial distribution must be normal,
because in this case we have m(q) = e2σ
2q+µ, which is the mgf of the normal distribution. Similarly,
assuming that µ(q) = µeq implies the initial Poissonian distribution with the mgf M0(q) = e
µ(exp(q)−1).
Furthermore, assuming that µ(q) = η+k(ν− q)−1 implies m(q) = exp(ηq) (1− qν )−k and hence initial
gamma distribution with parameters η, ν, k; for the special case η = 0, k = 1 we get the initial
exponential distribution with mean 1/ν. The list of possible distributions can be readily extended.
As a final remark about the ODE (2.2), we note that µ(q) = const = E implies m(q) = eEq,
which is formally the mgf of the delta-function concentrated at the point ω = E. This implies that
within the framework of model (1.5) assumption on the constant mean of the parameter distribution
is equivalent to the assumption that the population is homogeneous.
Now we turn to the second equation in (2.1). Te expression for the variance σ2(q) = Varq[ω] can
be written as
m′′(q)
m(q)
−
(
m′(q)
m(q)
)2
= σ2(q), (2.3)
where the derivatives are taken with respect to q. Equation (2.3) is an ODE with the natural initial
conditions
m(0) = 1, m′(0) = Et[ω] = µ, (2.4)
which can be readily solved as
m(q) = exp
{∫ q
0
∫ s
0
σ2(τ) dτ ds+ µq
}
.
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The last expression gives us a family of mgf depending on the behavior of the variance of the distri-
bution of the parameter at the internal time moment q. In particular, if one assumes that σ2(q) = σ2
is a constant then
m(q) = exp
{
σ2
q2
2
+ µq
}
,
which is exactly the mgf of the normal distribution.
Similarly, one can assume that in equation (2.3) the coefficient of variation is conserved, and hence
the ODE takes the form
m′′(q)
m(q)
−
(
m′(q)
m(q)
)2
=
(
m′(q)
m(q)
)2
CV
2, (2.5)
or, in terms of the parameters k, ν
m′′(q)
m(q)
−
(
m′(q)
m(q)
)2
=
(
m′(q)
m(q)
)2 1
k
m(0) = 1, m′(0) =
k
ν
.
The solution to the last initial value problem is
m(q) =
(
1− q
ν
)−k
,
which is the mgf of the gamma distribution with parameters k, ν. Therefore we have proved
Proposition 2.1. Let (1.5) be the mathematical model of the dynamics of a heterogeneous population
and assume that the variance of the parameter distribution does not change with time. Then the initial
(and at any time moment t) distribution of the parameter must be normal.
Let (1.5) be the mathematical model of the dynamics of a heterogeneous population and assume
that the coefficient of variation of the parameter distribution does not change with time. Then the
initial (and at any time moment t for which the model is defined) distribution of the parameter must
be a gamma distribution.
We emphasize that taken together Propositions 1.1 and 2.1 show that within the framework of the
heterogeneous populations with parametric heterogeneity the assumption on the initial distribution
to be a normal one (a gamma distribution) is equivalent to assuming that the variance (respectively,
the coefficient of variation) of the given trait distribution that evolves in time is constant.
Remark 2.2. It is interesting (and intriguing) to remark that prescription of the initial variance σ2
implies the normal distribution in the settings of the maximum entropy models [11]. To obtain a
gamma-distribution in the same framework requires fixing both the arithmetic and geometric means
for the distribution.
Remark 2.3. The list of ODE that produce mgf for some specific conditions can be easily extended.
We included a few more examples in Appendix.
3 Dynamics of the variance
In this section we start with a more general mathematical model of the form
∂n
∂t
(t, ω) = n(t, ω)F (ω,v), (3.1)
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where F is a given function, and other notation as in (1.5). The variance of the parameter distribution
at any time moment is equal, by definition, to
σ2(t) = Vart[ω] = Et
[
(ω − Et[ω])2
]
.
The differential equation for the evolution of the variance directly follows from the Price equation
(e.g., [24])
d
dt
E[zt] = Cov[zt, F ] + E
[
dzt
dt
]
,
where zt is a given trait value at the time t. Taking zt = σ
2(t) we obtain
Proposition 3.1. Within the framework of mathematical model (3.1)
dσ2(t)
dt
= Cov[F, (ω − Et[ω])2].
Proof. Indeed,
dσ2(t)
dt
=
dEt[(ω − Et[ω])2]
dt
= Cov[F, (ω − Et[ω])2]− 2Et
[
(ω − Et[ω]) dEt[ω]
dt
]
.
Since
Et
[
(ω − Et[ω]) dEt[ω]
dt
]
=
dEt[ω]
dt
Et[ω − Et[ω]] = 0,
we obtain the desired result. 
More can be said in the case of model (1.5). Indeed, in this case we have
Cov[f(v) + ωg(v), (ω − Et[ω])2] = g(v)Cov[ω, (ω − Et[ω])2]
= g(v)
(
Et
[
ω(ω − Et[ω])2
]− Et[ω]Et [(ω − Et[ω])2])
= g(v)
(
Et
[
(ω − Et[ω])(ω − Et[ω])2
]− Et[ω]Et [(ω − Et[ω])2])
= g(v)
(
Et
[
(ω − Et[ω])3
])
,
and hence we have proved
Proposition 3.2. Within the framework of model (1.5)
dσ2(t)
dt
= g(v)µ3(t),
where µ3(t) = Et
[
(ω − Et[ω])3
]
is the third central moment of the parameter distribution at time t.
Corollary 3.3. Let the parameter distribution p(t, ω) in the model (1.5) be symmetric at any time t.
Then this distribution is normal.
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Figure 3.1: Possible time dependent evolutions of the variance in the model (1.1). (1) is the initial
normal distribution; (2) is the initial exponential distribution, and (3) the initial truncated on the
interval [0, 5] exponential distribution.
Indeed, since we assumed that µ3(t) = 0 then by Proposition 3.2 the variance does not change with
time, and hence by Proposition 2.1 the only distribution that satisfies this condition is the normal
one. See also Appendix for a different proof of the same result.
We emphasize that the dynamics of the variance within the framework of considered mathematical
models depends critically on the initial distribution. Let us illustrate it further using the simplest
heterogeneous model (1.1) for which the internal time q(t) coincides with the system time t. We already
showed that the initial normal distribution implies constant in time variance. In contrast, assuming
that the initial distribution is exponential with the initial mean E0[ω] = 1/T for some constant T the
key relation (1.7) implies that the distribution will be exponential for any time moment t < T with
the mean Et[ω] =
1
T−t and the variance σ
2(t) = 1
(T−t)2
. Now we see that as t→ T the variance tends
to infinity.
Finally, together with the model (1.1) one can consider a truncated exponential distribution (see
Proposition 1.2) on the interval [0, b] (or any distribution concentrated on a compact interval). Then
according to the equation that holds for the model (1.1)
dEt[ω]
dt
= σ2(t),
which is a version of Fisher’s fundamental theorem of natural selection (e.g., [24]), the mean value
Et[ω] increases until the population stops being heterogeneous; it means that the distribution in the
course of time will concentrate at the point b and hence the variance will vanish.
To reiterate, the dynamics of the variance (and all other statistical characteristics of the population)
depend in an essential way on the initial distribution: even arbitrarily small value of the variance at
the initial time moment cannot guarantee that it will not increase indefinitely, and even arbitrarily
large initial variance may eventually vanish, we illustrate this fact in Figure 3.1.
The last observation becomes especially important in many models of quantitative genetics, which
often take the form (1.5), and in many of which it is assumed that the variance is fixed (e.g., [6]). It
should be kept in mind that, according to Proposition 2.1, the only situation that is being modeled
in this case is the initial normal distribution.
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4 Gypsy moth problem
As an another example of the utility of the key theoretical relation (1.7) consider a general mathe-
matical model that accounts for host heterogeneity among individual gypsy moth larva with respect
to susceptibility to the virus. This model was treated in a series of papers by Greg Dwyer and
his co-authors [7, 8, 9, 10]. These papers combined accurate mathematical modeling, laboratory
dose-response experiments, field transmission experiments, and observations of naturally occurring
populations. In the initial works it was concluded that “a model incorporating host heterogeneity in
susceptibility to the virus gives a much better fit to data on virus dynamics [...] than does a classical
model”[9] and “our experimental estimates of virus transmission rates and levels of heterogeneity in
susceptibility in gypsy moth populations give model dynamics that closely approximate the dynam-
ics of real gypsy moth populations”[8]. However, in a more recent work [10] the original model was
replaced with an alternative one, because it was found that “Our data show that heterogeneity in
infection risk in this insect is so high that it leads to a stable equilibrium in the models, which is in-
consistent with the outbreaks seen in North American gypsy moth populations”[10]. In more technical
terms, it was observed that highly heterogeneous populations (for which the coefficient of variation
CV is bigger than one) exhibit oscillations with large amplitudes, whereas the mathematical model
was able to produce such behaviors only for CV < 1. In this section we show that the conclusion to
refute the initial mathematical model was based on a small omission in the original analysis to ignore
the key relation (1.7).
4.1 Mathematical model
We mostly follow the notation from [8] with several minor changes. Let s(t, ω) be the density of
susceptible hosts having the susceptibility that is characterized by the parameter value ω. Therefore,
s(0, ω) defines the initial distribution of susceptibility before the disease starts, and S(t) =
∫
Ω s(t, ω) dω
is the total density of the host population at time t. Let P (t) be the density of infectious cadavers
at t, τ be the time between infection and death, and µ be the breakdown rate of the cadavers on the
foliage. Then the mathematical model takes the form
∂s
∂t
(t, ω) = −ωs(t, ω)P (t),
dP
dt
(t) = P (t− τ)
∫
Ω
ωs(t− τ, ω) dω − µP (t),
(4.1)
where Ω is the set of admissible values of ω, e.g., Ω = [0,∞). The initial conditions are
s(0, ω) = s0(ω) = S0p0(ω) = S0p(0, ω),
P (0) = P0,
(4.2)
where S0 = S(0) is the total initial density of the host population, and p0(ω) is the initial distribution
of the parameter ω in the host population (such that
∫
Ω p0(ω)dω = 1 and p0(ω) ≥ 0 when ω ∈ Ω).
Note that model (4.1), (4.2) is a straightforward generalization of model (1.5), (1.2).
Inasmuch as of the most interest is the final epidemic size x (i.e., the proportion of the population
that gets infected during the epidemics), it is possible to allow the time to go to infinity to obtain a
transcendental equation for x in terms of the initial conditions and model parameters. Instead of this
approach, that was used by Dwyer et al, we will show some intermediate steps.
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First, integration of the first equation in (4.1) with respect to ω implies
dS
dt
(t) = −Et[ω]S(t)P (t),
dP
dt
(t) = Et−τ [ω]S(t− τ)P (t− τ)− µP (t),
(4.3)
where, as before,
Et[ω] =
∫
Ω
ωp(t, ω) dω,
is the current mean of the distribution of ω in the host population at the moment t. It is not constant,
but a function of time (intuitively, it must decrease, since the infection washes out first those who
have initially higher values of ω). As we discussed in Section 1, we have
Et[ω] =
d
dλ
logM(0, λ)|λ=q(t) , (4.4)
where q(t) solves
dq
dt
(t) = −P (t), (4.5)
with the initial condition q(0) = 0. Therefore, instead of two equations in (4.1) we end up with
three ODE (4.3), (4.4), (4.5), which are equivalent to formally infinite dimensional system (4.1).
Furthermore, it can be shown that (4.3), (4.4), (4.5) are equivalent to
dS
dt
(t) = −h(S(t))P (t),
dP
dt
(t) = h(S(t− τ))P (t − τ)− µP (t),
(4.6)
where function h(S) is given by (M−1 is the inverse function to M)
h(S) = S0
d
dλ
M
−1(0, λ)|λ=S(t)/S0 .
More details can be found in [22]. We remark that no special assumption was made so far about the
initial susceptibility distribution.
Now assume that the initial distribution is a gamma distribution with parameters ν and k. We
can find explicitly that for the initial gamma distribution system (4.1) takes the form
dS
dt
(t) = −k
ν
(
S(t)
S0
)1/k
S(t)P (t),
dP
dt
(t) =
k
ν
(
S(t− τ)
S0
)1/k
S(t− τ)P (t− τ)− µP (t),
(4.7)
which coincides with equations (3)-(4) in [10], obtained by a different means.
In [8] it was stated that “Our results, however, can also be derived without this assumption”, where
by “assumption” the initial gamma distributions is meant. In particular, what was used “instead” of
the initial assumption of the gamma distribution is an “alternative” assumption on the conservation
of the coefficient of variation. Proposition 2.1 shows these two assumptions are equivalent and hence,
not surprisingly, lead to the same system of equations. Therefore, instead of a general situation, a
very particular mathematical model was analyzed.
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4.2 Toy example
Here we give an example of a population with the initial coefficient of variation CV > 1, which exhibits
stable oscillations.
For the following we will need the equation for the final epidemic size x
1− x = M
(
0,−S0x+ P0
µ
)
,
which can be obtained directly from (4.7).
Consider a general family of distributions, defined by its moment generating function
M(0, λ) = exp
[
−ρ
(
1−
(
α
α− λ
)ν)]
with parameters α > 0, ν > −1, νρ > 0. This is the co-called variance function distributions [2]. We
find, using (1.7), that
Et[ω] = ρ
(
α
α− q(t)
)ν ν
α− q(t) , Vart[ω] = Et[ω]
ν + 1
α− q(t) .
Therefore, to guarantee that the coefficient of variation decreases with time, we should take ν < 0, ρ <
0. For example, parameters ρ = −3, ν = −0.2, α = 0.6 imply that E0[ω] = 1, CV(0) = 1.1547 > 1,
and both the mean and the coefficient of variation will decrease with time.
To produce population dynamics, we, following [10], consider the system
Nt+1 = λNt(1− xt),
Zt+1 = φNtxt + γZt,
where Nt and Zt are the initial host and pathogen densities in generation t, such that every time in
the final epidemic size equation we take S0 = Nt, P0 = Zt, xt is the final epidemic size for the year t,
λ, φ, γ are the model specific parameters, which we take λ = 5.5, φ = 35, γ = 0 to coincide with the
values used to produce Fig. 1 in [10].
The result of our simulations is given in Fig. 4.1. We note that despite the fact that the initial
coefficient of variation is above 1 (the population is highly heterogeneous), we still observe stable
oscillations of large amplitude. This is in contrast with Fig. 1B in [10], where a stable equilibrium for
the model with CV > 1 is shown. Therefore, in general, the conclusion from [10] that the model with
the constant infection risk cannot produce the sustained oscillations if CV > 1 should be replaced with
the conclusion that the model with the constant infection risk and the initial gamma distribution of
susceptibility cannot produce the sustained oscillations if CV > 1. Moreover, clear understanding of
the implications of the key relation (1.7) allows us producing a mathematical model with the high
initial coefficient of variation and stable oscillations.
5 Concluding words
In this text we discussed the evolution of distributions in special and yet very flexible mathematical
models with parametric heterogeneity of the form (1.5) (and its possible direct generalizations, such
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Figure 4.1: Dynamics of the insect-pathogen models with the initial coefficient of variation exceeding
1. For the details and parameter values see the text.
as considered in Section 4 model with delay). We found that fixing the functional form of our models
implies quite severe restrictions on the possible time-dependent evolution of the trait distributions
under study. For instance a simple and quite reasonable for many situations assumption on the
constant time independent variance turns out to be equivalent to the assumption on the initial normal
distribution. Analogously, fixing the coefficient of variation is equivalent to fixing the initial (and
for any future time moment) distribution as gamma distribution. The crucial tool in deriving such
observations turned out to be the key relation (1.7), which is also well known in the frailty theory
[1, 2]. One of the important conclusions is that fixing the initial probability distribution can result in
very different time dependent behavior of system’s characteristics, as we illustrated in Section 3 by
considering the evolution of the variance. Moreover, such an assumption, as we show in Section 4,
may also lead to important omissions in the model analysis and hence incorrect conclusions.
More importantly, however, is that a clear understanding of the mutual relation of the trait distri-
butions and evolution of parameters (such as mean, variance, etc) allows devising efficient statistical
procedures to test the data against our mathematical models. The statistical tests for the heteroge-
neous models of the form (1.5) only start to appear (one theoretical paper is [26]). It is clear, however,
that the analysis presented in this note implies that for a reliable conclusion the data on the trait
distributions must be collected at several (two or more) time moments. Only in this case instead of
testing usually quite approximate data against an exact hypothesis of parameter distribution (recall
from Section 3 that we do need the exact distribution the determine the dynamics, no finite number
of moments is enough), one can test whether, e.g., the variance (or coefficient of variation) does not
change with time, and the analytical results collected in the present paper will make the conclusion
on the exact form of the underlying distribution automatic.
11
6 Appendix
In Appendix we collect a few more examples of specific ODE that yield as their solutions various mgf.
Let
µn(q) = Eq[(w − Eq[w])n]
be the n-th central moment of a distribution. Then for each prescribed µn(q) equality (1.7) yields a
differential equation. For n = 2 this equation is given by (2.3). Consider the case n = 3. Then, using
the notation introduced in Section 2, we have
m′′′(q)
m(q)
− 3m
′′(q)
m(q)
m′(q)
m(q)
+ 3
(
m′(q)
m(q)
)3
= µ3(q) .
If we rewrite this equation in terms of the variable
z(q) =
m′(q)
m(q)
,
then it takes a very simple form
z′′(q) = µ3(q),
which can be easily integrated for each particular µ3(q). For instance, if µ3(q) = C is a constant in
internal time q, and using the natural initial conditions
m(0) = 1, m′(0) = µ, m′′(0) = σ2 + µ2,
we obtain
m(q) = exp
(
Cq3
6
+
σ2q2
2
+ µq
)
,
which gives exactly the mgf of the normal distribution for C = 0, as it is shown in a different way in
Section 3.
For the fourth and fifth central moments the ODE in terms of z takes the form, respectively,
z′′′ + 3(z′)2 = µ4,
z(4) + 10z′′z′ = µ5,
whose general solutions can be written in term of the Weierstrass zeta functions.
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