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RIGIDITY OF MEASURES ON THE TORUS: SMOOTH STABILIZERS AND
ENTROPY
AARON W. BROWN
Abstract. For a nonlinear Anosov diffeomorphism a of the 2-torus, we present examples of mea-
sures so that the group of µ-preserving diffeomorphisms is, up to zero-entropy transformations,
cyclic. For families of equilibrium states µ, we strengthen this to show that the group of µ-preserving
diffeomorphism is virtually cyclic.
1. Introduction and statement of results
A common problem in the theory of dynamical systems is the following:
Given a group action on a metric space, find, classify, and study the properties of
invariant Borel probability measures.
In the case that X is compact and the group is generated by a homeomorphism f : X → X, the
Krylov-Bogolyubov theorem guarantees the existence of at least one invariant Borel probability
measure. For Z- or R-actions on manifolds generated by Axiom A diffeomorphisms or flows, there
are many mutually singular, invariant Borel probability measures. Indeed, for every cohomology
class of a Ho¨lder continuous function φ : X → R there exists a distinct invariant Borel probability
measure, called the equilibrium state for φ. (See [4] and below for background in equilibrium
states.)
In contrast, there are many well studied situations in which there are relatively few invariant
measures. For instance, Rudolph showed in [17] that the only Borel measure on S1 ergodic under
the semigroup action generated by z 7→ z2 and z 7→ z3, and such that each 1-parameter sub-action
has positive entropy, is the Lebesgue measure. Generalizations of Rudolph’s result to algebraic
actions by higher rank abelian groups and semi-groups have been studied, for instance, in [5] and
[6].
In this article we consider a related but far less studied problem:
Given a manifold equipped with a Borel probability measure µ, classify—or find
non-trivial constraints on—the group of µ-preserving diffeomorphisms.
For two extreme cases the group of µ-preserving diffeomorphisms is in some sense too large to admit
interesting constraints. On one extreme, if µ is a volume the group of µ-preserving diffeomorphisms
is an infinite dimensional manifold. On the other extreme, if µ is a supported on a finite number of
points, the group of µ-preserving diffeomorphisms is a finite-codimensional manifold in the space
of all diffeomorphisms of M . Thus a natural class of measures in which to first consider the above
problem is the class of singular measures with full support. In the present article we restrict
ourselves to large families of such measures on the 2-torus.
1.1. Notation and definitions. Consider a compact C∞ manifold M and {µi} a collection of
Borel probability measure on M . For r ≥ 1 we write Diffr(M ; {µi}) for the group of C
r diffeo-
morphisms f : M →M such that f∗µi = µi for all i. For {Fi} a family of foliations on M we write
Diffr(M ; {Fi}) for the group of C
r diffeomorphisms preserving each foliation Fi.
We identify the torus Tk in the standard way with the quotient Rk/Zk. For A ∈ GL(k,Z) we
write LA : T
k → Tk for the induced toral automorphism.
1
2 AARON W. BROWN
Recall that a diffeomorphism of a compact manifold f : M → M is called Anosov if, for any
Riemannian metric, there are constants C > 0, 0 < κ < 1 and a continuous Df -invariant splitting
of the tangent bundle TxM = E
s(x)⊕ Eu(x) so that for every x ∈M and n ∈ N
‖Dfnx v‖ ≤ Cκ
n‖v‖, for v ∈ Es(x)
‖Df−nx v‖ ≤ Cκ
n‖v‖, for v ∈ Eu(x).
It is well known that for any Anosov diffeomorphism f of the torus Tk, there exists a hyperbolic
linear map A ∈ GL(k,Z) and h : Tk → Tk with
h ◦ f ◦ h−1 = LA
where h and h−1 are Ho¨lder continuous. A similar result holds if we replace Tk with any compact
nil-manifold, where A is replaced with a corresponding nil-automorphism (see [10]).
For f : X → X a homeomorphism of a compact metric space and φ : X → R a continuous func-
tion, we say an f -invariant measure µ is an equilibrium state for φ (with respect to f) if µ maximizes
the expression
hµ(f) +
∫
φ dµ
over all f -invariant measures. Here hµ(f) denotes the measure theoretic entropy of f with respect
to µ. (See, for example, [7] for the definition and properties of hµ(f).) For f Anosov and φ Ho¨lder
continuous, there exists a unique equilibrium state µφ. It is well known that the equilibrium state
for a Ho¨lder continuous function with respect to an Anosov diffeomorphism (or more generally, a
basic set for an Axiom A diffeomorphism) is ergodic, has full support, and has positive entropy.
In addition the equilibrium state µφ possesses a local product structure, which we will describe
formally in Theorem 9(e) below. We refer to [4] for background on equilibrium states in the
uniformly hyperbolic setting.
For an Anosov diffeomorphism f , there are three ‘natural’ equilibrium states:
• the forwards SRB measure, the equilibrium state for
φu := − log
(
det
(
Df↾Eu
))
;
• the backwards SRB measure, the equilibrium state for
φs := − log
(
det
(
Df−1↾Es
))
;
• the measure of maximal entropy, the equilibrium state for φ ≡ 0.
We note that in the case that f is algebraic all three measures coincide. When f is volume
preserving, the forwards and backwards SRB measures coincide.
1.2. Statement of results. To state the results, fix θ ∈ (1,∞] and a (non-linear) Cθ Anosov
diffeomorphism
a : T2 → T2.
(Recall that a diffeomorphism is said to be of class Ck+α for k ∈ N and α ∈ (0, 1) if its derivatives
of order k exist and are Ho¨lder continuous with exponent at least α.) For σ ∈ {s, u} and v ∈
Eσ(x)r {0} define the functions
λσ(x) := lim
n→±∞
1
n
log(‖Danxv‖). (1)
By Oseledec’s Theorem [11] there is a set Λ ⊂ T2, with µ(Λ) = 1 for any a-invariant Borel
probability measure µ, so that for every x ∈ Λ the limits in (1) exist. In the case when µ is
a-ergodic the functions λu(·) and λs(·) are constant µ-a.e. whence we write λuµ and λ
s
µ for these
constants.
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Theorem 1. Let µ be an a-ergodic measure on T2 with hµ(a) > 0 and full support. If µ satisfies
λuµ 6= −λ
s
µ
then for r > 1, then
(1) the set of zero-entropy diffeomorphisms N = {g ∈ Diffr(T2;µ) | hµ(g) = 0} is a normal
subgroup of Diffr(T2;µ);
(2) there is a natural isomorphism Diffr(T2;µ)/N ∼= Z whenever Diffr(T2;µ) 6= N .
In particular, the entropy of µ is quantized in the sense that
inf{hµ(g) | g ∈ Diff
r(M ;µ) and hµ(g) > 0} > 0.
Note that the group Diffr(T2;µ) 6= N whenever r ≤ θ as a ∈ Diffr(T2;µ).
For a smaller class of measures, we are able to give a more precise description of the group
Diffr(T2;µ).
Theorem 2. Let µ be an equilibrium state for a Ho¨lder continuous potential (with respect to a) that
is neither the measure of maximal entropy, nor the forwards or backwards SRB measures. Assume
in addition that
λuµ + λ
s
µ 6= 0.
Then for any r ≥ 1 there is an m ∈ N so that the cyclic subgroup generated by am : T2 → T2 has
finite index in Diffr(T2;µ). In particular, Diffr(T2;µ) is either finite or virtually infinite cyclic.
Recall that a group G is called virtually infinite cyclic if there is a finite index subgroup G′ ⊂ G
with G′ ∼= Z. We note that for r ≤ θ, we can take m = 1 in the conclusion of Theorem 2. Note
however that we do not rule out the possibility that m = 0; that is, in the case that there are no
infinite order elements in Diffr(T2;µ) when r > θ.
Using similar arguments we obtain the following.
Theorem 2’. Let µ, ν be two a-invariant, ergodic Borel probability measures with full support.
Assume hµ(a) > 0, hν(a) > 0, and
λuν + λ
s
ν < 0 < λ
u
µ + λ
s
µ.
Then for any r ≥ 1 there is an m ∈ N so that the cyclic subgroup generated by am : T2 → T2 has
finite index in Diffr(T2; {ν, µ}). In particular, Diffr(T2; {ν, µ}) is either finite or virtually infinite
cyclic.
We emphasize that Theorem 2 holds for r = 1, where as Theorem 1 requires the additional
hypothesis that r > 1. The hypothesis in all our theorems that λuµ 6= −λ
s
µ forces the dynamics
a : T2 → T2 to be non-linear and the measure µ to be singular with respect to the Riemannian
volume.
2. Preliminaries
We begin with some basic properties of Anosov diffeomorphisms followed by background in the
theory of non-uniform hyperbolicity. For more background and proofs, we refer the reader to [7] in
the Anosov and uniformly hyperbolic setting, and to [2] in the non-uniform setting.
2.1. Anosov diffeomorphisms of T2. It is well known that the only surface supporting an Anosov
diffeomorphism is the torus T2. Fix f : T2 → T2 a C1+α (α ∈ (0, 1)) Anosov diffeomorphism. Then
for every x ∈ T2 there are C1+α injectively immersed curves W s(x) and W u(x), called the stable
and unstable manifolds, satisfying
W s(x) := {y ∈ T2 | d(fn(x), fn(y))→ 0 as n→∞};
W u(x) := {y ∈ T2 | d(f−n(x), f−n(y))→ 0 as n→∞}.
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For sufficiently small ε we also have that the sets
W sε (x) := {y ∈ T
2 | d(fn(x), fn(y)) ≤ ε as n→∞};
W uε (x) := {y ∈ T
2 | d(f−n(x), f−n(y)) ≤ ε as n→∞},
called the local stable and unstable manifolds, are C1+α-embedded curves.
Recall that a d-dimensional Cr,k foliation F of an n-manifoldM is a partition ofM by immersed
submanifolds {F(x)}x∈M , and a cover by open sets {Uβ} such that
(1) the connected component of F(x) ∩ Uβ containing x, which we denote by FUβ(x), is a
Cr-embedded copy of Rd for every x ∈ Uβ and all β;
(2) there are coordinate maps
φβ : R
d × Rn−d → Uβ
such that
φβ : R
d × {y} = FUβ (φβ(0, y));
(3) on the intersection Uβ ∩ Uα the transition maps
φ−1β ◦ φα : φ
−1
α (Uα) ⊂ R
n → Rn
are Ck.
Here F(x) is called the leaf through x, FUβ (x) is called the local leaf through x, and Uβ is called
a foliation chart. In general, given a foliation F of M and an open set V ⊂ M we denote by FV
the local foliation of V whose leaf through x is the connected component of F(x)∩V containing x.
For f an Anosov diffeomorphism, the partitions of T2 by stable and unstable manifolds induce
foliations Fs and Fu. When working with the foliations Fs and Fu we write W σV (x) for the leaf of
FσV through x. By a C
r bifoliation chart for the foliations Fs and Fu we mean an open set V ⊂ T2
and a Cr diffeomorphism
φ : R× R→ V
with
φ : {x} × R 7→W sV (φ(x, 0)) and φ : R× {y} 7→W
u
V (φ(0, y)).
In higher dimensions one needs to be careful about the regularity of the foliations Fu and Fs:
typically each foliation is at best C1+α,Ho¨lder. However, in our setting the low ambient dimension
guarantees stronger regularity. The following is well known. (See, for example, [13] and [15,
Theorem 6.1]; note that we need the hypothesis that the dynamics is at least C1+α.)
Proposition 3. Let f : T2 → T2 be a C1+α Anosov diffeomorphism. Then the unstable and stable
foliations Fu and Fs are C1+α,1+α
′
for some α′.
For U a foliation chart for Fu and embedded curves D,D′ ⊂ U with D and D′ transverse to
each of the local leaves {W uU (x)}x∈U , we define the unstable holonomy maps
huD,D′ : G ⊂ D → D
′
by
huD,D′ : z 7→ D
′ ∩W uU (z)
when defined. As a consequence of Proposition 3 we obtain that the unstable holonomy maps hD,D′
are C1+α
′
; in particular they are bi-Lipschitz. Stable holonomy maps are defined similarly and are
also bi-Lipschitz.
2.2. Lyapunov exponents. Let f : M →M be a C1+α diffeomorphism of a Riemannian manifold.
We recall that there is a Borel subset Λ ⊂M , called the set of regular points, Borel functions r(x),
and
λ0(x) < λ1(x) < · · · < λr(x)(x)
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on Λ, and a decomposition of the tangent space
TxM =
⊕
0≤j≤r(x)
Ej(x)
over Λ so that (among other properties) for x ∈ Λ and v ∈ Ej(x)r {0}
λj(x) := lim
n→±∞
1
n
log (‖Dfnx (v)‖) .
For x ∈ Λ, the numbers {λi(x)} are called the Lyapunov exponents at x and the subspaces E
j(x)
are called the Lyapunov subspaces at x. By Oseledec’s Theorem [11], for any f -invariant Borel
probability measure µ we have that µ(Λ) = 1, and the splitting TxM = ⊕0≤j≤r(x)E
j(x) depends
µ-measurably on the point x.
By [12], for every x ∈ Λ and 0 ≤ i ≤ r(x) with λi(x) > 0 there is a C
1+α injectively immersed(∑
λj(x)≥λi(x)
dimEj(x)
)
-dimensional open manifold W˜ i(x) defined by
W˜ i(x) :=
{
y ∈M | lim inf
n→∞
−
1
n
log(d(f−n(y), f−n(x))) ≥ λi(x)
}
with
TxW˜
i(x) =
⊕
λj(x)≥λi(x)
Ej(x)
called the ith unstable Pesin manifold at x. Similarly defined stable Pesin manifolds W˜ i(x) exist
for x ∈ Λ with λi(x) < 0.
WhenM = T2 and f is Anosov, for any regular point x we have r(x) = 1 and λ0(x) < 0 < λ1(x).
In this context and write λs = λ0 and λ
u = λ1 as in (1) for the stable and unstable Lyapunov
exponents. Clearly in this context, for any regular point x ∈ T2 we have W˜ 1(x) ⊂ W u(x) and
W˜ 0(x) ⊂W s(x).
2.3. Conditional measures. Recall (see, for example, [16]) that given a measurable partition ξ of
Lebesgue space (X,µ) one may find a collection of measures {µ˜ξx}x∈X , called a family of conditional
probability measures, such that
(1) µ˜ξx = µ˜
ξ
y for y ∈ ξ(x);
(2) µ˜ξx(ξ(x)) = 1 and µ˜
ξ
x(X r ξ(x)) = 0 for µ-a.e. x;
(3) for measurable subsets A ⊂ X the functions x 7→ µ˜ξx(A) are measurable and
µ(A) =
∫
X
µ˜ξx(A) dµ(x);
(4) any other collection of measures satisfying (1)-(3) is equivalent to {µ˜ξx}x∈X on a set of full
measure.
We need the following straightforward observation.
Claim 4. Let (X,µ) be a Lebesgue space, ξ a measurable partition, and g : X → X an invertible
measure preserving transformation. Let {µ˜ξx} and {µ˜
g(ξ)
x } be families of conditional probability
measures for the partitions ξ and g(ξ). Then for µ-a.e. x
g∗(µ˜
ξ
x) = µ˜
g(ξ)
g(x).
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2.4. Pointwise dimension of measures. For X a metric space, and µ a locally finite Borel
measure, we define the upper and lower pointwise dimension functions
dim(µ, x) := lim sup
ε→0
log µ(B(x, ε))
log ε
dim(µ, x) := lim inf
ε→0
log µ(B(x, ε))
log ε
where B(x, ε) denotes the metric ball of radius ε at x and the pointwise dimension function
dim(µ, x) := lim
ε→0
log µ(B(x, ε))
log ε
whenever the limit is defined.
For a C1+α diffeomorphism f : M → M and an f -ergodic Borel probability measure µ on M ,
the functions r, λi, and dimE
i are a.e. constant. For an ergodic µ and an i with λi > 0, the
collection {W˜ i(x)}x∈Λ (and its measure zero complement) provides a partition of M . We say that
a measurable partition ξ is subordinate to {W˜ i(x)}x∈Λ if for µ-a.e. x we have ξ(x) ⊂ W˜
i(x) and
ξ(x) ∩ W˜ i(x) contains an open neighborhood of x in W˜ i(x). Let ξ be a measurable partition
subordinate to {W˜ i(x)}x∈Λ and let {µ˜
ξ
x}x∈M be a family of conditional probability measures. We
define measurable functions
δ
i
(x) := dim(µ˜ξx, x) := lim sup
ε→0
log µ˜ξx(B(x, ε))
log ε
δi(x) := dim(µ˜ξx, x) := lim inf
ε→0
log µ˜ξx(B(x, ε))
log ε
.
From [8] we have the equality
δ
i
(x) = δi(x)
at µ-almost every x; we define δi(x) to be this common value.
Since δi(·) is measurable, the assumption that µ is ergodic guarantees it is µ-a.e. constant. In
the case that µ is not ergodic, the functions δ
i
(x), δi(x), and δi(x) are still defined µ-a.e. by first
passing to an ergodic decomposition (see [8] for details).
We also define measurable functions for the stable and unstable dimension of the measure µ:
δu(x) = max{δi(x) | λi(x) > 0};
δs(x) = max{δi(x) | λi(x) < 0}.
A measure µ is said to be hyperbolic for f if λi(x) 6= 0 for µ-a.e regular point x and every 0 ≤ i ≤
r(x). From [3], we have that for an ergodic, hyperbolic measure
dim(µ) = δu + δs (2)
where dim(µ), δu, δs are the constant values attained µ-a.e. by the corresponding functions.
For x ∈ Λ we write u(x) := inf{0 ≤ j ≤ r(x) | λj(x) > 0}. We say a measure µ is a u-measure
if for any {W˜ u(x)(x)}-subordinate measurable partition ξ, and corresponding family of conditional
probability measures {µ˜ξx}, for µ-a.e. x the measure µ˜
ξ
x is absolutely continuous with respect to the
induced Riemannian volume on W˜ u(x)(x). This is equivalent to the property that for µ-a.e. x
δu(x) =
∑
j≥u(x)
dimEj(x).
We similarly define s-measures. We note that for f : M → M an Anosov diffeomorphism, the
forwards (resp. backwards) SRB measure is the unique u- (resp. s-) measure for f .
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We will rely on the following well known technical result relating the pointwise dimension of a
measure and the Hausdorff dimension of a set.
Proposition 5 (Proposition 2.1 of [18]). Let µ be a non-atomic, locally finite Borel measure on a
manifold and let µ(Λ) > 0. Suppose
δ ≤ lim inf
r→0
log(µ(B(x, r)))
log r
≤ lim sup
r→0
log(µ(B(x, r)))
log r
≤ δ
for every x ∈ Λ. Then
δ ≤ dimH(Λ) ≤ δ
where dimH denotes Hausdorff dimension.
We consider the behavior of the pointwise dimension of a measures under a bi-Lipschitz map.
Let ν and µ be two locally finite Borel measures on Rm with ν ≪ µ. Recall that for a measurable
set A ⊂ Rm, a point y is said to be a µ-density point of A if
lim
r→0
µ(B(y, r) ∩A)
µ(B(y, r))
= 1.
We say that y is a bounded (ν, µ)-density point if there is some N ∈ (0,∞) so that y is both a µ-
and ν-density point of the set {
x ∈ Rm |
1
N
≤
dν
dµ
(x) ≤ N
}
.
We note that ν ≪ µ implies ν-a.e. point is a bounded (ν, µ)-density point.
Proposition 6. Let µ and ν be locally finite Borel measures on Rm. Let g : Rm → Rm be a bi-
Lipschitz homeomorphism with g∗(µ) ≪ ν. Then for each bounded (g∗(µ), ν)-density point y we
have
(1) dim(ν, y) = dim(µ, g−1(y));
(2) dim(ν, y) = dim(µ, g−1(y)).
Proof. We write J(y) for the Radon-Nikodym Derivative J(y) :=
dg∗µ
dν
(y). For N ∈ N, we write
VN :=
{
y |
1
N
≤ J(y) ≤ N
}
. Consider the inequality
g∗µ(B(y, r))
ν(B(y, r))
=
∫
B(y,r) J(z) dν(z)
ν(B(y, r))
≥
1
N
ν(B(y, r) ∩ VN )
ν(B(y, r))
Since y is a ν-density point of VN for some N , we have that
g∗µ(B(y,r))
ν(B(y,r)) is bounded away from 0 as
r → 0.
Similarly we have
g∗µ(B(y, r))
ν(B(y, r))
= N
g∗µ(B(y, r))∫
B(y,r)N dν(z)
≤ N
g∗µ(B(y, r))∫
B(y,r)∩Vn
J(z) dν(z)
= N
g∗µ(B(y, r))
g∗µ(B(y, r) ∩ VN )
which implies g∗µ(B(y,r))
ν(B(y,r)) is bounded away from ∞ as r → 0 since y is a (g∗µ)-density point of VN
for some some N .
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In particular the expression
log
(
g∗µ(B(y, r))
ν(B(y, r))
)
is bounded above and below for all sufficiently small r > 0, hence
lim sup
r→0
log
(
g∗µ(B(y,r))
ν(B(y,r))
)
log r
= lim inf
r→0
log
(
g∗µ(B(y,r))
ν(B(y,r))
)
log r
= 0.
We thus have
dim(ν, y) := lim sup
r→0
log(ν(B(y, r)))
log r
= lim sup
r→0
log(ν(B(y, r)))
log r
+ lim sup
r→0
log
(
g∗µ(B(y,r))
ν(B(y,r))
)
log r
= lim sup
r→0
log(g∗µ(B(y, r)))
log r
and similarly
dim(ν, y) = lim inf
r→0
log(g∗µ(B(y, r)))
log r
.
Since g is assumed bi-Lipschitz, for each y we may find L,C > 0 so that d(y, z) < L implies
1
C
d(y, z) ≤ d(g−1(y), g−1(z)) ≤ Cd(y, z).
Thus for small enough r > 0 we have
log(µ(B(g−1(y), r
C
)))
log r
C
+ logC
≤
log(g∗µ(B(y, r)))
log r
≤
log(µ(B(g−1(y), Cr)))
log(Cr)− logC
. (3)
Applying the lim supr→0 and lim infr→0 operators to both sides of (3) yields the desired results. 
2.5. Dimension, entropy, and Lyapunov exponents. For x a regular point for a C1+α diffeo-
morphism, we define functions
γj(x) :=
{
δr(x)(x) j = r(x),
δj(x)− δj+1(x) u(x) < j < r(x).
We have the equality
hµ(f) =

∑
λj>0
γjλj µ ergodic,
∫ ∑
λj(x)>0
γj(x)λj(x) dµ(x) µ non-ergodic,
(4)
know as the Ledrappier-Young entropy formula. The formula (4) was proved in [18] for C2 surface
diffeomorphisms, and in [8] for general C2 diffeomorphisms. For a statement and proof in the C1+α
setting refer to [2].
3. Foliation rigidity
Let a : T2 → T2 be as in the introduction with Fs and Fu the stable and unstable foliations.
Before proving the main results we demonstrate mechanisms under which preservation of an a-
invariant measure forces the preservation of the dynamical foliations Fu and Fs.
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3.1. Rigidity of the slow foliation. Consider an a-ergodic measure µ with hµ(a) > 0 and
λuµ 6= −λ
s
µ. By the slow foliation we mean the foliation whose corresponding Lyapunov exponent is
smaller in absolute value. We show that, under the additional hypothesis that µ has full support,
any g ∈ Diffr(T2;µ) preserves the slow foliation. For simplicity we assume |λuµ| < |λ
s
µ|, and show g
preserves Fu.
Proposition 7. Let µ be an a- ergodic Borel probability measure with full support and hµ(a) > 0.
Suppose
λuµ + λ
s
µ < 0.
Then for all r ≥ 1 we have
Diffr(T2;µ) ⊂ Diffr(T2;Fu).
Proof. Let g ∈ Diffr(T2;µ). We write G = g(Fu). If G 6= Fu then there is some open set V ⊂ T2
such that
• V is a bifoliation chart for Fu and Fs;
• V is a foliation chart for G;
• for each x, y ∈ V the intersection GV (x) ∩ W
u
V (y) contains at most one point, and the
intersection is transverse.
For y ∈ V we identifyW sV (y) with the quotient space V/F
u
V . Define µˆ to be the quotient measure
on W sV (y) given by
µˆ(B) = µ
(
W uV (B)
)
and define the corresponding pointwise dimensions
δˆ+(y) = lim sup
r→0
log
(
µˆ(W sr (y))
)
log r
δˆ−(y) = lim inf
r→0
log
(
µˆ(W sr (y))
)
log r
.
Since the unstable holonomies are bi-Lipschitz, by Proposition 6 δˆ±(y) = δˆ±(z) for z ∈W uV (y).
By [8, Lemma 11.3.1] we have
δˆ−(y) + δu ≤ dim(µ, y)
for µ-a.e. y, whence, by (2) we conclude that
δˆ−(y) ≤ δs (5)
for µ-a.e. y.
Note the hypothesis λuµ + λ
s
µ < 0 implies by (4) that δ
u − δs > 0. Fix 0 < η < δu − δs. We write
{µ˜GV,y}y∈V for the conditional measures associated to the (measurable) partition of V by the leaves
of the local foliation GV . Note that by Claim 4, the fact that g is bi-Lipschitz, and Proposition 6,
we have dim(µ˜GV,y, y) = δ
u for a.e. y ∈ V . Define
ΓlR := {x ∈ V | l
−1rδ
u+η ≤ µ˜GV,x(B(x, r)) ≤ lr
δu−η for all 0 < r < R}
and fix l and R so that µ(ΓlR) > 0. On W
s
V (y) define a second quotient measure νˆ
l
R by
νˆlR(B) := µ(W
u
V (B) ∩ Γ
l
R).
Clearly νˆlR ≪ µˆ hence, by Proposition 6, for every x ∈ V and νˆ
l
R-a.e. y ∈ W
s
V (x) we have
dim(νˆlR, y) = δˆ
−(y).
Fix such a y. Using the uniform transversality of the local foliations GV and F
u
V and the fact
that the unstable holonomies are bi-Lipschitz, we may find a 1 > c > 0 so that
W uV (W
s
cr(y)) ⊂
⋃
z∈Wu
V
(y)
BG(z, r)
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for all sufficiently small r > 0. Here BG(z, r) denotes that metric ball of radius r at z in the
submanifold G(z). Hence
νˆlR(W
s
cr(y)) =
∫
V
µ˜GV,x
(
W uV (W
s
cr(y)) ∩ GV (x) ∩ Γ
l
R
)
dµ(x)
≤
∫
V
2lrδ
u−η dµ(x)
= Krδ
u−η.
for some K and all sufficiently small r > 0. We thus conclude that
dim(νˆlR, y) ≥ δ
u − η > δs
hence δˆ−(y) > δs on a set of positive measure contradicting (5). 
3.2. Rigidity of the fast foliation for equilibrium states. In the case that µ is an equilibrium
state, we are able to utilize the local product structure of µ and obtain a result stronger than
Proposition 7.
Proposition 8. Let µ be an equilibrium state for a Ho¨lder continuous potential on T2 (with respect
to the dynamics a). Suppose that µ is neither the forwards nor backwards SRB measure and satisfies
λuµ 6= −λ
s
µ.
Then
Diffr(T2;µ) ⊂ Diffr(T2; {Fs,Fu})
for all r ≥ 1.
3.2.1. Product structure of equilibrium states. Before we prove Proposition 8, we first recall some
facts about equilibrium states invariant under uniformly hyperbolic dynamics. Let Λ be a compact,
locally maximal, non-wandering, topologically transitive, hyperbolic set for a C1 diffeomorphism f
of a manifold (i.e. a basic set). (See, for example, [7] for relevant definitions.) Let φ : Λ→ R be a
Ho¨lder continuous function and µ be the associated equilibrium state.
Recall that Λ satisfies a local product structure; that is, there exist 0 < δ < ε with the property
that for all x, y ∈ Λ with d(x, y) ≤ 2δ the intersection
W uε (x) ∩W
s
ε (y)
contains exactly one point and
W uε (x) ∩W
s
ε (y) ⊂ Λ.
For such x, y we write
[x, y] :=W uε (x) ∩W
s
ε (y).
Given xs ∈W sδ (x) and x
u ∈W uδ (x) we define the local holonomies
hsx,xs : W
u
δ (x)→W
u
ε (x
s) hux,xu : W
s
δ (x)→W
s
ε (x
u)
hsx,xs : z 7→ [x
s, z] hux,xu : z 7→ [z, x
u].
The following theorem describes a local product structure for equilibrium states.
Theorem 9. Let µ be the equilibrium state associated to a Ho¨lder continuous function φ on Λ.
Then for each σ ∈ {s, u} there exists a family of measures {µσx}x∈Λ such that
a) the family {µσx}x∈M is uniquely determined up to scalar multiplication and µ
σ
x = µ
σ
y for
x ∈W σ(y);
b) µσx is supported on W
σ(x)∩Λ and µσx(U) > 0 for any non-empty open subset of W
σ(x)∩Λ;
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c) f∗µ
σ
x and µ
σ
f(x) are equivalent with
d(f∗µ
u
x)
dµu
f(x)
(f(y)) = e−φ(y)+P (φ) (6)
d(f∗µ
s
x)
dµs
f(x)
(f(y)) = eφ(f(y))−P (φ) (7)
for y ∈W σ(x), where P (·) denotes the pressure functional (defined, for example, in [7]);
d) for xs ∈W sδ (x) and x
u ∈W uδ (x) we have
dµuxs
d((hsx,xs)∗µ
u
x)
(·) = eω
u
x (·) (8)
dµsxu
d((hux,xu)∗µ
s
x)
(·) = eω
s
x(·) (9)
where
ωux(y) :=
∞∑
i=0
φ(f i([x, y])) − φ(f i(y)) (10)
ωsx(y) :=
∞∑
i=0
φ(f−i([y, x])) − φ(f−i(y)); (11)
e) after suitable normalization, on local charts [W sδ (x) ∩ Λ,W
u
δ (x) ∩ Λ] we have the product
decomposition
dµ(·) = eω
u
x (·)+ω
s
x(·)+φ(·) d(µux × µ
s
x)([x, ·], [·, x]); (12)
f) for any measurable partition ξ subordinate to Fu, up to normalizing constants, the family
{eω
s
x+φµux}
provides a family of conditional probability measures µ˜ξx.
Complete proofs of Theorem 9 are missing from the literature, but partial proofs and sketches
exist. We contribute another sketch here.
Proof sketch of Theorem 9. The existence of a family of measure satisfying (6)–(9) is derived in
[9]. See also [14, Proposition 2.3]. In fact the properties in Theorem 9(c) may be taken as defining
properties for the family of measures from which (8) and (9) are easily derived.
From (10) we derive the identity
exp(ωux(y)) = exp(ω
u
x([x
′, y])) exp(ωux′(y)).
By Theorem 9(d) we have
dµux′([x
′, ·]) = exp(ωux([x
′, ·]))dµux([x, ·])
hence we verify the expression on the right hand side of (12) is well defined; that is, the measure is
defined independent of the choice of base point x. Furthermore, by Theorem 9(c) one verifies that
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that the measure defined on the right hand side of (12) is invariant under f . Indeed we have
d(f∗µ)(f(y)) = e
ωux (y)+ω
s
x(y)+φ(y) d(µux × µ
s
x)([x, y], [y, x])
= eω
u
x (y)+ω
s
x(y)+φ(y) d(f∗(µ
u
x × µ
s
x))([f(x), f(y)], [f(y), f(x)])
= eω
u
x (y)+ω
s
x(y)+φ(y)e−φ([x,y])+φ(f([x,y])) d(µuf(x) × µ
s
f(x))([f(x), f(y)], [f(y), f(x)])
= e
ωu
f(x)
(f(y))+ωs
f(x)
(f(y))+φ(f(y))
d(µuf(x) × µ
s
f(x))([f(x), f(y)], [f(y), f(x)])
= dµ(f(y))
Theorem 9(f) then follows from (12). 
We note that the uniform hyperbolicity of f and the Ho¨lder continuity of φ ensures ωσx(y) is well
defined; furthermore we have that ωσx(y) is continuous in both arguments x and y.
By Claim 4 and Theorem 9(f), for a.e. x ∈ Λ we expect
f∗(e
ωsx+φµux) = Ke
ωs
f(x)
+φ◦f
µuf(x)
for some constant K. We check that K = eP (φ)+φ(f(x)) works. Note that even for x′ ∈ W u(x) ∩ Λ
the measures eω
s
x+φµux and e
ωs
x′
+φµux′ differ by the constant factor of e
ωsx(x
′), hence it is expected
that the rescaling K will depend on the point x.
3.2.2. Proof of Proposition 8. We return to the setting where Λ = T2, a is an Anosov diffeo-
morphism, and µ is assumed to be an equilibrium state for a Ho¨lder continuous potential φ. By
passing to a−1 if necessary we may assume that |λuµ| < |λ
s
µ| whence Proposition 7 implies that any
g ∈ Diffr(T2;µ) preserves Fu. We use the local product structure of µ to show that g preserves Fs
under the additional assumption that µ is not the forwards SRB measure.
Fix an r ≥ 1 and g ∈ Diffr(T2;µ). We write G = g(Fs). Using that the stable holonomies are
bi-Lipschitz and that the Radon-Nikodym Derivatives in Theorem 9(d) are bounded we obtain
dim(µux, x) = dim(µ
u
x′ , x
′)
for any x′ ∈W s(x), assuming dim(µux, x) is defined. That is, the set of points on which dim(µ
u
x, x)
is constant is Fs-saturated. We show this set of points is also G-saturated via the following claim.
Claim 10. Let g ∈ Diffr(T2;µ). Then for every x there exists K > 0 so that
d(g∗µ
u
g−1x
)
dµux
(y) = K
exp(ωsx(y)) + φ)
exp(ωs
g−1(x)
(g−1(y)) + φ(g−1(y)))
.
In particular, µux is equivalent to g∗µ
u
g−1x
with Radon-Nikodym derivative bounded away from 0 and
∞.
Proof. We continue to write G = g(Fs). Fixing an x ∈ T2 we may find a δ > 0 small enough so
that for the local chart
V = [W sδ (x),W
u
δ (x)]
and all y, z ∈ V the intersection GV (y) ∩ W
u
V (z) contains at most one point. Fix an open set
U ⊂W uδ (x) and let
T := GV (U).
For y ∈ V write Ty := T ∩W
u
V (y). See Figure 1.
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b
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x
y
U
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TyW uV (y)
W uδ (x)
W sδ (x)
G
Figure 1. The local chart V
Using the continuity the Radon-Nikodym derivatives in (8) and the fact that the measures µux
are non-atomic, we have that each of the maps
j1,U : y 7→
∫
Ty
exp(ωsy + φ) dµ
u
y ;
j2,U : y 7→
∫
Ty
exp(ωsg−1(y) ◦ g
−1 + φ ◦ g−1) dg∗(µ
u
g−1(y));
c1 : y 7→
∫
Wu
V
(y)
exp(ωsy + φ) dµ
u
y ;
c2 : y 7→
∫
Wu
V
(y)
exp(ωsg−1(y) ◦ g
−1 + φ ◦ g−1) dg∗(µ
u
g−1(y))
is a continuous map V → R; furthermore, c1 and c2 are bounded away from 0 and ∞. By Claim 4
and Theorem 9(f) the equality
j1,U (y)
c1(y)
=
j2,U (y)
c2(y)
(13)
holds for every y in a subset of V of full measure. The fact that the measure µ has full support
implies that (13) holds on a dense subset of V . We thus obtain
j2,U (y) =
c2(y)
c1(y)
j1,U (y)
for every y ∈ V since each of the functions j1,U , j2,U and
c2(y)
c1(y)
is continuous. Since the open set U
was arbitrary, this establishes the claim with K(x) =
c2(x)
c1(x)
. 
Note that the constant K(x) =
c2(x)
c1(x)
is independent of the choice of the local chart V due to
Theorem 9(f) and Claim 4.
To complete the proof of Proposition 8 we choose a measurable partition ξ, subordinate to
the foliation Fu, and comprised of half open curves. More precisely for each x ∈ T2 there is an
embedding
γx : [0, 1)→W
u(x)
with ξ(x) = γx
(
[0, 1)
)
. Call γx
(
(0, 1)
)
the interior of ξ(x) and γx(0) the endpoint of ξx. We may
additionally choose ξ so that the set of endpoints has measure zero.
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For the partition ξ, we fix the family of conditional measures {µ˜ξx} given by an appropriate
scaling of the family {eω
s
x+φµux} as guaranteed by Theorem 9(f). Since the function e
ωsx+φ is locally
bounded away from 0 and ∞, for y in the interior of ξ(y) we have
dim(µ˜ξy, y) = dim(µ
u
y , y).
Supposing G 6= Fs, we may find an x ∈ T2 and a δ > 0 so that for V = [W sδ (x),W
u
δ (x)] and all
y, z ∈ V the intersections
GV (z) ∩W
u
V (y) and GV (z) ∩W
s
V (y)
contain at most one point and are transverse.
Let Υ ⊂ V denote the set of all points such that dim(µux, x) = δ
u. Then Υ has full measure in
V . By (8) and the argument preceding Claim 10 we see that Υ is FsV -saturated. On the other
hand, Claim 10 and a similar argument ensures that g−1(Υ) is
(
Fs
g−1(V )
)
-saturated, whence Υ is
GV -saturated. Thus Υ contains an open set; in particular Υ contains a curve I ⊂W
u
δ (x). We may
further assume that I is contained in the interior of ξ(x) whence we obtain that for every y ∈ I
dim(µ˜ξy, y) = dim(µ
u
y , y) = δ
u.
By Proposition 5 we obtain that 1 = dimH(I) ≤ δ
u, where dimH(I) denotes the Hausdorff di-
mension of the set I. We thus obtain contradiction unless µ is the forwards SRB measure for
a. 
4. Proof of Theorem 1
Recall our fixed notation: a : T2 → T2 a Cθ Anosov diffeomorphism, h : T2 → T2 bi-Ho¨lder, and
A ∈ GL(2,Z) such that
h ◦ a ◦ h−1 = LA.
We fix µ as in Theorem 1, and r ≥ 1+α for some α > 0. By passing to a−1 if necessary, we assume
|λuµ| ≤ |λ
s
µ|. We continue to write F
u and Fs for the foliations of T2 induced by the dynamics of
a. For g ∈ Diffr(T2;µ), Proposition 7 guarantees g preserves Fu. We show the entropy hµ(g) is
effectively computed by the dynamics of g along the foliation Fu.
First note that by Corollary 15.4.2 of [2] and the fact that µ has no atoms, for any C1+α µ-
preserving diffeomorphism g : T2 → T2 and µ-a.e. regular point x, either
r(x) = 0 and λ0(x) = 0, or
r(x) = 1 and λ0(x) · λ1(x) ≤ 0.
In other words, there is no positive measure set for which the Lyapunov exponents for g are defined
and are all positive or all negative. For g ∈ Diffr(T2;µ) we notate by Λ(g) the set of regular points
under g whose Lyapunov exponents are not all positive or all negative. The functions r and λj
will be as in Section 2.2 with respect to the dynamics of g. We write Eig(x) and W˜
i
g(x) for the
Lyapunov subspaces and corresponding Pesin manifolds at x under the dynamics of g.
For g ∈ Diffr(T2;µ), define a bounded measurable function χg on T
2 by
χg : x 7→ lim sup
n→∞
1
n
log (‖Dgnxv‖)
where v ∈ TxF
u(x)r {0}. Defining the function Jg on T
2 by
Jg : x 7→
‖Dgx(v)‖
‖v‖
(14)
for v ∈ TxF
u(x)r {0}, we alternatively have
χg(x) = lim sup
n→∞
1
n
n−1∑
i=0
log(Jg(g
i(x))).
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For g ∈ Diffr(T2;µ) let Ig denote the σ-algebra of g-invariant sets. By the Birkhoff Ergodic
Theorem (see, for example, [7]) we have for µ-a.e. x the equalities
χg(x) = E(log Jg | Ig)(x)
= lim
n→±∞
1
n
log (‖Dgnxv‖) . (15)
Here, the right hand side of the first equality denotes a conditional expectation. In particular (15)
shows that χg(·) is a Lyapunov exponent, whence, for µ-a.e. x ∈ Λ(g) with r(x) = 1, we have
that TxF
u(x) is a Lyapunov subspace. Indeed if x ∈ Λ(g) is a regular point with r(x) = 1 and
0 6= v ∈ TxF
u(x) satisfies
v = α0v0 + α1v1
for vj ∈ E
j
g(x) and αj 6= 0 then we have
λ0(x) = lim
n→−∞
1
n
log (‖Dgnxv‖) 6= lim
n→∞
1
n
log (‖Dgnxv‖) = λ1(x)
which can only hold on a null set by (15). Let i(x) be the a.e.-defined {0, 1}-valued function on
Λ(g) satisfying χg(x) = λi(x)(x).
Claim 11. For x ∈ Λ(g) with i(x) defined and λi(x)(x) 6= 0 we have that W˜
i(x)
g (x)∩Fu(x) contains
a neighborhood of x in Fu(x).
Proof. Fix a Riemannian metric on T2 and let
Exp′y : TyF
u(y)→ Fu(y)
denote the exponential map for the restriction of the metric to Fu(y). We have that Exp′y is C
1+α.
We notate by By(0, r) ⊂ TyF
u(y) the norm-ball of radius r centered at zero in TyF
u(y). For a fixed
r we then have that the maps Exp′y : By(0, r) → F
u(y) are bi-Lipschitz with Lipschitz constants
bounded uniformly in the variable y.
For r sufficiently small define g˜ : By(0, r)→ Tg(y)F
u(g(y)) by
g˜ = (Exp′g(y))
−1 ◦ g ◦ Exp′y.
Using a smooth bump function, we may build Gy : TyF
u(y)→ Tg(y)F
u(g(y)) with
Gy(v) =
{
g˜(v) ‖v‖ ≤ r,
Dgy(v) ‖v‖ ≥ 2r.
We have that Gy is a Lipschitz perturbation of Dgy:
‖(Dgy −Gy)(v) − (Dgy −Gy)(u)‖ ≤ γr‖v − u‖.
Furthermore Dgy(0) = Gy(0) = 0 by construction, hence
‖(Dgy −Gy)(v)‖ ≤ γr‖v‖.
Furthermore, by taking r sufficiently small, we may make γr arbitrarily small. We emphasize that
the above bounds are uniform over all y ∈ T2. We write Gny := Ggn(y) ◦Ggn−1(y) ◦ · · · ◦Gy.
Now let x be as in the claim. By passing to g−1 if necessary we may assume i(x) = 0, that is,
λ1(x) ≥ 0 > λ0(x). Fix some 0 < ε <
1
4 |λ0(x)|. The non-uniform hyperbolicity of Dg along the
orbit of x guarantees we may find a constant C = C(x, ε) (where C(x, ε) depends measurably on
x) so that for v ∈ TxF
u(x)
‖Dgnxv‖ ≤ Ce
n(λ0(x)+ε)‖v‖.
We write η = eε − 1 > 0. For v ∈ TyF
u(y)r {0}, we may choose r small enough so that
γr < η · inf
{
Jg(y) | y ∈ T
2
}
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where Jg is as in (14). The bound on γr then guarantees that for any R and y ∈ T
2
Gy(By(0, R)) ⊂ Dgy (By(0, (1 + η)R)) .
Indeed, for any v ∈ By(0, R)
‖Gy(v)‖ ≤ ‖Dgy(v)‖+ γ‖v‖
≤ Jg(y)R+ γR
≤ (Jg(y) + ηJg(y))R
so Gy(v) ⊂ Dgy(By(0, (1 + η)R) for all y ∈M .
Consequently, we obtain
Gny (By(0, R)) ⊂ Dg
n
y (By(0, (1 + η)
nR)) .
(We note the above argument works because dimTyF
u(y) = 1 and thus the norm and co-norm
of Dgy are equal at every point y; a higher dimensional arguement would require far more subtle
control of the geometry.)
Thus for v ∈ TxF
u(x) we have
‖Gnx(v)‖ ≤ Ce
n(λ0(x)+ε)(1 + η)n‖v‖ = Cen(λ0(x)+2ε)‖v‖.
In particular there is some r′ > 0 so that Gnx(Bx(0, r
′)) ⊂ Bgn(x)(0, r) for all n ≥ 0. Let
U = Exp′x(Bx(0, r
′)).
We then have that U ⊂ Fu(x) and for y ∈ U
d(gn(x), gn(y)) ≤ C ′en(λ0(x)+2ε)d(x, y)
for some C ′. This characterizes U as a local stable Pesin manifold for λ0 at x and the claim
follows. 
For g ∈ Diffr(T2;µ) let Ω(g) ⊂ Λ(g) denote the set regular points with no Lyapunov exponent
equal to zero. We partition T2 into 4 measurable sets {Υ0 := Ω(g),Υ1,Υ2,Υ3} where Υ1, Υ2, Υ3
are the subsets of Λ(g)rΩ(g) containing, respectively, one positive, one negative, or only one (and
hence zero) Lyapunov exponent. Let νi denote the restriction of µ to Υi
νi(A) = µ(A ∩Υi).
Applying the Ledrappier-Young entropy formula (4) to either g or g−1 it follows that
hνi(g) =
hµ(g) i = 0,0 1 ≤ i ≤ 3. (16)
That is, the entropy hµ(g) is entirely concentrated on the set Ω(g). In particular, (4) and Claim
11 imply that for µ-a.e. x ∈ Λ(g) r Ω(g) we have χg(x) = 0.
We write Eu for the unstable linear foliation on T2 induced by the dynamics of LA. Let E˜
u
denote the pull-back of Eu to R2. Note that the quotient space R2/E˜u may naturally be identified
with the 1-dimensional linear space R2/E˜u(0) ∼= R. Note the homeomorphism h ◦ g ◦ h−1 preserves
the foliation Eu for g ∈ Diffr(T2;µ). Furthermore,
Claim 12. h ◦ g ◦ h−1 acts as an affine map transverse to Eu: any lift of h ◦ g ◦ h−1 to R2 induces
an affine action on the quotient R2/E˜u ∼= R.
Proof. Let l˜ : R2 → R2 be a lift of h ◦ g ◦ h−1. Choose any x ∈ R2 and y ∈ Rs r E˜u(x) and let
η =
ρ(l˜(E˜u(x)), l˜(E˜u(y)))
ρ(E˜u(x), E˜u(y))
where ρ denotes Euclidean distance. Since the leaves of Eu are linear and
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dense in T2 we deduce that
ρ(l˜(E˜u(x′)), l˜(E˜u(y′)))
ρ(E˜u(x′), E˜u(y′))
= η (17)
for any x′, y′ ∈ R2 with ρ(E˜u(x), E˜u(y)) = ρ(E˜u(x′), E˜u(y′)). (17) can then be shown to hold for any
x′, y′ ∈ R2 and the result follows. 
Note that for any two lifts of h ◦ g ◦ h−1 to R2 the induced maps on R2/E˜u differ only by a
translation. For g ∈ Diffr(T2;µ) we write Ψ(g) for the linear component of the affine map on
R
2/E˜u induced by a lift of h ◦ g ◦ h−1.
Claim 13. Let g ∈ Diffr(T2;µ) with Ω(g) 6= ∅. Then either
W˜ 1g (x) ⊂ F
u(x) for all x ∈ Λ(g) with λ1(x) > 0; or
W˜ 0g (x) ⊂ F
u(x) for all x ∈ Λ(g) with λ0(x) < 0.
Proof. Let x be in Ω(g). By passing to g−1 we may assume W˜ 0g (x) is transverse to F
u(x). We
deduce the first case of the conclusion under these assumptions.
Let l˜ : R2 → R2 be a lift of h ◦ g ◦ h−1. Then by Claim 12 for any x, y ∈ R2 we have
ρ(l˜n(E˜u(x)), l˜n(E˜u(y)))→ 0 as n→∞.
If there were any point x′ ∈ T2 with W˜ 1g (x
′) 6⊂ Fu(x′), we would be able to find x ∈ R2, y ∈
R
2
r E˜u(x) with
ρ(l˜−n(E˜u(x)), l˜−n(E˜u(y)))→ 0 as n→∞
contradicting Claim 12. 
Note in particular that either χg(x) ≥ 0 for µ-a.e. x or χg(x) ≤ 0 for µ-a.e. x. We define the
function
χ : Diffr(T2;µ)→ R
by
χ : g 7→
∫
χg dµ.
From (4), (16), Claim 13, and the observation that χg(x) = 0 for µ-a.e. x ∈ Λ(g) r Ω(g) it follows
that for g ∈ Diffr(T2;µ)
hµ(g) = |χ(g)|δ
u =
∫
|χg(x)|δ
u dµ(x). (18)
We show that χ is a homomorphism from (Diffr(T2;µ), ◦) to (R,+):
χ(g1 ◦ g2) = χ(g1) + χ(g2). (19)
Indeed, with our previous notations we have
χg(x) = lim
n→∞
1
n
n−1∑
i=0
log(Jg(g
i(x)))
for µ-a.e. x and
χ(g) :=
∫
χg =
∫
E(log(Jg) | Ig) =
∫
log(Jg)
whence
χ(g1 ◦ g2) :=
∫
χg1◦g2
=
∫
lim
n→∞
1
n
n−1∑
i=0
log
(
Jg1◦g2
(
(g1 ◦ g2)
i(x)
))
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=
∫
lim
n→∞
1
n
n−1∑
i=0
(
log
(
Jg1 ◦ g2
(
(g1 ◦ g2)
i(x)
))
+ log
(
Jg2
(
(g1 ◦ g2)
i(x)
)))
=
∫
E(log(Jg1 ◦ g2) | Ig1◦g2) + E(log(Jg2) | Ig1◦g2)
=
∫
log(Jg1 ◦ g2) +
∫
log(Jg2)
= χ(g1) + χ(g2).
In particular, (18) and (19) show that for µ as in Theorem 1 and r ≥ 1 + α, the metric entropy
satisfies a ‘signed additivity’ property on Diffr(T2;µ):
hµ(g1 ◦ g2) =
hµ(g1) + hµ(g2) χ(g1) · χ(g2) ≥ 0,|hµ(g1)− hµ(g2)| otherwise, (20)
for g1, g2 ∈ Diff
r(T2;µ).
(20) establishes part (1) of Theorem 1. Note that if Diffr(T2;µ) contains no positive entropy
diffeomorphisms Theorem 1 follows. We thus may assume there exists some element g ∈ Diffr(T2;µ)
with hµ(g) > 0.
Claim 14. Let g1, g2 ∈ Diff
r(T2;µ) be such that the linear maps Ψ(g1) and Ψ(g2) are equal. Then
hµ(g1) = hµ(g2).
Proof. We have that Ψ(g2 ◦ g
−1
1 ) is the identity whence hµ(g2 ◦ g
−1
1 ) = 0. The result then follows
from (20). 
Now for g ∈ Diffr(T2;µ) fix a lift l˜ : R2 → R2 of the homeomorphism h ◦ g ◦ h−1 : T2 → T2. Let
v = l˜(0). Then the map x 7→ l˜(x) − v preserves the lattice Z2 and the linear map it induces on
R
2/E˜u is equal to Ψ(g). Let L : R2 → R2 be the unique linear extension of the action of x 7→ l˜(x)−v
restricted to the lattice Z2. By the density of leaves of Eu on T2 the linear action induced by L on
R
2/E˜u is also equal to Ψ(g).
Since L and A both descend to automorphisms of T2 which preserve the one-dimensional sub-
group E([0]), they commute. We have that the centralizer of A in GL(2,Z) is of the form
C(A) = {±Mn | n ∈ Z}
for some hyperbolic matrix M (see, for example, [1]). Hence L = ±Mn for some n; in particular,
for any g ∈ Diffr(T2;µ) the linear map Ψ(g) is equal to the map induced by ±Mn on R2/E˜ for some
n ∈ Z. Consequently we obtain that there is a smallest positive entropy for all diffeomorphism in
Diffr(T2;µ). Indeed for any g ∈ Diffr(T2;µ) with hµ(g) > 0 we have that Ψ(g) is equivalent to the
map induced by ±Mn for some n, thus a (non-strict) lower bound on the entropy of any positive
entropy map in Diffr(T2;µ) is
1
|n|
hµ(g).
We check the above lower bound is in fact independent of the choice of g. Let g′ be such that
hµ(g
′) > 0 and Ψ(g′) is equivalent to the map induced by ±Mn
′
for some n′. Then we have
hµ((g
′)n) = hµ(g
n′) hence
1
|n|
hµ(g) =
1
|n′|
hµ(g
′).
It then follows that the set
{hµ(g) | g ∈ Diff
r(T2;µ)}
is discrete.
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Let λ denote the smallest positive entropy attained by any map in Diffr(T2;µ) and let g ∈
Diffr(T2;µ) be so that hµ(g) = λ. Then the image of g generates the subgroup Diff
r(T2;µ)/N in
statement (2) of Theorem 1. Indeed, suppose there is a g′ ∈ Diffr(T2;µ) with g′ 6= gn ◦ l for any
n ∈ Z and l ∈ Diffr(T2;µ) with hµ(l) = 0. We have that hµ(g
n ◦ l) = |n|λ, hence there is a k ∈ N
such that hµ(g
k) < hµ(g
′) < hµ(g
k+1) whence we obtain either
0 < hµ(g
−k ◦ (g′)−1) < hµ(g)
or
0 < hµ(g
−k ◦ g′) < hµ(g)
from (20). This contradiction completes the proof of statement (2) of Theorem 1. 
5. Proof of Theorems 2 and 2’
We begin with a claim that reduces Theorems 2 and 2’ to the case of affine transformations. Recall
that we identify the torus Tn with the quotient group Rn/Zn. We write [x] for the equivalence
class of x in Tn. For B ∈ GL(n,Z) we write LB for the induced map on T
n and for v ∈ Rn we
write T (v) for the toral rotation [x] 7→ [x+ v].
By a k-dimensional linear foliation E of the torus, we mean the partition of Tn by cosets of H,
where H is a connected k-dimensional subgroup of Tn. We say a linear foliation is irrational if
each leaf E([x]) is dense in Tn and is the injective image of Rk.
Claim 15. Let E1 and E2 be k1- and k2-dimensional, irrational linear foliations of T
n with 1 ≤ ki,
k1 + k2 = n and such that E1([0]) ∩ E2([0]) contains no 1-dimensional subgroups. Let g : T
n → Tn
be a homeomorphism preserving the foliations Ej . Then g is affine; that is, there are B ∈ GL(n,Z)
and v ∈ Rn such that
g = T (v) ◦ LB.
Proof. Let g˜ be any lift of g to Rn, let v = g˜(0) and set g¯ : x 7→ g˜(x) − v. Then g¯↾Zn is a
homomorphism. Write E˜j for the lifts of the foliations to R
n. We note that E˜1(x) ∩ E˜2(y) contains
exactly one point for each x, y ∈ Rn and the set
Ξ := {E˜1(n) ∩ E˜2(m) ∈ R
n | n,m ∈ Zn}
is dense in Rn. We check that Ξ is closed under addition in Rn and that g¯(x+ y) = g¯(x) + g¯(y) for
x, y ∈ Ξ. By the continuity of g¯ we have that g¯ is linear, and the claim holds. 
Proof of Theorems 2 and 2’. We prove both theorems simultaneously. By Proposition 8 and Propo-
sition 7, respectively, for any r ≥ 1, any g ∈ Diffr(T2;µ) satisfying the hypotheses of Theorem 2
and any g ∈ Diffr(T2; {µ, ν}) satisfying the hypotheses of Theorem 2’ preserves both foliations Fs
and Fu. Write
Γ =
{
Diffr(T2;µ) in Theorem 2,
Diffr(T2; {µ, ν}) in Theorem 2’.
Recall that we have A ∈ GL(2,Z) and h : T2 → T2 such that LA◦h = h◦a. For any g ∈ Γ we have
that h ◦ g ◦ h−1 preserves the linear stable and unstable foliations induced by the dynamics of LA.
These foliations satisfy the hypothesis of Claim 15, whence we conclude that h◦g ◦h−1 = T (v)◦LB
for some B ∈ GL(2,Z) and v ∈ R2. We note that LB preserves the unstable foliation of T
2 induced
by the dynamics of LA. By the density of leaves of the (1-dimensional) unstable foliation for LA,
we conclude that LA and LB , hence A and B, commute.
Note that in the case of Theorem 2’, one of µ or ν is not the measure of maximal entropy; we
assume that µ is this measure. In the case of either theorem write
H := {[v] ∈ T2 | T (v)∗(h∗(µ)) = h∗(µ)}.
Claim 16. H is finite.
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Proof. Recall that B ∈ GL(n,Z) is said to be irreducible if the only LB-invariant proper closed
subgroups of Tn are finite. We verify that H is a closed LA-invariant subgroup of T
2. Since A is
irreducible, if H were infinite we would have H = T2 which would imply h∗(µ) is the Haar measure
on T2. But it is well known that the only a-invariant measure µ for which h∗(µ) is the Haar measure
is the measure of maximal entropy. Thus H is finite. 
Writing C(A) for the centralizer of A in GL(2,Z), we know again that C(A) is of the form
{±Mn | n ∈ Z}
for some hyperbolic matrix M . Replacing M with −M if needed we may find a k such that
h ◦ a ◦ h−1 = LA = LMk .
Then for any g ∈ Γ we may find v ∈ R2, l ∈ Z, and σ ∈ {−1, 1} so that
h ◦ g ◦ h−1 = T (v) ◦ LB = T (v) ◦ LσM l . (21)
We calculate that for g as above
g ◦ a ◦ g−1 ◦ a−1 = h−1 ◦ T (v −Mkv) ◦ h
whence we have that v ∈ (LI−Mk)
−1H where LI−Mk denotes the toral endomorphism induced by
I −Mk : R2 → R2. In particular, v has rational coordinates.
Now, if for every g ∈ Γ, the corresponding l in (21) is zero, it follows that the group Γ is finite
and the conclusion of each theorem follows with m = 0.
We thus assume the existence of a g ∈ Γ with infinite order and derive the remainder of the
result. Fix an infinite order g ∈ Γ and corresponding B, v, σ and l 6= 0 as in (21). We have that the
orbit of [0] under the map T (v) ◦ LB is finite. Indeed T (v) ◦ LB has a unique fixed point, whence,
by a change of coordinates on T2, we may interpret T (v) ◦ LB as an automorphism and [0] as a
point with rational coordinates. We thus find a j so that (T (v) ◦ LB)
j([0]) = [0]. We check from
(21) that
h ◦ gm ◦ h−1(x) = LBm(x) + (T (v) ◦ LB)
m([0])
for x ∈ T2, whence
h ◦ g2jk ◦ h−1(x) = LM2ljk(x) + (T (v) ◦ LB)
2jk([0]) = h ◦ a2jl ◦ h−1(x).
In particular, setting m = 2jl we have am ∈ Γ. Note this follows even in the case r > θ.
Write
Γ′ := {h ◦ γ ◦ h−1 | γ ∈ Γ}
and
G = C(A)⋉ (LI−Mk)
−1H
with multiplication
(B, [v]) · (B′, [v′]) = (BB′, [Bv′ + v]).
We abuse notation and identify T (v) ◦ LB ∈ Γ
′ with (B, [v]) ∈ G whence we obtain a natural
inclusion of subgroups 〈
Mmk
〉
⊂ Γ′ ⊂ G.
Since det(I−Mk) 6= 0 and H is finite, G contains
〈
Mmk
〉
as a finite index subgroup. Consequently,
Γ′ contains
〈
Mmk
〉
as a finite index subgroup and the conclusion follows. 
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