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I. INTRODUCTION
Since World War II, the nature of warfare has changed
significantly. Rapid technological developments have re-
sulted in modern armies equipped with sophisticated, highly
mobile weapon systems. The training and tactics that are
necessary to employ these systems have also changed to keep
pace with these developments. As a result, the modern bat-
tlefield is anticipated to be characterized by speed, vio-
lence, and rapid change. In this type of environment, the
ability to move forces in response to the rapidly changing
tactical situation is a critical factor in the ultimate
outcome of the battle. On the small unit level, the ability
to react quickly to an enemy force and to take advantage of
the mobility that the unit is capable of is equally impor-
tant to the success and survivability of that unit.
This increasing emphasis on mobility implicitly places
a requirement on the combat simulations that are currently
being used to validate tactics and weapon system characteris-
tics. This requirement is that these simulations be able to
realistically represent the effects resulting from flexibility
in tactical movement. Yet, with one exception, all of the
current mid and high resolution combat simulations employ
some form of fixed, pre-determined pattern of movement. This
thesis presents a model that is capable of dynamically selec-
ting attack routes in response to changes in the tactical

situation. It is hoped that this model will prove useful in
analyzing the relationships between flexible movement tactics
and weapon system characteristics.
Chapter II briefly presents a description of the concept
of route selection. The factors which influence route selec-
tion are identified, and the performance objectives which are
to be optimized are defined. A measure of effectiveness that
can be used to evaluate alternate routes is also presented.
One method of quantifying these subjective concepts is de-
scribed through the presentation of a summary of the DYNTACS
route selection model.
Chapter III outlines several modeling concepts that could
be used to represent dynamic route selection. A general de-
scription of the procedures that would be required to imple-
ment each of these concepts is also presented. The advantages
and disadvantages of each procedure are discussed, and, based
on these characteristics, one concept is selected for further
development.
The details of the selected modeling concept are developed
in Chapter IV. The basic assumptions which underlie the
chosen method of application are explained. In addition,
the degree of interface that is required between the model
and a parent combat simulation are duscussed. This is fol-
lowed by a description of the organization, data structure,
and computational aspects of the proposed route selection
model. Possible methods of implementation and their impact
on the capabilities of the model are also discussed.

Chapter V documents the results of several test situations
which were used to verify the FORTRAN program which has been
developed from the route selection model. A brief description
is provided of the interface that was required between the
model and the STAR combat simulation which was used to exer-
cise the model. The specific terrain and tactical situations
that were provided as input to the model are also discussed.
The optimum routes which were generated by the model are
presented graphically, and the factors which influenced these
routes are explained.
In Chapter VI, the conclusions drawn from the initial
tests of the route selection model are discussed in terms
of their implications for the future use and expansion of
the model. Potential areas for future development of the
model and areas requiring additional analysis are also
described.
A flow chart of the route selection process is presented
in Appendix A. Appendix B lists and defines the major vari-
ables that are used in the computer program of the model.
A source listing of this program is provided in Appendix C.

II. THE ROUTE SELECTION PROCESS
The development of a computer simulation to model the
route selection process must generally follow three basic,
yet interrelated, steps:
1. Definition of the factors that influence route
selection.
2. Quantification of these factors and their function-
al relationships
.
3. Development of a procedure to use these quantifica-
tions to generate a realistic representation of a
route of advance.
Although the objective of this thesis is to analyze methods
that can be used in the last step of this sequence, it is
first necessary to address steps one and two. This chapter
will present the basic elements required by these two steps.
The subsequent chapter will be devoted to an analysis of
alternative procedures that can be used to model the selec-
tion of a route of advance.
The objectives of this chapter will be met by presenting
a summary description of the route selection subroutine that
has been developed for the DYNTACS combat simulation model.
DYNTACS is the only combat model that currently has the
capability of dynamically selecting movement routes in res-
ponse to changes in the tactical situation [Ref. 1] . Thus,
this method of presentation not only provides an appropriate
framework within which the variables and functional rela-
tionships can be presented, but it also provides a summary
10

of previous research in the simulation of the route selection
process. The description of the DYNTACS route selection model
used in this chapter is taken from the final study report
presented in Ref. 2.
In the DYNTACS route selection model, the basic concept
being modeled is that the attacking maneuver unit seeks to
move as rapidly as possible and with minimum exposure to
enemy weapons, until it is within effective range of the
objective. This concept defines the two primary measures
of performance: time and exposure. These two performance
objectives are related. The selection of a route of advance
involves making a trade-off between the time it will take to
traverse a specific route and the degree of exposure to enemy
weapon systems along that route. This relationship is used
to define a measure of effectiveness called tactical diffi-
culty. The tactical difficulty is expressed as the product
of two terms
:
DIJMN = T (1 + E) (2-1)
where DIJMN = relative tactical difficulty to travel
through a coordinate system from point
(I, J) to point (M,N)
,
T = estimated travel time between (I, J) and
(M,N) , and
E = difficulty resulting from exposure to
enemy weapon systems in moving from
(I, J) to (M,N)
.
The goal then is to select the route which produces the
minimum tactical difficulty. Notice that if there is no enemy
influence (in which case E is equal to zero) , the optimum route
is the route with the least travel time. Also, the tactical
11

difficulty is a measure of travel time plus the product of
time and exposure. Thus, time is the primary performance
objective that is minimized.
The two performance objectives used in this model are
defined in terms of those facts that a unit commander would
realistically have available to him. For example, the ex-
posure factor is based on those enemy weapon systems that he
has actual knowledge of, and on those specific locations
that have previously been identified as suspected enemy po-
sitions. The travel time, which is a function of terrain
and mobility factors, is estimated by considering only the
dominant terrain features. Specific features become rele-
vant only as the commander becomes aware of them.
The actual route selection process begins by defining
a feasible region, called the route selection area, from
which the optimum route will be identified. This feasible
region is restricted to an area on either side of a fixed
axis of advance. The route selection area is identified by
an array of points as shown in Figure 1. The center column
of the array is aligned with the grid point representing
current position and with a point on the axis of advance
which is a fixed (input) distance from the current position.
This fixed distance represents the planning horizon for the
commander's decision process.
Within this framework, a route is defined as a sequence
of points in the array which leads from the current position
to any point in the last row of the array. Of course, if













Figure 1. DYNTACS Route Selection Model
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must terminate at the objective. The identification of a
feasible route is based on the concept that from any given
point in the array there are nine possible neighboring points
to which a unit is allowed to move. An example of these
permissible route segments is shown for one such point in
the array depicted in Figure 1. From the large number of
possible combinations of segments, the one route that pro-
duces the least tactical difficulty is selected. A dynamic
programming algorithm is used to efficiently find this route.
A description of this algorithm is contained in Ref. 2.
The tactical difficulty associated with any potential
route is the sum of the tactical difficulties for the indi-
vidual segments that connect the points which define that
route. If the objective is not within the route selection
area, an additional time factor is added to this sum to
represent travel time beyond the last point in the route.
Equation 2-1 is used to calculate the individual difficulty
values. The time component in this equation is the estimated
travel time for the unit to traverse the route segment. The
exposure component is calculated at the end point of the seg-
ment. It is the sum of the difficulty factors resulting from
exposure to individual enemy weapon systems. Each weapon
system is assigned a weight relative to its effectiveness.
A weapon contributes its weight factor to the exposure at a
point if it is both within effective range and also inter-
visible with that point. If these conditions are not met,
no weight is added by that particular weapon.
14

It is important to note here that when an attacking unit
comes within assault range of the objective, it no longer
seeks to avoid exposure to the enemy. The unit now seeks
fields of fire so that it may engage the enemy. To repre-
sent this tactic, DYNTACS assigns negative exposure weights
to the weapon systems located at the objective. This pro-
cedure results in an optimum route that tends to avoid enemy
contact while the unit is moving toward the objective yet
tends to seek maximum contact when the objective is within
final assault range.
Once this least difficult route has been selected from
within the route selection area, it is used to guide the ac-
tual movement of the attacking unit. The route is re-evalu-
ated, and typically extended, whenever specific criteria are
met. For example, a new route is generated before the unit
traverses the entire route selection area. The distance
that the unit is allowed to travel before this occurs is
specified as an input parameter. A new route is also selec-
ted whenever the unit encounters an obstacle or whenever the
number of detected or destroyed weapon systems reaches a
specified threshold level. As these criteria are succes-
sively met, optimum route increments are generated. This
procedure is continued until one such route terminates at
the objective.
The route that is generated by this procedure is opti-
mized in terms of two specific performance objectives. This
route is a reflection of these objectives and the assumptions
15

that underlie the relationships and procedures that are used
in this model. In general, the description of the route
selection philosophy that has been presented in this chapter
is intuitive to military judgement. This is not to say that
the concepts used in the DYNTACS model are assumed to be the
most realistic representations of the decision process which
actually occurs when a commander selects an attack route.
However, improvement or verification of these ideas will be
left as a topic for future study. The concepts that have
been presented here will be used, with minor modification, as





With the background material from the previous chapter,
it is now possible to begin to explore some of the various
approaches that can be used to model the decision process
involved in selecting a route of advance. In this chapter,
four general concepts will be presented. The order in which
these concepts appear represents a learning process. Suc-
cessive models are attempts to achieve a better representa-
tion of the route selection process and to structure the prob-
lem in a manner more appropriate to the solution techniques
that are available.
Most mid and high resolution combat simulations being
used by the U.S. Army utilize a fixed, input route to control
movement [Ref. 1] . This procedure can be expanded to allow
this route to be shifted in response to changes in the tac-
tical situation. Figure 2 shows how this first concept
might be depicted. In the figure, the primary route of ad-
vance has been altered to reflect the influence exerted on
that route by three enemy weapon systems . The new route that
has been selected represents an attempt to reduce the tacti-
cal difficulty involved in moving to the objective. It re-
flects the trade-off between exposure and travel time.
This new route is developed by evaluating the difficulty
due to exposure to enemy influence factors at discrete points





I + AXIS OF ADVANCE
Figure 2. Flexible Route Concept

factors might be weapon systems, minefields, or obstacles.
At each point, a vector is used to represent each such known
or suspected enemy influence. The length of a vector is
proportional to the weight assigned to the respective influ-
ence factor and to its distance from the point on the route.
The direction of the vector is simply the direction from the
center of influence to the point. These vectors form the
components of one resultant vector which determines the di-
rection and relative distance that the route is to be moved
at the particular point being evaluated. A predetermined
increment of distance is used to specify the total change
allowed in the route at each iteration. This distance in-
crement is divided among the points on the route in proportion
to the length of the resultant vectors. These vectors and
distances define a new set of points which are used to cal-
culate the new route.
The tactical difficulty value due to exposure and time
along this new route is compared to the value of the previous
route. If the difficulty has decreased, the procedure is
repeated until the value begins to increase. When this oc-
curs, the allowable distance increment is reduced, and the
entire process is repeated until the final change in tacti-
cal difficulty is less than a specified level. The last
route that has been identified is a route of minimum tactical
difficulty.
This flexible route concept will select a route in the
immediate vicinity of the primary axis of advance. In terms
19

of optimization theory, this route may be only a local opti-
mum. The desirability of this route is highly dependent on
the location of the initial route and on the specific tacti-
cal situation. For example, if a route initially passes be-
tween two strong factors of roughly equal influence, it will
always remain between these factors. The final location of
the route will be at the point where the two component vec-
tors counteract each other. Also, a resultant vector allows
the route to be moved in only one direction. This could pro-
duce a long, meandering route if the sources of influence
were staggered along the route of advance. Thus, this model
does not necessarily evaluate routes that could circumvent
the sources of influence and possibly reduce the tactical
difficulty.
In order to provide a wider range of potential routes,
an alternate method of modeling dynamic route selection can
be used. Under this second concept, a network of routes is
identified and provided as input data to the model. Figure 3
provides an example of such a set of routes. The number and
shape of these routes, or route segments, is chosen to re-
flect the specific terrain features and tactical situations
that might be expected to be encountered. The exact pattern
of routes that is used could be designed to fit the needs of
the specific application of the model. The advantages of
such a procedure, however, should be weighed against the
time and resources devoted to planning and identifying these





Figure 3. Fixed Alternate Route Concept
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of fixed patterns. The requirements of the specific applica-
tion would then determine which pattern would be most appro-
priate.
Regardless of the procedure used to select the set of
alternate routes, the method of identifying the optimum route
remains the same. The pattern is treated as a network, in
which the intersection points are defined as the nodes and
the connecting segments as the arcs. The arc "lengths" are
the respective tactical difficulty values. A dynamic pro-
gramming formulation is an efficient method of finding the
"shortest" route connecting the nodes which represent the
current position and the objective.
Under this concept, the alternate routes are fixed.
Therefore, a planned movement route can be changed only at
one of the intersection points. The smoothness and flexi-
bility of the optimum route is highly dependent on the pro-
grammer's judicious placement of the intersection points and
route segments. This potential weakness could be minimized
by developing a network of routes which consists of a large
number of evenly spaced arcs and nodes. However, this would
require substantial effort to define the network and to con-
vert it to a form that could be programmed and stored in a
computer.
In order to reduce resource requirements, and yet obtain
detailed route representation, a moving pattern concept can
be employed. In this third model, the fixed routes are re-
placed by a set of parameters which defines a fixed pattern.
22

This pattern slides along the selected route as the tactical
unit advances. When the route is re-evaluated, the para-
meters are used to define specific alternate routes relative
to the current position of the unit. In contrast with the
previous model, these routes are contained within an area of
reduced size. Thus, an equal degree of detail can be obtained
using a network with fewer nodes and arcs. Figure 4 shows
an example of this concept. The pattern represented in the
figure is designed to always terminate at the objective. As
the distance between the unit and the objective decreases,
the pattern is compressed. This provides a more detailed
representation of the route as the objective is approached
and as the intensity of combat would reasonably be expected
to increase. However, this approach provides a relatively
coarse pattern of routes in the initial stages of movement.
An alternative procedure is to use a pattern of fixed
length. This provides a constant degree of detail as the
pattern slides along the route. Figure 5 provides an example
of an open-ended pattern of fixed size. A shortened route
section is selected from the alternatives available within
the pattern. This approach is particularly appropriate if
the concept of a limited planning horizon is assumed. Under
this concept, the size of the pattern is fixed to reflect
the maximum area that a commander would reasonably consider
when selecting his route of advance. Successive applica-
tions of this concept will extend the route by continually























Figure 5. Sliding Pattern Concept (B!
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typically fall short of the objective, a method must be
selected to orient the routes in an appropriate direction.
This can be accomplished by centering the end of the pattern
on a prescribed axis of advance or on a straight line con-
necting the current position with the objective. On the
final iteration, the pattern must be modified to insure that
the last route increment terminates at the objective.
In general, the basic concept of a sliding pattern of
alternate routes is merely an extension of the previous mod-
el. However, this concept does provide a framework which
can allow a greater degree of flexibility and detail in the
optimum route. It also allows a smoother transition to a
new route, since the initial point of the pattern is always
located at the point representing the current position. As
in the previous model, a set of alternate patterns can be
employed, and the optimum route can be efficiently identi-
fied through the use of shortest-route algorithms as solution
techniques. However, both models rely essentially on the
same method of representing feasible routes. Networks com-
posed of explicitly defined arcs and nodes are used to de-
scribe and evaluate the routes. A more efficient structure
is available, and it forms the basis for the next modeling
concept.
In the fourth, and last, approach to the route selection
problem, the network of feasible routes is defined by using
an array of grid points to represent the nodes and a decision
rule to identify permissible arcs. The same concept is used
in the DYNTACS route selection model. Figure 1 shows the
26

specific method used in that model. This method is a dis-
crete grid approach applied to the sliding pattern concept.
However, this same structure can be used in a wide range of
alternative formulations. For example, the fixed route and
the compressible, sliding pattern concepts can also be ex-
pressed in this type of framework. In addition, a great deal
of flexibility is allowed within any specific concept through
the selection of the size of the array, the spacing of the
grid points, and the decision rule used to identify allowable
neighboring points. Since this concept simply employs an
alternate form to represent the network of routes, dynamic
programming techniques can still be used to efficiently gen-
erate the optimum route.
Since the discrete grid approach can be applied in either
of the previous two models, it can be used to reflect a wide
variety of route selection philosophies. The primary advan-
tage afforded by this approach is efficient computer storage.
This is due to the special structure resulting from the uni-
form array of grid points and the uniform pattern of route
segments
.
All four of the concepts that have been presented in
this chapter have dealt with piece-wise linear routes and
discrete point evaluations. An alternative approach is
available, and merits at least a brief discussion in order
to complete the analysis of potential alternatives.
A continuous representation of the route selection pro-
cess can be described in terms of the calculus of variations.
27

In this formulation the objective is to find a continuous
function to represent the route of advance. The optimum
route is that route which minimizes the integration of a
continuous tactical difficulty function over that route.
Assuming, for the time being, that a continuous difficulty
function is available, the solution to this particular for-
mulation requires the solution of second-order, non-linear,
differential equations. Except in very special cases, a
closed form solution to these equations does not exist
[Ref. 3]. Discrete approximations must be used to achieve
a numerical solution. References 2 and 3 offer various
discrete solution techniques which might apply to this route
selection problem. However, these techniques would require
a continuous difficulty function.
Any effort to develop a continuous tactical difficulty
function implicitly assumes that such a function would pro-
vide an improved method of either representation or computa-
tion. The difficulty associated with representing intervis-
ibility in a continuous manner eliminates the possibility of
this concept providing a more accurate representation. This
fact counteracts any advantage that might result from im-
proved computational efficiency, if such an improvement is
in fact possible. Thus, the formulation of the route selec-
tion problem in a continuous framework does not produce the
advantages that might seem apparent at first glance.
Because of the efficiency and flexibility afforded by
the discrete grid formulation, this structure will be used
28

in the following chapter where a program to model the route
selection process will be developed.
29

IV. DESCRIPTION OF THE MODEL
In this chapter, a model of the route selection process
will be presented. This model is designed to complement a
larger combat simulation model by selecting optimum movement
routes in response to the tactical situations which are rep-
resented in the simulation. This process requires a moderate
degree of interface between the model and the simulation.
The relationship and information flow between the route
selection model and the various components of the simulation
are depicted in Figure 6. The model draws on terrain, intel-
ligence, and movement information which is stored or generated
within the simulation. This data is used to evaluate poten-
tial movement routes. The model then provides a description
of the optimum route to the simulation. For the purpose of
this thesis, rather than duplicate the simulation functions
and data sets, it has been assumed that the necessary infor-
mation is available to the route selection model. Moreover,
wherever the model requires a specific format for this data,
it has been assumed that the information is either currently
available in proper format or can be modified to meet this
requirement.
The description of the route selection model is presented
in three parts. In the first section of this chapter, the
general modeling concepts and procedures are briefly presented

















Figure 6. Information Flow
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the structure of the model. In the last section, methods of
implementing the route selection model are discussed.
A. MODELING CONCEPT
The tactical situation being modeled is that of a single
maneuver element moving through an assigned sector from a
start point to an objective. The basic assumption in this
model, as in the DYNTACS model, is that a maneuver element
seeks to move to its assigned objective along that route
which minimizes the travel time and the exposure to enemy
influences. It is also assumed that tactical difficulty,
which is a function of these two performance objectives, is
a good measure of effectiveness by which potential movement
routes can be compared.
This concept is applied to the scenario being modeled
through the use of a discrete grid representation of the
feasible route selection area. Since the maneuver element
is assigned a sector of the battlefield within which it is
allowed to maneuver, this sector defines the feasible region
from which the element must select a route. This fact is
reflected in the route selection model by establishing an
array of grid points which cover the entire maneuver area.
This array remains constant for the total period of time
that the maneuver element is moving from its starting point
to its objective.
From within this array, an initial optimum route is
selected which leads to the objective. This route is chosen
to minimize the cumulative tactical difficulty that the
32

maneuver element will encounter. This difficulty is a re-
flection of the travel time and known or suspected enemy
sources of exposure. The functional form chosen to repre-
sent the tatical difficulty is the DYNTACS relationship:
TD = T(l + E)
where TD = tactical difficulty,
T = travel time, and
E = relative exposure weight.
However, for that portion of the route selection array which
is within assault range of the objective, the exposure
values are set to zero. Thus, within this area, the route
is optimized only in terms of travel time. This concept is
based on the assumption that when the maneuver element
reaches a specified assault distance from the objective, it
seeks to occupy that objective as forcefully and quickly as
possible. Thus, the route which is generated by this model
will tend to minimize time and contact with enemy elements
while moving toward the objective, and will then tend to
close on the objective as quickly as possible.
The initial route that has been selected in this manner
will be periodically re-evaluated in order to reflect any
changes in the tactical situation that may have occurred.
Whenever this is done, the route selection array that has
already been established is re-used. The maneuver element's
position at the time the re-evaluation takes place is used
as the new start point for a route to the objective. Thus,
at successive re-evaluations, the portion of the array
which is actually utilized is successively reduced. This
33

can be seen for the array shown in Figure 7. This concept
eliminates the need to generate a new array at each itera-
tion of the route selection process. In addition, the travel
times and exposure values which have already been computed
do not have to be totally recalculated. The existing values
are merely updated to reflect the changes that have occurred
since the last route was selected. Also, this needs to be
done only within the reduced route selection area. This
route re-evaluation process is repeated as necessary until
the maneuver element is sufficiently close to the objective.
B. STRUCTURE OF THE MODEL
The description of the model contained in this section
follows the general sequence of events that occur as a route
is selected and then successively re-evaluated. A flow
chart is presented in Appendix A which depicts this flow of
control.
1. Route Selection Array
The first step in the route selection process is to
identify the initial route selection area. This requires
that input values be assigned to the variables XO, YO, XT,
YT, SECTOR, RSPACE, and CSPACE. Figure 8 shows how these
values are used to construct the route selection array. The
number of rows that are contained in the array is determined
by the desired row spacing, RSPACE, and the distance between
the initial point (XO,YO) to the terminal point (XT,YT) . In
a similar manner, the number of columns is determined by the
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Figure 8. Route Selection Array
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which is stored in the variable called SECTOR. Since neither
the width nor the length of the sector will typically be an
integer multiple of the spacing variables, the actual spac-
ings are adjusted to achieve the nearest integer values. In
addition, the number of columns is rounded to the nearest
odd integer. This insures that the initial and objective
points coincide with the center grid points in the first
and last rows respectively.
At this point, it is also advantageous to assign
node numbers to the grid points in the array. This is ac-
complished by numbering the points sequentially by rows.
Associated with each node in the array will be an exposure
weight and a set of travel times to its allowable neighbor-
ing points. But before these values can be determined, it
is necessary to convert the row and column coordinates of
each grid point to the corresponding coordinates in the X-Y
coordinate system. These values can be computed for any
point (I, J) in the array by the following equations:
X
=












(YT " Y0) (RATI0)
Y = Y0 + NROW -
1
1
(YT " Y0) " NROW^ (XT " X0) (RATI0)





RATIO = ratio of actual column spacing to actual row
spacing
The coordinates for each node in the array are computed and




In order to compute the exposure weights for each
node, two data lists must be available. These lists reflect
the two sources of exposure which are considered in the model
A list called SUSP contains the coordinates of a set of pre-
determined, suspected enemy positions. These positions
might represent terrain features which could be advantageous
to the enemy and therefore should be avoided by the maneuver
element. This list is provided as input to the model. The
second list, called STATUS, reflects the maneuver element's
concept of the current tactical situation. It should be
noted that the element's current perception of the battle-
field should include not only influences that are currently
visible to the element, but also those influences which have
been detected previously and those which the element has
been informed of through its intelligence network. STATUS
contains the locations and types of these enemy influences.
These influences might be weapon systems, obstacles, or
minefields. The information which is stored in this list
is continually changing as combat is simulated in the parent
model. However, at the time of the first route selection,
this list is fixed to represent the initial tactical situa-
tion. At this initial stage, STATUS may very well be empty.
Therefore, the list is scanned to determine whether it needs
to be considered in the exposure calculations.
The actual computation of the exposure factors must
be based on the subjective selection of a relative weight
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function. In addition, the relationship between weapon ef-
fectiveness and intervisibility must be specified. To avoid
restricting the model to one exposure philosophy, the route
selection model requires that a user-prepared subroutine be
provided for computing exposure weights. This subroutine,
called EXPOSE, must be designed to receive input data con-
sisting of the coordinates of the node being considered, the
coordinates of the enemy influence, and an identification of
the type of that influence. With this information, the sub-
routine must be capable of calculating and returning an ex-
posure weight. Within this general framework, the programmer
may specify the functional relationships that seem most ap-
propriate. Typically this subroutine will utilize line of
sight information from the terrain model in the simulation.
It may also use a set of weapon effectiveness equations
which compute exposure weight, as a function of range, for
those systems represented in the simulation. A wide range
of alternative structures and methods of representation can
be implemented in the subroutine.
The subroutine EXPOSE is called to provide exposure
weights for the nodes in the route selection array. At any
node, the subroutine is called to compute an exposure factor
for each item contained in the list SUSP and, if necessary,
the list STATUS. The sum of these factors is the exposure
weight which is assigned to that node. However, not all
nodes require this computation. For those points within
assault range of the objective, an exposure value of zero
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is assigned. An input variable called ASLT is used to store
the specific assault range to be employed at the objective.
This variable can be used to identify and flag those nodes
for which exposure calculations can be skipped. Figure 9
shows how this procedure is applied. After the appropriate
nodes have been flagged, exposure weights can be assigned
to every node in the route selection array. At the conclu-
sion of this process, the contents of STATUS must be copied
into a similar list called CHANGE. This serves to record
any temporary influences which have been considered in this
iteration of the route selection process. The CHANGE list
will be required when the initial route is re-evaluated.
3 . Travel Time
In order to compute the travel times which are re-
quired in the tactical difficulty equation, it is first
necessary to define the pattern of feasible arcs that are
to be allowed at each node. The route selection model uses
a subroutine called NABOR to identify the appropriate set of
neighboring nodes which can be reached from any given node.
The subroutine accepts a node number as an input argument
and returns a list called NBR which contains the node num-
bers of its allowable neighbors. Within the subroutine, an
array called ARC is used to identify these points. This
array contains the relative row and column locations for the
"neighborhood" . Figure 10 provides one example of how the
ARC array might be structured and of how the data are uti-






IGO = (NROW - KROW) NCOL + 1
(XT.YT)
ROW (NROW - KROW 1)
IF D(I) £ ASLT
SET FLAG FOR NODE (I)
I = IGO,. .
.
,NNODE
Figure 9. Assault Range
41

INPUT: NNBR = 9
NBR(K) ; K = L, . .
.
,NNBR
N = NODE + ARC(1,L)
L = 1,2,3
NBR(K) = N + (NCOLS x ARC(L,M))
M =3,..., (ARC(2,L) + 2)
O O O O O
J-2 J-l J J+l J+2
ARC
RELATIVE COLUMN POSITION ^.








Figure 10. Neighbor Nodes
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pattern of potential route segments includes some points
which lie outside of the route selection array, the subrou-
tine will place a flag value in the appropriate locations
in the NBR list.
The actual values for the estimated travel times to
the neighboring nodes are obtained from the movement model
which is part of the parent model. This movement model must
be structured so that it can accept, as input arguments, the
coordinates of the current node and one of its neighbor nodes
A travel time must then be computed based on the terrain be-
tween these points and on the accuracy desired in the esti-
mation process. A set of estimated times is calculated and
stored for every node in the route selection array.
4 . Route Selection
With the time and exposure data, it is now possible
to begin the evaluation of potential routes . From the many
possible route combinations, the optimum route can be effi-
ciently identified through the use of a shortest-route
algorithm from network theory. For networks with non-nega-
tive arc weights, in this case non-negative tactical diffi-
culties, Dijkstra's algorithm is the most efficient method
available [Ref. 3,5,6]. This algorithm uses a label setting
procedure to permanently label those nodes to which an opti-
mum route has been determined. At each iteration, one addi-
tional node is so identified. The procedure is repeatedly
applied to the network until the objective node has been
permanently labeled, indicating that the least difficult
43

route has been identified. For a network consisting of
NNODE nodes, the optimum route will be found after at most
NNODE iterations.
Two data lists are required to implement Dijkstra's
procedure. One lsit, described in an article by Pate [Ref. 7],
is used to determine whether a node has a permanent or a
temporary label. It also links the nodes in reverse order
of their occurrence in the routes which have been identified.
In the route selection model, this list is called LINK. This
list must be zeroed out at the start of each selection pro-
cess. The second list, called TEMP, contains the node num-
bers for each node that has been assigned a temporary label.
The nodes contained in TEMP are stored in order of increas-
ing difficulty value. An example of how these two lists are
structured is provided in Figure 11. Two variables are also
required in this procedure. NPERM contains the node number
of the last node to receive a permanent label, and DIFF con-
tains the cumulative tactical difficutly for that node.
The algorithm begins by identifying the node which
represents the maneuver element's current position. This
node number is assigned to NPERM, and DIFF is set equal to
zero. This node is also identified as the start point of
all routes by setting LINK (NPERM) equal to a negative flag
value. The list of neighboring nodes of the start point are
then obtained from the subroutine NABOR. For each node, the
cumulative tactical difficutly of the route leading to that







J = 1 , . .
.
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= IF NOT LABELED
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)
M = 1
Figure 11. Shortest-Route Algorithm
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the immediate predecessor node to the node being considered.
Since this is the first iteration of the algorithm, this
cumulative value is just the difficulty for the individual
route segment. This difficulty value is calculated using
the time and exposure values that have been previously com-
puted and stored. The following equations are used for each
neighbor node, NBR(I) for I = 1,...,NNBR:
TD(NBR(I)) = TIME (NPERM ( I) ) (1 + E(NBR(I))) + DIFF
LINK(NBR(I) ) = NPERM
where TD(NBR(I)) = temporary cumulative tactical difficul-
ty for the route which terminates at
node NBR(I)
,
TIME (NPERM (I) ) = travel time from node NPERM to its
jth neighbor, and
E(NBR(I)) = exposure value assigned to the node
NBR(I)
.
The neighboring node is then stored in TEMP in order of in-
creasing tactical difficutly. Notice that the list LINK has
also been updated to reflect that NPERM is the predecessor
node in the temporary route to each of the neighboring points
The next iteration of the algorithm begins by remov-
ing the first entry from the list of temporary labels. This
node is given a permanent label signifying that the least
difficult: route from the origin to this node has been identi-
fied. This must be true because any other route to this node
must include one of the other nodes in TEMP. Since the cum-
ulative tactical difficulty for each of these nodes is great-
er than that of the first node, and since the difficulty
values are non-negative, any other route must necessarily
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produce a larger cumulative value. This node is permanently
labeled by setting NPERM equal to TEMP(l), DIFF equal to
TD(TEMP(1)), and LINK (NPERM) equal to -LINK (NPERM) . The
node's location in the LINK list has been flagged with a
negative value to indicate that no other route to that node
can reduce the tactical difficulty value at this node.
As before, the neighbors of NPERM are identified
and the temporary difficulty values are computed and stored
in TEMP. However, two situations can occur which alter
this procedure. First, if one of the neighboring nodes is
already permanently labeled, there is no need to consider
it again because no better route to that node can exist.
Therefore, if LINK(NBR(I)) contains a negative value, the
computations for that node are skipped. The second situa-
tion occurs when the neighboring node is already contained
in TEMP. This is the case if LINK(NBR(I)) contains a posi-
tive value. In this situation, two competing routes have
been identified, and the best one must be selected. The
tactical difficulty for the new route, with NPERM as a
predecessor node, is computed and compared with the value
of the previously identified route. This route has LINK(NBR(I)
as a predecessor. If the new difficulty value is greater
than the stored value, the new route and value are disre-
garded. However, if it is less than the stored value, the
new value replaces the old value, and LINK(NBR(D) is set
equal to NPERM to reflect the new route to the node.
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This procedure is repeated until the terminal node
is given a permanent label. When this occurs, the least
difficult route from the initial point to the objective has
been identified. The sequence of nodes which comprise this
route is obtained by recording the predecessor information
stored in LINK, starting at the terminal node and working
backwards to the initial node. The sequence is then placed
in correct order and the coordinates of these nodes are re-
called. The optimum route is now available to the simula-
tion.
It should be noted that if the selected route is to
be re-evaluated after the maneuver element has traveled a
specified distance, it is not necessary to provide the en-
tire route description to the combat simulation. Only that
portion of the route within a predetermined distance, DIST,
of the start point needs to be returned by the route selec-
tion model. This concept, and the procedure for identifying
the appropriate route section, are shown in Figure 12. How-
ever, if the simulation uses an event step procedure, it may
be more appropriate to schedule route re-evaluation events
at specified time intervals rather than distance intervals.
Of course, in either procedure, criteria which reflect the
tactical situation may cause a route to be re-evaluated be-
fore the time or distance criteria are met.
5 . Route Re-evaluation
Whenever it is necessary to re-evaluate a route, a
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Figure 12. Model Output
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just been described. However, there are some important dif-
ferences. Rather than establishing a new route selection
array based on the maneuver element's current position, the
original array is maintained. This eliminates the require-
ment for re-computing array parameters, node numbers, and
coordinates. However, the element's current position will
typically not coincide with any of the previously established
nodes. Therefore, it is necessary to identify the node which
is nearest to this position. This is accomplished by trans-
forming the coordinates of the current position, (X,Y) , to
the corresponding array coordinates. These I-J coordinates
are rounded to the nearest integer values and then converted
to a single node number which is stored in the variable
NSTART. The following equations are used:






(YT-YO) (X-XO) - (XT-XO) (Y-YO)
(NROW-1) RFIX CFIX
NSTART = (1-1) NCOL + J
The node labeled NSTART is used to define the route
selection area to be used for the re-evaluation process.
Figure 13 shows how this area is identified. Notice that
the area includes the row of nodes "behind" the current
position. This is to allow a route to be selected which
can attempt to circumvent an enemy influence. Although only
one row of nodes is provided for this purpose, the concept
can be extended to include any fixed number of additional
rows. Also notice that the initial set of potential route
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Figure 13. Route Re-evaluation
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segments radiates from the element's current position and
not from the node labeled NSTART. To account for the dif-
ference in locations, the coordinates assigned to this node
are replaced by the coordinates (X,Y). In addition, the set
of travel times from NSTART to its neighbor nodes is re-
placed by the travel times from the actual starting location
to the same set of neighbors. Thus, the node NSTART has
essentially been transposed to the point (X,Y) . This allows
the original node number to be used in all subsequent route
evaluation procedures.
Within the new route selection area, which consists
of those nodes numbered from MIN through NNODE , only those
influence factors which have changed since the last route
was selected need to be considered. If a factor which in-
fluences route selection has remained unchanged, its con-
tribution to the exposure weights and travel times is al-
ready reflected in the values previously computed. Those
factors which have changed can be identified by comparing
the information contained in the lists STATUS and CHANGE.
The list CHANGE contains those temporary influences which
were included in the last route evaluation process. STATUS
contains those influences which represent the maneuver ele-
ment' s current impression of the tactical situation. In
Figure 14, the four general types of changes that can occur
are presented. The procedure used to update CHANGE to re-
flect these events is also shown in the figure. The flag
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to a predetermined value. For each item in STATUS, the CHANGE
list is then scanned to determine if the type and location of
that item are already listed. If so, the flag value is set
to zero. If it is not contained in the list, the item is
added and given a flag value of positive one. After every
item in STATUS has been evaluated, any entries in CHANGE
which still retain the initial flag value are assigned a
flag of negative one. At this point, the CHANGE list has
been completely updated. The flag values indicate whether
the influence factors have been deleted, remained constant,
or been added (by the values minus one, zero, positive one
respectively)
.
The existing exposure factors for the nodes in the
route selection area can now be altered to reflect the cur-
rent tactical situation. Since these values already reflect
the influence of the fixed elements contained in the SUSP
list and also those temporary elements which possess a flag
value of zero in the CHANGE list, these items need not be
considered. Therefore, at each node, the subroutine EXPOSE
is called to compute an exposure weight for each element in
CHANGE which has a non-zero flag. However, in the route
re-evaluation process, the individual weights which are re-
turned by this subroutine are multiplied by the flag value
assigned to the respective sources of influence. These
weights are then summed and added to the existing value as-
signed to the node. By this process, the appropriate ex-
posure weights are either subtracted from or added to the
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existing value, depending on whether the source of influence
has been deleted from or added to the maneuver element's rep-
resentation of the tactical situation. This process is re-
peated for those nodes which comprise the current route
selection array. Of course, those nodes which have been
previously flagged to indicate that they are within assault
range of the objective need not be considered in this updat-
ing procedure.
The previously described route selection process can
now be employed to select a new route from the NSTART node
to the objective. This new route, or a portion of it, is
then provided to the combat simulation. This route re-evalu-
ation process is successively applied, as the need arises,
until the maneuver element is sufficiently close to the
objective.
C. IMPLEMENTATION OF THE MODEL
In the previous section, the structural and computational
aspects of route selection model were presented. These as-
pects were concentrated within a limited scope established
by the objectives of the thesis. There are, however, two
general subject areas that deserve additional attention.
Although not critical to the functions within the model
itself, these subjects will become important to the capa-
bilities of the model when it is integrated into a combat
simulation.
The first area concerns the information flow from the
simulation to the model. The three main categories of
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information that the model requires are line of sight, travel
time, and tactical intelligence. The line of sight function
poses no real problem because this information is required
only in the programmer's EXPOSE subroutine. The subroutine
format can be easily adapted to match the specific format
of the function. Although the model requires that the com-
putation of travel time be structured in a rather specific
manner, this is necessary if dynamic route selection is to
be included in the simulation. However, in the area of tac-
tical intelligence information, a great deal of flexibility
is allowed by the model. The types of tactical situations
that can be represented in the route selection model are
determined by the capability of the simulation to monitor
the details of the situation and to record the appropriate
data in the array called STATUS. The information that is
required for the four types of events described in Figure 14
deserves additional discussion.
The detection and no-change events require only that the
simulation have the capability to report the location and
type of the detected influence factors. However, an element
can be deleted from STATUS in two ways. If the element has
been destroyed, it should be deleted from the list immedi-
ately. If detection has just been lost, the element may
also be removed from the list. However, in this case, it
seems realistic to assume that, although the detection has
been lost, the element still remains in the area of the pre-
vious location. To reflect the maneuver element's impres-
sion of the tactical situation, this influence factor should

be retained in STATUS for a specified time period. A similar
situation exists when an enemy weapon system changes loca-
tions. If the maneuver element observes the enemy movement,
the new location of the enemy should replace the previously
recorded location in the list. However, if the movement is
not observed, this situation should be treated as a loss of
detection at the previously recorded location and as a detec-
tion at the new location. Thus, two enemy influences should
be represented in this case.
It should also be noted that the STATUS list is designed
to reflect all temporary influences that affect the route
selection process. This includes not only enemy weapon sys-
tems but also minefields, obstacles, and natural barriers.
The term "temporary" is used here to include any such items
which are not initially known to the maneuver element and may
be encountered during movement. Again, the specific types of
influences and the method of representation depend on the
structure of the simulation. The calculations which are re-
quired to quantify these types of influences seem most ap-
propriately handled within the EXPOSE subroutine. These
calculations might involve not only exposure weights but
also travel times. For example, a detected minefield will
affect both travel time and exposure for those nodes within
the minefield. If soil types are represented, a detected
swamp, for example, might only affect travel time. The sub-
jective decision as to how these influences affect either
exposure or time is left to the programmer. However, for
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those influences of fixed size and location, it would be ef-
ficient to identify all nodes affected by the influence and
to compute the changes for this set of nodes rather than to
evaluate each node in the entire array to determine if it is
affected by this influence. This can be accomplished when
the first node in the route selection array is evaluated.
The flag assigned to the influence factor in the CHANGE list
can then be set to zero to indicate that the affects of this
particular factor have already been computed.
Regardless of the types of tactical influences which can
be represented in the STATUS list, the procedure used in the
route selection model to update the CHANGE list will correct-
ly identify any change. Of course, the EXPOSE subroutine
must then be capable of processing these changes into appro-
priate time or exposure values.
The representation of the tactical situation should also
be considered in determining the criteria which specify when
a route needs to be re-evaluated. It seems reasonable to
assume that a maneuver element might consider a new route
whenever it is fired upon. It would also seem reasonable
to re-evaluate a movement route after the number of changes
that occur in the STATUS list reaches a specified level.
Together with the fixed travel time or distance increment,
these criteria need to be defined within the simulation.
However, there should also be a criterion for by-passing
these re-evaluations whenever the maneuver element gets
reasonably close to the objective.
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The second major area of application involves the identi-
fication of the route selection area. At each iteration of
the route selection process, a route is generated which ter-
minates at the point which has been identified as the objec-
tive. Thus far, the concept of an objective has been used
in the tactical sense of the word. This is defined to mean
a piece of terrain which a tactical element seeks to seize
and physically occupy. However, it may be convenient to
allow an alternate form of termination point for the route.
Instead of an objective, a control point might be specified.
This control point may represent a movement restriction, a
turning point within the sector of advance, or an intermedi-
ate piece of terrain that the element is required to pass
through. The use of control points can serve to reduce the
computer storage required by the route selection array. For
example, if the sector is relatively large, there will be a
large amount of data that must be stored and manipulated.
This storage requirement can be reduced by identifying a
series of intermediate control points within the sector. The
model will then successively treat each control point as a
termination point for a smaller route selection array. This
type of procedure will produce a total route that has been
identified by a suboptimization process.
If a control point is used, it must be dealt with dif-
ferently than if it were a tactical objective. In general,
the concept of an assault range is not applicable to control
points. Therefore, the route leading to this point should be
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optimized in terms of both time and exposure throughout the
entire route selection area. Also, since control points
might be used to approximate sections of an optimum route
which ordinarily would not pass through these exact points,
the array for a succeeding route section should be generated
before the tactical element actually reaches the terminal
point in the current array. This allows a smoother transi-
tion into the succeeding route selection area, and does not
necessarily force the route to pass over the precise control
point.
An alternate concept can be used to describe the terminal
point for any particular array. In addition to specifying
the coordinates of the terminal point, the programmer could
also specify a width for a terminal area. Rather than re-
quiring that the route end on one specific point, this would
allow the route to lead to any node in the last row of the
array which is within the specified half-width of the termin-
al point. This would provide an additional smoothing tech-
nique for transitions between route arrays. In addition,
since a tactical objective or a route restriction is typical-
ly an area rather than a point, this concept could be used
to represent these areas.
Certainly, other subjects of concern exist in the area
of implementation of the model. However, the two concepts
that have been discussed in this section seem to exert a




V. DOCUMENTATION OF TEST RESULTS
The dynamic route selection model that was developed in
Chapter IV has been programmed, and the organizational and
computational aspects of the model have been verified. A
source listing of the FORTRAN program is contained in Appen-
dix C. In addition, an alphabetical list of the major vari-
ables and their definitions is presented in Appendix B. In
this chapter, the test situations that were used to exercise
the model are documented. The routes which resulted from
these tests are also presented and discussed.
In order to realistically exercise the route selection
model, components of the STAR combat simulation were used
to provide input data for the model. However, in order to
control the test situations, the stochastic portions of the
simulation were not utilized. Only the terrain, movement,
and line of sight models, with their supporting subroutines,
were used. The remainder of the input data were provided as
fixed input through the use of a main program which served
to represent the typical information flow that would exist
between the model and the complete simulation. In addition,
for both the movement model and the line of sight model, the
existing calling sequences were simplified for the sake of
clarity. The movement model was substantially modified in
order to provide information in the format required by the
route selection model. Originally, this movement subroutine
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was designed to accept as input the current position of the
maneuver element and a time increment. The model would then
compute the position on a specified, fixed route where the
element would be located at the end of the time increment.
This procedure was altered to allow the movement model to
accept the coordinates of two points , which define a route
segment, and to compute the travel time between these points.
The section of the movement subroutine dealing with minefields
and their impact on travel time was also removed from the
model for these tests. Finally, the movement model was re-
named TIME, again, merely for clarity.
For the tests that were conducted, the following input
parameters were specified. Desired row and column spacings
for the route selection array were set at 100 meters. The
width of the movement sector was fixed at 1000 meters, and
an assault range of 600 meters was used. The number of al-
lowable neighboring points was set at nine, and the pattern
of routes that was shown in Figure 10 was used. Three types
of enemy influences were portrayed: suspected enemy posi-
tions were assigned a relative weight factor of three units
and a range of influence of 3000 meters, enemy tanks were
assigned a weight of six and an effective range of 2500
meters, and enemy anti-tank systems were assigned weights
of four units for an Anti-Tank-Guided-Missile system and two
units for a smaller caliber weapon with respective ranges of
3000 and 1500 meters.
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In the subroutine EXPOSE, exposure weights were computed
as a linearly decreasing function of range. In addition,
line of sight computations were used to contribute an addi-
tional weight of one unit if intervisibility existed. Since
the line of sight model that was used computed the fraction
of the moving vehicle that is visible to the enemy element,
a value of ten percent was selected to determine if inter-
visibility existed. If less than ten percent of the vehicle
was visible, no line of sight weight was applied. The full
weight of one unit was added if more than ten percent of the
vehicle was visible to the enemy element.
From the terrain represented in the STAR model, an area
was selected which provided a representative sample of the
various factors portrayed in the simulation. The area of
terrain that was chosen is shown in Figure 15. In the fig-
ure, the rectangular shapes represent areas of highly re-
duced mobility. The cross-hatched areas represent forests.
It should be noted that the forest areas do not hinder the
mobility which is determined by the subroutine TIME. These
areas do, however, significantly affect intervisibility.
In addition, the slope of the terrain at any point is com-
puted in TIME prior to the calculation of travel time. How-
ever, the slopes are first classified into one of three
categories: down slope, level, or up slope. Therefore,
only significant changes in slope actually influence the
computation of travel time. However, considering the rela-
tively gentle terrain depicted in Figure 15 and the mobility
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SCALE C 3 METERS
1000
Figure 15. Sample Terrain

of a typical mechanized vehicle, this form of slope repre-
sentation is not totally unreasonable.
Within this area of terrain, an initial point (XO,YO) and
and objective (XT,YT) were specified. The route selection mod-
el then generated the array of grid points shown in Figure 16.
It should be noted that the position of the array was not
selected to represent a realistic tactical situation, but
rather to include terrain which could be used to exercise
the various aspects of the model. Based on the input para-
meters and on the distance between the initial point and the
objective, the depicted array consists of 26 rows, 11 columns,
and 286 nodes. As a result of the rounding process, the actual
row spacing is 100.5 meters, and the actual column spacing is
100.0 meters.
The route selection model was then used to determine a
route of minimum travel time to the objective. This route
is shown in Figure 17. Due to the simple classification of
slope, the sample terrain area was treated essentially as a
level plane. Thus, the optimum route that was selected is
basically a straight line. It has been deflected slightly
to the left to avoid the area of reduced mobility. For this
particular terrain, except for the areas of reduced mobility,
travel times for route segments of equal length were exactly
equal. Therefore, there are actually several optimum routes
available. The route could have returned to the center line
of the array at any grid point beyond the one area of diffi-
culty. Any such route would have resulted in a total travel
time equal to that of the route which was actually selected.
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Figure 17. Least-time Route
67

Initial routes were also generated in situations where
suspected enemy influences were represented. In Figure 18,
one suspected location was positioned outside of the left
boundary of the sector. Because of the range of influence
(3000 meters), the entire route selection area was under the
influence of this position. The decreasing exposure function
forced the route to the right side of the sector. In this
area, line of sight became the critical factor in the actual
location of the optimum route. As can be seen in the figure,
the route that was selected passed through the two forest
areas where line of sight from the suspected enemy position
did not exist. Between these two areas, the route followed
the low ground along the right boundary of the sector. Had
the sector been wider, the route probably would have passed
through the small valley just outside of the current sector.
Beyond the last forest area, the route came within assault
range of the objective, and travel time dictated the subse-
quent section of route.
In a second initial situation, two suspected positions
were represented as shown in Figure 19. In this case, the
two exposure functions forced the route to pass through the
center of the sector. Again, intervisibility played an im-
portant part in the positioning of the optimum route. The
fact that the two enemy positions were located on relatively
flat hill tops, restricted line of sight to that portion of
the route located in the left center of the sector where a





Figure 18. Initial Route (A]
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Figure 19. Initial Route (B)
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to the left of the small hill mass to avoid line of sight
from the position to the right of the sector, and through
the edge of the tree line to avoid intervisibility with either
position. Again, travel time dictated the final section of
the route.
The above tactical situation was expanded to include a
re-evaluation of the initial route. The new tactical situa-
tion and the resulting route are shown in Figure 20. This
figure represents a maneuver element currently located at
the position labeled (X,Y) . At this point, two enemy weapon
systems were detected beyond the right boundary of the sec-
tor. Based on this situation, a new route was generated
from the element's current position to the objective. The
new exposure and intervisibility considerations altered the
route slightly in the area near (X,Y) . The larger weights
from the detected elements dominated the suspected position
on the left side of the sector. This forced the route to-
ward the left side of the route selection array. There, the
hill mass and the forest served to reduce the total relative
exposure by eliminating line of sight with the new sources
of influence.
The tactical situation was further expanded by conduct-
ing an additional re-evaluation of the most recently computed
route. The new tactical situation and the resulting route
are shown in Figure 21. This figure represents a maneuver
element that has advanced along the previous route to a new










Figure 21. Second Route Re-evaluation
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influence has been detected in the upper left corner of the
figure, and the previously detected weapon system at the
right center of the figure has been deleted. The resulting
route was shifted slightly to the right. However, the close
proximity of the route to the objective resulted in travel
time being the dominant influence in the final positioning
of the route.
Although no additional major situations were evaluated,
these limited test runs have provided the data that was
necessary to verify the structure and computational aspects
of the model. They have also served to provide an initial
indication of the computer execution time that is required
to implement dynamic route selection in a combat simulation.
For the specific size and shape of the route selection grid
that was used in the trial runs, the total computer execu-
tion time ranged from 35 to 40 seconds. This time includes
all computations required in one initial call to the model.
By far the largest portion of the computer time was de-
voted to the calculation of travel times. Again consider-
ing the specific grid that was used, an initial call to the
model required 22 7 5 subsequent calls to the subroutine TIME
and consumed a total of 31.6 seconds of CPU time. The com-
putation of exposure weights accounted for most of the vari-
ability in the total execution time. The resources required
to produce these weights depends not only on the number of
sources of influence that are represented in the initial
tactical situtation, but also on the number of nodes that
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are within assault range of the objective. No exposure cal-
culations are required at these nodes. In addition, the time
consumed in these calculations by the line of sight subrou-
tine depends on the specific terrain that exists between any
two specific points. In the initial tactical situation that
was last described, where two suspected locations were rep-
resented and assault range was set at 600 meters, a total of
452 calls to the line of sight subroutine were required. This
required slightly more than three seconds of computer time.
Execution time for the dynamic programming algorithm consis-
tantly remained below 1.5 seconds for all initial routes
that were generated.
The execution time required to re-evaluate a route is
highly dependent on the size of that portion of the grid
which comprises the new route selection area. Again, the
number of changes in the tactical situation and the length
of the assault range also influence the time. For the two
re-evaluations which were conducted in the last example,
approximately four and three seconds were required respec-
tively. However, these times reflect the fact that no
sources of influence were represented which would require
the re-calculation of travel times. Had minefields or ob-
stacles been included, the computer time would have increased
significantly. In the re-evaluation situations which were
described, the only calculations of travel time that were
required were those necessary to transform the node nearest
to the maneuver element's current position to the coordinates
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of that current position. In each situation, this resulted
in nine calls to the subroutine TIME. The average time per
call in both situations was almost identical to that required
for the initial route selection. Based on the row and column
spacings within the route selection grid, it appears that
approximately 70 complete time calculations per second can
be achieved. The execution time required for line of sight
computations was again variable. However, an average of
roughly 140 calls per second was obtained. This is based
on the placement of the sources of influence on dominant
terrain features where intervisibility typically existed
with most nodes in the route selection grid. Had these
sources been positioned in less prominant locations, indi-
vidual line of sight calculations would have required less
time since the calculations are terminated as soon as the
first barrier to intervisibility is identified.
In the test situations that have been used to demon-
strate the route selection model, the resulting routes ap-
pear to be quite reasonable. They can be easily justified
based on the terrain and on the specific tactical situations.
However, these tests were conducted to verify the internal
functioning of the model. No analysis was conducted to ver-
ify the appropriateness of the subjective exposure weights
and ranges that were utilized. These parameters, along with
the tactical difficulty objective function, were specified
solely for the purpose of exercising the model.
7fi

VI. CONCLUSIONS AND RECOMMENDATIONS
The conclusions that can be drawn from the analysis of
the route selection process and from the limited test runs
of the route selection model are discussed in this chapter.
In addition, recommendations for future study and expansion
of the model are presented. The justification for the deci-
sion to use a discrete grid concept in the representation of
the route selection process has been discussed in Chapter
III. However, the results of the initial experiments which
were described in the last chapter serve to validate the
capability of this approach to be used in the selection of
optimum tactical movement routes.
The tests also indicate that the route selection model
is relatively expensive to implement in a combat simulation
due to the computer time required to support the model. How-
ever, since the largest portion of the time is consumed in
the computation of travel times, the requirement for computer
resources could be reduced by decreasing the number of allow-
able route segments which emanate from each node. The advan-
tage achieved by this approach would be at the expense of
flexibility and smoothness in the resulting routes. Addi-
tional effort should be devoted to an analysis of this trade-
off.
A limited evaluation of the sensitivity of the route
selection model to the assignment of exposure weights for
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the various sources of influence was conducted. It appears
that the magnitudes of these weights do not significantly
affect the location of the final route. However, the rela-
tive weights assigned to these different sources of influence
do affect the location of the optimum route. Since the
weights that were used in the trail runs were selected mere-
ly for demonstration purposes, an additional study should be
made in order to identify appropriate weight factors and also
appropriate ranges of influence.
The sensitivity of the model to the slope of the terrain
was not able to be evaluated because of the procedure used
to classify terrain in the TIME subroutine. A more detailed
representation of the affect that the gradient of the terrain
has on the travel times could, in specific situations, sig-
nificantly alter the location of the optimum route. However,
a more sophisticated movement model would undoubtedly require
additional computer resources, and it is not clear that the
additional detail that would be provided would justify the
increased consumption of resources. In addition, since the
travel times used in the model are only intended to repre-
sent estimated values, a less detailed TIME routine may be
more appropriate. This routine could be designed to provide
a cruder time estimate, but one that is more representative
of the terrain gradient. This would serve to provide a more
realistic representation, and, at the same time, could pos-
sibly reduce execution time.
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The tactical scenario that has been modeled in this the-
sis is rather limited. An obvious future expansion of the
model would be to modify the structure in order to represent
the selection of a route for a tactical unit rather than a
single maneuver element. In addition, the model could be
expanded to be capable of accepting, and appropriately pro-
cessing, a sequence of objectives or control points. It
also seems logical to include a capability for generating
and storing route selection data for a set of maneuver units
which are moving through the battlefield simultaneously.
These potential areas for future expansion do not neces-
sarily exhaust the capabilities of the route selection mod-
el. They do represent a substantial requirement for analy-
tic and programming effort. However, these concepts seem
to encompass the major steps that would be necessary to
completely implement the model in a combat simulation.
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APPENDIX A. FLOW CHART
This appendix provides a flow chart of the structure and
major processes that are contained in the route selection
model. The primary subroutine ROUTE is depicted as well as
the subroutine SELECT which performs the optimization pro-
cess. The NABOR subroutine is not contained in this appen-
dix because of its relative simplicity. A detailed descrip-
tion of this routine is contained in Chapter IV. In addition,
the programmer prepared subroutine EXPOSE is omitted. How-
ever, one example of this routine is contained in the program
listing which is presented in Appendix C. Finally, the sup-
porting subroutines from the parent combat simulation are
referenced only by the appropriate calling statements. The
particular requirements for special structure and format of



















































APPENDIX B: LIST OF VARIABLES
This appendix presents an alphabetical list which pro-
vides definitions of the major variables that are used in
the route selection model. Variables which are used as
counters or as dummy arguments in subroutines are not in-
cluded on this list. Variables used to store intermediate
results of computations are also omitted from the list.
Scalar and array variables are listed separately.
1. SCALAR VARIABLES
ASLT - assault range
CFIX - actual column spacing in route selection grid
CSPACE - desired column spacing in route selection grid
DIFF - cumulative tactical difficulty for any optimum
route section
DIST - distance criterion for route re-evaluation
E - exposure weight
JHALF - center column of route selection grid
LAST - location of last entry in array TEMP
MAX - largest node number within distance criterion
of NSTART
MIN - smallest node number in current route selection
area
NCALL - type of route selection (initial or re-evaluation)
NCHG - number of entries in array CHANGE
NCOL - number of columns in route selection grid
NEXT - location of first entry in array TEMP
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NNBR - number of allowable route segments from any node
NNODE - number of nodes in route selection grid
NOBJ - node number of terminal point in route selection
grid
NPERM - node number of permanently labeled node
NROW - number of rows in route selection grid
NSTART - node number of maneuver element's current position
NSTAT - number of entries in array STATUS
NSUSP - number of entries in array SUSP
NUM - number of nodes comprising an optimum route
PCT - fraction of maneuver element visible to enemy
influence
RFIX - actual row spacing in route selection grid
RNG - distance between any node and any source of
enemy influence
RSPACE - desired row spacing in route selection grid
SECTOR - width of route selection grid
T - travel time
TD - temporary cumulative tactical difficulty for
any route
TYPE - type of enemy influence
X,Y - coordinates of current position of maneuver
element
XO,YO - coordinates of initial position of maneuver
element




ANODE - attributes of nodes in route selection grid
Dimension
(300,15)
Col. 1 - X coordinate
2 - Y coordinate
3 - Z coordinate
4 - flag value
5 - E
6 thru 14 - travel times to allowable
neighbor nodes
15 - TD
ARC - relative locations of allowable neighbor nodes
(6,3)
Row 1 - relative column locations
2 - number of neighbors per column
3 thru 6 - relative row locations
CHANGE - attributes of temporary sources of enemy
influence , , « -»
Col. 1 - TYPE
2 - X coordinate
3 - Y coordinate
4 - Z coordinate
5 - flag value
NBR - neighboring nodes of any given node (9)
LINK - predecessor nodes in shortest-route algorithm
(300)
NODES - sequence of node numbers comprising an optimum
route (50)
RTE - sequence of coordinates comprising an optimum
route (50,2)
Col. 1 - X coordinate
2 - Y coordinate
STATUS - input array of temporarv enemy influences
(10,3)
Col. 1 - X coordinate
2 - Y coordinate
3 - Z coordinate
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SUSP - attributes of suspected sources of influence
(10,2)
Col. 1 - X coordinate
2 - Y coordinate
TEMP - temporarily labeled nodes (300,3)
Col. 1 - node number
2 - row location of node with next smal-
ler TD




APPENDIX C. COMPUTER PROGRAM
SUBROUTINE ROUTS (X, Y,XT ,11, NC ALL, SECTOR ,ASLT , RT E]
COtfidON /EXT/ HSUSP, SUSP, NSTAT,STATUS
COMMON /INS/ ANODE, NN3R,N03J, ilIN, NCOL, NNODS
DIMENSION RTE (50,2) , ANODE (300, 15) , SUSP (10,3) ,
1 STATUS (10,3) ,N3H(9) , NODES (50) , CHANGE ( 10 , 5)
DATA DIST,RS?ACE,CSPACE /750 . , 1 . , 1 00 . 0/
NNBR=9
IF (NCALL.EQ. 1) GO TO 150
C
C IF INITIAL CALL, BEGIN INITIALIZATION PROCESS




D=30.RT ( (XT-X) **2 + (YT-Y) **2)




IP (MOD (NCOL, 2) -NE.0) GO TO 20


























ANODE(N,1) = X f ( (XT-X) *(I-1) /(NEOW-1)
1 ( (J-JHALF) * (Yr-Y) *CFIX/(R?I X* (NROW-1) )
ANODE(N,2) = Y « ( (1-1) *(XT-Y) /(NROtf-1)
1 ( (J-JHALF) * (Xr-X) *CFIX/(RFIX*(NSOW-1) )





FLAG NODES WITHIN ASSAULT RAN3E OF OBJECTIVE
KROW=INT (ASLI/RFIX) +1
IGO=NCOL* (NROtf-KROW) +1
IF(IGO.LI.I) 133 = 1
DO 40 I=IGO,NNODS
D=SQRT( (ANDDE (I, 1) -XT) **2 f (ANODE (I, 2) - YT) **2)
IF (D.LE. ASLT) ANODE (I, 4) =1 .
CONTINUE
COMPUTE EXPOSURE FACTORS S TRAVEL TIMES
IF (NSUSP. EQ.O) SO TO 50
DO 50 I=1 / NSUSP
















DO 70 1=1 ,10
CHANGE (I, 1) =0.0
IF (NSTAT.EQ.O) 30 TO 70
IF(I.GT. NSIAI) GO TO 70
CHANGE (I, 1) =STArUS (1,1)
CHANGE(I,2) =STATUS (1,2)
CHANGE (1,3) =STAIUS (1,3)




DO 140 1=1 ,NNODE
IF(ANODE (1,4) .EQ. 1 . 0) GO TO 120
IF (NSOSP. EQ.O) 30 TO 100
DO 90 J=1 ,NSUSP
CALL EXPOSE (ANODE (1,1) , ANODE (I, 2) , ANODE (I, 3) ,1.0,
1 SUSP (J, 1) , SUSP (J, 2) , SUSP (J, 3) , E)
ANODE (1,5) =ANODS (I, 5) +2
IF(NSTAT. EQ.O) 33 TO 120
DO 110 J=1,NCHG
CALL EXP USE (A NODS (1,1) , ANODE (1,2) , ANODE (1,3)
,
1 CHANGE (J, 1) , CHAN3E (J, 2) , CHANGE (J, 3) ,CHAN3E (J, 4) ,S)
ANODE (1,5) = A. NODS (1,5) *E
CALL NABOR(I, MIN, NC OL, NNODE ,N BR)
DO 130 J=1,NN3R
IF (NBR (J) .LE. 0) 30 TO 130
JJ=J+5
CALL TIMS (ANODE (I, 1) , ANODE (1,2) , ANODE (I, 3) ,



















IF SUBSEQUENT SALL, BEGIN RE-EVALUATION PROCESS
COMPUTE RE-EVALUATION PARAMETERS
1=1 NT (1.5+ ( ( (XT-XO) * (X-XO) « (YT-IO) * (Y-ID) ) /
1 (RFIX**2* (NROW-1) ) )
)
J=INT (JMLF+0 .5+ ( ( (IT-XO) * (X-XO) - (XT-XO) * (Y-YO) ) /
1 (RFIX*CFIX* (NROW-1) )) )
NSTART= ( (1-1) *NCOL) +J
MIN = ( (1-2) *NCOL) M
ANODE (NSTART, 1) =X
ANODE (NST ART, 2) = Y
CALL ELEV (X, Y, ANODE (NSTART, 3) )
CALL NABOR (NSTART, MIN, NCOL r NN ODE , NBR)
DO 160 K=1,NNBR
IF (NBR(K) .LE. 0) GO TO 160
CALL TIME (X, I,ANODE (NSTART,3) , AN 3 DE (NBR ( J) , 1) ,
1 ANODE (NBR(J) ,2) , D,T)
XX=K + 5
ANODE (NBR (J) , KK) =T
CONTINUE
UPDATE TACTICAL CHANGES
IF (NSTAT. EQ.O) GO TO 205
DO 200 I=1,NSIAI
DO 170 J=1,10
IF (CHANGS (J,1 ) .EQ.O, 0) GO TO 170
IF (STATUS (I, 1) . NE.CHANGE(J / 1| ) GO TO 170
IF (STATUS (I ,2) . NE. CHANGE(J r 2| ) ZO TO 170
IF (STATUS (1,3). NE. CHANGE (J, 3)) GO TO 170




















DO 180 K=1, 10
IF (CHANGE (K,1) .EQ. 0.0) GO TO 190
CONTINUE
CHANGE (K,1) =STArUS (1,1)
CHANGE (K, 2) = STATUS (1,2)
CHANGE (K,3) =STAr rJS (1,3)
CALL ELEV (CHA NGE (K , 2) , CHANGS (K, 3 ) , CHANGE (K,4) )




IF (CHANGS (1,1) .EQ. 0.0) GO TO 210




DO 225 I = MIN,NNI)DE
IF(AN3DE (1,4) .E2. 1. 0) 30 ID 225
DO 220 J=1, 10
IF(CHANGE (J, 1 ) .ED.. 0. 0) 30 TO 220
IF (CHANGE (J, 5) .EQ. 0.0) GO TO 220
CALL EXPOSE (A NODE (1,1) , ANODE (1,2) , ANODE (1,3),
1 CHANGE (J, 1) , CHANGE (J, 2) ,CH AN GE (J , 3) ,CHANGE ( J ,4) , S)
ANODE (1,5) = AN ODE (1,5) +S*CHAN3S (J, 5)
CONTINUE
CONTINUE
DO 230 1=1, NCHG
IF (CHAN3S (I , 5) . S2.~ 1.0) 3H AN3E (I , 1 ) =0 .
3
CHANGE (I, 5) =999.0
SELECT OPTIMUM ROUTE






















RTE (1,1) = ANODE (NODES (K) ,1)





SUBROUTINE SE LECT ( NST ART , NO M, NODES
)
COMMON /INS/ ANODE, NNBR,NOBJ, MIN , N COL, NN3 DE
DIMENSION ANODE (300, 15) , NODES (50) r LINK (300)
1 TEMP (300 ,3) ,NBR (9)
DO 5 1=1, 300
LINK(I) =0
ANODE (I, 15) =9999 .0







C RECORD NEXT SET OF TEMPORARY LABELS
C
10 CALL NABOR(NPERM, MI N, NCOL , N NO DE, NBR)
DO 100 I=1,NNBR
IF(NBR(I) .EQ.-1) GO TO 100
IF (LINK (S3R (I) ) . LT. 0) GO ID 100
11=1+5
TD= ANODE (NPERM,II) * (1.0 + ANODS (NBR (I) ,5) ) +DIF
IF (ANODE (NBR(I)
,
15) .LE.TD) G3 TO 100
ANODE (NBR (I) , 15) =TD
IF (LINK (NBR(I)) .EQ.O) 30 TO 20
DO 15 J=1 ,300
IF (TEMP (J, 1) . NE.PL3AT(NBR (I) ) ) GO TO 15
IF(J.EQ.NEXT) 30 TO 90
TEMP (INT (TEMP (J, 2) ) , 3) =TEMP (J , 3)
IF(J.EQ.LAST) 30 TO 13
TEMP (INT (TEMP (J, 3) ) ,2) =TEMP (J, 2)
GO TO 45
13 LAST = INI (TEMP (J, 2) )
GO TO 4 5
15 CONTINUE
















IF (TEMP (J,1) .EQ.O. 0) 30 TO 40
CONTINUE
TEMP (J, 1)= FLOAT (NBR (I) )
IF (NEXT. EQ.O) GO TO 70
IF (TD.LE. ANODE (INT (TEMP (NEXT, 1) ), 15) ) GO TO 70
IF (TD.GE. ANODE(INT(TEMP (LAST, 1) ) , 15) ) GO TO 80
K=INT (TEMP (NEXT, 3) )
IF (TD.GT. ANODE(INT(TEMP (K , 1 ) ) ,15)) GO TO 60
TEMP (J, 3) =FLOAT(K)
TEMP (J, 2) =TEMP(K,2)
TEMP (INT (TEMP (K,2) ) ,3) =J
TEMP (K,2) =FLOAI (J)
GO TO 9
K=INT (TEMP (K,3) )
GO TO 5
TEMP (J, 2) =0.0
TEM?(J,3) =FLOAT(NEXT)





TEMP (NEXT, 2) = FLOAT (J)
NEXT=J
GO TO 9
TEMP (J, 3) =0.0
TEMP (J, 2) =FLOAT(LAST)
TSMP(LAST,3) =FLOAT (J)
LAST=J
LINK (NBR (I) ) =NPERM
CONTINUE
RECORD NEXT PERMANENT LABEL
NPERM=INT (TEMP(NEXT, 1) )













DIFF=ANODE (NPERJ1, 1 5)
LINK (NPERM) =-LINK ( NPERM)
GO TO 10
RECORD OPTIMUM ROUTE SEQUENCE
DO 120 1=1, 10
NODES (I) =NPERM
N?ERM=IABS (LINK (NPERM) )







SUBROUTINE NA30R(N0DE, MIN,NCDL,NNODE, N3R)
DIMENSION NBR (1) ,ARC (6,3)
DATA ARC /-1.,4.,-1 .,0.,1 .,2. ,0. ,1. ,1. ,3*0. ,1., 4. ,*-1.,
1 0. ,1 .,2./
1=1
J=1
IF (NODE.GT. 1) GO TO 20
K=ARC (2,1 )




20 M= MOD (NODE, NCOLj
DO 50 N=J,3
II=NODE+ARC (1 ,N)
JJ = ARC (2,N)
DO 40 KK=1,JJ
IF(M.EQ.1 .AND. N.EQ.1) GO TO 30
If(M.SQ.O .AND. N.EQ.3) GO TO 30
LL=KK+2
NBfi (I)=II+NCOL*ARC (LL,N)
IE (NBR(I) .GT. NNODE .OR. NBR (I) . LT . HIN) NBR(I)=-1
GO TO 4
30 N3R(I)=-1






SUBROUTINE EXPOSE ( X 1
,
1 1 ,Z 1 , I? ?E, X2 , Y2, Z2, E)















, 1 5 00
./
E=0.0
CALL LOS(X1,T1,Z1,X2,T2 f Z2,PCT)
IE (PCT.3T.0. 1 ) S = 1 .
NTYPE=INI (TYPE)
RNG = SQRI( (X1-X2) **2+ (Y1-Y2) **2)
IF (RNG.GT.WEIGHT(NTYPE,2) ) RETURN
E=E+*EI3 3T (NIYPE, 1) - RNG*WEI3.i T (NT YPE,1) /
1 WEIGHT (NTYPE r 2)
I? (NTYPE. NE. 3) RETURN
IF (RNG.GT.WEIGHT(4, 2) ) RETURN
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