Abstract. An arithmetic circuit (McKenzie and Wagner [6]) is a labelled, directed graph specifying a cascade of arithmetic and logical operations to be performed on sets of non-negative integers. In this paper, we consider the definability of functions by means of arithmetic circuits. We prove two negative results: the first shows, roughly, that a function is not circuit-definable if it has an infinite range and sub-linear growth; the second shows, roughly, that a function is not circuit-definable if it has a finite range and fails to converge on certain 'sparse' chains under inclusion. We observe that various functions of interest fall under these descriptions.
Introduction
An arithmetic circuit (McKenzie and Wagner [6] ) is a labelled, directed graph specifying a cascade of arithmetic and logical operations to be performed on sets of non-negative integers. (Henceforth, we refer to non-negative integers simply as numbers). Each node in this graph evaluates to a set of numbers, representing a stage of the computation performed by the circuit. Nodes without predecessors in the graph are called input nodes, and their labels indicate the sets of numbers to which they evaluate. Nodes with predecessors in the graph are called arithmetic gates, and their labels indicate operations to be performed on the values of their immediate predecessors; the results of these operations are then taken to be the values of the arithmetic gates in question. Multiple edges are allowed. One of the nodes in the graph (usually, a node with no successors) is designated as the circuit output; the set of numbers to which it evaluates is taken to be the value of the circuit as a whole.
We allow input nodes to be labelled with any of the symbols {1}, {0}, ∅ or N, denoting a set of numbers in the conventional way, or, alternatively, with a variable ranging over sets of numbers. Similarly, we allow arithmetic gates to be labelled with any of the symbols +, •, − , ∩ or ∪, denoting an operation on sets. The symbols − , ∩, ∪ have the obvious Boolean interpretations (with − denoting complementation in N), while + and • denote the result of lifting addition and multiplication to the algebra of sets, thus:
s + t = {i + j|i ∈ s and j ∈ t}; s • t = {i · j|i ∈ s and j ∈ t}.
We assume that arithmetic gates have the appropriate number of immediate predecessors (1 or 2) for their labels. Fig. 1 shows two examples of arithmetic circuits, where the output gate is indicated by the double circle. In Fig. 1a ) Node 1 evaluates to {1}, and Node 2 to N; hence, Node 3 evaluates to {1} + {1} = {2}, and Node 4, the output of the circuit, to {2} • N, i.e. the set of even numbers. The circuit of Fig. 1b) functions similarly: Node 2 evaluates to {0} ∪ {n ∈ N | n ≥ 2}, and Node 3 to {0} ∪ {n ∈ N | n is composite}; hence, Node 4 evaluates to the set numbers which are either prime or equal to 1, and Node 5, the output of the circuit, to the set of primes. We say that the circuits of Fig. 1a ) and b) define, respectively, the set of even numbers and the set of primes. Any arithmetic circuit with no variable inputs defines a set of numbers in this way. Likewise, any arithmetic circuit with one or more variable inputs defines a function from (tuples of) sets of numbers to sets of numbers. The question naturally arises as to which sets and functions are definable by arithmetic circuits. 
{1}
• The study of arithmetic circuits originates in Stockmeyer and Meyer [7] , who studied integer expressions-in effect, arithmetic circuits with no variables and no multiplication gates. (Integer expressions are essentially the same as star-free regular expressions over a 1-element alphabet, where the integer n stands for the string of length n). The membership problem for integer expressions is as follows: given a number and an integer expression, determine whether that number is in the set defined by that integer expression. The non-emptiness problem is as follows: given an integer expression, determine whether the set of numbers it defines is non-empty. Stockmeyer and Meyer showed that both these problems are PSpace-complete.
The membership and non-emptiness problems for variable-free arithmetic circuits-i.e., circuits featuring, additionally, the •-operator, but with no variable inputs-are discussed by McKenzie and Wagner [6] . It is easy to see that these problems are reducible to one another; however, the question of their decidability is currently still open. The complexity of the membership problem (and related problems) for variable-free arithmetic circuits with operators chosen from various proper subsets of {∪, ∩, − , +, •} are studied in Glaßer et al. [1, 2] , building on the work of Meyer and Stockmeyer, op. cit., McKenzie and Wagner, op. cit. and Yang [9] . A somewhat different complexity-theoretic profile is obtained if arithmetic circuits are taken to compute over sets of integers (possibly negative), as shown in Travers [8] .
Arithmetic circuits with variable inputs give rise to different complexitytheoretic problems. Jeż and Okhotin [5] consider systems of equations φ i (x) = ψ i (x) (1 ≤ i ≤ n) where the φ i and ψ i are arithmetic circuits with a tuple of variable inputs x, but without the multiplication or complementation operators. It is shown, inter alia, that all recursively enumerable sets are representable as the least solutions of such systems of equations. Further, it is shown in Jeż and Okhotin [4] that, when consideration is restricted to so-called resolved sets of equations (i.e. φ i is the variable x i , where x = x 1 , . . . , x n ), the family of sets representable as least solutions of such equations is included in ExpTime, and moreover contains some ExpTime-hard sets.
In the present paper, we consider the expressive power of arithmetic circuits. In particular, we ask: which functions (from tuples of sets of numbers to sets of numbers) are definable by arithmetic circuits? We obtain two negative results: the first shows, roughly, that a function is not circuit-definable if it has an infinite range and sub-linear growth; the second shows, roughly, that a function is not circuit-definable if it has a finite range and fails to converge on certain 'sparse' chains under inclusion. We observe that various functions of interest fall under these descriptions.
Preliminaries
The full complex algebra of N is the structure 
. . , x n is a non-empty tuple of variables, and τ a term all of whose variables are among the x, we optionally write τ as τ (x) to denote the order of variables. The algebra of terms τ (x) is denoted C [x] . Likewise, the algebra of variable-free terms is
An interpretation is a function ι : V → 2 N mapping variables to sets of numbers. For any tuple of variables x (possibly empty), ι is extended homomorphically to a function C[x] → Cm . For the sake of readability, if τ is a term in C [x] , and ι an interpretation mapping the tuple of variables x to the tuple of sets of numbers s, then we denote ι(τ ) by τ (s). In particular, if τ is variable-free, the set ι(τ ) (which is independent of ι) is denoted by τ ( ). If x is an n-tuple of variables (n > 0), the function defined by a term τ ∈ C[x] is the function s → τ (s). Any function f : (2 N ) n → 2 N which can be written in this way is said to be term-definable. Likewise, if τ is a variable-free term, the set defined by τ is the set of numbers τ ( ). Any set s ⊆ N which can be written in this way is said to be term-definable. For the purposes of investigating term-definability, there is no difference between complex arithmetic terms and arithmetic circuits, as described in Section 1. Thus, for example, the circuits of Fig. 1a ) and b) correspond to the respective terms
For the sake of familiarity, therefore, we speak of circuits in preference to terms, referring to term-definable functions as circuit-definable functions, and similarly for term-definable sets.
Circuit-definable sets
We observed in Section 1 that it is not known whether the membership problem for arithmetic circuits is decidable. However, for any fixed arithmetic circuit τ ∈ C[ ], the problem of determining membership in the set τ ( ) is easily seen to be decidable, and in fact to have relatively low computational complexity. We introduce a device which will prove useful when we come to examine circuit-definable functions below. Define the binary operation • on sets of numbers by
Thus, • is a modified form of set multiplication. Let us define the the set of modified circuits C • in exactly the same way as C, except that the multiplication operator • is replaced by the modified multiplication operator •.
If x is a tuple of variables (possibly empty), the algebra of modified circuits τ (x) will be denoted C
• [x] . The concept of a circuit's defining a function or set is carried over to modified circuits in the obvious way.
Theorem 1. A set is definable by an arithmetic circuit if and only if it is definable by a modified circuit.
Proof.
otherwise.
Routine induction shows that, for all τ ∈ C[ ], τ ( ) = g(τ )( ). Hence, every set definable by an arithmetic circuit is definable by a modified circuit. The converse is proved similarly.
We remark that, since the conditions 0 ∈ τ ( ) or τ ( ) = ∅ are not known to be decidable, g is not known to be computable. That is: we know that every circuit-definable set is definable by some modified circuit or other, but we do not know which one.
If
It is not known whether this hierarchy is strict. We have PH ⊆ PSpace; moreover, if PH = PSpace, then the polynomial hierarchy collapses at some point. 
Circuit-definable functions
Many natural functions involving sets of numbers turn out to be circuit-definable. For example, the function
is defined by the circuit τ d (x) = x + N (but cf. Corollary 4 below). Likewise, the function
is defined by the circuit τ µ (x) = (τ d (x + {1})) ∩ x (but cf. Corollary 3 below). Boolean-valued functions may be defined by arithmetic circuits, employing some encoding of truth values as sets of numbers. The precise encoding chosen is not important: we write for {0} and ⊥ for ∅. For example, the Boolean-valued function
is defined by the circuit
Definition by cases is also possible: if the functions F, G, H : (2 N ) n → 2 N are defined by the circuits ρ(x), σ(x), τ (x), respectively, then the function (m 1 , . . . , m n )}. For example, given a fixed number p > 1, the function n → (n mod p) is defined, in this sense, by the circuit
where, for m > 1, {m} abbreviates {1} + · · · + {1} (m times). Notice that, when discussing the circuit-definability of a function f : N n → N, we do not care what values the defining circuit takes on non-singleton inputs.
We now proceed to establish some simple results on functions which are not circuit-definable. We employ the following notation. 
Lemma 1. Let τ ∈ C
• [x] with x of arity n, let m ∈ N, and let
Proof. Straightforward induction on the structure of τ (x).
Note that Lemma 1 fails if the condition τ ∈ C
• [x] is replaced by τ ∈ C [x] . Let x be an n-tuple of variables (n ≥ 0). A circuit-condition (in x) is an expression α of the form A circuit-clause (in x) is an expression γ of the form α → τ , where α is a circuit-condition in x and τ a circuit in x; in this case, α is called the condition of γ. A circuit-ensemble (in x) is a finite set ε = {γ 1 , . . . , γ k } of circuit-clauses in x such that the respective conditions α 1 (x), . . . , α k (x) are pairwise disjoint and jointly exhaustive. Again, we write γ(x), ε(x) etc. to indicate the order of the variables; and if s is an n-tuple of elements of 2 N , we take ε(s) to be the set τ (s), where α → τ is the unique clause of ε such that α(s) = . If all the circuits mentioned in ε (including those occurring in the conditions of the clauses), are modified circuits (i.e. are in C
• [x] ), then we say that ε is a modified circuitensemble. We denote the set of all modified circuit-ensembles in x by E
• [x] . Let τ (x) be a circuit and ε(x) a circuit-ensemble: we say τ (x) is equivalent to ε(x) if, for all s, τ (s) = ε(s).
Lemma 2. For every τ ∈ C[x], there exists an
Proof. We construct an equivalent modified circuit-ensemble ε by induction on the structure of τ . We illustrate with the case σ(x) • τ (x). Suppose that σ(x) is equivalent to a modified circuit-ensemble
Then it is easy to see that the set of clauses of the forms
where i and j take all values in the ranges 0 ≤ i ≤ l and 0 ≤ j ≤ m, is a modified circuit-ensemble equivalent to σ(x) • τ (x). The other cases are similar.
In the sequel, we use the notation ∅ to denote the tuple ∅, . . . , ∅ whose arity will be clear from context. Let τ 1 , . . . , τ k be obtained by replacing all variables in τ 1 , . . . , τ k with the constant ∅. Fix any m ∈ N and s ∈ (2 N ) n with s |m = ∅. Let i be the unique integer ( 
Lemma 4. For any τ ∈ C[x], with x of arity n, the family of sets {τ
(s) |m | m ≥ 0, s ∈ (2 N ) n s.
t. s |m = ∅} is the union of finitely many chains under inclusion.
Proof . Let τ 1 , . . . , τ k be as in Lemma 3. The collection {τ i ( ) |m } m≥0 is a chain under inclusion.
This shows that a function (from numbers to numbers) is not circuit-definable if it has an infinite range and sub-linear growth:
Proof. Suppose, for contradiction, that τ (x) defines f . Consider an infinite collection M of numbers m such that the values f (m + 1) are pairwise distinct, with f (m + 1) ≤ m. Then
But the infinite set of singletons {{f (m + 1)} | m ∈ M } is certainly not included in the union of any finite collection of chains, contrary to Lemma 4. 
Note that Theorem 2 fails if the condition that {f (n) | n ∈ N, f (n) < n} is infinite is replaced by the condition that {n ∈ N | f (n) < n} is infinite. For example, we have already seen that the function n → (n mod p) is circuitdefinable, for all p > 1. Thus, arithmetic circuits can compute remainders (for fixed divisors), but not quotients.
As a further corollary, we see that, while the circuit τ µ given above computes minima, no arithmetic circuit computes maxima: Proof. Suppose that F is defined by a circuit τ (x). We observed above that the function d given in (2) is defined by the circuit τ d . Then the circuit τ (τ d (x)) maps any singleton {n} (n > 0) to {n − 1}, contradicting Theorem 2.
We remark on another consequence of Lemma 2. This contrasts with the circuit-definability of the function d(x) given in (2) . Let the function ↓: 2 N → 2 N be given by ↓ (x) = {n ∈ N | ∃m ∈ x, n < m}.
Corollary 4. There is no arithmetic circuit τ (x) such that, for all finite s, τ (s) =↓ (s).
Proof. Suppose otherwise. By Lemma 2, let ε(x) be a modified circuit-ensemble such that ε(s) =↓ (s) for all finite s. For all even numbers i, define s i = {m ∈ N | m odd and m < i}. Note that, for i, j even with i < j, we have ( Proof. First, since the range of F is finite, fix a number q such that, if F (s) = F (s ), then F (s) and F (s ) differ on some number less than or equal to q.
Suppose, for contradiction, that F is defined by a circuit τ (x); and, by Lemma 2, ⇒ m j ∈ σ j (s) |m ⇒ m j ∈ σ j (t) |m (by Lemma 1) ⇒ β j (t) = . Moreover, we certainly have s ∩ {0} = t ∩ {0}. On the other hand, since F (s) = F (t), it follows that s and t have different profiles. For otherwise, s and t would satisfy the same α j (x) (1 ≤ j ≤ k), whence F (s) = τ j (s) and F (t) = τ j (t). But s |m = t |m would then imply τ j (s) |m = τ j (t) |m (by Lemma 1), contradicting the fact that F (s) and F (t) disagree on some number less than or equal to q ≤ m. Thus, there exists h (1 ≤ h ≤ p) such that β h (t) = and β h (s) = ⊥. Let m h be a number in β h (t), let m * = max(m, m h ), and let u = t |m * . Then u is finite, s u (by the same argument as for s t), and β h (u) = = β h (s). This contradicts the -maximality of s among finite sets. 
