Quantum annealing method has been widely attracted attention in statistical physics and information science since it is expected to be a powerful method to obtain the best solution of optimization problem as well as simulated annealing. The quantum annealing method was incubated in quantum statistical physics. This is an alternative method of the simulated annealing which is well-adopted for many optimization problems. In the simulated annealing, we obtain a solution of optimization problem by decreasing temperature (thermal fluctuation) gradually. In the quantum annealing, in contrast, we decrease quantum field (quantum fluctuation) gradually and obtain a solution. In this paper we review how to implement quantum annealing and show some quantum fluctuation effects in frustrated Ising spin systems.
Introduction
In information science, it has been an important issue to propose a novel method or improve known methods for obtaining the best solution of optimization problems. Optimization problem is to find the state in which the real-valued cost/gain function has the minimum/maximum value. In general, since there are huge number of elements in optimization problems, we cannot obtain the best solution by a naive method such as full search in limited time and present resources. This is because the number of states increases exponentially with the number of elements. Optimization problems z i = ±1.
(
Here σ z i is an assigned integer ±1 (not operator a ) at the i-th site. If an optimization problem is mapped onto the Ising Hamiltonian given by Eq. (1), the cost function of the optimization problem is expressed as the internal energy of the mapped Ising spin system. Thus, to find the best solution of optimization problem corresponds to obtain the ground state in the mapped Ising spin system.
Ising models with random interactions often have a difficulty of slow relaxation at low temperature. In general, energy landscape of complicated Ising model prevents the system from relaxation. [2] [3] [4] In order to avoid such a difficulty, many methods have been proposed in statistical physics. The most famous one is simulated annealing which was proposed by Kirkpatrick et al. 5, 6 In the simulated annealing, we decrease temperature (thermal fluctuation) gradually and obtain a solution of optimization problem. In order to find the best solution, we should sample states according to transition probability defined in some way. Transition probability from a state Σ to the other state Σ ′ is often defined so as to be proportional to e
where E(Σ) is the eigenenergy of the eigenstate Σ and β is an inverse temperature β = T −1 . Here we set the Boltzmann constant k B to be unity. At low temperature, because of large β, a transition between states does not occur with frequency. On the other hand, at high temperature, the probability distribution is almost flat. Then a transition from a certain state to the other state often occurs. By using the effect of thermal fluctuation, we are easy to obtain the best solution by decreasing temperature gradually. Actually, Kirkpatrick et al. demonstrated finding a stable state of the random Ising spin systems. After that, the simulated annealing is widely adopted for many kinds of optimization problems in physics, chemistry, and informaa Here we do not consider quantum system. In quantum systemsσ z i represents the zcomponent of the Pauli matrix of the i-th site. Even if we consider the quantum version of the Hamiltonian given by Eq. (1), there is no off-diagonal elements. In this paper we discriminate c-number and matrix (operator) without or with the hatˆ. tion science since the simulated annealing is easy to implement. Moreover it has been proved that the simulated annealing can find the best solution definitely when we decrease temperature slow enough.
7 Then the simulated annealing has been regarded as guaranteed general method for optimization problems.
Since there are many types of optimization problems, there have been proposed corresponding methods in order to obtain the best solution of individual optimization problem. This is a style of information engineering. However it is also important to construct a general method for optimization problems such as the simulated annealing. Based on this point of view, the quantum annealing has been also developed. In the quantum annealing, instead of decreasing temperature (thermal fluctuation), we decrease quantum field (quantum fluctuation) gradually and obtain a solution of optimization problem. The quantum annealing method has been expected as a powerful tool to obtain the best solution of optimization problem. However there are few examples that the efficiency of quantum annealing is worse than that of the simulated annealing. In order to know when to use the quantum annealing, it is a significant issue to investigate microscopic nature of quantum field response in simple models.
The organization of the rest of the paper is as follows. In Section 2, we review implementation methods of quantum annealing. In Section 3, we consider quantum field response of frustrated Ising spin systems. In Section 4, we conclude this paper briefly.
Implementation Methods of Quantum Annealing
In this section, we review concept of quantum annealing and implementation methods. The quantum annealing is expected to be an alternative method of simulated annealing and a general framework for optimization problems as mentioned above. Here we assume that our target optimization problem can be expressed by the Ising model given as
whereσ α i denotes the α-component of the Pauli matrix defined bŷ
Equation (2) is a quantum version of the Hamiltonian given by Eq. (1) and a diagonal matrix. Our purpose is to find the ground state of the Hamiltonian given by Eq. (2) . In order to perform quantum annealing, we introduce an additional time-dependent Hamiltonian H q (t) which represents quantum fluctuation. Then the total Hamiltonian is expressed as
Hereafter we refer to H c and H q (t) as classical Hamiltonian and quantum Hamiltonian, respectively. The most typical form of the quantum Hamiltonian for the Ising spin system is transverse field given as
Although there is an ambiguity of H q (t), we concentrate on the case that H q (t) is the form given by Eq. (5) in this paper.
In the quantum annealing, we gradually decrease quantum field Γ and obtain the final state at Γ = 0, whereas we gradually decrease temperature T and obtain the final state at T = 0 in the simulated annealing (Fig. 1) . Recently hybrid-type quantum simulated annealing in which we decrease temperature and quantum field simultaneously has developed. 19, 20 Quantum annealing can be categorized by three types summarized in Table 1 . There are some implementation methods of quantum annealing theoretically and experimentally. We can divide into two types of implementation theoretical methods according to how to treat time-development. The first one is a stochastic method which is realized by the Monte Carlo method. The Monte Carlo methods have been widely adopted for analysis of equilibrium state of many-body strongly correlated systems in statistical physics.
Temperature (T)
Quantum field (Γ) Simulated annealing Quantum annealing Fig. 1 . Schematic diagram of simulated annealing and quantum annealing. The aim of annealing methods is to obtain the best solution at the circle (T = Γ = 0). In the simulated annealing, we decrease temperature T gradually from high temperature to (nearly) zero temperature. In the quantum annealing, we decrease quantum field Γ gradually from large value to (nearly) zero. The other type of theoretical methods is a deterministic methods. We can calculate real-time dynamics by solving the time-dependent Schrödinger equation directly [9] [10] [11] [12] 17, 23 or performing the time-dependent density matrix renormalization group. 38 There is another type of deterministic method, which is mean-field type calculation. 39 Moreover, variational Bayes inference which is a useful method in information science can be regarded as a method based on mean-field calculation. This method can also treat largescale problems as well as the Monte Carlo method. Originally, the variational Bayes inference has been adopted for many optimization problems. Recently a quantum annealing version of variational Bayes inference was developed.
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Quantum annealing can realize not only theoretically in classical computer but also experimentally. Artificial lattices such as optical lattice have been made in order to simulate strongly correlated fermionic systems and spin systems. [40] [41] [42] [43] [44] Since in artificial lattice systems, we can control parameters in the Hamiltonian, it is expected that these systems become a "quantum computer" which can find the ground state of complicated systems.
In this paper we focus on two theoretical implementation methods. In Sec. 2.1, we review the quantum annealing method for the transverse Ising model by using the quantum Monte Carlo method. In Sec. 2.2, we explain the real-time dynamics using the Schrödinger equation for the transverse Ising model.
Quantum Monte Carlo method
In this subsection, we explain how to implement quantum annealing by the quantum Monte Carlo method. Here we take the transverse Ising model as an example. The quantum Monte Carlo method is a useful tool to obtain thermodynamic properties of strongly correlated many-body systems such as quantum spin systems, bosonic systems, and fermionic systems. Before we review the quantum Monte Carlo method for the transverse Ising model, we show implementation method of classical Monte Carlo method for Ising spin systems without transverse field given by Eq. (1). The main procedure of the classical Monte Carlo method is as follows.
Step 1 We prepare an initial state b .
Step 2 We select a spin randomly.
Step 3 We flip the selected spin with probability defined by some way.
Step 4 We repeat Step 2 and Step 3 until physical quantities converge.
Performance of Monte Carlo method depends on how to choice the transition probability in Step 3. The simplest definition of the transition probability is the Metropolis method. Let Σ and Σ ′ be the state before and after spin flip, respectively. In the Metropolis method, we change the state from Σ to Σ ′ according to the following probability P (Σ ′ |Σ):
where E(Σ) is the eigenenergy of the eigenstate Σ. In this rule, when the eigenenergy of the candidate state Σ ′ is lower than that of the present state, the state changes from |Σ to |Σ ′ definitely. Here |Σ represents the direct product of N -spin states as follows:
where |σ i denotes the state at the i-th site. It should be noted that we can easily calculate E(Σ) since now we consider the Hamiltonian in which there is no off-diagonal element. Next we review the quantum Monte Carlo method for the transverse Ising model given by
b There is an ambiguity how to prepare the initial state. For example, we can use both random spin configuration and completely polarized configuration.
In this model for large number of spins, it is difficult to obtain all eigenenergies and eigenstates in practice because of off-diagonal elements in the Hamiltonian. Then we cannot use the Monte Carlo method directly since we should know all eigenvalues and corresponding eigenstates. We have to consider an alternative representation which enables us to treat this model. In general, partition function of d-dimensional transverse Ising model (quantum system) is equivalent to that of (d+1)-dimensional Ising model without transverse field (classical system). This correspondence can be derived by the path-integral representation (in other words, the Trotter-Suzuki decomposition 45, 46 ). Then we can use the Monte Carlo method for the transverse Ising model by considering path-integral representation. For simplicity, in order to demonstrate path-integral representation, we consider the ferromagnetic Ising chain with transverse field whose Hamiltonian is given by
where the periodic boundary is assumed:
, the partition function of this system is expressed as
We cannot obtain the partition function by this direct expression since Σ|e −β(Hc+Hq) |Σ is not tractable. Then by using integer m, we decompose the matrix exponential e −β(Hc+Hq) as follows.
Then we obtain the partition function by using m:
where |Σ k represents the direct product of N spin states as well as |Σ :
The index k represents the coordinate along the Trotter axis. Hereafter we refer to m as the Trotter number. Since the classical Hamiltonian H c is a diagonal matrix, the following relation is satisfied:
From the above relation and simple calculation,
, are obtained. Then the partition function is expressed by the following way:
where A is just a coefficient which is irrelevant for thermodynamic properties and the effective Hamiltonian H eff is defined as
This relation means the partition function of one-dimensional transverse Ising model is equivalent to that of two-dimensional Ising model without transverse field. Since physical quantities can be calculated by the partition function in general, we can obtain thermodynamic properties of transverse Ising chain by considering that of two-dimensional classical Ising model. It should be noted that the abovementioned derivation does not depend on spatial dimension. Then the method can be adopted for general Ising model with transverse field. Figure 2 displays schematic spin states of the transverse Ising chain for small Γ and large Γ at low temperature. When the transverse field Γ is small, spins are almost aligned along both real space and the Trotter axis. On the other hand, spins are aligned along only real space when the transverse field Γ is large. This is a nature which comes from quantum fluctuation effect. So far, we review quantum Monte Carlo method as a tool to obtain the thermodynamic equilibrium properties. This method can be also regarded as a realization method of stochastic dynamics. Then we can use quantum Monte Carlo method as a method to perform quantum annealing. In the quantum annealing, the transverse field decreases against Monte Carlo step. The efficiency of quantum annealing by quantum Monte Carlo method has been studied, and the quantum annealing method has been succeeded to obtain not so bad solution of some optimization problems.
Real-Time Dynamics
In the previous subsection, we explained implementation method of quantum annealing by quantum Monte Carlo method. In the method, timeevolution is treated as a stochastic process. In this subsection, we review a method in which time-evolution is considered as a deterministic process. There are a couple of methods which realize deterministic time-evolution. In this paper, we focus on real-time dynamics which is derived from the Schrödinger equation:
where |ψ(t) and H(t) denote time-dependent state and Hamiltonian, respectively, at time t. In this method, once we prepare a state as the initial state, the time-development of the state is determined. Then, how to choice the initial state is important. In the sense of quantum annealing, it is a usual way to prepare the initial state which can be made easily. In the case of the transverse Ising model, fully polarized state is a trivial state at large transverse field. The state is expressed as
where the state |→ is defined as
The state |→ is an eigenstate of the x-component of the Pauli matrixσ x . If the energy level of the prepared initial state does not cross with other levels for all transverse field strength Γ, we can obtain the ground state in the adiabatic limit. However, in practice, since we decrease the transverse field with finite speed, transition to excited levels is inevitable. In order to consider such a nonadiabatic transition, we study a single spin system with longitudinal and transverse fields. The Hamiltonian is given by
Eigenvalues of this Hamiltonian are Figure 3 denotes the eigenenergies as functions of longitudinal field h. Then the energy difference (energy gap) between two eigenstates is 2 √ h 2 + Γ 2 . The energy gap takes the minimum value 2Γ at h = 0 for Γ. Next we consider a single spin problem with time-dependent longitudinal field h(t) = vt and the fixed transverse field Γ:
Here we set the down state |↓ as the initial state. This state is the ground state of the Hamiltonian in the limit of t → −∞. When the transverse field Γ is zero, the state |↓ is the eigenstate of the Hamiltonian. From the viewpoint of quantum annealing, if the symmetry of the prepared initial state is different from that of the ground state at the final time, we cannot obtain the ground state at all. We next consider the case for finite transverse field Γ. In this case, the energy level of the ground state does not cross with that of the excited state as stated before. Then the state becomes |↑ at t → ∞ in the adiabatic limit (v → 0). When we sweep longitudinal magnetic field with finite speed v, linear combination of eigenstates is obtained even at t → ∞.
The left and right panels in Fig. 4 show time-development of magnetization along the z-axis for various sweeping speed with fixed transverse field Γ = 0.2 and for various Γ with fixed sweeping speed v = 0.1, respectively. Here the magnetization along the z-axis is calculated by
As the sweeping speed becomes slow and/or the energy gap becomes large, the state approaches the adiabatic limit of the ground state (m z (t = +∞) = +1). This is called the Landau-Zener-Stückelberg transition.
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The asymptotic behavior of the transition probability at t → +∞ is given is energetically unfavorable shown in Fig. 5(b) . Such a nature is called frustration. Since frustration prevents the system from ordering and makes peculiar density of states, unconventional order and characteristic dynamic behaviors appear.
24,50-60
Frustration appears in antiferromagnet on triangle-based lattices such as triangular lattice, kagomé lattice, and pyrochlore lattice. In random Ising spin systems, frustration also appears randomly on the lattice. Since many optimization problems can be mapped onto random Ising models as mentioned above, it is an important issue to investigate quantum field response of frustrated systems comparing with thermal fluctuation effect.
In this paper we focus on two examples of frustrated Ising spin systems. In Sec. 3.1, we review transverse field effect on fully frustrated systems. In Sec. 3.2, we study decorated bond systems in which correlation function behaves nonmonotonic against temperature and transverse magnetic field.
Order by Disorder Effect in Fully Frustrated Systems
Here we consider fully frustrated systems where all plaquettes are frustrated. There are macroscopically degenerated ground states in the fully frustrated systems. [62] [63] [64] [65] [66] [67] Typical configurations of ground state of the antiferromagnetic system on the triangular lattice are shown in Fig. 6 . In Fig. 6 , we adopt the periodic boundary condition. The dotted boxes in these figures indicate "free spin" where the internal field from the nearest neighbor sites is zero. The number of free spins is a useful way to represent a character of each configuration. From left to right in Fig. 6 , the number of free spins decreases. Here we first consider simulated annealing for such fully frustrated systems. From the principle of equal weight, all distinct degenerated ground states can be obtained with the same probability at T = 0+ in the simulated annealing.
By the way when we adopt quantum annealing for fully frustrated systems, whether does the probability distribution of the obtained ground states become flat or not? If the probability distribution becomes biased distribution, which are states selected? From the preceding studies, it is well-known that the states which have many free spins tend to appear in the quantum annealing. 25, 28, 30, 61 The left panel in Fig. 6 represents the maximum free spin state. Actually the probability of this state is the maximum in the adiabatic limit. This is because the transverse field is represented as and corresponds to sum of the spin-flip operator. Then the states which have large number of free spins appear with high probability. Schematic picture of the probability distributions of the ground state obtained by the simulated annealing and the quantum annealing is shown in Fig. 7 .
The maximum free spin states are "ordered states" which are mediated by quantum fluctuation effect. Then, the nature is called "order by disorder" which is a famous feature in fully frustrated systems. [51] [52] [53] The energy of the states obtained by simulated annealing with slow schedule is the same as that of the states obtained by quantum annealing. Although the maximum free spin states are selected in this case, the other type of ground states can be selected when we adopt the other type of quantum fluctuation. It is an interesting problem to investigate such probability distribution when we decrease temperature and transverse field with finite speed. 
Decorated Bond Systems
Next we consider quantum field response of decorated bond systems. Figure  8 shows a structure of decorated bond systems. The circles and triangles in Fig. 8 denote system spins and decorated spins, respectively. Before we consider thermodynamic properties of lattice system with decorated bond shown in Fig. 8 (b) , we first consider temperature dependent correlation function between system spins of the decorated bond unit shown in Fig. 8  (a) . The Hamiltonian of the unit is given as
where J dir and J represent direct coupling between system spins and decorated bond between a system spin and a decorated spin, respectively. The correlation function between system spins can be calculated exactly as
Tr {si} e −βH = Ae
where A is an irrelevant factor. Here if J dir = 0 and J > 0, the correlation function is always positive and monotonic decreasing function against temperature. On the other hand, when J = 0 and J dir < 0, the correlation function is always negative and monotonic increasing function against temperature. Then, by tuning the ratio J dir and J with keeping J dir < 0 and J > 0, the correlation function σ of temperature. 24, 54, [69] [70] [71] [72] [73] In this paper we adopt
2 J and J as an energy unit. The temperature dependency of correlation function in this case is shown in Fig. 9 . It is noted that the signs of correlation function and the effective coupling K eff have both plus and minus values depending on temperature.
In order to investigate the reason for such a non-monotonic behavior, we consider probability distributions of ferromagnetically correlated states (σ . The probability distributions of ferromagnetically correlated states P F (N s ) and antiferromagnetically correlated states P AF (N s ) are given by It should be noted that the following relation is obviously satisfied:
At zero temperature all system spins and decorated spins are the same value. Then the probability distribution is as follows: P F (N d ) = 1 and otherwise are zero. At the temperature where Ns P F (N s ) = Ns P AF (N s ) is satisfied, the correlation function σ z 1 σ z 2 becomes zero. This is the reason why the correlation function and effective coupling behave non-monotonic.
Suppose we consider square lattice system with decorated bond for large enough N d . In this case there is temperature region where the absolute value of effective coupling exceeds the critical value of the Ising spin system on square lattice K c = 
whereŝ α i denotes the α-element of the Pauli matrix of the i-th decorated spin. As the previous example, we adopt J dir = − N d 2 J. We calculate the correlation function between system spins along the z-axis at zero temperature as a function of transverse field as shown in Fig. 10 . As well as the thermal fluctuation, the correlation function behaves non-monotonic as a function of transverse field. This result indicates there is a similar point between thermal fluctuation and quantum fluctuation originated by transverse field. Suppose we consider the system where reentrant phase transition occurs when we decrease temperature. If we adopt the simulated annealing method, we face on the difficulty which comes from the critical slowing down and the simulated annealing is not useful. Whenever we adopt the quantum annealing using time-dependent transverse field, the system also exhibits reentrant phase transition. Then we should consider other type of quantum fluctuation effect in order to avoid the occurrence of the phase transition. 
Conclusion and Future Perspective
In this paper, we reviewed how to implement quantum annealing focusing on the methods based on quantum Monte Carlo method and timedevelopment Schrödinger equation. The quantum annealing method is expected to be a powerful tool to obtain the best solution of optimization problems. This method is a general method and can be implemented easily. In this method we use quantum fluctuation to find the stable state. In order to put into practical use, it is important to investigate quantum fluctuation effects for optimization problems. Then we considered quantum fluctuation effect for frustrated systems by taking the transverse Ising model as an example, since the Ising model which represents optimization problem is a frustrated system in general. We explained differences and similarities between thermal fluctuation and quantum fluctuation. By building up the organized knowledge of the thermal fluctuation and the quantum fluctuation, the quantum annealing method develops into a truly useful algorithm.
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