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Sur un cas particulier
de la conjecture de Cˇerny´∗
Jean-E´ric Pin
Institut de Programmation, CNRS et Universite´ Paris 6
2 Place Jussieu, 75221 Paris Cedex 05, France
Abstract. Let A be a finite automaton. We are concerned with the minimal length of the
words that send all states on a unique state (synchronizing words). J. Cˇerny´ has conjectured
that, if there exists a synchronizing word in A, then there exists such a word with length
6 (n − 1)2 where n is the number of states of A. As a generalization, we conjecture that, if
there exists a word of rank 6 k in A, there exists such a word with length 6 (n− k)2.
In this paper we deal only with automata in which a letter induces a circular permutation
and prove the following results :
(1) the second conjecture is true for n−1
2
6 k 6 n,
(2) if n is prime, the first conjecture is true,
(3) if n is prime and if there exists a letter of rank (n− 1), the second conjecture is true.
1 Pre´sentation des re´sultats
Dans son ce´le`bre article «Gedanken Experiments » [9], Moore e´tudiait les automates
(finis) du point de vue « expe´rimental », en s’attachant a` e´lucider la structure interne
de l’automate a` partir d’expe´rimentations exte´rieures. Ce point de vue a e´te´ de´veloppe´
par de nombreux auteurs et constitue de´sormais un chapitre important de la the´orie des
automates : on pourra consulter a` ce sujet les traite´s de Booth [1], Kohavi [6], ou Starke
[18]. Parmi les questions non encore re´solues dans ce domaine, l’une des plus attirantes
demeure le proble`me de la synchronisation. Il est souvent utile, avant d’effectuer des
controˆles sur une machine, de l’amener, a` partir d’un e´tat inconnu, a` un e´tat connu q0.
Lorsque ce re´sultat peut eˆtre obtenu a` l’aide d’un seul mot (input sequence), on dit que
la machine est synchronisable. Prenons l’exemple d’un de´codeur : s’il rec¸oit par erreur
une se´quence incorrecte de symboles, il sera vraisemblablement de´phase´ par rapport
au signal transmis et le message de´code´ sera inutilisable. En revanche, si le de´codeur
est synchronisable, on peut injecter de temps a` autre un mot synchronisant de fac¸on a`
resynchroniser le de´codeur.
Pour suivre le plan de l’article de Moore de´ja` cite´, on peut distinguer deux proble`mes
relatifs a` la synchronisation : le premier, de nature qualitative, consiste a` caracte´riser les
automates finis synchronisants. Cette question a surtout e´te´ aborde´e du point de vue de
la the´orie des codes, mais est encore loin d’eˆtre re´solue. On pourra consulter les articles
de Perrin [10] et de Perrot [12] pour un expose´ et une bibliographie plus comple`te. Le
second proble`me, de nature quantitative, consiste a` e´valuer, dans un automate fini
donne´, la longueur des mots synchronisants les plus courts. C’est a` ce proble`me que
nous nous sommes particulie`rement attache´s. Cˇerny´ [3] a en effet conjecture´ le re´sultat
suivant
∗Article paru dans 5th ICALP, Berlin, 1978, pp. 345–352, LNCS 62, Springer.
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Conjecture 1 Dans un automate synchronisant fini a` n e´tats, il existe un mot syn-
chronisant de longueur infe´rieure ou e´gale a` (n− 1)2.
Plus ge´ne´ralement, puisqu’un mot m de´finit une application de l’ensemble des e´tats
dans lui-meˆme, on peut de´finir le rang de m comme le le cardinal de l’image de cette
application. Ainsi les mots de rang 1 sont les mots synchronisants et on peut formuler
une ge´ne´ralisation assez naturelle de la conjecture de Cˇerny´ :
Conjecture 2 Si dans un automate a` n e´tats, il existe un mot de rang infe´rieur ou
e´gal a` k, il existe un tel mot de longueur infe´rieure ou e´gale a` (n− k)2.
On ne posse`de que des re´sultats partiels sur ces deux conjectures. Pour la conjecture
de Cˇerny´ (1), diverses bornes ont e´te´ propose´es :
2n − n− 1 (1964, Cˇerny´ [2])
1
2
n3 −
3
2
n2 + n+ 1 (1966, Starke [17, 18])
1
2
n3 − n2 +
n
2
(1970, Kohavi [6])
1
3
n3 − n2 −
1
3
n+ 6 (1970 Paterson, communication personnelle
a` D.J. Kfoury [5])
1
3
n3 −
3
2
n2 +
25
6
n− 4 (1971, Cˇerny´, Piricka´ et Rosenauerova [4])
7
27
n3 −
17
18
n2 +
17
6
n− 3 pour n multiple de 3 (1977, Pin [15])
De plus, la conjecture (1) a e´te´ de´montre´e en [4] pour 1 6 n 6 5. En 1971, Kohavi et
Winograd [7] ont propose´ la borne 16 (n
3−n), mais leur de´monstration semble pre´senter
une lacune. Pour la conjecture ge´ne´ralise´e (2), la meilleure borne connue est :
1
3
(n− k)3 −
1
2
(n− k)2 +
13
6
(n− k)− 1 (1977, Pin [15])
On pourra trouver d’autres re´sultats dans [13, 15, 14].
Le but du pre´sent travail est d’e´tudier la conjecture de Cˇerny´ et sa ge´ne´ralisation
pour un type particulier d’automates, ceux pour lesquels une lettre induit une permu-
tation circulaire sur l’ensemble des e´tats. Ce type d’automate joue un roˆle important en
the´orie des codes pre´fixes. En particulier, l’automate minimal d’un code pre´fixe dont
le groupe des unite´s est non trivial est de cette forme (cf. Perrin et Schu¨tzenberger
[11]) et on connait pour ces automates des conditions suffisantes de synchronisation
(voir Perrin [10] et Schu¨tzenberger [16]) : autrement dit, on a dans ce cas particulier
quelques renseignements sur le proble`me « qualitatif » e´voque´ plus haut. De plus, Cˇerny´
[2] a montre´, pre´cise´ment a` l’aide d’automates de ce type, que la borne (n − 1)2 e´tait
optimale pour la conjecture (1).
Afin de simplifier l’e´nonce´ de nos re´sultats, nous appelerons automate circulaire un
automate dans lequel une lettre induit une permutation circulaire sur l’ensemble des
e´tats. On a alors le
The´ore`me 1 Si dans un automate circulaire a` n e´tats, il existe un mot de rang
infe´rieur ou e´gal a` k avec n−12 6 k 6 n, alors il existe un tel mot de longueur infe´rieure
ou e´gale a` (n− k)2.
Autrement dit, (2) est ve´rifie´e dans le cas des automates circulaires pour n−12 6
k 6 n, mais la de´monstration ne s’e´tend malheureusement pas aux autres valeurs de
k. Cependant, si on se restreint au cas ou` n est premier, on sait (Perrin [10]) que
l’automate est soit un groupe, soit synchronisant et on peut alors de´montrer (1).
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The´ore`me 2 Dans un automate circulaire a` n e´tats (n premier) qui n’est pas un
groupe, il existe un mot synchronisant de longueur infe´rieure ou e´gale a` (n− 1)2.
La preuve repose sur une interpre´tation ade´quate du proble`me dans l’alge`bre Q[Z/nZ].
Elle ne permet cependant pas de re´soudre (2) pour 1 < k < n−12 ; en fait, on ne sait
de´montrer comple`tement la conjecture ge´ne´ralise´e (2) que pour une classe encore plus
restreinte d’automates :
The´ore`me 3 Si dans un automate circulaire a` n e´tats (n premier) posse´dant une
lettre de rang (n − 1), il existe un mot de rang infe´rieur ou e´gal a` k, il existe un tel
mot de longueur infe´rieure ou e´gale a` (n− k)2.
La de´monstration est essentiellement combinatoire et tout a` fait diffe´rente de celle du
the´ore`me 2.
Nous aurons besoin dans la suite de quelques notations. Soit A = (Q,X, δ) un
automate fini ou` Q est l’ensemble des e´tats, X l’alphabet et δ la fonction de transition.
On notera qm l’action d’un mot m de X∗ sur l’e´tat q et, si S est un sous-ensemble de
Q, Sm l’ensemble {qm | q ∈ S}. De meˆme, on notera qm−1 l’ensemble {q′ | q′m = q}
et Sm−1 l’ensemble {q | qm ∈ S}. |K| de´signera le cardinal de l’ensemble K et, si m
est un mot de X∗, |m| de´signera la longueur de m, le contexte e´vitant toute confusion
entre ces deux notations. Le rang de m dans A est rA(m) = |{qm | q ∈ Q}| = |Qm|.
Puisqu’on suppose qu’une lettre y induit une permutation circulaire sur Q, on peut
nume´roter les e´tats de 0 a` n − 1 de sorte que 0yi = i pour 0 6 i 6 n − 1. Nous
identifierons a` pre´sent Q a` Z/nZ, ce qui permet de de´finir une addition sur Q. On a
alors pour tout entier r : qyr = q + r. Enfin, si K est une partie de Q, nous noterons
r +K (resp. r −K) l’ensemble Kyr = {r + k | k ∈ K} (resp. {r − k | k ∈ K}).
2 Preuves
2.1 De´monstration du the´ore`me 1
Si A est un groupe, tous les mots sont de rang n et le the´ore`me est e´vident. Sinon,
il existe au moins une lettre x qui n’est pas une permutation : on peut donc trouver
deux e´tats a et b tels que ax = bx. Si K est un ensemble ve´rifiant |K| = r > n2 , les
ensembles a−K et b−K ont une intersection de cardinal supe´rieur ou e´gal a` (2r− n)
et l’un des 2(n − r) + 1 entiers 0, 1, . . . , 2(n − r) est e´le´ment de (a − K) ∩ (b − K).
Soit j = j(K) un tel entier. Il vient {a, b} ⊂ K + j = Kyj et donc |Kyjx| < |K| avec
|yjx| 6 2(n− r) + 1.
La preuve s’ache`ve alors facilement par re´currence sur n−k : pour n−k = 0, il suffit
de dire que le mot vide est de rang n. Si le re´sultat est acquis pour (n− k) avec k > n2 ,
c’est qu’il existe un mot m ve´rifiant |Qm| 6 k et |m| 6 (n − k)2. Si |Qm| 6 k − 1,
le the´ore`me est de´montre´ puisque (n − k)2 6 (n − k + 1)2. Sinon |Qm| = k > n2 ,
et on applique le re´sultat pre´ce´dent a` Qm : il existe un entier j 6 2(n − k) tel que
|Qmyjx| < |Qm|. Le mot w = myjx est donc de rang infe´rieur ou e´gal a` (k − 1) et sa
longueur est borne´e par |m| + j + 1 6 (n − k)2 + 2(n − k) + 1 = (n − k + 1)2.
2.2 De´monstration du the´ore`me 2
Comme nous l’avons de´ja` dit, si A n’est pas un groupe, il existe une lettre x qui
n’est pas une permutation. La suite de la de´monstration repose sur le
Lemme 1 Si K est une partie de Q distincte de ∅ et de Q, il existe un entier r tel
que |(K + r)x−1| > |K|.
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En effet si la proprie´te´ est fausse on a pour tout r : |(K + r)x−1| 6 |K| et comme
d’autre part
n−1∑
r=0
|(K + r)x−1| =
n−1∑
r=0
∑
q∈K+r
|qx−1| = |K|
∑
q∈Q
|{q}x−1| = |K||Qx−1| = |K|n,
il vient finalement |(K + r)x−1| = |K| pour tout r. Cela dit nous allons traduire ces
donne´es dans l’alge`bre Q[Z/nZ] = R. Tout d’abord, Q e´tant de´ja` identifie´ a` Z/nZ,
on peut associer a` chaque e´tat q un e´le´ment q de R. De meˆme, si K est une partie
de Q, on posera K =
∑
q∈K q. L’ope´rateur x
−1 se prolonge en un endomorphisme
de R par la formule (
∑
q∈Q λqq)x
−1 =
∑
q∈Q λq(qx
−1). Enfin, l’application K → |K|
qui, a` une partie de Q, associe son cardinal a pour prolongement naturel la forme
line´aire « somme des coordonne´es dans la base Q », que nous noterons e´galement | | :
|
∑
q∈Q λq| =
∑
q∈Q λq.
La premie`re chose a` de´montrer est que les vecteurs (K + r) forment une base du Q-
espace vectoriel R. Or n e´tant premier, l’alge`bre R est isomorphe au produit direct Q×
Q[ζ] ou` ζ est une racine primitive n-ie`me de l’unite´ (cf. Lang [8, p. 459]), l’isomorphisme
e´tant donne´ par :
Φ(q) = (1, ζq) pour 0 6 q 6 n− 1
On a donc, en posant pour simplifier u =
∑
q∈K ζ
q, Φ(K) = (|K|, u) et Φ(K + r) =
(|K|, uζr).
Il en re´sulte en particulier
(1, 0) =
1
|K|n
∑
06r6n−1
Φ(K + r)
Il suffit donc de prouver que les vecteurs uzr engendrent le Q-espace vectoriel Q[ζ].
Mais le vecteur u =
∑
q∈K ζ
q n’est pas nul puisque K est diffe´rent de ∅ et de Q et que
le polynoˆme minimal de ζ est
∑n−1
q=0 X
q. Comme Q[ζ] est un corps, u est inversible.
Soit
∑n−1
i=0 λiζ
i son inverse. Il vient ζr =
∑n−1
i=0 λi(uζ
i+r), ce qui montre bien que (uζr)
(0 6 r 6 n− 1) est un syste`me ge´ne´rateur.
Revenons maintenant a` l’hypothe`se. Puisque |(K + r)x−1| = |K| et que la famille
des (K + r) est une base de R, on a |vx−1| = |v| pour tout vecteur v de R. En particulier
|qx−1| = |q| = 1, ce qui prouve que x est injective, contredisant ainsi l’hypothe`se. Ceci
ache`ve la de´monstration du lemme.
Revenons au the´ore`me. Puisque x n’est pas injective, il existe un e´tat c tel que
|cx−1| > 1. Montrons par re´currence sur k (0 6 k 6 n − 2) qu’il existe un mot m tel
que |m| 6 1 + kn et |cm−1| > k + 2. Si k = 0, on peut prendre m = x d’apre`s ce qui
pre´ce`de. Supposons le re´sultat acquis jusqu’au rang k 6 n− 3. Ou bien |cm−1| > k+3
et le re´sultat est vrai jusqu’au rang (k + 1), ou bien |cm−1| = k + 2 < n et on peut
appliquer le lemme 1 a` l’ensemble cm−1 : il existe un entier r (0 6 r 6 n − 1) tel
que |(cm−1)y−rx−1| > |cm−1|. Le mot w = (xyrm) ve´rifie donc : |w| 6 1 + (k + 1)n
et |cw−1| > k + 3. Finalement on voit qu’il existe en particulier un mot f tel que
cf−1 = Q et |f | 6 1 + n(n − 2) = (n − 1)2, et comme Qf = (cf−1)f ⊂ {c}, f est
synchronisant.
2.3 De´monstration du the´ore`me 3
Elle repose sur le lemme suivant :
Lemme 2 Sous les hypothe`ses du the´ore`me 3, on peut trouver une ensemble K et un
mot m de X∗ tels que, si on pose h = min(k, n− k), on ait
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(i) |K| = k + h
(ii) |m| 6 h2
(iii) |Km| 6 k
Preuve. Nous de´signerons par x la lettre de rang (n − 1), par a et b les deux e´tats
ayant meˆme image c par x (ax = bx = c) et nous poserons enfin Qx = Q \ {q}.
On remarquera que a 6= b et c 6= q. Pour de´terminer K et m, on va construire deux
suites d’ensembles Ki (0 6 i 6 h − 1) et K ′i (1 6 i 6 h) et une suite d’entiers ri
(1 6 i 6 h) satisfaisant les conditions suivantes :
(1) |Ki| = |K ′i| = 2i pour tout i
(2) ri 6 2i
(3) q /∈ Ki
Nous allons maintenant de´crire, puis justifier l’algorithme de construction. On pose
K0 = ∅ et on de´termine Ki,K
′
i et ri a` partir de Ki−1 de la fac¸on suivante :
(a) On pose si = c si c /∈ Ki−1. Si c ∈ Ki−1, on choisira si dans Q \ (Ki−1 ∪ {q}).
(b) On pose K ′i = (Ki−1 ∪ {si})x
−1.
(c) On de´termine ri 6 2i tel que q + ri /∈ K ′i.
(d) On pose Ki = K
′
iy
−ri .
Cet algorithme est effectivement re´alisable. En effet, on a bien tout d’abord |K0| = 0.
Ensuite, en supposant la construction effectue´e jusqu’au rang i− 1 (avec i 6 h), on a
|Ki−1| 6 2(h−1) 6 n−2 et par conse´quent l’ensemble Q\(Ki−1∪{q}) n’est pas vide ce
qui prouve que l’e´tape (a) est re´alisable. Passons a` l’e´tape (b). Puisque q n’appartient
pas a` Ki−1 par hypothe`se et que si est diffe´rent de q par construction, on voit que
q n’est pas un e´le´ment de Ki−1 ∪ {si}. En revanche, c est certainement contenu dans
cet ensemble et comme c’est le seul e´le´ment ayant deux ante´ce´dents par x, il vient
|K ′i| = |Ki−1 ∪ {si}|+ 1 = (2(i− 1) + 1) + 1 = 2i.
Il ne reste plus qu’a` de´terminer ri. Or les ensembles {q, q+ 1, . . . , q+2i} et Q \K ′i
ont une intersection non vide puisque la somme de leurs cardinaux est (n+1). On peut
donc trouver un ri 6 2i tel que q + ri /∈ K ′i. Les proprie´te´s (1) et (3) de´coulent alors
imme´diatement de (d).
Cela dit, on pose K = K ′h ∪ T ou` T est un ensemble a` (k− h) e´le´ments disjoints de
K ′h. Il vient :
(i) |K| = 2h+ (k − h) = k + h
On pose e´galement m = xyrh−1xyrh−2 · · · yr1x. On a alors :
(ii) |m| 6 h+
∑h−1
i=1 (2i) = h
2
D’autre part, on voit que |Km| 6 |K ′hm| + |Tm| 6 |K
′
hm| + (k − h). Or, si on pose
wi = y
rh−ix · · · yr1x, on peut montrer par re´currence sur i que pour 1 6 i 6 h :
(∗) |K ′hm| 6 i+ |Kh−iwi|
En effet, si i = 1, on a
K ′h = K
′
hxw1 = (Kh−1 ∪ {sh})x
−1xw1 ⊂ (Kh−1 ∪ {sh})w1 = Kh−1w1 ∪ {shw1}
et donc |K ′hm| 6 1 + |Kh−1w1|. Si la proprie´te´ (∗) est e´tablie pour i, on a :
Kh−iwi = K
′
h−ixwi+1 = (Kh−(i+1) ∪ {sh−i})x
−1xwi+1 ⊂ Kh−(i+1)wi+1 ∪ {sh−iwi+1}
d’ou` |Kh−iwi| 6 |Kh−(i+1)wi+1|+ 1, ce qui de´montre la proprie´te´ pour i+ 1 et ache`ve
ainsi la re´currence.
Si on applique (∗) avec i = h, il vient simplement |K ′hm| 6 h. Il en re´sulte
(iii) |Km| 6 h+ (k − h) = k
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et le lemme 2 est de´montre´.
Revenons au the´ore`me 3. Si n 6 2k, on a k+h = n et le lemme 2 suffit. Sinon h = k
et |K| = 2k. Mais on de´montre a` l’aide du lemme 1, et en calquant la de´monstration
du the´ore`me 2, qu’il existe un mot w tel que Kw−1 = Q et |w| 6 n(n − 2k). On a
alors Qwm ⊂ Km et donc rA(wm) = |Qwm| 6 |Km| = k et d’autre part |wm| =
n(n− 2) + k2 = (n− k)2.
Remarque. Le lemme 2 n’utilise pas l’hypothe`se « n premier » et fournit donc une
de´monstration du the´ore`me 1 sous les hypothe`ses plus restrictives du the´ore`me 3.
On notera d’ailleurs que les algorithmes utilise´s dans les deux de´monstrations sont
diffe´rents.
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