Speaker verification suffers from serious performance degradation if the enrollment and test speech are in different languages. This degradation can be largely attributed to the different distributions of acoustic features in different languages. This paper proposes a linear transform approach which projects speech signals from its own language to another language so that the language mismatch between enrollment and test can be mitigated. The constrained maximum likelihood linear regression (CMLLR) is adopted to conduct the linear transform in the feature domain.
INTRODUCTION
Speaker verification authenticates the claimed identity of a person by speech input. After a decade of research, current speaker recognition (also known as voiceprint recognition, or VPR) systems have attained rather satisfactory performance, given that the enrollment and test speech are sufficient and the quality is high [1, 2] . However, when there are some mismatches between the enrollment and test speech data, the performance is often seriously degraded.
A particular mismatch is in languages. This occurs when the enrollment is in one language and the test is in another. Language mismatch is usually observed in bilingual or multilingual populations. For instance, in the Xinjiang Uyghur autonomous regions of China, many people speak both Standard Chinese and Uyghur, and it is very likely that one enrolls in Standard Chinese and tests in Uyghur, or vice versa, when he/she uses speaker verification systems. This mismatch often leads to serious performance degradation. Considering the large population of bilingual speakers, the research on bilingual and cross-lingual speaker verification is desirable for a wide range of applications, such as public security, forensic evidence, and access authentication.
The bilingual and cross-lingual challenge can be largely attributed to the different distributions of acoustic features in different languages. Specifically, most of the current speaker verification systems rely on statistical models, e.g., the Gaussian mixture model -universal background model (GMM-UBM) that is adopted in this work. A basic assumption of the statistical models is that the distributions of acoustic features are identical in enrollment and in test. This is certainly not true if the enrollment and test speech are in different languages.
The research on bilingual and cross-lingual speaker verification is still in the preliminary stage. The early studies investigate the impact of language mismatch. For example in [3] , the authors investigated language mismatch between UBM training and speaker enrollment. Their experiments confirmed a considerable performance degradations if the UBM is trained in one language and the speaker models are trained in another. If the UBM is trained with data pooled from multiple languages including the one used in speaker enrollment/test, the performance degradation is mitigated. A similar study was proposed in [4] , and the focus in that paper is the language mismatch between speaker enrollment and test. The authors demonstrated that this mismatch leads to significant performance degradation. Again, if the enrollment data involves multiple languages including the one used in test, the performance degradation can be largely mitigated.
Another approach to solving the bilingual and crosslingual challenge is to employ language-independent acoustic features, such as the residual phase cepstrum coefficients (RPCCs) and the glottal glow cepstrum coefficients (GLFCCs) [5] . These features were demonstrated to be less dependent on phonetic content of speech signals, therefore lending themselves to tasks with language mismatch. Another advantage of the RPCC and the GLFCC features is that they may deliver better performance if the training data is limited, which is often the case in cross-lingual scenarios.
The third category of approaches to solving the crosslingual problem is various factor analysis methods. These methods assume that the enrollment data of a speaker covers all the languages encountered in test, however the language in a particular trial is unknown. Factor analysis treats the language as a latent variable and marginalizes it out when conducting verification. For example, the method proposed in [6] infers the posterior probabilities of a test speech belonging to different languages. With these posteriors, the score of the test speech against the claimed speaker is computed as the fusion (summation) of the scores tested against the models of the speaker enrolled with each language. The utterancebased fusion were further extended to the segment-based fusion, where the posteriors probabilities over languages are computed for each phone segment and then the segment-level speaker scores are fused according to these posteriors. The work in [7] follows the same direction but formulates the problem in a more elegant Bayesian framework. In that work, the joint factor analysis (JFA) formulation was extended by adding a latent factor to represent the language. This language factor is inferred and compensated for during enrollment and test.
Almost all the approaches mentioned above assume that each speaker is enrolled with data that covers all the languages that will be encountered in test. This is not always the case in practice. In forensic applications, for example, people that intend to hide their personal identity may enroll in a popular language but use another language in test in order to prevent from being detected. This raises a critical cross-lingual challenge for speaker verification, and can not be easily solved by most of the existing methods.
This paper proposes a linear transform approach to tackle the cross-lingual problem. The basic idea is to learn a transform that maps acoustic features in one language to another, and then apply this transform to project either the enrollment speech or the test speech so that the mismatch between enrollment and test can be alleviated. In this study, the constrained maximum likelihood linear regression (CMLLR) [8] is adopted to train the transform, due to its simplicity and effectiveness. We choose Standard Chinese and Uyghur as the two languages and collected a Chinese-Uyghur bilingual database CSLT-CUDGT2014 to conduct the experiments.
The rest of the paper is organized as follows: Section 2 proposes the linear transform approach, and Section 3 presents the experimental settings and results. Section 4 concludes the paper and discusses some future work.
LINEAR LANGUAGE TRANSFORM

Visualization for language mismatch
We argue that the performance degradation in cross-lingual speaker verification is mainly caused by the different distributions of acoustic features with different languages. In order to testify this conjecture, we train a global UBM with the training data of both Standard Chinese and Uyghur in the CSLT-CUDGT2014 database (details of this database will be described in Section 3), and then derive the Standard Chinese UBM and the Uyghur UBM from the global UBM, by applying the maximum a posterior (MAP) adaptation and exploiting the training data in Standard Chinese and Uyghur respectively. Note that in the MAP adaptation, only the mean vectors of the Gaussian components are updated. Therefore, the difference in acoustic feature distributions between Standard Chinese and Uyghur can be observed from the locations of the mean vectors of the Gaussian components in the acoustic space.
Applying the t-SNE method [9, 10, 11, 12] , we can draw the mean vectors of Gaussian components as points in a twodimensional space. The difference between the Standard Chinese and Uyghur models can be recognized from the distributions of the Gaussian mean vectors in this space. This is shown in Fig. 1 . It can be observed that the Gaussian components of the two languages clearly deviate from each other. This means that if a speaker model is enrolled in one language, it would be difficult for the model to represent speech signals in another language. 
Language transform
In order to mitigate the discrepancy between the distributions of acoustic features caused by language mismatch, a possible solution is to project speech features in one language A to another language B, so that the projected features can be modeled by the speaker model enrolled with speech data in language B. This projection, however, could be very complex since different languages involve different phone inventories and co-articulation properties. As a preliminary study, we ignore the complex linguistic and phonetic relationships between languages, and adopt the linear transform to model the projection.
We choose CMLLR to train the linear transform in this work. The CMLLR operates in the feature space and transforms features in one language to another [8] . An advantage of the CMLLR-based transform is that the covariance matrices are implicitly adapted without increasing the number of training parameters. The effectiveness of this approach has been demonstrated in [13] on the task of transforming speech signals recorded with different emotions.
For the sake of completeness, we review the CMLLR approach. Define a transformation matrix W = [b A] that projects an input speech signal x i as follows:
where A is a rotation matrix and b is a bias term.
T is the extended observation vector. The optimal W can be attained by maximizing the following likelihood function
with respect to W , where M = {μ c , σ c } represents the GMM based on which the CMLLR is conducted, and p(x; M ) is the probability of signal x given by the GMM parameterized by M . The optimization process can be found in [8] .
In order to apply CMLLR to transform acoustic features in one language to fit a speaker model in another, we need to learn a transform matrix W AB , where A is the source language and B is the target language. First of all, train a language-dependent UBM by all the speech data in language A, denoted by UBM A . Letting the speech features in language B denoted by X B , learning the transform W AB reduces to maximize the objective function Q(W AB ; X B , UBM A ) in (2) . Note that the transform W AB is speaker and channel independent, and therefore should be trained on speech data from all speakers and channels to ensure that it reflects only the language effect.
Considering that a test utterance which is in language B, and the claimed speaker model is trained in language A. The transform W BA obtained above is applied to transform the test speech according to (1) , which is feature transform, and then the transformed speech features are evaluated by the speaker model as if they were in language A. This transform is named as 'test transform'.
Another way to apply the language transform is to operate on enrollment speech. For example, a transform W AB is applied to the enrollment speech in language A. The transformed enrollment speech data are then used to train a speaker model that is suitable to evaluate test utterances in language B. This transform is named as 'enroll transform'.
EXPERIMENT
This section presents the experimental results. We start from describing the CSLT-CUDGT2014 bilingual database that was constructed by Tsinghua University and Xinjiang University and has been used in the experiments.
CSLT-CUDGT2014 Chinese-Uyghur database
The bilingual speech resources are limited. Particularly, with the goal of studying the 'pure effect' of languages, it is desirable to exclude the discrepancy caused by other factors, such as channel, speech length, linguistic content, etc. In fact, no existing data resources can meet the requirement, so we decided to record the database by ourselves. The new database, named as CSLT-CUDGT2014, involves two languages: Standard Chinese and Uyghur. The speech signals were recorded by a smart phone, with the sampling rate set to 8 KHz and the sample size set to 16 bits. The Standard Chinese and Uyghur speech data are recorded using the same smart phone and the sentences are Standard Chinese or Uyghur digital strings, which excludes any discrepancy in channel and linguistic content, and makes the database suitable for studying language mismatch.
There are 113 female speakers in the database. For each speaker, two enrollment speech segments were recorded, one in Standard Chinese and the other in Uyghur. Additionally, each speaker recorded 10 test speech segments in Standard Chinese and 10 test segments in Uyghur. Each enrollment segment lasts 40-60 seconds and each test segment lasts 2-3 seconds. The 113 speakers are divided into two subsets: 49 speakers comprise the development set which is used to train the language transforms, and the rest 64 speakers comprise the evaluation set which is used to test the system performance.
Baseline system
We build the baseline speaker recognition system based on the popular GMM-UBM architecture. The Mel frequency cepstral coefficients (MFCCs) are used as the acoustic features. The basic MFCCs are of 19 dimensions, which is augmented by the log energy, leading to a 20-dimensional static feature. Plus the Δ and ΔΔ coefficients, the total feature vector is 60-dimensional. To remove channel effect, CMVN (cepstral mean and variance normalization) has been applied at the utterance level.
The UBM is trained on a large Standard Chinese speech database (different from CSLT-CUDGT2014). We choose Standard Chinese data to train the UBM because they are much easier to obtain than Uyghur speech data.
Once the UBM has been trained, the speaker models are derived via MAP adaptation. The 64 speakers in the evaluation set of CSLT-CUDGT2014 are enrolled and tested. For each speaker, two speaker models are enrolled, one for Standard Chinese and one for Uyghur. In monolingual tests, the enrollment and test speech are in the same language, while in The results are reported in Table 1 , where the performance is evaluated in terms of the equal error rate (EER).
From Table 1 , we can see that the EERs in the crosslingual tests are much higher than those in the monolingual tests. This confirms that the language mismatch between enrollment and test causes significant performance degradation in speaker recognition, as has been reported in [4] .
CMLLR-based language transform
As mentioned in Section 2.2, there are two ways to apply the CMLLR-based language transform. In the 'test transform', the test utterances are transformed to meet the language of the speaker model; and in the 'enroll transform', the enrollment utterances are transformed to meet the language of the test speech. Table 2 presents the EER results with the two transform approaches. It can be seen that the test transform consistently improves system performance in the cross-lingual tests. The relative improvements in EER are 10.81% and 6.2% in the Uyghur test and the Standard Chinese test, respectively. The enrollment transform, in contrast, is not stable. It improves the performance in the Standard Chinese test by 9.48%, however the performance in the Uyghur test is reduced.
CONCLUSIONS
In this paper, we proposed a CMLLR-based feature transform approach to tackle the cross-lingual speaker verification problem. The experiments were conducted on a Chinese-Uyghur bilingual database, and the results confirm that the CMLLRbased approach can improve performance of speaker verification systems when the enrollment and test speech are in different languages. This work, however, is still in the preliminary stage. Unlike single CMLLR, applying different transformations to different phones may achieve greater improvement. The training and test data are limited, and the bilingual information has not yet fully exploited. Particularly, the performance gain obtained with the linear transform seems marginal, which suggests that more complicated transforms may be necessary.
