The goal of this research is to develop a computer aided diagnostic (CAD) system that can detect breast cancer in the early stage by using microarray and image data. We verified the performance of six well known classification algorithms with various performance matrices. Although we do not suggest a unique classifier algorithm for a CAD system, we do identify a number of algorithms whose performance is very promising. The algorithms performance was validated by 3 images dataset; two have been used for the first time in this experiment. Multidimensional image filtering is adopted for the final data extraction. The image data classification performance is compared with microarray data. Results suggest the most effective means of breast cancer identification in the early stage is a hybrid approach.
Introduction
Throughout the world cancer is a serious threat to human health. Cancer is a group of diseases with the common feature of uncontrolled growth of cells and has the ability to infiltrate and destroy normal body tissue. Cancer cells can spread all the way through the blood and lymph systems to different parts of the body. There are more than 100 different types of cancer. For the average woman the chance of developing invasive breast cancer at some stage of her is about 1 in 8, and the chance of dying from of breast cancer is 1 in 35 (1) . In our research we investigate the efficiency of the machine learning algorithms on breast cancer-related image and microarray data. We consider two new breast image data in our experiment.
Image-based identification
In cancer research, image-based identification is going to become more popular day by day. Group of scientists have worked on image-based data for different cancer identification. An image is an optical picture of an object. Medical image data mining is used to collect effective models, relations, rules, changes, irregularities and common laws from a mass amount of data and it has become a separate important discipline called Medical Imaging. The image-based machine-learning technique can accelerate the processing speed and accuracy of the diagnostic decisions made by doctors. In recent times (2) the rapid development of digital medical devices and medical information databases has included not only the structured information of patients, but also non-structured medical image information. Antonie, et al. suggests mammography as the most reliable method in the early detection of breast cancer. Due to the high volume of mammograms to be read by physicians, the accuracy rate tends to decrease, and then the automatic reading of digital mammograms becomes highly desirable. Additionally, as they suggest, double reading of mammograms (consecutive reading by two physicians or radiologists) increases the accuracy, but this is problematic due to its high cost (3). Wang, et al. used a decision tree algorithm for mammography classification and constructed a medical image classifier. They found that the system performed quite accurately (98% accuracy) and therefore revealed the potential of data mining in medical (2) treatment assistance. Rangayyan et al. developed the digital imaging and image analysis systems to detect mammographic features, classify them, and present visual prompts to the radiologist for breast cancer detection (4) . Also, Walker et al. 
Microarray-based identification
Currently, microarray tumor gene expression profiles are used for early cancer diagnosis. By allowing the monitoring of expressions level for thousands of genes simultaneously, such methods will guide researchers to a more complete understanding of the molecular differences among tumors, and thus to a finer and more reliable classification. Lu and Han et al. suggests that single classifier is not superior to all the others in the aspect of classification accuracy. Statistically based classifiers shown better accuracy but they are not sufficiently good classifiers in the case of cancer classification (10). Berrar et al. proposed a probabilistic neural network (PNN) for muticlass cancer classification. The main disadvantage of PNNs is that all training data must be stored in the input layer, requiring a large amount of memory (11) . Sharma Paliwal suggest the Gradient LDA (linear discriminant analysis), technique which avoids the singularity problem associated with the within-class scatter matrix and shows its usefulness for cancer classification. The proposed method achieves lower misclassification error as compared to several other previous techniques (12) . In recent times several researches have been done on microarray data for early cancer detection (13) (14) (15) (16) (17) (18) (19) (20) .
It is established that breast cancer is the most common cancer and responsible for the highest death rate for females. It is also noticed that breast cancer is rare in males but men can get breast cancer, though rates are appreciably lower than for women (21). Therefore this paper addresses an important research issue. We provide emphasis of the importance of early detection of breast cancer. A CAD system can help anyone in early breast cancer diagnosis. The benefit of early diagnosis is that it can reduce the mortality rate of breast cancer patients.
Currently, microarray and image based cancer classification is most popular in the IT community. Many scientists work in these two sectors for early cancer detection.
Background and Current Research
Modern computer technology is helping the researcher in breast cancer identification. As discussed earlier, researchers use two types of methods for breast cancer identification: image and microarray based methods. In most cases, patients in the early stages of breast cancer have no symptoms, so it is difficult to identify the cancer stage and condition of the patient. By the time symptoms are identified, the cancer cells have already spread to other parts of the body. The methodologies of current breast cancer treatment have many limitations and in most cases detection is not 100% accurate. That is the reason that a treatment program/plan utilizing a combination of tests, such as Clinical breast exam, Mammogram, Ultrasound and Magnetic Resonance Imaging (MRI), is considered to be the optimal means of detection at any age. On the other hand, to undergo a clinical breast exam, mammogram, ultrasound and MRI to determine the exact condition of the cancer are expensive for the patient. Modern microarray and image detection technologies are helping in this regard. Michaelson et al. proposes a new method to estimate tumor growth rate from information taken from the numbers and sizes of breast cancers found at screening. It appeared that the median doubling time for invasive breast cancer is approximately 130 days. (22) . Rangayyan and Nguyen propose mammogram-based methods for the analysis and classification of breast masses. They used receiver operating curve methods to measure the accuracy and did not compare their performance with the fractal dimension based measure (23) . Another study identifies a set of gene marks and mediates breast cancer metastasis to the lungs. A number of these genes serve double functions, providing growth advantages both in the primary tumor and in the lung microenvironment (24) . Delen et al. argues that a decision tree (C5) is the best predictor with 93.6% accuracy on the holdout sample (this prediction accuracy is better than any reported in the literature). Artificial neural networks came second with 91.2% accuracy and the logistic regression models were the worst of the three with 89.2% accuracy (25) . Cheng et al. found that the individual samples of most models had high rates of concordance in their outcome predictions (26) .
In our research we investigate the efficiency of the machine learning algorithms on breast cancer-related image and microarray data. We consider two new breast image data in our experiment.
Data Preparation
We consider three images and two microarray breast cancer datasets in our experiment. The BcancerImage data we generated from cancer affected and normal breast images (27). The bcw_noise is noise data of breast-cancerwisconsin (28) .We consider this noise dataset to evaluate the machine learning algorithms' performance. The well known breast-cancer-wisconsin data is available in the UCI data repository (39). The beastmit is microarray data, which is available from the Massachusetts Institute of Technology (MIT) (29) . The breastcancernsu is also microarray data, which is available from Singapore National University (NSU) (30) . A basic description of these datasets has been summarized in Table 1 . We extracted image data from the images. We considered 4 pairs of breast images. First we read the image data by using the Matlab function. After that we used multidimensional image filtering to remove the noise data from extracted data. The image filtering function is also implemented in the Matlab package. Six of the most popular machine learning algorithms, Naive Bayes, Sequential Minimizing Optimisation (SMO), IBk, AdaBoostM1, J48 and PART, were selected for this experiment. All the algorithms' description and Java based implementations are available in the data mining book (31) .
Experimental Design
To evaluate the prediction accuracy of the above mentioned algorithms for the data, percentage split test options were used. Prediction metrics considered in this study are given below with their mathematical expression (32, 33) .
Percent Correct (PC)
pi are the total number of predicted instances N is the total number of instances
Root Mean Squared Error (RMSE)
ai are the total number of actual instances 
Experimental Results
We considered several parameters to evaluate the machine learning algorithms. It is constantly better to justify any algorithm's performance from different points of view. Here we reflected on two approaches to measure the performance. First, we observed the correctly classified performance for various algorithms and then we calculated the computational performance as well. Since the majority of the datasets hold less than 1000 instances, we preferred to use a 10 fold cross validation procedure for our experiment. Moreover, we ran each dataset 10 times. Therefore all the below results start with (100). We used Percent_correct, i.e. accuracy, Mean_absolute_error, Root_mean_squared_error, Relative_absolute_error, Root_relative_squared_error, True_negative_rate, False_negative_rate, F_measure, Kappa_statistic measures to evaluate the algorithms' performances. The mentioned above measures descriptions are available in any basic statistics books. Based on these measures we found that SMO is the best suited algorithm to produce CAD for breast cancer study. ---------------------------------------------------------------- 
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The computational time was measured in seconds. We considered the computational performance in the two different phases: model buildup time called Time training and model evolution time called Time testing. Overall SMO is a bit more expensive than some other algorithms. But the computational time differences are not a significant barrier to designing a CAD for breast cancer study using SMO.
Discussion
This research addressed the problem of early breast cancer identification that one of the world's most serious health issues. It would help the breast cancer CAD designer to choose an appropriate machine learning algorithm. We tested the algorithms' performances from different angles by using the most useful statistical measures. These measures verified the algorithms' classification performance. Moreover, we tested the computational performance for all the algorithms. Finally, we found that SMO is the best suited machine learning algorithm for breast cancer study. It performed better in the scenarios, image and microarray breast data analysis. Comparatively it was better at handling image data. Since medical practitioners are struggling to recognize the breast cancer problem in the early stage, it seems evident that microarray analysis could be a more useful technique for a breast cancer CAD system. We suggest both microarray and an image-based approach could be jointly adopted in the CAD system. This hybrid approach could verify more accurately if any breast cancer is present. We plan to extend this research within the larger breast cancer domain to discover the reason why the image data is more meaningful for breast cancer study.
