Red supergiants (RSGs) are evolved massive stars that represent extremes, in both their physical sizes and their cool temperatures, of the massive star population. Effective temperature (T eff ) is the most critical physical property needed to place a RSG on the Hertzsprung-Russell Diagram, due to the stars' cool temperatures and resulting large bolometric corrections. Several recent papers have examined the potential utility of atomic line equivalent widths in cool supergiant spectra for determining T eff and other physical properties (Dorda et al. 2016a,b) and found strong correlations between Ti I and Fe I spectral features and T eff in earlier-type cool supergiants (G and early K) but poor correlations in M-type stars, a spectral subtype that makes up a significant fraction of RSGs. We have extended this work by measuring the equivalent widths of Ti, Fe, and Ca lines in late K-and M-type RSGs in the Milky Way, Large Magellanic Cloud, and Small Magellanic Cloud, and compared these results to the predictions of the MARCS stellar atmosphere models. Our analyses show a poor correlation between T eff and the Fe I and Ti I lines in our observations (at odds with strong correlations predicted by stellar atmosphere models), but do find statistically significant correlations between T eff and the Ca II triplet (CaT) features of Milky Way RSGs, suggesting that this could be a potential diagnostic tool for determining T eff in M type supergiants. We also examine correlations between these spectral features and other physical properties of RSGs (including metallicity, surface gravity, and bolometric magnitude), and consider the underlying physics driving the evolution of atomic line spectra in RSGs.
INTRODUCTION
Red supergiants (RSGs) represent a critical phase in massive stellar evolution. They are He-fusing evolved descendants of 10-25M main sequence stars, the end result of a nearly horizontal evolution across the Hertzsprung-Russell (H-R) diagram as their blue Hfusing predecessors leave the main sequence and cross the "yellow void". They are the largest (in physical size) and coldest (∼3500-4500 K) members of the massive star population, representing a significant extreme in their evolution. These cool temperatures place them at the Hayashi limit for hydrostatic equilibrium (Hayashi & Hoshi 1961) .
Effective temperature (T eff ) is, along with bolometric luminosity (M bol ), one of the two key physical properties needed to place a star on the Hertzsprung-Russell (H-R) diagram, and it is the most critical physical property that must be determined for RSGs. At these cool dicenzob@uw.edu emsque@uw.edu temperatures, the bolometric corrections for standard U BV RI photometry are large (1-4 mag) and strongly dependent on T eff (e.g. Massey & Olsen 2003; Levesque et al. 2005) ; as a result, accurately calculating the luminosity of a RSG requires a robust determination of the star's T eff .
The scarcity of nearby RSGs has limited the use of interferometric data in ascertaining an accurate T eff scale (see, for example, Dyck et al. 1996) . Alternatively, scales in the past have been determined by broadband colors of RSGs with known diameters (Lee 1970; Johnson 1964 Johnson , 1966 or by bolometric corrections derived from IR measurements under the assumption of a blackbody continuum (Flower 1975 (Flower , 1977 . However these methods are also limited because of the effects of line blanketing, which make color indices such as B − V highly sensitive to surface gravity (log g). More recently, Levesque et al. (2005 Levesque et al. ( , 2006 used the MARCS stellar atmosphere models to fit the strengths of the T eff -sensitive TiO bands for K-type and M-type stars in the Milky Way and Magellanic Clouds, creating a T eff scale significantly warmer than previous works (Humphreys & McElroy 1984; Massey & Olsen 2003) and one that shows good agreement with the predictions of stellar evolutionary tracks (including the metallicity dependence of the Hayashi limit). Davies et al. (2013) determined warmer T eff values for RSGs using broad SED fitting across the optical and near-IR. However, these results do not reproduce the correlation between spectral type and T eff in RSGs or the metallicity dependence of RSG T eff s (see, for example, Levesque et al. 2006; Tabernero et al. 2018) , and the work notes that 3D models (as opposed to the 1D MARCS models) are required to properly account for wavelength-dependent in the extended atmospheres of RSGs that would otherwise lead to determining a warmer T eff at longer wavelengths.
Several recent papers have also examined the potential utility of atomic lines in these cool stars' spectra for determining T eff and other physical properties. Dorda et al. (2016a) compared the widths of several atomic lines (including Fe I and Ti I features and the Ca II triplet lines at 8498Å, 8542Å, and 8662Å, hereafter CaT) observed in the spectra of a large sample of cool supergiants (CSGs, ranging from G0 to M7 in spectral type and thus encompassing the late-type yellow supergiant population as well as RSGs) in the Large and Small Magellanic Clouds; they found that the strength of the Ti I lines was strongly correlated with T eff (though no similar correlation was seen for Fe I or CaT). This result was further supported by Dorda et al. (2016b) , which successfully used a principal component analysis based on spectral features in the CaT region (the same region covered by the Gaia Radial Velocity Spectrograph) to automatically differentiate CSGs from other bright late-type stars. This is potentially a very exciting result, offering the possibility of determining T eff for RSGs from data with relatively limited wavelength coverage (as opposed to existing methods which require optical+IR photometry or spectrophotometry with wide optical wavelength coverage). Tabernero et al. (2018) studied the T eff scale of CSGs in different metallicity environments; while their method adopted atomic line fitting as a means of determining T eff they found a warmer and shallower scale than Levesque et al. (2006) , with only a weak correlation in the LMC and no correlation in the SMC.
However, the utility of using atomic line features for determining T eff in RSGs is still unclear. While the correlation between Ti I and spectral type presented in Dorda et al. (2016a) is quite robust at earlier types (G and early K), the correlation is much weaker for the Mtype stars in their sample, which represent a significant fraction of the RSG population. The potential dependence of these features on other physical properties is also a complicating factor.
For example, recent observations of RSG J-band spectra in nearby galaxies have revealed that, while atomic absorption features such as Ti I, Fe I, and Si I are not strongly sensitive to T eff , they serve as excellent probes of metallicity (e.g. Davies et al. 2010 Davies et al. , 2015 Gazak et al. 2015; Patrick et al. 2015 Patrick et al. , 2016 Patrick et al. , 2017 .
The CaT is widely cited as a potential tracer of luminosity class in cool stars due to its sensitivity to log g effects (e.g. Cenarro et al. 2001a,b and references therein) , and is also sensitive to metallicity (e.g. Armandroff & Da Costa 1991; Sakari & Wallerstein 2016) . Non-LTE effects in the atmospheres of these stars can also impact the equivalent widths (EWs) of some lines; Jennings & Levesque (2016) found that the Hα absorption feature in cool stars is also effective as a luminosity class diagnostic, a consequence of the density-dependent overpopulation of the metastable 2s level and an effect that becomes stronger in the non-LTE conditions present in supergiant atmospheres. The Jennings & Levesque (2016) study of the CaT feature indicated that while the feature in early M-type stars had a clear relationship with luminosity class, as supported by the literature, this relationship also broke down in late-type (beyond M3-3.5) supergiants.
Previous work on the CaT has studied its effectiveness as a diagnostic for several physical parameters such as luminosity, log g, metallicity, and T eff . The CaT is a near-IR feature and therefore is subject to contamination from multiple strong stellar features such as higherorder Paschen lines and the TiO absorption band at 8433Å. Ginestat et al. (2016) studied the relationship between the EW of absorption features between 8380-8780Å and spectral type, finding a positive correlation between CaT and luminosity for A to M type stars that was initially weak but began to increase for later types beginning at G0. Ginestat also proposed that the weak Ca I, Ti I, and Fe I lines of the giants in their study may be due to low metallicity. Erdelyi-Mendes & Barbuy (1990) , hereafter EM&B, used synthetic stellar atmosphere models from Gustafsson et al. (1975) to generate synthetic CaT lines in order to examine their variation with T eff , log g, and metallicity ([M/H]). EM&B found the CaT to be primarily dependent on [M/H] and log g. Their study indicates that the CaT is sensitive to metallicity for stars with [M/H] > -2.0 and sensitive to log g for giants with [M/H] > -1.0. EM&B also found that the relationship between CaT and temperature is only present in low log g pop-ulations, making it applicable to giants and supergiants rather than dwarf stars, and becomes more pronounced as metallicity increases. This is in agreement with the results of Smith & Drake (1990) but it should be noted that their work was restricted to stars between 4000 and 5500 K. When compared against T eff , EM&B found only a weak relationship between the CaT triplet and T eff , which they attributed to the increasing intensity of the 8433Å TiO feature at cool temperatures. The increasing strength of this TiO band can lead to a decrease in the local continuum and a subsequent apparent weakening of the CaT (as noted by Ginestat et al. 2016 , who used a local continuum definition for measuring the CaT in stars later than M2 in order to account for this effect); however, this particular TiO band is only prominent in the spectra of RSGs with relatively late spectral types (∼M4-M5, e.g. Levesque et al. 2005; Massey et al. 2017) , an effect in agreement with the evolution of the CaT seen in Jennings & Levesque (2016) . Mallik (1996) analyzed the CaT features of 146 stars spanning from F7 to M4 to determine the dependence of CaT on luminosity, T eff , and metallicity. They found a non-linear relationship for luminosity that became more pronounced with increased metallicity, and that was more apparent in supergiants than in dwarfs, but did not find a relationship between CaT and T eff across the full sample. Mallik also found that at low log g (0.0 to 2.0), the EW of the CaT in supergiants and giants decreased as log g increased. This correlation -which is counter to the typical expectation that lines will get stronger at higher log g due to increased collisional effects -has been explained as a continuum effect. An increase in the continuous absorption coefficient at higher log g (due to an increased electron density in stars where H − is the dominant source of continuum opacity) leads to a lower apparent continuum level and subsequent weaker measurements of EW for the CaT. Cenarro et al. (2001a) presented a new stellar library of the near-IR spectral region based on 706 stars with 2750 K < T eff < 38400 K, 0.0 < log g < 5.12, and metallicities of −3.45 < [Fe/H] < +0.60. Based on these data they offer a newly defined index for measuring the strength of the CaT features, the "CaT*" index, developed with careful treatments of previously noted effects such as continuum definition and Paschen line contamination.
Collectively, the utility of the CaT feature has been extensively studied, but conclusions about its use as a diagnostic of log g, luminosity, and T eff are conflicting and further complicated by the differing sample sizes and parameter spaces of previous works, with most samples of stars spanning from dwarfs to supergiants and covering a broad range of spectral types. In this work we specifically consider the utility of atomic absorption line features as potential T eff diagnostics in the uniquely cool and low-density environments of M-type RSGs.
We present a study examining the strengths of Ca, Ti, and Fe absorption features in the spectra of M-type RSGs. Using echelle spectra of 25 Milky Way RSGs, 16 Large Magellanic Cloud RSGs, and 17 Small Magellanic Cloud RSGs along with a series of RSG model atmosphere spectra (Section 2), we present the EWs of a large sample of atomic lines, including features of Fe I, Ti I, Ca I, and the CaT, and compare these EWs to the T eff determinations of Levesque et al. (2005; Section 3 ). We find a strong positive and statistically significant correlation between CaT and T eff for Milky Way RSGs, but no similar correlation in the Magellanic Cloud samples, and no relationship between the Ti I and Fe I features and T eff as a function of metallicity (Section 4). We discuss the implications of these results for understanding the physical properties of RSGs as well as potential future work in this area (Section 5).
SAMPLES AND OBSERVATIONS
The RSG echelle spectra used in these analyses were originally observed as part of a spectroscopic search for potential Thorne-Żytkow objects in the Milky Way and Magellanic Clouds (Levesque et al. 2014) . The sample of 25 Milky Way stars was selected from the coldest RSGs identified in Levesque et al. (2005) ; all have spectral types of K5-M0I or later. The spectra were observed using the Astrophysics Research Consortium Echelle Spectrograph (ARCES; Wang et al. 2003) on the Apache Point Observatory 3.5-m telescope on 2011 February 11 and 12 (UT). The observations were taken using the default 1.6 arcsec × 3.2 arcsec slit, along with quartz lamps and ThAr lamps after each individual exposure to achieve precise flat-field and wavelength caliberations for each star. The spectra were reduced using standard IRAF 1 echelle routines, and each star's spectrum was corrected for radial velocity (RV) effects using the wavelengths of the CaT triplet. Examples of our spectra and the CaT triplet are shown in Figure 1 .
Our Magellanic Cloud sample was drawn from latetype RSGs identified in Levesque et al. (2006) and supplemented by additional stars with broadband colors consistent with RSGs (for a complete discussion see Levesque et al. 2014) . These stars were observed with the Magellan Inamori Kyocera Echelle (MIKE; Bernstein et al. 2003 ) on the Magellan 6.5-m at Las Cam- Figure 1 . Example normalized spectra of the Ca II 8498Å (left), 8542Å (center), and 8662Å (right) absorption triplet features for three Milky Way RSGs in our sample, spanning a 200 K range in T eff . The spectra are shown in black, while the "pseudocontinuua" -defined by the continuum points listed in Table 2 and described in §3.1 -used for fitting the lines and determining their equivalent widths are illustrated as dashed red lines.
panas Observatory during 2011 September 1315. The spectra were taken using the 0.7 arcsec 5 arcsec slit with 22 binning, slow readout, and the standard grating settings, and internal flats and ThAr lamps were observed for flat-fielding and wavelength calibration purposes. These data were reduced using a combination of standard IRAF echelle routines and the mtools package. The Thorne-Zytkow object candidate HV2112 is not included in our sample.
The physical properties of the observed stars in our sample that we adopt for our analyses -including T eff , log g, and M bol -are drawn from Levesque et al. (2005 Levesque et al. ( , 2006 , and are based on fitting observed spectrophotometry of the RSGs with MARCS stellar atmosphere models and determining the best-fit model based on the strengths of the TiO absorption bands and the overall fit of the SED. This T eff scale was chosen as it represents physical properties for RSGs determined based on the optical regime and optical absorption features, an appropriate choice for comparison with the optical atomic line features used in this work as it samples the same physical region of the RSG atmosphere (recalling these stars' extended geometries and wavelength-dependent optical depths, as discussed above). These T eff scales also show good agreement with stellar evolutionary models (including those that treat both single and binary evolution; Levesque 2018 and the effects of metallicity. For a complete list of the stars in our sample and their adopted physical properties, see Table 1 . Tabernero et al. (2018) recently published a new T eff scale for CSGs in the LMC and SMC; however, this scale is based on atomic line fitting and the assumption we wish to test here, namely that these lines T eff -sensitive. For late K-and M-type RSGs the Tabernero et al. (2018) scale is slightly warmer than the Levesque et al. (2006) scales as well as shallower (a weaker dependence on spectral type), but without knowing the dependence of the individual atomic features on T eff in this very cool regime it is unclear whether this disagreement is due to a difference in method or a consequence of the lines' behavior (for further discussion see §4.)
In addition to our sample of observed RSG spectra we also consider synthetic spectra produced by the MARCS stellar atmosphere models (e.g. Gustafsson et al. 2008 ). The spectra were generated for solarmetallicity 15M RSGs and adopt a spherical atmosphere geometry, a microturbulence parameter of 5 km s −1 , and log g = −0.5, 0.0, 0.5, 1.0. The T eff of the models used in this work range from 3400-4000K in 100K increments.
It should be noted that we restrict our use of the MARCS models to T eff ≤ 4000 K, and do the same for our observed sample (one LMC star from the original Levesque et al. 2014 sample, LMC 169754, was cut from this work due to its relatively high T eff of 4100 K). This was done specifically to restrict our study of atomic line T eff diagnostics to the collision-dominated regime of cool star atmospheres (at T eff 4000K the effects of photoionization increasingly dominate the abundance of neutral Fe and Ti) and a regime where non-LTE effects are minimal; for further discussion see Section 4.
3. ANALYSES
Atomic Lines and Equivalent Widths
We measured the EWs of absorption line features of Fe I, Ti I, Ca I, and Ca II in each of our spectra, using the line profile fitting function contained in the splot task in IRAF's kpnoslit package to determine the best-fit Voigt profile. The Ca features include Ca I 6572Å and the CaT, while the Fe I and Ti I absorption features measured are the same as those used in Dorda et al. (2016a) . Upper and lower wavelength bounds were set by identifying the closest local maxima in the surrounding region of the spectrum to define a local continuum which could then be used to measure integrated line strengths; where possible the upper and lower bounds were selected to match the analyses of (Dorda et al. 2016a ; see Table 2 ). These local continuua were defined consistently across all of the stars in a given host galaxy, although slight variations in the local continuum definition were necessary between the three host galaxies in the case of the CaT lines.
The full set of absorption lines and their measured EWs are given in tables 3-5 for Ca, Fe, and Ti features respectively, and in Table 6 for the MARCS models.
Correlation Coefficients
We used the matplotlib Pylab software from SciPy to plot the measured EW data against the T eff , M bol , and log g of each star as determined by Levesque et al. (2005 Levesque et al. ( , 2006 , with EW as the dependent variable and the stellar parameters as the independent variable. For each variable pair we also calculated the Pearson's r correlation coefficient and associated p-value for the sample, along with both linear (Ax+B) and second-degree polynomial (Ax 2 +Bx+C) functions of best fit. Given our small sample sizes (ranging from 16 to 25 stars in a given host galaxy, which we treat separately due to metallicity effects) we adopt a conservative significance threshold of p < 0.01, rather than the more typical p < 0.05, to decrease our likelihood of incorrectly rejecting the null hypothesis. The Pearson correlation coefficients and bestfit function coefficients are summarized in Table 7 . A similar analysis was also done for the MARCS stellar atmosphere model spectra, with the results summarized in Table 8 .
Below we consider each spectral feature and its potential diagnostic utility:
CaT: In our Milky Way sample, the equivalent width of the CaT feature ( Figure 2 ) shows a strong and statistically significant positive correlation with T eff , with Pearson's r=0.755 and p=0.00001. This is in good agreement with the MARCS stellar atmosphere models at Milky Way metallicity (Figure 8 ), which predict robust positive correlations between CaT and T eff across the full range of supergiant surface gravities (e.g., Pearson's r=0.869 and p=0.0023 for the log g = 0.0 models). However, no similar correlation is seen in the LMC and SMC samples, despite the LMC-and SMC-metallicity MARCS models also predicting strong positive correlations at all supergiant surface gravities (Figures 9 and 10).
In the Milky Way the CaT equivalent width is positively correlated with log g and M bol . No correlation is seen in the LMC data; however, the SMC sample shows a positive correlation between the CaT equivalent width and M bol .
Ca I: The MARCS models predict a correlation between the equivalent width of the Ca I 6572.0 line and T eff for all but the lowest surface gravities and highest metallicities (e.g., the log g = −0.5 models at Milky Way metallicity and the log g = −0.5 and log g = 0.0 models at LMC metallicity). However, this is not borne out by our observations ( Figure 3) ; the LMC and SMC sam-ples show no significant correlation between Ca I and T eff , while the Milky Way sample shows a moderately strong positive correlation (r=0.500) with a borderline p=0.01. It is also worth noting that the MARCS models predict a positive correlation between Ca I and T eff at Milky Way metallicity, but a negative correlation at the lower LMC and SMC metallicities, with the Ca I line getting weaker at higher T eff .
Ti I/Fe I Ratio: None of the observed data revealed significant correlations between the Ti I 8518.1/Fe I 8514.1 ratio ( Figure 4 ) and RSG physical properties. By contract, the MARCS models predict significant negative correlations between this ratio and T eff for all log g values at Milky Way metallicity, while the LMC and SMC metallicity models show significant negative correlations at particular values of log g (log g = 0.0 in the LMC and log g = −0.5, 0.0, and 1.0 in the SMC).
Ti I Sum: None of the observed samples -at Milky Way, LMC, or SMC metallicity -show any evidence for statistically significant correlations between the sum of the Ti I line ( Figure 5 ) equivalent widths and any RSG physical properties.
The Milky Way metallicity MARCS models predict no statistically significant correlation between Ti I EW and T eff . However, in the LMC the Ti I sum showed a strong positive correlation with T eff for the log g = 0.0 models only (r=0.997, p=0.00186), and the SMC models showed a strong negative correlation with T eff at log g = −0.5 (r=−0.933, p=0.00071) and a strong positive correlation at log g = 0.5 (r=0.879, p=0.00404).
Fe I Sum: Our observed Milky Way and SMC samples show no correlation between the sum of the Fe I line ( Figure 6 ) equivalent widths and any RSG physical properties; however, the LMC sample shows evidence of a positive correlation between the Fe I sum and T eff . Both of these results are also at odds with the predictions of the MARCS models, which only predict a significant positive correlation between Fe I and T eff for Milky Way supergiants with log g = 1.0 (r=0.965, p=0.0001) and a significant negative correlation between Fe I and T eff for SMC supergiants with log g = 0.5 and 1.0 (r=−0.972, p=0.00005 and r=−0.975, p=0.00004, respectively).
Ca II 3-D Plots: The CaT equivalent width showed the most promise in our observed data as an atomic line diagnostic of T eff ; however, this feature is also wellknown as a potential diagnostic of log g and luminosity, calling the degeneracy of its T eff correlation into question. To further examine this we created 3D plots for our observed data from all three host galaxies with T eff , Log g, and Ca II EW (see Figure 7) as the respective x, y, and z axes.
2 These data were then fitted with linear and quadratic planes of best fit. The full suite of correlation coefficients for the data in the 3D plots is given in Table 9 , and equations for the linear and quadratic best fits are given in Table 10 . The linear plane best fit equation is Z = Ax + By + C, while the quadratic plane fit is Z = Ax + By + Cxy + Dx 2 + Ey 2 + F .
DISCUSSION AND FUTURE WORK
In light of the small sample sizes used in this work (25 stars in the Milky Way sample, 16 in the LMC, and 17 in the SMC) we are cautious about over-interpreting the statistical results drawn from our data. However, it is still interesting to examine areas where our observations and model results agree or diverge from each other and from past work, and to consider potential physical explanations for why this may be and the implications for future work.
Our observed spectra show a strong positive correlation (r = 0.755, p = 0.00001) between CaT and T eff for MW RSGs, in agreement with the predictions of the MARCS stellar atmosphere models. However, it is difficult to discern whether this is primarily a consequence of T eff or log g effects on the CaT absorption features and surrounding continuum. In the MW there is a significant correlation (r = 0.549, p = 0.0082) between T eff and log g, with cooler stars having lower surface gravities (an unsurprising consequence of the effect that a decreasing T eff and constant or increasing M bol will have on the stellar radii), and both log g and M bol are positively correlated with the CaT sum (see Table 9 ). Figure 7 compares the CaT equivalent width, T eff , and log g of our Milky Way stars in 3-D space, along with the best quadratic plane fit to the sample, but -as also noted by previous work -it is unclear which physical property is primarily responsible for driving the evolution of CaT in RSG spectra.
We also do not see any correlation between CaT and T eff in either the LMC or SMC observations. While this suggests that metallicity may also play a role in the evolution of the CaT with stellar properties (in agreement with previous work that found a metallicity dependence in the CaT equivalent width for supergiants (e.g. Armandroff & Da Costa 1991; Ginestat et al. 2016; Mallik 1996) this is at odds with the predictions of the MARCS models, which predict a strong correlation between CaT and T eff at all of the model metallicities. The models do, however, predict an expected overall decrease in the strength of the CaT with metallicity.
Figures 7-9 compare the MARCS models and observed data, highlighting the decrease in EW with metallicity as well as comparing the EWs predicted by the models to those observed in the data. Note that Dorda et al. (2016b) also directly compare LMC-and SMCmetallicity MARCS model equivalent widths to T eff (though their data span a broader T eff range of 3300-4500 K to better encompass the warmer F-, G-, and K-type supergiants in their observed sample) and find similar results.
Our observed data also blend a range of surface gravities that sample the lower end of RSG surface gravities (the mean log g of the MW, LMC, and SMC samples is 0.15, −0.275, AND −0.247 respectively) while the models with different log g are considered separately. If we combine the results from the MARCS models across all surface gravities, the correlations between CaT and T eff get weaker in the Milky Way (r=0.467, p=0.007) and LMC (r=0.712, p=0.0004), while the SMC data fails to satisfy our p < 0.01 significance threshold (r=0.356, p=0.046). Considering these results, it is possible that decreased metallicity combined with a mix of surface gravities in our observed samples could contribute to the lack of statistically robust correlation between CaT and T eff in the LMC and SMC data.
Quadratic best fits to the CaT EW, T eff and log g data in 3D space show a stronger relationship between the three parameters for the lowest T eff and log g values. The CaT EW is consistently high at high log g values (≥ 0.6) for all values of T eff , but decreases nearly linearly with log g at low T eff . Above T eff ≥ 3750 K, the relationship between EW and log g becomes more complex. By comparison, both the LMC and SMC quadratic best fits in 3D show a "concave" shape, with the evolution of CaT as a function of log g and T eff that is hard to quantify and not well-fit by a linear relation (for example, both high T eff + low log g and low T eff + high log g correspond to CaT EW minimums.
The relationships are simplified (but also more poorly fit) in linear plane best fits to the data, given in Table  10 . In this case the MW and LMC results broadly align with predictions from Ginestat et al. (2016) asserting that the intensity of the CaT is correlated with log g, but the SMC does not, suggesting a more complex relationship for this sample. Erdelyi-Mendes & Barbuy (1990) concluded that at high metallicity Ca II was inversely related to log g; as the SMC has the lowest metallicity of our sample it suggests that this difference could in part be attributable to changes in this relationship as a function of metallicity.
The Dorda et al. (2016a) sample consisted of early G to M3 stars, with a small sample of later-type M stars, as it was thought that the TiO band would significantly erode the continuum in the latest M type stars stars and make reliable EW measurements difficult beginning at a spectral type of M0. However, as found both by Ginestat et al. (2016) and this work, the stronger TiO band at later spectral types (corresponding to cool T eff , e.g. Levesque et al. 2005; Tabernero et al. 2018 ) reliably corresponds to a decrease in the local continuum, and a subsequent apparent weakening of the CaT, in agreement with the evolution of the CaT seen at warmer T eff . This effect therefore improves rather than weakens the utility of the CaT as a T eff diagnostic. For a direct comparison between the models results and the MW, LMC, and SMC results see Figures 8-10 .
Moving beyond the CaT feature, it is interesting to note that there is no correlation in any of our observed data between Ca I or the Ti/Fe ratio and any RSG physical properties, at odds with what the models predict. Beyond that, most of the observed and model samples predict no correlation between the sum of the Ti I or Fe I absorption features and the physical properties of RSGs, with a few noted exceptions. For example, the observed LMC spectra show a positive correlation between the Fe I sum and T eff . However, this is at odds with the predictions of the MARCS stellar evolution models, which only predict correlations between Fe I and T eff for the highest log g models (notably higher than the average log g of our observed RSGs), and is almost certainly a consequence of small number statistics in our 16-star LMC sample. Still, since Dorda et al. (2016a) predict a strong correlation between Ti I and Fe I and spectral type for cool supergiants -which we would expend to extend to a correlation between these features and T eff and be observable even in a small sample -it is worth considering some of the physical phenomena that may impact the formation and evolution of these lines in RSG spectra.
Our MARCS model results do not highlight Ti I and Fe I as robust diagnostic lines for M-type RSGs; however, these models also assume LTE. How might non-LTE conditions affect these predictions? Bergemann et al. (2012) studied individual RSGs to determine the impact of non-LTE on Ti I and Fe I spectral features. They found that the significance of non-LTE corrections was dependent on T eff , metallicity, and log g, noting that for both Ti I and Fe I, non-LTE corrections in order to align results with observations were lower, or near zero, at lower temperatures -3400 K ≥ T eff ≤ 3800 K. At higher temperatures, the formation of Fe I lines remains largely unaffected by non-LTE, while the Ti I line does show some variation, with Ti I EWs underestimated by LTE as compared to non-LTE models. However, for M-type RSGs non-LTE effects on these lines do not play a significant role and as such cannot be considered a variable for the disagreements between the observed data and the models.
As these are all neutral lines, it is also worth considering the excitation potential of these features. Both Dorda et al. (2016a) and our models predict a relationship between Fe I and T eff and between Ti I and T eff , with Dorda et al. (2016a) arguing that this is due to their low excitation potentials (6.82 eV for Ti I, 7.87 eV for Fe I), thus rendering the neutral abundances of these elements particularly sensitive to T eff . However, while this reasoning is robust for warmer stars it breaks down for M-type RSGs. At these low temperatures ( 4000 K) photoionization is no longer the primary means of producing Ti II and Fe II, and instead collision becomes the dominant means of excitation (for more discussion see Bergemann et al. 2012 ). This decouples the Ti I/Ti II and Fe I/Fe II fractions from T eff in the cool and low-density atmospheres of RSGs. Taken as a whole, the Ti I and Fe I absorption features are not effective diagnostics of T eff for the coolest RSGs (a result in agreement with Dorda et al. (2016b) 's figures 7 and 8, which shower a weak correlation between these features and spectral type for the M0-M3 stars in their sample).
The Ca I absorption feature remains a puzzle. The MARCS models predict a positive correlation between Ca I EW and T eff at Milky Way metallicity, but a negative correlation for SMC metallicities and the higher surface gravity LMC models. The latter is what would naively be expected based simply on the evolution of the CaT absorption feature: as the Ca II abundance (and the CaT EW increases), we would expect a corresponding decrease in the Ca I abundance and EW. It is unclear why this is predicted at lower metallicities (and higher surface gravities) but not at solar metallicity. It is possible that at higher metallicities the Ca I abundance is high enough to saturate, resulting in a non-linear evolution of the Ca I absorption feature at higher metallicities. As in the case of Ti and Fe, the relative contributions from photoionization and collisional excitation could also play a role. Finally, none of these expected correlations appear in our observed data, suggesting that additional effects (including the impact of non-LTE) could further complicate the formation and evolution of the Ca I with T eff .
While these results are based on only a small sample of M-type RSGs, it is nevertheless important to consider whether these or other atomic lines can be used to directly infer the stars' physical properties. To take just one example, spectra from Gaia span only a narrow wavelength range (∼8450-8750Å), but this critical regime includes the CaT absorption feature as well as all of the Ti I absorption lines and 7 of the Fe I absorption lines included in this work. Identifying -or excluding -useful T eff diagnostics in this wavelength regime represents a potentially powerful tool for leveraging the wealth of potential RSG data available in current and future Gaia data releases (which extends throughout the Milky Way and to the Large and Small Magellanic Clouds), and may make it possible to greatly improve the accuracy of the physical properties determined for these stars.
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