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Re´sume´ – Le but de cet article est de pre´senter les performances analytiques d’un syste`me OFDM code´ multi-utilisateurs
sans me´thode d’acce`s multiple spe´cifique. Nous de´terminerons les performances du syste`me a` la sortie de de´codeur canal et a` la
sortie du de´tecteur de symboles. Le calcul est effectue´ de manie`re exacte dans le cas mono-utilisateur ou lorsque nous prenons les
performances en sortie de de´tecteur de symboles, mais dans le cas multi-utilisateurs en sortie de de´codeur canal une approximation
est ne´cessaire. La valadite´ de l’analyse est montre´e par simulations.
Abstract – The BER of a multi-users multi-sensors array coded Orthogonal Frequency Division Multiplexing (OFDM) system
is investigated. We consider an almost optimal receiver with a soft output symbol detector and a soft input Viterbi channel
decoder. We use the Viterbi bound and extend it to a multi-users case. We then obtain the performance conditionally to the
channel and we integrate this performance over the different channel realisations. Finally the validity of our analysis is shown by
simulations.
1 Introduction
Les syste`mes a` modulation multi-porteuses de type Or-
thogonal Frequency Division Multiplexing (OFDM) ont
e´te´ retenus pour les syste`mes de transmission haut-de´bits.
En effet, cette modulation permet une e´galisation du canal
tre`s simple. Diffe´rents syste`mes d’acce`s multiple peuvent
eˆtre associe´s a` cette modulation. Nous allons dans cet ar-
ticle e´tudier un syste`me d’acce`s multiple sans se´paration
en code ou en fre´quence. Nous ferons la de´tection des sym-
boles envoye´s par les diffe´rents utilisateurs en utilisant un
crite`re au sens du maximum a` posteriori afin de passer le
plus d’information possible au de´codeur de Viterbi.
A cause de la complexite´ d’un tel syste`me il devient tem-
porellement difficile de simuler ses performances de`s que le
nombre d’antennes et d’e´mitteurs de´passe trois ou quatre.
Nous allons donc tenter en isolant un petit nombre de
parame`tres significatifs de de´river les performances ana-
lytiques du syste`me. Ceci nous permettra ainsi d’obtenir
une borne pour comparer les performances des syste`mes
utilisant des re´cepteurs sous-optimaux.
A notre connaissance aucune publication ne pre´sente les
performances d’un syste`me OFDM code´ multi-utilisateurs
complet. Dans un article pre´ce´dant [3], nous avions mo-
de´lise´ les Log Rapport de Vraisemblance (LLRs) en sortie
d’estimateur de symboles comme des processus Gaussien
consistant et simule´ les performances de l’algorithme de
Viterbi lorsque nous lui rentrions ces LLRs. Cependant
deux limitations e´taient pre´sentes dans cet article, premie`-
rement nous n’obtenions pas une formule analytique des
Taux d’Erreur Binaire (TEB) et de plus nous ne prenions
pas en compte les interfe´rences entre les diffe´rents utilisa-
teurs ce qui amenait un de´calage entre les performances
analytiques et les simulations.
Dans ce papier nous e´tudierons le TEB en sortie de
de´codeur canal. Ce TEB sera exprime´ en fonction des ca-
racte´ristiques du syste`me (nombre d’utilisateurs, nombre
de capteurs a` l’antenne de re´ception , type de code convo-
lutif) et du Rapport Signal sur Bruit (RSB).
Dans une premie`re partie, nous pre´senterons le mode`le
utilise´ ensuite nous pre´senterons l’e´ve`nement d’erreur. Les
parties trois et quatre comporterons la de´rivation des per-
formances. Ces performances e´tant valide´es par simula-
tion. Enfin la section 5 conclura ce papier.
2 Mode`le
Nous allons utiliser dans cet article un mode`le OFDM
multi-utilisateurs dans le domaine fre´quentiel de la forme :
y (k, n) =
NT∑
t=1
ht (k, n)xt (k, n) + w (k, n)
ou` y (k, n) est le vecteur contenant les NR e´chantillons re-
c¸us par les NR capteurs de re´ception, xt (k, n) est le sym-
bole envoye´ par l’utilisateur t. ht (k, n) est le canal entre
l’utilisateur t et les diffe´rents capteurs du re´cepteur. En-
fin w (k, n) est le vecteur de bruit additif blanc Gaussien
associe´ aux diffe´rents capteurs de re´ception. Tous ces e´le´-
ments e´tant de´finis pour la sous-porteuse k et le symbole
OFDM n.
Nous supposerons dans la suite de l’article une connais-
sance parfaite des coefficients du canal. Pour la de´tection
des symboles nous utiliserons l’algorithme du Maximum
A Posteriori (MAP). Pour le de´codage canal nous utili-
serons l’algorithme de Viterbi. Enfin afin de rester cohe´-
rent lorsque nous ferrons varier le nombre d’utilisateur de
notre syste`me nous appliquerons le coefficient de ponde´-
ration 1√
NT
aux coefficients du canal afin de garder une
puissance d’e´mission constante.
3 Performance a` la sortie du de´co-
deur de Viterbi
Dans cette section nous de´finissons le TEB d’un utilisa-
teur et nous de´rivons ces performances en moyennant sur
les diffe´rentes re´alisations du canal.
3.1 Formulation du proble`me
Les diffe´rents utilisateurs de notre syste`me ayant les
meˆmes performances moyennes, nous allons conside´rer les
performances de l’utilisateur 1. De meˆme nous conside´rons
que les symboles envoye´s sont une se´quence de 1 car les
performances ne de´pendent pas des symboles e´mis. Nous
utiliserons la borne de Viterbi [4] :
Pb ≤
∞∑
d=dfree
cdPd (1)
Dans cette e´quation Pd repre´sente la probabilite´ de choi-
sir un chemin faux de distance de Hamming d au chemin
correct. cd repre´sente la moyenne du nombre de bits faux
pour un chemin de distance de Hamming d.
Le calcul de Pd ce fait par inte´gration sur les diffe´rents
e´le´ments du canal :
Pd =
∫
Pd|Hp (H) dH
ou` Pd|H est la probabilite´ de mauvais choix sachant la
re´alisation du canal H = [h1, ...,hNT ], et p (H) est la pro-
babilite´ d’avoir le canal H.
3.2 Vraisemblance d’un chemin faux sa-
chant le canal
Un chemin faux (indexe´ par i) de distance de Hamming
d du chemin correct (indexe´ par j), sur le treillis du de´-
codeur de Viterbi et pour le premier utilisateur est de´fini
par le fait que sa me´trique est plus petite que la me´trique
du bon chemin :
∑
(k,n)∈Cd
‖y(k, n)−
NT∑
t=1
ht(k, n)x
i
t(k, n)‖2
<
∑
(k,n)∈Cd
‖y(k, n)−
NT∑
t=1
ht(k, n)x
j
t (k, n)‖2 (2)
ou` Cd est de´finis un l’ensemble des d e´tats errone´s a travers
le treillis pour le premier utilisateur et ayant n’importe
quel nombre d’erreurs pour les autres utilisateurs. Nous
ne pouvons pas restreindre Cd aux seuls trajets avec exac-
tement d erreurs pour l’utilisateur d’inte´reˆt et un de´co-
dage correct pour les autres utilisateurs, car comme dans
[3] ceci reviendrai a` ne´gliger l’interfe´rence entre symboles.
La probabilite´ de choisir un mauvais chemin en faisant
une erreur de d peut eˆtre borne´e par la somme des proba-
bilite´s de couple (i,j) avec i un chemin a` une distance de
Hamming de d pour l’utilisateur d’inte´reˆt. Ceci revient a`
utiliser la borne de l’union :
Pd/H ≤∑
i∈Id
Prob
 ∑
(k,n)∈Cd
‖y(k, n)−
NT∑
t=1
ht(k, n)x
i
t(k, n)‖2
<
∑
(k,n)∈Cd
‖y(k, n)−
NT∑
t=1
ht(k, n)x
j
t (k, n)‖2
 (3)
ou` Id est l’ensemble des chemins faux de distance de Ham-
ming d pour le premier utilisateur.
Dans le cas d’un syste`me mono-utilisateur (3) deviens
une e´galite´ et la sommation sur tous les trajets i ce re´duit
a` l’influence d’un seul trajet de distance de Hamming d.
Ceci expliquera dans la suite l’analyse plus pre´cise dans le
cas mono-utilisateur.
3.3 Vraisemblance d’un chemin faux
Nous noterons
Di,j =
∑
(k,n)∈Cd
‖y(k, n)−
NT∑
t=1
ht(k, n)x
i
t(k, n)‖2
−‖y(k, n)−
NT∑
t=1
ht(k, n)x
j
t (k, n)‖2
la diffe´rence de me´trique entre un mauvais chemin i et le
bon chemin j. La probabilite´ de l’e´ve`nement d’erreur de
distance de Hamming d sera donc e´gale a` la probabilite´
d’avoir une me´trique Di,j ne´gative. Comme dans [1], dans
le cas d’une de´tection conjointe MIMO, nous pouvons ex-
primer Di,j comme la somme de dNR termes :
Di,j =
∑
(k,n)∈Cd
NR∑
r=1
z†r(k, n)Fi,j(n, k)zr(k, n) (4)
ou` zr(k, n) = (yr(k, n), h1,r(n, k), · · · , hNT ,r(n, k))t et
Fi,j(n, k) la matrice de rang deux de´finis par
ui(n, k)ui(n, k)
† − uj(n, k)uj(n, k)† ou`
ui(n, k) = (1,−xi1(n, k), · · · ,−xiNT (n, k))t. Nous suppose-
rons sans perte de ge´ne´ralite´ que le chemin correct est le
chemin correspond a` la se´quence de bits tout a` ze´ro ou
de fac¸on e´quivalente la se´quence de symboles tout a` un.
Nous voulons maintenant moyenner sur toutes les re´ali-
sations du canal la probabilite´ de choisir le chemin faux
i.
Pi =
∫
Prob(Di,j < 0)p(H)dH (5)
cette expression peut ce de´velopper comme dans [2] en uti-
lisant les valeurs propres de RFi,j(n, k) (R e´tant de´finis
comme 12E[zr(k, n)z
†
r(k, n)|xj ]). Le re´sultat de [2] peut
eˆtre applique´ si Fi,j(n, k) n’est une fonction de i seule-
ment. Dans notre cas, ceci sera vrai sous la condition suf-
fisante suivante : pour un chemin faux i les utilisateurs
de 2 a` NT seront soit entie`rement correcte soit entie`re-
ment juste pour les indices (k, n) ∈ Cd. Comme certains
trajets de Id ne suivent pas cette condition nous devrons
restreindre la sommation de l’e´quation (3). Meˆme si cette
condition ne´cessaire n’est pas suffisante elle reste plus fine
que de ne´gliger inte´gralement l’interfe´rence entre utilisa-
teurs comme dans [3]. Nous obtenons alors le re´sultat sui-
vant :
Lemme 1 Le ith terme de la partie droite de l’e´quation
(3) peut eˆtre approxime´ par :
Pi =
1
(1− µi)2dNR−1
dNR−1∑
r=0
(
2dNR − 1
r
)
(−µi)r (6)
avec µi =
aiγ+
√
a2
i
γ2+2aiγ
aiγ−
√
a2
i
γ2+2aiγ
, ai =
∑NT
t=1(1 − xit), γ = EbN0 et
i ∈ Jd. xit est le symbole de l’utilisateur t pour le chemin
i.
3.4 Probabilite´ d’erreur a` la sortie du de´-
codeur canal
En utilisant l’e´quation (6), qui nous donne la probabilite´
de choisir un chemin faux i de distance de Hamming d,
nous pouvons trouver la probabilite´ de choisir un faux
chemin et que ce chemin soit a` la distance de Hamming
d :
Pd ≤
∑
i∈Jd
1
(1− µi)2dNR−1
dNR−1∑
r=0
(
2dNR − 1
r
)
(−µi)r
(7)
En utilisant alors l’e´quation (1), nous obtenons alors
l’expression de la probabilite´ d’erreur a` la sortie du de´co-
deur.
Pb ≤
∑∞
d=dfree
cd∑
i∈Jd
1
(1−µi)2dNR−1
∑dNR−1
r=0
(
2dNR − 1
r
)
(−µi)r
(8)
4 Re´sultats de simulations
Nous pre´senterons dans cette section les re´sultats de si-
mulation et leur comparaison avec les performances ana-
lytiques. Dans tous les cas le signal e´mis par les diffe´rents
utilisateurs sera code´ en utilisant un code convolutif non
syste´matique non re´cursif de polynoˆme ge´ne´rateur (5, 7).
Ceci nous donne un code de distance libre 3 et nous utili-
serons les 20 premiers coefficients de cd. Les courbes sont
moyenne´es sur le canal et le bruit en utilisant une me´thode
de Monte´-Carlo. Les coefficients du canal sont suppose´s
parfaitement connus au re´cepteur.
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Fig. 1 – TEB a` la sortie du de´tecteur de symboles,
NT = 1, pre´sentant l’e´galite´ entre les simulations et les
performances analytiques du mode`le (7) avec d = 1 dans
un cas mono-utilisateur multi-capteurs.
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Fig. 2 – TEB a` la sortie du de´codeur canal, NT = 1, pre´-
sentant l’e´galite´ entre les simulations et les performances
analytiques du mode`le (8) dans une cas mono-utilisateur
multi-re´cepteurs.
4.1 Cas mono-utilisateur
Durant ces simulations le nombre d’utilisateurs est fixe´
a` 1 et le nombre de capteurs varis de 1 a` 3. La figure 1
montre la grande ade´quation entre les performances ana-
lytiques et les performances simule´s. A la sortie de de´tec-
teur de symboles. La figure 2 pre´sente le cas en sortie de
de´codeur canal.
4.2 Cas multi-utilisateurs
Dans le cas multi-utilisateurs nous utilisons des sys-
te`mes avec le meˆme nombre de re´cepteurs que d’e´metteurs.
La figure 3 pre´sente les re´sultats en sortie de de´tecteur
de symboles. Les re´sultats de la simulation et des per-
formances analytiques sont identiques. Cependant dans le
cas de la figure 4 pre´sentant les re´sultats en sortie de de´-
codeur canal les performances analytiques pre´sentent un
e´cart. Ce e´cart provient probablement de l’hypothe`se que
nous avons du faire pour de´river les performances du sys-
te`me.
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Fig. 3 – Mise en avant de la forte ade´quation entre les
performances analytiques en sortie de de´tecteur de sym-
boles (e´quation (7) with d = 1) et les simulations dans le
cas multi-utilisateurs multi-capteurs.
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Fig. 4 – Mise en avant de l’e´cart entre les performances
analytiques en sortie de decodeur canal (e´quation (8))
et les simulations dans un cas multi-utilisateurs multi-
capteurs.
5 Conclusion
Dans cet article nous avons de´rive´ les performances d’un
syste`me OFDM multi-utilisateurs code´. Le crite`re utilise´
pour caracte´riser les performances a e´te´ le TEB. Les per-
formances ont e´te´ calcule´es en sortie de de´tecteur de sym-
boles et en sortie de de´codeur canal. Comme les perfor-
mances ne de´pendent ni de l’utilisateur ni de la se´quence
envoye´e nous avons choisi de les calculer pour le premier
utilisateur et une se´quence de symboles e´mise constitue´ de
un.
Nous avons utilise´ la borne de Viterbi. Cette dernie`re
exprime le re´sultat comme une sommation des probabilite´s
de choisir un mauvais chemin de distance de Hamming d.
Nous avons de´rive´ la probabilite´ Pd de choisir un mau-
vais chemin a` la distance de Hamming d du chemin correct
et pour ce faire nous avons du faire l’approximation que
le chemin choisis par les utilisateurs de 2 a` NT e´tait soit
entie`rement juste soit entie`rement faux. Nous aboutissons
ainsi a` une formule analytique comple`te.
Dans la dernie`re partie de notre article nous avons com-
pare´ les performances analytiques trouve´es avec les simu-
lations du syste`me. Nous obtenons une tre`s bonne ade´qua-
tion entre les performances analytiques et les simulations
pour le cas mono-utilisateur ou en sortie de de´tecteur de
symboles. Cependant dans le cas multi-utilisateurs en sor-
tie de de´codeur canal les performances analytiques pre´-
sentent un e´cart avec les simulations. Ce e´cart est proba-
blement duˆt a` l’approximation dans la borne de Viterbi.
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