Abstract. We study existence and uniqueness of bounded solutions to a fractional sublinear elliptic equation with a variable coefficient, in the whole space. Existence is investigated in connection to a certain fractional linear equation, whereas the proof of uniqueness relies on uniqueness of solutions to an associated fractional porous medium equation with variable density.
Introduction
We are concerned with existence and uniqueness of bounded solutions to the following fractional sublinear equation:
The nonlocal operator (−∆) σ 2 is the fractional Laplacian of order σ/2 with σ ∈ (0, 2), N ≥ 2. Thus the following representation in terms of a singular integral holds:
σ/2 g(x) = C N,σ P.V.
for any g belonging to the Schwartz class, where C N,σ is an appropriate positive normalization constant depending on N and σ (see (3.4) ). The function ρ is nonnegative and bounded in R N , and decays at infinity fast enough; furthermore, 0 < α < 1. If we replace the nonlocal operator in (1.1) by the Laplace operator ∆, then we obtain the following sublinear elliptic equation:
which, together with its counterpart in bounded domains of R N completed with Dirichlet boundary conditions, has been extensively studied in the literature (see [4] , [5] , [14] , [15] , [17] , [18] , [21] ). In particular, in [4] , existence and uniqueness of bounded solutions to equation (1.3) have been established, under the assumption ρ ∈ L ∞ loc (R N ), ρ ≥ 0. More precisely, in [4] it has been shown that existence of solutions to problem (1. admits a bounded solution; moreover, the solution is unique in the class of solutions v satisfying lim inf |x|→∞ v(x) = 0 . Whereas, asymptotic behavior as |x| → ∞ of solutions to equation (1. 3) has been addressed in [14] , [15] and [18] , under appropriate assumptions on ρ.
Recently, also the analysis of fractional semilinear elliptic equations have attracted the attention of various authors (see, e.g., [2] , [3] , [8] , [6] , [7] , [10] , [24] ). In particular, for further references we point out that in [2] , [3] existence and multiplicity of solutions have been studied for the problem
where D ⊂ R N is a bounded domain with smooth boundary ∂D, 0 < q ≤ 1, 1 < p ≤ N +σ N −σ , N > σ, λ > 0. To the best of our knowledge, fractional sublinear equations in the all R N , such as (1.1), have not been studied so far. Clearly, as well as in the local case (that is, for σ = 2), when considering this type of equations in the all R N several differences with respect to the case of bounded domains occur.
The analysis of the elliptic equation (1.3) is strictly related (see [16] ) to the asymptotic behavior of solutions of the Cauchy problem for the porous medium equation with variable density ρ:
with m = 1/α, ρ > 0. The question if analogous results hold for problem
is not the content of the present work, and still remains to be answered.
On the other hand, let us mention that in the following, we shall use existence and uniqueness results proved in [20] for problem (1.6) (see also [19] ), in order to show uniqueness of solutions to (1.1).
We describe next how the paper is organized and outline the main contributions. In Section 2 we recall the needed mathematical background about the fractional Laplacian, its realization through the harmonic extension, both in bounded domains and in the whole space, and give the precise notion of solution we will deal with. As well as in [2] , [3] we will consider energy solutions. Consequently, we need to suppose that N > 2σ to prove some results (see Remark 3.9) . In Section 3 we perform a detailed and self-contained analysis of the linear problem
establishing existence and uniqueness of solutions. Boundedness of solutions and behavior at infinity of solutions is investigated as well; in particular a decay estimate at infinity is shown using some results in [22] . In Section 4 we study existence of solutions to equation (1.1). More precisely, we prove that existence of bounded solutions to the linear equation (1.7) is sufficient (see Theorem 4.1) to existence of solutions to (1.1). This somehow rephrases, in the nonlocal framework, some results obtained in [4] for the local problem (1.3). Finally in Section 5, by exploiting uniqueness results for problem (1.6) proved in [20] , we show uniqueness of solutions of (1.3) satisfying a decay condition at infinity; see Theorem 5.6.
Mathematical background
We always make the following assumption:
Furthermore, about ρ = ρ(x), we suppose that the following decay condition at infinity holds:
Let us introduce the following sets: 
Problem in the all space
Multiplying the nonlocal partial differential equation in (1.1) by a test function ϕ compactly supported in R N , integrating by parts, taking into account (2.1) and using the Plancherel's Theorem, we discover that
We denote byḢ σ/2 (R N ) the fractional Sobolev space obtained by com-
Problem in bounded domains
Let D be a bounded domain in R N with smooth boundary ∂D. We use next a spectral decomposition to define the fractional operator (−∆) σ/2 in D. Let {ξ n } 
. By density, (−∆) σ/2 u can be also defined for u belonging to the Hilbert space
We then consider the problem
3) is a function u ≥ 0 such that:
2) holds with R N replaced by D.
The linear problem
In this Section we study the linear problem
is a function U such that:
We also introduce the linear problem in a bounded domain
We introduce the following property:
there exits a solution U to (3.1).
(H)
Existence of solutions to the linear problem
be the Riesz kernel, where
As well as for the standard Laplace operator, a solution to problem (3.1) can be constructed by convolving such a kernel with the function ρ, that is
We are interested in determining conditions to be imposed on ρ such that property (H) is satisfied.
(ii) As a consequence of
is finite at any x ∈ R N if and only if it is finite at some
. In fact, in this case
(iv) From (iii) it follows that when (A 0 ) and (
It is direct to obtain the next
Moreover, we have the following result.
Proof . For any p > 1, by the Hardy-Littlewood-Sobolev inequality (see, e.g., [1] 
where p * = N p N −σp and C p is a proper positive constant. In view of (
. This combined with (3.6) and the hypothesis N > 2σ implies that both K σ * ρ and ρ belong to L 2 (R N ). Thus, from Proposition 3.1.7 and Theorem 1.1.1 of [1] it is immediate to deduce that K σ * ρ ∈Ḣ σ/2 (R N ). Hence, from Proposition 3.4 and Remark 3.3-(iv) the conclusion follows.
From [22] the following lemma can be deduced (see [20, Corollary 5.4] ).
More precisely, for some C > 0, we have:
For further references, let us consider problem
Suppose that (A 0 ) is satisfied. Note that for each R > 0 problem (3.10) admits a unique solution U R ; moreover, by strong maximum principle (see [10] ), U R > 0 in B R , and
where G R is the Green function of the operator (−∆) σ/2 in the domain B R , completed with zero Dirichlet boundary conditions on ∂B R (see, e.g. [13] ).
Since
So, by comparison principles,
By results in [13] , G R (x, y) ≤CK σ (|x − y|), for some positive constantC independent of R. So 
, where µ σ :=
. Given a function f ∈ X σ (Ω) we denote by f | Γ its trace on Γ.
Let W := E(U ) be the σ-harmonic extension of U to the upper half-space Ω that is, the unique smooth and bounded solution W (x, y) of the problem A solution to problem (3.12) is a pair of functions (U,
. By (3.13), for all n ∈ N, we have
Sending n → ∞, we get
soW is constant in Ω. Furthermore, in view of (3.7), we have thatW (x, 0) = (K σ * ρ)(x) → 0 as |x| → ∞. Thus, taking into account that by assumption W (x, 0) = U (x) → 0 as |x| → ∞, we deduce thatW (x, 0) → 0 as |x| → ∞. This implies the identityW ≡ 0 and thus the statement.
such that U (x) → 0 as |x| → ∞. In addition, suppose that f :
Consider the equation
Note that g = ρ − f. Thus, in view of hypothesis (A 1 ) and the fact that f ∈ L ∞ (R N ), from Remark 3.3 we can infer that
. So, by Proposition 3.4, K σ * g is a bounded solution to equation (3.17) . Since g ≤ ρ, from Lemma 3.6 and (3.16) it follows that
Now, from (3.16) the conclusion follows.
Remark 3.9. Note that since the proof of Lemma 3.8 uses K σ * ρ ∈Ḣ σ/2 (R N ), we need the hypothesis N > 2σ. We stress the fact that the content of such lemma will be important to prove Theorem 5.7, which deals with ρ ≥ 0.
Existence results
Our goal is to prove the following: In the sequel, for any R > 0, we shall make use of problem
Now, we state some results concerning problem (4.2), that can be proved by standard methods (see [3] ). To begin with, by the classical procedure of sub-and super solutions, next Lemma can be deduced (see [ 
Moreover, the next existence result holds. 
Proof. Consider the functional
In view of Definition 2.2, it is well defined, bounded from below and coercive inḢ σ/2 (B R ). Then by standard tools, the conclusion follows. Now we can prove Theorem 4.1.
Proof of Theorem 4.1. For any R > 0, by Proposition 4.5 a solution u R to problem (4.2) exists. Moreover, by Lemma 4.4 it is unique. By strong maximum principle,
In fact, in view of (4.3), u R ′ is a supersolution to (4.2). Then u R ≤ u R ′ . Let U R be the solution to problem (3.10). Due to (3.11), for
From (4.4), (4.5) and (3.11) it follows that there exists
furthermore, u ∈ L ∞ (R N ) and (4.1) holds true.
For each R > 0, take a sequence
0 (B R ) as n → ∞. From Definition 2.2, for each R > 0, for all n ∈ N, we have:
Letting n → ∞ we obtain:
Take any open subset V ⊂ R N and select R 0 > 0 so big that V ⊂ B R0 . From (4.5), (3.11) and (H), since
Therefore (4.6) implies
By letting R → ∞ in (4.7) and (4.8), we obtain (2.
. This completes the proof. 
, and consider the equation
. By Proposition 3.4, v is a solution to equation (4.9). Since u is nonnegative and bounded, from Lemma 3.6 it follows that v(x) → 0 as |x| → ∞. Clearly, the same holds for u (see (4.1)). Thus, from Lemma 3.7 the conclusion follows.
Remark 4.7. The dependence of the solution of problem (1.1) upon ρ is monotone increasing. In fact, if ρ 1 ≤ ρ 2 and u 1 and u 2 are the corresponding solutions of (1.1), then u 2 is a supersolution to
Thus the sequence v 1,R of function approximating u 1 satisfy v 1,R ≤ u 2 in B R . Passing to the limit as R → ∞ we get u 1 ≤ u 2 .
5 Uniqueness results
Fractional porous medium equation with variable density
For later use we introduce next a fractional porous medium equation and recall some results established in [20] . Consider the following nonlinear nonlocal Cauchy problem:
The parameter m is greater or equal to 1, and we will take later m = 1/α. 
• u(·, 0) = u 0 almost everywhere.
The previous definitions can be adapted to consider problem (5.1) in bounded domains. Let R > 0, u 0 ∈ L 1 ρ (B R ) and consider the problem
2) is a function u ≥ 0 such that:
• u(·, 0) = u 0 almost everywhere in B R .
Observe that comparison principles hold for problem (5.2) (see [20] ). Moreover, the existence of the minimal solution to problem (5.1) has been established in [20] , together with some uniqueness results, among which we recall for later use the following: 
Proof. Thanks to Lemma 3.8, we can apply the standard technique of monotone iteration in the whole R N , and get the conclusion (note that the same argument has been applied in the proof of [4, Theorem 2] ). 
for some C > 0, with ν and r as in Lemma 3.6 .
The function V :=C(K σ * ρ 2 ) satisfies, forC >C sufficiently large,
Thus u 1 and V are respectively a subsolution and a supersolution of the same problem:
By Lemma 3.8,
Hence from Lemma 5.4 there exists a solution u 2 to problem (5.6) such that
So, from Lemma 3.6 we get (5.7). This completes the proof.
We establish first uniqueness under the stronger assumption that ρ > 0: Let v R (x, t) be the solution to
Observe that the functioñ u(x, t) := C m (t + 1)
Moreover,ũ is a supersolution to problem (5.8). Thus, by comparison principles,
Notice that for any R > 0 ess inf
Then we can select τ R > 0 such that
We havě
moreoverǔ is a supersolution to (5.8) thus, by comparison principles we get
Now, by results in [20] there exists the limit 11) and satisfies the inequality
for some C > 0, with ν and r as in Lemma 3.6. Then, by passing to the limit
Notice that, as well as v ∞ , the functionũ solves (5.11) and satisfies the inequality (5.12). Then, by Proposition 5.3
Passing to the limit as R → ∞ in (5.10), we obtain
which in turns entails u
Since u is minimal it follows that u = u.
We discuss now the general case in which ρ ≥ 0. Proof. Hence ρu α = ρu α in R N , which implies
By uniqueness of solutions for the linear problem (see Lemma 3.7), we conclude that u = u in R N .
