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BANACH SPACES OF BOUNDED SZLENK INDEX
E. ODELL, TH. SCHLUMPRECHT AND A. ZSA´K
Abstract. For a countable ordinal α we denote by Cα the class of separable,
reflexive Banach spaces whose Szlenk index and the Szlenk index of their dual
are bounded by α. We show that each Cα admits a separable, reflexive universal
space. We also show that spaces in the class Cωα·ω embed into spaces of the
same class with a basis. As a consequence we deduce that each Cα is analytic
in the Effros-Borel structure of subspaces of C[0, 1].
1. Introduction
A well known result that dates back to the early days of Banach space the-
ory [3, The´ore`me 9, page 185] states that every separable Banach space embeds into
C[0, 1], i.e., that C[0, 1] is universal for the class of all separable Banach spaces.
Pe lczyn´ski [19] refined this result by showing that there are Banach spaces X with
a basis and Xu with an unconditional basis such that every space with a basis or
with an unconditional basis is isomorphic to a complemented subspace of X or Xu,
respectively.
By a famous result of Szlenk [22], there is no separable reflexive Banach space X
which contains isomorphically all separable reflexive Banach spaces. Bourgain [5]
sharpened this result by showing that a separable Banach space which contains
all separable reflexive Banach spaces must contain C[0, 1] and, thus, all separable
Banach spaces. Szlenk proved his result by introducing for a Banach space X
an ordinal-index Sz(X) (see section 5) which is countable if and only if X has a
separable dual and is hereditary (if Y embeds in X , then Sz(Y )≤Sz(X)). Moreover
he showed that for any countable ordinal α there is a separable reflexive space X
for which Sz(X)>α. Bourgain achieved his result by introducing an index which
measures how well finite sections of the Schauder basis of C[0, 1] embed in X , and
then he proved statements analogous to Szlenk’s approach.
Bourgain then raised the question whether there is a separable, reflexive space
that contains isomorphically all uniformly convex Banach spaces. This problem
was solved recently by the first two authors. It was proven in [16] that if X is a
separable, uniformly convex Banach space, then there exist 1 < q ≤ p <∞ and a
reflexive space Z with an FDD (finite-dimensional decomposition) (En) so that X
embeds into Z and (En) satisfies block (ℓp, ℓq)-estimates. This means that for some
C we have
C−1
(∑
‖zi‖
p
)1/p
≤
∥∥∥∑ zi∥∥∥ ≤ C(∑‖zi‖q)1/q
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for any block sequence (zi) of (En). In fact this holds (see [18, Theorems 3.4
and 4.1]) if we merely know that
X ∈ Cω =
{
Y : Y is separable, reflexive, Sz(Y )≤ω, Sz(Y ∗)≤ω
}
.
Using then a result of S. Pruss [20], who solved Bourgain’s question within the class
of Banach spaces with FDDs, we deduce that there exists a universal reflexive space
Z for the class Cω, and in fact Z∈Cω2 .
Inspired by the results of [16], A. Pe lczyn´ski raised the question whether a simi-
lar result could be proved for the classes Cα, where α<ω1 and where Cα is defined
analogously to the class Cω. This would mean that, although the class of separable,
reflexive spaces has no universal element, it is the (necessarily uncountable) increas-
ing union of classes which are closed under taking duals, and for which universal
separable, reflexive spaces do exist. In this paper we answer this in the affirmative.
As in the proof in [16], we will reduce the universality problem to an embedding
problem. We will show that any member of Cα, α<ω1, embeds into some element
of Cβ which has a basis, where α≤β<ω1 depends on α. This result can be seen as a
quantitative version of Zippin’s seminal theorem [24] that every separable reflexive
space embeds into one with a basis. In light of our embedding result we then
only need to show that the class of elements in Cα with a basis admits a universal
separable, reflexive space.
Our approach depends on showing that if X is a space with separable dual
and if Sz(X)≤ ωα·ω for some α < ω1, then X satisfies “subsequential upper Tα,c
estimates”, where Tα,c is the Tsirelson space defined by the Schreier class Sα and
a parameter c∈ (0, 1) (the definitions of Sα and Tα,c will be recalled in Section 3).
Subsequential upper Tα,c estimates can be expressed in terms of a game played as
follows. Player (I) starts by choosingX1∈cof(X), the set of all finite-codimensional
subspaces of X , and an integer k1 ∈ N. Player (II) then responds by selecting
x1∈SX1 , the unit sphere of X1. Then (I) chooses X2∈cof(X) and k2∈N, and (II)
chooses x2 ∈ SX2 , etc. X satisfies subsequential upper Tα,c estimates if for some
C<∞ Player (I) has a winning strategy to force (II) to select (xi) satisfying∥∥∥∑ aixi∥∥∥
X
≤ C
∥∥∥∑ aitki∥∥∥
Tα,c
for all (ai) ⊂ R, where (ti) is the unit vector basis of Tα,c. These games are a
variation of the games introduced in [15] and were defined and analysed in [17].
Using the results therein we ultimately prove the following structure theorem.
Theorem A. Let α < ω1. For a separable, reflexive space X the following are
equivalent.
(i) X∈Cωα·ω .
(ii) X embeds into a separable, reflexive space Z with an FDD (Ei) which satisfies
subsequential (T ∗α,c, Tα,c) estimates in Z for some c∈(0, 1).
In part (ii) “subsequential (T ∗α,c, Tα,c) estimates” mean the following: there exists
C<∞ such that if (zi) is a block sequence of (En) with min supp(zi)=ki, then
C−1
∥∥∥∑‖zi‖t∗ki∥∥∥
T∗α,c
≤
∥∥∥∑ zi∥∥∥ ≤ C∥∥∥∑‖zi‖tki∥∥∥
Tα,c
.
Of course the implication “(ii)⇒(i)” shows that the space Z lies in the same class
Cωα·ω as does X .
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Roughly we have that the Tsirelson spaces Tα,c of order α form a sort of upper
envelope and their duals T ∗α,c form a lower envelope for the entire class Cωα·ω .
Moreover, since the spaces Tα,c also belong to the class Cωα·ω , this result is best
possible.
From Theorem A and the main result of [17] (see Theorem 1 below) we will then
deduce the following embedding and universality result.
Theorem B. For each α<ω1 every Banach space in the class Cωα·ω embeds into
a space Z with a basis that lies in the same class Cωα·ω as does X.
Theorem C. For each α<ω1 there is an element of Cωα·ω+1 with a basis which is
universal for the class Cωα·ω .
Our structural result, Theorem A, will be proved in Section 6 together with
some more general structural results (Theorem 21, Corollary 20). We will then
deduce FDD versions (see Theorem 23) of our embedding result, Theorem B, and
our universality result, Theorem C. A result of W. B. Johnson [12] allows us to
replace FDD’s by bases in our conclusions (see Theorem 24 and the proof of Theo-
rems B and C thereafter). In Sections 2 to 5 we present the relevant notation and
background material: the embedding theorem from [17], Tsirelson spaces, general
ordinal indices and the Szlenk index. Each of these sections begins with a brief
summary of its contents.
There is a completely different approach to universality problems that uses tools
of descriptive set theory. There have been some remarkable achievements in Banach
space theory using such techniques including solutions of universality problems [2,
9]. However, in order to tackle Pe lczyn´ski’s question with this approach, one would
need the classes Cα to be analytic and this was not known. Our results, however,
now do show the following.
Theorem D. For each countable ordinal α the class Cα is analytic in the Effros-
Borel structure of closed subspaces of C[0, 1].
If α is of the form ωη·ω for some η < ω1, then Theorem D follows from our
main results and from standard facts in descriptive set theory (as pointed out to
us by C. Rosendal). This, combined with a recent result of P. Dodos [8] concerning
analyticity of duals of analytic classes, then gives the general case. We present this
result in the final section of our paper. We are grateful to P. Dodos, V. Ferenczi
and C. Rosendal for showing us the descriptive set theoretic implications of our
results.
Let us now mention some open problems. The first one asks if Theorem C can
be sharpened.
Problem. Is there a universal element of Cωα·ω for each α<ω1?
We do know that there is no space Z in Cωα·ω such that for some K > 0 every
space in Cωα·ω K-embeds into Z (see the remark following Theorem 22). We also
know that the answer to the above question is negative if the Tsirelson spaces Tα,c
are of bounded distortion with constant D independent of c∈
[
1
2 , 1
)
. Of course, it
is a famous, long standing open problem whether even the Tsirelson space T1, 12 is
of bounded distortion.
It is known that one only needs to consider classes Cα where α is of the form ωη
for some η<ω1 (Theorem 12 in Section 5). In Section 6 we obtain embedding and
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universality results for these general classes (Theorem 22). However, these are not
quite as sharp as Theorems B and C above. This leads to the following questions.
Problem. Is it true that, given α < ω1, every space in Cωα embeds into a space
with a basis of the same class?
Is there a universal element of Cωα for each α<ω1?
2. Embeddings into spaces with FDDs
In this section we state an embedding theorem from [17] (Theorem 1 below).
This requires a fair amount of definitions. Much of this will be used throughout
the paper.
Let Z be a Banach space with an FDD E=(En). For n∈N we denote by PEn the
n-th coordinate projection, i.e., PEn : Z → En is the map defined by
∑
i zi 7→ zn,
where zi ∈ Ei for all i ∈ N. For a finite set A ⊂ N we put PEA =
∑
n∈A P
E
n . The
projection constant K(E,Z) of (En) (in Z) is defined by
K = K(E,Z) = sup
m≤n
‖PE[m,n]‖ ,
where [m,n] denotes the interval {m,m+1, . . . , n} in N. Recall that K is always
finite and, as in the case of bases, we say that (En) is bimonotone (in Z) if K=1.
By passing to the equivalent norm
|||·||| : Z → R , z 7→ sup
m≤n
‖PE[m,n](z)‖ ,
we can always renorm Z so that K=1.
A sequence (Fn) of finite-dimensional spaces is called a blocking of (En) if for
some sequence m1 < m2 < . . . in N we have Fn =
⊕mn
j=mn−1+1
Ej for all n ∈ N
(m0=0). Note that if E=(En) is an FDD of a Banach space Z, and if F =(Fn) is
a blocking of (En), then (Fn) is also an FDD for Z with K(F,Z)≤K(E,Z).
For a sequence (Ei) of finite-dimensional spaces we define the vector space
c00(⊕
∞
i=1Ei) =
{
(zi) : zi∈Ei for all i∈N, and {i∈N : zi 6=0} is finite
}
,
which is dense in each Banach space for which (Ei) is an FDD. For a set A⊂ N
we denote by
⊕
i∈A Ei the linear subspace of c00(⊕Ei) generated by the elements
of
⋃
i∈AEi. As usual we denote the vector space of sequences in R which are
eventually zero by c00. We sometimes will consider for the same sequence (Ei) of
finite-dimensional spaces different norms on c00(⊕Ei). In order to avoid confusion
we will therefore often index the norm by the Banach space whose norm we are
using, i.e., ‖·‖Z denotes the norm of the Banach space Z.
If Z has an FDD (Ei), the vector space c00(⊕
∞
i=1E
∗
i ), where E
∗
i is the dual space
of Ei for each i∈N, can be identified in a natural way with a w∗-dense subspace of
Z∗. Note however that the embedding E∗i →֒ Z
∗ is, in general, not isometric unless
K=1. We will always consider E∗i with the norm it inherits from Z
∗ instead of the
norm it has as the dual space of Ei. We denote the norm closure of c00(⊕∞i=1E
∗
i )
in Z∗ by Z(∗). Note that Z(∗) is w∗-dense in Z∗, the unit ball BZ(∗) norms Z, and
(E∗i ) is an FDD of Z
(∗) having a projection constant not exceeding K(E,Z). If
K(E,Z)=1, then BZ(∗) is 1-norming for Z and Z
(∗)(∗)=Z.
For z∈c00(⊕Ei) we define the support suppE(z) of z with respect to (Ei) by
suppE(z) = {i∈N : P
E
i (z) 6=0} .
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A sequence (zi) (finite or infinite) of non-zero vectors in c00(⊕Ei) is called a
block sequence of (Ei) if
max suppE(zn) < min suppE(zn+1) whenever n∈N (or n<length(zi)) .
A block sequence (zi) of (Ei) is called normalized (in Z) if ‖zn‖Z=1 for all n.
Let δ¯=(δi)⊂(0, 1) with δi ↓ 0. A (finite or infinite) sequence (zi) in SZ is called
a δ¯-block sequence of (Ei) if there exists a sequence 0≤k0<k1<k2<. . . in N such
that
‖zn − P
E
(kn−1,kn]
(zn)‖ < δn for all n∈N (or n≤length(zi)) .
Definition. Given two sequences (ei) and (fi) in some Banach spaces, and given
a constant C > 0, we say that (fi) C-dominates (ei), or that (ei) is C-dominated
by (fi), if ∥∥∥∑ aiei∥∥∥ ≤ C∥∥∥∑ aifi∥∥∥ for all (ai)∈c00 .
We say that (ei) and (fi) are C-equivalent if there exist positive constants A and
B with A·B≤C such that (fi) A-dominates (ei) and is B-dominated by (ei).
We say that (fi) dominates (ei), or that (ei) is dominated by (fi), if there exists
a constant C > 0 such that (fi) C-dominates (ei). We say that (ei) and (fi) are
equivalent if they are C-equivalent for some C>0.
We shall now introduce certain lower and upper norm estimates for FDD’s.
Definition. Let Z be a Banach space with an FDD (En), let V be a Banach space
with a normalized, 1-unconditional basis (vi) and let 1≤C<∞.
We say that (En) satisfies subsequential C-V -lower estimates (in Z) if every
normalized block sequence (zi) of (En) in Z C-dominates (vmi), where mi =
min suppE(zi) for all i ∈ N, and (En) satisfies subsequential C-V -upper estimates
(in Z) if every normalized block sequence (zi) of (En) in Z is C-dominated by
(vmi), where mi=min suppE(zi) for all i∈N.
If U is another space with a normalized and 1-unconditional basis (ui), we say
that (En) satisfies subsequential C-(V, U) estimates (in Z) if it satisfies subsequen-
tial C-V -lower and C-U -upper estimates in Z.
We say that (En) satisfies subsequential V -lower, U -upper or (V, U) estimates
(in Z) if for some C≥1 it satisfies subsequential C-V -lower, C-U -upper or C-(V, U)
estimates in Z, respectively.
We shall need a coordinate-free version of subsequential lower and upper esti-
mates. This can be done in terms of a game as described in the Introduction.
Another way uses infinite, countably branching trees, and this is what we shall
follow here. We define for ℓ∈N
Tℓ =
{
(n1, n2, . . . , nℓ) : n1<n2<. . .<nℓ are in N
}
and
T∞ =
∞⋃
ℓ=1
Tℓ , T
even
∞ =
∞⋃
ℓ=1
T2ℓ .
An even tree in a Banach space X is a family (xα)α∈T even
∞
in X . Sequences of
the form
(
x(α,n)
)
n>n2ℓ−1
, where ℓ∈N and α= (n1, n2, . . . , n2ℓ−1)∈ T∞, are called
nodes of the tree. For a sequence n1 < n2 < . . . of positive integers the sequence(
x(n1,n2,...,n2ℓ)
)∞
ℓ=1
is called a branch of the tree.
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An even tree (xα)α∈T even
∞
in a Banach space X is called normalized if ‖xα‖=1
for all α∈T even∞ , and is called weakly null if every node is a weakly null sequence.
If X has an FDD (En), then (xα)α∈T even
∞
is called a block even tree of (En) if every
node is a block sequence of (En).
Definition. Let V be a Banach space with a normalized and 1-unconditional basis
(vi), and let C ∈ [1,∞). Let X be an infinite-dimensional Banach space. We say
that X satisfies subsequential C-V -lower tree estimates if every normalized, weakly
null even tree (xα)α∈T even
∞
in X has a branch
(
x(n1,n2,...,n2i)
)
which C-dominates
(vn2i−1).
We say that X satisfies subsequential C-V -upper tree estimates if every normal-
ized, weakly null even tree (xα)α∈T even
∞
in X has a branch
(
x(n1,n2,...,n2i)
)
which is
C-dominated by (vn2i−1 ).
If U is a second space with a 1-unconditional and normalized basis (ui), we say
that X satisfies subsequential C-(V, U) tree estimates if it satisfies subsequential
C-V -lower and C-U -upper tree estimates.
We say that X satisfies subsequential V -lower, U -upper or (V, U) tree estimates
if for some 1≤C<∞ X satisfies subsequential C-V -lower, C-U -upper or C-(V, U)
tree estimates, respectively.
We next define some properties of bases which appear in the statement of The-
orem 1.
Definition. Let V be a Banach space with a normalized, 1-unconditional basis
(vi) and let 1≤C<∞.
We say that (vi) is C-block-stable if any two normalized block bases (xi) and
(yi) with
max
(
supp(xi) ∪ supp(yi)
)
< min
(
supp(xi+1) ∪ supp(yi+1)
)
for all i∈N
are C-equivalent. We say that (vi) is block-stable if it is C-block-stable for some
constant C.
We say that (vi) is C-right-dominant (respectively, C-left-dominant) if for all
sequences m1 < m2 < . . . and n1 < n2 < . . . of positive integers with mi ≤ ni
for all i ∈ N we have that (vmi) is C-dominated by (respectively, C-dominates)
(vni). We say that (vi) is right-dominant or left-dominant if for some C ≥ 1 it is
C-right-dominant or C-left-dominant, respectively.
We are now ready to state the main embedding theorem from [17] which we shall
use in the proofs of the main results of this paper.
Let V and U be reflexive spaces with normalized, 1-unconditional, block-stable
bases (vi) and (ui), respectively, such that (vi) is left-dominant, (ui) is right-
dominant and (vi) is dominated by (ui). For each C ∈ [1,∞) let AV,U (C) denote
the class of all separable, infinite-dimensional, reflexive Banach spaces that satisfy
subsequential C-(V, U)-tree estimates. We also let
AV,U =
⋃
C∈[1,∞)
AV,U (C) ,
which is the class of all separable, infinite-dimensional, reflexive Banach spaces that
satisfy subsequential (V, U)-tree estimates.
Theorem 1 ([17]). The class AV,U contains an element which is universal for the
class.
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More precisely, for all B,D,L,R∈ [1,∞) there exists a constant C=C(B,D)∈
[1,∞) and for all C∈ [1,∞) there is a constant K(C)=KB,D,L,R(C)∈ [1,∞) such
that if (vi) is B-block-stable and L-left-dominant, if (ui) is B-block-stable and R-
right-dominant, and if (vi) is D-dominated by (ui), then there exists Z∈AV,U such
that every X ∈AV,U (C) K(C)-embeds into Z, and moreover Z has a bimonotone
FDD satisfying subsequential C-(V, U) estimates in Z.
At some point we shall also need the following duality result.
Proposition 2 ([17]). Assume that U is a space with a normalized, 1-unconditional
basis (ui) which is R-right-dominant for some R≥1, and that X is a reflexive space
which satisfies subsequential C-U -upper tree estimates for some C≥1.
Then, for any ε > 0, X∗ satisfies subsequential (2CR+ε)-U (∗)-lower tree esti-
mates.
3. Tsirelson Spaces
When we apply Theorem 1 we shall take U=Tα, the Tsirelson space of order α
with parameter 12 , and V =T
∗
α, the dual of Tα. In this section we recall the definition
and some of the properties of Tα. At the end we will state a combinatorial principle
which will be used later on.
We begin with some preliminary definitions. We shall write [N]
<ω
for the set
of all finite subsets of N and [N]ω for the set of all infinite subsets of N. These
two families will be given the product topology as subsets of {0, 1}N. A family
F⊂ [N]<ω is called hereditary if A∈F whenever A⊂B and B∈F , and F is called
compact if it is compact in the product topology. Note that a hereditary family is
compact if and only if it contains no strictly ascending chains. A family F⊂ [N]<ω
is called thin if for all A,B∈F we have A⊂B implies that A=B, i.e., F contains
no two comparable (with respect to inclusion) elements.
Given n, a1 < . . . < an, b1 < . . . < bn in N we say that {b1, . . . , bn} is a spread
of {a1, . . . , an} if ai≤ bi for i=1, . . . , n. A family F ⊂ [N]
<ω
is called spreading if
every spread of every element of F is also in F . This is an appropriate place to
make the convention that the elements of a subset of N will always be written in
increasing order. So, for example, when we write {m1,m2, . . . ,mk} ∈ [N]
<ω
, it is
implicitly assumed that m1<m2<. . .<mk.
For F ⊂ [N]<ω we write MAX(F) for the set of maximal (with respect to inclu-
sion) elements of F . Note that MAX(F) is always a thin family.
For subsets A and B of N we write A<B if a< b for all a∈A and b∈B. For
n∈N and A⊂N we write n<A if {n}<A. A (finite or infinite) sequence A1, A2, . . .
of subsets of N is called successive if A1<A2 < . . . . Given a family F ⊂ [N]
<ω
, a
sequence A1, . . . , Ak of non-empty, finite subsets of N is called F-admissible if it is
successive and {minA1, . . . ,minAk}∈F .
We next recall the definitions of the Schreier families Sα and the fine Schreier
families Fα, where α is a countable ordinal. We first fix for every limit ordinal λ a
sequence (αn) of ordinals with 1≤αn ր λ. We now define the fine Schreier families
(Fα)α<ω1 by recursion:
F0 = {∅}
Fα+1 =
{
{n} ∪ A : n∈N, A∈Fα, n<A
}
∪ {∅}
Fλ =
{
A∈ [N]<ω : ∃n≤minA, A∈Fαn
}
,
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where in the last line λ is a limit ordinal and αn ր λ is the sequence of ordinals
fixed in advance. An easy induction shows that Fα is a compact, hereditary and
spreading family for all α < ω1. Moreover, (Fα)α<ω1 is an “almost” increasing
chain:
(1) ∀α≤β<ω1 ∃n∈N ∀F ∈Fα if n≤minF , then F ∈Fβ .
This can be proved by an easy induction on β. We note also that for A ∈ Fα \
MAX(Fα) we have A ∪ {n}∈Fα for all n>maxA.
The Schreier families can now be defined by setting Sα = Fωα for all α < ω1.
This is not exactly how the Schreier families are usually defined, but it gives the
same families provided we are more careful when choosing the sequences (αn) with
1 ≤ αn ր λ for limit ordinals λ. At any rate, what matters is that each Sα be
a compact, hereditary and spreading family with Cantor-Bendixson index ωα+1
(see (2) in Section 4). Note that S1 is the usual Schreier family S given by
S = {A∈ [N]<ω : |A|≤minA}
(provided that for λ=ω we chose the sequence αn=n).
As usual we denote by (ei) the canonical (algebraic) basis of the vector space c00
of all eventually zero scalar sequences. For x=
∑
xiei∈c00 and for A⊂N we write
Ax for the obvious projection of x onto span{ei : i∈A}:
Ax =
∑
i∈A
xiei .
We are now ready to recall the definitions of certain Tsirelson type spaces. For a
compact, hereditary family F⊂ [N]<ω and for c∈(0, 1) there is a unique least norm
on c00, denoted by ‖·‖F ,c such that
‖x‖F ,c = ‖x‖∞ ∨ c·sup
{ n∑
i=1
‖Aix‖F ,c : n∈N, A1, . . . , An is F -admissible
}
for all x ∈ c00. We shall write TF ,c for the completion of c00 in this norm. Note
that the (algebraic) basis (ei) of c00 becomes a 1-unconditional (Schauder) basis of
TF ,c.
For a non-zero, countable ordinal α and for c ∈ (0, 1) the space TSα,c is the
Tsirelson space of order α with parameter c and we shall denote it by Tα,c. We
further simplify notation in the case c= 12 by letting Tα=Tα, 12 . When α=1 this is
just (the dual of) the original Tsirelson space [23, 10].
We gather some properties of Tsirelson spaces in the next proposition. In partic-
ular, we note that the unit vector bases of Tα and T
∗
α satisfy the conditions required
in Theorem 1.
Proposition 3 ([6], [14]). Let α be a non-zero, countable ordinal. The Tsirelson
space Tα is a reflexive Banach space and (ei) is a 1-unconditional, 1-right-dominant
and B-block-stable basis for Tα, where B is a constant independent of α.
The biorthogonal functionals (e∗i ) form a 1-unconditional, 1-left dominant and
B-block-stable basis for T ∗α. Moreover, (e∗i ) is D-dominated by (ei), where D is a
universal constant.
It is shown in [6] that Tsirelson’s space T1 is block-stable (see also [7, Proposi-
tion II.4]). Their argument easily carries over to higher order Tsirelson spaces giving
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the same constant. A proof is given in [14] for an even larger class of Tsirelson type
spaces.
It is proved in [7, Proposition V.10] that the unit vector basis (ei) of Tsirelson’s
space T1 dominates the unit vector basis of ℓq for all q > 1. The last statement of
Proposition 3 now follows immediately. (Note that S1 ⊂ Sα, and hence the unit
vector basis of T1 is 1-dominated by the unit vector basis of Tα for any 1≤α<ω1.)
The rest of the properties claimed in Proposition 3 are immediate from the
definition of the higher order Tsirelson spaces.
We end this section by stating a combinatorial theorem of Pudla´k and Ro¨dl which
also follows from infinite Ramsey theory. This has nothing to do with Tsirelson
spaces, but as it concerns families of finite subsets of N this section is an appropriate
place for it.
Theorem 4 ([21]). Let F ⊂ [N]<ω be a thin family. Whenever each element of F
is coloured red or blue, there is an infinite subset M of N such that F ∩ [M ]<ω is
monochromatic, where [M ]
<ω
denotes the set of all finite subsets of M .
4. Ordinal indices
The main aim of this section is two introduce two ordinal indices in Banach
spaces: the weak index and the block index. The former will be related to the
Szlenk index later on. In order to avoid tiresome repetitions we begin with defining
a class of ordinal indices of trees on arbitrary sets. We then introduce the said
indices as special cases and prove a number of their properties to be used in the
sequel.
Let X be an arbitrary set. We set X<ω=
⋃∞
n=0X
n, the set of all finite sequences
in X , which includes the sequence of length zero denoted by ∅. For x∈X we shall
write x instead of (x), i.e., we identify X with sequences of length 1 in X . A tree
on X is a non-empty subset F of X<ω closed under taking initial segments: if
(x1, . . . , xn)∈F and 0≤m≤n, then (x1, . . . , xm)∈F . A tree F on X is hereditary
if every subsequence of every member of F is also in F .
Given x = (x1, . . . , xm) and y = (y1, . . . , yn) in X
<ω, we write (x,y) for the
concatenation of x and y:
(x,y) = (x1, . . . , xm, y1, . . . , yn) .
Given F⊂X<ω and x∈X<ω, we let
F(x) = {y∈X<ω : (x,y)∈F} .
Note that if F is a tree on X , then so is F(x) (unless it is empty) . Moreover, if F
is hereditary, then so is F(x) and F(x)⊂F .
Let Xω denote the set of all (infinite) sequences in X . Fix S⊂Xω. For a tree
F on X the S-derivative F ′S of F consists of all finite sequences x∈X
<ω for which
there is a sequence (yi)
∞
i=1∈S with (x, yi)∈F for all i∈N. Note that F
′
S⊂F and
that F ′S is also a tree (unless it is empty) . We then define higher order derivatives
F
(α)
S for ordinals α<ω1 by recursion as follows.
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F
(0)
S = F
F
(α+1)
S =
(
F
(α)
S
)′
S
for all α<ω1
F
(λ)
S =
⋂
α<λ
F
(α)
S for a limit ordinal λ<ω1 .
It is clear that F
(α)
S ⊃F
(β)
S whenever α≤β and that F
(α)
S is a tree (or the empty
set) for all α. An easy induction also shows that(
F(x)
)(α)
S
=
(
F
(α)
S
)
(x) for all x∈X<ω, α<ω1 .
We now define the S-index IS(F) of F by
IS(F) = min{α<ω1 : F
(α)
S =∅}
if there exists α<ω1 with F
(α)
S =∅, and IS(F)=ω1 otherwise.
Remark. If λ is a limit ordinal and F
(α)
S 6=∅ for all α<λ, then in particular ∅∈F
(α)
S
for all α < λ, and hence F
(λ)
S 6= ∅. This show that IS(F) is always a successor
ordinal.
Examples. 1. A hereditary family F ⊂ [N]<ω can be thought of as a tree on N: a
set F = {m1, . . . ,mk} ∈ [N]
<ω
is identified with (m1, . . . ,mk) ∈ N<ω (recall that
m1<. . .<mk by our convention of always listing the elements of a subset of N in
increasing order).
Let S be the set of all strictly increasing sequences in N. In this case the S-index
of a compact, hereditary family F⊂ [N]<ω is nothing else but the Cantor-Bendixson
index of F as a compact topological space, which we will denote by ICB(F). We
will also use the term Cantor-Bendixson derivative instead of S-derivative and use
the notation F ′CB and F
(α)
CB .
2. If X is an arbitrary set and S=Xω, then the S-index of a tree F on X is what
is usually called the order of F (or the height of F) denoted by o(F). Note that
in this case the S-derivative of F consists of all finite sequences x∈X<ω for which
there exists y∈X such that (x, y)∈F .
The function o(·) is the largest index: for any S⊂Xω we have o(F)≥ IS(F).
We say that S ⊂Xω contains diagonals if every subsequence of every member
of S also belongs to S and for every sequence (xn) in S with xn=(xn,i)
∞
i=1 there
exist i1<i2<. . . in N such that (xn,in)
∞
n=1 belongs to S.
If S contains diagonals, then the S-index of a tree on X may be measured via the
Cantor-Bendixson index of the fine Schreier families
(
Fα
)
α<ω1
introduced earlier.
An easy induction argument shows that
(2) ICB(Fα) = α+ 1 for all α<ω1 .
Given a tree F⊂ [N]<ω on N, a family (xF )F∈F\{∅} in X will always be viewed as
the tree{(
x{m1}, x{m1,m2}, . . . , x{m1,m2,...,mk}
)
: k≥0, {m1, . . . ,mk}∈F
}
.
on X .
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Proposition 5. Let X be an arbitrary set and let S ⊂ Xω. If S contains di-
agonals, then for a tree F on X and for a countable ordinal α the following are
equivalent.
(i) α < IS(F).
(ii) There is a family
(
xF
)
F∈Fα\{∅} ⊂F such that for all F ∈Fα\MAX(Fα) the
sequence
(
xF∪{n}
)
n>maxF
is in S.
Proof. “(ii)⇒(i)” An easy induction on β<ω1 shows that for all F ={m1, . . . ,mk}∈
(Fα)
(β)
CB we have (
x{m1}, x{m1,m2}, . . . , x{m1,m2,...,mk}
)
∈ F
(β)
S .
It follows that IS(F)≥ ICB(Fα)>α.
“(i)⇒(ii)” We prove this by induction on α. When α=0, statement (ii) says that
∅∈F , which does follow from 0< IS(F).
Next assume that α+1 < IS(F). Then F
(α+1)
S 6= ∅, so in particular we have
∅ ∈F
(α+1)
S . It follows that there is a sequence (xi)
∞
i=1 ∈ S such that xi ∈F
(α)
S for
all i∈N. Hence
(
F
(α)
S
)
(xi)=
(
F(xi)
)(α)
S
is non-empty, and IS
(
F(xi)
)
>α. By the
induction hypothesis, for each i∈N there is a family
(
yi,F
)
F∈Fα\{∅}⊂F(xi) such
that for all F ∈Fα\MAX(Fα) the sequence
(
yi,F∪{n}
)
n>maxF
is in S.
Now for each F ={m1, . . . ,mk}∈Fα+1 define
xF =
{
xi if k=1 and m1= i ,
yi,{m2,m3,...,mk} if k>1 and m1= i .
It is routine to verify that statement (ii) with α+1 replacing α holds.
Finally, let λ be a limit ordinal, and assume that λ < IS(F). Let (αn) be
the sequence of ordinals with 1 ≤ αn ր λ chosen in the definition of the fine
Schreier family Fλ. By the induction hypothesis, for each n ∈ N there is a fam-
ily
(
yn,F
)
F∈Fαn\{∅} ⊂ F such that for all F ∈ Fαn \MAX(Fαn) the sequence(
yn,F∪{i}
)
i>maxF
is in S. In particular we have
(
yn,{i}
)∞
i=1
∈ S for all n ∈ N.
Since S contains diagonals there exist i1<i2<. . . in N such that
(
yn,{in}
)∞
n=1
∈S.
We can also ensure that if m≤n, F ∈Fαm and in≤minF , then F ∈Fαn (see (1)).
Now for each F ={m1, . . . ,mk}∈Fλ define
xF =
{
yn,{in} if k=1 and m1=n ,
yn,{in,in+m2,in+m3,...,in+mk} if k>1 and m1=n .
It is again routine to verify that statement (ii) with λ in the place of α follows. 
The set S=Xω for an arbitrary set X , and the set S used to define the Cantor-
Bendixson index for a compact, hereditary family in [N]<ω trivially contain diago-
nals. This will also be (mostly) the case in the following two examples of S-indices
in Banach spaces.
Examples. 1. The weak index. Let X be a separable Banach space. Let S be the
set of all weakly null sequences in SX , the unit sphere of X . We call the S-index
of a tree F on SX the weak index of F and we shall denote it by Iw(F). We shall
use the term weak derivative instead of S-derivative and use the notation F ′w and
F
(α)
w .
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When the dual space X∗ is separable, the weak topology on the unit ball BX of
X is metrizable. Hence in this case the set S contains diagonals and Proposition 5
applies.
2. The block index. Let X be a Banach space with an FDD E=(Ei). A block tree
of (Ei) in Z is a tree F on SX such that every element of F is a (finite) block
sequence of (Ei). Let S be the set of all normalized, infinite block sequences of (Ei)
in Z. We call the S-index of a block tree F of (Ei) the block index of F and we shall
denote it by Ibl(F). We shall use the term block derivative instead of S-derivative
and use the notation F ′bl and F
(α)
bl . Note that the set S contains diagonals, and
hence Proposition 5 applies.
Note that (Ei) is a shrinking FDD of X if and only if every element of S is
weakly null. In this case we have
(3) Ibl(F) ≤ Iw(F)
for any block tree F of (Ei) in Z. The converse is false in general, but it is true up
to perturbations and without the assumption that (Ei) is shrinking (see the remark
preceding Proposition 8 below).
Remark. If (Ei) and (Fi) are two different FDDs of the Banach space X , then
the corresponding block indices they give rise to may well be different in general.
However, it is clear that if (Fi) is a blocking of (Ei), then they do yield the same
block index. Since this is exactly the kind of situation in which we shall use the block
index in this paper, we did not incorporate the underlying FDD in the notation for
block derivatives and for the block index.
In the next section we will relate the Szlenk index to the weak index of certain
trees. In the rest of this section we prove two results. The first one is a perturbation
result: it concerns the weak index of the ‘fattening’ of a tree. The second result
relates the block index of block trees in Banach spaces to the Cantor-Bendixson
index of compact, hereditary families in [N]
<ω
. It is a kind of discretization result.
Let X be a separable Banach space. For a tree F⊂S<ωX and for ε¯=(εi)⊂ (0, 1)
we write
FXε¯ =
{
(xi)
n
i=1∈S
<ω
X : n∈N, ∃ (yi)
n
i=1∈F , ‖xi−yi‖≤εi for i=1, . . . , n
}
.
Proposition 6. Let X⊂Y be Banach spaces with separable duals, and let F⊂S<ωX
be a tree on SX . Then for all ε¯=(εi)⊂(0, 1) we have Iw(FYε¯ )≤ Iw(F
X
5ε¯).
Proof. By a theorem of Zippin [24], Y embeds into a Banach space with a shrinking
FDD. So without loss of generality we may assume that Y itself has a shrinking
FDD E=(Ei). Let K=K(E, Y ), the projection constant of E in Y , and set
Xm = X ∩
⊕∞
j=m+1Ej (m∈N) .
For ε∈(0, 1) and for A⊂SY we define AYε by
AYε = {y∈SY : ∃x∈A with ‖x−y‖≤ε} .
We shall need the following lemma.
Lemma 7. Let ε∈ (0, 1) and let (yi) be a weakly null sequence in
(
SX
)Y
ε
. Then
there is a weakly null sequence (xi) in SX and a subsequence (y
′
i) of (yi) such that
‖xi−y′i‖≤4ε for all i∈N.
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Proof. Fix η>0 such that
ε′ = (1 + η)(2η + ε) < 1 and 2ε′ + ε < 4ε .
Let m∈N. Since
(
X/Xm
)∗ ∼= X⊥m is a finite-dimensional subspace of X∗, there is
a finite subset Am of BX∗ such that
d(x,Xm) ≤ (1+η) · max
f∈Am
f(x) for all x∈X .
Let Bm be a finite subset of BY ∗ containing a Hahn-Banach extension to Y of each
element of Am. Then choose n(m, η)∈N such that
‖g − PE
∗
[1,n(m,η)](g)‖ < η for all g∈Bm .
Now let (y′i) be a subsequence of (yi) such that
‖PE[1,n(m,η)](y
′
m)‖ < η for all m∈N .
For each m∈N choose zm∈SX with ‖zm−y′m‖≤ε. We have
d(zm, Xm) ≤ (1+η) · max
g∈Bm
g(zm)
≤ (1+η) ·
(
max
g∈Bm
g(y′m) + ε
)
< (1+η) ·
(
max
g∈Bm
PE
∗
[1,n(m,η)](g)(y
′
m) + η + ε
)
≤ (1+η) ·
(
‖PE[1,n(m,η)](y
′
m)‖+ η + ε
)
≤ (1+η) · (2η + ε) = ε′ .
Choose x˜m∈Xm such that ‖x˜m−zm‖<ε′, and set xm= x˜m‖x˜m‖ . An easy computation
shows that
‖xm − y
′
m‖ < 2ε
′ + ε < 4ε for all m∈N .
Since (Ei) is shrinking, it follows that the sequence (xi) is weakly null. 
We now continue with the proof of Proposition 6. Let ε¯ = (εi) ⊂ (0, 1). It
is enough to show that if α < Iw(FYε¯ ), then α < Iw(F
X
5ε¯). Now if α < Iw(F
Y
ε¯ )
holds, then by Proposition 5 there is a family
(
yF
)
F∈Fα\{∅}⊂F
Y
ε¯ such that for all
F ∈Fα\MAX(Fα) the sequence
(
yF∪{n}
)
n>maxF
is weakly null.
Given a spreading family F ⊂ [N]<ω we will call a function F 7→ F ′ : F → F
a pruning function if for every F = {m1, . . . ,mℓ} ∈ F we have F ′ = {m′1, . . . ,m′ℓ}
is a spread of F and {m1, . . . ,mk}′= {m′1, . . . ,m
′
k} for each k=1, . . . , ℓ. Now by
repeated applications of Lemma 7 we can find a family
(
xF
)
F∈Fα\{∅}⊂SX and a
pruning function F 7→ F ′ : Fα → Fα such that(
xF∪{n}
)
n>maxF
is weakly null for all F ∈Fα\MAX(Fα)
and
‖xF − yF ′‖ ≤ 4εi for all i∈N and for all F ∈Fα with |F |= i .
The last line implies that
(
xF
)
F∈Fα\{∅}⊂F
X
5ε¯, and hence by Proposition 5 we have
α< Iw(FX5ε¯), as required. 
Let Z be a Banach space with an FDD E = (Ei), and let F be a block tree of
(Ei) in Z. Let us write Σ(E,Z) for the set of all finite, normalized block sequences
on (Ei) in Z. For ε¯=(εi)⊂(0, 1) we let
FE,Zε¯ = F
Z
ε¯ ∩ Σ(E,Z) ,
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i.e., FE,Zε¯ is the restriction to block sequences of the ε¯-‘fattening’ of F in Z:
FE,Zε¯ =
{
(xi)
n
i=1∈Σ(E,Z) : n∈N, ∃ (yi)
n
i=1∈F , ‖xi−yi‖≤εi for i=1, . . . , n
}
.
We also define the compression F˜ of F by
F˜ =
{
F ∈ [N]<ω : ∃ (zi)
|F |
i=1∈F , F ={min suppE(zi) : i=1, . . . , |F |}
}
.
Remark. Having introduced the above notation, we can now write down a sort of
converse for (3). If Z is a Banach space with an FDD E = (Ei) and F is a block
tree of (Ei) in Z, then
Iw(F) ≤ Ibl(F
E,Z
ε¯ )
for all ε¯ = (εi) ⊂ (0, 1). Indeed, if α < Iw(F), then by Proposition 5 there is
a family
(
xF
)
F∈Fα\{∅} ⊂ F such that for all F ∈ Fα \MAX(Fα) the sequence(
xF∪{n}
)
n>maxF
is weakly null. By standard perturbation arguments we get a
pruning function F 7→ F ′ : Fα → Fα and a family
(
yF
)
F∈Fα\{∅} in SZ such that
for all F ∈Fα\MAX(Fα) the sequence
(
yF∪{n}
)
n>maxF
is a block sequence, and for
all F ∈Fα we have ‖xF ′−yF‖<ε|F |. It follows by Proposition 5 that α< Ibl(F
E,Z
ε¯ ).
Proposition 8. Let Z be a Banach space with an FDD E = (Ei). Let F be a
hereditary block tree of (Ei) in Z. Then for all ε¯ = (εi) ⊂ (0, 1) and for all limit
ordinals α, if Ibl
(
FE,Zε¯
)
<α, then ICB
(
F˜
)
<α.
The proof consists of two parts. We first replace block sequences of (Ei) with
sequences of finite subsets of N (Lemma 9), and then prove a discrete compression
result (Lemma 10). Before we begin we need to extend the notion of block index and
related notions to a discrete setting. We write Σ for the set of all finite successive
sequences in [N]
<ω \{∅} and S for the set of all infinite successive sequences in
[N]
<ω \{∅}. A tree G ⊂ Σ on [N]<ω will be called a block tree in [N]<ω, and its
S-index will be called the block index of G denoted by Ibl(G). We shall also use the
term block derivative and the notation G′bl, G
(α)
bl just like in the Banach space case.
Lemma 9. Let Z be a Banach space with an FDD E=(Ei). Let F be a block tree
of (Ei) in Z. Let
suppF =
{
(Ai)
n
i=1∈Σ : n∈N, ∃ (zi)
n
i=1∈F , suppE(zi)=Ai for i=1, . . . , n
}
.
Then for all ε¯=(εi)⊂(0, 1) we have
Ibl(suppF)≤ Ibl
(
FE,Zε¯
)
.
Proof. To simplify notation we are going to write Fε¯ instead of F
E,Z
ε¯ . We show by
induction that for all α<ω1 we have
(4)
(
suppF
)(α)
bl
⊂ supp
((
Fε¯
)(α)
bl
)
∀F , ∀ ε¯ .
Lemma 9 will follow immediately. We begin with the case α=1. Let (A1, . . . , An)∈(
suppF
)′
bl
. Then there is an infinite successive sequence (Bi) in [N]
<ω \{∅} such
that (A1, . . . , An, Bi)∈ suppF for all i∈N. Choose (z1,i, . . . , zn,i, zi)∈F such that
suppE(zk,i) =Ak for k = 1, . . . , n and suppE(zi) =Bi. By compactness, for some
i0 ∈ N we have (z1,i0 , . . . , zn,i0 , zi) ∈ Fε¯ for infinitely many i ∈ N. It follows that
(z1,i0 , . . . , zn,i0)∈
(
Fε¯
)′
bl
and (A1, . . . , An)∈supp
((
Fε¯
)′
bl
)
, as required.
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In the inductive step we shall use the fact that
(
F
(α)
bl
)
ε¯
⊂
(
Fε¯
)(α)
bl
for all F , ε¯, α,
which can be verified by an easy induction. Assume now that (4) holds. We then
have (
suppF
)(α+1)
bl
=
((
suppF
)(α)
bl
)′
bl
⊂
(
supp
((
Fε¯
)(α)
bl
))′
bl
(by the induction hypothesis)
⊂ supp
((
Hε¯
)′
bl
)
(by the case α=1, where H=
(
Fε¯
)(α)
bl
)
⊂ supp
((
F2ε¯
)(α+1)
bl
)
.
This proves (4) with α replaced by α+1.
Finally, let λ be a limit ordinal and assume that (4) holds for all α<λ. We have(
suppF
)(λ)
bl
=
⋂
α<λ
(
suppF
)(α)
bl
⊂
⋂
α<λ
supp
((
Fε¯
)(α)
bl
)
⊂ supp
((
F2ε¯
)(λ)
bl
)
.
The first inclusion follows from the induction hypothesis. To see the second inclu-
sion fix a sequence (αi) of ordinals with αi ր λ, and assume that
(A1, . . . , An) ∈ supp
((
Fε¯
)(αi)
bl
)
for all i∈N .
For each i∈N choose
(z1,i, . . . , zn,i) ∈
(
Fε¯
)(αi)
bl
such that suppE(zk,i) =Ak for k=1, . . . , n. By compactness, we find i0 ∈N such
that for infinitely many i∈N we have
‖zk,i − zk,i0‖ < εk for k=1, . . . , n .
It follows that (z1,i0 , . . . , zn,i0) ∈
(
F2ε¯
)(αi)
bl
for infinitely many i ∈ N, and hence
(z1,i0 , . . . , zn,i0) ∈
(
F2ε¯
)(λ)
bl
. In turn this implies that (A1, . . . , An)∈supp
((
F2ε¯
)(λ)
bl
)
,
as required. 
Lemma 10. Let G⊂Σ be a hereditary block tree in [N]<ω, and let
minG =
{
F ∈ [N]<ω : ∃ (A1, . . . , A|F |)∈G, F ={minAi : i=1, . . . , |F |}
}
.
Then for any limit ordinal α, if Ibl(G)<α, then ICB(minG)<α.
Proof. We are going to show the following three statements.
(i) For all n<ω we have
(
minG
)(2n+2)
CB
⊂min
(
G
(n+1)
bl
)
.
(ii) Let α be a limit ordinal. If(
minG
)(α)
CB
⊂
⋂
β<α
min
(
G
(β)
bl
)
,
then for all n<ω we have(
minG
)(α+2n+1)
CB
⊂ min
(
G
(α+n)
bl
)
.
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(iii) For every limit ordinal α<ω1 we have
(5)
(
minG
)(α)
CB
⊂
⋂
β<α
min
(
G
(β)
bl
)
.
Since the functions ICB(·) and Ibl(·) only take successor ordinals, statement (iii)
implies the lemma immediately. We start by presenting a proof of (i) and (ii) in
the case n=0. The general case in both parts follows by an easy induction.
Let (m1, . . . ,mk) be an element of
(
minG
)′′
CB
. Then there exist m∈N and an
infinite subset N of N with mk<m<minN such that
(m1, . . . ,mk,m, n) ∈ minG for all n∈N .
For each n∈N choose
(
A1,n, . . . , Ak,n, Bn, Cn
)
∈ G such that(
minA1,n, . . . ,minAk,n,minBn,minCn
)
= (m1, . . . ,mk,m, n) .
After passing to a subsequence we can assume that Aj,n=Aj for j =1, . . . , k and
for all n∈N . Since G is hereditary, we have (A1, . . . , Ak, Cn)∈G for all n∈N , and
hence (A1, . . . , Ak)∈G′bl. It follows that (m1, . . . ,mk)∈min
(
G′bl
)
, which completes
the proof of (i), n=0.
To show (ii), n=0, fix a sequence (βi) of ordinals with βi ր α. Pick an element
(m1, . . . ,mk)∈
(
minG
)(α+1)
CB
. Then there exist m∈N with mk<m such that
(m1, . . . ,mk,m) ∈
(
minG
)(α)
CB
⊂ min
(
G
(βi)
bl
)
for all i∈N .
For each i∈N choose
(
A1,i, . . . , Ak,i, Bi
)
∈ G
(βi)
bl such that(
minA1,i, . . . ,minAk,i,minBi
)
= (m1, . . . ,mk,m) .
After passing to a subsequence we can assume that Aj,i =Aj for j =1, . . . , k and
for all i∈N. Since (A1, . . . , Ak)∈G
(βi)
bl for all i∈N, we have (A1, . . . , Ak)∈G
(α)
bl and
(m1, . . . ,mk)∈min
(
G
(α)
bl
)
, as required.
Finally, we are going to show (iii) by induction on α. It follows from (i) that (5)
holds for α=ω. Moreover, if (5) holds for a limit ordinal α, then it also holds for
α+ω by (ii). Finally, assume that α is the limit of a strictly increasing sequence
(αn) of non-zero limit ordinals and that (iii) holds with α replaced by αn for all
n∈N. Then in particular, we have(
minG
)(αn+1)
CB
⊂ min
(
G
(αn)
bl
)
for all n∈N ,
from which (iii) follows immediately for α. 
5. The Szlenk index
Here we recall the definition and basic properties of the Szlenk index. We then
recall or prove further properties that are relevant for our purposes.
Let X be a separable Banach space, and let K be a non-empty, w∗-compact
subset of X∗. For ε>0 set
K ′ε = {x
∗∈K : ∀w∗-neighbourhoods U of x∗ we have diam(K ∩ U)>ε} ,
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where diam(K ∩U) denotes the norm-diameter of K ∩ U . We now define K
(α)
ε for
each countable ordinal α by recursion as follows:
K(0)ε = K
K(α+1)ε =
(
K(α)ε
)′
ε
for all α<ω1
K(λ)ε =
⋂
α<λ
K(α)ε for a limit ordinal λ<ω1 .
Next, we associate to K the following ordinal indices:
η(K, ε) = sup{α<ω1 : K
(α)
ε 6=∅} ,
and
η(K) = sup
ε>0
η(K, ε) .
Finally, we define the Szlenk index Sz(X) of X to be η(BX∗), where BX∗ is the
unit ball of X∗.
Remark. The original definition in [22] is slightly different, but it gives the same
ordinal index.
Szlenk used his index to show that there is no separable, reflexive space universal
for the class of all separable, reflexive spaces. This result follows immediately from
the following properties of the function Sz(·).
Theorem 11 ([22]). Let X and Y be separable Banach spaces.
(i) X∗ is separable if and only if Sz(X)<ω1.
(ii) If X isomorphically embeds into Y , then Sz(X)≤Sz(Y ).
(iii) For all α < ω1 there exists a separable, reflexive space with Szlenk index at
least α.
We next restate in one theorem a number of results from [1] in our terminology.
It includes an expression of the Szlenk index in terms of the weak index of certain
trees.
Theorem 12 ([1]). Let X be a separable, infinite-dimensional Banach space not
containing ℓ1. For ρ∈(0, 1) let
Fρ =
{
(xi)
n
i=1∈S
<ω
X : n∈N,
∥∥∥ n∑
i=1
aixi
∥∥∥≥ρ n∑
i=1
ai ∀ (ai)
n
i=1⊂R
+
}
.
Then
Sz(X)=sup
ρ>0
Iw(Fρ) .
Moreover, if X∗ is separable, then for some α<ω1, we have Sz(X) = ωα and the
above supremum is not attained.
We next consider the Szlenk index of sums of Banach spaces. For finite sums
(Proposition 14) this can be computed directly from the definition using a kind
of “Leibniz” rule for higher order derivatives of products of w∗-compact sets (see
Lemma 13, part (iii)). For infinite sums (Proposition 15) we use the weak index
as well as the result on finite sums to obtain an upper bound. In what comes we
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will denote by α ⊞ β the “pointwise sum” of ordinals α and β, which is defined as
follows. We first write α and β in Cantor Normal Form as
α = ωγ1 ·m1 + ω
γ2 ·m2 + · · ·+ ω
γk ·mk and β = ω
γ1 ·n1 + ω
γ2 ·n2 + · · ·+ ω
γk ·nk ,
where k∈N, γ1>γ2>. . .>γk≥0 are ordinals, and mi, ni<ω for all i. Then we set
α⊞ β = ωγ1 ·(m1+n1) + ω
γ2 ·(m2+n2) + · · ·+ ω
γk ·(mk+nk) .
Lemma 13. Let X and Y be separable Banach spaces. Letm∈N, let K,K1, . . . ,Km
be non-empty, w∗-compact subsets of X∗, and let L be a non-empty, w∗-compact
subset of Y ∗. Let ε>0.
(i)
( m⋃
j=1
Kj
)′
ε
⊂
m⋃
j=1
(
Kj
)′
ε/2
.
(ii) For the subset K×L of X∗ ⊕∞ Y ∗=(X ⊕1 Y )∗ we have
(K×L)′ε = K
′
ε×L ∪K×L
′
ε .
(iii) For the subset K×L of X∗ ⊕∞ Y ∗, and for any ordinal α<ω1 we have
(K×L)(α)ε ⊂
⋃
β⊞γ=α
K
(β)
ε/2×L
(γ)
ε/2 .
Proof. (i) Let x∗∈
(⋃m
j=1Kj
)′
ε
. Since the w∗-topology on a w∗-compact subset of
X∗ is metrizable, it follows easily from the definition that there is a sequence (x∗n)
in
⋃m
j=1Kj such that x
∗
n
w∗
→ x∗ as n → ∞, and ‖x∗n−x∗‖>ε/2 for all n∈N. After
passing to a subsequence we may assume that for some 1≤j≤m we have x∗n∈Kj ,
and hence x∗∈
(
Kj
)′
ε/2
.
(ii) This is immediate from the definition and from the fact that we are working
with the ℓ∞-sum of X∗ and Y ∗.
(iii) We prove this statement by induction. The case α=0 is clear. Using parts (i)
and (ii) and assuming the statement for some α, we have
(K×L)(α+1)ε ⊂
⋃
β⊞γ=α
(
K
(β)
ε/2×L
(γ)
ε/2
)′
ε/2
=
⋃
β⊞γ=α
(
K
(β+1)
ε/2 ×L
(γ)
ε/2 ∪K
(β)
ε/2×L
(γ+1)
ε/2
)
=
⋃
β⊞γ=α+1
K
(β)
ε/2×L
(γ)
ε/2 .
Finally, if λ is a limit ordinal, then by the induction hypothesis we have
(K×L)(λ)ε ⊂
⋂
α<λ
( ⋃
β⊞γ=α
K
(β)
ε/2×L
(γ)
ε/2
)
.
Write λ in Cantor Normal Form:
λ = ωλ1 ·m1 + · · ·+ ω
λk ·mk
with mk>0, and for all n∈N set
αn = ω
λ1 ·m1 + · · ·+ ω
λk ·(mk−1) + ω
δn ·n ,
where λk = δn+1 for all n∈N if λk is a successor ordinal, and δn ր λk if λk is a
limit ordinal.
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Now let x∗ = (y∗, z∗) ∈ (K×L)(λ)ε . For each n ∈ N we have αn < λ, so there
exist ordinals βn and γn with βn ⊞ γn=αn and x
∗∈K(βn)ε/2 ×L
(γn)
ε/2 . Now there exist
n1, . . . , nk, p1, . . . , pk<ω and an infinite subset N of N such that
βn = ω
λ1 ·n1 + · · ·+ ω
λk ·nk + ω
δn ·un
γn = ω
λ1 ·p1 + · · ·+ ω
λk ·pk + ω
δn ·vn ,
where un+vn = n for all n ∈N . Assume that supn un = ω (the case supn vn = ω
being similar). Set
β = ωλ1 ·n1 + · · ·+ ω
λk ·(nk+1)
γ = ωλ1 ·p1 + · · ·+ ω
λk ·pk .
Then β=supn βn, whereas γ≤γn for all n∈N . It follows that y
∗∈K(β)ε/2=
⋂
nK
(βn)
ε/2 ,
and z∗∈L(γ)ε/2. Since β ⊞ γ=λ, statement (iii) with λ replacing α follows. 
Proposition 14. Let X and Y be separable Banach spaces. Then
Sz
(
X ⊕1 Y
)
= max{Sz(X), Sz(Y )} .
Proof. The inequality Sz
(
X ⊕1 Y
)
≥max{Sz(X), Sz(Y )} follows immediately from
Theorem 11 (ii). The reverse inequality is trivial if either both X and Y are finite-
dimensional, or one of X and Y has non-separable dual. So we can assume by the
last part of Theorem 12 that max{Sz(X), Sz(Y )}=ωη for some 0<η<ω1.
Now let K=BX∗ , L=BY ∗ and set α=ω
η·2+1. Applying part (iii) of Lemma 13
we obtain (
B(X⊕1Y )∗
)(α)
ε
=
(
BX∗ ×BY ∗
)(α)
ε
= ∅ .
It follows that Sz(X ⊕1 Y )<α, and hence Sz(X ⊕1 Y )≤ωη, as required. 
Proposition 15. Let (Xn) be a sequence of separable Banach spaces. Let X =(⊕
nXn
)
ℓ2
be the ℓ2-sum of (Xn), and let α be a countable ordinal. If Sz(Xn)≤ωα
for all n∈N, then Sz(X)≤ωα+1.
In the proof we shall use the following notation. For n∈N we denote by Pn the
canonical projection of X onto Xn, i.e., for x=(xi)∈X with xi ∈Xi for all i∈N
we have Pn(x)=xn. For a finite subset A of N we let PA=
∑
n∈A Pn.
Proof. Assume for a contradiction that Sz(X)>ωα+1. By Theorem 12 there exists
ρ∈(0, 1) such that setting
F =
{
(xi)
n
i=1∈S
<ω
X : n∈N,
∥∥∑aixi∥∥≥ρ∑ ai ∀ (ai)ni=1⊂R+}
we have Iw(F) > ωα+1. Note that by the geometric form of the Hahn-Banach
theorem we have (x1, . . . , xn)∈S
<ω
X belongs to F if and only if there exists x
∗∈SX∗
such that x∗(xi)≥ρ for each i=1, . . . , n.
We are going to show the following claim. Let x = (x1, . . . , xm) ∈ S
<ω
X , and
let k ≥ 1, M ≥ 0 be integers. Assume that Iw
(
F(x)
)
> ωα ·k. Then there exists
y=(y1, . . . , yn)∈S
<ω
X such that
(i) Iw
(
F(x,y)
)
> ωα ·(k−1), and
(ii) for all x∗∈SX∗ there exists i∈{1, . . . , n} such that x∗
(
P[1,M ](yi)
)
<ρ/4.
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Let us first see how this claim completes the proof. Fix K∈N with K>4/ρ2. We
obtain sequences x1, . . . ,xK in S
<ω
X and N1<. . .<NK in N recursively as follows:
at the jth step we apply the claim with x=(x1, . . . ,xj−1), k=K−j+1 andM=Nj−1
to obtain y as above (for j=1 we begin with x=∅, k=K and M=N0=0). Then
we set xj=y and choose Nj>Nj−1 such that writing xj=(yj,1, . . . , yj,Lj) we have
‖yj,ℓ − P[1,Nj](yj,ℓ)‖ < ρ/4 for ℓ=1, . . . , Lj .
From property (i) we get in particular that (x1, . . . ,xK) ∈ F . Thus there exists
x∗∈SX∗ such that
x∗(yj,ℓ) ≥ ρ for all j=1, . . . ,K, ℓ=1, . . . , Lj .
It follows that for each j=1, . . . ,K we find 1≤ℓj≤Lj such that
x∗
(
P[Nj−1+1,Nj](yj,ℓj )
)
> ρ/2 ,
and hence we get ‖x∗‖≥
√
Kρ
2 >1, which is a contradiction.
We now turn to the proof of the claim. Define
G =
{
(y1, . . . , yn)∈F(x) : n∈N, ∃x
∗∈SX∗ ,
x∗
(
P[1,M ](yi)
)
≥ρ/4 for i=1, . . . , n
}
.
Note that G is a tree on S<ωX . If Iw(G)>ω
α, then by Theorem 12 we have Sz(X1⊕2
· · · ⊕2 XM ) > ωα contradicting Proposition 14. So we have Iw(G) ≤ ωα. On the
other hand, we have
Iw
((
F(x)
)(ωα·(k−1))
w
)
> ωα .
Thus we can find
y∈
(
F(x)
)(ωα·(k−1))
w
\ G .
Properties (i) and (ii) are now easily checked. 
Proposition 16. Let α be an ordinal with 1 ≤ α < ω1. The Szlenk-index of the
Tsirelson space of order α is given by
Sz(Tα) = ω
α·ω .
Proof. For each ρ∈(0, 1) let
Fρ =
{
(xi)
n
i=1∈S
<ω
Tα
: n∈N,
∥∥∥ n∑
i=1
aixi
∥∥∥≥ρ n∑
i=1
ai ∀ (ai)
n
i=1⊂R
+
}
.
We first show that Sz(Tα) ≥ ωα·ω. Let (ei) be the unit vector basis of Tα. It
follows from the definition of Tα that for each n ∈ N if F ∈ Sα·n, then (ei)i∈F is
2n-equvalent to the unit vector basis of ℓ
|F |
1 , so in particular (ei)i∈F ∈F2−n . Hence
by Proposition 5 and Theorem 12 we have
ωα·n < Iw(F2−n) < Sz(Tα) .
Since n∈N was arbitrary, the inequality Sz(Tα)≥ωα·ω follows at once.
For the reverse inequality assume that ωγ < Sz(Tα), where γ = α ·ω. Then by
Theorem 12 there exists ρ∈ (0, 1) with ωγ< Iw(Fρ), and by Proposition 5 there is
a family G =
(
xF
)
F∈Sγ\{∅} ⊂Fρ such that for all F ∈ Sγ \MAX(Sγ) the sequence(
xF∪{n}
)
n>maxF
is weakly null.
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By standard perturbation arguments we may, after making ρ smaller and re-
placing (xF )F∈Sγ\{∅} by (xF ′)F∈Sγ\{∅} for an appropriate pruning function F 7→
F ′ : Sγ → Sγ , if necessary, assume that G is a block tree of (ei) in Tα.
We now apply a result of R. Judd and the first named author [13]. In their
terminology G is an ℓ1-K-block basis tree of (ei) in Tα with K=ρ−1 (we are using
the 1-unconditionality of (ei)), and hence its order o(G) is at most the Bourgain
ℓ1-index of Tα which is shown to be ω
γ in [13]. On the other hand, by Proposition 5
we have o(G)>ωγ . This contradiction completes the proof. 
Proposition 17. Let α be a countable ordinal and let Z be a Banach space with an
FDD E=(Ei) that satisfies subsequential Tα-upper estimates. Then Sz(Z)≤ω
α·ω.
Proof. For each ρ∈(0, 1) let
Fρ =
{
(xi)
n
i=1∈S
<ω
Z : n∈N,
∥∥∥ n∑
i=1
aixi
∥∥∥≥ρ n∑
i=1
ai ∀ (ai)
n
i=1⊂R
+
}
.
and let
Gρ =
{
(xi)
n
i=1∈S
<ω
Tα
: n∈N,
∥∥∥ n∑
i=1
aixi
∥∥∥≥ρ n∑
i=1
ai ∀ (ai)
n
i=1⊂R
+
}
.
Fix γ<Sz(Z). By Theorem 12 there exists ρ∈ (0, 1) such that Iw(Fρ)>γ, and by
Proposition 5 there is a family (xF )F∈Fγ\{∅}⊂Fρ such that for all F ∈Fγ\MAX(Fγ)
the sequence
(
xF∪{n}
)
n>maxF
is weakly null.
By standard perturbation arguments we may, after making ρ smaller and appro-
priately pruning (xF )F∈Fγ\{∅}, if necessary, assume that (xF )F∈Fγ\{∅} is a block
tree of (Ei) in Z, and that for all F ∈Fγ\MAX(Fγ) the sequence
(
xF∪{n}
)
n>maxF
is a block basis of (Ei). Let (ei) be the unit vector basis of Tα and define
tF = emin suppE(xF ) for all F ∈Fγ \ {∅} .
Note that (tF )F∈Fγ\{∅} is a block tree of (ei) in Tα and that it is contained in Gρ′
for some ρ′∈(0, 1) since (Ei) that satisfies subsequential Tα-upper estimates. Since
(ei) is shrinking, it follows by Proposition 5 that γ < Iw(Gρ′ ). Using Theorem 12
and Proposition 16 we deduce that Sz(Z)≤ωα·ω, as required. 
Remark. It follows from properties of higher order Tsirelson spaces (Proposition 3)
that the unit vector basis of T ∗α satisfies subsequential Tα-upper estimates. Hence
the above result shows that
Tα ∈ Cωα·ω =
{
X : X is separable, reflexive, max{Sz(X), Sz(X∗)}≤ωα·ω
}
.
6. The main theorem and its consequences
Theorem 18. Let Z be a Banach space with a shrinking, bimonotone FDD (Ei)
and let X be an infinite-dimensional closed subspace of Z. Then for any C>4 there
exist an ordinal α< Sz(X), a sequence δ¯=(δi)⊂ (0, 1) with δi ↓ 0, and a blocking
(Gi) of (Ei) with Gi =
⊕mi−1
j=mi−1
Ej , i ∈N, 1 =m0 <m1 <m2 < . . . , such that if
(xi) ⊂ SX is a δ¯-block sequence of (Gn) with ‖xi−PG(si−1,si]xi‖ < δi for all i ∈ N,
1≤ s0<s1<s2< . . . , then (xi) is C-dominated by (emsi−1 ), where (ei) is the unit
vector basis of TFα, 12 .
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We first prove some consequences of Theorem 18. In Corollary 20 below we
recast the property of being in the class Cα in terms of certain lower and upper
Tsirelson-norm estimates. In Theorem 21 we show that for certain values of α
these estimates are best possible, which proves Theorem A from the Introduction.
These norm estimates and Theorem 1 are the two main ingredients in answering
Pe lczyn´ski’s question which we do in Theorem 22 followed by a refinement in The-
orem 23. We then state a result of Johnson which we use to deduce basis versions
(Theorems B and C) of Theorem 23. The rest of the section is taken up by the
proof of Theorem 18.
Corollary 19. Let X be an infinite-dimensional Banach space with separable dual.
There exists an ordinal α<Sz(X) such that X satisfies subsequential C-TFγ , 12 -upper
tree estimates for any ordinal γ≥α, where C is a universal constant.
Proof. By Zippin’s theorem [24], X K-embeds into a Banach space Z with a shrink-
ing, bimonotone FDD (Ei), where K is a universal constant. Renorming X with a
K-equivalent norm we may assume without loss of generality thatX is a subspace of
Z. We now apply Theorem 18 to obtain α<Sz(X), a sequence δ¯=(δi)⊂(0, 1), δi ↓
0, and a blocking (Gi) of (Ei) with Gi=
⊕mi−1
j=mi−1
Ej , i∈N, 1=m0<m1<m2<. . . ,
such that if (xi)⊂SX is a δ¯-block sequence of (Gn) with ‖xi−PG(si−1,si]xi‖<δi for
all i∈N, 1≤s0<s1<s2<. . . , then (xi) is 5-dominated by (eα,msi−1 ), where (eα,i)
is the unit vector basis of TFα, 12 .
Fix an ordinal γ ≥ α and an integer ℓ such that (eα,i)i≥ℓ is 1-dominated by
(eγ,i)i≥ℓ (such an integer exists by property (1) of the fine Schreier families). We
now show that X satisfies subsequential C-TFγ , 12 -upper tree estimates with C=5.
Let (xt)t∈T even
∞
be a normalized, weakly null even tree in X . We will inductively
choose sequences s0<s1<. . . and n1<n2<. . . in N as follows. Set s0=1 and n1=
max(ℓ,m1). Assume that for some i∈N we have already chosen s0<s1<. . .<si−1
and n1<n2<. . .<n2i−1. Since nodes are weakly null, there exists n2i>n2i−1 such
that ∥∥PG[1,si−1]x(n1,n2,...,n2i)∥∥ < δi .
Then choose si>si−1 such that∥∥x(n1,n2,...,n2i) − PG(si−1,si]x(n1,n2,...,n2i)∥∥ < δi .
Finally, choose n2i+1>n2i with n2i+1≥msi . This completes the recursive construc-
tion. It follows immediately from the choice of α, δ¯, (Gi) and ℓ, and from the 1-right-
dominant property of (eα,i) that
(
x(n1,n2,...,n2i)
)
is 5-dominated by (eγ,n2i−1). 
Corollary 20. Let X be an infinite-dimensional, separable, reflexive Banach space.
Then there exists an ordinal γ <max{Sz(X), Sz(X∗)} such that X satisfies subse-
quential C-
(
T ∗Fδ, 12 , TFδ, 12
)
tree estimates for any δ ≥ γ, where C is a universal
constant.
Proof. By Corollary 19 there is a universal constant C, and there exist ordinals
α < Sz(X) and β < Sz(X∗) such that X satisfies subsequential C-TFγ , 12 -upper
tree estimates for any γ ≥ α, and X∗ satisfies subsequential C-TFδ, 12 -upper tree
estimates for any δ≥β. It follows from Proposition 2 that X satisfies subsequential
(2C+ε)-
(
T ∗Fδ, 12 , TFδ, 12
)
tree estimates for any ε>0 and for any δ≥max{α, β}. 
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The above results show that higher order Tsirelson spaces are more than just
mere examples in the hierarchy (Cα)α<ω1 . Indeed they are intimately related to
the Szlenk index of an arbitrary separable, reflexive space and its dual. The next
theorem shows that this relationship is tight in the classes Cωα·ω : Tsirelson spaces
of order α and their duals are maximal and, respectively, minimal in these classes.
In particular, this proves Theorem A stated in the Introduction. The proof uses
some further results from [17] which we shall not state here as Theorem 21 will not
be used in the proof of our universality results.
Theorem 21. Let α < ω1. For a separable, reflexive space X the following are
equivalent.
(i) X∈Cωα·ω .
(ii) X satisfies subsequential
(
T ∗α,c, Tα,c
)
tree estimates for some c∈(0, 1).
(iii) X embeds into a separable, reflexive space Z with an FDD (Ei) which satisfies
subsequential (T ∗α,c, Tα,c) estimates in Z for some c∈(0, 1).
Proof. “(i)⇒(ii)” By Corollary 20 there exists n < ω such that X satisfies sub-
sequential
(
T ∗α·n, Tα·n
)
tree estimates. It is not hard to show directly from the
definition that the norms ‖·‖Tα·n and ‖·‖Tα,c on c00, where c=
1
21/n
, are equivalent.
Hence (ii) follows.
“(ii)⇒(iii)” This is immediate from [17, Theorem 15]. We note that “(iii)⇒(ii)” is
straightforward from the definition.
“(iii)⇒(i)” Let Z be the space given by (iii), and choose n∈N such that cn≤ 12 . It
follows directly from the definition that the unit vector basis of Tα,c is dominated
by the unit vector basis of Tα·n,cn which in turn is dominated by the unit vector
basis of Tα·n. Hence by Theorem 11(ii), and by Propositions 17 and 16 we have
Sz(X) ≤ Sz(Z) ≤ Sz(Tα·n) = ωα·n·ω = ωα·ω .
(Alternatively, one can just observe that the proof of Proposition 16 works for Tα,c,
i.e., we have Sz(Tα,c) = ω
α·ω.) Now since X satisfies (ii), it follows from duality
(Proposition 2 and [17, Corollary 14]) that (ii), and hence (iii), also hold with X
replaced by X∗. This gives Sz(X∗)≤ωα·ω. Thus X∈Cωα·ω , as required. 
Remark. Using the proof of Proposition 16 one can show that Sz(TFα,c) = αω
whenever 1≤α<ω1 and c∈ (0, 1). Considering the Cantor Normal Form of α, it
is possible to write αω =ωβ·ω for some β≤α. Thus, it is not possible to obtain a
finer gradiation of the hierarchy (Cα)α<ω1 by using fine Schreier families.
We are now in the position to answer Pe lczyn´ski’s question. We shall use the
notation
Aα(C)=AT∗α,Tα(C) and Aα=
⋃
C<∞
Aα(C) ,
where 0<α<ω1 and C∈ [1,∞) (see also the notation preceding Theorem 1). Recall
that
Cα =
{
X : X is separable, reflexive, max{Sz(X), Sz(X∗)}≤α
}
,
and that the Szlenk index of an infinite-dimensional Banach space with separable
dual is of the form ωη for some 0<η<ω1 (Theorem 12), so we need only consider
the classes Cα when α is of this form. We should also comment on finite-dimensional
spaces before proceeding.
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For α < ω we have Cα = C0 is the class of all finite-dimensional spaces. Let Z
be the ℓ2-sum of a countable, dense (with respect to the Banach-Mazur distance)
subset of C0. Then by Proposition 15 we have Z∈Cω . Moreover, Z is universal for
C0: for all X∈C0 and for all ε>0, X (1+ε)-embeds into Z.
For ω≤α<ω1 we have ℓ2∈Cα, and hence ℓ2⊕X∈Cα for any finite-dimensional
space X . Thus we can restrict attention to infinite-dimensional spaces for the
purpose of finding a universal space for the class Cα.
Theorem 22. For every ordinal α with 0<α< ω1 there is a separable, reflexive
space with an FDD which is universal for the class Cωα .
More precisely, there is a universal constant K, such that for all 0<α<ω1 there
exists a space Z∈Cωα·ω with an FDD such that every space X∈Cωα K-embeds into
Z.
Proof. Let C∈ [1,∞) be the universal constant of Corollary 20, and let B,D∈ [1,∞)
be the universal constants of Proposition 3. Let K=KB,D,1,1(C) be the constant
from Theorem 1. Given 0 < α < ω1, let Z ∈ Aα be the universal space given by
Theorem 1 with U=Tα and V =U
∗. In particular Z has an FDD (Ei) that satisfies
subsequential (T ∗α, Tα) estimates in Z. By an easy duality argument the FDD (E∗i )
of Z∗ satisfies subsequential (T ∗α, Tα) estimates in Z∗. Hence by Proposition 17 we
have max{Sz(Z), Sz(Z∗)}≤ωα·ω, i.e., Z∈Cωα·ω .
Now let X ∈ Cωα be an infinite-dimensional space. By Corollary 20 we have
X∈Aα(C), and hence X K-embeds into Z. 
Remark. By a result of Johnson and Odell [11], the space Z constructed in the
proof of Theorem 22 cannot be in the class Cωα . Indeed, if that was the case, then
every space that embeds into Z would in fact K-embed into Z. Such a space is
called elastic in [11], where it is proved that a separable, elastic space contains c0.
Obviously, Z cannot contain c0 giving the required contradiction.
Note that the above theorem yields a universal space for the class Cωα·ω that
lives in the class Cωα·ω2 . A small modification of the proof gives the slightly better
result mentioned in the Introduction:
Theorem 23. For every α<ω1 there is a space Zα∈Cωα·ω+1 with an FDD which
is universal for the class Cωα·ω .
More precisely, there is a universal constant K, and for each α<ω1 there is a
sequence
(
Zα,n
)∞
n=1
of spaces with FDDs in Cωα·ω such that for all X∈Cωα·ω there
exists n∈N such that X K-embeds into Zα,n. The space Zα can then be taken to
be the ℓ2-direct sum of the sequence
(
Zα,n
)∞
n=1
.
Proof. For α=0 we have already done this just before stating Theorem 22. Now
assume that 0 < α < ω1, and let C,K be the constants defined in the proof
of Theorem 22. Let Zα,n ∈ Aα·n be the universal space given by Theorem 1
with U = Tα·n and V = U∗. As in the proof of Theorem 22 we deduce that
max{Sz(Zα,n), Sz(Z∗α,n)} ≤ ωα·n·ω = ωα·ω, i.e., that Zα,n ∈ Cωα·ω . Now let Zα =(⊕∞
n=1 Zα,n
)
ℓ2
be the ℓ2-direct sum of the sequence
(
Zα,n
)∞
n=1
. By Proposition 15
we have Zα∈Cωα·ω+1 .
Finally, let X ∈ Cωα·ω be an infinite-dimensional space. By Corollary 20 there
exists n ∈ N such that X ∈ Aα·n(C), and hence X K-embeds into Zα,n and into
Zα. 
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As indicated in the Introduction, Theorem B and Theorem C follow now from
Theorem 23 by applying the following result of Johnson [12].
Theorem 24 ([12, Theorem A]). Let (Gi) be a sequence of finite-dimensional
Banach spaces so that
(i) if E is a finite-dimensional Banach space and ε> 0, then there is an i∈N so
that d(E,Gi)=inf{‖T ‖·‖T−1‖ : T : E → Gi is an isomorphism}<1+ε,
(ii) for each i∈N there is an infinite J⊂N so that Gi and Gj are isometric for all
j∈J .
Let C2 = (
⊕∞
i=1Gi)ℓ2 and let X be any separable space which has the λ-metric
approximation property for some λ ≥ 1. Then X ⊕ C2 has a basis.
Note that the λ-metric approximation property is also known as the λ-bounded
approximation property.
Proof of Theorems B and C. Clearly, spaces X with an FDD have the λ-metric
approximation property for some λ≥ 1, meaning that for any compact set K ⊂X
and ε > 0 there is a finite rank operator T with ‖T (x) − x‖ < ε for all x ∈ K.
Let C2 be the space defined in Theorem 24, and let Zα and Zα,n, n ∈ N, be the
spaces from Theorem 23. Then Zα ⊕ C2 and Zα,n ⊕ C2 have Schauder bases and
it follows from Propositions 14 and 15 that Sz(Zα ⊕ C2) = Sz(Zα) = ωα·ω+1 and
Sz(Zα,n ⊕ C2)=ω
α·ω. 
In the remainder of this section we give a proof of our main result, Theorem 18,
which is at the heart of our embedding and universality results.
Proof of Theorem 18. Fix a constant D with 4<D<C, and choose ρ∈ (0, 1) such
that 4+12ρD<D. Set
F=
{
(xi)∈S
<ω
X :
∥∥∑aixi∥∥≥2ρ∑ai for all (ai)⊂ [0,∞)} .
Note that F is a hereditary tree on S<ωX . Next fix a sequence ε¯=(εi)⊂
(
0, 12
)
such
that
FZ10ε¯ ⊂
{
(zi)∈S
<ω
Z :
∥∥∑ aizi∥∥≥ρ∑ai for all (ai)⊂R+} .
Now consider the hereditary block tree G = Σ(E,Z) ∩ FZε¯ of (Ei) in Z and its
compression G˜. Let α be the Cantor-Bendixson index of G˜. By Proposition 6 and
by Theorem 12 we have
Iw
(
FZ2ε¯
)
≤ Iw
(
FX10ε¯
)
< Sz(X) .
Since GE,Zε¯ ⊂F
Z
2ε¯, we have Ibl
(
GE,Zε¯
)
≤ Iw
(
FZ2ε¯
)
. Since Sz(X) is a limit ordinal, it
follows by Proposition 8 that
α = ICB(G˜) < Sz(X) .
We now apply Theorem 4 to obtain an infinite subset M={m1,m2, . . . } of N such
that
(6) MAX(Fα) ∩ [M ]
<ω ∩ G˜ = ∅ .
To see this, give each element A of the thin family MAX(Fα) colour red if A ∈
G˜, and colour blue otherwise, and obtain M = {m1,m2, . . . } ∈ [N]
ω such that
MAX(Fα) ∩ [M ]
<ω
is monochromatic. Now the map i 7→ mi : N → M induces
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a homeomorphism [N]
<ω → [M ]<ω that maps Fα onto Fα ∩ [M ]
<ω
(as Fα is
spreading). Since the Cantor-Bendixson index is a topological invariant, it follows
that ICB(Fα ∩ [M ]
<ω
)=α+1. Hence MAX(Fα)∩ [M ]
<ω
cannot be monochromatic
red, and thus (6) follows. Observe that if F ∈G˜ ∩ [M ]<ω, then F ∈Fα.
Without loss of generality we may assume that m1 > 1. We set m0 = 1 and
Gi=
⊕mi−1
j=mi−1
Ej for all i∈N. Finally, we choose δ¯=(δi)⊂(0, 1), δi ↓ 0, such that
4
∞∑
i=1
δi < min(ρ, C−D), and
4
∑
j≥i
δj < εi for all i∈N .
We will now show that for these choices of α, δ¯ and (Gi) the conclusion of the
theorem holds.
Let (xi)⊂SX be a δ¯-block sequence of (Gn) with ‖xi−PG(si−1,si]xi‖< δi for all
i∈N, 1≤s0<s1<s2<. . . . Set
zi =
PG(si−1,si]xi
‖PG(si−1,si]xi‖
for all i∈N .
Note that ‖xi−zi‖<2δi for all i∈N. Replacing each zi by a small perturbation of
itself, if necessary, we can assume that min suppG(zi)=si−1+1 and min suppE(zi)=
msi−1 for all i∈N. We are going to show that for any (ai)∈c00 we have
(7)
∥∥∥∑aizi∥∥∥ ≤ D∥∥∥∑ aiemsi−1
∥∥∥ .
It then follows easily from the choice of δ¯ that (xi) is C-dominated by (emsi−1 ).
The proof of (7) proceeds by induction on the size of the support of (ai). If this is
one, then the statement is clear. In general, we begin by choosing z∗ ∈BZ∗ such
that ∥∥∥∑ aizi∥∥∥ =∑aiz∗(zi) .
We then consider the set
I = {i∈N : |z∗(zi)|≥3ρ} ,
which splits into I+={i∈N : z∗(zi)≥3ρ} and I−=I\I+. For a finite set F ⊂N we
shall write ms(F ) for the set {msi−1 : i∈F}. We claim that ms(I
+) and ms(I−)
belong to Fα. Indeed, by the choice of δ¯, for any (bi)i∈I+⊂R+ we have∥∥∥ ∑
i∈I+
bixi
∥∥∥ ≥ ∑
i∈I+
biz
∗(zi)−
∑
i∈I+
bi ·2δi ≥ 2ρ
∑
i∈I+
bi .
This shows that (xi)i∈I+ belongs to F . It follows that (zi)i∈I+ ∈G, and ms(I+)∈
G˜ ∩ [M ]<ω⊂Fα, as required. A similar argument, using −z∗ instead of z∗, shows
that ms(I−)∈Fα.
We next partition supp(ai) \ I into sets J1<. . .<Jℓ, where ℓ∈N and we have
(8)
3ρ <
∥∥z∗|span{zi: i∈Jk}∥∥ ≤ 6ρ for 1≤k<ℓ, and∥∥z∗|span{zi: i∈Jℓ}∥∥ ≤ 6ρ .
This is clearly possible by the definition of I and by the bimonotonicity of (Ei). Set
F = {minJk : k=1, . . . , ℓ−1}. We claim that ms(F )∈Fα\MAX(Fα), from which
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it follows that ms(F˜ )∈Fα, where F˜ =F ∪{min Jℓ}. To prove the claim first choose
for each k=1, . . . , ℓ−1 a vector uk=
∑
i∈Jk cizi∈SZ such that
∑
ciz
∗(zi)>3ρ. We
can assume without loss of generality that cmin Jk 6=0, i.e., that min suppE(uk) =
msminJk−1 . Set v˜k=
∑
i∈Jk cixi and vk=
v˜k
‖v˜k‖ for each k=1, . . . , ℓ−1, and note that
‖vk − uk‖ ≤ 2‖v˜k − uk‖ ≤ 2
∑
i∈Jk
|ci|·2δi ≤ 4
∑
i≥k
δi .
It follows that for any (bk)
ℓ−1
k=1⊂R
+ we have
∥∥∥ ℓ−1∑
k=1
bkvk
∥∥∥ ≥ ℓ−1∑
k=1
bkz
∗(uk)−
ℓ−1∑
k=1
bk ·‖vk − uk‖ ≥ 2ρ
ℓ−1∑
k=1
bk .
We deduce that (vk) ∈ F , (uk) ∈ G and ms(F ) ∈ G˜ ∩ [M ]
<ω ⊂ Fα \MAX(Fα), as
claimed.
The following sequence of inequalities now completes the proof of (7).
∥∥∥∑ aizi∥∥∥ =∑ aiz∗(zi) ≤ ∑
i∈I+
|ai|+
∑
i∈I−
|ai|+
ℓ∑
k=1
6ρ·
∥∥∥∑
i∈Jk
aizi
∥∥∥
≤ 2
∥∥∥ ∑
i∈I+
aiemsi−1
∥∥∥
T
Fα,
1
2
+ 2
∥∥∥ ∑
i∈I−
aiemsi−1
∥∥∥
T
Fα,
1
2
+6ρ·D
ℓ∑
k=1
∥∥∥∑
i∈Jk
aiemsi−1
∥∥∥
T
Fα,
1
2
≤ (4 + 12ρD)·
∥∥∑ aiemsi−1∥∥T
Fα,
1
2
≤ D
∥∥∑ aiemsi−1∥∥T
Fα,
1
2
.
It is the third line where we apply the induction hypothesis. Note that by (8) (and
since 12ρ<1), each Jk has size strictly smaller than that of the support of (ai). 
7. Further remarks
In [9] the following universality result is proved.
Theorem 25 ([9]). For every countable ordinal ξ there is a space Yξ with separable
dual such that every Banach space X with Sz(X)≤ξ embeds into Yξ.
This result of P. Dodos and V. Ferenczi is similar to our universality results, but
the methods used are completely different. Note that unlike Theorems 22 and 23,
the above result does not give information on the Szlenk index of the universal space
Yξ. The reason for this is that the use of descriptive set theory in proving results
like Theorem 25 yields existence proofs, whereas our approach is more constructive.
In this final section we describe the setting in which descriptive set theory can be
used to study universality problems for certain classes of separable Banach spaces.
We shall also explain what is missing if one tries to use this approach to prove the
main results of our paper.
Recall that every separable Banach space is a subspace of C[0, 1], the space
of continuous functions on the Cantor set. The set SB of all closed subspaces
of C[0, 1] is given the Effros-Borel structure, which is the σ-algebra generated by
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the sets {F ∈ SB : F ∩ U 6= ∅}, where U ranges over all open subsets of C[0, 1].
This allows one to study classes of Banach spaces according to their descriptive
complexity and apply results of descriptive set theory. This has been first formalized
by B. Bossard [4], and then taken up by S. Argyros and P. Dodos [2] to study
universality problems. One of the central notions introduced in [2] is the following.
Definition. A class C of separable Banach space in SB is said to be strongly bounded
if for every analytic subset A of C there exists Y ∈C that contains isomorphic copies
of every X∈A.
The main result of [9] is that the classes SR of separable, reflexive spaces and SD
of spaces with separable dual are strongly bounded. Since {X∈SD : Sz(X)≤ξ} is
analytic (even Borel, this was proved in [4]), Theorem 25 follows. However, it was
not known whether the classes Cα from Pe lczyn´ski’s question were analytic or not,
and so the main theorem from [9] could not be applied. From our results we can
now prove the following.
Theorem 26. For every countable ordinal α the class Cα is analytic in the Effros-
Borel structure of SB.
Proof. Fix a countable ordinal α. We begin by showing that the class Cωα·ω is
analytic. By Theorem 23 if X ∈ Cωα·ω , then there exists n ∈ N such that X iso-
morphically embeds into Zα,n which we denote by X →֒Zα,n. Conversely, assume
that X →֒ Zα,n. Since Zα,n has an FDD satisfying subsequential (T ∗α·n, Tα·n) es-
timates, it follows easily that X satisfies subsequential (T ∗α·n, Tα·n)-tree estimates.
By duality the same holds for X∗, and hence X∗ also embeds into Zα,n. From
Proposition 17 we now obtain
max{Sz(X), Sz(X∗)} ≤ Sz(Zα·n) ≤ ωα·n ,
and so X∈Cωα·ω .
It is well known and easy to show that for any Y ∈SB the set {X∈SB : X →֒Y }
is analytic. It follows that
Cωα·ω =
⋃
n∈N
{X∈SB : X →֒Zα,n}
is analytic, as claimed.
To prove the general case, we use a recent result of P. Dodos [8] which states
that
Sα = {X∈SB : max{Sz(X), Sz(X
∗)}≤α}
is analytic. Since Cα=Sα∩Cωα·ω , it follows immediately that Cα is also analytic. 
Remark. As mentioned in the Introduction,it was C. Rosendal who pointed out to
us that the analyticity of Cωα·ω follows from our results. Later P. Dodos informed
us that this fact together with his result implies the general case.
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