Abstract Smoothness of the Green functions for the complement of rarefied Cantortype sets is described in terms of the function ϕ(δ) = (1/ log 1 δ ) that gives the logarithmic measure of sets. Markov's constants of the corresponding sets are evaluated.
The monotonicity of the Green function with respect to the set K implies g C\K (z) ≥ g C\[0,1] (z) for z ∈ C. In this way, we get the optimal behavior (Lip 1 2 smoothness) near the origin of the function g C\K for K ⊂ [0, 1]. Various conditions for optimal smoothness of g C\K in terms of metric properties of the set K are suggested in [9, 17] and in papers of V. Andrievskii [2] [3] [4] . For example, the Green function corresponding to the classical Cantor set K 0 is Hölder continuous by [6] , but is not optimal smooth, by Theorem 5.1 in [17] . A recent result on smoothness of g C\K 0 can be found in [15] .
Here we consider Cantor-type sets K (α) with "lowest smoothness" of the corresponding Green function. Let 1 < α, 0 < l 1 < . Also, by Pleśniak [13] , in the case of the Cantor type set, the corresponding set is regular if and only if it is not polar. Thus, in the case 1 < α < 2, the Green function g C\K (α) is continuous. We show that its modulus of continuity can be estimated in terms of the function ϕ(δ) = (1/ log 1 δ ), which is used in the definition of the logarithmic measure (see, e.g., [12, Chap. V, 6] ). Here and subsequently, log denotes the natural logarithm.
Since Θ K (α) (t) = t, neither the estimation from Theorem 2.2 in [17] nor the previous general bound of Green functions given by Tsuji [18, Theorem III, 67 ] can be applied to our case. Let Π n denote the set of all polynomials of degree at most 
, which are well defined for any infinite set K. Indeed, suppose that for some increasing continuous function
. Applying Cauchy's formula for P on the circle with center at ζ ∈ K and of radius δ yields
, where F −1 stands for the inverse to F function. For example, the Hölder continuity of the Green function g C\K implies Markov's property of the set K, which means that there are constants C, r such that M n (K) ≤ Cn r for all n.
Here we give an asymptotic for M n (K (α) ) which is new compared to the previous results about Markov's constants of Cantor-type sets (see [10, Example 7] , [16] , and [7] ).
As a method we employ local interpolations of functions that were used in [1] to present extension operators for the Whitney spaces E(K (α) ) and in [11] to construct topological bases in spaces E(K) for more general Cantor-type sets.
Results
Given 1 < α < 2, let K (α) be the Cantor set defined in the introduction, ϕ(δ) = (log 1 δ ) −1 for 0 < δ < 1 and γ = log 2 α / log α.
Theorem 1 For every
0 < ε < γ there exist constants δ 0 , C 0 , depending on α and ε, such that g C\K (α) (z) ≤ C 0 ϕ γ −ε (δ) for z ∈ C with dist(z, K (α) ) = δ ≤ δ 0 .
Theorem 2 There are constants
δ 0 , ε 0 , depending only on α, such that g C\K (α) (−δ) ≥ ε 0 ϕ γ (δ) for δ ≤ δ 0 . Corollary 1 If 1 < α < 2, then for every 0 < ε < γ there exists a constant C 1 such that M n (K (α) ) ≤ exp[C 1 · n (1+ε) log α log 2 ] for n ∈ N. On the other hand, for each α > 1 we have M n (K (α) ) > exp[α −2 · n log α log 2 ] for n ∈ N.
Proof of Theorem 2
Let us first prove the more simple sharpness result.
Without loss of generality we can suppose that
Let us fix q 0 with (α/2
In view of (1) and (2), it is enough for given l q+1 < δ ≤ l q ≤ l q 0 to find a polynomial P ∈ Π n with
For fixed m ∈ N let (x k ) 2 m k=1 be the set of all endpoints of the basic intervals I j,m−1 with j = 1, 2, . . . , 2 m−1 . We arrange them in increasing order, so 
Now for given q we take m = 2q, n = 4 q − 1 and P = L 1 ∈ Π n . Then
We disregard the second product, which exceeds 1, and x k in the numerator of the first product. For its denominator we have
2−α , due to the choice of q 0 . Thus, log |P (−δ)| > 2 q−2 α q α−1 2−α . This gives the desired bound (3), since n < 4 q .
Proof of Theorem 1
Let us fix ε with 0 < ε < γ. As above, we suppose that l 1 = e −1 .
We want to find q 0 and C 0 such that if dist(z,
We set Q α := α α−1 log 2 α and choose q 0 so large that for q ≥ q 0 the following conditions hold:
log(Q α q) < qε log 2 α,
Now for fixed q ≥ q 0 we take k = [ log(Q α q)
log α ] + 1, where [x] denotes the greatest integer in x. Due to the choice of Q α , we have
as is easy to check. Arguing as in the proof of Theorem 2.2 in [17] , we see that it is enough to consider (4) only for z = −δ. Let us fix any polynomial P with |P | K (α) ≤ 1. Let m ∈ N be such that 2 m−1 ≤ deg P < 2 m . In view of (1), we can reduce (4) to
and what is more, since polynomials in the representation (1) can be of arbitrary large degree, we can suppose without loss of generality that m ≥ 2q. We interpolate P on the interval I 1,k at 2 m endpoints of I j,k+m−1 with j = 1, 2, . . . , 2 m−1 . Thus,
Let us fix any 1 ≤ j ≤ 2 m and estimate |L j (−δ)| from above. We have
On the other hand, by the structure of the set K (α) ,
β 2 2 k+m−q−1 l κ q , and the desired inequality (10) is analogous to m log 2 + log B − log β + 2 k+m−q−1 log 2 + κ log l q ≤ C 0 2 m−q α q(1+ε) .
, the sum of the last two terms is negative. We neglect this sum. Thus it is enough to show
Each of the 5 summands on the left will be estimated separately from above by R := 2 m−q α q(1+ε) . . Here we use the inequality log(1 − x) > −2x, which is valid for 0 < x < 1/2. In our case x = 2l α−1 k < 1/2, by (8) and (7). Additionally, (8) (9) . This gives (11) with
2−α and completes the proof of Theorem 1.
Markov's Factors
By the arguments given in the introduction,
Let us take δ = exp(−n log α log 2 ). Then ϕ(δ) = n − log α log 2 and n · ϕ γ (δ) = n log α log 2 . Therefore,
log 2 ] for large enough n. By increasing the constant, if necessary, we have the first bound in corollary.
Of course these arguments cannot be used for the case of polar sets K (α) with α ≥ 2. But the lower bound of M n (K (α) ) can be presented easily for any α > 1. Indeed, let us fix n ∈ N. Let 2 m ≤ n < 2 m+1 . We take the same 2 m points (x k ) 2 m k=1 as in Sect. 3 and P (z) = 
Remarks
1. The function ϕ(δ) = (1/ log 1 δ ) was used in [5] to define the logarithmic dimension of compact sets, as the Hausdorff dimension corresponding to the function ϕ. In particular, the logarithmic dimension of K (α) is log 2 log α . 2. We conjecture that the genuine modulus of continuity of g C\K (α) (z) is given by ϕ γ (dist(z, K (α) )), that is, −ε in the upper bound can be removed by another distribution of interpolating nodes, which will be closer to the distribution of the Fekete points on the set K (α) ∩ I 1,k . This will mean that exp(α −2 · n log α log 2 ) < M n (K (α) ) < exp(C · n log α log 2 ) for some constant C.
