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Abstract Fault diagnosis is a complex and fuzzy cogni-
tive process, and soft computing methods as neural networks
and fuzzy logic, have shown great potential in the devel-
opment of decision support systems. Dealing with expert
(human) knowledge consideration, Computer-Aided Diag-
nosis (CAD) dilemma is one of the most interesting, but also
one of the most difficult problems. Among difficulties con-
tributing to challenging nature of this problem, one can men-
tion the need of fine classification and decision-making. In
this paper, a brief survey on fault diagnosis systems is given
first. Then, from a fault diagnosis system analysis of the
classification and decision-making problem, a global diag-
nosis synopsis is deduced. Afterwards, a hybrid intelligent
diagnosis approach, based on soft computing implying mod-
ular neural networks for classification and fuzzy logic for
decision-making, is suggested from signal and image rep-
resentations. The suggested approach is developed in bio-
medicine for a CAD, from Auditory Brainstem Response
test, and the prototype design and experimental results are
presented. In fact, a double classification is exploited in a
primary fuzzy diagnosis, to ensure a satisfactory reliabil-
ity. Then, this reliability is reinforced using a confidence
parameter with the primary diagnosis result, exploited in a
final fuzzy diagnosis giving the appropriate diagnosis with a
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confidence index. Indeed, experimental results demonstrate
the efficiency and reliability of CAD for three classes: two
auditory pathologies Retro-cochlear Class (RC) and Endo-
cochlear Class (EC), and Normal auditory Class (NC). The
generalization rate of NC is clearly higher for primary fuzzy
diagnosis and final fuzzy diagnosis than that of the two clas-
sifications. The obtained rates for RC and EC are higher than
obtained by image classification but quite similar than those
obtained by signal classification. An important contribution
of the final fuzzy diagnosis is the fact that a confidence index
is associated with each fault diagnosis. Finally, a discussion
is given with regard to the reliability and large application
field of the suggested approach.
Keywords Decision support · Classification ·
Decision-making · Learning and adaptation ·
Neural networks · Fuzzy logic
1 Introduction
A diagnosis system is basically one which is capable of iden-
tifying the nature of a problem by examining the observed
symptoms. The output of such a system is a diagnosis (and
possibly an explanation or justification) [1]. In many appli-
cations of interest, it is desirable for the system to not
only identify the possible causes of the problem, but also
to suggest suitable remedies (systems capable of advising)
or to give a reliability rate of the identification of possi-
ble causes. Recently, several decision support systems and
intelligent systems have been developed [2,3] and the diag-
nosis approaches based on such intelligent systems have
been developed for industrial applications [1,4,5], and bio-
medicine applications [6–10]. Currently, one of the most
used approaches to feature identification, classification, and
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decision-making problems inherent to fault detection and
diagnosis, is soft computing implying mainly neural net-
works and fuzzy logic [1,3–6,9,10].
Over the past decades, new approaches based on artificial
neural networks have been developed aiming to solve real
life problems related to optimization, modeling, decision-
making, classification, data mining, and nonlinear functions
(behavior) approximation. Inspired from biological nervous
systems and brain structure, artificial neural networks could
be seen as information processing systems,which allow elab-
oration of many original techniques covering a large applica-
tion field based on their appealing properties such as learning
and generalization capabilities [11–13].
Another aspect of increasing importance, and strongly
linked to data processing and the amount of data available
concerning processes or devices (due to the high level of
sensors andmonitoring), is the extraction of knowledge from
data to discover the information structure hidden in it. Several
approaches have been developed to analyze and classify bio-
medicine signals: electroencephalography signals [7], elec-
trocardiogram signals [8], and particularly signals based on
Auditory Brainstem Response (ABR) test, which is a test
for hearing and brain (neurological) functioning, [6,14–16].
Traditionally, biomedicine signals are processed using sig-
nal processing approaches, mainly based on peak and wave
identification from pattern recognition approaches, such as
in [6–8,14–16]. The main problem is then to identify per-
tinent parameters. This task is not trivial, because the time
(or frequency) is not always the variable that points up the
studied phenomena’s features leading then to a necessity of
multiple knowledge representations (signal, image, …).
This paper deals with pattern recognition (classification)
and decision-making based on Artificial Intelligence using
soft computing implying neural networks and fuzzy logic
applied to a biomedicine problem. The aim of this paper is
absolutely not to replace specialized human but to suggest a
decision support tool with a satisfactory reliability degree for
Computer-Aided Diagnosis (CAD) systems. Thus, a global
diagnosis synopsis is deduced from a fault diagnosis system
analysis of the classification and decision-making problem,
given in Sect. 2. Afterwards, the decision-making problem
from the results of two neural classifications is stated and a
hybrid intelligent diagnosis approach is suggested in Sect. 3.
In Sects. 4 and 5, the suggested approach is developed for
a computer-aided auditory diagnosis, from signal and image
representations, in order to achieve a diagnosis tool able to
assert auditory pathologies based on ABR test which pro-
vides an effective measure of the integrity of the auditory
pathway. Then, prototype design and experimental results
are presented, and a discussion is given with regard to relia-
bility and large application field.
2 Fault diagnosis system analysis
Globally, the main goals of fault diagnosis systems for CAD
[5,10] are: to detect if a fault is in progress as soon as pos-
sible, to classify the fault in progress, to be able to suggest
suitable remedies (systems able of advising) or to give a reli-
ability rate of the identified fault through a Confidence Index
(CI).
CAD is an attractive area leading to future promising
fault diagnosis applications. However, dealing with expert
(human) knowledge consideration, the computer-aided diag-
nosis dilemma is one of most interesting, but also one of
the most difficult problems. The fault diagnosis help is often
related to the classification of several information sources
implying different representations. Fault diagnosis can be
obtained from the classification of only one kind of infor-
mation (knowledge) representation. However, experts use
several information to emit their diagnosis. Then, an inter-
esting way to built efficient fault diagnosis system can be
deduced from this concept in order to take advantage from
several information. More, experts can use several informa-
tion sources, in various forms; qualitative or quantitative data,
signals, images, to emit their diagnosis. Thus, these infor-
mation could be issued from different information sources
and/or from different representations of a same test. For
instance, in case of diagnosis of the same fault classes set,
one can consider that these information are independently,
in parallel, classified and after the decision-making of their
Fig. 1 Global diagnosis
synopsis of the same fault
classes set
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results gives then final results as shown in Fig. 1. Final results
give the fault classes set and suitable remedies or a reliability
rate of the possible identified fault class.
3 Hybrid intelligent diagnosis approach
In order to study the decision-making phase of the global
diagnosis synopsis suggested in Fig. 1, two different knowl-
edge representations are considered from only one informa-
tion source, as shown in Fig. 2. This configuration, in the case
of diagnosis of the same fault classes set, leads to two differ-
ent classifications. More, if such classifications are handled
by neural networks, which are known to be appropriate for
classification [11–13,17] the decision-making appears to be
difficult particularly in CAD. In such cases, CAD can be use-
ful and efficient only if the results are given with a reliability
parameter (e.g., a CI on each fault classes set result).
In fact, the classification stage consists of the signal clas-
sification which can be based on multilayer feedforward per-
ceptron networks (MLP) or on radial basis function networks
(RBF) networks as well as the image classification which can
be based on the same networks. These networks are chosen
from their theoretical and practical features particularly the
fact thatMLP are neural global approximators, whereasRBF
are neural local approximators [11]. Practically, even if RBF
classifiers usually converge faster thanMLP ingeneral during
training, they are almost equivalent in terms of classification
performance from a same knowledge representation of an
information source. The interest here is to exploit these clas-
sifiers from two different knowledge representations of an
information source. In this case, it is interesting, in a double
classification, to choose (between MLP and RBF) the appro-
priate classifier to exploit the first knowledge representation
and the appropriate one to exploit the second knowledge rep-
resentation.
More, this choice is motivated by the fact that such net-
works can be used in a double classification in such a way
to take advantage from their complementary classification
performances (with a confidence parameter to enhance clas-
sification rates) as well as from their competitive classifica-
tion performances (with the confidence parameter, this infor-
mation will contribute to enhance, for instance, the CI in
final decision-making in case of common classification, or
inversely in case of contradictory classification) [3]. Indeed,
in a double classification from signal and global image, it
is appropriated to classify the signal (sampled amplitude of
signal which is more local than global) using neural local
approximators (RBF), while, it is appropriated to classify the
global image (area mean grey level of global image which is
more global than local) using neural global approximators
(MLP).
By another way, the nature of neural classification results
(neural outputs) of the neural architectures are, in general,
not binary values. In fact, for instance, the typical MLP or
RBF used for classification with sigmoïdal outputs give out-
put class values between [0, 1] or outputs which are distances
fromRBFcenters, respectively. Thismakes difficult the prob-
lem of the decision-making from two neural networks.
The analysis of neural classifier outputs shows that, in case
of MLP, more the output is close to 1 and more this output
will be close to be the identified fault class. Contrarily, more
the output is close to 0 and more this output will be far to
be the identified fault class. In case of RBF, the outputs are
distances from RBF centers. In this case with a new scale
of outputs it is easily to make output class values varying
between [0, c], where c is a constant to be determined (e.g.,
see Sect. 5.1, Fig. 7a–c). Then, more the output which is a
distance is close to c and more this output will be far to be
identified as fault class. Contrarily, more the output is close
to 0 and more this output will be close to be the identified
fault class. From this purpose, one interesting way to built
Fig. 2 Decision-making from
two neural classifications
(diagnosis of the same fault
classes set)
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efficient decision-making from two neural classifiers is fuzzy
logic [18,19].
Elsewhere, such decision-making system should be useful
and efficient giving a reliability parameter, e.g., a Confidence
Index (CI) on each fault classes set result.
Then, a first way is to design a fuzzy system with seven
(07) inputs (three inputs fromfirst classifier, three inputs from
second classifier, and one confidence parameter input) lead-
ing to a fuzzy rule base built of 37 = 2,187 rules which is
unfortunately a huge rule number difficult and hard to imple-
ment.
An interesting way is then to design two fuzzy classifiers
for the decision-making:
– the first fuzzy system for the primary decision-making
from two neural classifiers with (06) inputs (three inputs
from first classifier and three inputs from second classi-
fier) leading to a fuzzy rule base built of 36 = 729 rules,
– the second fuzzy system for the final decision-making
from the first fuzzy system and a confidence parameter,
i.e., with four (04) inputs (three inputs from first fuzzy
system and one confidence parameter input) leading to a
fuzzy rule base built of 34 = 81 rules.
Thus, two fuzzy decision-making systems are necessary,
avoiding a decision system with a huge rule number and
associating a confidence parameter to the decision, in order
to decide from two neural classifiers and to give a reliabil-
ity parameter (e.g., a Confidence Index CI) for a useful and
efficient CAD.
Thus, the results of the two neural classifications, from
knowledge representation 1 and knowledge representation
2, see Fig. 2, can be then efficiently exploited in a fuzzy sys-
tem to ensure a satisfactory reliability. The fuzzy decision-
making system based on a fuzzy inference can be exploited
in order to capture the expert (human) knowledge [2,20].
Then, the decision-making system allows to decide the fault
classes diagnosis among: Class 1, Class 2, …, and Class
M, and its usefulness and efficiency are better traduced with
the associated CI on its decision. Contrary to a time or fre-
quency (signal) based representation, the image based one,
taking benefit from it’s 2-D nature, offers advantage a richer
representation allowing to take into account more complex
features (shapes, particular information, …).
4 Biomedical application: computer-aided auditory
diagnosis
The ABR test involves attaching electrodes to the head to
record electrical activity from the auditory nerve (the hearing
nerve) and other parts of the brain. This recorded electrical
activity is known as Brainstem Auditory Evoked Potentials
(BAEP).
4.1 Brainstem auditory evoked potentials (BAEP)
clinical test
When a sense organ is stimulated, it generates a string of
complex neurophysiology processes. BAEP are electrical
response caused by the brief stimulation of a sense system.
The stimulus gives rise to the start of a string of action’s
potentials that can be recorded on the nerve’s course, or from
a distance of the activated structures. BAEP are generated as
follows (see Fig. 3a): the patient hears clicking noise or tone
bursts through earphones. The use of auditory stimuli evokes
an electrical response. In fact, the stimulus triggers a number
of neurophysiology responses along the auditory pathway.
An action potential is conducted along the eight nerve, the
brainstem, and finally to the brain. A few times after the ini-
tial stimulation, the signal evokes a response in the area of
brain where sounds are interpreted.
4.2 Extraction of the two knowledge representations
(signal and image)
A technique of extraction [15] allows us, following 800
acquisitions such as described before, the visualization of
the BAEP estimation on averages of 16 acquisitions. Thus,
a surface of 50 estimations called Temporal Dynamic of the
Cerebral trunk (TDC) can be visualized. The average signal,
which corresponds to the average of the 800 acquisitions,
and the TDC surface could then be obtained. Those are then
processed into a signal representation as shown in Fig. 3b.
In this figure, an example of TDC surface for a patient is
shown. The average signal (named signal representation) is
presented in front of TDC surface which is better shown in
Fig. 3c.
Three patient classes are studied: Retro-cochlear audi-
tory disorder patients (Retro-cochlear Class: RC), Endo-
cochlear auditory disorder patients (Endo-cochlear Class:
EC), healthy patients (NormalClass:NC). Figure 4a–c shows
examples of signal representations for two patients: RC, EC,
and NC, respectively.
The signal to image conversion (named image representa-
tion), shown in Fig. 5, is obtained after a TDC surface signal
and image processing [9,21]. Figure 5 presents image repre-
sentations for the same six patients.
These figures (Figs. 4, 5) illustrate the fact that, signal
or image representations could be very similar for patients
belonging to different classes, and they could be very differ-
ent for patients belonging to a same class, demonstrating the
difficulty of their classification.
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Fig. 3 a BAEP clinical test. b










4.3 Suggested hybrid intelligent diagnosis system
The hybrid intelligent diagnosis system suggested in Fig. 6
is built of data processing stage, classification stage, primary
fuzzy decision-making stage leading to a primary diagno-
sis, and final fuzzy decision-making stage leading to the
final diagnosis. Note that this suggested diagnosis system
is deduced from the synopsis of classification and decision-
making presented in Fig. 2.
The data processing stage consists of extracting signal
and image representations from data source (signals: TDC
surface) and deducing the signal data and image data.
The classification stage consists of the signal classification
which is based on RBF networks while the image classifica-
tion is based on MLP networks. This choice is mainly based
on the two facts (discussed in Sect. 3) that:
– MLP and RBF networks can be used in a double clas-
sification in such a way to take advantage from their
complementary classification performances (with a con-
fidence parameter to enhance classification rates) as well
as from their competitive classification performances
[3],
– MLP are neural global approximators, whereas RBF are
neural local approximators [11].
The primary and final fuzzy decision-making stages con-
sist of the Primary Fuzzy System (PFS) and Final Fuzzy
System (FFS), respectively. These fuzzy decision-making
systems are used to capture the decision-making behavior
of a human expert while giving the appropriate diagnosis
[2,17], i.e., it must mimic the input/output mapping of this
human expert. Note that the two fuzzy inferences of PFS and
FFS, based on Mamdani’s fuzzy inference, are developed as
detailed in the diagnosis approach using only image repre-
sentation described in [9] with the simplification detailed in
[22]. From this simplification, the fuzzy rule base of PFS
which is built of 36 = 729 rules will make in use only 26 =
64 rules in each inference, while the fuzzy rule base of FFS
which is built of 34 = 81 rules will make in use only 24 = 16
rules in each inference.
Thus, the double classification, from signal representation
and image representation, is exploited in PFS to ensure a sat-
isfactory reliability for a computer-aided auditory diagnosis.
Input parameters, obtained from the two neural networks, of
PFS are RC_S, EC_S, NC_S, RC_I, EC_I, and NC_I. Thus,
for each input, PFS is able to decide of appropriate diagnosis
among PrimaryDiagnosis outputsPDRC ,PDEC , andPDNC .
The diagnosis reliability obtained from the PFS is rein-
forced (enhanced) using the obtained diagnosis result associ-
atedwith a confidence parameter,AuditoryThreshold (AT) of
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Fig. 4 Two examples of signal representations for patients. a RC. b EC. c NC
Fig. 5 Two examples of image representations for patients. a RC. b EC. c NC
patients, used as a confidence parameter, exploited in FFS in
order to generate the final diagnosis result. Input parameters,
issued from PFS, of FFS are AT, PDRC , PDEC , and PDNC .
Thus, for each input, FFS is able to decide of the appropri-
ate diagnosis among Final Diagnosis outputs: FDRC , FDEC ,
and FDNC with their Confidence Index (CI).
5 Prototype design and experimental results
For the validation of the suggested intelligent system, in the
case of auditory diagnosis help, the used data base is issued
from a specialized center in functional explorations in oto-
neurology CEFON (“Centre d’Explorations Fonctionnelles
Oto-Neurologiques, Paris, France.”) [15]. This knowledge
base is depicted for learning and for generalization in Table 1.
5.1 Prototype design
The neural classification results are presented in Table 2 for
signal classification and in Table 3 for image classification.
Learning database has successfully been learnt by the two
classifications. The global correct classification rate is quite
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Fig. 6 Hybrid intelligent
diagnosis system synopsis for
auditory diagnosis help. RBF
radial basis function network,
RC Retro-cochlear Class, MLP
multilayer perceptron network,
EC Endo-cochlear class, S
signal, I image, NC
normal-cochlear class, AT
auditory threshold, PD primary
diagnosis outputs, FD final
diagnosis outputs, CI confidence
index
Table 1 Signal neural classification results (RBF)





Table 2 Signal neural classification results (RBF)
Signal results (RBF) Learning Generalization




Table 3 Image neural classification results (MLP)
Image results (MLP) Learning Generalization




similar for the two classifications, 51.62% for signal one and
45.02 % for image one. However, correct classification rate
is more homogeneous in case of signal classification. Image
classification allows to obtain as far as 70.23 % of correct
classification for NC. Obtained rates for RC and EC are then
low and quite similar. With the two classifications, if EC
are incorrectly classified by neural classifications, obtained
class is NC (in majority). And, if NC are incorrectly clas-
sified by neural classifications, the obtained class is EC (in
majority).
Primary Fuzzy System (PFS) The double classifica-
tion, from signal representation and image representation is
exploited in a Primary Fuzzy System (PFS) to ensure a sat-
isfactory reliability of a Primary Diagnosis (PD). In order to
exploit the expert (human) knowledge [2], the fuzzydecision-
making system, developed in this Section, based on Mam-
dani’s fuzzy inference must be able to decide of the appro-
priate PD among RC (PDRC ), EC (PDEC ), and Normal
Class (PDNC ). The fuzzy decision-making system is sug-
gested to the diagnosis decision-making help, i.e., to select
the appropriate primary diagnosis for each patient among
PDRC , PDEC , and PDNC .
The input parameters areRC_S,EC_S,NC_S,RC_I,EC_I,
and NC_I. These inputs are obtained from neural networks,
i.e., scaled from 0 to 1.
Then, the membership functions of RC_S, EC_S, and
NC_S are defined as shown in Fig. 7a–c, where Near (N),
Medium (M), and Far (F) are the fuzzy variables. The mem-
bership functions of RC_I, EC_I, and NC_I are defined as
shown in Fig. 7d–f, where Far (F), Medium (M), and Near
(N) are the fuzzy variables.
Thus, the input vector is then the vector I = [RC_S,
EC_S, NC_S, RC_I, EC_I, NC_I]. For each input, this fuzzy
decision-making systemmust be able to select the appropriate
primary diagnosis.
The fuzzy decision-making system is used to capture the
decision-making behavior of a human expert while giv-
ing the appropriate diagnosis [17], i.e., it must mimic the
input/output mapping of this human expert. Indeed, the lat-
ter has formulated his knowledge in a linguistic form which
provides an explanation to give an appropriate primary diag-
nosis.
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Fig. 7 Membership functions of: a RC_S. b EC_S. c NC_S. d RC_I . e EC_I . f NC_I
Fig. 8 Fuzzy decision-making system: Primary Fuzzy System (PFS)
Tomimic this diagnosis, the fuzzy linguistic formulation is
used and a set of fuzzy rules are then established. Thus, these
fuzzy rules are used to incorporate this human expert knowl-
edge in the suggested fuzzy decision-making system, illus-
trated in Fig. 8, where the vectors I˜RC_S, I˜EC_S, I˜NC_S, I˜RC_I,
I˜EC_I, and I˜NC_I represent the fuzzy vectors of the input
components RC_S, EC_S, NC_S, RC_I, EC_I, and NC_I,
respectively; while O˜ represent the fuzzy vector of the out-
putOjwhich is a component of the vectorO= [PDRC ,PDEC ,
PDNC ] where PDRC , PDEC , PDNC are Primary Diagnosis
outputs RC, EC, and Normal Class, respectively.
The operation of the fuzzification calculates the degrees
for each evaluated parameter (input) belonging to the three
membership functions, e.g., for RC_S this operation calcu-
lates {µN (RC_S),µM (RC_S),µF (RC_S),} withµN (RC_S),
µM (RC_S) and µF (RC_S) the membership degrees of fuzzy
sets N, M, and F, respectively.
The fuzzy rule base is built of 36 = 729 rules deduced
from the six (06) inputs where each input has three (03) fuzzy
variables. Thus, established fuzzy rules are:
If(RC_S is N and EC_S is N and NC_S is N and RC_I
is F and EC_I is F and NC_I is F ) Then
O˜ = [µ(PDRC),µ(PDEC),µ(PDNC)] ,
If(RC_S is N and EC_S is N and NC_S is N and RC_I
is F and EC_I is F and NC_I is M ) Then
O˜ = [µ(P DRC ),µ(P DEC ),µ(P DNC )] ,
. . .
If(RC_S is F and EC_S is F and NC_S is F and RC_I
is N and EC_I is N and NC_I is M )Then
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O˜ = [µ(P DRC ),µ(P DEC ),µ(P DNC )] ,
If(RC_S is F and EC_S is F and NC_S is F and RC_I
is N and EC_I is N and NC_I is N) Then
O˜ = [µ(P DRC ),µ(P DEC ),µ(P DNC )] . (1)
In this fuzzy rule base, the fuzzy decision-making vector
O˜ is expressed by:
O˜
= [µ(RC_Sm, EC_Sm,NC_Sm, RC_Im, EC_Im,NC_Im)(P DRC ),
µ(RC_Sm,EC_Sm,NC_Sm, RC_Im, EC_Im,NC_Im)(P DEC ),
µ(RC_Sm, EC_Sm, NC_ Sm, RC_Im, EC_Im, NC_Im)(P DNC )]
(2)
where µ(RC_Sm,EC_Sm,NC_Sm,RC_Im,EC_Im,NC_Im)(O j ) repre-
sents the membership function degree of O j with m = 1 or
2, see the simplification given below.
The fuzzy inference is achieved by theMin andMax oper-
ations. The particularity of the input parameters is that, for
each given input, at least one membership function degree
(among the three membership function degrees) is always
equal to zero. Consequently, only two (02)membership func-
tion degrees are to be considered [22]. From this simplifica-
tion, for each specific decision-making situation, the values
of inputs are mapped to the discrete intervals to form the
fuzzy sets:
I˜RC_S = {µ1(RC_S), µ2(RC_S)},
I˜EC_S = {µ1(EC_S), µ2(EC_S)},
I˜NC_S = {µ1(NC_S), µ2(NC_S)},
I˜RC_I = {µ1(RC_I ), µ2(RC_I )},
I˜EC_I = {µ1(EC_I ), µ2(EC_I )},
I˜NC_I = {µ1(NC_I ), µ2(NC_I )},
(3)
where for instance µm(RC_S), with m = 1 or 2, are the mem-
bership function degrees of the inputRC_S.With this descrip-
tion, one can have 26 = 64 possible conditions corresponding
to sixty four (64) fuzzy rules. Then, the level of certainty of
each condition µ1, µ2, …, µ64 can be found using the Min
operation:
µcond(RC_S1,EC_S1,NC_S1,RC_I1,EC_I1, NC_I1)
= MIN(µ1(RC_S), µ1(EC_S), µ1(NC_S), µ1(RC_I ),
µ1(EC_I ), µ1(NC_I )) = µ1,
µcond(RC_S1,EC_S1, NC_S1,RC_I1,EC_I1, NC_I2)
= MIN(µ1(RC_S), µ1(EC_S), µ1(NC_S), µ1(RC_I ),
µ1(EC_I ), µ2(NC_I )) = µ2,
. . .
µcond(RC_S2,EC_S2, NC_S2,RC_I2,EC_I2, NC_I2)
= MIN(µ2(RC_S), µ2(EC_S), µ2(NC_S), µ2(RC_I ),
µ2(EC_I ), µ2(NC_I )) = µ64,
(4)
where cond represents the fuzzy set of conditions which is
written as follows:
cond = {µ1, µ2, . . . , µ64}. (5)
Each possible condition is associatedwith a decision-making
situation O j . Then, certainty of each situation is obtained by
Max and Min operations as follows:
µPDRC = MAX{ MIN(µ1, µ(RC_S1,EC_S1,NC_S1,
RC_I1,EC_I1,NC_I1)(PDRC )),
MIN(µ2, µ(RC_S1, EC _S1,NC_S1, RC _I1, EC _I1, NC _I2)
(PDRC )),
. . .
MIN(µ64, µ(RC_S2, EC_S2,NC_S2,RC_I2, EC_I2,NC_I2)
(PDRC))},
µPDEC = MAX{MIN(µ1, µ(RC_S1,EC_S1,NC_S1,
RC_I1,EC_I1,NC_I1)
(P DEC )),
MIN(µ2, µ(RC_S1, EC_S1,NC_S1,RC_I1, EC_I1,NC_I2)
(PDEC )),
. . .
MIN(µ64, µ(RC_S2, EC_S2,NC_S2,RC_I2, EC_I2,NC_I2)
(PDEC ))},
µPDNC = MAX{MIN(µ1, µ(RC_S1,EC_S1,NC_S1,
RC _I1,EC_I1,NC_I1)(P DNC )),
MIN(µ2, µ(RC_S1, EC_S1,NC_S1,RC_I1, EC_I1,NC_I2)
(PDNC )),
. . .
MIN(µ64, µ(RC_S2, EC_S2,NC_S2,RC_I2, EC_I2,NC_I2)
(PDNC ))}.
(6)
Collection of situations formsfinal fuzzy decision-making
situation vector O˜:
O˜ = {µPDRC(PDRC ), µPDEC(PDEC), µPDNC(PDNC)} (7)
The Max operation is used for the defuzzification process to
give the final decision-making situation O j :
O j = Max{µPDRC, µPDEC, µPDNC}. (8)
Final Fuzzy System (FFS) The diagnosis reliability obtained
from the Primary Fuzzy System (PFS) is reinforced
(enhanced) using the obtained diagnosis result with an audi-
tory threshold parameter of patients exploited in a Final
FuzzySystem (FFS) in order to generate the decision-making
of the final diagnosis result. This FFS is designed and devel-
oped on the samemethodology described before for the PFS,
where the input parameters the Auditory Threshold (AT),
PDRC ,PDEC , andPDNC and their relatedmembership func-
tions are illustrated in Fig. 9a–d, respectively. The outputs of
this FFS are then the outputs FDRC , FDEC , and FDNC giv-
ing the final diagnosis with a Confidence Index (CI) of this
final diagnosis.
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Fig. 9 Membership functions of: a auditory threshold (AT). b PDRC. c PDEC. d PDNC
Table 4 Fuzzy decision-making system PFS results
Primary fuzzy system Learning Generalization
(PFS) results (%) rate (%) rate (%)
Retro-cochlear 100 33.33 (37.03 )
Endo-cochlear 100 29.57 (42.25 )
Normal 100 63.09 (77.38 )
Table 5 Fuzzy decision-making system FFS results
Final fuzzy system Learning Generalization
(FFS) results (%) rate (%) rate (%)
Retro-cochlear 100 40.74 (51.85)
Endo-cochlear 100 49.29 (59.15)
Normal 100 84.52 (89.28)
5.2 Auditory diagnosis results
Tables 4 and 5 present the results obtained by fuzzy decision-
making systems PFS and FFS, respectively. Rates written
between brackets (x %) represent the generalization rates
calculated taking into account the patients classified simul-
taneously in two classes. In majority of cases, these simul-
taneous classifications are obtained for EC and NC. For all
the classes, the generalization rate of FFS is higher than this
of PFS, showing the pertinent rule of the auditory threshold.
The generalization rate of normal class is clearly higher for
fuzzy decision-making system FFS than for the two classifi-
cations, achieving a value of 84.52%(89.28%).Theobtained
rates for RC and EC are higher than these obtained by the
image classification but quite similar than those obtained by
the signal classification.
An important contribution of FFS is that it gives each fault
diagnosis associated with a CI. This is illustrated through the
following result example with a high CI:
The fuzzy output = {µFDRC, µFDEC, µFDNC, µCI}
= {0.05, 0.94, 0.05, 0.96} .
Then, defuzzified output = Max{µFDRC, µFDEC, µFDNC},
= Max {0.05, 0.94, 0.05},
= µFDEC = 0.94.
Then, the final result is, in this example, µFDEC and µCI
equal to 0.94 and 0.96, respectively. This result means that
the identified fault (pathology) diagnosis (0.94) is EC with a
high CI (0.96).
6 Discussion and conclusion
In this paper, a hybrid intelligent diagnosis approach for
computer-aided auditory diagnosis, based on neural classifi-
cations and fuzzy decision-making systems is suggested. In
fact, the double classification is exploited in PFS, for a pri-
mary diagnosis, to ensure a satisfactory reliability. Second,
this reliability is reinforced using a confidence parameter
AT with the primary diagnosis result, exploited in FFS, in
order to generate the final diagnosis giving the appropriate
diagnosis with a CI. In effect, a first reliability degree of the
suggested computer-aided diagnosis is obtained from the Pri-
mary Fuzzy System (PFS) exploiting the redundancy of the
two neural classifiers. Then, this reliability degree is rein-
forced (enhanced) exploiting the obtained diagnosis result
associated with a confidence parameter, Auditory Threshold
(AT) of patients in the application at hand, in the Final Fuzzy
System (FFS) in order to generate the final diagnosis result
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(the appropriate diagnosis with a confidence index CI). Note
that such a confidence index is very desirable in decision
support systems (decision help systems), and particularly in
biomedicine (e.g., biomedical application at hand, see the
example given at the end of Sect. 5).
In fact, the aim is then to achieve an efficient and reliable
CAD system for three classes: two auditory pathologies RC
and EC and normal auditory NC. A signal and an image,
issued from ABR test, are used as the two initial data repre-
sentations. Implementation and experimental results are pre-
sented and discussed. The generalization rate ofNC is clearly
higher for PFS and FFS than for the two classifications. The
obtained rates for RC and EC are higher than obtained by
image classification but quite similar than those obtained by
signal classification. An important contribution of the final
fuzzy system FFS is that it gives each fault diagnosis associ-
ated with a CI.
The original contribution of this paper relies on the fol-
lowing points:
– the fact to process the same information source (signal)
in two different ways through two different knowledge
representations (signal and image). Amanner to give two
results from two different points of view (a kind of multi-
expert results, such redundancy is desirable, particularly
in biomedicine). This idea emerged from the fact that
some biomedical experts are able to make a diagnosis
from the observation of a signal or image biomedical
results. More, usually in such biomedical applications,
the knowledge representation signal is only used. In fact,
the image representation offers benefit of a richer infor-
mation representation than the signal one. Then, such
combination (signal and image) approach will also take
advantage from featureswhich are unreachable fromone-
dimensional signal. In effect, the interest from the image
knowledge representation (of the signal) is that some per-
tinent features appear in such representation which are
new, and interesting to exploit, with regard to the fea-
tures which appear in the signal knowledge representa-
tion. Some of these signal and image pertinent features
could be competitive, but also complementary. Then,
both of them should be exploited to reinforce or in con-
trary decrease a certain diagnosis which will be traduced
also in different degrees of the confidence index (CI)
which will be given with the associated final diagnosis
result.
– the hybrid intelligent nature of the suggested diagno-
sis approach using an appropriate neural classification
for each knowledge representation (radial basis func-
tions RBF for signal and multilayer perceptron MLP for
image), and the fuzzy system for the decision-making
process from the primary diagnosis results of the two
neural networks (MLP and RBF) in order to give the
final diagnosis result associated with a confidence index
(CI).
The choice of modular neural networks have been moti-
vated from the theoretical and practical features such as their
learning and generalization capabilities as classifiers, and
particularly the fact that MLP are neural global approxima-
tors (sampled amplitude of signal which is more local than
global), whereas RBF are neural local approximators (area
mean grey level of global image which is more global than
local). More, this choice is motivated by the fact that such
networks can be used in a double classification in such a
way to take advantage from their complementary classifica-
tion performances (with a confidence parameter to enhance
classification rates) as well as from their competitive clas-
sification performances (with the confidence parameter, this
information will contribute to enhance, for instance, the CI
in final decision-making in case of common classification,
or inversely in case of contradictory classification). Due to
the nature of the outputs of such neural networks (detailed
in Sect. 3), one interesting way to built efficient decision-
making from twoneural networks is the choice of fuzzy logic.
Another important point motivating this choices (modu-
lar neural networks and fuzzy logic) is related to the num-
ber of fault classes used in each neural network outputs.
In this paper, this number is related to the application at
hand e.g., about three fault classes (Retro-cochlear Class RC,
Endo-cochlear Class EC, andNormal auditory Class NC). Of
course, for other applications of the suggested hybrid intelli-
gent diagnosis this number could be more than three, in such
case, the use ofmodular neural networks is judicious because
one can always have more networks with always the number
of their outputs whichwill be equal or less than three outputs,
avoiding any combinatory explosion of the resulting number
of fuzzy rules for the decision-making.
Thus, the suggested approach could be generalized to
many output classes exploiting the concept ofmodular neural
networks [3]. Such concept allows to avoid to dealwith a huge
number of fuzzy rules in case of a great number of output
classes.
Of course, a number of current system’s aspects could be
investigated in order to enhance the final results. For this
purpose, a fine tuning of fuzzy rules is necessary as well as a
moredetailedpresentationof the results (the results presented
are those only with a high CI).
An interesting alternative for future works, is also to
investigate from rational analysis of fault diagnosis cogni-
tive process other concepts besides fuzziness, such as causal-
ity,…
Finally, this approach could be applied to other diagnosis
problem in biomedicine, where signal and image represen-
tation could be extracted from clinical tests. It is pertinent to
notice that a large number of signal issued representations
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Fig. 10 Example of industrial diagnosis system and signal and image knowledge representations: a Revolving machine. b Signal knowledge
representation and a wavelet transform representation. c Image knowledge representations (deduced from wavelet transform representation)
could be converted in image representations. Elsewhere, it
could be used for industrial domain, e.g., mechatronic sys-
tem as illustrated in Fig. 10, where a revolving machine is
presented in Fig. 10a and two information (knowledge) rep-
resentations are shown: a signal knowledge representation
and a wavelet transform knowledge representation (time-
frequency) [16] in Fig. 10b and image knowledge representa-
tions (deduced from wavelet transformation) in Fig. 10c. For
industrial diagnosis problems, the suggested hybrid intelli-
gent diagnosis approach can be used. In fact, the same classi-
fication and decision-making processing architecture of the
approach can be used with corresponding specific pertinent
parameters and mainly modifications will be in PFS and FFS
rule bases from specific experimental data.
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