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Abstract We define and study an open stochastic SIR (Susceptible – Infected –
Removed) model on a graph in order to describe the spread of an epidemic on a
cattle trade network with epidemiological and demographic dynamics occurring over
the same time scale. Population transition intensities are assumed to be density-
dependent with a constant component, the amplitude of which determines the overall
scale of the population process. Standard branching approximation results for the
epidemic process are first given, along with a numerical computation method for the
probability of a major epidemic outbreak. This procedure is illustrated using real
data on trade-related cattle movements from a densely populated livestock farming
region in western France (Finistère) and epidemiological parameters corresponding
to an infectious epizootic disease. Then we exhibit an exponential lower bound for
the extinction time and the total size of the epidemic in the stable endemic case as
a scaling parameter goes to infinity using results inspired by the Freidlin-Wentzell
theory of large deviations from a dynamical system.
Keywords multitype SIR model · epidemic and demography over the same
time scale · continuous-time multitype branching processes · Markovian process ·
major outbreak probability · basic reproduction number · real network · epidemic
extinction time · epidemic total size · endemicity
1 Introduction
Animal movements are a major vector of epidemic propagation between cattle
holdings at large spatial scales. The large amount of data collected by European
authorities over the last two decades [50,19] makes it possible to track the position
over time of every single piece of cattle within national territories, allowing to de-
sign and calibrate models for pathogen spread [23,40]. For some diseases, modelling
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2 Pierre Montagnon
the propagation of an epidemic on a cattle trade network requires taking into ac-
count demographic and epidemiological dynamics occurring at the same time scale.
Mathematically, this involves coupling epidemiological multitype stochastic processes
(Chapter 6 of [1], [5,14]) with demographic models [38,37,2] with births, movements
between nodes and deaths (that we should refer to as open demographic models).
In the SIR (Susceptible – Infected – Removed) case, it has been shown [37,2,47,46]
that such models differ from their demography-free counterparts in that they allow
for endemicity, that is, for the persistence of an epidemic over a given threshold for
a long period of time. The probability of a major epidemic outbreak (Chapter 4 of
[1], [14,36]) to occur, the extinction time and the total size of an epidemic (that is,
the total number of individuals infected during the course of the epidemic) in the
case of a major outbreak are therefore essential quantities of interest in the study of
the epidemic process, especially from a control perspective.
There is a great amount of literature about dynamical epidemics on a contact
network. While many authors consider individuals as nodes (e.g. [7,18]), some think
of nodes — or types — as subpopulations [5,6,36], which results in coupling epi-
demiological and metapopulation models. In the latter case, intra-nodal population
dynamics related to births or deaths are seldom taken into account, thus yielding
fixed-size models in which individuals may [36,5] or may not [6] move across nodes.
According to cases, infectives may or may not make infectious contacts with indi-
viduals from other nodes.
Some authors consider open demographic dynamics coupled with epidemiological
processes but mostly deal with single-type models [37,2,38] — that is, with one
single, uniformly mixing population. Moreover, although most of such models either
rely on a population process with density-proportional [38,15] or constant [37,2,47,
46] entry rates, the specific modelling of livestock demographic dynamics requires to
account of both Malthusian population growth and immigration into the area under
study, so we want to introduce both a population-proportional birth component and
a constant immigration component for entry rates. The specification we choose is
reminiscent of a few previous papers. [10] performed a numerical analysis of a single-
type model (n = 1) only differing from ours by the possibility of vertical health
status transmission. Close deterministic counterparts for our stochastic model can
be found in [32,30,44,35,43].
In the present paper, we model cattle holdings as the nodes of a directed
graph, the edges of which are formed by trade paths between nodes. We consider
an open, multitype population process on this graph with state-dependent, affine
birth rates. Such a process, that is reminiscent of stochastic metapopulation models
[48], is a multitype continuous-time branching process [34,3,4] with immigration,
which leads to strong stability properties under a mild subcriticality assumption.
Our second modelling step is to define an individual-based SIR multitype process [5,
6,36] within the network nodes. Each node will be endowed with its proper epidemic-
related parameters and may receive or send susceptible, infective or removed individ-
uals. We consider only one local level of mixing: infectives may only make infectious
contacts with individuals from the same node. Movements between nodes are there-
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fore the only reason for the spread of the epidemic across nodes (this setting being
referred to as a dynamical epidemic model in [36]).
Our next step (Section 3.1) is to generalize closed-population branching approx-
imation results [1,14,36] to our setting as a population scaling parameter goes to
infinity. We define the basic reproduction number R0 for the epidemic process and
compute the associated major outbreak probability, using and refining in our Marko-
vian framework a procedure put forward by [36]. This allows for a numerical appli-
cation using data on the Finistère cattle trade network from the French National
Identification Database (BDNI) in Section 3.2.
Finally, we will discuss the behavior of the epidemic process in the case of a major
outbreak (Section 4). We will exhibit a lower bound for the maximal number of
infectives during the course of the epidemic and use it to derive an exponential lower
bound for the extinction time and the total size of the epidemic in the case where the
associated dynamical system admits an endemic equilibrium using an adaptation of
the Freidlin-Wentzell theory for large deviations to Poisson perturbations. The latter
bound is the main result of this paper, and we have good hints to believe that it gives
the right magnitude order for the epidemic extinction time and total size. It differs
fundamentally from those derived for fixed-size SIR models (where the total size of
the epidemic has to be lower than the population total size and its extinction time
is proportional to a logarithm of the scaling parameter, see Chapter 4 of [1]) and
illustrates the role of population renewal in the persistence of an endemic disease.
Let n > 1. In the rest of the paper, we shall write · for the usual scalar product,
‖ · ‖i for l1-norms if i = 1, Euclidean norms if i = 2 and uniform norms if i = ∞,
Bi(x, δ) for the open ball with center x and radius δ for ‖ · ‖i and diag(λ1, . . . , λn)
for the diagonal matrix ofMn(R) with diagonal coefficients λ1, . . . , λn. Finally, the
i-th coordinate of vector x will be denoted as xi. All processes will be assumed to
be defined on a unique measurable space (Ω,A).
2 Model setting
Modelling choices will be guided by empirical observations from the BDNI. This
database traces back the path of every piece of cattle within the French territory
[19,41] between 2005 and 2016. We extracted information corresponding to a densely
populated livestock farming region in western France (Finistère), for 2015. The 2015
Finistère exchange subnetwork we consider in this paper (see Figure 1) contains
4,183 vertices and 10,036 edges. It consists of 4,163 farms (with internal population
dynamics) and commercial operators, 3 markets and 17 assembly centers (without
internal population dynamics) exchanging a total of 118,311 animals, receiving 55,325
from the outside and sending 241,747 to nodes outside of Finistère or slaughterhouses
(these movements being considered as deaths). The average total population on the
network over the year is 424,385. These numbers are quite large, which motivates
the introduction of some scaling parameter.
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Fig. 1: Geographical location of exchanging holdings of Finistère (a Western
region of France densely populated with cattle) in 2015, aggregated at the
commune level. The size of a node represents its mean population over the year.
Colours on the nodes represent the share of buying (orange for operators and red
for farms) and selling (green for operators and blue for farms). The edges
represent the existence of a movement between two holdings in the dataset, with
their width indicative of the observed trading volume along this edge. The picture
is courtesy of Gaël Beaunée.
2.1 The population model
We first define a Zn+-valued population process (XNt )t>0 modelling the population
dynamics (n being the number of nodes in the graph and N a scaling parameter) and
state a condition (Assumption 1) ensuring its convergence in distribution, as t→∞,
to an invariant probability measure at a geometric speed (Proposition 1). We then
investigate the time for the scaled population process to deviate by any given fixed
distance from the corresponding deterministic model, described by the solution of a
linear ODE (Propositions 2 and 3).
We model the population dynamics using a Zn+-valued multitype continuous-time
branching process (BP) with immigration. At any population state x = (x1, . . . , xn) ∈
Zn+, the inflow rate in node i is NBi + bixi and the death rate in node i is dixi with
bi, Bi, di ∈ R+. The bixi might be considered as Malthusian birth rates and the NBi
as constant immigration rates.
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Data suggest that the temporal rate of transfers between agents also is size-
dependent. Now their amplitude is bounded because of transportation constraints
and does not vary much empirically, so we set it to be unitary and define the transfer
rate from node i to node j at population state x as θi,jxi with θi,j > 0.
Let x(0) ∈ Rn+. For any N > 0, define (XN (t))t>0 as a Zn+-valued jump process
with initial value XN (0) = bNx(0)c and the following transition rates under P:
Transition Rate at state x
x→ x+ ei NBi + bixi
x→ x− ei dixi
x→ x− ei + ej θi,jxi
(1)
where (e1, . . . , en) is the canonical basis of Rn. All XN are assumed to be built using
a single set of independent, homogeneous Poisson processes with rate 1 and random
time changes (see page 326 of [20] and the proof of Theorem 1 below). If x ∈ Zn+ and
if µ is a probability distribution on Zn+, we will use the classical notations Px and Pµ
to denote probabilities on (Ω,A) under which, for any N > 0, XN (0) has respective
distributions δx and µ. Associated expectations will be denoted by Ex and Eµ.
It can easily be shown that XN is non-explosive, that is, XN (t) is finite for all
t ∈ R+ with probability 1 for any initial value x(0) ∈ Zn+.
From now on, we will assume that the directed graph with vertex set {1, . . . , n}
and edge set {(i, j) | θi,j > 0} is fully connected, so that for any i, j, any individual
born in node i can get to node j with positive probability during its lifetime.
In our framework, immigration in node i occurs at rate NBi, and individuals in
node i give birth at rate bi, die at rate di and move to node j at rate θi,j , inde-
pendently from other individuals in the network. The lineage of a single individual
is a branching process with transition rates given by (1) with the Bi replaced by
0. Once they enter the system, individuals give birth to independent lineages that
do not interact, so the number of such lineages and therefore the typical size of the
population process is proportional to the mean vector of immigrants per unit of time
(that is, B = (B1, . . . , Bn)).
We wish to model populations that are stable over time, so it is clear that this
branching process must not tend to infinity with positive probability, that is, we do
not want it to be supercritical (see however [13] for the study of an epidemic process
within a growing population modelled using a supercritical branching process). We
impose a slightly stronger condition — subcriticality — to make sure that the first
moment of the population process does not go to infinity. From now on, we will
assume the following condition to hold.
Assumption 1 (Subcriticality of the immigration-free population BP) The
eigenvalues of
A =

b1 − d1 −
∑
j 6=1 θ1,j θ2,1 · · · θn,1
θ1,2 b2 − d2 −
∑
j 6=2 θ2,j
. . .
...
...
. . . . . . θn,n−1
θ1,n · · · θn−1,1 bn − dn −
∑
j 6=n θn,j

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have negative real parts.
We may then state our first convergence result for the population process. Al-
though it is a continuous-time version of standard results for discrete-time multitype
branching processes with immigration, we could not find the exact same statement
in the existing literature. We present its proof in the Appendix.
Proposition 1 Let N > 0. XN is positive recurrent and (‖ · ‖1 + 1)−exponentially
ergodic, that is, the invariant probability pi of XN has a finite first-order moment
and there exist β ∈ (0, 1) and λ ∈ (0,+∞) independent from the choice of x(0) such
that:
∀t > 0, sup
|g|6‖·‖1+1
∣∣∣∣Ex(0)(g(XN (t)))− ∫ gdpi∣∣∣∣ 6 λ(‖x(0)‖1 + 1)βt,
where the supremum is taken over all measurable functions g : Zn+ → C such that
|g(x)| 6 ‖x‖1 + 1 for all x ∈ Zn+. Moreover,
lim
t→+∞
Ex(0)(XN (t)) =
∫
xdpi(x) = −NA−1B.
Just as expected, the limiting average population size −NA−1B is proportional
to the scaling factor N .
We are interested in the behavior of our process as N tends to infinity. The
mean equilibrium value z∗ = −A−1B of XN/N does not depend on N , and as N
grows we expect the scaled superimposition of independent lineages to get smoother
(see Figure 2, where the parameter values are chosen arbitrarily to make the figure
easy to read and assimilate). Standard results on scaling limits of density dependent
population processes can be found in [20], Chapter 11, and show that we may indeed
approximate XN/N using Brownian deviations from a deterministic process on finite
time intervals as N tends to infinity. The following law of large numbers is a direct
consequence of Theorem 2.1 from Chapter 11 of [20].
Proposition 2 Define z as the solution of the Cauchy problem z′ = Az + B with
z(0) = x(0), that is,
z : R −→ Rn
t 7−→ etA(A−1B + x(0))−A−1B .
For any T > 0,
P
(
lim
N→+∞
sup
t∈[0,T ]
∥∥∥∥XN (t)N − z(t)
∥∥∥∥
∞
= 0
)
= 1.
The deterministic process z = (z(t))t>0 quickly converges to its equilibrium value
z∗ := −A−1B. When coupling further dynamics with the population process, it is
therefore common to consider that the latter starts from some point close to z∗. The
following result provides bounds for population fluctuations over very large time
intervals for such initial conditions, which will prove useful to describe the early
phase of the epidemic in the next section. Its proof is based on a Freidlin-Wentzell-
type results on large deviations from a deterministic approximation given in [39] (see
also [29,12]) and can be found in the Appendix.
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Fig. 2: Simulated values of XNt /N (t ∈ [0, 100]) for N = 10 and N = 100 and
limiting deterministic process with arbitrary parameter values n = 3,
x˜0 = (5, 2, 20), B˜ = (1, .5, .5), d = (.1, .2, .1), b = (.1, .05, .02), θ1,2 = θ1,3 = .2,
θ2,1 = .1, θ2,3 = .5, θ3,1 = .1 and θ3,2 = 0. The time unit is arbitrary.
Proposition 3 Let ε ∈ (0, ‖z∗‖∞) and denote by τNε the exit time of the ball
B∞(z∗, ε) by XN/N . There exists α0 > 0 such that for any α > 0:
∀x ∈ B∞(z∗, ε), lim
N→+∞
PbNxc
(
e(α0−α)N < τNε < e
(α0+α)N
)
= 1.
The constant α0 above is the exit cost from B2(z∗, ε) starting from z∗ for the
dynamical system y′ = Ay + B and the Poisson perturbation considered, that is,
the minimal value of the quasipotential for this system and the perturbation with
respect to z∗ on the boundary of this ball (see Chapter V of [21], see [39], and see
the proof of Proposition 3 for an expression of the quasipotential).
2.2 The epidemic model
We now define a stochastic SIR model for the spread of an epidemic within
and between nodes, then generalize a standard finite-time convergence result to a
branching process as N goes to infinity.
For any i and t, the population XNi (t) of the i-th node at time t is divided
into three subpopulations: SNi (t) susceptibles, INi (t) infectives and RNi (t) removed
individuals. Movements between nodes, births and deaths — that is, population dy-
namics — are assumed to be independent from health status. All individuals entering
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the system, either by birth or immigration, are assigned the susceptible status — so
we exclude vertical disease transmission or immigration of infective individuals, al-
though this assumption can be relaxed without technical complications. When alive
and in node i, each infected individual makes infectious contacts, with individuals
chosen independently and uniformly from node i, at rate βi. Such contacts may only
occur within a given node, so an infective from node i cannot make an infectious
contact with an individual from node j if i 6= j. Contacted individuals that are
still susceptible get infected; otherwise their status does not change. Independently,
infectious individuals alive in node i recover at rate γi and are then removed. All
transitions are again assumed to be realized using a single set of independent Poisson
processes that is the same for all values of N and random time changes (see again
[20], Chapter 11, and also [14] for an explicit construction).
Let us write the canonical basis of R3n as (es1, . . . , esn, ei1, . . . , ein, er1, . . . , ern). We
consider for each N > 0 a (Zn+)3-valued pure jump process (SN (t), IN (t), RN (t))t>0
defined on (Ω,A) and described by the following transition rates under P:
Transition Rate at state x
(s, i, r)→ (s, i, r) + esj NBj + bj(sj + ij + rj)
(s, i, r)→ (s, i, r)− esj djsj
(s, i, r)→ (s, i, r)− eij djij
(s, i, r)→ (s, i, r)− erj djrj
(s, i, r)→ (s, i, r) + esk − esj θj,ksj
(s, i, r)→ (s, i, r) + eik − eij θj,kij
(s, i, r)→ (s, i, r) + erk − erj θj,krj
(s, i, r)→ (s, i, r) + eij − esj βj ijsjij+sj+rj
(s, i, r)→ (s, i, r) + erj − eij γjij
(2)
and such that SN (t) + IN (t) +RN (t) = XN (t) for all t > 0.
Given the application we consider, we are interested in describing the behavior
of an epidemic started by a small number of individuals, so we do not assume IN (0)
to be proportional to N . We will instead consider that P-almost surely
IN (0) = I(0), SN (0) = XN (0)− I(0) = bNx(0)c − I(0) and RN (0) = 0
with a fixed I(0) ∈ Zn+ \ {0}n.
It is not difficult to see that IN almost surely reaches 0 within finite time since
XN = SN+IN+RN is positive recurrent and all states of Z3n+ lead to Zn+×{0}n×Zn+
with positive probability. However, we may picture situations in which the epidemic
dies within its first stages and others where it spreads widely (possibly within one
single node at first, then across a large portion of the graph) before going extinct,
which we will refer to as epidemic major outbreaks. Our concern is to evaluate the
probability for major outbreaks to happen and to quantify the extinction time and
the total size1 of the epidemic in such cases.
Theorem 1 below is a generalization of Theorem 2.1 of [14] and Theorem 3.3 of
[38] to our multitype open setting with density-dependent population inflow. It relies
1 It is sufficient for our purpose to define the total size of IN as the total number of upward
jumps of ‖IN‖1.
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on the idea that if N is large, the early stages of the epidemic look like a branching
process because the probability for the first infectives of drawing non-susceptible
individuals to make contact with vanishes (see [9] p.141 or [26,8]). The "birth" of an
individual in this branching process corresponds to the infection of a susceptible by
an infective, while the "death" of an individual means either the actual death or the
recovery of the corresponding infective for the epidemic process.
Theorem 1 (Finite-time convergence to a branching process) Assuming that
(Ω,A) is large enough, there exist a (SN (t), IN (t), RN (t))t>0 infection jump process
on Z3n+ with rates given by (2) and a Zn+-valued continuous-time multitype branching
process (I ′(t))t>0 on (Ω,A,P) with I ′(0) = I(0) describing a population of individ-
uals moving from node i to node j at rate θi,j and, while in node i, giving birth at
rate βi and dying at rate di + γi, such that for any time T > 0, P-almost surely:
∃N0 ∈ Z∗+ : ∀N > N0, ∀u ∈ [0, T ], IN (u) = I ′(u).
In particular, if τN (resp. ZN ) denotes the extinction time (resp. total size) of the
epidemic and τ ′ (resp. Z ′) that of the branching process, then
τN −→
N→+∞
τ ′ and ZN −→
N→+∞
Z ′ (3)
P-almost surely.
Note that the N → +∞ approximation consists in considering that suscepti-
bles are infinitely numerous, which explains why the birth parameters bi and Bi do
not enter the definition of the limiting branching process.
The difference between our setting and that of [14] is twofold: on the one hand,
we consider varying infection and recovery rates βi and γi, and on the other hand we
take demographics into account by allowing for immigration, births and deaths. Yet
the proof of Theorem 2.1 in [14] adapts well to varying infection and recovery rates,
and our Proposition 2 suggests that the influence of demographics on the transition
rates is negligible on finite time intervals as N goes to infinity. The latter observation
guides the following proof of Theorem 1.
Proof of Theorem 1 — For all i and all j 6= i, let QBi , Qbi , Qd,1i , Qd,2i , Qd,3i ,
Qβi , Q
γ
i , Q1i,j , Q2i,j and Q3i,j be independent unit-rate Poisson processes on (Ω,A,P),
and let (Ak)k>0 be a sequence of variables on (Ω,A,P) uniformly distributed on
[0, 1], independent from each other and from the processes introduced earlier. We
define the multitype branching process I ′ as the solution of the integral equation
I ′i(t) = Ii(0) +Q
β
i
(∫ t
0
βI ′i(u)du
)
−Qd,2i
(∫ t
0
diI
′
i(u)du
)
−Qγi
(∫ t
0
γiI
′
i(u)du
)
+
∑
j 6=i
(
Q2j,i
(∫ t
0
θj,iI
′
j(u)du
)
−Q2i,j
(∫ t
0
θi,jI
′
i(u)du
))
10 Pierre Montagnon
for all i and all t. For any N , we finally define (SNi , INi , RNi ) as the solution of
SNi (t) = bNxi(0)c − Ii(0) +QBi (tNBi) +Qbi
(∫ t
0
biX
N
i (u)du
)
−Qd,1i
(∫ t
0
diS
N
i (u)du
)
−Qβi
∫ t
0
βINi (u)1SN
i
(u)−
XN
i
(u)
>A
Qi
(∫ u
0
βI′
i
(s)ds
)du

+
∑
j 6=i
(
Q1j,i
(∫ t
0
θj,iX
N
j (u)du
)
−Q1i,j
(∫ t
0
θi,jX
N
i (u)du
))
,
INi (t) = Ii(0) +Q
β
i
∫ t
0
βINi (u)1SN
i
(u)−
XN
i
(u)
>A
Qi
(∫ u
0
βI′
i
(s)ds
)du

−Qd,2i
(∫ t
0
diI
N
i (u)du
)
−Qγi
(∫ t
0
γiI
N
i (u)du
)
+
∑
j 6=i
(
Q2j,i
(∫ t
0
θj,iI
N
j (u)du
)
−Q2i,j
(∫ t
0
θi,jI
N
i (u)du
))
,
and
RNi (t) = Q
γ
i
(∫ t
0
γiI
N
i (u)du
)
−Qd,3i
(∫ t
0
diR
N
i (u)du
)
+
∑
j 6=i
(
Q3j,i
(∫ t
0
θj,iR
N
j (u)du
)
−Q3i,j
(∫ t
0
θi,jR
N
i (u)du
))
for all i and all t, where XN := SN + IN + RN is a Zn+-valued jump process with
transition rates given by (1).
It is not difficult to see that I ′ is a Zn+-valued branching process with the ex-
pected transition rates and that the (SN , IN , RN ) are Poisson processes on Z3n+ with
transition rates given by (2). Processes IN and I ′ coincide up to the smallest u > 0
such that
SNi (u)−
XNi (u)
< A
Qi
(∫ u
0
βI′
i
(s)ds
)
for some i. Now if I+i (u) denotes the total number of births in node i for the branching
process I ′ up to time u, is it straightforward that for any fixed u,
SNi (u)−
XNi (u)
> X
N
i (u)− Ii(0)− I+i (u)
XNi (u)
−→
N→+∞
1,
so for any fixed T > 0, almost surely one has:
∃N0 > 0 : ∀N > N0, ∀u ∈ [0, T ], S
N
i (u)−
XNi (u)
> A
Qi
(∫ u
0
βI′
i
(s)ds
)
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since
∫ u
0 βI
′
i(s)ds 6
∫ T
0 βI
′
i(s)ds is almost surely finite and does not depend on N ,
which yields the first part of the Theorem.
To see that (3) holds, write that with probability 1,
∀T > 0, ∃N0 ∈ N∗ : ∀N > N0, ∀u ∈ [0, T ], IN (u) = I ′(u)
so
∃N0 ∈ N∗ : ∀N > N0, ∀u ∈ [0, τ ′], IN (u) = I ′(u) (so τN = τ ′ and ZN = Z ′)
almost surely on the part of the sample space where τ ′ < +∞ and Z ′ < +∞ (note
that N0 is random since it intrinsically depends on the value of τ ′). On the other
part of the sample space, τ ′ = +∞ so Z ′ = +∞ (recall that Assumption 1 entails
that deaths occur at a positive rate as long as the total population is not zero, so
infinitely many new births for the branching process I ′ have to occur if we want τ ′
to be infinite) and almost surely,
∀T > 0, ∃N0 ∈ N∗ : ∀N > N0, IN (T ) = I ′(T ) > 0 (so τN > T ) and ZNT = Z ′T
where ZNT and Z ′T are the number of upward jumps of ‖I‖1 and ‖I ′‖1 before time
T . This entails
lim
N→+∞
τN = +∞ and lim
N→+∞
ZN = Z ′ = +∞
almost surely on this part of the sample space since both ZNT and Z ′T are increasing
in T . 
Following traditional terminology (see Chapter 4 of [1]), we will say that the
epidemic undergoes a minor outbreak when the branching process I ′ goes extinct and
a major outbreak if it does not. As Theorem 1 indicates, the epidemic’s extinction
time and total size are of the same order of those of the branching process in the
minor outbreak case and tend to infinity with N in the major outbreak case. The
next section is devoted to computing the probability that a major outbreak occurs.
3 The basic reproduction number and major outbreak probability
A classical quantity of interest when trying to evaluate the major outbreak prob-
ability in a SIR model is the basic reproduction number R0 that roughly represents
the mean number of susceptibles an average infective can contaminate in the early
stages of the epidemic within an otherwise initially fully susceptible population. In
the one-dimensional case, standard branching process theory shows that major out-
breaks may occur with positive probability if and only if R0 > 1 (Chapter III of [4],
Chapter 4 of [1]), which is also the condition for the epidemic not to go extinct in
the corresponding deterministic model [27,1,11]. In the multitype case, the relevant
definition for R0 is the dominant eigenvalue of the mean offspring matrix for the
branching process (see Chapter V of [4] or [3]). Note that all sources cited here deal
with branching processes with splitting at death, but it is easy to see that their
results transpose to our setting. In this section, we derive a computation method for
R0 and the major outbreak probability, then apply it to a real network using our
BDNI data subsample.
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3.1 R0 and major outbreak probability computation
We start with the following Proposition on the expected offspring and (sub)criticality
condition for I ′.
Proposition 4 For any i, j ∈ {1, . . . , n}, let Wi,j denote the number of offspring in
node j of an individual born in node i for the branching process described by I ′. Also
set Σi = γi+di+
∑
j 6=i θi,j for any i ∈ {1, . . . , n}. Let Θ be the n×n matrix defined
by Θi,j = θi,j if i 6= j and θi,i = 0. Then the matrix C = (E(Wi,j))16i,j6n is given
by
C = (diag(Σ1, . . . , Σn)−Θ)−1diag(β1, . . . , βn). (4)
Let R0 denote the largest real eigenvalue of C. If R0 6 1, then the major outbreak
probability is 0. If R0 > 1, then this probability is strictly positive and equals 1 −∏n
k=1 q
I(0)k
k , where q = (q1, . . . , qn) is the only fixed point in [0, 1)n of
G : [0, 1]n −→ [0, 1]n
s = (s1, . . . , sn) 7−→
(
E
[∏n
j=1 s
W1,j
j
]
, . . . ,E
[∏n
j=1 s
Wn,j
j
])
.
Moreover, the iterated sequence (Gk(s))k>0 converges to q for any s ∈ [0, 1)n.
Proof of Proposition 4—Although it is of paramount interest, the statement
regarding the major outbreak probability and the convergence of (Gk(s))k>0 are quite
classical, see Chapter 1 of [34] or Chapter V of [4].
Our present problem is very close to that studied in [36], but our strategy to com-
pute the E(Wi,j) has to slightly differ since we consider node-dependent death rates
di and recovery rates γi. We therefore introduce an additional "dead or removed"
cemetery node ∂ and consider I ′ as a multitype branching process in which individ-
uals do not die anymore but move between nodes 1, . . . , n at the usual rates θi,j and,
while in node i, produce offspring at rate βi and jump to node ∂ at rate γi + di.
Once in ∂, they cannot move from this node (θ∂i = 0) or have offspring (β∂ = 0).
It is not difficult to see that our connectivity assumption entails that absorption
by ∂ is P-almost certain since at least one di is positive. Let us now consider an
individual born in node i. Denote by ξ0, . . . , ξτ his successive positions, with ξ0 = i
and ξτ = ∂, τ being the time of absorption of the underlying Markov chain by ∂,
and denote by T0, . . . , Tτ the times spent by the individual in these positions during
the corresponding stays. The Poisson processes driving the epidemic dynamics are
independent from those driving movements between nodes, so for any j ∈ J1, nK the
offspring W ki,j of the individual in node j during its k-th stay has law Poisson with
parameter βjTk conditionally on (ξk = j). We may thus write:
E (Wi,j) = E
(+∞∑
k=0
W ki,j1ξk=j
)
=
+∞∑
k=0
E
(
E
(
W ki,j | ξk = j
)
1ξk=j
)
=
+∞∑
k=0
βjE (Tk1ξk=j | ξ0 = i) = βj
+∞∑
k=0
E (1ξk=jE (Tk | ξk = j, ξ0 = i)) .
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Now the Tk follow an exponential distribution with mean Σ−1j conditionally on
(ξk = j, ξ0 = i) so
E (Wi,j) =
βj
Σj
E
(+∞∑
k=0
1ξk=j | ξ0 = i
)
and E
(∑+∞
k=0 1ξk=j | ξ0 = i
)
= E
(∑τ−1
k=0 1ξk=j | ξ0 = i
)
is the expected number of
visits of j by the underlying Markov chain before absorption starting from i, which
is known (see for instance [22], Chapter 3) to be (In − T )−1i,j where T is the matrix
defined by
Ti,j =
{
0 if i = j
θi,j
Σi
if i 6= j
so
E(Wi,j) =
βj
Σj
(In − T )−1i,j = βj(diag(Σ1, . . . , Σn)−Θ)−1i,j
and (4) follows. 
Remark : Computing the infinitesimal generator of the mean matrix semigroup
of I ′ and using Theorem 1 from [3] (that, again, deals with a branching process with
splitting at death but may be transposed easily to our setting) yields another neces-
sary and sufficient condition for I ′ to go extinct with probability 1. The probability
that a major outbreak occurs is positive if and only if the maximal real eigenvalue
λ1 of the infinitesimal generator of the mean matrix semigroup of I ′ defined by
Mi,j =
{
βi −Σi if i = j
θi,j if i 6= j
is positive. Contrary to R0, λ1 cannot be interpreted in a straightforward biological
way. Yet, it yields valuable information on the behavior of I ′. In particular, if λ1 > 0,
λ1 approximates for large N the early exponential growth rate of (It)t>0 in the case
where the epidemic takes off (see [52]).
Proposition 4 suggests that a numerical computation of the major outbreak
probability can be performed iteratively if G is known. [36] puts forward a procedure
to compute G numerically when the γi + di are identical across nodes. However, in
our setting the duration of the infectious period is not independent from the infec-
tive’s trajectory, hampering the integration of the conditional expectancy obtained
by Theorem 1 of [16] (see equations (11) and (12) of [36]). The alternative method
we will now present strongly relies on the Markov property. It may be generalized to
Gamma-distributed infectious periods by introducing a stage-based structure as in
[2]. Yet, it does not require diagonalisability assumptions and involves less complex
computations than those of [36] in the cases where the latter applies.
Proposition 5 (Computation of the MGF of the Wi,j) Let Θ be the matrix
defined in Proposition 4 and ω = d+ γ the n-dimensional vector defined by
ωi = di + γi.
For any s = (s1, . . . , sn) and any i ∈ {1, . . . , n},
G(s) = (diag (λ1(s), . . . , λn(s))−Θ)−1 ω (5)
where λi(s) = (1− si)βi +Σi.
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Proof of Proposition 5 — In order for our proof to be relatively self-
contained, let us first reproduce the derivation of Equation (9) from [36]. If Qi,j
denotes the random time spent in node j by an individual born in node i (for the
infectious branching process, that is, for I ′), then the Wi,j are independent condi-
tionally on the Qi,j and Wi,j has law Poisson with mean βjQi,j conditionally on
Qi,j , so for any s ∈ [0, 1]n:
Gi(s) := E
(
n∏
j=1
s
Wi,j
j
)
= E
[
E
(
n∏
j=1
s
Wi,j
j | Qi,1, . . . , Qi,n
)]
= E
[
n∏
j=1
E
(
s
Wi,j
j | Qi,j
)]
= E
[
n∏
j=1
exp (−(1− sj)βjQi,j)
]
, (6)
which is [36]’s Equation (9). Now let (a1, . . . , an) ∈ Rn+ and consider I ′ as a (n+1)-
type branching process with immortal individuals as in the proof of Proposition 4.
Using the law of total probability and the strong Markov property at the first jump
time of an individual born in node i, we get:
E
(
e
−
∑n
j=1
ajQi,j
)
= E
(
e−a1T0 | ξ0 = i
)( n∑
k=1
P(ξ1 = k | ξ0 = i)E
(
e
−
∑n
j=1
ajQk,j
)
+ P(ξ1 = ∂ | ξ0 = i)
)
= Σi
ai +Σi
(
n∑
k=1
θi,k
Σi
E
(
e
−
∑n
j=1
ajQk,j
)
+ di + γi
Σi
)
=
n∑
k=1
θi,k
ai +Σi
E
(
e
−
∑n
j=1
ajQk,j
)
+ di + γi
ai +Σi
, (7)
since T1 is exponentially distributed with mean Σ−1i for an individual born in node
i. Combining (6) and (7) shows that G(s) is such that
(diag (λ1(s), . . . , λn(s))−Θ)G(s) = ω,
but diag (λ1(s), . . . , λn(s))−Θ is a diagonally dominant matrix that can be proved to
be invertible using the connectivity assumption, which ends the proof of Proposition
5. 
Remark: A similar conditioning argument can be used to derive (4) in the proof
of Proposition 4 by writing that
E(Qi,j) =
n∑
k=1
θi,k
Σi
E(Qk,j) +
1
Σi
and using the fact that E(Wi,j) = βjE(Qi,j) for all i, j.
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3.2 Numerical application
We now illustrate the previous theorem by computing the major outbreak prob-
ability in a metapopulation of cattle where holdings are linked by trade movements.
We use a toy example where epidemiological parameters are set to values close to
those of Foot-and-Mouth disease (FMD), and demographic parameters are calibrated
using our cattle trade data subsample. FMD is a viral multi-species disease affecting
livestock, highly infectious and easy to spread through close contacts and aerosol
propagation, which leads to fast dynamics. Cases of FMD usually entail trade bans,
the immediate culling of all animals in detected infected herds and ring culling (see
[25] for a review of FMD models). Yet, we use FMD here as a toy example in order
to compute R0 and p. We only account for animal trade induced transmission of the
disease between herds, thus neglecting other pathways, and we do not consider any
control measure.
Demographic parameters bi and di are set to values computed using the ratios
of births or deaths and the average node population (i.e. the number of animals in
each holding) over the year, while the Bi are proxied by the total amount of entries
from outside the metapopulation considered (see data description at the beginning
of Section 2);. Note that the bi equal zero for i corresponding to markets or assembly
centers since no birth occurs in such nodes. The same calibration method holds
for setting the θi,j coefficients (using the observed flows between each pair of nodes
(i, j)), except that we set parameters with null estimates to an arbitrarily small value
(namely 10−6 years−1) in order to make sure that A is irreducible. We finally use the
estimates for βi and γi given in [17], that is, βi ≈ .67 days−1 and γi ≈ 15.5 days−1
for any i.
The histograms of computed values for bi, di and Bi are displayed in Figure
3. Computed bi have mean .388 and standard deviation .423. Computed di have
mean 15.347 and standard deviation 407.768, but these values fall at .643 and 5.703
respectively when excluding the 20 operator nodes (that is, assembly centers and
markets). Finally, computed Bi have mean 1.824 and standard deviation 44.401
(respectively .117 and 2.584 without operators).
Iterating G yields an approximation for the major outbreak probability p := 1−q
having mean .150, standard deviation .196 and ranging from 0 to .729 over the set of
nodes. Virtually accelerating the course of the epidemic by multiplying both β and γ
by some factor k (which increases the transmission rate and decreases the infection
period proportionally with k) yields a higher mean value and a lower variance for the
pi, as we illustrate in Figures 4 and 5. Additional investigation shows that lower pi
are associated with epidemics starting in nodes with very high removal rates di + γ
such as assembly centers, or strong transfer rates to nodes with high death rates.
More generally, they are linked to nodes that are at the origin of heavily weighted
paths to exit the system. As k grows, the role of inter-nodal transfers decreases.
Discrepancies between the pi for high k are mostly due to the diversity of death
rates in various nodes. Most pi related to farms get closer to the maximal value
.729 corresponding to the major outbreak probability within an isolated node with
di = 0. This accounts for the fact that for high values of k, outwards movements
from such nodes are on a slower time scale than the inner epidemic dynamics. For all
values of k, the R0 estimate is 3.6849, very close to the basic reproduction number
β
γ ≈ 3.6850 of a closed, homogeneously mixing SIR model, which can be explained
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Fig. 3: Values of bi (panel A), di (panel B) and Bi (panel C) in animals per year,
computed using the 2015 Finistère database on cattle movements. For
representability purposes, histograms on panels A and B have been truncated at
bi = 1.4 (so 4179 holdings out of 4183 are represented), di = 1.5 (3989 holdings).
Panel C only accounts for the 633 nodes with non-null Bi. Nodes with bi = Bi = 0
(resp. di = 0) did not exhibit any population inflow (resp. outflow) over the year.
Assembly centers and markets exhibit null bi, high di not appearing on Panel B
(all above 100), and high Bi corresponding to observations in red in Panel C.
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by the small magnitude of Θ as compared to diag(Σ1, . . . , Σ2) (see the expression
for C in Proposition 4).
Fig. 4: Histograms of pi probabilities for various values of the epidemic
acceleration parameter k. All demographic parameters are set using the 2015
Finistère database and the βi = β and γi = γ correspond to the estimations of [17]
for foot-and-mouth disease.
4 The extinction time and total size of the epidemic
Other quantities of interest in the study of an epidemic process are its extinction
time and its total size, that is, the total number of individuals infected during the
course of the epidemic. In this section, we exhibit a lower bound for the maximal
fraction of the population infected at a given time and use it to derive an exponential
lower bound for the epidemic extinction time and total size in the case where there
exists a stable endemic equilibrium for some associated dynamical system.
Theorem 1 states that the total size ZN of the epidemic almost surely goes to
infinity with N on the part of the sample space where the approximating branching
process I ′ explodes. A standard result of the unidimensional SIR model without
demography states that ZN satisfies a central limit theorem conditionally on a major
outbreak occurring. In other words, major outbreaks are characterized by a positive
fraction of the population being affected by the epidemic at some point in time ([42,
1], and see [5] for a multidimensional generalization) when individuals cannot enter
or leave the system. The following proposition states that in the case of a major
outbreak, the maximal number of infectives during the course of the epidemic is at
least equal to a fraction of N with high probability as N goes to infinity when the
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Fig. 5: Mean (blue points) and standard deviation (red crosses) of pi probabilities
for various values of the epidemic acceleration parameter k. All demographic
parameters are set using the 2015 Finistère database and the βi = β and γi = γ
correspond to the estimations of [17] for foot-and-mouth disease.
population process starts at its equilibrium value z∗ := −A−1B (see Section 2.1).
Its proof is postponed to the Appendix.
Proposition 6 Assume that x˜0 = z∗. Then
lim
ε→0
sup
N>1
P
(
max
t∈R+
‖IN (t)‖1 6 ε‖z∗‖1N,Z ′ = +∞
)
= 0.
A trivial corollary to this result is that a similar lower bound also holds for
the total size of the epidemic. Although this type of bound is the general rule in
closed population models, it happens to be quite bad in cases where susceptible
population renewal through demographic mechanisms is strong enough to entail
endemicity (that is, long-term persistence of the epidemic over a given threshold).
This latter phenomenon has been thoroughly investigated for deterministic systems
in the single-population case (see the deterministic approximations in [2,37,47,46]);
in our stochastic framework, we may reasonably expect an increase of N to affect
both the typical infective population during the course of the epidemic and the time
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scale of the endemic period, thus resulting in a more than proportional total size
response.
Let us consider the dynamical system on E = {(s, i, r) ∈ R3n+ , i 6= 0} defined by:
s˙k = Bk + bk(sk + ik + rk)− dksk +
∑
j 6=k θj,ksj −
∑
j 6=k θk,jsk − βkik skz∗
k
i˙k = βkik skz∗
k
− dkik − γkik +
∑
j 6=k θj,kij −
∑
j 6=k θk,jik
r˙k = γkik − dkrk +
∑
j 6=k θj,krj −
∑
j 6=k θk,jrk
 (S)
for all k ∈ J1, nK.
The following result shows that the existence of a globally attractive endemic
equilibrium for (S) yields an exponential lower bound for the extinction time and
the total size of the epidemic in the major outbreak scenario.
Theorem 2 Assume that x0 = z∗ and that (S) admits a globally asymptotically
stable endemic equilibrium (s∗, i∗, r∗) ∈ E. Then:
∃a1 > 0 : ∀α > 0, lim
N→+∞
P
(
τN 6 e(a1−α)N , Z ′ = +∞) = 0. (8)
and
∃a1 > 0 : ∀α > 0, lim
N→+∞
P
(
ZN 6 e(a1−α)N , Z ′ = +∞) = 0. (9)
Remark : if the assumption of Theorem 2 is met, a quick look at (S) shows that
i∗ has only strictly positive coordinates. Then, as we will see in the following proof,
a1 is the exit cost from B∞
(
(s∗, i∗, r∗),minj i∗j
)
for (S), given (see Equation (2.3) of
Chapter 5 of [21], [39] or [29]) by
a1 = inf
y∈∂B∞((s∗,i∗,r∗),minj i∗j )
inf
φ
∫ T2
T1
L(φt, φ˙t)dt,
where the second infimum is taken over the set of absolutely continuous functions
φ on some [T1, T2] (with −∞ 6 T1 < T2 6 +∞) such that φ(T1) = (s∗, i∗, r∗) and
φ(T2) = y, and L is defined by
L((s, i, r), β) := max
u∈R3n
[
β · u−
n∑
j=1
(euj − 1)(Bj + bj(sj + ij + rj))
−
n∑
j=1
[
(e−uj − 1)djsj + (e−un+j − 1)djij + (e−u2n+j − 1)djrj
]
−
∑
j 6=k
[
(euk−uj − 1)θj,ksj + (eun+k−un+j − 1)θj,kij + (eu2n+k−u2n+j − 1)θj,krj
]
−
n∑
j=1
[
(e−uj − 1)djsj + (e−un+j − 1)djij + (e−u2n+j − 1)djrj
]
−
n∑
j=1
(eun+j−uj − 1)βj sjij
sj + ij + rj
−
n∑
j=1
(eu2n+j−un+j − 1)γjij
]
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for all (s, i, r) ∈ R3n+ and β ∈ R3n.
When n > 2, the proof of Theorem 4.1 from [30] adapts and shows that if R0 > 1
and if there exists λ > 0 such that s∗ = λi∗, then the endemic equilibrium is globally
asymptotically stable and the conclusion of Theorem 2 is true.
Proof of Theorem 2 — The conclusion of Theorem 2 is obviously true if
R0 6 1, so we now assume that R0 > 1. Let δ = minj i∗j > 0 and let δ′ > 0. Let
ε > 0 be such that setting
Tε = inf {t > 0 : ‖IN (t)‖1 > εN}
then
lim inf
N→+∞
P (Tε < +∞) > P(Z ′ = +∞)− δ′. (10)
Such a ε exists according to Proposition 6. Next define the flow Φ : E × R+ → E
associated with the dynamical system. There exists M > 1 such that ‖zt‖1 only
takes values belowM‖z∗‖1 for t > 0 whenever z0 is close enough from z∗. There also
exists T > 0 such that:
∀(s, i, r) ∈ E : ‖i‖1 > ε and ‖s+ i+ r‖1 6M‖z∗‖1,
Φ((s, i, r), T ) ∈ B∞
(
(s∗, i∗, r∗), δ2
)
, (11)
since (s, i, r) 7→ inf {t > 0 : Φ((s, i, r), t) ∈ B∞ ((s∗, i∗, r∗), δ2)} is upper semi-continuous
(and then upper bounded) on {(s, i, r) ∈ E : ‖i‖1 > ε, ‖s+ i+ r‖1 6M‖z∗‖1} that
is a compact set. As a result:
Φ
(
(SN , IN , RN )
N
(Tε), T
)
∈ B∞
(
(s∗, i∗, r∗), δ2
)
(12)
almost surely conditionally on
(
Tε < +∞, ‖XN (Tε)‖1 6M‖z∗‖1N
)
. Mimicking the
proof of Theorem 2.1 from Chapter 11 of [20], we get that
sup
t∈[0,T ]
∥∥∥∥ (SN , IN , RN )N (Tε + t)− Φ
(
(SN , IN , RN )
N
(Tε), t
)∥∥∥∥
∞
<
δ
2
and
‖XN (Tε)‖1 6M‖z∗‖1N
with probability going to 1 conditionally on (Tε < +∞) when N → +∞. This, (10),
(12) and the definition of T show that
lim inf
N→+∞
P
(
Tε < +∞,∃t > 0 : (S
N (t), IN (t), RN (t))
N
∈ B∞ ((s∗, i∗, r∗), δ)
)
> P(Z ′ = +∞)− δ′, (13)
so (S
N ,IN ,RN )
N hits B∞ ((s∗, i∗, r∗), δ) with probability at least P(Z ′ = +∞)− δ′ for
N large enough. Using Theorem 6 of [39] just as in the proof of Proposition 3 along
with the Markov property yields a1 > 0 such that for all α > 0,
lim inf
N→+∞
P
(∃T > 0,∀t ∈ [T, T + e(a1−α)N ],∀j ∈ {1, . . . , n}, INj (t) > (i∗j − δ)N)
> P(Z ′ = +∞)− δ′, (14)
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and (8) follows. Now set α > 0 and take α′ ∈ (0, α). Then, conditionally on the event
(
∃T > 0,∀t ∈ [T, T + e(a1−α′)N ],∀j ∈ {1, . . . , n}, INj (t) > (i∗j − δ)N
)
,
the total number of infected individuals recovering or dying during the course of
the epidemic stochastically dominates the value at time e(a1−α′)N of a homogeneous
Poisson counting process (QN (t))t>0 with intensity λN := minj(γj + dj)(i∗j − δ)N .
Yet the former number is also lower than ZN with probability 1 since all infected
individuals eventually have to die or recover, so we finally get:
lim inf
N→+∞
P
(
ZN > e(a1−α)N
)
> lim inf
N→+∞
P
(
QNe(a1−α)N > e
(a1−α′)N
)
(P(Z ′ = +∞)− δ′)
using (14), which yields
lim inf
N→+∞
P
(
ZN > e(a1−α)N
)
> P(Z ′ = +∞)− δ′,
because the law of QN
(
e(a1−α
′)N) is Poisson with mean λNe(a1−α′)N , hence (9). 
Considering the proof of Proposition 6, we can see that the time needed for
IN to go above a given fraction of N is of order log(N) on the event Z ′ = +∞.
The proof of Theorem 2 shows that the subsequent convergence time of (S
N ,IN ,RN )
N
towards a given ball centered on the endemic equilibrium is upper bounded by some
deterministic constant T with high probability, while the results from [21] state that
the time needed for the scaled process to leave the ball is of order ea1N . This shows
that for large N , the epidemic undergoing a major outbreak spends most of its time
in its endemic phase where the scaled process lies close to the endemic equilibrium.
As a result, the lower bound for ZN we found in Theorem 2 appears to be of the
right order.
When n = 1, direct calculations yield a simple necessary and sufficient condition
for the existence of a globally stable endemic equilibrium. This leads to the following
corollary, the proof of which is given in the Appendix.
Corollary 1 Assume that n = 1 and β > d+ γ, so the major outbreak probability is
positive (we omit the ·1 subscripts in the parameters). Then any solution (s, i, r) of
s˙ = B + b(s+ i+ r)− ds− βi ss+i+r
i˙ = βi ss+i+r − di− γi
r˙ = γi− dr
(15)
converges to the endemic steady state
(s∗, i∗, r∗) =
(
d+γ
β
B
d−b , d
B
d−b
(
1
d+γ − 1β
)
, γ Bd−b
(
1
d+γ − 1β
))
and the conclusions of Theorem 2 hold (recall that Assumption 1 implies d > b).
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5 Conclusion
We defined a multitype, stochastic SIR dynamical epidemic model on a strongly
connected graph. Using a branching approximation, we defined minor and major
epidemic outbreaks and gave a necessary and sufficient condition for major outbreaks
to occur, along with a computational method for the probability of such events when
the condition if fulfilled. Our main result consists of an exponential lower bound for
the extinction time and the total size of the epidemic in the stable endemic case
when a major outbreak occurs, improving on the usual results for demography-free
dynamics.
Although Theorem 2 gives a rather good lower bound for the size of the epidemic
in the major outbreak case, we do not know much about its distribution yet and
we are still investigating on the transposition of results from [42,5] to our open,
multinodal setting.
Another issue we plan to discuss on in the foreseeable future is the existence
of a quasi-stationary distribution for the epidemic process, that is, of an asymptotic
distribution conditionally on non-extinction [49,45]. Proving that such a distribution
exists seems challenging even in the open uninodal cases considered by [2] and [37],
and usual criteria do not apply.
Both questions might benefit from considering a diffusive scaling limit of our
model [47,47,37,31], making it possible to use Fokker-Plank equations for computing
the fade out probability of an epidemic after its first major outbreak, and to derive
quasi-stationary approximations for the limiting diffusion.
Finally, designing an efficient simulation and estimation procedure and estima-
tion procedure in order to calibrate the model on data will make it possible to illus-
trate the results of Section 4 as we did for the results of Section 3.1 while avoiding
prohibitive computation times.
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6 Appendix
6.1 Proof of Proposition 1
This statement is reminiscent of a classical result on multitype branching processes
(see Chapter IV.7 of [4] or Theorem 4.2.2 of [24]). However, the definition of such
processes slightly differs from the one we chose here: in the classical setting, individ-
uals do not move between nodes and only split at death between other individuals of
various types. Chapter 4 of [24] considers a unidimensional general branching process
that allows individuals to give birth at random times of their lives, and his proof could
be adapted to fit our framework. One could also consider a time-sampled version of
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XN to retrieve a multitype Bienaymé-Galton-Watson process with immigration (see
Chapter III.6 of [4]) or compare XN to multitype branching processes with splitting
at death. Yet, we need a finer description of the return time to compact subsets of
Zn+ in order to establish not only positive recurrence but also uniform ergodicity.
Proving Proposition 1 is easy when B = 0, using that ddtE(XN (t)) = AE(XN (t))
and a generalized eigendecomposition of A (in this particular case pi = δ0), so we
now assume that B 6= 0. We first show the following lemma.
Lemma 1 (Existence of a Lyapunov function for XN) There exists v ∈ Rn
with positive coordinates, c > 0 and R > 0 such that
v · (Ax+B) < −c(v · x+ 1)
for any x ∈ Rn+ such that ‖x‖1 > R.
Proof of Lemma 1 — Recall that the transpose tA of A is invertible because of
Assumption 1 and set u = −tA−1B. Quick calculations show that u is the limit value
of solutions of the n-dimensional linear ODE
y′ = tAy +B (16)
since tA’s eigenvalues have negative real parts. Let us consider a solution of (16)
such that y0 has positive coordinates. Writing (16) as
∀i ∈ {1, . . . , n}, y′i =
[
bi − di −
∑
j 6=i
θi,j
]
yi +
∑
j 6=i
θi,jyj +Bi
and using that the graph with edge set {(i, j) | θi,j > 0} is connected (so that all θi,j
cannot be zero), we see that no yi ever reaches 0 in finite time. As a result, u has
nonnegative coordinates. Similarly, if ui = 0 then uj = 0 for any j such that θi,j > 0,
hence u = 0 by induction because of the graph connectivity, which contradicts the
fact that B 6= 0. All components of u are therefore positive. Now tAu = −B, B has
nonnegative components and tA is invertible, so for any x ∈ Rn+ one may find v in
a neighborhood of u and C in a neighborhood of B such that both v and C have
positive components and such that tAv = −C. This rewrites tvA = −tC, so
v · (Ax+B) = −C · x+ v ·B.
Defining
c = mini Ci2maxi vi
> 0
and
R = 1mini vi
(
1 + v ·B
c
)
then yields the result.
Proof of Proposition 1 — Lemma 1 shows that f : x 7→ 1 + v · x satisfies
Condition (CD2) from [33] with V = f , C = {x ∈ Zn+ | ‖x‖1 6 R} and d = maxi viR
since the infinitesimal generator of A of XN is such that Af(x) = v ·(Ax+B) for any
x ∈ Zn+. Moreover, it is not difficult to see that all compact sets of Zn+ are δ0-petite
24 Pierre Montagnon
for any skeleton chain of XN by considering sequences of appropriate transferts and
death events — recalling that Assumption 1 implies that at least one of the di is
positive. Theorem 4.2 of [33] thus shows that XN is positive Harris recurrent and
Theorem 7.1 yields the expected result. The proposition on the first moment of pi
comes from the fact that
∫
(Ax+B)dpi(x) = 0 since x 7→ Ax+B is the value of the
generator of XN applied to Id. 
6.2 Proof of Proposition 3
Proposition 3 is Theorem 6 from [39] applied to a modified version of XN/N with
rates vanishing outside of A = B2 (z∗, 2ε) ∩ Rn+, for instance the scaled process
X˜N/N where X˜N is defined from the same Poisson processes and with the same
initial condition as XN with all rates in (1) multiplied by
σ(x/N) = 1‖x/N−z∗‖26ε + 1ε<‖x/N−z∗‖262ε
(
2− ‖x/N − z
∗‖2
ε
)
.
The trajectories of X˜N/N are the same as those of XN/N until τNε , so it is sufficient
to apply Theorem 6 from [39] to X˜N/N . Note that A lies in the domain of attraction
of z∗ for the dynamical system z′ = σ(z)Az + B since A is negative definite. What
remains to be shown is that α0 = V := miny∈∂B2(z∗,ε) V (z∗, y) is positive, V (z∗, ·)
denoting the quasipotential of the dynamical system with respect to the Poisson
perturbation (according to the terminology of [21]), defined in Section 5 of [39].
It follows from A having only eigenvalues with negative real parts that there
exists ε′, η ∈ (0, ε2] such that for any absolutely continuous function φ : R → Rn, if
ε′ < ‖φt − z∗‖ < ε then ddt‖φt − z∗‖22 < 0 whenever ‖φ˙t − (Aφt +B)‖2 < η. Section
4 of [29] (or Equation (2.3) of Chapter 5 of [21]) now implies that
α0 > inf
y∈∂B2(z∗,ε)
inf
y′∈∂B2(z∗,ε′)
inf
∫ T2
T1
L(φt, φ˙t)dt, (17)
where the third infimum is taken over the set of {x ∈ Rn : ε′ 6 ‖x−z∗‖2 6 ε}-valued
absolutely continuous functions φ on some [T1, T2] (with −∞ 6 T1 < T2 6 +∞) such
that φ(T1) = y′ and φ(T2) = y, and L is defined by
L(x, β) := max
u∈Rn
[
β · u−
∑
i
(eui − 1)(Bi + bixi)
−
∑
i
(e−ui − 1)dixi −
∑
i 6=j
(euj−ui − 1)θi,jxi
]
(18)
for all x ∈ Rn+ and β ∈ Rn. Now let y ∈ ∂B2(z∗, ε) and y′ ∈ ∂B2(z∗, ε′) and assume
that inf
∫ T2
T1
L(φt, φ˙t)dt = 0, with the infimum defined as before. For any choice of φ
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if follows from the definition of ε′ and η that:
ε2 − ε′2 6 ‖y − z∗‖22 − ‖y′ − z∗‖22
6
∫
t:‖φ˙t−(Aφt+B)‖2>η
d
dt‖φt − z
∗‖22dt
= 2
∫
t:‖φ˙t−(Aφt+B)‖2>η
(φt − z∗) · φ˙tdt
6 2ε
∫
t:‖φ˙t−(Aφt+B)‖2>η
‖φ˙t‖2dt,
by the Cauchy-Schwarz inequality, so∫
t:‖φ˙t−(Aφt+B)‖2>η
‖φ˙t‖2dt > 12
ε2 − ε′2
ε
> 3ε8 . (19)
Now there exists δ > 0 such that for all x ∈ B2(z∗, ε) and all β ∈ Rn,
L(x, β) > δ
(
‖β − (Ax+B)‖2 − η2
)
, (20)
as seen by considering u = δ β−(Ax+B)‖β−(Ax+B)‖2 in (18) if Ax+ B 6= β and using a Taylor
expansion for δ ≈ 0 for the function maximized in (18), so
L(x, β) > δ
(
‖β‖2 − ‖Ax+B‖2 − η2
)
. (21)
Let M > 0. If φ is such that ∫ T2
T1
L(φt, φ˙t)dt <
δη
2M ,
then the Lebesgue measure of {t ∈ [T1, T2] : ‖φ˙t − (Aφt +B)‖2 > η} has to be lower
than 1M because of (20). For such a φ:∫ T2
T1
L(φt, φ˙t)dt >
∫
t:‖φ˙t−(Aφt+B)‖2>η
L(φt, φ˙t)dt
>
∫
t:‖φ˙t−(Aφt+B)‖2>η
δ
(
‖φ˙t‖2 − ‖Aφt +B‖2 − η2
)
dt
> δ
(
3ε
8 −
supx∈B2(z∗,ε) ‖Ax+B‖2 + η2
M
)
,
using (19), which contradicts, for M large enough, the fact that
∫ T2
T1
L(φt, φ˙t)dt can
be made arbitrarily small for some choice of φ. This and (17) yield α0 > 0 since δ
does not depend from the choice of y and y′, which ends the proof.
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6.3 Proof of Proposition 6
Proposition 6 is obvious if R0 6 1, that is, if P(Z ′ = +∞) = 0, so we now assume
that R0 > 1 (so P(Z ′ = +∞) > 0). Let δ ∈
(
0, P(Z
′=+∞)
2
)
. Let η ∈ (0, R0−12R0 ) and
α ∈ (η, R0−1R0 − η) be such that a branching process obtained from I ′ by replacing
the birth rates βi by βi 1−α1+η survives with probability at least P(Z ′ = +∞)− δ (the
existence of such a value of α is an easy consequence of Theorem 1 and Proposition
5). We will show that if η is small enough, then
lim inf
N→+∞
P
(
max
t>0
‖IN (t)‖1 > (α− η)‖z∗‖1N
)
> P (Z ′ = +∞)− 2δ, (22)
which implies Proposition 6. Set
σNη = inf
{
t > 0 : ‖IN (t) +RN (t)‖1 > (α− η)‖z∗‖1N
}
.
Using the notation of Proposition 3 and setting η′ = η‖z∗‖1n−1/2, until time σNη ∧τNη′
every infective in node i makes infectious contacts with other individuals in node j at
rate at least βj 1−α1+η since this node contains at least (1− α)‖z∗‖1N susceptibles out
of at most (1+η)‖z∗‖1N individuals. We can therefore define a R2n+ -valued multitype
branching process (I ′′(t), R′′(t))t>0 with rates given by
Transition Rate at state (i, r)
(i, r)→ (i, r)− eij djij
(i, r)→ (i, r)− erj djrj
(i, r)→ (i, r) + eik − eij θj,kij
(i, r)→ (i, r) + erk − erj θj,krj
(i, r)→ (i, r) + eij βj 1−α1+η
(i, r)→ (i, r) + erj − eij γjij
and such that ‖I ′′(t∧ σNη ∧ τNη′ )‖1 6 ‖IN (t∧ σNη ∧ τNη′ )‖1 and ‖R′′(t∧ σNη ∧ τNη′ )‖1 6
‖RN (t ∧ σNη ∧ τNη′ )‖1 for all t > 0 almost surely (so (I ′′, R′′) may not go to infinity
outside of the event (Z ′ = +∞)). Therefore:
P
(
max
t>0
‖I(t)‖1 > (α− η)‖z∗‖1N
)
> P
(∃t < τ ′′Nη ∧ σ′′Nη : ‖I ′′(t)‖1 > (α− η)‖z∗‖1N)
(23)
with
τ ′′Nη = inf {t > 0 : ‖I ′′(t)‖1 > η‖z∗‖1N}
and
σ′′Nη = inf {t > 0 : ‖I ′′(t) +R′′(t)‖1 > (α− η)‖z∗‖1N} .
Now (I ′′, R′′) is a non-explosive jump process so σ′′η goes to infinity almost surely
with N . Moreover, a continuous-time version of Theorem 2.1 of [28] (derived for
instance from this Theorem by sampling the (I ′′, R′′) at its jump times to obtain a
discrete-time decomposable branching process) shows that there exists λ ∈ (R∗+)n
such that:
P
(
Z ′ = +∞,∀j ∈ {1, . . . , n} : lim
t→+∞
I ′′j (t)
R′′j (t)
= λj
)
> P (Z ′ = +∞)− δ
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and that for small enough values of η,
λj >
η
α− η (24)
for all j ∈ {1, . . . , n}. Hence
P
(
Z ′ = +∞,∀j ∈ {1, . . . , n} : lim
N→+∞
I ′′j(σ′′Nη )
R′′j(σ′′Nη )
= λj
)
> P (Z ′ = +∞)− δ
and (24) and Fatou’s lemma yields
lim inf
N→+∞
P
(
Z ′ = +∞, τ ′′Nη < σ′′Nη
)
> P (Z ′ = +∞)− δ.
Therefore (23) implies
lim inf
N→+∞
P
(
max
t>0
‖I(t)‖1 > (α− η)‖z∗‖1N
)
> lim inf
N→+∞
P
(∃t < τ ′′Nη ∧ σ′′Nη : ‖I ′′(t)‖1 > (α− η)‖z∗‖1N)
> lim inf
N→+∞
P
(
Z ′ = +∞, ∃t < τ ′′Nη < σ′′Nη : ‖I ′′(t)‖1 > (α− η)‖z∗‖1N
)
> lim inf
N→+∞
P
(
Z ′ = +∞, ∃t < τ ′′Nη : ‖I ′′(t)‖1 > (α− η)‖z∗‖1N
)− δ.
Proposition 3 now yields u > 0 such that
lim
N→+∞
P
(
euN < τNη
)
= 1
so
lim
N→+∞
P
(
euN < τ ′′Nη
)
= 1,
from which we deduce
lim inf
N→+∞
P
(
max
t>0
‖I(t)‖1 > (α− η)‖z∗‖1N
)
(25)
> lim inf
N→+∞
P
(
Z ′ = +∞,∃t < τ ′′Nη : ‖I ′′(t)‖1 > (α− η)‖z∗‖1N
)− δ
> lim inf
N→+∞
P
(
Z ′ = +∞,∃t < euN : ‖I ′′(t)‖1 > (α− η)‖z∗‖1N
)− δ
> P
(
(Z ′ = +∞) ∩ lim inf
N→+∞
(∃t < euN : ‖I ′′(t)‖1 > (α− η)‖z∗‖1N))− δ
= P
(
lim inf
N→+∞
(∃t < euN : ‖I ′′(t)‖1 > (α− η)‖z∗‖1N))− δ, (26)
where the third inequality proceeds from Fatou’s lemma. Now it is well-known (Chap-
ter 1 of [34], Chapter V of [4], Chapter 4 of [24] or [28]) that the supercritical branch-
ing process (I ′′(t))t>0 has a positive exponential growth almost surely on the event
where it does not go extinct, so
P
(
lim inf
N→+∞
(∃t < euN : ‖I ′′(t)‖1 > (α− η)‖z∗‖1N)) = P (∀t > 0, I ′′(t) 6= 0) . (27)
This last probability is greater than P(Z ′ = +∞) − δ by definition of α, so using
(27) then (25) yields (22), which ends the proof. 
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6.4 Proof of Corollary 1
It is not difficult to see that β > d+ γ is a necessary and sufficient condition for the
existence of an endemic equilibrium for (15) and that the latter is precisely (s∗, i∗, r∗)
(see [37] for the study of a similar model). If s(0) + i(0) + r(0) = z∗ := Bd−b , then
the total population is constant and equal to z∗ so we can get rid of the third line
of (15) and the dynamical system can be seen as a Lotka-Volterra prey-predator
model (where preys are susceptibles and predators are infectives, see [51]) with prey
immigration. The nullclines for s and i in this model are represented in Figure
6 along with the associated vector field. For any initial condition in R+ × R∗+ ×
R+, standard arguments (see [51]) show that s, i and r are well-defined on R+ and
positive. Moreover, s+ i+ r converges to s∗+ i∗+ r∗ = z∗, so it is sufficient to show
that (s, i) converges to (s∗, i∗). Setting
V (t) = s(t)− s∗ log(s(t)) + i(t)− i∗ log(i(t))
for all t > 0 yields, after a few calculations:
V˙ (t) = (B + b(s+ i+ r)(t))
(
2− s
∗
s(t) −
s(t)
s∗
)
︸ ︷︷ ︸
60
+ b (z∗ − (s+ i+ r)(t))
(
1− s(t)
s∗
)
︸ ︷︷ ︸
=O(z∗−(s+i+r)(t))=O(e(b−d)t)
.
Now, if s(0)+ i(0)+r(0) 6 2z∗, V is lower bounded by −2z∗| log(4z∗)| > −∞, so for
any η > 0 its derivative cannot be lower that −η for an infinite amount of time. As a
result, for any δ > 0 we may only have s(t) /∈ [s∗−δ, s∗+δ] for a finite amount of time
because B+b(s+i+r) > B > 0 and because
∫ +∞
0 b (z
∗ − (s+ i+ r)(t))
(
1− s(t)s∗
)
dt
is finite. This entails that s cannot cross [s∗−2δ, s∗− δ] or [s∗+ δ, s∗+2δ] an infinite
number of times since s˙ is bounded because of (15). Therefore s(t) lies in [s∗−δ, s∗+δ]
for t large enough, so s does converge to s∗. Similar arguments yield the convergence
of i towards i∗ using the first equation of (15). 
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