Multidisciplinary design optimization (MDO) is a concurrent engineering design tool for large-scale, complex systems design that can be affected through the optimal design of several smaller functional units or subsystems. Due to the multiobjective nature of many MDO problems, recent work has focused on formulating the MDO problem to help resolve tradeoffs between multiple, conflicting objectives. In this paper, we describe the novel integration of Linear Physical Programming within the Collaborative Optimization framework to enable designers to formulate multiple system-level objectives in terms of physically meaningful parameters. The proposed formulation extends our previous multiobjective formulation of Collaborative Optimization, which uses Goal Programming at the system level and subsystem level to enable multiple objectives to be considered at both levels during optimization. The proposed framework is demonstrated using two MDO applications: (1) the design of a Formula 1 racecar and (2) the configuration of an autonomous underwater vehicle. Results obtained from the proposed formulation are compared against a traditional formulation without Collaborative Optimization or Linear Physical Programming.
I. Introduction
ULTIDISCIPLINARY design optimization (MDO) is a concurrent engineering design tool for large-scale system design that approaches the design problem through a decomposition of the system into its constituent subsystems. These subsystems are intrinsically linked through design, function, and performance. MDO methods employ individual analyses for each subsystem, which are then aggregated by a system-level coordination procedure that ensures compatibility of the subsystems. Reviews of the fundamental approaches to multidisciplinary design optimization can be found in Refs. 1-3. The basic mathematical formulation for multidisciplinary design optimization follows a Nonlinear Programming structure, {Min f(x) | g(x) ≤ 0}, where the values of design variables, x, are determined to minimize an objective, f(x), while satisfying constraints, g(x). In multidisciplinary design optimization, evaluation of the constraints may require execution of high-fidelity analyses such as computation fluid dynamics. These additional routines are called contributing analyses. 1 but the convergence difficulty is detrimental to the identification of optimal solutions. 3 Convergence difficulties are attributed to the lack of coordination strategy at the system level to arbitrate among discrepancies at the subsystem level. Without an optimization approach at the system level, there is no clear way to arbitrate among subsystems. This significant drawback motivated the development of Collaborative Optimization, 6 which is used in this research. Collaborative Optimization (CO), developed by Braun and Kroo, 7 is a popular multidisciplinary design and optimization framework (see Figure 1 ). Like Concurrent Subspace Optimization, each subsystem utilizes an independent optimizer complete with disciplinary constraints. In Collaborative Optimization, the only objective at the subsystem level is to satisfy the compatibility constraints.
In contrast to Concurrent Subspace Optimization, Collaborative Optimization uses a system-level optimizer to act on an overall design objective subject to the subsystem compatibility constraints. The lack of system-level optimization in CSSO provides a significant drawback to applicability.
In the design of most engineering systems, there are one or more design objectives. For example, an aircraft design problem may be posed to minimize cost and weight and maximize cargo capacity and range. Furthermore, the system-level optimizer in CO is a method for arbitrating among coupled design variables, x c . If the objective is in terms of one or more of the Figure 1 . Collaborative Optimization coupled variables, the corresponding optimal value is selected as the subsystem target for the succeeding iteration. Applications of Collaborative Optimization include launch vehicle design, 8 aircraft wing design, 9 and undersea vehicle design. 10 Implementations of CO are computationally expensive due to the large numbers of iterations required to seek attainment of the compatibility constraints, which enforce equality of shared variables.
The selection of Collaborative Optimization for the basis of this research is motivated by several factors. First, our emphasis is placed on multi-level frameworks that can accommodate the formulation of design rules and implementation of optimization approaches at the system and subsystem levels. Second, increased computational expense is not considered detrimental in the context of this research; greater importance is placed on the ability to generate a solution, regardless of the computational cost required to achieve the solution. Furthermore, we are interested in extensions of this work to large-scale design problems where the ease of assembling design rules and formulating the multi-level optimization problem provides time savings comparable to the increased solution time. Finally, because Collaborative Optimization can be readily implemented using parallel computation, some of the high solution time can be directly recovered.
Recent extensions to Collaborative Optimization include multiobjective formulations using weighted-sums 11 and goal programming 10 and implementations accounting for uncertainty in design. [12] [13] [14] When presented with a multiobjective problem, it is often difficult for a decision maker to specify numeric weights corresponding to relative preferences among the individual objectives. [15] [16] [17] [18] Physical Programming 19-24 is a mathematical construct that has been developed to facilitate multiobjective problem formulation and optimization using parameters that are physically meaningful to the decision maker. Previous applications of Physical Programming include the design of aircraft structures, 25 product family design, 26 and robust propulsion system design. 27 These applications use a traditional single-level formulation for multidisciplinary design optimization. While these traditional formulations are a valid approach to engineering design, the premise of this research is that large-scale design scenarios can rarely be posed in a single system domain. For instance, the design of a satellite must be analyzed as constituent functions of power generation, signal transmission, instrumentation, and maneuverability. A system engineer that completely understands the intricacies of each satellite subsystem is not likely to be found. However, individual satellite subsystem engineers can be identified; using this disciplinary expertise and establishing mechanisms to resolve conflicts among competing subsystems, the design of a satellite can be conducted. Unlike single-level formulations, Collaborative Optimization directly preserves the disciplinary organization encountered in large-scale engineering design. Physical Programming provides an optimization construct that allows a designer to express tradeoffs among competing objectives using natural language and parameters that are intrinsic to the design scenario. Therefore, the goal in this research is to integrate Physical Programming within Collaborative Optimization for multi-level MDO. The primary contribution of this work is the extension of Physical Programming to multi-level MDO problems, which is implemented using CO to explore and exploit subsystem interactions. One anticipated practical benefit is a large-scale design framework in which problems can be posed and formulated using the disciplinary organization and inherent design language that is unique to each application. Our proposed framework is implemented to conduct the conceptual design of a Formula 1 racecar. The remainder of this paper is organized as follows. In the next section, we discuss the mechanics of integrating Collaborative Optimization and Linear Physical Programming. Section III introduces the racecar design and corresponding formulations with solutions. Autonomous underwater vehicle design formulations and solutions are given in Section IV, and we conclude with a discussion of limitations and future work in Section V.
II. Collaborative Optimization with Linear Physical Programming
This work extends our previous implementation of Collaborative Optimization using goal programming to formulate multi-criteria system and subsystem-level objectives 10 To begin, we utilize the Linear Physical Programming (LPP) adaptation proposed by Hernandez, et al. 28 to provide a single-level goal programming formulation with a piecewise linear preference function for each design criterion. Applications of LPP can contain nonlinear constraints and design criteria; only preferences across each individual criterion must be linear 29 . Messac 20 also developed Physical Programming for preference functions that have continuous first derivatives. For the purpose of this study, piecewise linear preference functions are sufficient to meet our research objective of integrating our previous work with that of Hernandez, et al. 28 to provide a multi-level goal programming formulation of Linear Physical Programming for MDO problem formulation within the Collaborative Optimization framework. Before we can discuss the mechanics of this merger, the fundamental LPP concepts (e.g., design metrics, class functions, ranges of desirability, and aggregate objective functions) are described next.
Design Metrics
The problem formulation involves identifying the characteristics of the system, or design, which allow the designer to judge the effectiveness of alternative solutions. Those characteristics, or design metrics, are denoted by the A i variables -which are components of the vector A = (A 1 , …, A m ). Design metrics may be quantities that the designer wishes to minimize; maximize; take on a certain value (goal); fall in a particular range; or be less than, greater than, or equal to particular values. The designer defines preference with respect to each design metric by providing numerical values t ik corresponding to each of the i design metrics partitioned into k ranges of desirability.
Class Functions
Within the Physical Programming method, the designer expresses objectives with respect to each design metric using four different Classes. Each Class comprises two cases, Hard and Soft, referring to the sharpness of the preference. All Soft Class functions become constituent components of the aggregate objective function. Construction of the aggregate objective function is described following the development of additional notation. Figure 2 depicts the qualitative meaning of each Soft Class. The value of the i-th design metric (or objective) under consideration, A i , is on the horizontal axis, and the function that will be minimized for that objective, i s , hereby called the Class function, is on the vertical axis. Class functions provide the means for a designer to express the spectrum of preferences for a given design metric.
The desired behavior of a generic design metric is described by one of eight sub-Classes: four Soft and four Hard. These Classes are characterized as follows.
For each of these Classes, a Class function is formed; examples for the Soft classes 1S and 2S are shown in Figure 2 . Class functions 3S and 4S are omitted without loss of generality because each can be viewed as a combination of the 1S and 2S class functions.
Ranges of Desirability
Linear Physical Programming provides a construct to express degrees of desirability within each of the subClasses. For example, the ranges of Class 1-S, Figure 2 , are defined in order of decreasing preference as follows. The aggregate objective function is not to be confused with an average or weighted average of the related i design metrics. In Figure 2 , the aggregate objective function is derived from the vertical axis, not the horizontal axis.
Class 1S (Minimize)
Linear Physical Programming is a design language that provides a flexible mechanism to express preferences among design characteristics. Hernandez, et al. 28 note that LPP is amenable to formulation as a modified compromise Decision Support Problem (DSP). The compromise DSP 30 is a multiobjective mathematical programming formulation used to determine the values of the design variables that satisfy a set of constraints and achieve a set of potentially conflicting goals as closely as possible. To formulate a compromise DSP based on Linear Physical Programming, a system goal is added for each criterion range parameter
corresponding weight w i,k required for the preemptive objective function is determined using the iterative procedure 29 that enforces class function convexity, identical class function values at a given intersection of ranges, and requirement for the vertical change across any range to satisfy the One-vs.-Others (OVO) rule. OVO is an intercriteria preference rule that seeks to improve the worst criterion first.
Collaborative Optimization and Linear Physical Programming are next merged using the compromise DSP framework to form a unified approach for multiobjective analysis in MDO. The realization of this approach includes Physical Programming to allow designers to specify the problem using physically meaningful parameters to describe customer-specified requirements while CO is used to cast the hierarchical design problem in a formulation that is reflective of the functional structure of many system design problems. The compromise DSP provides the optimization mechanics; our original formulation of Collaborative Optimization using goal programming and the compromise DSP is documented in Ref. 10 . The architecture is presented mathematically in Figure 3 and Figure 4 using the compromise DSP nomenclature for the system and subsystem levels, respectively. The system analysis, subject to subsystem constraints, g i4 (x). Once the targets have been attained, optimization proceeds to any local objectives of interest, x i1 , e.g., maximize the liftto-drag ratio of the wing (subsystem) during aircraft (system) design. Preferences toward these local objectives may also be specified using Linear Physical Programming, if desired.
To demonstrate the proposed framework, the design of a Formula 1 racecar is described next. A i21 
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III. Racecar Design Example
As discussed by Kasprzak and Lewis 31 , racecar design provides a rich environment in which to apply MDO techniques. Racecar configuration and analysis involves knowledge of aerodynamics, structural mechanics, tire performance, and vehicle dynamics. This information is attained from disciplinary experts who have different opinions and control over the performance of the vehicle. The range of adjustment on the design variables may be limited during the racing season (e.g., center of gravity location), and sanctioning bodies limit the amount of ontrack testing that can be conducted. As a result, vehicle simulations must be used to optimize a racecar before it is constructed. Advantages gained through simulation increase the vehicle's potential, and when combined with a talented driver, translate into an increase in on-track performance.
During a lap on a particular racetrack, a driver is faced with a number of different types of corners and straights. Designing a racecar to perform well across turns of all radii on a single track involves a set of conflicting tradeoffs. Each segment of the racetrack has its own optimal vehicle characteristics. The optimal racecar for tight cornering is vastly different than one for sweeping, large-radii curves. Kasprzak, et al. 32 and Hacker, et al. 33 use single-level multiobjective optimization formulations to maximize racecar performance across multiple tracks of different radii. Figure 5 illustrates a simplified sketch of the racecar model. There are three primary design variables: roll stiffness distribution (K'), weight distribution (A'), and aerodynamic downforce distribution (C'). A detailed description of the racecar model can be in Ref. 34 .
Racecar Problem Formulation
Requirements imposed on racecar design by the decision maker are incorporated using Physical Programming. One design objective is to minimize the lap time (i.e., go as fast as possible). However, lap speed and lap time must be considered in conjunction with pit time that has a negative contribution to the overall race. Maintaining the center of gravity near the midpoint of the wheelbase provides more consistent wear of the front and rear tires, minimizing the frequency of required tire changes.
Therefore, the normalized weight distribution, A', and the lap time, et, have specified ranges of desirability, Table 1 . For instance, it is desired to maximize, Class 2-S, the normalized weight distribution with the ideal range being 0.5-0.4, desirable range being 0.4-0.36, and so on. The designer also wishes to minimize the lap time; the ideal range is 13 to 14 seconds, the desirable range is 14 to 15 seconds, and so on. A lap time greater than 17 seconds is considered unacceptable.
Formulating this as a multidisciplinary CO design problem with Physical Programming, Figure 6 , we define two disciplinary subspaces: (1) aerodynamics and (2) force analysis. The system-level coordinator seeks to minimize lap time and maximize weight distribution, and establishes corresponding targets for design variables A', C', and K' and linking variables AeroFzF, AeroFzR, and FxReq, Figure 7 . The goal of each subsystem is to minimize deviation from these established targets to ensure the compatibility dictated by a multi-level formulation.
At the subsystem level, the aerodynamics subsystem has the local objective of minimizing rear downforce. Minimization of rear downforce is useful for maximizing the straight-line speed of the racecar and is addressed preemptively only after minimization of the discrepancy between system target values for shared variables and the equivalent local subsystem variable. Inclusion of rear downforce deliberately introduces potential conflict with the force subsystem that must meet the cornering requirement of maintaining contact between all four wheels and the track. The force subsystem designer would gladly accept a larger rear downforce if it is best for cornering. Results Table 2 and Table 3 present results for six different racecar design optimization formulations, which include traditional and CO formulations without LPP for comparison purposes. "Traditional Optimization" refers to a single-level formulation. "Collaborative Optimization" indicates the multi-level formulation which seeks to minimize lap time at the system level and minimize the discrepancy between shared variables at the subsystem level. "Collaborative Optimization with Aero Objective" designates that minimization of rear downforce has been included preemptively as a secondary objective in the aerodynamics subsystem, as in Figure 6 .
The formulation modifier "with LPP" indicates that Linear Physical Programming has been used to specify preferences for lap time and normalized weight distribution, as in Table 1 . First referring to Table 2 , the traditional and Collaborative Optimization formulations achieve alternate optimal solutions with a lap time of 14.22 seconds. When Collaborative Optimization is implemented with the secondary aerodynamics objective of rear downforce minimization, the resulting design improves the lap time by 0.13 seconds. Te primary objective is not the minimization of rear downforce because of the cornerning requirement of the racecar. Hence, minimum lap times do not necessarily correspond to minimum rear downforce values. The design space is identical across all formulations; hence, our two-part assertion is that (i) the traditional optimization and pure Collaborative Optimization formulations failed to identify the optimum solution and (ii) the use of local subsystem objectives within Collaborative Optimization successfully provides additional guidance for the system optimization to proceed to the optimal racecar configuration.
Physical Programming modifies the objective function formulation such that a different design point is selected as the optimum, see Table  3 . Traditional optimization with Physical Programming indicates a design with "ideal" 0.512 normalized weight distribution (A') and a "desirable" lap time (et) of 14.24 seconds. When Physical Programming is used in conjunction with Collaborative Optimization, the reported design maintains the "ideal" normalized weight distribution and "desirable" lap time. Though further resolution of normalized aerodynamic downforce distribution (C') and normalized roll stiffness distribution (K') could improve the lap time, it would not be sufficient to promote lap time to the "ideal" range. Hence, the preferences of the decision maker do not distinguish between the two different designs. Hence, negative wheel loads are penalized as evidenced by the large vertical spike in Figure 8 . Figure 9 illustrates the system-level convergence history for the Collaborative Optimization formulation using the secondary aerodynamics subsystem objective to minimize rear downforce. Compared to traditional optimization, Figure 8 , the Collaborative Optimization convergence is more frequently impacted by the infeasible region due to iteration with the aerodynamics subsystem. When the system inadvertently tests a design that leads to negative wheel loads and corresponding infeasibility, the aerodynamics subsystem follows the direction established by the system, and the resulting deadlock is difficult for the system to resolve. Figure 10 presents the convergence plots for the CO formulation using Linear Physical Programming. The trend for normalized weight distribution exhibits smooth, consistent improvement across Physical Programming regions of successively higher preference. After the optimization initially rejects infeasible designs, lap time settles into a state of small fluctuations that become secondary to the improvement that is achieved in weight distribution. 
IV. Autonomous Underwater Vehicle Design Example
A division of the Applied Research Laboratory at the Pennsylvania State University is involved in developing methods for simulation-based design (SBD) of naval systems during their conceptual design [35] [36] [37] .
The relationships governing the design of an autonomous underwater vehicle (AUV), as described in Ref. 38 , are extended for implementation using Physical Programming. Figure 11 provides a simplified view of the AUV design problem. The AUV consists of five subsystems: (1) guidance and control, (2) payload, (3) power, (4) machinery, and (5) hydrodynamics/propulsion.
Each subsystem contains a set of complex relationships that adequately capture pertinent design rules. A system-level analysis arbitrates among the subsystems to optimize a specified objective (e.g., maximum range) while ensuring that system constraints (e.g., length and speed) are satisfied.
The three competing objectives in the AUV design problem are maximization of speed, mission time, and payload length. Ranges of desirability for objective function attainment are listed in Table 4 . For instance, a speed greater than 30 m/s is highly desirable while a mission time of 0.08 hr is tolerable. 
AUV Problem Formulation
The autonomous underwater vehicle design problem is cast as a compromise Decision Support Problem using the Physical Programming nomenclature developed in Section II, Figure 12 (system level) and Figure 13 (subsystem level). The system level contains three sources of uncertainty in customer requirements that are captured through Physical Programming. The remaining three sources of uncertainty in design variables (gpw) and parameters (gncDensity, Bthick) are modeled using probability methods. The system analysis enforces disciplinary compatibility using equality constraints for the shared variables. Figure 13 shows a typical disciplinary analysis using the power subsystem for illustration. Given system-specified targets for shared and linked variables, the analysis determines corresponding local values seeking to minimize the discrepancy subject to robust constraints. Table 6 summarizes the  numerical  results  for  the  multidisciplinary AUV design  optimization formulations while  Table  7 provides the corresponding Linear Physical Programming ranges. The first two columns provide the deterministic baseline in which LPP succeeds at improving the mission time from the tolerable range (0.08 hr) to highly desirable (0.142 hr) while maintaining speed within the desirable range for a similar payload length.
Results
The middle two data columns indicate robust designs using LPP. The increased variability between Case 1 and Case 2 necessarily results in a more conservative (i.e., smaller) vehicle length. When Collaborative Optimization is implemented with secondary subsystem objectives designed to facilitate payload maximization, increases in payload length can be obtained at the expense of having a vehicle with slower speed and shorter mission time (e.g., compare LPP-C1 and LPP-CO-C1 columns).
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Min: tpow W -tpow Table 6 , the additional uncertainty present in Cases 3 and 4 yielded a smaller guidance and control section. This result provided the necessary mechanism to increase the estimated payload length. When Collaborative Optimization is implemented with secondary subsystem objectives, further increases in payload length can be obtained (e.g., compare the LPP-C3 and LPP-CO-C3 columns). When using the Linear Physical Programming formulation for AUV design optimization, the resulting convergence of the payload length is depicted in Figure 14 .
With only small aberrations, the overall trend provides no justifiable reason to question convergence.
V. Conclusion
Linear Physical Programming has been integrated within Collaborative Optimization to provide a novel framework for the analysis of large-scale, hierarchical MDO problems. The proposed framework retains Physical Programming's strength of contributing a flexible mechanism to express preferences among competing design metrics while Collaborative Optimization provides the ability to formulate the multi-level MDO problem. The unified framework is demonstrated using designs of a Formula 1 racecar and autonomous underwater vehicle. Results are compared to traditional, single-level formulations and CO formulations that do not include Linear Physical Programming. Solution agreement among the results indicates the efficacy of the proposed approach. We anticipate additional gains with the future implementation of Physical Programming within CO rather than Linear Physical Programming; however, integration of Physical Programming within the compromise DSP is not as straightforward. We are also investigating larger, more complex problems which will benefit more from using MDO. Finally, an added drawback is the increased computation time necessary to enforce the equality constrained system-level compatibility requirement, which needs to be investigated further; however, the Collaborative Optimization formulation more accurately represents the disciplinary organization encountered in large-scale systems design. 
