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ABSTRACT
The detection and estimation of outliers in a saturated
factorial experimental setting is researched and discussed.
Methods for detection and estimation are developed and tested
in both simulated and "real" data sets. The techniques
developed proved themselves useful in both detection and
estimation of outlying values. The simulated data sets also
showed how an outlier can affect the interpretation of an
experiment depending on the number and sizes of active
effects and on the amount the outlying value is actually
shifted.
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INTRODUCTION
Saturated factorials, or experiments where the factors use
all of the degrees of freedom available, and other highly
fractionated experimental designs are used as screening
experiments to determine which factors have an effect on the
response being studied and which have only negligible effect.
Many factors can be studied in one compact, economical
experiment. However, because of the myriad of possibilities
for errors in modern industrial settings and the interactions
that may occur with external or internal forces, unusual or
outlying observations may occur. Furthermore, because of the
relatively small number of observations compared to the
number of effects estimated in a saturated fraction, these
unusual observations may often cause costly
misinterpretations of data.
Some data sets with outlying observations lend themselves to
easy interpretation; the effects are clearly determined and
one outlying observation is not likely to cause
misinterpretation of the data. Some of the contrasts
evaluated might be deemed unimportant or might be within some
independent estimate of error. In these situations outlier
detection is still useful, but is somewhat simplified by the
structure of the data.
Other situations are not so simple. Some data sets, using
classical analytic techniques initially, show few (if any)
effects of significance. The calculated contrasts may
suggest that something is "wrong" with the data, but which
observations are discordant would not be clear.
Understanding of these types of data sets that provide a
greater challenge to the analyst is the goal of this study.
This thesis focuses on the observations in an experiment and
the estimation of each observation through minimization of
the error in the experiment. Three different data-based
algorithms were developed to do these estimations. These
algorithms were studied in simulated experiments and also
demonstrated with "real" data sets to show the usefulness of
each of the three techniques.
LITERATURE REVIEW
Very little has been written about the problem of outlier
detection in saturated fractional factorials. A few articles
on outlier detection in factorials and fractional factorials
exist, and these techniques were investigated to see if they
could be extended to the saturated factorial case.
For the saturated factorial case, Daniel (1959) focused his
attention on the use of the contrast sums to analyze and
critique results of experiments. (The contrast sum is the
total effect a factor has on the response of an experiment.)
His paper initiated the use of the half-normal plot to select
significant effects and estimate error variances. He also
pointed out how one, two or three outliers would affect the
location and shape of the plots using the following
reasoning. Insignificant contrasts should be normally
distributed with zero mean. If there is one outlier, all
contrast estimates are pulled in the direction of the sign of
the contrast coefficient of the outlying observation.
Insignificant contrasts are pulled away from zero, and the
resulting half-normal plot does not pass through the origin.
If there are two outlying observations of the same magnitude,
in half of the contrasts in the experiment the effects of the
outliers are additive and their line will not pass through
the origin; in the other half of the contrasts, the effects
tend to cancel each other out and their line will pass closer
to the origin. The resulting plot, then, is a broken curve.
Three outlying observations, outlying by equal amounts, add
together on one quarter of the contrasts; if the magnitudes
of the deviations are of various amounts, the effects on the
other three quarters of the contrasts may be too confusing to
interpret .
One advantage of this approach is that initially all
contrasts are initially included in the analysis, exactly as
all contrasts are utilized for study in a saturated
experiment. Diagnostics are done on the contrasts, and the
effects of unusual data are studied directly. In cases where
no clear model can be identified, this is invaluable since
residual-based techniques can easily be biased by the choice
of an incorrect model.
Box and Meyer (1986) used Bayesian methodology to estimate
effects and detect outliers. They assumed a discordant
observation to have an inflated variance and that it would
only occur with some relatively small probability. Effects
also had some prior probability of being significant. Given
these probabilities and the actual observations, posterior
probabilities that a particular set of effects are
significant and that a particular set of observations are
'faulty' could be calculated. These methods have obvious
appeal, especially in a saturated experiment, but significant
computer power is needed to accomplish the iterations
required .
For the non-saturated factorial case, methods based on the
residuals could be used. One problem in a saturated
factorial is that any model would be developed after the data
is collected and analyzed. If, based on the data, a model
can be clearly defined, then this poses no problem. If a
model cannot be clearly defined, then substantial errors
might be introduced when a model is forced to the data.
Residual-based methods for non-saturated situations are
discussed in many articles, and a good summary of this work
is provided by Barnett and Lewis (1978). Examples are
provided in Barnett and Lewis wherein these techniques are
used for identifying large outliers utilizing Bonferroni
inequalities to test for significance. They also refer to
work by Goldsmith and Boddy (1973) in which each observation
is omitted one at a time and the residual mean squares are
recalculated; when the actual outlier is omitted the
residual mean square is reduced drastically. In a balanced
2" factorial experiment, this is equivalent to using Cook's
distance (see Draper and Smith, 1981) since each run of the
experiment has equal leverage; the run with a very large
Cook's distance is likely to be an outlier. (Note: Cook's
distance is a measure of how much influence a single
observation has on the calculation of the regression
coefficients. Each observation is assumed to be 'missing'
and the coefficients are recalculated; Cook's distance
essentially shows how far the group of coefficients has
moved. See Draper and Smith [1981].)
Barnett and Lewis also point out that this procedure is
essentially equivalent to residual-based methods. Some
discussion of Anscombe's (1960) "premium and protection"
procedure is also included by Barnett and Lewis. Anscombe
warns that altering or rejecting an observation may carry a
penalty (premium) if done needlessly, but there is some gain
in making a correct decision, that being reduced variance.
This is analogous to Type I and Type II error logic in
classical test procedures and is based on residual analysis.
Daniel (1960) shows the effects of an outlier on the
residuals in a 2" experiment and provides interesting
discussion on locating and reestimating that observation. He
commented that in a 2" factorial, if one observation is
changed -- he suggested using the mean of the other
observations -- and the resulting large effects are main
effects and two-factor interactions of the large main effects
(i.e. a sensible model), then it would be reasonable to call
that observation "defective".
The work of John (1978) uses a similar approach. If k
outliers are suspected, then each set of k observations is
reestimated by treating them as missing. A test procedure is
provided based on the reduction in the residual sum of
squares by replacing the k observations with their missing-
value estimates. Again, a simple model (main effects and
two-factor interactions) is used, and outliers are located
with the remaining higher-order interaction contrasts assumed
to be zero, suggesting that this technique is useful only in
a non-saturated experimental setting. One interesting
feature of the analysis is the treatment of multiple outliers
first, and then proceeding to lower numbers of outliers.
Obviously, however, there must be some caution with regard to
altering too many observations needlessly, invalidating the
entire analysis.
Carroll (1980) discusses the use of robust methods to detect
and accomodate outliers using John's (1978) data to
demonstrate the effectiveness of such techniques. Basically,
the quadratic nature of least squares estimation is replaced
by functions that are less sensitive to outlying
observations. The demonstrations involved several different
functions. Generally, if an observation is removed from an
expected or predicted value, then less weight is given to
that point. By looking at the weights applied to the various
observations, one can judge which are the outliers. These
methods require the assumption of a non-saturated model for
the system under study.
Given the practicality of concentrating on the more familiar
techniques, the research in this thesis was based on the work
of Daniel (1959) and residual-based methods. These methods
are more likely to be used in the analysis of experiments and
are included in most statistical computing software.
Bayesian methods are not widely recognized by industrial
practitioners and, additionally, are not normally available
in statistical software.
STRATEGY
The essential strategy employed in this particular
investigation was to move each observation successively and
look at the resulting contrasts. If the outlying observation
is moved in the correct direction, then the insignificant
contrasts will move toward a zero mean with the change in the
observation. If a 'good' observation is moved, then either
the contrasts will move away from zero, or only a relatively
slight movement of the observation will be required.
Barnett and Lewis (1978) used an example, an unreplicated 8-
run full factorial with a pre-determined outlier, attributed
to Daniel. In the following table the data and the seven
contrast sums, denoted by Ciyi, are calculated as the outlier
is moved toward a more reasonable number . Note that the four
interaction contrasts, which were deemed insignificant by
Daniel, move toward zero as the point is moved. In this
example, one would not normally suspect any particular
observation of being the outlier, so each observation would
have to be moved, one at a time, to find the desired
reduction in the sum of squares of the insignificant
contrasts .
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If it is possible to decide a priori which contrasts in the
analysis are insignificant, then moving an observation to a
point that minimizes the sums of squares of those
insignificant contrasts seems to be a reasonable approach.
The problem surfaces when analyzing a low-resolution
saturated factorial -- there is no a priori knowledge about
which contrasts are insignificant, and therefore, there will
always be some amount of error in any initial judgment. When
an an observation is moved by some amount, all of the
contrasts change to some degree. (In a two-level factorial,
a contrast sum will change by 6, with 6 being the amount of
the change to the observation). In the example above, note
that the main effects get larger and the interaction effects
get smaller as the outlying observation is moved. It is
likely that after some movement, the judgment as to which
observations are not significant will change.
To estimate which contrasts are, in fact, insignificant, this
thesis examined three approaches. In the first approach,
each observation is moved alternately to a point that
minimizes the sums of squares of the initial set of smallest
contrasts, where the suspected outlier, for purposes of this
study, is that observation which is moved the farthest. (An
alternative would be that observation which provides the
minimum sum of squares for the set of smallest contrasts.)
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When an observation is moved, as in the manner described in
the above paragraph, the set of smallest contrasts may change
with the move. The first approach could be iterated until no
switching of contrasts occurs and this is what constitutes
the second approach to the problem of detecting and
estimating an outlier. Again, the suspected outlier is that
observation which shows the largest movement. (An
alternative in this second approach would be that observation
which provides a global minimum sum of squares for a given
number of contrasts, though not necessarily the set of
smallest contrasts that the original data generated.)
In the third approach, each observation is moved across a
large range of values, and a sum of squares of the smallest
contrasts is calculated for each value of each observation as
it is moved. An initial estimate of the move required is
thus obtained, and this estimate is then fine-tuned using the
techniques of the second approach. The suspected outlier is
again the observation that shows the largest movement.
These three approaches (or algorithms) were investigated as
reported below, first on some simulated data sets and then on
sets of "real" data.
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ANALYSIS
Notation
The notation we use in this development is as follows:
i = index of an observation number or the row of
the design matrix associated with the
observation .
j = index of the contrast or the column in the
experimental design matrix associated with
the contrast. (In this particular study,
the contrasts are sorted before the
observation being tested is moved so that
j=l designates the smallest contrast in
absolute value, j=2 equals the next larger
contrast in absolute value, etc.)
k = index for the observation being tested as an
outlier .
Cm = contrast associated with the dj and y1; namely,
n
C = I c y
1-1
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Cu = ith element of the jth contrast.
yi = ith observation of the data set.
6 = the true amount the mean of an observation
has been shifted due to its being an
outlier .
5K = true amount the mean of observation k
has been shifted due to its being an
outlier .
du = estimate of the mean shift 6.
n = total number of observations
p = n-1, the total number of contrasts that can
be calculated in a given experiment.
q = number of contrasts assumed insignificant
and used in the calculation of d*.
r = actual number of active effects in the
experiment. (Note that this may not be equal
to p-q. )
13
(3 = actual size of an active effect in an
experiment .
Assumptions
Some assumptions were made in the following treatment.
First, it was assumed that in a saturated, orthogonal
experiment, relatively few effects will be important since
these saturated experiments are mainly used in screening
situations. (Note, however, that any contrast might be
significant in the experiment; there are no higher-order
(three-way or higher) interactions that were assumed to be
inactive. Any contrast has some likelihood of having a
significant effect associated with it. Also note that these
techniques can be used in unsaturated designs and can be
extended to general orthogonal contrasts.) The second
assumption was that the important factors affect the response
in the usual additive (main-effects) model. Third, it was
assumed that the errors were independently and identically
normally distributed (except for the "mean
shift" associated
with the outlier). The final assumption was that there is at
most one outlier that is shifted by some unknown amount.
To summarize, the reader should assume there was some
underlying model, unknown at the start of the analysis, which
included a few of the many effects under study. There was
also some i.i.d. normal random error, also unknown before
14
the analysis, with no prior estimate available. An
additional "error" factor, which affects only one or two
observations, might also have existed, and the contrasts were
all orthogonal in the design. The model can be represented
by
Y = X|3 + E + a (1)
The first two terms of the model constitute an ordinary
regression model, with the X being the orthagonal
experimental design matrix and |3 being the vector of true
factor effects. The vector 5, if the data were to contain no
outliers, would consist of all zeros, and there would be no
added effects due to outliers. If there happened to be an
unusual effect or error, then one or two of the values in 6
would be non-zero, and there would be a shift in the mean of
one of the values in the vector Y. The task, then, was to
estimate <5 in order to get a better estimate of the vector 13.
Role of Contrasts
Usually, in an analysis of a saturated factorial of n runs,
all p contrasts are estimated. The contrast sum of factor j
would be
n
1=1
15
During the analysis of the experiment, the contrasts are
usually ranked and the highest are considered for their
significance, either statistically or practically.
Statistical significance is typically determined by using the
smaller contrasts as estimates of the error, assuming the
effects associated with those contrasts are unimportant. A
half-normal plot is an excellent way of accomplishing this.
As stated among the assumptions, this is a screening
experiment and relatively few of the factors are expected to
have an effect. Consequently, few of the contrasts should be
significant .
If the half-normal plot suggests a problem with the response
data (e.g., line not through the origin, broken line), then
some decisions must be made about which observations are
unusual or in error. With one outlier, the problem usually
is that the small, and probably insignificant, contrasts are
not evenly distributed around zero; they are split away from
zero because of the effect of the outlier. The contrasts
appear unusually large or small depending on the sign of the
contrast coefficients associated with the outlying
observation. For instance, in the Barnett and Lewis (1978)
example reproduced on page 9, the ac contrast is initially
-59 because the contrast coefficient associated with the
16
outlier is negative. The abc contrast is +85 because the
contrast coefficient of observation tt2 is positive. The
dot-plot of the contrasts (provided with the half-normal plot
of that example) shows how the insignificant contrast sums
are split away from zero because of the outlier.
If the outlier is adjusted in the proper direction,
positively or negatively, then the truly insignificant
contrasts ought to move toward zero. As a result, the sample
variance of those insignificant contrasts ought to be
reduced. The contrasts can be sorted from low to high, so
that j=l designates the lowest contrast and j=p the highest
contrast (in absolute value). If at least q (q < p)
contrasts are a priori considered insignificant, then
q q n
Z c = Z< I c y )
m
j
j-i 1-1
ij '
(3)
is the sum of squares of the q smallest contrasts.
The distribution of this sum depends very much on the number
and size of the active effects, complicating its formulation
For purposes of illustration, consider three different
scenarios. First, if q=p-r and the r active effects were
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extremely large, exactly all of the truly insignificant
contrasts would be taken. In this case, the distribution
would essentially be a scaled X2 with q degrees of freedom.
Second, if there were no active effects, the distribution
would be that of the sum of the q smallest order statistics
of p same-scaled X2 distributions with one degree of freedom.
Third, if the sampling were to include more than the truly
insignificant contrasts (q > p-r ) , an inadvertent addition of
active effects, in a complex stochastic manner, would result.
The distribution in this case would depend on the size of the
active effects. The strong dependency of this distribution,
then, on the number and size of the active effects should be
compared to a replicated design, in which the pure error sum
of squares has the same-scaled X2 distribution regardless of
the number and size of the active effects.
If an outlier is present, q could be equal to or less than p-
r; yet there might still be an active effect in the sampling
if that outlier's impact is substantial. In the Barnett and
Lewis example shown back on page 9, q is equal to r, but the
initial q smallest contrasts included an active effect, b.
This is an area of major concern in this study, because the
outlier's impact on the analysis is critical if truly active
effects are not identified in a screening experiment.
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Algorithm 1.
Movement of an observation (e.g., observation k) in a
direction that minimizes Equation (3) for the initial q
smallest contrasts seems to be a reasonable way to detect
which observation could be the troublesome one, that is, of
course, if the q smallest contrasts are truly insignificant.
If observation k is to be tested, then an amount 6 is added to
observation k to change the sum of squares. The sum of
squares equation then becomes
q q n
j IJ i jk k
j-1 j-1 i=1
This equation can be minimized by differentiating with
respect to d* and solving for d*. The result is
q n q
\ - Zfo ) ]/ o
2
(5>
j=l * .-1 IJ
'
H
Jk
This equation is in the form of a regression slope
(X'X)_:LX'Y through the origin. If the p-q largest contrasts
are estimated with a least squares regression using the data
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unadjusted by d*, the residual of observation k would be
n
r Xj c Y. y . ] /n <*>
k Jk IJ i
J=1 1=1
Again, j=l represents the smallest contrast and j=n-l, the
largest contrast. The residual and the change in observation
k are related by the factor
q
^- 2
d / r = - n/
_>_
c = - n/q m
k k Jk
or, in words, the number of runs (n) in the experiment
divided by the number of insignificant factors chosen to
estimate the change required in the observation. The change
required to minimize the q insignificant contrasts' sum of
squares is somewhat higher than what would be suggested by
the residuals of a model constructed with the p-q regression
coefficients. In effect, Algorithm 1 is equivalent to
examining the residuals of a regression with the p-q largest
contrasts included. Note that both the residual and
Algorithm 1 will underestimate the magnitude of the outlier
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since the outlier will have an impact on the estimation of
the overall mean, which would, in turn reduce the absolute
value of the residual for the outlying observation.
Now, the observation could be moved by the amount calculated
with a statistical test of the resulting decrease in the
contrast sums of squares to follow, or the calculated
movement could be tested against a distribution of movements
based on an absence of outliers in the data. In the Barnett
and Lewis (1978) example, the estimated movement using the
initial four smallest contrasts was calculated to be 29.5.
The initial values and the estimated movements for each point
are listed in Table 2 on page 22. Based on this minimization
procedure introduced as Algorithm 1, two other algorithms
were considered and are summarized in the next two sections.
Algorithm 2.
If an observation is moved sufficiently, the q smallest
contrasts may change. That is, if the analysis were to be
repeated on the altered data set, the q contrasts selected as
being insignificant may not be the same contrasts that were
selected in the initial analysis. Consequently, a new
minimum contrast sum of squares could be recalculated and the
21
observation moved again. This process could be repeated
until no more switching of the contrasts occurred.
In the Barnett and Lewis (1978) example shown on page 9.
notice that the four smallest contrasts include one of the
significant main effects, b. Using Equation (5) with q set
at 4, the first movement is calculated to be 44.8. At this
point, the smallest contrasts are the actual insignificant
contrasts, which also happen to be the interaction contrasts.
A second step calculation shows that the observation in
question should actually be 81. Barnett and Lewis claim
that Daniel estimated that the point should have been moved
64, but Daniel's assertion is based on an estimation of the
outlier's effect with the average of the contrast sums of the
interaction terms. Since Algorithm 2 does not rely on this a
priori information, this technique would have worked equally
well had the same data arisen from a saturated design.
(Again, see Table 2 on page 22 for the results associated
with each observation.)
Algor i thm 3.
One possible problem with Algorithm 2 is that an
observation's movement might find a local minimum for the
contrast sum of squares and never have the q insignificant
coefficient set change while, in fact, the absolute minimum
might be at a different point. Example 1 of this study is an
22
experiment wherein this was found to be true. Figure B-2 on
page B-3 shows the contrast sum of squares plotted against a
range of values for observation #6. While a local minimum is
observed at around 100, a global minimum is achieved at 225.
This suggests that a better alternative would be to
move each observation incrementally across a suitably large
range and calculate the contrast sum of squares for the q
smallest contrasts at each point. This would result in a
better starting point for the outlier estimation. The
contrast sum of squares can then be minimized for the q
smallest set at that point if the starting point is
reasonably precise. In the Barnett and Lewis (1978) example
shown on page 9, the outlying observation would have been
tested over the range 109 to 180 and a minimum sum of squares
calculated at 109. From that point, the minimum sum of
squares would be calculated using Algorithm 1, resulting in
an estimated move of 64 for the outlying observation. In
this example, Algorithms 2 and 3 estimate the outlying
observation identically. (Again, see Table 2 below for the
estimates for all observations.)
Table 2
Estimated dk for Barnett and Lewis Example
Observation Alco 1 Aloo 2. Algo 2
1
2
3
4
5
23
22.5 59.0 59 .0
-29.5 -64.0 -64.0
7.0 7.0 -69.0
0.0 0.0 81.0
26.5 26.5 -79.0
33.5 66.0 66.0
-56.0 -56.0 56.0
4.0 -4.0 -71.0
6
7
Note that none of the algorithms points out observation #2 as
the obvious outlier relative to the others. This is probably
due to the few degrees of freedom available to estimate these
points and the outliers' effects on the contrasts. In
designs of few runs, these algorithms might be useful as
guides; the analyst must use some practical knowledge of the
system under study to interpret the results of these tests.
Design of Simulations
From the outset, it was determined that these algorithms
would be tried on simulated data sets using a 16-run, two-
level factorial design. While, in any given experiment,
there are essentially an infinite number of combinations of
effects and outliers, it seemed logical to try a range of
sizes for active effects (small to large), a varying number
of active effects (two to four), a range of outlier sizes
(4a to 8a), and a range of q, the number of contrasts (ten to
twelve) used to detect and estimate the outlier. The data
sets were generated by first creating sixteen random numbers
from a z-distr ibut ion to be the random error structure, and
then adding to those numbers the
'true' values for the 16
runs using some pre-determined model for active effects. To
create an outlier, the amount of the 'mean
shift* was added
to an observation that was randomly selected from the
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sixteen. In summary:
Number of active effects (r): 2 or 4
Size of active effect ( |3 ) 2 or 4
Outlier size (5): 4 or 8
q: 10 or 12
cr: 1
These factors were run in a 24 arrangement, resulting in
sixteen scenarios. Each of the sixteen scenarios of this
experiment was simulated 50 times to get an idea of the
distribution associated with the estimated movement, die, of
the observations. (The experimental matrix is provided in
Table 3 on page 24. All simulations and analyses were done
using Minitab macros provided in Appendix E.)
Four sets of simulations with no outliers were run as well.
(These scenarios are also summarized in Table 3.) These runs
were meant to provide some insight into the behavior of the
die for the three algorithms. If the die behaves nearly
normally, then a half-normal plot of the d* would be an
objective way to detect the presence of an outlier and which
of the observations is the discordant one.
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Table 3
Simulation Experimental Matrix
(with outliers)
Size of effects # of effects 3
2 2 4
2 2 4
4 2 4
4 2 4
2 44
2
4 44
4
2 2 8
2 2 8
4 2 8
4 2 8
2 4 8
2 4 8
4 4 8
4 4 8
(with no outliers)
4 2 0
2 2 0
2 4 0
4 4 0
In a simulation with four active effects, the active effects
might be arranged in any one of three ways. They could form
a full 24 factorial; they could form a replicated 24-1
fractional factorial of resolution III; or they could form a
replicated 2*~:L fractional factorial of resolution IV. The
choice of arrangement of the active effects could affect the
initial q smallest contrasts since the outlier can work to
decrease the absolute values of the truly significant
contrasts and, hence, mask their impact. (If there are only
two active effects, each combination of two columns acts
equivalently . )
26
cenario q
1 10
2 12
3 10
4 12
5 10
6 12
7 10
8 12
9 10
10 12
11 10
12 12
13 10
14 12
15 10
16 12
1 10
2 12
3 10
4 12
Calculation of the probabilities that one, two, three or all
four truly significant contrasts are drawn toward zero by an
outlier, while the absolute values of other truly inactive
contrasts are increased, is beyond the scope of this thesis.
To compensate for the lack of probability information, the
simulations were run by choosing randomly which four effects
would actually be active and choosing randomly which
observation would be contaminated with a 'mean shift'. The
effects and the outlier were always assumed to be positive.
Analysis of Simulations
Three parameters were used to describe each simulation.
First, there was an analysis of the success of the
simulation. (The results are summarized in Appendix A. A
more detailed discussion of the results is also provided in
Appendix A.) If the observation with the highest d*. was
indeed the outlier, that simulation run was assigned a "1";
if the observation with the highest d* was not the outlier,
the simulation was assigned a "0". Second, the d* for each
simulation was used as an estimation of 6. Third, the
standard deviation of the di< for non-outlying observations was
calculated. The value of each parameter was calculated for
each algorithm for a total of nine parameter values for each
simulation .
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Additionally, as a way to compare the effectiveness of one
algorithm with that of another, the success/failure parameter
value for one algorithm was subtracted from that of another
algorithm to generate yet another parameter for the overall
comparison. For instance, the success/failure value for
Algorithm 2 was subtracted from that value for Algorithm 1.
If both algorithms were successful, then the result would be
zero; if only Algorithm 2 was successful, then the result
would be -1; and if only Algorithm 1 was successful, then the
result would be +1.
An analysis of variance was done with each of the above
mentioned parameter values serving as the response and the
experimental factors in Table 2 constituting the model, which
included all interactions. (See Anova A-l through Anova
A-12, along with a detailed discussion of these Anovas, in
Appendix A.) A summary of the results follows.
Given that the analyst suspects an outlier, the most likely
outlier would be that observation which shows the largest d*
for the algorithm in use. (A possibility not considered in
this study was using the observation which minimized the
smallest contrast sum of squares.) That criterion was used
in judging whether or not the algorithm was successful in
identifying the outlying observation. Table A-l on page A-ll
shows the fraction of times that each algorithm was
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successful in each situation.
In most cases, Algorithms 1 and 2 worked as well or better
than Algorithm 3. Algorithms 1 and 2 perform differently
under different circumstances, but for the analyst, not
knowing a priori how many active effects there are and how
big they are, the odds as to which algorithm will do what are
indistinguishable. It might be reasonable, then, to use both
algorithms in analyzing the data and see if they agree on the
selection of the outlier. If they don't agree, then the
analyst will need to use some additional knowledge to try to
determine which of the algorithms is correct.
Algorithm 3 is more reliable when q was set too large (q > p-
r). Increasing q from 10 to 12, however, did not appear to
provide any practical increase in the fraction of successes
for any of the algorithms, and was actually detrimental when
q was greater than p-r. It is recommended, in 16-run
experiments, that a q value of ten is sufficient in most
instances, but further investigation is required where larger
and smaller designs are involved.
These algorithms can also be used to estimate the outlier's
mean shift. Table A-2 on page A-12 shows the average of the
dk's calculated for each scenario. Algorithm 1, which works
as an augmented residual, underestimated 5 by varying amounts,
depending on which scenario was simulated. Algorithm 2 was
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more consistent and generally underestimated the outlier by
no more than 1 standard deviation. Algorithm 3 was also
reasonably consistent but overestimated somewhat the mean
shift of the outlier.
One of the major contributors to the success or failure of
a particular algorithm in any given situation was the
variation inherent in the d* for the 15 non-outlying
observations. Table A-3 on page A-13 shows the standard
deviations of the d* for the 15 non-outlying observations.
Note that Algorithm 1 generally had the lowest variation, and
Algorithm 3 the highest. Note also that the size of the
outlier greatly influenced this variation. The outlying
observation causes the contrasts that are calculated to be in
error, and this is compensated for when the
non-outliers' d*
is estimated.
Table A-4 on page A-14 summarizes the simulations run with no
outliers. Example dot-plots for each scenario and each
algorithm are provided in Figures A-l through A-6 on pages A-
28 through A-33.
The dot-plots show the distributions to be 'long-tailed',
which suggest that these distribution are not very normal-
looking. Half-normal plots of the dk of some of the
simulations run are provided in Figures A-l through A-6.
Note that broken curves and 'pseudo-outliers' are not unusual
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for any of the algorithms. Still, a half- normal plot of the
original contrasts should still be used to detect the
presence of the outlier. Then, one of the three algorithms
can be used to judge which observation is indeed the outlier
and estimate what the 'mean shift' of that observation is.
In judging the d*, the half-normal plot may be a useful
diagnostic tool as well, however. In simulations with four
active effects and q=12 (q > p-r, Figure A-2 on page A-29 )
note that the d* are split away from zero. If this effect is
noticed in an actual analysis, then the analyst would have
the option of reducing q and re-applying the algorithms, this
time for the purpose of finding another smaller active
factor .
One special case with no outlier was run with the active
effects made to be very large and q selected perfectly at
q=p-r . That data is summarized in Figure A-6 on page A-33.
No discernible difference between this simulation and the
others run with no outliers is evident. Actually, in this
case, Algorithms 1, 2 and 3 all are identical since the
effects are so large they are never included in the q
smallest contrast set.
This finding gave rise to the question as to whether or not
an outlier of size 6a would be the easiest to detect. The
decision was made to run the most difficult cases, that is
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those with four active effects, with 3=6. Those results are
summarized in Table A-5 on page A-15. Note that algorithm 1
appears to show the best performance at detecting the
outlier. The reason algorithm 1 seems to be superior is
probably because of the increased variation of estimation
inherent in non-outliers using Algorithms 2 and 3.
EXAMPLES
Example ftl
A sixteen-run 2a~4 fractional factorial was conducted. The
data is "real", but to ensure confidentiality, the factors
will be referred to by letters A-H. The generators used
were :
I =BCDF=ACDG=ABCE=ABDH .
The sixteen observations were:
Yi Run Order
(1) 258 13
a 81 1
b 77 4
ab 79 14
c 112 8
ac 85 3
be 172 9
abc 116 15
d 168 12
ad 86 7
bd 310 10
abd 66 11
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cd 174 6
acd 116 16
bed 256 2
abed 152 5
This is a resolut ion-IV design, so Daniel's (1959) method
could be used. However, a number of two-factor interactions
were expected to be active, so all effects were treated
equally when Algorithms 1, 2 and 3 were applied.
Appendix B contains the tables and graphs associated with
this data set. The half-normal plot of the contrast sums is
displayed in Figure B-l on page B-2. (A dot-plot of these
contrast sums is also provided in Figure B-l.) The half-
normal plot suggests some problems with the data. Not only
does the line not intersect at the origin as it should, but
the line is segmented as well, which suggests a multiple-
outlier situation. While the effect of factor A appears
substantial, the remaining contrasts do not reveal any
overwhelming effects.
If Algorithm 1 is used on this data, observation #5 has the
greatest calculated movement. Algorithm 2 moves observation
#3 by the maximum amount, and Algorithm 3 moves observation
#11 by the maximum amount. A table (Table B-l on page B-l)
of the calculated movements for each observation is provided
in Appendix B.
Figure B-2 on page B-3 shows how the contrast sum of squares
changes as observations #3, #5 and #11 are moved across the
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range of all the observations taken. Observations #3 and #5,
while actually observed as relatively low values, have the
minimum contrast sum of squares at very high values. Note
also the breaks in the curve where the set of ten smallest
contrasts is changed as the observation is moved.
Observation #6 is included to show how multiple local minima
can occur in the q smallest contrast sums of squares in
relation to observation k's movement. This may be a result
of the possible multiple-outlier situation or, another
possibility, the arrangement of the active effects in the
experimental design matrix.
Since simulation results showed that the maximum d* provided
by Algorithm 1 was a reasonable method for selecting which
observation is the outlier, observation #5 was chosen for
adjustment. The adjustment was calculated using Algorithms 2
and 3 since those algorithms provide a better estimate of
where an outlying observation should actually be. Figure B-3
on page B-4 shows the half-normal curve and dot-plot with
observation #5 adjusted by 208, which is what Algorithms 2
and 3 estimated the adjustment to be. Note that, as a
result, three contrasts are clearly removed from the bulk of
the contrasts, and the smaller contrasts appear to be more
"normally" distributed around zero. The half-normal curve is
still broken, though, suggesting there are still problems
with the data.
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Note that the largest effects now deemed significant are A,
H, and the BD interaction (corresponding to letters A, M and
I on Figure B-3). The BD interaction is equal to the AH
interaction because of the confounding in the experiment, so
the new analysis seems to be sensible. The main effects C
and G (C and L in Figure B-3) also appear significant.
Example #2
This is a 32-run 2s-3 fractional factorial experiment. The
experimenter was evaluating the effects of various parameters
on the accuracy of a quantitative chemical analysis done on a
scanning electron microscope. The factors involved were:
A = Software package used with the instrument
B = Time of collection
C = Number of sampling locations
D = Sample tilt
E = Working distance
F = Vertical distance
G = Accelerating voltage
H = Spectrometer distance
One of the software packages required no standard, which
offered some advantage to the user of the instrument and this
software was believed to be as precise, or possibly more
so, than the software in use. The time of collection and
number of sample locations are technique-related factors,
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while the remaining factors are ones that can be adjusted on
the instrument itself.
The defining contrast was:
I =ABCF=ABDG=BCDEH .
The observations (in Yates order )were:
1) 0.105 d 0.282 e 0.285 de 0.172
a 0.535 ad -0.889 ae 0.465 ade 0.555
b 0.265 bd 0.065 be 0.192 bde 0.035
ab 0.542 abd 0.632 abe 0.812 abde 0.472
c 0.107 cd 0.155 ce 0.067 cde 0.095
ac 0.571 acd 0.725 ace 0.599 acde 0.631
be 0.073 bed 0.055 bee 0.235 bede 0.103
abc 0.573 abed -0.959 abce -0.899 abede 0.657
This is not a fully saturated experiment so that Daniel's
method could be used here as well. Because of the change in
software, some two-factor interactions became a possibility,
so again, all effects were treated equally and the three
algorithms of this thesis were used. (Note that these
algorithms make no assumptions and, hence, are more useful in
this case . )
Appendix C includes the graphs and tables for the analyses of
this experiment. Figure C-l on page C-l shows the half-
normal plot and dot-plot of the contrast sums for the
original data. The curve does not pass through the origin,
but rather intersects the contrast axis at about 0.75; also,
the curve could be broken. Figure C-2 on page C-2 shows the
half-normal plot and dot-plot with only the 25 smallest
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contrasts considered, thus providing more detail. The dot-
plots very clearly show the separation of the contrasts due
to an outlier.
Algorithm 1, with q=25, found observation #18 to be the
outlier and projected a movement of -1.43 for that
observation. This would make that observation become -0.965,
the lowest-valued observation in the experiment. There were
also three other negative readings, and observation #18
shares the original-software, working-distance, and
spectrometer-distance with those negative readings.
When observation #18 is adjusted, the half-normal curve of
the 25 smallest contrasts looks more "normal" (see Figure C-
3 on page C-3); the curve now passes through the origin and
is not so disjointed. The original group of 25 smallest
contrasts remains the same after moving observation #18 by
1.43, so, Algorithm 2 gives the same estimated movement as
Algorithm 1. Now, the contrasts for factor A (software) and
the BD interaction appear to be significant as well.
The contrasts that were initially deemed significant are F,
BC, DE, ADE, H, and ABCDE, but after adjusting the suspected
outlier, contrasts A and BD could be added. At first glance,
the results do not make sense. On closer inspection of the
defining contrast, however, some consistency is apparent.
Note that DE=AFH, BC=AF, BD=AG, ADE=FH, and ABCDE=AH. Except
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for the FH interaction, which is an interaction of two active
contrasts, the others could be thought of as interactions
related to the change in software (factor A). Under such
circumstances, this result is not particularly unusual since
one type of software really has nothing to do with the other
in terms of performance and is likely to respond entirely
differently to the other variables included in the
experiment .
This experiment was split in half and analyzed for each
software package separately. Figure C-4 on page C-4 shows
dot-plots and half-normal plots for the contrast sums
determined for each software package separately, with the
outlier uncorrected. Clearly, the original-software analysis
shows some active effects and, judging by the half-normal
plot, has an outlier present in the data. The new-software
analysis shows neither active effects nor evidence of an
outlier .
Algorithms 1, 2 and 3 were used on both data sets and are
presented in Tables C-2 and C-3 on pages C-7 and C-8. The
same observation is detected as the outlier in all original-
software analyses (see Table C-3, observation #9). Table C-
2, containing the results of the new-software analysis, shows
no unusual observations, as expected.
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Example #3
This example was borrowed from John (1978). One of the
experiments analyzed for outliers was a 32-run full-factorial
experiment. John had suspected two outliers and was
demonstrating the use of the "k-most-likely" outlier
methodology described in his paper. A model of the main
effects and first-order interactions was assumed, and the
residuals were analyzed for the possibility of two outliers.
The experiment revolved around the development of a coating
material used in making aircraft parts. The following
factors, associated with the coating process and the coating
material, were considered:
A = Method of cleaning the substrate
B = Composition of the substrate
C = Preheat temperature of the substrate before coating
D = Type of coating powder
E = Size of the coating powder particles
F = ABCDE = Blocking factor, the operator who applied
coating
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The observations (in Yates order) were:
1) 1.4 d 5.0 e 1.7 de 9.5
a 1.2 ad 9.0 ae 2.0 ade 5.9
b 3.6 bd 12.0 be 3.1 bde 12.6
ab 1.2 abd 5.4 abe 1.2 abde 6 . 3
c 1.5 cd 4.2 ce 1.9 cde 8.0
ac 1.4 acd 4.4 ace 1.2 acde 4 . 2
be 1.5 bed 9.3 bee 1.0 bede 7.7
abc 1.6 abed 2.8 abce 1.8 abede 6 . 0
John notes that treatment combinations bd and bde were
initially improperly reported as 30.0, and he subsequently
changed them to the numbers shown above. John's analysis
failed to detect the set of two outliers he suspected, but he
made no attempt to locate any single outlier -- at least as
reported in his paper since he was just trying to demonstrate
the "k-most-likely" method with multiple outliers.
Graphs and tables associated with the analysis of this
experiment are provided in Appendix D. A half-normal plot
and dot-plot of 30 of the contrast sums is shown in Figure
D-l on page D-l. (The contrast associated with factor D,
calculated to be 85, was omitted to enhance the detail of the
plot.) Note that the deviation from the origin is slight and
that there appears to be some discontinuity in the line.
Based on this plot, John's belief that there are two outliers
seems reasonable. Given the model presented in his paper,
all main effects and first order interactions included, the
observation with the highest residual is observation #10
(ad). This would be the most likely single outlier based on
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that model.
It was assumed that any contrast might be active, and hence,
Algorithm 1 was used with q=25, in an attempt to detect a
single outlier. Observation #27 (bde) had the highest d* and
thus would be considered the most likely single outlier.
(Note that observation #27 was one of the observations that
was initially deemed questionable.) This result is different
from that of John because several of the first-order
interactions were excluded from the model, while one
second-order interaction, ABE=CDF, was included in the
active-contrast list of the analysis.
An estimation based on Algorithm 2 suggests that that point
should have been moved to 6.98 from 12.6. The half -normal
curve, after the adjustment, is shown in Figure D-2 on page
D-2. The curve is improved but still somewhat disjointed.
This result might make a little more sense if more
information were available to interpret the second-order
interaction highlighted in the analysis.
It is possible, since the outlier was determined to be one of
the questionable measurements, that both observations #11 and
#27 are outliers. In a search for two outliers, the analysis
should include all possible pairs of observations, moving the
observations in directions and by amounts that minimize the
sums of squares of the q smallest contrasts for that pair.
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Of course, some selection criteria would have to be developed
for that type of algorithm, but that topic is not addressed
in this thesis.
CONCLUSIONS
The results of this study are that there are three different
methods that can detect and estimate outliers in a highly
fractionated experiment. The algorithms used in the
investigation outlined in this thesis are purely data-based
and have reasonable probability of success in most
experimental settings. (The algorithms were proven to be
useful in actual experimental analyses.) These methods
should be used when the analyst suspects the presence of an
outlier among the original observations taken during the
exper iment .
Based on the results of the simulations, Algorithms 1 and 2
both have good probabilities of detecting an outlier, but
Algorithm 2 introduces less bias into the estimation of the
amount of mean shift in the outlier. If the analyst does not
have access to these algorithms, then he/she can select the r
largest contrasts from the experiment and, using the q
smallest contrasts, calculate the residuals. Given that
Algorithm 1 is nothing more than a scaling of residuals from
that original model, the observation with the highest
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residual is the most likely outlier. Algorithm 3 is not
recommended unless a parameter other than the calculated
movement of the observation, namely, d*, is used.
As is the case with most studies, this thesis gives rise to
topics for additional research. For example, better
mathematical characterization of the d*'s generated by the
algorithms would enable a test procedure to be developed that
might provide the analyst with a more objective setting for
determining whether or not a given observation is indeed an
outlier. Several references are given which might provide a
foundation for such work. Among them are Barnett and Lewis
(1978), Galpin and Hawkins (1981), John and Prescott (1975),
Wheeler (1990), and Zahn (1975).
With computer power as available as it is, this type of
iterative, data-based methodology could be expanded in the
analysis of experiments. In this study, one parameter, d*,
is used to judge whether or not an observation is an outlier.
Other parameters could be investigated to see if one with a
higher probability of success could be discovered. One
suggestion would be to find the observation that globally
minimizes the error in the experiment (i.e. the observation
that, when moved, moves the q smallest contrast's sum of
squares to the minimum level attainable by any observation).
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APPENDIX A
Results of Simulations
Algorithm
__
Success/Failure Analysis
Algorithm 1 was successful in 72% of the 800 simulations run.
It was 100% successful in three of the scenarios (#6, #8, and
#14) and, on the downside, was only 16% successful in
scenario 15.
The impact of the factors in the simulation design is
complicated by higher-order interactions. ANOVA A-l on page
A-16 is the success/failure analysis for Algorithm 1. Note
that two three-factor interactions (q*|3*r and q*r*3) are
significant and two two-factor interactions (q*|3 and q*r ) are
significant. All of the main effects are active, the largest
being r and the smallest being effect size. Increasing the
number of active effects from 2 to 4 reduces the success rate
of Algorithm 1 from 85% to 59%. Reducing the size of the
active effects, causing them to have a higher probability of
being pulled into the q smallest contrast set, also reduces
the effectiveness of Algorithm 1. When q=12 and r=4, the
larger effects caused a major decrease in the success rate
for Algorithm 1. This is what the interaction q*|3*r is
saying. When q is set too high, large active contrasts will
be pulled into the q smallest contrast set causing an
increase in errors.
Increasing q from 10 to 12 reduces the success rate of
Algorithm 1 by 10%, highlighting the sensitivity of this
algorithm to errors in the setting of q. If we consider only
the scenarios where r is less than p-q, then setting q=12
increases the effectiveness by about 7% over scenarios with
q=10. This should be expected since more degrees of freedom
would be involved in the estimate of the outlying
observation. In an actual experimental setting, the analyst
would have to decide whether or not this small improvement
is worth the risks associated with increasing r.
The q*r*3 interaction is smaller, but certainly worth
mentioning. With r=2, the effect of increasing 3, regardless
of whether q is set low or high, is reasonably consistent,
and raises the success rate by 23%. With r=4 and q set at
10, increasing 3 increases the success rate by 12%, while at
q=12, the success rate increases by 34%.
The average impact of each of the main effects in the
simulations is summarized in ANOVA A-l. Table A-l shows the
success rates for each of the sixteen scenarios for all of
the algorithms.
Outlier Mean Shift Estimation
The outlier mean shift is generally underestimated using
Algorithm 1 (as shown by Table A-2 on page A-12). The
ANOVA A-2, on page A-17, summarizes the experimental results.
Having the greatest influence on the estimate of the outlier
is, of course, the size of the mean shift, but Algorithm 1
shows some susceptibility to the other factors in the
simulations as well. The size of the effects in the various
scenarios along with the outlier size 5 both are contributing
to a wide variation in the estimate d* .
Note that the q*|3 and the q*(3*5 interactions are both active.
Algorithm 1 performs best when q=10 and the effects are large
(i.e., there are no errors in the setting of q and the active
effects are easily discernible). When q is set too large (q
> p-r ) , the value of the estimate is reduced.
Oddly, increasing q to 12 (q < p-r) with the number of active
effects equal to 2 (q < p-r) does not help the estimate of 3.
(Note that Scenario #6 produced a better estimate, on
average, than Scenario #14.)
Variation of d* for Non Outlying Observations
ANOVA A-3 on page A-17 shows the effects that the various
factors in the simulations have on the standard deviations of
the d* for the remaining 15 non-outlying observations. While
almost all of the 15 contrasts show up as being active, only
the outlier mean shift has a major impact. One can also see
how, when q > p-r, the variance is inflated, especially when
the effects are large.
Algorithm 2
Success/Failure Analysis
Interactions play a large part in interpreting the success
rate of Algorithm 2 also. ANOVA A-4 on page A-19 summarizes
the observed effects using Algorithm 2 to predict the
outlying observation. The largest main effects are again r
and 3, both effecting an approximate increase of 20% in the
success rate. The smallest main effect was q, which, when
serving only as a main effect, was, in general, not
statistically significant.
The full effect of q surfaces in the interactions. All of
the two-factor interactions and two of the three-factor
interactions associated with q have a significant effect
on the success rate of Algorithm 2. The q*r interaction is
the primary contributor from among all the interactions.
When q is set at a value larger than p-r, the effectiveness
of the algorithm is reduced.
The three-factor interaction q*r*|3 is also noteworthy.
Generally, large effects are easy to distinguish and are
separated from the q smallest contrast set. If a large
contrast is forced into the q smallest contrast set by
setting q too high, then the consequence is a reduction by
48% in the success rate of Algorithm 2. Inclusion of a
smaller contrast is not as disastrous; this reduces the
success rate by only 26%.
Outlier Mean Shift Estimation
ANOVA A-5 on page A-20 summarizes the effects of the
simulation factors on the estimate of 3 by Algorithm 2.
Algorithm 2 slightly underestimates 3, but the average d* for
each scenario is more consistent than its counterpart based
on Algorithm 1. The largest effect is the outlier amount,
but two two-factor interactions, q*(3 and q*r, also surface as
active. The worst scenario was Scenario #16, which resulted
in an average d* of 6.9; the outlier mean shift was actually
8. The other scenarios do not show the d* varying any
appreciable amount.
Variation of the dk for Non-Outlying Observations
ANOVA A-6 on page 21 shows the standard deviations of the d*
for the 15 non-outliers in the simulations modeled by the
factors in the simulations. The largest practical effect is
due to the outlier size. The standard deviation of the d*
almost doubled when the outlier shift was increased from 4 to
8 standard deviations. Since the outlying observation
contaminates the estimate of the moves for the non-outliers
-- d* should equal zero -- a higher variation in these
estimates would be expected as the shift in the outlier is
increased .
Algorithm 3.
Success/Failure Analysis
ANOVA A-7 on page A-22 shows the success/failure analysis for
Algorithm 3. Algorithm 3 is less affected by setting q too
high (relative to the number of active effects in the
simulations) than are either Algorithm 1 or Algorithm 2. The
three-factor interactions, q*|3*r and q*r*3 still surface as
significant but their impact on the success rate of Algorithm
3 is not as great.
Outlier Mean Shift Estimation
On average, Algorithm 3 overestimates 3 in all but one of the
scenarios on average (see ANOVA A-8 on page A- 23). The
simulation's effect size, outlier size, and their interaction
are the largest contributors to the variation in the d* .
Note that Scenario #16 (where q > p-r) produces the least
accurate estimate of 3, overestimating the shift by 1.2.
Variation of the die for Non-Outlying Observations
The standard deviations of the d* for the 15 non-outliers in
the simulations are summarized in ANOVA A-9 on page A-24 . It
is the size of these standard deviations that is causing the
higher error rates associated with the detection of the
observed outlier in ANOVA A-7. The main cause on the
variation in the d* is the size of the outlier.
Differences Between Algorithms
Algorithms 1. and 2.
Algorithms 1 and 2 are compared in ANOVA A-10 (shown on page
A-25). The success/failure data for Algorithm 2 was
subtracted from the data for Algorithm 1, with a
"1" denoting
that only Algorithm 1 was successful, a
"0" denoting that
both were successful, and a
"-1" denoting that only Algorithm
2 was successful.
Algorithms 1 and 2 are comparable in performance. When
q =10, Algorithm 1 appears to have the advantage, especially
in two of the scenarios (#2 and #6). In
Scenario #12,
Algorithm 2 performs better than Algorithm 1.
The number of active effects in the simulations, r,
also
causes a significant difference between the
two algorithms.
At r=2, Algorithm 1 performs better, and
at r=4 Algorithm 2
generally performs better.
Strangely, the q*r interaction does not appear to produce any
significant differences between Algorithms 1 and 2. Two
other two-factor interactions, q*3 and r*3, are significant,
however, as is one of the three-factor interactions, (3*r*3.
Practically speaking, the analyst does not know which
situation is in effect as far as the data are concerned.
Neither Algorithm 1 nor Algorithm 2 stands out as superior to
the other in the balance. For sheer detection purposes,
Algorithm 1 is probably more practical because it is actually
calculating an augmented residual. Most of today's
statistical software can calculate all contrasts, and the p-q
largest ones can be selected by the analyst to make up an
assumed model. Then, the analysis can be rerun under the
assumed model, and the residuals calculated and inspected for
the highest value as the most likely outlier. As long as q
is less than p-r, this strategy has a reasonable likelihood
of success in detecting the outlier. One note of caution is
required, however. Algorithm 1 has a reasonable probability
of failure in many situations, so some means of confirmation
or practical assessment of the choices made during the
analysis is necessary. In the long run, Algorithm 2 appears
to provide a more consistent and less biased estimate of the
outlier's mean shift.
If both Algorithms are used and different results are
obtained, then the analyst will have to examine both sets of
results in an attempt to determine the type of situation
in terms of the number of effects, outlier mean shift and
size of active effects. Then the algorithm with the best
probability of success under those circumstances could be
selected. Otherwise, each of the observations would have to
be considered alternately as the outlier, with the analyst
looking for the adjustment that produces the more practical
result .
Algorithms 1 and 3.
Algorithms 1 and 3 are compared in ANOVA A-ll on page A-26.
Algorithm 1 appears to be generally preferable if q < p-r.
If q > p-r, then Algorithm 3 performs better, in general,
though neither performs particularly well under those
circumstances .
As in its comparison with Algorithm 2, simulations with q=10
show Algorithm 1 performing better than Algorithm 3. Except
for q and the q*r interaction described above, none of the
effects really has any impact on the analysis. Overall,
Algorithm 1 is preferred over Algorithm 3.
Algorithms 2. and 3_
Algorithms 2 and 3 are compared in ANOVA A-12 (shown on page
A-27). As in Algorithm 2's comparison with Algorithm 1, the
q*r interaction significantly effects a difference. For the
same reasons listed above, Algorithm 2 would be the preferred
choice over Algorithm 3.
Table A-l Fraction of Success for Each Algorithm and
Each Scenario
Simulation Factor
# q Effect r
1
2
3
4
5
7
8
9
10
11
12
13
14
15
16
Size
Al gorithm Number
12 3
10 2 2 4 0.68 0.62 0.66
10 2 2 B 0.90 0.68 0.68
10 a. 4 4 0.56 0.50 0.38
10 4 8 0.56 0.60 0.52
10 4 2 4 0.70 0.72 0.74
10 4 2 8 1.00 0.88 0.78
10 4 4 4 0.76 0.B2 0.78
10 4 4 8 1 . 00 0.92 0.52
12 2 ^> 4 0.72 0.80 0.66
12 2 ^> 8 0.96 0.94 0.96
12 . 4 4 0.42 0.38 0.44
12 *> 4 8 0.72 0.84 0.80
12 4 miL 4 0.86 0.78 0.82
12 4 2 8 1 . 00 1.00 0.92
12 4 4 4 0. 16 0 . 22 ^ 0.40
12 4 4 8 0.54 0.60 0.72
A-ll
Table A-2 Average dk for the Outlier in Each Scenario
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
Simulation Factors
q Effect r d
Size
Algorithm Number
1 2 3
10 2 2 4 2.7 3.3 4.5
10 2 2 8 5.3 7.2 8.4
10 2 4 4 2.8 3.5 4.4
10 2 4 .. 8 4.4 7.4 8.2
10 4 2 4 3.1 3.8 4.3
10 4 O 8 6.6 7.5 8.8
10 4 4 4 3.6 4.0 4.3
10 4 4 8 7.6 8.0 8.6
12 !^! ^> 4 3. 1 3.8 4.3
12 2 8 6. 1 7.8 8.4
12 *"> 4 4 2.6 3.4 4.3
12 4m 4 8 7.0 7.7
12 4 2 4 3.5 3.8 4.2
12 4 ^ 8 7.2 8.4
12 4 4 4 2.8 3.5 ^ 4.4
12 4 4 8 6.0 6.9 9.2
A-12
Table A-3 Standard Deviation of d*
for Non-outlying Observations
Simulation Factor Algorithm Number
q Effect
Size
r d 1 2 3
10 2 2 4 1.0 2.3 1.5
10 ^ ^> 8 1.7 2.0 <-J wJ
10 2 4 4 1.3 2.8 1.9
10 ___! 4 8 2.0 5.2 Ct m 8
10 4 O 4 1.2 1.9 1.5
10 4 *7^ 8 1.6 4.2 2.9
10 4 4 4 1.3 1.8 1.5
10 4 4 B 1.8 4.0 2.6
12 *_' *y 4 1.2 1.9 1.5
12 '*y 8 1.6 3.2 2.4
12 4 4 1.6 2. 5 1.9
12 4 8 2.0 3.2 2.6
12 4 4- 4 1. 1 1.6 1.3
12 4 8 1.7 5 . 0 3.5
12 4 4 4 1.3 2.8 1.9
12 4 4 8 2.9 Cl m 8 3.0
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Table A-4 Simulations with no outliers
f>
4 10
10
12
Algorithm du Sk
1 0 . 000 0.8
^> -0.005 1.2
3 0.017 1.6
1 0.000 1.0
2 0.019 1.2
3 0.001 1.4
1 0 . 000 1. 1
0.012 1.2
3 -0.012 1.7
1 0 . 000 2.6
*y 0 . 005 2.6
0.015 2.9
Figures A-3 thru A-8 show examples of half-normal plots of
these simulations to show how 'psuedo-outliers ' are apparent
when judging the dk .
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Table A-5
Results of Simulations with Outliers of Size 6
Scenario Algorithm % Success dk sn
r [3 q
4 2 10 1
mJ
4 4 10 1
68 -4 . 0 1.6
52 -5.4 2.9
38 ~o o 4.3
100 -5.2 1.4
96 -5. 6 1.8
88 -6 . 0 2.3
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Anova A-l Simulations Using Algorithm 1 to Detect outliers
Effects of Experimental Factors on Success
Factor Type Levels Values
g fixed 2 -1 1
0 fixed 2 -1 1
r fixed 2 -1 1
6 fixed 2 -1 1
Analysis of Variance for ALG1
Source
Q
0
r
6
g*0
g*r
q*3
0*r
0*3
r*3
q*0*r
q*0*3
q*r*8
0*r*3
q*0*r*5
Error
Total
DF SS MS F P
1 1.9013 1.9013 12.52 0.000
1 0.7812 0.7812 5.14 0.024
1 13.7813 13.7813 90.75 0.000
1 10.3512 10.3512 68.16 0.000
1 3.2513 3.2513 21.41 0.000
1 5.2812 5.2812 34.78 0.000
1 0.2813 0.2813 1.85 0.174
1 0.0313 0.0313 0.21 0.650
1 0.2813 0.2813 1.85 0.174
1 0.0012 0.0012 0.01 0.928
1 4.0613 4.0613 26.74 0.000
1 0.3613 0.3613 2.38 0.123
1 1.0512 1.0512 6.92 0.009
1 0.3613 0.3613 2.38 0.123
1 0.0012 0.0012 0.01 0.928
784 119.0600 0.1519
799 160.8387
Cube-plots of Fraction of Success for Algorithm 1
0.76 -
0.56 --
0.70 -
0.68
1.00
4*/o
0.16 0.54
1.00^
0.42 - 0.72
0.66
0.72
1.00 3=*-
/X
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Anova A-2 die Using Algorithm 1
Factor Type Levels Values
g fixed 2 -1 1
0 fixed 2 -1 1
r fixed 2 -1 1
6 fixed 2 -1 1
Analysis of VarJLance for die (alg 1)
Source DF SS MS F P
g 1 6.55 6.55 3.50 0.062
0 1 125.74 125.74 67.16 0.000
r 1 0.97 0.97 0.52 0.472
3 1 1589.82 1589.82 849.14 0.000
g*0 1 82.59 82.59 44.11 0.000
q*r 1 11.34 11.34 6.06 0.014
q*3 1 4.00 4.00 2.13 0.144
0*r 1 40.33 40.33 21.54 0.000
0*3 1 24.82 24.82 13.26 0.000
r*3 1 0.91 0.91 0.49 0.485
q*0*r 1 1.82 1.82 0.97 0.325
q*0*3 1 48.03 48.03 25.65 0.000
q*r*3 1 8.20 8.20 4.38 0.037
0*r*3 1 33.52 33.52 17.90 0.000
q*3*r*3 1 0.04 0.04 0.02 0.880
Error 784 1467.86 1.87
Total 799 3446.55
Cube-plots of dx for Algorithm 1
3.6 7.6
6 /S**
3 s*
f'B
6.0
3.5 - /?**
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ANOVA A-3 variation of die for Non-outlying observations-Algorithm 1
Factor Type Levels Values
g fixed 2 -1 1
0 fixed 2 -1 1
r fixed 2 -1 1
6 fixed 2 -1 1
Analysis of Varl ance for sknalgl
Source DF SS MS F P
g 1 6.523 6.523 88.77 0.000
0 1 0.870 0.870 11.84 0.001
r 1 29.965 29.965 407.76 0.000
6 1 86.848 86.848 1181.82 0.000
g*0 1 1.910 1.910 25.99 0.000
q*r 1 5.032 5.032 68.47 0.000
q*3 1 0.900 0.900 12.25 0.000
0*r 1 0.326 0.326 4.44 0.035
0*3 1 3.480 3.480 47.36 0.000
r*3 1 3.448 3.448 46.92 0.000
q*0*r 1 1.796 1.796 24.44 0.000
q*B*d 1 9.975 9.975 135.74 0.000
q*r*3 1 1.717 1.717 23.37 0.000
0*r*3 1 4.737 4.737 64.46 0.000
q*0*r*3 1 3.962 3.962 53.91 0.000
Error 784 57.613 0.073
Total 799 219.103
MEANS
g 0 r 3 N sknalgl
l -1 -1 -1 50 1.0510
l -1 -1 1 50 1.7088
l -1 1 -1 50 1.3083
l -1 1 1 50 2.0171
l 1 -1 -1 50 1.1782
l 1 -1 1 50 1.6268
l 1 1 -1 50 1.3004
l 1 1 1 50 1.8527
l -1 -1 -1 50 1.1782
l -1 -1 1 50 1.6196
l -1 1 -1 50 1.6594
l -1 1 1 50 1.9595
l 1 -1 -1 50 1.1461
l 1 -1 1 50 1.7088
l 1 1 -1 50 1.3083
l 1 1 1 50 2.9082
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Anova A-4 Simulations Using Algorithm 2 to Detect Outliers
Effects of Experimental Factors on Success
Factor
g
0
r
3
Type Levels Values
fixed 2 -1
fixed 2 -1
fixed 2 -1
fixed 2 -1
1
1
1
1
Analysis of Variance for ALG2
Source DF SS MS F P
g
0
r
3
g*0
q*r
q*3
0*r
0*8
r*8
q*0*r
q*0*d
q*r*8
0*r*3
q*0*r*3
Error
1 1.3613 1.3613 7.01 0.008
1 1.0512 1.0512 5.41 0.020
1 8.6112 8.6112 44.35 0.000
1 3.2513 3.2513 16.75 0.000
1 1.0512 1.0512 5.41 0.020
1 0.3613 0.3613 1.86 0.173
1 4.0613 4.0613 20.92 0.000
1
1
0.0012
1.2012
0.0012
1.2012
0.01
6.19
0.936
0.013
1 0.0313 0.0313 0.16 0.688
1 0.6612 0.6612 3.41 0.065
1 0.0613 0.0613 0.32 0.575
1 0.6612 0.6612 3.41 0.065
1
0.2113^ 0.2113 1.09 0.297
1 1.0512 1.0512 5.41 0.020
784 152.2200 0.1942
Total 799 175.8488
Cube-plots of Fraction of Success for Algorithm 2
0.82
0.50 0.60
0.72
0.92 0.22 0.60
0.38 - 0.84
0.88 0.78 -
f -ID
1.00 P=4
=8
= t*
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Anova A-5 d* Using Algorithm 2
Factor
g
0
r
8
Type
fixed
fixed
fixed
fixed
Levels
2
2
2
2
Values
-1
-1
-1
-1
1
1
1
1
Analysis of Variance for dK (alg 2)
Source DF SS MS F P
g 1 5.13 5.13 1.90 0.168
0 1 5.44 5.44 2.02 0.156
r 1 0.99 0.99 0.37 0.545
8 1 2772.58 2772.58 1027.71 0.000
g*0 1 17.99 17.99 6.67 0.010
g*r 1 23.61 23.61 8.75 0.003
q*3 1 4.05 4.05 1.50 0.221
0*r 1 2.26 2.26 0.84 0.360
0*8 1 1.81 1.81 0.67 0.413
r*3 1 0.00 0.00 0.00 0.978
q*0*r 1 0.26 0.26 0.10 0.755
q*(3*3 1 1.43 1.43 0.53 0.467
q*r*3 1 1.40 1.40 0.52 0.472
0*r*8 1
1.56"
1.56 0.58 0.447
q*0*r*3 1 0.21 0.21 0.08 0.779
Error 784 2115.08 2.70
Total 799 4953.80
Cube-plots of dk for Algorithm 2
3.5
?'4-
jS'mL
3.8 2 &<=+>
IX.
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ANOVA A-6 Variation of dK for Non-outlying Observation Algorithm 2
Factor Type Levels Values
g fixed 2-11
0 fixed 2-11
r fixed 2-11
8 fixed 2-11
Analysis of Variance for sknalg3
Source DF SS MS F P
g 1 32.875 32.875 24.39 0.000
0 1 3.728 3.728 2.77 0.097
r 1 3.072 3.072 2.28 0.132
8 1 794.612 794.612 589.53 0.000
g*0 1 104.854 104.854 77.79 0.000
g*r 1 0.090 0.090 0.07 0.796
q*3 1 28.666 28.666 21.27 0.000
0*r 1 5.920 5.920 4.39 0.036
0*3 1 10.373 10.373 7.70 0.006
r*8 1 35.713 35.713 26.50 0.000
q*0*r 1 0.411 0.411 0.30 0.581
q*B*8 1 28.835 28.835 21.39 0.000
q*r*8 1 23.541 23.541 17.47 0.000
0*r*8 1 7.911 7.911 5.87 0.016
q*0*r*8 1 15.431 15.431 11.45 0.001
Error 784
1056.724"
1.348
Total 799 2152.755
MEANS
g 0 r 8 N sknalg3
l -1 -1 -1 50 2.3522
l -1 -1 1 50 5.0343
i -1 1 -1 50 2.8306
l -1 1 1 50 5.1961
i 1 -1 -1 50 1.9398
i 1 -1 1 50 4.1603
l 1 1 -1 50 1.8257
i 1 1 1 50 4.0450
i -1 -1 -1 50 1.9398
l -1 -1 1 50 3.2360
l -1 1 -1 50 2.5006
l -1 1 1 50 3.2188
l 1 -1 -1 50 1.5699
i 1 -1 1 50 5.0343
i 1 1 -1 50 2.8306
l 1 1 1 50 3.8104
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Anova A-7 Simulations Using Algorithm 3 to Detect Outliers
Effects of Experimental Factors on Success
Factor Type Levels Values
g fixed 2 -1 1
0 fixed 2 -1 1
r fixed 2 -1 1
8 fixed 2 -1 1
Analysis of Variance for ALG3
Source DF SS MS F P
g 1 0.1013 0.1013 0.60 0.438
0 1 1.0512 1.0512 6.24 0.013
r 1 7.4113 7.4113 44.00 0.000
8 1 8.2013 8.2013 48.69 0.000
g*0 1 5.2812 5.2812 31.35 0.000
q*r 1 6.3012 6.3012 37.41 0.000
q*3 1 1.9013 1.9013 11.29 0.001
0*r 1 0.0313 0.0313 0.19 0.667
0*3 1 0.0313 0.0313 0.19 0.667
r*3 1 0.6612 0.6612 3.93 0.048
q*0*r 1 1.9013 1.9013 11.29 0.001
q*0*3 1 0.0313 0.0313 0.19 0.667
q*r*3 1 0.7812" 0.7812 4.64 0.032
0*r*8 1 0.2113 0.2113 1.25 0.263
q*0*r*3 1 0.0113 0.0113 0.07 0.796
Error 784 132.0600 0.1684
Total 799 165.9687
Cube-plots of Fraction of Success for Algorithm 3
0.78 0.52 0.40 0.72
0 78
V^
92 -4-
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Anova A-8 die Using Algorithm 3
Factor Type Levels Values
q fixed 2-11
0 fixed 2-11
r fixed 2-11
8 fixed 2-11
Analysis of Variance for die (alg 3)
Source DF SS MS F P
g 1 1.73 1.73 0.63 0.427
0 1 14.16 14.16 5.16 0.023
r 1 0.00 0.00 0.00 0.979
8 1 3406.14 3406.14 1240.87 0.000
g*0 1 3.20 3.20 1.17 0.281
g*r 1 2.17 2.17 0.79 0.374
q*3 1 0.00 0.00 0.00 0.997
0*r 1 10.01 10.01 3.65 0.057
0*3 1 21.57 21.57 7.86 0.005
r*8 1 0.86 0.86 0.31 0.575
g*0*r 1 9.59 9.59 3.50 0.062
q*B*3 1 0.71 0.71 0.26 0.612
q*r*3 1 0.35 0.35 0.13 0.720
0*r*8 1 3.44 3.44 1.25 0.263
q*0*r*3 1
7.20" 7.20 2.62 0.106
Error 784 2152.05 2.74
Tot31 799 5633.19
Cube-plots of dk for Algorithm 3
4.3 8.6 4.4
4.4 - - 8.2 <"-+. 4.3 -
9.2
0*4-
8.4
'/O
4.2 8.4 = 4-
'tZm
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ANOVA A-9 Variation of die for Non-outlying Observations-Algorithm 3
Factor Type Levels Values
g fixed 2-11
0 fixed 2-11
r fixed 2-11
8 fixed 2-11
Analysis of Variance for sknalg2
Source DF SS MS F P
g 1 3.578 3.578 4.90 0.027
0 1 2.202 2.202 3.02 0.083
r 1 3.664 3.664 5.02 0.025
8 1 399.072 399.072 546.82 0.000
g*0 1 42.691 42.691 58.50 0.000
g*r 1 0.433 0.433 0.59 0.441
g*8 1 6.905 6.905 9.46 0.002
0*r 1 6.942 6.942 9.51 0.002
0*3 1 0.424 0.424 0.58 0.446
r*8 1 8.612 8.612 11.80 0.001
g*0*r 1 0.768 0.768 1.05 0.305
g*0*3 1 29.829 29.829 40.87 0.000
g*r*8 1 2.181 2.181 2.99 0.084
0*r*5 1 3.605 3.605 4.94 0.027
g*0*r*8 1 0.698 0.698 0.96 .0.328
Error 784 572.169^ 0.730
Total 799 1083.774
MEANS
g 0 r 5 N sknalg2
l -1 -1 -1 50 1.5149
l -1 -1 1 50 3.4813
i -1 1 -1 50 1.8799
l -1 1 1 50 3.7905
l 1 -1 -1 50 1.4612
l 1 -1 1 50 2.8977
l 1 1 -1 50 1.4800
l 1 1 1 50 2.5600
l -1 -1 -1 50 1.4612
l -1 -1 1 50 2.3743
l -1 1 -1 50 1.8860
l -1 1 1 50 2.5620
l 1 -1 -1 50 1.3170
l 1 -1 1 50 3.4813
l 1 1 -1 50 1.8799
l 1 1 1 50 3.0336
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Anova A-10 Success of Algorithm 1 Compared to Algorithm 2
Factor
q
&
r
S
Type
fixed
fixed
fixed
fixed
Levels Val ues
-1
-1
-1
-1
Analysis of Variance for A1-A2
Sour ce
q
fi
r
q*f3
q*r
q*5'
[3*r
0**
r*
q*|3*r
q*f3*"
q*r*
(i#r*
q*(3*r*.f
Error
Total
DF SS MS F P
6.4800 6.4800 2B.4B 0. 000
0 . 0200 0 . 0200 0.09 0.767
0.6050 0.6050 2.66 0. 103
2.0000 2 . 0000 B.79 0 . 003
0 . 6050 0.6050 2.66 0. 103
2 . 8800 2.8800 12.66 0.000
2.2050 2.2050 9.69 0.002
0 . 0200 0.0200 0.09 0.767
2 . 6450 2.6450 1 1 . 62 0.001
0 . 0200 0 . 0200 0.09 0.767
1 . 4450 1 . 4450 b. oj 0.012
0.7200-" 0.7200 3. 16 0.076
0.0450 0.0450 0.20 0. 657
1. 1250 1. 1250 4.94 0.026
0.9800 0. 9800 4.31 0.038
784 178.4000 0.2276
799 200. 1950
MEANS
q
1
1
N
400
400
A1-A2
0. 13750
-0. 04250
0 N
-1 400
1 400
A1-A2
0.052500
0.042500
N
400
400
A1-A2
0.075000
0.020000
S
-1
1
N
400
400
A1-A2
-0 . 002500
0 . 097500
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Anova A-ll Success of Algorithm 1 Compared to Algorithm 3
Factor Type Levels Values
q fixed 2-1 1
(3 fixed 2-1 1
r fixed 2-1 1
fixed 2-1 1
Analysis of Variance for A1-A3
Source
q
f3
r
q*P
q*r
q*3"
tf*r
&*
r*
q*|3*r
q*[3*5'
q*r*5"
fi*r*
q [3*-r*6'
Error
Total
DF SS MS F P
1. 1250 1. 1250 7.87 0.005
0 . 0200 0.0200 0. 14 0.708
0.9800 0.9800 6.86 0.009
0. 1250 0. 1250 0.87 0.350
0.2450 0.2450 1.71 0. 191
0.0450 0.0450 0.31 0.575
0.7200 0.7200 5.04 0.025
0.0000 0 . 0000 0 . 00 1 . 000
0. 1250 0. 1250 0.87 0.350
0 . 6050 0 . 6050 4.23 0.040
0 . 4050 0.4050 2.83 0. 093
0. 1800 0.1800 1.26 0 . 262
0. 0200 0 . 0200 0. 14 0.708
1. 1250- 1. 1250 7.87 0 . 005
0 . 0200 0. 0200 0. 14 0.708
'84 112.0800 0. 1430
'99 117.8200
MEANS
q
1
1
N
400
400
A1-A3
0. 052500
-0 . 022500
13
-1
1
N
400
400
A1-A3
0. 020000
0. 010000
r
1
1
N
400
400
A1-A3
0 . 050000
-0. 020000
-1
1
N
400
400
A1-A3
0.002500
0 . 027500
A-26
Anova A-12 Success of Algorithm 3 Compared to Algorithm 2
Factor Type Levels Values
q fixed 2-1 1
|3 fixed 2-1 1
r fixed 2-1 1
fixed 2-1 1
Analysis of Variance for A3-A2
Source
q
13
r
q*|3
q*r
q*
f3*r
fi*
r*
q*(3*r
q*Ci*
q*r*
fi*r*
q*fi*r*
Error
Total
DF SS MS F P
2.2050 2.2050 10.52 0.001
0 . 0000 0 . 0000 0.00 1 . 000
0.0450 0.0450 0.21 0.643
1. 1250 1. 1250 5.37 0.021
1 . 6200 1 . 6200 7-73 0.006
3.6450 3.6450 17.40 0 . 000
0. 4050 0 . 4050 1.93 0. 165
0. 0200 0.0200 0. 10 0.757
1 . 6200 1 . 6200 7-73 0.006
0.4050 0 . 4050 1.93 0. 165
0 . 3200 0 . 3200 1.53 0.217
0. 1800 0. 1800 0.86 0.354
0 . 0050 0. 0050 0. 02 0.877
0 . 000Q-" 0 . 0000 0 . 00 1 . 000
1 . 2800 1 . 2800 6. 11 0.014
784 164.2800 0 . 2095
799 177. 1550
MEANS
q
l
l
N
400
400
A2-A3
-0. 085000
0 . 020000
13
-1
1
N A2-A3
400 -0.032500
400 -0.032500
r
1
1
N
400
400
A2-A3
-0.025000
-0. 040000
1
1
N
400
400
A2-A3
0. 005000
-0 . 070000
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APPENDIX B
Results of Example 1
Table B-l
Example 1: dk for Each Observation with q=10
Algorithm 1 Algorithm 2 Algorithm 3
1 -40.8 -40.8 -187.2
2 -43.2 -102.0 137.6
3 46.0 236.2 236.2
4 30.0 30.0 135.8
5 128.0 208.2 208.2
6 15.2 15.2 134.4
7 -41.2 -99 . 2 -99.2
8 -94.0 -94.0 -139.0
9 -30.0 -30.0 147.0
10 88.4 148.6 148.6
11 -54.4 -113.8 -240.4
12 50.4 161.2 161.2
13 25.2 28.2 145.0
14 -24.4 -24.4 94.6
15 -32.8 -197.2 -197.2
16 -22.4 -22.4 -182.8
Dot-plots for dk above
+ + + + + + alg 3
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B-l
Figure B-l
Half-Normal Plot of Original Contrast Sums
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Figure B-3
Half Normal Plot w/ Observation 5 Corrected
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APPENDIX C
Results of Example 2
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Half-Normal Plot v/ All Contrasts
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Half-Normal Plot w/ Six Largest Contrasts Removed
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Figure C-3
Half-Normal Plot w/ Observation 18 Corrected
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Figure C-5
H-N Plot of Old-software Contrasts with Outlier Corrected
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Table C-l Calculated Movements For Observation 18
1st move 2nd move
(Alg 1) (Alg 2)
1 0. 11980 0.062413
2 -0.05164 0.005747
3 -0.06932 -0. 126707
4 -0.09388 -0.036493
5 0. 13292 0.075533
6 -0. 13100 -0.073613
7 0. 16076 0. 103373
B -0. 10028 -0.042893
9 0.02252 -0.034867
10 0.29844 -0. 103270
11 0. 17932 0. 121933
12 -0.03244 0.024947
13 0. 06412 0.006733
14 -0. 15148 -0.094093
15 0.31 308 0.255693
16 0.38804 -0.013670
17 0 . 0 1 868 -0.038707
18 -1.43468 -0. 000000
19 0.01676 -0.040627
20 -0.26284 -0.205453
21 0. 17676 0. 119373
22 0. 00980 0.067187
"*".'o 0.03268 0 . 025293
24 0.31124 -0. 090470
1^5 0. 03404 -0. 023347
26 -0.07724 -0. 019853
27 0.22508 0. 167693
28 -0.00428 0.053107
29 0. 14828 0.090893
30 -0 . 20780 -0. 150413
31 0. 12236 0.064973
*?'"!
-0. 20780 -0. 150413
Suspected Outlier *
Note: Algorithm 1 was used to detect which observation was expected t':
be the outlier. That observation only was changed and checked
with another iteration, i.e. Algorithm 2. Computer algorithms
to do all three analyses were not developed for a 32-run
experiment.
C-6
Table C-2 'New'
dk's
Software Half of Example 2
Calculated for All 16 Observations
Observation dk
Algorithm 1 Algorithm 2 Algorithr
1 <1> -0.082 -0.082 -0. 156
b -0.026 -0.026 -0.239
5 c -0.005 -0.005 0.074
7 be -0.003 -0.003 0.282
9 d -0.074 -0.213 -0.272
11 bd 0. 155 0.212 0.288
13 cd 0.038 0.03B 0.038
15 bed 0.058 0.058 0.296
17 e -0.111 -0.288 -0.331
19 be -0.015 -0.015 -0.086
21 ce -0.047 -0. 118 -0.118
bee -0 . 004 -0 . 004 -0.201
25 de 0.037 0. 175 0. 175
27 bde 0. 116 0.240 0.312
29 cde 0.047 0.047 0.245
31 bede -0.084 -0. 169 -0. 169
C-7
Table C-3 'Old' Software Half of Example 2
dk's Calculated for All 16 Observations
Observation dk
Algorithm 1 Alqorithm 2 Alqorithm 3
2 a 0.063
4 ab 0.010
6 ac -0.018
8 abc 0.020
10 ad 0.518
12 abd 0. 105
14 acd -0.062
16 abed 0.613
18 ae -1.289
20 abe 0. 176
*i!*i! ace -0.219
24 abce 0. 158
26 ade -0 . 328
28 abde -0.236
30 acde 0.244
abede 0.244
0. 063
0.010
-0.018
0.020
0.834
0. 105
-0.062
0.942
-1.289
0. 176
-0.219
0.829
-0 . 328
-0 . 236
0.244
0.244
0.063
-0.325
-0.363
0.020
0.834
0.432
-0.397
0.941
-1.376
0.176
-0.219
0 . 829
-0.328
-0.236
0.244
0.244
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APPENDIX D
Results of Example 3
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Half-Normal Plot v/ all Original Contrasts
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Half-Normal Plot w/ Observation 27 Corrected
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APPENDIX E
Minitab Macros Used in Analysis
fl nei/ p.il-i'.u, >-.j.*- -jivj j KAO-jvj. ueiuft uctr l- J. 1 1y intr jji uyr Bin uesii l-iictii
u=
# iterated as many times as you like, up to 100 times. cl01-c200 contain -th
# results for the 'ssmin' method, c201-c300 contain the range scan/fine
tune
# results, and c301-c400 contain the switching algorithm methods.
#
# Two effects, effects size=2, outlier size 4, q=10
#
# Make sure Cl has 1:16 and c2 has 1:15 in them.
#
random 16 cB Error is z distributed.
#
# routine which randomly assigns active effects
sample 2 c2 c95
let k24=c95Cl)
let k25 = c95C2:>
erase c95
#
# Simulation equation
random 16 c26
sort c26 cll-c25 c26 cll-c25
let cl0=l*ck24+l*ck25+c8
tt
#samp!e 1 cl c95
#let k28=c95Cl)
#
let clOCl '.' =cl0f 1 )+4
let k4S=13 ?
#
copy clO c9
exec 'search2'
tiv u^ a
# ftic* zmc,nr
copy c98 c5
copy c98 cU21
let 1:49 = 1
#
exec
'algol' I 6
let cc2-cl0
copy c ck22
copy c5 c9S
let k49=l
#
exec
'algo2' 16
let c7=c3-cl0
copy c7 ck23
tt
let k21=k21+l
let k22=k22+l
let k23=k22+l
end
E-l
# SSMIN routine
#
# This routine calculates the contrast sums and the point where each
# observation mimimizes the sum of squares of the q smallest contrasts; no
# switching is done of the q smallest contrasts in this routine.
# k48=q needs to be set before running this. The observations need to be in
# clO, and the 16 run desiqn matrix in cll-c25.
#
# algol.mtb and algo2.mtb use this routine and do the switching of the
# q smallest contrasts as observations are moved.
tt
copy clO ml
trans ml ml
copy cll-c25 m2
mult ml m2 m3
#m3 contains the contrast sums
trans m2 ml 2
trans m3 ml3
copy ml 3 c80
copy ml2 c81-c96
let c79=abs( c80)
# c79 contains abs( contrast sums); this routine sorts c79, keeping track of
# which contrasts s.r& the smallest (1-15)
set c78
1: 15
sort c79 c7S c80 cBl-c96 c79 c78 c80 c81-c96
copy c79 c78 c80 c81-c96 c59 c58 c60 c61-c76;
use l:k48.
#
# k48=q, number of contrasts assumed insignificant
# The routine lopped off the highest p-q contrast sums
#
# This routine calculates the point where obs k mimimizes the contrast sum sum
# of squares. C93 contains the amount each point is moved.
#
copy c60 m4
trans m4 m4
copy c61 -c76 m5
#
# m4 contains the contrast sums of the q smallest. m5 contains the design
# matrix transposed, with the largest contrast rows lopped off. Multiplying
# these two together and dividing by -q calculates eqn 5 in the report for
# all observations. This result ends up in c98.
tt
mult m4 m5 m6
trans m6 m6
copy m6 c9S
let c98 = c9S/t:-k4S)
sort c58 c53
ttprint c93 clO c58
# add the above statement if you want to see the calculated d's, the original
# observations and which contrasts were the q smallest.
end
E-2
search2.mtb "the hog" Can really chew up a computer.
Needs a. Vax, late at night, to run this. Can really tick off
This routine does the 'scan' of each observation looking for
minimum to the sum of squares of the q smallest contrasts
contrast ssq in c81-c96 ... to corresponding observation number; plots of
these versus the scan value can be educational. Sometimes you'll see local
in a scan, and you can see where the q smallest switches because of
changes in slope to the curves.
minima
abrupt
#
#
#
#
#
#
#
copy clO
Copy clO
# copy 25 'copies'
copy c31-c55 ml
erase c31-c55
trans ml ml
copy ml c31-c46
#
# c31 now contains 25 obs
# an easier way to do this. )
#
erase ml
#
#These 'stacks' create c31 with
# got to be an easier way- )
a systems guy.
global
clO clO clO clO clO clO clO clO clO clO clO clO
clO clO clO clO clO clO clO clO clO clO c45-c55
of the observations to ml
clO C31-C44
1, c32 25 of obs 2 ,etc, (seems like there must be
400 of obs 1, c32 400 of obs 2, etc. (There' s
#
stack (c31 -c46
stack Cc31 -c46
stack (c31 -c46
stack (c31 -c46
# kl - min im um
Cc31-c46) (c31-c46)
(c31-c46) (c31-c46)
(c31-c46) (c31-c46>
(c31-c46) Cc31-c46)
observation, k.2=max obs.,
the size of the divisions# by 24. k3 is
# into".
let kl=min(cl0'>
let k2=max ( c 10!>
let k3=(max ( clO) -min (c 10) )/24
and k3 is the range divided
the ranqe is qoinq to be divided
column indicator, k9 is# k4 is th
let k4=31
let k9=0
let kl0=l
exec 'edit'
# k4 is the
copy c31-c46
tt
c31 now contains the range of 25 values for
other 15 actual observations stacked one on
range for obs. 2, etc, etc.
klO is
16
observation the
ml
routine is workinq on
obs
top
1,
of
with 25 of
the other.
the
c32 has
by the design matrix (m2) to get contrasts sums
#
#
#
#
erase c31-c46
copy cll-c25 m2
mult ml m2 m3
#
# multiply the data matrix (ml)
# (m3).
#
erase ml m2
copy m3 c31-c45
erase m3
let kl3=81
let k9=l
let k 10=25
exec 'sort' 16
* cBO contains the range of values of the experiment, those used to search
tt for the estimated location of each point.
the
E-3
kl:k2/k3
copy c80 c79
let k31=l
let k32=81
erase clOO
exec 'sortl' 16
erase c31-c46
erase ml
end
E-4 (rY
# this routine sorts all the contrasts generated by absolute value, takes the
# smallest q (k48) and calculates the contrast sum of squares for those. It
# does this for each of the 25 cases run for each observation. It's a bit
# cumbersome.
tt
# ckl3(cBl-c96) is where the 25 ssq's for each obs are strored.
fc k9 and klO just tell minitab which observations are in question.
#
# c31-c45 contain the contrasts calculated for a particular experimental
# contrast. c31 = 'a', c32='b'f c33='c', etc. Row 1 is the contrasts
# where obs 1 = kl and obs 2-16 are their original values.
tt
copy c31-c45 c51-c65;
use k9:kl0.
copy c51-c65 ml
trans ml ml
copy ml c51-c75
let c51=abs(c51)
let c52=abs(c52)
let c53=abs(c53)
let c54=abs(c54)
let c55=abs(c55)
let c56=abs(c56)
let c57=e.bs( c57)
let c58=abs( c5S)
c59-abs( c59)
c60=abs( c0)
c61=absC c61 )
c2=abs( c62)
c63=abs( c63)
c64=abs( c64>
c65=abs< c65)
c66=abs( c66)
c67=abs c7">
c6S=ab= ( c68)
c69=abs ( c69)
c70=abs( c70)
c71=abs( c71 )
c72=abs( c72)
c73=abs(c73)
c74=abs( c74)
let
let
let
let
let
let
let
let
let
let
let
let
let
let
let
let
let -abs( i
sort c51 c51
sort c52 c52
sort c53 c53
sort c54 c54
sort c55 c55
sort c56 c56
sort c57 c57
sort c58 c58
sort c59 c59
sort c60 c60
sort c61 c61
sort c62 c62
sort c63 c63
sort c64 c64
sort c65 c65
sort c66 c66
sort c67 c67
sort c6S c68
sort c69 c69
sort c70 c70
sort c71 c71
sort c72 c72
E-5
c51-c75;
ml
sort c74 c74
sort c75 c75
copy c51-c75
use l:k48.
copy c51-c75
trans ml ml
let kll=51+k48-l
copy ml c51-ckll
rssq c51-ckll ckl3
let kl3=kl3+l
let k.9 =k9+25
let kl0=k 10+25
end
E-6
this routine 'inserts' the ranqe of values kl-k2 in increments of k3
(31-46)
into the column( c31 -c46) which is used to search that observation (c31 is
obs 1, c32 is obs 2, etc. k9 and klO are incremented to tell where the
range of values ought to be inserted, kll and kl2 tell where the original
value is that needs to be omitted, and k4 is the column number
insert k9 klO ck4
kl:k2/k3
let kll=k9+26
let k 12 =k 10+49
copy ck4 ck4;
om it kll: k 1 2 .
let k9=k9+25
let kl0=kl0+25 g f WT&
lEt k4=k4+l LmUIJ.
>fmm>
end
IV(t:Tte^5 &/ SfTW^H^^
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sort ck32 c80 c78 c80
let cl00(k31 ) =c80(l)
copy c79 c80
let k31=k31+l
let k32=k32+l
end
E-8
tt algol.mtb routine
tt
tt this routine is run once for each observation (see algo.mtb). It sets obs k,
tt the one being tested, to the value determined by scanning a wide range of
tt values for that observation. Then it uses ssmin.mtb to minimize from that
^ starting point. Then it moves obs. k to the calculated point and reruns ssmin
mtb.
tt If obs. k should be moved further because of a change in the q smallest
contrasts, then the routine is repeated. It repeats until no move to obs.
k is required.
k49=k; needs to be set to 1 before running this. See algo.mtb routine.
tt
tt
tt
tt
let cl0(k49) =cl00(k49)
let k41=(abs( c98(k49) ) > 0.001)
^ logical statement above is trying to detect a move in c98. If the number
tt is not zero then ssmin.mtb is rerun after obs. k is moved.
let c 1 0 ( k49 ) = c98 ( k49 ) + c 1 0 ( k49 )
exec 'ssmin' k41
let k41 =(abs(c98(k49) ) > 0.001)
let cl0(k49) =c98(k49)+cl0(k49)
exec 'ssmin' k41
let k41=(abs( c9S(k49) ) > 0.001)
let cl0(k49) =c98(k49)+cl0(k49)
exec ssmin' k41
let k41 =(abs( c93( k49) ) > 0.001)
let cl0(k49) =c93(k49)+cl0(k49)
exec 'ssmin' k41
let k 4 1 = ( abs ( c98 ( k 49 ) ) > 0 . 00 1 )
let clO(!<49) =c9S( k49) + c 10( k49)
e x e c ssmin k41
let kA 1 = ( abs ( c99 ( k49'' ) > 0. 001 )
let c 10(k49) =c9S('k49) + cl0 (k49)
exec ssmin k41
let c3(k43) -cl0(k49)
# c3 contains the set of new values calculated for all observations after this
# routine .
let k49=k49+l
copy c9 clO
tt c? contains
# cal culat ion*
copy c5 c9S
end
run for each observation.
ie oriqinal observations. c5 contains the original ssmin.mtb
E-9
# algo2.mtb
#
tt Changes obs k, the one being tested as an outlier, by the amount calculated
tt by ssmin.mtb and calculates if the observation is required to move further
# because of switching of the q smallest coefficients. The routine continues
tt to try to move each observation until no switching occurs. (Algorithm 1 in
ii the report)
tt
let k41 = (abs ( c98 ( k49) ) > 0. 001 )
let c 1 0 ( k49 ) = c98 ( k49) + c 1 0 ( k49)
exec 'ssmin' k41
let k41=(abs(c98(k49) ) > 0.001)
let cl0(k49) =c98(k49)+cl0(k49)
exec 'ssmin' k41
let k41=(abs(c98(k49)) > 0.001)
let cl0(k49) =c9S(k49) + clO(k.49)
exec 'ssmin' k41
let k41=(abs(c9S(k49) ) > 0.001)
let cl0(k49) =c98(k49)+cl0(k49)
exec 'ssmin' k.41
let k41=(abs(c98(k49) ) > 0.001)
let cl0(k49) =c98(k49)+cl0(k49)
exec 'ssmin' k41
let k41=(abs(c98(k49) ) > 0.001)
let cl0(k49) =c98(k49)+cl0(k49)
exec 'ssmin' k41
let c3(k49) =cl0(k49)
tt c3 contains the final calculated values for each observation after the
tt routine is run for each observation.
let k49=k49+l
copy c9 clO
copy c5 c98
end
E-10
