We derive two reformulations of the C 1 Hermite subdivision scheme introduced in [12] . One where we separate computation of values and derivatives and one based of refinement of a control polygon. We show that the latter leads to a subdivision matrix which is totally positive. Based on this we give algorithms for constructing subdivision curves that preserve positivity, monotonicity, and convexity.
Introduction
Subdivision is a technique for creating a smooth curve or surface out of a sequence of successive refinements of polygons, or grids see [1] . Subdivision has found applications in areas such as geometric design [6] , [17] , and in computer games and animation [4] . We consider here the two point Hermite scheme, the HC 1 -algorithm, introduced in [12] . We start with values and derivatives at the endpoint of an interval and then compute values and derivatives at the midpoint. Repeating this on each subinterval we obtain in the limit a function with a certain smoothness. The scheme depends on two parameters α and β and it has been shown that the limit function is C 1 for a range C of these parameters. For more references to Hermite subdivision see [5, 11, 13, 14] .
The strong locality of the HC 1 -algorithm was used in [14] to construct subdivision curves with shape constraints like positivity, monotonicity, and convexity. A notion of control points, control coefficients and a Bernstein basis for two subfamilies of the HC 1 -interpolant were introduced in [16] . In this paper we continue the study of subdivision with shape constraints initiated in [14, 16] . Before detailing our results let us first describe the shape preserving subdivision process and give an example. Suppose we have values y 1 , . . . , y n and derivatives y 1 , . . . , y n at some abscissae t 1 < t 2 < · · · < t n . With each subinterval [t i , t i+1 ] we associate parameters (α i , β i ) ∈ C chosen so that the HC 1 -interpolant using data (y i , y i , y i+1 , y i+1 ) has the required shape on [t i , t i+1 ]. We then obtain a C 1 -function on [t 1 , t n ]. As an illustration consider the function in Figure 1 . This function is defined on the interval [0, 4] . It is positive on [0, 1], strictly increasing on [1, 2] , constant on [2, 3] and concave on [3, 4] . Suppose we want to use subdivision to construct a C 1 -approximation to this function with the same shape characteristics and that all we know about the function are the function values y 1 , . . . , y n at some points t 1 < · · · < t n . We can achieve this with the HC 1 -algorithm using only crude estimates for the derivatives y 1 , . . . , y n as long as the transition points 1, 2, 3 are among the abscissae and the chosen derivatives are consistent with the required shapes. See Section 6 for details. For classical curve based shape preserving algorithms we refer to [7, 9, 10] and references therein.
Our paper can be detailed as follows. In Section 2, we recall the HC 1 -algorithm and some properties which were proved in [14] . We give a new formulation of the HC 1 -algorithm were we separate the computation of function values and derivatives. This formulation is useful for proving shape preserving properties and shows why the one parameter family given by α = β/(4(1 − β)) and β ∈ [−1, 0) considered in [14, 16] really is an extension of the quadratic spline case. We will refer to this family as the EQS-case. We also give a new domain C for C 1 -convergence of the algorithm. In Section 3 we use control points to reformulate the HC 1 algorithm as a stationary subdivision algorithm called SC 1 . The control points depend on a third parameter λ ≥ 2 and we show convergence of the stationary subdivision algorithm for (α, β) ∈ C and λ ≥ 2. The SC 1 algorithm can also be used in the parametric case, but a discussion of this will be deferred to a future paper. Starting in Section 4, we restrict our attention to the EQS-case. By formulating the SC 1 -algorithm as a corner cutting scheme we show that the subdivision matrix S is totally positive. We show this for an extended range of β and λ and also prove the total positivity of the HC 1 -Bernstein basis. With this last property, the interpolant inherits shape properties of the control polygon such as nonnegativity, monotonicity or convexity. In Section 5, we give algorithms for interpolation with any of the previous shape constrains. An example based on Figure 1 is given in Section 6.
The HC

1
Algorithm
We recall the univariate version of the Hermite subdivision scheme for C 1 interpolation, given by Merrien [12] which we call here HC 1 . We start with values (f (a), p(a)) and (f (b), p(b)) of a function f and of its first derivative p = f at the endpoints a, b of a bounded interval I := [a, b] of R. To build f and p on I, we proceed recursively. At step n (n ≥ 0), let us denote by P n the regular partition of I in 2 n subintervals and let us write h n := (b − a)/2 n . If c and d are two consecutive points of P n , then we compute f and p at the midpoint (c + d)/2 according to the following scheme, which depends on two parameters α and β
By applying these formulae on ever finer partitions, we define f and p on P = ∪P n which is a dense subset of I. We say that the scheme is C 1 -convergent if, for any initial data, f and p can be extended from P to continuous functions on I with p = f . We call f defined either on I or on P the HC 1 -interpolant to the data. The HC 1 -algorithm can also be formulated as follows. We start with Hermite data f 0 , p 0 , f 1 , p 1 at the endpoints of a finite interval [a, b] and set f
and f
If the scheme is C 1 -convergent with limit functions f and p then
The Vector Space of HC 1 -interpolants
To each choice of (α, β) there is a vector space
The HC 1 -Hermite basis functions {φ 0 , ψ 0 , φ 1 , ψ 1 } are defined by taking as initial data the four unit vectors e j = (δ i,j ) 4 i=1 , respectively. They are always defined on P and the
Since the Hermite basis functions are clearly linearly independent on P they form a basis for V C Let us denote the HC 1 -interpolant to initial data sampled from a function g by f = Hg. By induction it is easy to see that for any (α, β) we have g = Hg for all polynomials g of degree at most one, while g = Hg for all quadratic polynomials if and only if α = −1/8. We also have g = Hg for all cubic polynomials if and only if α = −1/8 and β = −1/2 and it can be shown that x k = Hx k for any integer k ≥ 4. The fact that the scheme reproduces polynomials up to a certain degree can be used to give error bounds, see [14] . Assume (α, β) are chosen so that the scheme is
where h := b − a and k = 2 for most choices of α and β. Notice some important choices of (α, β): 2. If α = −1/8, β = −1, then f is the Hermite quadratic interpolant, i.e. the quadratic C 1 spline interpolant with one knot at the midpoint of the initial interval. In this case (5) holds with k = 3 and C(α, β) = 1/96, see [14] . with β ∈ [−1, 0) is a one parameter extension of the quadratic spline case. It was introduced and studied in [14] . In this case (5) only holds with k = 2 and C(α, β) ≤ 1/48 unless β = −1, but as we will see this scheme has important shape preserving properties.
Direct computation of the function or the derivative
We can reformulate (3) so that only values of p are involved and similarly (2) with f .
Proposition 1
For α, β ∈ R and n ∈ N, the function f and the derivative p of the HC 1 -interpolant satisfy the following relations:
and for n = 1, 2, . .
where
Proof: We will use the notation ∆p
Let us start by proving (6) . Using (3) with k = 2i and k = 2i + 1
¿From (2) we obtain
The f difference on the right can be eliminated by a reordering of (3) with k = i and n → n − 1
Combining (8)- (10), we find
and we obtain (6) . Now for (7), with n → n − 1 in (6), we obtain:
Notice that with (2) , we get ∆ 2 f
= f n k and (11) can be written
It remains to extract the values f n+1 8i+j , j = 1, 3, 5, 7 from the previous formula using again f
The previous formulae (6)-(7) can also be completed, then written in a vectorial way.
¿From (6) it follows that the new p-values on level n + 1 (n ≥ 1) can be formed by an affine combination of three p values on the previous level n. In the EQS-case we only need the two neighboring values. Moreover the derivatives will be sampled from a piecewise linear curve.
Corollary 2 In the EQS-case
we have
and
with τ
where L is the piecewise linear curve connecting the three points (a, p(a)), (
then µ = −β/2 and (15) follows from (6) . Similarly, we obtain (16) .
We claim that (18) holds with
Since
), we see that τ
for all n ≥ 1. Thus (17) will follow from (19) since the latter involves convex combinations for β ∈ (−2, 0). (19) follows from (15) by induction. Suppose (18) holds for some n. Since L is linear on the actual segment we obtain
where τ n+1 4i+1 is given by (19). The proof of the other τ -relation is similar. 2
C 1 -convergence
To study convergence we observe that it is enough to consider the interval (1) are equivalent and at step n, g(u) = f (a + uh) and g (u) = hf (a + hu) for u ∈ {0, 1/2 n , . . . , /2 n , . . . , 1}. In [13] it was shown that if there exist positive constants c, ρ with ρ < 1 such that for each integer n ≥ 0 we have |∆p
then p has a unique continuous extension to I. Moreover, there is a positive constant
i.e. p is Hölder continuous with exponent − log 2 ρ. Suppose p is continuous and lim
and ∆f
) f has a unique continuous extension to
From this discussion we have the following lemma.
Lemma 3 Let U
T for i = 0, 1, . . . , 2 n and n = 0, 1, 2, . . .. If we can find a vector norm · on R 2 and positive constants c, ρ with ρ < 1 such that
We can now show
Proof: An immediate evaluation gives
Since the off-diagonal elements of Λ ε have the same sign for α ≥ −1/8 and β ≤ 1, we can define a vector norm by v := P −1 v 2 , where · 2 is the usual Euclidian norm of a vector and P is a suitable matrix.
symmetric. The corresponding matrix operator norm is given by Λ ε := P −1 Λ ε P 2 , where A 2 := ρ(A T A) is the spectral norm of a matrix A. The eigenvalues of Λ ε or of P −1 Λ ε P are
Since P −1 Λ ε P is symmetric the eigenvalues are real with λ 2 < λ 1 . Now for β ∈ [−2, 1) and
. We can now extend this result.
Proof: For ε = ±1 the matrices Λ ε in (22) take the form :
. Now, for any positive real number θ, we define the norm · θ on R 2 by (x, y) θ = |x|+θ|y|. It is easy to prove that for any matrix M = (m ij ) ∈ R 2×2 , the corresponding matrix operator norm is given by M θ := max(|m 11 |+θ|m 21 |,
, which is stricly less than one for −2 < β < 0. Lemma 3 now gives the convergence.
2
We define the convergence region C by
We have shown that [−1/8, 0) × [−2, 1) ⊂ C and also that {(
The function f = p is Hölder continuous with exponent − log 2 ρ. In the case where α =
which is piecewise linear with a minimum for β = −1 and we obtain the best regularity of the interpolant for β = −1 when f is a quadratic spline.
To illustrate the smoothness properties of a HC 1 -interpolant we show the Hermite basis with β = −3/5 and α = 
Control Polygons and Subdivision Algorithm
Control Coefficients and Control Polygons
Suppose we apply the subdivision scheme HC 1 to some real valued data f (a), p(a), f (b), p(b). In order to obtain a geometric formulation of the scheme we define control coefficients relative to the interval [a, b] by
where h := b − a and λ ≥ 2 is a real number to be chosen. We define the control points
and the control polygon We can also apply the subdivision scheme
We pick an interval [a, b] and use the HC 1 -algorithm on each component of f and p. To obtain a geometric formulation of this process we define control coefficients relative to [a, b] by (24) and we define the control points to be the same as the control coefficients. The computed curve interpolates the first and last control coefficient and its tangent direction at a 0 is a 1 − a 0 , and at a 3 the tangent direction is a 3 − a 2 .
Note that if 4 points a 0 , a 1 , a 2 , a 3 in R s for s ≥ 1 are given we can think of these as control coefficients of a HC 1 -interpolant on some finite interval [a, b] and apply the HC 1 algorithm to the data given by
where h := b−a. We now derive a parameter independent formulation of this scheme. (a 0 , a 1 , a 2 , a 3 ) we obtain new control coefficients
Moreover,ā 
¿From (1) and (26) we obtain on an interval [a, b] the inverse relations
But then we see that
T , where S is the matrix in equation (27) . Since the sum of rows three and five in the matrix S equals twice row four the relation (29) follows. 2
For s ≥ 2 the control coefficients and control points are the same and the proposition also gives rules for subdividing the control polygon. The following corollary holds in general. (a 0 , a 1 , a 2 , a 3 
Corollary 7 Suppose
where S is given by (27). Moreover
which means that these control points always lie on a straight line.
Proof: This has already been shown for s ≥ 2 and for the control coefficients for s = 1. For the control point abscissas we obtain the relation (a,
A Stationary Subdivision Algorithm
By applying (27), we can reformulate the Hermite subdivision scheme HC 1 as a stationary subdivision scheme working on points in R s . Starting with 4 points a 0 , a 1 , a 2 , a 3 in R s , s ≥ 1, (α, β) in the convergence region C, and λ ≥ 2, we define Algorithm SC 1 as follows. At step n = 0, we set a
and a 
Proof: The first two equations follows immediately from (33). As in the proof of (29) it is clear that
and in particular a 2 If we define a 0 i for i < 0 and i > 3 in any way, the subdivision scheme can be written a n+1 = k∈Z σ ,k a n k , ∈ Z where σ 6i+ ,3i+k = s ,k for i ∈ Z, = 0, . . . , 5, k = 0, . . . , 3 and σ i,j = 0 otherwise. With the definitions recalled in [2] , the scheme is local since σ ,k = 0 for | − 2k| > 4. Since k∈Z σ ,k = 1, it is affine but it is not interpolating in a classical sense since we generally have a n+1 6i+2 = a n 3i+1 .
Convergence of SC
1
The convergence of the subdivision schemes are usually established by studying the difference sequence. Alternatively convergence follows since SC 1 was derived from HC 1 . Here are the details. 
we find from (34) and (35)
Below we prove that, for i = 0, . . . , 2 n − 1,
Comparing (36), (37) and (38) with (2)- (3) we conclude that f n = f and p n = p on P n where f and p are the functions built on ∪P n by HC 1 defined by (2)- (4) ) and f = p. Now since f is bounded and a n 3i+1 − a
n − 1, we deduce that a n 3i+1 − a n 3i tends uniformly to 0. We conclude that the sequence of polygons {A 0 , . . . , A 3×2 n } tends to the curve {f (t), t ∈ I} since a n 3i = f (t n i ) for i = 0, . . . , 2 n . It remains to prove (37) and (38). Since α = −v/4λ, for i = 0, . . . , 2 n − 1 and using (35) and (33),
so that (37) is proved.
Similarly, for (38), let i ∈ {0, . . . , 2 n − 1}. With the definitions of γ and δ in (28) we find
2
4 Total positivity and consequences
Corner Cutting and Total Positivity of the Subdivision Matrix
Consider now the subdivision process in the EQS-case when α = v we find from (28)
and similarly
Thus the subdivision matrix (27) can be written
In this case, as soon as 1 ≤ v ≤ 2 and v ≥ −β, we can compute the subdivided control points The equations (40) can be formulated as a corner cutting scheme in the following way. We start with the polygon {A 0 , A 1 , A 2 , A 3 } and then either cut one of the previous corners or break an edge in a sequence of convex combinations. 6 } by carrying out a sequence of simple corner cuts (see for example [15, 9] ) on the polygon defined by {A 0 , A 1 , A 2 , A 3 
}.
We then obtain Since these matrices are bidiagonal and the entries are nonnegative for the indicated values of the parameters it is well known that each of the 7 matrices are totaly positive (see for example [9] ). Since a product of totally positive matrices is totally positive we conclude that S is totally positive.
If v / ∈ [1, 2] then we can find β ∈ [−1, 0) such that S has at least one negative entry. Hence S is not totally positive for these v, β. 
where λ ≥ 2 is the parameter used to define the control points. These functions are clearly linearly independent and so, they form a basis for V C 1 α,β (I). The coefficients in terms of this basis are the control coefficients of f . This follows since 1 + p(b)ψ 1 , ⇔ f = a 0 b 0 + a 1 b 1 + a 2 b 2 + a 3 b 3 ,   where a 0 , a 1 , a 2 , a 3 are the control coefficients of f on I given by (24).
We note that b j (0) = δ j,0 and b j (1) = δ j, 3 .
For certain values of the parameters the HC 1 -Benstein basis is totally positive. 
Theorem 11
We note that
Let f ∈ C 1 [0, 1] be a HC 1 -interpolant to some initial data. We can then write
where m := 4 × 2 n − 1 and where for k = 0, . . . , 2 n − 1 the numbers a n 4k , a n 4k+1 , a n 4k+2 , a n+1 a n+1 where from Proposition 6, it follows that a n+1 = A n a n for some matrix A n . The matrix A n is a block diagonal with 2 n diagonal blocksŜ of order 8 × 4. Indeed,Ŝ is obtained from the matrix S in (27) by adding a copy of row 4 as a new
A n a n = b n a n and by linear independence, it follows that b n = b n+1 A n . Thus we obtain
For distinct points y 0 , . . . , y p and functions f 0 , . . . , f q defined on the y's, we use the standard notation
for a collocation matrix of order p × q. In order to show total positivity of b = b 0 we choose 0 ≤ x 0 < x 1 < x 2 < x 3 ≤ 1 and consider the collation matrix
. From (44) we immediatly obtain
Since the matrix S is totally positive, it follows thatŜ and hence each A k is totally positive. We now show that the first matrix on the right of (45) Proof: Instead of (44) we use for n > p the equation , a 1 , a 2 , a 3 }, see for example ([9] ). In particular if P 0 is positive (monotone, convex) then f is positive (monotone, convex). We can use this to generalize Theorem 4 in ( [16] ). 
b 3 is nonnegative, increasing, and convex on
[0, 1]. If v = 2 then b 3 (t) = 0 for t ∈ [0, 1/2].
5.
Proof: ¿From (41) 
Algorithms for local shape constraints
We base shape preserving algorithms on the extended quadratic spline case given by α = β 4(1−β)
. The control point subdivision matrix for this case is given by (39), where we have both β and λ as free parameters. The matrix simplifies when v = βλ β−1 = 2 and we will use this one parameter family of schemes in our algorithms. Using the parameter λ to control the shape we thus have
We restrict our attention to λ ≥ 4. We then have β ∈ [−1, 0) and both algorithms HC 1 and SC 1 are convergent. In the limit when n → ∞ we obtain a function f ∈ C 1 (I). This function is the quadratic spline interpolant with a knot at the midpoint of I when λ = 4 , while p = f is Hölder continuous on I with exponent
Thus the derivative becomes less regular when λ increases, but it is always C 1 . Given s ≥ 1, points a 0 j = a j ∈ R s for j = 0, 1, 2, 3, and λ ≥ 4, the following algorithm computes sequences {a n } of control coefficients a n = (a n 0 , a
Algorithm 14 (CC 1 )
2. For n = 0, 1, 2, 3, . . .
The control points corresponding to the computed control coefficients converges to a C 1 -curve. More specifically, pick any finite closed interval [a, b] and define h n := (b − a)/2 n and t n k := a + kh n for k = 0, . . . , 2 n , n ≥ 0. By Theorem 9 the computed control points converge uniformly to a
We now discuss shape preservation in the scalar case s = 1 in more detail. We start by noting that if the initial control polygon is nonnegative (respectively increasing, convex) on an interval I = [a, b], then the HC 1 -interpolant computed in Algorithm 14 will be nonnegative (respectively increasing, convex) on the same interval I. This follows from the total positivity of the Bernstein basis. In addition to total positivity the main tool will be Corollary 2 which says that the p-values of the interpolant are located on the piecewise linear curve connecting the three points (a, p(a)), ( 
Nonnegative Interpolants
We already remarked that if the initial control coefficients are nonnegative then the HC 1 -interpolant will be nonnegative. Notice that the converse is false. For example, the HC 1 -interpolant to the function f given on [0, 1] by f (x) := 16(x − 1/4) 2 and using λ = 4 is f itself. Note that f is nonnegative, but the initial control coefficient
To give an algorithm for constructing a nonnegative interpolant we assume that
Under these weak assumptions nonnegative initial control coefficients a 0 , . . . , a 3 can always be obtained by choosing λ sufficiently large. Indeed, since a 0 = f (a) ≥ 0 and a 3 = f (b) ≥ 0 we only need to make sure that a 1 = f (a) + hp(a)/λ ≥ 0 and In Figure 6 we interpolate three sets of data on [0, 1] . In all cases f (0) = −1 and f (1) = 1. In the first case, with p(0) = 3 and p(1) = 4 we find
Suppose in Algorithm 18 we choose 7/2 ≤ λ 1 ≤ 4 in Statement (b)i. and apply Algorithm 14 with λ = 4. Then the HC 1 -interpolant is the quadratic spline and it is strictly increasing since λ > 7/2. In the two other cases we use p(0) = 8 and p(1) = 4 giving
= 6. With λ = 6 we have p(1/2) = 0 and the interpolant is increasing, but not strictly increasing. We obtain a strictly increasing interpolant by using λ = 10. Note that choosing a bigger λ decreases the regularity of the interpolant. In both cases the first derivative is Hölder continuous, but the exponent is log 2 (4/3) ≈ 0.415 when λ = 6 and log 2 (4/3) ≈ 0.193 when λ = 10. 
Convex interpolants
The convexity of the HC 1 -interpolant is also completely determined by the convexity of the initial control polygon. 
2. Compute initial control points using (24) In Figure 7 , we have interpolated three sets of data on [0, 1] . In all cases f (0) = 0.5 and f (1) = 1.
In the first case, p(0) = −1 and p(1) = 3 so that λ 1 = 8/5 and λ 2 = 8/3. Then max (4, λ 1 , λ 2 ) = 4 and we have chosen λ = 4. In this case, the interpolant is the quadratic spline.
In the two other cases p(0) = −1 and p(1) = 8 so that λ 1 = 18/5 and λ 2 = 6. Then max (4, λ 1 , λ 2 ) = 6. With λ = 6 we have p = −1 on [0, 1/2], while we obtain a 
Example
Given data (t i , y i , y i ) for i = 1, . . . , n, where t 1 < · · · < t n and the y's are real numbers. We look for a function f ∈ C 1 ([t 1 , t n ]) that satisfies f (t i ) = y i , f (t i ) = y i for i = 1, . . . , n.
In addition we would like f to be positive, monotone, linear, or convex on some or all of the subintervals I i = [t i , t i+1 ], i = 1, . . . n − 1. We assume that (P) (47) holds for the subintervals where we want nonnegativity or positivity.
(M) (50) holds for the subintervals where we want a nondecreasing or a strictly increasing interpolant.
for the subintervals where the interpolant should be linear.
(C) (54) holds for the subintervals where the interpolant should be convex or concave.
We also require that the given data is consistent with these shape requirements. We can compute f locally by applying the HC 1 -algorithm with parameters given by (46) on each subinterval I i = [t i , t i+1 ], i = 1, . . . n−1 using initial data f (t i ) = y i , f(t i+1 ) = y i+1 , p(t i ) = y i and p(t i+1 ) = y i+1 . We obtain C 1 -convergence and the desired shape locally by choosing the parameter λ i for the interval I i sufficiently large. 
The function and its first derivative are displayed in Figure 8 and it can be shown that φ is positive on [0, 1], strictly increasing on [1, 2] , constant on [2, 3] and concave on [3, 4] . Given n and let (t 1 , . . . , t n ) be a partition of [0, 4] . The points (t 2 , . . . , t n−1 ) are chosen randomly except that 1, 2, 3 are among them. In the example, we used t 1 = 0, t n 1 = t 5 = 1, t n 2 = t 9 = 2, t n 3 = t 13 = 3 and t n = t 17 [3, 4] .
In the first test we use y i = φ(t i ) and exact derivatives y i = φ (t i ), i = 1, . . . , n. In this case all λ's become equal to 4 and the quadratic spline interpolant f 1 does the job. Plots of this function and its first derivative are shown in Figure 9 . The first derivative appears continuous and piecewise linear.
For the second test shown in Figure 10 , we kept the previous data t i and y i = φ(t i ) for i = 1, . . . , n = 17, but we used inexact derivatives given by crosses in the lower part of the figure. However the derivatives were chosen so that the relevant requirement (P),(M), (L), and (C) above are satisfied on each subinterval [t i , t i+1 ]. We obtain a 
