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CAPI´TULO 1
INTRODUCCIO´N
A lo largo de la historia de la humanidad, el ser humano ha tratado de
desarrollar todo tipo de ma´quinas que de algu´n modo u otro buscaban au-
tomatizar procesos de la vida cotidiana del hombre, de manera que estos
artefactos hiciesen ma´s fa´cil la vida de e´ste. Con el paso de los an˜os estas
ma´quinas han ido ganando en complejidad y recibiendo todo tipo de nom-
bres, hasta que en el an˜o 1921, de la mano del escritor checo Karel Capek,
fue usado, por primera vez, el te´rmino robot en una novela de ficcio´n. Lo
que parec´ıa fruto de la imaginacio´n del hombre o ma´s propio de historias de
ciencia ficcio´n poco a poco ha ido transforma´ndose en realidad. A partir de la
segunda mitad del siglo XX, comienzan a producirse numeros´ısimos avances
dentro del mundo de la Robo´tica. Lo que en un principio parec´ıa tener una
mera aplicacio´n industrial, ha ido abrie´ndose paso de manera vertiginosa en
la vida del hombre, llegando a tener aplicacio´n en cada vez ma´s numero-
sos y diferentes a´mbitos, tales como la exploracio´n espacial, la medicina, el
armamento militar, y un largo etce´tera.
Uno de los campos de estudio dentro de la Robo´tica es la navegacio´n
auto´noma de los robots. Desde hace muchos an˜os, numerosos investigadores
trabajan d´ıa a d´ıa para conseguir que los robots sean cada vez ma´s auto´nomos
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y puedan desplazarse por entornos cada vez ma´s complejos con una mayor
facilidad e independencia. Completamente relacionado con este a´mbito de la
Robo´tica se encuentra la Visio´n por Computador, cuya evolucio´n y aplicacio´n
han estado estrechamente ligadas al desarrollo y mejora de la informa´tica a
partir de los an˜os 80. La Visio´n por Computador ha sido uno de los campos
que ha experimentado un mayor y ma´s ra´pido progreso en los u´ltimos an˜os,
siendo aplicada para sistemas de control de calidad o de navegacio´n robo´tica,
a´mbito en el cual tiene cabida el presente proyecto. Para que el robot tome
conciencia del entorno que le rodea, tenemos a nuestra disposicio´n diferentes
tipos de sensores que pueden proporcionarnos una imagen del mismo, como
son los rayos X, infrarrojos, ultrasonidos o el empleo de ca´maras digitales de
video, caso en el que nos vamos a centrar.
Por tanto, el objetivo que persigue el Proyecto Final de Carrera descrito
en este documento es el desarrollo de un algoritmo para la obtencio´n de la
posicio´n, centra´ndonos en el ca´lculo de la distancia recorrida y la velocidad de
un robot mo´vil que desempen˜e su actividad en el interior de un edificio. Para
ello contamos con una ca´mara este´reo Point Grey Bumblebee2, con la cual se
extraera´n varias secuencias de ima´genes y a partir del procesamiento de e´stas
pretendemos obtener dichos resultados. De cada par de ima´genes este´reo se
extraera´n una serie de puntos caracter´ısticos, usando para ello los algoritmos
de extraccio´n de caracter´ısticas SIFT1 [3] y SURF2[1]. Los puntos extra´ıdos
servira´n como puntos de referencia para la estimacio´n de la posicio´n y del
movimiento. Una vez hecho esto, se buscara´n coincidencias entre los puntos
obtenidos en dos pares de ima´genes este´reo consecutivas temporalmente. Las
coincidencias las utilizaremos para determinar, mediante la aplicacio´n del
modelo pin-hole en una ca´mara este´reo, las coordenadas reales (X,Y,Z) de los
puntos obtenidos en las ima´genes. Con el valor de la profundidad de un mismo
punto en dos instantes consecutivos podremos obtener el desplazamiento del
robot, y con dicho desplazamiento y la diferencia temporal entre la captura
de ambas ima´genes podremos estimar la velocidad que ha llevado el robot en
su trayectoria.
En cuanto a la estructura de este documento, e´ste esta´ compuesto por
6 cap´ıtulos y 2 ape´ndices. En el segundo cap´ıtulo se describe el estado del
arte, en el cual se comenta, brevemente y de manera general, la situacio´n en
la que se encuentra hoy en d´ıa la navegacio´n auto´noma de robots por medio
de te´cnicas de visio´n por computador, concretando para el caso en el que se
1Scale Invariant Feature Transform
2Speeded Up Robust Features
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emplean ca´maras de v´ıdeo. En el tercer cap´ıtulo se hace una descripcio´n del
modelo Pin-Hole, que es el utilizado para determinar la correspondencia de
un punto en el plano de la imagen obtenida con la ca´mara con su posicio´n real
en el espacio. En el cuarto cap´ıtulo se hace una introduccio´n a la visio´n este-
reosco´pica. Por su parte, en el quinto cap´ıtulo se introducen los principales
me´todos disponibles de extraccio´n de caracter´ısticas de ima´genes, haciendo
hincapie´ en las dos alternativas estudiadas en este proyecto: los descriptores
SIFT y SURF. En este cap´ıtulo, adema´s, se comparara´n ambas alternativas
para justificar el procedimiento empleado finalmente. En el quinto cap´ıtulo se
muestran los resultados obtenidos las diferentes situaciones que se ha proba-
do el algoritmo implementado. En el u´ltimo y sexto cap´ıtulo se incluyen las
conclusiones y las expectativas futuras. Por u´ltimo, en los ape´ndices se inclu-
yen el procedimiento de ca´lculo del movimiento del robot y las caracter´ısticas
de la ca´mara empleada.
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ESTADO DEL ARTE
En este cap´ıtulo, hablaremos acerca de la situacio´n actual y los avances
realizados tanto en la deteccio´n de caracter´ısticas como en la navegacio´n
auto´noma de robots en los u´ltimos an˜os.
En primer lugar, debemos considerar que se entiende por navegacio´n aque-
lla metodolog´ıa que permite guiar la trayectoria de un robot mo´vil a trave´s
de un entorno con la presencia de obsta´culos. Con los an˜os se ha pretendido
que esta labor de navegacio´n sea una tarea cada vez ma´s propia del robot, de
modo que la realice con total independencia del operador humano sin nece-
sidad de la ayuda externa de e´ste. Esto es lo que se conoce como navegacio´n
auto´noma. Este objetivo de que los robots puedan interactuar con su entorno
y desplazarse por e´l a su antojo, durante much´ısimos an˜os ha parecido un
propo´sito inalcanzable, pero poco a poco y gracias a los destacados avances
realizados en a´reas tan complejas como la inteligencia artificial, la lo´gica difu-
sa o la visio´n por computador, han hecho que ese suen˜o imposible vaya poco
a poco convirtie´ndose en realidad. Algunos de los problemas principales que
nos encontramos en la navegacio´n auto´noma son el correcto reconocimiento
del entorno en el que el robot va a desempen˜ar su actividad, la localizacio´n de
obsta´culos (tanto si se mueven como si no) y la determinacio´n de la posicio´n
17
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del robot tanto relativa como absoluta.
Para que el robot pueda superar dichos problemas y llevar a cabo esta
labor de navegacio´n con e´xito, es necesario que tome consciencia del entorno
que le rodea a trave´s de una serie de sensores de modo que pueda conocer la
posicio´n de los obsta´culos o el valor de una serie de para´metros internos que
le ayuden en su trayectoria como son la distancia recorrida, la velocidad que
lleva o su posicio´n relativa en el espacio. Por tanto, a partir de la informa-
cio´n proporcionada por los sensores sera´ como se definira´n los me´todos y los
algoritmos de navegacio´n del robot.
En cuanto a los sensores empleados por los robots para llevar a cabo
una correcta navegacio´n, hay que decir que e´stos pueden ser muy diversos.
Tenemos desde sensores de contacto o bumper, que se encargan de localizar
por contacto directo la presencia de obsta´culos en la trayectoria del robot,
hasta sensores de infrarrojos, que se emplean en la deteccio´n de obsta´culos o
la medicio´n del movimiento de las ruedas. En este proyecto nos centraremos
en el problema de la determinacio´n de la posicio´n, concretamente en el ca´lculo
de la distancia recorrida y la velocidad. Lo que se pretende con esto no es
so´lo que el robot sea capaz de alcanzar una posicio´n final partiendo desde
un punto inicial, sino que sea capaz de interactuar con su entorno pudiendo
llevar a cabo tareas muy diversas, como por ejemplo el transporte de objetos
de una posicio´n a otra en el interior de un almace´n.
Por lo tanto, para este proyecto, nos interesara´n aquellos sensores em-
pleados en odometr´ıa, que se define dentro de la navegacio´n robo´tica como el
estudio que nos permite determinar la posicio´n del robot en el espacio, y, por
consiguiente, nos permite estimar la velocidad llevada por e´ste y la distancia
que ha recorrido. A continuacio´n, se enumeran los diferentes sensores ma´s
comunes empleados en los sistemas odome´tricos:
Sensores de ultrasonidos.
Ca´maras digitales de video: monoculares y este´reo.
Lasers.
Ondas de radio.
Balizas y GPS.
Encoders.
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Acelero´metros.
...
(a) La´ser (b) Ca´mara CCD
(c) Enco´der (d) Baliza
Figura 2.1: Ejemplos de sensores empleados en odometr´ıa.
Tal y como dijimos en la introduccio´n, el presente proyecto esta´ estrecha-
mente ligado a la visio´n por computador, por lo que nos interesara´ especial-
mente todo aquello que este´ relacionado con el empleo de ca´maras digitales
en labores de localizacio´n y posicionamiento (SLAM1), o lo que tambie´n se
conoce comu´nmente como odometr´ıa visual, que se define como el proceso
mediante el cual se determina la posicio´n y la orientacio´n de una ca´mara o
un conjunto de ca´maras por medio del ana´lisis de una secuencia de ima´genes
1Simultaneous Localisation and Mapping
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adquiridas, sin tener ningu´n conocimiento previo del entorno. Al encontrar-
se la ca´mara o el sistema de ca´maras acoplado al robot, el movimiento de
e´stas sera´ solidario con el del robot y, por tanto, esta te´cnica nos servira´ para
determinar el movimiento del mismo.
Las principales ventajas que presentan los sistemas compuestos por ca´ma-
ras digitales frente a los sistemas compuestos por otro tipo de sensores son
las siguientes:
Baratos.
Sencillos.
Salida digital.
Permiten obtener gran cantidad de informacio´n del entorno.
Permiten realizar una reconstruccio´n 3D del entorno.
Respecto al sistema de ca´maras empleado, e´ste puede tratarse de un siste-
ma monocular o un sistema este´reo. Los sistemas monoculares se caracterizan
por estar conformados por una u´nica ca´mara monocular (una lente) de modo
que se toma en cada instante una u´nica imagen del entorno, mientras que
los sistemas este´reo esta´n conformados por ma´s de una ca´mara monocular
(pueden estar o no alineadas) o una ca´mara de tipo este´reo (ma´s de una
lente), de forma que en cada instante se adquieren varias ima´genes de la es-
cena desde a´ngulos o puntos de vista diferentes, siendo conocida la posicio´n
relativa entre las ca´maras o, en el caso de la ca´mara este´reo, la distancia
entre las lentes. Las dos principales diferencias entre ambos sistemas son las
siguientes:
1. En el sistema monocular es necesario que el robot se mueva para po-
der estimar la profundidad, mientras que en el sistema este´reo no es
necesario que haya movimiento.
2. El sistema monocular es ma´s complejo, ya que requiere un mayor nu´me-
ro de transformaciones para estimar la posicio´n, mientras que el sistema
este´reo necesita u´nicamente un par de transformaciones geome´tricas
sencillas.
20
CAPI´TULO 2. ESTADO DEL ARTE
Figura 2.2: Sistema de ca´maras este´reo. Donde d es la posicio´n relativa entre
las ca´maras.
Como hemos dicho anteriormente, mientras que en un sistema de ca´maras
este´reo nos basta con realizar una serie de transformaciones geome´tricas y
conocer el valor de la disparidad para estimar el valor de la profundidad de
los objetos que se encuentran en la imagen [7], en un sistema monocular
sera´ necesario realizar el ca´lculo del flujo o´ptico de la misma, el cual se
entiende como el movimiento aparente resultante en la imagen si la ca´mara,
o uno o varios objetos de la escena 3D, se mueven. El sistema a emplear en
nuestro proyecto sera´ un sistema este´reo, por lo que no vamos a profundizar
en el ca´lculo del flujo o´ptico, pero si se desea obtener ma´s informacio´n acerca
de la obtencio´n de la profundidad a partir de e´l, puede consultarse el art´ıculo
publicado por Shahraray et al [28].
Una vez hemos considerado las diferentes configuraciones del sistema de
ca´maras que podemos emplear, debemos tener en cuenta que en dichos sis-
temas de visio´n artificial es clave la deteccio´n de puntos estacionarios en las
ima´genes, es decir, puntos que permanezcan invariantes dentro de la secuen-
cia de ima´genes. Por tanto, la etapa de deteccio´n de puntos de intere´s o
caracter´ısticas es cr´ıtica para poder realizar con e´xito la estimacio´n del mo-
vimiento del robot. A continuacio´n, se debera´ realizar un correcto empareja-
miento (”matching”) de los puntos de intere´s detectados en varias ima´genes
consecutivas, de modo que se produzcan el menor nu´mero de enlaces falsos
posibles. Una vez hecho esto, procederemos a posicionar dichos puntos de
intere´s en el espacio tridimensional, para a partir de ah´ı estimar la distancia
recorrida y la velocidad.
Como se ha dicho en el pa´rrafo anterior, la deteccio´n de caracter´ısticas es
una etapa clave dentro del sistema que queremos implementar. Realizar una
buena deteccio´n en la que los puntos encontrados sean lo suficientemente
distintivos y que den pie al menor nu´mero de errores posibles en la etapa
de emparejamiento, es fundamental para llevar a cabo tareas de localizacio´n
y posicionamiento de manera exitosa y precisa. Por tanto, lo primero que
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deber´ıamos plantearnos es, ¿que´ es un punto caracter´ıstico de una imagen?
Se trata de aquellos puntos que difieren considerablemente de sus vecinos,
estando esa diferencia asociada a uno o varios cambios en alguna propiedad
de la imagen. Las propiedades que normalmente se analizan son la intensidad,
el color y la textura.
Desde que comenzase a aumentar el intere´s por el uso de ca´maras digitales
como sensor principal en las aplicaciones de SLAM (debido a ello tambie´n es
conocido como Visual SLAM), el nu´mero de detectores y avances desarrolla-
dos con relacio´n a la extraccio´n de caracter´ısticas de ima´genes ha aumentado
considerablemente. El detector ma´s usado hasta el momento es probable-
mente el detector de esquinas de Harris [17], que fue propuesto en 1988 y
se basaba en los autovalores de una matriz compuesta por los gradientes de
la imagen en las direcciones x e y. El principal problema de este detector es
que las esquinas detectadas no son invariantes a las variaciones de escala.
Por ello, en 1998, Lindeberg presenta el concepto de seleccio´n automa´tica
de escala[21], que permite detectar puntos de intere´s en una imagen con su
propia escala caracter´ıstica.
En 1997, Smith y Brady presentan el detector de esquinas SUSAN2 [19],
el cual, en vez de evaluar los gradientes locales como hac´ıa Harris, emplea un
enfoque morfolo´gico en el que se compara cada p´ıxel con un a´rea concreta de
sus vecinos y, en funcio´n de la semejanza en intensidad del a´rea, se determina
si es una esquina o un borde. Posteriormente, Mikolajczyk y Schmid traba-
jaron sobre el me´todo de Lindeberg, creando un detector robusto, invariante
ante cambios de escala y con gran repetibilidad de los puntos de intere´s ha-
llados, al que llamaron Harris − Laplace y Hessian − Laplace [22]. Ellos
empleaban una muestra de Harris o el determinante de la matriz Hessiana
(de ah´ı los nombres Harris-Laplace y Hessian- Laplace) para seleccionar la
posicio´n y el operador laplaciano para elegir la escala.
Por su parte, Lowe, en 1999, simplifico´ el Laplaciano de una Gaussiana
(LoG) con un filtro Diferencia de Gaussianas (DoG), con lo que obtuvo un
detector con mejor rendimiento y mayor velocidad de computacio´n, conocido
como SIFT [4]. El detector descrito por Lowe ha sido uno de los ma´s emplea-
dos hasta el momento y es uno de los que proporciona mejor rendimiento.
Lowe ha continuado trabajando sobre su propio detector [3], consiguiendo
obtener descriptores au´n ma´s caracter´ısticos y menos sensibles a posibles
distorsiones de la imagen. Adema´s, sobre el detector SIFT se han realiza-
2Smallest Univalue Segment Assinilating Nucleus
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do numeros´ısimos trabajos como el llevado a cabo en 2004 por Ledwich y
Williams [25], en el que se describe un me´todo para reducir la complejidad
y el tiempo de emparejamiento de los descriptores SIFT en aplicaciones de
localizacio´n en el interior de edificios.
Por u´ltimo, en 2008, Herbert Bay, Andreas Ess, Tinne Tuytelaars y Luc
Van Gool introducen el detector SURF [1], que es, a d´ıa de hoy, una refe-
rencia y al que diversos estudios [20, 18, 14] definen como el detector que
presenta mejor rendimiento en la actualidad. Este detector, basado en una
aproximacio´n de la matriz Hessiana, guarda algunas similitudes con el SIFT,
pero introduce mejoras considerables en el rendimiento, disminuyendo la ve-
locidad de computacio´n (gracias al empleo de ima´genes integrales) y aumen-
tando la robustez del detector sin afectar negativamente a la singularidad de
los descriptores, que continu´an siendo suficientemente distintivos.
Todos estos detectores que hemos nombrado en el pa´rrafo anterior han
sido empleados en numerosas aplicaciones que van desde la identificacio´n de
objetos o el reconocimiento facial hasta labores de localizacio´n y creacio´n de
mapas de reconstruccio´n del entorno (SLAM). Algunos ejemplos destacados
de estas aplicaciones son los siguientes:
En [4], Lowe emplea los descriptores SIFT para llevar a cabo el reco-
nocimiento de objetos almacenados previamente en una base de datos.
Bay, Fasel y Van Gool [24], desarrollan una aplicacio´n para, mediante el
empleo de los descriptores SURF, realizar el reconocimiento de objetos
de arte en el interior de un museo.
Murillo et al [26], emplean los descriptores SURF en un sistema de
localizacio´n basado en visio´n. En su art´ıculo hacen referencia a la buena
precisio´n y al gran rendimiento obtenido con dichos descriptores.
Srivastava y Goyal [27], desarrollan para un proyecto de la Universidad
de Stanford una te´cnica de reconocimiento de cuadros basada en la
implementacio´n de los descriptores SIFT de Lowe.
En [30], Se, Lowe y Little presentan una aplicacio´n de SLAM visual
basada en descriptores SIFT, el sistema es implantado en un robot
equipado con una ca´mara este´reo trinocular.
Por otro lado, dentro de las aplicaciones de SLAM, existen tambie´n diver-
sas te´cnicas basadas en otros me´todos diferentes a los detectores de intere´s
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descritos arriba. Si se desea profundizar en algunos de estos trabajos, se pue-
den consultar los realizados por Thrun et al [31], en el que se describe un
me´todo de localizacio´n probabil´ıstico, o Jens-Steffen Gutmann y Dieter Fox
[32, 33], en los cuales se realiza una comparacio´n de algunos de estos me´todos
de localizacio´n mencionados anteriormente. Au´n as´ı, estos me´todos no son de
ningu´n modo incompatibles con el empleo de los descriptores SIFT o SURF,
ya que algunos investigadores han desarrollado aplicaciones de SLAM que
combinan ambas te´cnicas como, por ejemplo, el art´ıculo presentado en 2005
por Arturo Gil et al [34].
Finalmente, en cuanto a la direccio´n que deben tomar las investigacio-
nes futuras en esta a´rea, e´stas deber´ıan estar enfocadas a lograr una mayor
estabilidad, un mayor grado de invarianza de dichos puntos y una menor sen-
sibilidad al ruido en cuanto a los puntos de intere´s detectados. Esto deber´ıa
permitir desarrollar algoritmos ma´s ra´pidos, ma´s precisos, ma´s sencillos y,
por tanto, con un mejor rendimiento que los actuales.
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SISTEMA DE VISIO´N EMPLEADO
3.1. Modelo PIN-HOLE
En esta seccio´n se va a describir el modelo utilizado para determinar la
correspondencia de cada punto del plano de la imagen (2D) con su posicio´n
espacial en la realidad (3D). En este caso, el modelo utilizado es el Pin-Hole.
Se trata de un modelo muy sencillo, siendo el ma´s usado en la pra´ctica a la
hora de analizar ca´maras CCD (la relativa a este proyecto).
Este modelo supone que para todo punto de la imagen, el rayo de luz
que sale rebotado del objeto y llega al sensor de la ca´mara va a atravesar un
u´nico punto, independientemente de cua´l sea el punto de origen y cua´l sea el
punto de impacto en la imagen.
Dado que el modelo pin-hole es un modelo ideal en el cual no se tienen
en cuenta las distorsiones de la lente, podr´ıamos considerar la utilizacio´n
de para´metros que ajusten mejor su comportamiento a la realidad. Para el
presente proyecto vamos a considerar que el error cometido es muy pequen˜o,
por lo que no se va a introducir ningu´n factor de correccio´n.
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En este modelo el sistema de referencia de la ca´mara esta´ situado en el
centro de la proyeccio´n de la imagen, coincidiendo, por tanto, el eje Z del
sistema con el eje o´ptico. El plano de proyeccio´n de la imagen se encuentra
situado a una distancia equivalente a la distancia focal, de forma perpendi-
cular al eje o´ptico. El punto de interseccio´n entre el plano imagen y el eje
o´ptico se denomina punto principal (p).
En la siguiente figura podemos ver gra´ficamente el esquema del modelo:
Figura 3.1: Modelo Pin-Hole
Siendo la representacio´n matema´tica del modelo la siguiente:
x = f
X
Z
(3.1)
y = f
Y
Z
(3.2)
Donde f es la distancia focal1 de la ca´mara, (x,y) son las coordenadas del
1La distancia focal es la distancia que separa el centro o´ptico del plano de proyeccio´n
26
CAPI´TULO 3. SISTEMA DE VISIO´N EMPLEADO
punto de intere´s en la imagen y (X,Y,Z) son las coordenadas del punto de
intere´s en el espacio.
Esto mismo puede verse de forma matricial de la siguiente manera:


x
y
z

 =


f 0 0
0 f 0
0 0 1




X
Y
Z

 (3.3)
Para el modelo de nuestro trabajo debemos considerar que, en realidad,
el eje de coordenadas del plano de la imagen no es el centro o´ptico de la
misma (ver figura 3.2), sino que e´ste se encuentra desplazado respecto a
dicho punto. Concretamente, se encuentra en la esquina superior izquierda
de la imagen. Por tanto, en realidad, la representacio´n matricial queda de la
siguiente manera:


x
y
z

 =


f 0 px
0 f py
0 0 1




X
Y
Z

 (3.4)
Donde px y py son las coordenadas del punto principal en el sistema de
referencia de la imagen. Matema´ticamente esto queda escrito de la siguiente
manera:
x = f
X
Z
+ px (3.5)
y = f
Y
Z
+ py (3.6)
de la imagen.
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Figura 3.2: Sistema de coordenadas de la imagen (x,y) y sistema de coorde-
nadas de la ca´mara (xcam,ycam).
Por otro lado, podr´ıamos encontrarnos que las coordenadas (X,Y,Z) del
punto de intere´s este´n dadas respecto a un eje de coordenadas externo, en
cuyo caso nos encontrar´ıamos con que, para poder aplicar el modelo pin-hole,
tendr´ıamos que realizar la transformacio´n de dichas coordenadas al sistema
de referencia de la ca´mara. Para realizar dicha transformacio´n, tendremos que
introducir en el modelo la correspondiente matriz de rotacio´n y traslacio´n.
Quedando el modelo entonces de la siguiente manera:


x
y
z

 =


f 0 px
0 f py
0 0 1




r11 r12 r13
r21 r22 r23
r31 r32 r33




tx
ty
tz




X
Y
Z

 (3.7)
En nuestro caso, nos vamos a encontrar que el sistema de coordenadas de
la ca´mara se encuentra alineado con el sistema de coordenadas global.
Por u´ltimo, al aplicar este modelo en las ca´maras CCD (descritas en la
seccio´n 3.2) tendremos que realizar una u´ltima consideracio´n, ya que debemos
tener en cuenta que las distancias esta´n expresadas en p´ıxeles, por lo que
habra´ que utilizar un factor de conversio´n λ que nos permita pasar de p´ıxeles
a metros (ver expresio´n 3.16).
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3.2. Ca´maras CCD
En primer lugar, debemos tener en cuenta que la ca´mara o sensor de
imagen es el elemento que se encarga de recoger la informacio´n de la escena de
intere´s, transmitie´ndola posteriormente al ordenador. Las ca´maras CCD2 son
aquellas que utilizan como elemento sensor un dispositivo de carga acoplada
o CCD, el cual esta´ conformado por diminutas ce´lulas fotoele´ctricas en las
que se registra la imagen.
La capacidad de resolucio´n o detalle de la imagen depende del nu´mero
de ce´lulas fotoele´ctricas del CCD, las cuales son las encargadas de captar los
rayos luminosos. El nu´mero de ce´lulas fotoele´ctricas se expresa en p´ıxeles,
siendo e´ste el elemento ba´sico de los CCD. A mayor nu´mero de p´ıxeles,
mayor resolucio´n tendra´ la ca´mara.
Dependiendo del color de la imagen de salida, este tipo de ca´maras pueden
ser:
Ca´maras de blanco y negro.
Ca´maras de color.
La principal diferencia entre ambos tipos de ca´maras esta´ en que para
las ima´genes en color es necesario que por cada p´ıxel de la imagen existan
tres en la CCD, para, de este modo, poder recoger la informacio´n de las
componentes roja, verde y azul (RGB3) de la imagen, con lo que seremos
capaces de captar cualquier color de la misma. Para mejorar la resolucio´n y
la calidad de la imagen, existen otros tipos de ca´maras a color que emplean
tres sensores CCD acoplados (uno para cada color), pero el coste de estos
dispositivos es mucho mayor.
En cuanto a los para´metros ma´s importantes que debemos tener en cuenta
a la hora de utilizar este tipo de ca´maras, e´stos son los siguientes:
Shutter
2Charge Coupled Device
3Red-Green-Blue
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Es el periodo de tiempo en el que los elementos de la CCD esta´n bajo los
efectos luminosos.
Tiempo de adquisicio´n
Tiempo necesario para que el CCD transmita la informacio´n captada.
Factor Gamma
Normalmente se busca que la relacio´n entre la sen˜al de entrada y la de
salida sea lineal. En las ca´maras CCD buscaremos que la relacio´n entre el
nu´mero de fotones y los voltios de salida sea tambie´n lineal. Sin embargo,
esto no se cumple y por medio del factor gamma se indica la no linealidad
del sistema.
Sensibilidad absoluta
Es la iluminacio´n mı´nima necesaria para que la ca´mara produzca una
salida.
Sensibilidad relativa
Es el nu´mero de fotones necesarios para que la ca´mara pase de un valor
al siguiente.
Relacio´n sen˜al ruido
Este valor nos sirve de indicador del nivel de interferencias de la sen˜al de
salida.
Relacio´n de los p´ıxeles
Los p´ıxeles pueden ser cuadrados o rectangulares, con relaciones x/y igual
a 1,1 o 4
3
para adecuarse a los diferentes esta´ndares de televisio´n.
Ganancia
Se trata de la ganancia de la ca´mara frente a la longitud de onda de la
luz que incide sobre la CCD. La totalidad de ca´maras digitales tienen una
mayor ganancia en la zona del infrarrojo, de modo que la imagen de salida
tenga el mayor parecido posible a la vista por el operador humano.
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Finalmente, si se quiere obtener ma´s informacio´n detallada acerca de este
tipo de ca´maras, puede consultarse [8].
3.3. Visio´n Estereosco´pica
Como ya hemos dicho anteriormente, la ca´mara empleada en el proyecto
es una ca´mara de tipo este´reo, por lo que en este apartado vamos a considerar
las diferentes caracter´ısticas propias de este tipo de sistemas, que emulan el
sistema de visio´n humano.
En primer lugar, debemos tener presente que los sistemas de visio´n este´reo
permiten, a partir de la combinacio´n de una secuencia de ima´genes de una
escena (bastara´ con un par de ima´genes), la extraccio´n de informacio´n tri-
dimensional y, de manera muy sencilla, el ca´lculo de la profundidad de cada
uno de los puntos encontrados en las ima´genes. Para ello, simplemente de-
beremos tener en cuenta una serie de consideraciones geome´tricas que nos
permitira´n reconstruir el entorno tridimensional (3D) a partir de ima´genes
bidimensionales (2D). Las diferencias existentes entre las distintas ima´genes
se debera´n principalmente al movimiento relativo del sensor o al movimiento
realizado por los objetos de la escena.
Figura 3.3: Configuracio´n del par este´reo. Imagen extra´ıda de [12].
Para poder extraer la informacio´n tridimensional de la escena y realizar el
ca´lculo de la profundidad, debemos realizar previamente los siguientes pasos
(se explican con ma´s detalle en el cap´ıtulo 4):
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Extraccio´n de puntos caracter´ısticos en las diferentes ima´genes.
Emparejamiento de los distintos puntos hallados en cada una de las
ima´genes.
Una vez hemos realizado los dos pasos anteriores, podemos proceder al
ca´lculo de la profundidad. Para ello debemos tener en cuenta la relacio´n
geome´trica del par este´reo (ver figua 3.4).
Figura 3.4: Relacio´n geome´trica del par este´reo. Imagen extra´ıda de [12].
Donde, B es la l´ınea de base o la distancia entre los dos centros o´pticos de
la ca´mara (distancia entre las dos lentes), f es la distancia focal, OL y OR son
los centros o´pticos de la lente izquierda y la lente derecha respectivamente,
pL y pR son las proyecciones del punto P en el plano de la imagen izquierda
y derecha, y xL y xR son las posiciones en el eje x de las proyecciones del
punto P en ambas ima´genes.
Llegados a este punto, es especialmente importante introducir el concepto
de disparidad d. La disparidad se define como la diferencia entre las coordena-
das x (horizontales) de las proyecciones del punto P en ambas ima´genes. Esto
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queda de la siguiente manera (dependiendo del sistema de referencia utiliza-
do, podr´ıa verse alterada la definicio´n, de modo que el valor de la disparidad
quede siempre positivo):
d = xL − xR (3.8)
Adema´s, debemos tener en cuenta la relacio´n entre las coordenadas de las
proyecciones del punto P en ambas ima´genes:
xL = d+ xR (3.9)
yL = yR (3.10)
Teniendo en cuenta esta relacio´n y que la ca´mara cumple con el modelo
Pin-Hole (descrito en la seccio´n 3.1), podemos determinar la profundidad Z
del punto P(X,Y,Z) de la escena, haciendo uso u´nicamente de las semejanzas
entre tria´ngulos (teniendo como referencia la imagen 3.4).
Del modelo Pin-Hole, podemos extraer las coordenadas X e Y :
xL = f
B
2
Z
(3.11)
xR = f
−B
2
Z
(3.12)
yR = yL = f
Y
Z
(3.13)
Con esto ya podemos obtener la relacio´n entre las coordenadas del punto
P y la disparidad:
d = xL − xR
= f
B
2
Z
− f
−B
2
Z
33
CAPI´TULO 3. SISTEMA DE VISIO´N EMPLEADO
=
f
Z
(
B
2
+
B
2
)
= f
B
Z
(3.14)
O lo que es lo mismo, podemos obtener el valor de la profundidad del
punto P:
Z = f
B
d(xL, xR)
(3.15)
Tal y como podemos ver, la profundidad es un valor inversamente pro-
porcional a la disparidad, es decir, a mayor valor de profundidad tenemos
un valor menor de disparidad y viceversa. Sin embargo, debemos tener en
cuenta que, tal y como ya se dijo anteriormente, el valor de la disparidad d
viene dado en p´ıxeles y el valor de la profundidad Z queremos calcularlo en
metros. Por tanto, debemos hacer uso de un factor de conversio´n λ que nos
permita pasar las unidades de p´ıxeles a metros.
λ =
ancho del CCD en metros
ancho de la imagen en pixeles
(3.16)
Incluyendo este factor de conversio´n λ en la expresio´n de la profundidad
Z, e´sta, finalmente, nos queda de la siguiente manera:
Z = f
B
d(xL, xR)λ
(3.17)
Por u´ltimo, diremos co´mo calcular el ancho del sensor CCD en metros.
Para calcularlo debemos consultar, en primer lugar, las especificaciones de
nuestra ca´mara para ver sus dimensiones y su relacio´n x
y
. En nuestro caso,
las dimensiones (ver figura 3.5) son de 1
3
′′
y la relacio´n x
y
= 4
3
. Con dicha
relacio´n, si despejamos la expresio´n 3.18 obtenemos el valor de x e y.
x2 + y2 = (
1
3
′′
)2 (3.18)
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Figura 3.5: Dimensiones del CCD de la ca´mara este´reo empleada.
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DETECTORES DE PUNTOS DE
INTERE´S
En este cap´ıtulo se van a describir los principales me´todos utilizados para
la extraccio´n de caracter´ısticas en aplicaciones de SLAM. Aquellos puntos
que vayan a ser localizados deben ser lo ma´s estables posibles y permane-
cer invariantes ante posibles cambios de orientacio´n, rotacio´n o escala de las
ima´genes, de modo que dichos puntos siempre sean encontrados entre un buen
nu´mero de ima´genes consecutivas. Estas condiciones son absolutamente ne-
cesarias para poder desarrollar un buen algoritmo de localizacio´n. Adema´s,
los puntos extra´ıdos deben ser lo suficientemente caracter´ısticos para que
puedan ser correctamente asociados aquellos encontrados en dos ima´genes
diferentes, aunque e´stas hayan sido tomadas desde posiciones diferentes. Es
importante tener en cuenta que la mayor´ıa de los detectores esta´n pensados
para tratar ima´genes con textura, ya que no aparecen descriptores en ima´ge-
nes uniformes. Por tanto, las principales caracter´ısticas que deben tener los
puntos de intere´s son las siguientes:
Deben ser fa´ciles de extraer.
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Deben ser lo suficientemente caracter´ısticos como para que permitan
una correcta identificacio´n y produzcan el menor nu´mero de errores
posible.
Invariantes al ruido de la imagen, cambios de iluminacio´n, escala, ro-
tacio´n y orientacio´n.
Fa´ciles de reconocer y de enlazar con los puntos extra´ıdos en otra ima-
gen.
A continuacio´n, se definira´n de manera general y se evaluara´n los me´to-
dos ma´s importantes que han sido empleados por los investigadores hasta
el d´ıa de hoy. A la hora de definirlos se profundizara´ en mayor medida en
aquellos procedimientos que han sido considerados de mayor relevancia para
este proyecto: los algoritmos SIFT y SURF.
4.1. Detector de esquinas de Harris
Este me´todo [17] ha sido el ma´s empleado hasta el momento. Fue defini-
do por los investigadores Chris Harris y Mike Stephens en 1988.Los puntos
detectados por este procedimiento permanecen invariantes ante cambios en
la escala, rotacio´n, iluminacio´n y ruido de la imagen. Este detector define la
siguiente matriz C(x,y), que se calcula sobre una subventana de taman˜o nxn
para cada punto de intere´s en la posicio´n (x,y).
C(x, y) =
[ ∑
I2x
∑
IxIy∑
IxIy
∑
I2y
]
(4.1)
Donde Ix e Iy son los gradientes vertical y horizontal de la imagen. Si
definimos a λ1 y λ2 como los autovalores de la matriz descrita arriba, podemos
definir entonces la funcio´n de autocorrelacio´n R como:
R = λ1λ2 −K(λ1 + λ2) (4.2)
Donde K es un para´metro experimental. En esta funcio´n R vamos a dis-
tinguir tres casos posibles:
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La funcio´n tendra´ un ma´ximo si ambos autovalores son altos, lo que
quiere decir que un desplazamiento en cualquier direccio´n va a producir
un incremento importante, indicando, por tanto, que se trata de una
esquina.
La funcio´n sera´ casi nula si ambos autovalores son bajos, es decir que
un desplazamiento en cualquier direccio´n va a producir cambios muy
pequen˜os, por tanto, la regio´n que engloba la subventana de taman˜o
nxn es de intensidad constante (pertenece al mismo objeto).
Si un autovalor es alto y el otro bajo, entonces, la funcio´n tendra´ forma
de cresta. Por tanto, so´lo los desplazamientos en una direccio´n van a
producir pequen˜os cambios en C(x,y) y cambios significativos en la
direccio´n perpendicular. Esto indicara´ la presencia de un borde.
4.2. Detector de Harris-Laplace
Los puntos de intere´s localizados con este me´todo son invariantes ante
cambios de rotacio´n y escala. Dichos puntos son detectados por medio de
una funcio´n de Harris seleccionada en el espacio de escalas por el operador
Laplaciana. La escala seleccionada es la que va a determinar el taman˜o de
la regio´n de intere´s estudiada. Este detector se caracteriza porque detecta
caracter´ısticas localizadas espacialmente de manera ma´s precisa, cosa que
es deseable cuando estos puntos son utilizados en labores de localizacio´n y
reconstruccio´n y no so´lo en funciones de reconocimiento.
4.3. Detector de SUSAN
El detector de esquinas de SUSAN fue desarrollado por S. M. Smith y J.
M. Brady [19]. Se trata de una te´cnica diferente a la empleada en el detector
de Harris, ya que en vez de realizar la evaluacio´n de gradientes locales, este
detector lo que hace es emplear un enfoque morfolo´gico. Se trata de una
te´cnica de procesamiento de ima´genes de bajo nivel, que, aparte de para
la deteccio´n de esquinas, ha sido utilizada en la deteccio´n de bordes y la
eliminacio´n de ruido.
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Este detector funciona de la siguiente manera: Para cada p´ıxel de la ima-
gen consideramos los vecinos en el interior de un c´ırculo de radio fijo alrededor
de e´l. El p´ıxel central es referido como el nu´cleo y su valor de intensidad es to-
mado como referencia. Entonces, todos los p´ıxeles en el interior de ese c´ırculo
son clasificados en dos grupos: los de intensidad parecida al nu´cleo o los que
poseen un valor de intensidad diferente. De este modo, cada punto de la ima-
gen tiene asociada un a´rea local de brillo similar, cuyo taman˜o esta´ asociado
a informacio´n importante sobre la estructura de la imagen en dicho punto.
En aquellas partes de la imagen ma´s o menos homoge´neas, el a´rea local de
brillo similar cubre casi la totalidad del c´ırculo de vecindad. Al encontrarnos
en presencia de un borde, el a´rea cubre alrededor del 50% del c´ırculo y en
presencia de una esquina este porcentaje cae por debajo del 25% (ver figu-
ra 4.1. Por tanto, las esquinas pueden ser localizadas como los puntos de la
imagen en los que el nu´mero de p´ıxeles de intensidad similar en el c´ırculo de
vecindad es mı´nimo y esta´ por debajo de un cierto umbral predefinido. Para
darle mayor robustez al me´todo, los p´ıxeles ma´s pro´ximos al nu´cleo reciben
un mayor valor de ponderacio´n. Adema´s, se declaran una serie de reglas pa-
ra eliminar aquellos descriptores que no interesan. Finalmente, los mı´nimos
locales son los seleccionados como candidatos.
Figura 4.1: Detector de Susan. Distincio´n entre un a´rea homoge´nea, un borde
o una esquina. Imagen extra´ıda de [20].
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4.4. Detector SIFT
Este detector [4] fue presentado por el investigador y profesor de la Uni-
versidad British Columbia, David G. Lowe, en el an˜o 1999. Los puntos de
intere´s encontrados con este me´todo se caracterizan por permanecer inva-
riantes ante los posibles cambios producidos en los siguientes para´metros de
nuestro sistema:
Iluminacio´n.
Ruido de la imagen.
Rotacio´n.
Escala.
Pequen˜os cambios de orientacio´n.
En cuanto a las caracter´ısticas de este detector, e´ste se caracteriza prin-
cipalmente por generar una gran cantidad de descriptores muy estables y
por presentar un buen rendimiento en relacio´n a la velocidad de ca´lculo y
precisio´n.
Respecto a las etapas en las que se divide este algoritmo, e´stas son las
siguientes:
1. Deteccio´n de ma´ximos y mı´nimos en el espacio escala.
2. Localizacio´n y filtrado de los puntos de intere´s.
3. Asignacio´n de orientacio´n.
4. Generacio´n de los descriptores de los puntos clave.
A continuacio´n, se describira´ con detalle cada una de estas etapas.
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4.4.1. Deteccio´n de ma´ximos y mı´nimos en el espacio
escala
Para la deteccio´n de los puntos de intere´s vamos a aplicar una serie de
filtros en cascada.
El primer paso a la hora de detectar los puntos de intere´s es identificar
las diferentes posiciones y escalas que pueden asignarse repetidamente bajo
diferentes puntos de vista del mismo objeto. Cada imagen va a ser filtrada
con una Gaussiana, de modo que los puntos de intere´s de los descriptores
SIFT corresponden a los ma´ximos y mı´nimos locales resultantes de obtener
la diferencia entre varios filtros Gaussianos a escalas diferentes. De modo
que el espacio escala de una imagen se define como la funcio´n L(x, y, σ),
resultante de la convolucio´n de la imagen de entrada con una Gaussiana de
escala variable:
L(x, y, σ) = G(x, y, σ) ∗ I(x, y) (4.3)
Donde tenemos que I es la imagen de entrada y G es la Gaussiana de
escala variable, la cual es igual a:
G(x, y, σ) =
1
2piσ2
e
−(x2+y2)
σ2 (4.4)
Para lograr una deteccio´n eficiente de puntos de intere´s estables, este
detector sugiere la utilizacio´n en el espacio-escala de la convolucio´n de una
diferencia de Gaussianas con la imagen. De modo que esto queda de la si-
guiente manera:
D(x, y, σ) = (G(x, y, kσ)−G(x, y, σ)) ∗ I(x, y)
= L(x, y, kσ)− L(x, y, σ) (4.5)
Donde D(x, y, σ) es la diferencia de los resultados de difuminar la imagen
de entrada con una Gaussiana de escala kσ y σ.
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Los motivos que llevan a la utilizacio´n de esta funcio´n D (tambie´n llamada
DoG1) son por un lado su mayor eficiencia al tratarse simplemente de la resta
de dos ima´genes, y por otro lado debido a que nos da una aproximacio´n ma´s
precisa del Laplaciano normalizado de una Gaussiana.
Figura 4.2: Diagrama que muestra las ima´genes difuminadas a diferentes
escalas, y las ima´genes resultantes de aplicar la diferencia de Gaussianas.
Imagen extra´ıda de [3].
Por tanto, el primer paso en la deteccio´n de los puntos de intere´s es
la convolucio´n de la imagen con filtros Gaussianos de diferentes escalas, y
la generacio´n de las ima´genes DoG(diferencia de Gaussiana) obtenidas de
aplicar la diferencia entre dos ima´genes borrosas adyacentes.
Las ima´genes resultantes de la convolucio´n son agrupadas por octava2(cada
octava es dividida en un nu´mero s de intervalos), y el valor del factor k (de-
termina la separacio´n de las ima´genes en el espacio-escala y es definido co-
mo k = 2
1
s ) es seleccionado de manera que obtengamos un nu´mero fijo de
1Difference of Gaussians ≡ Diferencia de Gaussianas
2Una octava corresponde a doblar el valor de σ
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ima´genes borrosas por octava. Adema´s, esto nos asegura que el nu´mero de
ima´genes resultantes de la diferencia de Gaussianas sea el mismo para cada
octava (s+3). Despue´s de procesar cada octava, la imagen Gaussiana, a la
que le corresponde un valor de σ igual al doble del valor inicial, es reducida
por un factor igual a 2 y el proceso es repetido.
Los puntos de intere´s o puntos clave son identificados como los ma´ximos o
mı´nimos locales de las ima´genes DoG a trave´s de las diferentes escalas. Cada
p´ıxel en las ima´genes DoG es comparado con sus 8 vecinos en su misma escala,
ma´s los correspondientes 9 vecinos en las escalas vecinas (superior e inferior).
Si el p´ıxel es un ma´ximo o un mı´nimo local, entonces, es seleccionado como
un posible punto de intere´s o punto clave.
Figura 4.3: Proceso de comparacio´n entre diferentes escalas. Imagen extra´ıda
de [3].
Con esto ya tendr´ıamos un primer grupo de posibles candidatos como
puntos de intere´s.
4.4.2. Localizacio´n de los puntos clave
En esta etapa eliminamos y descartamos aquellos puntos de intere´s que
no sean adecuados, ya sea por su bajo contraste o su mala localizacio´n (por
ejemplo en un borde).
Para cada candidato a punto de intere´s debemos hacer lo siguiente:
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Mediante la interpolacio´n de los datos cercanos se determina de manera
precisa su posicio´n (para ma´s informacio´n de este punto ver [3]).
Aquellos con bajo contraste deben ser eliminados.
Aquellos que correspondan a bordes deben tambie´n eliminarse.
A cada punto de intere´s hay que asignarle una orientacio´n (siguiente
etapa).
4.4.3. Asignacio´n de orientacio´n
En esta etapa, otorga´ndole a cada punto de intere´s una orientacio´n se
logra dotar a los puntos de invarianza a la rotacio´n de la imagen.
Para determinar la orientacio´n del punto clave, se calcula un histograma
del gradiente de la orientacio´n en los puntos vecinos al punto de intere´s
(utilizando para ello la imagen Gaussiana de escala ma´s cercana a la del
punto de intere´s). Para cada imagen muestreada la magnitud del gradiente
(m(x,y)) y la orientacio´n (θ(x, y)) es la siguiente:
m(x, y) =
√
(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2 (4.6)
θ(x, y) = tan−1
L(x, y + 1)− L(x, y − 1)
L(x+ 1, y)− L(x− 1, y)
(4.7)
A la contribucio´n de cada p´ıxel vecino se le asigna un peso en funcio´n de
la magnitud del gradiente y a una Gaussiana con σ igual a 1.5 veces la escala
del punto clave o punto de intere´s. Los picos del histograma correspondera´n
a las orientaciones dominantes. Se crea aparte un punto de intere´s con la
direccio´n relativa al ma´ximo del histograma y con cualquier direccio´n que
tenga al menos el 80% del valor ma´ximo.
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4.4.4. Generacio´n de los descriptores de los puntos cla-
ve
En las etapas anteriores hemos asignado a cada punto de intere´s una
posicio´n, una escala y una orientacio´n. Por tanto, en esta etapa lo que hare-
mos sera´ crear los descriptores usando para ello histogramas de orientaciones.
Los descriptores creados debera´n ser suficientemente distintivos y permanecer
dentro de lo posible invariantes ante los cambios producidos en la imagen.
Para darle a los descriptores invarianza ante la orientacio´n, todas las
propiedades de los puntos de intere´s son medidas en relacio´n a su orientacio´n
El descriptor se computa como un conjunto de histogramas de orientacio´n
creados sobre una regio´n de muestra 4x4 en los p´ıxeles vecinos. Los histogra-
mas de orientacio´n se construyen en funcio´n de la orientacio´n del punto clave,
proviniendo los datos de orientacio´n de la imagen Gaussiana ma´s cercana en
escala a la del punto de intere´s. Al igual que antes, la contribucio´n de cada
p´ıxel es ponderada por la magnitud del gradiente y por una Gaussiana de
escala 1.5 veces la del punto de intere´s.
Cada histograma contiene 8 referencias, y cada descriptor contiene un
conjunto de 4 histogramas alrededor del punto caracter´ıstico. Esto nos lleva
a que el descriptor SIFT esta´ formado por un vector de taman˜o 4x4x8 = 128
elementos. La normalizacio´n de este vector mejora la invarianza ante cambios
en la iluminacio´n del entorno.
Finalmente, cada descriptor contendra´ la siguiente informacio´n:
Posicio´n (x,y) en la imagen.
Orientacio´n.
Escala.
Descripcio´n de su entorno por medio de un conjunto de gradientes.
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4.4.5. Matching
Finalmente, el u´ltimo paso que realizara´ nuestro detector sera´ el empa-
rejamiento de los puntos de intere´s hallados en dos ima´genes consecutivas.
Dicho emparejamiento lo hara´ identificando al vecino ma´s cercano, que se
define como el punto de intere´s con la mı´nima distancia Eucl´ıdea para el
descriptor. En este punto, se aplicara´n diversos me´todos para evitar que se
produzcan falsos emparejamientos.
4.5. Detector SURF
Este detector fue presentado en 2008 por Herbert Bay et al [1]. Aunque
guarda cierta similitud con el detector SIFT, el detector SURF presenta
notables diferencias con e´ste. En comparacio´n con SIFT, sus autores afirman
que este detector presenta principalmente dos mejoras:
Velocidad de ca´lculo considerablemente superior.
Mayor robustez ante posibles transformaciones de la imagen.
Para conseguir estas mejoras, el detector SURF reduce la dimensio´n y la
complejidad de los descriptores obtenidos, pero lo hace de modo que e´stos
continu´en siendo suficientemente caracter´ısticos e igualmente repetitivos.
A continuacio´n, vamos a describir los pasos necesarios para obtener los
descriptores SURF.
4.5.1. Deteccio´n de puntos de intere´s
Este detector esta´ basado principalmente en la matriz Hessiana, ya que
usa una aproximacio´n muy ba´sica de e´sta. El motivo de usar la matriz
Hessiana se encuentra en su buen rendimiento en cuanto a la velocidad de
ca´lculo y la precisio´n. Sin embargo, este detector, al contrario del me´todo
empleado por otros detectores, en vez de usar una medida diferente tanto
para elegir la posicio´n como la escala, lo que hace es emplear el determinante
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de la matriz Hessiana en ambos casos.Por tanto, dado un punto p = (x,y) de
la imagen I, la matriz Hessiana H(p,σ) en el punto p a la escala σ se define
como:
H(p, σ) =
[
Lxx(p, σ) Lxy(p, σ)
Lxy(p, σ) Lyy(p, σ)
]
(4.8)
Donde Lxx(p, σ) es la convolucio´n de la derivada parcial de segundo orden
de la Gaussiana ∂
2
∂x2
g(σ) con la imagen I en el punto p. Lo mismo ocurre para
Lxy(p, σ) y Lyy(p, σ).
A pesar de que los filtros Gaussianos son o´ptimos para el ana´lisis del
espacio escala, debido a una serie de limitaciones de estos filtros (como la ne-
cesidad de ser discretizados, la no prevencio´n totalmente del efecto aliasing,
etc.) se ha probado en el detector SURF con una alternativa a los filtros
Gaussianos: los filtros de caja. E´stos aproximan las derivadas parciales de
segundo orden de las Gaussianas y pueden ser evaluados de manera muy
ra´pida usando ima´genes integrales, independientemente del taman˜o de e´stas.
La escala ma´s pequen˜a que vamos a tener corresponde a un filtro de caja de
dimensio´n 9x9, correspondiente a las aproximaciones de la derivada parcial
de segundo orden de una Gaussiana con σ = 1,2. Las aproximaciones de las
derivadas parciales se denotan como Dxx, Dxy y Dyy. En cuanto al determi-
nante de la matriz Hessiana, e´ste queda definido de la siguiente manera:
det(Haprox) = DxxDyy − (0,9Dxy)
2 (4.9)
Los espacios de escala son a menudo implementados como pira´mides de
ima´genes, en las que e´stas son suavizadas repetidamente con un filtro Gaus-
siano y posteriormente submuestreadas para alcanzar un nivel ma´s alto en la
pira´mide. En el detector SURF, debido al uso de filtros de caja e ima´genes
integrales, no se tiene que aplicar iterativamente el mismo filtro a la salida
de una capa filtrada previamente, sino que se pueden aplicar dichos filtros
de cualquier taman˜o a la misma velocidad directamente en la imagen ori-
ginal. De modo que el espacio escala es analizado por medio de ir elevando
el taman˜o del filtro, en vez de ir reduciendo el taman˜o de la imagen (tal y
como se hac´ıa con el detector SIFT). La salida obtenida de aplicar el filtro de
dimensio´n 9x9 es la considerada como escala inicial (s = 1.2, correspondiente
a una Gaussiana con σ = 1.2). Las sucesivas capas se van obteniendo como
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consecuencia de aplicar gradualmente filtros mayores. En cada nueva octava,
el incremento de taman˜o del filtro es el resultado de doblar el incremento
realizado en la octava anterior:
Octava inicial: 9x9
6
→ 15x15
6
→ 21x21
6
→ 27x27
Siguiente octava: 15x15
12
→ 27x27
12
→ 39x39
12
→ 51x51
Siguiente octava: 27x27
24
→ 51x51
24
→ 75x75
24
→ 99x99
Y as´ı sucesivamente...
Figura 4.4: Representacio´n gra´fica del taman˜o de los filtros usados en dife-
rentes octavas. El eje x representa la escala y el eje y indica la octava. Imagen
extra´ıda de [1].
Simulta´neamente, los intervalos de muestra para la extraccio´n de puntos
de intere´s pueden ser tambie´n doblados.
Finalmente, para localizar los puntos de intere´s en la imagen y en todas
las escalas, se procede a la eliminacio´n de los puntos que no sean ma´ximos
en una regio´n de vecindad 3x3x3. Entonces, el ma´ximo determinante de la
matriz Hessiana es interpolado en la escala y el espacio de la imagen. Con
esto ya estar´ıa realizada la deteccio´n de los puntos de intere´s.
49
CAPI´TULO 4. DETECTORES DE PUNTOS DE INTERE´S
4.5.2. Asignacio´n de orientacio´n
El siguiente paso, sera´ la asignacio´n de orientacio´n. Este paso es impor-
tante puesto que es la que le otorga al descriptor invarianza ante la rotacio´n,
otorga´ndole a cada punto de intere´s una orientacio´n. Para ello, lo primero
sera´ calcular la Respuesta de Haar en la direccio´n x e y (ver figura 4.5), en un
a´rea circular de vecindad de radio 6s alrededor del punto de intere´s, donde
s es la escala del punto de intere´s detectado. La etapa de muestreo tambie´n
depende de la escala y se toma como valor s. En cuanto a las respuestas on-
duladas de Haar tambie´n son calculadas tomando s como referencia, a mayor
valor de escala, mayor es la dimensio´n de las respuestas onduladas. Una vez
hecho esto, usamos nuevamente ima´genes integrales para un filtrado ra´pido.
Para obtener la respuesta en la direccio´n x e y se necesitan u´nicamente 6
operaciones. La longitud de las ondas es 4s.
Figura 4.5: Funciones de Haar empleadas en el detector SURF.
Una vez que las respuestas onduladas han sido calculadas, se ponderan
con una Gaussiana de σ = 2,5s centrada en el punto de intere´s. Las respuestas
se representan como vectores en el espacio con la respuesta horizontal a lo
largo del eje de abscisas y con la respuesta vertical a lo largo del eje de
ordenadas. Para obtener la orientacio´n dominante, se calcula la suma de todas
las respuestas dentro de una ventana de orientacio´n mo´vil (este para´metro
se calcula experimentalmente) cubriendo un a´ngulo de pi
3
. Tanto la respuesta
vertical como la horizontal dentro de la ventana son sumadas, formando las
sumas resultantes un nuevo vector. El vector de mayor longitud es el que da
su orientacio´n al punto de intere´s.
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4.5.3. Extraccio´n del descriptor
Para la extraccio´n del descriptor, lo primero que vamos a hacer es la cons-
truccio´n de una regio´n cuadrada alrededor del punto de intere´s y orientada en
relacio´n a la orientacio´n calculada en el paso anterior. El taman˜o de la regio´n
cuadrada es 20s. Entonces, la regio´n es reducida progresivamente en regiones
ma´s pequen˜as 4x4. Para cada nueva subregio´n, se calculan caracter´ısticas en
puntos de muestra separados por una regio´n 5x5. La respuesta de Haar en
la direccio´n horizontal es llamada dx, mientras que en la direccio´n vertical
es llamada dy (la direccio´n horizontal y vertical se definen en funcio´n de la
orientacio´n del punto de intere´s seleccionado). Para darle mayor robustez
ante deformaciones geome´tricas y errores de posicionamiento, las respuestas
dx y dy son ponderadas con una Gaussiana de σ = 3,3s centrada en el punto
de intere´s.
Una vez tenemos esto, las respuestas dx y dy se suman en cada subregio´n
y conforman un primer conjunto de entradas para el vector de caracter´ısticas.
Adema´s, para recoger informacio´n de la polaridad de los cambios de intensi-
dad, se realiza la suma de los valores absolutos de las respuestas |dx| |dy|. De
modo que cada subregio´n tiene como descriptor un vector v de dimensio´n 4
para describir su estructura de intensidad:
v = (
∑
dx,
∑
dy,
∑
|dx| ,
∑
|dy|) (4.10)
Esto resultara´ en un descriptor para las 4x4 subregiones de longitud 64.
4.5.4. Matching
La u´ltima etapa del detector, consistira´ en enlazar los puntos de intere´s
hallados en dos ima´genes consecutivas. Cada punto de intere´s en la imagen 1
(instante t) sera´ comparado con los puntos de intere´s de la imagen 2 (instante
t + 1) por medio del ca´lculo de la distancia Eucl´ıdea entre sus descriptores.
De este modo, un emparejamiento es detectado en caso de que la distancia
relativa entre ambos puntos sea menor a 0.7 veces la distancia respecto al
segundo vecino ma´s cercano. Esta estrategia de emparejamiento se conoce co-
mo la del vecino ma´s pro´ximo. Adema´s, an˜adiendo restricciones geome´tricas
adicionales se disminuye el riesgo de incurrir en falsos emparejamientos.
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Finalmente, en el art´ıculo presentado por Bay et al [1], podemos encontrar
informacio´n acerca del rendimiento obtenido con diferentes implementaciones
de este detector.
4.6. SIFT vs. SURF
Para determinar cua´l de los dos detectores deber´ıamos usar en nuestra
aplicacio´n, vamos a tener en cuenta, adema´s de nuestra propia evaluacio´n, el
estudio [18] realizado por los investigadores Johannes Bauer, Niko Su¨nder-
hauf y Peter Protzel (pertenecen al departamento de Ingenier´ıa Ele´ctrica y
Tecnolog´ıa de Informacio´n de la Chemnitz University of Technology) en el
an˜o 2007.
4.6.1. Estudio realizado por Bauer et al.
En este estudio, estos investigadores evaluaron el comportamiento de va-
rias implementaciones de los detectores SIFT y SURF. Adema´s, compararon
ambos detectores con el detector de esquinas de Harris. El entorno en el que
realizaron su estudio fue exterior, puesto que era el ambiente en el que ope-
raba su robot. A pesar de que esto es una diferencia importante respecto a
nuestra aplicacio´n (pensada para un robot que actu´e en el interior de un edi-
ficio), vamos a dar por va´lidos los resultados de su estudio, puesto que nos
servira´ como referencia para evaluar caracter´ısticas de los detectores tales
como la velocidad de co´mputo, nu´mero de puntos de intere´s localizados o su
robustez ante posibles transformaciones de la imagen.
Las conclusiones a las que llegaron son las siguientes:
Las implementaciones de SIFT detectan generalmente mayor nu´mero
de puntos de intere´s que las implementaciones de SURF.
La calidad de los puntos de intere´s y los enlaces realizados entre puntos
de diferentes ima´genes es muy similar en las implementaciones de ambos
detectores, aunque puede considerarse ligeramente superior en las de
SIFT.
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El rendimiento del detector de esquinas de Harris es inferior a ambos
detectores en todos los sentidos.
Ambos detectores tuvieron un buen comportamiento ante cambios de
rotacio´n, con porcentajes de error inferiores al 5
Ante cambios de escala de las ima´genes, ambos detectores se compor-
taron de buena manera, aunque a medida que aumentaba el cambio de
escala, mayor era la pe´rdida de calidad en los resultados. El nu´mero de
enlaces entre los puntos de intere´s de dos ima´genes decrece proporcio-
nalmente con el aumento de la diferencia de escala entre ima´genes.
Ante la introduccio´n de ruido en la imagen, ambos detectores tuvieron
buen comportamiento, teniendo una tasa de error inferior al 5
Los cambios de iluminacio´n son resistidos hasta cierto punto, a partir
del cual pra´cticamente no se detecta ningu´n punto de intere´s en la
imagen.
Los cambios en la orientacio´n de la imagen tuvieron una gran reper-
cusio´n en todas las implementaciones de los detectores, cosa que los
autores atribuyen a encontrarse bajo un medio natural
Como apoyo, a continuacio´n se muestran las gra´ficas con los resultados
en los que han basado sus conclusiones:
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Figura 4.6: Resultados del test de invarianza a la rotacio´n. Imagen extra´ıda
de [18]
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Figura 4.7: Resultados del test de invarianza a la escala. Imagen extra´ıda de
[18]
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Figura 4.8: Resultados del test de invarianza a la introduccio´n de ruido en la
imagen. Imagen extra´ıda de [18]
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Figura 4.9: Resultados del test de invarianza a cambios de las condiciones de
iluminacio´n. Imagen extra´ıda de [18]
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Figura 4.10: Resultados del test de invarianza a cambios en la orientacio´n.
Imagen extra´ıda de [18]
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Por tanto, a la vista de los resultados de las ima´genes, podemos con-
cluir que el detector SURF es superior al SIFT, puesto que los resultados
conseguido por ambos son muy similares. El hecho de que el detector SIFT
consiga detectar un mayor nu´mero de puntos de intere´s y con menor ı´ndice
de error, no va a ser para nosotros tan importante, puesto que la diferencia
en el resultado es muy pequen˜a en relacio´n al mayor tiempo de computacio´n
que necesita el detector SIFT para conseguir dichos resultados. Adema´s, pa-
ra nuestra aplicacio´n, no va a ser necesaria la obtencio´n de gran nu´mero de
puntos de intere´s, ya que para la determinacio´n de la posicio´n y la distancia
recorrida nos bastara´ con tener al menos un u´nico punto de intere´s que sea
lo suficientemente caracter´ıstico para que se repita en la imagen temporal
siguiente.
4.6.2. Estudio propio
Para determinar que´ detector debemos usar en nuestra aplicacio´n, vamos
a evaluar el rendimiento de las diferentes implementaciones de los detectores
SIFT y SURF a las que hemos tenido acceso bajo las siguientes condiciones:
Utilizaremos diferentes ima´genes tomadas del interior de la tercera
planta del edificio Bethancourt de la Universidad Carlos III. Este en-
torno representa perfectamente el ambiente de trabajo de nuestro robot.
Utilizaremos ima´genes tomadas bajo diferentes condiciones de ilumina-
cio´n, orientacio´n, etc.
Las ima´genes utilizadas para la evaluacio´n han sido tomadas con una
ca´mara monocular SONY Handycam DCR-HC19E. A pesar de que
nuestro sistema cuenta con una ca´mara este´reo, la utilizacio´n de una
ca´mara monocular para la extraccio´n de ima´genes no va a suponer
ningu´n problema.
En cuanto a las diferentes implementaciones que vamos a evaluar, e´stas son
las siguientes:
Implementacio´n original del detector SIFT desarrollada por David G.
Lowe de la Universidad de British Columbia.
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Implementacio´n en C++ y Matlab del detector SIFT realizada por
Andrea Vedaldi de la Universidad de California.
Implementacio´n en Matlab del detector SIFT de la Universidad de
Stanford.
Implementacio´n original en C y Matlab del detector SURF desarrollada
por H. Bay et al.
Los criterios que vamos a valorar para decantarnos por un detector u otro
sera´n los siguientes:
Rapidez de co´mputo.
Nu´mero de errores cometidos.
Facilidad de acceso al co´digo para poder realizar modificaciones.
Facilidad de uso de la aplicacio´n.
SIFT: David G. Lowe
Dentro de las implementaciones del detector SIFT, e´sta [36] es la que
presenta una mayor velocidad de ca´lculo. Tarda aproximadamente 18 segun-
dos en coger 2 frames de una secuencia de video, almacenar las ima´genes,
calcular los puntos de intere´s y ver los puntos de intere´s que se repiten en
ambas ima´genes. A continuacio´n, en la figura 4.11 se muestra el resultado de
la prueba realizada en el pasillo del edificio Bethancourt:
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Figura 4.11: Resultado dado por el detector SIFT implementado por David
G. Lowe.
Con esta implementacio´n se han detectado 767 puntos de intere´s en la
imagen 1 y 633 puntos de intere´s en la imagen 2, de los cua´les se han encon-
trado 93 coincidencias entre ambas ima´genes. Si observamos la figura 4.11
podemos ver que el nu´mero de errores cometidos al determinar las coinciden-
cias es muy pequen˜o.
Adema´s del ejemplo mostrado en la figura 4.11, esta implementacio´n se
probo´ para cuatro secuencias de video distintas, representando cada una de
ellas un entorno de trabajo en condiciones similares a las que puede encon-
trarse el robot. A continuacio´n, se muestran los resultados obtenidos con el
detector para cada una de esas situaciones:
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Figura 4.12: Resultado de la implementacio´n en el interior de un despacho.
Figura 4.13: Resultado de la implementacio´n en el pasillo interior de un
edificio.
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Figura 4.14: Resultado de la implementacio´n en el pasillo interior de un
edificio poco iluminado.
Figura 4.15: Resultado de la implementacio´n en el pasillo exterior de un
edificio.
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A la vista de los resultados, podemos ver co´mo esta implementacio´n tiene
un muy buen comportamiento bajo diferentes ambientes de trabajo, ofrecien-
do una buena respuesta incluso en un ambiente exterior (ver figura 4.18).
En resumen, para este detector tenemos lo siguiente:
Puntos fuertes:
Pocos errores, buen comportamiento en todas las situaciones evaluadas.
La ma´s ra´pida de las implementaciones SIFT.
Muchos puntos de intere´s detectados.
Puede ejecutarse tanto en Windows como en Linux.
Puntos de´biles:
Ma´s lento que el detector SURF.
Aparentemente comete ma´s errores que SURF.
Co´digo cerrado, no es posible realizar modificaciones en el algoritmo.
SIFT: Andrea Vedaldi
Esta implementacio´n [35] ha sido desarrollada por el profesor e inves-
tigador Andrea Vedaldi de la Universidad de California. Esta versio´n del
detector SIFT es ma´s lenta que la original realizada por David G. Lowe, ya
que tarda aproximadamente 1 minuto en coger 2 frames de una secuencia de
video, almacenar las ima´genes, calcular los puntos de intere´s y ver los puntos
de intere´s que se repiten en ambas ima´genes. A continuacio´n, en la figura
4.16 se muestra el resultado de la prueba realizada en el pasillo del edificio
Bethancourt:
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Figura 4.16: Resultado dado por el detector SIFT implementado por Andrea
Vedaldi.
Tal y como podemos ver en la imagen, el nu´mero de coincidencias encon-
tradas es mayor que con el detector de Lowe. Adema´s, el nu´mero de puntos
de intere´s detectados tambie´n ha sido mayor, 1015 puntos para la imagen 1 y
749 para la imagen 2. Sin embargo, con este detector tenemos que el nu´mero
de errores cometidos en la etapa de ”matching” es visiblemente mayor. Si
tenemos en cuenta el incremento del nu´mero de errores y el mayor tiempo de
computacio´n necesario con este detector, podemos concluir que este detector
no nos interesa para nuestra aplicacio´n, ya que la mejora que presenta frente
al algoritmo de Lowe, un mayor nu´mero de puntos de intere´s, no es relevan-
te para nuestra aplicacio´n, ya que, como bien hemos dicho antes, nos basta
con unos pocos puntos de intere´s para realizar los ca´lculos. La velocidad de
co´mputo puede reducirse en gran medida si reducimos las dimensiones de las
ima´genes empleadas en el detector, pero esto conlleva una pe´rdida conside-
rable tanto en nu´mero como en calidad de los puntos de intere´s detectados.
Adema´s, la mejora de velocidad alcanzada no llega a superar al detector de
Lowe o al SURF.
A continuacio´n, en las ima´genes siguientes se muestran otros resultados
alcanzados con este detector en ambientes de trabajo similares a los emplea-
dos por nuestra aplicacio´n:
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Figura 4.17: Resultado de la implementacio´n en el interior de un despacho.
Figura 4.18: Resultado de la implementacio´n en un escenario al aire libre.
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Figura 4.19: Resultado de la implementacio´n en el pasillo interior de un
edificio poco iluminado.
En las figuras 4.18 y 4.19 podemos apreciar con claridad la pe´rdida de
calidad sufrida en caso de que reduzcamos el taman˜o de la imagen.
En resumen, para este detector tenemos lo siguiente:
Puntos fuertes:
Co´digo abierto, siendo posible realizar modificaciones en el algoritmo.
Da una mayor informacio´n a la salida.
Mayor nu´mero de puntos de intere´s detectados.
Puede ejecutarse tanto en Windows como en Linux.
Puntos de´biles:
Mayor nu´mero de errores que la implementacio´n de Lowe y SURF.
Muy lento a la hora de realizar los ca´lculos.
SIFT: Universidad de Stanford
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Esta implementacio´n fue desarrollada por la Universidad de Stanford [37]
y presenta un buen rendimiento en cuanto a velocidad de computacio´n, aun-
que es inferior a la implementacio´n de David G. Lowe. Con esta implemen-
tacio´n tardamos aproximadamente 14 segundos en coger 2 frames de una
secuencia de video, almacenar las ima´genes y calcular los puntos de intere´s
en ambas ima´genes. A diferencia de las implementaciones anteriores, e´sta no
busca las coincidencias entre los descriptores detectados en ambas ima´genes,
por lo que, en caso de elegir esta implementacio´n, habr´ıa que incluir dicha
etapa en el co´digo. A continuacio´n, en las ima´genes 4.20 y 4.21 se muestran los
resultados obtenidos con este algoritmo para la misma secuencia estudiada
en los casos anteriores:
Figura 4.20: Resultado de la implementacio´n para la imagen 1.
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Figura 4.21: Resultado de la implementacio´n para la imagen 2.
Otros resultados obtenidos, bajo condiciones diferentes son los siguientes:
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Figura 4.22: Resultado de la implementacio´n en el pasillo interior de un
edificio (1).
Figura 4.23: Resultado de la implementacio´n en el pasillo interior de un
edificio (2).
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Figura 4.24: Resultado de la implementacio´n en el pasillo interior de un
edificio (3).
En las ima´genes podemos ver que el nu´mero de descriptores mostrados en
la imagen es muy pequen˜o en comparacio´n con las otras implementaciones.
Debido a esto, a no presentar una gran velocidad de computacio´n y al hecho
de que no busca las coincidencias entre los descriptores detectados en dos
frames consecutivos vamos a desechar esta implementacio´n.
En resumen, para este detector tenemos lo siguiente:
Puntos fuertes:
Co´digo abierto, siendo posible realizar modificaciones en el algoritmo.
Puede ejecutarse tanto en Windows como en Linux.
Puntos de´biles:
No realiza etapa de ¨matching¨ entre los descriptores pertenecientes a
dos frames consecutivos.
De todas las implementaciones es la que nos da el menor nu´mero de
puntos de intere´s a la salida.
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Para realizar so´lo etapa de deteccio´n de puntos de intere´s es muy lento.
SURF: H. Bay
Esta implementacio´n del detector SURF se trata de la desarrollada ori-
ginalmente a finales del an˜o 2006 por Herbert Bay, Luc Van Gool y Tinne
Tuytelaars. En la pa´gina web [2], podemos encontrar tanto la implementa-
cio´n del detector para Windows como para Linux, siendo e´sta u´ltima la que
hemos probado. De los detectores estudiados y comparados en esta seccio´n,
e´ste es el que presenta un mejor rendimiento y mayor velocidad de ca´lculo.
Con esta implementacio´n tardamos aproximadamente entre 1 y 1,5 segundos
en coger dos ima´genes de una secuencia de v´ıdeo capturada por la ca´mara y
calcular los puntos de intere´s de ambas ima´genes. La etapa de ”matching” se
encuentra separada de la etapa de deteccio´n y es llevada a cabo aproxima-
damente en menos de un segundo. A continuacio´n, se muestra el resultado
obtenido con el detector SURF para la misma secuencia de ima´genes del pa-
sillo de la tercera planta del edificio Bethancourt con la que hemos probado
anteriormente las diferentes implementaciones del detector SIFT:
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Figura 4.25: Resultado del detector SURF desarrollado por Bay, Van Gool y
Tuytelaars.
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Tal y como podemos ver en la imagen 4.25, el detector SURF apenas
comete errores. Adema´s, el nu´mero de emparejamientos realizados es de 107,
el cual supone un nu´mero mayor a los realizados con el detector SIFT de
David Lowe (93). Este dato es interesante ya que el nu´mero de puntos de
intere´s detectados por imagen es inferior a los encontrados con las diferentes
implementaciones del SIFT, 408 puntos de intere´s hallados para la imagen 1
y 385 puntos para la imagen 2.
Adema´s de para la secuencia de ima´genes que puede verse en la figura
4.25, hemos probado este detector bajo otras condiciones de trabajo para
comprobar su rendimiento. Las respuestas obtenidas en las diferentes pruebas
pueden apreciarse en las siguientes ima´genes:
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Figura 4.26: Resultado de la implementacio´n en el pasillo interior de un
edificio (1).
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Figura 4.27: Resultado de la implementacio´n en el pasillo interior de un
edificio (2).
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Figura 4.28: Resultado de la implementacio´n en el pasillo interior de un
edificio, bajo condiciones de mucha iluminacio´n.
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Figura 4.29: Resultado de la implementacio´n en el interior de un despacho
(1).
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Figura 4.30: Resultado de la implementacio´n en el interior de un despacho
(2).
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Tal y como podemos ver en los distintos resultados obtenidos, esta im-
plementacio´n es la que posee la mayor velocidad de ca´lculo de todas las
implementaciones y, adema´s, observamos como tiene un muy buen compor-
tamiento bajo distintos ambientes de trabajo, cometiendo un nu´mero muy
bajo de errores.
En resumen, para este detector tenemos lo siguiente:
Puntos fuertes:
Comete pocos errores, buen comportamiento en todas las situaciones
evaluadas.
Se trata del detector ma´s ra´pido, aproximadamente unas diez veces
superior al SIFT.
Puede ejecutarse tanto en Windows como en Linux.
Co´digo abierto, siendo posible realizar modificaciones en el algoritmo.
Aporta mucha informacio´n a la salida, la mayor´ıa de ella en forma de
distintos documentos de texto que son fa´cilmente accesibles.
Aparentemente, comete menor nu´mero de errores que las implementa-
ciones del detector SIFT.
Puntos de´biles:
Halla menor nu´mero de puntos de intere´s que las implementaciones del
detector SIFT.
Las ima´genes de entrada y de salida son dadas bajo formato ”.pgm”,
el cual no es tan comu´n como el formato ”.jpg”, siendo menos fa´cil de
manejar bajo un entorno Windows.
La etapa de deteccio´n y la de emparejamiento se ejecutan por separado,
por lo que habra´ que modificar el co´digo para ejecutarlas de manera
continua.
Conclusio´n
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Finalmente, si analizamos detenidamente los resultados obtenidos en to-
das las pruebas, podemos concluir que el detector que mejor se adapta a
nuestros intereses es el SURF. La implementacio´n realizada por Bay, Van
Gool y Tuytelaars [2] es la que muestra el mejor resultado en cuanto a velo-
cidad de ca´lculo y su rendimiento es muy bueno, ya que obtenemos un buen
nu´mero de puntos de intere´s y el nu´mero de errores cometidos en la etapa de
emparejamiento es muy bajo. Adema´s, podemos incidir sin ningu´n tipo de
problema sobre su co´digo para adaptarlo mejor a nuestros intereses, siendo
posible ejecutarlo tanto bajo un entorno Windows como un entorno Linux.
4.6.3. Otros estudios
Si se quiere profundizar en la comparacio´n de los detectores SIFT y SURF,
as´ı como obtener ma´s informacio´n acerca de otros posibles detectores, pode-
mos consultar otros documentos de intere´s como son los estudios realiza-
dos por Ballesta et al [14] o el realizado por Tinne Tuytelaars y Krystian
Mikolajczyk [20].
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RESULTADOS
En este cap´ıtulo, se va a evaluar el rendimiento del algoritmo imple-
mentado en el proyecto. Para ello, vamos a calcular la distancia recorrida
y la velocidad llevada por el robot en cuatro situaciones diferentes. Todas
las pruebas han sido realizadas en el pasillo de la tercera planta del edificio
Bethancourt.
Para el ca´lculo de la velocidad llevada por el robot, hemos de tener en
cuenta el nu´mero de frames por segundo que captura la ca´mara, que para
nuestro caso particular es de 11 fps1. Para facilitar los ca´lculos, entre las dos
ima´genes empleadas en cada situacio´n siempre hay 6 frames, de modo que el
tiempo entre ambas ima´genes es de 0.545 segundos.
Para llevar a cabo los ca´lculos, debemos seguir los siguientes pasos:
1. En primer lugar, vamos a separar las ima´genes este´reo en dos (imagen
de la lente izquierda e imagen de la lente derecha). Para ello, ejecutamos
en MATLAB el script separarimagenes.m para la imagen capturada
en el momento t y la imagen capturada en el momento t +1.
1Frames per second ≡ Frames por segundo
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Ej : separarimagenes(′Nombreimagen1.jpg′,′ derecha.pgm′,′ izquierda.pgm′)
2. Una vez tenemos separadas ambas ima´genes estereosco´picas, para cada
una de ellas vamos a obtener sus descriptores surf. Para ello, ejecuta-
mos en la consola de linux la funcio´n surf.ln
Ej : ./surf.ln − i derecha.pgm − o derecha.surf
3. Con los descriptores obtenidos para cada imagen, realizamos la etapa
de matching para cada par de ima´genes este´reo con la funcio´nmatch.ln.
Adicionalmente, realizamos el emparejamiento de los descriptores ob-
tenidos en las ima´genes capturadas por la lente izquierda en ambos
instantes. Durante esta etapa, adema´s, se realizara´ el ca´lculo de la pro-
fundidad de los puntos emparejados.
Ej : ./match.ln−k1 derecha1.surf −k2 izquierda1.surf −im1 derecha1.pgm
− im2 izquierda1.pgm − o salida.pgm
4. Una vez obtenidos los emparejamientos, ya podemos calcular la dis-
tancia recorrida y la velocidad del robot con el script de MATLAB
distrec.m.
Ej : distrec(′salida.pgm′)
5. Optimizacio´n de los resultados mediante la utilizacio´n de herramientas
estad´ısticas.
Todos estos pasos indicados arriba se realizan en aproximadamente 3
segundos, de modo que el tiempo de computacio´n empleado es bastante bajo.
Lo cual es muy deseable y, por tanto, sera´ un punto a favor en nuestra
aplicacio´n.
Una vez indicados los pasos que vamos a seguir para la obtencio´n de los
resultados, se van a mostrar a continuacio´n los resultados obtenidos en cada
una de las diferentes situaciones.
Situacio´n 1:
En primer lugar, se muestran las ima´genes sobre las que vamos a trabajar
en esta situacio´n. En la figura 5.1 podemos ver la imagen este´reo capturada
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en el instante t, mientras que en la imagen 5.2 podemos ver la obtenida en
el instante t+1.
Figura 5.1: Imagen situacio´n no1 en el instante t.
Figura 5.2: Imagen situacio´n no1 en el instante t+1.
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A continuacio´n, se muestran las ima´genes resultantes de separar ambas
capturas este´reo.
(a) Imagen izq. instante t (b) Imagen der. instante t
(c) Imagen izq. instante t+1 (d) Imagen der. instante t+1
Figura 5.3: Ima´genes empleadas en el ana´lisis de la situacio´n 1.
Una vez separadas las ima´genes, se realizan las etapas de emparejamiento
entre la imagen capturada por la lente izquierda y la lente derecha del instante
t y del instante t+1. Los resultados del emparejamiento de ima´genes en ambos
instantes pueden ver en las ima´genes 5.4 y 5.5 respectivamente.
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Figura 5.4: Matching entre las ima´genes del instante t.
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Figura 5.5: Matching entre las ima´genes del instante t+1.
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Por u´ltimo, para realizar los ca´lculos de la distancia recorrida y la veloci-
dad, se ha realizado el emparejamiento de los puntos detectados en la lente
izquierda en el instante t y el instante t+1, y a partir de los cuales se ha
obtenido el ca´lculo de la profundidad. Estos puntos pueden verse en la figura
5.6.
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Figura 5.6: Puntos sobre los que se ha obtenido la distancia recorrida en la
situacio´n no1.
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En cuanto a los resultados obtenidos con el algoritmo implementado, e´stos
pueden verse en la siguiente tabla:
Figura 5.7: Resultados obtenidos en la situacio´n no1.
Tal y como podemos ver, para el ca´lculo de la distancia recorrida y la ve-
locidad hemos empleado 20 puntos. El motivo de esto se encuentra en que se
busca reducir al ma´ximo el tiempo de computacio´n empleado sin comprome-
ter de manera notable la precisio´n de los resultados. Por tanto, podemos ver
que la distancia media recorrida es de 0.6188 metros y la velocidad llevada
por el robot es de 1.13 m/s.
Para comprobar la validez de los puntos empleados, hemos calculado el
error producido entre la distancia media obtenida y la distancia obtenida para
cada punto concreto. Como podemos ver pra´cticamente todos los puntos se
desv´ıan de la media entre 0 y 12 cm., salvo en cuatro puntos en los que el
error es superior. Para ajustar los resultados, vamos a eliminar de manera
iterativa aquellos puntos que se alejen ma´s de la media (hemos determinado
que no son admisibles aquellos puntos con errores superiores a 15 cm.). Con
esto nos quedar´ıan los siguientes resultados:
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Figura 5.8: Resultados optimizados para la situacio´n no1.
En la imagen 5.8 podemos ver marcados en rojo aquellos puntos que se
han eliminado en cada iteracio´n. Como vemos, se han realizado 3 iteraciones,
para´ndose cuando los valores de las desviaciones se encontraban entre 0 y
8 cm. Adema´s, se incluye el nuevo valor de distancia recorrida, velocidad,
desviacio´n t´ıpica y dispersio´n obtenido en cada iteracio´n. Como resultado
final vemos que se han eliminado cuatro de los puntos, siendo la distancia
media recorrida de 0.5747 metros y la velocidad de 1.0536 m/s. El valor de
dispersio´n final de la muestra es de 9,75%, lo que puede calificarse como un
resultado ma´s que aceptable.
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Situacio´n 2:
En primer lugar, se muestran las ima´genes sobre las que vamos a trabajar
en esta situacio´n. En la figura 5.9 podemos ver la imagen este´reo capturada
en el instante t, mientras que en la imagen 5.10 podemos ver la obtenida en
el instante t+1.
Figura 5.9: Imagen situacio´n no2 en el instante t.
Figura 5.10: Imagen situacio´n no2 en el instante t+1.
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A continuacio´n, se muestran las ima´genes resultantes de separar ambas
capturas este´reo.
(a) Imagen izq. instante t (b) Imagen der. instante t
(c) Imagen izq. instante t+1 (d) Imagen der. instante t+1
Figura 5.11: Ima´genes empleadas en el ana´lisis de la situacio´n 2.
Una vez separadas las ima´genes, se realizan las etapas de emparejamiento
entre la imagen capturada por la lente izquierda y la lente derecha del instante
t y del instante t+1. Los resultados del emparejamiento de ima´genes en ambos
instantes pueden ver en las ima´genes 5.12 y 5.13 respectivamente.
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Figura 5.12: Matching entre las ima´genes del instante t.
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Figura 5.13: Matching entre las ima´genes del instante t+1.
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Por u´ltimo, para realizar los ca´lculos de la distancia recorrida y la veloci-
dad, se ha realizado el emparejamiento de los puntos detectados en la lente
izquierda en el instante t y el instante t+1, y a partir de los cuales se ha
obtenido el ca´lculo de la profundidad. Estos puntos pueden verse en la figura
5.14.
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Figura 5.14: Puntos sobre los que se ha obtenido la distancia recorrida en la
situacio´n no2.
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En cuanto a los resultados obtenidos con el algoritmo implementado, e´stos
pueden verse en la siguiente tabla:
Figura 5.15: Resultados obtenidos en la situacio´n no2.
Tal y como podemos ver en la tabla de resultados, en esta situacio´n vemos
como producen grandes diferencias a la hora de calcular la distancia recorrida.
En primer lugar, debido a que este algoritmo no esta´ disen˜ado para obtener
la distancia recorrida a partir de puntos situados a distancias superiores a los
10 metros, se han descartado todos aquellos puntos situados a profundidades
superiores a los 10 metros (estos puntos aparecen sen˜alados en rojo). A pesar
de descartar dichos puntos, las desviaciones resultantes en los puntos que
nos quedan son tan importantes, que si aplica´semos el mismo procedimiento
iterativo para optimizar los resultados, nos quedar´ıamos con tan so´lo tres
puntos. Al ser este nu´mero de puntos demasiado pequen˜o, vamos a descartar
los resultados obtenidos bajo esta situacio´n.
Por tanto, a la vista de los resultados de esta situacio´n, vamos a descartar
la utilizacio´n del algoritmo implementado en aquellas situaciones en las que
los puntos este´n localizados en posiciones muy alejadas.
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Situacio´n 3:
En primer lugar, se muestran las ima´genes sobre las que vamos a trabajar
en esta situacio´n. En la figura 5.16 podemos ver la imagen este´reo capturada
en el instante t, mientras que en la imagen 5.17 podemos ver la obtenida en
el instante t+1.
Figura 5.16: Imagen situacio´n no3 en el instante t.
Figura 5.17: Imagen situacio´n no3 en el instante t+1.
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A continuacio´n, se muestran las ima´genes resultantes de separar ambas
capturas este´reo.
(a) Imagen izq. instante t (b) Imagen der. instante t
(c) Imagen izq. instante t+1 (d) Imagen der. instante t+1
Figura 5.18: Ima´genes empleadas en el ana´lisis de la situacio´n 3.
Una vez separadas las ima´genes, se realizan las etapas de emparejamiento
entre la imagen capturada por la lente izquierda y la lente derecha del instante
t y del instante t+1. Los resultados del emparejamiento de ima´genes en ambos
instantes pueden ver en las ima´genes 5.19 y 5.20 respectivamente.
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Figura 5.19: Matching entre las ima´genes del instante t.
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Figura 5.20: Matching entre las ima´genes del instante t+1.
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Por u´ltimo, para realizar los ca´lculos de la distancia recorrida y la veloci-
dad, se ha realizado el emparejamiento de los puntos detectados en la lente
izquierda en el instante t y el instante t+1, y a partir de los cuales se ha
obtenido el ca´lculo de la profundidad. Estos puntos pueden verse en la figura
5.21.
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Figura 5.21: Puntos sobre los que se ha obtenido la distancia recorrida en la
situacio´n no3.
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En cuanto a los resultados obtenidos con el algoritmo implementado, e´stos
pueden verse en la siguiente tabla:
Figura 5.22: Resultados obtenidos en la situacio´n no3.
Tal y como podemos ver, la distancia media recorrida es de 0.2614 metros
y la velocidad llevada por el robot es de 0.4792 m/s.
Observando la diferencia entre la distancia media recorrida y el valor
de distancia obtenido en cada punto, podemos ver que todos los puntos se
desv´ıan de la media entre 0 y 17 cm., salvo en un caso en el que el error
es superior. Para ajustar los resultados, vamos a eliminar aquellos puntos
que se alejan ma´s de la media (hemos determinado que no son admisibles
aquellos puntos con errores superiores a 10 cm.). Con esto nos quedar´ıan los
siguientes resultados:
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Figura 5.23: Resultados optimizados para la situacio´n no3.
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En la imagen 5.23 podemos ver marcados en rojo aquellos puntos que se
han eliminado en cada iteracio´n. Como vemos, se han realizado tan so´lo 2
iteraciones, para´ndose cuando los valores de las desviaciones se encontraban
entre 0 y 7 cm. Adema´s, se incluye el nuevo valor de distancia recorrida,
velocidad, desviacio´n t´ıpica y dispersio´n obtenido en cada iteracio´n. Como
resultado final vemos que se han eliminado tres de los puntos, siendo la
distancia media recorrida de 0.2539 metros y la velocidad de 0.4655 m/s.
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Situacio´n 4:
A continuacio´n, se muestran las ima´genes sobre las que vamos a trabajar
en esta situacio´n. En la figura 5.24 podemos ver la imagen este´reo capturada
en el instante t, mientras que en la imagen 5.25 podemos ver la obtenida en
el instante t+1.
Figura 5.24: Imagen situacio´n no4 en el instante t.
Figura 5.25: Imagen situacio´n no4 en el instante t+1.
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Ahora, se muestran las ima´genes resultantes de separar ambas capturas
este´reo.
(a) Imagen izq. instante t (b) Imagen der. instante t
(c) Imagen izq. instante t+1 (d) Imagen der. instante t+1
Figura 5.26: Ima´genes empleadas en el ana´lisis de la situacio´n 4.
Una vez separadas las ima´genes, se realizan las etapas de emparejamiento
entre la imagen capturada por la lente izquierda y la lente derecha del instante
t y del instante t+1. Los resultados del emparejamiento de ima´genes en ambos
instantes pueden ver en las ima´genes 5.27 y 5.28 respectivamente.
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Figura 5.27: Matching entre las ima´genes del instante t.
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Figura 5.28: Matching entre las ima´genes del instante t+1.
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Por u´ltimo, para realizar los ca´lculos de la distancia recorrida y la veloci-
dad, se ha realizado el emparejamiento de los puntos detectados en la lente
izquierda en el instante t y el instante t+1, y a partir de los cuales se ha
obtenido el ca´lculo de la profundidad. Estos puntos pueden verse en la figura
5.29.
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Figura 5.29: Puntos sobre los que se ha obtenido la distancia recorrida en la
situacio´n no4.
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En cuanto a los resultados obtenidos con el algoritmo implementado, e´stos
pueden verse en la siguiente tabla:
Figura 5.30: Resultados obtenidos en la situacio´n no4.
En la imagen 5.30, podemos ver que la distancia media recorrida es de
0.4983 metros y la velocidad llevada por el robot es de 0.9135 m/s.
Analizando las diferencias entre la distancia media recorrida y los valores
de distancia obtenidos para cada punto, podemos ver que hay algunos puntos
erro´neos que hacen que las desviaciones sean muy grandes. Para optimizar
los resultados, vamos a eliminar iterativamente aquellos puntos que se alejan
ma´s de la media, es decir, progresivamente vamos a ir eliminando aquellos
puntos con errores superiores a 30 cm. (1a iteracio´n), 20 cm. (2a iteracio´n),
15 cm. (3aiteracio´n) y 10 cm. (4a iteracio´n). Haciendo esto nos quedan los
siguientes resultados:
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Figura 5.31: Resultados obtenidos en la situacio´n no4.
Tal y como puede verse en la imagen 5.31, aparecen sen˜alados en rojo
aquellos puntos que se han ido eliminando en cada iteracio´n. Como vemos,
se han realizado 4 iteraciones, para´ndose cuando los valores de las desvia-
ciones se encontraban entre 0 y 9 cm. Adema´s, se incluye el nuevo valor de
distancia recorrida, velocidad, desviacio´n t´ıpica y dispersio´n obtenido en ca-
da iteracio´n. Para obtener el resultado final vemos que se han empleado tan
so´lo nueve de los puntos que dispon´ıamos inicialmente, siendo la distancia
media recorrida de 0.3272 metros y la velocidad de 0.5998 m/s. En este caso,
aunque finalmente so´lo hayamos empleado nueve de los puntos, vamos a dar
por bueno el resultado. Sin embargo, siempre sera´ deseable disponer de una
mayor representacio´n de puntos, ya que la precisio´n del resultado sera´ mayor.
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CONCLUSIONES Y TRABAJOS
FUTUROS
En este u´ltimo cap´ıtulo de la memoria, se van a comentar tanto las con-
clusiones obtenidas a lo largo de la realizacio´n de este proyecto, como aquellas
que se han extra´ıdo de los resultados conseguidos en las diferentes situaciones
en las que se ha probado la herramienta desarrollada y que se muestran en
el cap´ıtulo 5 de este documento.
En la primera parte del proyecto, se realizo´ un estudio de diversos de-
tectores de puntos de intere´s para determinar cua´l de ellos ofrec´ıa un mejor
rendimiento y se adaptaba mejor a las necesidades de este proyecto. A la
vista de los resultados (se pueden ver en la seccio´n 4.6), la mejor opcio´n
de las estudiadas es el detector SURF [2] implementado por Herbert Bay,
Andreas Ess, Tinne Tuytelaars y Luc Van Gool. Este detector presentaba
ciertas ventajas importantes respecto a otras posibilidades analizadas como
son el detector SIFT (ver seccio´n 4.4) o el detector de esquinas de Harris (ver
seccio´n 4.1). Algunas de estas ventajas son:
Mayor rapidez de computacio´n
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Facilidad de acceso al co´digo
Muy buena relacio´n nu´mero de puntos detectados vs. errores en la etapa
de emparejamiento
Aporta gran cantidad de informacio´n
Por su parte, en la segunda etapa de este proyecto, se ha desarrollado la
herramienta para obtener la distancia recorrida por el robot a partir de un
par de ima´genes este´reo. En primer lugar, el empleo de la ca´mara este´reo
esta´ justificado debido a su buen rendimiento, su precio y a la facilidad con
la que permite reconstruir el escenario tridimensional visto por la ca´mara.
Esto u´ltimo es muy importante, ya que al contrario de lo que ocurr´ıa con las
ca´maras monoculares, con el sistema este´reo se puede obtener fa´cilmente el
valor de la profundidad a partir de una serie de transformaciones geome´tricas
y, adema´s, no es necesario que el robot este´ en movimiento para determinar
la profundidad de los puntos vistos en la imagen.
En cuanto al algoritmo desarrollado, hay que decir que presenta un ren-
dimiento ma´s que aceptable, ya que permite obtener sin problemas tanto la
distancia recorrida como la velocidad llevada por el robot en distintas si-
tuaciones y bajo diferentes condiciones de iluminacio´n. Adema´s, los errores
cometidos en el ca´lculo, es decir las desviaciones producidas respecto al re-
sultado final obtenido de cada uno de los puntos empleados como referencia,
se mantienen dentro de un rango de +/−10 cm. en la mayor´ıa de casos.
Por tanto, las principales conclusiones obtenidas en este proyecto son las
siguientes:
El uso de los detectores SURF ha permitido desarrollar una herra-
mienta ra´pida que determina la distancia recorrida y la velocidad en
aproximadamente 3 o´ 4 segundos.
El uso de la visio´n estereosco´pica permite realizar una buena estimacio´n
de los valores de profundidad de los puntos capturados en las diferentes
ima´genes.
Tras el ajuste estad´ıstico de los resultados obtenidos, los errores come-
tidos en el ca´lculo de la distancia se mantienen teo´ricamente por debajo
de los 10 cm. Aqu´ı ser´ıa interesante comprobar los resultados teo´ricos
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obtenidos con los valores reales a partir de una reconstruccio´n precisa
del escenario en el que el robot desarrolla su actividad.
La herramienta so´lo permite obtener distancias recorridas relativamen-
te pequen˜as, ya que no es adecuado emplearla con puntos situados a
profundidades superiores a los 10 metros, debido a que el nu´mero de
errores cometidos y la magnitud de e´stos aumenta (esto puede verse
en la situacio´n 2 descrita en el cap´ıtulo de resultados). Una posible
solucio´n para este problema ser´ıa emplear ima´genes con resoluciones
ma´s grandes, ya que al disponer en la imagen de un mayor nu´mero
de p´ıxeles es posible obtener con mayor precisio´n las coordenadas de
los puntos capturados por las ima´genes. Sin embargo, esta solucio´n tie-
ne su contrapartida y es que los tiempos de co´mputo se incrementan
considerablemente.
Tal y como se dice en el punto anterior, a mayores resoluciones de
imagen menor sera´ la magnitud de los errores cometidos.
El uso de ima´genes con poca textura tambie´n sera´ una fuente de error
a tener en cuenta, ya que los puntos localizados no tendra´n tan bien
determinadas sus coordenadas. Un ejemplo de esto ser´ıa las paredes
de los pasillos del edificio Bethancourt (lugar donde se ha probado la
herramienta).
Aunque ya se ha realizado un tratamiento de los datos obtenidos como
salida, ser´ıa interesante incluir en el algoritmo implementado una serie
de ca´lculos estad´ısticos que nos permitiesen realizar un mejor ajuste de
los resultados y descartar automa´ticamente los puntos con informacio´n
incorrecta y que provocan errores en el valor de distancia obtenido.
Finalmente, es importante decir que a pesar del buen rendimiento obte-
nido con la herramienta desarrollada en este proyecto, e´sta no supone una
solucio´n al problema de la navegacio´n robo´tica ya que au´n no permite realizar
un ca´lculo de la distancia recorrida lo suficientemente preciso y fiable como
para que pudiera dotar a un robot de cierta autonomı´a en su trayectoria.
Sin embargo, esperamos que lo desarrollado en este proyecto pueda servir de
ayuda a otras personas en futuros trabajos, de modo que algu´n d´ıa pueda
alcanzarse el objetivo de crear un sistema de visio´n artificial lo suficientemen-
te seguro y preciso como para que el robot pudiese prescindir del operador
humano en su actividad.
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ESTIMACIO´N DEL MOVIMIENTO
Una vez tenemos nuestro sistema de visio´n descrito, debemos describir la
manera en la que vamos a determinar el movimiento del robot. La primera
consideracio´n que debemos tener en cuenta en este punto, es que el movi-
miento realizado por el robot no es siempre en l´ınea recta, sino que pueden
producirse giros en su trayectoria. Por tanto, para no caer en errores a la hora
de determinar la distancia recorrida debemos tener en cuenta la posibilidad
de que el robot haya girado en su recorrido.
En primer lugar, para determinar el movimiento del robot, contamos con
los datos que nos proporciona la secuencia de ima´genes capturada con la
ca´mara este´reo. De esta secuencia de ima´genes, vamos a seleccionar dos de
ellas pertenecientes a dos instantes diferentes y pro´ximos en el tiempo. Tal y
como hemos explicado anteriormente, con el sistema de visio´n este´reo pode-
mos a partir de la imagen capturada en cada instante conocer de un punto
concreto del espacio su posicio´n respecto al robot, de modo que:
En el instante t tendr´ıamos las coordenadas ”x” y ”z” del punto bajo
el sistema de referencia del robot (coincide con el sistema de referencia
global).
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En el instante t+1 tendr´ıamos las coordenadas ”x” y ”z” de ese mismo
punto bajo el sistema de referencia del robot, pero e´ste estar´ıa en esta
ocasio´n girado un a´ngulo ”θ” (que debido a que el movimiento de la
ca´mara es solidario con el del robot, ese a´ngulo corresponde al giro
realizado por e´ste) respecto al sistema de referencia global.
Considerado esto, se llega a una situacio´n como la del dibujo:
Figura A.1: Descripcio´n movimiento del robot.
Donde ”m” es la distancia recorrida por el robot y ”t” es el giro realizado.
Entonces, por Pita´goras podemos escribir lo siguiente:
m =
Traslacio´n en X
sen(t)
(A.1)
m =
Traslacio´n en Z
cos(t)
(A.2)
m2 = (Traslacio´n en X)2 + (Traslacio´n en Z)2 (A.3)
De este sistema, las inco´gnitas son ”m” y el a´ngulo ”t”, ya que la traslacio´n
en X y la traslacio´n en Z las conocemos:
Traslacio´n en Z = Zt1cos(t)−Xt1sen(t)− Zt0 (A.4)
Traslacio´n en X = Zt1sen(t) +Xt1cos(t)−Xt0 (A.5)
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Donde, (Zt1cos(t) −Xt1sen(t)) y (Zt1sen(t) +Xt1cos(t)) son las coorde-
nadas del punto en el instante t+1 en el eje de coordenadas global, y ”Xt0” y
”Zt0” son las coordenadas del punto en el instante t en el eje de coordenadas
global. Tanto ”Zt1” ”Xt1” como ”Zt0” ”Xt0” son constantes conocidas.
Ahora, procedemos a resolver el sistema por el que es aparentemente el
camino ma´s sencillo:
Traslacio´n en X
sen(t)
=
Traslacio´n en Z
cos(t)
(A.6)
Traslacio´n en X
Traslacio´n en Z
= tan(t) (A.7)
Sustituyendo el valor de las traslaciones y despejando se llega a lo siguien-
te:
tan(t) =
−2Zt0Xt0 ±
√
4X2t1(Z
2
t0 +X
2
t0)− 4X
4
t1
2(Z2t0 −X
2
t1)
(A.8)
Con el arcotangente de la solucio´n obtendr´ıamos dos valores de ”t”. Eso
tiene sentido ya que en funcio´n de si el robot avanza o retrocede el valor del
a´ngulo sera´ positivo o negativo. Por tanto, una vez calculado el a´ngulo de
giro del robot, ya podemos sustituir en las expresiones A.4 y A.5 y obtener
la traslacio´n en X y la traslacio´n en Z, con las que ya podremos obtener la
distancia recorrida ”m”.
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CA´MARA POINT GREY
BUMBLEBEE2 BB2-08S2C
A continuacio´n, se van a describir las principales caracter´ısticas de la
ca´mara utilizada en el proyecto, la Point Grey Bumblebee2 BB2-08S2C (ver
figura B.1).
En primer lugar, se trata de una ca´mara este´reo que consta de 2 sensores
Sony CCD de 1/3” en color y blanco y negro. Captura ima´genes de 1024x768
a 11 FPS (Frames por segundo) y la ca´mara se encuentra precalibrada para
corregir internamente la distorsio´n de la lente, mostrando como salida la
imagen corregida.
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Figura B.1: Ca´mara Este´reo Bumblebee2
Las especificaciones te´cnicas de la ca´mara pueden verse en la figura B.2.
126
APE´NDICE B. CA´MARA POINT GREY BUMBLEBEE2 BB2-08S2C
Figura B.2: Especificaciones te´cnicas de la ca´mara Bumblebee2
Para un buen funcionamiento de la ca´mara, el fabricante recomienda la
siguiente configuracio´n del sistema:
Windows XP Service Pack
512MB de memoria RAM
Tarjeta de v´ıdeo AGP (Puerto de gra´ficos acelerado) con 64MB de
memoria de v´ıdeo
Bus 32-bit PCI esta´ndar requerida para tarjeta IEEE-1394.
MS Visual C++ 6.0 (Para compilar y ejecutar los programas de ejem-
plo)
Finalmente, en cuanto a las dimensiones de la ca´mara, e´stas pueden apre-
ciarse en la figura B.3.
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Figura B.3: Dimensiones de la ca´mara
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