Abstract
Introduction
In the last five years, an ever increasing body of research has focused on developing efficient algorithms to mine frequent patterns in large graph datasets that employ different mining strategies, are designed for different input graph representations, and find patterns that have different characteristics and satisfy different constraints (e.g., [1, 9, 4, 3, 6, 5] ).
A key characteristic of all of these algorithms is that they are complete in the sense that they are guaranteed to find all subgraphs that satisfy the specific constraints. Even though * This work was supported in part by NSF ACI-0133464 and ACI- completeness is intrinsically a very important and desirable property, one can not ignore the fact that it also imposes very strong limitations on the types of graph datasets that can be mined in a reasonable amount of time. In general, the algorithms can only operate efficiently on input datasets that are sparse, contain a large number of relatively small connected components, have vertices with low and bounded degrees, and contain well-labeled vertices and edges. On the other hand, existing heuristic algorithms, which are not guaranteed to find the complete set of subgraphs, as SUB-DUE [2] and GBI [10] , tend to find an extremely small number of patterns and are not significantly more scalable. For example, the results reported in a recently published study showed that SUBDUE was able to find 3 subgraphs in 5,043 seconds, while VSIGRAM (a recently developed complete algorithm) was able to find 3,183 patterns in just 63 seconds from a graph containing 33,443 vertices and 11,244 edges [6] .
To overcome the limitations of existing algorithms (either complete or heuristic) we developed an algorithm called GREW. GREW is a heuristic algorithm, designed to operate on a large graph and to find patterns corresponding to connected subgraphs that have a large number of vertex-disjoint embeddings. Because of its heuristic nature, the number of patterns discovered by GREW is significantly smaller than those discovered by complete algorithms. However, as our experiments will show, GREW can operate effectively on very large graphs (containing over a quarter of a million vertices) and still find long and meaningful/interesting patterns. At the same time, compared to existing heuristic algorithms GREW is able to find significantly more and larger patterns at a fraction of their runtime.
We experimentally evaluate the performance of GREW on four different datasets containing 29,014-255,798 vertices that are derived from different domains including cocitation analysis, VLSI, and web link analysis. Our experiments show that GREW is able to quickly find a large number of non-trivial size patterns.
The rest of this paper is organized as follows. Section 2 provides a detailed description of GREW and its various computational steps. Section 3 shows a detailed experimental evaluation of GREW on datasets from different domains and compares it against existing algorithms. Finally, Section 4 provides concluding remarks.
GREW-Scalable Frequent Subgraph Discovery Algorithm
GREW is a heuristic algorithm, designed to operate on a large graph and to find patterns corresponding to connected subgraphs that have a large number of vertex-disjoint embeddings. Specifically, the patterns that GREW finds satisfy the following two properties:
Property 1
The number of vertex-disjoint embeddings of each pattern is guaranteed to be at least as high as the usersupplied minimum frequency threshold.
Property 2
If a vertex contributes to the support of multiple patterns
GREW discovers frequent subgraphs in an iterative fashion. During each iteration, GREW identifies vertex-disjoint embeddings of subgraphs that were determined to be frequent in previous iterations and merges certain subgraphs that are connected to each other via one or multiple edges. This iterative frequent subgraph merging process continues until there are no such candidate subgraphs whose combination will lead to a larger frequent subgraph. Note that unlike existing subgraph growing methods used by complete algorithms (e.g., [1, 9, 4, 3, 6, 5] ), which increase the size of each successive subgraph by one edge or vertex at a time, GREW, in each successive iteration, can potentially double the size of the subgraphs that it identifies. At the same time, compared to some of the most efficient heuristic subgraph discovery algorithms (e.g., B-GBI [8] ), GREW can discover larger subgraphs faster by using a greedy MIS algorithm to identify and contract concurrently multiple edge-types and by collapsing subgraphs that are connected by multiple edges.
The key feature that contributes to GREW's efficiency is that it maintains the location of the embeddings of the previously identified frequent subgraphs by rewriting the input graph. As a result of this graph rewriting, the vertices involved in each particular embedding are collapsed together to form a new vertex (referred to as multi-vertex), whose label uniquely identifies the particular frequent subgraph that is supported by them. Within each multi-vertex, the edges that are not part of the frequent subgraph are added as loop edges. To ensure that the rewritten graph contains all the information present in the original graph, these newly created loop-edges, as well as the edges of the
G is the input graph.
2:
f is the minimum frequency threshold. 3: F ← ∅ 4:Ĝ ← augmented graph representation of G 5: while true do 6: E ← all edge-types inĜ that occur at least f times 7: order E in decreasing frequency 8: for each edge-type e in E do 9: original graph that are incident to a multi-vertex, are augmented to contain information about (i) the label of the incident vertices, and (ii) their actual end-point vertices within each multi-vertex (with respect to the original graph), which is referred to as the augmented graph. Using the augmented graph representation, GREW identifies the sets of embedding-pairs to be merged by simply finding the frequent edges that have the same augmented edge-label. In addition, GREW obtains the next level rewritten graph by simply contracting together the vertices that are incident to the selected edges.
GREW-SE-Single-Edge Collapsing
The simplest version of GREW, which is referred to as GREW-SE, operates on the augmented graph and repeatedly identifies frequently occurring edges and contracts them in a heuristic fashion. The overall structure of GREW-SE is shown in Algorithm 1. It takes as input the original graph G and the minimum frequency threshold f , and on completion, it returns the set of frequent subgraphs F that it identified. During each iteration (loop starting at line 5), it scans the current augmented graphĜ and determines the set of edge-types E that occur at least f times inĜ.
Each of these edge-types represent identical subgraphs, and as a result each edge-type in E can lead to a frequent subgraph. However, because some vertices can be incident to multiple embeddings of the same (or different) frequent edge-types, the frequencies obtained at this step represent upper-bounds, and the actual number of the vertex-disjoint embeddings can be smaller. For this reason, GREW-SE further analyzes the embeddings of each edge-type to select a maximal set of embeddings that do not share any vertices with each other or with embeddings selected previously for other edge-types (lines [8] [9] [10] [11] [12] [13] [14] [15] [16] ). This step (the loop starting at line 8) is achieved by constructing the overlap graph G o for the set of embeddings of each edge-type e and using a greedy maximal independent set algorithm to quickly identify a large number of vertex-disjoint embeddings. If the size of this maximal set is greater than the minimum frequency threshold, this edge-type survives the current iteration and the embeddings in the independent set are marked. Otherwise the edge-type is discarded as it does not lead to a frequent subgraph in the current iteration. After processing all the edge-types, the contraction operations are performed, graphĜ is updated, and the next iteration begins.
GREW-ME-Multi-Edge Collapsing
A result of successive graph rewriting operations is the creation of multiple loops and multiple edges inĜ. In many cases, there may be the same set of multiple edges connecting similar pairs of vertices inĜ, all of which can be collapsed together to form a larger frequent subgraph. To take advantage of this and quickly identify large frequent subgraphs, we developed the GREW-ME algorithm that in addition to collapsing vertices connected via a single edge, it also analyzes the sets of multiple edges connecting pairs of vertices to identify any frequent subsets of edges. This is achieved by using a traditional frequent closed itemset mining algorithm as follows. For each pair of vertices that are connected via multiple edges (or a single vertex with multiple loops), GREW-ME creates a list that contains the multiple edge-types that are involved, and treats each list as a transaction whose items corresponds to the multiple edges. Then, by running a closed frequent itemset mining algorithm, GREW-ME finds all the frequent sets of edges whose raw frequency is above the minimum threshold. Each of these multiple sets of edges is treated as a different edge-type, and GREW-ME proceeds in a fashion identical to GREW-SE.
Experimental Evaluation
In this section, we study the performance of the proposed algorithms with various parameters and real datasets. All experiments were done on Intel Pentium 4 processor (2.6 GHz) machines with 1 Gbytes main memory, running the Linux operating system. All the reported runtimes are in seconds.
Datasets
We evaluated the performance of GREW on four different datasets, each obtained from a different domain. The basic characteristics of these datasets are shown in Table 1. Note that even though some of these graphs consist of multiple connected components, GREW treats them as one large graph. Those datasets are originally from the Aviation Safety Reporting System Database, the International Symposium on Physical Design '98 (ISPD98) benchmark ibm05, KDD Cup 2003 and the 2002 Google Programming Contest (see [7] for the details). Results Table 2 shows the runtime, the number of frequent patterns found, and the size of the largest frequent patterns obtained by GREW-SE and GREW-ME for the four datasets. A dash ("-") indicates the computation was aborted because of memory exhaustion. Both GREW-SE and GREW-ME can find large frequent patterns in a reasonable amount of time. For example, GREW-SE can mine the Web dataset, which contains over 250,000 vertices, with the minimum frequency of five in around four minutes. Looking at the characteristics of the algorithms, as the minimum frequency threshold decreases, we can see that, as expected, they are able to find both a larger number of frequent patterns and patterns that are in general longer.
Comparing the relative performance of GREW-SE and GREW-ME, we can see that overall, they perform quite similarly, as they both find similar number of patterns, and their longest patterns are of similar sizes. However, there are some dataset dependencies. For example, GREW-SE performs better for the Citation dataset, whereas GREW-ME performs better for the VLSI dataset. In terms of runtime, GREW-ME is somewhat slower than GREW-SE. This is because (i) GREW-ME incurs the additional overhead of finding closed frequent itemsets, and (ii) it processes a larger number of distinct edge-types (as each closed itemset is represented by a different edge-type). In addition, the memory overhead associated with storing these larger number of edge-types is the reason why GREW-ME run out of memory for some parameter combinations with the Aviation and Web datasets.
Example Subgraphs To illustrate the types of subgraphs that GREW can discover, we analyzed the subgraphs that were identified in the Web dataset. Each vertex in this graph corresponds to an actual web-page, each edge to a hyperlink between two web-pages, and each vertex-label to the subdomain of the server that hosts the web-page. Moreover, this graph was constructed by removing any hyperlinks between web-pages that have the same subdomain. As a result, a frequently occurring subgraph will represent a particular cross-linking structure among a specific set of institutions that occurs often, and it can identify common cross-university collaborations, interdisciplinary teams, or topic-specific communities. the number of frequent patterns discovered Size: the size of the largest frequent patterns found ure 1(a)) has a star topology and connects together various web-servers that are part of California's University System. The star-node corresponds to web-servers that are part of the University of California's Office of the President with various web-servers that are located at Berkeley, UCI, UCLA, UCSD, and UCSF. The second subgraph (Figure 1(b) ) has a more complex topology with a higher degree of connectivity and connects together various web-servers at Harvard, National Radio Astronomy Observatory (nrao.edu), and Space Telescope Science Institute (stsci.edu). An analysis of the complete uniform resource locators (URLs) of the embeddings of this subgraph showed that all the web-pages had to do with astronomy and astrophysics. These examples suggest that the patterns that GREW finds are interesting and can be used to gain insights on the underlying graph datasets. 
Comparison with SUBDUE
We ran SUBDUE [2] version 5.1.0 (with the default set of parameters) on our four benchmark datasets and measured the runtime, the number of patterns discovered, their size, and their frequency. Although we gave SUBDUE eight hours to mine each of the datasets, SUBDUE could finish within the eight hour window only for the Aviation dataset. It took SUBDUE more than 6 hours and discovered three most interesting patterns according to the Minimum Description Length (MDL) principle. Their sizes are either 9 or 10 and their frequencies are all 13. On the other hand, as shown in Table 2 , GREW-SE and GREW-ME can find 72 patterns of up to size 16 whose frequency is at least 500, which is about 38 times more than the frequency of the best three patterns reported by SUBDUE. The runtime of GREW-SE and GREW-ME is also significantly shorter than that of SUBDUE. GREW-SE spends 213 seconds and GREW-ME spends 396 seconds.
Conclusions
In this paper we presented a heuristic algorithm called GREW to find frequent connected subgraphs from a single undirected input graph, and evaluated its efficiency and scalability by various experiments using graphs directly created from the four real datasets. Our results showed that GREW is highly scalable, can operate on very large graphs, and find a large and diverse set of patterns.
