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Abstract. Mathematical modelling of biological, ecological or sociological 
systems leads very often to systems of nonlinear ordinary differential 
equations exhibiting time hierarchy. Analysis of this hierarchy helps to 
overcome the difficulties in their solution. In the simplest case it consists 
of separating the equations into two sybsystess-called slow and fast - so 
that the equations with left sides multiplied by a small parameter E are 
gathered in the fast one. Solutions of such systems may be sometimes approx- 
imated by solutions of the adjoint degenerated system which arises from the 
original system as E converges towards zero. Conditions for such approxim- 
ation are specified by the theorem of Tikhonov. They exclude an approximat- 
ion of the original solution when the fast subsystem has no one-point stable 
attractor. In the paper this limitation is removed by presenting an extens- 
ion of the theorem of Tikhonov, which allows the approximate solution of 
the slow subsystem even when the dynamics of the fast subsystem exhibits a 
general C2attractor. The applicability of this approach is illustrated by 
an example of the system exhibiting a limit cycle. 
Keywords. Nonlinear systems; hierarchical systems; modelling; differential 
equations; stability; approximative solution; limit cycles. 
INTRODUCTION 
The nonlinear regulations of biological, 
ecological or sociological systems are re- 
sponsible for their canplex dynamics. Vari- 
ous as they are in their nature, they have 
many dynamical features in common. The very 
existence of time hierarchy within their 
dynamics is one of the striking examples. 
The essence of time hierarchy (e.g. see 
Reich, Selkov, 1981) consists in combining 
processes with very different rates in a 
sophisticated way. For a given time scale, 
the behaviour of the system is determined 
only by processes having a characteristic 
time comparable with the unit of this scale. 
Mathematical modelling of such systems by 
deterministic methods leads.to their repres- 
entation by a set of nonlinear ordinary 
differential equations of the first order. 
In the most simple case of the time hierar- 
chy with only two levels sane of these 
equations have a small parameter E on their 
left sides. These equations form a fast 
subsystem while remaining ones form a slow 
subsystem. As E tends towards zero we obtain 
a degenerate system. It can be shown that 
the solution of the degenerate system appro- 
ximates with sufficient accuracy to the 
behaviour of the original system. The exact 
formulation of conditions for such an appro- 
ximation is given by the,theorem of Tikhonov 
(1952). 
Since rapid responses of these systems are 
often caused by their operating at the limit 
of stability, oscillations of system variab- 
les emerge at different levels of the time 
hierarchy. Very often there is rapid oscill- 
ation (or even more complex dynamic beha- 
viour) of the fast variables, but its effect 
on the slow variables is negligible. If we 
consider the dynamics of slow variables to 
be of major importance in the system, we 
must look for an approximative description 
of their dynamics. The theorem of Tikhonov 
is of no help here, since it requires a one- 
point stable attractor in fast subsystem. 
This paper deals with generalization of Tik- 
honov's theorem. Attention is focused on the 
dynamics of the slow subsystem. The fast 
variables are averaged over their attractors, 
which are supposed to be general hyperbolic 
Ca- attractors. The generalised theorem is 
based on the theorem of Bowen-Ruelle which 
implies that the asymptotic behaviour of 
almost all trajectories approaching the 
61 
62 5th ICIW 
attractor is statistically the same. 
In the following chapter the necessary 
notation and definitions are given. The 
theorem of Bowen-Ruelle is then presented 
together with an example of ergotic proba- 
bilistic measure for the system with attract- 
ing limit cycle. The main part of the paper 
is a brief review of Tikhonov's theorem 
and our development of a generalized form 
of this theorem. an example of how this 
generalized theorem can be used for an 
approximate solution of systems with time 
hierarchy exhibiting limit cycle in the 
dynamics of fast variables is given in the 
penultimate chapter. Possible broader con- 
sequences of the approach presented are 
discussed in the conclusion. 
1) there are no equilibria of Q contained 
in A and A is the closure of the periodic 
orbits of the flow QtlA; 
2) the flow Q,IA is topologically transit- 
ive; 
3) there exists an open set A C U such that 
The set A is called an attractor and the 
set U is called a basin of the attractor A 
if in the third condition, a neighborhood 
U can be chosen such that Q,(U) C U for 
t L To (To fixed). 
A flow Q satisfies Axiom A if the following 
two conditions are met: 
1) The nonwandering set R of Q has a hyper- 
bolic structure; 
2) the eouilibria of Q are isolated in n. 
All proofs are omitted because of space 
limitation. The proof of the main theorem 
(i.e. the generalized Tikhonov theorem) 
together with more detailed discussion of 
related topics will be published separately. 
the 
the 
For 
see 
nonwandering set n being the closure of 
periodic orbits and equilibria of Q. 
more information on dynamical systems 
Smale (1967) and Nitecki (1971). 
NOTATION AND DEFINITIONS ERGODICITY OF ATTRACTORS 
If X x Y is a Carthesian product of sets 
X, Y, then projections are denoted by 
n, : xx Y - x, nz:x x Y -Y, x E x, 
y E Y. We define Sx = {yl(x,y) E S), 
sy = {xl(x,y) E s). 
Let M be a manifold and Q : M x T * M be 
a differentiable flow on M. Recall that the 
flow Q is topologically transitive on a 
closed invariant set A if there exists a 
dense trajectory Y inside A. A nonwandering 
point x is one which has the property that 
if u is a neigborhood of x there is a t L 1 
such that (CJ,t) fl U # 0. The collection of 
nonwandering points of Q is called the non- 
wandering set of Q and is denoted by n. 
In this chapter we briefly consider the 
theorem of Bowen and Ruelle and then show 
how the measure, which we shall call the 
Bowen-Ruelle measure, can be defined for a 
limit cycle. There is not the place to del- 
ve deeply into the ergodic theory of Bowen 
and Ruelle, but we do make few remarks. For 
more details see Bowen and Ruelle (19751. 
The flow Q is of the Cr-class (r L 1) if it 
corresponds to a Cr-vector field; in this 
case a basic hyperbolic set A of the flowrQ 
is called a basic hyperbolic set of the C - 
class. 
For a flow Q :M x T + M, there is a real 
valued function, called entropy and denoted 
h(H), defined on the set of probabilistic 
Q-invariant measures on M. The entropy 
measures the ergodicity of the flow on M 
with respect to the measure l.l. A measure 
with positive entropy is one for which sets 
of positive measure spread themselves rathq 
uniformly accross the space with increasing 
time. 
Let A be an invariant set for the flow Q 
containing no equilibria and such that 
1) restriction of the tangent bundle to A 
can be represented as a continuous Whitney 
sum of three TQt-invariant subbundles: 
TAM = E + Es + Eu; 
2) dim E = 1 and E is the tangent space 
to the t$ajectory &rough x: 
3) there are constants c, h > 0 such that 
If A is a hyperbolic basic set, LL a measu- 
re on A, and cp : A * R, then we can form 
the expression h(p) + J@P (denoted by 
pcp(Fr)) on A. Here h is the entropy of p 
and J@p is the integral of cp over A with 
respect to the measure J_L. The function cp 
will be assumed to satisfy HMlder's condit- 
ion (i.e. there are constants c,a such that 
IV(X) - cp(y) I < c (dist(x,y) P for all 
x,y E A). 
a) if v E El, then IITQt(v) II$ce 
-a& 
IIVI I 
for all t > 0, 
b) if v E Ez, then IITQt(v)I16ce 
)it 
IIVI I 
Theorem. Let A be a hyperbolic basic set 
for a continuous flow. If cp : A * R is a 
H6lder continuous function on A, then the- 
re is a unique invariant probability measu- 
re I.r(cp) on A which maximizes the function 
P@(H.) = h(lU + IWdlJ. The measure ll(cpl is 
positive on open sets. 
for all t < 0; 
A closed invariant hyperbolic set A is call- 
ed a basic hyperbolic set of Q if 
Bowen and Ruelle applied this theorem to a 
specific function cp defined on an attractor 
A. The function which is used measures the 
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expansion of the flow in the unstable di- 
rections. 
Let Q be a flow with an attractor A, 
)r (x) be defined to be the Jacobian determ- 
mrnant of the linear map 
D@(t,x) : E," - E,$(t,x) . 
If we set W(u)(x) = - :(") 1 t=O 
then we have the following theorem. 
Theorem (Bowen, Ruelle, 1975). Let A be a 
hyperbolic attractor for an axiom A flow @. 
Let u be a neighborhood of A such that 
0 ,(u) C u for all t > 0 and such that 
A=ll 
maxim&$; 
Let A be the measure which 
OJ). Then, for almost all 
points x E U with respect to Lebesque mea- 
sure, 
lim $ 
T 
Jg(Ot(x)) = Igdu 
T- O A 
holds for all continuous functions g. 
Note. In the rest of this papertu~;~w;;l 
on attractors which maximize Pep 
be called Bowen-Ruelle measures. 
Example. Let A be a flow with a compact 
support in RZ satisfying assumptions of 
the preceeding theorem. Let C be a limit 
cycle of this flow with a period P. The un- 
stable manifolds at any x E C are one-point 
sets and unstable tangent spaces at these 
points are trivial spaces. This implies 
~~~~ng that'P(p9U7 
(x) : 0 M r over,there is a theorem 
(U) = 0 if the basic set 
is an attractor. From that follows 
h(W&") )) = 0 and as the entropy is non- 
-negative function, there exists a unique 
probabilistic, #-invariant, and ergodic mea- 
sure on C. It is easy to verify that this 
measure !J can be defined: 
U(A) = $ 7 XA(Qt(x))dt, 
0 
(2.1) 
the function XA is a characteristic funct- 
ion of the set A. For this measure p and 
an arbitrary continuous function g on C 
holds: 
lim 
T- 
$7 g((Dt(x))dt = 
0 
= $ ; g(Qt(x)dt = j gdp 
0 C 
(2.2) 
TIKHONOV THEOREM AND ITS 
GENERALIZATION 
Let us consider the situation when the sys- 
tem 
dx 
- = fiX,Y), dt (3.1) 
E g = g(x,y), 
x E p, y E R" and E > 0 is a small para - 
meter, is given. Let the initial condition 
x(0) = x0, y(0) = ya (3.1') 
for (3.1) are given, too. 
By sub@--+-utkg zero for the value of E in 
(3.1) a degenerated system is obtained 
dx 
at = f(X,Y), 
(3.2) 
g(x,y) = 0, x(O) = x, 
Let 
y = Q(X) (3.3) 
be a solution of the equation g(x,y) = 0. 
Substituting (3.3) into the first equation of 
the system (3.1) the system 
dx 
at= f(x,cp(x,t)), x(0) = xo (3.4) 
is obtained. Let the solution_of (3.4) be 
denoted-by x(t). Substituting x(t) into (3.3) 
ze get-y(t) = cp(t,x(t)). So the solution 
x(t), y(t) of the degenerated system (3.2) 
is obtained. 
If x (t), y (t) denote the solution of (3.1) 
and 73.1') Ehe natural question is when the 
solution x,(t), y (t) of the original_system 
is well approximaEed by the solution x(t), 
y(t) of the degenerated system (3.2), i.e. 
when the convergence 
XE * x(t), v,(t) 
-.y(t) fore+0 
is valid. This problem was studied by Tikho- 
nov (1952). Before we present his results, 
the following definitions must be introduced. 
Let f and g be defined in some region 
Q E Rm x R" and satisfy in this region the 
Lipschitz condition in both variables. 
Definition 1. The solution y = v(x) of the 
equation 
g(x,y) = 0 (3.5) 
defined on a bounded closed set D E Rm, is 
called an isolated solution if there exists 
6 > 0 that 
((x,y) I 1 ly+(x) 1 I<6,x~D)n{(x,y)Ig(x,y)=O) 
= {(x.y)iWx) = y, x E D). 
Definition 2. The system 
jf = g(x*,y), (3.6) 
x* E D being a constant is called the adjoint 
equation. The point y* = cp(x*) is an initial 
point of the adjoint equation (3.6). 
Definition 3. An isolated solution y = q(x) 
is positively stable if for any point x* E D 
the point y* = cp(x*) is an attractor A of 
the adjoint equation (3.6). x* 
Definition 4. 
tor Atithe 
If Bx is a basin of the attraG 
set U {xl x B is called the 
basin of attract?% of the rsolated positive- 
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ly stable solution y = Q(x). 
Theorem (Tikhonov, 1952). Let us suppose: 
1) the solution y = Q(X) of the equation 
g(x,y) = 0 is an isolated positively stable 
solution in a closed, bounded region D E Rm; 
2) the initial conditions x = x(O), 
Y = y(0) lie in the basin 8f attraction of 
&is solution; 
,3) the x-part of the solution G(t), G(t) of 
the degenerated system (3.2) lies in the 
region D for t 6 [O,T]; 
4) attractivity of the attractors A of the 
adjoint equations is uniform in x eD. Then 
the solution xS(t), y,(t) of (3.1), (3.1') 
converses with E - 0 to the solution 
G(t), y(t) of the degenerated system in the 
following way 
lim x,(t) = x(t), t E [O,T] 
PO 
lim y,(t) = y(t), t E L6.Tl.6 > 0 
In the fact, the Tikhonov theorem is true 
for non-autonomous differential equations, 
too, but as the generalized theorem is true 
only for autonomous systems, we have stated 
the Tikhonov theorem in this simpler vers- 
ion. 
When the solution y = W(X) of the equation 
g(x,y) = 0 is not positively stable, the 
Tikhonov theorem cannot be used. This may 
be the case when for every x* E D the ad- 
joint equation (3.6) has a limit cycle C,* 
such that the unstable.critical point 
y* = cp(x*) lies inside the Cx*. The simplest 
realization of this situation is the system 
with three interdependent variables x#Y*r 
ys, x being the slow variable and yt, ys 
being the fast oscillating variables. The 
frequency of oscillation depends on E. The 
smaller S, the higher the frequency of 
oscillation. If the frequency is very high 
an average values of y,, ys and the know- 
ledge that these two variables oscillate 
are often more interesting then their im- 
mediate values. In this highly nonlinear 
situation it is usually difficult to cal- 
culate x even by numerical methods directly. 
For this and for more general cases we have 
developed a theorem which enables us for E 
converging towards zero to approximate the 
slow variable arbitrarily closely. This 
theorem can be expressed as follows. 
Generalized Tikhonov theorem. Let the follow- 
~;‘fcSn~~RZ_b>t~~‘g :Rmx Rn _ fl 
are C' -mappings and S = supp(f,g) Rm x R" 
is a compact support of the mapping 
(f,g) E c' (Rm x R", Rm x R"); 
2) for each x E n,(S), 
on S 
ax(t,y) the flow 
x is given by the equation 
g= ci(X.Y), 
and Qx is a smooth A-axiom flow for every 
XEXl(S). 
3) S' is a region such that S; n S is a 
basin of attraction of a hyperbolic C2- 
attractor A, C S' II S for every x En,(s'); 
4) the mapping 'i(x) = I, f(x,y) ax(y), 
X 
defined on lQ(S'), satisfies Lipschitz's 
condition (the measures ux are the Bowen- 
Ruelle measures over attractors AX). Then 
for almost all points (~0.~0) E S' (i.e. for 
all points from the complement of a set with 
the Lebesgue measure zero) holds: 
Let x,(t), y,(t) be the solution of the 
system 
dx 
- = f(x,y) dt 
dx 
% = g(x,y), xc:(O) = x0, YE(O) = y 0 , 
and let x(t), t E [O,T] be the solution of 
the equation 
dx 
at 
= ?(;;) , X(0) = x0 
Such that G(t) together with some of its 
neighborhood lies in Tt,(S'). Then for each 
D > 0 there exists Ec > 0 such that 
I Ix&(t) -Z(t)11 <q 
for all E <Soand t E [O,T]. 
EXAMPLE 
The applicability of the presented general- 
ized theorem can be illustrated by the 
following example. Let us have a system 
dx 
- = h(x,yl,yz) (v + ayly2 - bx), dt 
S$ = $(X.Y, ,Y2). b4Yr rY2) I 
(5.1) 
[( x JyW- 1) Y*+ Y21r (5.2) 
&= = ~;(x.Yr,Y2).[l-~P(Yr.Y2)l dt a 
l(Jy& - 1) Yl- Y21 (5.3) 
where x, yq, ys are continuous functions of 
time t and v, a, b, E are positive. The 
function kz(x.yl ,y2) (or ht(yq ,y2)) is a 
bump function (see Hirsch, 1976). It has the 
following properties 
1) $r#Y,,YI) 6 cm, 
2) A~(X,y~,y2) = 1 if x2+ y: + y$ 6 p 
0 < A 
q 
(X,Yl,Y2) < 1 if p < &+ y: + yf < q, 
~~(x,~r,ys) = 0 if J*+ Yr4 + YZ L q 
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where p, q are arbitrarily chose 
B 
parameters 
(q > p > 0). The bump function &,(yj,ys) 
has analogous properties and the parameters 
a, B(p>>B > COO) have a meaning analogous 
to parameters p, q, respectively. The right 
sides of equations (5.1) - (5.3) are defin- 
ed on Rs-{fx,yj,ys) (~1.~2 =O) For y = 0, 
y2 = 0 we suppose that the right side of 
equation (5.1) is equal to v - bx, while 
the right sides of equations (5.21, (5.3) 
are equal to zero. Equation (5.1) represents 
limited growth, while equations (5.2) and 
(5.3) are an oscillating system originally 
introduced by PoincarC. When E * 0 system 
(5.11, (5.2), (5.3) exhibits time hierarchy, 
equation (5.1) being slow and equations 
(5.2) and (5.3) being fast. 
It can be easily verified that this system 
fulfils the requirements of the generalized 
Tikhonov theorem. Let us choose definite 
values p >> 1, q = p + l,B<< 1, 0 < a < !3. 
Definins S C R3 bv conditions 
Jx2, ,,&Tz +Y? + Y2 I 2 a it is 
obvious that the functions defined by the 
right sides of equations (5.1) - (5.3) are 
at least of class Cl on S. Moreover, the 
set s is a compact support of this mapping 
from Rs to R3. For every x E n*(S) the flow 
defined by equations (5.2) and (5.31 is 
smooth and fulfils the A-axiom on the sets 
Sx. For every x E n,(S) the system (5.21, 
(5.3) has an attracting limit cycle Cx of 
circular form with its center at the ori- 
gin and with radius x. Since for every x it 
is the only attractor in the l'ts(S), the set 
S' n S in this case concides with S. Calcul- 
ating the average of the right side of 
equation (5.1) over the limit cycles C, with 
the measure Dx(y+,ys) given by equation (2.l), 
we obtain the following expression 
?(x) =J 
Cx 
h(x,yl,ys)(v+aylys- bx) d&(yl,ys)= 
= v - bx. (5.4) 
Since v and b are constants, function f(x) 
clearly fulfils the Lipschits condition. 
From generalized Tikhonov theorem, stated 
in previous chapter it follows that equation 
(5.1) can be approximated by 
ii=,+,;; 
dt , (5.5) 
where x is the averaged variable approximat- 
ing variable x. 
Strictly zpeaking, an approximation of x by 
means of x holds only for E * 0. But even 
for E > 0 this approximation is sufficiently 
close to the original solution of equation 
(5.1) obtained by simultaneous numerical 
solution of all three equations (5.1) - (5.3). 
The results of numerical calculations show 
that the value E = 0.01 is small enough for 
x to be approximated by G very closely. 
Since the right sides of differential equat- 
ions describing the dynamics of biological, 
ecological or sociological systems may differ 
by two or more orders of magnitude the pro- 
posed method of approximating the solution 
of the slow part of the system appears to be 
useful. 
CONCLUSION 
The presented generalized theorem provides 
a useful method for approximating solutions 
of the slow subsystems of system with time 
hierarchy, supposing the fast subsystems to 
have hyperbolic C2-attractors. Up to now, 
nothing has been said about approximating 
the fast variables. Another theorem, offer- 
ing a method for approximating both the slow 
and the fast variables has also been proved. 
It will be published together with the proof 
of the above theorem in a separate paper. 
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