Abstract. Consider the linear dynamic system on time scales
Introduction
Consider the linear dynamic system on time scales
where p(t ) > 0 and q(t ) are rd-continuous functions on a time scale T such that sup T = ∞.
For convenience, we put P (t ) = t t 0 p(s)∆s. A solution (x(t ), y(t )) of system (1.1) is called oscillatory if both x(t ) and y(t ) are oscillatory functions, and otherwise it will be called nonoscillatory. System (1.1) will be called oscillatory if its solutions are oscillatory. System (1) can be reduced to a single dynamic equation
In [1] , the following oscillation theorem is obtained.
Theorem 1.1. Suppose that p(t ) and q(t ) are nonnegative and
∞ t 0
p(s)∆s = ∞, lim t →∞ µ(t )p(t )
P (t ) = 0. Suppose also that there exists λ ∈ (0, 1) such that In this paper, we prove the above Theorem 1.1 when q(t ) is allowed to take on negative values. As applications, we get that the linear differential system
and the linear difference system
where a > 0, b > 0, c ∈ R, are oscillatory. 
Some lemmas
t , which leads to a contradiction. So, the oscillation of u(t ) implies that of v(t ) as well.
The following two lemmas may also be found in [3] . 
where b < ω is sufficiently close. Furthermore,
for t < ω sufficiently close.
The following theorem may be found in [6] , Theorem 11, Page 17-18.
Analogous to the above theorem, we may obtain a corresponding time scales version which we state as follows:
Then the dynamic equation
Proof. Assume that (1.2) is nonoscillatory. By Lemma 2.2, there is a dominant solution u 2 (t ) > 0 at ∞ such that for t 1 > t 0 , sufficiently large,
, and 1
From lemma 2.3, we get
Integrating from t 1 to t, we get
So there exists a large t 2 > t 1 such that for t > t 2 , we have
which is a contradiction.
From Lemma 2.1 and Lemma 2.5, we can get the following Lemma 2.6. Under the assumption of Lemma 2.5, the system (1.1) is oscillatory.
LetT := {t ∈ T : µ(t ) > 0} and let χ denote the characteristic function ofT. The following condition, which will be needed later, imposes a lower bound on the graininess function µ(t ), for t ∈T. More precisely, we introduce the following (see [4] and [5] ).
Condition (C).
We say that T satisfies condition C if there is an M > 0 such that
We note that if T satisfies condition (C), then the seť T = {t ∈ T| t > 0 is isolated or right-scattered or left-scattered} is necessarily countable.
Lemma 2.7. Assume that T satisfies condition C . Then for all
λ ∈ [0, 1), we have t t 0 p(s) P 2−λ (σ(s)) ∆s ≤ [P (t 0 )] −1+λ 1 − λ .
Proof. For any t ∈ T, if t
Note that since T satisfies condition C , we have from (2.5), (2.6) and the additivity of the integral that
1 − λ .
Main Theorem Theorem 3.1. Assume that T satisfies condition C and lim t →∞ µ(t )p(t ) P (t )
= 0,
Suppose also that there exists λ ∈ [0, 1) such that
Then system (0.1) is oscillatory. 
Proof. Take h(t ) = [P (t )]
= 1 so given ǫ with 0 < ǫ < 1, there exists t 1 sufficiently large so that for t ≥ t 1 we have
From (3.2), (3.3) and Lemma 2.7, we get
From (3.1) and (3.4), we obtain
From (3.5) and Lemma 2.6, the system (1.1) is oscillatory.
Remark 3.2.
From the proof of the Theorem 3.1, it is easy to see that the assumption " lim t →∞ µ(t )p(t ) P (t ) = 0" in Theorem 3.1 can be replaced by "
where β > α > 0. It is easy to see that
is bounded for t ≥ 1. Choose λ = 1/2. We have
So by Remark 3.2, (3.6) is oscillatory, but do not follow from Theorem 3.1.
Example
Example 4.1. Consider the linear differential system
where a > 0, b > 0, c ∈ R.
It is easy to see that
By using Taylor's expansion, there exists a positive integer m such that ma > 1 and
Note that for k = 1, 2, · · · , m − 1, 
where b > 0.
It is easy to see that P (n) = where a > 0, 0 < b < 1, t = q n ∈ T = q N 0 , q > 1.
Take λ = . So lim t →∞ P (σ(t )) P (t )
= q a , which implies P (σ(t )) P (t )
is bounded. By Theorem 3.1 and Remark 3.2, the system (4.3) is oscillatory.
