Datasets in the fields of climate and environment are often very large and irregularly spaced. To model such datasets, the widely used Gaussian process models in spatial statistics face tremendous challenges due to the prohibitive computational burden. Various approximation methods have been introduced to reduce the computational cost. However, most of them rely on unrealistic assumptions for the underlying process and retaining statistical efficiency remains an issue. We develop a new approximation scheme for maximum likelihood estimation. We show how the composite likelihood method can be adapted to provide different types of hierarchical low rank approximations that are both computationally and statistically efficient. The improvement of the proposed method is explored theoretically; the performance is investigated by numerical and simulation studies; and the practicality is illustrated through applying our methods to 2 million measurements of soil moisture in the area of the Mississippi River basin, which facilitates a better understanding of the climate variability.
Introduction
Soil moisture is a key factor in climate systems, which has a significant impact on hydrological processes, runoff generations and drought developments. To understand its spatial variability and predict values at unsampled locations, Gaussian process models are widely used (Stein 1999) , where likelihood based methods are appropriate for model fitting. However, it generally requires O(n 3 ) computations and O(n 2 ) memory for n irregularly spaced locations (Sun & Stein 2014) . Similar to other climate variables, many satellite-based or numerical model generated soil moisture datasets have nearly a global coverage with high spatial resolutions, so that the exact computation of Gaussian likelihood becomes prohibitive. There are various existing methods, many of which were discussed by Sun et al. (2012) . For example, covariance tapering (Furrer et al. 2006 , Kaufman et al. 2008 , Sang & Huang 2012 ) assumes a compactly supported covariance function, which leads to a sparse covariance matrix; low rank models, including space-time Kalman filtering (Wikle & Cressie 1999) , low rank splines (Lin et al. 2000) , moving averages (Ver Hoef et al. 2004 ), predictive processes (Banerjee et al. 2008 ) and fixed rank kriging (Cressie & Johannesson 2008) , make use of a latent process with a lower dimension where the resulting covariance matrix has a low rank representation; and Markov random field models (Cressie 1993 , Rue & Tjelmeland 2002 , Rue & Held 2005 , Lindgren et al. 2011 exploit fast-approximated conditional distributions assuming conditional independence with the precision matrix being sparse. These methods use models that may allow exact computations to reduce computations and/or storage, and each has its strength and weakness. For instance, Stein (2013) studied the properties of the covariance tapers and showed that covariance tapering sometimes performs even worse than assuming independent blocks in the covariance; Stein (2014) discussed the limitations on the low rank approximations; and Markov models depend on the observation locations, and realignment to a much finer grid with missing values is required for irregular locations (Sun & Stein 2014) . Recently developed methods include the nearestneighbor Gaussian process model (Datta et al. 2015) , which is used as a sparsity-inducing prior within a Bayesian hierarchical modeling framework, the multiresolution Gaussian process model , which constructs basis functions using compactly supported correlation function on different level of grids, equivalent kriging (Kleiber & Nychka 2015) , which uses an equivalent kernel to approximate the kriging weight function when a nontrivial nugget exists, and multi-level restricted Gaussian maximum likelihood method (Castrillón-Candás et al. 2016) , for estimating the covariance function parameters using contrasts.
An alternative way to reduce computations is via likelihood and score equation approximations. Vecchia (1988) first proposed to approximate the likelihood using the composite likelihood method, where the conditional densities were calculated by choosing only a subset of the complete conditioning set. Stein et al. (2004) adapted this method for restricted maximum likelihoods approximation. Instead of approximating the likelihood itself, Sun & Stein (2014) proposed new unbiased estimating equations for score equation approximation, where the sparse precision matrix approximation is constructed by a similar method. In these approximation methods, the exact likelihood and the score equations can be obtained by using the complete conditioning set to calculate each conditional density. It was shown that the approximation quality or the statistical efficiency depends on the selected size of the subset. It is common that the subset is still inadequate by considering the largest possible number of nearest neighbors, which motivates this work.
In this paper, we propose a generalized hierarchical low rank method for likelihood approximation. The proposed method utilizes low rank approximations hierarchically, which does not lead to a low rank covariance matrix approximation. Therefore, it is different from the predictive process method (Banerjee et al. 2008) , where the covariance matrix is approximated by a low rank representation. Furthermore, the proposed method contains the independent blocks (Stein 2013 ) and nearest neighbors (Sun & Stein 2014 ) approaches as special cases. The improvement of the proposed method is explored theoretically and the performance is investigated by numerical and simulation studies. We show that the hierarchical low rank approximation significantly improves the statistical efficiency of the most commonly used methods while retaining the computational efficiency, especially when the size of conditional subsets is restricted by the computational capacity, which is always the case for real datasets. For illustrations, our method is applied to a large real-world spatial dataset of soil moisture in the Mississippi River basin, U.S.A., to facilitate a better understanding of the hydrological process and climate variability. Our method is able to fit a Gaussian process model to 2 million measurements with fast computations, making it practical and attractive for very large datasets.
Methodology

Approximating likelihoods
Euclidean space, and typically d = 2. We assume the mean of the process is zero for simplicity and the covariance function has a parametric form C(h; θ) = cov{z(s), z(s ′ )}, where h = s − s ′ and θ is the parameter vector of length p. Suppose that data are observed at n irregularly spaced locations s 1 , . . . , s n , then,
where z i = z(s i ), i = 1, . . . , n, and Σ(θ) is the variance-covariance matrix with the (i, j) th element C( s i − s j ; θ). For simplicity, θ is omitted in notations hereinafter unless clarification is needed.
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The maximum likelihood estimate can be obtained by maximizing the log-likelihood,
where f is the multivariate normal density. In practice, if the mean of Z is a vector that depends linearly on unknown parameters, the restricted maximum likelihood estimate should be employed (Stein et al. 2004 ).
When computations become prohibitive, one way to approximate the likelihood is through log-conditional densities,
where
it is easy to show that for j = 1, . . . , n − 1,
which is the log-density of w j = b T , where I is an identity matrix of size j.
However, for a large j, it is computationally expensive to evaluate Σ −1 jj σ j . Vecchia (1988) proposed approximating each conditional density by only conditioning on a subset z j+1 consisting of r ≪ j nearest neighbors. The same approach is used by Stein et al. (2004) for approximating the restricted maximum likelihood estimate. Sun & Stein (2014) also used the subset of nearest neighbors to approximate the precision matrix for score equation approximation.
In this paper, we propose a generalized framework that allows to approximate these conditional densities hierarchically using a low rank representation. Although we implement our algorithm for application in §5 with z j+1 being a vector, we present and illustrate our methodology assuming z j+1 is scalar for simplicity.
Hierarchical low rank representation
Motivated by the nearest neighbors method, where only r ≪ j nearest neighbors are selected to approximate Σ −1 jj σ j for a large j in equation (1), we propose a general approximation framework for j > r using a low rank representation.
We propose to approximate x j by a low rank representationx j = A j,rxj , wherex j is a vector of length r and A j,r is a j × r matrix. Then, instead of solv-
Therefore, x j is approximated by,
which only involves a linear solve of dimension r. In this framework, we approximate x j for each j > r hierarchically by a low rank representation, which includes many commonly used strategies as special cases with different choices of A j,r . The following are some examples:
Example 1 Independent blocks method (IND). In this method, no correlation between "past"
points and the "current" point is considered. Namely, A j,r is a 0 matrix; however, z j+1 is a vector of length r here for fair comparison to other methods in terms of computation. 
Example 2 Nearest neighbors method (NN). Choose r nearest neighbors of
Example 4 Nearest neighbors and nearest neighboring sets method (NNSUM). Combine Exam
Hierarchical low rank approximation method
In this section, we propose a generalized hierarchical low rank approximation method (HLR).
In equation (2), the matrix A j,r is a 0-1 matrix. The r × r matrix A T j,r Σ jj A j,r only extracts the corresponding rows or columns of Σ jj . Now suppose we select mr nearest neighbors of z j+1 , and the corresponding A j,mr is of size j × mr. To retain the same computational costs associated with rank r, we propose the following approximation,
where L j is a positive definite matrix of dimension r × r, P j is a mr × r matrix consisting of r basis functions, I mr is the identity matrix of size mr, and ǫ 2 j is the nugget. By the ShermanMorrison-Woodbury formula,
then (A T j,mr Σ jj A j,mr ) −1 in equation (2) can be approximated by inverting only an r ×r matrix L j .
This approach shares the same spirits with the predictive process (Banerjee et al. 2008 ) and fixed rank kriging (Cressie & Johannesson 2008) . However both methods approximate the covariance function by a low rank representation while the low rank approximation is done for each j > r hierarchy in our method, and the resulting approximated covariance is no longer low rank. The detailed choice for P j were discussed by Cressie & Johannesson (2008) . In this paper, we use the eigenfunctions. T . Let r = 2, then IND considers 3 independent blocks, and f (Z)
For the other four methods, the conditional density is required to calculate in each hierarchy. For instance, in hierarchy j = 5, NN approximates the
and HLR by f (z 5 | a 14 z 4 + a 13 z 3 + a 12 z 2 + a 11 z 1 , a 24 z 4 + a 23 z 3 + a 22 z 2 + a 21 z 1 ), where a ij s are determined by the low rank approximation.
Assessing model quality
There are various ways to measure the performance of approximation methods, including the Kullback-Leibler divergence, the Godambe information matrix, and the Frobenius norm.
The Kullback-Leibler divergence computes the divergence of the approximated from the exact distributions. For the zero-mean Gaussian process, the Kullback-Leibler divergence has the closed form,
where N e and N a stand for the exact and the approximated distributions, respectively, Σ e and Σ a are the corresponding covariance matrices, and n is the dimension of the distribution.
The Godambe information matrix gives the asymptotic variances and covariances for the estimated parameters in the Gaussian process, as used by Kaufman et al. (2008) and Sun & Stein (2014) . The Frobenius norm is another way to think about this problem. However, it is a matrix norm and does not penalize the positive definiteness of a covariance matrix (Stein 2014 ).
For our numerical and simulation studies in §3, we choose the Kullback-Leibler divergence and the Godambe Information matrix to assess the quality of the approximation. Because the results in terms of showing the different performances are similar, we only present the results of Kullback-Leibler divergence. It will be shown numerically that the Kullback-Leibler divergence of the hierarchical low rank approximation method is always the smallest. This is due to the fact that for each j > r, the hierarchical low rank approximation method provides a better approximation in equation (2) by including more neighbors than the nearest neighbors method. Let V N jj be the r ×r matrix defined by A T j,r Σ jj A j,r in equation (2) using the nearest neighbors method and let V H jj = P j L j P T j + ǫ 2 j I mr be the mr × mr matrix for approximating A T j,mr Σ jj A j,mr in equation (3) by the hierarchical low rank approximation method, where P j consists of eigenfunctions. The following theorem shows the result that the approximation to Σ jj induced by V H jj is better than that induced by V N jj in terms of the Frobenius norm.
where · F means the Frobenius norm.
The proof is shown in the Appendix. Similar results hold for the comparison between hierarchical low rank approximation method and the nearest neighboring sets method, or the nearest neighbors and nearest neighboring sets method.
Computational complexity and parallelization
For our hierarchical low rank approximation method, we need to execute a linear solve of dimension r, which requires O(min (j, r) 3 ) computation in equation (4) for each hierarchy j = 1, . . . , n − 1 assuming that the direct method is employed. Then the total computational cost is O(r 3 n) for likelihood approximation per value. When r ≪ n, the computational cost is much smaller than O(n 3 ), which is required by the Cholesky decomposition.
In practice, the computation time can be reduced further by choosing z j+1 as a vector due to the fact that it leads to a smaller number of hierarchies that need to be evaluated. It is also worth noting that our approach can be parallelized easily because the computation of each hierarchy is independent of each other.
3 Numerical study
Design setup
In the numerical study in this section and the following simulation study in §4, we focus on irregularly spaced data with an unstructured covariance matrix (Sun & Stein 2014 ). The observations are generated at the locations n −1/2 (r − 0.5 + X rℓ , ℓ − 0.5 + Y rℓ ) for r, ℓ ∈ {1, . . . , n 1/2 }, where n is the number of locations, and X rℓ s and Y rℓ s are independent and identically distributed, uniform on (−0.4, 0.4). The advantage of this design is that it is irregular, and we can guarantee that no two locations are too close.
Here, we study the performances of different approximation methods proposed in §2.2 and §2.3 in different settings. We consider a zero-mean Gaussian process model with Matérn covariance function possibly with a nugget,
where K ν (·) is the modified Bessel function of the second kind of order ν, Γ(·) is the gamma function, ½(·) is the indicator function, h ≥ 0 is the distance between two locations, α > 0 is the sill parameter, β > 0 is the range parameter, ν > 0 is the smoothness parameter, and τ 2 is the nugget effect.
For n irregularly spaced locations, the description of the five methods considered is shown in Table 1 . HLR A number of 2r nearest neighbors are considered, where L j is a r × r diagonal matrix with elements corresponding to the r leading eigenvalues. P consists of the r corresponding eigenvectors.
In §3.2-3.4, we present the Kullback-Leibler divergence calculated from different settings for the five methods with α fixed at 1 and n = 900. In §3.5, we discuss the effect of sample size n and the rank r.
Dependence level
In the Matérn model in equation (5), the range parameter β controls the dependence of the process. In this section, we consider different β. Given ν = 0.5, which corresponds to an exponential covariance function and τ 2 = 0.15, the first row of Fig. 2 shows the Kullback-Leibler divergence for β = 0.1, which means a weaker dependence, and β = 0.5, which indicates a stronger dependence, as the rank r increases from 2 to 8. We can see that the HLR approximation is always the best with the smallest Kullback-Leibler divergence, and SUM and NNSUM win against NN only when r = 2 for β = 0.1, while for β = 0.5, the improvement of SUM and NNSUM exists up to r = 6. It implies that when a strong correlation is present, a small number of nearest neighbors is not adequate to provide a good approximation of the conditional density. It is also worth noting that the range of r/n in this study is from 0.22% to 0.89%. For very large n, and r ≪ n, the improvement from HLR, SUM or NNSUM approaches can be substantial.
Smoothness level
In the Matérn covariance function, a larger ν indicates a smoother process. In this section, we fix β = 0.5 and τ 2 = 0. We consider two smoothness levels with ν = 0.5 and ν = 1, which correspond to the exponential and Whittle covariance functions, respectively. The second row of Fig. 2 shows the Kullback-Leibler divergence. Similarly, the HLR approach outperforms the other methods. For the rougher process, when ν = 0.5, SUM and NNSUM are slightly better than NN at r = 2. When ν increases to 1, the improvement almost disappears and all the methods need a large r to achieve similar performances as ν = 0.5.
Noise level
The nugget effect can be viewed as measurement errors or the micro-structure in the underlying process. In this section, we consider different τ 2 . Given β = 0.25 and ν = 0.5, the last row of rank r is limited to a small number, we can see that SUM or NNSUM can improve NN when the process is noisy or with a larger τ 2 .
Sample size and rank
In this section, we explore the effect of sample size given the rank r or the ratio of r/n. Fig. 3 shows the results for a similar design as in the first row of Fig. 2 but with n = 2500. Comparing Fig. 3 to the first row of Fig. 2 , we can see that for a given process, a larger number of locations does require larger ranks to achieve a similar approximation quality. When r is fixed, NN is often not adequate, especially for large n, and SUM, NNSUM, and HLR can improve the approximation by including more neighbors.
Although it is not realistic for a large dataset, we also investigate a situation where NN is adequate to provide a good approximation at rank r, and then compare the Kullback-Leibler divergence for NN at r+1 and NNSUM with the same first r nearest neighbors and one additional set containing the next 2 nearest neighbors. We find that for α = 1, β = 0.5, ν = 0.5, τ 2 = 0
and n = 900, NN with rank r + 1 = 51 gives a Kullback-Leibler divergence as 9.4 × 10 −2 and NNSUM reduces Kullback-Leibler divergence by 1%.
Simulation study
In §3, we calculated the Kullback-Leibler divergence at the true parameter values. In this section, we generate n = 900 observations with parameters α = 1, β = 0.1, ν = 0.5 and τ 2 = 0.15.
We run the optimization for α, β, τ 2 while fixing ν at the true value and obtain the estimates of α, β, τ 2 by maximizing the approximated likelihoods with r = 2. We repeat the estimates procedure 500 times and the boxplots of α and β are shown in Fig. 4 . We see that the estimates obtained by the hierarchical low rank approximation method have the smallest mean squared error among the 3 approximation methods and are close to the exact maximum likelihood estimation.
Application
Dataset description
In this section, we apply our method to modeling soil moisture, a key factor in evaluating the state of the hydrological process, including runoff generation and drought development. We consider high-resolution daily soil moisture data at the top layer of the Mississippi basin, U.S.A., We know that a one-degree difference in latitude along any longitude line is equivalent to 111 km; however, the distance of one-degree difference in longitude depends on the corresponding latitude. As the range of the latitude in this region is relatively small, for simplicity, we use the distance of one-degree difference in longitude at the center location of the region to represent all others, which is 87.5 km; namely, in this region, 1 • in latitude is 111 km and 1 • in longitude is 87.5 km.
To understand the structure of the day's soil moisture, we fit a Gaussian process model with a Matérn covariance function. From all the locations, we randomly pick n = 2, 000, 000 points, which are irregularly spaced, to train our model. To assess the quality of our model, the fitted models can be used to predict part of the left out observations.
Estimation and prediction
To use a Gaussian process model, we first fit a linear model to the longitude and latitude as the covariates to the soil moisture. After fitting, we find the negatively skewed residuals, hence we apply a logarithm transformation with some shift. The histogram of the transformed residual is shown in the left panel of Fig. 6 , which does not show strong departure from Gaussianity.
To examine the isotropy of this process, we calculate the directional empirical variograms as illustrated in the right panel of Fig. 6 . We see the variograms on the circle with the same radius to the origin have similar values, suggesting that it is reasonable to assume an isotropic model. Let z(s) denote the transformed residual and the region D be the set of the selected locations, then the proposed Gaussian process model here is {z(s) : s ∈ D ⊂ R d } ∼ GP(0, C(h; θ)). We choose three different covariance functions: the exponential, which has the smoothness parameter ν = 0.5; the Whittle, which has ν = 1; and the Matérn covariance function, which has an unknown ν. The formula is given in equation (5). Given that the 2, 000, 000 observations follow chosen covariance function. We use nearest neighbors and hierarchical low rank approximation methods with rank r = 60 to get the approximated likelihood and then obtain the parameter estimates. The results are shown in Table 2 . The Matérn covariance model is more flexible by allowing to estimate ν. The estimated ν in the Matérn covariance model by both methods is smaller than 0.5, and the estimated β has the largest value. It suggests a rougher process with a larger dependence range compared to the estimated exponential covariance model. The last row of Table 2 shows the values of log-likelihood per observation. For each given covariance model, the likelihood with parameters estimated by the hierarchical low rank approximation method is always larger than that by the nearest neighbors method. Among different covariance models, the likelihood with Matérn covariance is the largest.
The size of the problem in this application is in the millions, a dataset which is far beyond the ability of classic analysis methods. However, nearest neighbors and hierarchical low rank approximation methods can evaluate the approximated likelihood at each iteration in the optimization procedure within 5 and 14 minutes, respectively. The fast computation makes it highly practical for applying the proposed methods to a large real-world spatial dataset problem. The experiment is performed with the Intel Xeon E5-2680 v3@2.50GHz processor.
Next, we use the fitted Matérn model by the hierarchical low rank approximation method to predict soil moisture at the 1000 left out locations by kriging, which is known to provide the best linear unbiased prediction as well as the prediction standard errors (Cressie 1993) . However, the problem here is of size n = 2, 000, 000, hence kriging cannot be employed directly, because it involves a linear solve of size n (Furrer et al. 2006) . In fact, the proposed methods in this paper can be adopted for approximating kriging equations as well. But for the purpose of validating the fitted model, we explore the exact computation method by treating the irregularly spaced data as observations on a finer regular grid with missing values. The resulting covariance matrix has a block Toeplitz Toeplitz block structure, which can be embedded in a block circulant circulant block matrix (Kozintsev 1999) . Then kriging can be done by fast Fourier transformation. More details can be found in Chan & Ng (1996) . The mean squared prediction errors over the 1000 validation locations is 4.53 × 10 −5 , which is notably small.
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Discussion
The implementation in this paper was done with a single-thread program, however as aforementioned in §2.5, computation in each hierarchy can be paralleled, which would reduce the computation time dramatically and make applications even more practical. The proposed method can be also extended to more complicated settings. For example, although the rank was fixed to the same in each hierarchy, it can be chosen flexibly in accordance with the number of "past" observations that are involved in the hierarchy, which, we believe, would give a better approximation. Moreover, for prediction problems, the proposed method can be further investigated to approximate kriging equations for large irregularly spaced spatial datasets. it suffices to show, 
