We characterize all algebraic numbers which are roots of integer polynomials with a coefficient whose modulus is greater than or equal to the sum of moduli of all the remaining coefficients. It turns out that these numbers are zero, roots of unity and those algebraic numbers β whose conjugates over Q (including β itself) do not lie on the circle |z| = 1. We also describe all algebraic integers with norm B which are roots of an integer polynomial with constant coefficient B and the sum of moduli of all other coefficients at most |B|. In contrast to the above, the set of such algebraic integers is "quite small". These results are motivated by a recent paper of Frougny and Steiner on the so-called minimal weight β-expansions and are also related to some work on canonical number systems and tilings.
Introduction
We say that P (x) = a 0 + a 1 x + · · · + a n x n ∈ C[x] is a polynomial with dominant term if the modulus of one of its coefficients is greater than or equal to the sum of moduli of the remaining coefficients, namely,
for some j in the range 0 ≤ j ≤ n. Adding |a j | to both sides of (1) we see that (1) is equivalent to the inequality
where L(P ) = n i=0 |a i | is the length of P and H(P ) = max 0≤i≤n |a i | is the height of P . On the other hand, it is evident that
for every P ∈ C [x] . In a similar fashion, we say that P (x) = a 0 + a 1 x + · · · + a n x n ∈ C[x] is a polynomial with dominant constant term if |a 0 | ≥ |a 1 
Equivalently, adding |a 0 | to both sides of (4) we obtain the following nicer looking inequality:
The condition (1) appears in a recent paper of Frougny and Steiner [5] . Given an integer B ≥ 2, they say that a real number β > 1 satisfies the condition (D B (6) such that |y t | + · · · + |y t+ | ≤ B. Obviously, every β satisfying condition (D B ) must be an algebraic number over Q. Also, it is easy to see that an algebraic number β, which is not zero and not a root of unity, satisfies the condition (D B ) if and only if it is a root of some polynomial P ∈ Z[x] with dominant term of height H(P ) = B. Indeed, such P cannot be of the form ±Bx l or ±x l (B ± Bx m ), where l ≥ 0, B, m ∈ N. So P is either of the form P (x) = ±x l (B + Ax m ), where B ∈ N, A ∈ Z and |A| < B, or P has at least three nonzero coefficients. In both cases, the extra condition (6) (compared with our definition of the polynomial with dominant term, where no analogous condition is formulated) is automatically satisfied.
In [5] the authors work with Pisot numbers and prove that every Pisot number satisfies the condition (D B ) for some B ∈ N. They observe that there are also other algebraic numbers which satisfy (D B ). In our terminology, this means that every Pisot number is a root of some integer polynomial with dominant term, but the converse is not true. Are there any algebraic numbers β > 1 which are not roots of integer polynomials with dominant term? Is it possible to characterize all numbers which are roots of integer polynomials with dominant term?
Both these questions will be answered in Theorem 1 below, but before this let us consider two simple cases, when β = 0 and when β is a root of unity. Evidently, β = 0 is a root of the polynomial P (x) = x with dominant term. Also, every root of unity is the root of some polynomial
where m ∈ N, which is also a polynomial with dominant term. This example shows that each root of unity satisfies (D 2 ).
Suppose next that β = 0 and that β is not a root of unity. Then, by our remark above, β satisfies the condition (D B ) for some B ≥ 2 if and only if β is a root of an integer polynomial P with dominant term such that H(P ) = B. Our first theorem gives a complete description of all numbers which are roots of integer polynomials with dominant term.
Theorem 1.
Suppose that β = 0 and β is not a root of unity. Then β ∈ C is a root of some nonzero integer polynomial with dominant term if and only if it is an algebraic number such that none of its conjugates over Q (including β itself ) has modulus 1.
Obviously, Proposition 3.5 of [5] is an immediate corollary of Theorem 1. At the same time, Theorem 1 implies that a Salem number (which is a close "relative" of a Pisot number) cannot be the root of a nonzero integer polynomial with dominant term. So the results obtained in [5] whose proofs are based on the condition (D B ) (see e.g., [5, Proposition 3.1] ) cannot be extended to Salem numbers β.
Note that every polynomial P ∈ C[x] of degree n = deg P ≥ 1 which is a polynomial with dominant constant term has its roots in |z| ≥ 1. Indeed, suppose that ζ is a root of P satisfying |ζ| < 1. Then P (ζ) = a 0 + a 1 ζ + · · · + a n ζ n = 0 combined with |a 0 | > 0 and (4) leads to
which is a contradiction. Since "almost" converse statement is also true, we will prove the following.
Theorem 2.
The number β ∈ C is a root of some nonzero integer polynomial with dominant constant term if and only if it is either a root of unity or an algebraic number whose conjugates over Q (including β itself ) all lie in |z| > 1.
In the literature related to β-expansions, canonical number systems and tilings algebraic integers α whose conjugates over Q all lie in |z| > 1 are often called expanding (see, e.g., [6] or [2] ). An important class of expanding algebraic integers considered in [3, Theorem 3] consists of those algebraic integers α over the field Q (with minimal polynomial P = P α ∈ Z[x]) that are roots of some polynomial R(x) ∈ Z[x] with dominant constant term satisfying |R(0)| = |P (0)|. (See also [11] , where the polynomials for which (4) is replaced by a strict inequality have been considered and a corresponding condition was called the Akiyama-Pethő condition.) To describe all such algebraic integers, by (5), we see that it is sufficient to determine all monic irreducible polynomials P ∈ Z[x] for which there exists an integer polynomial Q(x) such that Q(0) = ±1 and
One trivial case is when the minimal polynomial
of α is itself the polynomial with dominant constant term. Then we can take Q = 1 in (7). In order to describe all other minimal polynomials P with this property we need one more definition. We say that
is a polynomial with nonincreasing coefficients if
If P is a polynomial with nonincreasing coefficients as in (8), then, selecting Q(x) = x − 1, we deduce that the product
is a polynomial with dominant constant term. Indeed, using (9), we have
so equality in (7) holds for the polynomial (−1) n P (−x) and Q(x) = x + 1. By the same argument, if P (x) = P 0 (x d ) with an integer d ≥ 2 and a polynomial P 0 ∈ Z[x] such that either P 0 is a polynomial with dominant constant term or one of the polynomials P 0 (x), (−1) deg P0 P 0 (−x) is a polynomial with nonincreasing coefficients, then equality in (7) also holds for some Q. Indeed, assuming that (7) holds for P = P 0 and Q, we obtain
where, as above, Q(x) is one of the polynomials 1,
The next theorem shows that these examples (well known in the context of canonical number systems [7, 11] ) cover all possible cases for which inequality (7) holds.
, where n ≥ 1, a 0 = 0, a n > 0, be a polynomial with at least one noncyclotomic factor of positive degree. Write P as P (x) = P 0 (x d ) with the largest possible positive integer d and some
) Then the polynomial P is a divisor of an integer polynomial with dominant constant term a 0 if and only if either P 0 is a polynomial with dominant constant term or one of the polynomials
is a polynomial with nonincreasing coefficients.
For some products of cyclotomic polynomials, the theorem does not hold, so the condition concerning the noncyclotomic factor cannot be omitted. For example, taking
we see that P 0 = P is not one of the polynomials described in Theorem 3, but P divides x 6 − 1, which is a monic integer polynomial with dominant constant term. By Theorem 3, one can easily construct expanding algebraic integers of any degree n ≥ 3 that are not roots of integer polynomials with dominant constant term. Take, for instance, any prime number p satisfying p > en and consider the following polynomial:
By Eisenstein's criterion, P is irreducible in Z [x] . By Theorem 3, we must take d = 1 and P 0 = P. Since 2|P (0)| = 2p < 2p + 1 = L(P ), it follows that P is not a polynomial with dominant constant term. Also, since n ≥ 3, none of the polynomials P (x) and (−1) n P (−x) is a polynomial with nonincreasing coefficients. So Theorem 3 implies that P does not divide any integer polynomial with dominant constant term p. By Lemma 4 below, the roots of P defined in (10) all lie in |z| > 1, so each root of P is an expanding algebraic integer.
We remark that by a method similar to that in [5] [1] ). The fact that such a representation is possible for every expanding algebraic integer α follows from the work of Lagarias and Wang [8] [9] [10] . (The proof is indirect and nonconstructive.) Theorem 3 shows that a direct proof of this result is only possible for a "quite small" class of expanding algebraic integers.
In the proof of Theorem 3 we will show that one should check only three possibilities for the factor Q(x) ∈ Z[x] with positive leading coefficient in inequality (7), i.e. 1, x d −1 and x d +1. In each case Q is a monic polynomial. Thus Theorem 3 describes all expanding algebraic integers with norm B that are roots of a monic integer polynomial with constant coefficient ±B and the sum of moduli of all the remaining coefficients at most |B|. An important question raised by Kirat and Lau [6] if every expanding algebraic integer is a root of a monic integer polynomial with constant coefficient ±B and the moduli of all the remaining coefficients at most |B| − 1 remains open. The fact that this holds without the word "monic" was proved in [6] and also follows by applying the above-mentioned result of Lagarias and Wang to the element ω = Bα −1 of the ring Z[α] and multiplying the resulting expression by α. Note that the expanding algebraic integer α with norm B has the Mahler measure M (α) = |B|. Hence, by Siegel's lemma (see, e.g., [4] ), one only gets that α is a root of some integer polynomial of height |B|.
Lemmas
Lemma 4. Let n ≥ 2 be an integer and let p > en be a real number. Then the polynomial 1 − px n−1 + px n has all n roots in |z| < 1.
Proof. Let D be a closed contour consisting of the "greater" part of the unit circle |z| = 1 and the "small" part of the vertical line (z) = 1 − 1/n. We claim that the polynomial f (x) := 1 − p(x n−1 − x n ) has (n − 1) roots inside D and one root in the interval (1 − 1/n, 1).
Indeed,
Since f (1) = 1 > 0, the polynomial f has at least one root in (1 − 1/n, 1). Furthermore, for each z ∈ D, we have |1 − z| ≥ 1/n and |z|
in view of (11) . Therefore, by Rouché's theorem, f (x) and f (x) − 1 = px n−1 (x − 1) have the same number of zeros in the interior of D. It follows that f (x) has exactly (n − 1) zeros inside D. This also proves that the zero of f lying in the interval (1 − 1/n, 1) must be unique, so all n zeros of f lie in |z| < 1.
Lemma 5. Suppose that a polynomial P ∈ R[x]
with dominant term satisfies P (0) = 0 and has a root ζ lying on the unit circle |z| = 1. Then ζ is root of unity. Moreover, if P cannot be written as P (x) = P 1 (x u ) with some integer u ≥ 2 and some
Proof. Let P (x) = a 0 + · · · + a n x n , where H(P ) = |a j |. Then inequality (1) holds and
where s ≥ 1, be all the indices distinct from j for which a i = 0. Then
Here, the equality holds if and only if each a i l ζ i l −j , l = 1, . . . , s, is real and of the same sign as that of −a j . Then, for example, ζ i1−j = ±1, where i 1 − j = 0, so ζ must be a root of unity. 
The inequalities (13) and (14) are "close" to the opposite inequality (3). The condition |α j | = 1 of the lemma is necessary for ε < 1, because it is easily seen that L(P ) ≥ 2H(P ) for every complex polynomial P which has a root ζ on the unit circle. See also [12] , where a stronger inequality L(P ) ≥ 2M (P ) (where M (P ) is the Mahler measure of P ) for P ∈ C[x] with a root on the unit circle is conjectured.
Proof of Lemma 6. Suppose first that |α j | < 1 for every j. Set θ := max 1≤j≤n |α j | < 1. Then, by (12) , we see that a n,N = 1 and
holds for each N large enough, we must have H(P ) = a n,N = 1. Hence
giving (13). Next, suppose that |α j | > 1 for each j = 1, . . . , n. Set λ := min 1≤j≤n |α j | > 1. Then, by (12) ,
which is smaller than 1 + ε for N large enough. This proves (14).
Finally, to complete the proof of (13) we may assume without loss of generality that α 1 , . . . , α k lie in |z| > 1 and that the remaining conjugates α k+1 , . . . , α n lie in |z| < 1. Here, 1 ≤ k ≤ n − 1. We shall prove that the coefficient a n−k,N of P (containing the product Λ :
By (12),
For i < n − k, we find that
Similarly, for i > n − k, we obtain
Since θ/λ, θ, λ −1 ≤ max(θ, λ −1 ) and n i=0 n i = 2 n , from (15), (17) and (18), we deduce that
Fix any ε > 0. Then, for N large enough, we have H(P ) = |a n−k,N |, because max(θ, λ −1 ) < 1, and so the right-hand side of (19) is positive. Now, (16) yields |Λ| > H(P )(1 − ε/2) for each sufficiently large N . Also, the right-hand side of (19) is greater than |Λ|(1 − ε/2) for each sufficiently large N . Thus, by (19),
which implies (13).
, where a n > 0. Then
with equality if and only if P is a polynomial with nonincreasing coefficients.
Proof. Note that
Observing that a 0 = (a 0 − a 1 ) + · · · + (a n−1 − a n ) + a n , we obtain
with equality if and only if the signs of a 0 − a 1 , . . . , a n−1 − a n , a n and a 0 are the same. As a n > 0 this happens precisely when a i ≥ a i+1 for each i = 0, 1, . . . , n − 1, i.e. P is a polynomial with nonincreasing coefficients. Thus (20) shows that
Proofs of the Theorems
Proof of Theorem 1. Suppose first that some conjugate of β, say β , satisfies |β | = 1. If β = 0 is a root of a nonzero integer polynomial P with dominant term, then P (β) = P (β ) = 0. Without loss of generality, we may assume that P (0) = 0. By the first part of Lemma 5, β must be a root of unity. Hence β is a root of unity, a contradiction. For the converse, assume that β = 0 is an algebraic number without conjugates on |z| = 1. By Lemma 6, the polynomial P (x) :
, where β 1 , . . . , β n are the conjugates of β over Q, satisfies L(P ) ≤ 2H(P ) for N large enough. Fix one of those N and take the smallest integer v ≥ 1 for which vP (x) ∈ Z[x]. Then β is a root of the nonzero integer polynomial P 1 (x) := vP (x N ) with dominant term, because L(P 1 ) = vL(P ) ≤ 2vH(P ) = 2H(P 1 ).
Proof of Theorem 2.
If β is a root of some nonzero integer polynomial P with dominant constant term, then P (0) = 0 and L(P ) ≤ 2|P (0)| = 2H(P ). We already observed in Sec. 1 that such P must have all its roots in |z| ≥ 1. Suppose β lies on the unit circle. Then, by Lemma 5, β must be a root of unity. Similarly, if |β| > 1 but β has a conjugate β lying on the unit circle, then β must be a root of unity. So β is also a root of unity, which is a contradiction. This proves that β is either a root of unity or an algebraic number whose conjugates all lie in |z| > 1.
Conversely, each β which is a root of unity is a root of some polynomial 1 − x m with dominant constant term. If β and all its conjugates lie in |z| > 1, then, by inequality (14) of Lemma 6, there is a positive integer N such that the polynomial . We already proved in Sec. 1 that if P 0 is as described in the condition of the theorem, then P is a divisor of an integer polynomial with dominant constant term ±a 0 .
For the converse statement, assume that P divides an integer polynomial with dominant constant term ±a 0 . Obviously, there is nothing to prove if P 0 is a polynomial with dominant constant term, so suppose it is not. Then there is a polynomial Q ∈ Z[x] of positive degree and with positive leading coefficient such that Q(0) = ±1 and
By Theorem 2, the roots of Q all lie in |z| ≥ 1. But |Q(0)| = 1, so they must all lie on the unit circle |z| = 1. Hence Q is a monic polynomial. By Kronecker's theorem, Q must be a product of cyclotomic polynomials. Since P 0 Q has a zero on the unit circle, we must have L(P 0 Q) ≥ 2H(P 0 Q) ≥ 2|P 0 (0)Q(0)| = 2|a 0 |. Combined with the reverse inequality (21), this gives
By our assumption on d, the polynomial P 0 cannot be represented as P 0 (x) = P 1 (x u ) with integer u ≥ 2 and P 1 ∈ Z[x]. Since P and so P 0 too has a noncyclotomic factor and Q is a product of cyclotomic polynomials, P 0 Q cannot be represented as P 0 (x)Q(x) = P 2 (x u ) with integer u ≥ 2 and P 2 ∈ Z[x]. So, by Lemma 5, all the roots of P 0 Q on |z| = 1 must lie in the set {−1, 1}. In particular, this yields
Q(x) = (x + 1)
s (x − 1) t with some integers s, t ≥ 0, not both zeros. Next, we shall prove that there are only two possibilities (s, t) = (1, 0) or (s, t) = (0, 1).
