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Abstract
Offshore wind technology has many similarities with wind energy on land, 
but it is still recognized as an immature industry. Also, there are special 
challenges associated with the offshore environment. As a part of this thesis, it 
has been documented that there is a gap between ‘best knowledge’ and ‘best 
practice’ in boundary layer meteorology in the field of offshore wind energy. 
One part of this gap is to consider the sea surface as level and smooth. In reality, 
the sea surface is constantly changing and this results in a dynamical roughness 
of the sea surface. The wind whips up the ocean surface and creates waves, and 
the waves themselves influence the wind. However, the latter effect is usually 
ignored in the contexts of offshore wind energy.
The shape of the wind profile is very important for wind turbine 
performance. For an offshore wind turbine, operating over the ever-changing 
sea surface, it is therefore crucial to investigate how waves will affect the wind
profile and the wind shear in the swept area of the wind turbine rotor.
Consequently, the main topic of investigations for this thesis has been wave-
wind interaction and the implications for offshore wind turbines.
Computational fluid dynamics (CFD) has been used for both wave 
influenced wind modelling, and for wind turbine performance and wake 
predictions. These two areas were first investigated separately, and different 
turbulence calculation techniques were tested.  Thereafter, a coupled CFD setup 
was developed that allows a direct modelling of the effects of wave influenced 
wind on wind turbine performance.  
The model experiments show that waves influence the wind field above 
them. The effect is notable far up into the marine atmospheric boundary layer 
and depends on the wave state and the direction of the waves and the wind. As 
a result, the wind turbine rotor will be exposed to wind profiles and turbulent 
levels other than what is predicted with the usual assumption of a logarithmic 
wind profile and low turbulence levels over a flat surface. Model simulations 
with the coupled setup further show that wave influenced wind will affect the 
turbine performance, as well as the loads and fatigue. The wave influenced 
wind induces oscillations in the power output with the same frequency as the 
waves. Wave influenced wind turbine simulations, linked to the structural 
response tool FAST, demonstrated that swell will increases the fatigue damage 
compared to a situation with no waves, especially for the cases where the wave 
field opposes the wind field. 
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Part I – Thesis summary

21 Introduction 
Imagine thousands of meters of swirling air masses above your head. Hot 
and cold air mixes, rises and falls. The air masses move quickly, sometimes at 
over 100 km per hour. They are never steady, but always gusty and turbulent. 
Below, you have the dense, slower moving water. The ocean surface is seldom 
calm and level, but constantly oscillating, sometimes with waves over twenty 
meters high. In this restless zone, where the air stirs up the ocean surface and 
where the ocean alters the air above, we are building thousands of wind 
turbines. In the transition between these two fluids, the ever-changing sea and 
the fast blowing air, there is a tremendous energy potential that can solve large 
parts of the world’s energy demand in a clean and affordable way. 
The boundary layer between these two fluids - water and air - is quite 
challenging to understand, describe and not least, to model. The Marine 
Atmospheric Boundary Layer (MABL) is the part of the troposphere that 
directly ‘feels’ the ocean surface. Offshore wind parks operate in the MABL 
and the dynamics in this layer impose constraints, as well as possibilities, for 
offshore wind energy. 
Over 2000 European wind turbines (EWEAa, 2014) are now transferring the 
wind energy over the ocean into electric power. The installation of wind 
turbines in the ocean has just begun. The first semi offshore wind park started 
up off the coast of Denmark at a pier near Ebeltoft. This was in 1985 and the 
park consisted of 16 units of 55 kW. In 1991, Vindeby wind park was erected 
and with that the first real offshore wind park in the world. In 2009, Horns Rev 
2 was officially declared the largest offshore wind park with its 91 units of 2 
MW turbines. In 2013, London Array in the UK became operational. This wind 
park has in total 175 wind turbines and can produce 630 MW. This is now the 
world’s largest wind park (London Array, 2014). While Denmark, the UK and 
Germany are leading players for bottom fixed offshore wind turbines, Norway 
can be proud of housing the world’s first full-scale floating offshore wind 
turbine. Statoil’s Hywind is located 10 km west of Karmøy. The test turbine 
has generated 32.5 GWh since it became operational in 2010. The next step for 
Statoil is to develop pilot parks based on the floating Hywind concept (Statoil, 
2012).  
From the start in Vindeby in 1991, to London Arrey in 2014 – a lot of 
technological development has been undertaking. Nevertheless, compared with 
3the land based wind energy industry, the offshore wind industry is a new field 
with new technological barriers. 
Moving wind energy from onshore to offshore and to deeper waters with 
increasing turbine sizes, introduces new challenges. The harsh climate 
represents several technological barriers and the construction, installation and 
maintenance part is significantly more expensive offshore than onshore. On the 
other hand, the wind resources are better, and offshore wind parks have much 
smaller negative impacts on aesthetics of the landscape compared to onshore 
wind parks. There will be vast investments in offshore wind technology in the 
near future, and the industry is now the fastest growing power sector in Europe. 
It is estimated to increase to 64% by 2020 compared to 2013 figures (EWEAb,
2014).
Accurate knowledge and modelling of the MABL are essential during the 
whole life cycle of an offshore wind park; from the earliest project plans on the 
drawing table, to the point where all the turbines are erected and in operation. 
The different stages during the life cycle require different information about the 
MABL: not only meteorological information, but also oceanographic 
information. In the first phase – the financial decision and site selection – the 
wind resource potential will be estimated based on either observational records, 
or by running meteorological and oceanographic models (MetOcean models)
in a historical mode, hindcasts. In this initial phase, the applied technology will 
be chosen. Again, this is based on anticipation of representative and extreme 
MetOcean conditions. Representative wind profiles for the current site, and 
extreme turbulence levels as well as wave heights are important inputs for the 
design choices. The operation and maintenance stages require operational, high 
quality day to day (or hour by hour) MetOcean forecasts. The Offshore wind 
energy is hence a large ‘consumer’ of high quality MetOcean information and 
with the growing offshore wind energy new focus and resources have been put 
into MABL research. This will not only benefit the offshore wind industry but 
all industries operating offshore.   
This PhD work contributes to understanding the processes in the MABL. 
More specifically, it will examine how the waves influence the wind and 
thereby affect offshore wind turbines. The direct effect of the waves on the 
offshore wind turbine structures has been ignored. The focus has rather been on 
the indirect effect of waves on the wind profile and turbulent intensity in the 
rotor swept area. Up until now, this is an effect few have studied.  
41.2 Motivation and research question 
When starting on this PhD in 2009 a ‘saying’ in the industry was; “the 
offshore wind industry takes ‘old’ technology over land, and expect it to work 
over sea”. This oral assertion is perhaps hard to validate, but it motivated the 
starting point of this work. If one could find out whether or not the differences 
between boundary layer meteorology over land versus that over sea were taken 
into account in the governing standards, it could perhaps shed light on the oral 
statement regarding onshore technology being used offshore. Therefore, a 
parallel investigation on the governing offshore wind energy standards, 
combined with a literature study of boundary layer meteorology related issues, 
was conducted. The governing standards should represent the best practice for 
an industry, whereas the research literature should represent the best 
knowledge. If a clear gap was found between best practice and best knowledge, 
this could then indicate that there was some accuracy in the above statement. 
The first task in this PhD work (the literature review) resulted in the formulation 
of the research question as well as the appended Paper 1.  
Will wave influenced wind at an offshore wind site result in different 
wind shear and more turbulence than expected? And if so, how will this 
affect the turbines? 
While working with the literature review and Paper 1, it became clear that 
this PhD work would span over two large scientific disciplines: wind turbine 
engineering and boundary layer meteorology. In order to seek an answer to the 
research question, it became necessary to look into both disciplines. Thus, this 
thesis can be seen as quite cross-disciplinary.  
Wave measurements, wind and turbulence profiles, and turbine wake and 
performance measurements from an operating offshore wind park, all recorded 
simultaneously, would be the ideal data set to study in order to answer the 
research question. Unfortunately, offshore field measurements are very sparse 
and to my knowledge data sets such as these do not exist in an openly available 
way. Instead, this PhD work relies heavily on computational fluid dynamics 
(CFD) modelling. The research question calls for understanding and modelling 
of both the MABL and wind turbines.  
51.3 Thesis structure 
The structural outline of this PhD work is visualized in Figure 1. The outline 
can be seen as a road towards an answer to the research question. The starting 
point leads into two paths that will later be combined. The appended papers  
represent milestones along this road and are indicated with numbers in Figure 
1.
Figure 1: Structure of the PhD work. Red dots, with numbers, refers to paper 
numbering. Placement of dots indicates area of research. 
One path targets wave influenced wind modelling, whilst the other targets wind 
turbine performance and wake modelling. The wave influenced wind modelling 
part represented new development, and model testing was challenging. The 
results have not been directly compared with measurements. Instead, testing of 
different inflow conditions and wave states was conducted and to some extent 
compared with the literature, even though it was difficult to find comparable 
results that were based on the same modelling approaches. The wind turbine 
modelling path was based on pre-existing methods for wind turbine modelling. 
Here, testing was more feasible because wind tunnel data was available.   
6The method chosen for the wave influenced wind simulations (Paper 2) 
defined some restrictions for the wind turbine modelling, since the work was 
aimed at directly coupling wave simulations with wind turbine modelling. One 
restriction was that the method should be based on the Reynolds Averaged 
Navier-Stokes (RANS) approach. In addition, it should be able to handle a 
moving computational mesh as well as be executed in transient mode. The wind 
tunnel blind test project, undertaken by the Norwegian Centre for Offshore 
Wind Energy (NORCOWE) and the Norwegian Research Center for Offshore 
Wind Technology (NOWITECH), was started in 2011 at the Norwegian 
University of Science and Technology (NTNU). StormGeo/University of 
Stavanger participated with a simplified wind turbine wake model, the actuator 
disk model. Acona Flow Technology participated with a fully resolved method 
(Krogstad & Eriksen, 2013). Just after participation in the first blind test 
experiment, it was discovered that National Renewable Energy Laboratory 
(NREL) in the United States was working with actuator line for their open 
source Simulator fOr Wind Farm Applications (SOWFA). This included an 
actuator line model set up. Based on the work done for the blind test and new 
work performed with the actuator line method, Paper 3 was published. This 
paper contains a comparison of the three very distinct methods – all based on 
RANS compared with the measurements from the blind test wind tunnel 
experiment.  
SOWFA was at this point only used in combination with Large Eddy 
Simulations (LES), and it was appealing to investigate if unsteady RANS could 
serve as a substitute to LES. Since it was necessary to resolve the waves in the 
coming combined modelling approach of wave influenced wind with a full-
scale wind turbine representation, it would not have been computationally 
feasible to use LES. This work resulted in Paper 4.  
After a separate investigation of wave influenced wind modelling and wind 
turbine modelling, the work combining these two modelling methods started. 
This work was challenging because there was a need for simulation on realistic 
scales. When including a full-scale wind turbine in the wave simulation 
domain, two-dimensional calculations were not possible. Even if the 
computations were parallelized, every scenario took several days to calculate 
and post processing quickly filled up the available disk space. Paper 5 and 6 are 
based on the coupled set up. 
In the next chapters, theoretical background and numerical methods for the 
problem studied are presented in a very compact form. Note that in the title of 
7Paper 2 the words ‘wave driven’ were used. Later I became aware that ‘wave 
influenced’ is probably a better term, since the wave only influences the wind; 
it is not the main driver of the wind. Hence, the term ‘wave influenced’ is, 
except in Papers 1 and 2, used throughout this PhD. The first paper was 
published in Wiley Wind Energy under Broader Perspectives. This paper 
represents much of the background and state of the art, and I would recommend 
reading this as part of the introduction. 
82 Wave wind interactions
The wind whips up the ocean surface and creates waves. This is the most 
visual form of energy transfer, but the atmosphere and the ocean interplay with 
each other in various ways. Air and water are both fluids and their dynamics 
can be described with the same physics. As in the ocean, there are waves in the 
air. They are invisible except from time to time when cloud formation turns 
parts of the airborne waves visible. The fast blowing wind and slow flowing 
ocean currents transport the air and water masses. When two distinct masses 
meet, fronts are formed. Fronts also exist in the oceans, even though they are 
not as familiar to people as the cold and warm fronts from TV weather maps. 
Cyclones or storms stir the atmosphere, and similarly there are storm-like 
structures in the sea known as eddies.  In other words, there exists an ocean of 
air where the fishes are birds and vice versa!   
The main difference between air and water is the large difference in density. 
At the ocean level, the density of the air is approximately 800 times less that of 
the ocean water. This density difference determines the speed and length scale 
of the energy transport, as the density can be seen as the ‘carrier’ of both 
momentum and heat. A storm in the North Sea lasts only a couple of days 
whereas a meso-scale eddy in the ocean can last from a few days to several 
months. 
The mismatch in time and length scales between the air and ocean are 
challenging when trying to model the air-sea interaction. Nevertheless, great 
improvements have been made in the area of regional air-sea coupled models. 
Peng et al. (2012) have given an extensive review on the topic. They report that 
some of the critical problems imperative to be solved in air-sea modelling are 
the variation of the sea surface roughness caused by waves and the feedback to 
the lower boundary of the atmosphere.   
2.1 Sea surface roughness 
It takes a relatively long time before the wind manages to build up waves. 
A wind of 15 m/s is capable of raising a sea to four meters of significant wave 
height after 12 hours, and to five meters height after 24 hours (WMO, 1998). 
These locally generated waves are called wind waves. When such waves travel 
far from their place of origin into other areas of interest, they are called swell. 
9Locally generated wind sea consists of several different waves with different 
length, speed and amplitude. They superpose on each other and the result can 
be quite a confused looking sea surface. Longer waves travel faster than waves 
with shorter wave lengths and during the time of travelling there will be a 
systematic sorting of the waves. The faster waves travel away from the shorter 
waves which again makes the swell look different from the wind waves. Swells 
are smoother, with longer wave periods compared to wind waves. Wind waves 
can be considered young sea, whereas swell is characterized as old sea. The sea 
state is a mixture of different wind waves and swell. In order to characterize a 
sea state in relation to the local wind, it is useful to define a wave age parameter, 
F10. The wave age is the ratio between the phase speed of the peak of the wave 
spectrum (cp) and the wind speed at 10 m (U10):       
߯ଵ଴ ൌ 
௖೛
ሺ௎భబ௖௢௦ఏሻ
,       (1)
         
where ߠ is the angle between the wave field and the wind field. A wind driven 
wave regime is characterized by ɖଵ଴ ൏ ͳǤʹ and a swell dominated wave field 
by ɖଵ଴ ൐ ͳǤʹ (Edson et al., 2007). In the open ocean, young wind waves are 
steeper and can often be higher than old sea or swell. Therefore, young wind 
waves generally represent a rougher sea surface than the older swells (Janssen, 
2004). This sea state dependent roughness can be captured in the Charnock 
relation (Charnock, 1955), which expresses the dependence of the roughness 
length, z0, on the surface stress, or friction velocityכ, as
ݖ଴ ൌ
୹௨כమ
௚ ,         (2) 
where g is the acceleration due to gravity and Α the sea state dependent 
Charnock parameter. The surface stress is the force per unit area exerted by the 
ground surface on the flow (Stull, 1988) given as
߬ ൌ ݑכଶߩ ,         (3) 
where ɏ is the density of the air. The total wind stress over a surface can be 
parameterized as 
߬ ൌ ߩܥ஽ܷଶ,        (4) 
where U is the wind speed and ୈ is the surface drag coefficient at the same 
height. A good parameterization of the wind stress is very important in 
10
atmospheric modelling and forms an important basis for both forecasts and 
hindcast. The Charnock relation is thus essential in coupled ocean and 
atmospheric forecasting models. 
At The European Centre for Medium Range Forecast (ECMWF) the 
Charnock relation is used in their global operational coupled set up for wave 
and wind forecasts (ECMWF, 2006). Global forecast models can be nested with 
a regional model with better resolution than e.g. the ECMWF model. Such a 
model is the Weather Research and Forecasting (WRF) model. This model is 
increasingly being used in the field of wind energy. It is an open source code, 
which can be tuned and tailored in order to provide the wind energy industry 
with specialised services and high quality forecasts. NORCOWE and 
StormGeo both strive to couple WRF with regional wave models. Jenkins et al. 
(2012) have coupled WRF to the WAM wave model (Wambi Group, 1988) and 
Winther and Lisæter (2011) use the Simulating Waves Nearshore (SWAN) 
model (Booij et al. 1999) in their coupling work. Both projects are ongoing and 
preliminary results show improvements in forecast quality for the coupled 
system compared to the non-coupled systems (Krogsæter 2013, Jenkins et al. 
2012).
In the coupled set up of Jenkins et al. the air-to-sea momentum ﬂux 
associated with wave generation, as well as the total momentum flux and the 
friction velocity, are fed back into the atmospheric model. In the coupled set up 
of Winther and Lisæter, the Charnock parameter is expressed in terms of the 
inversed wave age. Practically speaking, this means that the roughness of the 
sea will change according to how much wind waves or swell are present. It will, 
however, not capture the effect the direction of the swell is known to have on 
the surface drag. When a swell is propagating aligned with, and faster than, the 
wind, the surface drag has been observed to be reduced (Drennan et al. 1999,
Smedman et al. 1999). If a swell opposes the wind, the drag is increased
(Doneland et al. 1997, Ocampo-Torres et al. 2011).
2.2 Wind profiles over the sea 
As well as modifying the surface drag on the wind above, swells are also 
known for influencing the logarithmic wind profile shape. When a swell is 
propagating faster than the wind, a near surface wave driven wind increase is 
observed (Smedman et al. 1999, Drennan et al. 2005). When this near surface 
jet is present, the wind profile will no longer have a logarithmic shape. Since 
swells are waves that have travelled away from the generating storm, they can 
11
travel into a wind park area and completely oppose the local wind field in the 
park. There exists few wind profile observations from swell opposing the wind, 
but it has been reported from several researchers that the drag from the sea 
surface increases in these situations (Doneland et al., 1997 and Ocampo-Torres
et al., 2011). Measurement campaigns often focus on the overall sea surface 
drag, since this parameter is usually used in atmospheric forecast models and 
in coupled atmospheric and wave models, as well as in climate models. 
However, the shape of the wind profile is very important for wind turbine 
performance (Christakosa et al., 2013). Offshore wind turbines with large rotor 
sizes will have the lowest  turbine blade positioned close to the sea surface, 
while the upper rotorblade extends over the surface layer into area where in fact 
the usual parameterization of the wind profile is no longer valid (Gryning, et al. 
2007). It is important to investigate how waves will affect the wind shear in the 
swept area of the wind turbine rotor.
Monin-Obukhov (MO) similarity theory (Monin & Obukhov, 1954) is 
widely used within boundary layer meteorology, as well as in wind engineering 
and in the field of wind energy. This theory is applicable to the surface layer, 
which is the layer close to the surface where the fluxes vary less than 10% with 
the height (Stull, 1988). In the surface layer, MO assumes that the mean flow 
and the turbulence characteristics can be described only by the friction velocity, 
buoyancy flux and the height. The wind shear can then be expressed with a non-
dimensional function,Ȱ୫, which scales with the atmospheric stability (Monin 
& Obukhov, 1954) as,
డ௎
డ௭
ச௭
௨כ
ൌ ߔ௠ሺ
௭
௅ሻ, (5)
where κ = 0.4 is the von Kármán’s constant, z is the height and L is the Obukhov
length. The Obukhov length is a scaling parameter and it expresses the relation 
between mechanical or shear turbulent production and buoyant turbulent 
production (Stull, 1988),
ܮ ൌ െ ఏೡ௨כ
య
ச௚൫௪ᇲఏೡᇲ൯ೞ
തതതതതതതതതതത , (6)
where Ʌ୴ and Ʌ୴ᇱ  are the mean virtual potential temperature and the 
corresponding fluctuating component, respectively, and ᇱ is the fluctuating 
component of the vertical wind. The integration of Equation (6) gives the 
following empirical expression for the surface layer wind profile (Foken, 2006)
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ܷሺݖሻ ൌ ௨כச ቂ݈݊ ቀ
௭
௭బ
ቁ െ ߰௠ ቀ
௭
௅ቁቃ , (7)
whereɗ୫ is a non-dimensional function that is related to atmospheric stability. 
BothȰ୫and ɗ୫ are empirical relations and have been estimated from various 
field experiments (Högström, 1988). The sign of the ratio Obukhov length to 
height, z/L, is used to classify the atmospheric stability. A positive ratio 
corresponds to stable atmospheric stratification, and a negative ratio 
corresponds to unstable stratification. For near neutral condition z/L=0, and 
equation (7) is reduced to the well-used logarithmic wind profile,
ܷሺݖሻ ൌ ቀ௨כச ቁ ݈݊ ቀ
௭
௭బ
ቁ , (8)
The logarithmic wind profile is widely used in offshore wind energy, even 
if the conditions are not neutral, if the sea surface is not stationary and even if 
parts of the turbine operate above the surface layer, where MO theory is no 
longer valid! In Paper 1, a brief review is given of how sea surface roughness
and the wind profile are approximated in the governing standards in offshore 
wind energy.
There is a lack of information and knowledge of what happens in the lowest 
meters of the MABL with respect to the wind profile and the turbulence levels 
with changing sea states. The current parameterizations, based on the Charnock 
relation and modified drag coefficients, will not take into consideration that the 
direction of the waves relative to the wind is important. Larger wind turbines 
are now being built, and these are sensitive to the shape of the wind profile and 
turbulence levels in the rotor swept area. Therefore, the influence from the 
waves to the wind in the lowest 100 m of the atmosphere is of great importance. 
To study flow on this scale, CFD is suitable.  
2.3 Numerical wave simulations 
To model the effect of waves on the wind flow there was a need for a method 
that could resolve the individual waves, including the direction of the waves 
relative to the wind. For this purpose, CFD with a moving grid approach was 
chosen.
For both mesh generation and computations the open source CFD toolbox 
OpenFOAM (OpenFOAM, 2014) is used. The development commenced using 
a transient turbulent solver that could handle deforming mesh 
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(pimpleDyMFoam). With the help of both OpenCFD1 and Acona Flow 
Technology, a new solver that models flow above a moving wave surface was 
developed. A turbine model was later integrated with the new solver and the 
combined set up was given the name Wave influenced Wind Turbine 
Simulations (WIWiTS). In this section, a brief description of the wave 
simulation part of WIWiTS will be given. For numerical turbine modelling, as 
well as turbulence modelling, reference is made to Chapter 3. 
By using a moving mesh approach, several sinusoidal waves can be 
superposed on each other and implemented as a boundary condition on a patch 
in the CFD domain. The wavy boundary condition then writes:   
         
ᆎሺݔǡ ݐሻ ൌ ܽ ቄࢇ࢔ ݏ݅݊ ቀʹߨሺ
௫ି௖௧
ఒ ሻቁ ൅ ࢝࢔ܿ݋ݏ ቀʹߨሺ
௫ି௖௧
ఒ ሻቁቅ, (9)
where ᅔ is the total wave surface displacement,ࢇ࢔ is a unit vector with a vertical 
direction (along the amplitude), ࢝࢔ is a unit vector with a horizontal direction 
(along the wave direction), x is the horizontal position at a given time t, a is the 
wave amplitude, λ is the wavelength and c is the wave speed. In deep water the 
wave water particles moves in a circular pattern. The wave particles, here 
thought of as grid cells, sweep out a circle with a diameter equal the wave height
as illustrated in Fig.2. The different grid cells will have different positions in 
different time increments according to a harmonic function. The numerical 
simulations performed for Paper 2 had only the first term in Eq. 9 implemented. 
Then each grid cell moved only in the vertical, up and down. Later, for the work 
with Paper 5 and 6, the horizontal movement represented with the last term of 
Eq. 9 was implemented and as a sum, the vertical movement and the horizontal
movement are now prescribing circles for every grid cell. Testing with and 
without the horizontal wave movement was performed.  The effect of the 
horizontal movement does not play a significant role on the type of waves that 
are the focus for this work – relatively long waves. Figure 3 shows difference 
in wind profiles with and without the horizontal wave motion for a wave with 
wave length of 56 meters and amplitude of 2 meters.
No deformation due to the wind force is allowed as the moving wave is seen 
as a solid wall. The investigations performed were mainly done with only one 
harmonic wave, but for demonstration purposes some tests with multiple waves 
                                                     
1 OpenCFD Ltd is owned by ESI-OpenCFD and they produce the OpenFOAM® open source CFD 
toolbox and distribute it through the OpenFOAM Foundation.
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were also carried out. Examples of the mesh over two different wave states can 
be seen in Figure 4. 
Figure 2: Illustration of grid cell movements. As for an real ocean waves each water 
particle (or grid cells) prescribing a circular movement. 
Figure 3: Wind profiles over a wave sampled over approximately a whole 
wavelength. Red lines are with circular grid cell movements and blue lines are with 
only vertical wave movements. Left: horizontal wind velocity Ux (m/s), Right: vertical 
wind velocity, Uz (m/s). 
The mesh in the wave simulations domain consists of regular hexahedral 
cells and is refined close to the wave surface. Different refinements were tested, 
but most of the simulations performed, had gradually refined mesh where the 
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grid cells close to the wave surface were three times as small as those at the top 
of the domain.  
Figure 4: Illustration of the mesh over the wave surface. A single sinusoidal wave 
(left) and superposition of one wave with λ =100 m and a=4m, and one with λ =25 m 
and a=2 m length, travelling against each other (right).  
Wave speed, wave amplitude and wavelength are input parameters to the 
wave generating model. The wave will gradually grow during the first seconds 
of simulations. The wave will also gradually develop some meters after the inlet 
and fade out some meters before the outlet. This gradually developing wave, 
both in time and space, was implemented in order to ensure that the inlet and 
outlet grid part of the domain did not change form and also to ensure stable 
simulations. Normally the first 10 seconds was used for this gradual time 
development, and the first and the last 10 meters of the domain for the gradually 
growing wave. This is input values to the model set up that can be changed 
according to simulations time, wave states and domain sizes. 
The starting points of these CFD simulations are the Navier-Stokes 
equations and the continuity equation for an incompressible, Newtonian fluid.
These can be expressed as (Veersteg & Malalasekera, 2007),
ߩ ቀడࢁడ௧ ൅ ࢁ ή ߘࢁቁ ൌ െߘ݌ ൅ ߤߘ
ଶࢁ      (10) 
      
ߘܷ ൌ Ͳ, (11)
where U is the velocity vector, p is the pressure and Ɋ is the dynamic viscosity. 
The simulations are only valid for a neutrally stratified atmosphere where no 
buoyancy effects are present. The Coriolis force is also neglected. Reynolds
Averaging is used on the Navier-Stokes equation, and for turbulent closure the 
standard k-ε model (Launder & Spalding, 1974) is used. The turbulence 
modelling will be described in Chapter 3.2. Since this is a time dependent or 
transient problem unsteady RANS, denoted URANS, will be used.
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Tests of the wave simulations were done using a two dimensional set up 
with and without cyclic boundary conditions for the inlet and outlet parts. 
Figure 3 to 5 illustrate some examples of flow responses for a wave propagating 
along with and against the wind. The flow response is clearly different in the 
two cases. Results from wave influenced wind simulations are presented in 
Papers 2, 5 and 6. 
Figure 3 
Figure 4 
Figure 3-5: The horizontal component of the wind speed, m/s, (Figure 3), the vertical 
component of the wind speed, m/s, (Figure 4) and the turbulent kinetic energy, m2/s2
(Figure 5) over a wave (a=4 m, λ =70 m and c=10.5 m/s) aligned with the wind (left) 
and opposing the wind (right). The inlet wind speed is a logarithmic wind profile with 
8 m/s in 400 m. The inlet turbulent kinetic energy was uniformly distributed with 0.5 
m2/s2. The domain size was 450 m x 400 m, only a close up is shown her. 
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The crudest simplification in this wave influenced wind simulation method, 
is to look at the wave as a solid oscillating wall not allowing any influence from 
the wind onto the wave. In reality there is of course a constant interplay between 
the air and the sea surface. Nevertheless, for studying situations with calm wind 
and significant swell, the assumption is believed to be valid. Interestingly, those 
situations are also the ones that are observed to create intriguing flow responses.
As stated in Chapter 2.1 and 2.2, swells will affect the wind profiles and the 
turbulence levels, and this results in different surface drag than the common 
parameterization used today implies. 
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3 Offshore wind turbines
Windmills or wind turbines – one could perhaps use these words 
interchangeably. Historically, wind energy was used to pump water or grind 
oats, amongst other things. There are records of windmills in Persia from the 
year 950 and in Normandy and England from 1180 (Baker, 2007). For modern 
ways of converting the energy in the wind into useful energy or electricity, the 
terminology wind turbine seems most appropriate. Wind turbines can be 
categorized in two ways: vertical axis turbines and horizontal axis turbines 
(Figure 6). The principal mechanism for converting the kinetic energy of the 
wind into electrical energy for the two different turbine types is the same. Using 
turbine blades, the energy in the wind is transferred into mechanical energy and 
converted to electrical energy via a generator. In offshore applications, wind 
turbines have mainly been horizontal axis turbines. Only horizontal wind 
turbine models have been used for this thesis work. For offshore energy, 
turbines can further be categorized into floating turbines and bottom fixed 
turbines. The large growth in offshore wind energy has so far been realized with 
bottom fixed turbines. Floating offshore wind parks, however, will soon be a 
reality as several players are in the phase of planning pilot parks in deep water 
(EWEAc, 2013). In this thesis, the work has been limited to bottom fixed 
horizontal axis turbines, but the work with wave influenced wind will be 
interesting for other types of turbines. The method used here can be transferred 
with relative ease to vertical axis turbines and possible also for floating 
concepts. 
Numerical modelling of a wind park or a single turbine is useful in various 
stages of the whole life cycle of a park. The different modelling approaches are 
determined by the intended use of the model. An operational set up designed to 
model the wind park’s electricity production on a daily basis requires a different 
modelling approach and level of detail, than, for instance, design optimization 
for a specific airfoil. Since the objective of this research is to investigate if wave 
influenced wind affects the wind turbine, a turbine model that could provide 
information about the turbine wake, as well as forces along individual turbine 
rotor blades, was chosen. The actuator line model is such a model. 
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Figure 6: Two floating wind turbine concepts developed in Norway, Statoil’s 
horizontal axis turbine, Hywind, photo: Lene Eliassen (left) and Gwind’s vertical 
axis turbine, Spinwind, photo: Simen Malmin (right).
3.1 Actuator line method and SOWFA 
The concept of the actuator line model is to consider the wind turbine rotor 
blades as span-wise sections with airfoil characteristics. In the actuator line 
methodology of Sørensen & Shen (2002), blade loading is implemented in these 
span-wise sections and introduced in the Navier-Stokes equations as a body 
force: 
ߩ ቀడࢁడ௧ ൅ ࢁ ή ߘࢁቁ ൌ െߘ݌ ൅ ߤߘ
ଶࢁ ൅ ࢌఢಸ. (12)
The body force ࢌఢಸ originates from the sum of lift and drag force (FL, FD) per 
unit span-wise section (dr),
ௗࡲࡸ
ௗ௥ ൌ
ଵ
ଶ ߩ ௥ܷ௘௟
ଶܿ௖௛௢௥ௗܥ௅ࢋ௅,       (13) 
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ଶܿ௖௛௢௥ௗܥ஽ࢋ஽,      (14) 
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where CL and CD are the lift and drag coefficients, cchord is the chord length and 
eLand eD denote unit vectors in the direction of the lift and drag. The lift and 
drag coefficients are dependent on the angle of attack (α) and the local Reynolds 
number (Re). These coefficients can be determined from measurements or from 
an airfoil development system such as, the freeware XFOIL (XFOIL, 2014),
which has been used in this thesis. The lift and drag forces are calculated for 
each section and they need to be distributed smoothly around the whole span-
wise section that resembles the rotor blade. This smoothing is done by the use 
of a regulation kernel ηϵ and a Gaussian distribution function, 
ߟఢಸሺݎሻ ൌ
ி೔ಲ
ఌಸయగయȀమ
݁ݔ݌ ൤െ ቀ ௥ఌಸቁ
ଶ
൨,         (15)   
where r is the distance between the CFD cell center and the actuator section 
point, and εG is the Gaussian width element. Then the convolution of the 
computed local load gives the force field, fϵ, projected as a body force onto the 
CFD grid; 
ఢ݂ಸ ൌ ݂۪ߟఢಸ,       (16) 
Figure 7 illustrates the basic concept of the method. More details about the 
method can be found in Sørensen & Shen (2002). It is important to highlight 
that the actuator line simulations are sensitive to the size of the Gaussian width 
element. 
The size of the Gaussian width element has been discussed, among others, 
in Shives & Crawford (2012), Troldborg (2008), Martinez et al. (2012) and 
Nodeland (2013). In the work with papers 3 and 4, a fitting procedure has been 
used in order to establish an appropriate Gaussian width element. For the work 
with the small scale turbine, in the wind tunnel blind test of NOWITECH and 
NORCOWE (Krogstad et al. 2011), this fitting procedure resulted in a Gaussian 
width element of approximately the same size as the length of the smallest grid 
cell (0.02 m). This is in contrast to the findings of Troldborg (2008) who 
recommended that the Gaussian width element should be at least twice the 
length of the smallest local grid cell. Nodeland (2013) did extensive testing of 
the actuator line model in her Master's thesis and recommended that the 
Gaussian width element should be ϵG=cchord/4.3. Our fitting procedure produced 
a Gaussian width element smaller than this ratio. The fitting procedure used is 
described in Paper 3. Up to now there is no solid generic way to establish the 
Gaussian width element and more investigations should be devoted to this.  
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Figure 7: Illustration of the basic concept of actuator line CFD calculations. The lift 
and drag forces are calculated for each actuator line section and then distributed 
smoothly around the whole span-wise section that resembles the rotor blade. The force 
field is then projected as a body force onto the CFD grid. 
Churchfield et al. (2012) has implemented the actuator line method in 
NREL’s Simulator for Wind Farm Applications (SOWFA). SOWFA is a 
flexible open source tool that allows users to investigate wind turbine 
performance and wake development under different atmospheric conditions.
SOWFA is based on the OpenFOAM tool box and has a dynamic two way 
coupling to FAST, an aero elastic code that can model the dynamic response of
horizontal-axis wind turbines (Jonkman & Buhl, FAST User’s Guide, 
NREL/EL-500-38230, 2005). It also consists of a ‘precursor’ simulator that 
creates a turbulent atmospheric boundary layer as an input to the wind turbine 
simulations. The FAST part of the SOWFA is used in Paper 6 and it is briefly 
introduced in Chapter 4.2. 
Since a major goal in this work was to couple the actuator line model with 
the model for wave influenced wind, some modifications needed to be done to 
the original actuator line solver for SOWFA. Originally, SOWFA was set up 
for LES, but here a URANS approach has been utilized. The SOWFA-solver 
was also modified to include the new wave generating method (Chapter 2.3). 
These modifications resulted in the combined WIWiTS setup (Chapter 4.1). As 
turbulent closure, the standard k-ε model (Launder & Spalding, 1974) has been 
used. The turbulence model, will briefly be described in the next chapter.  
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3.2 Turbulence modelling 
For more than a century turbulent flows have been studied and investigated, 
but it is still one of the great remaining fundamental challenges to scientists. In 
the attempts to describe turbulence, it always turns out to be more unknowns 
than equations. Consequently, the theory of turbulence relies on crude 
assumptions and modelling. Apparently, Albert Einstein once said, “Before I 
die, I hope someone will clarify quantum physics for me. After I die, I hope 
God will explain turbulence to me”. With this in mind, the turbulence modelling 
part of this summary will be limited to a brief introduction of the two turbulence 
models that have been used in this work.
Turbulence modeling approaches in the field of CFD can be grouped into 
three: Turbulence models for Reynolds-averaged Navier-Stokes (RANS) 
equations, large eddy simulations (LES) and direct numerical simulations 
(DNS). The most computationally intensive of these approaches is DNS, as it 
resolves the turbulence on all scales. In LES, only the larger turbulent eddies
are solved, but it is still computationally demanding. RANS, on the other hand, 
strives to model the effect of the turbulence, making the modeling of turbulence 
more accessible to those who do not have sufficiently large computational 
resources. 
In the RANS approach, Reynold averaging – or time averaging – is used on 
the Navier-Stokes equation (Eq. 10), hence the acronym RANS. The averaging 
introduces the following nonlinear term, 
߬௜௝ ൌ െߩݑ௜ᇱݑ௝ᇱ , (17)
where ݑ௜ᇱݑ௝ᇱis the product of the fluctuating part of the velocity vector U.
This term is known as the troublesome Reynold’s stresses. These cannot be 
explicitly solved, and in order to close the system of equations there is a need 
for a turbulence model – or a turbulent closure model. The k-ε model is such a 
model, and it has become a very popular and widely used one. Important 
quantities here are the turbulent kinetic energy (k) and the turbulent dissipation 
of kinetic energy (ε), defined respectively as:
 ൌ ଵଶ ቀݑ௜
ᇱݑ௜ᇱቁ  (18)
ɂ ൌ ʹɋԢ୧୨ ή Ԣ୧୨ǡ (19)
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where ݑ௜ᇱdenotes the x-, y- and z-component of the fluctuation part of the 
velocity vector U (by the use of Einstein notation), ɋis the viscosity and S’ij is 
the fluctuating deformation rate (Veersteg & Malalasekera, 2007). The 
quantities that define k and ɂ are not directly solved, instead they are modelled 
and an important step in this process is the use of the Boussinesq relationship.
Boussinesq postulated in 1877 that the Reynold's stresses are isotropic and 
proportional to the mean rate of deformation, hence:
߬௜௝ ൌ ߤ௧ ൬
ࣔࢁ࢏
ࣔ࢞࢐
൅ ࣔࢁ࢐ࣔ࢞࢏൰ െ
ଶ
ଷ ߩ݇ߜ௜௝, (20)
where Ɋ୲is the turbulent eddy viscosity given by,    
          
Ɋ୲ ൌ ɏஜ
୩మ
க .         (21) 
Two additional equations are now established and need to be solved along 
with the RANS equations; the transport equation for k and the transport 
equation for ε. Hence this turbulent closure approach is categorized as a two 
equation model. There are also zero (mixing length model), one (Spalart-
Allmaras model) and seven (Reynold’s stress model) equation models, but this 
will not be addressed here. In the URANS simulations performed in this work 
the standard k-ε turbulence model of Launder & Spalding (1974) is used and 
the transport equations for k and ε reads,
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Now five model constants have been introduced and these constants are usually 
assigned the following values; 
ɐ୩ ൌ ͳǤͲǡ ɐக ൌ ͳǤ͵ǡ கଵ ൌ ͳǤͶͶǡ கଶ ൌ ͳǤͻʹஜ ൌ ͲǤͲͻ . (24)
It is worth mentioning that Richards & Hoxey (1993) and Hargreaves & Wright 
(2007) suggested that for simulations in the atmospheric surface layer these 
constants should be adjusted and in particular recommended that கଵ=1.11. 
Richard & Norris (2011) stated that by adjusting model constants one might 
move away from a general turbulence model and thus caution should be taken. 
Hence, in the simulations presented in Papers 2-6 the k-ε model constants have 
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the values referenced above except from கଵ=1.11. Furthermore, these values 
have been standardized as the default constant in some of the tutorials available 
from openCFD that are based on k-ε turbulence model (e.g. the tutorial 
turbineSiting). 
In the LES approach, the larger energy-containing eddies are directly 
resolved, but the smaller more isotropic ones are modelled. In RANS or 
URANS, the turbulent length scales are not determined by the CFD-grid, but in 
LES this is the case. The spatial filtering process determines which eddies 
should be modelled with the LES momentum equations derived from the 
unsteady Navier-Stokes equations (Eq.10), and which eddies that should be 
regarded as unresolved and described with a subgrid-scale (SGS) model. A 
Lagrangian-averaged dynamic Smagorinsky subgrid-scale turbulence model is 
used in Paper 4 (Meneveau et al. 1996) which, like the k-ε model, relies upon
the Boussinesq hypothesis. The SGS viscosity that goes into the Boussinesq 
hypothesis is given by
ߥ௧ ൌ ሺܥ௦ȟሻଶሺʹ ௜ܵ௝ ௜ܵ௝ሻଵȀଶ, (25)
where Cs is the model constant, the filter width Δ is related to the grid cell size 
(the cube root volume of each cell), and Sij is the filtered deformation-rate 
tensor. In Paper 4 more details regarding the LES simulations is given. 
Different CFD discretization schemes can produce quite different results for 
turbulence calculations due to numerical diffusion. Two different discretization 
schemes for the calculation of the divergence term in Equations 10 and 12 were 
tested for wind turbine wake modelling. The results were compared with 
measurements from the NORCOWE and NOWITCH wind tunnel experiment 
(Krogstad et al. 2011). Results using the first order bounded upwind scheme 
and, according to Minkowycz et al. (2000), the more accurate QUICK scheme 
(quadratic upwind interpolation for convective kinematics), were also 
compared with the LES results. The upwind scheme was found to be far too 
dissipative and smeared out nearly all the turbulence, whereas the QUICK 
scheme improved the results. Figure 8 shows wake simulations with LES and 
URANS with the two different discretization schemes. URANS with the 
upwind scheme looks more like the steady state RANS.
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Figure 8: Two URANS calculations (with different discretization procedures) and 
LES calculation of the wind turbine wake. V is the velocity in the y-direction and 
normalized with the inlet velocity of 10 m/s. The black lines indicate the rotor plane 
and white lines are spaced one rotor diameter apart (LES performed by Churchfield, 
NREL). 
For comparison of turbulent kinetic energy calculations from URANS with 
measurements, it is important to note that in the URANS approach one part of 
the turbulence is modelled, and one part is resolved. The k-values directly given 
from the k-ε turbulent model (Eq. 22) should be added together to the resolved 
larger scale turbulence before comparison with experimental data (Davidson, 
2011). The velocity fluctuations can be found from the difference between the 
mean velocity and the instantaneous velocity, and then using Eq. 18 in order to 
get the resolved k contribution. Figure 9 shows the k contributions from the 
resolved k and the modeled k, as well as the total k values compared to 
measurements from the URANS QUICK simulation. The results shown are 
from the actuator line wake simulations of the NOWITECH and NORCOWE 
wind tunnel test (Krogstad et al., 2011).
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Figure 9: URANS Actuator line wake simulation of a test wind turbine five rotor 
diameter downwind. Turbulent kinetic energy k, (m2/s2) contributions from the resolved 
k and the modelled k, as well as the total k values. Measurements are from the first 
NORCOWE and NOWITECH wind tunnel blind test.
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4 Wave influenced wind turbine 
performance
A direct study of the effect of wave influenced wind on the wind turbine was 
achieved by coupling the method for wave influenced wind (Chapter 2.3) with 
the actuator line simulations (Chapter 3.1). This combined set up of Wave-
Influenced Wind Turbine Simulations (WIWiTS) is described in the following, 
first as a stand-alone set up (Chapter 4.1) and then linked to a structural 
response tool (Chapter 4.2). In this manner it is possible to seek answer to the 
‘effect’ part of the research question put forward in Chapter 1.2.
4.1 Development of WIWiTS 
OpenFOAM is a very flexible CFD toolbox. It is built with the generic and 
object-orientated language C++. The design of the toolbox is highly modular 
and its different functionalities are organized into shared libraries. The SOWFA 
solver is an important building block in WIWiTS. Since this was also based on 
OpenFOAM, it was fairly straightforward to extend parts of the SOWFA 
solvers to include the wave influenced wind model, and to be able to deal with 
moving mesh.
The original SOWFA solver used the PISO algorithm (Issa et al., 1986) for 
solving the time-dependent fluid flow equations. This was changed to use the 
PIMPLE algorithm in order to be compatible with the moving mesh solver used 
for the wave influenced wind simulations. PIMPLE is a more robust version of 
the PISO algorithm (OpenFOAM, 2014), where an additional loop is added 
within the PISO loop for enhanced stability. 
While working with this PhD thesis, three Master's students have been 
engaged with studies that have contributed to the overall development of 
WIWiTS. The first Master's student, Richard Kverneland, tested the wave 
influenced wind method (Kverneland, 2012). Tommy Fredriksen (Fredriksen, 
2013) and Anne Mette Nodeland (Nodeland, 2013) worked with the actuator 
line method and SOWFA. Nodeland did a thorough testing of the various input 
parameters to the actuator line model and Fredriksen experimented with 
inclusion of nacelle and tower in the model. Acona Flow Technology and 
Fredriksen improved the robustness of the actuator line solver by making the 
wind turbine forces calculations implicit. The original actuator line SOWFA 
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solver used as a starting point for WIWiTS was a beta version from 2012. This 
code had an explicit scheme for calculation of the wind turbine forces. This was 
changed to an implicit scheme where the wind turbine forces now are calculated 
and updated within the PIMPLE algorithm. This ensured a tighter coupling 
between the flow field and the turbine blades, and made the code more robust 
with respect to the time step sensitivity. Figure 10 (left) illustrates the actuator 
line structure with an implicit scheme.  
 
All WIWiTS have been performed on realistic scales, and it has been 
technically challenging to work with the simulations. The MABL domain needs 
to be of a certain size for the wind field to properly develop over the waves. 
The simulations have usually been carried out on a scale of 500-1000 meters in 
the horizontal direction, and a vertical height from 100-800 meters. The wind 
turbine representation has a hub height of 90 meters height and a the rotor radius 
is 61 meters. This implies also a lateral extension of the domain to a minimum 
of 260 meters. The University of Stavanger exclusively made available 
extensive disk space and resources on their Linux machines and the simulations 
were run in parallel. However, the computations soon turned out to be too large, 
and compromises had to be made reducing the resolution of the grid. The mesh 
was constructed with a background-graded mesh having a refinement towards 
the wave surface and a refined area around the turbine rotor. In Figure 11 the 
WIWiTS domain is shown. The domain length and possibly the height is 
believed to be too short to avoid all boundary effects. These effects stem from 
the fact that the wave originates from one side of the domain and decays on the 
other side. Grid independency was not completely reached. The WIWiTS 
simulations, presented in Papers 5 and 6, will, nevertheless, give indications on 
the relative differences in wind turbine power output and fatigue for different 
wave conditions compared to a no-wave situation.  
It would be interesting to study the turbine wake for different wave-wind 
regimes. Then the domain size needs to be further extended to several rotor 
diameter down wind. Because of the above mentioned compromise regarding 
the grid size, wake studies have not been a topic for investigation for the current 
work with WIWiTS.  
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Figure 10: Turbine force calculations with and without the FAST link activated. If 
the actuator line is used within the WIWiTS solver the PIMPLE algorithm is utilized, 
and if it is used without the moving mesh, as a standalone actuator line model, the solver 
used the PISO algorithm. 
Left: Actuator line structure with the implicit scheme, where the wind turbine forces 
are calculated and updated within the PIMPLE algorithm. The ‘turbine rotate’ function 
calculates the rotational speed (and take into consideration yaw and pitch if necessary) 
and rotates the blades. Within the ‘turbine calculate’ function, wind vectors are 
calculated and these are used when lift and drag are calculated for each span wise 
segments (Eq. 13 and 14). The pressure and wind fields are calculated within the PISO 
or PIMPLE loop. The ‘turbine calculate’ is again executed and the forces are distributed 
according to Eq. 15 and projected into the momentum equation by the use of Eq. 16. 
The ‘turbine report’ function reports and writes to file.  If the simulation end time is not 
reached, the process starts over again with ‘turbine rotate’. 
Right: When FAST is coupled to WIWiTS the procedure is explicit, meaning that 
the calculation of the turbine forces is done outside the PISO/PIMPLE loop. The ‘FAST 
update’ function rotates the turbine, calculate the forces and reports and writes to file. 
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Figure 11. WIWiTS domain with wave aligned (left) with the wind direction and 
wave opposing the wind direction (right). The color contours showing the wind velocity 
in the x-direction. 
 
Recently, Yang et al. (2014) published work about swell effects on a wind 
turbine park. Yang et al. used a LES approach for the wind simulations and 
simulated waves using a higher order spectral method where the discretization 
is done by use of Fourier-series. The wind park was represented with actuator 
disks. Only swell aligned with the wind was considered. The approach of Yang 
et al. is hence quite different from what is used for WIWiTS. Interestingly, the 
results from the WIWiTS simulations in Paper 5 are in line with Yang et al.’s. 
Both simulation methods show that the swell will induce oscillation in the 
extracted wind power at the swell frequency. Yang et al. also showed that the 
wind power extraction from the wind park increased as a total when downwind 
swell was present. 
 
4.2 WIWiTS coupled to FAST 
A wind turbine that is exposed to both wind and wave forces will, of course,
respond with various movements. In the actuator line and WIWiTS presented 
in Papers 3, 4 and 5, these aerodynamical and hydrodynamical load responses 
have been ignored. To include such responses, one possibility is a full CFD 
analysis with fully resolved turbine. However, this is probably unrealistic 
because of the computational resources needed. Another possibility is to use 
different engineering tools for response investigation. SOWFA was already 
making use of such a tool; the Fatigue, Aerodynamics, Structures and Turbulent 
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code (FAST) (Jonkman & Buhl, 2005). FAST is a computer-aided engineering 
tool specially designed for analyzing horizontal axis wind turbines. 
Since WIWiTS has been based on the SOWFA code it was also feasible to 
extend the simulations to the FAST coupled set up. In this manner it will be 
possible to investigate not only the wind turbine power output and forces, but 
also bending moments on the wind turbine structure. FAST provides various 
output parameters and from this it is possible to perform fatigue analyses and 
investigate fatigue that may result from a varying wind field influenced by wave 
movements. In Paper 6, results from nine different WIWiTS simulations 
coupled to FAST are presented. The co-author Lene Eliassen is a researcher at 
NTNU and she carried out fatigue calculations and generated the frequency 
spectrum for the bending moment.  
 
WIWiTS will replace the blade element momentum (BEM) part that is 
usually used with FAST. FAST calculates the structural response and feeds this 
back into the CFD simulations. The wind field is then changed and new 
structural responses are calculated with FAST. Figure 10 (right) shows the 
structure of the turbine force calculation with the FAST link activated. The 
wind field is then influenced by the turbine structural response, whereas without 
FAST the WIWiTS just sees the turbine as a fixed structure. The resulting wind 
field will be slightly different with the FAST link activated compared to a 
simulation without FAST (all other conditions being the same), as is seen in 
Figure 12. The theoretical background for the structural response and fatigue 
calculations will not be discussed in this thesis summary. Reference is made to 
Almar-Næss (1985) for a good introduction to structural response and fatigue 
theory. 
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Figure 12. Example of a wind profiles sampled in the rotor plane for a WIWiTS 
turbine coupled with FAST (red) and one standalone without FAST.  
 
Since WIWiTS coupled to FAST was the last part of the work in this PhD 
project, the full capacity of FAST to study structural response from the wave-
influenced wind field was not utilized. As mentioned earlier, the tower of the 
wind turbine is not a part of the turbine representation in WIWiTS, but it is a 
part of FAST. The CFD generated wind field will therefore not be influenced 
by any tower, but FAST will calculate bending moment on the tower, based on 
the wind field that is influenced by the turbine rotor as well as the wave state. 
The simulations presented in Paper 6 are done by the use of the default tower 
in FAST, which is the tower of the NREL 5 MW reference turbine (Jonkman 
et al., 2009). It is possible to change the tower representation to a tower more 
representative for bottom-fixed offshore turbines, but this was not feasible 
within the time frame of the thesis. For fatigue considerations, it is necessary to 
use long time series. The simulation time ranged from 100 to 300 seconds, 
which is believed to be too short. It is recommended to use results from at least 
several cases with 10 min simulations time (Zwick & Muskulus, 2014).  
34
5 Summary of appended papers
Papers one to six represent investigations in order to find an answer to the 
guiding research question put forward in Chapter 1. In this chapter, a summary 
of the findings in the papers will be given. Reference is made to Figure 1 where 
the overall structure of the work is visualized. Parts of the research question 
have been answered and the work has produced interesting findings. One major 
contribution of this PhD is the development of an open source CFD tool: the 
Wave Influenced Wind Turbine Simulation (WIWiTS) model. With WIWiTS, 
it is possible to directly study the effect of wave influenced wind on a wind 
turbine or a wind park. In this thesis simulations on one single wind turbine 
have been conducted, but the WIWiTS solver is set up for inclusion of multiple 
wind turbines as well as more complicated sea states than those used here.
A review of the governing offshore wind turbine standards and a literature 
study of marine boundary layer meteorology have revealed that there is a gap 
between best knowledge and best practice for boundary layer meteorology in 
the field of offshore wind energy. Findings and contributions of this review and 
the subsequent modelling work are presented in Papers 1 to 6. The Papers are 
indicated as numbers on the visualized structure of this PhD work in Figure 1.  
Paper 1 – Exploring the gap between ‘best 
knowledge’ and ‘best practice’ in boundary 
layer meteorology for offshore wind energy 
The governing standards in the field of offshore wind energy have been 
reviewed in the context of boundary layer meteorology. The objective was to 
identify the industry best practice and compare this with recent scientific 
developments. Possible implications of simplifications made in the governing 
standards were also indicated. In this manner the paper explores the gap 
between ‘best knowledge’ and ‘best practice’ in boundary layer meteorology 
for offshore wind energy. 
Atmospheric stability considerations and wave effects are two major factors 
affecting wind conditions over sea versus land. Therefore the focus of the paper 
was to investigate how these effects were handled in the governing standards 
in the field of offshore wind energy.  
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The major findings of the paper are that neutral stratification and a flat, 
smooth sea surface are routinely used as assumptions in wind energy 
calculations. Literature shows that the assumption of a neutral atmospheric 
stratification is not necessarily a conservative approach. The paper also reveals 
that the sea surface is normally thought of as level and smooth in various phases 
of offshore wind site development, even if both field experiments and 
numerical simulations show that turbulence levels, heat exchange and 
momentum transfer all depend on the sea state. Long periodic waves can result 
in both higher and lower effective surface drag. It is likely that these waves can 
create different wind shear and turbulence characteristics, so that a wind turbine 
site will be exposed to other environmental conditions than those it was 
designed for. Stratification and a changing sea state are effects that can be 
modelled and accounted for and there is need for improvements in design 
calculations, energy assessments and power output predictions. The inclusion 
of stability effects in offshore wind park modelling is still a relatively new area 
of research, and investigations that takes into account the role of the ever-
changing sea surface is even newer. To further clarify the possible impact that 
wave-induced wind has on offshore wind turbines, more detailed studies are 
required.  
Paper 2 – A method for wave driven wind simulations 
with CFD 
A new method of wave simulations with a moving mesh approach was 
presented and the effects of various sea states on the wind were studied. At this 
stage of the PhD the horizontal wave movements had not yet been implemented, 
so the method only described and used the vertical wave movements. A 
sensitivity analysis, based on changing different inlet winds and different wave 
states, was performed. These studies were done on a relatively small domain 
and experiences from these simulations were then used when investigating the 
MABL in a larger domain, with length of 500 m and height of 100 m. For these 
simulations, the method was further improved. A logarithmic wind profile was 
implemented for the inlet velocity and a gradually developing wave was 
utilized. Four different cases were presented and compared with each other and 
with the standard logarithmic wind profile.  
The simulations clearly showed that the wind field is influenced by the wave 
high above the layer, usually referred to as the wave boundary layer (WBL). 
Results show that the influence depends on the inlet wind speed (thought of as 
the geostrophic wind), and wind direction relative to the wave direction and the 
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wave states. The influence will probably also depend on inlet turbulence levels 
(thought of as natural atmospheric turbulence) and atmospheric stratifications, 
but this was not tested.  
Vertical profiles of wind velocity and turbulent kinetic energy show distinct 
differences for waves aligned with the wind versus waves opposing the wind. 
When the wave is opposing the wind, the wave effects are notable throughout 
the whole domain. A speed up near the wave surface is present when the wind 
is blowing over, and aligned with, a faster moving wave. When the wave 
opposes the wind, the wind velocity will be reduced in the lowest meters and 
sometimes even reverted. The turbulent kinetic energy will be higher in the 
opposed situations compared to the aligned situation 
After the publication of this paper, it was revealed that the discretization 
schemes for the convective term in the momentum equation were too 
dissipative when used on transient RANS simulations. The discretization 
scheme Upwind was used, and later work with Paper 4 clearly showed that it 
would be better to use a more accurate scheme such as the Quick scheme. It 
should also be noted that in this paper we concluded that the overshoots of the 
inlet wind speeds in the opposed situations was probably due to mass 
conservation in a limited height computational domain. In later work the 
overshoot was present even if one extended the height of the domain (see Paper 
5). 
Paper 3 – Comparing CFD calculations of different 
wind turbine modelling approaches with 
measurements 
Three different wind turbine modelling approaches were investigated with 
reference to measurements from model wind turbine tests in a wind tunnel. The 
focus was on wake velocity and turbine forces. In order to compare turbulence 
levels of the three different methods, more work and investigations had to be 
carried out and this topic was omitted from the study. Turbulence investigation 
was instead prepared for a later paper (Paper 4).  
Three wind turbine rotor tip speeds were tested and, as expected, the 
performance of the models was best for the design tip speed. For this speed, 
both the fully resolved method and the actuator line method predicted power 
and thrust that was very close to the measured values. The actuator disk method 
was not a part of these computations, since this method required that correct 
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power and thrust coefficient was used as input values to the model before 
running it. The fully resolved method produced superior wake velocity results 
compared to the actuator disk and the actuator line method, and on average it 
also produced better results for the force predictions. The actuator line captured 
the variation pattern in the velocity wake, but was far off in the hub area since 
the rotor-nacelle was not modelled. 
During the course of this study, valuable data was gathered with three 
different modelling techniques. The actuator line was particularly dependent on 
correct input values and setup. The method was found to be quite sensitive for 
the composition of the airfoil data. The Gaussian width parameter, which 
controls how the forces are distributed along the lines representing the rotors, 
had a great influence on both the wake velocity predictions and the calculation 
of the wind turbine forces. Currently there is no robust generic way of 
establishing appropriate Gaussian width parameters without model tuning. 
Nevertheless, the actuator line results were promising for wind turbine 
investigations, especially for the design tip speed.  
Since the results with the fully resolved method were accurate they could 
serve as a way to benchmark the other models if one was interested in testing 
different inflow conditions other than those available in the experiments. 
Paper 4 – URANS versus LES based simulations of 
wind turbine performance and wakes - 
comparison with wind tunnel measurements
In this paper, we investigated strengths and weaknesses of the two different 
turbulence closure methods that are often used in the field of wind energy, and 
gave some recommendations for further usages. The motivation for this work 
was to examine if unsteady Reynolds-Averaged Navier-Stokes (URANS) could 
be used instead of large eddy simulations (LES) together with the actuator line 
model. Results were compared with experimental data from the first 
NORCOWE and NOWITECH wind tunnel test. The set up with the URANS 
actuator line simulations was given to Matthew Churchfield, senior researcher 
at NREL, who also performed the LES calculations.   
URANS and LES both qualitatively predict wake velocity and wake 
turbulent kinetic energy close to experimental values for the design tip speed. 
URANS and LES differs 13,12 and 5 percentage points from each other one, 
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three and five rotor diameter downwind respectively. The turbine tower and 
nacelle are not modelled and the simulations does not captures the asymmetry 
in the velocity wake and the velocity deficit in the hub area. 
Two different discretization schemes for the convective term were tested, 
and the first order bounded Upwind scheme was far too dissipative and 
unsuitable to use for wake simulations. The results were significantly improved 
when changing to the more accurate QUICK scheme. 
Paper 4 demonstrated that URANS could do a good job and serve as a
substitute to the more computationally demanding LES, at least for studies of 
low turbulent inflow on a single turbine as tested here. 
Paper 5 – Wave influenced wind and the effect on 
offshore wind turbine performance
The method for wave simulation and the method for wind turbine modeling 
was established and these two methods were now combined. This resulted in 
Paper 5 where simulation results from the combined Wave-Influenced Wind 
Turbine Simulations (WIWiTS) were presented. The wind turbine used in these
simulations was NREL’s 5 MW offshore baseline wind turbine, which has a 
rotor radius of 61 m and a hub height of 90 m.  
Before introducing the wind turbine in the simulations, the wind field over 
the waves was studied, using a less computationally demanding set up in two-
dimensions. The purpose was to examine the required domain size, resolutions 
and the wind conditions without wind turbine influences. The method presented 
in Paper 2 had been further developed by the inclusion of the horizontal wave 
particle movement as well as the vertical movement, and the discretization 
schemes for the convective terms was also changed according to findings in 
Paper 4.
Paper 5 shows that the wave motions from a large swell wave with 
amplitude of 4 m, gives oscillations in the power output. The oscillation 
frequency is equal to the wave frequency. The wave motions periodically 
modify the wind profiles up to approximately 100 meters above the sea surface. 
The wind turbine will experience these fluctuations and it will lead to slightly 
larger tangential forces than in comparable situations over a flat surface. 
Interestingly, the situation with the swell opposing the wind field gave slightly 
higher power output than the aligned case and the no-wave case. Intuitively this 
seems perhaps a bit strange. However, the fast moving swell that oppose the 
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wind generates an overshoot of the wind speed compared to the logarithmic 
inlet and compared to the aligned situation. For the cases studied, this happens 
over 20-30 meters over the sea surface. The increased turbulence levels in the 
opposed situations is believed to create a ‘richer’ wind profile that results in 
this overshoot and increased power output.
These results can only serve as an indication of the wind turbine 
performance in the wave influenced wind, because during the work with this 
paper it was revealed that the moving wave introduces some boundary effects 
close to the inlet and outlet parts of the simulation grid. Nevertheless, it is 
interesting to note the relative differences between conditions with swell 
aligned with the wind field, opposing the wind field and over a surface with 
low roughness (no waves). 
After publication of Paper 5 (and submission of Paper 6) an interesting paper 
from Yang et al., (2014) appeared in the litterature. This paper investegates 
down wind swell effect on a wind park. Their method is based on LES and they 
concluded that the swell occilations can be found in the power output. This is 
in line with the findings in Paper 5. Yang et al. only investegated downwind 
swell and found that the wind power extraction from the wind park increased 
as a total when downwind swell was present. The results presented in Paper 5 
show however that swell opposing a wind turbine generated slightly higher 
power output. There is need for more investigations and work in order to be 
able to more quantitatively compare results with Yang et al.’s.
Even if results from Paper 5 show that wave conditions will influence the 
wind turbine power output, it concerns a smooth flow at the inlet, and thus does 
not include possible influences of the natural turbulent structure of the 
atmosphere and the varying atmospheric stability.  
Paper 6 – On offshore wind turbine fatigue caused by 
wave influenced wind
In order to examine the further impact of the results from Paper 5, there is 
need for more sophisticated calculation methods. Therefore, work has started 
in order to investigate the structural turbine response as a result from wave 
influenced wind. FAST is a computer-aided engineering tool, specially 
designed for analyzing horizontal axis wind turbines, and it was linked to the 
wave influenced wind turbine simulations. 
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In this paper, four different waves in combination with a wind field with a 
wind speed of 8 m/s at the reference height of 400 m height are studied, as well 
as a reference case with flow over a flat surface. The direction of the wave is 
changed, resulting in a total of nine simulations investigated. Since the 
WIWiTS is now linked to FAST, it was possible to extract more structural 
response relevant information. Stress at the blade root and the base of the tower 
due to the flapwise moment was investigated. The equivalent fatigue damage 
was estimated by the use of the damage load relative to the reference case with 
flow over a flat surface. 
 
At the current stage of work it was not possible to include an offshore 
monopile, instead the study was conducted on the base of an onshore tower 
situated offshore. Wave loads on the tower were neglected. 
 
Paper 6 demonstrates that waves will influence the wind field, which in turn 
affects the equivalent fatigue damage at both the blade root and the tower base. 
In a relatively low wind regime (reference wind of 8 m/s in 400 m height) the 
wave influenced wind increases the fatigue damage compared to a situation 
with no waves, especially for the cases where waves oppose the wind field. 
There is a need for longer stimulation time and more simulations in order to be 
able to conclude more specifically regarding the wave influenced wind impact 
on turbine performance and fatigue. 
The simulations in this paper were all run with a too dissipative 
discretization scheme for the convective term in the moment equation. It was 
clear from the work with Papers 4 and 5, that a more accurate discretization 
scheme should be used, but it was not possible to transfer this finding to the 
work in Paper 6. We have worked in parallel with several papers and since 
WIWiTS’s linked to FAST is quite computationally demanding, it was not 
feasible resource wise to run them over again.  
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6 Conclusions
Wave wind interaction and the implications this has for offshore wind 
turbines have been addressed, and specific numerical model experiments have 
been conducted for both wave influenced wind and wind turbine performance 
and wake development. A combined CFD set up that allows direct investigation 
of the impact of wave influenced wind on a wind turbine, or a wind park, has 
been developed.  
It has been an important guideline in this PhD work to try to estimate the 
effect of wave influenced wind on an offshore wind turbine. Therefore, 
importance has been given to developing a set up that is suitable for studying 
these possible effects directly. This tool has been successfully developed. 
However, there is still a lot of work that needs to be done in order to give 
reliable answers to the “effect” part of the research question. Some of this work 
is suggested as improvements in Chapter 7. 
The standards used in the design of offshore wind turbines, particularly for 
the rotor-nacelle assembly, are similar to those used for onshore wind turbines. 
As a result, simplifications with respect to the marine boundary layer are made. 
Two important assumptions frequently used are neutral atmospheric 
stratification, and treating the sea surface as a static level surface with low 
roughness. A gap between ‘best knowledge’ and ‘best practice’ in boundary 
layer meteorology for offshore wind energy has been identified. This thesis 
contributes in bridging part of this gap that is due to simplifications made for 
the sea surface. 
The CFD model experiments with wave influenced wind show that swells 
will influence the above wind field. The effect is notable far up into the MABL 
and depends on the wave state and the direction of the waves and the wind. The 
swept wind turbine rotor area will be exposed to wind profiles and turbulent 
levels other than what is predicted with the usual assumption of a logarithmic 
wind profile and low turbulence levels over a flat surface.  
 
Several individual cases have been studied to determine the effect of wave 
influence on wind. In situations where a swell moves faster than the wind, the
simulations show that the swell will transfer momentum to the wind in the 
aligned situation. Another general observation from the model experiments is 
in a fast moving swell regime, a swell that oppose the wind field will create 
larger turbulence levels than if the swell was aligned with the wind or with no 
43
wave present. In this situation the wind speed will be lower close to the sea 
surface. Above this field with reduced velocity an overshoot of the wind speed 
compared to the logarithmic inlet has also been observed. The reason for this is 
believed to be due to the extra generated turbulence, which in the opposed cases 
gives rise to a ‘richer’ velocity profile. More detailed simulation and turbulence 
analyses are required to investigate this phenomenon further.
Three different CFD wind turbine modelling approaches and two turbulent 
calculation techniques have been tested and compared with wind tunnel 
measurements. The fully resolved method was proven as the best performing 
technique of the three. This method required a very fine resolution of the mesh 
near the rotor blades. This was feasible for the small scale turbine modelled in 
this test, but it would be far too computationally demanding on a full scale 
turbine. In order to investigate the effect of waves, full-scale simulations are 
needed. Therefore, the actuator line model was chosen as a model suitable for 
both wind turbine performance and wake predictions. Two popular turbulent 
calculation techniques, based on URANS and LES, have been compared with 
each other and with the wind tunnel measurements. Even though LES gave 
more accurate predictions of the wake than the URANS simulations, it is 
believed that URANS can do a good job and serve as a substitute to the more 
computationally requiring LES. 
Based on the above mentioned work, both with wave modelling and wind 
turbine modelling, a combined set up where one can directly study the possible 
effect of wave influenced wind on a wind turbine was developed. This tool for 
Wave-Influenced Wind Turbine Simulations (WIWiTS) is developed with the 
OpenFOAM tool kit and the SOWFA tool, both of which are open source codes. 
WIWiTS can be run in two modes, with and without a coupling to the structural 
dynamic response code FAST 
Simulations with WIWiTS without the FAST mode enabled showed that 
swell will affect the power output. The swell movements periodically modified
the wind profiles up to approximately 100 metres above the sea surface and this 
resulted in oscillations in the power output. The oscillation had the same 
frequency as the waves. The opposed case gave slightly larger power output 
than the aligned case. The tangential forces on the rotor blade were larger with 
the wave present compared to situations over a flat surface. 
Simulations with WIWiTS coupled to FAST demonstrated that wave 
influenced wind increases the fatigue damage compared to a situation with no 
waves, especially for the cases where the wave field opposes the wind field. Of 
the four wave cases studied, the larger wave periods (8 and 10 seconds) gave 
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rise to the highest equivalent loads, and these cases also resulted in the highest 
peaks in the frequency spectrum of the bending moment. 
 
After publication of Paper 5, and submission of Paper 6, an interesting paper 
from Yang et al. (2014) became available. Yang et al. use a LES approach to 
study the effect of down wind swell on a wind park. Their numerical method is 
quite different from the one presented in this thesis. Except from Yang et al.’s 
publication it has not been possible to find other published literature this work
can be compared with. Suitable observational data set have neither been 
assessable. Thus, it has not been possible to properly validate the WIWiTS 
results. There are reasons to believe that the domain size might be too small, 
and it cannot be guaranteed that boundary effects from the CFD domain were 
not present. In addition, grid independency was not completely reached. 
Nevertheless, it is interesting to note the relative differences between conditions 
with waves aligned with the wind field, opposing the wind field and over a 
surface with low roughness (no waves).  
In the ongoing work of coupling atmospheric meso scale models and wave 
models, directional wave information is not taken into consideration. This PhD 
work demonstrates that the direction of the wave field relative to the wind is 
important. Hopefully, the work in this thesis will encourage further research 
regarding finding a way to include directional information in this important 
meso scale coupling work. 
It is possible to conclude qualitatively that wave influenced wind will affect 
the turbine performance, as well as the loads and fatigue. However, it has not 
been possible to conclude if this influence is significant in relation to the natural 
turbulent structure of the atmosphere and the varying atmospheric stability. As 
a part of this thesis, a flexible open source CFD setup suitable to directly study 
the possible effects of wave influenced wind has been developed and used. This 
WIWiTS setup is a potential powerful tool and development and further 
improvements are recommended. This PhD work has demonstrated that wave 
influenced wind is an area worth paying attention to, and hopefully these results 
will encourage further studies in this area. 
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7 Suggestions for improvements 
and future perspectives
Since it has been documented that there is a gap between ‘best knowledge’
and ‘best practice’ in boundary layer meteorology in the field of offshore wind 
energy, several actions should be taken to close this. For the wave wind 
interaction part of the gap, more idealized CFD simulations should be carried 
out. The method developed in this PhD work should be further improved, and 
some suggested improvements are given in the following paragraphs. 
The wave influenced wind simulations are based on an incompressible 
solver. There are reasons to believe that compressible calculations could give 
slightly different results than incompressible calculations for the steepest 
waves. Work should be carried out to properly test the difference between 
incompressible and compressible approaches.  
More detailed sensitivity tests looking at the wind flow response on the 
changing sea states are needed. One should aim at identifying some generic 
relationship regarding wind speed and sea state. URANS calculations of 
turbulence in the near wake of the turbine deviated significantly from LES and 
measurements. Deviation from real turbulence levels could also be the case for 
wave generated turbulence, and should be a topic for further investigations.  
 
The sea surface is never purely monochromatic and harmonic; at least, not 
for a very long time. By superposition of multiple waves, a more realistic sea 
surface can be described. Since the method developed in this thesis can use 
several different harmonic waves as input to the moving wave surface, it will 
be possible to link the simulated wave movements to a wave spectrum 
representation of the sea surface. Then it would be simpler to compare 
simulations with field measurements, since the sea surface measurements are 
normally given as wave spectrum representation of the surface.  
The inclusion of thermal effects would be interesting. As Paper 1 reports, 
atmospheric stability is of great importance, and it is feasible to simultaneously 
study wave effects and thermal effects. The SOWFA tool includes thermal 
effects and this part of the code could also be used for wave influenced wind
modelling. 
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The NORCOWE and NOWITECH wind tunnel blind test experiments serve 
as an excellent base for more testing of appropriate turbine models. For the 
actuator line model, a thorough investigation of different discretization schemes 
and various input parameters should be conducted. Also, testing of different 
URANS models would be interesting. 
If further studies in the field mentioned above were performed, they could 
be included in WIWiTS and improve the total set up. It was challenging to work 
with WIWiTS because a very large domain was required in order to eliminate 
boundary effects and to get grid independent results. The mesh generation can 
be done more effectively than what has been done for the simulated cases in 
this thesis. One recommendation is to work more with mesh construction, for 
instance, a mesh that is fine in the areas where one expects large gradients and 
coarser in others. 
WIWiTS with the FAST mode activated needs further validation and 
testing. Turbine towers representative for offshore wind park installations 
should be implemented. The method is open to inclusions of various towers. 
Hydrodynamic loads from the wave state should also be included. In order to 
study fatigue, there is a need for longer stimulation times. Several sea states and 
wind regimes must be investigated, and more realistic atmospheric conditions 
need to be implemented with buoyancy effects present. The SOWFA code 
includes both buoyancy and Coriolis and therefore it should be feasible to 
incorporate this in WIWiTS.
Only bottom fixed horizontal axis turbines are studied here. It would be 
interesting to extend the method to include vertical axis turbines and floating 
concepts. 
 On a more general level it is recommended a study of the frequency of 
different wind-wave regimes at certain offshore wind locations in order to be 
able to indicate how often situations where one can expect notable wave 
influenced wind effects to occur. Investigations on how knowledge from 
idealized CFD studies of wind wave effects can be incorporated in operational 
meso scale models will also be an important area to explore. 
  
 Models with a scale down to one km is used for operational MetOcean 
forecast for offshore wind parks. On the other hand, CFD models with scales 
under one meter are used in order to understand how these external geophysical 
forces affect the offshore structures. However, it is not feasible to run CFD 
models in operational forecasting modus. How can these two ‘worlds’ of 
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modelling traditions best be joined together? One possibility is to create look 
up tables, that are based on precursor CFD calculations. These look up tables 
should then be possible to couple to operational forecasting models. In this 
manner we could develop far better decisions support tools for an offshore wind 
industry which is extremely sensitive to changes in the weather and the sea 
state. A useful decision support tool need to be able to both predict the external 
geophysical forces as well as the impact of these changing forces on the 
structure and for the energy harvest. This calls for a better link between the 
geophysical macro world and the micro world of the structures in questions. I 
believe that finding an optimal link will be an important area of research in the 
coming years.  
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Abstract 
 
Onshore wind turbine technology is moving offshore, and the offshore wind industry tends to 
use larger turbines than those used over land. This calls for an improved understanding of the 
marine boundary layer. The standards used in the design of offshore wind turbines, 
particularly the rotor-nacelle assembly, are similar to those used for onshore wind turbines. As 
a result, simplifications regarding the marine boundary layer are made. Atmospheric stability 
considerations and wave effects, including the dynamic sea surface roughness, are two major 
factors affecting flow over sea versus land. Neutral stratification and a flat, smooth sea 
surface are routinely used as assumptions in wind energy calculations. Newly published 
literature in the field reveals that the assumption of a neutral stratification is not necessarily a 
conservative approach. Design tests based on neutral stratification give the lowest fatigue 
damage on the rotors. Turbulence, heat exchange and momentum transfer depend on the sea 
state, but this is usually ignored and the sea surface is thought of as level and smooth. Field 
experiments and numerical simulations show that during swell conditions the wind profile 
will no longer exhibit a logarithmic shape and the surface drag relies on the sea state. 
Stratification and sea state are parameters that can be accounted for, and they should therefore 
be considered in design calculations, energy assessments and power output predictions.  
 
Keywords:  
 
Marine Atmospheric Boundary Layer, Atmospheric Stability, Sea Surface Roughness, Wind-
Wave Interactions, Offshore Wind Turbine 
 
 
1) Introduction 
 
Offshore wind energy is a growing business and there will be vast investments in offshore 
wind technology in the near future [1]. Although offshore wind technology has many 
similarities with wind energy on land, it is still recognized as an immature industry and there 
are special challenges associated with the offshore environment. 
 
The development of an offshore wind site can be divided into five different stages: financial 
decision and site selection, design and fabrication, installation, operation and maintenance, 
and decommission. Offshore wind resource assessments, as part of the first stage, are essential 
to exploit the economical potential and to choose the right technological solutions. Metocean 
2 
 
conditions1 then need to be investigated in order to give guidance on the general metocean 
climate and hence the potential energy outcome for a planned park. The assessment process 
can be further divided into an evaluation of wind resources at a regional scale and a more 
detailed site-specific evaluation of local wind characteristics and turbulence [2]. For 
installation and decommission, the metocean conditions need to be forecast in order to find 
appropriate time windows for the different weather-sensitive installations or decommission 
operations. Also day-to-day metocean conditions need to be forecast with high accuracy and 
services must be tailored to specific operations, i.e. tuning the daily operation of the farm, 
planning maintenance work and reporting expected power output to the market. 
 
The offshore wind industry therefore relies on accurate assessments of the site-specific 
metocean climate and also on forecasts of the same metocean conditions under installation 
and decommission as well as in the operational modus. The different stages of the wind 
industry are closely linked to each other. Forecast methods are sometimes used in the 
assessment and design phase (such as hindcast models), and the forecasting requirements are 
again highly influenced by the assessments and the design guidelines. As stated in the latest 
NEK IEC 61400-3 standard (Wind Turbines – Part 3: Design Requirements for Offshore 
Wind Turbines, hereafter named IEC 61400-3) [3], issued in 2009, it is also important to 
assess the wave climate and other oceanographic features.  Hence extensive knowledge of the 
geophysical processes in the marine atmospheric boundary layer (MABL) is essential in all 
five stages.  
 
The aims of this paper are to highlight the major simplifications made with regard to the 
MABL in the governing standards for the offshore wind industry, and to some extent indicate 
the implications of these simplifications. In doing so, the paper explores the gap between ‘best 
knowledge’ (science) and ‘best practice’ (codes, standards). A successful outcome from the 
major investment in the growing offshore wind industry requires a better understanding of 
geophysical processes in the MABL as well as an increased knowledge of how offshore wind 
turbines respond to changing atmospheric stratification and the sea state.  
 
 
2) Boundary layer simplifications in the governing standards  
 
 
The boundary layer over land and sea has different characteristics and the large heat capacity 
of the ocean is one important reason for the differences.  When cold/warm air outbreaks from 
land take place over warmer/colder sea this can result in severe vertical atmospheric 
temperature gradients that are not common over land [4]. The sea surface can also be thought 
of as a ‘dynamical roughness’, where the changing sea state results in different levels of 
roughness. There has been significant investment in experimental work in the Baltic Sea to 
investigate how the sea state influences the atmospheric heat and momentum fluxes in the 
MABL; see e.g. [5, 6]. The wave boundary layer (WBL) is defined as the layer directly 
influenced by the waves and is of the order of one metre [7, 8]. A common assumption is that 
the same theories that are applied over land should also be valid over sea provided there is a 
shallow WBL. Rutgersson et al. [5] studied measurements from Östergarnsholm in the Baltic 
Sea and found that the atmospheric layer directly or indirectly influenced by the waves was 
considerably deeper than the WBL and that the atmospheric stability was influenced by swell. 
MABL research has demonstrated several cases where the much-used Monin-Obukhov 
                                                 
1 The term ‘metocean’ is here used as an abbreviation for ‘meteorological and oceanographic’. 
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similarity theory does not hold; see e.g. [5]. This is further highlighted in sections 3 and 4, but 
we first present a short summary on how the MABL processes are parameterized in the 
governing standards that are used in the offshore wind industry. 
 
Det Norske Veritas (DNV), the Germanischer Lloyd (GL) and the International Electro-
technical Commission (IEC) have each developed guidelines and standards for the offshore 
wind energy industry [9, 10], but there is no specific standard development on technology 
qualification for offshore wind farm technology, such as there is for the more mature oil and 
gas industries [11]. Until 2009 offshore wind turbines were designed according to national 
design rules in addition to international standards for the wind industry. The IEC 61400-3 
wind turbine standard, which was released in 2009, specifically addressed the design 
requirements for fixed offshore wind turbines [3]. Waves, currents, sea ice and marine growth 
(surface layer caused by plants, animals and bacteria) were new features that needed to be 
addressed in design situations for an offshore wind turbine compared to an onshore turbine. In 
general the standards require that a structural dynamic model is used to determine the load 
effects for all relevant combinations of external conditions and the specified design load 
cases. External conditions that are particular to the offshore environment are only regarded as 
important for the supporting structure of the turbine. According to IEC 16400-3, the 
engineering integrity of the rotor-nacelle assembly is regarded as covered by the basis of IEC 
16400-1 [12]. The same turbine classes used onshore are also used offshore, and these are 
defined in terms of wind speed and turbulence. Nevertheless, IEC 61400-3 states that it 
should be demonstrated that the offshore site-specific external conditions do not compromise 
the structural integrity.  
 
In order to perform the analysis for the load cases specified by IEC 61400-3, the designer has 
to use data from a site-specific metocean database. Such a database can be established from 
site-specific measurements or by hindcasting (numerical simulations − forecast models run in 
historical modus). In IEC 64100-3, waves and sea currents are not regarded as important for 
the design of the rotor-nacelle assembly, and only the atmospheric condition is assessed in 
order to provide the design basis for this component. Both the normal and the extreme wind 
conditions need to be considered, and IEC 64100-3 refers to IEC 61400-1 for the estimation 
of the wind speed using the power law, 
  
(1) 
Uሺzሻ ൌ U୦୳ୠ ቀ ୸୸౞౫ౘቁ
஑
. 
 
The average wind speed U(z) is expressed as a function of height, z, over the still water level2, 
U୦୳ୠ is the wind speed at the hub height z୦୳ୠ	and α is the power law exponent. Also the GL 
standard [13] refers to Equation (1) for wind speed estimations. The power law in Equation 
(1) has no explicit theoretical basis [14], and it is widely used in engineering applications 
because it is easy to work with. The DNV-OS-J101 [15] standards recommend using the 
logarithmic wind profile. The simplest expression of the wind profile in the surface layer is 
found in statically neutral conditions where atmospheric buoyancy effects are negligible. The 
surface layer is the bottom 10% of the boundary layer where the fluxes are assumed to vary 
                                                 
2 For offshore purposes the inclination with the horizontal plane can be considered to be zero and U(z) is 
calculated over the still water level. According to the definition in NEK IEC 61400-3, the still water level is 
calculated by including the effects of tides and storm surge but excluding the height variations due to waves.  
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little with height [16]. Under neutral conditions the Monin-Obukhov similarity theory leads to 
the logarithmic wind profile [16], 
 (2) 
Uሺzሻ ൌ ቀ୳∗୩ ቁ ln ቀ
୸
୸బቁ , 
 
where k = 0.4 is the von Kármán’s constant (see [17] for a evaluation of k) and z଴ is the 
roughness length. z଴ corresponds to the height above the surface where the mean velocity is 
zero. u∗is the friction velocity and this is defined as [14, 16], 
 (3) 
u∗ଶ ൌ தబ஡  , 
 
where τ଴ is the force per unit area exerted by the ground surface on the flow and ρ is the 
density of the air. In DNV-OS-J101 [15] reference is made to DNV-RP-C205 [18] for 
inclusion of a stability correction of wind profiles (see section 3). Equations (1) and (2) are 
widely used in wind energy technology and often for heights beyond the surface layer where 
the Monin-Obukhov similarity theory does not hold. This may lead to inaccurate wind speed 
estimations [19]. The roughness length, z଴, can be derived from wind speed measurements, 
and the literature contains different recommendations for selection of z0 for different surfaces 
[20].  
 
The turbulent wind field can be approximated by the use of a turbulence model. Both the GL 
standard [13] and the IEC 16400-3 refers to IEC 16400-1 for descriptions of the turbulence 
models necessary for design load calculations. IEC 61400-1 and also the DNV guidelines’ 
recommended turbulence models assume neutral atmospheric conditions and Gaussian 
statistics [9]. For the estimation of the turbulence intensity, I, the standards and guidelines 
recommend using measured de-trended data.  
(4) 
I ൌ σଵ/U, 
 
where σଵ	is the standard deviation of the mean wind speed U (the subscript 1 refers to the 
along-wind direction). In the absence of measurements, the different standards refer to 
different empirical relationships, and IEC 61400-3 recommends expressing the surface 
roughness by the use of the Charnock relation [21] and then employing this for the calculation 
of turbulence intensity. Coherent (or organized) turbulence structures can develop in stable 
atmospheric stratifications and impact the dynamic response of wind turbines [22]. These 
effects are currently not taken into consideration in the governing offshore wind standards [9]. 
A more detailed elaboration regarding measured turbulence intensity over the sea surface 
versus estimated values following the different guidelines can be found in [9, 23]. 
 
The Charnock relation expresses the dependence of roughness length on the surface stress,  
 
 (5) 
z଴ ൌ ୅ౙ୳∗
మ
୥  , 
 
where g is the acceleration due to gravity and the empirical constant Ac is the Charnock 
parameter. Note that IEC 16400-3 refers to Ac as a constant; in open sea it is recommended to 
be 0.011 and for near coastal waters 0.034 [3]. Charnock himself regarded Ac as a constant, 
but later studies have revealed that Ac is dependent on the sea state; see e.g. [8, 24].  
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For selections of which turbine classes to use for a specific site, IEC 61400-3 refers to IEC 
61400-1. The turbine classes are defined in terms of the Uref (reference wind speed averaged 
over 10 min) and Iref (expected turbulence intensity at 15 m/s) [12]. In order to choose the 
correct turbine classes, a designer has to estimate the appropriate Iref. This is, to a great extent, 
based on the same methods that are used to determine turbulence intensity over land. Again, 
the sea surface is regarded as smooth and level. The question is whether this gives the correct 
‘picture’ of the turbulence to which an offshore wind turbine will be exposed.  
 
To summarize: for a prediction of the vertical wind profile, the governing offshore wind 
industry standards rely on the power law or the logarithmic wind profile expression, and the 
form used in IEC 61400-3, DNV-OS-J101 and in the GL standard is only valid under neutral 
atmospheric stratification in the surface layer. The design requirement for offshore wind 
turbines uses wind turbine classes originally defined over land. The Charnock relation is used 
to some extent for the estimation of the sea roughness, but there is no consideration of how 
the sea state itself can affect the wind profile and the turbulence in the MABL. The 
differences in the momentum and heat fluxes over sea versus land and how these differences 
affect the rotor-nacelle assembly are not currently taken into account.   
 
 
3) The role of atmospheric stability  
 
 
Wind measurements are sparse and more expensive offshore compared to those onshore, and 
the use of wind calculations and wind models as substitutes for wind measurements is more 
frequent offshore than onshore. In stable and unstable atmospheric conditions, thermal effects 
influence the wind profile, and buoyancy and drag play an important role. According to the 
Monin-Obukhov similarity theory, the wind shear can be expressed with a non dimensional 
function,	Φ୫, that scales with the atmospheric stability,         
(6) 
 
ப୙
ப୸
୩୸
୳∗ ൌ Φ୫ሺ
୸
୐ሻ, 
 
where L is the Obukhov length. The Obukhov length is a scaling parameter expressed as [16],  
 
 (7) 
L ൌ െ 		஘౬୳∗య୩୥൫୵ᇲ஘౬ᇲ ൯౩തതതതതതതതതതതത , 
 
where θ୴	 and θ୴ᇱ  are the mean virtual potential temperature and the corresponding fluctuating 
component, respectively, and wᇱ is the fluctuating component of the vertical wind. L 
expresses the relation between mechanical or shear turbulent production and buoyant 
turbulent production. The ratio z/L can be described as a surface layer stability scaling 
parameter and its sign is related to static stability. z/L > 0 corresponds to stable atmospheric 
stratification, and   z/L < 0 corresponds to unstable stratification. The integration of Equation 
(6) gives the following empirical expression for the non neutral wind profile (see i.e. [25, 26, 
27]), 
(8) 
Uሺzሻ ൌ ୳∗୩ ቂln ቀ
୸
୸బቁ െ ψ୫ ቀ
୸
୐ቁቃ , 
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where	ψ୫ is the extension of the logarithmic wind profile to account for stability. Φ୫	and ψ୫ 
are empirical relations and have been estimated from various field experiments (see historical 
survey of Foken [27]). A table of original and modified empirical expressions for  Φ୫	 and ψ୫ can be found in Högström [17, 28]. For near neutral condition z/L=0, and Equation (8) is 
reduced to the logarithmic wind profile (Equation (2)).  
 
Both energy yield and fatigue damage differ when atmospheric stability is taken into 
consideration. Lange et al. [29] and Motta et al. [30] concluded that power output estimations 
significantly improve if stability is taken into account. A study by Sathe and Bierbooms 
showed that using the log law or the power law as a basis for fatigue simulations is not a 
conservative approach [31]. Fatigue calculations for the blade root were carried out at two 
different sites, Vindeby and Rødsand, in coastal waters south-east of Denmark. Atmospheric 
stability distributions at Vindeby and Rødsand have also been studied by Motta et al. [30]. 
Fatigue load simulations using different atmospheric stability distributions were compared 
with simulations which assumed the logarithmic wind profile and power law. As an example: 
lifetime fatigue damage was calculated to be nearly 25 times higher when considering 
stability classes instead of only neutral stability. Sathe and Bierbooms [31] used only 
simulations for steady conditions and neglected turbulent winds. Their study indicated that 
stable conditions give rise to higher fatigue damage than neutral conditions, and they 
concluded that a full-scale fatigue damage study using turbulent winds and real data was 
therefore needed.  
 
Eliassen et al. [32] recently performed similar studies to those of Sathe and Bierbooms, but 
they included the effect of turbulence and stability. They used data from the FINO3 platform 
in the North Sea and performed a time-domain analysis of the structural response of the wind 
turbine. They found that the inclusion of atmospheric stability resulted in increased fatigue 
loading. When the effect of atmospheric stability was accounted for, the damage equivalent 
load of the rotor blade increased by a factor of 1.4 [32].  
 
The offshore wind industry tends to use larger wind turbines than are used over land, hence 
there is a need for accurate calculations of wind profiles over 60-100 m in height. The 
precision of wind calculations differs according to different stability classes and the height 
over the surface layer. Gryning et al. [19] proposed a model for the calculation of the wind 
profile for the entire boundary layer over homogeneous terrain. Later, Peña et al. developed 
the model for extension of the wind profile beyond the surface layer in the marine boundary 
layer [33]. This study concluded that for neutral and unstable atmospheric conditions the 
height of the boundary layer could be neglected. Therefore the wind profile expressions based 
on the Monin-Obukhov similarity theory hold, and the simplified wind profile expressions 
(Equations (2) and (8)) are in good agreement with observations for neutral and unstable 
conditions. For stable conditions the height of the boundary layer needs to be included. In 
these situations the simplified expressions based on the Monin-Obukhov theory tend to 
overestimate the wind speed at a height of over 30-40 metres; better estimations were 
achieved by using a correction to account for the height of the boundary layer [33]. Bathelmie 
et al. [34] looked at the role of humidity fluxes on offshore wind profiles at Anholt and 
Nysted. They found that including humidity in the calculation of L was highly relevant under 
moderately stable conditions.  
 
The governing standards [3, 12, 13, 15, 18] for the offshore wind industry use simplified 
models for wind profile estimations, although the literature suggests different approaches to 
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account both for stability and for the influence of the height of the boundary layer; see i.e. 
[30, 33]. By using slightly more complex expressions, more realistic design tests and power 
estimations can be performed. 
 
4) Wave-induced wind 
 
In the MABL the wind influences the waves and vice versa. Wind-waves (characterized by 
short periods and relatively low phase speed) are aligned with the local wind. Swell 
(characterized by longer periods and faster phase speed) are waves that have propagated away 
from the source origin, and the local wind direction is not always correlated with the swell 
direction. Recent wave climate studies have shown that the wind and waves are often in a 
state of nonequilibrium with misaligned surface wind and waves [35] and that the global wave 
field is dominated by swell [36]. For a long time wave-driven wind has been thought of as a 
peculiarity, and the impact on the dynamics of the atmosphere is often neglected [37]. Several 
studies have now identified that the influence of wave-induced wind alters the overall energy 
exchange between the sea and the atmosphere; see e.g. [5, 37, 38, 39].  Perhaps wave-wind 
interactions are also worth considering in the field of the offshore wind industry?  
 
Only sparse detailed height quality measurements of wind and waves exist, but different field 
campaigns show that swell generates a wave-driven wind component that affects the 
momentum flux well above the WBL and extends far up into the MABL. Rutgersson et al., 
Semedo et al. and Smedman et al. have all given good overviews of the most important 
historical field experiments in this area [5, 37, 39], making reference to different Soviet ocean 
campaigns in the 1960s and 1970s and later those from Lake Michigan, the Baltic Sea and the 
Pacific Ocean. In addition to this, it is worth mentioning the CBLAST (The Coupled 
Boundary Layers and Air–Sea Transfer ) campaigns in the Atlantic Ocean south of Martha’s 
Vineyard in 2001 and 2003 [40] and the INTOA experiment in the Gulf of Tehuantepec in 
Mexico [41]. In Baltic Sea observations of swell propagating faster than the wind, a near 
surface wave-driven wind increase (in later publications often referred to as a near surface jet) 
was noted, as well as low net surface shearing stress [42], which is also observed in later field 
campaigns. Very few campaigns focus on swell opposing the wind field, but in 2005 the Gulf 
of Tehuantepec air-sea interaction experiment (INTOA) especially emphasized the effect of 
waves on the momentum flux that occurs when strong Tehuano winds3 blow offshore against 
the Pacific Ocean long period swell. In moderate to strong wind with opposing swell 
conditions, the observed wind stress was consistently higher than that reproduced from 
commonly used relations [41]. 
 
Different numerical simulations have been carried out in order to simulate the observed wave 
effect on the wind field from the above-mentioned field campaigns. In 2000 and 2005 
Sullivan et al. and Rutgersson and Sullivan used direct numerical simulation (DNS) with a 
focus on the turbulent structure and kinetic energy budgets over idealized waves [43, 44].  
Later Sullivan et al. developed a large-eddy simulation (LES) with a two-dimensional 
sinusoidal wave, and identified flow responses for three cases: wind opposing swell, wind 
following swell and wind over a swell surface with no movement (stationary bumps). The 
simulation results showed a good correlation with the CBLAST campaigns [38]. The flow 
responses in the different cases were very different and ‘fingerprints’ of the surface wave 
                                                 
3 Strong and persistent offshore winds that periodically blow across the Isthmus of Tehuantepec in southern 
Mexico. 
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extended high up in the MABL. Recently they also broadened their simulation by including a 
spectrum of resolved moving waves [45]. They introduced a more realistic sea surface, and 
the results from these simulations were in line with those from the simulations of a sinusoidal 
wave surface performed in 2008. However, the latest simulations indicated that the influence 
of swell on the wind is sensitive to the composition of the wave spectrum. In 2012 Nilsson et 
al. further explored the effect of wind following swell for different atmospheric stabilities 
using the LES set up in [38], and the results showed an increase in upward momentum flux 
during slightly unstable or convective conditions compared with neutral conditions [46].  
 
The wave-wind interaction can be understood by studying the pressure field near the surface. 
The total surface stress can be divided into two parts: one linked to viscous stress and the 
other to the resultant stress from the pressure field in association with the wave slope. This 
latter part is called the form drag or form stress [47]. The pressure field can be thought of as 
the ‘signal’ of the form stress between the wave and the atmosphere, and it is a part of the 
total surface drag [38, 48]. The total wind stress over a surface can be parameterized as [16], 
 
 (9)  
τ ൌ 	ρCୈUଶ	, 
 
where Cୈ is the surface drag coefficient for the same height. A good parameterization of the 
wind stress is very important in atmospheric modelling and forms an important basis for both 
forecast and hindcast. The Coupled Ocean-Atmosphere Response Experiment (COARE) in 
1992, under the Tropical Ocean-Global Atmosphere (TOGA) program [49], brought about the 
most frequently used algorithms for estimation of air-sea turbulent and radiative fluxes and 
bulk expressions for CD. These algorithms were updated and verified in 2002 [50].  
 
Sullivan et al.’s LES results in 2008 showed that, with low winds following the waves, nearly 
all measurements of CD were less than those found in the COARE parameterization [38]. 
Often the CD was found to be only 50% of the standard parameterization value in cases where 
winds were following the swells. In cases were winds were opposing the swells, CD increased 
by more than a factor of four compared to a flat surface. These findings were in accordance 
with wind profile and turbulent kinetic energy investigations that used data from the Baltic 
Sea Swell Experiment (BASE) [39, 48]. In 2009 Semedo et al. proposed a different approach, 
which produced results in line with those of Sullivan et al. [37]. The effect of wind following 
swell was quantified by the wave damping parameter, and the correspondence between 
observed and model wind profiles was very good. 
 
Recently, new knowledge from measurements and different numerical simulations has 
resulted in improved wave-atmospheric climate models, and also to some extent in mesoscale 
forecasting models. Finding that swell has different impacts in different areas, Carlsson et al. 
and Rutgersson et al. concluded that the impact of swell is not insignificant and should be 
taken into account when developing wave-atmosphere coupled climate models [51, 52]. 
Jenkins et al. employed a mesoscale atmospheric model and a spectral wave model, and the 
coupling method that they used was to exchange data between the atmospheric model and the 
wave model, hence altering the Charnock parameter [53]. Results from simulations with 
climate models and mesoscale forecasting models imply that wave-induced winds probably 
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have an effect on offshore wind resource assessments. More specifically, target modelling 
experiments need to be assigned in order to estimate quantatively what the specific impact on 
assessment will be. 
 
Discussion: 
 
What possible impact will these results have for design requirements and power harvesting in 
the offshore wind industry? The following is a discussion in respect of two different scenarios 
(wind following swell and wind opposing swell), in which it is assumed that an imaginary 
offshore wind turbine with turbine blades of 70 m and hub height of 100 m is placed in an 
area with frequent swell situations (this corresponds to the planned wind turbine testing in the 
Blyth area in the UK [54]). An assumption of the discussion in both scenarios is that the wind 
estimations are based either on a standard forecasting model or the use of a hindcast archive 
that parameterizes the sea surface in accordance with the COARE parameterization. Wakes 
are believed to be more persistent offshore than onshore due to the lower turbulence regimes 
that often are present in offshore wind sites [55]. Therefore the wakes are of particular 
importance offshore, and power losses under unfavourable wind directions can be significant 
in large wind farms [56]. It is not clear how the wave-induced wind will affect the wake, and, 
in the following discussion, which is primarily based on the Rutgersson et al., Sullivan et al. 
and Carlsson et al. works  [5, 38, 51], the wake effects are neglected.  
 
Wind following swell: 
 
The drag coefficients will be significantly smaller than values reported in non-swell situations 
[5, 38, 51]. Some studies indicate that CD will be approximately half the value estimated using 
COARE parameterization of CD [38, 51]. This implies the likelihood that the calculated mean 
wind (from a standard forecasting model or hindcast archive) is lower than it really is. If light 
winds following swell is a frequent occurrence, then the design of the wind turbine could be 
based on too low a mean wind speed. There will be a low level jet near the sea surface; hence 
the vertical wind profile will not exhibit a logarithmic shape. Over the jet there will be less 
wind shear compared to a flat surface. The maximum wind speed in the low level jet could 
even be slightly higher than that of the geostrophic wind (in [38] the maximum wind speed at 
20 m height was 0.5 m/s more than that of the geostrophic wind). The wind shear between 30 
m and 170 m (the swept area of the rotor) can be negative, and this corresponds to the fact 
that the wind will be stronger in the near surface level because of the formation of the low 
level jet. The shear between the surface and the top of the MABL will be reduced, and hence 
the turbulence-creating mechanism could be greatly suppressed, which could lead to a 
turbulence collapse in the overall MABL. The turbulent kinetic energy and the turbulence 
intensity will be smaller compared to those of wind opposing swell, or compared to those of 
wind over a flat surface (no waves). The low level jet could represent unharvested wind 
energy. If light winds following swell incidents are frequently occurring it is possible that the 
wind turbine will be exposed to larger mean wind and greater fatigue damage than it is 
designed for. 
 
Wind opposing swell: 
 
10 
 
This scenario is less investigated in the literature than the case of wind following swell, but 
there are indications that CD will increase [38, 41], sometimes by more than a factor of four 
compared to a flat surface [38]. This implies that the calculated mean wind will be higher than 
it really is. Since the wind is more ‘effectively’ retarded by the opposing swell, there will also 
be a higher wind shear than is the case with a flat surface. Swells opposing surface winds 
generate turbulence variances larger than those over a flat surface. If light wind opposing 
swell incidents occur frequently, the real energy harvesting will be less than was assumed to 
be the case in the assessment phase. An important question is whether the feature of increased 
wind shear and turbulence intensity under wind opposing swell incidences will exist during a 
higher wind regime. In [41], moderate to strong winds and opposing swell were observed in 
the Gulf of Tehuantepec in Mexico, and the observation shows that under 7 m/s the neutral 
drag coefficient at 10 m height, CD10N, tends to decrease with increasing winds. Over 7 m/s 
there is a reduced scatter and a linear increase in CD10N, but overall the values for CD10N were 
higher than those reproduced from commonly used relations. The Gulf of Tehuantepec in 
Mexico has a favourable climate for the formation of winds propagating against swell. 
Nevertheless, it is reasonable to think that strong winds can develop opposite a fast moving 
swell in other areas relevant for offshore wind energy, for example in a situation where a 
storm suddenly develops or in strong wind outbreaks from land. In these cases it is probable 
that there is strong wind (12-20 m/s) over fast moving waves (swell, with phase speed over 12 
m/s). Sudden strong winds could appear in connection with a polar low4, and the wind could 
rapidly, i.e. within less than half an hour, increase to gale force (20 m/s), allowing insufficient 
time to moderate the wave field. In situations like this it is likely that damaging forces on the 
rotor-nacelle assembly could occur, along with fatigue damage, potentially leading to damage 
and increased torque on gear boxes.  
 
Some studies conclude that the effect of changing sea surface roughness is not important for 
wind resource assessment [29, 30]. These studies have been based on wind profiles in the 
Danish Baltic Seas, where the wave climate is not necessarily representative of the wave 
climate at more exposed offshore locations typical of proposed offshore wind parks in the 
North Sea. These sites are exposed to a rougher wave climate and more frequent swell 
situations [35, 36]. The dynamics of wind and current coupled to surface waves are reviewed 
in [57], in which it is stated that, although surface waves and turbulent boundary layers are 
mature scientific subjects, we do not fully understand their mutual relationships but are in the 
midst of rapid progress in the understanding. What impact the mutual relationship will have 
for offshore wind energy is even less understood. It is still too early to conclude what specific 
implications wave-induced wind will have on design considerations and energy harvesting for 
the offshore wind industry. This is especially true with regard to the impact of wind cross or 
counter to swell, as this is only briefly described in the literature. The importance of wave-
induced wind for wind energy harvesting and for design considerations should be studied 
further; possible future studies in this field could be: 
 
- A study of the frequency of different wind-swell regimes at certain offshore locations 
in order to be able to indicate whether the effect of wave-induced winds is relevant to 
and significant for the offshore wind industry. There is a need for studying real load 
cases and real production data from offshore wind farms. 
 
                                                 
4 Polar low is small-scale intense low pressure. It normally forms in convective unstable air masses and is often 
associated with cold air outbreaks from ice-covered Arctic areas over warmer sea. Polar lows can rapidly 
propagate southwards and sometimes extend to the southern part of the North Sea. 
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- Numerical simulations should be carried out with different wave states and wind 
speeds in order to investigate which combinations could significantly influence design 
requirements and power output from offshore wind turbines. 
 
- To discover whether the effects from swell opposing wind can exist in a higher wind 
regime and to perform detailed studies to determine whether the increased surface 
drag and the increased turbulence intensity in cases of wind opposing swell can be 
damaging to the turbine, in particular to bearings and gears. 
 
- There are industry demands for high quality forecasts with better spatial and temporal 
resolution. One should clarify whether and how improved models including enhanced 
wave state effects can give better forecasts and hindcasts relevant to the offshore wind 
energy field. One should also further investigate whether it is worthwhile developing 
operational forecasts for wave-induced wind situations one to ten days ahead. 
 
5) Summary 
 
The boundary layer over the sea is quite different from that over land, particularly because of 
the difference in the exchange of momentum and heat fluxes. The governing standards used in 
the offshore wind industry rely heavily on experience and practice over land. In our opinion 
there is a gap between ‘best knowledge’ (science) and ‘best practice’ (codes, standards) and 
there is a need for improved guidance on the impact that atmospheric stability and wave-wind 
interaction in the MABL can have on the offshore wind industry. 
 
An accurate estimation of the wind profile is important for design purposes, wind energy 
assessment, operational production and for day-to-day power output estimations. Today 
several simplifications are used regarding the calculation of the wind profile. The most 
common simplification is to assume neutral stratified atmosphere and a constant roughness 
length, representing a very smooth surface.  
 
Recent studies have shown that stability needs to be accounted for in relation to improved 
energy estimation and also for structural design analysis; see [30, 31, 32]. The assumption of 
a neutral atmosphere is not always a conservative approach, and design considerations should, 
as a rule, be based on conservative approaches. Atmospheric stability can be accounted for in 
design calculations by the use of diabatic wind profile expressions, and there are also methods 
of extending the wind profile calculations beyond the surface boundary layer [33]. It might be 
worth conducting a survey regarding the occurrence of the different stability classes in the 
general assessment procedure when planning a new wind farm. Atmospheric stability is a 
parameter that weather forecasters can provide information about days ahead if they use a 
high-resolution forecast model. The ability to predict the atmospheric stability depends on the 
different planetary boundary layer schemes5 used, but assuming that the recommended 
scheme is utilized, an atmospheric stability forecast could possibly give the wind farm 
operator more accurate power production estimates [58].  
 
                                                 
5 In order to simulate the MABL, the different numerical weather forecast models use a variety of 
paramaterizations of the physical processes in the boundary layer. These different parameterizations, or schemes, 
are called planetary boundary layer schemes. 
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Stability considerations can be accounted for relatively easily in design calculations and 
energy output estimates, but it is perhaps more complicated to comprehend the fact that the 
wind profile, turbulence and the heat and momentum fluxes are dependent on the state of the 
wave field; see [5, 37, 38, 39]. Assessments are sometimes based on a site-specific metocean 
database, and this is often created by the use of numerical models (hindcasts). Normally the 
sea state dependent energy exchange in the atmosphere is not well captured in these models 
and the assessment can result in inaccurate estimates of mean wind and turbulence 
characteristics. Swell can result in both higher and lower effective surface drag. It is likely 
that swell can create different wind shear and turbulence characteristics so that a wind turbine 
site will be exposed to other external environmental conditions than those it was designed for. 
To further clarify the possible impact this wave-induced wind has on offshore wind turbines, 
more detailed studies are required, and it will be important to investigate whether even higher 
turbulence intensities will occur if a stronger wind is opposing swell.  
 
An improved two-way coupling of the ocean and atmospheric models will give better 
estimates of the momentum and heat flux exchange, and such a forecasting set-up will be 
important for the growing offshore wind industry. In the future the governing international 
standards should also be improved by including a better representation of the actual 
geophysical processes that take place between the sea surface and the atmosphere to ensure 
the structural integrity of the wind turbine facilities.  
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Abstract 
A flexible open source based CFD method is developed in order to directly study the effects of the wave 
movement on the wind field in a neutral stratified atmosphere. Sea surface waves modify the wind field in 
the marine atmospheric boundary layer (MABL) in different ways. Long periodic waves (swell) resemble 
a sinusoidal wave. The flow responses over this sinusoidal wave are studied in detail by the use of a 
moving grid approach. Waves aligned with the wind and opposed the wind are studied. Simulations show 
that a fast moving swell aligned with the wind will speed up the wind in the lowest meters of the MABL, 
whereas a fast moving swell opposed to the wind field will reduce and even revert the wind speed in the 
lowest meters. Swell opposing the wind field will also generate more turbulence in the lowest meters of 
the MABL than when waves and wind are aligned with each other. The simulations are compared with a 
logarithmic wind profile and wave influence causes the wave induced wind profiles to deviate from the 
logarithmic shape, especially in the case where swell is opposing the wind.  
 
© 2013 Published by Elsevier Ltd. Selection and peer-review under responsibility of SINTEF Energi AS 
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1. Introduction 
The ocean surface can be seen as a surface with a dynamical roughness. Different wave states give rise 
to different roughnesses and the associated effect of the wind field will be different according to different 
wave regimes. For a long time wave driven wind was looked upon as a peculiarity. It was commonly 
assumed that the wave influenced layer was limited to the lowest meter over the sea surface, the wave 
boundary layer (WBL), and its effect often neglected [1]. Different measurement campaigns have 
however revealed that under certain conditions the wave influence extends far beyond the WBL and 
affects the whole depth of the marine atmospheric boundary layer (MABL) [2]. These wave driven wind 
effects have also been simulated with various computational fluid dynamics (CFD) methods, ranging 
from early work in 2000 with direct numerical simulations (DNS) [3] to large eddy simulations (LES), 
including buoyancy effects,  in 2012 [4].  
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Through examination of the governing design standards in the field of offshore wind industry it is clear 
that the industry to a large extent relies on experience and practice over land, and does not take into 
consideration how the ever-changing waves affect the wind field [5, 6]. Even if it is well documented that 
the wave state affects the wind field several tens and also hundreds of meters over the sea level, it is still 
not clear if the effects of wave driven wind will be of any significance to the offshore wind industry.  
This work is part of a project aimed at revealing if wave driven wind should be accounted for in wind 
turbine power estimates and wind turbine design. The objective of this paper is to develop a flexible 
model for testing how different wave states affect the MABL by the use of computational fluid dynamics 
(CFD). Once this has been established, wind turbine models can be introduced in the CFD domain over 
the moving wave surface, thereby allowing studies of wave influence on both wind turbine wake and on 
wind turbine performance.  
 
2. Wave wind interactions 
For both design calculations and power production estimates it is important to get an accurate estimate of 
the average wind, U(z), as a function of height z over the ground or the sea surface. Expression for this 
wind profile can be found by the use of Monin-Obukhov similarity theory (MOST). MOST is valid in the 
constant flux layer (where the fluxes are assumed to vary little with height). Under atmospheric neutral 
conditions MOST theory leads to the logarithmic wind profile [7];     
 
 𝑈𝑈(𝑧𝑧) = �𝑢𝑢∗
𝑘𝑘
� 𝑙𝑙𝑙𝑙 �
𝑧𝑧
𝑧𝑧0
� ,         (1) 
 
where k = 0.4 is the von Kármán’s constant, z0 is the roughness length (defined as the height where the 
wind speed equals zero) and u∗is the friction velocity. The friction velocity is defined as [7], 
  
 u∗2 = τ0ρ  ,         (2) 
 
where τ0 is the force per unit area exerted by the ground surface on the flow and ρ is the density of the 
air. The roughness length, z0, can be derived from wind speed measurements. The literature contains 
different recommendations for selection of z0 for different surfaces. In the field of offshore wind industry 
the sea surface is generally considered as levelled and smooth, and therefore a low z0 value of 0.0002 m is 
often chosen [8].  
Wind waves and swells influence the wind field differently and the angle between the wind field and 
the ocean waves is also of great importance when studying the wave wind interactions. The wave age, χ10, 
is a parameter that can be used to characterize the wind-wave regime. The wave age is the ratio between 
the phase speed of the peak of the wave spectrum (cp) and the wind speed at 10 m (U10);  
                  
 χ10 =  𝑐𝑐𝑝𝑝(𝑈𝑈10𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) ,         (3) 
 
where 𝜃𝜃 is the angle between the wave field and the wind field. The wave height is here assumed to be 
relatively small compared with the water depth, and according to the dispersion relation the wave speed 
depends on the wave length. When χ10 is 1.2 the wave field is believed to be fully developed. A wind 
driven wave regime is characterised by χ10 < 1.2 and a swell dominated wave field by χ10 > 1.2 [9]. 
Several sea states are studied in [10] and in this paper more detailed studies are performed for a sea with 
χ10 = 2 and  χ10 = 1. 
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3. Method and models 
The open source CFD toolbox OpenFOAM [11] is used for both mesh generation and CFD 
computations. By using a moving grid approach, a swell like (sinusoidal) wave was implemented on the 
form;            
 𝑧𝑧(𝑥𝑥) = 𝑎𝑎 sin(𝜔𝜔𝜔𝜔 − 𝑘𝑘𝑥𝑥),        (4) 
 
where a is wave amplitude, ω is angular frequency, t is time and k is the wave number. Each grid cell 
moves up and down, reaching their maximum elevation in different time increments according to a 
sinusoidal signal, and the movement looks like a wave propagating - much like the different particles in a 
real ocean wave. The wave will gradually fade in during 10 seconds of simulations. The wave will also 
gradually fade in 10 meter after the inlet and fade out 10 m before the outlet. This gradually developing 
wave (both in time and space) was implemented in order to ensure that the inlet and outlet grid part of the 
domain did not change form and also to ensure stable simulations. Wave speed (c), wave amplitude (a), 
wave length (L) are input parameters to the model. Since the wave is an idealised sinusoidal wave 
surface, with no variation in the y-direction, only two-dimensional effects are studied. Nevertheless the 
CFD set up is three dimensional, but with only few cells in the y-direction. This is partly done in order to 
easily extend the work to include a wind flow angle to the wave direction. Currently only waves 
propagating along with the wind flow and directly opposing the wind flow are examined (𝜃𝜃=0). 
The starting points of these CFD simulations are the Navier-Stokes equations and the continuity 
equation for an incompressible, Newtonian fluid [12]; 
            
 𝜌𝜌 �𝜕𝜕𝑈𝑈
𝜕𝜕𝜕𝜕
+ 𝑈𝑈 ∙ ∇𝑈𝑈� = −∇p + µ∇2U       (5) 
 
 ∇𝑈𝑈 = 0,          (6) 
 
where U is the velocity vector, p is the pressure and µ is the dynamic viscosity.The simulations are only 
valid for a neutrally stratified atmosphere where no buoyancy effects are present. The Corioles force is 
also neglected.   
Reynold Averaging is used on the Navier-Stokes equation and for turbulent closure the standard k-
epsilon model [13] is used. This model includes two transport equations, one for turbulent kinetic energy 
(k) and one for the turbulent dissipation (ε). These are respectively defined as;  
 
 k = 1
2
�u′2 + v′2 + w′2� ,        (7)
  
 ε = 2ν S′ij ∙ S′ij ,         (8) 
 
where u’, v’ and w’ denotes the x-, y- and z-component of the fluctuation part of the velocity vector U 
and ν is the viscosity and S’ij is the fluctuating deformation rate [12]. By introducing four model constants 
(𝜎𝜎𝑘𝑘,𝜎𝜎𝜖𝜖 ,𝐶𝐶1𝜖𝜖,𝐶𝐶2𝜖𝜖) the standard k-epsilon model reads [13]; 
  
 𝜕𝜕(𝜌𝜌𝑘𝑘)
𝜕𝜕𝜕𝜕
+ ∇(𝜌𝜌𝑘𝑘𝑈𝑈) = ∇ �𝜇𝜇𝑡𝑡
𝜎𝜎𝑘𝑘
∇ 𝑘𝑘� + 2𝜇𝜇𝜕𝜕𝑆𝑆𝑖𝑖𝑖𝑖 ∙ 𝑆𝑆𝑖𝑖𝑖𝑖 − 𝜌𝜌𝜌𝜌     (9)
         
 𝜕𝜕(𝜌𝜌𝜌𝜌)
𝜕𝜕𝜕𝜕
+ ∇(𝜌𝜌𝜌𝜌𝑈𝑈) = ∇ �𝜇𝜇𝑡𝑡
𝜎𝜎𝜖𝜖
∇ 𝜌𝜌� + 𝐶𝐶1𝜖𝜖 𝜌𝜌𝑘𝑘 2𝜇𝜇𝜕𝜕𝑆𝑆𝑖𝑖𝑖𝑖 ∙ 𝑆𝑆𝑖𝑖𝑖𝑖 − 𝐶𝐶2𝜖𝜖𝜌𝜌 𝜖𝜖2𝑘𝑘      (10) 
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This is a transient (time varying) simulation that uses the Reynold Averaging Navier Stoke approach 
so in short the method can be denoted unsteady RANS (or URANS).  
 
4. Simulations and boundary conditions 
First various sensitivity analyses were performed on a relatively small domain (length of 250 m, height 
of 50 m) where different wind velocities and sea states were studied. Only uniform wind was used as the 
inlet wind condition and detailed descriptions are given in [10].  
Experiences from these simulations are then used when investigating the MABL in a larger domain, 
with length of 500 m and height of 100 m. For these simulations the method was further improved. A 
logarithmic wind profile was implemented as the inlet velocity (eq. 1) and the gradually developing wave 
was utilized. Four different cases are here presented and compared with each other and with the standard 
logarithmic wind profile used at the inlet. 
The boundary conditions for velocity at the inlet and the parameters for the wavy ground patch are 
summarized in table 1. For the velocity on the ground patch (on the moving wave surface) the 
openFOAM specific boundary condition “movingWallVelocity” was used and at the top the movement 
was fixed to zero. This ensured that the pumping wave movements were transferred to the air flow. At the 
inlet the turbulent kinetic energy and the turbulent dissipation was uniformly distributed and fixed. All 
four simulation had starting value of k=0.5 and ε=0.015. This is a simplification of the reality where the 
turbulent kinetic energy will vary according to the wind velocity and height. During the computational 
time the simulations build up their own turbulent field (and the accompanying dissipation rates) and far 
downstream from the inlet, the boundary values are thought of as less important. Nevertheless a inlet k 
value of 0.5, together with a reference wind speed of 5 m/s, correlates to a turbulent intensity of 
approximately 11% [12] and this is believed to be within a realistic range for an offshore wind farm [5]. 
The rest of the boundary conditions were the same for all cases; at the top, the lateral sides and at the 
outlet of the computational domain the boundary conditions was “zeroGradient”. Then the top and side 
walls did not influence the computations (the normal gradient of the field is zero at the boundary) and 
there was no change in the flow parameters on the outlet boundary. OpenFOAM specific wall-functions 
for turbulent kinetic energy, turbulent dissipation and turbulent viscosity where used with a roughness of 
the “wave-wall” that corresponds to a z0 of 0.0002 m. 
 
Table 1: Boundary conditions for velocity at the inlet and parameters for the wavy ground  
Case Logarithmic inlet conditions Wave surface at ground patch 
𝛘𝛘𝟏𝟏𝟏𝟏 UHref (m/s) Href (m) z0 (m) u* (m/s) a (m) L (m) c (m/s) 
2 (aligned) 5 100 0.0002 0.15 3 40 8 
2 (opposed) 5 100 0.0002 0.15 3 40 -8 
1 (aligned) 10 100 0.0002 0.30 3 40 8 
1 (opposed) 10 100 0.0002 0.30 3 40 -8 
 
Since the wave is seen as a solid ground naturally no deformation of the wave surface due to wind 
forcing is captured. This is a major simplification of the reality and it is hence only possible to study wave 
induced wind and not wind wave interactions.  
Changes in the resolution of the grid should not influence the results and grid independency tests were 
performed in [10] and the simulations are believed to be grid independent for velocity and nearly grid 
independent for turbulent kinetic energy for 12500 cells. A grid refinement towards the ground was used 
and this resulted in y+ (the non dimensional wall distance for wall bounded flows) values between 200 
and 500.  In order to calculate the boundary layer it is recommended to have 30 < y+ < 500 to model the 
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boundary layer properly [12]. The domain with length of 500 m and height of 100 m had 50 000 cells. 
Simulation periods of 500 seconds are believed to be sufficient to reach a “quasi”-steady state.  
A simulation test, with a logarithmic inlet profile on an empty domain with a flat surface was 
performed, before executing the four cases in table 1. This was done in order to investigate if the code 
could sustain the logarithmic profile downwind the domain and this was the case. 
5. Results 
5.1. Sensitivity analyses 
In [10] the wind at the inlet, Uinlet, were uniformly distributed and ranged from 5 m/s to 30 m/s. 
Simulations with waves aligned and opposed the wind field were performed and results are shown in 
figure 1 and 2. The wave had amplitude a = 3 m, wavelength L = 40 m, and wave speed c = +/- 8 m/s. 
The shape of the vertical profiles changes whether the flow is aligned with the waves or opposed to the 
waves. Note that only mean values of the horizontal component, Ux, are shown. Mean profiles were 
calculated over a simulation period of 25 sec (which corresponds to approximately one wave period) with 
the openFoam utility “fieldAverage”. This utility computes averages of each cell value for every time 
step. Since the applied inlet velocity was uniform and the “fieldAverage” utility unifies the profiles, the 
resulting simulated profiles are nearly constant over 20-30 meters. When comparing flow aligned with the 
wave and opposed to the wave the case with lightest wind propagating opposite to the wave deviates the 
most from a logarithmic shape. The opposed situation also generate higher turbulent kinetic energy levels 
than the aligned situations. Figure 3 shows different flow responses for four different wave states when 
the wind and wave oppose each other. The flow is clearly wave state dependent and the steepest wave 
seems to affect the flow field the most. 
 
 
 
Figure 1: Wind aligned with waves: Vertical profile of mean values of the horizontal component of the wind flow and profiles of 
mean turbulent kinetic energy for six cases with different uniform inlet velocity.  
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Figure 2: Wind opposed waves: Vertical profile of mean values of the horizontal component of the wind flow and profiles of man 
turbulent kinetic energy for six cases with different uniform inlet velocity.  
 
 
Figure 3: Wave opposed the wind field for various wave states. Uniform wind speed of 10 m/s at the inlet. Vertical profile of mean 
horizontal wind speed (left) and vertical profiles of mean turbulent kinetic energy (right).  
 
5.2. Wind and wave aligned versus opposed 
 
Based on the experience from the sensitivity study in 5.1, four cases were chosen to be investigated in 
more detail; in figure 4 wind profiles and turbulent kinetic energy profiles over waves with wave speed of 
+/- 8 m/s and wind flow at the inlet with U100m of 5 m/s and 10 m/s are shown. This corresponds to 
absolute values of the wave age close to 2 and 1 (see table 1) because U10m is 4.5 m/s and 8.1 m/s at the 
inlet. In the former case the wave is propagating faster than the wind, and in the latter case slower or 
equal to the wind. The resulting wind profiles are compared with the logarithmic velocity profile applied 
at the inlet. Only instantaneous velocity and turbulent kinetic energy profiles are shown. The profile will 
change according to where the profiles are located above the wave, but the pattern is repeatable for every 
wave length. In figure 4 profiles are plotted over 450-490 meters. This represents one wave length and 
curves are plotted for every 5 meter.  
In the 2 wave age case the aligned situations shows a speed-up of the wind velocity up to a height of 
25 meters. This is due to the fact that the high speed of the wave transfers momentum to the slower 
moving wind flow above the wave. Comparing the wind in the aligned situation with the inlet velocity, 
maximum speed up of 2.5 m/s occurred in approximately 2 meters height (occurring over the wave 
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trough, 470 meter downstream) and at 10 meter height this speed up was reduced to 1 m/s. At the same 
height the inlet velocity was 3.5 m/s. The wind velocity under the height of 37 meters is reduced in the 
case where wind and wave are opposing each other. Over this level the wind velocity exceeds the velocity 
of the logarithmic wind profile. In both the aligned and opposed situation the wind profile deviates from 
the logarithmic profile. The opposed situation deviates all the way up to the top of the domain. For 
heights less than 70 meters there is notably more turbulent kinetic energy when the wind and wave are 
opposed compared to the aligned case. Maximum turbulent kinetic energy levels occur in approximately 
10 meters height with around 10 times more turbulent kinetic energy than in the same height for the 
aligned situation. 
 In the 1 wave age case the wind profile for the aligned situation seems to match quite well the 
logarithmic inlet profile, but with a slight deviation above 32 meter height. The speed up in the lowest 
meters was not as prominent as for the 2 wave age case. This illustrates that the relative difference in 
wave speed and wind speed is of importance. For the opposed situation the wind profiles have the same 
shape as in the 2 wave age case. Also the kinetic turbulent profiles show the same response as in the 2 
wave age case. Maximum turbulent kinetic energy levels occur in approximately 5 meters height with 
around 30 times more turbulent kinetic energy than in the same height for the aligned situation. Compared 
to the 2 wave age case more turbulent kinetic energy is generated in the lowest  meters due to the higher 
relative velocity – as a wave with speed of 12,5 m/s is now opposing the wind field of U100=10 m/s.   
 
 
Figure 4: Turbulent kinetic energy profiles in the case of wind aligned with the wave (blue curves) and wind opposed with the wave 
(red curve) for simulations with U100m=5 m/s at inlet and wave age 2 (top pictures) and U100m =10 m/s at inlet with wave age 1 
(bottom). The applied logarithmic inlet profile (black) is also shown. See table 1 for more details on boundary conditions. 
8 Kalvig et al./ Energy Procedia 00 (2013) 000–000 
 
The overshoots of the inlet wind speeds, seen clearly for the opposed situations in both the 2 and 1 
wave age cases, are due to mass conservation in a limited height computational domain. This effect will 
diminish if the height of the computational domain is increased. For more realistic MABL the height of 
the domain should be increased. 
Both speed up of the wind and increased turbulent levels over a fast moving swell have been observed 
in real life [14,15]. 
 
6. Conclusions 
By the use of URANS computations with a moving grid approach it is possible to directly study the 
effects of the wave movement on the wind field. Vertical profiles of wind velocity and turbulent kinetic 
energy show distinct differences for waves aligned with the wind versus waves opposing the wind. When 
the wave is opposing the wind the wave effects are notable throughout the whole domain. A speed up 
near the wave surface is present when the wind is blowing over and aligned with a faster moving wave 
surface. When the wave is opposing the wind, the wind velocity will be reduced in the lowest meters and 
sometimes even reverted. With a wind in 100 meters of 5 m/s and 10 m/s over an opposing wave with 
phase speed of 8 m/s and amplitude of 3 meters, the wind will be reduced under the height of 
approximately 37 and 32 meters. The turbulent kinetic energy will also be 10 to 30 times higher under the 
height of approximately 70 and 55 meters compared to the aligned situation. These URANS simulations 
with moving wave surfaces will be further developed. More simulation results need to be compared with 
each other, and preferably also to real measurements. Even if it is clear that the effects from the wave 
surface extend far above the WBL, and possibly in the height of a wind turbine rotor, it is still unclear 
which effects this can have on wind turbine design and wind turbine yield. Since this work is based on 
highly flexible and freely available open source software and since it is a set up that uses URANS the 
simulations are less computational demanding than previous direct simulations of wave induced winds as 
DNS and LES. The method presented herein is believed to be suitable for further studies of more complex 
sea states and to be coupled with turbine performance models.  
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The length of the wind tunnel is 11.15 metres. The wind tunnel height increases slightly 
downstream. The height at the inlet is 1.80 metres and at the outlet 1.85 metres. This increasing tunnel 
height will limit the effect of the walls when the wake expands. 
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6¡UHQVHQDQG6KHQ>@EODGHORDGLQJLVLPSOHPHQWHGLQWKHVHVSDQZLVHVHFWLRQVDQGLQWURGXFHGLQWKH
1DYLHU6WRNHVHTXDWLRQVDVDERG\IRUFH&KXUFKILHOG>@LPSOHPHQWHGWKH$/0RI6¡UHQVHQDQG6KHQ
LQWKHWRROER[2SHQ)2$0DQGWKLVLVWKHEDVLVIRURXU$/0VLPXODWLRQV:HKDYHXVHGWKHVHWXSZLWK
WKHWUDQVLHQWVROYHU³SLVR)RDP7XUELQH´7KLVZDVRULJLQDOO\LQWHQGHGIRUODUJHHGG\VLPXODWLRQV/(6
EXWZHKDYHFKDQJHGWKHVHWXSWRXVHXQVWHDG\5$1685$16
7KHPHWKRGUHTXLUHVDLUIRLOORRNXSWDEOHVLHDQDLUIRLOILOHFRQWDLQLQJDOLVWRIOLIWDQGGUDJ
FRHIILFLHQWVYHUVXVDQJOHRIDWWDFN7KHIUHHZDUHDLUIRLOGHYHORSPHQWV\VWHP;)2,/>@ZDVXVHGWR
JHQHUDWHWKHUHTXLUHGDLUIRLOGDWDDQGWKH6DLUIRLOJHRPHWU\ZDVIRXQGLQWKHDUWLFOHE\6RPHUV






>@7KHDLUIRLOGDWDXVHGKHUHZDVFUHDWHGE\-RKQ$PXQG/XQGDW0HYHQWXV3DQGDFORVHU
GHVFULSWLRQRIWKH;)2,/JHQHUDWHGDLUIRLOGDWDFDQEHIRXQGLQ>@ The localEODGH5H\QROGV
QXPEHUFDOFXODWHGRQWKHEDVLVRIURWDWLRQDOVSHHGDQGUHSUHVHQWDWLYHFRUGOHQJWKZLOOYDU\DORQJWKH
EODGHDQGLQ>@DZLGHUDQJHRI;)2,/FDOFXODWLRQVZHUHPDGHLQRUGHUWRDFFRXQWIRU5H\QROGV
QXPEHUVHQVLWLYLW\7KHVHVLPXODWLRQVZHUHPDGHE\FRQVLGHULQJWKHEODGHDVGLIIHUHQWDLUIRLOVZLWK
WKHRQHFORVHVWWRWKHURWRUEHLQJVLPSO\DF\OLQGHUDQGGUDJOLIWFRHIILFLHQWVIRUWKHIRXURWKHUVEHLQJ
GHWHUPLQHGRQWKHEDVLVRIGLIIHUHQW5H\QROGVQXPEHUVLQWKHUDQJHRI7KH
VLPXODWLRQVZHUHSHUIRUPHGIRUWLSVSHHGUDWLRVODQG
8QOLNHWKH$'0$/0DOORZVXVWRVWXG\ZLQGWXUELQHIRUFHVDQGLQIRUPDWLRQDORQJWKHEODGHUDGLXV
7KXVWKUXVWDQGWRUTXHDUHFDOFXODWHGIRUWKHPRGHOZLQGWXUELQH6HYHUDOLQSXWSDUDPHWHUVQHHGHGWR
EHHVWDEOLVKHGLQRUGHUWRSHUIRUPWKH$/0VLPXODWLRQVDQGWKHVHDUHVXPPDUL]HGLQ
7KHJULGZDVJHQHUDWHGZLWKWKH2SHQ)2$0WRRO³EORFN0HVK´,WLVUHILQHGLQDUHJLRQDURXQGWKH
URWRUEXWQRWQHDUWKHZDOOV7KHPHWKRGGRHVQRWLQFOXGHWKHWXUELQHWRZHUDQGWKLVLVQRWPRGHOOHG
*ULGLQGHSHQGHQF\WHVWVZHUHSHUIRUPHGDQGWKHVROXWLRQLVEHOLHYHGWREHJULGLQGHSHQGHQWIRUYHORFLW\
FDOFXODWLRQV7KHILQDOJULGVL]HXVHGZDVPLOOLRQFHOOV
:KLOH)UHGULNVHQ>@ZRUNHGZLWKWKH$/0FRGHGXULQJKLVPDVWHUWKHVLVWKHFRGHZDVFKDQJHG
IURPH[SOLFLWVFKHPHWRLPSOLFLWVFKHPHDQGZHKDYHXVHGWKLVPRGLILFDWLRQWRWKHRULJLQDOFRGHDVZHOO
LQWKHUHVXOWSUHVHQWHGKHUH%\LQFOXGLQJWKHFDOFXODWLRQRIWKHZLQGWXUELQHIRUFHVZLWKLQWKH3,62
DOJRULWKP>@DWLJKWHUFRXSOLQJEHWZHHQWKHIORZILHOGDQGWKHWXUELQHEODGHVZDVHQVXUHG7KLVFKDQJH
DOVRPDGHWKHFRGHPRUHUREXVWUHJDUGLQJWKHWLPHVWHSVL]H
0DUWtQH]HWDO>@UHFRPPHQGHGWKDWWKHWLPHLQFUHPHQWVVKRXOGEHVPDOOHQRXJKVRWKDWWKHWLS
RQO\SDVVHVWKURXJKRQHORFDOJULGFHOOGXULQJHDFKWLPHVWHS)RUDOOVLPXODWLRQVWKHWLPHLQFUHPHQWKDV
EHHQāVHFRQGVDQGWKLVHQVXUHVWKDWWKHEODGHWLSZLOOQRWSDVVWKURXJKPRUHWKDQRQHORFDOJULG
FHOOIRUWKHGLIIHUHQWVLPXODWLRQVWKDWZHUHXVHGLQWKHJULGLQGHSHQGHQF\WHVWIURPWKRXVDQGWR
PLOOLRQFHOOVDVZHOODVWKHILQDOVLPXODWLRQVWKDWDUHXVHGODWHULQWKLVVWXG\
7KHVLPXODWLRQWLPHZDVVHFRQGV6LQFHWKHURWRUVSHHGLVYHU\KLJKIRUWKLVVPDOOPRGHOZLQG
WXUELQHWKLVVLPXODWLRQWLPHLVEHOLHYHGWREHHQRXJKLQRUGHUWRHVWDEOLVKDTXDVLVWHDG\UHVXOW

4.1.  Input parameters in the actuator line method 
$/0UHOLHVRQYDULRXVLQSXWYDOXHV$PRQJRWKHUVWKH*DXVVLDQZLGWKSDUDPHWHUDQGWKHQXPEHU
RIWKHDFWXDWRUOLQHHOHPHQWVQHHGWREHFKRVHQ,WLVDOVRSRVVLEOHWRXVHDFRUUHFWLRQWHUPLQRUGHUWR
DOORZWKHOLIWWRDSSURDFK]HURPRUHJUDGXDOO\DWWKHWLSDQGURRWRIWKHEODGH0DUWLQH]HWDO>@IRXQG
WKDWXVLQJ*ODXHUWWLSDQGURRWORVVFRUUHFWLRQWHUPVGHFUHDVHGWKHSUHGLFWHGSRZHU7KHUHVXOWSUHVHQWHG
KHUHLVZLWKWKHWLSDQGURRWORVVFRUUHFWLRQWHUP7DEOH
$QLPSRUWDQWLQSXWSDUDPHWHULQWKH2SHQ)2$0VHWXSE\&KXUFKILHOG>@LVWKH*DXVVLDQZLGWK
SDUDPHWHU WKDW FRQWUROV KRZ WKH IRUFHV DUH GLVWULEXWHG DORQJ WKH OLQHV UHSUHVHQWLQJ WKH URWRUV 6RPH
SXEOLFDWLRQVH[LVWUHJDUGLQJKRZWRHVWDEOLVKDUHSUHVHQWDWLYH*DXVVLDQZLGWKSDUDPHWHU7UROGERUJ>@
UHFRPPHQGVWKDWWKHSDUDPHWHUVKRXOGEHODUJHUWKDQWZLFHWKHORFDOJULGFHOOOHQJWK,Q0DUWLQH]HWDO¶V
>@H[SHULHQFHWKLVZDVDOVRJRRGJXLGDQFHLQRUGHUWRDYRLGQXPHULFDOLQVWDELOLWLHVLQWKHVROYHU7KH
ODWHVW ZRUN RI &KXUFKILHOG >@ VWDWHV KRZHYHU WKDW WKH *DXVVLDQ ZLGWK SDUDPHWHU VKRXOG DOVR
FRUUHVSRQG WR D UHSUHVHQWDWLYH EODGH FRUG OHQJWK 7KHPDVWHU WKHVLV RI1RGHODQG LQ  >@ DOVR
UHDFKHV WKH VDPH FRQFOXVLRQ DIWHU H[WHQVLYH WHVWLQJ RI WKH $/0 ,W LV VWLOO GLIILFXOW WR HVWDEOLVK D
SK\VLFDOO\DSSURSULDWHYDOXHRIWKH*DXVVLDQZLGWKSDUDPHWHUDQGWKLVLVRQJRLQJUHVHDUFK
%DVHGRQWKHJXLGDQFH>@ZHKDYHSHUIRUPHGWKHIROORZLQJSURFHGXUHWRHVWDEOLVKDQDSSURSULDWH
*DXVVLDQZLGWKSDUDPHWHUIRUWKHVLPXODWLRQVSUHVHQWHGKHUHJULGLQGHSHQGHQF\WHVWVZHUHSHUIRUPHG
7KHUHDIWHU ZH UDQ WKUHH VLPXODWLRQV ZLWK GLIIHUHQW *DXVVLDQ ZLGWK SDUDPHWHUV $ FXELF VSOLQH
LQWHUSRODWLRQZDV XVHG WR ILW WKH*DXVVLDQZLGWK SDUDPHWHU WR WKH NQRZQ SRZHU RI :7KHQ D
*DXVVLDQZLGWKSDUDPHWHURIZDVXVHGDVLQSXWWRWKHQHZVLPXODWLRQVSUHVHQWHGKHUH
 
30HYHQWXVLVD1RUZHJLDQDQG'HQPDUNEDVHGZLQGHQHUJ\FRPSDQ\ZZZPHYHQWXVFRP






7KH$/0DOVR UHTXLUHVDQ LQSXWSDUDPHWHU WKDW VWDWHV WKHQXPEHURIDFWXDWRU OLQHHOHPHQWV LQWR
ZKLFKRQHEODGHVKRXOGEHGLYLGHG>@UHFRPPHQGHGWKDWIRUHDFKJULGFHOODFURVVWKHEODGHWKHUH
VKRXOGEHDWOHDVWDFWXDWRUOLQHHOHPHQWV,QWKHIROORZLQJZHKDYHFKRVHQWKHDFWXDWRUOLQHHOHPHQWV
WREHZKLFKLVWZLFHWKHQXPEHURIJULGFHOOVDFURVVRQHEODGHLQOLQHZLWKWKHVXJJHVWLRQLQ>@



)LJXUH:LQGWXQQHOGRPDLQPPDQGP/HIW$FWXDWRUGLVNGRPDLQWKHDFWXDWRUGLVNLVORFDWHGP
GRZQVWUHDPRIWKHLQOHWDQGYLVXDOL]HGDVDPWKLFNGLVN5LJKW$FWXDWRUOLQHGRPDLQERG\IRUFHLVYLVXDOL]HGRQDVOLFH

)XOO\UHVROYHGURWRUPHWKRG
7KH IXOO\ UHVROYHG URWRU )50 FDOFXODWLRQV ZHUH SHUIRUPHG XVLQJ $16<6)/8(17 ,Q WKHVH
FDOFXODWLRQVWKHH[DFWOD\RXWRIWKHZLQGWXUELQHLVPRGHOOHGJHRPHWULFDOO\DQGVLPXODWHGXVLQJDVOLGLQJ
PHVK WHFKQLTXH7KHPHWKRGUHTXLUHVDILQHUHVROXWLRQQHDU WKHEODGHWRREWDLQDFFXUDWHSUHGLFWLRQV
ZKLFKDJDLQPHDQVPDQ\FRPSXWDWLRQDOFHOOV7KHPHVKXVHGKHUHKDVDSSUR[LPDWHO\PLOOLRQFHOOV
,QDGGLWLRQWKHFDOFXODWLRQVPXVWEHSHUIRUPHGXVLQJDWUDQVLHQWVROYHUVLQFHWKHDFWXDOPRWLRQRIWKH
URWRULVPRGHOOHGGLUHFWO\GXULQJWKHVLPXODWLRQV7KHUHIRUHVXEVWDQWLDOFRPSXWHUUHVRXUFHVDUHUHTXLUHG
WRSHUIRUPWKHVHFDOFXODWLRQV
)LJXUHVKRZVSDUWVRIWKHPHVKXVHGLQWKHVLPXODWLRQV IRFXVLQJDURXQGWKH WXUELQHURWRU7KH
EODGHVRIWKHWXUELQHDUHPHVKHGXVLQJVTXDUHVDQGDPDSSHGIDFHPHVKHQVXULQJWKHEHVWSRVVLEOHPHVK
TXDOLW\LQWKLVUHJLRQ7KHOHIWSDUWRIWKHILJXUHVKRZVWKHERXQGDU\OD\HUZKLFKLVUHVROYHGGRZQWR
\aIRUEHVWSRVVLEOHDFFXUDF\
$FFXUDWHUHVXOWVDUHKLJKO\GHSHQGHQWRQWKHFDSDELOLW\RISUHGLFWLQJVHSDUDWLRQDQGUHDWWDFKPHQW
RQWKHEODGHFRUUHFWO\±DIHZSHUFHQWRIIKHUHFDQJLYHODUJHGHYLDWLRQVIURPPHDVXUHPHQWV7KHNH
PRGHODVXVHGIRUWKH$'0DQGWKH$/0LVNQRZQWRKDYHSRRUSURSHUWLHVZLWKUHVSHFWWRFRUUHFW
SUHGLFWLRQ RI UHFLUFXODWLRQ VHSDUDWLRQ DQG UHDWWDFKPHQW 7KH 667 NZ PRGHO E\0HQWHU >@ KDV
KRZHYHUSURYHG WRSUHGLFW IORZDURXQGDLUIRLOVTXLWHDFFXUDWHO\7KHPRGHO LVDEOHQGEHWZHHQ WKH
VWDQGDUGNZPRGHOQHDUWKHZDOODQGDWUDQVIRUPHGNZPRGHOLQWKHIUHHVWUHDP7KH667NZPRGHO
LVWKXVVHOHFWHGDVWXUEXOHQFHPRGHOIRUWKH)50FDOFXODWLRQV
7\SLFDOWLPHVWHSVIRUWKH)50PRGHOZHUHDURXQGVHFRQGVVRPHZKDWGHSHQGLQJRQWKHWLS
VSHHGUDWLRV7KHVLPXODWLRQVZHUHUXQXQWLODTXDVLVWHDG\VWDWHVROXWLRQZDVDFKLHYHGW\SLFDOO\VRPH
VHFRQGVEHIRUHREWDLQLQJDYHUDJHGTXDQWLWLHVWKDWDUHUHSRUWHGKHUH
7RVDYHFRPSXWDWLRQDOWLPHWKHWUDQVLHQWVLPXODWLRQVDUHVWDUWHGIURPDVROXWLRQFRPSXWHGZLWKD
PRYLQJUHIHUHQFHIUDPH05)PRGHO,QWKLVDSSURDFKWKHPRWLRQVRXUFHVIURPWKHURWDWLQJSDUWVDUH
DFFRXQWHGIRUEXWWKHPHVKLWVHOILVVWDWLF7KLVDOORZVVWHDG\VWDWHVLPXODWLRQVDQGDQDYHUDJHYHORFLW\
ILHOGFDQEHIRXQGDQGXVHGDVDVWDUWLQJSRLQWIRUWKHPRUHDFFXUDWHWUDQVLHQWFDOFXODWLRQV
&RPSDUHGZLWKWKHDFWXDWRUGLVNDQGWKHDFWXDWRUOLQHPRGHOOLQJDSSURDFKHVWKHIXOO\UHVROYHGURWRU
VLPXODWLRQVGRQRWUHTXLUHDQ\LQSXWFRQVWDQWVGUDJDQGOLIWDUHFDOFXODWHGGLUHFWO\E\WKHFRGHDVZHOO
DVWKHYHORFLW\SDWWHUQVLQWKHZDNH






 
)LJXUH'HWDLOVRIWKHPHVKDURXQGWKHWXUELQHDQGLWVEODGH7KHOHIWSDUWRIWKHILJXUHVKRZVWKHERXQGDU\OD\HUFUHDWHGDURXQGWKH
EODGHSURILOH
5HVXOWV
7KHZDNHYHORFLW\SURILOHV¶UHVXOWVIURPWKHGLIIHUHQWPHWKRGVDUHSUHVHQWHGILUVWDQGFRPSDUHGZLWK
PHDVXUHPHQWVDQGWKHQFRPSDUHGZLWKHDFKRWKHU2QO\WKHUHVXOWVIURPWKHGHVLJQWLSVSHHGDUHXVHG
LQWKHSUHVHQWDWLRQRIWKHZDNHYHORFLW\7KHUHDIWHUZLQGWXUELQHIRUFHVDUHFRPSDUHGEHWZHHQ$/0
DQGWKH)50IRUWKUHHGLIIHUHQWWLSVSHHGV
6.1.  Actuator disk wake velocity profiles 
7KH$'0VLPXODWLRQVRIWKHYHORFLW\SURILOHVH[KLELWWKHFKDUDFWHULVWLF³WRSKDW´VKDSHVVHH)LJXUH
6LQFHWKHURWRULVUHSUHVHQWHGDVDGLVNZLWKXQLIRUPPRPHQWXPH[WUDFWLRQWKHYDULDWLRQLQWKHZDNH
YHORFLW\IURPWLSWRURWRULVQRWFDSWXUHG7KHYHORFLW\OHYHOVLQWKHIDUZDNH4;' DUHEHVWFDSWXUHG
7KHDV\PPHWU\LQWKHPHDVXUHPHQWLVEHOLHYHGWREHDUHVXOWRIWKHLQWHUDFWLRQEHWZHHQWKHURWRUEODGHV
DQGWKHWRZHU7KHWRZHUZRXOGQRUPDOO\SURGXFHDORZHUYHORFLW\LQWKHVKDGRZZLWKFRUUHVSRQGLQJ
YHORFLW\LQFUHDVHLQLWVYLFLQLW\7KHWXUELQHEODGHVKRZHYHUVHWXSDURWDWLRQVRWKDWWKHWRZHUVKDGRZ
LVVNHZHGZLWKDODUJHUYHORFLW\LQFUHDVHRQRQHVLGHRIWKHWRZHU,QWKH$'0VLPXODWLRQVWKHWRZHULV
QRWPRGHOOHGDQGWKLVDV\PPHWU\LVWKXVQRWFDSWXUHG&ORVHWRWKHWLSRIWKHURWRUWKHZLQGVSHHGVXS
DQGH[FHHGVWKHUHIHUHQFHYHORFLW\7KLVVSHHGXSLVOHVVWKDQWKHPHDVXUHPHQWV7KHVHUHVXOWVLQGLFDWH
WKDWWKH$'0FDQWRVRPHH[WHQWSUHGLFWWKHIDUZDNHVE\WKHXVHRIDVWHDG\VWDWHVLPXODWLRQDQGWKLV
FDQEHDYHU\DWWUDFWLYHDQGFRPSXWDWLRQDOO\HIIHFWLYHDSSURDFKIRUZDNHVWXGLHVLQZLQGIDUPV



 
47KHZDNHUHJLRQLVGLYLGHGLQWRQHDUDQGIDUZDNHZLWKWKHQHDUZDNHEHLQJWKHUHJLRQMXVWEHKLQGWKHURWRU to approximately one rotor 
diameter downwind and the far wake being the area after the near wake [21]. 
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

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



)LJXUH+RUL]RQWDOZDNHYHORFLW\SURILOHVVLPXODWHGZLWK$'0GHVLJQWLSVSHHGDQGFRPSDUHGZLWKPHDVXUHPHQWV([SIRUGLIIHUHQW
SRVLWLRQVGRZQZLQG[' [' DQG[' ZKHUH'LVWKHGLDPHWHURIWKHURWRU
6.2.  Actuator line wake velocity profiles 
7KH$/0FDOFXODWLRQVFDSWXUHWKHUHODWLYHYDULDWLRQRIWKHYHORFLW\OHYHOVLQWKHZDNHEXWDVVHHQLQ
)LJXUHWKHYHORFLW\DWWKHKXELVVHULRXVO\RYHUHVWLPDWHG7KHQDFHOOHLVQRWPRGHOOHGDQGWRRPXFK
ZLQGSDVVHVE\WKHFHQWUHRIWKHQDFHOOH7KHWLSYHORFLW\ZDNHLVEHVWFDSWXUHGIRUWKHQHDUZDNHLHDW
;' $OVRWKHZDNHLQWKHUHJLRQRXWVLGHWKHURWRULVEHVWFDSWXUHGIRUWKHQHDUZDNH
7KH*DXVVLDQZLGWKSDUDPHWHUXVHGKHUHFRUUHVSRQGVWRRIWKHORFDOJULGFHOORIP
7KLV LV LQ FRQWUDVW WR >@ DQG >@ZKLFK UHFRPPHQGHG WKDW WKH ORZHU OLPLW IRU WKH*DXVVLDQZLGWK
SDUDPHWHU VKRXOGEHQR VPDOOHU WKDQ WZLFH WKH ORFDOJULG FHOO OHQJWK7KH\H[SHULHQFHGQXPHULFDOO\
XQVWDEOHVROXWLRQVIRUWRRVPDOO*DXVVLDQZLGWKSDUDPHWHUV:HGLGQRWH[SHULHQFHQXPHULFDOLQVWDELOLW\
HYHQ WKRXJK RXU*DXVVLDQZLGWK SDUDPHWHU YDOXHVZHUH OHVV WKDQ WKLV OLPLW 7KH IDFW WKDWZH KDYH
FKDQJHGWKHFRGHIURPH[SOLFLWVFKHPHWRLPSOLFLWVFKHPHFDQLPSO\WKDWWKHFRGHVDUHQRWFRPSDUDEOH
$OVRZKLOHWKHSUHYLRXVZRUNZDVEDVHGRQ/(6ZHXVHG85$16DQGWKLVFRXOGDOVREHSDUWRIWKH
UHDVRQIRUWKLVLQFRQVLVWHQF\LQWKH*DXVVLDQZLGWKSDUDPHWHUVHWWLQJV
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

)LJXUH+RUL]RQWDOZDNHYHORFLW\SURILOHVVLPXODWHGZLWK$/0GHVLJQWLSVSHHGDQGFRPSDUHGZLWKPHDVXUHPHQWV([SIRUGLIIHUHQW
SRVLWLRQVGRZQZLQG[' [' DQG[' ZKHUH'LVWKHGLDPHWHURIWKHURWRU
6.3.  Fully resolved rotor wake velocity profiles 
7KH)50VLPXODWLRQFDSWXUHVZHOOWKHYDULDWLRQLQWKHZDNH7KHDJUHHPHQWZLWKH[SHULPHQWVLVJRRG
IRUDOOSRVLWLRQVEXWEHVWIRUWKHQHDUZDNHDVVHHQLQ)LJXUH3DUWRIWKHUHDVRQIRUWKHLQFUHDVLQJ
GHYLDWLRQZLWKLQFUHDVLQJGLVWDQFHLVEHOLHYHGWREHWRRVKRUWFDOFXODWLRQWLPHDQGWKHUHE\LQVXIILFLHQW
DYHUDJLQJ $V VWDWHG HDUOLHU WKH )50 FDOFXODWLRQV DUH WLPHFRQVXPLQJ DQG WKH ODFN RI DYDLODEOH
FRPSXWHUUHVRXUFHVOLPLWHGWKHVLPXODWLRQWLPH1RWHWKHDV\PPHWU\SUHVHQWERWKLQWKHH[SHULPHQWV
DQG LQ WKH VLPXODWLRQV 7KLV IHDWXUH DOVR TXLWH ZHOO FDSWXUHG LQ WKH SUHGLFWLRQV LV FDXVHG E\ WKH
LQWHUDFWLRQEHWZHHQ WKH WXUELQHWRZHUDQGWKHURWRUEODGHVFRPPHQWHGRQHDUOLHU9HORFLW\FRQWRXUV
EHKLQGWKHZLQGWXUELQHDUHYLVXDOLVHGLQ)LJXUH

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




)LJXUH/HIW+RUL]RQWDOZDNHYHORFLW\SURILOHVVLPXODWHGXVLQJ)50GHVLJQWLSVSHHGDQGFRPSDUHGZLWKPHDVXUHPHQWV([SIRU
GLIIHUHQWSRVLWLRQVGRZQZLQG[' [' DQG[' ZKHUH'LVWKHGLDPHWHURIWKHURWRU


)LJXUH,QWKHIXOO\UHVROYHGURWRUPHWKRGWKHZKROHZLQGWXUELQHZLWKWKHWRZHUZDVPRGHOOHG+HUHSUHGLFWHGYHORFLW\SDWWHUQEHKLQGWKH
ZLQGWXUELQHLVGLVSOD\HGIRUSRVLWLRQ[' [' DQG[' %OXHLQGLFDWHVDUHDVZLWKORZZLQGZKHUHDVWKHUHGDUHDVLQGLFDWHKLJKHU
ZLQG

6.4.  Simulations compared with each other 
,Q)LJXUHVLPXODWLRQV¶UHVXOWVIURPQHDUZDNH;' DQGIDUZDNH;' DUHFRPSDUHGZLWK
HDFKRWKHUDQGZLWKH[SHULPHQWYDOXHV7KH)50VWDQGVRXWDVWKHPRVWDFFXUDWHPRGHODQGSURGXFHV
ZDNHYHORFLW\YDOXHVWKDWDUHFORVHWRWKHH[SHULPHQWYDOXHVHVSHFLDOO\IRUWKHQHDUZDNH7KH$'0
UHVXOWVIRUWKHIDUZDNHILWEHWWHUWRWKHH[SHULPHQWDOYDOXHVWKDQWKRVHIRUWKHQHDUZDNH7KH$/0
UHVXOWVRQWKHRWKHUKDQGVKRZODUJHUGHYLDWLRQIRUWKHIDUZDNHWKDQIRUWKHQHDUZDNH
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


)LJXUH$'0$/0DQG)50FRPSDUHGZLWKHDFKRWKHUDQGZLWKPHDVXUHPHQWVIRURQHDQGILYHURWRUGLDPHWHUGRZQZLQGIRUWLSVSHHG
UDWLR

6.5.  Wind turbine forces’ calculations from ALM and FRM 
7KLVYHUVLRQRI$'0GRHVQRWJLYHLQIRUPDWLRQDERXWZLQGWXUELQHIRUFHVDQGRQO\UHVXOWVIURP$/0
DQG)50FDQEHFRPSDUHGDJDLQVWWKHH[SHULPHQWDOGDWD7DEOHOLVWVWKHH[SHULPHQWDOYDOXHVRI&3
DQG &7 DQG WKH PHDVXUHG YDOXHV DUH FRPSDUHG ZLWK WKH HVWLPDWHG YDOXHV IURP WKH WZR GLIIHUHQW
VLPXODWLRQDSSURDFKHV
$VH[SHFWHGWKHGHVLJQWLSVSHHGLVHDVLHVWWRPRGHODQGWKHVLPXODWHGSRZHUDQGWKUXVWFRPSDUH
EHVWZLWKWKHH[SHULPHQWYDOXHVIRUWKHGHVLJQVSHHG7KH)50SUHGLFWVYDOXHVFORVHWRWKHH[SHULPHQWDO
YDOXHVVOLJKWO\RYHUHVWLPDWLQJ&3E\DQGXQGHUHVWLPDWLQJ&7E\7KHVLPXODWLRQSHUIRUPHG
ZLWK $/0 JLYHV SUDFWLFDOO\ WKH VDPH YDOXHV IRU &3 DV LQ WKH H[SHULPHQW DQG DSSUR[LPDWHO\ 
XQGHUHVWLPDWLRQRQWKHWKUXVW
)RUWLSVSHHGUDWLRVDQGERWKWKH)50DQG$/0UHVXOWVDUHIDURII7KHODUJHVWGHYLDWLRQVIURP
WKHH[SHULPHQWYDOXHVIRU)50DUHIRUWLSVSHHGDQGIRU$/0DUHIRUWLSVSHHG

7LSVSHHGUDWLRV  ([SHULPHQW )50 'HYLDWLRQ $/0 'HYLDWLRQ
 &3     
&7     
 &3     
&7     
 &3     
&7     

7DEOH3RZHUFRHIILFLHQW&SDQGWKUXVWFRHIILFLHQW&7IURP)50DQG$/0VLPXODWLRQVIRUGLIIHUHQWWLSVSHHGUDWLRVODUHFRPSDUHG
ZLWKH[SHULPHQWDOYDOXHV
'LVFXVVLRQDQGFRQFOXVLRQV
:DNHYHORFLW\SURILOHVWRUTXHDQGWKUXVWDUHIDLUO\ZHOOSUHGLFWHGXVLQJDIXOO\UHVROYHGURWRUDSSURDFK
IRUWKHGHVLJQWLSVSHHGUDWLR)RUWKHZDNHVLPXODWLRQVWKHUHDUHKRZHYHUODUJHUGLVFUHSDQFLHVLQWKH
UHVXOWVIURPWKH$'0DQGWKH$/0DSSURDFKHV%RWKWKH)50DQGWKH$/0SUHGLFWHGSRZHUDQGWKUXVW
DUHYHU\FORVHWRWKHPHDVXUHGYDOXHVIRUWKHGHVLJQWLSVSHHGIRUWKHRWKHUWLSVSHHGUDWLRVWKHGHYLDWLRQV
ZHUHVRPHZKDWODUJHU
7KH$'0SHUIRUPVEHVWRQIDUZDNHVZKHUHWKHPDJQLWXGHVRIWKHZDNHYHORFLW\GHILFLWDUHLQOLQH
ZLWKPHDVXUHPHQWV,WZRXOGEHLQWHUHVWLQJWRVWXG\WKHSHUIRUPDQFHRIWKLVPRGHOIRUSRVLWLRQVIXUWKHU
GRZQZLQGDVWKHUHVXOWVDUHSURPLVLQJIRU IDUZDNHSUHGLFWLRQV7KHDFWXDWRUGLVNPHWKRGGRHVQRW
FDSWXUHDQ\YDULDWLRQRYHUWKHURWRUEODGHVLQFHWKHPHWKRGXVHGLVDVLPSOHXQLIRUPDFWXDWRUGLVNPRGHO






7KH$/0RQWKHRWKHUKDQGFDSWXUHVWKHYDULDWLRQSDWWHUQEXWLWLVIDURIILQPDJQLWXGHIRUERWK
QHDUDQGIDUZDNHIRUWKHKXEDUHD)RUDUHDOLVWLFWXUELQHWKHQDFHOOHLVEHOLHYHGWREHRIUHODWLYHO\OHVV
LPSRUWDQFHWKHQIRUWKLVGRZQVFDOHGYHUVLRQRIDQRSHUDWLRQDOZLQGWXUELQH
5pWKRUpHWDO>@UHSRUW WKDW WKHVWDQGDUGNHPRGHO LVNQRZQWRXQGHUSUHGLFW WKHZDNHHIIHFWVDQG
VXJJHVW/(6LQVWHDG7KLVFRXOGEHDQH[SODQDWLRQEXWLQRUGHUWRLQYHVWLJDWHWKLVZHQHHGWRSHUIRUP
WKHVDPHVLPXODWLRQVZLWK/(6DQGFRPSDUHWKHUHVXOWV,QWKLVVWXG\ZHKDYHIRFXVHGRQZDNHYHORFLW\
DQGWXUELQHIRUFHVEXWWXUEXOHQFHFKDUDFWHULVWLFVLQWKHZDNHDUHRIFRXUVHDOVRRIJUHDWLQWHUHVW,QRUGHU
WRFRPSDUHWXUEXOHQFHOHYHOVEHWZHHQWKHVHWKUHHGLIIHUHQWPHWKRGVPRUHZRUNDQGLQYHVWLJDWLRQVKDYH
WR EH FDUULHG RXW  &KXUFKILHOG HW DO VLPXODWHGZDNH ORVVHV IRU /LOOJUXQGZLQG IDUP >@ DQG WKH
VLPXODWHG WLPHDYHUDJHG SRZHU SURGXFWLRQ RI WKH ZLQG IDUP DJUHHV ZHOO ZLWK /LOOJUXQG ILHOG
REVHUYDWLRQV7KHUHLVUHDVRQWREHOLHYHWKDWWKHODUJHGLVFUHSDQFLHVLQWKHZDNHSUHGLFWLRQIRUWKLVVPDOO
VFDOHPRGHOZLQGWXUELQHDUHJUHDWHUWKDQZRXOGEHWKHFDVHIRUDIXOOVFDOHZLQGWXUELQH%RWKWKHKLJK
URWDWLRQDOVSHHGRIWKHVPDOOVFDOHWXUELQHDQGWKHUHODWLYHODUJHVL]HRIWKHQDFHOOHWKDWWKH$/0GRHV
QRW PRGHO FRPSOLFDWH WKH FDOFXODWLRQV FRPSDUHG WR D ODUJH VFDOH ZLQG WXUELQH 'HWDLOHG ILHOG
PHDVXUHPHQWLQWKHZLQGWXUELQHZDNHLVVSDUVHDQGIXUWKHUVWXG\RIWKH$/0PXVWEHSHUIRUPHGLQ
RUGHUWRFRQFOXGHRQWKLVPDWWHU
7KH$/0 LVGHSHQGHQWRQ FRUUHFW LQSXWYDOXHV DQG VHWXS7KHPHWKRG LV DOVR IRXQG WREHTXLWH
VHQVLWLYHIRUWKHFRPSRVLWLRQRIWKHDLUIRLOGDWD7KH*DXVVLDQZLGWKSDUDPHWHUKDVLQSDUWLFXODUDJUHDW
LQIOXHQFHRQERWKWKHZDNHYHORFLW\SUHGLFWLRQVDQGWKHFDOFXODWLRQRIWKHZLQGWXUELQHIRUFHV&XUUHQWO\
WKHUHLVQRXQLIRUPZD\RIHVWDEOLVKLQJDSSURSULDWH*DXVVLDQZLGWKSDUDPHWHUVZLWKRXWPRGHOWXQLQJ
1HYHUWKHOHVVWKH$/0UHVXOWVDUHSURPLVLQJIRUZLQGWXUELQHIRUFHLQYHVWLJDWLRQVHVSHFLDOO\IRUWKH
GHVLJQWLSVSHHG
,QWKLVVWXG\WKH)50SURGXFHVVXSHULRUZDNHYHORFLW\UHVXOWVFRPSDUHGWRWKH$'0DQG$/0DQG
RQDYHUDJHLWDOVRSURGXFHVEHWWHU UHVXOWV IRUWKHIRUFHSUHGLFWLRQVDOWKRXJKWKH$/0KDGDVOLJKWO\
EHWWHUPDWFKIRUWKHGHVLJQWLSVSHHG
7KH JRRG UHVXOWV FORVH WR WKH PHDVXUHG YDOXHV IRU ERWK ZDNH YHORFLW\ SURILOHV DQG IRUFHV¶
FDOFXODWLRQVZLWKWKH)50VLPXODWLRQVXJJHVWWKDWWKLVVHWXSFDQEHIXUWKHUXWLOL]HGLQPRGHOWXQLQJDQG
LQDQH[DPLQDWLRQRIERWKWKH$'0DQGWKH$/0DSSURDFKHV0HDVXUHPHQWVIURPERWKUHDOZLQGIDUPV
DQGZLQGWXQQHOVDUHVSDUVHDQGRIWHQFRVWO\ZKHUHDVWKH)50VHWXSRQWKHRWKHUKDQGFDQHDVLO\EH
PRGLILHGDQGKRSHIXOO\VHUYHDVDZD\WREHQFKPDUNWKHRWKHUPRGHOV

$FNQRZOHGJHPHQWV
:HZRXOGOLNHWRDFNQRZOHGJH0U-RKQ$PXQG/XQGDW0HYHQWXVIRUWKHXVHRIKLV[)2,/JHQHUDWHG
DLUIRLOGDWD
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Abstract 
In this paper the effect of wave influenced wind on offshore wind turbines is studied numerically.The wave is seen 
as a dynamical roughness that influences the wind flow and hence the wind turbine performance. An actuator line 
UHSUHVHQWDWLRQRIWKH15(/¶V5 MW offshore baseline wind turbine is placed in a simulation domain with a moving 
mesh that resolves the ocean waves. These wave influenced wind turbine simulations, WIWiTS, show that the wave 
will influence the wind field at the turbine rotor height. Both the produced power and the tangential forces on the 
rotor blades will vary according to the three different cases studied: wind aligned with a swell, wind opposing the 
swell and wind over a surface with low roughness (no waves).  
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1. Introduction 
Ocean surface waves develop due to the frictional drag over WKH ZDWHU¶V VXUIDFe. Momentum from the air is
transported to the ocean during the wave development, but the waves themselves will also influence the wind field. 
This process is often ignored, both in weather forecasting and in the field of offshore wind energy [1]. Different sea 
states affect the wind field in various ways. Wave shape, wave age and wave direction are important for upward 
momentum transfer in the marine atmospheric boundary layer (MABL) [2]. It is common to divide the wave regime 
into two parts: wind-waves are locally generated by the wind and swells are waves that have propagated away from 
the source origin. While wind-waves are often aligned with the wind, the swell direction is not necessarily correlated 
with the wind direction. Occasionally, swells will oppose the wind field, and this is known to give rise to interesting 
situations with increased turbulence levels over the sea surface [3]. Although it is known that fast moving waves in a 
low wind regime will influence the whole depth of the MABL, it is still uncertain to what extent the wave induced 
wind field will affect an offshore wind turbine or a wind farm [1].  
In this paper, we present a numerical study of the possible effects wave states may have on the wind field and the 
following indirect effect on an offshore wind turbine. This is done by using computational fluid dynamics (CFD). In 
these CFD simulations the air flow does not influence the waves themselves. The wave is prescribed as a solid moving 
ground. Therefore this is a study of the wave influenced wind and the possible effect on offshore wind turbine 
performance.  
2. Wave influenced wind 
The wind profile over a surface is influenced by the roughness of the surface and the atmospheric stability. Wind
observations at different heights are limited in offshore environments. Therefore wind speed profile models are 
frequently used to extrapolate the wind speed observations at lower levels to the wind turbine hub height or the swept 
rotor area. Small deviations from the real wind speed will significantly influence the anticipated wind power levels 
which are proportional to the cube of the wind speed. Different wind profiles will also give rise to different loads on 
the blade and the rotor nacelle assembly [4]. Therefore a correct description of the wind profile is of outmost 
importance for both for wind turbine design, wind assessment and wind energy harvest.  
Expression for the wind profile can be found by using Monin-Obukhov similarity theory (MOST). MOST is valid 
in the constant flux layer (where the fluxes are assumed to vary little with height). Under neutral atmospheric stability 
conditions MOST theory leads to the logarithmic wind profile [5]: 
ܷሺݖሻ ൌ ቀ௨כ௞ ቁ ݈݊ ቀ
௭
௭బ
ቁ (1) 
ZKHUHN LVWKHYRQ.iUPiQ¶VFRQVWDQW]0 is the roughness length (defined as the height where the wind speed 
equals zero) and כis the friction velocity. The friction velocity is defined as [5], 
כଶ ൌ
தబ
஡  , (2) 
where ɒ଴ is the force per unit area exerted by the ground surface on the flow and ɏ is the density of the air. The 
roughness length, ଴ , can be derived from wind speed measurements. The literature contains different 
recommendations for selection of z0 for different surfaces. In the field of offshore wind industry the sea surface is 
generally considered as levelled and smooth, and, therefore, a low z0 value of 0.0002 m is often chosen [6]. This is 
also the value of the roughness used in the simulations described later in this paper.  
Atmospheric stability is of importance when studying the wind profiles and it has also been documented that both 
energy yield and fatigue damage on a wind turbine differ when atmospheric stability is taken into consideration [7,8]. 
Nevertheless, in this study, we have assumed neutral atmospheric stratification; hence there will be no heat exchange 
between the sea surface and the overlying air. 
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The waves can be seen as a dynamical roughness of the sea surface. Different sea states and different directions of 
the waves, relative to the wind direction, will give rise to different perceived sea surface roughness. The ratio between 
the phase speed (cp) of the waves at the peak of the wave spectrum and the wind speed at 10 m, adjusted to neutral 
conditions (U10N), LVFDOOHGWKHZDYHDJHȤ10) [9];       
           
 ɖଵ଴ ൌ 
௖೛
௎భబಿ
 ,          (3) 
 
This can be a useful parameter when classifying different wave regimes because wave ages for young seas (associated 
with locally generated wind waves and developing seas) are smaller than those for old seas (associated with faster 
PRYLQJVZHOODQGGHFD\LQJVHDV:KHQȤ10 is 1.2 the wave field is believed to be fully developed. Young wind seas 
have a wave age that is characterised by ɖଵ଴ ൏ ͳǤʹ and a swell dominated wave field by ɖଵ଴ ൐ ͳǤʹ [9]. In this paper, 
two different swells with wave age of 1.5 and 2.1 are investigated and coupled with wind turbine performance 
modelling. 
3. Wind turbine performance modelling 
Wave loads, corrosion and marine organic growth affect the offshore wind turbines and this is covered in the 
governing standards for offshore wind turbines. There are however, no considerations of how the sea state itself can 
affect the wind profile and the turbulence in the MABL and the following possible indirect effect of waves on the 
rotor-nacelle assembly [1]. 
The basis for the wind turbine performance in this paper is the actuator line methodology of Sørensen and Shen 
[10]. Here the rotor blades are represented as span-wise sections with airfoil characteristics, and the blade loading is 
implemented in the spanwise sections and introduced in the Navier-Stokes equations as a body force. Data and 
description of the National Renewable Energy Laboratory¶V (NREL) offshore baseline wind turbine, the NREL 5 MW 
turbine [11], which is easily accessible and well documented, has been chosen as the test turbine. 
Power output and blade loading are examined in order to reveal whether the oscillating waves will change the 
performance of the wind turbine. This could have consequences for both power harvest and fatigue considerations.  
4. Methods and calculations  
In [12] a method for wave simulations with the help of deforming mesh was established. This method is further 
developed by the inclusion of the horizontal wave particle movement as well as the vertical movement, and the 
discretization schemes for the numerical simulations are also slightly changed. Subsequently the Simulator for 
Offshore Wind farm Application (SOWFA) [13], developed at NREL, was modified in order to be integrated with the 
method for wave simulations. The result is a CFD set up that is suitable to study implications of wave movements on 
the wind flow and directly study the effect on a wind turbine or a wind farm. Hereafter, this set up will be referred to 
as the wave influenced wind turbine simulations (WIWiTS).The simulations are incompressible and transient with an 
unsteady Reynolds-averaged Navier-Stokes (URANS) approach. As turbulent closure, we have used the standard k-
epsilon model [14]. 
4.1. Wave generation by the use of moving mesh 
The method allows a description of a single sinusoidal wave on the ground patch in the simulation domain or a 
multiple of sinusoidal waves. Different waves can have different properties as well as different angles to each other 
and hence it is possible to describe a real wave spectrum on the surface. In this paper, only single sinusoidal waves 
are studied. This is of cause a simplification of a realistic sea. At the current stage of this study, we need to simplify 
the problem and focus on the swell conditions - primarily because this is the case when wind and waves can occur 
with different angels to each other, but also because this wave state is fairly well approximated with a pure sinusoidal 
form. Others have studied wave influenced wind by the use of coordinate transformation [15], but the method 
simulating wave influenced wind by the use of a moving mesh approach is believed to be unique in the context of 
offshore wind energy.  
 Siri Kalvig et al. /  Energy Procedia  53 ( 2014 )  202 – 213 205
The open source CFD toolbox OpenFOAM [15] is used for both mesh generation and computations. By using a 
moving mesh approach, several sinusoidal waves can be implemented on the form;    
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ZKHUHȘLVWKHVHDVXUIDFHHOHYDWLRQDWDKRUL]RQWDOdistance  x at a given time t. a is the wave amplitude, T the 
wave period and L the wave length. Each grid cell moves up and down, reaching its maximum elevation in different 
time increments according to a sinusoidal function, and the movement looks like a wave propagating - much like the 
surface particles in a real ocean wave. A new solver was developed in the OpenFOAM tool box and named 
µSLPSOH'\:)RDP¶1RGHIRUPDWLRQGXHWRWKHZLQGIRUFHLVDOORZHGDVWKHPRYLQJZDYHLVVHHQDVDVROLGZDOO7KH
wave properties and boundary conditions are listed in table 1 and 2. For more details regarding the moving wave 
method, reference is made to [12]. 
Before introducing the wind turbine in the simulations, the wind field over the waves was studied, using a less 
computationally demanding set up in two-dimensions. The purpose was to examine the required domain size, 
resolutions and the flow responses without wind turbine influences. The moving wave introduces some boundary 
effects close to the inlet and outlet part of the simulation grid. Even if the wave develops gradually after 10 sec of 
simulations and grows gradually to the prescribed amplitude size after 50 meters, these boundary effects are detectable. 
These effects come from the fact that the wave originates from one side of the domain and decays on the other side. 
In a large horizontal domain these boundary effects will not influence the core area of the domain.  
 Several domain sizes and wave states were tested and here we present results with a domain size of 1200 meters 
length and 400 meters height for four different cases. In order to ensure that the waves were properly resolved without 
too much computational resources a graded mesh was used where the cells near the surface are three times as small 
as the cells near the top. The smallest cells width close to the wave surface was approximately 1.5 meters. The mesh 
ZDVJHQHUDWHGZLWKWKHRSHQ)2$0VSHFLILFWRROµEORFN0HVK¶ 
A logarithmic wind profile with the wind speed of 8 m/s at a reference height of 400 m is used as the inlet wind 
speed for all cases.  
   Table 1. The four different simulation cases without wind turbine representation 
case Decription Wave parameters Wave age  
1a wind and swell in the same direction a = 4 m, L = 50 m, c = 8.8 m/s 1.5 
1b wind and swell in the opposite direction a = 4 m, L = 50 m, c = -8.8 m/s 1.5 
2a  wind and swell in the same direction a = 4 m, L = 100 m, c = 12.5 m/s 2.1 
2b wind and swell in the opposite direction a = 4 m, L = 100 m, c = -12.5 m/s 2.1 
    
4.2. Actuator line method in SOWFA 
SOWFA is a powerful tool for offshore wind power plant simulations, which includes both a model to run precursor 
atmospheric simulations and an actuator line turbine model, as well as an integration to the aeroelastic computer-aided 
engineering tool for horizontal axis wind turbines, FAST. This work uses only the actuator line part of SOWFA (which 
LQFOXGHVWKHµpisoFoamTurbine¶VROYHU2ULJLQDOO\62:)$ZDV based on large scale eddy simulations (LES). The 
code is here changed to URANS in order to be compatible with the moving wave simulations.  
The actuator line model in SOWFA relies on various input parameters. The Gaussian width parameter is an input 
parameter that controls how the forces are distributed along the lines representing the rotors. The number of the 
actuator line elements on a rotor blade need also to be chosen. Both these two parameters rely on the mesh and on the 
rotor characteristics. In [17] various testing of best suitable input parameters was performed. In this way the model 
ZDV³WXQHG´WRJLYHQUHVXOWV7KLVLVQRWSRVVLEOHLQthe present study and the value of the input parameters is chosen 
based on best practice. The NREL 5 MW turbine is assumed to produce power close to 2 MW with a reference wind 
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speed of 8 m/s and a rotation speed of approximately 9 RPM [18]. The turbine rotational speed is set to 9 RPM. The 
wind speed at the hub height will be influenced by the wave and the resulting wind speed at hub height will be lower 
than 8 m/s and the simulated power should be less than 2MW. A variable-speed controller is incorporated in the 
SOWFA actuator line model. In these simulations the turbine will operate in underrated wind and try to optimize the 
power capture. In this region the generator torque should be proportional to the square of the filtered generator speed 
[11].  
 The turbine properties and input parameters are listed in table 1. For more details regarding the actuator line method 
in SOWFA, reference is made to [13, 17, 18 and 19].     
4.3. Combined simulations;  wave  influenced wind turbine simulations - WIWiTS 
The wave simulations described in 4.1 were coupled with the turbine simulations described in 4.2. Hence, a new 
combined CFD simulation was developed. This new solver embedded in the WIWiTS was named 
µSLPSOH'\:7XUELQH)RDP¶ 
Grid dependency studies performed on the two dimensional set up (without turbine representation) showed that in 
order to have grid independent solutions a very fine mesh is preferable. Also the domain needs to be large to minimize 
boundary effects. This resulted in hundreds of millions of cells when used on an equivalent three dimensional case. 
Simulations on such a mesh were not feasible. The mesh was instead constructed with a background graded mesh of 
same resolutions as in the wave simulations without wind turbine (described in section 4.1) and a refined area around 
the turbine rotor as a necessary compromise between the domain size and the resolution of the grid (see figure 1). The 
simulation domain was 600 m long, 260 m wide and 400 m high. This is believed to be too short to avoid all boundary 
effects, but the simulations will nevertheless give indications on the relative differences in power generation for 
different wave conditions compared to a no-wave situation. 
Fig.1. Illustration of the WIWiTS domain, turbine size is exaggerated (left). The WIWTS mesh is graded near the surface and refined in a region 
around the turbine (right).  
The turbine will rotate in a mesh with changing grid cell size. The input parameters should be a ratio of the grid cell 
size. Troldborg [20] recommends that the Gaussian width parameter should be larger than twice the local grid cell 
length. In all three cases the Gaussian width parameter is 2.85 times larger than the smallest local grid cell length and 
0,98 times larger than the largest grid cell length. The largest grid cell length is located in the very top of the domain 
and the rotor will not experience the largest grid cells. [19] recommended that for each grid cell across the blade, there 
should be at least 1.5 actuator line elements. In these cases the airfoil is divided into 40 elements. The implication is 
that for every local grid cell there are between 0.78 and 2.24 actuator line elements depending on what part of the grid 
the rotor experiences. Thus the vertically graded grid resolution gives problems in estimating the right input values 
for the turbine simulations. It will nevertheless be interesting to compare the results since this will be discussed in 
light of a control run over a flat surface that is performed on the same grid as the simulations with the wave movements. 
The results of the WIWTS simulations should serve as a demonstration of the relative influence the wave modified 
wind profiles could have on the wind turbine performance. 
Only the wave with wave age 2.5 is used together with the wind turbine. The reason for this choice is that this is a 
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more realistic swell condition although the wave amplitude will be higher than what can normally be expected. Wind 
turbine performance for three different cases are presented as listed in table 2: wind and swell in the same direction, 
wind and swell in the opposite direction and wind over surface with low roughness (no waves). 
The WIWiTS input parameters and boundary conditions are presented in table 2 and 3. In section 5, we emphasize 
on the wind velocity and the turbulent kinetic energy because this is the most important flow parameters when studying 
turbine performance. Tests have been made to find the minimum simulation time required for the flow to reach a 
quasi-stationary stage and, based on the tests, a simulation time of 300 seconds should be enough. 
   Table 2. The three different simulation cases with wind turbine representation 
case Description Wave parameters Wind at 
inlet 
a wind and swell in the same direction a=4 m, L=100m, c=12,5 m/s 8 m/s 
b wind and swell in the opposite direction a=4 m, L=100m, c= -12,5 m/s 8 m/s 
c wind over a surface with low roughness No wave,  z0 = 0,0002 m 8 m/s 
Table 3. Boundary conditions on the different patches for the WIWTS, with OpenFoam specific naming. On the ground 
patch  the boundary conditions for U will  be different in the case of a flat surface (fixedValue) compared to a moving 
wave surface (movingWallVelocity). 
field Inlet outlet top  sides Ground 
U wind 
velocity 
ABLvelocity* zeroGradient slip slip movingWallVelocity 
fixedValue 
p pressure zeroGradient fixedValue slip slip zeroGradient 
k turbulent 
kinetic 
energy 
fixedValue zeroGradient slip slip kqRWallFunction 
epsilon turbulent 
dissipation 
of energy 
fixedValue  zeroGradient slip slip epsilonWallFunction; 
nut viscosity fixedValue zeroGradient slip slip nutkRoughWallFunction 
*Full openFOAM specific name: atmBoundaryLayerInletVelocity
208   Siri Kalvig et al. /  Energy Procedia  53 ( 2014 )  202 – 213 
5. Results and discussion 
First, an examination of two different wave states with the same inlet wind is presented in section 5.1. Thereafter 
the turbine is introduced in the domain and power generation and some examples of blade loading are presented in 
5.2. 
5.1. Wind velocity and turbulence profiles without turbine representation 
Both the wind profile and the turbulent kinetic energy profiles will depend on the direction of the wave relative to 
the incoming wind field. In Figure 2 and 3 results from simulations with wave ages, 1.5 and 2.1 (listed in table 1) are 
shown. The figures show the sampling of instant horizontal and vertical wind velocity profiles for every second 
between 251-300 seconds of simulations. During this runtime, the simulations have reached a quasi-steady state. 
Figure 4 shows the corresponding turbulent kinetic energy profiles. The sampled data are from the middle of the 
domain (x=600 m) where boundary affects are negligible.  
The wave movement periodically modifies the wind profiles up to approximately 100 metres over the sea surface. 
The waves with wave age 1.5 are the shortest and steepest wave generating more turbulence, and variations in the 
lowest meters compared to the wave with wave age 2.1. The latter moves faster with longer wave lengths and this 
wave state induce variations at the highest levels. The vertical velocity fluctuations are identifiable up to 100 metres.   
For both cases the wind profile in the opposed situation shows DQµRYHUVKRRW¶RIWKHZLQGVSHHGFRPSDUHGWRWKH
logarithmic inlet and also compared to the aligned situation. This is believed to be due to the fact that the extra 
generated turbulence in the opposed case gives ULVHWRDµULFKHU¶SURILOHnear the surface and further up in the MABL. 
In other words The short and steep wave (case 1a and 1b in table 1) gives higher turbulence values and the overshoot 
is more pronounced than in the longer wave case (case 2a and 2b, table 1).  
It should be noted that the turbulence profiles indicate little or no vertical mixing from approximately 75 m and 
upwards, whereas the velocity profiles show slight variations above this level. The true turbulence level is a 
combination of the large-scale motion generated by the waves as well as the turbulence predicted by the k-epsilon 
model. In Figure 4 only the filtered k values directly obtained from the k-epsilon model is shown. One should also 
account for the large-scale variances and calculate the turbulent kinetic energy contribution from this. In order to do 
so, time averaging must be enabled in the CFD simulations and this has not been done. The turbulence result presented 
in Figure 4 should thus be interpreted with care.  
Since the gradient of both the horizontal and vertical velocity profiles is close to zero at the top of the domain, it is 
a valid assumption that the domain height is high enough and that the overshoot represent a physical sound flow 
response in the cases where a wave opposes the wind field. 
 
 
Fig. 2. Profile of horizontal wind (m/s). Wind and wave in the same direction (blue), wind and wave in the opposite direction (red) and the 
logarithmic inlet wind velocity (black). Profiles are sampled from the middle of the domain (x=600 m) for every second between 251-300 
seconds of simulations. Case 1a and 1b, see table 1 (left) and case 2a and 2b, see table 1 (right).  
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Fig. 3. Profile of vertical wind (m/s). Wind and wave in the same direction (blue), wind and wave in the opposite direction (red). Profiles are 
sampled from the middle of the domain (x=600 m) for every second between 251-300 seconds of simulations. Case 1a and 1b, see table 1 (left) 
and case 2a and 2b, see table 1 (right). 
 
Fig. 4. Profile of turbulent kinetic energy, k (m2/s2), directly obtained from the k-epsilon model. Wind and wave in the same direction (blue), 
wind and wave in the opposite direction (red). Profiles are sampled from the middle of the domain (x=600 m) for every second between 251-300 
seconds of simulations. Case 1a and 1b, see table 1 (left) and case 2a and 2b, see table 1 (right). 
 
5.2. Power generation and blade loading 
For every simulations WLPH VWHS ³JOREDO´ WXUELQHTXDQWLWLHV i.e. rotor power (W), thrust (N), DQG³ORFDO´EODGH
quantities, i.e. axial force (N), tangential force (N), will be calculated and stored. In Figure 5 produced power are 
shown for the three cases a, b and c. The power will oscillate for cases a and b where the swell is present, but for case 
c where the wind flow is over a flat surface, the same oscillations are not present. There will always be some minor 
variations in the power curve and this is believed to be code specific and dependent on how the user defines the 
parameters mentioned in section 4.3 [18]. The oscillations in cases a and b have the same frequency as the wave. The 
simulation for case c, over the flat surface, is performed on the same grid as for cases a and b. Therefore it seems that 
these oscillations are a consequence of the wave movements.  
In Figure 5 the generated power is higher in case b that in case a and c. This is linked to the fact that the fast moving 
VZHOOJHQHUDWHVD³ULFKHU´SURILOH LQFDVHEDVPHQWLRQHG LQWhen introducing the turbine in the domain the 
domain height of 400 m seems to short. The turbine represents DQµREVWDFOH¶DQGJHQHUDWHVPRUHWXUEXOHQFHDQGa 
more complicated flow behavior than case the case with only waves. The power curve seems to reach a stable 
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development for case a and c after approximately 170 sec, but for the b case a slight increase in generated power can 
be detected after approximately 250 sec. This can be an indication that the simulation time are too short for the opposed 
case. Because of the limitation in number of grid cells, ZHFRXOGQRWµDIIRUG¶WRSXWWKHWXUELQHLQWKHPLGGOHRIWKH
domain in a 1200 wide domain where no boundary effects were present. Instead, the turbine needed to be placed far 
downstream in the domain. By doing so, we cannot exclude boundary effects entirely and this has to be taken into 
considerations when interpreting the results.    
Fig. 5. Generated  rotor power per density (Wm3/kg)  for the three different cases; wind and swell in the same direction (blue), wind and swell in 
the opposite direction (red) and wind over a surface with low roughness (black). The simulation time was 300 sec. Noise in the curves are due to 
start up effect every time the simulations had to be restarted due to technical problems. 
In Figure 6-8 the forces in the rotor rotational tangential direction (hereafter named the tangential force) on each 
blade are shown for two different time steps. The left graph in every figure corresponds to 334 seconds and the right 
graphs are plotted half a wave period later, i.e. at 338 seconds. This will give a picture of the variation in the 
tangential force on each blade during two different wave positions. There are slightly more spread in the forces in 
case a ± when the wave is aligned with the wind. Case b ± with waves is opposing the wind, gives larger forces than 
case a and c.  
Fig. 6. Case a) Aligned situation. Tangential force (N) along the rotor blade for each blade 334 sec (left) and 338 sec (right). Blade 1 ± solid line, 
blade 2 - broken line, blade 3 - dotted line.  
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Fig. 7. Case b) Oppose situation. Forces in the rotor rotational tangential direction (N) along the rotor blade for each blade after 334 sec (left) and 
338 sec (right). Blade 1 ± solid line, blade 2 - broken line, blade 3 - dotted line.  
     
 
Fig. 8. Case c, flat surface. Forces in the rotor rotational tangential direction (N) along the rotor blade for each blade after 351 sec (left) and 355 
sec (right). Blade 1 ± solid line, blade 2 - broken line, blade 3 - dotted line.  
 
6. Conclusions and suggestion for future studies 
A combined CFD set up where an actuator line representation of a turbine operates in wave influenced wind is 
developed. These WIWiTS results show that wave influenced wind affects the wind turbine performance. 
 Before introducing the wind turbine in the simulation domain, wave simulations on a two-dimensional set up were 
conducted. These simulations showed that the influence of the wave extend tens of meters up in the atmosphere and 
will affect the wind in the swept area of wind turbines. Several simulations were performed and some general 
observations is that in a fast moving swell regime a wave that oppose the wind field will create larger turbulence levels 
(predicted directly from the k-epsilon model) than if the wave was aligned with the wind or with no wave present. 
More detailed turbulence analyses are however required to investigate this phenomenon further. When working with 
URANS predictions from the k-epsilon model, the results should be coupled with turbulence calculations related to 
the large-scale motion generated by the waves. This should be topic for future work and improvements. 
The wave movements result in oscillations in the power output when the turbine operates in underrated wind with 
a torque controller. The wave movements periodically modify the wind profiles up to approximately 100 metre over 
the sea surface. The wind turbine with the nacelle at 88 metre height with rotor radius of 61 metre will experience 
these fluctuations and it will lead to slightly larger tangential forces than comparable situations over a flat surface. 
Also more spread in the forces was observed when the wind and the wave was aligned to each other.   
There are indications that the domain is too small for the WIWiTS and complete grid independence was not reached. 
Therefore these results can only serve as an indication of the impact wave influenced wind may have on wind turbine 
performance. Nevertheless, it is interesting to note the relative differences between conditions with swell aligned with 
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the wind field, opposing the wind field and over a surface with low roughness (no waves). The swell shown has 
amplitude of 4 metre and it is unrealistic that such a large swell will persist for a longer time. More simulations with 
lower swell height and more realistic sea states are recommended. 
 The wave influenced wind will affect the turbine performance, as well as the loads, but it is not possible to conclude 
if this influence is significant in relation to the natural turbulent structure of the atmosphere and the varying 
atmospheric stability. We have here developed and demonstrated the use of a flexible open source CFD set up, and 
hopefully this will motivate further studies in this area. 
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Abstract. A wave influenced wind turbine simulator (WIWiTS) is developed and results 
from these simulations are used for fatigue analyses. WIWiTS is based on the Simulator for 
Offshore Wind Farm Application (SOWFA) developed at NREL. The simulations are 
transient with an unsteady Reynolds-Averaged Navier-Stokes (URANS) approach. An 
actuator line representation of the turbine is placed in a domain where the wave and wind 
are aligned with each other and opposed to each other. Simulations with four different wave 
states are compared to a reference case with no waves, but the inlet wind is the same for all 
cases. The wave will influence the wind field, which in turn affects the equivalent fatigue 
damage both at the blade root and at the tower base. In a relatively low wind regime (8 m/s 
in a height of 400 m) our simplified simulations show that the wave influenced wind 
increase the fatigue damage compared to a situation with no waves, especially for the cases 
where the wave opposes the wind field.  
1 Introduction 
All though it is known that fast moving waves in a low wind regime will influence the whole depth of 
the marine atmospheric boundary layer (MABL) [1], it is still uncertain to what extent the wave 
influenced wind field will affect an offshore wind turbine or a wind farm [2]. The aim of this study is 
to investigate if a wave influenced wind field will affect the wind turbine loads and fatigue. This will 
be done by the use of computational fluid dynamic (CFD) and by introducing a moving wave surface 
in the actuator line simulations of wind turbine performance and couple this with a structural response 
code. In the following, this combined setup with integrated wave simulations will be referred to as Wave 
Influenced Wind Turbine Simulations (WIWiTS).  
In this study, we only look at the possible effect the waves will have on the wind. In the MABL 
there is of cause a close interaction between the wind field and the sea surface where heat and 
momentum is exchanged. A real representation of the varying wind and wave field is a huge task and 
very computational requiring. The problem thus had to be simplified. First of all, we only look at how 
the waves influence the wind field and not the other way around. Hence, the waves are seen as a solid 
moving wave surface. A neutral atmosphere is anticipated, so no buoyancy effects or heat exchange is 
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considered. In addition, the Coriolis force is neglected, and since we are studying processes on a 
relatively small scale in a short period, this is believed to be a valid assumption. The wave field can be 
divided into a wind-generated wave field (characterized by short periods and relatively low phase speed) 
and waves that have propagated away from the source origin or swell (characterized by longer periods 
and faster phase speed). While wind-waves are normally aligned with the local wind, the local wind 
direction is not always correlated with the swell direction. Sometimes winds can completely oppose the 
swell field and this is known to give rise to interesting situations with increased turbulence levels over 
the sea surface [3]. We choose to study cases where the wind is aligned to the wind field and opposing 
the wind field, and compare this to a control run over a flat surface. The waves chosen will then need 
to be swell-like waves. These waves can also be fairly well represented by a sinusoidal shape.  
This wave influenced wind field will then interact with a wind turbine. For the wind turbine 
modelling part, the Simulator for Offshore Wind Farm Application (SOWFA) [4], developed at WKH
1DWLRQDO5HQHZDEOH(QHUJ\/DERUDWRU\NREL), was used.  
In section 2, we give a brief description of the different models that are used and a description of the 
simulation characteristics. The results are presented and discussed in section 3 and we conclude and 
give suggestion for further usage in section 4.  
2 Description of the work  
2.1 Wave generation, actuator line model and FAST 
$OO&)'VLPXODWLRQVDUHGRQHZLWK WKHRSHQVRXUFH&)'WRROER[2SHQ)2$0>@7KHZDYHVZHUH
JHQHUDWHGE\ the use of a moving mesh approach. (DFK JULG FHOOPRYHV XS DQGGRZQ UHDFKLQJ LWV
PD[LPXPHOHYDWLRQDWGLIIHUHQWWLPHLQFUHPHQWVDFFRUGLQJWRDVLQXVRLGDOIXQFWLRQDQGWKHPRYHPHQW
ORRNV OLNHDZDYHSURSDJDWLQJ PXFK OLNH WKH VXUIDFHSDUWLFOHV LQD UHDORFHDQZDYH ,Q>@DPRUH
GHWDLOHGGHVFULSWLRQRIWKHPRGHOLVDYDLODEOH
 &KXUFKILHOG>@LPSOHPHQWHG6¡UHQVHQDQG6KHQ¶VDFWXDWRUOLQHPHWKRG>@LQ62:)$+HUHWKH
WXUELQH URWRU EODGHV DUH UHSUHVHQWHG DV VSDQZLVH VHFWLRQV ZLWK DLUIRLO FKDUDFWHULVWLFV 7KH PRGHO
UHTXLUHVYDULRXVLQSXWSDUDPHWHUV:HKDYHXVHGWKHDLUIRLOFKDUDFWHULVWLFVRI15(/¶V0:WXUELQH
2WKHULQSXWSDUDPHWHUVVXFKDVQXPEHURIVSDQZLVHDLUIRLOVHFWLRQVVHJPHQWVDQGWKH*DXVVLDQZLGWK
IDFWRUUHODWHGWRWKHLPSDFWDUHDIRUWKHIRUFHFDOFXODWHGLQHYHU\EODGHVHJPHQWVLVGHWHUPLQHGDIWHU
EHVWSUDFWLVHVHHHJ>@
 ,Q62:)$LWLVSRVVLEOHWRDFWLYDWHDFRXSOLQJ WR)$67ZKLFKLVDQDHURHODVWLFFRPSXWHUDLGHG
HQJLQHHULQJWRROIRUKRUL]RQWDOD[LVZLQGWXUELQHV>@7KHDFWXDWRUOLQH&)'VLPXODWLRQVZLOO WKHQ
UHSODFHWKHEODGHHOHPHQWPRPHQWXP%(0SDUWWKDWLVXVXDOO\XVHGZLWK)$67)$67ZLOOFDOFXODWH
WKHVWUXFWXUDOUHVSRQVHDQGIHHGWKLVEDFNLQWRWKH&)'VLPXODWLRQV1RZYDULRXVRXWSXWSDUDPHWHUV
UHJDUGLQJEODGHORDGVFDQEHDQDO\]HGDQGXVHGIRUIDWLJXHFDOFXODWLRQV
 7KHEDVHVIRUWKHVH&)'VLPXODWLRQVDUHWKH1DYLHU6WRNHVHTXDWLRQVDQGWKHFRQWLQXLW\HTXDWLRQ
IRU DQ LQFRPSUHVVLEOH 1HZWRQLDQ IOXLG >@ 2XU ZDYH JHQHUDWLRQ PHWKRG ZDV EXLOW IURP WKH
2SHQ)2$0 VSHFLILF VROYHU SLPSOH'\0)RDP DQG 62:)$ LV EXLOW IURP WKH2SHQ)2$0 VSHFLILF
VROYHUSLVR)RDP2ULJLQDOO\62:)$ZDVVHWXSIRU/DUJH(GG\6LPXODWLRQV/(6EXWZHXVHDQ
8QVWHDG\5H\QROG$YHUDJH1DYLHU6WRNHV85$16DSSURDFK7KHRULJLQDOVROYHUIRU62:)$ZDV
PRGLILHGWRLQFOXGHRXUZDYHJHQHUDWLQJPHWKRGDQGLQRUGHUWRUXQXVLQJWKH85$16DSSURDFK$V
WXUEXOHQW FORVXUHZHKDYH XVHG WKH VWDQGDUGNHSVLORQPRGHO >@7KHVHPRGLILFDWLRQVRI H[LVWLQJ
VROYHUVDQGLPSOHPHQWDWLRQRIDQHZZDYHJHQHUDWLRQPHWKRGKDVUHVXOWHGLQWKHFRPELQHG:,:L76
VHWXS
 
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2.3 Simulation characteristics 
 6HYHUDOZDYHVFDQEHVXSHULPSRVHGRQHDFKRWKHUWRFUHDWHGLIIHUHQWVHDVWDWHVEXWZHXVHGRQO\
RQHZDYHDVZHOOOLNHZDYH:HYDULHGWKHSHULRG7SDQGOHQJWK/)ROORZLQJWKHGLVSHUVLRQUHODWLRQ
LQGHHSZDWHUWKHZDYHVSHHGFWKHQGHSHQGVRQO\RQWKHZDYHOHQJWK:HVWXGLHGIRXUGLIIHUHQWZDYHV
LQFRPELQDWLRQZLWKDZLQGILHOGZLWKUHIHUHQFHZLQGVSHHGRIPVLQPKHLJKW7KHVLPXODWLRQ
FDVHVDUHOLVWHGLQ7DEOH

7DEOH:,:L76FDVHV7KHZDYHVSHHGFZLOOEHDOLJQHGZLWKWKHZLQGRURSSRVHGZLWKWKHZLQG

&DVHQDPHGDIWHUWKHSHULRG7S :DYHSDUDPHWHUV
VHFDOLJQHGDQGRSSRVHG
 D P/ PF PV
VHFDOLJQHGDQGRSSRVHG D P/ PF PV
VHFDOLJQHGDQGRSSRVHG D P/ PF PV
VHFDOLJQHGDQGRSSRVHG D P/ PF PV
1R:DYHUHIHUHQFHFDVH D P/ PF PV

 7KHFRPSXWDWLRQDOGRPDLQZDV 700 m x 260 m x 400 m with the turbine placed 550 m from the 
inlet (Figure 1a and 1b). *ULG GHSHQGHQF\ VWXGLHV SHUIRUPHG RQ D WZRGLPHQVLRQDO VHWXS ZLWKRXW
WXUELQHUHSUHVHQWDWLRQ VKRZHGWKDW LQRUGHU WRKDYHJULG LQGHSHQGHQW VROXWLRQVDYHU\ ILQHPHVK LV
SUHIHUDEOH$OVRWKHGRPDLQPXVWEHODUJHWRPLQLPL]HERXQGDU\HIIHFWV7KLVUHVXOWHGLQKXQGUHGVRI
PLOOLRQVRIFHOOVZKHQXVHGRQDQHTXLYDOHQWWKUHHGLPHQVLRQDOFDVH6LPXODWLRQVRQVXFKDPHVKZHUH
QRWIHDVLEOH7KHPHVKZDVLQVWHDGFRQVWUXFWHGZLWKDEDFNJURXQGJUDGHGPHVKKDYLQJDUHILQHPHQW
WRZDUGV WKHZDYHVXUIDFHDQGDUHILQHGDUHDDURXQG WKH WXUELQH URWRU7KLV UHVXOWHG LQDFHOOVL]HRI
DSSUR[LPDWHO\RQHPHWHUQHDUWKHZDYHVXUIDFHLQVLGHWKHUHILQHGDUHD7KHGRPDLQOHQJWKDQGSRVVLEO\
DOVR WKH KHLJKW LV EHOLHYHG WR EH WRR VKRUW WR DYRLG DOO ERXQGDU\ HIIHFWV EXW WKH VLPXODWLRQV ZLOO
QHYHUWKHOHVV JLYH LQGLFDWLRQV RQ WKH UHODWLYH GLIIHUHQFHV LQ IDWLJXH IRU GLIIHUHQW ZDYH FRQGLWLRQV
FRPSDUHGWRDQRZDYHVLWXDWLRQ

Figure 1a. Illustration of the WIWiTS domain. The WIWiTS mesh is graded near the surface and refined in a 
region around the turbine.  
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

Figure 1b. An actuator line representation of the NREL 5 MW turbine is introduced in the moving wave domain. 
Shaded area shows the grid cells around the turbine. The horizontal velocities are shown as colour contours (m/s). 
 
 
 )RUSUHVVXUHDQGYHORFLWLHVFDOFXODWLRQV:,:L76XVHV3,03/(ZKLFKLVDK\EULGYHUVLRQRIWKH
3,626,03/(DOJRULWKP>@)RUWKHFDOFXODWLRQRIWKHJUDGLHQWWHUPDQGWKH/DSODFLDQWHUPLQWKH
1DYLHU6WRNVHTXDWLRQV*DXVVOLQHDUGLVFUHWL]DWLRQVFKHPHVZHUHXVHGDQGIRUWKHFRQYHFWLYHWHUPWKH
*DXVVXSZLQGVFKHPHZDVXVHG7KHERXQGDU\FRQGLWLRQXVHG IRU WKHGLIIHUHQWSDFKHVDUH OLVWHG LQ
7DEOH

7DEOH%RXQGDU\FRQGLWLRQVRQWKHGLIIHUHQWSDWFKHVIRUWKH:,:L76ZLWK2SHQ)RDPVSHFLILFQDPLQJ2QWKH
JURXQGSDWFKWKHERXQGDU\FRQGLWLRQVIRU8ZLOOEHGLIIHUHQWLQWKHFDVHRIDIODWVXUIDFHIL[HG9DOXHFRPSDUHG
WRDPRYLQJZDYHVXUIDFHPRYLQJ:DOO9HORFLW\
)XOORSHQ)2$0VSHFLILFQDPHDWP%RXQGDU\/D\HU,QOHW9HORFLW\ORJDULWKPLFZLQGSURILOHZLWK8P PV
DQGURXJKQHVVOHQJWK] P

)LHOG ,QOHW 2XWOHW WRS VLGHV *URXQG
8ZLQGYHORFLW\

$%/YHORFLW\ ]HUR*UDGLHQW VOLS VOLS PRYLQJ:DOO9HORFLW\
IL[HG9DOXH

3SUHVVXUH

]HUR*UDGLHQW IL[HG9DOXH VOLS VOLS ]HUR*UDGLHQW
NWXUEXOHQW
NLQHWLFHQHUJ\

IL[HG9DOXH ]HUR*UDGLHQW VOLS VOLS NT5:DOO)XQFWLRQ
HSVLORQWXUEXOHQW
GLVVLSDWLRQRI
HQHUJ\

IL[HG9DOXH ]HUR*UDGLHQW VOLS VOLS HSVLORQ:DOO)XQFWLRQ
QXWYLVFRVLW\ IL[HG9DOXH ]HUR*UDGLHQW VOLS VOLS QXWN5RXJK:DOO)XQFWLRQ
2.2 Fatigue calculations 
)DWLJXHGDPDJHLVEDVHGRQDFRPELQDWLRQRIPDWHULDOSURSHUWLHVDQGORDGKLVWRU\7KHPDWHULDOSURSHUW\
JLYHVLQIRUPDWLRQUHJDUGLQJWKHPD[LPXPQXPEHURIF\FOHVWKDWWKHPDWHULDOFDQZLWKVWDQGZLWKDJLYHQ
VWUHVVDPSOLWXGH7KLVLVQRUPDOO\JLYHQDVDQ61FXUYH>@


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
ZKHUHkLVWKHQXPEHURIVWUHVVEORFNV݊௜LVWKHQXPEHURIVWUHVVF\FOHVLQEORFNiDQG ௜ܰ LVWKHQXPEHU
RI F\FOHV WR IDLOXUH DW D FRQVWDQW VWUHVV UDQJH οߪ௜ $ FRPELQDWLRQ RI WKH SUREDELOLW\ RI WKH ZLQG
FRQGLWLRQVRYHU D \HDU FRPELQHGZLWK WKH IDWLJXHGDPDJH IURPD VLPXODWLRQZLOO JLYH WKH H[SHFWHG
IDWLJXHGDPDJHRYHUD\HDUDQGWKHLQYHUVHRIWKHGDPDJHZRXOGEHWKHH[SHFWHGOLIHWLPH
,QWKLVVWXG\WKHDLPLVQRWWRLQYHVWLJDWHWKHOLIHWLPHRIWKHVWUXFWXUHEXWUDWKHUWKHHIIHFWRIWKH
FKDQJHLQZLQGSURILOHGXHWRWKHZDYHLQIOXHQFLQJWKHZLQGSURILOH7KHHTXLYDOHQWGDPDJHORDGLVD
PHDVXUHPHQWRIWKHGDPDJHORDGUHODWLYHWRDQRWKHUVLPXODWLRQ:HZLOOXVHWKHQRZDYHVLPXODWLRQDV
DUHIHUHQFHWRWKHGLIIHUHQWVLPXODWLRQVZLWKGLIIHUHQWZDYHSHULRGVVHH7DEOH7KHGHILQLWLRQRIWKH
HTXLYDOHQWIDWLJXHORDGLV

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

ZKHUH ாܰொ LV WKHHTXLYDOHQWQXPEHURIF\FOHVLQWKHVLPXODWLRQ+HUH ாܰொ LV WKHQXPEHURIF\FOHV
QHHGHGIRUWKHHTXLYDOHQWIDWLJXHGDPDJHLQWKHUHIHUHQFHVLPXODWLRQQRZDYHVWREHRQH
 7KHVWUHVVDWWKHEODGHURRWıLVHVWLPDWHGXVLQJWKHIROORZLQJUHODWLRQ

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ZKHUHMLVWKHEHQGLQJPRPHQWRIWKHyLVWKHUDGLXVRIWKHRXWHUGLDPHWHURIWKHEODGHURRWDQGILV
WKHPRPHQWRILQHUWLDRIWKHFLUFXODUF\OLQGHUDWWKHEODGHURRW2QO\WKHEHQGLQJPRPHQWVLQIODSZLVH
GLUHFWLRQ DUH HYDOXDWHG DV WKH JUDYLWDWLRQDO IRUFH LV GRPLQDWLQJ WKH EHQGLQJ PRPHQW LQ HGJHZLVH
GLUHFWLRQ7KHILUVWVHFRQGVRIWKHVLPXODWLRQLVGLVFDUGHGGXHWRVWDUWXSWUDQVLHQWV
3 Results and discussion  
%RWKWKHGLUHFWLRQRIWKHZDYHDQGWKHZDYHVWDWHZLOODIIHFWWKHZLQGSURILOHRYHUWKHURWRUVZHSWDUHD
,Q)LJXUHRQO\KRUL]RQWDOZLQGSURILOHVIRURQHRIWKHIRXUZDYHFDVHVDUHVKRZQ7S VHFDVZHOO
DVZLQGSURILOHVIRUWKHQRZDYHFDVH3URILOHVDUHVDPSOHGPHWHUVIURPWKHLQOHWDQGDWDSRVLWLRQ
E3S Web of Conferences 
FORVHWRWKHZLQGWXUELQHDWPHWHUVPHWHUVLQIURQWRIWKHZLQGWXUELQH7KHZLQGSURILOHILJXUHV
LOOXVWUDWHWKDWWKHZDYHVKDYHDQHIIHFWRQWKHZLQGILHOG6LQFHWKHDLPRIWKLVVWXG\LVWRH[DPLQHWKH
SRVVLEOHHIIHFWRIWKLVIOXFWXDWLQJZLQGILHOGRQWKHZLQGWXUELQHZHZLOOLQWKHIROORZLQJLQYHVWLJDWH
VWUHVVRQWKHEODGHVDQGWKHWRZHU

Figure 2. Profile of horizontal wind (m/s) 300 m from the inlet (left) and 495 m from the inlet (right) from case 
with wave period of 10 sec and from the no wave case (see Table 1). Wind and wave in the same direction (blue), 
wind and wave in the opposite direction (red) and no wave case (black). Profiles are sampled over approximately 
one wavelength.  
 )LJXUHVKRZVWKHVWUHVVDWWKHEODGHURRWGXHWRWKHIODSZLVHPRPHQWDIWHUUHPRYLQJWKHVWDUWXS
WUDQVLHQWV7KHWRSJUDSKLVIRUWKHRSSRVHGZDYHFRQGLWLRQZKLOHWKHERWWRPJUDSKLVWKHDOLJQHGZDYH
FRQGLWLRQ%RWKJUDSKVRQO\FRQVLGHUWKHODVWVHFRQGVLQWKHIDWLJXHFDOFXODWLRQV

)LJXUH6WUHVVDWWKHEODGHURRWGXHWRWKHIODSZLVHEHQGLQJPRPHQWDWWKHEODGHURRW
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 ,WLVFOHDUWKDWWKHVWUHVVYDULDWLRQVDUHODUJHULQWKHRSSRVHGZDYHFRQGLWLRQUHODWLYHWRWKHDOLJQHG
ZDYH FRQGLWLRQ 7KLV LV WUXH IRU DOO ZDYH FRQGLWLRQV ZLWK RSSRVHG ZLQG LQYHVWLJDWHG +RZHYHU
UHJDUGLQJWKHDOLJQHGZLQGFDVHVWKHVWUHVVLVQRWQRWDEO\DIIHFWHG7KHUHIHUHQFHFDVHZLWKQRZDYHVLV
LQFOXGHG LQ ERWK JUDSKV DQG LW FRLQFLGHV YHU\ZHOO ZLWK WKH VLPXODWLRQV FRQVLGHULQJ DOLJQHGZLQG
7KHUHIRUHZHH[SHFWWKDWWKHGLIIHUHQFHLQIDWLJXHZLOOQRWEHODUJHIRUWKHDOLJQHGFDVH
 7KHRSSRVHGZDYHFRQGLWLRQVKRZVODUJHYDULDWLRQVLQWKHVWUHVVUDQJH(VSHFLDOO\WKHZDYHVZLWK
ORQJSHULRGVVKRZDODUJHYDULDWLRQLQVWUHVV7KHUHVHHPVWREHDSHULRGLFLW\LQWKHORZHUUDQJHRIWKH
VWUHVVIRUVRPHRIWKHZDYHFRQGLWLRQVDVLOOXVWUDWHGLQ)LJXUH
 )LJXUHVKRZVWKHVWUHVVDWWKHEDVHRIWKHWRZHU6LPLODUWRWKHUHVXOWVIRUWKHEODGHURRWPRPHQW
WKHDOLJQHGFDVHKDVVPDOOHUVWUHVVUDQJHVFRPSDUHGWRWKHRSSRVHGZDYHFRQGLWLRQ7KHPHDQYDOXH
VHHPVWRFRUUHVSRQGUHODWLYHO\ZHOOZLWKWKHVWUHVVLQWKHUHIHUHQFHFDVHZLWKQRZDYHV7KHPHDQVWUHVV
IURPRSSRVHGZDYHFRQGLWLRQLVKLJKHUWKDQWKHDOLJQHGZDYHFRQGLWLRQDQGWKHQRZDYHFRQGLWLRQIRU
WKHVWUHVVDWWKHWRZHUEDVH7KHVWUHVVUDQJHKDVDODUJHYDULDQFHIRUVRPHZDYHSHULRGVHJ7BS 
VHF

)LJXUH6WUHVVDWWKHEODGHURRWGXHWRWKHWRZHUEHQGLQJPRPHQWDWWKHWRZHUEDVH
 7KHVWUHVVDWWKHEODGHURRWDQGDWWKHWRZHUURRWZLOOKDYHGLIIHUHQWSHULRGV7KLVLVLOOXVWUDWHGLQ
)LJXUHZKHUHWKHVWUHVVDWWKHURRWRIDOOWKUHHEODGHVDUHVKRZQ(DFKEODGHKDVDSHULRGRIVHFRQGV
DWZKLFKWKH\DUHRVFLOODWLQJ7KLVSHULRGLVWKHPXOWLSOHRIWKHSHULRGRIWKHURWRUURWDWLRQVHFRQGV
DQGWKHZDYHSHULRG7KHVWUHVVWUDQVIHUUHGWRWKHWRZHUZLOOKRZHYHUKDYHDGLIIHUHQWSHULRGZKLFK
LVVLPLODUWRWKHZDYHSHULRG
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
)LJXUH7KHVWUHVVIRUWKHWKUHHEODGHVIRURSSRVHGZDYHDQGSHULRGVHFRQGV
 7KHIUHTXHQF\VSHFWUXPIRUWKHWLPHVLPXODWLRQLVVKRZQLQ)LJXUHIRUDOOZDYHIUHTXHQFLHV7KH
IUHTXHQF\RIRQHURWDWLRQ3LV+]3DQG3DUHLQWHJHUVRIWKLVIUHTXHQF\,WLVHYLGHQWWKDWWKH
URWDWLRQDO IUHTXHQF\ 3 FRQWDLQV WKH PRVW HQHUJ\ 7KLV LV ZKHUH WKH PHDQ YHUWLFDO VKHDU ZLOO EH
VDPSOHG7KHWXUEXOHQWZLQGVDUHVDPSOHGDWWKHKLJKHUPXOWLSOHVRIWKHURWDWLRQDOIUHTXHQF\LH3
DQG37KHZDYHIUHTXHQFLHVDSSOLHGYDU\IURP+]WR+]

)LJXUH)UHTXHQF\VSHFWUXPIRUWKHEHQGLQJPRPHQWLQWKHIODSZLVHGLUHFWLRQ
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 7KHIUHTXHQF\SORWIRUWKHVWUHVVLQWKHWRZHUEDVHLVVKRZQLQ)LJXUH7KHZDYHIUHTXHQFLHVDUH
YLVLEOH LQ ERWK WKH DOLJQHG DQG WKH RSSRVHG FDVHV ZDYH SHULRG RI  VHFRQGV FRUUHVSRQGV WR
IUHTXHQFLHVRI+]7KHLQWHQVLW\RIWKHUHVSRQVHVSHFWUXPYDULHVZLWKWKHSHULRGRIWKHZDYH
DSSOLHGDQGPRVWHQHUJ\LVIRXQGIRUZDYHSHULRGVFORVHWRWKHURWDWLRQDOIUHTXHQF\3KHUH+]
7KHRQO\SHDNWKDWLVIRXQGLQWKHUHIHUHQFHFDVHZLWKQRZDYHVLVDWWKH3+]7KLVSHDNLVGXH
WRWKHYHUWLFDOVKHDURIWKHPHDQZLQGSURILOHDQGLVFRUUHVSRQGLQJWRWKHSHDNDW3+]IRUWKH
EHQGLQJPRPHQWLQIODSZLVHGLUHFWLRQLQ)LJXUH7KHLQWHQVLW\RIWKLVSHDNLVUHODWLYHO\VLPLODUIRUDOO
VLPXODWLRQV
 7KHVPDOOSHDNDWDURXQG+]LQ)LJXUHPD\EHWKHHLJHQIUHTXHQF\RIWKHWRZHU)RUDIXOO\
G\QDPLFDHURK\GURHODVWLFVHUYRUHVSRQVHDQDO\VLVWKHUHVSRQVHDWWKLVIUHTXHQF\LVQRUPDOO\ODUJHU
DQGZLOOVRPHWLPHVdominateWKHVSHFWUD7KHDQDO\VLVSUHVHQWHGKHUHLVOLPLWHGWRDQDQDO\VLVZLWKOLWWOH
DPELHQWWXUEXOHQFHDQGQRK\GURG\QDPLFORDGDQGWKHH[FLWDWLRQRIWKLVPRGHLVWKHUHIRUHOLPLWHG
 
)LJXUH)UHTXHQF\VSHFWUXPIRUWKHWRZHUEDVHEHQGLQJPRPHQW
 7KHHTXLYDOHQWIDWLJXHGDPDJHVVKRZQLQ7DEOHDQG7DEOHDUHHVWLPDWHGXVLQJ(TXDWLRQ7KH
OHQJWKRIWKHVLPXODWLRQLVYHU\OLPLWHGRQO\VHFRQGV7KHHTXLYDOHQWGDPDJHLVHVWLPDWHGXVLQJ
WKHQRZDYHFDVHDVDUHIHUHQFHORDGFDVH
 
E3S Web of Conferences 
7DEOH(TXLYDOHQWIDWLJXHGDPDJHDWWKHEODGHURRWFRQVLGHULQJIODSZLVHEHQGLQJPRPHQWEDVHGRQD
VHFRQGVVLPXODWLRQ
܂ܘ ൌ ૟ܛ ܂ܘ ൌ ૠܛ ܂ܘ ൌ ૡܛ ܂ܘ ൌ ૚૙ܛ 
No wave 1 1 1 1 
Opposed 1.31 1.15 1.41 1.70 
Aligned 1.01 0.98 1.06 1.19 
7DEOH(TXLYDOHQWIDWLJXHGDPDJHDWWKHWRZHUEDVHEDVHGRQDVHFRQGVVLPXODWLRQ
܂ܘ ൌ ૟ܛ ܂ܘ ൌ ૠܛ ܂ܘ ൌ ૡܛ ܂ܘ ൌ ૚૙ܛ 
No wave 1 1 1 1 
Opposed 1.42 1.52 2.36 2.37 
Aligned 1.17 1.74 2.12 1.53 
4 Conclusions and further suggestions  
,WKDVEHHQFKDOOHQJLQJWRYDOLGDWHWKHUHVXOWV7RRXUNQRZOHGJHWKHUHGRHVQRWH[LVWVLPLODUZRUNWKDW
ZHFDQFRPSDUHRXUUHVXOWVZLWKQRUREVHUYDWLRQV:HKDYHUHDVRQWREHOLHYHWKDWWKHGRPDLQVL]HLV
WRRVPDOODQGZHFDQQRWJXDUDQWHHWKDWERXQGDU\HIIHFWVDUHQRWSUHVHQW,QDGGLWLRQJULGLQGHSHQGHQF\
ZDVQRWFRPSOHWHO\UHDFKHG1HYHUWKHOHVVZHWKLQNWKDWWKHVHUHVXOWVGHPRQVWUDWHWKDWWKHZDYHZLOO
LQIOXHQFHWKHZLQGILHOGZKLFKLQWXUQDIIHFWWKHHTXLYDOHQWIDWLJXHGDPDJHDWERWKWKHEODGHURRWDQG
WKHWRZHUEDVH,QDUHODWLYHO\ORZZLQGUHJLPHUHIHUHQFHZLQGRIPVLQPKHLJKWWKHZDYH
LQIOXHQFHGZLQGLQFUHDVHVWKHIDWLJXHGDPDJHFRPSDUHGWRDVLWXDWLRQZLWKQRZDYHVHVSHFLDOO\IRUWKH
FDVHVZKHUHWKHZDYHRSSRVHVWKHZLQGILHOG2IWKHIRXUZDYHFDVHVHLJKWVLPXODWLRQVVWXGLHGWKH
ODUJHUZDYHSHULRGVDQGVHFRQGVJLYHULVHWRWKHKLJKHVWHTXLYDOHQWORDGVDQGWKHVHFDVHVDOVR
UHVXOWLQWKHKLJKHVWSHDNVLQWKHIUHTXHQF\VSHFWUXP,WLVFXUUHQWO\QRWSRVVLEOHWRVWDWHZKHWKHUWKH
HIIHFW RIZDYH LQIOXHQFHGZLQGJLYHV D VLJQLILFDQW UHVSRQVHRQ WKHZLQG WXUELQH FRPSDUHG WR RWKHU
HIIHFWVWKDWFDXVHVIOXFWXDWLRQVLQWKHZLQGLHYDU\LQJVWUDWLILFDWLRQDQGQDWXUDOWXUEXOHQFHIOXFWXDWLRQV
 7KHUHLVDQHHGIRUORQJHUVWLPXODWLRQVWLPHDQGPRUHVLPXODWLRQVLQRUGHUWREHDEOHWRFRQFOXGH
PRUH VSHFLILFDOO\ UHJDUGLQJ WKH ZDYH LQIOXHQFHG ZLQG LPSDFW RQ WXUELQH SHUIRUPDQFH DQG IDWLJXH
6HYHUDOVHDVWDWHVDQGZLQGUHJLPHVPXVWEHLQYHVWLJDWHGDQGLWLVDOVRSUHIHUDEOHWRIXUWKHUGHYHORSWKH
PHWKRG KHUH SUHVHQWHG *ULG LQGHSHQGHQF\ VKRXOG EH HVWDEOLVKHG DQG RQH VKRXOG HQVXUH WKDW WKH
FRPSXWDWLRQDOGRPDLQLVODUJHHQRXJK:HKDYHXVHGDQLQFRPSUHVVLEOHVROYHUDQGRQHVKRXOGFRQVLGHU
LPSOHPHQWLQJ:,:L76RQ D FRPSUHVVLEOH VROYHU0RUH UHDOLVWLF DWPRVSKHULF FRQGLWLRQVQHHG WREH
LPSOHPHQWHG ZLWK EXR\DQF\ HIIHFW SUHVHQW 'LIIHUHQW GLVFUHWL]DWLRQ VFKHPHV VKRXOG EH WHVWHG 7KH
XSZLQGVFKHPHV WKDWZHKDYHXVHGDUHNQRZQWREHTXLWHGLVVLSDWLYH LQ85$16VLPXODWLRQVDQGD
KLJKHURUGHUVFKHPHHJ4XLFNFRXOGJHQHUDWHPRUHWXUEXOHQFHDQGKHQFHFKDQJHWKHUHVXOWV 
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:LQG(QHUJ\125&2:(XQGHUJUDQW6IURPWKH5HVHDUFK&RXQFLORI1RUZD\5&1
125&2:(LVDFRQVRUWLXPZLWKSDUWQHUVIURPLQGXVWU\DQGVFLHQFHKRVWHGE\&KULVWLDQ0LFKHOVHQ
5HVHDUFK7KHDXWKRUVZRXOGOLNHWRDFNQRZOHGJH7KHRGRU,YHVGDODWWKH8QLYHUVLW\RI6WDYDQJHUIRU
KLVRXWVWDQGLQJWHFKQLFDOKHOSZLWKWKH/LQX[FOXVWHU
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