Abstract. We consider a general abstract framework of a continuous elliptic problem set on a Hilbert space V that is approximated by a family of (discrete) problems set on a finite-dimensional space of finite dimension not necessarily included into V . We give a series of realistic conditions on an error estimator that allows to conclude that the marking strategy of bulk type leads to the geometric convergence of the adaptive algorithm. These conditions are then verified for different concrete problems like convectionreaction-diffusion problems approximated by a discontinuous Galerkin method with an estimator of residual type or obtained by equilibrated fluxes. Numerical tests that confirm the geometric convergence are presented.
Introduction
The convergence of adaptive algorithms for elliptic boundary value problems approximated by a conforming FEM started with the papers of Babuška and Vogelius [5] in 1d and of Dörfler [12] in 2d. Since this time some improvements have been proved in order to take into account the data oscillations [23] [24] [25] or to prove optimal arithmetic works [8] . On the other hand, the discontinuous Galerkin method becomes recently very popular and is a very efficient tool for the numerical approximation of reaction-convection-diffusion problems for instance. Some a posteriori error analysis were performed recently, let us quote [1, 2, 7, 10, 14, 16, 18, 20, 21, 26] for pure diffusion (or diffusion-dominated) problems and [9, 13, 16] for singularly perturbed problems (i.e., dominant advection or reaction); for Maxwell system see for instance [17] . In all these papers, no convergence results are proved and to our knowledge, only the recent paper of Karakashian and Pascal [19] provides a convergence result for a purely diffusion problem.
Reading carefully the papers [12, 19, [23] [24] [25] we can remark some similarities in the convergence proof. Hence the goal of the present paper is threefold:
-Give an abstract framework as large as possible in order to contain the setting of the previous papers.
In particular since DG methods use a stability parameter γ > 0, we assume that our variational form depends on such a parameter.
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-In this setting, give a series of realistic conditions on an error estimator (inspired from the above mentioned references) that allows to prove that the marking strategy of bulk type leads to the geometric convergence of the adaptive algorithm. In this way the convergence proof becomes quite easy to understand since it is not hidden between some technicalities. -Apply this framework to some new examples, like the ones from [9, 10, 16] , in order to deduce the convergence of the associated adaptive algorithm. According to the two points before, the convergence result is reduced to check the above mentioned conditions. We further hope that this framework will be applied to other a posteriori error estimators, like the ones from [13, 16] where robust methods were analyzed for problems with dominant advection or reaction.
The schedule of the paper is as follows: we state in Section 2 the abstract framework, and prove the convergence of the adaptive algorithm under some realistic conditions. In the remainder of the paper we check the conditions from this section and deduce the convergence of the associated adaptive algorithm of bulk type for different estimators built for some finite element approximations of some specific boundary value problems. In Section 3, we apply our theory to diffusion problems approximated by a discontinuous Galerkin method and an error estimator based on equilibrated fluxes; some numerical tests are also presented that confirm the theoretical results. Finally Section 4 performs the same analysis for convection-diffusion-reaction problems approximated by a discontinuous Galerkin method and an error estimator of residual type.
An abstract framework
Let V be a real Hilbert space with norm denoted by · V . Let a be a bilinear continuous form on V , which is coercive in the usual sense, namely
(2.1)
Consider the standard variational problem: given f ∈ V , let u ∈ V be the unique solution of
This problem is approximated by a discrete family of problems set on a finite dimensional space V h , h > 0, which we suppose to be nested:
V H ⊂ V h if H > h, and that approach V as h goes to zero. Note that we do not assume that V h is a subspace of V , this allows us to consider non conforming approximation like discontinuous Galerkin methods for instance.
For all h > 0 and a family of parameters γ > 0, we assume given a norm · h,γ well defined on V + V h and a family of bilinear form a h,γ also well defined on V + V h such that a h,γ is coercive on V h , namely we assume that there exist γ 0 > 0 and α 0 > 0 independent of h and γ such that
With these assumptions, for γ ≥ γ 0 , we can consider u h ∈ V h solution of (for shortness, we do not specify the dependence of u h with respect to γ)
h,γ , since we do not assume this coerciveness, we would lose this property. Since it plays a key rule in our analysis, we assume that it holds: there exists α 0 > 0 independent of h, γ, u and u h such that
Let us emphasize on the fact that we require (2.5) only for u ∈ V the exact solution of (2.2) and its approximation u h ∈ V h solution of (2.4). Our goal is to show that under some basic assumptions (satisfied by a quite large family of approximated problems, see below) then refinement strategy based on the bulk criterion [12, 23, 24] described below leads to the convergence of the algorithm.
To describe this refinement strategy in our framework, for all h > 0 we suppose given a finite family T h of elements, called T . Formally this family T h allows to built the space V h by using polynomial functions on the elements T of T h for instance. Now for all T ∈ T h we assume that we have at our disposal an estimator η T (u h ) (that can be computed with the help of u h ) that measures the local error on T (hence η T (u h ) is a nonnegative real number) and for which we have the following upper bound: there exist two positive constants C 1 , c 1 > 0 independent of h and γ such that 6) where the first term of this right-hand side is the global error estimator which is the sum of local contributions, while the second term osc 2 h is the so-called oscillation term that is also the sum of local contributions
Now the abstract refinement strategy (of bulk type, see [12, 23, 24] ) can be expressed as follows:
Definition 2.1 (marking strategy). Given two parameters 0 < θ 1 , θ 2 < 1, the new family T h (allowing to build the new space V h ) is designed with the help of a subsetT H of T H constructed such that
Note that these two conditions yield 9) with θ = min{θ 1 , θ 2 }.
We further assume that the next error reduction holds: there exist a positive constant C 2 and a non negative constant C 3 such that for two consecutive parameters H > h
Note that such estimate is usually proved locally, the local version leading to the estimate (2.10) by superposition. For the proof of the convergence of the algorithm the global version is only necessary, moreover in some applications we have in mind (see Sect. 3.2 below), only the global version is available. Hence we have restricted ourselves to the global estimate.
For the oscillation terms, we make the assumption that it reduces from one step to another one with a factor < 1 up to the consecutive error, namely we assume that there exist constants 0 < ρ 1 < 1 and ρ 2 > 0 independent of h and γ such that osc
We further assume that the error between u and u H in the norm a h,γ or in the norm a H,γ are comparable, namely we assume that
Finally we suppose the quasi-orthogonality relation: there exist h 0 > 0 and Λ h > 0 such that
and
Note that this last condition is satisfied if we have a Galerkin orthogonality relation and a symmetric form a h,γ as the next lemma shows: 14) holds and that a h,γ is symmetric
Lemma 2.2. Assume that the Galerkin orthogonality relation
Then (2.13) holds with Λ h = 1.
Proof. By the symmetry property of a h,γ we see that
The conclusion follows from (2.14)
Remark 2.3. For a method that does not use a parameter γ (like conforming methods for instance, see the end of this section or [9] ) we can formally take γ = +∞. In that case the results stated below remain valid and all terms of the form C γ with some positive constant C can be simply replaced by 0. All these data allow to prove the convergence of the algorithm: 
15)
where h < H are two consecutive mesh parameters.
Proof. Using the error reduction estimate (2.10) and the coerciveness properties (2.3) and (2.5), we obtain 16) with
Applying the upper bound (2.6) to the rough mesh parameter H, and secondly using the marking procedures (2.7) and (2.8), we have
Using now the estimate (2.16), we arrive at
or equivalently
Now using the quasi-orthogonality relation (2.13) and introducing a parameter β ∈ (0, 1] fixed sufficiently small later on, we obtain
The last term of this right-hand side is estimated by invoking (2.17), and therefore
Using the estimate (2.12), we arrive at
Choosing γ 1 large enough so that 1 −
the last estimate is equivalent to
To take into account the oscillating terms, we multiply (2.11) by κ :=
and find
The sum of the estimates (2.19) and (2.20) yields
This estimate leads to the conclusion if we can chose γ 1 large enough as well as h 0 and β small enough so that there exists 0 < μ < 1 such that
These two estimates are equivalent to (using the definition of κ)
To guarantee the estimate (2.22), we simply chose β small enough such that
which is equivalent to
which is always possible since the left-hand side of this estimate tends to zero as β goes to zero. Hence with such a choice of β, the estimate (2.22) holds with 1 > μ ≥ ρ 1 + C6βρ2 1−β . Now we go on with the estimate (2.21), which is equivalent to
As μ < 1 this estimate holds if
is valid. As Λ h tends to 1 as h goes to 0, we fix h 0 small enough such that for all h ≤ h 0 we have
Similarly we fix γ 1 large enough in order to guarantee that
Indeed this estimate is equivalent to
and by (2.25) it holds if
This shows that (2.26) holds with γ 1 satisfying this estimate (2.27).
The estimates (2.25) and (2.26) lead to
The proof is complete.
Remark 2.5. In general, there is no reason that the minimal stability parameter γ 0 satisfies (2.18) and (2.27), hence the convergence is only guaranteed for a larger threshold parameter γ 1 . Nevertheless numerical tests below reveal that the reduction factor of the error (approximated value of μ) does not vary significantly with respect to γ. Note further that from the above proof we can see that if the constants C 3 in (2.10) and C 4 in (2.12) are equal to zero then we can chose γ 1 = γ 0 .
The remainder of this paper is to prove the convergence of some adaptive methods applied to some approximated schemes of some boundary value problems; the convergence being obtained by checking the assumptions (2.3), (2.5), (2.6), (2.10), (2.11), (2.12) and (2.13).
For instance in the framework of the paper [23] , reaction-convection-diffusion problems are approximated by subspaces V h ⊂ V and with a h,γ = a. Hence the coerciveness assumptions (2.3), (2.5) follows directly from the coerciveness of a, (2.6) is standard (see [3, 28] [23] is devoted to the proof of (2.13). Remark 2.6. As said before the two main applications of our abstract framework concern DG methods where γ is the usual jump penalty parameter. We do not try to apply our framework to other methods where some penalization parameters are used (like SUPG methods for instance).
A POSTERIORI error estimators for a discontinuous Galerkin method for diffusion problems
Here we revisit the results from [10] and show the convergence of an adequate adaptive algorithm at least in dimension 2 by using some recent results from [19] .
More precisely we consider the two-dimensional diffusion equation in a bounded domain Ω of R 2 with a polygonal boundary Γ and homogeneous mixed boundary conditions:
We suppose that a is piecewise constant, namely we assume that there exists a partition P of Ω into a finite set of Lipschitz polygonal domains Ω 1 , . . . , Ω J such that, on each Ω j , a = a j , where a j is a positive constant. For simplicity, we assume that Γ D has a non-vanishing measure. We further assume that Ω is simply connected and that Γ is connected.
The variational formulation of (3.1) involves the bilinear form
Remark 3.1. In [10] we imposed non-homogeneous boundary conditions, for the sake of simplicity we have restrict ourselves to homogeneous boundary conditions, nevertheless all the results stated below holds for nonhomogeneous boundary conditions
Here to approximate problem (3.1) (or more precisely its variational formulation (3.2)), we use a discontinuous Galerkin scheme. Following [4, 18, 19] , we consider the following discontinuous Galerkin approximation of our continuous problem: we consider a triangulation T h made of triangles T whose edges are denoted by e and assume that this triangulation is shape-regular, i.e., for any element T , the ratio h T /ρ T is bounded by a constant σ > 0 independent of T ∈ T h and of mesh-size h = max T ∈T h h T , where h T is the diameter of T and ρ T the diameter of its largest inscribed ball. We further assume that T h is conforming with the partition P of Ω, i.e., any T ∈ T h is included in one and only one Ω i . With each edge e of the triangulation, we associate a fixed unit normal vector n e , and n T stands for the outer unit normal vector of T . For boundary edges e ⊂ ∂Ω ∩ ∂T , we set n e = n T . E h represents the set of edges of the triangulation, and we assume that the Dirichlet part of the boundary Γ D can be written as union of edges. We also need to distinguish between edges included into Ω, Γ D or Γ N , in other words, we set
For shortness, we also write E h,ID = E h,int ∪ E h,D . In the sequel, a T denotes the value of the piecewise constant coefficient a restricted to the element T . Finally for T ∈ T h , ω T denotes the patch consisting of all the triangles of T h having a nonempty intersection with T . Similarly for an edge e, ω e denotes the patch consisting of all the triangles of T h having e as edge.
In the following, the L 2 -norm on a domain D will be denoted by · D ; the index will be dropped if D = Ω. We use · s,D and | · | s,D to denote the standard norm and semi-norm on H s (D) (s ≥ 0), respectively. The energy norm is defined by
Problem (3.2) is approximated in the (discontinuous) finite element space:
where l is a fixed positive integer. The space V h is equipped with the norm
where γ is a positive parameter fixed below and for any q ∈ V h , we define its broken gradient ∇ h q in Ω by
As usual we need to define some jumps and means through any e ∈ E h of the triangulation. For e ∈ E h such that e ⊂ Ω, we denote by T + and T − the two elements of T h containing e. Let q ∈ V h , we denote by q ± , the traces of q taken from T ± , respectively. Then we define the mean of q on e by
we denote similarly
The jump of q on e is now defined as follows:
Remark that the jump q of q is vector-valued.
For a boundary edge e, i.e., e ⊂ ∂Ω, there exists a unique element T + ∈ T h such that e ⊂ ∂T + . Therefore the mean and jump of q are defined by q = q + and q = q + n T + . With these notations, we define the bilinear form a h,γ (., .) as follows:
where the positive parameter γ is chosen large enough to ensure coerciveness of the bilinear form a h,γ on V h (see, e.g., Lem. 2.1 of [18] ). The discontinuous Galerkin approximation of problem (3.2) reads now:
3.1. The a posteriori error analysis based on Raviart-Thomas finite elements
Error estimators can be constructed in many different ways as, for example, using residual type error estimators which measure locally the jump of the discrete flux [18, 19] . Here, introducing the flux j = a∇u as auxiliary variable, we locally define an error estimator based on a H(div)-conforming approximation of this variable. Hence the discrete flux approximation j h will be searched in a H(div)-conforming space RT h based on the Raviart-Thomas finite elements. This means that our error estimate of the conforming part of the error is based on the error between a∇ h u h and an approximating flux j h of j that we search in the Raviart-Thomas finite element space
For a similar approach where the fluxes are computed using local Neumann problems, see for instance [6, 22] .
On a triangle T , an element p of RT l−1 (T ) is characterized by the degrees of freedom given by
Therefore we fix the discrete flux j h by setting
where for all e ⊂ ∂T , g T,e is defined by
and the linear form l ∂T is given by
Then, we have the following main property (see Lem. 3.1 of [10] )
We now recall the estimator introduced in [10] : it consists in three parts: a conforming part that only involves the difference between the discrete flux approximation j h and a∇u h :
The nonconforming part is built by using the Oswald interpolation operator of u h , namely the unique element . Then the non conforming estimator is simply
Finally we introduce the estimator corresponding to jumps of u h :
The estimator on T is then defined by
The oscillating terms depending on the datum f is defined as usual by
Now using the results from Section 2, we describe a convergent algorithm for the above estimators.
Checking the assumptions from Section 2
Since
and a h,γ = a, the coerciveness estimates (2.3) and (2.5) are not direct but they are respectively proved in Lemma 3.1 and Proposition 4.2 of [19] . The estimate (2.12) is proved as follows: first Proposition 4.1 of [19] shows that there exists C > 0 independent of h and γ such that
But Theorem 3.2 of [19] guarantees that
γ e∈E h,ID h −1 e u H 2 e ≤ C γ ∇ H (u − u H ) 2 .
As Proposition 4.2 of [19] implies that
for γ ≥ γ 1 and γ 1 large enough (depending on the order l and on the shape regularity constant σ), the three above estimates lead to (2.12).
Since a h,γ is symmetric and (2.14) holds (see the identity (3.2) of [19] ), the quasi-orthogonality estimate (2.13) holds with Λ h = 1 due to Lemma 2.2.
The estimate (2.6) was proved in Theorem 3.4 of [10] since (2.5) holds. The oscillation reduction estimate (2.11) follows from Lemma 3.2 of [23] if the marking strategy from Definition 2.1 is used and if the successive meshes are constructed via the procedure REFINE of Morin, Nochetto and Siebert [23] [24] [25] .
It remains the error reduction estimate (2.10): first in the proof of Theorem 3.6 of [10] we see that
where C(a) is a positive constant depending on a and the jump terms are the usual ones defined by
for Dirichlet boundary edges of T H , ∇u H · n e for Neumann boundary edges of T H .
On the other hand using Theorem 2.2 of [18] , there exists C > 0 independent of γ and H such that
These two estimates imply that
for some C(a) > 0 depending only on a and shape regularity constant σ. The first term of this right hand side is a part of the estimator from [19] and by the estimate (4.31) of [19] we have
and consequently
For the two first terms of this right-hand side using the definition of the norm · h,γ , we have
For the third term we notice that
The three above estimates lead to the estimate (2.10).
Some numerical tests
In order to illustrate the performance of our estimator η h and the convergence of the adaptive algorithm, for two benchmark examples we show the meshes obtained after some iterations, as well as the experimental convergence orders of the error
the effectivity indices
Eff = η h / u − u h h,γ and the reduction factors of the error (approximated value of the constant √ μ appearing in Thm. 2.4)
calculated during the different iterations. We use the iterative algorithm of bulk type described in Definition 2.1 with θ 1 = θ 2 = θ = 0.75, 0.8 or 0.9 and refine the triangles ofT H by a standard refinement procedure with a limitation on the minimal angle. It is easy to see (see for instance [11] ) that α is the root of the transcendental equation
This solution has a singular behavior around the point (0, 0) (because α < 1). Therefore a refinement of the mesh near this point can be expected. This can be seen in Figures 1 and 2 on the meshes obtained for a 1 = 5 and a 1 = 100 respectively and for which α ≈ 0.53 544 094 560 and α ≈ 0.1 269 020 697. The approximated convergence rates of the error are presented in Tables 1 and 2 and show a convergence rate approximatively equal to 1 (the case a 1 = 100 is less accurate due to the high singular behavior of the solution). There we see that the different effectivity indices are approximatively equal to 1.5 and 2.8 respectively and confirm the efficiency of the estimator. As the reduction factors of the error are around 0.7 and 0.9, the convergence of the adaptive algorithms is confirmed.
In order to see the effect of the parameter γ on the convergence of our method, we have computed the approximated solutions obtained by the adaptive algorithm described above for different values of γ and a fixed θ. In Tables 3 and 4 we give the effectivity index, the reduction factor of the error and the convergence rate for the checkerboard with a 1 = 5 and a 1 = 100 after 10 iterations. Even if an effect does exist between these parameters and γ, it is quite mild since they do not vary significantly with respect to γ. In particular Table 2 . Effectivity indices, reduction factors of the error and convergence rates for the checkerboard with a 1 = 100, γ = 500, θ = 0.9. the reduction factor of the error is mainly independent of γ and therefore the convergence of the algorithm is relatively independent on the variation of γ.
As second example, we take again the L-shape domain Ω = (−1, 1)
The discretization is still performed with piecewise polynomials of order less than 1 and with γ = 10. The singular behavior at (0, 0) of the solution induces refinement of the meshes near this point, which can be seen in Figure 3 . As before an approximated convergence rate 1 of the error and effectivity indices of order 1.3 Table 5 . Effectivity indices, reduction factors of the error and convergence rates for the L-shape with θ = 0.75. are noticed in Table 5 . Since the reduction factors of the error are approximatively equal to 0.7, the adaptive algorithm is convergent.
As before the effect of the parameter γ on the convergence of our method is presented in Table 6 where we give the effectivity index, the reduction factor of the error and the convergence rate for the L-shape after 10 iterations. Clearly this dependence is quite mild since for γ ≥ 10, the parameters take the same values (up to 5 digits in fact). 
A POSTERIORI error estimators for a discontinuous Galerkin method for convection-diffusion-reaction problems
The discontinuous Galerkin method is an efficient method for solving convection-diffusion-reaction problems. Hence in this section we approximate such problems by a method proposed in [16] and show the convergence of the adaptive algorithm for an estimator of residual type.
In this section our main goal is to perform a convergence analysis but not to obtain its robustness with respect to large Péclet and/or Damkohler numbers. Hence these numbers are supposed to be fixed and we do not give the dependence of the obtained constants with respect to these numbers. For large Péclet and/or Damkohler numbers, another DG-method should be used with another penalization strategy (like the one described in [16] for instance).
In a bounded domain Ω of R 2 , for f ∈ L 2 (Ω), we consider the problem
where the diffusion tensor K, the velocity field β and the reaction function b satisfy the following assumptions:
Obviously if K = aI, b = 0 and β = 0, we recover the problem considered in the previous section. The variational formulation of this problem is quite standard and uses the bilinear form
Due to the above assumptions, a is coercive on H 1 0 (Ω) equipped with the norm
Given f ∈ L 2 (Ω), the weak formulation consists in finding u ∈ H 1 0 (Ω) solution of (3.2) (with
We approximate problem (4.1) (or more precisely its variational formulation (3.2)) by a discontinuous Galerkin scheme introduced in [16] (see also [15, 27] ). As before we consider a family of regular triangulations T h made of triangles T satisfying the same assumptions than before and use the notations from the previous section.
Problem (3.2) is approximated in the (discontinuous) finite element space defined by (3.3), here equipped with the norm
, where γ is a positive parameter fixed below. The interior penalty DG method uses the bilinear form a h,γ (., .) defined as follows:
This form is coercive if the positive parameter γ is chosen large enough because by element-wise integration by parts we have that
and the coerciveness (2.3) follows as in Lemma 2.1 of [18] for instance. The discontinuous Galerkin approximation of problem (3.2) is to find u h ∈ V h solution of (3.4) .
Note that the form a h,γ is consistent in the sense that the solution u ∈ H 1 0 (Ω) of (3.2) satisfies 2) and therefore the orthogonality relation (2.14) holds. Unfortunately we cannot invoke Lemma 2.2 to obtain the quasi-orthogonality relations (2.13) because a h,γ is not symmetric. Nevertheless (2.13) is valid as we will see later on.
Remark that the consistency property (4.2) and since the solution u ∈ H 1 0 (Ω) of (3.2) is at least in H s (Ω) for some s ∈ (3/2, 2], the convergence of u h to u is guaranteed and we have the a priori error estimate (see for instance Sect. 5.1 of [4] ) 
A posteriori error analysis of residual type
Following [18, 19] we introduce residual type error estimators which essentially measure locally the jump of the discrete flux.
For all T ∈ T h , we introduce the local estimator on T defined by
Now using the results from Section 2 and extending some results from [19] to our setting, we describe a convergent algorithm for the above estimators.
From now on for the sake of simplicity we suppose that f is piecewise P l−1 , hence there is no oscillation terms and (2.11) directly holds. If f is not piecewise P l−1 , then a standard oscillation term has to be added and the oscillation reduction estimate (2.11) follows from Lemma 3.2 of [23] if the marking strategy from Definition 2.1 is used and if the successive meshes are constructed via the procedure REFINE of Morin, Nochetto and Siebert [23] [24] [25] .
Convergence of an adaptive algorithm
In this section we state some results that are similar to the ones stated in Sections 3 and 4 of [19] that we extend to our setting. These results and Section 2 lead to the convergence of the adaptive algorithm described in Definition 2.1.
For shortness we denote by e h = u − u h and by
We first start by showing the efficiency of the estimator and a very important estimate between the L 2 -norm of the jumps and the estimator (see Thm. 
Proof. The proof of the estimates (4.4) and (4.5) are standard and are obtained by using element and edge bubble functions respectively. Let us concentrate on the proof of (4.6) that is adapted from Theorem 3.2 of [19] .
Consider the Galerkin approximation of u in V
In comparison with the proof of Theorem 3.2 of [19] , some terms related to the vector field β and to b appear. Nevertheless using χ as in Lemma 3.1 of [19] and some trace and inverse inequality we arrive at
if γ ≥ 1, where C 1 , C 2 and C 3 are positive constants independent of γ, and the meshsize, while C 4 ( ) is positive constant independent of γ and of the mesh size but that may depend on . Using the coerciveness of a h,γ , we get for γ ≥ max{1, γ 0 },
This leads to (4.6) by choosing (and fixing) small enough such that 2C 1 ≤ α 0 as well as 2C 3 ≤ α 0 , and then γ 0 large enough such that
This result leads to the reliability of the estimator, namely: 
for some C > 0 independent of the meshsize and of γ. We conclude by the estimate (4.6).
We go on by proving (2.5) (compare with Prop. 4.2 of [19] ).
Lemma 4.4.
There exists γ 1 > 0 large enough and
Proof. As before we notice that
Secondly by using (4.2), we get
which yields
Inserting this expression in the previous identity we arrive at Proof. By element-wise integration by parts we see that
Hence using Young's inequality we find that
for any > 0. The Aubin-Nitsche trick from Lemma 4.1 and the coerciveness of the form a h,γ then yield
for some C 1 , C 2 > 0 depending on the data K, β, b and on Ω. Since we have shown that (2.5) holds, we deduce that
with C 3 = C 1 α 0 . The conclusion follows by taking 2 =
C2
C3 h −2s and by choosing h 0 small enough such that
It remains the error reduction:
Lemma 4.6. If T h is obtained fromT H by the procedure REFINE from [23] (see also [19] This estimate in (4.11) leads to the conclusion.
Remark 4.8. In view of the results from [16] , especially Theorems 6.7 and 7.2, and using our above results and Lemma 3.1 of [23] , the adaptive algorithm from Definition 2.1 based on the estimator of flux type introduced in [16] (see Thm. 6.7) is also convergent.
