Abstract
Introduction

21
In 1994, in the context of genome research, Zhang [1] introduced probe interval 22 graphs. A graph is a probe interval graph if its vertex set can be partitioned 23 into two sets, probes P and non-probes N, such that N is independent and 24 new edges can be added between certain non-probes in such a way that the 25 the set of all vertices in V \ X adjacent to a vertex in X is written N(X).
68
Thus, N(X) = v∈X N(v) \ X. For a singleton {x}, we usually write X + x 69 for X ∪ {x} and X − x for X \ {x}. We say that two sets are nested if one is 70 a subset of the other. there exist a weight function w : V → R ≥0 and t ∈ R such that, for all U ⊆ V ,
75
w(U) ≤ t iff U is a stable set in G, where w(U) = v∈U w(v).
76
Applications of threshold graphs arise in parallel processing, resource alloca- c) The vertex set of G can be partitioned into a clique Q and an independent 86 set U such that the neighbourhoods of vertices in U are nested; 87 d) Each induced subgraph of G has a universal vertex or an isolated vertex.
88
The last characterisation implies a linear time recognition for threshold graphs, 89 see Section 6.
90
In 1978, Golumbic [13] introduced trivially perfect graphs. A graph G is triv- e) There is a rooted directed forest F = (V, H) such that xy ∈ E iff in F
103
there is either a path from x to y or from y to x; 104 f) Each connected induced subgraph of G has a universal vertex.
105
A linear recognition algorithm for trivially perfect graphs was given in [14] ,
106
based on the connection between Th. 5.c and 5.e. It is also possible to derive 107 one from the last characterisation [17] . From Th. 5.d we get that trivially 108 perfect graphs are a subclass of interval graphs.
109
From the forbidden subgraph characterisations it is clear that threshold graphs 110 are exactly the 2K 2 -free trivially perfect graphs. This is also true for the probe 111 version.
112
Theorem 6 G is (partitioned, respectively, unpartitioned) probe threshold if 113 and only if G is 2K 2 -free and (partitioned, respectively, unpartitioned) probe 114 trivially perfect.
115
Proof: This is because any induced 2K 2 in G is an induced 2K 2 or an induced 116 P 4 in any extension of G. 2 117 3 Probe trivially perfect graphs
118
We first characterise partitioned probe trivially perfect graphs.
119
Let G = (P, N, E) with N independent. If G is partitioned trivially perfect 
125
• for each edge ab of G, (x a ∨ x b ) is a clause, the edge-clause for ab,
126
• for each C 4 = abcd of G, (x a ∨ x b ) and (x c ∨ x d ) are two clauses, the 127 C 4 -clauses for that C 4 .
128
• for each P 4 = abcd of G, (x a ∨ x b ) and (x c ∨ x d ) are two clauses, the 129 P 4 -clauses for that P 4 ,
130
• for each P 5 = abcde of G, (x c ) is a clause, the P 5 -clause for that P 5 ,
131
The formula TP(G) is the conjunction of all edge-clauses, all C 4 -clauses, all 132 P 4 -clauses, and all P 5 -clauses. We will see that G is a (partitioned Definition 7 Let G = (P, N, E) be a partitioned graph with N independent.
140
Then G * = (P, N, E ∪ E * ) is the extension of G with xy ∈ E * \ E iff x, y ∈ N 141 and x, y belong to an induced C 4 or P 4 in G.
142
Note that for v ∈ N, (G − v) that when G is connected, it has a universal vertex or a non-probe that is 172 adjacent to all probes. Assume G is connected.
173
If
i. e., G is trivially perfect. Hence G has a universal vertex.
175
Let |N| ≥ 2. We first prove that there is some x ∈ N such that G − x is 176 connected. Assume to the contrary that for all n ∈ N, G − n is disconnected. We first observe that for all vertices x, y ∈ N − v:
( (1) follows directly from definition of would be edges in
hence by (1), y ∈ P . Moreover, x ∈ N otherwise xvyz would be an induced 215 P 4 in G and vz would be an edge in G * . Now, by (2) and (3),
216
But then y would be adjacent to x. We have shown that G * is trivially perfect. In the next section we will use statement f) to derive a linear time recognition 219 algorithm for partitioned probe trivially perfect graphs.
220
The following characterisations for the unpartitioned case can be proved in 221 the same way as in the partitioned case, hence we omit the details.
222
Theorem 9 The following statements are equivalent for any graph G: Proof: Analogous to the proof of Th. 8. 2
234 Algorithm 1 Given a graph G = (P, N, E), return an associated forest for G * if G is a probe trivially perfect graph and false otherwise. of F then vw ∈ E. We shall call such a directed forest an associated forest of
245
G and y the superior neighbour of x.
246
Trivially perfect graphs have the convenient property that for all neighbours Lemma 10 Let G = (P, N, E) be a probe trivially perfect graph and G * =
260
(P ∪ N, E ∪ E * ) the minimum extension of G. If xy ∈ E for x, y ∈ P then the 261 following hold:
Proof: Since xy ∈ E and G * is trivially perfect, either
; furthermore for all probes p we have
, then there is a vertex v with vx ∈ E, vy ∈ E and thus
. This is a contradiction and the first 270 statement follows. The second statement is symmetrical.
271
For the third statement, assume d(x) = d(y). Assume without loss of generality
Thus, there is a probe p that is 273 adjacent to y but not to x and a non-probe n that is adjacent to x but not to 274 y. But then nxyp induce a H 2 or a H 4 . Contradiction. 2
275
Lemma 11 Let G = (P, N, E) be a probe trivially perfect graph and G * =
276
(P ∪ N, E ∪ E * ) the minimum extension of G. If xy ∈ E for x ∈ P, y ∈ N Proof: Since xy ∈ E and G * is trivially perfect, either 
Assume there is a non-probe n such that 286 ny ∈ E * , but nx ∈ E * . Then there are probes a, b such that either aybn is a 287 P 4 , or yanb is a P 4 or yanb(y) is a C 4 . If aybn is a P 4 , then axbn is a H 4 . If
288
yanb is a P 4 , then xanb is a H 5 . If yanb is a C 4 , then xanb is a H 2 . Thus, if
Lemma 12 Let G = (P, N, E) be a probe trivially perfect graph and G * =
291
(P ∪ N, E ∪ E * ) the minimum extension of G. If xy ∈ E * for x, y ∈ N then 292 the following hold:
Proof: Again we have
is a probe that is adjacent to y but not to x and thus
second statement is symmetrical.
299
Assume
302
But then every two probes that form a P 4 or a C 4 in G with y, z, also form a
303
P 4 or C 4 with x, z, implying that xz ∈ E * . Contradiction. there is a probe a with a < σ x with ax ∈ E (and {x, y} ∈ e[a]), but ap ∈ E.
330
By σ, however,
and the edge x ← p will be added in line 12.
332
Next assume a non-probe y is the superior neighbour of x, then there is no 333 probe p ∈ N(x) with x < σ p < σ y. Since xy ∈ E * , they are on a P 4 or a C 4 334 in G and thus there must be a probe a adjacent to both x, y in that P 4 /C 4 .
335
If y < σ a, then by definition of σ no P 4 /C 4 containing x, y, a is possible, so 336 a < σ y and by assumption it follows that a < σ x. Furthermore, if b ∈ N(x) is 337 a probe with a < σ b < σ x, then σ implies bx, by ∈ E. Thus, there is a smallest
338
(with respect to σ) probe a with a < σ x and x, y ∈ N[a] such that there is no 339 probe b ∈ N(x) with a < σ b < σ x. Then the edge x ← y will be added in line in linear time.
355
Proof: Let G be a graph. If G is disconnected, then G is probe trivially 356 perfect iff each of its connected components is probe trivially perfect.
357
Assume G is disconnected, and let X 1 , . . . , X n be the co-connected components 358 of G. Furthermore assume G is probe trivially perfect. Since the non-probes 359 are independent, all are in one of co-connected components, say X 1 . If there are 360 X i , X j , 2 ≤ i, j ≤ n, i = j with more than one vertex (and therefore containing 361 a non-edge), then G contains a H 1 . So we may assume X i , 3 ≤ i ≤ n are trivial.
362
If X 1 consists solely of non-probes, then X 2 must be trivially perfect. If X 1 363 contains a probe, then there is a non-probe and a probe in X 1 that are non-364 neighbours, and G[X 1 ∪ X 2 ] contains a H 2 . Thus X 2 is trivial. It follows that 365 if a co-disconnected graph is probe trivially perfect then either all but one 366 co-connected components are trivial, and one is probe trivially perfect, or one 367 co-connected component is independent, one is trivially perfect and the others 368 are trivial. It is easy to see that the converse holds as well.
369
For a graph that is both connected and co-connected, we can calculate the 370 fixed number of feasible (probe, non-probe) partitions as described in [3, Th. Proof: Let a partitioned graph G and an integer k be given. We first check 380 with Algorithm 1 whether G is probe trivially perfect. If it is, then let F be 381 an associated forest of the minimum extension of G. We count recursively for every non-probe in F the number of non-probe ancestors. If the sum of these 383 counts is not more than k, then we return true, otherwise false. In this section we first address partitioned probe threshold graphs G = (P, N, E).
386
The discussion is similar to the one for probe trivially perfect graphs. Let • for each edge ab of G, (x a ∨ x b ) is a clause, the edge-clause for ab,
391
• for each C 4 = abcd of G, (x a ∨ x b ) and (x c ∨ x d ) are two clauses, the 392 C 4 -clauses for that C 4 .
393
• for each P 4 = abcd of G, (x a ∨ x b ) and (x c ∨ x d ) are two clauses, the 394 P 4 -clauses for that P 4 .
395
The formula TH(G) is the conjunction of all edge-clauses, all C 4 -clauses, all Theorem 16 For all graphs G = (P, N, E) with N an independent set the 401 following statements are equivalent. h) G is obtained from a threshold graph on the same vertex set by making
414
N to a clique.
415
Proof: The equivalence of a), . . . , f) follows from Th. 6 and Th. 8. 
423
The following theorem characterises unpartitioned probe threshold graphs.
424
Theorem 17 For all graphs G, the following statements are equivalent. probes, the order of the degrees stays the same when removing this vertex.
463
We do not even need to update the degrees, but instead can keep track of the 464 number of vertices removed. 
468
Theorem 18 Algorithm 2 decides in linear time whether a given graph G =
469
(P, N, E) with N an independent set is a partitioned probe threshold graph. We first state the invariants of the while-loop:
Initially, (4)- (7) are all vacuously true. Assume the invariants hold and the 471 guard of the while-loop is true, that is, G ′ is non-empty.
472
If the guard of the first if-statements holds, then the non-probe n nlo is in G ′ and
473
has degree |P | − phi. By (7), n nlo has |P | − phi neighbours in p phi+1 , . . . , p |P | .
474
Thus, n nlo has no other neighbours in G and therefore is isolated in
is probe threshold iff G ′ − n nlo is and we can increase nlo with the invariant 476 remaining true.
477
If the guard of the second if-statement holds, then the probe p plo is in G given, then the algorithm actually runs in time O(P + N).
498
Lemma 19 Let G = (P, N, E) be a non-empty partitioned probe threshold 499 graph without isolated or universal vertices. Let R be the set of non-probes of 500 maximal degree (among non-probes), M the set of probes of minimal degree
501
(among probes) and Q the set of probes of maximal degree (among probes).
502
Then M, R are non-empty and M is independent and R 1 P and M 0 (P \ 503 M) ∪ (N \ R) and Q 1 N.
504
Proof: Since G is probe threshold without isolated or universal vertices,
505
it contains by Th. 16.d a non-empty set of non-probes that are adjacent to 506 all probes. These non-probes have maximal degree among all non-probes and 507 therefore this non-empty set equals R and it follows that R 1 P .
508
Now consider G − R. G − R is also a partitioned probe threshold graph; 
516
Now let q ∈ Q and assume q is non-adjacent to n ∈ N. Since n is not isolated 517 in G, there is a probe p with pn ∈ E. d(p) cannot be higher than d(q), so there is a vertex s with sp ∈ E, sq ∈ E. If s ∈ N, then nqps induce a H 6 or a H 10 . either a probe or a non-probe.
531
If p is a non-probe, it has highest degree among the non-probes and thus its 532 neighbourhood in G ′ must be precisely P . We create the partition (P, N) ac-533 cordingly, test whether N is independent in G ′ and whether
is a partitioned probe threshold graph. If so, we return true and are done.
535
Now assume p is a probe. 
546
Let G = (P, N, E) and k be given, assume G is a partitioned probe threshold 547 graph and consider Algorithm 2. A universal or isolated vertex v cannot be
Assume G is non-empty and has 549 neither universal nor isolated vertices. Then G has a P 4 or a C 4 and therefore
550
consists of at least two probes and at least two non-probes.
551
We let R, M, Q be as in Lem. 19, then n nhi ∈ R, p plo ∈ M, p phi ∈ Q and 552 N G (p plo ) = R and p phi 1 N.
553
Algorithm 3 Return true if a graph G = (V, E) is a probe threshold graph and false otherwise. Let r be any neighbour of the lowest vertex in G ′ that is nonadjacent to v[hi].
14:
if P := N G ′ (r), N := V ′ \ P is a valid partition for G ′ then
15:
return true
16:
return false 17: return true Now, if w (w = n nhi ) is a non-probe, then n nhi p phi wp plo either is a C 4 (if w ∈ R) or a P 4 (if w ∈ R). Thus, n nhi is on a P 4 /C 4 with all non-probes in G. Therefore |E * (G)| = |E * (G − n nhi )| + (n nhi − n nlo ).
Since Algorithm 2 will only remove n nhi if there are no isolated and no universal 
