ABSTRACT: Semi-arid ecosystems are often spatially self-organized in typical patterns of vegetation bands with high plant cover interspersed with bare soil areas, also known as 'tiger bush'. In modelling studies, most often, straight planar slopes were used to analyse vegetation patterning. The effect of slope steepness has been investigated widely, and some studies investigated the effects of microtopography and hillslope orientation. However, at the larger catchment scale, the overall form of the landscape may affect vegetation patterning and these more complex landscapes are much more prevalent than straight slopes. Hence, our objective was to determine the effect of landform variation on vegetation patterning and sediment dynamics. We linked two well-established models that simulate (a) plant growth, death and dispersal of vegetation, and (b) erosion and sedimentation dynamics. The model was tested on a straight planar hillslope and then applied to (i) a set of simple synthetic topographies with varying curvature and (ii) three more complex, real-world landscapes of distinct morphology. Results show banded vegetation patterning on all synthetic topographies, always perpendicular to the slope gradient. Interestingly, we also found that movement of bands -a debated phenomenon -seems to be dependent on curvature. Vegetation banding was simulated on the slopes of the alluvial fan and along the valley slopes of the dissected and rolling landscapes. In all landscapes, local valleys developed a full vegetation cover induced by water concentration, which is consistent with observations worldwide. Finally, banded vegetation patterns were found to reduce erosion significantly as compared to other vegetation configurations.
Introduction
In (semi-)arid climates, vegetation is typically spatially distributed in fascinating spotted, labyrinth or striped patterns of alternating relatively densely vegetated areas and areas with relatively sparse vegetation or bare soil (e.g. Cramer & Barger, 2013; Puigdefábregas & Sánchez, 1996) . These patterns were first recognized from aerial photographs of Africa (Clos-Arceduc, 1956; Macfadyen, 1950; Worral, 1960) , and have later been described for semi-arid areas around the world (Berg & Dunkerley, 2004; Deblauwe, Barbier, Couteron, Lejeune, & Bogaert, 2008; Deblauwe, Couteron, Bogaert, & Barbier, 2012; Moreno-de las Heras, Saco, Willgoose, & Tongway, 2012; Pelletier et al., 2012; Penny, Daniels, & Thompson, 2013) . This self-organized patchiness is commonly attributed to the effect of short-ranged facilitation within vegetation patches and long-range competition for resources between patches, constituting an ecohydrological feedback Stewart et al., 2013) . In many of these areas, soil moisture available to plants within the vegetation patches is higher than in bare areas for several reasons:
Increased infiltration as a result of the presence of roots, macropores, soil aggregation and absence of crusts; reduced soil evaporation due to the vegetation canopy (Ludwig, Wilcox, Breshears, Tongway, & Imeson, 2005; Pelletier et al., 2012; Puigdefábregas, 2005; Thompson, Katul, & Porporato, 2010; Tongway & Ludwig, 2001; Tongway, Ludwig, & Whitford, 1989) and runon from upslope bare areas (Ludwig et al., 2005; Puigdefabregas, Sole, Gutierrez, del Barrio, & Boer, 1999; Saco, Willgoose, & Hancock, 2007; Valentin, d'Herbès, & Poesen, 1999; Wilcox, Breshears, & Allen, 2003) . Within this runoff-runon system, runoff generated in the bare areas (sources) flows towards the vegetated areas (sinks) where it (partly) infiltrates into the soil (Thompson et al., 2010) and (partly) continues to flow downstream into the vegetated area, depending on rainfall amount and timing. This mechanism is key for productivity and disturbances of this system can lead to (Moreno-de las Heras, Saco, Willgoose, & Tongway, 2011; Okin et al., 2009 ). The patterns have been used to identify early warning signals for catastrophic shifts towards desertification (Kefi et al., 2007; Rietkerk, Dekker, de Ruiter, & van de Koppel, 2004) . However, banded systems have also been found to be resilient when facing droughts or human pressure (e.g. Segoli, Ungar, & Shachak, 2008; Yizhaq, Gilad, & Meron, 2005) and, for example, Meron (2016) shows that desertification can be a rather gradual process in these ecosystems.
Fieldwork investigating the long-term dynamics of semi-arid vegetation patterns is relatively limited due to remoteness and harshness of the corresponding study sites (Dagbovie & Sherratt, 2014 ; but see e.g. Tongway & Ludwig, 1990; Cammeraat & Imeson, 1999; Dunkerley, 2002; Imeson & Prinsen, 2004; Ludwig et al., 2005; Harman, Lohse, Troch, & Sivapalan, 2014) . Many empirical studies are based on aerial photography and remote sensing (e.g. Couteron, 2002; Deblauwe et al., 2012; Penny et al., 2013) . Besides empirical studies, a large body of work exists that exploit spatially explicit models that describe pattern formation (Klausmeier, 1999; HilleRisLambers, Rietkerk, van den Bosch, Prins, & de Kroon, 2001; Rietkerk et al., 2002; Saco et al., 2007; Sherratt, 2011 Sherratt, , 2013a Sherratt, , 2013b Sherratt, , 2013c Keane et al., 2015; and reviewed in Borgogno, D'Odorico, Laio, & Ridolfi, 2009; Meron, 2016) . Mathematical modelling is of key importance, partly because field dynamics are slow, but mainly because models allow easy manipulation of boundary conditions, spatial scales, environmental drivers, etc. . Most of these studies have focussed on the dynamics of the vegetation itself (e.g. Borgogno et al., 2009; Deblauwe et al., 2012; Gilad, von Hardenberg, Provenzale, Shachak, & Meron, 2004; HilleRisLambers et al., 2001; Meron, 2012; Rietkerk et al., 2004; Rietkerk & van de Koppel, 2008 ) and the feedbacks between vegetation and hydrological processes (e.g. Dunkerley, 2002; Dunkerley & Brown, 1995; Mayor, Bautista, Small, Dixon, & Bellot, 2008; Turnbull, Wainwright, & Brazier, 2008) .
Despite the widely accepted strong relation between vegetation cover and erosion rates (e.g. Boer & Puigdefábregas, 2005) , and the growing recent interest in landform -vegetation co-evolution (e.g. Marston, 2010; Murray, Knaapen, Tal, & Kirwan, 2008) , most of the recent modelling studies have focussed on purely ecohydrologic feedbacks such as incorporating mechanistic plant growth processes and simulating the spatial redistribution of vegetation and water (Borgogno et al., 2009) . Most modelling studies of vegetation patterning have studied the emergence and/or evolution of vegetation patterns over fixed topographies (e.g. HilleRisLambers et al., 2001; Kefi et al., 2007; Klausmeier, 1999; Rietkerk et al., 2002; Rietkerk et al., 2004) .The effect of slope relief has been extensively evaluated (Bergkamp, Cerdà, & Imeson, 1999; Valentin et al., 1999; Deblauwe et al., 2008; Deblauwe et al., 2012; Saco and Moreno-de las Heras, 2013; Sherratt, 2013a Sherratt, , 2013b Sherratt, , 2013c Sherratt, , 2015 , but often in a one-dimensional setting. More recent studies that account for the co-evolution of vegetation patterns and topography have focussed on hillslope scales (Klausmeier, 1999; Saco et al., 2007; Saco and Moreno-de las Heras, 2013) , and do not incorporate additional complexities corresponding, for example, to convergent or divergent topographies (but see McGrath, Paik, & Hinz, 2011; Paschalis, Katul, Fatichi, Manoli, & Molnar, 2016) . Several studies (Ludwig et al., 2005 , and references cited therein) have suggested that differences between patches and interpatches appear to depend on, among other factors, the topography. However, as discussed by Pelletier et al. (2012) , the standard conceptual model for vegetation bands includes no explicit role for topography. Moreover, as highlighted by McGrath, Paik, and Hinz (2012) , the role that various general topographical settings have in vegetation pattern formation is still an open question; they also stated that both smaller-scale and larger-scale variations in topography are likely to add to the complexity of the ecohydrological feedbacks. Later we summarize some of the recent relevant advances in this area.
Note, though, that we do not intend to give a complete literature review on the topic. Boer and Puigdefábregas (2005) used a soil erosion model to simulate water and sediment yield for patchy vegetation in southeast Spain, but the model did not evaluate topographic change over time. Saco et al. (2007) were the first to account for topographic changes, by coupling a dynamic vegetation model with a landscape evolution model to explore the interactions between patterned vegetation and landform evolution. This study suggested that the observed microtopography in banded systems in Australia is due to feedback effects between vegetation and erosion. McGrath et al. (2011) investigated the effect that vegetation patterns have on flow direction alteration and consequent topographic change. They found that, depending on the strength of the feedbacks between vegetation and soil, the patterns can alter the landform substantially. The vegetation bands were found to gradually disintegrate, a fluvial network developed on the hillslope which was then colonized by the vegetation in the major drainage lines. Both Pelletier et al. (2012) and McGrath et al. (2012) evaluated the effect of different types of microtopographic features on vegetation patterning. Pelletier et al. (2012) studied the role of mound formation underneath vegetation, which, according to their field observations and model, leads to ponding in the bare interband areas during rare rainstorms, inhibiting plant survival. Their model included temporal evolution of (micro)topography. McGrath et al. (2012) used a simple ecohydrological model to evaluate how microtopography at the scale of individual plants alters self-organized vegetation patterning. They found that increasing microtopography can induce changes from banding across the slope to irregular patterns oriented in the downslope direction. Saco and Moreno-de las Heras (2013) used a coupled vegetation-landscape evolution model to analyse the effect of slope and erodibility on landform-vegetation co-evolution. Their study highlights the importance of vegetation-erosion feedbacks on the co-evolution of semi-arid systems, which gives rise to distinct hillslope vegetation-landform patterns.
The studies described earlier have incorporated the effect of topography (Boer & Puigdefábregas, 2005; McGrath et al., 2012; Pelletier et al., 2012) or co-evolving topographic change over time (Saco et al., 2007; McGrath et al., 2011; Saco and Moreno-de las Heras, 2013) , and have shed new light into the feedbacks between vegetation patterns and topography (including microtopographic features). However, these studies all evaluate the dynamics at the hillslope scale. At the larger catchment scale the (initial) form of the landscape potentially begins to play a role, altering hydrological processes, sediment dynamics and connectivity (Baartman, Masselink, Keesstra, & Temme, 2013; Okin et al., 2015) , with feedbacks to the vegetation distribution. Figure 1 shows some Google Earth examples of several complex vegetation patterns as observed in different landscapes around the world. As discussed by Wainwright (2009) , work towards understanding the interactions between desert vegetation and geomorphic processes has mostly focussed on two extreme scales, with the first being the regional scale of thousands of square kilometres or more and the second one being the scale of individual plants or some components of their structure. This suggests a lack of studies at the intermediate scale of a few to tens of square kilometres. The study by Penny et al. (2013) investigated the role of hillslope gradient and orientation and soil type for pattern formation in a 188 km 2 catchment in Texas, USA. They concluded that slope orientation and gradient determined pattern morphology at larger scale, while at smaller scales deviations from these patterns can be attributed to local ridges, streams, roads and changes in soil type. Paschalis et al. (2016) applied the fully mechanistic Thetys-Chloris (T&C) 2122 J. E. M. BAARTMAN ET AL.
model to the same area to evaluate the effect of variable meteorological conditions and detailed hydrological processes. The CHILD landscape evolution model, equipped with coupled vegetation-erosion dynamics, was used in a range of studies to evaluate interactions between vegetation and landscape morphology at the catchment scale, including effects on topography and drainage density (Collins, Bras, & Tucker, 2004; Istanbulluoglu & Bras, 2005) , basin relief and channel concavity (Collins & Bras, 2010) as well as the role of climate in disturbance-induced catchment sediment yield (Collins & Bras, 2008) for water-limited landscapes, hillslope aspect (Istanbulluoglu, Yetemen, Vivoni, Gutiérrez-Jurado, & Bras, 2008) , and solar radiation (Yetemen, Istanbulluoglu, & Duvall, 2015) . However, these studies did not explicitly address the effect of vegetation patterning which, as mentioned earlier, is known to have a profound effect on sediment redistribution. While Penny et al. (2013) empirically related pattern morphology to slope orientation and gradient at the catchment scale, catchment-scale landscape morphology has not been included in vegetation pattern modelling studies. This study aims at filling this gap; we have investigated the role of initial variations in topography at the landscape scale (i.e. catchment morphology) on vegetation pattern formation. In addition, we evaluated the effect of vegetation patterning on sediment dynamics at these larger scales. We performed this analysis by (i) coupling an annual resolution landscape evolution model (LEM) and a daily resolution dynamic vegetation model and (ii) evaluating spatial pattern and evolution of both vegetation and geomorphic processes (erosion and deposition) over time for both a set of synthetic landscapes with varying curvature combinations and three distinct real world landscape morphologies. This combination was chosen because simple, synthetic digital elevation models (DEMs) of various curvatures allow systematic analysis of patterns, while real topographies are obviously better at representing field conditions. The real topographies include the realistic spatial structure of the landscape that is not included in the idealized morphologies (Penny et al., 2013) .
Methods
Modelling approach: coupling a LEM and a vegetation model
The model of Rietkerk and coworkers (HilleRisLambers et al., 2001; Rietkerk et al., 2002 ) is one of the most widely used dynamic vegetation models for pattern formation (Dagbovie & Sherratt, 2014) . This model was extended by Saco et al. (2007) to include the effects of overland flow routing using a kinematic wave approximation suitable for coupling to erosion/landform evolution processes. In the present study, we coupled this model with the existing LEM LAPSUS (landscape process modelling at multi-dimensions and scales; Schoorl, Sonneveld, & Veldkamp, 2000; Schoorl, Veldkamp, & Bouma, 2002) . We have extensive experience using LAPSUS which has been shown to realistically simulate erosion and deposition patterns (e.g. Baartman, Masselink, et al., 2013; Baartman, van Gorp, Temme, & Schoorl, 2012; Schoorl, Temme, & Veldkamp, 2014; Temme & Veldkamp, 2009) . However, the model lacked a detailed representation of vegetation patterns, which was incorporated for this study. The two models and their coupling are briefly discussed later.
LEM LAPSUS
LAPSUS is a reduced complexity LEM, based on early works of Kirkby (1971 Kirkby ( , 1986 and Foster and Meyer (1972) and is described in detail in Schoorl et al. (2000 Schoorl et al. ( , 2002 . The original model uses the kinematic wave approach to simulate erosion and deposition by overland flow at annual timescales. The kinematic wave approach assumes that water flow is influenced only by gravity, not by pressure gradients or momentum changes -water does not accelerate or decelerate.
In LAPSUS, water is routed using the multiple flow algorithm (Freeman, 1991; Holmgren, 1994; Quinn, Beven, Chevallier, & Planchon, 1991) :
where fraction F i of flow out of a cell in direction i, is equal to the slope gradient Λ (tangent) in direction i, to the power of convergence factor p, divided by the summation of Λ for all (maximum eight) downslope neighbouring cells j to the power of convergence factor p.
Incoming water flow Q (in m 2 yr À1 ) for a particular cell equals the incoming water flow (from upslope cells) plus the rainfall on the cell. From this, infiltration and evaporation are subtracted and the remainder is used in the calculation for erosion and deposition and transported to the next (downslope) cell.
For sediment transport, the continuity of transport and conservation of mass principles apply. Equal bulk density of eroded and deposited material is assumed. For each transition from cell to cell along length dx (in metres) of a finite element, sediment transport capacity C (in m 2 yr À1 ) is calculated (Equation (2)) as a function of fractional discharge Q and tangent of slope Λ (Kirkby, 1971) :
with discharge exponent m and slope exponent n and γ a constant for unit conversion with value one. This is the well-known stream-power equation (Lague, 2014) . Transport capacity is compared to the incoming amount of sediment in transport S 0 (in m 2 yr À1 ) to calculate the amount of sediment S (in m 2 y À1 ) that will be transported:
with dx the cell size (in metres). Term h (in metres) refers to the transport capacity divided by the detachment capacity (D; in m yr À1 ) in case of erosion, and transport capacity divided by settlement capacity (T; in m yr À1 ) in case of sedimentation:
where
) is an aggregated surface factor representing the erodibility of the surface while P (in m À1 ) is a similar factor for sedimentation potential.
In the original LAPSUS model, these lumped factors included the effects of vegetation; a high K-factor indicates that sediments are easily eroded (e.g. little vegetation) and a low K-factor means low erodibility (e.g. high vegetation cover). A high P-factor means that sediments are easily deposited, while a low P-factor keeps sediment in transport longer. However, vegetation dynamics were added in more detail in the current study.
Dynamic vegetation model
The central variable in this model is the vegetation density V (in g m À2 ), which changes due to plant growth, senescence and two ways of spatial dissemination; seed dispersal due to isotropic processes (such as animals or wind) and seed dispersal by water flow (Saco et al., 2007) . It is expressed as:
Plant growth, the first term in Equation (6), is dependent on plant available soil moisture M (in millimetres) and is assumed to be proportional to water uptake with c (in g mm À1 m À2 ) the conversion parameter from water uptake to plant growth. Maximum water uptake is given by c · g max with g max (in mm g À1 m 2 d À1 ) the maximum specific water uptake. Furthermore, k 1 is the half-saturation constant of specific water uptake (in millimetres), meaning that plants with a higher k 1 are less effective in water-uptake (HilleRisLambers et al., 2001 ). The plant available soil moisture content M (in millimetres) is calculated as (Saco et al., 2007) :
With gains due to infiltration I (in mm d À1 ), and losses due to water uptake by plants (i.e. transpiration, second term in Equation (7)) and deep drainage and evaporation from the soil (Rietkerk et al., 2002) . The latter is assumed to increase linearly with soil moisture content, with proportionality constant r w (in d   À1 ). The second term in Equation (6) represents vegetation loss due to mortality with d (in d À1 ) the specific loss coefficient due to mortality. The third and fourth terms in Equation (6) account for plant dispersal. The third term represents plant dispersal by isotropic processes such as wind and animal activity with D p (in m 2 d À1 ) the dispersal coefficient for dispersal due to these isotropic processes and ∇ 2 the Laplacian operator. The fourth term represents dispersal of seeds by (and in the direction of) overland flow. The magnitude of Q seed (in g m
) is calculated as:
With c 1 (in mm À1 ) and c 2 (in m d À1 ) proportionality constants and Q daily (in mm m d
À1
) the daily discharge per unit width. Equation (8) represents transport limited conditions for seed redistribution, while the maximum value of seed redistribution (c 2 × V) depends on the total amount of seeds available, i.e. production limited conditions).
Infiltration I (Equation (7)) is assumed to be dependent on vegetation density and flowdepth h (in metres):
) the saturation constant of infiltration and W 0 (-) a proportionality constant that determines the dependency of the infiltration rate I on vegetation density V.
Flow depth is estimated using the flow continuity and momentum equations. Continuity of daily runoff Q out for a particular cell is computed as the difference between the incoming water flow (from upslope cells, plus the rainfall on the cell) and water losses in that cell (infiltration and evaporation) and it therefore uses a steady-state approximation to the continuity equation (Mitas & Mitasova, 1998; Saco et al., 2007) . Momentum is solved using a kinematic wave approximation (i.e. the friction slope is equal to surface slope), and Manning's equation (rewritten here to calculate h):
With n M Manning's roughness coefficient, c n a constant for unit conversion (in m À2/3 mm d
) and Λ the local surface slope (in m m À1 ), and Q daily estimated as average of incoming (Q in , in mm d À1 ) and outgoing (Q out , in mm d
) flow:
Equations (11) and (12) are solved iteratively, to estimate the values for Q daily , h, I and Q out .
Model coupling
The vegetation model was incorporated into the LAPSUS LEM. The vegetation model calculates vegetation density, soil moisture and infiltration using a daily timestep, while the geomorphic changes are calculated on a yearly basis.
The two models are coupled in three ways (dashed lines in Figure 2 ): (i) through overland flow using infiltration; (ii) through erodibility and sedimentation potential which depend on vegetation density and (iii) through erosion and deposition changing slopes, which in turn affect infiltration and plant growth. In LAPSUS, overland flow for each cell is the outcome of rainfall plus incoming flow from higher neighbouring cells, minus evaporation and infiltration. In the coupled model, the daily infiltration, which is dependent on vegetation density (Equation (10)), is summed on a cell by cell basis, resulting in a spatially distributed map of infiltration for an entire year. This is subtracted from annual rainfall in LAPSUS to calculate overland flow. Secondly, the erodibility and sediment potential parameters (K and P respectively, see Equations (4) and (5)) depend on vegetation density: for low vegetation density (selected as V ≤ 5 g/m 2 in this study) soils are more prone to erosion and therefore the erodibility parameter (K) is set at a maximum, and sedimentation potential (P) at a minimum value. Vice versa, K is assumed to be at a minimum for high vegetation density values (V ≥ 20 g/m 2 and K set to 0.001 times the value for bare soil), while P is assumed to be at a maximum (set to 1000 times the value for bare soil). For intermediate values of vegetation density (i.e. 5 < V < 20 g/m 2 here), K decreases and P increases logarithmically with increasing vegetation density. The values and relation between K, P and vegetation are based on previous work with K and P values in the LAPSUS model but can be changed in the model, e.g. when calibrating against observed vegetation and erosion values. The vegetation status on the last day of the year is used to determine K and P for that year in LAPSUS. Erosion and deposition calculated by LAPSUS change the landscape, which means that slopes change with time. In turn, this change affects infiltration (Equation (10)) and plant growth (Equation (6)).
Landscape morphologies
The coupled model was tested for a simple straight hillslope (Figure 3a) . Thereafter, the model was applied to (i) various simple, synthetic topographies with different curvatures and (ii) three real world topographies. For the simple, synthetic topographies, profile (top-bottom) and plan (left-right) curvatures were varied: straight-straight (original hillslope, Figure 3a) , straight-convex (Figure 3b ), straight-concave (Figure 3c ), convex -convex ( Figure 3d ) and convex -concave (Figure 3e ). To avoid effects on vegetation patterning due to differences in average slope (Valentin et al., 1999; Saco and Moreno-de las Heras, 2013) , the DEMs have been constructed so that average slope over the entire DEM is 1.4% in all cases, similar to the mild slopes characteristic of regions with banded patterns.
As stated in the introduction, one of the main goals of this study was to analyse the model behaviour and dynamics in complex real-world topographies. Because the focus was on understanding morphologic and topographic effects on the emerging vegetation patterns and sediment redistribution, we chose the following landscapes with well identifiable morphologic characteristics: (i) a rolling landscape; (ii) an alluvial fan morphology and (iii) a dissected landscape. We chose three sites based on the morphology of the landscapes, regardless of climate and location, as depicted in Figure 4 . The rolling topography and the alluvial fan landscape are both from California, USA and were derived from the National Science Foundation (NSF) Open Topography Facility (at www. opentopography.org). The dissected landscape is from Kansas, USA and data was derived from the National Elevation Dataset (at nationalmap.gov/elevation.html). Average slopes of the real world DEMs are: 8.4% (alluvial fan), 2.0% (rolling) and 4.8% 
Initial model settings and model evaluation
The input daily rainfall record is from semi-arid southeast Spain (Baartman, Jetten, Ritsema, & de Vente, 2012; Baartman, Temme, Veldkamp, Jetten, & Schoorl, 2013; years 1999 -2000  in 2001 the record is incomplete due to equipment failure), with an average rainfall of 292 mm yr À1 but with highly irregular rainfall typical of this type of climate ( Figure 5 ). The record available was for a period of three years and it was repeated to extend for the total simulation time (cf. Coulthard, Macklin, & Kirkby, 2002) . Initial vegetation consists of biomass peaks of 1 g m À2 randomly distributed in 1% of the cells. As the vegetation model and initial settings used here are based on those used in previous literature (Rietkerk et al., 2002; Saco et al., 2007) , most model parameter values are based on those used in these previous studies (Table I) . However, some of the parameter values needed to be adjusted due to differences in water routing and spatial resolution between the current coupled model (using the LAPSUS LEM) and previous work (Rietkerk et al., 2002; Saco et al., 2007) . Evaluation criteria for selection of model parameter values (shown in Table II) included the following summary statistics: band and interband width, wavelength (defined as the summed width of a bare and vegetated area; Deblauwe et al., 2012) , band:interband ratio, vegetation density in vegetated bands, and temporal band dynamics (stability and movement of simulated bands).
Both the vegetation model and the LEM are wellestablished and have been widely described in previous work. Previous studies include also an extensive testing of the LEM (e.g. Baartman, van Gorp, et al., 2012; Schoorl et al., 2000 Schoorl et al., , 2014 Temme, Baartman, & Schoorl, 2009) and parameter space evaluations of the vegetation model (e.g. Dagbovie & Sherratt, 2014; Sherratt, 2015; Sherratt & Lord, 2007) . Consequently, a full sensitivity analysis of the coupled model was not deemed necessary. However, model behaviour was evaluated by assessing the relative contribution of the four vegetation growth processes (Equation (6)) by switching them off one by one and evaluating the results in terms of simulated vegetation patterning. The parameter settings were unchanged for simulations using the more complex topographies (both synthetic and real-world). In addition, the temporal trends of simulated net erosion were evaluated. To be able to compare the effects of vegetation banding (base scenario) to other situations, four additional scenarios were simulated for the real-world topographies: (1) an average vegetation cover, (2) no vegetation, as an (extreme) case of land degradation and desertification (Poesen & Hooke, 1997; Wilcox & Wood, 1989) , (3) vegetation concentrated in the upslope area of the topography and (4) vegetation concentrated in the downslope areas of the topography. For scenario (1) the spatially averaged vegetation density was computed from the banded simulations (base scenario) and this value was applied to the entire topography. For scenario (2) initial plant density was set to zero, so no vegetation developed. For scenarios (3) and (4) the number of cells (or area covered) by vegetation bands as simulated in the base scenario was computed, as well as the average vegetation density within these areas. This same area/number of cells and vegetation density was used to generate scenarios (3) and (4), but assuming that the vegetated area was located entirely in the upslope portion (scenario 3) or downslope portion (scenario 4) of the topography.
Results and Discussion
Vegetation patterning on a straight planar slope Figure 6 shows the vegetation pattern as simulated using the parameter settings from Table II. On the straight planar hillslope, the model simulates a pattern of self-organized vegetation bands perpendicular to the slope direction (Figure 6a ). On the 1000 m long slope, about 19 bands formed with a biomass density ranging between 60 to 100 g m À2 (Figure 6b ). Band width is on average about 15 m, interband width is approximately 30 m, leading to a band: interband ratio of 0.5 and wavelength about 45 m. These results are consistent with the closely related work by Saco et al. (2007) Penny et al., 2013) and were simulated to range from 10 to 40 m (Sherratt, 2015) .
As shown in Figure 7 , both soil moisture content and infiltration are significantly higher in the vegetated zones than in the bare areas (indicated with green shaded colours in Figure 7 ). Soil moisture content is higher in the upslope part of the vegetation band and declines downslope (similar to the results of e.g. Rietkerk et al., 2002; Paschalis et al., 2016) . As expected, runoff increases in the bare areas due to lower infiltration and decreases in the vegetated areas where it infiltrates and leads to higher soil moisture content (Paschalis et al., 2016) .
In our simulations, bands move downslope very slowly on this straight hillslope (but different movement was observed on other curvature topographies, detailed in the section later). 
LANDFORM VARIATION EFFECT ON VEGETATION PATTERNS AND EROSION
Movement of bands is a debated phenomenon: there is evidence of both movement of bands and of bands being stationary. Many studies report a slow uphill movement due to preferential colonization at the moister upslope end of bands (e.G. Dagbovie & Sherratt, 2014 ; Deblauwe et al., 2012 ; Gilad et al., 2004 ; Montana, 1992 ; Sherratt, 2015 ; Valentin et al., 1999) . Downslope movement is more sparsely mentioned (Deblauwe et al., 2012; Sherratt, 2015) . Stationarity of bands was deduced for example from observations of the systematic soil profile differences below vegetation bands and interband areas (Mabbutt & Fanning, 1987) . Also, Dunkerley and Brown (2002) and Pelletier et al. (2012) observed bands to be relatively stable in Australia and southern Nevada, respectively. Some studies proposed specific seed dispersal mechanisms to account for the stability of bands (e.g. Saco et al., 2007; Pueyo, Kefi, Alados, & Rietkerk, 2008; Thompson & Katul, 2009; Saco and Moreno-de las Heras, 2013) .
Evaluation of the relative importance of the four vegetation growth processes (Equation (6); local growth, mortality, dispersal by isotropic processes and dispersal by overland flow processes, respectively) showed that, first, vegetation dies off without local growth, as expected. Second, without mortality, vegetation growth is unlimited. As local growth is relatively strong and not balanced by mortality, cells with initial vegetation show very high vegetation densities, with some spread around these locations. Vegetation spreads through both isotropic dispersal and dispersal due to overland flow. Isotropic dispersal was found to be important for band width and growth; without isotropic dispersal processes, only very narrow (one-cell-wide) bands are being formed that remain in the same location due to dispersal of seed-biomass by overland flow, analogous to Saco et al. (2007) and field observations described in Bochet (2015) . Finally, if vegetation dispersal by overland flow is switched off, only minor differences were observed for this straight hillslope. Bands are still being formed (due to isotropic dispersal), but they have less defined boundaries. Downslope migration appears to be due to dispersal by overland flow (e.g. downslope dispersal of seeds; Thompson & Katul, 2009 ). These results are consistent with the general understanding of pattern formation, in which the existence of diffusive processes is responsible for the emergence and maintenance of regular patterns (e.g. Meron, 2012; Meron et al., 2004; Rietkerk et al., 2002) .
Vegetation patterning on simple synthetic topographies Figure 8 shows results for spatial plant distribution on the simple, synthetic topographies after 60 years of simulation time. Some general characteristics are common to all topographies. The emergence of banded vegetation perpendicular to the direction of flow, i.e. perpendicular to the elevation gradient, is observed in all cases. This is consistent with previous modelling studies and has been widely observed in many natural landscapes (e.g. Deblauwe et al., 2012; Sherratt, 2015; Wainwright, 2009 ). The main difference between vegetation distribution in these topographies is that fewer bands are simulated on the convex slopes with lower vegetation densities, especially visible for the convex-convex topography (Figure 8d) . This result appears to be in line with an inverse relation between band spacing and regional slope, as observed in field studies (e.g. Eddy et al., 1999; Pelletier et al., 2012; Penny et al., 2013) . However, the slopes of the straight-concave topography (Figure 8b ) have the same steepness but display a larger number of bands as compared to the straight-convex topography (Figure 8a) . From our simulations, we propose that the increase in spacing and density of vegetation within bands is not due to slope steepness alone, but appears to be due to a combination of slope steepness, convexity and related flow direction and seed availability. For the case of concave topographies, flow direction and thus seed dispersal by overland flow is inwards towards the downslope edge of the hillslopes, which in this landscape is within the domain (i.e. in the middle of the topography). The topographic setting of this landscape generates a 'seedbank', as resources are not lost but concentrate in the middle. For the convex topographies, however, flow direction is outwards, the downslope edge is at the boundary of the domain where the vegetation is low and formation of new bands is more limited.
Interestingly, the movement of vegetation bands was observed to differ between topographies of different convexity: bands in the straight-concave topography move downslope, while bands in the straight-convex and convex-convex topographies move upslope. Apparently, the seed dispersal by overland flow is not the dominant process determining the direction of band movement on the convex hillslopes, but the higher moisture content upslope is more important and drives bands to move slowly upslope. This is in line with and due to realistic (hydrological) boundary conditions which lead to differences in water availability between the top and bottom of a hillslope (Saco et al., 2007; McGrath et al., 2012; Penny et al., 2013; Saco and Moreno-de las Heras, 2013) . As noted earlier, movement of bands is a debated phenomenon and further investigation is required to unravel the system's dynamics in detail, which was beyond the scope of the present study.
Vegetation patterning on real-world landscapes Figure 9 shows the vegetation banding as simulated for the three real-world topographies. As can be seen, banding occurs in all topographies. In the (local) valleys, a full vegetation cover was simulated, which may be expected because water is available there. On the hillslopes, where moisture is more limited, vegetation bands develop along the contours, perpendicular to the slope. On the higher areas and (local) hilltops, vegetation is absent because of a lack of water.
As compared to the development of banding on the synthetic topographies where band formation seemed to be unrealistically fast, banding was seen to develop much slower in the real topographies, probably due to more complex water redistribution and 'obstacles' in the field to form bands, such as local (micro-)topography and related preferential flow paths (McGrath et al., 2012) . This is best visible in the alluvial fan landscape, where vegetation banding was simulated in areas that were wide and 'smooth' enough to develop a runoff-runon system perpendicular to the main slope direction, needed for the emergence of banded vegetation pattern (Tongway & Ludwig, 2001; Ludwig et al., 2005; Moreno-de las Heras et al., 2012) . This shows that slopes should also be broad enough, or cover a large enough area, to be able to develop banded vegetation. This is consistent with field observations, for instance by Pelletier et al. (2012) , who report seemingly narrow areas of banded vegetation patterning in southern Nevada, but these are still at least 100 m wide (figure 1 in Pelletier et al., 2012) , which is comparable to the simulated banded areas here (Figure 9b) . In some locations, water flow is concentrated in rills where a full vegetation cover developed. This is consistent with photographs from alluvial fans in semi-arid areas (Figure 1  c) , such as those found in southern Nevada (Pelletier et al., 2012) . The need for diffusive, as opposed to concentrated flow processes to maintain a banded vegetation pattern was reported before (e.g. McGrath et al., 2012; Sherratt, 2015) . LAPSUS' multiple flow algorithm is well-suited for this task.
The vegetation patterns simulated for the dissected landscape (Figure 9c ) are similar to the ones on the rolling topography in the sense that a full vegetation cover developed in local valleys, while (local) ridges and hilltops are bare. Some bands emerged at the edge of the local valleys. The main difference with the rolling topography is that banding appears to be limited and closer to the valley heads, while banding extends further in the rolling topography. Further analysis revealed that banding in the dissected topography only occurs on hillslopes 
with concave plan curvature (i.e. with convergent flow) and not on hillslopes with convex plan curvature. This is consistent with our findings on the synthetic topographies (Figure 8 ). The relation with profile curvature is less clear, but vegetation bands seem to occur preferably on hillslopes with convex profile curvature.
The co-existence of banded vegetation patterns and more localized vegetation in different areas of a landscape, as simulated for these landscapes, is consistent with observations worldwide (figure 1 and Google Earth images reported in e.g. McGrath et al., 2012; Saco and Moreno-de las Heras, 2013; Siteur et al., 2014) .
Banded vegetation systems are known to be prone to degradation (e.g. Okin et al., 2009 -but see e.g. Yizhaq et al., 2005; Meron, 2016) and changes in the patterns have been interpreted as early warning signals of possible catastrophic shifts (Kefi et al., 2007; Rietkerk et al., 2004) . After such a shift, hysteresis has been shown to be expected for flat or planar hillslopes (e.g. Rietkerk et al., 2004) , meaning that returning to the vegetated state requires substantial improvements in environmental factors. However, in real, more complex landscapes as tested in our study, such hysteresis may be limited or absent: local refugia, topographically determined, will often exist (e.g. local valleys) from which vegetation can recover from climatic or other disturbances after environmental conditions improve. Further testing of these dynamics using the coupled vegetation-landscape evolution model is ongoing.
Sediment dynamics due to vegetation patterning
As shown in Figure 10 for the straight planar hillslope, differential erosion and deposition is simulated due to the presence of vegetation bands, with less erosion within the vegetation bands. As mentioned earlier, our simulations show a slow movement of vegetation bands. Consequently, the spatial distribution of erosion and deposition areas changes slightly over time. While a differential erosion and deposition in a step-like pattern is discernible (Figure 10c) , it is not as clear as it would be for stationary bands (e.g. Saco and Moreno-de las Heras, 2013) . Figure 11 shows the cumulative net erosion as simulated for the different scenarios of vegetation composition for the rolling landscape, the alluvial fan and the dissected landscape. Note that absolute values are less relevant, as simulated erosion values were not calibrated against field data. Still, comparison of the response of the different topographies is interesting. In all cases, the lowest erosion rates are generated for scenario (3) ('average vegetation') while the highest erosion rates are obtained for scenario (2) ('no vegetation'). Also, in all topographies, a banded vegetation pattern leads to relatively low erosion. In general, if vegetation is situated only in the upslope portions of the catchment, erosion rates are relatively high in all cases. Even though less erosion is simulated on the upper slopes, the slopes in the lower parts of the catchments are still steep and long enough to result in significant erosion, of which only part is deposited again in the lower valleys. Interestingly, if vegetation covers only the lower parts of the catchment, differences in behaviour appear between landscapes. For the rolling landscape, the erosion produced in this scenario is similar to that of the banded vegetation scenario. In the dissected landscape, simulated erosion in scenario (4) (downslope vegetation) is higher than for the base scenario (banded vegetation) but lower than if the same vegetation is located in the upslope part of the catchment. Finally, in the alluvial fan, simulated erosion in scenario (4) (downslope vegetation) is even higher than for scenario (3) (upslope vegetation). This can be explained by the combined effects of the different morphologies of the catchments and the location of vegetation in the scenario as follows.
In the case of the rolling topography, vegetation in downslope parts of the catchments both captured more sediment from upslope and partly covers some steep slopes (e.g. in the southeast of the topography), where the vegetation reduces erosion. This is comparable with the locations of vegetation development in the banded scenario. In the case of the alluvial fan, the upslope part of the catchment is steepest, therefore resulting in quite some erosion if not protected by vegetation. If vegetation is located in the downslope part of the catchment, it is on the flat areas where deposition already occurs even if there is no vegetation. Thus, the presence of vegetation on these flat areas does not contribute much to capturing sediment from upslope, as the sediment is still being deposited due to the topography (mild slope). In other words, vegetation is needed on the slopes to prevent erosion and banded vegetation on the entire slope length is more effective than a full vegetation cover on only part of the slope.
In the case of the dissected landscape, the vegetation in the downslope part of the catchment captures the sediment that is being eroded from the surrounded bare areas. The vegetation in this case is not only located in the valley bottoms, where sedimentation would occur also without vegetation, but extends upslope, where erosion is thus reduced. The scenario for banded vegetation results in lower net erosion in this topography mainly because erosion on the higher hillslopes in the western part of the area was lower, because vegetation was simulated there.
Even though modelling vegetation patterning, coupled with geomorphic processes, has been the subject of several studies (Saco et al., 2007; Moreno-de las Heras, Díaz-Sierra, Nicolau, & Zavala, 2011; Saco and Moreno-de las Heras, 2013; Saco & Rodríguez, 2013) , sediment dynamics has not often been assessed explicitly. Valentin et al. (1999) reported that little sediment transport can occur across vegetation bands, because the bands form a closed hydrological system, with no or only exceptional outflow. Similarly, Bautista, Mayor, Bourakhouadar, and Bellot (2007) found an exponential relation between 'leakiness' of the system (i.e. coarseness of the spatial vegetation pattern) and sediment yield from an experimental plot study. Ludwig et al. (2005) found that disturbed patchy landscapes increased sediment yield 1.4-3.2 times compared to undisturbed landscapes. Puigdefábregas (2005) concluded that coarsegrained patches are less efficient than fine-grained patterns in controlling redistribution lengths of water and sediment. Cammeraat (2004) concluded that erosion measurements depended strongly on the vegetation location and structure of the studied hillslope. Boer and Puigdefábregas (2005) compared runoff and erosion for different scenarios of vegetation patchiness (but not for bands) to those with uniform vegetation using soil erosion model LISEM. They found that spatially structured vegetation patterns caused more total runoff and erosion than the uniform vegetation cover, which is contradictory to our results. Istanbulluoglu et al. (2008) found that vegetated, north-facing slopes produced less sediment compared to 'leaky' south-facing slopes. Our simulations show that vegetation patterns reduce net erosion quite significantly as compared to a 'desertified' landscape, but also compared to landscapes with the same density of vegetation but concentrated on the upper parts of the catchment. This could, for instance, represent an area with forests on the higher mountains, but less vegetation cover on the slopes and in the valleys, not unlike many landscapes in the world. The effect of the spatial configuration of vegetation versus bare areas also depends on the local topography, as shown in Figure 11 and explained earlier.
Model limitations and opportunities
Here, we discuss some limitations of our (modelling) approach, as well as opportunities for further research. First of all, our simulations did not include a direct calibration of modelling results against real (field) data, although we compared our results to those reported in the literature. However, a quantitative and direct calibration and validation of the model results, particularly for sediment erosion and deposition was not possible. We consider our results a first contribution to exploring the role of larger, landscape scale variation in topography on vegetation pattern formation and related sediment contribution, which was the objective of the paper.
The assumptions in the model make it suitable for certain conditions, i.e. in arid to semi-arid areas where overland water redistribution is of key importance for the survival of the (patchy) vegetation. If conditions are different, the processes and assumptions in the model may no longer be valid. For example, the model is suitable for areas where runoff redistribution is important. While this mechanism has been observed to be important for large semi-arid areas worldwide (Ludwig et al., 2005) , in semi-arid regions where infiltration excess and runoff redistribution seldom occurs (for the example in the Kalahari sandy soils, D'Odorico, Caylor, Okin, & Scanlon, 2007 ) the current representation of infiltration excess would not be useful and the model would need to be adapted to those conditions. In terms of topography, the model would need to be modified for absolutely flat areas (see, for example, Rietkerk et al., 2002) and wide floodplains where the kinematic wave flow routing algorithm does not perform well. Furthermore, as discussed already, the landscape should be 'wide' enough so that flow is mainly diffusive. If flow concentrates, gullies will develop in which the vegetation will concentrate because more water will be available in these gullies (e.g. McGrath et al., 2012; Saco and Moreno de las Heras, 2013; Sherratt, 2015) . This is consistent with observed vegetation patterns and our model will simulate this (see Figure 9b ) but bands will not form in these local depressions. In summary, the model is appropriate for arid to semi-arid climates, where excess rainfall leads to diffusive overland flow.
As our model stems from a geomorphic-landscape evolution background, it can be regarded as a reduced complexity model (as many LEMs). Thus, a choice in process representation within the model was made. While feedbacks between erosion and deposition on the one hand and vegetation dynamics on the other hand are at the core of the model, one process that is potentially important and was not included, is direct removal of vegetation by overland flow (Coulthard, 2005; Istanbulluoglu & Bras, 2005) . While this may happen during large storms and concentrated flow, it is supposedly of less importance on hillslopes with diffusive type of erosion. However, in real and larger landscapes which feature concentrated flow (Saco & Rodríguez, 2013) , e.g. in gullies or (dry) river beds, or in which other processes occur that directly remove the vegetation such as landslides or wildfires, simulation of direct removal of vegetation would be required (Istanbulluoglu & Bras, 2005) .
Subsurface flow is not incorporated in the model and evapotranspiration (ET) is incorporated in a simple way. Paschalis et al. (2016) , for example, included subsurface flow and a more complex form of ET, but focussed in the ecohydrology of static vegetation bands, as opposed to the formation of bands. Yetemen et al. (2015) investigated the role of variable solar radiation, which affects soil moisture, therefore vegetation development and eventually landscape evolution. A more realistic model for ET could potentially affect vegetation pattern formation in different landscapes and may be worth incorporating in future studies.
Another process that could be incorporated is soil formation (e.g. Temme & Vanwalleghem, 2016) . Depending on local conditions (e.g. soil type; Penny et al., 2013) , enhanced soil formation by vegetation could be important (Lucas, 2001) , especially in areas with shallow soils, even though soil formation rates are usually low (e.g. Lin, 2010) . Vegetation is known to positively affect (local) soil properties for vegetation (re)growth, e.g. increased infiltration capacity, soil structure and organic matter content have been measured in soil underneath vegetation (Cammeraat & Imeson, 1999; Dunkerley, 2014; Mora & Lázaro, 2013; Puigdefábregas, 2005) . Conversely, vegetation growth is affected by changing soil conditions. A positive soil-vegetation feedback could contribute to pattern stability (Pueyo et al., 2008; Saco et al., 2007; Thompson & Katul, 2009) . Another important process that needs to be investigated in future work is soil crusting, which might affect infiltration rates (e.g. Nciizah & Wakindiki, 2015) and was not directly incorporated in the model.
The points discussed earlier lead to the consideration of which processes are relevant for which spatial and temporal scales and, depending on the research question at hand, should all processes be included as much as possible in any model (reductionist approach) or can reduced complexity models be equally valuable, even if they leave certain processes out (synthesist approach)? It is beyond the scope of this paper to answer this question and we refer to the Nature commentary by Paola and Leeder (2011) for an interesting discussion and contrasting views on this topic. However, in our view and coming from a geomorphological background, we doubt whether a model with full process descriptions is necessarily always better than models containing simplified approaches, if only for reasons of computational demand, uncertainty and parameterization issues, etc. Of course, choice of process representation in a model should nevertheless be carefully evaluated and discussed.
Finally, analysing landscape evolution over timescales of > 10 3 years, incorporating the effect of vegetation (banding) is another step that would be interesting to test for different climatic and landscape settings. LEM LAPSUS is capable of simulating such long timescales (e.g. Baartman, Temme, Schoorl, Braakhekke, & Veldkamp, 2012; Schoorl et al., 2014; ), however, in these studies the vegetation module was not included. As vegetation dynamics are simulated on a daily timestep, this might pose computational constraints that need to be overcome. Investigations on vegetation-landscape evolution have been done by, for example, Istanbulluoglu and Bras (2005) , but without including the complexity (which adds considerable computational time) and by Saco et al. (2007) and Saco and Moreno-de las Heras (2013) who limited the study to small hillslope domain and therefore kept computational times manageable.
Conclusions
This study analysed vegetation pattern development at the catchment scale, by considering natural topographic profiles with distinct variations in landscape morphology, which has been identified as a knowledge gap in several studies (e.g. McGrath et al., 2012; Penny et al., 2013) . Using a coupled erosion-vegetation dynamics model, we tested the effect of landform variation on vegetation patterning and sediment dynamics by applying the model to (i) a set of synthetic topographies of varying curvatures and (ii) three more complex, distinct real-world landscapes. Banded vegetation patterns were simulated on all synthetic topographies, always perpendicular to the slope gradient, consistent with observations worldwide. The main differences between curvatures is that fewer bands with lower vegetation densities are simulated on the convex curvatures and that movement of bands -a debated phenomenon -varies: slow movement downslope on concave curvatures and slow movement upslope on convex curvatures. This may be explained by the balance between higher moisture content upslope on the one hand and downslope transport of seeds by overland flow on the other hand. However, further investigation is needed to unravel the detailed dynamics.
Vegetation banding was simulated for all three real-world topographies: on the slopes of the alluvial fan and along the valley slopes of the dissected and rolling landscapes. In all landscapes, local valleys developed a full vegetation cover, due to water concentration. This is consistent with observations worldwide. We hypothesize that given the topographic variability commonly occurring in real landscapes, these are potentially less sensitive to catastrophic shifts and related hysteresis effects than the vegetation often simulated on smooth planar hillslopes or even flat areas, because local refugia for vegetation allows recolonization into the wider landscape. This is a topic of future research. Finally, banded vegetation patterns tend to reduce erosion rates significantly as compared to other vegetation configurations, except for the cases where topography in the bare areas is flat and therefore erosion is negligible regardless of cover.
