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Abstract
Augmented reality’s growth brings a need for developed experiences, especially those centered around storytelling. However, as a new medium, the language and approaches for designing
and developing said content are still being established. This work explores and proposes design and
technical production techniques to produce an augmented reality narrative, adding to the foundation
- examining what is necessary, effective, and practical. The methods described will be presented
through the story of the 79 AD eruption of Mt. Vesuvius as witnessed from Pliny the Younger. The
historical event of the eruption coupled with augmented reality showcases the power of storytelling
in the medium and its ability to produce new perspectives.
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Chapter 1

Introduction
When a new medium is introduced, it is imperative to approach it from a new perspective
and understand its offerings. It is equally important to understand the strategies and techniques
established in traditional media and see how they may apply to the new form. Understanding these
two concepts is a consistent theme mentioned throughout numerous case studies in the Handbook of
Research on the Global Impacts and Roles of Immersive Media when discussing developing content
for immersive media [74] [31] [35] [42] [22]. Lecturer Kelly McErlean explores in his book, Interactive
Narratives and Transmedia Storytelling: Creating Immersive Stories Across New Media Platforms
[50], how storytelling media and the way it is distributed will be impacted by the advancement of
technology. Later he states, “A thorough knowledge of traditional story composition, story devices,
and narrative techniques allows for much greater experimentation with new delivery platforms”
(p.17), adding to the topic of understanding the current to create new.
With the growth of augmented reality (AR) technology, this new medium is becoming
more accessible to consumers [54]. This accessibility creates the need for content that fits the
specifications that augmented reality provides. Narrative content is significantly lacking in AR; of
the case studies recently referenced, none focus on augmented reality. Also, from the 22 chapters
of cases in the handbook, only one focuses solely on AR. That is not to say AR narratives do not
exist; we will explore this further in the Related Works chapter. Since AR is still a new medium, its
content strategies and techniques are not as strong as traditional media such as film and game; the
foundation is still being built. The lack of the foundation is arguably due to the constraints current
AR technology brings, the fact that the technology is still being developed, and not fully integrated
1

with the consumer market. This need opens the opportunity for exploration and experimentation
in the field.

1.1

Augmented Reality
In its simplest form, augmented reality is the interpolation of interactive digital assets in

the real world. In some cases, it is perceived as digital assets we see integrated into the real world,
but it applies to audio. Researcher Micheal Daut [22] defines it as a medium, “that creates visual
and auditory overlays on top of reality using a smartphone or a semi-transparent pair of glasses” (p.
237). To better understand, let us look at established characteristics of AR and a few use cases.

1.1.1

Term is Coined: Characteristics of Augmented Reality
Thomas P. Caudell of Boeing coined the term augmented reality in 1990 [54]. In the 1997

paper, “A Survey of Augmented Reality”, computer scientist Ronald T. Azuma breaks down what
he perceives to be the three core characteristics of augmented reality [11]. Those characteristics are:
• combines real and virtual,
• interactive in Real-Time, and
• registered in three dimensions.
This breakdown is still used today - most recently in a Siggraph 2020 course, Understanding
AR Inside and Out - Part One [6], and warrants a place in the foundation of what makes augmented
reality. From these characteristics, engagement with one’s surroundings is constant for AR, unlike
virtual reality(VR), where the user is transported to a virtual world disengaged from seeing their
surroundings. Azuma wanted to keep his characteristics separate from devices to avoid negating any
hardware, so he would disagree partially with Daut’s definition that specifies using a smartphone or
a semi-transparent pair of glasses.

1.1.1.1

Out of the lab and into the world
In his paper, Azuma’s survey primarily consisted of a technical perspective for AR, speaking

on the medical and military industries. AR pioneer Dr. Helen Papagiannis elaborates on Azuma’s

2

characteristics bringing [58] into the discussion of his updated paper, “The Most Important Challenges Facing Augmented Reality” [12]. Both works speak on the future of AR and its growth
towards entertainment. She adds that, as technology continues to develop, we will enter into a new
wave she terms, “Entryway”. Entryway focuses on context and opportunities for the user to experience new moments every time they enter an AR experience. This is evident with the new forms
of technology such as lidar and tracking technology in iPhones and iPads. The AR narrative Scope
utilizes this technology allowing children to interact with characters through speaking and touching
[21]. The entertainment boost in augmented reality is prominent through AR based social media
filters and apps such as the world hit Pokemon Go (Figures 1.1 - 1.3).

Figure 1.1: AR Applications (left to right): Instagram AR Filter [5], Snapchat World Lens[3],
Pokemon Go App [4]

1.2
1.2.1

Motivation and Objective
Motivation
How would it feel if a volcano (if there is not one in your proximity) appeared in your

vicinity and erupted? What effects would it have on your surroundings? How does this correlate to
augmented reality?

3

My motivation for this project stems heavily from exploring the archaeological city of Pompeii and hiking the stratovolcano Vesuvius in Naples, Italy. Walking through the city, you can
imagine the baker pulling out fresh bread from the deserted brick oven and athletes soaking in the
well-preserved thermal baths. When entering the middle of the forum, you are overshadowed by the
towering sight of Vesuvius. There you are, face to face with what caused the annihilation of the
city. At that moment, a fight or flight instinct is provoked as walking through the city and learning
its history has immersed you as a citizen. I wondered what it must have been like to witness this
eruption in a time when it was unknown Vesuvius was a volcano and how exactly it played out. I
could visualize it with my imagination, but I wanted accuracy and fidelity. Insert augmented reality
and its ability to enhance reality with digital assets. The destruction of the site is prominent, and
the preservation of buildings, artifacts, and human cast automatically put you back in time, setting
the scene. All that is left is the use of AR to bring to life the eruption through effects.
Instead of on location, I decided on an offsite option for wider audience use. However, I want
to keep the grounded feeling of here and now and the immense grappling emotion of an eruption
consuming your space. In addition, people should relate the effects of the eruption on their place.
AR is an emerging technology here to stay and presents an opportunity to explore new stories in
unexperienced ways. I endeavor to assist in this exploration with this proposed experience, bringing
about new techniques and inspiring new content and technology development.

1.2.2

Software and Hardware
The design for the experience created makes use of Unreal Engine 4’s real-time game engine

and the AR head mounted display (HMD) Magic Leap 1. The device has six degrees of freedom
(allowing rotation and translation), light field display to project virtual objects, controller, and
a lightpack which operates as a computer [1]. The choice to focus on an HMD device over a
mobile is primarily due to its hand-free ability, allowing for deeper immersion. In addition, it helps
counteract the focus of HMD devices for enterprise and prepares for consumer wearable devices like
the expected Nreal glasses[2], Qualcomm’s reference design [59], and rumored Apple wearable AR
device [29]. In 2020, Magic Leap announced its shift from consumer market to enterprise, closing its
studio department[55][8]. The shift is understandable from a business perspective, with viability in
the consumer market currently low. However, this further expands the gap of technology difference
between consumer and enterprise markets.
4

1.2.3

Objective
My objective is to take my understanding and skills of story development and production

to see how they can apply to augmented reality - building on the understanding to examine what
works, does not work, and what is still needed. In addition, I will discuss how elements unique to
the medium can be used to evoke emotion and thought. Furthermore, produce a prototype of the
experience to explore the development phase.

1.3

Outline of Work
To understand the process and choices behind the experience elements, the next section of

this paper will explore the art of storytelling and take a deeper look into augmented reality and
the history behind Mt. Vesuvius’s 79 AD eruption. A review of related works will showcase their
influence on the project, focusing on specific techniques from said experience.
The Design and Development chapters will cover key components for producing the presented AR experience (story development, documentation, prototyping, and technical techniques)
and elements that drive the story. Emphasis will be placed on the following elements:
• First-Person Point of View to establish sense of self,
• spatial storyboards,and
• real-time visual effects to establish presence and provoke thought.
Finally, we will conclude with a review of the process, results from user feedback, and future
implementations. This paper showcases how augmented reality presents the unique opportunity to
expand a user’s physical space with that of the digital, creating opportunities for new story-lines to
be explored, as well as new perspectives. In addition, this paper will help build on the foundation
of AR’s narrative and production techniques, delivering a case study for elements and constraints
to consider when designing.

5

Chapter 2

Background:
Many elements are utilized to create the narrative presented and in general need to be
understood when taking the time to design an experience. Here we will explore those topics.

2.1

The Art of Storytelling
Storytelling is a substantial topic; here, we will discuss key foundations then further see

them discussed in the project’s story development. Telling a story is an everyday practice people
perform, whether consciously or subconsciously. When developing a story, artist usually use a
specific structure, such as the Three-act (setup, confrontation, and resolution) [48] or Kishotenketsu
(introduction, development, twist, and reconciliation) [63]. These structures change based on the
medium, as well as culture. Stories are constructed to a medium to deliver or aid an experience
to the intended audience [50]. Aside from the structure, stories are contrived of many elements; a
few of these elements include: character(s), theme, plot, setting, point-of-view, genre, dialogue, and
visual arc [26] [15]. The combination of these elements, along with others, should allude to a sense
of immersion. This sense of immersion is an indicator of a good story [58].

2.1.1

Narratives and their Points of View
Narrative and stories are at times used interchangeably. A narrative is the presented se-

quence of events that occur in the story. The timing and spacing between these events is an important
skill in narrative [74]. Narratives can take on different structures depending on the medium such
6

as linear, non-linear, interactive, [47] [50] [74]. A point of view is typically linked with narrative; it
determines whom the user identifies within the story [36]. First-person, second-person, and thirdperson are standard points of view usually established. These points of view take on visual form as
well in the film and video games. Films tend to utilize [36] third-person most, while games commonly
use first-person [72].

2.1.2

Fitting the Medium
As mentioned above, choosing a story structure can be based on medium. A story is delivered

through a medium such as radio, film, or video game. Understanding the story you want to tell
and the experience you want to deliver will help decide the correct medium. Being deliberate on
the medium is essential on delivering a successful experience [35]. During a animation production
course while in graduate studies our professor required us to explain why our presented story fit a
three-dimensional (3D) animated film vs a live action film. This was to ensure our story was being
presented in the appropriate format for audience members to experience. Award winning writer and
director Eve Western discussed the topic of immersive narrative from the success of her 360 virtual
reality sitcom The Biz Nest during a Siggraph 2019 session [73]. She explains sharing stories in a
new media and understanding the format that fits said medium (ex. Radio: Sound, TV: Screen,
VR: Space) is key to success. The concept of story fitting the medium can be reversed. The medium
of choice may be the focal point where then constructing a story that compliments is needed. After
story and medium are decided production usually begins.
During the virtual reality (VR) festival at Siggraph 2019, I was part of the audience where
we were placed in chairs and watched a sequence of short films. One of the films was Disney’s A
Kite’s Tale directed by Bruce Wright, which followed two kites high in the air as they interacted with
one another. While watching, it felt as if VR was the wrong medium and would be more effective
on a widescreen. As a viewer you are placed in the sky, no airplane, nor is there a string under to
indicate you are a kite. Eventually I ended up taking off the headset to wait for the film to finish.
Opposite of that was the VR film Circles by Disney that I experienced at Siggraph 2018. Instead
of sitting, you were standing and met with some form of a preamble. The story centers around a
generation of couples and their time in a house. Here, space is prominent, moving with the couple
as they navigate the house, causing heartbreak when the final couple moves out. In the end, while
looking in the mirror, you embody one of the characters where their movement is in synchronization
7

with yours.

2.2
2.2.1

New Perspective Through Augmented Reality
Seeking Context and Expanding Language
Ronald T. Azuma stated the ultimate challenge facing augmented reality(AR) is not the

technology, but the establishment of AR as a medium with experiences that standalone from traditional media [12]. He added the answer to this is through learning from developing new immersive
content. This viewpoint is shared amongst others seeking to make AR storytelling ubiquitous in the
consumer market. Professors Sean Moorey and John Tinnell discuss the need for new aesthetics and
rhetorical principles for producing content in the field to support the new writing and design spaces
[54]. Researcher Brett Oppegard continues the topic, stating content creation is constrained to the
medium defining itself [41]. Oppegard offers three tiers of AR to establish language and designing:
alignment, spatial, and contextual. The breakdown of these tiers is based on AR on mobile devices.
Alignment is the location where interactions occur. Spatial recognizes and is aware of the proximity
of real-world assets to the user, allowing the user to guide the user through space. Finally, contextual
focus on understanding the particular user better, making content personal.
Developing language is important to help with communication in the medium, allowing the
technology to become abstracted during the experience[35]. To strengthen this process of establishing
a language, experimenting and evaluating content in the field needs to continue. Product manager
Mark Manca speaks on the topic of language during a school seminar showing an image from the
2019 remake of the Lion King, posing the question: “Is it live-action, animation, effects, or all
three?” [44]. Researcher Jessica Kantar poses the term “story experiencing” instead of storytelling
when it comes to immersive media such as virtual reality and augmented reality [35]. The building of
this language will drive technology, giving engineers a clearer vision of what is needed. However, as
technology evolves, so does the language. Dr. Papagiannis breaks down the significance of Azuma’s
characteristics but notes the change in technology has altered the definition [58]. Her entryway
concept was introduced at the beginning of this paper, where context moves from a wide audience
experience to a uniquely personal experience. The concept of Entryway lines up with Oppegard’s
tiers of spatial and contextual. This concept of context is what Dr. Papagiannis claim is missing
from the definition of augmented reality.
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2.2.2

Remediation
One way to assist in building the language and technique is through remediation. Remedi-

ation is the process of borrowing from one or more mediums [58]. Professor and CEO Jesse Schell
speak on the process of remediation [65] indicating how before cuts and editing became a core of
cinema, films originally recorded stage plays. Also, before the establishment of short content for internet videos, initial programs were lengthy. A recurring name in the topic of remediation is cinema
pioneer and special effects founder George Melies. He made use of stage plays in his work producing
one-shot films, however, he transcended past that, establishing new narrative and technical strategies still used today [35] [27]. He created over 500 films during his time, with A Trip to the Moon
being his most acclaimed. The significance of language can be seen here, where the term “movie”
was known as “moving pictures” since pictures were a primary establish medium.
As Kantor and media theorist Steven Holtzman explains, remediation is not the exact answer
to establishing the language and strategies for AR [35] [58]. Holtzman continues that the unique
aspect of a medium (relating to Schell’s core comment for films and video games) will establish the
language; remediation is a means of transition.

2.2.3

Key Form of Augmented Reality
In the Medium section, we talked about key forms of other mediums but did not mention

augmented reality. The form is similar to that of virtual reality; space; however, the difference is
real-world space. With augmented reality storytelling happening around you and with you [58].
Professor Lev Manovich discusses the concept of space for augmented reality, stating it should be
considered as a substance rather than avoid. He also takes the stance of augmented reality not
being viewed primarily from a technological perspective but should be viewed from a cultural and
aesthetic frame [45].
Designing for a spatial experience comes with many challenges, one being the user’s focus.
A common question brought up is how to control the user, however Western discards that question
and states the question instead should be is this the suitable medium for the story I want to tell
[73]. This question leads back to the art of storytelling and deliberately choosing the medium. The
story component and medium component should complement one another. Users have agency, thus
more control of the experience. This agency is due to users are no longer locked behind a screen
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and freedom to move around in the experience [31].
Azuma theorizes the form for AR will be: “where virtual content is connected to reality in
compelling and meaningful ways, and the experience cannot be derived solely from the real content or
solely from the virtual content.” Dr. Papagiannis claims AR will become a super medium when it
combines other emerging technologies such as artificial intelligence, wearables, the internet of things,
and machine learning.

2.2.4

Extended Reality Community
Extended Reality (XR) is the ecosystem of immersive media, standing for either of the

reality technologies [46]. This ecosystem includes but not limited to virtual reality, augmented
reality, and domes. Other forms include mixed reality (MR) and computer augmented virtual
environment (CAVE) [65]. Since speaking on augmented reality I find it important to have a general
understanding of other immersive mediums as they each provide their own specific experience, but
at the same time share components since dealing with space.

2.2.5

Presence
When seeking to create an immersive augmented reality experience creating presence is

important to keep in mind. Presence is the feeling of a virtual space feeling real [65] [57] [58]. Schell
makes the claim the heart of virtual and augmented reality is presence [65]. A common element
that can quickly break presence is sim sickness [57] [65]. Neuroscientist Andrew Huberman when
speaking on the topic during a podcast series with Lex Fridman discussed the visual elements and
vestibular (sense of balance) componet need to be anchored to keep presence [33]. Glitches in the
experience will break the experience, returning users to the physical world [50]. Sim sickness is not
the only element that can break presence. Schell and Sky Nite break down presence breakers and
builders in their respective books [65] [57]. Due to the similarity I will list the one from Schell.
He listed the following as key presence breakers: motion sickness, counter-intuitive interactions,
intensity overload, unrealistic audio, proprioceptive disconnect, and lack of identity. Schell then
follows up with key presence builders: hand presence, familiarity, realistic audio, proprioceptive
alignment, and comedy.
Dr. Papagiannis adds to the discussion of presence for augmented reality stating aura and
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contextual presence apply [58]. Aura is centered around the user connecting the experience to
their own cultural and personal significance. Where contextual presence focuses on placing user in
purposeful experiences.

2.3

Mt. Vesuvius and its Connection to Pliny the Younger
In 79 AD, Mt. Vesuvius, a stratovolcano in Southern Italy, erupted, burying multiple Roman

cities like Pompeii and Herculaneum[13] [7]. The only eyewitness written account of the event comes
from the Roman lawyer Pliny the Younger’s letters [53] [13]. Pliny the Younger’s account of the
eruption was so crucial that the eruption style that occurred that year is now referred to as a Plinian
(Figure ) eruption [56]. Here we will take a closer look at Vesuvius, the destruction it caused, as well
as the information it bought to life. Then dive deeper into understanding the role of the Pliny’s.
With the eruption event as the centerpiece for the story, it is imperative to learn about the event
and the discoveries’ impact. This understanding allows for critical elements to morph into the story
through narrative and visual design, adding authenticity to the experience.

2.3.1

The 79 AD Eruption
Although volcanoes were known [24] the people of Campania were unaware that Vesuvius

was one [53]. This quickly changed when around noon when Vesuvius erupted, sending a volume of
smoke 10 meters into the sky [56]. The longevity of the eruption ranges from 18 hours to twenty-four
hours [13] [56] [23]. The wind that day caused the column of smoke to hover over Pompeii, showering
the city with extensive ash and pumice debris [24] [56] [13]. The immense amount of smoke produced
from the eruption is described as being so great it blocked out the sun [68]. The accumulation of
ash and destruction from pyroclastic density currents buried Pompeii, Herculaneum, and less known
cities of Stabiae, Oplontis, and Boscoreale [64].

2.3.1.1

Discoveries from Buried Cities
Architect Domenico Fontana is credited as rediscovering Pompeii between 1594 and 1600,

who was excavating a new channel for the river Sarno [7]. However, Fontana did not continue the
investigation of the city. The city’s excavation did not start until the King of Naples, Charles of
Bourbon, gave orders in 1748 [7]. The execution produced many findings such as mosaics, sculptures,
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and papyrus [32] [7] [53]. The discoveries also included the remains of citizens caught by the eruption.
These remains became prominent when archaeologist Giuseppe Fiorelli developed a technique that
allowed casting of the victims, preserving their final moments [13] [70]. This method significantly
increased motivation to visit the site to see the preservation and be taken back in time. At least
700 plaster cast exist at the sites [14]. Other discoveries from the cities include musical instruments
found in wall art as well as the physical version.

Figure 2.1: Ornate Pompeii Style
Perhaps one of the most interesting preservation from the cities, aside from the cast victims,
is the fresco and mosaic art. Historian Mary Beard describes in her book, The Fires of Vesuvius:
Pompeii Lost and Found, one of the houses in Pompeii called the House of the Painters at Work [14].
She goes to bring to life the discoveries of abandoned paints and a half-completed fresco, from the
setting of determined to have been about three painters working on the fresco that before abandoning
their work once the eruption started. It is not difficult to imagine what the final style would appear,
thanks to the surviving fresco found throughout the cities. Thanks to this preservation, we can gain
a clearer insight into Roman paintings. German archaeologist August Mau identifies four distinct
12

Figure 2.2: Fourth Pompeii Style
Pompeian art styles: Incrustation, Architectural, Ornate, and Intricate. Incrustation, first style,
includes bright colored patchwork integrated with faux-marble [49] [9]. Architectural, second style,
focuses on depth and illusion of space through architectural objects. Ornate (Figure 2.1), third style,
focused on monochromatic flat surfaces elaborated with intricate detail. Intricate (Figure 2.2), the
fourth style, incorporates all three styles with a wider range of themes and central images.

2.3.2

Letters of Pliny the Younger
Gaius Plinius Secundus, also known as Pliny the Elder, was an admiral and scholar [24].

He is known for his contribution to the Natural History of encyclopedia, the foundation of encyclopedia layouts [24]. He was the guardian of his nephew Gaius Plinius Caecilius Secundus (Pliny the
Younger). They were aristocrats of the Roman empire [68]. Similar to his Uncle Pliny, the Younger
became known for his writing. On the day of the eruption, both Pliny’s were in Misenium, across
the bay from Vesuvius [68]. Pliny the Elder launched ships to rescue those stranded; originally, it
was to get a closer look at the phenomena for his studies. When asked if he would join, Pliny the
13

Younger declined, stating he wanted to focus on his writing assignment. This decline proved to be
a wise choice as Pliny the Elder never returned home, dying from elements of the eruption. Staying
behind watching the events unfold, Pliny the Younger wrote his letters of the event to historian
Tacitus. Although there is contention on the letters of accuracy on Pliny the Younger’s account of
his uncle’s actions, the letters are a foundation to learning what happened during the event [62] in
regards to the eruption.
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Chapter 3

Related Work
3.1

Adaptations of Mt. Vesuvius and Pliny the Younger
Just as mediums adapt from one another, so do stories. The narrative presented for this

experience is not one created entirely on my own; it is adapted from Pliny the Younger’s translated
letters and the novel Pompeii by Robert Harris [30]. When embarking on crafting the story, it
was essential to know what stories have been told. Reading and watching prior works lowered the
chance of being redundant in the story and allowed for examining if these stories would translate
to augmented reality well. With the experience based on Pliny the Younger’s letters, I took extra
notice in the introduction of either of the Plinys and how their role fit into the plot.
The initial adaptions reviewed were Harris’ novel and Edith Kunhardt’s book, Pompeii...
Buried Alive! [37]. Pomepeii follows the engineer Marcus Augusta as he is tasked with fixing the
aqueduct in the Naples bay region. Through him, we meet Pliny the Elder at Misenum, to whom
Augusta promises to fix the aqueduct and will do so with a team from Pompeii. Harris builds
suspense throughout the book with facts on eruptions presented before each chapter. The novel is
a mix of Pliny’s letters, notes from the Encyclopedia of Natural History, and drama. The journey
of Pliny the Elder’s rescue mission, as read in the letters, is morphed into the novel, adding to an
intense climactic scene. Harris’s use of vivid words mixed with facts undoubtedly draws readers in.
The second book, by Kunhardt, is a reading learning book for second to third graders. Unlike Harris,
this book is focused primarily on facts narrated for elementary children. The book uses repeating
lines such as a “sleeping giant,” giving characteristics to Vesuvius and emphasizing the eerie calm
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while everyday life of people is described. Then the conflict arises when “the giant awakens.” Just
as Harris Kunardt uses Pliny’s letters to add to the story, people in Pompeii use pillows to cover
their heads for protection. Pliny the Younger himself is mentioned, one as a boy seeing the eruption,
then when he is older writing about the event.
In addition to the books, a few films and videos were studied. In 2014’s film, Pompeii,
directed by Paul W. S. Anderson, the storyline is a classic of love interests from different social
classes. It dramatically showed the eruption and citizens madly trying to escape. An interesting
aspect was the use of a giant tsunami crashing against the city. It has been mentioned that the
shoreline dramatically changed after the eruption, and in his letters, Pliny describes the ability to
see fish on the beach. In 1935’s Last Days of Pompeii, directed by Ernest B. Schoedsack and Merian
C. Cooper [66], the film follows the character Marcus as he becomes a gladiator to make a living.
Here we meet Pliny the Elder as he gives Marcus money for saving him from a slave escaping his
chains. We later see Pliny at his villa when Marcus visits begging for more money to take care of
his ill wife and child. The British Broadcasting Corporation (BBC)’s docu-drama, Pompeii: The
Last Day, retells the event and is more in depth in describing both Plinys [56]. This depiction gives
a full portrayal of the first letter Pliny the Younger wrote to Tactius, along with covering the lives
of others in Pompeii and Herculaneum.
There were many references researched regarding the event but those mentioned above were
my main focus.

3.2

First Person Experiences
With the proposed experience, users will be tasked with traveling back in time as Pliny and

write the letters to Tacitus, giving them a first-person point of view. Understanding how first-person
point of view has been used is essential. There was still a need to figure out how to introduce the
user as Pliny. To help, I examined a few experiences incorporating the technique. Video games came
straight to mind as I have experienced many from that point of view. However, I was interested in
seeing if any films took on that technique. In the 1946 film, Lady in the Lake directed by Robert
Montgomery [52]. Here the audience is confronted by private detective Phillip Marlowe. He lets you
know that there was a crime and that only he knows who committed it. He makes it clear that you
will go back as him and need to pay close attention to everyone and pick up on clues to solve the
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Figure 3.1: Lady in the Lake, directed by Robert Montgomery [52]
crime. Throughout the film, the camera view is from the perspective of the audience, see figure 3.2.
The only time the audience sees their “self” is in shadows and mirrors. This technique is rare in
films but allows an intimate view of the other characters and their reactions.
Another first-person perspective experience is the 2020 release game, Cyber Punk 2077. Here
the gamer embodies the protagonist just as in Lady in the Lake. Typically for video games, this
is called a first-person shooter. Here, non-playable characters (NPC) address you directly, and you
have control of the game. The virtual reality experience, Becoming Homeless: A Human Experience,
places the user in the shoes of a recently laid-off worker trying to save his house. The experience was
created by Stanford University’s Virtual Human Interaction Lab and designed to study the effects
of VR experiences on empathy [38].

17

Figure 3.2: Becoming Homeless: A Human Experience, User Living in Car [38]

3.3

Spatial Experiences and their Techniques
This section focuses on augmented reality experiences, which heavily motivated the tech-

niques used in the proposed project. The Statue of Liberty app by the Ellis Island Foundation Inc.
gives the ability to view the statue in own home [51] with its augmented reality feature. In the
app users can view a timeline showcasing the statue’s evolution, from its shiny copper to oxidized
green. On the Statue of Liberty’s feet are shackles honoring the end of slavery in the United States.
This aspect of the statue is not well known from my experience talking to those about the statue.
This app helps provide a new perspective of the statue, allowing users to discover the shackles. One
technique that stood out was an overlay of the sky when looking up to view the statue. Incorporating the sky invokes the feeling of being at Ellis island. Although it can fall in the historical section
above, this app was one of the first AR apps I experienced and motivated the project.
During the 2019 Siggraph conference, Magic Leap displayed their experience Undersea [67].
Perhaps one of the most immersive experiences I have experienced. Undersea opens with captivating
relaxing music, and then after a room scan, a “vista” similar to that of a portal opens on the user’s
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wall. Through the vista, a massive ecosystem of aquatic animals under the ocean is visible. Fish
then began to make their way through (figure 3.3). As you reach out with your hands (no controller
needed), bubbles encompass your hand putting you in the setting underwater. Users are given the
ability to interact with fish and the spawning of coral reefs - a unique element. Each time the viewer
reenters the experience, a different coral reef varying in size and aquatic animals appears.
Another project Magic Leap helped create was Dr. Grordbort’s Invaders lead by Weta
Digital. In this first-person game, the gamer is tasked with stopping the invasion of earth from
robots. Dr. Grordbort’s Invaders makes the most use of Magic Leaps room scanning ability having
portals spawn from behind walls in other rooms with enemies entering through and attacking.
Another feature comes during the boss fights, where a wider portal appears, large enough to walk
through. The high-fidelity effects used add a level of presence, increasing the believability of your
home under attack. During the 2018 Magic Leap Conference, a few of the team members behind
the experience discussed their journey for developing the project [16], with emphasis on approaching
the project with first principles. From the collection of department leads, the following are a few of
the development tips provided.
• Do not design for the screen, design for reality;
• make it fun;
• have both realities aware of each other; and
• solidify player’s reality with visual effects.
Unfortunately, this last experience came about when Magic Leap decided to focus on the
enterprise sector, not allowing this “spatial story” as it is described to become well known as the
apps mentioned above. Last Light, Magic Leap Studio’s tabletop experience delivers a story on
dealing with a family member’s loss. The experiences utilize hand tracking, foreshadowing, and
other intimate deliberate interactions. One interaction is the ability to unlock the protagonist’s
door when she approaches it. A larger doorknob and key appear before the user, where the key can
be grabbed and placed in the keyhole. As a tabletop experience, the user has greater control of the
placement of the experience as a floor or wall is not required for placement. As it is called in the
app, the stage island can be placed floating within the user’s space.
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Figure 3.3: Undersea by Magic Leap [20]
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Chapter 4

Pre-Production: Design
4.1

Remembering the Medium
Before exploring the script and starting on the design elements of the production, defining

the why was important. As discussed, the story and medium components should complement one
another. I kept asking while continuing development was: why this story fits in augmented reality
(AR) and why are these elements effective in the experience? This was imperative as some ideas
could fit perfectly fine with virtual reality. The goal of the experience was not to transport the user
to Misenum but instead bring Misenum to the user, keeping the “here and now” feeling. Also, allow
users to experience eruption in their own home. If the“why” does not connect at any point, then
the medium or story will need to be reevaluated.

4.1.1

Chicken or the Egg
The question of does technology affects story or story effect technology has been brought up

numerous times in researching the topic. With creating this project, it is clear to see why. Elements
of the story changed as an understanding of the device’s capability grew. For example, initially,
the idea of a scanned image to start the experience was explored. This concept was due to initial
augmented reality apps using this feature, the “Overlay” wave as Dr. Papagiannis describes it. [58].
There may be a moment when you need to succumb to technology or push technology to fit the story.
Understanding the story’s goal and completing technology research will greatly aid in developing
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the project, reducing bottle-necking.

4.2

Story Development for a New Art Form
The storytelling process has been established for traditional media but will not fit every new

medium. Each medium is unique in some form, and that form should complement the story and
vice versa. The need to establish a language and establishing design strategies to build compelling
augmented reality experiences is prominent from the many researchers and designers mentioned.
The following section steps through the approaches for developing the story; through this process,
I intend to help establish design choices that fit the medium and be explored by others. Although
knowing the field of view (FOV) would not favor it, I decided to experiment and build big for the
narrative experience, that is, have a life-size stage for the user. Dr. Grordbort’s Invaders characters
were life-size, made use of large portals, and were still immersive.

4.2.1

Constructing the narrative
As mentioned, the narrative for the experience is adapted from the letters of Pliny the

Younger and the novel Pompeii by Robert Harris. Harris’ utilization of historical facts of the event
to morph the narrative and descriptive language heavily motivated the construction of the narrative.
The goal is to bring to life the historical event of the eruption to the user in augmented reality. The
theme was established around the learning of the eruption and the two Plinys. An outline of the
story was crafted based on different phases of the eruption, and then story beats within Pliny’s
letters were used to build the sequence further. The narrative is linear to allow the buildup of the
eruption and keep things coherent for the user. As a new medium, it is essential not to have a
complicated narrative structure if the user will be settling into an experience. However, the linear
narrative is also a recollection of the eruption by Pliny; that is, the story builds on Pliny’s memories.
Appendix A holds the script and should be referenced to understand the narrative’s construction
further. The story consists of an ensemble of characters: Pliny the Younger, Pliny the Elder, and
Mt. Vesuvius. Character arcs for each character were constructed to help flush out the story. Below
is the list of arcs for each of the presented characters.
Pliny the Younger:
• Goal: write letters to Tacitus about the 79AD eruption and Uncle
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• Conflict: has spotty memory
• Climax: pauses while writing, due to emotional toll of subject
• Resolution: finishes letter
Pliny the Elder:
• Goal: wants to observe and record the phenomenon
• Conflict: receives note requesting rescue
• Climax: collapses on the beach while pyroclastic surge approaching
• Resolution: dies, nephew writes about experience for him
Mt. Vesuvius:
• Goal: be recognized as the greatest volcano
• Conflict: Pliny the Elder excluded Vesuvius as a volcano in his encyclopedia of Natural History
• Climax: pyroclastic flows consumes cities within its proximity
• Resolution: written down in history as one of the deadliest volcanoes
The idea with Mt. Vesuvius as a character is to bring the user’s attention to the eruption
throughout the experience. Though Pliny the Younger is the narrator, the goal is for the user to
empathize since they will embody the narrator. Pliny the Elder’s arc, follows along with Aristotle’s
plot of fortune to misfortune for a character who is neither good nor bad [50]. To aid this plot the
use of servents to write notes and carry Pliny the Elder to a bath during the eruption are included.
The intention of elements is for the audience to question Pliny the Elder’s ethos.
4.2.1.1

Deciding on First Person Point of View
The narrative was approached from the perspective of Pliny as he prepares to write the

letters. This point of view intends to provide identity to the user, so they have a purpose in the
experience and emotional currency. This attribute connects to establishing a sense of presence for
the user. The establishment of the first person comes from the narrator in the exhibit making the
statement ”you will travel back as Pliny,” the voice over of Pliny, quill writing out words from the
voice-over, and the user turning the page of the book to advance the story.
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4.2.1.2

Establishing the Backstory
Backstory in a spatial story can be complex [50]. An introduction of Pliny the Younger

to the user was needed before they could embody the lawyer. Therefore some form of a backstory
needed to be implemented. Initial thoughts were to incorporate a montage of videos with a narrator
speaking on the life of Pliny. However, when asking “why AR”, it occurred this was not the best
implementation. Why stand in a place to watch videos? Why not just watch it on the screen?
Eventually, after some research on other experiences and remembering the theme, the current setup
was established. Here the user is brought to an exhibit-style scene. The primary goals here were to:
let the user get settled in the AR environment( including interactions with the controller), provide
context about the event and Pliny, and finally give the user their objective. This is where the use of a
second narrator is incorporated. The techniques used in the film Lady in the Lake are implemented;
the narrator speaks directly to the user incorporating verbiage such as “you will.” Settling the user
was mentioned in constructing the narrative and is an element I paid close attention to. Art historian
Oliver Garu speaks on the topic stating new and unaccustomed visual experiences can overwhelm
an audience [58].

4.2.1.3

Script Writing in AR
After outlining the narrative and developing further details, the script began to form. The

script format follows closely with the format of screenplays, incorporating interactions as scene
transitions. The narrative is broken into acts devived from phases of the eruption and story beats
from Pliny’s letters. This breakdown helps control the pacing of the experience and allows the user
to take breaks naturally. With the Magic Leap headset (AR devices in general), it is expected the
user will disengage with the device. In addition, it gets the user in a rhythm of turning the page to
advance the story. The aim here is to also put them back into character as Pliny. Understanding
flow and pacing are essential when planning out the experience [71] [35]. The user should have time
to explore the scene. Incorporating expected interactions in the script helps with pacing. Other
elements introduced in the script and not mentioned yet are suspense and personification. Alfred
Hitchcock is well known for creating suspense in his films, playing on what people know [50]. During
the backstory, then presented during the narrative experience is a map of Naples Bay on the podium.
The map keeps track of Pliny the Elder’s location, showing his the distance to the soon-to-be buried
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cities of Herculaneum, Pompeii, and Stable. The goal of the map is to aid as a suspense component
and another interactive object. The first narrator provides the knowledge of said cities buried by the
eruption. Another element, personification, was incorporated as well. Personification is the human
embodiment of an inanimate object [60]. The use of personification is to bring the focus back to
Vesuvius in case the user gets immersed in other aspects of the experience. Also, in some form,
connect with Vesuvius. A similar use of personification is in the 2000 film Cast Away, directed by
Robert Zemeckis. Their protagonist Chuck Noland befriends a volleyball Will. Personification can
also be referenced back to the book Pompeii... Buried Alive!, explored in the Related Works chapter.
The author uses words such as “sleeping giant” and “giant awoken.”
Another aspect to keep in mind comes from Schell and what he breaks down as the types
of people in a game: players who are into your story, players who want to get into your story, and
players who do not care what the story is at all [63]. As an interactive experience, it is my belief
these types carry over. The use of interactive moments is for those wanting to get more involved
with the space; interactions are deliberate and lead back to the story.

4.2.2

Spatial Storyboards
In video productions, storyboards are used to help visualize the story and timing; they are

the sequence of images depicting the story. They can be viewed as the blueprints for the project,
however, they are not a requirement for all projects. On the live-action and animated productions
I worked on, storyboards were used ninety-five percent of the time. Director Bong Joon Ho utilizes
storyboards for his film and has stated they help reduce his anxiety [19]. Examples of storyboards
for his 2019 film Parasite can be viewed in appendix B. These boards are typically drawn out on a
sheet of paper depicting the composition and camera position for each shot. They can be presented
in format or quick sketches as we can see in Joon Ho’s boards. The director has control of what the
audience is watching, so each shot can be planned accordingly. For augmented reality, the director’s
control is reduced, and agency is given to the user, where they control the camera. When approaching
the storyboard layout for the project, I took into account architecture, live-action boards, level design
planning in games, interior design, and museum layouts. This approach took into account the need
for planning in space, as researchers and artists explained. To view the storyboards for the project
and the blank templates, reference Appendix C and D. The base of the boards are inspired from
Christina Ingwalson’s article “How to Storyboard for AR VR Project Success” [34].
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Figure 4.1: Scene 8 storyboard
Utilizing the boards helps with design layout, interaction, and navigation planning. This
provides direction to the team, designers and developers. Although AR medium component is space,
the 2D design concept is still handy for fast iterations and sharing with multiple people, especially
when limited on devices. Focus was placed on storyboarding each scene, similar to production
illustrator Ralph McQuarrie for Star Wars, where he painted the eight major scenes in detail [36].
Figure 4.1 below represents the board for scene 8. The scenes can be broken down more utilizing
the second template to convey more animation. With the ability to visualize the space through the
boards, techniques to encourage the user to move about could further be approached. Schell noted
due to audience members accustom to screen-based media; they naturally will not move around [65].
Visual elements were essential, as well as interactions to encourage movement. For example, in the
exhibit level, the gallery photos are placed at an angle creating leading lines to the center photo.
The goal here is to motivate the user to move from behind the podium to view the photos. After
the script and in parallel of boards being worked on, the scene list was established, break down of
the script. Commonly called a shot list in film, the focus was put on scenes because there are no
shots for this augmented reality experience.
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4.3

Visual Design: Creating Substance
In numerous film classes we re-watch movies to break down the structure, from a narrative

to visual, bringing to attention elements we believe the director incorporated for a specific reason.
I believe this subjective interpretation applies to augmented reality as well. To encourage this
evaluation means the experience should have enough substance for the audience to come back and
analyze [50]. This substance can be created through numerous elements such as theme, aesthetics,
and visual language. In the next two subsections we will review some of the design choices that help
in this endeavour to build substance.

4.3.1

Concept Art

Figure 4.2: Terrance Concept
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Everything connects back to the theme, keeping the experience cohesive. For the terrace
objects, specifically the podium I decided to stray away from actual material of the podium and
incorporate meaningful design elements that connect the user back to historical aspect. Figure 4.2
shows the concept art for assets associated with the terrace.
The abstract image in middle of podium represents an umbrella pine tree, which Pliny
depicts in his letter to describe the shape of the eruption. The Ornate Pompeian art style was
incorporated to aid the theme, along with neutral colors keep user grounded. The idea is to keep
items relevant to the historical setting to keep immersion. The column design was based off the
recreation images from the illustrated guide Pompeii Past and Present [7], a reference image can be
viewed in appendix B.

4.3.2

Color Script
Color scripts help convey the story beats, they are an aspect of the visual arch of story.

2019’s miniseries Chernobyl, directed by Johan Renck [61], made use of highly saturated colors
on peoples clothes and environment to contrast against dull dark environment created from the
exploded nuclear plant. The use of vivid colors helped portrayed the devastation of the event and
the dramatic life affect it had on the community.
For the color script (Figure 4.3) in the presented experience I focused on three main beats
from the story: opening of portal and start of eruption, climatic eruption with pyrolcastic surge
covering beach, and the end of the eruption. The intention for each panel is as follows:
• use of vibrate colors to fit uncles excitement and start of an adventure, danger level is low.
• danger is at its peak, concerned for Uncle’s well being.
• calmness and survival.
Another level to the last panel is a historical one, relating to the chemical change in the sky
after an eruption, causing a change in color and cooler temperature [25]. This would be an element
for advance users who have a deeper knowledge of volcanoes or who are aware of artist William
Turner who’s work is being studied examine such effects to the atmosphere after an eruption [75].
A color script derived from Turner’s paintings was created to aid in the visual design and can be
viewed in Appendix B.
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Figure 4.3: Color Script

4.3.3

User Interface
Important to bring the topic of user interface (UI) and the need for deliberate design choices.

In the presented prototype the UI is not present but discussion on design being coherent with the
theme did begin. Just as the 3D assets the UI will make use of the Pompeian art styles. User
feedback is important with deciding the UI and the next prototype will focus on that. For augmented
reality the UI differs from traditional games or apps, with one primary difference being the need for
transparency, to avoid blocking user’s sight of the environment.

4.4
4.4.1

Elevation through Effects and Sound
Interactions with Effects
Visual effects, used throughout numerous films, television shows, and games, add a visual

dynamic that helps enrich the story or experience being presented. Watching an average breakdown
of a film today will reveal how much effects are implemented. This enrichment is equally important
in immersive media. The unique relationship of augmented reality and visual effects is their shared
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ability of overlaying digital assets. Effects have a prominent role in the experience as they can
“solidify the players reality” as Simon Baker put it during a breakdown of Dr. Grordbort’s Invaders
[16]. He mentioned complementing the player’s actions such as the ray gun powering up as it is held
down and attracting user’s attention through sparks from the opening portals.
The idea for the effects in this experience is to have them interactive in the user’s space.
These effects include: the fall of ash and pumice stone, surge of smoke through the portal, and
debri from collapsing columns and ash fall spawning on user’s furniture. These effects I theorize
will build the immersion and provoke thought. The spawning debris’s purpose besides provoking
thought on the destruction of the user’s home is to make the experience unique. Capturing the idea
of contextual presence and an aspect of the experience being different when you return. There is
also the effects of from the volcano eruption, however they are not interactive and contribute more
as a visual fidelity. These effects are taken into account in the storyboards (Appendix C).

4.4.2

Directing Sound
The sound for the experience was based on the story arc and instruments found at the

buried cities, keeping with the theme. Sound keeps the user in tune and builds on the emotion of
the story. For the project, a sound team consisting of a composure, sound effects (FX) designer, and
a voice-over actor was assembled. To communicate the ideas for the sound a Music Vision document
was created. This document describes the goal for score and sound fx and technical aspects, such
as how long each piece of music should be and file type. The incorporation of this document came
from the advice of Heather Maxwell Chandler’s book The Game Production Handbook [18]. The
document used can be viewed in Appendix E. As Schell and Magic Leap noted, done well sound will
build onto the immersion, helping create presence [65] [40].
Important notes from the document are the loopable feature of sound design and indicator
queues. Since the user controls when the next act plays, we want to avoid a disconnect from the
sound stopping. Another element is the indicator queues. These show up for items spawning on the
bookshelf and for turning the page. The idea is for the sounds to be directional and capture the
user’s attention. For reference for the team and to figure out timing, I took the storyboards along
with sample sound and my own recording of narration into the adobe editing software Premiere.
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4.4.2.1

The Voice Over
Unlike the directional sound queues, Pliny’s voice is stereo. The intention is for the user to

interpret the voice-over as their own as they are writing the letter. Auditions for the voice-over role
were conducted on backstage.com, where applicants submitted recordings of the provided insert of
the script. The voice was approached similarly to an audiobook, where on its own could bring a
vivid imagination. It needed to be enticing, engaging, and at a tone the user would find relatable.
Understanding Pliny the Younger and his status in society helped with directing the voice. This
understanding was critical when deciding on when to incorporate the pause. At what moment would
emotions build, causing Pliny to stop writing, and what mood, in general, would he be in a while
writing Tacitus. The voice needed to feel authentic but relatable for the user. The pause was a
difficult element to implement because I did not want it to cause the user to feel there was a glitch
indirectly. Originally thoughts were to have everything pause during the experience, but it felt too
abrupt. Incorporating the pause at a moment of intensity seemed to be the best course of action.
This way, as the tension rises, the pause is perceived as natural.

4.5

Design Document: Organizing it all Together
The script, storyboards, scene list, and music vision document all contribute as a form

of communication for team. They function as a core reference for the project. Documentation is
important for team organization and communication. For video games the game design document
(GDD) exist acting as an overview of the project from visual to mechanic [18] [65] [63]. The
proposed experience is not a game but does involve elements similar to the GDD such as mechanics
and localization. Therefore I incorporated the design document to summarize the experience and
plan for publication. As Schell mentions documents are unique to the team and gradually expands
as the experience grows; there is not a one size fits all. As seen with the presented files, documents
were broken further based on department and needs.
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Chapter 5

Production: Development
5.1

Pipeline

Figure 5.1: Pipeline Development Workflow

As documentation, the pipeline is essential to establish no matter how small the team;
it helps with team organization and fosters communication. A pipeline controls the transport of
assets from one department to the next; this includes information on specific file types. Figure
5.1 depicts the development pipeline used for the experience. Not included in the diagram is the
32

flow of information from script to storyboards through concept art, as we have seen in the previous
chapter. This information is passed to the departments in development as a reference. In parallel
with pipeline is project management; this involves folder structure, scheduling, central documents,
and communication. During the production phase, Discord was used as a communication tool to
provide status updates on team progress and Github repository activities. Google Drive was utilized
as well to share documents and sound files with the team.

5.1.1

Asset Management
Management of primary assets used for Unreal was maintained through Github. Github

works well with Unreal, as it provides an interface to connect to the repository and save files. This
feature allowed remote developers to collaborate on work. To avoid conflicts, each developer created
a feature branch for a specific task they were working on (e.g., when I worked on proxy assets, I
made a branch called “F-ProxyLayout”). When the feature branch is complete, it is pushed to the
remote repository. Github and Google drive worked for our budget and were software the team was
familiar with; however, there are other platform options to implement, such as Perforce.

5.1.2

Content Creation
An array of digital content creation (DCC) software is used to design the assets for the

experience. These softwares include Maya, Substance Painter, Illustrator, Photoshop, and Unreal
Engine. One reason for utilizing Unreal Engine is its ecosystem of content through their marketplace
and Quixel. Unreal also features integration for software such as Maya and Substance Painter. This
integration smooths the workflow of transferring assets. In Figure 5.1, the path flow from Unreal to
modeling represents the need to edit geometry after being brought into Unreal. For example, the
current portal geometry exported from Quixel Bridge originally included an iron gate in the middle.
This iron gate was removed by exporting the geometry from Unreal into Maya and re-imported it
into Unreal after the portal was edited. Figures 5.2 and 5.3 respectively show the original and edited
regions of the portal. Layout, materials, and visual effects were completed in Unreal.
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Figure 5.2: Iron Gate from Quixel

5.2

Figure 5.3: Gate Removed in Maya

Prototype: Brownboxing
Prototyping in any form is vital for testing a product. Initial tests when exploring the idea

of the project were done in Adobe Aero (Adobe’s code less augmented reality software) and Unreal
using their AR template. While learning to develop for the magic leap was in progress, brownboxing
was used to get a sense of the experience. This technique was derived from Schell, where cardboard
boxes are crafted into replicas of the experience; it is the physical spatial version of whiteboxing
[65]. Whiteboxing is the process of arranging 3D white boxes to start building out levels in game
design; this can be done in a DCC such as Maya. [17]. Through the brownboxing process, the
animatic was used to get a sense of timing (Figure 5.4). One of the goals during this trial was to see
if the story felt dull at any point. Although items did not appear on the bookshelf to interact with
and looking through the portal showed white window blinds, it provided a sense of the experience.
Through this evaluation, it became apparent that incorporating fresco images on the blank side of
the journal depicting Pliny the Younger throughout his journey would improve the visual aspect of
the narrative.
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Figure 5.4: Brownboxing of Portal
The next step after brownboxing was creating the proxy assets to start development in
Unreal. The assets were created and UV mapped in Maya then pushed to Unreal where the team
used them as needed for prototyping. Textures were designed in Illustrator and materials were built
in Unreal. These assets can be seen in Figures 5.5 and 5.6.

5.3
5.3.1

Developing in Unreal
Magic Leap
Objects spawned into Unreal are placed in world position (0,0,0), including the virtual

actor(Pawn) representing the HMD. Thus, putting content in Unreal and setting world position
to (0,0,0) resulted in the content placed above the user’s head when built to the device. To avoid
disorientation, moving the scene around the user was a priority. This section will review some critical
processes taken to prevent this behavior.
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Figure 5.5: Staging Blueprint

5.3.1.1

Staging
Because we did not want to make assumptions about the local space of the user, we asked

the user to place the podium where it should spawn (appear in the scene) during the start of the
experience. The podium represented the exhibit and acts level. This process follows similar to Last
Light where the user is prompted to place the stage in the desired location before the experience.
This placement served two purposes:
• We needed to know the relative height of the user from the head-mounted display to the
floor. As far as we know, the device itself does not provide this information to the application
launched.
• We wanted to allow the user to orient or place the experience in a comfortable open space of
their choosing. This control also allowed us not to incur the computational cost of calculating
the entire playable space. This process assumed the user will always do the right thing and
place the podium where it is suitable, with additional UI providing such information.
An Actor Blueprint was used to host all the assets and interactions related to the stage
(podium, columns, portals, etc.) to accomplish this dynamic stage placement. All the assets were
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placed under a scene component (a component in unreal that has a transform i.e., location, rotation,
and scale), allowing us to relocate or orient the stage however necessary. When the user decides where
to place the podium through an indication by a cursor, the stage blueprint is dynamically placed at
the selected location. This spawn and orient system happens very fast, and is near imperceptible to
the user, creating a seamless experience.

5.3.1.2

Acts and Sequences
The design of the story was split into distinct acts similar to a stage play. Due to this

separation, we created a level for each Act with the responsibility of owning all the interactions
pertaining to that specific Act. Each Act Level also had a level sequence blueprint that described
the audio and timing of events related to effects. Level sequences (see figure 5.6) are created using

Figure 5.6: Unreal’s Sequencer

Sequencer an application similar to popular editing software such as Adobe Premiere but have the
added option of being able to control what happens to 3D objects in real-time interactively precisely.
When the Act starts, it spawns the level sequence pertaining to it into the scene and starts to play.
If the level sequence has an event trigger (a system in Sequencer that allows you to asynchronously
send a message to another system to execute an instruction) for, let us say, an effect, the specific
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Act level receives the trigger message and executes the instructions that activate the effect. When
the level sequence is complete, a message is sent to the Act level to run the next instruction. In our
case, this instruction was to gracefully close the Act and queue the following Act, similar to closing
the curtains on a stage play. This interaction between Act Levels and Level sequences allowed us to
precisely control when specific background audio is activated and trigger effects such as the pumice
stones falling.
5.3.1.3

The Portal
Initially, the portal was created using render targets to visualize Vesuvius in the bay area

erupting. This render target setup was created using a blueprint where a scene capture component
was attached to a plane. The scene capture would render the view of objects in front (depending
on where the blueprint is placed in the scene) to the desired render target. The render targets

Figure 5.7: Unlit Masked Portal Material

used required both materials to be placed on the same level or streamed into the same level. This
requirement meant we needed to hide the bay section of the level from users. Due to Magic Leap’s
additive light technology, black virtual objects are rendered as transparent in the display. We used
this to our advantage by placing the bay section far from the user and hiding it by incorporating a
black unlit plane. This worked perfectly with disguising the level. However, during testing on the
device, it was evident this process was computationally heavy, causing a lag in the experience. Also,
with the need to utilize stage blueprints, this process was no longer acceptable. The solution (since
we did not require the user to step through the portal) was to take the concept of the black wall
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disguising the level but instead apply a mask texture from which the portal shape would be cut out.
Then the archway asset for the portal introduced earlier was placed around the edges of the cutout.
Figures 5.5 and 5.6 can be viewed for reference, and figure 5.7 shows the material used for the portal
wall.
Currently, users can walk through the portal and further see details of the beach. This ability
is not ideal for augmented reality since it blocks users’ view of their physical space, increasing the
danger of tripping or running into objects. Therefore the goal is for the portal to fade when the user
enters certain proximity to the portal.

5.3.2

Real-Time Effects
Unreal’s production-ready visual effects system Niagara was used for Effects. Niagara consist

of four main components: system, emitter, module, and parameter. Systems can be viewed as the
full effect and can consist of numerous emitters. Emitters are the spawned particle effect with the
option to adjust modules and parameters. The emitters also provide multiple render options such as
sprite and mesh. Spites are camera-facing textures (texture will always update to face the camera),
and meshes are 3D geometry with an applied material. This section will go over the effects used
for the prototype. Once completed, they were placed in the appropriate stage blueprint. Using the
level sequence, we were able to trigger the activation of the simulation. Figure 5.5 shows the event
graph of the Act levels calling their specific effect to spawn.

5.3.2.1

Falling Ash and Pumice
Creating the falling ash and pumice stones system consisted of two emitters: one for the

ash and the second for the pumice stones. The setup for both emitters was primarily the same, with
some differences in velocity and render type. The ash emitter used a sprite render, while the pumice
emitter used a mesh render. Both emitters utilized a box location to spawn particles randomly.

5.3.2.2

Smoke Surge
For the pyroclastic surge coming through the portal, a Niagara system was placed at the

portal’s location. The system consists of one emitter discharging the textured particles. As the ash
and pumice fall, a box location was used to ensure they fit within the portal’s frame. A drag force
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Figure 5.8: Ash and Pumice Fall System

was also applied to slow the sim down and allow for some buildup in the user’s space. Figure 5.8
shows the setup of the emitter within the Surge system.

Figure 5.9: Smoke Surge System

40

The original approach utilized a deformed mesh render with a cloud noise material applied
(consisting of a noise node applied to world displacement in the material). However, this was
inefficient and caused issues with the color appearing correctly. Instead, a sprite render was used
in its place and proved to be sufficient for the goal. Although the desire is to have the user feel
overwhelmed by the surge just as the characters are in the story, their view should not be obscured.
This constraint requires balancing effects with safety. Another takeaway from this effect is larger
- less emitted sprites help save on computational power, achieves the aesthetic, and lowers the
emergence of sim sickness (from an introspected viewpoint). This is compared to using smaller
scaled sprites with a higher spawn rate.

5.3.3

Optimization
It is important to keep in mind the cost of objects in the scene and its effects on the

experience. Optimization is essential to help keep the experience stable, increasing presence. In
an interview with XR engineer Derrick Levy, he advised keeping draw calls under 150ms per frame
and polygon count under one and a half million [43]. This budget is due to double rendering cost
incurred from the scene rendering for both eyes as Unreal does not support instanced stereo for
Magic Leap at the time of the project. One way to control the draw call is optimizing the level of
detail (LOD) in a mesh. LOD is a term used to describe the number of triangles pertained in a mesh.
With Unreal automatic LODs can be created with each new level reducing the number of triangles.
When reducing the background mountains from a LOD level of 0 to 5, the draw call reduced to
an average of 109 compared to 210. Figure 5.10 shows the difference in geometry when adjusting
the LOD levels. Another way to help with optimization is watching texture sizes and adjusting
as needed through mip maps. Textures should be produced in powers of 2; doing so allows for a
similar control to LODs. A texture size can go from 4k to 516, significantly saving computing costs.
This downsize was done with the textures for the pumice stones; since the user was not going to see
them up close, the texture size did not need to be 2k. Epic Games, owners of Unreal Engine, course
“Building Better Pipelines” further goes into details for optimization and source control options for
teams [28].
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Figure 5.10: Level of Detail for Mountain (LOD0 Top) (LOD4 Bottom)
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Chapter 6

Results
6.1

First Playable
The following are screenshots from the prototype. As mentioned through out this paper

space is key for augmented The following are screenshots from the prototype. As stated throughout
this paper, space is critical for augmented reality. The sense of presence, including sound design and
details from the narrator, cannot be truly expressed through this paper. Figure 6.1 through Figure
6.6 shows screenshots from the HMD of the experience. It is highly recommended to read the script
and storyboard in Appendix A and C to complement the screenshots.
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Figure 6.1: World Locked Title Screen

Figure 6.2: View of Exhibit Where Backstory Presented
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Figure 6.3: Closeup of Exhibit Photo

Figure 6.4: Ash and Pumice Stone Falling Around User
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Figure 6.5: Volume of Smoke Entering Through Portal

Figure 6.6: Volume of Smoke Entering Through Portal
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Chapter 7

Discussion
7.1

Evaluation of Process and Feedback
In this section, the feedback and process of developing the experience will be reviewed. The

goal from the feedback is to evaluate if the project is heading in the right direction, immersive
elements, expectations from the users, and signs of presence breakers. It is essential to note that the
feedback is preliminary and the participants’ relationship to me.
The first section of questions was to see the familiarity the testers had with augmented reality
and virtual reality. The expected majority had not used an augmented reality wearable device. A
promising sign was the 100 percent yes to learning something from the story. An interesting comment
that stood out was using the word “movie” in regards to the experience. It brings up the conversation
of language. What do we call this a movie, game, or story experience? The importance of substance
can be connected to a few of the comments, such as focusing more on the images over the narration.
It is also a reminder of the different types of users in the experience. The sound connected well with
people, but most importantly, the sound mixed with the visuals gave a user with aphantasia a new
experience. A unique aspect of augmented reality is the ability to augment the senses, giving users a
superpower. From the feedback, I observed users’ reactions from the transition of the exhibit to the
experience level (see Appendix A and C for the script and sotryboards). With the rotation of the
experience level off, users witnessed what is called a jump cut in film. When leaving the exhibit, the
next level opens up right away, but the scene is mismatched. The jump cut caused disorientation
for some users, requiring them to process the experience longer ( more time needed to settle). The
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intention is to fade from the exhibit to the experience, but that feature is not yet implemented. It
shows how film techniques can carry over and the importance of allowing time for users to settle in
the scene.
Not mentioned in the development chapter but an important concept to keep in mind when
using an AR headset is additive light and its effects on textures. When reviewing the images from
the prototype, it may have been apparent that the objects were to a degree, transparent. Darker
colors increase transparency, in their developer’s section, Magic Leap suggests the use of brighter
colors [39]. To avoid back and forth with the art department, a tool that can control the value of a
hue in the materials and returns the color information of the desired color can help in this process.
Speaking on development, one implantation missing from this process was frequent testing of builds.
The team held what we called “Dev Weekends,” where we were all online working on a specific task,
knowing we could easily reach out to one another. However, we did not set up a time to test each
other’s progress as we focused on our task. My recommendation would be to test as a team sooner,
even as elements are in their infancy stage.

7.1.1

What Works
Having a life-size experience is not a far reached idea. Dr. Grordbort’s Invaders successfully

implemented it and the user feedback on realizing the dimension of the stone immersed them in the
experience shows positive signs. However, one should still be mindful of hero assets placed easily in
view. One user did not like the concept of the podium close to the portal; instead, they preferred
the podium placed directly in front of the portal so they can look straight up instead of over their
shoulders.

7.1.2

What Does Not Work
Fixed scenes should be avoided if the intent for the story to be experienced at home. One

of the biggest challenges, but at the same time, unique features with augmented reality is the
variable of different size homes and arrangements. If the scene is fixed, then the chances of users
not experiencing the story increases. One way to counteract is to ensure a UI is properly implement
to warn users of the size requirements.
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7.1.3

What is Still Needed
As one user pointed out, the discomfort with the device distracted them and they were

unable to see well due to the need for glasses (good to point out Magic Leap has a prescription option).
Devices still have a way to go in terms of comfortably. Also, a wider field of view avoids clipping
and computing power that does not require to be worn on your head or tethered. The emergence
of 5G and cloud computing should help with those last two mentioned. Consumer awareness is still
greatly needed, especially for wearable devices.

7.2

Future implementation
Primary next steps will be to evaluate feedback with the team, deciding if anything needs

to be revisited. Then create plans for the next prototype. The focus will be on the development
side and user interface. The long-term goal is to complete the entire experience and work on a
location-based version in the Naples Bay area. In order to achieve that goal, grants will be sought in
addition to other funding. Since this is based on a historical event and designed to provoke thought
on, seeking a historian and experiential analysis expert will be beneficial. It will allow us to see if
the experience’s goal to provoke emotions is successful and the historical aspects are not crossing
any lines. Future testing will also consist of more quantitative feedback to gauge the success of the
experience.
Another section of the project that will be explored is the geographic information system
(GIS) to potentially place the volcano in the user’s vicinity and use spatial analysis to understand the
environmental impact the eruption would have on the user’s living environment. I am also interested
in understanding the emotional impact this may cause people and the connections they make to it.
The title Window into Vesuvius comes from the 2021 Lift Every Voice conference, focused on social
emotional learning. During breakout rooms, participants shared their personal experiences to a
directed question. Afterward, each participant would share a “Window” (something new to them)
and a “Mirror” (something they could relate to). I theorize augmented reality can significantly
impact social-emotional learning, keeping users in the real world to navigate areas in the field.
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7.3

AR in the Market Place
Before concluding believe it would be beneficial to see the forecast for augmented reality in

the market place. Like others in the paper I am putting my faith that augmented reality will play
a significant role to consumers in the years to come.

Figure 7.1: AR Glasses Unit Sales
Insert from global technology and telecommunication research expert Thomas R on the
growth of augmented reality: “AR technology is being used across numerous industries such as
healthcare, public safety, gas and oil, tourism and marketing. As the technology improves further,
there is no doubt that the use cases of AR will widen and develop as businesses and consumers alike
realize the full potential, with the technology expected to become as prominent as mobile devices are
in today’s market. ” [10].
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Figure 7.2: AR Mobile Revenue
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Figure 7.3: VR and AR Spending 2020

52

Chapter 8

Conclusion
With the growth of augmented reality(AR) in the marketplace, AR narratives will likely
grow. This prototype and the feedback suggest the potential for augmented reality to be a storytelling
medium and the ability to bring a new perspective. From researching in the area, time spent on
the project, and user feedback, the following are suggestions to consider when designing an AR
narrative:
• Know the medium, have a good reason for using AR;
• give user identity, they should feel part of the story, this can be achieved through interactions;
• have substance, provide elements for user to come back and analyze;
• include a backstory, provide context to the user and allow time to settle in the experience;
• giving agency but do not relinquish directing;
• utilize spatial storyboards;
• think Melies, remediate but expand;
• enhance user’s senses;
• include procedural elements to create a unique dynamic experience for users; and
• avoid fixed scenes.
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Narratives in augmented reality need to be taken with bold steps to help push content.
Whether successful or not the process should be shared so others may pick up the mantle. The
hope is that this project helps inspire creators, developers, and engineers to help evolve augmented
reality.
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Appendices
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Appendix A

Script

Sleeping Giant: Letters of Pliny Screenplay
Adapted from english translation of Pliny’s letters and the novel Pompeii by Robert Harris

Intro:
White smoke appears in users space at eye level wrapping around the
appearing title screen, Sleeping Giant, as the music plays in the
back. Letters from Pliny appear under the title screen. The title
screen dissolves away with the smoke.
Placement/Scan:
After the title screen, room scanning process begins. The user is
prompted to place a miniature podium in an open space. Once the
miniature is placed it fades away.
Exhibit:
From the ground a podium emerges stopping about 4ft high. On the
podium lies a map of the Naples Bay with Vesuvius, Herculaneum and
Pompeii labeled, a quill, and journal. Pictures appear hovering above
the podium as the Narrator begins to talk.
Narrator:
In 79 AD, Mt. Vesuvius, a volcano in Southern Italy, erupted,
burying multiple Roman cities like Pompeii and Herculaneum. The
only written account of the event comes from the Roman lawyer
Pliny the Younger’s letters. He recalls his famous scholar
uncle’s, Pliny the Elder, final moments during the eruption as
requested from historian Tacitus.

You will travel back as Pliny to write your letter to Tacitus
and observe Mt. Vesuvius.

The user now has the ability to start the experience by flipping open
the journal to a blank page.Once opened the podium and images fade
away and view darkens.
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Experience Starts
Act 1:
Sky light begins to light the darkened room. The light reveals the
area of a terrace, with columns extruding from the marble floor and
holding up the wooden roof. As the light continues to illuminate a
voice can be heard.

PLINY
Tacitus, thank you for asking me to send you a description of
my uncle’s final moments, as I know immortal fame awaits him if
you record his bravery. So you set me a task I would choose for
myself and therefore willing to execute. Although the memories
of that event shrink from my mind, I will do my best to
remember, so I began.
A letter, placed on top of a wooden podium accompanied by a quill,
appears containing the words just spoken by Pliny. As the letter is
approached, an earthquake occurs. Rumbling in the distance can be
heard, and the screen shakes. The quill stands, hovering over the
letter and begins adding a few more words.
PLINY
Perhaps a hint to what was to come may have been from the
several tremors the days before this unfortunate event;
however, they were overlooked as they are frequent occurrences
in Campania.
The quill comes to a stop and the user is signaled to tap the icon on
the letter to advance the story. After the icon is touched, the page
flips, and more light begins to enter the scene.
Act 2:
The roof extends through a portal where the remaining terrace can be
seen, along with Mt. Vesuvius across the bay. A plinian eruption can
be seen coming from the volcano.
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PLINY
Early afternoon, on the 24th of August my mother drew my
uncle’s attention to a cloud of unusual size and appearance. We
were stationed in Misenum, across the bay from Vesuvius, as my
uncle was admiral of the fleet. Prior to my mother calling out,
my uncle was lying in the sun working on his books; once
alerted he decided to climb up to a terrace where he could get
a better view of the mountain as the cloud rose. The smoke
column rose to great heights in the form of a tall trunk and
then split off into branches. I imagine because it thrust
upwards by the first blast and then left unsupported as the
pressure subsided. Sometimes it looked white, sometimes
blotched and dirty according to the amount of soil and ashes
carried with it. In awe, my uncle ordered a ship to be ready
steadfast for a closer inspection. He was excited as if being
rewarded by nature with a new phenomenon to record.

The peaceful fertile mountain of Vesuvius, as Uncle described,
was awoken placing itself in the category of the furious Mt.
Ethna. Uncle was determined to find what he missed in his
research of natural history, declaring he would look for clues
in his studies while waiting for the ship.
A tall wooden bookshelf appears within the space once the last line
is spoken. Books can be seen on the shelfs including Pliny the
Elder’s encyclopedia Natural History.
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PLINY
What initiated as a scholar expedition, eventually turned into
a rescue mission. Uncle was handed a note from Rectina, wife of
Tascius, pleading to be rescued as their only escape was by
sea. He quickly ordered the warships to be launched, not just
for Rectina but for anyone stranded.
As the eruption continues and the voice-over ends, an icon appears at
the bottom of the letter prompting the user to turn the page.
Act 3:
As the page is turned, the quill begins to write new words. Through
the portal a denser looming cloud over Vesuvius pouring down the rain
of ash and pumice can be seen. The sounds of the eruption continue to
echo around the room. The map indicates the uncle’s position near
Herculaneum. Pliny’s voice can be heard again.
PLINY
Steering the course straight to danger, my uncle was fearless
and determined. He described each new movement and phase of
Vesuvius, ensuring his assistant wrote them exactly as
described. At this moment, ashes were already falling, hotter
and thicker, followed by bits of pumice. Uncle picked one up,
tossing it between his hands, describing it as frothy and
light. Gazing towards the peak, at least where he perceived the
peak to be behind the volumes of smoke, he was astounded by
what Vesuvius was producing.
On the book shelf a pumice stone appears.User is prompted from the
sound queue and has the option to pick up the stone.
PLINY
When the ship approached shallow water, they realized they were
blocked by debris from the mountain. When advised to turn
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around, he refused, shouting, “Fortune awaits the courageous.”
I could hear his voice now as if standing beside me, reliving
the moment together. Although unable to make it to Rectina the
wind was in my uncle’s favor bringing them to shore at Stabia.
However it required them to yield from making a trip back,as
the waves picked up.
The map updates, showing the Uncle’s new location at Stabia.
PLINY
My uncle embraced his terrified friend Pomponianus, who was
waiting on the shore. Trying to calm his friend’s fears my
uncle showed his composer by declaring to be carried off for a
bath. Pomponianus own an estate by the beach, just four miles
from the city Pompeii, and that is where they took shelter as
they waited for the waves to subside.

By that time the rain of ash began to make its way here to
Misenum.
As the ash begins to fall around the user, the quill stops and they
are again prompted to turn the page.
Act 4:
As the page is turned new words appear from the quill, along with ash
continuing to fall around the user. Pumice stones now continue to
fall and one cracks on the podium. Ash can build up on surfaces.
Pliny’s voice can be heard again.
PLINY
Broadsheets of fire and leaping flames blazed at several
points, and the building they were taking shelter in began
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shaking with violent tremors. My uncle, who decided it best to
rest, was awakened to help decide if staying or attempting to
escape back to the ship was best. They chose the latter.
Although there was daylight on my end on theirs, it was utter
darkness. Along with the darkness, pumice stones continue to
fall with the denser blacked stones adding to the mix, strong
enough to knock a man unconscious. Pillows were tied down with
cloth over everyone’s head for protection, and torches were
used as a guiding light to the beach.
Pillow shows up on the bookshelf.
PLINY
Breathing in hot ash, the stench of sulfur, and feeling the
occasional muffled thump of a missile striking their head were
elements my uncle and his companions continued to endure. As
they drew near the sea they heard the waves crashing against
the shore in great recession, proving to be still unsafe to
leave. The wind carried the smell of approaching fires, and
along with it the acid taste of its cinders.
[Pliny stops writing and pauses on the moment, reflecting on
the memory with a heavy heart understanding what will come
next. With a sigh he pushes through.]
Wheezing, my uncle requested water as he laid on a spread cloth
placed for him. Immediately after a loud crackle could be heard
in the distance and a roaring wave of dark smoke, illuminated
by sparks of fire coursing through, was making its way towards
the beach. Terrified, the party decided to take its chances
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with the sea and obliged my uncle to rise. He didn’t hear that
at first as he was fixated on what was approaching and wrote
down every minute detail. He eventually rose with the aid of
two servants but quickly collapsed; suffocated, I imagine, by
dense noxious fumes as he had a weak throat which was often
inflamed. The roaring smoke continued to make its way to the
shore, eventually engulfing it.
In the distance on Vesuvius, the pyroclastic flow can be seen
sweeping down. User is signaled to turn the page.
Act 5:
As a new page appears, the pyroclastic flow that could be seen across
the bay has now made it half-way across the water. Soon the user is
surrounded by black smoke.
Pliny
We, too, were unsafe from the smoke. A family friend had urged
us earlier to leave home, but we insisted on staying until
hearing a word about my uncle. As the thick darkness of smoke
consumed us, spreading through Misenum like a flood you could
hear the shrieks of women, the screams of children, and the
shouts of men; some were calling for their children, others for
their parents, others for their husbands. There was a hopeless
feeling brought about as if everything would be annihilated. A
heavy shower of ash fell upon us, requiring us to stand every
so often to shake off the ash; otherwise, we would be crushed
and buried in the heap.
Scene Fades
Act 6:
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As the smoke clears, the letter can be seen again. Through the portal
the sky is clear and a collapsed Mt. Vesuvius is fully visible
through the portal. The terrace shows damaged assets from the
pyroclastic flow.

Pliny
The sun eventually broke through the darkness encompassing us,
bringing back hope. Two days after my uncle was last seen, his
body was recovered, intact and uninjured. He was still fully
clothed, looking more asleep than dead. Here is where I will
end, except to add that I have faithfully relayed to you in
detail every incident I witnessed firsthand or heard about
immediately after the event. Take from it what’s most
important, for a letter to a friend is one thing, to the public
another. Farewell.
Assets dissolve.
Credits:
As the credits roll, a human ash-covered cast of a man appears. Could
it be of Pliny the Elder?
Assets dissolve.
Exhibit:
Once the experience is complete the user has the option to jump to a
particular chapter, hear more about Pliny and the eruption, read an
english translation of Pliny’s letters to Tacitus, or observe the
different phases of the volcanic eruption. The bookshelf is also
there with all the assets.
Narrator:
Pliny the Younger’s account of the eruption was so crucial that
the eruption style that occurred that year is now referred to
as a Plinian eruption.
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Appendix B

Design Continued

From Parasite. by Mira Grant., copyright c 2013.
Reprinted by permission of Orbit., an imprint of Hachette Book Group, Inc.
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From Parasite. by Mira Grant., copyright c 2013.
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Reprinted by permission of Orbit., an imprint of Hachette Book Group, Inc.

William Turner Water Color Images [69]

Villa of Diomedes, reconstruction of peristyle and terrace [7]
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Appendix C

Storyboards
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Appendix D

Storyboard Template
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Appendix E

Music Vision Doc

Music Vision Document
Music and Sound Design have a prominent role in the experience.
They should complement one another, like a tango, and time based on the narration of Pliny.

Instruments used should relate to instruments found at the archeological city of
Pompeii or known to be used in Roman civilization during the time period. Those
instruments include Kithara, bone flutes, bronze horns, shell trumpets, skin drums,
finger cymbals, and organs with piston pumps.
Music should follow along with the story arc. Starts upbeat, relaxing from the title
sequence, transitions to mystery with dramatic tones throughout, and as the danger of
the eruption grows the music turns ominous as well as somber. No music will be used
for UI.
Sound design will consist of ambient noise of coastal life and will play throughout the
experience. Indicator sounds for turning the page and when items show up on the
bookshelf. It will also include things like:
●
●
●
●
●
●
●
●

Birds chirping and ocean waves
Ash and pumice raining down
Eruptions - different levels of eruptions
Pyroclastic flow
Thunder and lightning
Wind, whooshing wind, heavy tunnel wind
Fire crackling, cinders
Building pieces falling

Timing
Music and sound design will need to have loopable elements near the end of the scene
since the player has control over when they transition to the next level.
Approximate total minutes of music needed: 13 minutes
Pieces of music and their time:
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●
●
●
●
●
●
●
●

SC 1: Title screen ~ 20 seconds (fixed time)
SC 3 & 11: Soothing loopable music for exhibit ~1 minute
SC 4: Opening of experience ~ 2 & half minutes
SC5 & 6: Introduction to the portal with eruption ~ 4 minutes
SC 7: Eruption danger grows, uncle is killed by pyroclastic flow ~ 3 minutes
SC 8: User is surrounded by ominous dark smoke ~ 1 minutes
SC 9: Smoke clears and Pliny reveals uncles death ~ 1 minute
SC 10: Credits, ash covered cast appears ~ 15 seconds (fixed time)

File Format
● .wav file
● ` Up to 8 channels
● 16-bit and 24-bit, PCM-format supported

Story
Pliny the Younger is set on a task to write a letter to Tacitus about the last moments of his uncle
Pliny the Elder and the eruption of Mt. Vesuvius. The experience consists of 11 scenes
including the title sequence and room scanning.

78

79

Appendix F

User Feedback

This section reveals the results from the preliminary user feedback. It is key to note the absence of
effects in the prototype.
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