Abstract. We p r o ve a full large deviations principle, in the scale N 2 , for the empirical measure of the eigenvalues of an N N (non selfadjoint) matrix composed of i.i.d. zero mean random variables with variance N ;1 . The (good) rate function which g o verns this rate function possesses as unique minimizer the circular law, providing an alternative proof of convergence to the latter. The techniques are related to recent w ork by Ben Arous and Guionnet, who treat the self-adjoint case. A crucial role is played by precise determinant computations due to Edelman and to Lehmann and Sommers.
Introduction
Let X N = fX N ij g be an N N matrix whose entries are independent centered normal random variables of variance N ;1 . W e denote the (complex) eigenvalues of X N by Z i i = 1 N , and form the empirical measurê
The law o f N is denoted by Q N . The celebrated circular law (c.f., e.g., Edelman A. (1997) , Girko V . L . (1984) , Mehta M.L. (1991) ) states that^ N converges in distribution to the uniform law U on the disc D = fZ : jZj 1g. Our goal in this paper is to study the corresponding large deviations. We f o l l o w a similar study which was carried out in Ben Arous G., Guionnet A. (1997) for the case of selfadjoint matrices. In that case, the large deviations uctuation have speed N ;2 and a rate function related to Voiculescu's non commutative e n tropy. The work of the second author was partially supported by a US-Israel BSF grant, and by grant NCR 94-22513.
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Our main result is an analogous theorem in the non self-adjoint case. Let (Compare with Theorem 1.1 in Ben Arous G., Guionnet A. (1997) ). Technically, the main di erence between Theorem 1.1 and Ben Arous G., Guionnet A. (1997) is the lack of ordering in C , which p r e v ents us from using, in the proof of the lower bound, the approximation procedure presented in Ben Arous G., Guionnet A. (1997) . Instead, we present an appropriate smoothing procedure (c.f., Lemma 2.2).
Our results extend naturally to allow for perturbations of the spectral measure^ N , c.f. the remark at the end of Section 2. However, unlike in the self-adjoint or unitary cases, there does not appear to be a \natural" class of Gaussian ensembles tting these extensions. As in the self-adjoint c a s e , the non-Gaussian situation remains largely open.
After this work was completed, we learnt o f r e c e n t w ork of Hiai F., Petz D. (1998) , where similar questions for matrices with Gaussian complex entries are treated. ( 2.2)
The conclusion K = 3 =8 follows from (2.2) and the fact that
The proof that the level sets of I( ) are compact follows the proof of 3) in property 2.1 of Ben Arous G., Guionnet A. (1997) . Indeed, the closeness of the level sets and the boundedness below o f I( ) follow b y truncating the integrands in the de nition of ( ) and using monotone convergence. The compactness of the level set then follows by noting that, for any r > r 0 with r 0 large enough (such that ; log( ) 2r 2 ; log(2r 2 ) f o r a n y 2r 2 ), and with B r denoting the centered disc of radius r in the complex plane, ( (B c r )) 2 = (jXj 2 r jY j 2 r) = (jXj 2 + jY j 2 ; log(jXj 2 + jY j 2 ) 2r 2 ; log(2r 2 )) 1 2r 2 ; log(2r 2 ) ZZ (jxj 2 + jyj 2 ; log(jxj 2 + jyj 2 )) (dx) (dy) 1 2r 2 ;log(2r 2 ) ZZ (jxj 2 +jyj 2 ;log(jx ; yj 2 )+log( jx;yj 2 jxj 2 +jyj 2 ) (dx) (dy) 2I( ) + 1 r 2 ; log(2r 2 )=2 :
This immediately implies the compactness of the level set, for f : I( ) Lg \ n dr 0 e f : (B c n ) s 2L + 1 n 2 ; log(2n 2 )=2 g : That I( ) is convex is proved exactly as the proof of 4) in property 2.1 of Ben Arous G., Guionnet A. (1997) . Since we do not need this property, we do not reproduce the proof. Thus one needs only show that I 0. This follows from the lower bound below (Lemma 2.5), since K = 3 =8 = K 1 where K 1 is de ned in (2.7). Proof. The rst assertion is obvious, for if (Z n " ) denote independent r a ndom variables distributed according to " , then Z " = Z+n " is distributed according to " .
Turning to the proof of (2.3), note that by the lower semicontinuity o f I( ) a n d t h e c o n vergence of the second moment o f n " , it su ces to prove where (Z Z 0 ) are independent copies of Z (n " n 0 " ) are independent copies of n " , andñ " = p 2n " . (Note that we h a ve used here the fact that possesses no atoms). Thus, the lemma follows from (2.5) as soon as we s h o w t h a t Fix > 0 (eventually, w e take ! 1 p NC i 6 = j (such a sequence always exists due to our construction of `) .
Finally, for k P L =1 `, de ne i k = max n`0 :
L e t K := f P L =1 `+ 1 : : : N = 2g, and let fZ k g k2K be K = N 2 ; P L =1 ` ( + 0 and, using the inequality log jx ; yj j log jxj j + j log jyj j + 2 , Z C Z C log jx ; yj R (dx) R (dy) 2(1 + Z C log jxj R (dx)):
Hence, substituting in (2.15), with C 1 denoting again a constant independent of R, 2(I( ) ; I(^ )) ( Z C jxj 2 R (dx) ; 1 2 ) ; 2 (1 ; )( Z C log(3jxj) R (dx) + C(1 + log R)) ; C 1 2 (1 + Z C log jxj R (dx)): Since log R < R for R large enough and lim R!1 = 0 but > 0 for all R, one concludes that for some R large enough, I( ) > I (^ ), leading to a contradiction.
Knowing that the minimizing is of compact support, we can now apply the potential theoretic arguments from Hille E. (1962) . In fact, one follows verbatim the proof of Theorem 2.3b in Mhaskar H.N., Sa E.B. (1985) . Remark 2.6. An inspection of the proof reveals that a similar large deviations statement w ould be available either when other ensembles are considered such that a statement similar to Lemma 2.3 holds (possibly with di erent function replacing jxj 2 ) or when exponential weighting depending on the empirical measure of the eigenvalues is added. In the self-adjoint o r in the unitary cases, this corresponds to well known families, we d o n o t h a ve however a concrete application in mind in the complex case and therefore have not pursued this direction here. We refer to Hiai F., Petz D. (1997a) , Hiai F., D. Petz (1997b) for several large deviations statements for certain ensembles of matrices.
