L ONG-TERM earnings are a consequential source of socioeconomic well-being and life chances in contemporary societies . Long-term earnings are associated with a range of outcomes, including savings and investment behaviors, wealth accumulation, retirement income, Social Security benefit levels, social class identity, feelings of self-worth, health, life expectancy, overall life satisfaction, and marital stability (Hout 2008; Kawachi et al. 1997; Rainwater 1974; Stronks et al. 1997; Tamborini, Iams, and Reznik 2012; Western et al. 2012 ). Long-term earnings also affect intergenerational processes, such as the degree to which parents bequeath wealth to their offspring (Becker and Tomes 1979; Mazumder 2005) . Understanding long-term earnings inequality is thus consistent with Weber's emphasis on the importance of "life chances" (Weber [1922 (Weber [ ] 1978 .
Despite being critically important for a variety of socioeconomic outcomes, long-term earnings have not been extensively studied in prior studies. The main factor hindering empirical research is the scarcity of longitudinal data for a broad portion of the labor market. Consequently, sociological studies often use various cross-sectional indicators on the presumption that they shed light on an individual's long-term socioeconomic circumstances.
In sociology, occupation is often considered to be the best proxy of an individual's social class (Erikson, Goldthorpe, and Portocarero 1979; Weeden and Grusky 2005 ) as well as his or her long-term or lifetime "permanent" income (Featherman and Hauser 1978; Hauser and Warren 1997; Hauser 2010) . Occupation is assumed to correlate more highly with lifetime earnings than do short-term earnings and to suffer less from measurement error (Hauser and Warren 1997) . Asserting that occupational mobility is superior to earnings mobility in studying intergenerational socioeconomic association (e.g., Torche 2015) , sociologists tend to use occupational status to study both cross-sectional stratification and intergenerational stratification processes. However, despite its theoretical importance for a wide range of sociological studies, the widespread assumption that occupation is the best proxy for long-term earnings has surprisingly been subjected to very little empirical validation.
This study seeks to provide robust statistical evidence about the empirical associations of various socioeconomic indicators with long-term earnings. Using restricted-use data that links workers from the Survey of Income and Program Participation (SIPP) to their longitudinal tax records, we provide new evidence on the relationships between key cross-sectional socioeconomic variables and an individual's cumulative earnings over a 20-year window. A range of cross-sectional indicators are considered, including occupation; annual earnings; three-year cumulative earnings; the Erikson, Goldthorpe, and Portocarero (EGP) class scheme; Weeden-Grusky microclass; educational attainment; and field of study.
To be clear, our objective is not to engage in a mindless "sociological horse race" (Grusky 2001:29) but to explore empirical evidence about which set of covariates provides the most empirically justified predictors of long-term earnings. Our analysis thereby ascertains whether different proxies are complementing each other by measuring different sources of long-term earnings or whether the proxies are substituting for one another. Establishing the relative strength of cross-sectional indicators with an individual's cumulative earnings is ultimately important for understanding the determinants of long-term socioeconomic well-being, the mechanisms shaping intra-generational earnings trajectories, and the validity of measures used to estimate intergenerational mobility.
Theories on the Association between Variables Observed in Cross Section and Long-Term Earnings
The assumption that cross-sectional variables can be used to describe an individual's long-term socioeconomic circumstance has been articulated most explicitly in the sociological literature. Perspectives on which cross-sectional proxy variables best predict long-term earnings may be classified into three broad approaches. The first is using occupational classifications (which are sometimes supplemented with employment relations). Another approach is focusing on short-term earnings, which has been popular among both sociologists and economists. A third implicit proxy for long-term earnings is education. These three approaches are certainly not mutually exclusive, and each may be associated with long-term earnings. To some extent, the latter may be better indicated by using occupation, short-term earnings, and education altogether if they complement each other in predicting long-term earnings.
Occupation-Based Approaches to Indicate Long-Term Earnings
One important strand of research suggests that occupation is a reliable and valid (albeit ordinal) measure of long-term earnings and, more generally, life chances (Blau and Duncan 1967; Hauser and Warren 1997; Hout and DiPrete 2006; Wilkinson 1966) . Most sociological studies of intergenerational mobility have relied on occupational information (in some cases, combined with measures of employment relations and authority) as their foundation (Breen and Jonsson 2005; Featherman and Hauser 1978) . As stated by a prominent figure in the study of intergenerational occupational mobility, "...there is a 'permanent' level of occupational status around which there are temporary fluctuations" (Hauser 2010:6) . Thus, "one might regard occupational socioeconomic status as roughly equivalent to permanent income in studies of intergenerational mobility" (Hauser 2010:7) . In this way, Hauser (2010) conceptualizes occupation as a useful proxy of lifetime or long-term earnings. Accordingly, many sociologists have asserted that an individual's occupational status is a better indicator of long-term earnings than is current income (e.g., Hauser and Warren 1997; Torche 2015; Wright 2005) .
There are a variety of ways in which occupation has been used to indicate longterm socioeconomic standing. One approach is to rely on the occupational codes constructed by the U.S. Census Bureau. Studies in this strand of research classify an individual's occupation with varying levels of detail using one-digit, two-digit, or three-digit occupational codes. Another approach is to employ occupation to develop class-based schemes. A well-known example in this regard is the Weberian class classification developed by Erikson et al. (1979) . The latter creates a typology of job categories differentiated by one's generic relationship to the market and type of employment contract (referred to hereafter as EGP). Although the EGP class scheme was not developed specifically to proxy long-term earnings, the typology has more recently been described as providing a good indicator of long-term earnings (Breen 2005; Erikson and Goldthorpe 1992; Goldthorpe 2012) . 1 Drawing from occupation-based measures, another group of scholars propose a related approach that is based on a neo-Durkheimian "microclass" conceptualization (Jonsson et al. 2009; Weeden and Grusky 2005; Weeden et al. 2007 ). One of the rationales for this microclass scheme is that the aggregate macroclass approach has never been popular outside academia and has "fail[ed] the realist test" (Grusky 2005:51) . According to the microclass scheme, three-digit occupations are collapsed into 126 categories representing discrete groupings in the labor market. These in turn are presumed to indicate an individual's long-term socioeconomic standing (Weeden and Grusky 2005) .
Education-Based Approaches to Indicate Long-Term Earnings
An alternative to using occupation-based approaches is to focus on education as an enduring resource affecting long-term earnings Tamborini et al. 2015) . Although the importance of education has been well appreciated in occupational-based approaches (e.g., Ishida, Muller, and Ridge 1995) , it has traditionally been seen more as the major mediating factor in determining occupation rather than the direct source of long-term socioeconomic standing per se. For this reason, only a few sociologists have explored education as a central resource directly affecting long-term earnings because the most important proximate determinant of the latter has been presumed to be occupation.
However, a recent study documents how earnings accumulate over an individual's life by educational attainment and result in large gaps in lifetime earnings across educational groups . In describing demographic trends during the twentieth century, Fischer and Hout (2006:247) concurringly state that "the division between the less-and more-educated grew and emerged as a powerful determinant of life chances and lifestyles." Some related studies in labor market sociology have also investigated the direct effects of education on earnings and have characterized these effects as deriving from factors other than occupation per se (e.g., human capital, enhanced skill development, improved trainability, cumulative advantage, and greater bargaining power of highly educated workers). However, these labor market studies investigate data on cross-sectional earnings rather than long-term earnings (DiPrete and Eirich 2006; Hout 2012; Sakamoto and Kim 2014; Sakamoto and Wang 2017; Tomaskovic-Devey, Thomas, and Johnson 2005) .
In economics, educational attainment is also a critical variable in human capital models. From the point of view of human capital models, education reflects an individual's actual and potential productive skills, which in turn are thought to determine long-term earnings (Becker and Tomes 1979) . Long-term earnings are particularly important because the returns to human capital investment occur later in time. Modest incomes in a cross section may sometimes be attributed to a high level of human capital investment (e.g., graduate school or on-the-job training, such as an internship) that often result in high earnings later in the work career.
Another aspect of education that is important to long-term earnings is the growing significance of its horizontal dimensions (Gerber and Cheung 2008; Sakamoto and Wang 2017) . For example, recent research reveals strong effects of field of study in differentiating the long-term earnings of the college educated Ma and Savas 2014) . Perhaps not surprisingly, undergraduate degrees in science, technology, engineering, and math (STEM); business; and health science have notably above-average long-term earnings. At the graduate level, persons with degrees in STEM, business, medicine, dentistry, and law have very high long-term earnings. Kim et al. (2015) even suggest that "horizontal stratification in education across field of study may now be more consequential for long-term rewards in the labor market than vertical stratification."
Current (or Short-Term) Earnings as a Proxy for Long-Term Earnings
Another approach is to use cross-sectional or short-term earnings to proxy long-term earnings. A recent study utilizing longitudinal administrative tax information finds that the relative rank of annual earnings is fairly stable between the ages of 30 and 60 (Chetty et al. 2014 ). This finding, however, does not necessarily mean that crosssectional annual earnings is the best proxy of long-term earnings. The permanent income hypothesis proposed by Friedman (1957) stated that consumption decisions are made based on long-term income so that current income is a poor determinant of the current consumption patterns (e.g., Bernanke 1984; DeJuan, Seater, and Wirjanto 2006; Flavin 1981) . In economics, permanent income refers to the expected longterm average income. From the perspective of the permanent income hypothesis, short-term current income at any one point in an individual's career is subject to yearly fluctuations as well as measurement error, so it is a poor proxy of their long-term income.
For example, an accountant aged 25 may earn less than an accountant aged 45 in a given year, but their long-term incomes might be similar. In this case, occupation might be a better proxy than annual income. Yet, an alternative scenario is also plausible. For example, a non-tenure-track sociology professor in a regional university will earn substantially less than a tenured full professor of sociology in an elite university in a given year. The discrepancy in annual earnings between these two professors may reflect their gap in long-term earnings quite well in contrast to occupation, which is the same in this case.
A related issue is the extent to which time spent out of the labor force influences long-term earnings (Brenner 2010; Cooper 2013; Davis et al. 2011; Sakamoto, Tamborini, and Kim 2018) . Researchers usually drop respondents with nonpositive earnings in a cross-sectional data set from their analyses. In the case of occupation, workers who are out of the labor force or who are unemployed are typically assigned the occupation of their last job, which is potentially misleading in regard to their income. The relative predictive power between occupation and short-term earnings depends in part on which variable reflects the likelihood of extended period of unemployment better.
Earnings are also used to measure the intergenerational income elasticity. The standard economics model of intergenerational mobility is a regression with the individual's earnings as the dependent variable and parental earnings as the independent variable (e.g., Becker and Tomes 1979; Black and Devereux 2011; Solon 1999) . The regression coefficient for parental long-term earnings (sometimes referred to as the intergenerational elasticity [IGE] ) is interpreted as a measure of intergenerational mobility, with a larger value indicating greater inheritance (Solon 1999) . 2 Because long-term earnings are not available in most survey data, economists and a growing number of sociologists use annual earnings for intergenerational mobility.
Previous Empirical Studies on a Proxy for Long-Term Earnings
A small handful of studies directly assess the relationship between different proxy variables and long-term earnings. Brady et al. (2017) , to our knowledge, is the only sociological study that has addressed the predictive powers of the various proxy variables on long-term income. Although Brady and his colleagues focused on explaining long-term post-tax and post-transfer household income (rather than individual earnings), their findings are informative. Using the U.S. Panel Study of Income Dynamics (PSID) and the German Socio-Economic Panel (SOEP), they compared the R-squared in a model using cross-sectional reports of occupation with that using one year of household income. They find that one year of household income predicts long-term household income better than cross-sectional occupation even at the three-digit level.
Two economic studies, Goldberger (1989) and Zimmerman (1992) , are frequently cited to justify the superiority of occupation (e.g., Hauser and Warren 1997; Torche 2015) . Goldberger (1989) suggested that occupation may be a better measure of lifetime earnings than one-year annual earnings. However, his conclusion is based on a simulation rather than actual observational data. Analyzing the National Longitudinal Survey, Zimmerman (1992) argued that the occupation-based Duncan socioeconomic index provides more a accurate measure of long-term earnings than short-term (average) earnings or wages. Zimmerman's (1992) conclusion, however, was inferred from the finding that the intergenerational association using the Duncan index varies less across respondents' ages than the association using short-term (average) earnings. His study did not compare the predictive power between occupation and earnings in accounting for long-term earnings explicitly.
Another strand of research, mostly in economics, has examined the association between current earnings and long-term earnings without comparing it with occupation. Using longitudinal Social Security earnings matched to the SIPP, Mazumder (2001) reported that even a five-year average of earnings is a poor measure for mean lifetime earnings, which leads to an estimate of the intergenerational earnings elasticity that is biased down by 30 percent. However, not all short-term earnings are poor proxies of long-term earnings. The association between current earnings and lifetime earnings varies by age (i.e., lifecycle bias). Haider and Solon (2006) measured the association between current and lifetime earnings across age using the Health and Retirement Study (HRS) male participants' linked Social Security earnings. They found that the association is fairly strong and unbiased if the earnings used are in the early thirties and mid-forties. Using Swedish and German administrative data, respectively, Böhlmark and Lindquist (2006) and Brenner (2010) replicated Haider and Solon's study. One of the implications of these findings is that the intergenerational earnings elasticity is sensitive to the age profile of the sample.
These previous studies on proxies for long-term earnings constitute a fairly small literature, which is insufficient given the critical importance of long-term earnings. To our knowledge, there is no prior study (in either sociology or economics) that explicitly compares the predictive power of various proxy variables on long-term earnings. We seek to shed light on this issue by providing evidence about how a critical aspect of life chances is associated with key cross-sectional indicators of socioeconomic characteristics.
Research Methods

Data
We use data from the 1990 SIPP (Wave 2) matched to the Detailed Earnings Record (DER) file at the Social Security Administration (SSA). The SIPP data provide demographic, labor market, and socioeconomic characteristics of a nationally representative sample at the time of the survey. Wave 2 provides detailed information on respondents' educational histories. The DER file matched to the SIPP is used to measure respondents' annual earnings based on their W-2 tax records from 1990 to 2009. We henceforth refer to this matched longitudinal data set as the SIPP-DER. More detailed descriptions of SSA administrative records and survey matches may be found elsewhere (see McNabb et al. 2009; Tamborini and Iams 2011) .
The SIPP-DER data have several advantages for the current study. A key asset is that we can observe substantially more years of earnings for the same individual compared to the SIPP panel alone by using the linked administrative tax records. The linked earnings records also contain less measurement error than self-reported or imputed earnings in surveys (Kim and Tamborini 2014) . Furthermore, after being linked to the SIPP, there is no sample attrition in tracking respondents' earnings for 20 years. In addition, the annual earnings from the SIPP-DER are not "top-coded." Those who work in a volatile labor market may have very high earnings for a few years (e.g., as the CEO of a successful start-up company) but could have very low earnings a few years later (e.g., if the company fails).
Approximately 90 percent of SIPP respondents were successfully linked to the administrative data. Even though this is a high match rate, our analyses nonetheless use a SIPP weight that adjusts for nonmatched respondents to maintain the national representation of the sample. Our analysis sample consists of native-born persons born between 1945 and 1965 whose age is between 25 and 45 in 1990, the year of survey. We limit our sample to those who reported positive earnings and occupations in the 1990 SIPP panel (Wave 2). Respondents who subsequently died over the observational period (1990 to 2009) were removed from the sample using death records contained in the administrative data (i.e., the "Numident" file). We also excluded a small number of respondents who ever received a Social Security disability benefit up to the year of the survey using linked benefit records from the SSA (i.e., Master Beneficiary Record). Individuals who never had a W-2 form submitted for them during the observation period would be excluded from the target population. The final sample sizes for our analyses are 6,066 men and 5,543 women.
Dependent Variables
The dependent variable is long-term earnings, defined as 20-year cumulative earnings. More specifically, long-term earnings refers to the sum of an individual's total taxable earnings accumulated over 20 years from all formal employment (adjusted for inflation, consumer price index for all urban consumers) as recorded by the Internal Revenue Service (IRS) for the period of 1990 to 2009. For the youngest respondents in our sample (born in 1965), the 20-year measure accounts for total earnings from age 25 to age 44. For the oldest respondents in our sample (born in 1945), it reflects total earnings from age 45 to age 64. At the median (age 35), 20-year earnings cover prime working ages from 35 to 54.
Explanatory (Proxy) Variables
We assess the predictive power of the following 10 variables on 20-year long-term earnings:
Level of education. Educational attainment is measured using four dichotomous variables: (1) less than high school, (2) some college, (3) bachelor's degree, and (4) graduate education (with high school graduates as the reference group).
Level of education and field of study (EducFoS). We disaggregate educational attainment further by college major of highest degree using the SIPP's education module (Wave 2). Eight dichotomous variables are introduced: (1) less than high school, (2) some college, (3) BA in STEM majors, (4) BA in law or business majors, (5) BA in other majors, (6) graduate degree in STEM, (7) graduate degree in law or business majors, and (8) graduate degree in other majors. High school graduates serve as the reference group.
One-digit occupation. Using the occupation recorded in Wave 2 of the SIPP, we construct six broad occupational categories (using five dichotomous variables):
(1) managerial and professional specialty; (2) technical, sales, and administrative support; (3) service; (4) farming, forestry, and fishing; (5) precision production, craft, and repair; and (6) operators, fabricators, and laborers.
Three-digit occupation. We construct a detailed three-digit occupation measure based on 1990 Standard Occupational Classification (SOC) codes. Note that the observed number of detailed occupations in the 1990 SIPP differs between men (406) and women (309).
Occupational education. We construct a continuous variable that quantifies the percentage of people in the respondent's three-digit occupational category who had completed one or more years of college. For this variable, we used the "edscor90" score constructed in the Integrated Public Use Microdata Series (Ruggles et al. 2015) . 3 EGP classes. Following Morgan and Cha (2007) , we created 10 EGP classes (using nine dummy variables): (1) Class I includes higher-grade professionals, administrators, and officials; managers in large industrial establishments; and large proprietors. (2) Class II includes lower-grade professionals, administrators, and officials; higher-grade technicians; managers in small industrial establishments; and supervisors of nonmanual employees. (3) Class IIIa includes routine nonmanual employees of a higher-grade (administration and commerce). (4) Class IIIb includes routine nonmanual employees of a lower-grade (sales and service). (5) Class IVa and IVb include small proprietors, artisans, et cetera with employees and small proprietors, artisans, et cetera without employees. (6) Class IVc includes farmers, smallholders, and other self-employed workers in primary production. (7) Class V includes lower-grade technicians and supervisors of manual workers. (8) Class VI includes skilled manual workers. (9) Class VIIa includes semi-and unskilled manual workers (not in agriculture). (10) Class VIIb includes agricultural and other workers in primary production.
Weeden-Grusky (WG) microclass. Following the codes of Weeden and Grusky (2012), we created their "microclass" typology. 4 WG microclass requires the expansion of the number of observations to allocate the 1990 occupation categories to the 1970 occupation categories proportionally. For this reason, the sample sizes for the analyses with the WG micro-class are larger than the original sample sizes. Because of the difference in the reported number of occupations between men and women, the total number of dichotomous variables is 124 for men and 121 for women.
One-year (1990) W-2 earnings. This is a continuous variable indicating an individual's total earnings reported to the IRS in 1990. All income variables are log-transformed and adjusted for inflation.
Three-year (1990 to 1992) W-2 earnings. This continuous variable is the sum of earnings across three years from 1990 to 1992 as reported to the IRS.
One-year (1990) annualized SIPP earnings. The SIPP respondents report their monthly earnings every four months. We combined 12 months of earnings from January 1990 to December 1990 to create self-reported SIPP earnings.
In addition to these covariates, we control for demographic variables in some models. The demographic variables include age, age squared, race and/or ethnicity (three dichotomous variables), number of children (by 1990), ever divorced (by 1990), born in the South, self-employed (in 1990), and region (nine census regions). The total number of demographic variables is 18.
Analytical Strategy
To explore the predictive power of the aforementioned variables on the 20-year long-term earnings, we estimate ordinary least squares (OLS) regression models and compare four fit statistics: R-squared (R 2 ), adjusted R-squared (adjusted R 2 ), the Akaike information criterion (AIC), and the Bayesian information criterion (BIC). R 2 quantifies the proportion of the variance of the dependent variable (y) explained by independent variables (or 1 minus the proportion of the residual variance compared to the total variation of y) as shown in Equation (1). The model that has the highest R 2 can be said to be the best model in predicting y. A wellknown problem of R 2 , however, is that it will never decrease when another variable is added to a regression equation. Consequently, some analyses may add many explanatory variables to acquire a high R 2 but at the expense of including covariates that are substantively dubious (Xie 1999) .
To address this concern, several different approaches have been suggested. One of them is adjusted R 2 , which penalizes the additional explanatory variables as follows:
in which k is a number of the explanatory variables. Whether adjusted R 2 rises or falls depends on whether the improvement of R 2 as a result of additional explanatory variables is associated with a change in t-value larger than 1 (Greene 2003:34-35) . Although adjusted R 2 is usually preferred to R 2 for assessing the fit of forecasting models, it has been criticized as not penalizing the loss of degrees of freedom heavily enough (Greene 2003:159-160) . Adjusted R 2 has the least amount of adjustment for extra explanatory variables compared to other fit statistics (Kennedy 1998:103) . Nonetheless, adjusted R 2 can be used to evaluate two models with two different sets of explanatory variables and/or across models with varying sample sizes (Wooldridge 2016:183) . Generally, a model with a higher adjusted R 2 is preferred to a model with a lower one. Two other measures of goodness of fit that we use include the AIC and BIC. For both of these measures, the smaller the value, the better the model fits the data. As shown in Equations (3) and (4), both the AIC and BIC improve as R 2 becomes larger. In contrast to R 2 , however, the values of the AIC and BIC increase as the sample size increases. Thus, the BIC or AIC for two models with different sample sizes cannot be directly compared. This latter feature is not a significant problem in our analysis because the bulk of our models are estimated using the same sample. When sample sizes differ, we compare the predictive power of different proxy variables using adjusted R 2 .
Mathematically, the AIC and BIC differ only by the extent to which the number of explanatory variables (k) is penalized. For the AIC, the measure increases by 2k. For the BIC, the measure increases by kln(n). Despite their mathematical similarities, the underlining theoretical assumptions between the AIC and BIC differ substantially. The BIC assumes that the true model exists among the candidates that are tested, and that the true model's dimension (k) remains fixed regardless of the sample size. The penalty associated with a larger sample size implies that the BIC guarantees the selection of the true model as the sample size grows infinitely (Vrieze 2012) . This is known as the consistency property of the BIC. A problem with this property is that when the assumptions are not met, the BIC is not efficient (Burnham and Anderson 2004; Vrieze 2012) . In other words, if the number of parameters in the true model increases with a larger sample size or if the true model does not exist among the candidates, then the model selected with a smaller BIC score is not necessarily the best model.
The WG microclass perspective postulates that a particular set of gemeinschaft groupings are organized in terms of certain related occupations, which are also said to be proxies for life chances. According to this view, the BIC should be preferred to the AIC. The model of the WG microclass is expected to yield a smaller BIC than other models. Indeed, Weeden and Grusky (2005:162) used BIC statistics in evaluating their models, stating that the BIC assesses whether "the wanton expenditure of degrees of freedom is warranted."
Unlike the BIC, the AIC does not assume that there is the true model among the candidates that are being considered. Independent of the true model, the AIC chooses whichever model minimizes the mean squared error of prediction (Vrieze 2012) . Whether or not the true model exists among the candidate models, the AIC finds the optimal specification (Yang 2005) . In sum, the AIC is preferred for the prediction of the outcome variables, whereas the BIC is preferred in finding the true model if it is believed to exist among the considered specifications (Vrieze 2012) .
In our study, we do not make any a priori assumption that one proxy variable or any combination of proxies is definitely superior to others. Our aim is not to find the true proxy variable. Instead, we simply seek to ascertain the best fitting model. Given the efficiency of the AIC in finding the optimal model, we mainly rely on the AIC in comparing models. 5 One issue, however, is that the AIC can perform poorly when there are so many parameters relative to the sample size (Burnham and Anderson 2002:66) . To address this problem, an additional bias-correction term may be added in the AIC that is derived from a second-order variant of the AIC. This second-order variant is called AICc and is shown in Equation (5).
Note that the difference between the AIC and AICc is negligible when the sample size is large. However, if the ratio of the sample size (n) to the number of parameters (k) is small (less than 40), AICc is strongly recommended (Burnham and Anderson 2002; Vrieze 2012) . In this study, we therefore rely on AICc as our primary model selection criteria. When appropriate, we also consider other goodness-of-fit statistics in our discussion.
Empirical Results
OLS Regression Models for Men
The descriptive statistics for our sample are presented in Table 1. Table 2 reports the OLS regressions on 20-year long-term (logged) earnings for men. For each model, we report the degrees of freedom, R-squared, adjusted R-squared, the AICc, and the BIC. The first model uses educational levels as the only independent covariate (i.e., 4 dichotomous variables). This model has an R-squared of 0.1884, an AICc statistic of 14,692, and a BIC statistic of 14,725. The second model also uses educational levels but introduces the major area of field of study at the tertiary level (i.e., STEM, law and business, or other). This "EducFoS" model uses eight degrees of freedom for the model. The EducFoS model has an AICc statistic of 14,582. Because the AIC statistic is clearly lower in the EducFoS model compared to the model using traditional educational level (i.e., 14,692 versus 14,582), the model incorporating the field of study is statistically preferable in terms of predicting long-term earnings. Other fitness statistics lead to that same conclusion. We therefore use educational levels differentiated by field of study as our measure of educational attainment.
The additional results are shown under panel I. "One Proxy Variable" in Table  2 refer to specifications using other variables of interest, including occupational variables (one digit or three digit), the EGP class typology, mean years of schooling in the detailed occupation schema (i.e., "Occupational Education"), and short-term earnings from the linked W-2 data (one year [1990] and three years [1990 to 1992] ).
Results show that the EducFoS model outperforms all of the occupation-based models. In each occupation-based model, the AICc is higher than the EducFoS model. The lowest AICc score among the occupation models is the three-digit measure (14,625), which is still 33 points higher than in the EducFoS model. Some readers may consider this 33-point gap relatively small compared to the total AICc. Recall, however, that the absolute size of the AICc statistic does not convey any substantive meaning. We compute the likelihood that the EducFoS model fits better than the three-digit occupation model by using the Akaike weights (Burnham and Anderson 2002:74-81) . 6 Among the education-and class-based one-proxy-variable models, the chance that the three-digit occupation model is a better fit than the EducFoS model is extremely low. The R-squared of 0.3045 for the three-digit occupation model is large, but that high value in part derives from the much greater expenditure of degrees of freedom (i.e., 405, as shown in Table 2 ). These findings imply that the three-digit occupational model is "over-fitting" in the sense of adding an excessive number of independent variables (Raffalovich et al. 2008) . The BIC statistic reinforces that conclusion.
The specifications using cross-sectional earnings provide additional insights. The model using one year of administrative earnings (i.e., earnings in 1990 as recorded in the W-2 tax form) has an AICc statistic of 12,497. This value is notably lower than any of the AICc statistics mentioned above, including for the EducFoS model. Thus, just one year of earnings predicts an individual's subsequent 20-year earnings better than do education or class variables. The model using three years of administrative earnings (1990 to 1992) predicts more than half of the variation in a person's long-term earnings (i.e., the R-squared is 0.582) and yields an even greater relative drop in the AICc statistic to 10,657.
Results shown under the second heading, "Two or More Proxy Variables," refer to models using various combinations of independent variables. In general, these results show that adding the occupational-based variables to educational attainment (i.e., the EducFoS model) improves the predictive power of the model. Among the occupational-based class models, the EGP typology seems to have the most predictive power in terms of the AICc statistic and is followed by the three-digit occupation model.
The models that include cross-sectional earnings have decidedly lower AICc statistics, suggesting higher predictive power. After adding one year of W-2 earnings to educational attainment, the AICc statistic falls to 11,812. The fit of this model is improved when one-digit occupation or the EGP class is added. However, the addition of the three-digit occupation is associated with a higher AICc statistic, which indicates lower predictive power.
The results reported in the bottom panel of Table 2 (i.e., heading III) refer to models that add demographic controls. The model with demographic characteristics and educational attainment fits quite well, with an AICc statistic of 14,145. This is clearly an improvement relative to the EducFoS-only model (14, 582) . It also predicts long-term earnings better than models with educational attainment and any of the occupation variables.
Although the demography-educational-attainment model fits the data better than any of the models combining demographic and occupational-based variables, the addition of occupation-based variables on top of the demography-educationalattainment model also improves the fitness substantially. For example, the AICc statistic of the models "Dem + EduFoS + Occupation" and "Dem + EducFoS + EGP Class" are lower than the AICc statistic for the "demography-educationalattainment" model. This implies that occupation accounts for some of the hetero-geneity in long-term earnings that is not measured by demographic and educational variables.
The model that adds one year of administrative earnings into the demographyeducational-attainment model shows a markedly lower AICc (to 11,579). Adding in either one-digit occupation or EGP improves the fit even after controlling for one-year administrative earnings. The model with three-digit occupation does not improve the fit statistic as much as the models with one-digit occupation. That is, once information on earnings is controlled for, the value of detailed occupation as an additional control is small in accounting for long-term earnings. Not surprisingly, the best-fitting models in Table 2 include the variable summing up three years of administrative earnings around the beginning of the observation window. Table 3 provides the results for women, which parallel the models used in Table 2 . In general, the results are fairly similar to those for men. Demographic and educational variables have comparatively high predictive power, whereas models using threedigit occupation have high AICc statistics when included in models with additional covariates. Models with cross-sectional earnings have higher predictive power than models without those variables.
OLS Regression Models for Women
However, there are some noteworthy gender differences. Firstly, demographic variables are somewhat less predictive of long-term earnings for women than for men. Secondly, educational field of study is slightly less predictive of long-term earnings for women than for men. Thirdly, occupational-based variables are less predictive of long-term earnings for women than for men. Lastly, cross-sectional earnings are less predictive of long-term earnings for women than for men.
Interestingly, for women, models with occupation-based variables (such as threedigit occupation or the EGP typology) have better fit (AICc of three-digit occupation = 14,755; AICc of EGP = 14,740) than models with educational attainment (AICc = 14,818). These results suggest that, on average, the long-term earnings of female workers could be more affected by gender-based job segregation or by exogenous factors relating to family and household circumstances that do not affect male workers as much. The gender difference of the predictive power of three proxy variables such as occupation, education, and short-term earnings might relate to women's labor force participation rate for the cohort that we analyze (i.e., born in 1945 to 1965). For this cohort, women's long-term earnings can be better predicted by the endogenous labor market variables, such as occupation, compared to exogenous variables to the labor market, such as demographic characteristics and educational attainment.
Models with Self-Reported Earnings
To recap, the models with one-year and three-year administrative earnings presented in Tables 2 and 3 had higher predictive power than other models. Although the number of studies utilizing administrative W-2 earnings is increasing, these restricted-use data are still fairly difficult to access. The available information for most studies will be self-reported earnings. Furthermore, the high predictive power of the one-year and three-year administrative earnings is at least partially driven by the endogenous nature of these variables with the 20-year cumulative earnings. Consequently, we explore the predictive power of self-reported annual SIPP earnings in Table 4 . Note that the sample sizes of Table 4 differ from those of Tables  2 and 3 because we needed to limit the sample for this analysis to respondents who reported earnings over the entire calendar year of 1990 (encompassing multiple waves of the SIPP panel). Also recall that the AICc statistic is not comparable when the sample sizes differ. Thus, the results in Table 4 cannot be directly compared with those in Tables 2 and 3. Overall, our results demonstrate that self-reported annual earnings in 1990 are a much stronger proxy for subsequent 20-year long-term earnings than three-digit occupation in 1990. This is consistent with our findings using one-year administrative earnings in 1990. All occupational codes except three-digit occupation improve the model fit when they are added to the self-reported earnings. For both men and women, the three-digit occupation code worsens the model fit when it is additionally controlled for on top of self-reported annual earnings. Among all occupational codes, the EGP code improves the model fit the most when it is added to self-reported annual earnings and other covariates.
The Predictive Power of Weeden-Grusky Microclasses
The final portion of our analysis considers the WG microclass scheme, which collapses three-digit occupations into more than 100 microclasses. This process requires imputation and results in an artificial increase in sample size. Thus, the AICc of the WG microclass cannot be compared with other models in Tables 2, 3 , and 4.
The main question here is whether the WG microclass scheme accounts for long-term earnings better than three-digit occupation or one-year self-reported SIPP earnings. Our results demonstrate that the WG microclass scheme has smaller predictive power than three-digit occupation or one-year self-reported earnings in accounting for 20-year long-term earnings. All four fit statistics reported in Table  5 indicate that the remaining errors after the introduction of WG microclass in a model are larger than after the introduction of one-year SIPP earnings. Comparing the WG microclass scheme to three-digit occupation, R 2 , adjusted R 2 , and the AICc statistic shows that three-digit occupation is a better proxy of long-term earnings than WG microclass. The result does not vary by gender.
Robustness Checks
Some may wonder whether the results we report here hold across age range changes. To address this concern about life cycle bias (Böhlmark and Lindquist 2006; Brenner 2010; Haider and Solon 2006) , we ran the same models in Tables 2 and 3 using age-stratified samples (25 to 34 and 35 to 45 in 1990) . 7 We find that the relative predictive power of the proxy variables remain the same in both groups regardless of gender in terms of the AICc fitness statistic. Interestingly, the predictive power of three-digit occupation on long-term earnings seems to be remarkably similar between age 25 to 34 men (adjusted R 2 = 0.260) and age 35 to 45 men (adjusted R 2 = 0.261). The same consistency is evident among women. We also limit our sample to age 30 to 39 so that their 20-year long-term earnings cover earnings from age 30 to 50 for the youngest and age 39 to 59 for the oldest. Our main results are not altered. An implication of this finding is that the transitory fluctuation of the detailed occupation over age in accounting for lifetime earnings is smaller than for the short-term earnings.
In another robustness check, we limit our base sample to the full-time workers in the 1990 SIPP survey (i.e., those who work 35 or more hours per week). This sensitivity test yields estimates that are consistent with our main results. In another robustness check, we exclude the top 1 percent and the bottom 1 percent from our sample and re-estimated our models to consider whether our findings are driven by a small number of the extremely high long-term earnings. Again, the results are consistent.
Discussion and Conclusion
This study investigated the predictive power of a set of cross-sectional predictors on 20-year cumulative long-term earnings using data that link national survey data in 1990 (SIPP) with longitudinal W-2 earnings records. Overall, the findings advance knowledge about the determinants of long-term earnings and provide insights into the reliability of measures often used to measure important concepts such as intergenerational mobility. Our results indicate that even one year of cross-sectional earnings is more predictive of long-term earnings than demography, education, or occupation-based variables. Reinforcing this view, the fit statistics of self-reported annual earnings also suggest relatively high predictive power compared to other models. Understanding the sources of cross-sectional earnings inequality may therefore be more indicative of the sources of life chances than the occupation-based class variables that are commonly considered in the sociological literature. The findings help clarify the relevance of occupation observed in a single year for subsequent long-term earnings. Contrary to common assumptions in the literature, the occupation-based independent variables observed in a cross section have less notable net effects on long-term earnings than other variables we examined. Despite the large expenditures in degrees of freedom, the predictive powers of three-digit occupation and the WG typology are not higher than those of education and shortterm earnings variables. Compared to the Weeden-Grusky microclass, three-digit occupation performs better for both genders regardless of which fit statistics are considered. 8 Adding occupational variables to annual earnings sometimes slightly improves the model fitness.
At the same time, class-based classifications and occupational codes, including one-digit occupation, three-digit occupation, and the EGP class, improve model fitness when they are added to demography and educational attainment variables. This implies that the broad occupational classification explains the additional dimension of long-term earnings that is not captured by annual earnings. In particular, the employment relation of the EGP class seems to be a valuable additional dimension. Among broader class-based typology, the EGP class seems better than one-digit occupation and occupational education in terms of the predictive power of long-term earnings.
The predictive power of occupation on long-term earnings varies substantially by gender in contrast to the predictive power of annual earnings, which is fairly consistent by gender. This implies that within-occupational inequality in accounting for long-term earnings is much larger for women than for men. For women, labor supply issues are likely to be more important than for men with regard to long-term earnings. To some extent, this finding is consistent with Hauser and Warren's (1997) critique of occupational socioeconomic indexes. On average, women's occupational standing does not have the same implication as do men's. Annual earnings are therefore a more reliable and consistent proxy of long-term earnings than detailed occupation for each gender.
Our AICc statistics imply that using hundreds of dichotomous variables to indicate detailed occupation as observed in a cross-section may be "over-fitting" the model at least in regard to predicting long-term earnings. The problem of overfitting can be attenuated if sample size is large enough. As shown in Table  5 , when we used the artificially augmented sample, detailed occupational codes start to perform better than one-digit occupational codes in terms of the AICc. A practical implication of this finding is that when the annual earnings variable is missing, detailed occupation can be a decent proxy of lifetime earnings as long as the sample size is fairly large. The rising nonresponse rate of self-reported earnings in surveys (Mouw and Kalleberg 2010) is probably another reason why detailed occupation is still practical when annual earnings information is missing.
Some may argue that the smaller recall error for occupation than for earnings is another reason why occupation may be preferred to earnings. It is true that there may be nontrivial measurement error in self-reported earnings (Kim and Tamborini 2012; Kim and Tamborini 2014 ). However, researchers should be aware that occupational coding is not error free either (Fisher and Houseworth 2013) . In most national surveys conducted by government agencies, interviewers ask open-ended questions about job duties, and professional coders recode them in the data editing process. Previous studies have consistently uncovered nontrivial occupational measurement errors (e.g., Belloni et al. 2016; Mathiowetz 1992; Mellow and Sider 1983) . In a recent study, Belloni et al. (2016) suggest that the disagreement rate between coders is as high as 40 percent even for one-digit occupation. According to one estimate (Speer 2016) , incorrect occupational coding can lead to about 90 percent overestimation of intergenerational mobility.
Our study also underscores the significance of educational attainment for an individual's long-term earnings. Both the highest level attained and field of study (among the college educated) matter for a person's long-term earnings. Our statistics show that educational attainment for men performs slightly better than does aggregate occupation when horizontal stratification in higher education is accounted for by using field of study. This result is consistent with recent studies that emphasize the growing significance of the horizontal stratification within the same level of education in determining life chances (Gerber and Cheung 2008; Kim et al. 2015; Ma and Savas 2014) .
The study has several limitations worth noting. First, estimates of relationships based on different birth cohorts may vary from those presented here. The examination of more recent cohorts, as they age over the life course, would also be of interest. Second, although it covers a substantially long period of time, 20-year cumulative earnings is not necessarily equal to lifetime earnings. We cannot rule out a possibility that the predictive power of proxy variables might change in regard to 40-year lifetime earnings. Third, the covariates examined in this study were largely measured at the time of the SIPP survey and thus do not capture changes over time.
Notwithstanding these and other limitations, our findings provide new evidence on the association between proxy variables and lifetime earnings by elucidating the relationships between an individual's demographic, educational, and labor market characteristics and his or her cumulative earnings over a 20-year time period. We emphasize that our results should not be taken as evidence that sociologists should lessen their interest in occupational structure or intergenerational occupational mobility. Instead, what our results clearly call into question is the claim that occupational mobility is superior to earnings mobility in measuring intergenerational socioeconomic mobility because occupation is a better proxy of long-term earnings than short-term earnings. Studies on intergenerational occupational mobility or on the effects of occupational structure in accounting for rising income inequality are still valuable not because occupations (or occupation-based class schemes) measure life chances better than short-term earnings but because occupation reflects important dimensions of life chances that are not captured by short-term earnings. Our investigation also demonstrates that more refined empirical analyses of labor market outcomes are possible as more administrative data become available.
Notes
1 In a somewhat similar vein, Wright's (2005) typology seeks to consider both life chances and location within production relations. His approach nonetheless ends up relying heavily upon occupation to classify workers and employers into different classes. http://www.kimweeden.com/wp-content/uploads/work/gw2codes.zip.
5 Some readers may prefer the BIC to the AIC because the BIC is derived from the Bayesian framework. However, Burnham and Anderson (2002) demonstrate that the AIC can also be derived from the Bayesian framework. They argue that the AIC has theoretical advantages over the BIC in terms of the principle of information and a priori assumptions.
6 The Akaike weights (w i ) can be computed as 7 The results of the robustness checks are not reported here but may be obtained from the authors upon request.
