Critical periods are phases in the early development of humans and animals during which experience can affect the structure of neuronal networks irreversibly. In this work, we study the effects of visual stimulus deficits on the training of artificial neural networks (ANNs). Introducing well-characterized visual deficits, such as cataract-like blurring, in the early training phase of a standard deep neural network causes irreversible performance loss that closely mimics that reported in humans and animal models. Deficits that do not affect lowlevel image statistics, such as vertical flipping of the images, have no lasting effect on the ANN's performance and can be rapidly overcome with additional training, as observed in humans. In addition, deeper networks show a more prominent critical period. To better understand this phenomenon, we use techniques from information theory to study the strength of the network connections during training. Our analysis suggests that the first few epochs are critical for the allocation of resources across different layers, determined by the initial input data distribution. Once such information organization is established, the network resources do not re-distribute through additional training. These findings suggest that the initial rapid learning phase of training of ANNs, under-scrutinized compared to its asymptotic behavior, plays a key role in defining the final performance of networks.
T he term "critical period" refers to a phase in brain development during which the effects of experience lead to deep and irreversible remodeling of neural circuits (1) . Similarly, the expression "sensitive period" is used to describe a time of heightened, yet reversible, plasticity in response to experience (2) . The concept was introduced by Hubel and Wiesel in the 1960s, as part of their seminal work on the architecture and development of the visual system (3) . In their classic experiments, using monocularly deprived kittens, they studied the effects of the deficit on ocular dominance in the primary visual cortex (V1). They found that kittens monocularly blinded by lid suture in the first 3 months after birth remained blind in the deprived eye, while no effects were observed in adult cats subjected to analogous or more severe deficits (4, 5) . Critical periods were later reported for a variety of animal species, including humans (6, 7) , and are not limited to the visual or, for that matter, to sensory systems. Either "critical" or "sensitive" periods have been observed, among others, in auditory space processing (8) , filial imprinting (9) , song learning in songbirds (10) , language proficiency (11) , and behavioral development (12) . The evolutionary advantage of all these phenomena has been attributed to the delicate balance between adaptivity and robustness that has to be struck in order to maximize fitness in a mutable environment, using early experience as a guide (2, 13) .
The biological mechanisms underlying the regulation of critical periods are manifold and depend on the species being studied, the brain regions involved and the nature of the experience (14) . In this work we show that, by introducing visual deficits during the initial training epochs (i.e., iterations over the training data) of common artificial deep neural networks, we observe trends that closely mimic those of humans and animal models. This may come as a surprise, since contemporary artificial neural networks (ANNs) are only loosely inspired by biological systems and, while they have to overcome many of the same obstacles (15) , they are not subject to the same constraints.
In recent years, most studies on the performance of ANNs have stemmed from one of two largely independent perspectives: Representation Learning and Optimization. Representation Learning studies the properties of the internal representation of raw sensory data learned by the network, such as invariance to complex nuisances affecting the data such as changes of viewpoint and illumination. On the other hand, studies on optimization treat deep networks as a general class of parametrized functions, and seek parameters that result in good generalization on novel datasets. Understanding the connection between optimization and representation is a subject of active investigation (16) (17) (18) . Most studies to date have focused either on the behavior of the network at convergence (Representation Learning) or on asymptotic convergence behavior (Optimization). The role of the initial transient, especially its effect in biasing the network towards "good" regions of the complex and high-dimensional optimization problem, is rarely addressed.
In this work we show that the quality of the solution only depends minimally on the final, well-understood, phase of the training process; instead, it depends critically on the first epochs of training. Moreover, we show that the architecture of the network and the hierarchy of low-level and high-level
Significance Statement
Similar to biological organisms, artificial neural networks (ANNs) exhibit critical periods during which a temporary stimulus deficit can impair the development of a skill. The extent of the impairment depends on the inception and length of the deficit window, as in animal models, and on the size of the neural network. Our work shows that the multi-level dynamics of information processing in ANNs play a key role in critical periods, and, in addition to biochemical signaling pathways, could be a mechanism for biological critical periods as well. We refer to this phenomenon in deep networks as Information Plasticity.
features in the training dataset play a fundamental role in this phase. Our experiments suggest that the existence of critical periods in deep neural networks depends on the mechanism of information processing, which we refer to as Information Plasticity: the layers rapidly distribute resources in order to process the information gathered from the data. While each layer may still learn new features in later phases of training, the basic structure of the layers does not evolve and renders the network incapable of processing data sampled from structurally different distributions.
Results: Deep Neural Networks exhibit critical periods
Studies of the critical period for monocular deprivation in humans rely on cohorts of patients affected by stimulusdeprivation amblyopia (reduced visual acuity in one eye), either in their infancy or childhood, caused by spontaneous or traumatic unilateral cataracts (19, 20) . After surgical correction of the cataracts, the ability of the patients to regain normal acuity in the affected eye depends both on the duration of the deficit and on its age of onset. Earlier and longer deficits, as in animal studies of monocular deprivation (5, 21) , lead to increasingly severe effects.
We replicated similar experiments on deep neural networks in order to understand how the initial learning phase affects the final performance of the network and found that their response to deficits is remarkably similar to that of animal models, even if the two are implemented in vastly different ways. The existence of a critical period can be interpreted as an initial data-dependent bias of the optimization process toward particular regions of the loss landscape, long before convergence. This bias depends on a fine interplay between the deep network architecture, the data distribution and the optimization process, and is not observed in shallow networks.
Image blur (cataract-like deficit). First, we replicate the experimental conditions of reported studies on young patients affected by monocular cataracts (19, 20) . We train a standard convolutional network (CNN) to classify small 32 × 32 RGB images from the CIFAR-10 dataset (22) in 10 classes. In order to simulate the effect of cataracts, for the first t0 epochs the images in the dataset are downsampled to 8 × 8 and then upsampled back to 32 × 32 using bilinear interpolation, in practice blurring the image and destroying small-scale details. * After t0 epochs, we remove the deficit and continue training with the original uncorrupted images. The training is then continued for 300 epochs after t0, giving the network enough time to converge, and making sure it is always exposed to the same number of uncorrupted images to make comparisons fair.
In Figure 1 , we show the final performance of the network (described in the Methods section) as a function of the epoch at which the deficit is corrected (t0). We clearly observe the existence of a critical period for this deficit in the DNN: if the blur is not removed within the first 60 epochs, the final performance of the network is severely decreased when compared to the baseline (from a test error of ∼ 6.4%, in the absence of a deficit, to over 18% when the blur is maintained for the first 140 epochs, a 300% increase). The curve is also strikingly similar to the one obtained using kittens monocularly * We employed this method instead of a simpler Gaussian blur since it has a very similar effect and makes the scale of the information loss clearer. (23) and (24). Despite the profound differences between the two systems, the trends observed in animal models are remarkably similar to the ones obtained from a CNN. (Bottom Left) Here the deficit is introduced in a short moving window of 40 epochs and the final test accuracy of the network is plotted as a function of the epoch at which the deficit is introduced. The decrease in the CNN's performance can be used to probe the sensitivity of each epoch to the deficit: the most affected epochs are in the middle of the early rapid learning phase, before the test error (dashed line) begins to plateau. After the test error plateaus, the network is largely unaffected by the deficit. (Bottom Right) Degree of functional disconnection (normalized numbers of V1 monocular cells disconnected from the contralateral eye, 0 in a non-deprived kitten) plotted against the kittens' age at the onset of the monocular deprivation deficit window of 10-12 days (solid line). Overlaid on the critical period profile is the the plot of the percentual missing visual acuity at each age, normalized to the value attained by a mature cat (data from (23)); adapted from (21) . Again, a similar experiment performed on animal models shows surprising similarity with the DNN's performance.
deprived from near birth and whose visual acuity upon eyeopening was tested and plotted against the length of the deficit window (24) . Just like in humans and animal models (where critical periods are a feature of early development), the critical period in the DNN also arises during the initial rapid learning phase. At this stage, the network is quickly learning a solution before the test error plateaus and the longer asymptotic convergence phase begins. In order to quantify the sensitivity of the DNN to the image blur in each phase of its early training, we introduced the deficit in a small moving window (of constant width) and again measured the decrease in the DNN's performance compared to the baseline. In Figure 1 , we plot the final testing error of the network against the epoch of onset of the deficit. We can see that the network's sensitivity to the blur peaks in the central part of the early rapid learning phase, while later periods are almost insensitive to the introduction of nuisances. A similar experiment was also performed on kittens by Olson and Freeman, using a window of 10-12 days for monocular deprivation and "scanning" the first 4 months after birth (21) . , the network does not present a critical period (high-level features have also shown to remain plastic well into adulthood in humans and animal models (26, 27) ). These findings suggest that the critical period in DNNs is closely related to the depth of the network and the hierarchy of image features. (Bottom) Sensory deprivation causes a less severe deficit response during the critical period. We simulate sensory deprivation by replacing the input images with Gaussian noise; remarkably, a critical period still exists, but it is longer and less pronounced than the one obtained in the case of image blur (Figure 1) . A similar phenomenon has been reported in humans and animal models, where early sensory deprivation prolongs the plasticity of neuronal networks (28, 29) .
The results obtained on our DNN are, again, in surprising accord with those from animal models (Figure 1 ).
High-level deficits are not associated with a critical period.
Critical periods of neuronal networks dealing with high-level aspects of sensory processing end later than their lower-level counterparts, with some nuclei remaining plastic even in adulthood (7) . Although the inversion of the visual field has not been systematically tested on young animals (or humans), it is well-reported that adult humans can quickly adapt to it (25, 26) , suggesting the absence of a critical period. In addition to the behavioral recovery from the deficit, the anatomical plasticity in the adult has also been confirmed in animal models (27) .
We observe a similar behavior in DNNs: in Figure 2 we perform the same experiment as before, but this time using vertical flipping of the images as the deficit instead of blurring. We can see that the final performance of the network is largely unaffected and even DNNs trained for more than 100 epochs using inverted images can quickly recover after deficit correction. An analogous result is also obtained when the high-level deficit is a permutation of the task labels ( Figure 2) . These findings suggest that the existence of a critical period depends on the structure of the input data and the nature of the deficit applied, and thus cannot be interpreted solely as an artifact of the optimization process. We have further explored this aspect in later experiments. Sensory deprivation causes a less severe critical period. It has been observed in animal models, and recently confirmed in humans (28) , that a period of early sensory deprivation (dark-rearing) can lengthen the critical period and thus cause less severe effects (at the same age) than those documented in light-reared animals (29) . Similarly, both in humans and animal models, the effects of binocular cataracts have been characterized as being, counter-intuitively, less severe than those reported in patients and animals suffering from monocular deficits (30, 31) . These findings, though, can be explained considering that, since visual experience is necessary to shape neuronal circuits, lack of experience can be, under certain circumstances, less damaging to the development of visual skills than defective experience (2) . Simulating visual deprivation in a neural network is not as simple as feeding a constant stimulus: a network presented with a constant blank input will rapidly become trivial and thus unable to train on new data. This is reasonable, since a blank input is a perfectly predictable -and hence very informative -stimulus, thus the network can quickly figure out the (trivial) solution to the task. We instead want to model an uninformative stimulus, akin to noise. Moreover, even when the eyes are closed, there is background excitation of photoreceptors that is best modeled as noise. To account for this, we simulate sensory deprivation by replacing the input images with a dataset composed of (uninformative) random Gaussian noise. This way, the network attempts to solve the non-trivial task of memorizing the association between noise patterns and corresponding labels. In the presence of the deficit, the task is significantly more difficult, and the network allocates more resources in order to solve it. Most importantly, more resources are allocated to the higher layers (layer 6) rather than to the middle layers as it was the case in the absence of deficit. This can be explained by the fact that the deficit destroys the low-and middle-level features that could be processed by those layers and leaves only the global features of the image, that can only be processed by the higher layers. When the deficit is removed, after a small transient in the information profile, the layers maintain the same level of information instead of allocating more resources to the middle layers. (Center) On the other hand, when the deficit is removed at an earlier epoch, the layers are, at least partially, reconfigured (layer 6 rapidly becomes less important than the middle layers), without long-term consequences. The most sensitive period for task learning appears to coincide with the start of the compression phase, after the initial fast-changing transient.
less severe critical period response than the one obtained by blurring images. Using Gaussian noise during the early training phase does not provide any information on the natural images, yet its effects are milder than those caused by a deficit (e.g., image blur), which instead conveys some information, but makes the network learn that no fine structure is present in the images. A similar phenomenon has been reported in humans and animal models, where early sensory deprivation prolongs the plasticity of neuronal networks (28, 29) . It is also interesting to note how a network trained to memorize noise patterns, while training on a completely different array of features than those needed to classify natural images, can still learn to identify images correctly with relative ease.
Dependence on the optimization algorithm and architecture.
We have found that the existence of a critical period depends on the type of deficit, in much the same way as in humans and animal models (7) . However, we still need to asses whether there is a dependence on the particular network architecture and the optimization procedure used for the training. Deep networks are commonly trained using the SGD opti- Fig. 5 . Log-scale plot of the norm of the gradient mean (solid lines) and variance (dashed lines) for the various layers when (Left) no deficit is introduced, and (Right) a blur deficit is introduced at the beginning of the training and removed at epoch 70. In both cases we observe a drop in the gradient norm that corresponds to the beginning of the plateau period and the end of the critical period (see Figure 1 ). Remarkably, there appear to be no qualitative differences between the plots with and without the deficit, suggesting that the geometry of local minima alone does not provide an explanation for the existence of critical periods.
mization algorithm with an annealing scheme which reduces the learning rate over the duration of the training, in order to obtain convergence despite the noise introduced by the stochastic gradients. One possible explanation for the existence of critical periods in DNNs would thus be that, once the network enters a suboptimal local minimum because of the deficit introduced, it cannot then (when the deficit is removed) escape such minimum due to the decreased learning rate. In Figure 2 we have already observed that in the case of several deficits the network manages to escape the local minimum despite the decreased learning rate. In Figure 3 , we confirm that a critical period exists even when the learning rate, which can be thought as regulating the temperature, or energy, of the system (32), is kept constant. Figure 3 also shows that deep fully-connected networks, trained on the MNIST digit classification dataset, present a critical period for the image blur deficit; therefore the convolutional structure is not necessary, nor is the use of natural images. Similarly, a ResNet-18 trained on CIFAR-10 also has a critical period, sharper than the one found in a standard convolutional network (Figure 1 ). This is especially interesting, since ResNets allow for easier backpropagation of gradients to the lower layers, thus suggesting that the critical period is not caused by vanishing gradients. In fact, in Figure 5 we show that the norms of the gradients of each layer do not appear to have a strong correlation with the insurgence of a critical period.
An information processing view
As when studying learning in biological systems, we are interested in evaluating the strength of the connections between layers of the network and how information is propagated before and after the removal of a deficit. While DNNs have no intrinsic notion of "strength" of a connection, † the importance of a connection can be artificially estimated by introducing noise in the network's computation and allowing the network to learn the optimal noise variance at each layer (16, (33) (34) (35) . Specifically, we add multiplicative noise of learned variance to the network connections. During training, the network can † Depending on the magnitude and correlation of the input, a connection can carry critical information even if its weight is relatively small. lower the variance of the noise in order to make a connection more reliable, but, at the same time, it has to pay a cost proportional to the quantity of mutual information I(w; D) that the weights retain about the training data D after the learning process (16) . Here I(w; D) denotes the mutual information between the weights of the network w, which we model as random due to noise introduced both by the stochastic optimization process (stochastic gradient descent) employed for learning, as well as the noise artificially added to the network (16) , and D is the dataset, which is interpreted as random to account for the (potentially) random sampling process used to generated it. In the simplest case, this information is proportional to the negative log variance of the noise: connections with high variance transmit little information and are not useful to the network. Connections with low variance, on the other hand, are more stable and can transmit more information. They are thus more relevant to the network, since it has to pay a price in order to maintain them, and can be compared to strengthened synaptic connections in biological system (36) .
The presence of critical periods in deep networks suggests that the "plasticity" of the information flow decreases rapidly after the initial transient. Thus, the distribution of information resources among different layers is defined early in the training and cannot be easily re-organized. We explored this hypothesis using the computational framework just described. In Figure 4 , we plot the amount of information contained in the weights of each layer as a function of the training epoch. ‡ We observe that, at the beginning of the training process, the network rapidly acquires information from the training data and stores it in the weights. Once the error starts to plateau, the network begins to optimize its resources, and redundant variability in the weights and "useless" features are discarded.
When the network is trained without deficit (Figure 4 , Left), it allocates most of its resources to the intermediate layers. This is reasonable, since in CIFAR-10 the structure of the data is most visible at an intermediate scale, with low level information (e.g., edges) alone being not sufficiently predictive of the task, and global information (e.g., background, position of objects) providing only a limited amount of contextual information. Therefore, we expect the network to perform most of the processing in the intermediate layers, whose receptive fields are of the right size for the task, and thus more resources to be allocated to them.
When the network is initially trained on the blurred data (Figure 4, Right) , it allocates most of the resources to the top layer (Layer 6). This is also expected, since the low-level and middle-level structure of the image are destroyed, and all of the remaining information is contained mainly in the global features of the image, which can be processed by layer 6, but not by the low-level layers with smaller receptive fields. When the deficit is removed, the network does not manage to reconfigure itself in order to process the new intermediatelevel information available and the middle layers continue to have relatively low information content. We refer to this phenomenon as a loss of Information Plasticity.
On the other hand, if the deficit is removed earlier (Figure 4 , Center), the network still manages to re-organize its layers so that the last layers lose importance and the middle layers are provided with more resources in order to process the new ‡ Note that this is the total amount of information in the layer, without being normalized to the number of units per layer. Lower layers contain less information, since they are much smaller, but the strength of the connections (information per weight) is much higher than in the higher layers. information available.
Discussion
Although DNNs and neuronal networks are vastly different systems, we have found that both exhibit critical periods during their early learning phases, which share a number of common features. Using recently introduced techniques from information theory, we showed that in DNNs this early phase coincides with the window in which the network, basing itself on the characteristic structure of the input data, distributes its resources among the different layers. If the statistical properties of the input are restored at a later stage, the network is unable to re-organize itself and allocate resources accordingly, having lost its Information Plasticity. It must be noted that this analysis is performed on a modified architecture in which learned noise is added to the weights of the networks. However, the noise introduced in this modified architecture plays a similar role to the noise introduced by SGD in a standard network (16) .
Remarkably, the early bias towards "good" regions in the optimization problem, and the corresponding allocation of the DNN's resources, are established during the very first steps of SGD, which is a simple optimization algorithm with no global view of the loss function landscape, relying instead only on local information.
This finding indicates the existence of a tight interplay between the optimization algorithm, the statistical properties of the data distribution (e.g., the hierarchy of image features) and the network architecture, as highlighted by the fact that the type of deficit (properties of the data distribution) and depth (architecture) profoundly affect the extent of the critical period. While some connections have been established between these three aspects (16, 17) , this remains a largely unexplored field of research.
Materials and Methods
In all of the experiments, unless otherwise stated, we use the following architecture, adapted from (37) where each conv block consists of a 3 × 3 convolution, batch normalization and ReLU activations. conv1 denotes a 1 × 1 convolution. The network is trained with SGD, with a batch size of 128, learning rate starting from 0.05 and decaying smoothly by a factor of .97 at each epoch. We also use weight decay with coefficient 0.001.
In the experiments with a fixed learning rate, we fix the learning rate to 0.001, which we find to allow convergence without excessive overfitting. For the ResNet experiments, we use the ResNet-18 architecture from (38) with initial learning rate 0.1, learning rate decay .97 per epoch, and weight decay 0.0005. When experimenting with varying the depth of the network, we use the following architecture:
conv 96 -[conv 96 · 2 i−1 -conv 96 · 2 i s2] n i=1 -conv 96 · 2 n -conv1 96 · 2 n -conv1 10
In order to avoid interferences between the annealing scheme and the architecture, in these experiments we fix the learning rate to 0.001. The Fully Connected network used for the MNIST experiments has hidden layers of size [2500, 2000, 1500, 1000, 500]. All hidden layers use batch normalization followed by ReLU activations. We fix the learning rate to 0.005. Weight decay is not used. We use data augmentation with random translations up to 4 pixels and random horizontal flipping. For MNIST, we pad the images with zeros to bring them to size 32 × 32.
