Abstract. We prove a continuous Freiman's 3k − 4 theorem for small sumsets in R by using some ideas from Ruzsa's work on measure of sumsets in R as well as some graphic representation of density functions of sets. We thereby get some structural properties of A, B and A + B when λ(A + B) < λ(A) + λ(B) + min(λ(A), λ(B)). We also give some structural information for sets of large density with small sumset and characterize the extremal sets for which equality holds in the lower bounds for λ(A + B).
Introduction
Inverse problems for small sumsets study the structural properties of sets A and B when their sumset A + B = {a + b, a ∈ A, b ∈ B} is small (see [TV06] or [Nat96] for an overview on this subject). In 1959, Freiman [Fre59] proved that a set A of integers such that |A + A| ≤ 3|A| − 4, where |A| denotes the number of elements in A, is contained in an arithmetic progression of length |A + A| − |A| + 1. This result is usually referred to as Freiman's (3k − 4) theorem. It has been refined in many ways and generalised to finite sets in other groups or semi-groups. The most complete version of this theorem for integers can be found in [Gry13] , chapter 7.
In this paper, we consider the addition of two bounded sets A and B of real numbers. We establish a continuous analogue of the complete Freiman's (3k − 4) theorem and study the structures of the extremal sets for which the lower bounds are attained. We also prove some results on sets of real numbers so far unknown for sets of integers. Our first main result can be read as follows (λ is the inner Lebesgue measure on R and diam(A) = sup(A) − inf(A) is the diameter of A). Beyond the result themselves, what is striking is that the proof in the continuous setting is much easier to understand than in the discrete setting. The first two statements under hypothesis (i) are a straightforward application of Ruzsa's results in [Ruz91] . This nice paper of Ruzsa seems to have been overlooked whereas his ideas may lead to further results in the continuous setting that may even yield some improvements in the discrete one. This part of the theorem has already partially been proved by M. Christ in [Chr] (for A = B). In [Ruz91] , Ruzsa improved on the well-known lower bound The main idea of his proof is to transfer the sum in R in a sum in T = R/Z. Ruzsa considers the sets A and B of real numbers as sets of numbers modulo D B , the diameter of B. In this setting, he can use a rescaled version of Raikov's theorem [Rai39] as well as the fact that if x ∈ [0, D B ] belongs to A and if B is a closed set then x, x + D B ∈ A + B. Ruzsa's result directly yields the first two statements of our theorem under condition (i). To get these statements from condition (ii), we need to use Ruzsa's arguments in a slightly different way. This part is the continuous analogue of Freiman's 3k − 4 theorem in [Fre59] as generalised to the sum of two distinct sets by Freiman [Fre62] , Lev and Smeliansky [LS95] and Stanchescu [Sta96] . As far as we know, the third consequence (the existence of an interval I of length at least λ(A) + λ(B) included in A + B) was not known in the continuous setting. The discrete analogue of our third statement was proved by Freiman in [Fre09] in the special case A = B. It has been generalised to the case A = B by Bardaji and Grynkiewicz's theorem in [BG10] . An exposition of these results can be found in [Gry13] , chapter 7. We could adapt their proof but a simpler proof follows from some density arguments in the continuous setting. Actually, we think that the ideas are more natural in the continuous setting where a graphic illustration leads to the result. We hope that this sheds some new light on inverse results for integers too. This third statement is a consequence of the simple remark that if the sum of the densities of A and B on [0, x] is strictly larger than x, then x can be written as a sum of an element in A and an element in B and of a symmetric result. This allows us to partition [0, D A ] into three sets : a subset Z 1 of A + B, a subset Z 3 of A + B − D A and their complementary set Z 2 included in both A + B and A + B − D A . To go from Z 1 to Z 3 and reciprocally, one need to cross Z 2 . The proof relies on the fact that there is only one such crossing under the hypothesis and on a lower bound for the measure of Z 2 .
The graphic interpretation leads to a relaxed inverse Freiman theorem for sets of large density with small sumset. Namely, we prove the following result. With this weak hypothesis, a description of the sets A and B can be given. This is netherveless a rather vague description. On the contrary, we get a precise description of sets A and B for which the lower bound for the measure of A + B is attained. 
up to a set of measure 0. The sets A ′ and A ′ + B ′ may each be partitioned into three parts as follows
x} up to a set of measure 0.
We also prove a similar result under the hypothesis λ(A + B) = λ(B) + D A . Only the result on the density of the sets near the border of the interval requires some real new work. The other results are a consequence of the previous observations on graph functions. To study the densities, one uses Ruzsa's lower bound for the sum A + B in terms of the ratio λ(A)/λ(B). Precisely, Ruzsa proved the following theorem [Ruz91] Theorem 4 (Ruzsa). Let A and B be bounded subsets of R such that λ(B) = 0. Write D B = diam(B) and define K ∈ N * and δ ∈ R such that
Then we have
A simple remark yields an improvement of this lower bound when diam(A)/diam(B) ≤ K and a partial result on sets B such that λ(A+B) < λ(A)+(K +δ)λ(B). The extremal sets in this context can also be described, this time in a very precise way.
Theorem 5. Let A and B be measurable bounded subsets of R such that λ(A), λ(B) = 0. Let K ∈ N and δ ∈ [0, 1) be such that
where D B = diam(B). Then A and B are translates of sets A ′ and B ′ of the form
Section 2 of this paper is devoted to the continuous 3k − 4 theorem. In section 3, we prove the relaxed inverse Freiman's theorem. We describe in section 4 the large sets for which the lower bound in Ruzsa's inequality is attained. Finally, the last section is devoted to the characterisation of the small sets for which the lower bound in Ruzsa's inequality is attained.
Continuous Freiman 3k − 4 theorem
In this paper, λ will denote the inner Lebesgue measure on R. Given a bounded set S of real numbers, we define its diameter D S = diam(S) = sup(S) − inf(S).
In [Ruz91] , Ruzsa obtains some lower bounds for the measure of the sum A + B of two subsets A and B of real numbers in terms of λ(A), λ(B) and diam(B). We state here one of his intermediate results.
Lemma 1 (Ruzsa [Ruz91] ). Let A and B be bounded subsets of R. Write D B = diam(B). Then we have either
with k the positive integer defined by
As a corollary, Ruzsa derives Theorem 4. In the following theorem, we improve this result for small sets A and B such that D A /D B is small. This gives a partial answer to one of the questions asked by Ruzsa in [Ruz91] . Namely Ruzsa asked for a lower bound depending on the measures and the diameters of the two sets A and B.
Theorem 6. Let A and B be bounded subsets of R such that λ(B) = 0. Write D B = diam(B), D A = diam(A) and define K ∈ N * and δ ∈ R as in (1). Then we have either
can be replaced by the better estimate
Remark 1. This theorem is mostly due tu Ruzsa in [Ruz91] . Our only contribution consists in noticing that the lower bound can be improved in case
, this remark yields the lower bound
Proof. Let us assume that
λ(B) and
As noticed by Ruzsa, the sequence (f (k)) k≥1 is decreasing for k ≤ K and increasing for k ≥ K with K the integer defined by (1). Therefore f (k) is minimal for k = K and we get the lower bound
On the other hand, it is clear that
As an immediate consequence of Theorem 6 we derive the following proposition.
Proposition 1. Let A and B be bounded subsets of R such that λ(B) = 0. Write
As noticed by Ruzsa in [Ruz91] , in case 0 < λ(A) ≤ λ(B) (4) yields λ(A + B) ≥ min(2λ(A) + λ(B), λ(A) + diam(B)). In Theorem 1 we extend his result to get a continuous version of the complete Freiman 3k − 4 theorem for sets of integers.
As a consequence of our proof, we can derive, as in the discrete case, that the interval I included in A + B has lower bound e := sup{x ∈ [0, D A ], x ∈ A + B} and upper bound
Proof of the first two items of Theorem 1. We use the notation introduced in Theorem 6. We first prove that each hypothesis yields the first two points. This is the straightforward part of the proof. The proof of the third item is more demanding and will require some intermediate results.
• Let us assume that we have hypothesis (i) and that λ(A) ≤ λ(B), say. Then we have λ(A)/λ(B) ≤ 1 thus K = 1 or (K, δ) = (2, 0) and Theorem 6 gives either
and we are done. If λ(A) > λ(B) then we have λ(A + B) < λ(A) + λ(B) + min(λ(A), λ(B)) and the first part of this proof gives the result.
We now state some lemma that we shall need to prove the last part of Theorem 1. For integer sets, a discrete analogue of this lemma was also used in the proof of this part. Our proof is very similar to the proof of the discrete version which can be found in [Gry13] .
Proof of the lemma.
•
and the first inequality.
• We write
and an application of the first inequality yields the second one.
Proof of the last part of Theorem 1. We now turn to the end of the proof of Theorem 1 and prove that under one of the two hypothesis of this theorem there exists an interval I of length at least λ(A) + λ(B) included in A + B.
We assume without loss of generality that D A ≥ D B and λ(A + B) < λ(A) + 2λ(B) (which is implied by λ(A + B) < λ(A) + λ(B) + min(λ(A), λ(B))). The part of the theorem already proven together with any of the two hypothesis imply that
where µ A denotes the Haar mesure modulo D A . Since 0, D A ∈ A, we have
For any positive real number x, we define
Lemma 2 can be rephrased as follows :
We first notice that g and h are non decreasing continuous positive functions. They are also 2-Lipschitz functions. We can divide the interval [0, D A ] into 3 areas:
• Z 1 will be the set of
• Z 2 will be the set of
• Z 3 will be the set of
In the following picture, we draw two functions g A and g B , the corresponding functions g and h and the corresponding areas Z 1 , Z 2 and Z 3 . The main part of the proof will consist in showing that with our hypothesis this drawing covers the possible configurations of the curves. More precisely, we shall prove that [0, D A ] may be partitionned in three consecutive intervals I 1 , I 2 and I 3 such that Z 1 ⊂ I 1 ⊂ Z 1 ∪ Z 2 , Z 3 ⊂ I 3 ⊂ Z 3 ∪ Z 2 and I 2 ⊂ Z 2 . First we explain why the large black interval I 2 ∪ I 3 ∪ (D A + I 1 ) ∪ (D A + I 2 ) traced below the curves will be contained in A + B (in our drawing the sets Z i are the actual intervals (8) and (7), Z 1 is a subset of A + B − D A , Z 3 is a subset of A + B and Z 2 is a subset of (A + B) ∩ (A + B − D A ). Indeed
With (6) this yields
We shall now prove that there exist
is an interval included in A + B of size at least D A + ∆ = λ(A) + λ(B), hence the result.
• We first prove that
• Now we prove that we can not switch from Z 3 to Z 1 when x grows, meaning that for x, y ∈ [0, D B ], x ∈ Z 1 and y ∈ Z 3 imply x < y. We assume for contradiction that there exist
We must have g(x) ≤ x and h(y) ≥ y + D A − D B + ∆, thus
Since x ≥ y, g B is a non decreasing function and ∆ > 0, this would lead to
With (9), we get λ(A + B) ≥ λ(A) + 2λ(B) + D A − D B which contradicts the hypothesis. Since 0 ∈ Z 1 and D B ∈ Z 3 , we proved almost all the announced results on the intervals I i . It remains to prove that I 2 has size at least ∆.
• By continuity of g and h, we have h(
and since g is a 2-Lipschitz function, we have
and A + B contains an interval of size at least λ(A) + λ(B).
3. Some observation on sets with large density.
Our graphic interpretation for large sets of real numbers with small sumset gives rise to further comments. For this part, let A and B be some bounded closed subsets of real numbers such that D B ≤ D A and ∆ := λ(A) + λ(B) − D A > 0. We define the functions g and h as in section 2.
As explained in section 2, we can divide [0, D A ] into three sets Z 1 , Z 2 and Z 3 corresponding to the three regions of [0,
delimited by the lines L 1 and L 2 respectively defined by the equations y = x and y = x + ∆. Z 1 is the set of real numbers in [0, D A ] such that the function g is under the line L 1 , Z 3 those for which h is above L 2 and Z 2 what remains. 0 is in Z 1 , D A in Z 3 and to switch from Z 1 to Z 3 or reciprocally, one has to cross Z 2 . One of the main ingredients in the proof of Theorem 1 was to prove that there was at most one such crossing, therefore from Z 1 to Z 3 and that there were no crossing from Z 3 to Z 1 . We shall call the crossings from Z 1 to Z 3 the "up crossings" and the crossings from Z 3 to Z 1 the "down crossings" (although the functions g and h remain nondecreasing functions).
Let m be the number of down crossings. We illustrate this by the following picture. For simplicity, we chose D A = D B so that g = h and m = 1.
We proved that for each down crossing, we gain a subset of B c of measure at least
Furthermore, extending the previous remarks, we can write [0, D A ] as a union of 4m + 3 consecutive intervals as follows: 
Here each set in brackets is a single interval as a union of consecutive intervals. Some more elements on the structure of the sets A and B could be derived from the graphic interpretation we gave. For simplicity, we can assume A = B. In this case, we write λ(A) = 4. Small sumset and large densities: structure of the extremal sets.
In [Fre09] , Freiman exhibits a strong connexion in the description of A and A + A and reveals the structures of these sets of integers in case the size of A + A is as small as it can be. In Theorem 3 we give a similar results in the continuous setting. Our result also applies to sets A and B with A = B. As far as we know, no discrete analogue of this result can be found in the literature. 
and on the other side
Since 0, D B ∈ B, we have
) and up to a set of measure 0, we have
Since 0, D A ∈ A, this in particular implies, up to a set of measure 0, that
It remains now to prove the last part of the theorem concerning the density of B near the border. Let u ∈ (0, b), we write B u = B ∩ [0, u] and A u = A ∩ [0, u]. Since 0 ∈ A ∩ B, these two sets are not empty.
For n ≥ 1 an integer, we have
with k n ∈ N * , 0 ≤ δ n < 1 and u n = k n + δ n . (u n ) n≥0 is a non decreasing sequence and, since λ(B u ) ≤ λ(A u ), we have u 1 ≥ 2.
We apply Ruzsa's lower bound (4)
Let n 0 be the maximum integer n such that (n+1)u ≤ D A +b 2 −D B and u n ≤ u/λ(B u ). For n ≤ n 0 , we have
which implies k n+1 ≥ k n + 1 and u n+1 ≥ u n + 1 ≥ n + u 1 ≥ n + 2.
Let N be the maximal integer such that λ(A N u ) ≤ If
x} > 0, if λ(B u ) > 0 and if we take N = max{n :
. By symmetry and transitivity, we get the announced result.
With the same arguments, we also can get the following result : 
The sets B ′ and A ′ + B ′ may each be partitioned into three parts as follows
up to a set of measure 0.
These theorems are almost sharp as proved by the following examples. Let δ be a positive real number and a 1 , a 2 some strictly real numbers and n, m some positive integers such that (11) (n − 1)a 1 + (m − 1)a 2 = 1 − 2δ < 1.
We define the following subset of [0, 1]:
The set A is a closed subset of [0, 1] of diameter 1 and of measure 1 2 + δ by (11). We easily check that
This example shows that up to a factor 1/2, the upper bound given in Theorem ?? for λ(B u ) for small u is optimal. One can not expect a result concerning an upper bound for λ(A u ) similar to the result we got for λ(B u ) in Theorem ?? when A and B are different sets. Actually, for positive real numbers a, b and ε and a positive integer n such that a/2 > b > ε, 1 − na ≥ b and nε ≤ a − b we consider the following closed subsets of [0, 1] of diameter 1:
We have
n(n−1)ε and λ(B) = 1−na+12n(n+1)ε thus λ(A+B) < λ(A)+2λ(B) whenever n(2a−(n+1)ε) > 1. On the other hand for x = aK ≤ na, we have
5. Small sets with small sumset: the extremal case.
We now characterise the sets A and B such that equality holds in (4), thus λ(A+B) = λ(A) + (K + δ)λ(B) with K and δ defined in (1). In [Ruz91] , Ruzsa gives an example of such sets A and B. Theorem 5 states that his example is essentially the only kind of sets for which this equality holds. Extremal sets will have the following shape (In this example, K + 3 and D B = 1).
Proof of Theorem 5. We assume without loss of generality that A and B are closed sets of R + such that 0 ∈ A, B. Rescaling we also assume that 1 ∈ B and diam(B) = 1. We write λ for the Lebesgue measure on R and µ for the Haar measure on T = R/Z. We write S = A + B and for any positive integer k and any subset E of R + , we writẽ
The proof will be divided into three steps.
• The first step consists in determining the shape of B andÃ k for positive integers k. To this aim, we shall follow Ruzsa's arguments in [Ruz91] and use Kneser's theorem in T.
As noticed by Ruzsa, since 0, 1 ∈ B, we haveÃ k−1 ⊂S k for k ≥ 2 thus
and
thus µ(S 1 ) < 1 and Raikov's theorem yields
Combining (12) and (13) leads to
which is Ruzsa's lower bound. Therefore, the hypothesis λ(
For 1 ≤ k ≤ K, we haveÃ k +B ⊂S k thus the second line in (15) implies that we have equality in Macbeath's inequality, meaning µ(Ã k + B) = µ(Ã k ) + µ(B) and by Kneser's theorem in T there exists m k ∈ N * , there exist two closed intervals I k and
Let us write J = J k and m = m k . We thus have for some m ∈ N * , up to sets of measure 0 :
This implies
we get, using µ(J) = µ(B) and the definition of K and δ, that
Now, we write b = λ(B). We proved that we have, up to sets of measure 0, 
whereas B = In particular
if ℓ ∈ L(r) ∅ otherwise.
• In this third part of the proof, we prove that L(r) is a set of K consecutive integers and we extend the previous arguments to determine the shape of A and S. We conclude the proof by showing that m = 1. Since 0, 1 ∈ B, for any r such that 0 ≤ r ≤ m − 1 and ℓ ≥ 0, we have The author warmly thanks Professor Ruzsa for very useful conversations. She is also indebted to Professor Serra who gave a talk at the conference Additive Combinatorics in Bordeaux which helped her to get a perspective on some works in the discrete setting related to hers. He also helped her to improve the presentation of this paper. She is also grateful to Pablo Candela for bringing to her knowledge Grynkiewicz's book and for his careful reading of this paper.
