and they encompass multiple phenomena: jets of water that break into drops, waves that crash on the shore; mixtures of oil and water in porous rock (oil reservoirs); rivulets of water flowing down a window pane. The list goes on and on. The fascination we find in water surfaces has naturally attracted scientists to develop mathematical models to describe their behaviour. By far, the most common studies assume continuum models with a sharp interface. In particular, the Euler equations or the Navier-Stokes equations are used for the fluid flow and jump conditions that satisfy kinematic and dynamic conditions are imposed at the surface. These models have been thoroughly tested over the last few centuries, and they are now well accepted as good models for free surface flow.
Despite the great success of the standard models for free surface flow, there remain aspects of their behaviour far less well understood, in particular when free surfaces undergo topological changes as in the break-up of a liquid jet into droplets. The separation of a droplet from the jet happens almost instantaneously on a molecular level that makes it extraordinarily difficult to express in a mathematical model, especially one that is a continuum model. Further difficulties in mathematical models arise at the point of contact between a free surface and a solid boundary, the so-called contact-line problem. These difficulties will not be addressed here.
Even when the surface remains smooth without topological changes, the full equations of motion are nonlinear and must be solved in a changing geometry. Not surprisingly, many studies of free surface flow have employed various approximations of the basic equations or restricted the nature of the free surface in some way to make the mathematical problems tractable. A vast body of knowledge has been gained this way and has served the scientific community well. Over the last century, with the advent of high-speed computing, several numerical methods have been developed to track free surface motion. Some of the popular ones include level set methodology, front-tracking techniques and finite volume methods. The overriding factor that emerges from these approaches is the importance of highly accurate calculations of the free surface velocities. Otherwise, the numerical evolution of the surface quickly becomes inaccurate and can lead to unphysical behaviour. The challenge, then, is the continual improvement of numerical techniques that ensure accurate and reliable calculations of free surface flow.
There are two classes of free surface flows where boundary integrals have a natural advantage over other methods. They are characterized by very large or very small Reynolds numbers. The Reynolds number is the ratio of inertial forces to viscous forces. It is small when viscous effects dominate, such as the motion of small drops; it is large when viscous effects are negligible, such as the propagation of water waves. In the former case, the fluid equations can be reduced to the solution of a bi-harmonic equation: this topic is covered thoroughly by Pozrikidis.
1 In the latter case, the fluid equations can be reduced to the solution of Laplace's equation. Here, it is natural to use source or dipole distributions along the surface, and the velocity at the surface can be expressed completely by boundary integrals of these distributions. In essence, only information on the surface is needed to update the surface, thus reducing the effective spatial dimension of the problem by one. Further, the surface may be represented explicitly through a surface parametrization; there is no need to embed the surface in a numerical grid.
In the next section, boundary integrals will be formulated as the solution to Euler's equation of fluid motion with free surfaces. The formulation is for a surface between two fluids of constant but different densities in three-dimensional flow. The restriction to two-dimensional flow is included separately to illustrate its connection to complex analysis, a powerful tool that allows improved numerical methods. The challenge for numerical simulations is reliable and accurate calculation of the boundary integrals which contain singular integrands. This issue is addressed in Section 8.3. In particular, there are some highly accurate methods for surfaces (curves) in two-dimensional flow. These methods are applied to several free surface flow problems in Section 8.4 which contain a single free surface, such as water waves, Rayleigh-Taylor instabilities and rising bubbles. The extension to more free surfaces is straightforward, but an additional boundary integral formulation is needed when solid boundaries are present (described in Section 8.5). Yet, there remain difficulties and the chapter will close in describing some of them.
Mathematical Formulation
Euler's equations for fluid flow in the absence of viscous effects are: ∂ρ ∂t + (u · ∇)ρ = 0 , (8.1)
where u is the fluid velocity, ρ is the density, p is the hydrodynamic pressure and ρg is the gravitational force. For liquids and gases moving slowly, it is usual to assume the flow is incompressible, 5) with the additional requirement ∇ · A = 0. Several books 2-4 provide excellent coverage of vorticity and vortex methods, which have direct connections to the methods described in this chapter.
A particular value of the vorticity formulation Eq. (8.4) is that it draws attention to the production of vorticity. The terms on the left-hand side of Eq. (8.4) describe the advection and stretching of vortex lines, and the term on the right-hand side describes how vorticity may be created. In the absence of solid boundaries, vorticity can only be produced from density gradients. For flows where it is reasonable to assume density is uniform, vorticity is conserved. In particular, if there is no initial vorticity, then there will be none in the future.
On the other hand, if there is a sharp interface separating regions of constant but different densities, then vorticity is created at the interface. Unfortunately, the production of vorticity on the interface is a generalized function and difficult to derive from Eq. (8.4) directly. Instead, it is easier to seek solutions in each region separately and then connect them through interfacial conditions at the surface.
In each region, the velocity must be curl-free. Consequently, the velocity may be expressed in terms of a velocity potential u = ∇φ. Upon substitution into Eq. (8.2), the equation may be integrated to produce Bernoulli's equation, Let n be the unit normal to the surface pointing outwards if the surface is closed and pointing downward if the surface is open and extends to infinity in the horizontal direction. Designate the fluid quantities on either side of the interface by the subscript 1 if the quantity is on the outside (below) the surface and subscript 2 if it is inside (above). Then the kinematic condition is that the normal components of the fluid velocities must match:
Dynamic considerations require that the pressure jump across the interface is balanced by the interfacial force due to surface tension.
The surface tension coefficient is T and the curvature is κ. Boundary integrals are needed that satisfy Eqs (8.8 -8.9 ). There are many choices for boundary integrals that solve elliptic problems. One in particular offers advantages for free surface flows. Dipole distributions automatically guarantee continuity of the normal derivatives of the potential, in other words, continuity of the normal components of velocity Eq. (8.8) . Let µ be a dipole strength distributed along the interface written in parametric form as x(p, t), where p represents two surface coordinates (p 1 , p 2 ).
a Then the potential generated by the dipole distribution a The dependency on time will no longer be explicitly indicated unless necessary.
along the surface is
The subscript q on ∇ indicates that the gradient is with respect to x(q), i.e. the second argument of G. The Green's function G depends on the dimensions of the elliptic equation. In two dimensions, 11) and in three dimensions,
While the normal derivative of the potential is continuous across the interface, the potential jumps in value by µ. Specifically, as x → x(p) approaches the interface along the normal direction, the potential has the limiting values,
where
This integral must be interpreted as a principal-valued integral. It gives the average value of the potentials on either side of the interface, and the dipole strength is the jump in value of the potential across the interface. These statements follow by simply adding or subtracting Eq. (8.13) and Eq. (8.14). So far, the potential φ generated by Eq. (8.10) satisfies Eq. (8.7) and the interfacial condition Eq. (8.8). The other interfacial condition Eq. (8.9) will determine µ. Before describing how, let's determine first how the velocity of the interface can be calculated when µ is considered known. The first issue to face is the choice for the velocity of the interface. While the normal component is continuous, the tangential components may jump. A flexible choice is to take a weighted average, ∂x ∂t where the parameter α controls the weighting. For example, when α = 1, the velocity of the interface is the velocity of the outer (lower) fluid. The time derivative of the location of the interface is written with partial derivatives to emphasize that the surface location p is held fixed. In other words, the motion of the interface is Lagrangian and p represents the Lagrangian label.
In line with the nature of the potential at the surface, define the average velocity and the jump in velocity as
Consequently, the interfacial velocity is
The goal now is to determine U and m by using information on the surface only.
The tangential velocity components can be determined directly from the tangential derivatives of the potential evaluated along the surface. Specifically, let φ(p 1 , p 2 ) = φ x(p) represent either the potential above or below evaluated on the surface and differentiate with respect to p 1 and p 2 separately. 20) are tangent vectors (not necessarily unit vectors), the tangential components of the velocities at the interface give
)
The tangent vectors may be used to determine the unit normal to the interface,
The assumption is that the orientation of the tangent vectors are such as to make the normal vector point outwards (below). The next step is to find a way to determine the normal velocity component n · ∇φ. One way forward is to use Green's theorem to formulate a boundary integral equation for the normal derivative of φ, given φ on the surface. This approach is often used when either ρ 1 or ρ 2 is zero, but it may be possible to use it in the general case. An alternative approach is based on tangential derivatives of the vector potential. Fortunately, the vector potential can be determined by a boundary integral of the dipole distribution. Start with ∇φ = ∇ × A, and use the vector identity,
to derive the expression for the vector potential,
where dS(q) = t 1 × t 2 dp 1 dp 2 .
The vector potential is continuous across the interface so its tangential derivatives do not jump in value. Apply the identity ∇ × A · n dS = A · dl (8.25) to a small closed region lying on the interface. The result gives
The quantities A 1 and A 2 are integrals that result from applying the dot product to Eq. (8.24). Equations (8.20 -8.21, and 8.26) determine the velocity at the interface. They constitute a set of linear equations for U and m which may be solved in closed form to give 
The Atwood number measures the jump in the density and is defined as
The time derivative of I can be split into two parts:
q) t 1 × t 2 dp 1 dp 2
The time derivative in the second integral must be taken carefully since all the quantities in the braces depend on time through their dependency on x(p, t). The time derivative of x(p, t) is u I which depends only on µ and the location of the interface and may be calculated as already described above. The dipole strength has a direct connection to a special distribution of vorticity on the interface. By integrating by parts, Eq. (8.24) may be written as
where A specific feature of the particular formulation of free surface flow presented in this chapter is its generality since it allows fluids of different densities on either side of the interface. A similar approach 5 adopted to study water waves chooses the motion of the markers to be purely vertical, which imposes some limitations on the geometry of the surface (breaking waves must be excluded). Both these approaches are the natural extension of the derivation in two-dimensions (one-dimensional surface)
6 which follows the pioneering work of Birkhoff.
7,8
In contrast, most derivations of boundary integrals for free surface flow have picked one of the fluid densities to be zero, corresponding to one of the choices A = ±1. Bernoulli's equation Eq. (8.6) is used to update the potential on the free surface and various boundary integral techniques are used to solve Laplace's equation for the potential. The first derivation following this approach 9 uses a dipole representation in three dimensions, but only the application to axisymmetric flows is calculated numerically. Another technique, 10 developed first for two-dimensional flow, 11 uses Green's third identity to obtain a Fredholm integral equation of the first kind for the normal component of the velocity. Numerically, a full system of equations for the discrete approximation must be solved at each time level. In contrast, a Fredholm integral equation of the second kind for the normal component of the velocity given the potential along the interface 12 may be solved iteratively. It is also possible to prove numerical stability when a regularized Green's function is used in the numerical approximations, a technique developed first in two dimensions. 13 A different approach 14 uses a special surface parametrization to take advantage of the Riesz transform to ensure numerical stability of the boundary integral formulation based on dipole distributions. Finally, there are some special techniques, in particular those based on conformal mapping 15 or analytic continuation, 16,17 that can only be used in two-dimensional flows.
Perhaps the greatest strength of the formulation based on dipole distributions is that the integral equation Eq. (8.32) may be solved by modern iterative techniques, such as multigrid and GMRES with a suitable preconditioner. At each stage of the iteration, the cost in calculating the integral may be reduced with multipole or tree-code algorithms. 18, 19 Moreover, the integrals for each p can be performed on separate processors leading to a natural procedure on parallel computer architectures. At the same time, the choice of α allows control on adaptivity. The physical choice α = A takes the density weighted average of the velocities at the interface as the interfacial velocity and proves to be an effective choice in many cases.
Assumptions so far include the presence of only a single interface, either closed or in open periodic geometry where the fluid is at rest far from the interface. If there is an additional external flow, it may be added directly in Eq. (8.18 ). There are other modifications and extensions for the presence of multiple interfaces and the presence of solid boundaries. These modifications and extensions will be described later for the simpler case of two-dimensional flow. Indeed, a substantial amount of study has concentrated on two-dimensional flows both because of the simplification in the formulation and because of the much lower cost in computational time. It is appropriate, therefore, to state the formulation specifically for twodimensional flow and describe the various modifications when additional free surfaces and rigid boundaries are present. The approach will be equally valid in three-dimensional flow.
Two-dimensional BIT
Introduce a right-handed coordinate system with unit vectors i, k lying in the horizontal plane and j pointing vertically upwards. Gravity will be assumed to act vertically downwards. The flow is now assumed to lie in the i, j only. A general parametric form for the interface location is 37) and the dipole distribution depends on p 1 = p only, 
where p is taken to run anti-clockwise (closed) or left to right (open), and
gives the square of the derivative of the arclength: subscript p refers to differentiation. The boundary integral Eq. (8.15) that determines the average potential at the interface becomes
The vector potential has only one component A = ψ k; ψ is called the streamfunction. From Eq. (8.27), A 1 = 0 and A 2 = ψ, and from Eq. (8.24),
The velocity of the interface is determined by Eqs (8.28 and 8.29). 
The evolution of the dipole strength is determined by Eq. (8.32).
Unfortunately, the expression for the time derivative of I is lengthy, so it is convenient to introduce a more compact notation. Let z(p) = x(p) + iy(p) be the location of the interface in the complex plane. There is a natural connection between potential theory and complex variables and restatement of the formulation in terms of complex variables leads to other insights in the application of boundary integral methods to free surface flows in two dimensions.
Introduce the complex potential φ + iψ. In particular, let the average complex potential at the interface be denoted Φ = I + iψ. Then Eq. (8.41) and Eq. (8.42) may be combined into one complex integral,
Of course, this integral must be taken in the principal-valued sense. It is clearly the parametric form of the Cauchy integral. The complex velocity w = u + iv is related to the derivative of the complex potential. The average complex velocity Eq. (8.43) at the interface will be 
Written this way, it is clear that Eq. (8.52) constitutes a Fredholm integral equation of the second kind for the rate of change of the dipole strength. The connection between a dipole distribution and a vortex sheet representation is very easy to establish in this new notation. By integrating by parts, the complex velocity can be written as
which is the complex form for the Birkhoff-Rott integral that gives the motion of a vortex sheet. The vortex sheet strength is Γ = µ p /s p ; see Eq. (8.36) . It is convenient, and common, to express µ p as the unnormalized vortex sheet strength γ. The evolution equation for γ follows simply from differentiating Eq. (8.47) with respect to p. If there is no jump in density A = 0 and if surface tension may be neglected T = 0, the choice α = 0 (the motion of the interface is the average velocity) means γ remains a constant in time. Thus,
is the equation of motion for a vortex sheet, a well-studied equation as the model for a thin shear layer.
20,21
There is an important difference between a dipole and vortex sheet representation. The mean value of the dipole strength is dynamically unimportant and the far-field motion is at rest. If the vortex sheet strength has a mean value then there is a net circulation in the region containing the interface and the far-field motion will reflect its presence. In particular, if the vortex sheet is in open, periodic geometry, then the fluids above and below the sheet flow past each other in a shearing motion. In this case, the mean value of γ is the jump in the velocities of the two fluids far from the sheet. In other words, if there is a mean shear flow at the interface, it is more appropriate to use a vortex sheet representation.
This completes the basic derivation of boundary integral methods for free surface flows. However, there is a useful modification for open, periodic geometries which is needed for studies of water waves and the RayleighTaylor instability.
Open, periodic geometry
The Green's function, Eq. (8.11) or Eq. (8.12), used in the derivation of the boundary integrals for free surface flow is the free space Green's function. If there are geometrical constraints on the motion, there may be other Green's functions more appropriate for the boundary integrals. An obvious example is open, periodic geometry where the interface and its motion remain periodic in the horizontal plane. A periodic Green's function may be obtained by the method of images which then guarantees periodic motion.
For two-dimensional motion, the assumption will be that
The formula for the sum can be found in Reference 22. The standard choice is to scale z with L/2π or equivalently set L = 2π. Besides the obvious replacement of the Green's function in the integrals in Eq. (8.52) and Eq. (8.53), the equations of motion for the interface remain unchanged.
The value of Eq. (8.56) is that the range of integration is finite, and the integrand is periodic allowing highly accurate spectral methods to be used numerically. Unfortunately, the periodic Green's function in three dimensions requires a double sum that does not even converge. Fortunately, the sum can be modified so that it is convergent without destroying the nature of the Green's function; only the mean level of the Green's function is affected. Since only derivatives of the Green's function are needed in the boundary integrals, they remain unchanged. Even so, the modified sum has no known closed form and converges very slowly. Instead, the sum can be converted to rapidly converging Ewald sums. The boundary integral equations for free surface flow are nonlinear and only a few special solutions are known. A simple example is the perfectly flat interface which is stationary and the dipole strength is constant. Instead, the solutions to the equations must be constructed numerically. Section 8.3 will present the standard numerical methods for the case of open, periodic geometry.
Linear stability analysis
Before designing a numerical method, it is wise to have some understanding of the basic mathematical properties of the solution to the equations. A good starting point is to consider the stability of a flat interface with small perturbations. A linear analysis can establish the stability of the solutions and give insight into the general behavior of the interfacial motion. However, it is best to consider as general a case as possible, which means the inclusion of a mean value γ 0 to the vortex sheet strength to allow for a mean shearing motion.
Because the Lagrangian markers may move along the interface, the perturbations are written in the form,
where the coefficients a, b, c are assumed small. Note that the form of the perturbation in γ is designed to ensure that it is a real function: c * is the complex conjugate of c. For convenience, only one mode m is selected. Once the results are known, a linear superposition of all integer modes will produce in effect a complete Fourier series allowing for arbitrarily small perturbations.
The
The general solution to this system of ordinary differential equations is
and
The constants ε j are determined by the initial conditions. The constant ε 1 reflects a choice of initial condition in which the interface remains perfectly flat, while the Lagrangian markers are placed along the interface so that µ = γ 0 x remains unchanged. Normally, the choice of ε 1 is made to start with an initial concentration of Lagrangian markers where resolution is needed later in the calculation.
The more important behavior of the linear solution is the nature of the growth rates σ ± . Note first that the first term in Eq. (8.66) controls the tangential motion of the markers. It suggests that the choice α = A is a natural one; this choice states that the average velocity at the interface should be weighted with the ratio of densities.
The physically relevant part of the behavior of the linear solution is determined by the term with the square root in Eq. (8.66). Consideration of a few special cases helps to shed light on the general case. First, consider A = 1. Physically, the density about the interface is negligible, as commonly assumed in the study of water waves, for example. Indeed, 67) which is just the standard dispersion relation for water waves. Second, consider A = −1. Now the density below the interface is negligible and the surface is unstable (the Rayleigh-Taylor instability). The growth rates are
The instability is stabilized by surface tension for large wavenumbers. The final choice is A = 0. There is no density difference across the interface as might occur for two immiscible fluids of equal density. If, in addition, T = 0, then the growth rates are
The motion is linearly ill-posed; 23 the modes with the smallest length scales (largest m) grow the fastest. This choice has received considerable attention for the last three decades since it describes the motion of a vortex sheet Eq. (8.55), the standard long wave model for a thin layer of vorticity. At first, hopes were that nonlinear effects would restore well-posedness, but these hopes have been dashed. 24, 25 Indeed, there is strong evidence in Cowley et al. (and the references cited therein) 26 that vortex sheets develop curvature singularities in finite time. Surprisingly, the inclusion of surface tension effects, which stabilizes the highest modes according to linear theory, does not prevent singularity formation, 27 although the nature of the singularity has changed.
The above linear stability results have more applications than might be expected. By restricting attention to regions of an interface where it is locally flat and allowing the gravity vector to compensate for the orientation of the interface, it is possible to use the linear results to predict the stability under more general circumstances. 28 A good example is the late time development of the Rayleigh-Taylor instability (−1 < A < 0) when heavier fluid falls in long spikes into the lower fluid. Along the sides of the spike, a local γ 0 grows slowly in time as the heavier fluid rushes by the lighter fluid and triggers the onset of a curvature singularity 29 and the subsequent roll up of the interface into a plume. In contrast, the case 0 < A < 1 with no initial γ 0 , does not appear to form a curvature singularity in finite time unless a breaking wave develops (a topological singularity of a different nature then occurs). Presumably, there are no regions where a mean vortex sheet strength arises for sufficient time to trigger curvature singularities. Singularity formation in interfacial flow remains an active area of research and is one of the remaining challenges for boundary integral methods.
For completeness and subsequent use, the linear results for the dipole strength are included when γ 0 = 0. Let 
In summary, care must be taken in the design of numerical methods for interfacial flow because of the possibility of ill-posedness and subsequent formation of curvature singularities.
Numerical Approximation
The method of lines is a natural choice for the numerical treatment of the evolution of the interface. Markers along the interface are distributed in the Lagrangian variable p with an associated dipole strength. Then, the velocity and the rate of change of the dipole strength are calculated and used to update the marker's location and dipole strength through a standard method, such as the 4th-order Runge-Kutta method. Details will be provided here for free surface motion based on a dipole representation in open, 2π-periodic geometry, such as water waves. It is relatively straightforward to adapt the methods to other circumstances, such as the vortex sheet representation.
From now on, N markers are assumed to be evenly-spaced in p. Note that the definition of p is done in conjunction with the specification of the initial conditions and can be done to improve resolution in the subsequent motion. Subsequent examples with water wave motion and the RayleighTaylor instability will illustrate this idea. Let the location of the markers be x j = x(jh), y j = y(jh) with h = 2π/N . Similarly, let µ j = µ(jh). Since the interface is taken as 2π-periodic, the data may be expressed in terms of a discrete Fourier series. Let f (p) stand for any 2π-periodic function in p (note that x(p) − p is 2π-periodic). Then, Knowing the Fourier coefficients, the Fourier series in Eq. (8.72) can be evaluated through the fast Fourier transform. The inclusion of the factor S(m) is to help suppress the ill-posed effects of differentiation. At the very least, it is important to suppress the effects of round-off errors by removing all Fourier coefficients that are close to machine precision. Otherwise, coefficients in the tail of the spectrum that might contain only round-off errors will be multiplied by a large m and exacerbate the effects of round-off in the derivatives. The next step is the evaluation of Eq. (8.56). The difficulty in using a numerical approximation is that it is a principal-valued integral. Fortunately, the result
may be used to rewrite Eq. (8.56) without the pole singularity;
The integrand is now in a suitable form for the trapezoidal rule except for the indeterminate form when q = p. The limit is easily calculated, however, and the approximation to the integral becomes
It is also possible to apply the trapezoidal rule at alternate points that skip over the point q = p:
Both approximations are spectrally accurate, but Eq. (8.77) has a lower cost since only half the points are used. It also has the advantage that it is easier to programme on vector/parallel computers. It is still important to include the pole subtraction in Eq. (8.77) since it reduces the effects of round-off errors. Another approach to the numerical treatment of the principal-valued integrals is to regularize the Green's function through convolution with a suitable smoothing function. 30 There are many possible choices for smoothing functions 31 and the specific choice does not seem to be crucial. A popular choice is the Krasny vortex blob method, 33 where
The integrand is no longer singular when q = p, and the pole singularity has been smoothed over a distance of O(δ). The original motivation for the regularization Eq. (8.79) was to ensure that vortex sheet motion (A = α = T = 0) would exist globally in time. Indeed, appropriate regularizations 32 of the integrand guarantee solutions for all time and the limit of δ → 0 converges to a weak solution beyond the time of singularity formation. With δ > 0, the vortex sheet rolls up into a spiral where the curvature singularity would otherwise form. 33 Only partial success is achieved when −1 < A < 0.
30 On the other hand, the regularized kernel does provide accurate simulations of water waves (A = 1) especially when δ is made proportional to s p . 30 In other words, the blob size adjusts to the spacing of the Lagrangian markers. Incidentally, Eq. (8.78) or Eq. (8.79) can be evaluated quickly by computing cos(x j ), sin(x j ), cosh(y j ) and sinh(y j ) first and using the expansion formulas to compute these functions with arguments that contain a difference.
The next step is to use the results of the numerical integration of the boundary integrals to determine the interfacial velocities Eqs. (8.50 and 8.51) by simply evaluating (DΦ) j through Eq. (8.73) . Alternatively, the velocity may be determined directly from Eq. (8.54).
The last step requires a solution to Eq. (8.52). The discrete form is
Note that R j contains two integrals (see Eq. (8.53)) and it is advisable to remove the pole singularity in these integrals at q = p by replacing µ(q) with µ(q) − µ(p .80) is a system of linear equations for the rate of change of the dipole strength at the Lagrangian points. There are two main ways this system can be solved: direct methods based on an LU-decomposition, or iterative methods. Which choice is preferable depends on several factors, but generally iterative methods have the most advantages. The simplest iterative procedure is:
Convergence 6 of the iteration has been established for |A| ≤ 1. More importantly, when the interface is nearly horizontal, as in the propagation of water waves, the rate of convergence is very large so that only a few iterations are needed for even very high accuracy. 19 can reduce the count to O N log 2 (N ) but with large setup costs so that N must be much larger than about 1,000 before significant savings are realized. Since the eigenvalue structure of the iteration is much like the typical structure of iteration operators for elliptic problems, multigrid strategies can be useful in reducing the effective number of iterations to just a few, and obviously the two methods can be combined. Finally, the first guess for the iterative solution can be improved since the dipole strength is evolving in time. For example, if a fourth-order predictor-corrector routine is used, it is simple to approximate the rate of change of the dipole strength by a cubic over the last four time steps and extrapolate (predict) the new value as the first guess for the iteration. Significant speed-up can be obtained this way. 
Numerical stability
Numerical stability is difficult to establish in general because of the differing nature of the solutions with different choices of A. But it is possible to conduct a linear stability analysis along the lines of Section 8.2.4. The difference is that the analysis depends on the specifics of the numerical approximation. It is advisable to break up the analysis into different parts to assess their influence on the stability. The starting point is to write
where quantities with 'hats' will be assumed small. The linear version of Eq. (8.76) is
In line with Eq. (8.70), assumê The rest of the analysis is straightforward and, with the appropriate expression for R(m) depending on the choice of quadrature, leads to
which is the numerical version of Eqs (8.59 -8.62), except that c = imd since we are using the dipole formulation and γ 0 = 0. The key difference is that the dispersion relation Eq. (8.66) is replaced bỹ
This numerical dispersion relationship is very close to the exact relationship, the difference being only the influence of the Fourier filter S(m). Note, in particular, that m = N/2 givesσ ± = 0, and this may lead to nonlinear resonances. 35 In most methods, 36 this "sawtooth" mode is problematic, and remedies include its suppression, 36 regularization of the integrals,
30
interpolation of additional integration points 34,37 and polynomial smoothing. 11 For 0 < A ≤ 1, the modes are purely oscillatory and a suitable time-stepping method must be used, especially if N is large (the problem becomes 'oscillatory stiff'). Provided the time step is chosen small enough, the standard Runge-Kutta method is appropriate. The fourthorder Adams-Moulton method has also been used. 6 
Applications with a Single Surface
Given the importance of water in human existence, it is not surprising that the free surface flow of water and air occupies a large body of scientific study. Some important examples include the nature of water waves, the Rayleigh-Taylor instability, rising bubbles and falling drops. The development of boundary integrals methods for free surface flow has led to improved understanding of these flows through direct numerical simulation and mathematical analysis. The following three canonical examples will serve to illustrate the power of boundary integral methods. There are many more applications but the list is too long to review.
Waves on deep water
A wave travelling to the right on the surface of water whose mean height is zero can be constructed from the results of the linear analysis Eqs. (8.63, 8.64 and 8.70 ). Specifically, A = α = 1, and for waves with long wavelengths, T = 0. Set ε 1 = ε 2 = 0 and ε 3 = ε/ √ gm where ε is real and gives the amplitude of the wave. The linear analysis predicts the motion to be
An initial condition for numerical simulation is easily obtained by setting t = 0. Tests with ε small provide a good way to check the code. For moderate values of ε, around ε = 0.3, the waves steepen and break into little spillers.
Larger choices for ε demonstrate breaking plungers as illustrated in Fig. 8.1 . The physical scales are set with the choice g = m = 1, and ε = 0.5. The numerical parameters are N = 4, 096, a time step of 0.0002 in the standard 4th-order Runge-Kutta method, and
This filter suppresses the top half of the discrete Fourier spectrum, in essence de-aliasing the spectral method and ensuring stability. The integral equation is solved by iteration until the iterates don't change by more than 10 −10 . What is striking about the results is the very high curvature at the tip of the plunging breaker. It reaches a value of 3.7 × 10
3 . This level of accuracy is almost impossible to reach with other methods and highlights the impressive advantages that boundary integral methods can exhibit. It is also possible to confirm that the very large curvature is associated with a square root singularity in the complex p-plane. 17 The singularity approaches the real axis of p but does not seem to reach it in finite time.
The plunging tip of the breaker has strong similarities to the falling spike that occurs during the Rayleigh-Taylor instability. The classical RayleighTaylor instability occurs when heavy fluid falls into a vacuum, A = −1, α = −1. For a perturbation with a single mode, a pattern of falling spikes and rising bubbles 38 quickly emerges. The spikes fall freely under gravity and the bubbles rise with constant speed. Eventually, the tip of the spike will develop a curvature large enough for surface tension effects to become important.
39,40 Then a drop forms at the tip which will subsequently detach, but this process cannot be described by the current boundary integral formulation. The nature of the Rayleigh-Taylor instability for a fluid layer is discussed in Section 8.5 and provides a typical example of a falling spike.
Rising bubbles
When a circular bubble of air is released, it rises and deforms into the shape of a hemispherical cap. Under these circumstances, A = α = 1. The mathematical nature of the underlying elliptic problem reveals a deficiency in the dipole representation of the interfacial motion. The elliptic problem is an exterior one where the solution in the far field must be specified either as a constant or a logarithmic variation. A constant has no dynamic significance and may be neglected if there is no fluid motion in the far field. On the other hand, if the bubble expands as it rises, then there must be a net outflow of fluid in the far field to maintain conservation of mass. The outward flux F of fluid on the boundary of a large circle r = R that encases the bubble at its centre will be
Since the far-field behavior of a dipole is 1/|z|, a dipole distribution cannot give the correct far-field behavior. Instead, a source term must be added to complete the representation of the potential; Eq. (8.48) is replaced with
where F is real-valued. As a consequence, Eq. (8.49) must be replaced with
The only other changes that are necessary occur in Eq. (8.52). A term must be included to account for the difference between the pressure inside the bubble P i and the pressure in the far-field P o . Also, the change in outward flux must be included. As a consequence, Eq. (8.52) becomes (recalling that A = α = 1, so ρ 1 = ρ and ρ 2 = 0), Let τ satisfy the homogeneous adjoint equation,
Then the application of the Fredholm alternative produces the relation 1 2π dF dt τ (p) ln |z(p)| dp =
which provides an evolution equation for F . Equation (8.101) provides a clear connection between the outward flux and the pressure difference between the interior of the bubble and the far-field, modified by hydrodynamic and hydrostatic effects that appear in the other terms. There are several ways this connection can be exploited. For example, set P i = P o , and let the bubble rise under the influence of buoyancy effects. As the bubble rises, the hydrostatic pressure will lead to changes in R(p), causing the bubble to expand (F (t) will increase). The inside of the bubble may be regarded as a gas and P i will change according to the equation of state as the volume of the bubble increases. All of these effects can be accommodated in Eq. (8.101). Two examples of this formulation have been considered before. In one,
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the initial rise and distortion of the bubble is simulated by both the dipole and vortex sheet methods for comparison purposes. Here, the expansion of the bubble is neglected, so F (t) = 0 and P i is allowed to adjust to satisfy Eq. (8.101) (not explicitly calculated). Equation (8.99) may still be solved by iteration as long as the undetermined homogeneous solution is specified.
Since it is merely a uniform constant, it has no dynamic consequences. top, forming an inward plume. The plume broadens and its sides approach the sides of the bubble. The appearance of the bubble is now that of a hemispherical cap with two attached lobes at its sides. What is also noticeable in these results is the close approach of different parts of the surface to each other. Indeed, At t = 4.0 the code begins to fail as the neck of the two side lobes begin to pinch off. From the stand point of the numerical approximation, difficulties are arising because the denominator in the integrand in Eq. (8.48) is becoming very small for values of q not close to p leading to large spikes in the integrand. This matter will be revisited as a future challenge in Section 8.6.
The other example where this formulation is used occurs when a high external pressure is used to attempt to collapse the bubble. Buoyancy is neglected because the outside pressure is large enough to force the bubble to collapse quickly not allowing the bubble enough time to rise. The inside pressure is allowed to increase according to the equation of state for gases, and it grows large enough to reverse the pressure gradient at a later time causing the surface to undergo Rayleigh-Taylor instability. For the numerical results presented in Ref. 9 , the bubble is assumed axisymmetric but the derivation of the equations is essentially the same as the derivation for two-dimensional flow. In either case, Eq. (8.101) or its axisymmetric version must be used. See Reference 9 for further details.
Applications with Two Surfaces
In principle, the addition of more interfaces means simply the addition of more surface integrals. A good example is the study of triadic resonances between water waves and internal waves. 6 But there can be new features. The acceleration of thin liquid layers in gases requires modifications to the basic formulation similar to the formulation of external flow outside a single interface given in Sec. 8.4 .
New considerations arise if one of the surfaces is a rigid boundary, as in shallow water or in the motion of a submerged body. Two specific examples will illustrate both of the necessary modifications.
Rayleigh-Taylor instability of a liquid layer of finite thickness
A liquid layer of density ρ lies between two horizontal surfaces with gas of negligible density above and below. If the surfaces are perfectly flat, then a pressure gradient (P 1 − P 2 )/(ρgH) can hold the layer in place against the force of gravity. Here, P 1 and P 2 are the pressures below and above the layer respectively, and H is the mean thickness of the layer. This layer is unstable to perturbations, an example of the Rayleigh-Taylor instability. Also, the pressure difference may cause the layer to accelerate, a possibility that is allowed in the following description of the equations of motion.
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Let all quantities on the lower and upper surface be designated with a subscript 1 and 2 respectively. From the assumed form of the layer, A 1 = α 1 = −1 and A 2 = α 2 = 1. The flow is assumed 2π-periodic and ρ = g = 1. The average complex potential at the surfaces induced by the dipole distributions is
Since the layer may move vertically with speed V (t), a behavior not represented by dipole distributions, a term −iV z j must be added to Eq. (8.102).
The complex velocity becomes
The evolution equation for the dipole distributions are modifications of Eq. (8.52) as done in Eq. (8.99).
This coupled system of Fredholm integral equations of the second kind is singular and solutions exist provided the Fredholm alternative is satisfied.
dV dt
where τ j is a nontrivial solution to the homogeneous adjoint equations,
(8.107) The procedure to solve the adjoint equations numerically follow the methods already described in this chapter. Assume z j and µ j are known at some moment. They can be updated as follows. First, the integrals integral equations is made slightly complicated by the presence of two eigenvalues for the iteration matrix, one being λ = 1 which corresponds to the singular nature of the integral equations and another being λ = −1 which prevents convergence of the iteration. All other eigenvalues are less than 1 in magnitude. By shifting the eigenvalues and by specifying the unimportant homogeneous solutions to the dipole equations, the iterations can be made to converge.
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Results are shown in Fig. 8.3 for a layer located initially at
The mapping P (p) is a good example of the way to cluster the Lagrangian points initially for good effect later in the calculation. They are concentrated in the region which will later become the rising bubble since the markers there are stretched apart as the bubble rises. The layer is assumed at rest initially, so µ 1 = µ 2 = 0. The fourth-order AdamsBashforth-Moulton predictor-corrector is used with a time step of 0.005 and 128 markers. The layer, if perfectly flat, would be in hydrostatic balance, P 1 = P 2 + ρgH. Physical scales are set with ρ = g = 1, P 2 = 0, H = π/2 and ε = π/10. Rather than drawing the location of the surfaces as curves passing through the Lagrangian markers, only the positions of the Lagrangian markers are shown in Fig. 8.3 to highlight the formation of numerical instability on the lower surface at late times. The profiles in Fig. 8.3 show the drainage of fluid into falling spikes, while bubbles rise causing thin regions in the layer. Visible at t = 3.0 is the development of numerical instabilities on the lower surface at the top of the bubble. This is an example of the loss of accuracy when two different surfaces come close together causing the denominator z 1 (q) − z 2 (p) in the integrals to become very small. This limitation prevents the numerical simulation from proceeding and being able to track this thinning region as it rises. This limitation is unfortunate since it prevents the calculations from establishing how quickly the region thins and eventually snaps apart under the influence of van der Waal forces.
Water waves in finite depth
There are many circumstances where fluid interfaces occur in the presence of rigid boundaries. A good example is the propagation of water waves over bottom topography. Laplace's equation for the velocity potential Eq. (8.7) must now include a boundary condition at the rigid surface. Physically, the normal velocity of the fluid must match the normal velocity of the rigid surface. Let the rigid surface by represented in parametric form by z b (p) and its complex velocity W b (p). The downward normal velocity is
Even if the surface is moving, there is usually no flux through the surface. This implies that ℑ W * b z b,p dp = ψ b,p dp = 0 . Since ψ is the harmonic conjugate to φ, it too satisfies Laplace's equation. The Dirichlet boundary condition ψ = ψ b at the rigid surface can also be solved by a dipole distribution. For a 2π-periodic layer between a free surface z f (p) and the rigid boundary z b , the complex potential may be written as φ + iψ = 1 4πi To complete the set of evolution equations, the time derivative of Eq. (8.111) must be included, leading to a set of coupled Fredholm integral equations of the second kind for the time derivatives of both dipole distributions. 6 These equations have been used to study water waves in shallow depth 6 and the downward acceleration of a rigid bottom that produces RayleighTaylor instability on the falling free surface.
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A different application of this method calculates the motion of a rigid body beneath a water surface. 46 Here, the flow is not 2π-periodic. Instead, an infinite wave train is generated. A finite computational domain is chosen with damping layers attached to absorb the water waves as they leave the computational domain.
Some Challenges and Improvements
Spectral accuracy proves very desirable for tracking free surfaces in twodimensional flow. The smooth calculation of the surface velocities prevents unwanted oscillations or instabilities from appearing during the motion. Unfortunately, in three-dimensional flow the accuracy of the numerical quadrature is limited, typically to third-order, and can result in numerical instability. Fortunately, there are accurate ways to treat axisymmetric geometry 47, 48 through special properties of the elliptic functions which appear in the integrand. The hope is that there might be similar approaches for the full three-dimensional integrands.
Even for spectral methods in two-dimensional flow, significant accuracy is lost when two parts of the same surface or two different surfaces approach each other closely. Good examples are the pinch-off region in the rising bubble in Fig. 8.2 or the thinning region at the top of the rising bubble in Fig. 8.3 . The culprit for the loss of accuracy is the rapid variation in the integrand which is nearly singular when the denominator in the integrand becomes small. To be specific, consider the integral,
When z 1 (q) is very close to z 2 (p), the denominator has large spikes of opposite sign on either side of the point of closest approach. Unless integration points are made available to resolve these spikes, large errors can arise in the numerical calculation of the integral. 41 One way to treat this difficulty is through interpolation by increasing the local resolution. 41 Another method uses the blob regularization and correction terms.
A new method currently under development is the removal of the presence of the nearby pole singularity in the complex q plane of the integrand.
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Seek the complex point Q such that z 1 (Q) = z 2 (p). This means that Q is a function of p. Then rewrite I(p) = 1 2πi
The sign of the additional term is determined by whether z 1 (q) lies below z 2 (p) (+) or above (−). Tests on a thin annulus reveal that spectral accuracy is restored more or less independently of the spacing between the surfaces. Unfortunately, the method relies on the ability to analytically continue both z 1 (q) and µ 1 (q) into the complex q plane. Analytic continuation by means of the Fourier series is possible, 50 but other methods are currently being tested. Ultimately, the method must demonstrate success for free surface flows such as shown in Fig. 8.3 .
There remain challenges for BITs when surfaces reconnect, for example when the tip of the plunging breaker shown in Fig. 8.1 reaches the surface below, or when the lobes of air pinch-off from the sides of the bubble in Fig. 8.2 . There is no mathematical reason why these surfaces can't meet in finite time, but when they do, the boundary integral formulation becomes invalid. One might expect the surfaces to reconnect, but how? It is not just a matter of mathematics but also of physics since the processes by which reconnection occurs are not fully understood and probably occur on microscopic scales. There are methods, contour surgery in front tracking or level set methods which allow reconnection. There might be ways to use those techniques to design reconnection methods in boundary integral techniques.
