This paper consists in discussing some issues on generic local classification of typical singularities of 2D piecewise smooth vector fields when the switching set is an algebraic variety. The main focus is to obtain classification results concerning structural stability and generic codimension one bifurcations.
Introduction
First of all, we observe that this paper is part of a general program involving the study of discontinuous piecewise smooth systems in R n of the forṁ x = F (x) + sgn (f (x)) G(x); (1.1) where x = (x 1 , ....., x n ) and F, G : R n → R n , f : R n → R are smooth functions. Note that we have two different smooth systems, one, X = F + G, in the half space defined by f (x) > 0 and the other, Y = F − G, in the half space defined by f (x) < 0.
In this direction, let X, Y : U ⊂ R 2 → R 2 be sufficiently smooth vector fields defined in a bounded neighborhood U of the origin. Consider f : (x 1 , x 2 ) ∈ U ⊂ R 2 → x 2 ∈ R having 0 as a regular value and let Σ = f −1 (0). Thus Σ is a regular codimension one submanifold of U ⊂ R 2 . The submanifold Σ splits the open set U into two open sets U + = {p ∈ U : x 2 > 0} and U − = {p ∈ U : x 2 < 0}. Let Z be the space of all piecewise smooth vector fields Z = (X, Y ) defined as
(1.
2)
The dynamics on each open set U ± is given by the smooth vector fields X and Y , respectively. The submanifold Σ is called discontinuity curve or switching curve and we assume that the dynamics over Σ is given by the Filippov's convention. More details about the Filippov's convention can be found in [Fil03] . The piecewise smooth vector field defined in this way is called a Filippov system.
Due to its importance on applications, Filippov systems have been largely studied in the recent years. There are a huge number of works focusing on local and global aspects of these systems. For some works dedicated to planar Filippov systems, one can see [KRG03] , [GST11] and [Der+11] and for examples on higher dimensions, look at [CJ11] and [DRD12] .
Concerning the study of the generic behavior for planar Filippov systems, it was firstly made by Kozlova ([Koz84] ). In [KRG03] , Kuznetsov at al., classified and studied all the codimension one bifurcations and also some global bifurcations. Guardia, Seara and Teixeira, in [GST11] , complemented these works presenting a rigorous proof of the theorem which classifies the set of the local Σ−structural stable Filippov systems and revisited the codimension one bifurcations. In addition, they gave a preliminary classification of codimension two bifurcations.
Using the concepts of local Σ−equivalence and weak equivalence of unfoldings, in [RSL16] the authors revisited the codimension one generic local bifurcations of Filippov systems, presenting a rigorous classification of the generic fold-fold singularities set Λ F , as well as a formal study of the versal unfoldings of each singularity. Moreover, they have proved that Λ F is a codimension one embedded submanifold of Z.
The most part of the works on piecewise smooth systems are devoted to study switching surfaces which are regular curves or surfaces. However, using the same definition of piecewise smooth vector fields, one can consider Σ as the union of two codimension one submanifolds which intersect transversely at the origin.
In this context, we are interested in the particular subject: 2D systems as in (1.1) for which f (x 1 , x 2 ) = x 1 · x 2 . We understand that a systematic programme towards the bifurcation theory for such systems are currently emergent.
In this case, the origin is a non-degenerated critical point of f and Σ = f −1 (0) is a degenerate hyperbole. Thus Σ can be seen as the union of two lines that intersect transversally at the origin. The piecewise smooth vector field Z = (X, Y ) is given exactly as in (1.2) and in this case, we assume that the Filippov's convention is valid in Σ \ {0}.
Piecewise dynamical systems naturally arise in the context of many applications. In this direction our approach is motivated by equations expressed as x + aẋ = sgn (x · f (x,ẋ))); that are commonly found in many fields such as Control Theory and Engineering. In [Bar70] problems involving asymptotic stability of such systems are fairly discussed. In this book the author presents an stabilization problem that can be solved provided a discontinuity of this type is introduced in the system. In [DD15] , the authors propose a special choice for the sliding vector field at the intersection of the two manifolds.
Let Ω be the set of all piecewise vector fields defined as above. In this work, our aim is to describe rigorously the set of the locally Σ−structurally stable vector fields having this kind of switching set and their codimension one bifurcations. The structure of this work is as follows:
In section 2 we recall the objects we are going to work with, as the trajectories, tangencies, notion of local Σ−equivalence and weak equivalences of unfoldings.
Section 3 is devoted to give a classification of the set Ω 0 composed by the locally Σ−structurally stable vector fields in Ω. To give this classification we establish the generic conditions which are necessary to Z ∈ Ω be locally Σ−structurally stable. Moreover, in each case we construct the Σ−equivalence between Z ∈ Ω 0 and its corresponding "normal form".
Once we have classified the set Ω 0 ⊂ Ω, in section 4 we describe the set Ξ 1 ⊂ Ω 1 = Ω \ Ω 0 composed by the vector fields Z which have a codimension one bifurcation at the origin. In order to get this result, we establish some conditions for Z ∈ Ξ 1 and show that Ξ 1 is open in Ω 1 (endowed with the induced topology of Ω). More precisely, Ξ 1 is an embedded codimension one submanifold of Ω. Finally, we show that for each Z ∈ Ξ 1 the unfoldings which are transverse to Ξ 1 at Z are weak equivalent.
First definitions and results
Let f : R 2 , 0 → R, 0 be a C r smooth function such that f (0) = 0 and that 0 a non degenerate critical point. The purpose of this work is to study the generic singularities of planar piecewise vector fields Z which discontinuity set is given by the zeros of the map f (x 1 , x 2 ).
As it is known that there are coordinates around the origin such that f can be written as f (x 1 , x 2 ) = x 2 1 ± x 2 2 . In this paper we will study the case f (
In this direction, let X and Y be smooth C r , r ≥ 1 vector fields defined in a bounded neighborhood U of the origin.
Let
is an algebraic variety and splits U as the closure of the regions Let Ω be the set of all piecewise vector fields defined as:
The set Σ is the discontinuity set or switching set. Observe that we can write Σ = Σ 1 ∪ Σ 2 with Σ 1 = {(x 1 , x 2 ) ∈ Σ : x 1 = 0} and Σ 2 = {(x 1 , x 2 ) ∈ Σ : x 2 = 0}. Moreover,
Each Σ i , for i = 1, 2, can be decomposed as the closure of the crossing, sliding and escaping regions as follows:
The decomposition of the domain U .
Then the crossing, sliding and escaping regions in Σ are the union of the corresponding regions in Σ 1 and Σ 2 . In the regions Σ s,e i , for i = 1, 2, we define the sliding vector field:
where i, j = 1, 2 and i = j.
Since we are interested on low codimension singularities, we focus our attention just to one kind of tangency, the fold point, which is defined below.
Definition 2.2. The point
Analogously, we define a fold point and a regular fold for Y .
The origin is a fold point of X. (a) X 2 (0) = 0 and
Now we define the trajectories of Z through points of U, following [GST11] . Let us denote by ϕ X (t; p) the flow of a regular vector field X. In order to preserve the uniqueness of orbits, we assume that, if p ∈ U ± is such that the curve {ϕ X,Y (t; p); t ∈ R} Σ s,e , then the trajectories of X and Y through p are relatively open, that is, they do not reach Σ e ∪ Σ s in finite time. Next definition gives the trajectories through a point of U \ {0}. Definition 2.3. Let p ∈ U \ {0}, then its trajectory ϕ Z (t; p) is given by: Next definition gives the trajectory of p = 0. Definition 2.4. Let {0} ∈ Σ, then its trajectory ϕ Z (t; 0) is described below:
there is only one trajectory of X or Y which cross the origin and we define ϕ Z (t; 0) as being this trajectory;
After the last two definitions, we can define the singularities of Z ∈ Ω.
Definition 2.5. The singularities of Z ∈ Ω are:
• p ∈ U ± which are singularities of X or Y , respectively; In the sequel we define some different types of "periodic" orbits which can appear in piecewise smooth systems, once again we follow the definitions given in [GST11] . In Figures 3 (a) and (b) the curves γ 1 and γ 2 are examples of regular periodic orbits. As we will see in section 3 and 4, this kind of orbits do not appear in low codimension bifurcations. For example, the phase portrait sketched in Figure 3 (a), can happen when the origin is a saddle for X (with non admissible eigenspaces, that is, the eigenspaces V 1,2 ⊂ U − ) and a focus for Y , which is a bifurcation of codimension at least four. The orbit γ in Figure 3 (b), gives us an example of a periodic cycle. These orbits can appear, for example, in the unfolding a codimension 2 fold-fold bifurcation.
Definition 2.6. A regular periodic orbit is a regular orbit
In figure 3 (c), γ 3 is an example of pseudo-cycle. Observe that pseudo-cycles are not real closed orbits but they are preserved by Σ−equivalences (see definitions 2.12 and 2.13) and it is the unique type of recurrence containing the origin which appears in the unfoldings of some codimension one bifurcations. Definition 2.9. We say that Z ∈ Ω is transient in
By the Implicit Function Theorem, the function t X :
And finally we define the first return map of Z by
which is clearly a diffeomorphism, since it is the restriction of a diffeomorphism to the cross section Σ Observe that if Z is transient, the origin is always a fixed point for φ Z since t X (0) = t Y (0) = 0. Moreover, by unicity of solutions for flows in the plane, φ Z is an increasing function and therefore, φ Z is always positive.
In our context, sometimes the first return map will not have a real dynamical meaning, since it is defined for any transient vector field Z. It can happen that a trajectory of Z through a point p ∈ Σ − 2 do not reach again the cross section Σ − 2 neither in backward nor in forward time, see Figure 4 . But even in these cases the first return map will be important in order to detect the appearance of pseudo-cycles. Now we are going to start with the definitions of local Σ−structural stability and codimension k bifurcations. It is well known that the set X = X r (U),Ū compact, of the germs of vector fields of class C r , r ≥ 1 endowed with the C r −topology is a Banach space. Therefore, Ω = X × X is also a Banach space. Consequently, Ω is a Banach manifold.
In the sequel we will establish a relation between local Σ−structural stability in our context with some special submanifolds of Ω.
Definition 2.12. Let Z andZ ∈ Ω, defined in U andŨ neighborhoods of the origin, with discontinuity sets Σ and Σ, respectively. We say that Z andZ are locally Σ−equivalent if there exist neighborhoods U 0 ,Ũ 0 of the origin and an orientation preserving homeomorphism h : U 0 →Ũ 0 which maps trajectories of Z in trajectories ofZ and sends Σ inΣ. Definition 2.13. We say that Z ∈ Ω is locally Σ−structurally stable at the origin if there exists a neighborhood
Let Ω 0 denote the set of all piecewise systems in Ω which are locally Σ−structurally stable.
When Z is not locally Σ−structurally stable at the origin, we say that Z belongs to the bifurcation One can define Ξ k , the set of all Z ∈ Ω having a codimension k bifurcation at the origin, recursively.
Local Σ−structural stability
The aim of this section is to describe the set Ω 0 ⊂ Ω of all the vector fields which are locally Σ−structurally stable near the origin. We use the definitions of local Σ−equivalence and local Σ−structural stability stated previously. We will prove the following theorem: 
Moreover, the subset Ω 0 is an open and dense in Ω, therefore local Σ−structural stability is a generic property in Ω.
We devote the rest of this section to prove this theorem. Lets consider Z ∈ Ω, with X and Y transverse to Σ 1 and Σ 2 at the origin. It is clear that the transversality of the vector field with Σ at the origin is a necessary condition for local Σ−structural stability of Z. In the sequel we will see that it is not a sufficient condition.
Before we start the analysis of the behavior near the origin, we summarize some important facts about the sliding vector fields. By definition of the sliding vector fields expressed in (2.2), as it was observed in [ST98], we have Z
Since each Z s i is defined on sliding and escaping regions of Σ i , it follows that h i does not vanish on these intervals
i . Then, we have the next proposition which proof follows directly.
and i = j.
When both sliding vector fields are defined in a neighborhood of the origin, using (3.1) we obtain that Z s 1 (0) = 0 if, and only if, Z s 2 (0) = 0. The next proposition will be important when we construct the homeomorphisms in order to prove the local Σ−equivalence between the Σ−structural stable vector fields. 
Proof. A straightforward computation gives us that around p 0 we have sign sgn (Z)
are one dimensional vector fields, they are conjugated by the identity map. 
From now on, our goal is to classify the local Σ−structural stable behavior in Ω. We give a normal form for each equivalence class and construct the respective local Σ−equivalences between an arbitrary vector field and its corresponding normal form.
Observe that being X and Y transverse to Σ at the origin, we have the following configurations for Σ:
Considering the continuous maps
it follows that conditions stated in items C1 to C3 are open. Then for each Z ∈ Ω satisfying conditions C1 to C3 there exists a neighborhood V Z ⊂ Ω such that sgn (ξ i | V Z ) is constant. Moreover, conditions C1 to C3 define a generic set, since its complement in Ω is ξ −1
2 (0). Nevertheless, even if these conditions are open, we will see that vector fields satisfying some of them are not structurally stable. We will analyze each case separately. 
where a = sgn(X 1 (0)) and b = sgn(X 2 (0)). In other words, Z is C 0 −equivalent to the continuous vector fieldZ(p) = (a, b).
Figure 7: The regions R i for i = 1, 2 of U and the respective cross sections Γ andΓ for Z andZ when
Proof. We will present the construction for the case X 1 (0), X 2 (0) > 0. The other cases can be done analogously. In this case, the vector fieldZ has the formZ
Since X and Y are both transverse to Σ at the origin, there is a neighborhood U of the origin such that for each initial condition p ∈ U the trajectory of Z through p reaches the discontinuity Σ in finite time.
We are going to construct the homeomorphism piecewisely.
On the other hand, given
As illustrated in Figure 6 , we define the homeomorphism h
Moreover, the map h − is an homeomorphism in U − . Consider now the cross section Γ = {ϕ X (0, t), t ∈ R} ∩ U and define the regions
Define on each region R i the homeomorphisms
. Therefore the map h defined as follow is an homeomorphism.
Regarded the way that h has been constructed it is clear that h carries the trajectories of Z to trajectories ofZ preserving the orientation. Moreover, if p = (p 1 , p 2 ) ∈ U, a straightforward calculation shows that the map
where
is the inverse of h. Thus h is a homeomorphism.
The case X 1 (0), X 2 (0) < 0 is analogous. The only difference is that we must consider the cross section Γ = {ϕ Y (t, 0)} : t ∈ R} ∩ U, define the regions R i and then proceed in the same way as in the case
Opposed to the case C1, if Z ∈ Ω satisfies C2 one can not automatically conclude that Z is locally Σ−structurally stable even if C2 is an open condition. This occurs because one can have that Z satisfies C2 and det Z(0) = 0 and then the origin is a pseudo-equilibrium for both Z i . Lets take for instance
In this case, the sliding vector field is defined in Σ 1 and Σ 2 . However, for α = 0 the vector field Z 0 has just one pseudo-equilibrium at the origin, while when α = 0 the vector field Z α has two pseudo-equilibria in Σ 1 and Σ 2 near the origin. Therefore, one can not establish a local Σ−equivalence between Z 0 and Z α for α = 0.
Since det : Z ∈ Ω → det Z(0) ∈ R is a continuous function, once Z satisfies det Z(0) = 0, we obtain a neighborhood W Z ⊂ V Z such that sgn (det | W Z ) is constant. Then Z ∈ W Z satisfies condition C2 and det Z (0) = 0. Then from the argument exposed above and the next proposition we conclude that Z ∈ Ω 2 0 is local Σ−structurally stable. 
where a = sgn(X 1 (0)), b = sgn(X 2 (0)), c = sgn(det Z(0)) and δ rs is the Kronecker function.
Proof. Observe thatZ also satisfies condition C2. Moreover, substituting the value of ab in the formula (3.7), we obtain detZ(0) = δ 1c − δ −1c . Thus, sgn detZ(0) = sgn (det Z(0)) = 0. As Z s i andZ s i are one dimensional vector fields with the same sign, the identity is an equivalence between them. Therefore, the same construction of Proposition 3.7 can be applied in this case.
The last case to be studied is when Z belongs to Ω 3 0 , that is, the set of all Z ∈ Ω satisfying C3. Observe that in the previous cases there were no meaningful differences on the dynamics of Z depending of sgn (X 1 · X 2 (0)), since one case is just the reflection of the other. This is not true when we are considering Z ∈ Ω 
where a = sgn(X 1 (0)) and b = sgn(Y 1 (0)). Proof. Fix a = b = 1. Other cases can be done similarly.
In this case we have Σ 1 = Σ c and Σ 2 = Σ e ∪ Σ e , by Proposition 3.5 the origin is a regular point of Z s 2 and by Proposition 3.3, Z s 2 is locally conjugated to the constant vector fieldZ s 2 (p) = 1. Moreover, by Proposition 3.3 there exists a homeomorphism h * with h * (0) = 0 which gives the C 0 −equivalence between these vector fields in a neighborhood of the origin.
The trajectories of X and Y through the origin are both admissible and intersect Σ transversely at this point and the same occurs forZ.
Consider the following cross sections of Σ given by Γ X = {ϕ X (t, 0) : t ∈ R} ∩ U and Γ Y = {ϕ Y (t, 0) : t ∈ R} ∩ U. Analogously, we define the cross sections ΓX and ΓỸ forZ. See Figure 9 .
Let R i ⊂ U be the region between Γ X and Γ Y which contains Σ i for i = 1, 2. In addition, decompose R 2 into two regions given by R ± 2 = R 2 ∩ U ± . Proceeding in the same way as above, we defineR 1 andR ± 2 contained inŨ.
For each p ∈ R 1 there exists a unique
In both cases, h * (q(p)) belongs toΣ 2 and if p ∈ R + 2 we define h(p) = ϕX (h * (q(p)), −t 2 (p)) and in case p ∈ R − 2 we set h(p) = ϕỸ (h * (q(p)), −t 2 (p)). The three functions defined above are homeomorphisms and due to the way they were constructed they also agree on the intersections, hence the map
is a homeomorphism which carries trajectories of Z into trajectories ofZ preserving the orientation and so they are locally Σ−equivalent.
Figure 10: The homeomorphism h for a = 1. In this case h is defined independently in each region R i in a way to agree on the cross sections.
Finally suppose that Z ∈ Ω It is important to notice that since there are sliding and escaping regions in Σ, given p ∈ Σ − 2 its Z trajectory does not reach Σ − 2 again. Thus there are no regular periodic orbits for this case. Even though, one can exist pseudo-cycles which are preserved by Σ−equivalences.
In general, it is not easy to compute explicitly the first return map. The next proposition gives an approximation of its expression when Z is transient and transverse to Σ around the origin. 
Proof. Near the origin, the trajectories of Y through a point (x, 0) ∈ Σ 2 can be written as
From this equation we obtain that the time to arrive Σ 1 is t = x Y 1 (0) + O(x 2 ). Then, using again (3.9), we have
Analogously, for all (y, 0) near the origin, we obtain
By composing twice φ X and φ Y we obtain the desired map.
Observe that the constant α Z is always negative in this case. Then by Proposition 3.13, the origin is a hyperbolic fixed point for φ Z if and only if,
In addition, the origin will be stable if α Z + 1 > 0 and unstable if α Z + 1 < 0. with sgn (α Z + 1) = sgn (α Z + 1). As an easy consequence of the next proposition we have that Z and Z are locally Σ−equivalent and thus Z is locally Σ−structurally stable. 0) ) and c = sgn (α Z + 1).
Remark 3.15. Observe that the origin is attractive of φ
Proof. We are going to fix a, b, c = 1, the other cases can be treated analogously. First of all, observe that αZ = − Let consider R + = {(x, y) ∈ U : y > 0} and R − = {(x, y) ∈ U : y < 0}. Since a, b = 1 then Σ 1 = Σ c and so the trajectories of Z through a point of U + or U − is an appropriate concatenation of the trajectories of X and Y . The same is valid forZ.
For each (q, 0) ∈ Σ − 2 there exist unique times t 1 (q), t 2 (q) ∈ R such that (0, q
2 . This defines a continuous curve (see Figure 11) Analogously we define the curve η 
In order to get an equivalence that preserves Σ, we will make a reparametrization of time σ + p which preserves the subintervals of I q(p) andĨ h * (q(p)) . Then define the homeomorphism h
Let r(p) be the intersection between the trajectory of p in R − with Σ − 2 . Proceeding in the same way we define the homeomorphism h Since all the maps involved are continuous and bijective, we conclude that h is also a bijective and continuous function. The inverse of h can be constructed in the same way and is also continuous, then h is a homeomorphism.
Due to the way that h was constructed it is clear that h maps all trajectories of Z in trajectories of Z, including the trajectories of the sliding vector field, since h preserves the order on Σ 2 .
Let us observe that the set Ω If Z ∈ Ω \ Ω 0 satisfies (i), then Z is tangent to Σ at the origin. In this case, the family
converges to Z when n → ∞ and it is transverse to Σ at the origin for all n ∈ N, then Z and Z n can not be locally Σ−equivalent. Therefore, Z is not local Σ−structurally stable. In case Z satisfies (ii) or (iii) the family
also converges to Z. Moreover, observe that det Z n (0) = 0 and γ Zn = 0, thus one can not establish a Σ−equivalence between Z and Z n . Concluding that if Z ∈ Ω does not belong to Ω 0 then Z is not structurally stable, thus Ω 0 = Ω 0 . In addition, the above argument also shows that Ω 0 is dense in Ω since for every neighborhood of Z ∈ Ω there exists a sequence Z n ∈ Ω 0 such that Z n → Z when n → ∞. Joining the results we stated by now, we have proved Theorem 3.1.
Codimension one generic bifurcations
Once we have classified the generic behavior of Z ∈ Ω 0 , we will now investigate what happens in the bifurcation set Ω 1 = Ω \ Ω 0 .
The goal of this section is to classify the codimension one generic bifurcation set, which will be called Ξ 1 ⊂ Ω 1 , that is, classify the set of the structurally stable piecewise smooth systems in Ω 1 endowed with the induced topology of Ω. In order to Z belong to Ξ 1 it is necessary to break at most one of the conditions stated in Theorem 3.1. We must consider the following three groups:
• X or Y has a tangency point at the origin, that is, X i (0) = 0 or Y i (0) = 0 for i = 1, 2;
• Z satisfying condition C2 and det Z(0) = 0, that is, the origin is a pseudo-equilibrium for the sliding vector fields Z s i , i = 1, 2;
• Z satisfying C3, X 1 · X 2 (0) < 0 and γ Z = 0, or equivalently, α Z = −1, that is, the origin is a non hyperbolic fixed point for the first return map φ Z .
More precisely, we will prove the following theorem:
that is, it has a condimension one singularity at the origin (see definition 2.16) if, and only if, Z satisfies one of the following conditions:
A.
In this case, Z is transient and the coefficient α Z of the first return map (4.5) satisfies α Z = −1, then we ask the other coefficients to satisfy β Z = 0 and η Z = 0.
C. the origin is a regular-fold to Z (see Definition 2.2).
In addition, the subset Ξ 1 is an open and dense set in Ω 1 , therefore local Σ−structural stability is a generic property in Ω 1 .
The rest of this section is devoted to prove this theorem.
The double pseudo-equilibrium bifurcation
We consider now the bifurcation derived from the case where Z ∈ Ω 1 satisfies condition A. As det Z(0) = 0, the origin is an pseudo-equilibrium for both sliding vector fields Z s i (see (3.1)). Moreover, as ∂ ∂xj det Z(0) = 0 for j = 1, 2, by proposition 3.2 we know that the origin is a hyperbolic pseudo-equilibrium for both sliding vector fields. 
where D 0 is a neighborhood of the origin in R 2 such that X i ·Y i (p) < 0 for p ∈ Σ i and sgn
By the Implicit Function Theorem applied to η at the point (Z 0 , (0, 0)), we obtain a Frechet differentiable map g :
where W 0 and U 0 are neighborhoods of Z 0 and 0, respectively. The following arguments prove simultaneously that Ξ 1 1 is an embedded codimension one submanifold of Ω and an open set in Ω 1 .
Consider the map g 1 : Z ∈ W 0 → g 1 (Z) ∈ R. It is clear that
In fact, given Z ∈ g −1 1 (0) then g 1 (Z) = 0 and therefore det Z(0) = 0, thus as Z ∈ V 0 , Z ∈ Ξ 1 1 ∩ W 0 . On the other hand, if Z ∈ W 0 ∩Ω 1 then det Z(0) = 0, by the exposed above, g 1 (Z) is the unique point such that det Z(0, x 2 ) = 0, then g 1 (Z) = 0, what proves the desired equality.
To finish the proof one needs to show that Dg 1 (Z 0 ) = 0. In fact, using the chain rule to the map det Z(0, g 1 (Z)) = 0, we obtain
Let Z ∈ Ξ 1 1 and W 0 ⊂ Ω be the neighborhood of Z given in (4.1) where g is defined. One can always suppose that W 0 is connected, therefore the submanifold Ξ To simplify our analysis, fix X i (0) > 0 for i = 1, 2 (and therefore, Y i (0) < 0 to satisfy condition A of theorem 4.1), the other case is just the reflection through the y−axis. This case leads to four non equivalent configurations, depending on the stability of the origin for the sliding vector fields Z s i , i = 1, 2. However, we focus only in two, the others can be obtained analogously.
Differentiating (2.2) and using Proposition 4.3 it follows that
Moreover, by Proposition 3.3, One must consider four different cases depending on the signs of c 1 and c 2 . We focus in only two, c 1 = c 2 = 1 and c 1 = 1 and c 2 = −1.
• If c 1 = c 2 = 1, for δ = 0 the origin is an unstable pseudo-equilibrium for Z s 1 and stable for Z s 2 , as in Fig. 13(a) . In one hand, if δ < 0, then Z δ ∈ W − 0 and thus unstable pseudo-equilibrium • In the case c 1 = 1 and c 2 = −1, for δ = 0 the origin is an unstable pseudo-equilibrium for both sliding vector fields, as in Fig. 13(b) . Using the same argument as in the case c 1 = c 2 = 1 we conclude that for δ < 0 then P 1 (δ) ∈ Σ − 1 and P 2 (δ) ∈ Σ + 2 and for δ > 0 then P 1 (δ) ∈ Σ + 1 and P 2 (δ) ∈ Σ 
It is easy to see that the familyZ δ satisfies sgn X 1 (0) = a, sgn X 2 (0) = b, sgn ∂ ∂xj detZ(0) = c i with i, j = 1, 2 and i = j. Therefore, the vector field Z andZ 0 are locally weak equivalent.
The pseudo-Hopf bifurcation
In this section we are going to study what happens near a piecewise smooth system Z ∈ Ω 1 satisfying condition B of theorem 4.1.
As X 1 · X 2 (0) < 0, the vector field Z is transient and we can consider the first return map φ Z , see (2.3). In Proposition 3.13 we have computed the first term of the Taylor expansion of φ Z near the origin. Even if one can compute the higher orders terms for φ Z , they have a cumbersome expression and this computation will be omitted. However, suppose that
In fact, in Proposition 3.13 we have seen that a X = − 
where α Z = X1Y2 X2Y1 (0), as given in Proposition 3.13 and we are assuming that α Z = −1. In this case, the coefficients β Z and η Z are given by
It is clear that as α Z = −1 the origin is an unstable fixed point for φ Z if η Z > 0 and it is stable if η Z < 0. Observe that the origin is a fixed point for φ Z for all Z ∈ V 0 . In this neighborhood φ Z is written as
Consider the following Frechet differentiable map
where D 0 ⊂ Σ 2 is a neighborhood of the origin.
Then by the Implicit Theorem Function there exists a Frechet differentiable map
such that G(Z, g(Z)) = 0 for all Z ∈ W 0 , and W 0 and U 0 are neighborhood of Z 0 and 0 ∈ Σ 2 , respectively.
Then for all Z ∈ W 0 we have
2 ) (4.6)
Notice that if Z ∈ Ξ To finish the proof we need to show that Dg Z0 is different from zero. In fact, by the Chain rule we obtain:
Observe that x = 0 is a fixed point for φ δ if, and only if,
Therefore g(Z δ ) is a local maximum or minimum of F δ depending on sgn (η δ ) = sgn (η Z ) if δ is small enough. To simplify the analysis, suppose that X 1 (0) > 0. Fix η Z and β Z > 0. Therefore, the origin is a repelling fixed point of φ Z and the point g(Z δ ) is a minimum of F δ (x). Moreover using Equation (4.6), one can see that
3 ) < 0 and therefore there exist unique points p The same reasoning can be done when η Z < 0, in this case g(Z δ ) is a maximum. It follows that for δ > 0 the origin becomes unstable. Moreover, F (g(Z δ )) > 0 and being a maximum, two stable fixed appears, given rise to a pseudo-cycle of Z δ . For δ < 0 the origin remains stable and there are no pseudo-cycle around the origin. 
Proof. It is enough to observe that α Z δ = −1, β Z δ = 0 and sgn (η Z δ ) = sgn (η Z ) .
Regular-fold bifurcation
In this section we are going to study what happens near a piecewise smooth system Z ∈ Ω 1 satisfying condition C of theorem 4.1.
In this case, we allow the trajectories of X or Y being tangent to Σ at the origin. If the trajectory through the origin of X, is tangent to both Σ i for i = 1, 2 then X has a singularity at the origin and this situation leads to a higher codimension bifurcation. Another situation which raises a higher codimension bifurcation is when the trajectories through zero of both vector fields X and Y are tangent to Σ.
In this section we will see that Z having a regular fold is a codimension one bifurcation. 
and 
1 . In order to simplify the notation, we will make the proof for the case when the origin is a fold of X 0 at Σ 2 . Any other case is analogous. Let V 0 × D 0 ⊂ Ω × U a connected neighborhood of (Z 0 , 0) for which all Z ∈ V 0 satisfies: 
We have ξ(Z 0 , 0) = 0, since the origin is a fold point to X at Σ 2 and -Let Y 1 (0) < 0, see Fig. 15(b) . * If δ < 0, X 2 < 0 near the origin and therefore the origin satisfies condition B of theorem 3.1.
* The case δ > 0 is analogous to the case Y 1 (0).
• Suppose that Y 1 · Y 2 (0) < 0, that is the Y trajectory of zero has negative slope. We have different dynamics on the switching manifold depending on sgn (Y 1 (0)) .
-Fix Y 1 (0) > 0, see figure 16 (a). * For δ < 0, X 2 > 0 near the origin and therefore, Z δ satisfies the condition C with X 1 · X 2 > 0, therefore, Z δ it is also locally Σ-structurally stable. * If δ > 0, then X 2 < 0 near the origin and therefore, Z δ satisfies hypothesis A of theorem 3.1.
-Fix Y 1 (0) < 0, see figure 16(b). * If δ < 0, then (X δ ) 2 > 0 near the origin and therefore Z δ satisfies hypothesis C of theorem 3.1 with (X δ ) 1 · (X δ ) 2 (0) > 0, therefore Z δ is locally Σ−structurally stable. * If δ > 0 then (X δ ) 2 < 0 near the origin and therefore, as det Z δ (0) = 0, Z δ satisfies hypothesis B of theorem 3.1, thus Z δ is locally Σ−structurally stable.
The following proposition gives a normal form which satisfies all the previous conditions. Joining all the results of the last three subsections we prove Theorem 4.1. 5 Acknowledgments
