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There obviously are pairs of (...) series, (...) which may or may not be
co-integrated and a decision on this has to be determined by an appro-
priate theory or an empirical investigation. It might be interesting to
undertake a wide-spread study to find out which pairs of (...) variables
are co-integrated.
Granger (1981, S. 129)
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Zusammenfassung
Mit Hilfe der Kointegrationsmethodologie ist die multivariate Modellierung und Analyse
instationa¨rer bzw. integrierter Zeitreihen mo¨glich. Fu¨r die Begru¨ndung des Kointegrati-
onskonzepts, das im Zentrum der Diplomarbeit steht, erhielt der O¨konometriker C.W.J.
Granger 2003 den Nobelpreis. Kointegrierte Modelle und deren Fehlerkorrekturrepra¨sen-
tationen ermo¨glichen die Betrachtung der beiden Prozesseigenschaften des Gleichgewichts
und der dynamischen Anpassungsprozesse. Dabei ist der multivariate Prozess, der sich aus
den kointegrierten Komponentenprozessen zusammensetzt, als stabiles System - repra¨sen-
tiert durch eine durch den Kointegrationsvektor gewichtete stationa¨re Linearkombination
- aufzufassen, in dem Abweichungen vom langfristigen Gleichgewicht nur voru¨bergehen-
der Natur sind. Das methodologische Thema wird im Rahmen der Arbeit fu¨r die psy-
chologische Forschungspraxis erarbeitet, in deren Zusammenhang zeitbezogene und ent-
sprechend zu modellierende Pha¨nomene eine nicht unbedeutende Rolle spielen, die nicht
selten miteinander in (Wechsel-)Beziehungen stehen. U¨bergeordnetes Ziel der Darstellung
des Kointegrationsansatzes ist die theoretische und empirische U¨berpru¨fung notwendiger
Bedingungen fu¨r das Vorliegen von Kointegration. Aus diesem Grund werden nach Darstel-
lung der fu¨r das Versta¨ndnis des Ansatzes notwendigen Grundlagen der Zeitreihenanalyse
die in der Fachliteratur in einigen Punkten uneinheitlichen Definitionen von Kointegrati-
on theoretisch kontrastiert und diskutiert. Der Zusammenhang zwischen Scheinregression
und Kointegration wird beleuchtet und die bisher nur wenig interpretierten Funktionen
von Kointegrationsvektor und Anpassungskoeffizient werden beschrieben und graphisch
veranschaulicht. Außerdem werden die fu¨r den empirischen Teil relevanten Testverfah-
ren dargestellt. Dem ausfu¨hrlichen theoretischen Teil, der auch einen Literaturu¨berblick
entha¨lt und durch die Erla¨uterung fraktional integrierter und kointegrierter Modelle und
aktuelle Anwendungsbeispiele abgerundet wird, folgt der empirische Teil, im Rahmen des-
sen Hypothesen zur Gu¨te der Scha¨tzung von Kointegrationsvektor und Anpassungskoeffi-
zient durch Monte-Carlo-Simulationen u¨berpru¨ft werden. Die theoretisch vorgenommenen
Annahmen zum Kointegrationskonzept werden durch systematische Simulationen zu den
Testverfahren validiert. Eine Schlussbetrachtung vor psychologischem Kontext beschließt
die Diplomarbeit.
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Abstract
With the help of cointegration methodology it is possible to model and analyse instationary
respectively integrated time series in a multivariate system. This is one of the reasons why
in 2003 C.W.J. Granger was granted the Nobel Prize for Economics. Being in the focus of
this diploma thesis, cointegrated models and their vector error correction representations
incorporate the process characteristics of both equilibrium and dynamic adjustment pro-
cesses. Consisting of its cointegrated component variables, the multivariate process can be
regarded as a stable system, which is represented through a stationary linear combinati-
on weighted by the cointegration vector. As a result, these deviations from the long-run
equilibrium are only temporary. As many psychological phenomena are time-dependent
and connected with each other, they have to be modelled accordingly. That’s why the
methodological topic is analysed for psychological research practice with the superordina-
te goal of a theoretical and an empirical check of necessary conditions for the existence
of cointegration. The diploma thesis is introduced with the basics of time series analysis
necessary for understanding cointegration. This part is followed by the theoretical pre-
sentation and discussion of the definitions of cointegration, which are differing from each
other in scientific literature. Furthermore the relation between spurious regression and
cointegration is described and the seldomly mentioned functions of cointegration vector
and adjustment coefficient are interpreted and the interpretations are supported by gra-
phics. Moreover the testing procedures relevant for the empirical part are illustrated. The
theoretical part which contains also a literature overview, an introduction into fractional-
ly integrated and cointegrated series concludes with application examples of cointegration
during the last years. In the following empirical part hypotheses about the efficiency of the
estimated cointegration vector and adjustment coefficient are tested through monte-carlo
simulations. The previously made theoretical assumptions about cointegration find vali-
dation through systematic simulations on the described testing procedures. To sum up,
the diploma thesis concludes with a final statement from the psychological perspective.
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Einleitung
Mithilfe zeitreihenanalytischer Verfahren ko¨nnen zeitliche Abha¨ngigkeiten aufeinan-
derfolgender Beobachtungen analysiert werden.
Im Rahmen der multivariaten Zeitreihenanalyse sind Vektorielle Autoregressive Moving-
Average-(VARMA)-Modelle als direkte vektorielle Verallgemeinerungen der herko¨mm-
lichen univariaten Modelle nach dem Box-Jenkins-Ansatz zu verstehen. Bei der zeitrei-
henanalytischen Modellierung stochastischer Prozesse stehen Zufallskomponenten im
Mittelpunkt der Betrachtung. Eine Zeitreihe ist dabei als Realisation eines stocha-
stischen Prozesses definiert, wobei eine aktuelle Beobachtung als gewichtete Summe
zuru¨ckliegender Beobachtungen sowie zeitgleicher und zuru¨ckliegender Zufallsein-
flu¨sse beschrieben wird. Da in der Realita¨t eine Variable auch von anderen Variablen
abha¨ngt, ist zu erwarten, die Prognosequalita¨t jeder in einem System verbundenen
Variablen zu verbessern, wenn man sie gemeinsam betrachtet und modelliert (Rinne
& Specht, 2002).
Die Erforschung der Zeitreihenanalyse hat ihren Ursprung in O¨konometrie und Na-
turwissenschaften, was nicht zuletzt dazu fu¨hrte, dass der Nobelpreis fu¨r Wirtschafts-
wissenschaften im Jahr 2003 an Clive W.J. Granger fu¨r die Entdeckung und Erfor-
schung der Kointegrationsmethodologie verliehen wurde. Im Rahmen der Diplomar-
beit werden gewisse Teilaspekte hieraus vor psychologischem Hintergrund aufgegrif-
fen.
Der Mensch kann als dynamisches System aufgefasst werden. In der Psychologie
sind unter anderem Pha¨nomene wie Lernen, Vergessen, Entwicklung, Reifung, Al-
terungsprozesse und zwischenmenschliche Interaktionsmuster Gegenstand der For-
schung (Schmitz, 1989).
”
Allen diesen Pha¨nomenen gemeinsam ist die Zeitdimension
als konstituierendes Element“ (Werner, 2005, S. 1). So betonen Rinne und Specht
(2002, S. 3ff.), die dem Thema
”
Zeit in der Psychologie“ ein Kapitel widmen:
In der Psychologie steht das Zeiterlebnis im Vordergrund: als Erinne-
rung (→ Vergangenheit), als momentanes Denken, Fu¨hlen und Handeln
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(→ Gegenwart) oder als Planung und Erwartung (→ Zukunft). (Hervor-
hebungen im Original)
Dennoch dominieren in der Psychologie in empirischen Untersuchungen eher quer-
schnittliche als prozessbezogene Analyseverfahren und
”
die Prozessforschung hat in
der sozialwissenschaftlichen Forschung demnach noch nicht den Stellenwert, der ihr
aufgrund des Anwendungspotentials und der Aussagefa¨higkeit zukommen mu¨sste“
(Schmitz & Wiese, 1999, S. 217). Gleichzeitig muss der Hinweis gegeben werden,
dass beispielsweise in der allgemeinpsychologischen Anwendungsforschung das dy-
namische Lern- und Problemlo¨severhalten des Menschen u.a. durch das Forschungs-
paradigma finiter Automaten (vgl. z.B. Buchner & Funke, 1993) und die DYNAMIS-
Szenarien (vgl. u.a. Schulz, 2003) abgebildet werden kann. Aufgrund der zeitlichen
Abha¨ngigkeiten, die immer dann entstehen, wenn Daten u¨ber mehrere Messzeit-
punkte hinweg erhoben werden, ist die Zeitreihenanalyse das methodologisch ange-
messene Auswertungsverfahren fu¨r Prozess-Daten. In diesem Sinne argumentieren
Farell, Wagenmakers und Ratcliff (2004, S.3) fu¨r die Wichtigkeit dynamischer Aus-
wertungsverfahren:
Research in experimental psychology usually proceeds by collecting data
from participants, averaging the data for each participant, and perfor-
ming inferential statistics on the subject means. This standard practice
necessarily hides any changes in behavior that occur over time, whether
during an experiment or across a lifetime. Just as many psychophysio-
logical measures such as electroencephalograms (EEG), event related
potentials (ERP), or heart rate fluctuations critically depend on the or-
dering of a system’s behavior in time, so too do psychological phenomena
such as development, fatigue, practice, decision making, learning, and at-
tention possess inherently temporal characteristics. This belief underlies
the extension in focus, in some areas of psychology, to dynamical theories
of human behavior.
In ju¨ngster Zeit la¨sst sich jedoch in der psychologischen Forschungspraxis eine zu-
nehmende Modellierung psychologischer Pha¨nomene durch zeitbezogene Analyse-
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verfahren verzeichnen. Die Voraussetzung fu¨r die Anwendung des zeitreihenanaly-
tischen ARMA-Ansatzes von Box und Jenkins (1976), auf dem die multivariaten
VARMA-Modelle basieren, ist Stationarita¨t. Die Stationarita¨tsannahme bezieht sich
auf die zeitliche Stabilita¨t von Prozessen, weil fu¨r die Scha¨tzung der Momente einer
Zeitreihe die zeitliche Homogenita¨t des zugrundeliegenden Prozesses notwendig ist.
Die zu analysierenden Zeitreihen sollten in dem zu betrachtenden Zeitfenster keine
starken Vera¨nderungen im Niveau aufweisen. Dabei ist - wie im Rahmen der Arbeit
deutlich wird - zwischen differenzenstationa¨ren (DS-) und trendstationa¨ren (TS-) Pro-
zessen zu unterscheiden. Im empirischen Teil der Diplomarbeit spielen multivariate
VAR(1)-Prozesse eine Rolle, deren Einzelreihen durch den einfachsten Fall eines inte-
grierten bzw. instationa¨ren DS-Prozesses, na¨mlich durch sogenannte Random Walks,
repra¨sentiert sind.
Werner (2005, S. 2) betont im Vorwort des zu Beginn dieses Jahres erschienenen
Readers zum Thema Zeitreihenanalysen mit Beispielen aus der Psychologie, dass der
Kointegrationsansatz intensiv verfolgt werden mu¨sse, da durch ihn
”
eine Erfassung
des Zusammenwirkens der beteiligten Prozesse trotz vorliegender Instationarita¨ten
mo¨glich“ werde. Kointegration als multivariates Abha¨ngigkeitskonzept ermo¨glicht die
Modellierung von Zusammenha¨ngen instationa¨rer Variablen und hat deshalb einen
”
Paradigmenwechsel“ (Hassler, 2003, S. 1) mit sich gebracht, worauf der
”
herausra-
gende Stellenwert“ (S. 4) der Kointegrationsmethodologie zuru¨ck zu fu¨hren ist.
Das Ziel der Diplomarbeit besteht in der Untersuchung des Kointegrationskonzepts
aus psychologischer Perspektive und umfasst sowohl die theoretische Kla¨rung als
auch die empirische Validierung der theoretischen Annahmen durch systematische
Simulationen.
Die multivariate Analyse instationa¨rer Zeitreihen mithilfe des Kointegrationsansat-
zes erho¨ht die Anwendungsrelevanz la¨ngsschnittlicher Verfahren fu¨r die psychologi-
sche Forschung in doppelter Hinsicht : 1. sind instationa¨re Prozesse modellier- und
analysierbar und 2. ermo¨glicht die multivariate Analyse die Betrachtung mehrerer
voneinander abha¨ngiger Variablen im Zeitverlauf. Diese Charakteristika kointegra-
tiver Verfahren implizieren im Vergleich zu herko¨mmlichen zeitreihenanalytischen
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Verfahren die Abbildung eines breiteren Realita¨tsspektrums durch die multivariate
zeitreihenanalytische psychologische Forschung mit kointegrierten Modellen, da psy-
chologische Pha¨nomene im Zeitverlauf instationa¨r sein ko¨nnen und in Abha¨ngigkeit
von anderen Pha¨nomenen zu betrachten sind.
Die Definitionen von Kointegration unterscheiden sich in der Fachliteratur v.a. in
ihrer Restriktivita¨t sehr deutlich voneinander. So herrscht in der scientific commu-
nity z.B. Uneinigkeit daru¨ber, ob ein multivariater Prozess mit auseinanderdriftend-
en Zeitpfaden der Komponentenprozesse auch als kointegriertes System aufzufassen
ist. Aufgrund dieser uneinheitlichen theoretischen Ausgangssituation werden die un-
terschiedlichen definitorischen Ansa¨tze dargestellt und kontrastiert, um gemeinsa-
me Bedingungen fu¨r das Vorliegen von Kointegration herauszukristallisieren, damit
Kointegration als ein Konzept definiert werden kann, das fu¨r den psychologischen
Forscher interpretier- und testbar und damit anwendbar ist. Aus der Betrachtung
der Unterschiede und der daraus teilweise resultierenden offenen Fragen lassen sich
Hypothesen fu¨r den empirischen Teil der Arbeit ableiten.
Allgemein vereint das Kointegrationskonzept die beiden bis dahin nur getrennt von-
einander betrachteten und betonten Prozesseigenschaften des Gleichgewichts einer-
seits und der dynamischen Anpassungsprozesse andererseits. Kointegrierte Varia-
blen, die in einem multivariaten Prozess zusammengefasst sind, sind als ein stabi-
les System aufzufassen, in dem Abweichungen vom langfristigen Gleichgewicht nur
voru¨bergehender Natur sind.
Da Kointegration und Scheinregression (Spurious Regression) als gegenla¨ufige Kon-
zepte auffassbar sind, wird ihr Verha¨ltnis theoretisch ero¨rtert.
Das Engle-Granger-Repra¨sentationstheorem postuliert, dass kointegrierte Reihen ei-
ne Fehlerkorrektur-Darstellung haben und umgekehrt. In Bezug darauf werden die
Eigenschaften der Fehlerkorrektur-Form anhand der beiden Parameter Kointegrati-
onsvektor β und Anpassungskoeffizient α erla¨utert. Fu¨r den bivariaten Fall mit einer
Kointegrationsbeziehung wird die Ru¨ckrechnung aus dem Fehlerkorrekturmodell auf
αβ′ theoretisch vereinfacht.
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Kointegration ist durch unterschiedliche Testverfahren operationalisierbar, die im
theoretischen Teil erla¨utert und im empirischen Teil miteinander verglichen werden.
Gegenstand der Betrachtung sind dabei der aus der univariaten Zeitreihenanalyse
bekannte Einheitswurzeltest (Unit-Root-Test) von Dickey und Fuller (1981) und der
Johansen-Kointegrationstest (Johansen, 1988).
Da der Wertebereich des Differenzenoperators d nicht nur auf den ganzzahligen und
positiven Wertebereich beschra¨nkt sein muss, existieren neben den herko¨mmlichen
integrierten Prozessen fraktional integrierte Prozesse, bzw. (V)ARFIMA-Modelle. Ein
Literaturu¨berblick zeigt, dass diese Modelle sich durch eine erho¨hte Anwendungs-
frequenz in der aktuellen experimentellen, v.a. allgemeinpsychologischen, Forschung
auszeichnen. Dies gibt Anlass, auf das ebenfalls sehr uneinheitlich und selten explizit
definierte Konzept der fraktionalen Kointegration hinzuweisen.
Ziel des empirischen Teils der Arbeit ist es, einige in den Definitionen enthaltene
Pra¨missen mithilfe von systematischen Monte-Carlo-Simulationen zu u¨berpru¨fen.
Zu diesem Zweck ko¨nnen die theoriegeleitet formulierten Detail-Hypothesen den
folgenden Themenbereichen zugeordnet werden: Kla¨rung des Kointegrationskonzepts
und Gu¨te der Scha¨tzung von α und β.
Die Diplomarbeit ist eine psychologisch-methodologische Arbeit. Welche Wichtigkeit
die Methodologie fu¨r die psychologische Forschungspraxis hat, wird von Erdfelder
und Funke im Vorwort des 2004 erschienenen Buches folgendermaßen in Worte ge-
fasst. Das Zitat soll das u¨bergeordnete Ziel der Diplomarbeit verdeutlichen.
Gemeint ist damit, dass eine explizit formulierte Methodologie, deren
Pra¨missen akzeptabel sind, ganz praktische Entscheidungshilfen bei allfa¨lli-
gen methodischen Entscheidungen in der Forschungspraxis bietet und
somit unmittelbar anwendungsrelevant ist.
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Theoretische Grundlagen
1 Multivariate Zeitreihenanalyse:
Vektorielle stochastische Prozesse
Wenn - wie fu¨r viele Fragestellungen angemessen - Abha¨ngigkeiten zwischen mehre-
ren Variablen modelliert und untersucht werden sollen, reicht der univariate Ansatz,
d.h. die Betrachtung einzelner stochastischer Prozesse, nicht aus. So schreiben Rinne
und Specht (2002, S. 485):
Die Erkla¨rung und Prognose einer Variablen aus nur ihrer eigenen Ent-
wicklung ist oft nicht sachgerecht und wenig treffsicher. In der Realita¨t
ha¨ngt eine Variable zeitgleich und/oder zeitverzo¨gert auch von anderen
Variablen ab, so dass man erwarten kann, die Prognosequalita¨t jeder
in einem System verbundenen Variablen zu verbessern, wenn man sie
gemeinsam betrachtet und modelliert.
Wenn beispielsweise Zeitreihendaten fu¨r mehrere Variablen gegeben sind, gilt es zu
kla¨ren, ob und welche Beziehungen zwischen den Variablen existieren. Als Mo¨glich-
keiten stehen einerseits einseitige bzw. kausale Beziehungen und andererseits Ru¨ck-
kopplungsbeziehungen bzw. Feedbacks zur Diskussion.
Vektorielle, d.h. multivariate AutoRegressive-Moving-Average- bzw. VARMA-Modelle
sind als direkte Verallgemeinerungen der herko¨mmlichen univariaten Modelle nach
dem Box-Jenkins-Ansatz (vgl. Box & Jenkins, 1976; Werner, 2005, S. 73ff.) zu
verstehen. In der stochastischen Zeitreihenanalyse stehen Zufallskomponenten, d.h.
Sto¨reinflu¨sse unbekannter Herkunft, im Mittelpunkt der Betrachtung. Dabei ist eine
Zeitreihe die Realisation eines stochastischen Prozesses. In der ARMA-Modellierung
werden zeitliche Abha¨ngigkeiten aufeinanderfolgender Beobachtungen analysiert.
Der stochastische Ansatz zeichnet sich dabei dadurch aus, dass eine aktuelle Be-
obachtung als gewichtete Summe zuru¨ckliegender Beobachtungen sowie zeitgleicher
und zuru¨ckliegender Zufallseinflu¨sse beschrieben wird. Im multivariaten Pendant
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werden einzelne stochastische Prozesse zum Beispiel durch vektorielle Prozesse und
skalare Parameter durch Parametermatrizen ersetzt.
Ein multivariater oder m-dimensionaler1 Vektor-Prozess definiert sich durch den
Vektor xt = (x1t, x2t, ..., xmt), dessen Elemente xit, i = 1, 2, ...,m; t = 1, 2, ... fu¨r
stochastische Prozesse stehen.
Es sind sowohl Vektorielle Autoregressive-(VAR-)Prozesse als auch Vektorielle Moving-
Average-(VMA-) oder Vektorielle Autoregressive-Moving-Average-(VARMA-)Prozesse
im Rahmen der multivariaten Zeitreihenanalyse modellierbar. Da im Rahmen des
empirischen Teils dieser Diplomarbeit nur VAR-Prozesse simuliert werden, sollen
auch nur deren Eigenschaften im kommenden Abschnitt eingehender erla¨utert wer-
den.
1.1 Vektorielle Autoregressive-(VAR-)Prozesse
Der Prozess
xt = c+ Φ1xt−1 + Φ2xt−2 + ... + Φpxt−p + ǫt (1.1)
wird als vektorieller (m-dimensionaler) autoregressiver Prozess der Ordnung p (VAR(p)-
Prozess) bezeichnet. Darin sind: Φi(i = 1, 2, ..., p) (m × m)-Parametermatrizen mit
Φp 6= 0; c ein Konstantenvektor (der ohne Beschra¨nkung der Allgemeinheit ha¨ufig
gleich einem Nullvektor gesetzt wird); ǫt vektorielles weißes Rauschen als aktueller
Zufallseinfluss, der den aktuellen Prozess zusammen mit dem Prozess zu fru¨heren
Zeitpunkten bestimmt.
Terminologisch stellt der Begriff Autoregression eine Analogie zur Multiplen Regres-
sion in dem Sinne her, dass die Prozessrealisationen zu vorangegangenen Zeitpunkten
die Pra¨diktoren darstellen, wa¨hrend der Prozess selbst das Kriterium beschreibt. Ein
autoregressiver Prozess zeichnet sich durch ein unendliches Geda¨chtnis aus, da er zu
jedem Zeitpunkt2 t auf sich selbst
”
zuru¨ckgreift“ (Stier, 2001, S. 44). McCleary und
1Von einigen Autoren wird fu¨r die Angabe der Dimension n gewa¨hlt. In dieser Arbeit wird wie
von Rinne und Specht (2002) aber bewusst m verwendet, um eine mo¨gliche Verwechslung mit der
Notation der Stichprobengro¨ße zu vermeiden.
2Allgemeine Anmerkung zur Notation: im Rahmen der Diplomarbeit steht t fu¨r den Zeitpunkt
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Hay (1980, S. 55f.) beschreiben autoregressive Prozesse als unendliche Summe von
gewichteten vergangenen Zufallseinflu¨ssen (Zufallsschocks bzw. Random Shocks), von
denen jeder einzelne den zuku¨nftigen Verlauf des autoregressiven Prozesses beein-
flusst. Seine Wirkung werde jedoch mit der Zeit immer kleiner.
Der Fehlerterm ǫt in multivariaten Mo-
Abbildung 1.1: Bivariater Prozess mit 2 (un-
abha¨ngigen) Komponentenprozessen; T=1000
dellen ist eine vektorielle Verallgemeine-
rung des Fehlerterms ǫt in univariaten
Modellen. In der autokorrelierten Feh-
lerstruktur eines univariaten AR(p)-Pro-
zesses (vgl. Werner, 2005, S. 75) wird
der Fehlerterm im Zeitraum t u¨ber die
vorangegangenen Fehlerterme und einen
Random Shock mit der White-Noise-Ver-
teilung WN(0, σ2) bestimmt, d.h. die Zufallsschocks sind independently identically
distributed (iid), was von den meisten Autoren mit identisch und unabha¨ngig von-
einander normalverteilt u¨bersetzt wird (vgl. z.B. Schmitz, 1989, S. 43, bzw. Thome,
1997, S. 204). Weitere Ausfu¨hrungen zu White Noise sind auf Seite 22 zu finden.
Analog zu einem univariaten AR(p)-Prozess kann ein VAR(p)-Prozess in Backshift-
Operator-Schreibweise3 folgendermaßen geschrieben werden:
Φ(B)xt = c+ ǫt (1.2)
Das zugeho¨rige Matrix-Lag-Polynom mit der (m × m)-Einheitsmatrix lautet:
Φ(B) := Im −Φ1B −Φ2B
2 − ...−ΦpB
p (1.3)
Dabei beschreibt die Gleichung
xt = (I2 −ΦB)xt oder c+ Φxt−1 + ǫt = c+ ǫt
und tritt deshalb auch als Index auf, wa¨hrend T fu¨r die Gesamtmenge im Sinne von Anzahl der
Messzeitpunkte verwendet wird.
3Erla¨uterungen zum Backward-Shift-Operator sind im Anhang A, S. 139, zu finden.
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den einfachsten Fall eines AR(1)-Prozesses der Dimension m = 2, also einen bivaria-
ten VAR(1)-Prozess. Ha¨ufig wird bei der (2× 2)-Parametermatrix Φ auf das Suffix
1 fu¨r den AR-Grad verzichtet.
Ausgeschrieben ist der Prozess wie u¨blich folgendermaßen darstellbar:

 x1t
x2t

 =

 c1
c2

+

 φ11 φ12
φ21 φ22



 x1,t−1
x2,t−1

+

 ǫ1t
ǫ2t


oder
x1t = c1 + φ11x1,t−1 + φ12x2,t−1 + ǫ1t
x2t = c2 + φ21x1,t−1 + φ22x2,t−1 + ǫ2t
Ist der VAR(p)-Prozess aus Gleichung 1.1, S. 16, mit
E(ǫt ǫ
′
t−h) =


Σ, h = 0
0, h 6= 0
stationa¨r4, dann gilt:
E(xt) = µ = c+ Φ1µ+ Φ2µ+ ... + Φpµ
d.h. es ist:
µ = [Im −Φ1 −Φ2 − ...−Φp]
−1c
und der Prozess kann in der Form
xt − µ = Φ1(xt−1 − µ) + ... + Φp(xt−p − µ) + ǫt
geschrieben werden. Wie bei univariaten AR-Prozessen wird aus Gru¨nden der Ein-
fachheit ha¨ufig µ = 0 gesetzt.
Da ein multivariater Prozess mehrere Einzelprozesse mit einschließt, mu¨ssen im Ge-
gensatz zum univariaten Fall nicht nur die
”
inneren“ zeitlichen Abha¨ngigkeiten eines
Prozesses xt - ausgedru¨ckt durch Autokorrelations- bzw. Autokovarianzfunktionen -,
sondern auch die Abha¨ngigkeiten oder Interaktionen zwischen den einzelnen Kom-
ponentenprozessen mithilfe von Kreuzkorrelations- bzw. Kreuzkovarianz-Funktionen
beru¨cksichtigt werden.
4Erkla¨rende Erla¨uterungen sind im Exkurs zur Stationarita¨t unter 2.1, S. 21f., zu finden.
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In Abha¨ngigkeit davon, welche der Elemente der Φ-Matrix Null oder verschieden
von Null sind, lassen sich verschiedene zeitliche Beziehungen zwischen x1t und x2t
ablesen. Stier (2001, S. 67f.) listet folgende Spezialfa¨lle auf, die bei der Betrachtung
der Matrizen, die im empirischen Teil der Arbeit Anwendung finden, hilfreich sein
ko¨nnen (vgl. Auflistung der simulierten Matrizen, s. S. 88f.).
1. Φ = 0: xt ist ein White-Noise-Prozess, weil alle φij = 0.
2. Φ als Diagonalmatrix: φ12 = φ21 = 0 mit φ11 und φ22 6= 0. Es gilt also:

 x1t
x2t

 =

 φ11 0
0 φ22



 x1,t−1
x2,t−1

+

 ǫ1t
ǫ2t


Die beiden univariaten AR(1)-Prozesse stehen in keiner asynchronen Bezie-
hung, dennoch ko¨nnen x1t und x2t kontempora¨r zum Zeitpunkt t korreliert
sein, falls die Kovarianzmatrix von ǫt keine Diagonalmatrix ist, d.h. ǫ1t und
ǫ2t korreliert sind.
3. Φ als obere Dreiecksmatrix, sodass gilt:

 x1t
x2t

 =

 φ11 φ12
0 φ22



 x1,t−1
x2,t−1

+

 ǫ1t
ǫ2t


Es wird deutlich, dass x1t durch x2,t−1 beeinflusst wird, wa¨hrend x2t nur von
sich selbst abha¨ngig ist, was eine einseitige/kausale Abha¨ngigkeit impliziert.
Somit ist x2t als Input- und x1t als Output-Prozess zu begreifen. Es erscheint
der Hinweis notwendig, dass man den vektoriellen Prozess in diesem Fall in
die Gruppe der Transferfunktions- oder (V)ARMAX-Modelle einorden kann, die
sowohl den univariaten als auch den multivariaten Modellen zuzuordnen sind,
da die Matrix Φ die Form einer oberen Dreiecksgestalt aufweist und somit
die Variablenabha¨ngigkeit nur in einer Wirkrichtung besteht. Diese Modelle
mit einseitigen oder kausalen Abha¨ngigkeiten weisen aus diesem Grund eine
Verwandtschaft zu den Regressionsmodellen auf.
4. Φ als untere Dreiecksmatrix und damit die Umkehrung von 3., in der x1t als
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Input und x2t als Output angesehen werden kann:

 x1t
x2t

 =

 φ11 0
φ21 φ22



 x1,t−1
x2,t−1

+

 ǫ1t
ǫ2t


5. Die Elemente der Nebendiagonalen von Φ sind von Null verschieden, wa¨hrend
die Hauptdiagonalwerte beliebig sind. Man spricht in diesem Fall von einer
Ru¨ckkopplung/Feedback zwischen x1t und x2t.
1.2 Voraussetzungen multivariater stochastischer Prozesse
Zu den Voraussetzungen multivariater Prozesse scheinen vorab einige allgemeine
Anmerkungen vor dem Hintergrund notwendig, dass die erforderlichen statistischen
Voraussetzungstests weit weniger entwickelt sind als fu¨r univariate Modelle. Man
kann dennoch festhalten, dass es nicht ausreicht, die Voraussetzungstests nur auf
die einzelnen Variablen anzuwenden. Sofern nicht ausschließlich Kointegration un-
tersucht werden soll und damit - wie spa¨ter verdeutlicht wird (vgl. 3, S. 32ff.) - der
Stellenwert der Stationarita¨tsannahme relativiert ist, ist im multivariaten Fall z.B.
eine Stationarita¨tspru¨fung (vgl. die Erla¨uterungen im Exkurs 2.1, S. 21) lediglich
anhand einzelner Variablen nicht ausreichend, da die (Kreuz-)Kovarianz zwischen
den Variablen zu beru¨cksichtigen ist. Werner (2005, S. 125ff.) verdeutlicht die Not-
wendigkeit, die Ansa¨tze zum Unit-Root-Test (vgl. Abschnitt 2.5.2, S. 29) fu¨r die
Testung der vektoriellen ARMA-Modelle auf die entsprechenden Matrizenpolynome
und damit auf mehrfache Eigenwerte (vgl. Abschnitt 2.5.1, S. 28) zu generalisie-
ren und zu fordern, dass die Nullstellen des AR- bzw. MA-Polynoms außerhalb,
bzw. dass die Nullstellen der Charakteristischen Gleichung (vgl. Erkla¨rungen im Ab-
schnitt 2.5.1, S. 28) innerhalb des Einheitskreises liegen. Wie spa¨ter anhand der fu¨r
den empirischen Teil generierten Matrizen deutlich wird, sind diese Methoden v.a.
deshalb zur Beurteilung der Stationarita¨t heranzuziehen, da in der Φ-Matrix der
VAR-Modelle sowohl einzelne Werte als auch Zeilensummen > 1 auftreten ko¨nnen,
ohne dass der Prozess bereits explodiert5. Der folgende theoretische Exkurs liefert
5Wie einzelne Simulationen als Vorbereitung der Diplomarbeit gezeigt haben, ist die Tatsache,
ob ein multivariater Prozess explodiert oder nicht, an den Eigenwerten der Modellmatrix abzulesen,
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die notwendigen Definitionen.
2 Theoretischer Exkurs
Um Ko-Integration zu definieren, ist ei-
Abbildung 2.1: Stationa¨rer Prozess (gru¨n), in-
stationa¨rer Prozess (rot); jeweils fu¨r T = 1000
und T = 50000 zur Veranschaulichung des lang-
fristigen Verlaufs stationa¨rer und instationa¨rer
Prozesse.
ne formale Definition von Integration er-
forderlich. Aus diesem Grund werden in
diesem Exkurs bereits aus der univa-
riaten Zeitreihenanalyse bekannte Kon-
zepte - wie das Konzept der Stationa-
rita¨t (2.1) und das damit unmittelbar
verknu¨pfte Konzept der integrierten Pro-
zesse (2.2) - skizziert. Daru¨ber hinaus
sind zur angemessenen Darstellung des
Kointegrationskonzeptes Vorbemerkun-
gen zur Differenzenbildung (2.3), die Be-
schreibung von Random-Walk-Prozess-
en (2.4) und die Darstellung der U¨ber-
pru¨fungsmo¨glichkeiten von Stationarita¨t
(2.5) notwendig. Zwar geho¨ren grundsa¨tz-
liche Erla¨uterungen zum Problem der
Scheinregression eigentlich inhaltlich in
diesen theoretischen Exkurs, da Schein-
regression aber in unmittelbarem Zu-
sammenhang mit Kointegration zu dis-
kutieren ist, wird erst in Abschnitt 3.2,
S. 44ff., in das Thema eingefu¨hrt.
2.1 Stationarita¨t
Stationarita¨t und Instationarita¨t spielen bei der Darstellung von Kointegration eine
entscheidende Rolle. Die Handhabung von Instationarita¨t im Rahmen des Koin-
wird aber aus Gru¨nden des Umfangs im Rahmen dieser Arbeit nicht ausfu¨hrlicher beschrieben.
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tegrationskonzepts erscheint na¨mlich im Vergleich zum univariaten Fall - wie im
Verlauf der Arbeit deutlich wird - in einem vo¨llig anderen Licht.
Im Allgemeinen wird zwischen strenger und schwacher Stationarita¨t unterschieden.
Strenge Stationarita¨t ist dann gegeben, wenn die Verteilungsfunktion gegenu¨ber
einer zeitlichen Verschiebung invariant ist, sodass der
”
Beobachtungszeitpunkt un-
wesentlich fu¨r das Beobachtungsergebnis“ (Rinne & Specht, 2002, S. 160) ist, weil
alle statistischen Kennwerte u¨ber die Zeit hinweg keiner Schwankung unterliegen
du¨rfen.
In Abgrenzung davon besteht die notwendige Bedingung fu¨r schwache Stationa-
rita¨t nur in der zeitlichen Stabilita¨t der ersten beiden Momente Mittelwert und
Varianz/Kovarianz des erzeugenden Prozesses, d.h. Erwartungswert (Niveau) und
Varianz der realisierbaren Werte sind fu¨r alle Beobachtungszeitpunkte konstant. In
der Regel wird schwache Stationarita¨t als ausreichend angesehen.
Der einfachste stationa¨re Prozess wird als weißes Rauschen (White Noise) bezeichnet.
Weißes Rauschen ist eine Folge von Zufallsvariablen, die nicht nur paarweise unkor-
reliert sind und den Erwartungswert Null und die Varianz σ2 haben, sondern auch
paarweise unabha¨ngig und identisch verteilt sind (independently identically distri-
buted (iid); vgl. Werner, 2005, S. 11, 75).
Vektorielles Rauschen ist durch den Prozess
ǫt =


ǫ1t
ǫ2t
.
.
.
ǫmt


mit E(ǫt) =


0
0
.
.
.
0


und der Kovarianzmatrixfunktion
E(ǫt ǫ
′
t−h) =


∑
, h = 0
0, h 6= 0
darstellbar.
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Bei einem vektoriellen stationa¨ren Prozess sind folglich alle beteiligten univariaten
Einzelprozesse stationa¨r.
Zum Schluss der Hinweis, dass Stationarita¨t zwar eine notwendige aber nicht hin-
reichende Voraussetzung fu¨r die Scha¨tzung der Prozessparameter aus den empirisch
ermittelten Daten einer Reihe ist. Hinzu kommt die Voraussetzung der Ergodizita¨t,
die nach Schlittgen und Streitberg (1994, S. 231) fu¨r die meisten in Frage kommen-
den stationa¨ren Zeitreihen erfu¨llt ist.
2.2 Integrierte Prozesse
Allgemein sind (instationa¨re) Prozesse dann als integriert zu bezeichnen, wenn sie
durch Differenzenbildung (vgl. Erla¨uterungen im na¨chsten Abschnitt 2.3, S. 25) in
stationa¨re Prozesse transformiert werden ko¨nnen (Stier, 2001, S. 50). In diesem
Exkurs sei formal-definitorisch festgehalten, dass eine Zeitreihe xt ohne determini-
stische Komponenten mit der Ordnung d integriert ist, d.h. xt ∼ I(d), wenn sie nach
d-facher Differenzenbildung stationa¨r (und invertierbar) ist (Cromwell, Hannan, La-
bys & Terraza, 1994, S. 17 ; Engle & Granger, 1987, S. 252). Wenn xt beispielsweise
wie in vielen Anwendungsfa¨llen I(1), also vom Grad 1 integriert ist, dann ist die Rei-
he nach einmaliger Differenzenbildung6 stationa¨r oder I(0). Anschaulich steht der
Integrationsgrad also fu¨r die Anzahl der Differenzenbildungen, die notwendig sind,
um den Prozess stationa¨r zu machen. In der Literatur bezeichnet man mit integrier-
ten Prozessen meist instationa¨re Prozesse. Es wird aber deutlich, dass stationa¨re
Prozesse per definitionem ebenfalls integriert sind: sie haben den Integrationsgrad
d = 0. I(d)-Prozesse besitzen grundsa¨tzlich d Einheitswurzeln (siehe unter 2.5.2,
S. 29f.). Das Tripel (p,d, q) charakteristiert einen (vektoriellen) ARIMA-Prozess
vollsta¨ndig.
6Erla¨uterungen zur Differenzenbildung im Abschnitt 2.3, S. 25ff.
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2.2.1 I(1)- und I(0)-Prozesse
Die wesentlichen Unterschiede zwischen I(1)- und I(0)-Prozessen sind durch fol-
gende Charakteristika beschreibbar (Banerjee, Dolado, Galbraith & Hendry, 1993;
Engle & Granger, 1987): I(0)-Prozesse besitzen eine endliche Varianz und Innova-
tionen haben nur kurzfristige Effekte auf die Reihe. I(1)-Prozesse weisen fu¨r t→∞
dagegen eine unendliche Varianz auf, wobei die integrierte Zeitreihe die Effekte der
Vergangenheit akkumuliert und Innovationen eine dauerhafte Wirkung haben. Vor
diesem Hintergrund erscheint auch logisch, dass eine integrierte Reihe instationa¨r
sein muss, weil ihre weitere Entwicklung von allen Einflu¨ssen der Vergangenheit
abha¨ngig ist und nicht an einen Mittelwert, zu dem sie letztendlich zuru¨ckkehren
ko¨nnte, gebunden ist.
Zorn7 (2001, Kursinformation vom 4. Oktober) fasst die Beziehungen zwischen
I(1)- und I(0)-Prozessen folgendermaßen zusammen und unterstreicht dadurch -
wie spa¨ter deutlich wird - die Besonderheit des Kointegrationskonzepts als stati-
ona¨re Linearkombination instationa¨rer Prozesse:
1. wenn x1t I(0) ist, ist auch jede Linearkombination β0 + β1x1t von x1t I(0),
2. dasselbe gilt fu¨r I(1)-Zeitreihen, d.h. die Transformation β0 + β1x1t vera¨ndert
die I(1)-Reihe nicht,
3. wenn zwei Reihen x1t und x2t I(0) sind, dann ist jede Kombination von β1x1t+
β2x2t ebenfalls I(0),
4. wenn x1t I(0) und x2t I(1) ist, dann ist die Kombination β1x1t + β2x2t I(1),
d.h. Integration dominiert Stationarita¨t.
7Die deutsche U¨bersetzung ist aus Werner (2005, S. 134) unter Anpassung der Notation an die
Schreibweise dieser Diplomarbeit entnommen.
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2.3 Differenzenbildung
Differenzenbildung ist urspru¨nglich - vor der Einfu¨hrung des Kointegrationskonzepts
- das Verfahren der Wahl, um vorhandene Drifts8 so zu eliminieren, dass nach Dif-
ferenzenbildung ein stationa¨rer Prozess resultiert.
Es gilt fu¨r die erste Differenz (d = 1):
∆xt = xt − xt−1 = (1−B)xt
Unter Umsta¨nden muss die Differenzreihe ∆xt nochmals differenziert werden, bevor
Stationarita¨t erreicht wird. Die mehrfache Differenzenbildung vom Grad d ist durch
das Exponieren des Differenzenoperators darstellbar, d.h. fu¨r d = 2:
∆2xt = [(xt − xt−1)− (xt−1 − xt−2)] = (1−B)
2xt.
Wie umstritten das Konzept der Differenzenbildung ist und dass im multivariaten
Kontext diese Methode mithilfe des Kointegrationskonzepts nicht mehr notwendig
ist, da instationa¨re Prozesse modelliert werden ko¨nnen, deutet Lu¨tkepohl (1991, S.
351) an. Er beschreibt, dass bei einem VAR(p)-Prozess, dessen Komponenten alle
I(d) sind, die Differenzierung jeder einzelnen Komponente interessante Merkmale
der Beziehung zwischen den urspru¨nglichen Variablen verzerre und damit die VAR-
Analyse nach der Differenzenbildung nicht mehr wie u¨blich durchgefu¨hrt werden
ko¨nne. Bei Systemen mit kointegrierten Variablen sei Differenzenbildung inada¨quat.
Dies steht offensichtlich im deutlichen Gegensatz zu univariaten Zeitreihen, bei de-
nen keine andere Mo¨glichkeit der Handhabung von Instationarita¨t besteht. Thome
(1997, S. 219) geht weiter:
8In vielen Quellen wird terminologisch nicht zwischen Trend und Drift differenziert und meist
in diesem Zusammenhang der Begriff Trend verwendet. In Abschnitt 2.4, S. 26f., wird erla¨utert,
warum diese begriﬄiche Unterscheidung aber aufgrund ihrer inhaltlichen Relevanz notwendig ist.
Deshalb wird im Rahmen der Diplomarbeit im entsprechenden Fall entweder direkt der Begriff
Drift verwendet oder in Anlehnung an die Quellen der Begriff Trend u¨bernommen, aber durch
Anfu¨hrungszeichen kenntlich gemacht, dass die genaue Verwendung des Begriffs noch zu diskutieren
ist.
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Die Differenzenbildung fu¨hrt letztlich zu einer Fehlspezifikation, wenn es
darum geht, die strukturelle Beziehung zwischen zwei oder mehr Zeitrei-
hen zu modellieren, die
”
kointegriert“ sind.
Murray (1994, S. 37) wird sehr deutlich, indem er die Differenzenbildung als
”
mis-
taken way“ zur Untersuchung von (linearen) Zusammenha¨ngen zwischen potentiell
kointegrierten Variablen darstellt. Dies muss unmittelbar einleuchten, denn durch
die Nivellierung des langfristigen Effekts bei der Differenzenbildung wird ein per se
anderes Modell interpretiert.
2.4 Random-Walk-Prozesse
Da Random-Walk-Prozesse der Gruppe differenzenstationa¨rer Prozesse, deren lang-
fristige Entwicklung durch stochastische Drifts bestimmt ist, zuzuordnen sind, er-
scheint es notwendig, kurz die Charakteristika differenzen-(DS-) und trendstationa¨rer
(TS-)Prozesse zu unterscheiden.
DS-Prozesse geho¨ren zu den stochastischen Drift-Modellen und beschreiben instati-
ona¨re, vom Grad d integrierte Prozesse, die nach d−maliger Differenzenbildung stati-
ona¨r sind. Im Vergleich dazu geho¨ren TS-Prozesse zur Gruppe der deterministischen
Trend-Modelle und stehen fu¨r ebenfalls instationa¨re Prozesse, die aber nach einer Po-
lynomsubtraktion stationa¨r sind (vgl. auch DeJong, Nankervis, Savin & Whiteman,
1992b). Zufallseinflu¨sse ko¨nnen den Prozessverlauf dabei nicht nachhaltig beeinflus-
sen, da bei einem deterministischen (linearen) Trend die Zuwa¨chse konstant sind,
wa¨hrend bei einem stochastischen Trend der Erwartungswert der Zuwa¨chse konstant
ist (Wolters, 2000, S. 33). Das heißt, dass die Verla¨ufe beider Prozesse durchaus sehr
a¨hnlich sein ko¨nnen. A¨nderungen des Verlaufs haben jedoch bei beiden Prozessen
unterschiedliche Ursachen. Die Richtung von DS-Prozessen entwickelt sich zufa¨llig,
wa¨hrend TS-Prozesse einem deterministischen Trend folgen. Fu¨r diese Arbeit ist
außerdem der Sachverhalt relevant, dass TS-Prozesse bei konstanter und endlicher
Varianz keine Einheitswurzeln haben, wa¨hrend DS-Prozesse d Einheitswurzeln be-
sitzen und ihre Varianz fu¨r t → ∞ gegen unendlich strebt. Weiterhin ist wichtig,
dass Zufallsschocks bzw. sogenannte Innovationen einen dauerhaften Einfluss auf
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das Prozessniveau haben, wa¨hrend deren Wirkung bei TS-Prozessen auf denjenigen
Zeitpunkt beschra¨nkt bleibt, in dem die Innovationen auftreten. Rinne und Specht
(2002, S. 356ff.) und Stadnytska (2004) legen einen ausfu¨hrlichen Vergleich vor.
Die fu¨r den empirischen Teil dieser Arbeit relevanten Random-Walk-Prozesse be-
schreiben ARIMA(0,1,0)-Prozesse und stellen einen speziellen und auch praktisch
relevanten Fall von Instationarita¨t (Stier, 2001, S. 46) dar. Formal sind Random-
Walk-Prozesse autoregressive Prozesse 1. Ordnung mit φ = 1. Das autoregressive
Polynom (1− φB) = (1−B) hat die Wurzel (Nullstelle) B = 1. Genauere Erla¨ute-
rungen hierzu sind unter 2.5.2, S. 29ff., zu finden. Random Walks beschreiben damit
sogenannte Einheitswurzel- oder Unit-Root-Prozesse. Sie ko¨nnen durch Differenzen-
bildung (vgl. Abschnitt 2.3, S. 25) in stationa¨re Prozesse u¨berfu¨hrt werden. Es gilt
fu¨r einfache Random-Walk-Prozesse:
xt = xt−1 + ǫt, d.h. xt − xt−1 = ǫt
Darin steht ǫt fu¨r stationa¨res weißes Rauschen. Da die Varianz mit der Zeit wa¨chst,
ist der Prozess instationa¨r. Der Prozess pendelt unregelma¨ßig hin und her und kann
fu¨r la¨ngere Zeit auch eine dominant aufsteigende oder abfallende Richtung verfolgen,
was aus folgender Formulierung deutlich wird: Im Gegensatz zu einem stationa¨ren
Prozess hat der Random Walk nur eine schwache Affinita¨t zu seinem Erwartungs-
wert, wie aus graphischen Darstellungen leicht ersichtlich ist. Theoretisch wiederholt
er erst im Unendlichen irgendeinen Wert, den er zuvor schon einmal realisiert hat
(Mills, 1990, S. 99), d.h. die Zeit fu¨r einen wiederholten
”
Nulldurchgang“ ist unend-
lich (∞). Die sta¨ndigen Auf- und Abwa¨rtsbewegungen mit ihren unregelma¨ßigen,
vielfachen Richtungswechseln stellen keine deterministischen, sondern stochastische
Bewegungen dar, deren Korrespondenz u¨ber mehrere Zeitreihen nicht determiniert,
sondern empirisch offen ist.
Murray (1994, S. 37) vergleicht den Entwicklungsverlauf von Random Walks mit
dem
”
drunkard’s walk“, also mit dem Fortbewegungspfad eines Betrunkenen. Die-
ser Vergleich ist deshalb stimmig, weil Random-Walk-Prozesse als DS-Prozesse wie
erla¨utert einen instationa¨ren und zufa¨lligen Verlauf zeigen.
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2.5 U¨berpru¨fung der Stationarita¨t
2.5.1 Lag-Polynom und Charakteristische Gleichung
Wie in Abschnitt 2.4, S. 26ff., beschrieben, haben Random-Walk-Modelle eine Null-
stelle von Eins und weisen damit eine Einheitswurzel auf. Dieses Konzept der Ein-
heitswurzeln und der zugeho¨rigen Testverfahren zur Identifikation dieser Wurzeln
wird im folgenden genauer beleuchtet, da es im empirischen Teil fu¨r die Generierung
von Random-Walk-Prozessen eine bedeutende Rolle spielen wird.
Wie aus der univariaten Zeitreihenanalyse bekannt ist, werden zur Identifikation von
Einheitswurzeln das Lag-Polynom oder die Charakteristische Gleichung9, die zueinan-
der in einer inversen Beziehung stehen, herangezogen (Werner, 2005, S. 101).
Ein VAR(p)-Prozess ist dann als stationa¨r zu bezeichnen, wenn alle Wurzeln von
|Im −Φ1B −Φ2B
2 − ...−ΦpB
p|
außerhalb des Einheitskreises liegen (Werner, 2005, S. 125). |A| bezeichnet darin die
Determinante der Matrix A und Im die (m × m)-Einheitsmatrix.
Das Matrix-Lag-Polynom fu¨r einen bivariaten VAR(1)-Prozess lautet abgeleitet aus
Gleichung 1.3, S. 17
I2 −Φ1B =

 1 0
0 1

−

 φ11 φ12
φ21 φ22

B
Wenn man den Operator B durch eine Variable z ersetzt, ergibt sich die Determi-
nante |I2 −Φ1z|.
Werner (2005, S. 126) zeigt, wie sich inverse Lo¨sungen aus dem Ansatz zum Cha-
rakteristischen Polynom der Matrix A − λI ergeben, sofern das Lag-Polynom in
Φ−11 (I2 −Φ1(λ)) umgeformt werde.
9Die Lo¨sung der Charakteristischen Gleichung entspricht der Faktorisierung des Lag-Polynoms
und wird deshalb in der Regel herangezogen.
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2.5.2 Unit-Root-Tests
Einheitswurzeltests (Unit-Root-Tests) dienen der Unterscheidung stationa¨rer und in-
stationa¨rer Prozesse, wobei im Fall der Instationarita¨t wie beschrieben nochmals
eine Differenzierung zwischen DS- und TS-Prozessen no¨tig ist (vgl. Abschnitt 2.4, S.
26f.). Im Gegensatz zu TS-Prozessen weisen nur DS-Prozesse Einheitswurzeln auf,
die aber in empirischen Zeitreihen von den Einheitswurzeltests nicht in jedem Fall
eindeutig identifiziert werden. Im Rahmen dieser Diplomarbeit sind Random-Walk-
Prozesse und damit DS-Prozesse von Bedeutung.
Die Standard-Einheitswurzeltests wurden von Dickey und Fuller ausgearbeitet (Dickey
& Fuller, 1979; Dickey & Fuller, 1981; Fuller, 1976).
Zur Durchfu¨hrung des Tests in der einfachen Version verwenden Dickey und Ful-
ler drei elementare Scha¨tzgleichungen, deren Parameter nach dem u¨blichen OLS-
Regressionsverfahren gescha¨tzt werden:
xt = φxt−1 + νt → Random Walk
xt = µ+ φxt−1 + νt → Random Walk + Konstante
xt = µ+ βt+ φxt−1 + νt → Random Walk + Konstante
+ deterministischer Trend
Es gilt die Annahme, dass die Residuen unabha¨ngig und identisch normalverteilt
sind νt ∼ iid N(0, σ
2).
Der Dickey-Fuller-Test existiert fu¨r unabha¨ngige Modell-Residuen (
”
einfacher“ DF-
Test) und fu¨r autokorrelierte Residuen (
”
erweiterter/augmented“ ADF-Test). Die
Nullhypothese postuliert in beiden Fa¨llen, dass der vorliegende Prozess differenzen-
stationa¨r ist (H0 : φ = 1), die Alternativhypothese dagegen, dass er stationa¨r oder
trendstationa¨r ist (H1 : φ < 1).
Das grundsa¨tzliche Problem dieser Tests besteht in der Tatsache, dass jede endliche
Reihe von T Realisationen, die tatsa¨chlich von einem Einheitswurzelprozess gene-
riert wurde, sich ebensogut durch ein stationa¨res Prozessmodell darstellen la¨sst, in
dem die entscheidenden Koeffizienten eine Wurzel in der Na¨he von 1 implizieren.
Es gibt also immer lokale Alternativen, denen gegenu¨ber der Test praktisch keine
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Trennscha¨rfe hat (was im Grunde fu¨r alle statistischen Tests gilt). Bei kurzen Zeitrei-
hen (Daumenregel: T ≤ 100) ist die Trennscha¨rfe aber auch gegenu¨ber gro¨ßeren
Abweichungen von der Nullhypothese so gering, dass Kritiker die Einheitswurzel-
tests in solchen Fa¨llen grundsa¨tzlich nicht fu¨r sinnvoll einsetzbar halten (DeJong,
Nankervis, Savin & Whiteman, 1992a).
Wa¨hrend etwa bei einem t-Test mit geringer Power, der folglich kleine Unterschiede
nicht nachweisen kann, die geringe Power in dem Sinne mo¨glicherweise zu tolerieren
ist, da die Unterschiede ohnehin gering sind, ist die Unterscheidung zwischen DS oder
TS inhaltsrelevant. Die geringe Power der Unit-Root-Tests kann folglich dramatische
Konsequenzen implizieren. Eine ausfu¨hrliche Darstellung ist in der aktuellen Arbeit
von Stadnytska (2004), in Stier (2001, S. 286ff.) und bei Lanne und Lu¨tkepohl (2001)
zu finden.
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Kointegration
in Theorie und Simulation
If each element of a vector of time series xt first achieves stationarity
after differencing, but a linear combination α′xt is already stationary,
the time series xt are said to be co-integrated with co-integrating vector
10
α. (Engle & Granger, 1987; Abstract)
The components of the vector xt are said to be co-integrated of order
d, b, denoted xt ∼ CI(d, b), if (i) all components of xt are I(d); (ii) there
exists a vector α(6= 0) so that zt = α
′xt ∼ I(d − b), b > 0. The vector
α is called co-integrating vector. (Engle & Granger, 1987, S. 253)
Diese Definition von Engle und Granger (1987, S. 251 und 253) stammt aus dem Ar-
tikel, der hauptsa¨chlich das Kointegrationskonzept begru¨ndete. Seitdem wurde das
Konzept in vielerlei Hinsicht erforscht. Seine Definition ist deshalb in der Fachlite-
ratur nicht immer eindeutig und unterscheidet sich teilweise sogar in wesentlichen
Punkten. Die theoretische Ausgangssituation ist also nicht einheitlich und klar ein-
zugrenzen. Um vorab die fu¨r den empirischen Teil relevanten Informationen zur
Verfu¨gung zu stellen, erscheint es bei der folgenden definitorischen Darstellung des
Kointegrationskonzepts aus diesem Grund sinnvoll, sowohl die gemeinsame Essenz
der einschla¨gigsten Definitionen herauszukristallisieren und darzustellen als auch die
Unterschiede zwischen den Definitionen zum Gegenstand der Betrachtung zu ma-
chen. Die
”
Moderatorvariable“, in der sich die Definitionen hauptsa¨chlich unterschei-
den, ist die definitorische Enge bzw. Weite bezu¨glich der notwendigen Bedingungen
des Kointegrationskonzepts. Ziel der theoretischen Abhandlung ist es, Kointegrati-
on definitorisch einzugrenzen, um das Konzept so scharf zu definieren, dass es test-
und interpretierbar sein kann. Deshalb lassen sich aus der Betrachtung der Unter-
schiede und der daraus teilweise auch resultierenden offenen Fragen viele wichtige
10Anmerkung zur Notation: Im weiteren Verlauf der Arbeit ist der Kointegrationsvektor mit β
notiert.
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Impulse fu¨r den empirischen Teil der Arbeit ableiten. Allerdings lassen sich nicht alle
”
Impulse“ im Rahmen dieser Arbeit untersuchen. Dies sei weiteren Publikationen
vorbehalten.
Zu Beginn ist es notwendig, den expliziten Hinweis zu geben, dass im empirischen
Teil nur Fa¨lle mit einer Kointegrationsbeziehung betrachtet werden, da eine Be-
trachtung von Fa¨llen mit mehr als einer Kointegrationsbeziehung und damit mehr
als zwei Komponentenprozessen den Rahmen dieser Arbeit sprengen wu¨rde. Ba-
nerjee, Dolado, Galbraith und Hendry (1993, S. 138) machen deutlich, dass viele
Herangehensweisen aus dem bivariaten Fall auf andere Fa¨lle u¨bertragbar sind. So-
mit wird hier hauptsa¨chlich der bivariate Fall als einfachster multivariater Prozess
dargestellt, aus dessen Betrachtung sich wiederum Hypothesen fu¨r komplexere mul-
tivariate Fa¨lle ableiten lassen, die in einer anderen Studie untersucht werden ko¨nnen.
Zwar findet im Rahmen dieser Arbeit nur die Kointegration von I(1)-Variablen
Anwendung, doch soll auch darauf verwiesen werden, dass es Kointegration von I(2)-
Variablen geben kann (vgl. Engle & Yoo, 1991, S. 251; Holtemo¨ller, 2002; Johansen,
1995a).
3 Kointegration aus theoretischer Perspektive
Wir sollten uns des Wertes der Theorie bewusst sein. Ein Gescha¨ftsmann
hat einmal festgestellt,
”
es sei nichts so praktisch wie eine gute Theorie“.
(Lewin, 1982, S. 217)
3.1 Definitionen in der einschla¨gigen Fachliteratur
Wie aus der univariaten Zeitreihenanalyse bekannt, ist Stationarita¨t eine grund-
legende Voraussetzung fu¨r die Modellierung von ARMA-Prozessen. Auch im mul-
tivariaten Fall wa¨re diese Voraussetzung zu erwarten. Das Kointegrationskonzept
stellt einen Ausweg aus dem Dilemma dar, da vor dem Hintergrund der Stationa-
rita¨tsforderung Zeitreihen bereinigt werden mu¨ssten und damit wichtige Information
verlorenginge (siehe 2.3, S. 25ff.). Wie Stadnytska (2004) zeigt, werden Entscheidun-
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gen u¨ber DS- oder TS-Prozesse (vgl. 2.4, S. 26ff.) ha¨ufig nicht korrekt gefa¨llt, was
zu Fehlschlu¨ssen fu¨hrt.
Mithilfe des Kointegrationsansatzes ko¨nnen instationa¨re Prozesse und somit auch
die in ihnen enthaltene Information multivariat modelliert werden. Nach Stier (2001,
S. 316) beschreibt Kointegration ein
”
stabiles System“, in dem Abweichungen vom
langfristigen Gleichgewicht nur voru¨bergehender Natur sind. Das System ko¨nne zwar
kurzfristig vom Gleichgewicht abweichen, da die Einzelprozesse sta¨ndigen entwick-
lungsbedingten Vera¨nderungen unterworfen seien, kehre aber immer wieder zu die-
sem Gleichgewicht, das die Einzelprozesse miteinander verbinde und als Linearkom-
bination zu schreiben sei, zuru¨ck (vgl. auch Hamilton, 1994, S. 572).
Murray (1994, S. 37) nutzt zur Illustration des Kointegrationsansatzes wie bereits
zur Erkla¨rung von Random-Walk-Prozessen (siehe unter 2.4, 26ff.) das Bild vom
Betrunkenen und seinem Hund. Beide fu¨r sich genommen bewegen sich wie Random
Walks fort. Trotz der Nichtstationarita¨t der beiden Pfade, wu¨rde man aber sagen:
”
if you find the drunkard, the dog is unlikely to be very far away“, d.h. dass die
Distanz zwischen den beiden Bewegungspfaden stationa¨r ist und von Kointegration
gesprochen werden kann. Kointegration ist ein probabilistisches Konzept, da der
Hund nicht an der Leine und somit der Abstand zwischen den beiden nicht fixiert
ist. Trotz der Instationarita¨t der Einzelpfade ist der Abstand fu¨r den kointegrierten
Fall aber eine stationa¨re Zufallsvariable.
Kointegration impliziert Granger-Kausalita¨t (Thome, 1997, S. 219), d.h. dass bei zwei
kointegrierten Reihen mindestens eine Granger-kausal fu¨r die andere ist. Genauere
Erla¨uterungen zu diesem Kausalita¨tskonzept sind im Anhang B, S. 140f., zu finden.
Weitgefasste Definition des Kointegrationskonzepts Das Konzept der Ko-
integration ist deshalb so bedeutungsvoll, weil es ermo¨glicht, ein Gleichgewicht zwi-
schen zwei oder mehreren Reihen, die jede fu¨r sich genommen instationa¨r sind, zu
beschreiben. Es stellt eine Mo¨glichkeit dar, den bekannten Begriff des Gleichgewichts
mit Hilfsmitteln der Zeitreihenanalyse zu operationalisieren (Stier, 2001, S. 316). Die
Momente (Mittelwert, Varianz und Kovarianz) der Einzelreihen ko¨nnen also u¨ber die
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Zeit hinweg variieren und gleichzeitig existiert eine Linearkombination dieser Reihen
mit zeitinvarianten Eigenschaften, die den Gleichgewichtszusammenhang beschreibt.
Aus dieser Umschreibung des Konzeptes nach Banerjee, Dolado, Galbraith und Hen-
dry (1993, S. 136ff.) wa¨re nach dem allgemeinen Stationarita¨tsversta¨ndnis (vgl. 2.1,
S. 21f.) zwingend zu schließen, dass diese Linearkombination durch Stationarita¨t
charakterisiert ist. Banerjee, Dolado, Galbraith und Hendry (1993, S. 145) berufen
sich zwar auf Engle und Granger (1987), halten die Definition von Kointegration
dennoch sehr allgemein (Banerjee, Dolado, Galbraith & Hendry, 1993, S. 137):
However, a linear combination of series may have a lower order of inte-
gration than any one of them has individually. In this case the variables
are said to be co-integrated.
Das heißt folglich, dass nach Meinung der Autoren zwei einzelne Zeitreihen dann
kointegriert sind, wenn eine Linearkombination dieser Variablen einen geringeren
Grad an Integration aufweist als die Einzelreihen selbst.
Sie machen in der Fußnote11 deutlich, dass Kointegration in ihrer Eigenschaft als
Gleichgewichtsbeziehung das Vorliegen einer stationa¨ren Linearkombination mit dem
Integrationsgrad Null impliziere und beziehen sich dabei auf die Definition von En-
gle und Granger (1987), die Stationarita¨t der
”
Abweichung“ bzw. Linearkombina-
tion (
”
stationarity of the deviation“; Banerjee, Dolado, Galbraith & Hendry, 1993,
S. 7) x1t − βx2t fordert. Sie heben dennoch hervor, dass ihrer Meinung nach per
definitionem jede Reduktion des Integrationsgrades ausreiche, damit Variablen als
kointegriert bezeichnet werden du¨rfen.
If {x1t − βx2t} has a constant unconditional mean but is not stationary,
then we may still want to say that an equilibrium relationship holds;
the series will not, however, fit the strict Engle-Granger definition of co-
11Banerjee, Dolado, Galbraith und Hendry, 1993, S. 137, Fußnote 3:
”
When regarding a co-
integrating combination as an ’equilibrium relationship’, it is natural to expect this combination
to be integrated of order zero. However, definitionally, any reduction in the order of integration -
say from d to d− b (where b > 0) - is sufficient for the variables to be called ’co-integrated’.“
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integration, which requires that some linear combination be stationary.
(Banerjee, Dolado, Galbraith & Hendry, 1993, S. 7)
Die Autoren fu¨hren dabei weiter aus:
When b > 0 a linear relation exists between the variables which is inte-
grated of lower order than either of the variables themselves, but which
may none the less not be I(0). In the latter case (a−b > 0), the variables
may deviate from the linear relationship by an ever-growing amount, and
so it is not the kind of relationship that we have been calling a long-run
equilibrium. Nevertheless, variables that are CI(a, b) for b > 0 do contain
some information about the long-run behaviour of the series involved12.
(Banerjee, Dolado, Galbraith & Hendry, 1993, S. 7)
Folglich gehen die Autoren in der letzten Bemerkung davon aus, dass auch eine
Kointegrationsbeziehung, die durch eine instationa¨re Linearkombination charakteri-
siert ist (b > 0), Informationen u¨ber das langfristige Verhalten der Zeitreihe entha¨lt.
Dies scheint zuna¨chst akzeptierbar, allerdings muss die genauere Modellierbarkeit
einer solchen Kointegrationsbeziehung in Frage gestellt werden.
Mehrheitlich geteilte Ausgangsdefinition und deren Weiterentwicklungen
Der sehr allgemeine Ansatz, der eine Reduktion des Integrationsgrades als ausrei-
chend ansieht, wird von der Mehrheit der Autoren nicht geteilt, denn das besondere
Charakteristikum von Kointegration, das das Konzept als Teil der Forschung an
Einheitswurzeln zum
”
most vigorous development in econometrics in recent years“
(Hatanaka, 1996, Vorwort) gemacht hat, besteht gerade in der Stationarita¨t der Li-
nearkombination. In diesem Sinne wa¨re die Reduktion des Integrationsgrades zwar
eine notwendige, nicht aber eine hinreichende Bedingung fu¨r das Vorliegen von Ko-
integration. Wenn x1t und x2t I(1) sind, gilt nach den herko¨mmlichen Regeln, dass
12Die Notation wird spa¨ter eingefu¨hrt. a beschreibt dabei den Integrationsgrad der Variablen
und b die Reduktion desselben, sodass der Integrationsgrad der Linearkombination durch a − b
beschreibbar ist.
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Tabelle 3.1: Grundidee des Kointegrati-
onskonzepts: VAR(1)-Prozesse; Modellmatrix
Φ1, zugeho¨rige Eigenwerte (EW) und Dickey-
Fuller-Tests (DF) der VARMAX-Prozedur
u¨ber Komponentenprozesse (black, red) und
Linearkombination (green) fu¨r T=1000.
VAR(1)-Prozesse
Modell-
matrix DF DF DF
φ11 φ12 Pr < Tau Pr < Tau Pr < Tau
φ21 φ22 EW (black) (red) (green)
1 0 1 0,52 0,798 none
0 1 1
0,95 0,05 1 0,5993 0,6123 <, 0001
0,1 0,9 0,85
0,8 0,2 1 0,692 0,7202 <, 0001
0,1 0,9 0,7
0,6 0,4 1 0,7201 0,7665 <, 0001
0,1 0,9 0,5
0,2 0,8 1 0,7199 0,7992 <, 0001
0,1 0,9 0
jede Linearkombination auch I(1) sein
wird (vgl. 2.2.1, S. 24f.). Wenn aller-
dings Kointegration gegeben ist, be-
schreibt die Linearkombination x1t −
βx2t einen I(0)-Prozess (vgl. Granger,
1988, S. 556f.). Dies hat die außeror-
dentlich bedeutende und bahnbrechen-
de praktische Implikation, dass bei in-
stationa¨ren Prozessen eine Prognose
dann mo¨glich ist, wenn diese kointe-
griert sind, weil die Stationarita¨t ih-
rer Linearkombination eine Vorhersage
mo¨glich macht.
Die in Tabelle 3.1 aufgefu¨hrten VAR(1)-Prozesse13 und deren graphische Illustratio-
nen (vgl. Abbildung 3.1, S. 37) verdeutlichen den dem Kointegrationskonzept zu-
grundeliegenden Gedanken im Sinne der mehrheitlich geteilten Ausgangsdefinition,
die in der vorangestellten Definition auf S. 31 zusammengefasst ist.
Nach Thome (1997, S. 213) ist nur dann eine solche stationa¨re Linearkombination
nichtstationa¨rer Prozesse mo¨glich, wenn die
”
Trend“-Bewegungen14 der einzelnen
Reihen miteinander korrespondieren, wenn also eine A¨nderung des lokalen
”
Trends“
in x1t mit einer mehr oder weniger schnellen Anpassung des lokalen ”
Trends“ in
x2t einhergeht. Die gemeinsamen stochastischen ”
Trends“ (
”
Common Trends“), also
die gemeinsamen I(1)-Komponenten (Zorn, 2001, S. 1f.) der instationa¨ren Varia-
13In der rechten Spalte der Tabelle ist zuoberst deshalb
”
none“ vermerkt, da aufgrund der Un-
abha¨ngigkeit der Komponentenprozesse keine Kointegration vorliegen kann, weshalb eine durch
den Kointegrationsvektor gewichtete Linearkombination nicht definiert ist.
14Erla¨uterungen zur Handhabung der terminologischen Differenzierung zwischen Trend und Drift
im Rahmen dieser Arbeit sind der Fußnote auf S. 25 zu entnehmen.
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Abbildung 3.1: Grundidee der Kointegrationsmethodologie: demonstriert durch multivariate
Prozesse mit zunehmender Abha¨ngigkeit der Einzelreihen, beginnend mit einem Modell mit vo¨llig
unabha¨ngigen Komponentenprozessen (links oben). Modelleigenschaften in Tabelle 3.1, S. 36.
blen, werden durch das Bilden einer Linearkombination kompensiert (vgl. Rinne &
Specht, 2002; Stock & Watson, 1988). Wenn keine Kointegration gegeben ist, dann
entha¨lt das System zwei stochastische
”
Trends“. Wenn die beiden Variablen kointe-
griert sind, entha¨lt das System durch den gemeinsamen stochastischen
”
Trend“ eine
Kointegrationsbeziehung (Wolters, 2000, S. 35).
Engle und Granger (1987, S. 254) weisen explizit darauf hin, dass die Reduktion des
Integrationsgrads die Besonderheit der - wie spa¨ter zu zeigen sein wird - interpretier-
und testbaren (vgl. 3.5, S. 60ff.) Beziehung ausmache. Wenn die Einzelprozesse be-
reits stationa¨r seien, sei die Stationarita¨t der Linearkombination trivial und nicht
mehr dem Konzept der Kointegration zuzuordnen. Banerjee, Dolado, Galbraith und
Hendry (1993, S. 4-5) verdeutlichen, dass bei Stationarita¨t der Einzelreihen auch
jede Relation x1t−βx2t stationa¨r und damit im statistischen Gleichgewicht sei, und
zwar unabha¨ngig davon, ob es ein β gebe, das ein echtes Gleichgewicht beschreibe.
Stier (2001, S. 315f.) legt a¨hnlich wie Engle und Granger (1987; vgl. Definition auf
S. 31) Bedingungen fu¨r Kointegration fest. Es sei notwendig fu¨r die Kointegrati-
on von x1t und x2t, dass sie den gleichen Integrationsgrad besa¨ßen. Hinreichend
ist diese Bedingung seiner Meinung nach aber noch nicht. Kointegration liege nur
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dann vor, wenn außer der gleichen Kointegrationsordnung d eine Linearkombination
β1x1t + β2x2t mit dem Integrationsgrad d − b existiere, d.h.: x1t, x2t ∼ CI(d, b) mit
d ≥ b > 0 und (β1, β2) als Kointegrationsvektor. Das erste Element des Kointegrati-
onsvektors ist in der Regel auf Eins normiert15 (vgl. Erla¨uterungen zur Normierung
des Kointegrationsvektors auf S. 39f.). Die Funktion des Kointegrationsvektors wird
ausfu¨hrlich in Abschnitt 3.4.1, S. 57ff., illustriert.
Allgemein ist ein vektorieller Prozess x′t = (x1t x2t ... xmt) nach Stier (2001, S.
315f.)16 dann als kointegriert zu bezeichnen, wenn jedes xit(i = 1, 2, ...,m) vom Grad
d integriert ist und wenn ein Vektor β′ = (β1 β2 ... βm) existiert, sodass gilt
β′xt ∼ I(d, b).
Anders als Banerjee, Dolado, Galbraith und Hendry (1993 ) heben Rinne und Specht
(2002, S. 540 ) und Stier (2001) hervor, dass der Fall d = b = 1, d.h. dass alle Einzel-
prozesse vom Grad 1 integriert sind, mit xt ∼ CI(1, 1) in der Praxis am bedeutend-
sten sei. Fu¨r diesen Fall beschreibt die Linearkombination auch einen I(0)-Prozess.
Im Artikel von Engle und Granger (1987, S. 251), der unter anderen das Kointegra-
tionskonzept begru¨ndete, legen sich die Autoren bezu¨glich dieser Frage fest, indem
sie fordern, dass nur dann von Kointegration gesprochen werden du¨rfe, wenn eine
stationa¨re Linearkombination17 β′xt existiere. Andere Autoren (Hamilton, 1994, S.
571ff.; Rinne & Specht, 2002, S. 541; Stewart und Gill, 1998, S. 243) schließen sich
15Auf diese Normierung kann zuru¨ckgefu¨hrt werden, dass in den zitierten Quellen fu¨r das zweite
Element des Kointegrationsvektors sowohl β2 als auch einfach β geschrieben wird (vgl. Werner,
2005, S. 132). Da der Fettdruck β aber immer unmissversta¨ndlich kenntlich macht, wann der Koin-
tegrationsvektor und nicht sein zweites Elemente β gemeint ist, sind im Rahmen der Diplomarbeit
in Anlehnung an die jeweiligen Quellen beide Notationen zula¨ssig.
16Stier verwendet fu¨r die Angabe der Dimension die Notation n, die in dieser Arbeit durch
m ersetzt wird, um Verwechslungen mit der Notation der Stichprobengro¨ße zu vermeiden (vgl.
Festlegung der Schreibweise auf S. 16).
17Kointegration beschreibt eine Linearkombination instationa¨rer Variablen. Es ist nicht ausge-
schlossen, dass es auch nichtlineare Kombinationen instationa¨rer Variablen gibt, die ein langfristi-
ges Gleichgewicht beschreiben. Eine Theorie der nichtlinearen Kointegration steht nach Rinne und
Specht (2002, S.541) allerdings noch aus. Hinweise finden sich bei Granger (1991, S. 284ff.). Bei
Boucher (2003) kann ein Anwendungsbeispiel fu¨r nichtlineare Kointegration nachgelesen werden.
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dieser Meinung an, wobei Hamilton (1994, S. 571) aber bei seiner Definition von
Kointegration die Integrationsgrade dezidiert festlegt. Eine vektorielle Zeitreihe xt
sei dann kointegriert, wenn jede Einzelreihe I(1) - und damit nichtstationa¨r mit
einer Einheitswurzel - und die Linearkombination β′xt mit β 6= 0 stationa¨r, d.h.
I(0), sei. Die Abweichungen vom Gleichgewicht besitzen eine beschra¨nkte Variation
(Wolters, 2000, S. 33) und
”
in the long run“ bewegen sich die untransformierten
(vgl. Zorn, 2001, S. 17) Variablen also auf das Gleichgewicht β′xt = 0 zu, denn es
gilt: x1t − βx2t = ǫt, wobei ǫt ∼ I(d− b = 0), mit b > 0 und d ≥ 0. Nur unter dieser
Bedingung ist der Begriff des Gleichgewichts gerechtfertigt (vgl. Rinne & Specht,
2002, S. 539). Die Variable ǫt beschreibt das Ausmaß, mit dem das System xt vom
Gleichgewicht abweicht und wird deshalb Gleichgewichtsfehler oder
”
equilibrium er-
ror“ (Cromwell, Hannan, Labys & Terraza, 1994, S. 18; Wolters, 2000, S. 33) oder
”
Gleichgewichtssto¨rung“ (Rinne & Specht, 2002, S. 539) genannt. Die notwendi-
gen Bedingungen einer interpretier- und testbaren Kointegrationsbeziehung, die sich
aus den beschriebenen Definitionen ableiten lassen, sind in der folgenden Tabelle
zusammengefasst:
Notwendige Bedingungen (NB) einer
interpretier- und testbaren Kointegrationsbeziehung
NB 1: instationa¨re Einzelreihen mit identischem Integrationsgrad [I(d)]
NB 2: geringerer Integrationsgrad der Linearkombination [I(d− b), b > 0]
NB 3: Stationarita¨t der Linearkombination [I(0)] ⇒
”
Gleichgewicht“
Zur Normierung des Kointegrationsvektors, die auch im empirischen Teil Beachtung
finden wird, scheinen einige allgemeine Erla¨uterungen notwendig, die sich auch auf
vektorielle Prozesse mit mehr als zwei Variablen u¨bertragen lassen. Die Funkti-
on des Kointegrationsvektors β als Gewichtevektor der Linearkombination (Mur-
ray, 1994, S. 37; Thome, 1997, S. 219) ist es, aus den m nichtstationa¨ren Prozes-
sen einen stationa¨ren Prozess zu generieren. Wie oben erla¨utert, sind zwei I(1)-
Prozesse x1t und x2t mit dem Kointegrationsvektor β
′ = (1 − β) kointegriert,
Kointegration aus theoretischer Perspektive 40
weil die Linearkombination x1t − βx2t stationa¨r ist. Allgemein existieren fu¨r m
Einzelreihen genau h unabha¨ngige Kointegrationsvektoren, die fu¨r h < m in ei-
ner (h ×m)-Kointegrationsmatrix18 zusammengefasst werden ko¨nnen. h wird auch
(Ko-)Integrationsrang genannt (Rinne & Specht, 2002, S. 541; Werner, 2005, S.133).
Das erste Element des Kointegrationsvektors ist in der Regel auf Eins normiert (vgl.
Hamilton, 1994, S. 574; Stier, 2001, S. 316). Diese Normierung dient dem Zweck der
Eindeutigkeit, denn wenn β′xt stationa¨r ist, dann ist auch ein Produkt c β
′xt aus
β′xt und einem beliebigen Skalar c (6= 0) stationa¨r. Abgesehen von der Normierung
gibt es bei nur zwei Prozessen (m = 2) nur einen Kointegrationsvektor. Bei mehr
als zwei Prozessen ist dies nicht mehr der Fall. Ausfu¨hrlichere Erla¨uterungen hierzu
und zur Normierung fu¨r m > 2 finden sich bei Rinne und Specht (2002, S. 541).
Auseinanderdriftende Zeitpfade der Komponentenprozesse Im Gegensatz
zu den meisten Autoren, die auseinanderdriftende Zeitpfade der Komponentenpro-
zesse nicht explizit in die Definition von Kointegration mit einschließen, relativieren
Rinne und Specht (2002, S. 542f.) die Behauptung, dass kointegrierte Variablen Zeit-
pfade aufweisen, die nicht auseinander driften.
Dabei muss terminologisch klar gestellt werden, dass sich in diesem Zusammenhang
das Adjektiv
”
auseinanderdriftend“ nur auf den graphischen Eindruck bezieht und
dass kointegrierte Reihen sich statistisch auch im Rahmen dieser Definition in einer
Gleichgewichtsbeziehung befinden.
Auch wenn andere Autoren mo¨glicherweise diesen Ansatz in ihre Definition von
Kointegration implizit mit eingeschlossen haben mo¨gen, weiten Rinne und Specht
(2002) das Kointegrationskonzept mit dieser Aussage aus. Mit diesem Hinweis be-
wegen sie sich aber weiterhin im Rahmen der oben und von anderen Autoren be-
schriebenen Grundidee von Kointegration (vgl. zusammenfassende Tabelle auf Seite
39).
Es wird oft behauptet, dass kointegrierte Variablen Zeitpfade aufweisen,
18Da in dieser Arbeit bivariate Modelle mit nur einer Kointegrationsbeziehung und damit nur
einem Kointegrationsvektor im Mittelpunkt stehen, wird auf die genaue Darstellung der Kointe-
grationsmatrix an dieser Stelle verzichtet. Sie ist z.B. bei Werner (2005, S.133) dargestellt.
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die nicht auseinander driften. Das trifft aber nur dann zu, wenn - etwa bei
m = 2 Variablen - der Kointegrationsvektor durch β′ = (1,−1) gegeben
ist. (Rinne & Specht, 2002, S. 542)
Wenn man davon ausgehe, dass (x1t, x2t) ∼ CI(1, 1) mit dem Kointegrationsvektor
β′ = (1 −β2) vorliege, dann gelte x1t−β2x2t ∼ I(0). Wenn ”
im Sonderfall“ (Rinne
& Specht, 2002, S. 542) die Reihen x1t und x2t nicht auseinander driften wu¨rden,
dann mu¨sse ihre Differenz x1t − x2t ∼ I(0) sein, d.h. β2 = 1.
Die Autoren leiten weiter her (S. 542f.)
Im allgemeinen Fall (β2 6= 1) ist die gewo¨hnliche Differenz Y1t − Y2t =
Y1t−β2Y2t− (1−β2)Y2t instationa¨r, denn sie ist eine Linearkombination
einer stationa¨ren Variablen (Y1t − β2Y2t) und einer I(1)-Variablen (1 −
β2)Y2t.
19
Folglich - so machen die Autoren deutlich - wu¨rden sich die beiden kointegrierten
Variablen mit wachsender Zeit voneinander entfernen und die Differenz hinge vom
Niveau einer der beiden Variablen ab.
VAR(1)-Prozesse mit auseinanderdriftenden Zeitpfaden der Komponentenprozesse
sind in Abbildung 3.3, S. 57, graphisch veranschaulicht.
Gleichheit des Integrationsgrads der Komponentenprozesse In der Lite-
ratur herrscht - wie bereits auch bei der Definition von Banerjee, Dolado, Galbraith
und Hendry (1993) angedeutet - Uneinigkeit bezu¨glich der Frage nach der Gleich-
heit der Integrationsgrade der Einzelprozesse. Engle und Granger (1987, S. 253)
formulieren in ihrer Definition von Kointegration als eine notwendige Voraussetzung
”
all components of xt are I(d)“, d.h. dass die Einzelprozesse denselben Integrati-
onsgrad aufweisen mu¨ssen. Neben anderen Autoren (vgl. oben: Cromwell, Hannan,
Labys & Terraza, 1994, S. 17; Hamilton, 1994; Murray, 1994, S. 37; Rinne & Specht,
2002, S. 540) a¨ußert Thome (1997, S. 213) sich hierzu in Form einer notwendigen
19In der Schreibweise der Diplomarbeit werden die in diesem Zitat benannten Komponentenpro-
zesse Y1t und Y2t mit x1t und x2t notiert. Erla¨uterungen zur Notation des zweiten Elements des
Kointegrationsvektors finden sich auf Seite 38 (Fußnote).
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Bedingung, dass die Ausgangsreihen integrierte Prozesse der gleichen Ordnungsstu-
fe d sein mu¨ssten und somit durch d-fache Differenzenbildung jeweils in stationa¨re
Reihen transformiert werden ko¨nnten.
Die beteiligten Zeitreihen sind nicht nur
”
integriert“, sondern integriert
mit demselben Ordnungsgrad. (Thome, 1997, S. 219)
Wenn die Reihen von unterschiedlicher Ordnung integriert seien, ko¨nnten sie keinen
langfristigen linearen strukturellen Zusammenhang aufweisen. Auch Stier (2001, S.
315) hebt aufs Deutlichste hervor, dass Prozesse unterschiedlichen Integrationsgra-
des
”
nie kointegriert“ seien,
”
wa¨hrend Prozesse gleichen Integrationsgrades kointe-
griert sein ko¨nnen, aber nicht kointegriert sein mu¨ssen“ (Hervorhebungen im Ori-
ginal). Er argumentiert a¨hnlich wie Thome (1997), dass bei Einzelprozessen unter-
schiedlichen Integrationsgrades die Differenzen der Einzelreihen beispielsweise u¨ber
die Zeit hinweg sta¨ndig zunehmen ko¨nnten und nicht wie fu¨r kointegrierte vektoriel-
le Prozesse mit Variablen gleichen Integrationsgrades charakteristisch weder sta¨ndig
gro¨ßer noch kleiner wu¨rden. Da der empirische Teil der Arbeit mithilfe von SAS be-
stritten wird, erscheint es notwendig, darauf hinzuweisen, dass SAS seine Definition
von Kointegration explizit an die Definition von Engle und Granger (1987) anlehnt
(vgl. SAS/ETS Software: Changes and Enhancements, 2001).
Lu¨tkepohl (1991, S. 352ff.) grenzt sich in Bezug auf die Frage nach der Gleichheit
der Integrationsgrade der Ausgangsprozesse als notwendige Bedingung fu¨r Kointe-
gration deutlich von den oben angefu¨hrten Autoren ab und schließt die Mo¨glichkeit
nicht aus, dass Reihen unterschiedlicher Integrationsgrade kointegriert sein ko¨nnen,
und verweist direkt auf die Mo¨glichkeit einer Kointegrationsbeziehung zwischen ei-
ner stationa¨ren und einer instationa¨ren Variablen. A¨hnliche Hinweise auf ungleiche
Integrationsgrade in kointegrierten Systemen geben auch Johansen (1995b, S. 35ff.)
und Pagan (2004d, S. 10). Alle genannten Autoren fu¨hren in den zitierten Quel-
len diese Hinweise allerdings nicht weiter aus und wenden in ihren Beispielen diese
Konzepterweiterung auch nicht an.
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Da dieser definitorische Unterschied im empirischen Teil der Arbeit aus Gru¨nden
des Umfangs nicht aufgegriffen werden kann, soll auf seine ausfu¨hrliche Darstellung
an dieser Stelle verzichtet werden. Einzelne von mir durchgefu¨hrte Simulationen
geben Hinweise auf die Existenz solcher Kointegrationsbeziehungen und sollen in
einer nachfolgenden Publikation vertieft werden.
Die Begru¨nder des Kointegrationskonzepts - Engle und Granger - schreiben:
Often researchers would like to include in the cointegrating relationship
variables which are not I(1). In principle, inclusion of a stationary va-
riable is prohibited but should not affect the remaining coefficients (as-
suming it is not the dependent variable). It appears that it also should
not affect the asymptotic critical values of the test statistics. More pro-
blematical are dummy variables for regime changes or data corrections
or seasonality. (Engle & Granger, 1991, S. 14)
Banerjee, Dolado, Galbraith und Hendry (1993, S. 138) fu¨hren Gru¨nde an, warum
das Kointegrationskonzept als so zentral fu¨r die Modellierung mit integrierten Varia-
blen und die Untersuchung der langfristigen Beziehungen zwischen diesen Variablen
zu betrachten ist. Zwei der genannten Gru¨nde sollen hier aufgefu¨hrt werden, um zu
den nachfolgenden Abschnitten u¨berzuleiten:
• Vor dem Hintergrund von Kointegration als Gleichgewicht ko¨nne wirkliche ver-
sus scheinbare Regression (spurious regression, vgl. 3.2.1, S. 44ff.) gegenu¨berge-
stellt werden. Regressionen u¨ber Zeitreihen mit instationa¨ren Variablen seien
nur und ausschließlich dann sinnvoll, wenn diese Variablen kointegriert sei-
en. Ein Kointegrationstest (vgl. weitere Erla¨uterungen dazu in Abschnitt 3.5,
S. 60ff.) ko¨nne somit als nu¨tzliche Methode angesehen werden, um wirkliche
Regressionen von Scheinregressionen zu unterscheiden.
• Kointegrierte Variablen besa¨ßen daru¨ber hinaus noch die wichtige Eigenschaft,
dass ein
”
Set“ kointegrierter Variablen neben anderen Repra¨sentationen auch
eine Fehler-Korrektur-Darstellung habe, sodass der Zusammenhang durch die
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Integration eines Terms im Modell, der fu¨r die Abweichung der beoabachteten
Werte vom langfristigen Gleichgewicht stehe, beschrieben werden ko¨nne.
Die beiden Punkte, also die Betrachtung von Scheinregression vor dem Hintergrund
der Kointegration und die Fehlerkorrekturdarstellung von kointegrierten Prozessen,
werden in den folgenden beiden Abschnitten (3.2 und 3.3) weiter beleuchtet, da sie
auch im empirischen Teil von Bedeutung sein werden.
3.2 Kointegration und Scheinregression
3.2.1 Abha¨ngigkeitskonzept der Scheinregression
Bereits 1926 konstatierte Yule (S. 2), dass in der Regression einer Zeitreihenvariablen
auf eine andere Zeitreihenvariable eine statistisch signifikante Beziehung entdeckt
werden kann, die sachlogisch nicht begru¨ndbar ist. Als humoristisches Beispiel fu¨hren
Rinne und Specht (2002, S. 539) den gleichzeitigen Ru¨ckgang der Geburtenzahlen
und der Zahl nistender Sto¨rche in Europa oder das Steigen der Pastorengeha¨lter
und Spirituosenpreise in Deutschland an. Aus diesen Gegebenheiten wu¨rde niemand
schließen, dass der Klapperstorch die Babys bringe oder die Pastoren vorwiegend
Alkoholiker seien.
Dieses von Granger und Newbold (1974, 2001) als Scheinregression oder Spurious
Regression bezeichnete Pha¨nomen ist vor dem Hintergrund des Kointegrationsansat-
zes aus einer neuen Perspektive zu diskutieren, sodass es an dieser Stelle notwendig
erscheint, seine Grundzu¨ge zu skizzieren.
Scheinregression beschreibt die Tatsache, dass in einem Regressionsmodell fu¨r nicht-
stationa¨re Zeitreihen auch dann ein signifikanter Steigungskoeffizient gescha¨tzt wer-
den kann, wenn keinerlei strukturelle (kausale) Beziehung zwischen den Reihen be-
steht.
Banerjee, Dolado, Galbraith und Hendry (1993, S. 74ff.) konstatieren, dass bei Si-
mulationsstudien mit T = 100 Realisationen die korrekte Nullhypothese in 75% aller
Fa¨lle bei einem nominellen Signifikanzniveau von 5% zuru¨ckzuweisen war. Die Ableh-
nungsquote nahm dabei entgegen der Erwartung mit gro¨ßerem Stichprobenumfang
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nicht ab, sondern weiter zu. Eine ho¨here Integrationsordnung der Prozesse fu¨hrte zu
einem nochmaligen Anstieg dieser Quote, wobei die Korrelationskoeffizienten stark
gegen r = ±1 tendierten. Die Ergebnisse konnten im Rahmen dieser Diplomar-
beit durch Simulationen mit 500 Wiederholungen und in 20er Schritten variierten
Messzeitpunkten (bis T = 300) validiert werden. Dabei lag der Prozentsatz der sig-
nifikanten (0.01) Steigungsparameter zuna¨chst bei 20 Messzeitpunkten bei 33.2 %,
stieg dann aber schnell bei 80 Messzeitpunkten auf 67 % an und stabilisierte sich
schließlich mit nur noch geringem Anstieg mit 76.6 % bei T = 160 und 83.4 % bei
T = 300. Im Rahmen dieser Simulationen wurde zusa¨tzlich zwischen den beiden
Signifikanzniveaus von 0.05 (s) und 0.01 (ss) differenziert. Es wird deutlich, dass
sich die von den Autoren gemachten Angaben auf den Prozentsatz hochsignifikanter
(0.01) Schein-Regressionen zweier unabha¨ngiger Zufallsprozesse beziehen mu¨ssen.
Eine detaillierte Darstellung der Replikationsergebnisse liegt bei der Autorin vor.
In einem perso¨nlichen, von Phillips (1997, S. 262) gefu¨hrten Interview beschreibt
Granger, dass er bei einer Pra¨sentation dieser Ergebnisse an der London School
of Economics auf vo¨lligen Unglauben und den Verdacht eines Programmierfehlers
gestoßen sei.
Es sind deshalb bei naiver Anwendung des u¨blichen Regressions- und Trendbereini-
gungsverfahrens erhebliche Fehlschlu¨sse zu erwarten, weil in der realen Forschungs-
praxis a priori nicht bekannt ist, ob zwei Reihen strukturell miteinander verbunden
sind.
Wenn die Parameter des Regressionsmodells nicht mit den Rohdaten, sondern mit
den DS-Reihen, d.h. mit Zeitreihen nach Differenzenbildung, gescha¨tzt werden, kann
das Problem der Spurious Regression bei integrierten Prozessen vermieden werden.
Nach Thome (1997) vermeidet die Differenzenbildung zwar das Problem der be-
schriebenen Scheinkausalita¨t, gleichzeitig ermo¨glicht sie aber den Fehlschluss der
scheinbaren Nicht-Kausalita¨t. Differenzenbildung zersto¨rt wie bereits beschrieben
(vgl. Abschnitt 2.3, S. 25ff.) wichtige Information, da bei der Verwendung bereinigter
Variablen nur das kurzfristige Verhalten sichtbar gemacht werden kann, da mo¨gli-
che langfristige Gleichgewichtsbeziehungen und Anpassungsdynamiken zwischen den
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integrierten Prozessen nicht mehr beobachtbar sind. Scheinregression bringt also
Verzerrungseffekte mit sich, wenn in Regressionsanalysen Trendkomponenten nicht
ada¨quat beru¨cksichtigt werden. Das Kointegrationskonzept stellt eine innovative Mo-
dellierungsstrategie zur Vermeidung dieses Problems dar. Daru¨ber hinaus wird im
Verlauf der Arbeit deutlich, dass auch die mit dem Kointegrationskonzept unmittel-
bar verbundenen Fehlerkorrekturmodelle einen Ausweg aus dem Dilemma darstel-
len, weil sie gleichzeitig sowohl die Dynamiken kurzfristiger als auch langfristiger
Anpassungsprozesse modellieren ko¨nnen.
Werner (2005, S. 128f.) skizziert die theoretischen Erkla¨rungen der experimentellen
Befunde von Granger und Newbold (1974) durch Phillips (1986). Phillips (1986, S.
318/319) fasst dabei zusammen:
Low values of the Durbin-Watson20 statistic DW and moderate values
of the coefficient of determination R2 are therefore to be expected in
spurious regressions (...).
Die Beispiele von Granger und Newbold (1974) legen nahe, dann von Scheinregres-
sion auszugehen, wenn der multiple Korrelationskoeffizient R2 gro¨ßer als der Wert
der Durbin-Watson-Statistik ist. Banerjee, Dolado, Galbraith und Hendry (1993,
S. 139) verweisen auf
”
a high value of R2 and a low value of the Durbin-Watson
statistic.“ Rinne und Specht (2002, S. 539) formulieren:
Eine Warnung vor Scheinregression ist ein hohes Bestimmtheitsmaß R2
und ein Durbin-Watson-Koeffizient von nahezu Null, d.h. hohe positive
Autokorrelation erster Ordnung der Regressionsresiduen.
Dass die Operationalisierung von Scheinregression u¨ber R2 und die Durbin-Watson-
Statistik nicht in allen Fa¨llen anwendbar ist, wird nachfolgend in einer eigenen Si-
mulation angedeutet.
Drobetz (2003) fu¨hrt das Pha¨nomen der Scheinregression als Grund fu¨r die Ent-
wicklung des Konzepts der Kointegration an. Dies wird auch von der Royal Swedish
20Zur Erla¨uterung dieser Gro¨ße: wie aus der univariaten Zeitreihenanalyse bekannt, ko¨nnen posi-
tive oder negative Autokorrelationen erster Ordnung anhand des Durbin-Watson (DW)-Tests u¨ber-
pru¨ft werden (vgl. Werner, 2005, S. 75f.).
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Academy of Sciences und der Bank of Sweden anla¨ßlich der Verleihung des No-
belpreises an C.W.J. Granger
”
fu¨r Methoden zur Analyse o¨konomischer Zeitreihen
mit gemeinsamen vera¨nderlichen Trends (Kointegration)“ in dieser Weise dargestellt
(Bank of Sweden & The Royal Swedish Academy of Sciences, 2003a; 2003b, S. 4).
3.2.2 Kointegration vs. Scheinregression
In die Kla¨rung des Zusammenhangs der beiden Abha¨ngigkeitskonzepte Scheinregres-
sion und Kointegration kann das folgende Zitat allgemein einfu¨hren.
Wenn die beiden Variablen nicht kointegriert sind, entstehen die Pro-
bleme der Scheinregression, und die OLS-Scha¨tzer produzieren nicht-
stationa¨re Residuen. (Thome, 1997, S. 214f.)
Die herko¨mmliche Methode der Differenzenbildung (vgl. 2.3, S. 25ff.) zur Vermei-
dung von Scheinregression hat einen Informationsverlust zur Folge. Wenn allerdings
keine Differenzenbildung durchgefu¨hrt wird, kann Scheinregression nur dann vermie-
den werden, wenn die Instationarita¨t der Reihen angemessen modelliert wird. Dies
wird durch das Kointegrationskonzept gewa¨hrleistet. Kointegration ko¨nnte also als
eine Modellierungs-Strategie unter Ausschluss von Scheinregressionen verstanden
werden.
Maddala und Kim (1998) unterstreichen diesen Sachverhalt nochmals vor dem Hin-
tergrund der Logik der Scheinregression. Von Scheinregression ist per definitionem
nur dann auszugehen, wenn unabha¨ngige I(1)-Einzelprozesse gegeben sind - in allen
anderen Fa¨llen ist die Regression nicht scheinbar, sondern real existent. Sobald die
Einzelprozesse abha¨ngig voneinander sind und damit also Einflu¨sse, die wechselsei-
tig sein ko¨nnen, vorliegen, kann von Kointegration ausgegangen werden. In diesem
Fall ist aber wiederum Scheinregression auszuschließen und von faktisch begru¨ndeter
Regression auszugehen, weil der Zusammenhang durch die Kointegration erkla¨rbar
ist. Kointegration und Scheinregression sind somit als gegenla¨ufige Abha¨ngigkeits-
konzepte aufzufassen.
In Bezug auf die dargestellte Faustregel von Granger und Newbold (1974), dass
R2 > DW Scheinregression indiziere, die auch nochmals von Banerjee, Dolado,
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Tabelle 3.2: Fu¨r die folgenden VAR(1)-Prozesse ermittelte R2- und DW -Statistiken. T = 20000,
20 Wiederholungen.
Unabha¨ngige
Einzelprozesse
keine Kointegration
Modell-
matrix
φ11 φ12
φ21 φ22 R
2 DW
1 0 0,35359 0,00045
0 1
Ru¨ckgekoppelte
Einzelprozesse
Kointegration
Modell-
matrix
φ11 φ12
φ21 φ22 R
2 DW
0,95 0,05 0,997755 0,29895
0,1 0,9
0,2 0,8 0,99836 3,4005
0,9 0,1
Nicht-
ru¨ckgekoppelte
Einzelprozesse
Kointegration
Modell-
matrix
φ11 φ12
φ21 φ22 R
2 DW
0 0,1 0,97308 1,99955
0 1
0 0,5 0,998605 2,0022
0 1
0 0,95 0,999405 2,0041
0 1
0 -0,95 0,99941 1,99855
0 1
0 1 0,99945 2,00415
0 1
Galbraith und Hendry (1993, S. 81) abgeleitet wurde21, kann man vermuten, dass
sich im Fall von Kointegration ein mittlerer DW-Wert von 2 ergeben mu¨sste.
Eigene Simulationen ergeben, dass sich diese Faustregel auf den direkten Vergleich
der beiden unterschiedlich standardisierten Statistiken bezieht. Unter Verwendung
des nicht-ru¨ckgekoppelten Kointegrationsmodells von Hamilton (1994, S. 571; vgl.
auch bei Stier, 2001, S. 316) zeigt eine im Rahmen der Vorbereitung der Diplomar-
beit von mir durchgefu¨hrte Simulation fu¨r T = 20000 und 20 Wiederholungen bei
vorgegebenen unabha¨ngigen I(1)-Prozessen ein mittleres R2 von .35 und ein mitt-
leres DW von .0004. Diese Werte verschieben sich bei abha¨ngigen I(1)-Prozessen
im Mittel zu .99 und 2.00. Bei ru¨ckgekoppelten Modellen la¨sst sich diese Beziehung
hingegen weniger deutlich beobachten. In Tabelle 3.2, S. 48, sind die beschriebenen
Ergebnisse dargestellt.
21S. 81:
”
These authors suggested treating any regression for which R2 > DW as one that is
likely to be spurious. This could be interpreted as a sign of lack of any equilibrium relationship
among the variables in the regression, which in turn implies a non-stationary error-term and so
very strong autocorrelation in the regression residuals.“
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Insgesamt scheint folglich - v.a. bezogen auf nicht-ru¨ckgekoppelte Modelle - die Aus-
sage von Hassler (2003, S. 3) bezu¨glich der Gegenla¨ufigkeit von Scheinregression und
Kointegration besta¨tigt:
Denn genau dann, wenn Kointegration vorliegt, besteht bei einer Regres-
sion von Niveaus integrierter Variablen nicht die Gefahr einer Scheinre-
gression.
3.3 Fehlerkorrekturmodelle
Kointegration impliziert die Mo¨glichkeit, die strukturelle Beziehung zwischen den
beteiligten Variablen als Fehlerkorrekturmodelle (Error Correction Models ((V)ECM))
darstellen zu ko¨nnen. Nach Stier (2001, S. 318) sind Fehler-Korrektur-Modelle fu¨r
Anwendungen wohl die wichtigste Darstellungsform kointegrierter Prozesse. Wie
oben beschrieben, stellen Kointegrationsmodelle und auch ihre Fehlerkorrekturre-
pra¨sentation eine Strategie dar, mithilfe derer sich die Instationarita¨t von Zeitrei-
hen positiv handhaben la¨sst. Mithilfe dieser Modelle ist es mo¨glich, simultan eine
eventuell vorhandene langfristige Gleichgewichtsbeziehung zwischen zwei oder mehr
Variablen und die kurzfristige Anpassungsdynamik, mit der eine Sto¨rung des Gleich-
gewichts vom System bearbeitet wird, zu modellieren. Fehlerkorrekturmodelle stel-
len den Anpassungsmechanismus dar, dass instationa¨re Variablen sich aufgrund von
Gleichgewichtsabweichungen aus fru¨heren Perioden an eine gleichgewichtige Bezie-
hung anpassen, wenn Kointegration gegeben ist:
In der folgenden VAR-Darstellung (vgl. Stier, 2001, S. 318) erscheinen die Niveaus
der beiden Komponentenprozesse in der stationa¨ren Linearkombination, die die Ko-
integrationsbeziehung der beiden Prozesse ausdru¨ckt:

 ∆x1t
∆x2t

 =

 −1 β
0 0



 x1,t−1
x2,t−1

+

 ǫ1t
ǫ2t


Die Fehler-Korrektur-Form eines kointegrierten Systems ergibt sich allgemein (spezi-
fischere Beschreibung im na¨chsten Abschnitt 3.4) aus dieser VAR-Darstellung, indem
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die neue Variable zt := x1t − βx2t eingefu¨hrt wird und somit gilt:

 ∆x1t
∆x2t

 =

 −1
0

 zt−1 +

 ǫ1t
ǫ2t

 (3.1)
Das Fehlerkorrekturmodell modelliert also die stationa¨re Linearkombination der ko-
integrierten Einzelprozesse und nicht direkt die I(1)−Prozesse selbst. Durch diese
Eigenschaft der Stationarita¨t (vgl. 2.1. S. 21ff.) in der Fehlerkorrekturform ist eine
Prognose mo¨glich.
Dabei repra¨sentiert die Variable zt die (kurzfristigen) Abweichungen der kointegrier-
ten Prozesse x1t und x2t von ihrem langfristigen Gleichgewichtszustand x1t = βx2t.
zt−1 erha¨lt beispielsweise dann ein negatives Vorzeichen, wenn βx2,t−1 > x1,t−1 ist.
In diesem Fall korrigiert das kointegrierte System diese Abweichung vom Gleichge-
wichtspfad oder den
”
Fehler“ durch eine positive Vera¨nderung von x1t im Zeitpunkt
t, d.h. dann ist ∆x1t > 0. Wenn dagegen zt−1 positiv ist, dann ist im na¨chsten Zeit-
abschnitt eine negative Korrektur von x1t zu beobachten, sodass ∆x1t < 0. Wenn
sich das System im Zeitpunkt t − 1 im Gleichgewicht befindet, dann gilt: zt−1 = 0
und x1t wird nicht weiter modifiziert, sodass gilt: ∆x1t = 0. Wie deutlich wird, hat
dieser Korrektur- bzw. Anpassungsmechanismus zur Benennung des kointegrierten
Systems als
”
Fehler-Korrektur-Repra¨sentation“ gefu¨hrt. Engle und Granger (1987)
beschreiben als Grundidee von Fehlerkorrekturmodellen die Tatsache, dass ein Teil
des Ungleichgewichts (
”
disequilibrium“, S. 254) aus einer Periode in der na¨chsten
Periode korrigiert werde. In einem Zwei-Variablen-System wu¨rde beispielsweise ein
Fehlerkorrekturmodell die Vera¨nderung in einer Variablen sowohl mit Sto¨rungen des
Gleichgewichts in der Vergangenheit als auch mit Vera¨nderungen in beiden Varia-
blen in der Vergangenheit verbinden. Somit modelliert das Fehlerkorrekturmodell
jede Art der Anpassung an ein neues Gleichgewicht.
In Abgrenzung von der Kointegrationsgleichung macht Thome (1997, S. 216) deut-
lich, dass diese sich auf Gleichgewichtsniveaus beziehe und somit als statistische
Regressionsgleichung keine Angaben u¨ber den zeitlichen Verlauf der Anpassungs-
reaktionen, mit denen ein tempora¨r entstandenes Ungleichgewicht reduziert werde,
mache. Sie mache auch keine Aussage daru¨ber, ob die
”
Reequilibrierungsprozesse“,
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d.h. die Ru¨ckkehrbewegung in Richtung des Gleichgewichtsniveaus, durch kurzfri-
stige Effekte u¨berlagert wu¨rden. Diese dynamische Spezifikation erfolge mithilfe der
Fehlerkorrekturmodelle.
Granger unterstreicht in seiner
”
Nobel Lecture“ (Bank of Sweden / The Royal Swe-
dish Academy of Sciences, 2003a) die praktische Bedeutung von Fehlerkorrekturmo-
dellen:
The error-correction model has been particularly important in making
the idea of cointegration practically useful.
3.4 Engle-Granger-Repra¨sentationstheorem
Der Zusammenhang zwischen Fehlerkorrekturmodellen und Kointegration wurde zu-
erst durch Granger (1981) hervorgehoben (vgl. Engle & Granger, 1987, S. 255ff.).
Das Engle-Granger-Repra¨sentationstheorem besagt, dass zu einem Sy-
stem kointegrierter I(1)-Variablen ein Fehlerkorrekturmodell existiert,
das die Kurzfristdynamik beschreibt und dessen Mechanismus die Ab-
weichungen zwischen den Variablen begrenzt, und dass es umgekehrt
zu gegebenem Fehlerkorrekturmodell fu¨r I(1)-Variablen eine diese ver-
bindende Kointegrationsbeziehung gibt. (Rinne & Specht, 2002, S. 546;
Hervorhebungen nicht im Original)
Engle und Granger (1987) beschreiben eine allgemeine Herleitung fu¨r die Umformung
von m-dimensionalen VAR(p)-Modellen in VECM(p)-Modelle, die hier dargestellt wer-
den soll, da ihre anschließende Vereinfachung fu¨r den bivariaten Fall im empirischen
Teil Anwendung finden wird.
Werner (2005, S. 137f.) hat die einzelnen Schritte der Herleitung elaboriert und aus
Gru¨nden der Anschaulichkeit soll seine Darstellung u¨bernommen werden. Im SAS-
VARMAX-Manual (SAS/ETS Software: Changes and Enhancements, 2001, S.113f.)
wird diese Herleitung fu¨r die autoregressive Repra¨sentation in a¨hnlicher Weise, aber
nicht in dieser Vollsta¨ndigkeit dargestellt.
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Ausgehend vom bekannten VAR(p)-Modell aus Gleichung 1.2, S. 17,
Φ(B)xt = ǫt (3.2)
mit den fixen anfa¨nglichen Werten x−p+1, ...,x0 und ǫt ∼ N(0,Σ) kann der AR-
Operator Φ(B) folgendermaßen umgeschrieben werden:
Φ(B) = Φ∗(B)(1−B) + Φ(1)B (3.3)
Darin sind
Φ∗(B) = Im −
p−1∑
i=1
Φ∗iB
i und Φ∗i = −
p∑
j=i+1
Φj (3.4)
Nach dem SAS-VARMAX-Manual (SAS/ETS Software: Changes and Enhancements,
2001, S.113) und Werner (2005, S. 137) gilt in der Fehlerkorrekturgleichung außer-
dem:
−Φ(1) = −Im + Φ1 + Φ2 + ... + Φp = αβ
′ = Π (3.5)
Diese Gleichung ergibt sich per definitionem aus dem aus dem Grundlagenabschnitt
1.3, S. 17, bekannten Matrix-Lag-Polynom, das Φ(B) definiert:
Φ(B) := Im −Φ1B −Φ2B
2 − ...−ΦpB
p
Darin beschreibt Im eine (m×m)-Einheitsmatrix.
Fu¨r B = 1 kann umgeschrieben werden:
−Φ(1) = −Im + Φ1 + Φ2 + ... + Φp
Engle und Granger (1987) weisen durch eine Herleitung auf S. 255/256 ihres Artikels
nach, dass außerdem gilt:
−Φ(1) = αβ′
Dieser Nachweis ist in der im Anhang E (S. 172) zusa¨tzlich von mir durchgefu¨hrten
Herleitung von Gl. 3.2 zu Gl. 3.3, S. 52, in Anlehnung an Engle und Granger (1987)
enthalten.
Der Anpassungskoeffizient α wird erstmals in der Fehlerkorrektur-Darstellung ein-
gefu¨hrt, β ist der bereits beschriebene Kointegrationsvektor. Auf die Funktion des
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neu eingefu¨hrten Parameters α wird im folgenden Abschnitt 3.4.1, S. 54, eingegan-
gen. In Abschnitt 3.4.2, S. 59, wird die Ru¨ckrechnung aus dem Fehlerkorrekturmodell
aufαβ′ fu¨r nur eine Kointegrationsbeziehung vereinfacht. Durch diese Vereinfachung
ko¨nnen die Populationswerte von α und β aus der Φ1-Matrix errechnet werden, was
zur Beurteilung der Scha¨tzgu¨te durch den Vergleich von Scha¨tz- und Populations-
werten im empirischen Teil notwendig ist.
Das Vektor-Fehlerkorrekturmodell (VECM) ergibt sich unter Verwendung der Glei-
chung 3.5 und durch Einsetzen der Gleichung 3.3 in Gleichung 3.2:
[Φ∗(B)(1−B) + Φ(1)B]xt = ǫt
[Φ∗(B)(1−B)]xt = −Φ(1)Bxt + ǫt | vgl. Gl. 3.5
= αβ′xt−1 + ǫt | vgl. Gl. 3.4
Das VECM lautet folglich:
[Φ∗(B)(1−B)]xt = αβ
′xt−1 + ǫt (3.6)
Durch die beiden folgenden Herleitungsschritte kann das Fehlerkorrekturmodell auch
wie in Gleichung 3.7 geschrieben werden:
Aus Gl. 3.6 folgt:
[(Im −
p−1∑
i=1
Φ∗iB
i)(1−B)]xt = αβ
′xt−1 + ǫt
Es la¨sst sich umformen:
Im(1−B)xt −
p−1∑
i=1
Φ∗iB
i(1−B)xt = αβ
′xt−1 + ǫt
Nach Ausmultiplikation auf der linken Seite der Gleichung und Neuordnung der
Elemente ergibt sich eine andere Darstellung des Fehlerkorrekturmodells:
∆xt = αβ
′xt−1 +
p−1∑
i=1
Φ∗i ∆xt−i + ǫt (3.7)
Diese Gleichung wird in vielen Fa¨llen um einen deterministischen Ausdruck ϑ er-
weitert, der aus einer Konstanten, einem linearen Trend, saisonalen Kodiervariablen
oder nichtstochastischen Regressoren bestehen kann. In dieser Gleichung wird αβ′
durch Π repra¨sentiert (vgl. SAS/ETS Software: Changes and Enhancements, 2001,
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S.114).
∆xt = Πxt−1 +
p−1∑
i=1
Φ∗i ∆xt−i + ϑ+ ǫt (3.8)
Allgemein la¨sst sich fu¨r die Ru¨cktransformation eines VECM(p)-Modells in ein
VAR(p)-Modell schreiben:
xt = ϑ+ (Im + Π + Φ
∗
1)xt−1 +
p−1∑
i=2
(Φ∗i −Φ
∗
i−1)xt−1 −Φ
∗
p−1xt−p + ǫt (3.9)
Wie beim Dickey-Fuller-Test (vgl. Abschnitt 2.5.2, S. 29f.) die Beru¨cksichtigung ei-
ner Konstanten und/oder eines Trends die Signifikanzschranken a¨ndert, so sind beim
Ableiten eines VECM(p)- aus einem VAR(p)-Modell die Konstanten bzw. Trends
ebenso besonders zu beachten. Deterministische kointegrierte Beziehungen aus dem
VAR(p)-Modell treten in der VECM(p)-Repra¨sentation nicht mehr auf. Stochasti-
sche Kointegrationsbeziehungen aus der VAR(p)-Form dagegen sind im VECM(p)-
Modell in Form von deterministischen Zusammenha¨ngen als Fehlerkorrekturwert
oder unabha¨ngiger Ausdruck repra¨sentiert (vgl. Werner, 2005, S. 138).
3.4.1 Interpretation der Funktion des Anpassungskoeffizienten α und
des Kointegrationsvektors β
Funktion des Anpassungskoeffizienten α Im Fehlerkorrekturmodell wird erst-
mals α eingefu¨hrt, das insofern eine wichtige Rolle spielt, als es als sogenannter An-
passungskoeffizient angibt, wie schnell der Prozess sein Gleichgewicht wiederherstellt,
wa¨hrend der bereits eingefu¨hrte Koeffizient β den langfristigen Gleichgewichtszu-
stand (
”
long-run parameters“, vgl. SAS/ETS Software: Changes and Enhancements,
2001, S.113f., S. 114) beschreibt. Im empirischen Teil der Arbeit wird das VECM
unter anderem zur Scha¨tzung dieser beiden Parameter dienen.
Die Funktion des Anpassungskoeffizienten wird in der Literatur kaum beschrieben
und interpretiert. Rinne und Specht (2002, S. 545f.) machen hier eine Ausnahme:
Es dru¨ckt |αi| die Anpassungsgeschwindigkeit aus, und αi heißt Anpas-
sungskoeffizient. (...)
Natu¨rlich muss mindestens einer der Anpassungskoeffizienten von Null
Kointegration aus theoretischer Perspektive 55
Abbildung 3.2: Graphische Veranschaulichung der Funktion des Anpassungskoeffizienten. Mo-
delleigenschaften in Tabelle 3.3, S. 56. |α1| von links oben nach rechts unten gro¨ßer werdend.
verschieden sein, damit nach einer Gleichgewichtssto¨rung die Ru¨ckkehr
zum Gleichgewicht mo¨glich ist. (Rinne & Specht, 2002, S. 545f.)
Eigene Simulationen verdeutlichen die Funktion des Anpassungskoeffizienten durch
unterschiedliche Variationen von α bei Konstanthaltung von β durch Generierung
zugeho¨riger Φ1−Matrizen. Die Graphiken in Abbildung 3.2, S. 55, die die in Tabelle
3.3, S. 56, aufgefu¨hrten Prozesse illustrieren, zeigen, wie direkt |α1| oder |α2| die
Anpassungsgeschwindigkeit determinieren22. Die Abbildung entha¨lt eine Abfolge von
Graphiken zur Veranschaulichung der sich vera¨ndernden Anpassungsgeschwindigkeit
durch Variation von |αi| (vgl. obiges Zitat von Rinne & Specht, 2002, S. 545f.). Um
die Aufmerksamkeit der Leserin bzw. des Lesers auf den Bereich in den Graphiken
zu lenken, in dem durch die Variation des Anpassungskoeffizienten eine Vera¨nderung
22Bei der Interpretation der Funktion des Anpassungskoeffizienten spielt das Vorzeichen von α1
bzw. α2 keine Rolle, weshalb der Betrag (|α1|; |α2|) zu schreiben ist.
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Tabelle 3.3: Funktion des Anpassungskoeffizienten:
VAR(1)-Prozesse; Modellmatrix Φ1, zugeho¨rige Ei-
genwerte (EW) und Populationsparameter α1 und
α2. Dickey-Fuller-Tests (DF) der VARMAX-Proze-
dur u¨ber Komponentenprozesse (black, red) und Li-
nearkombination (green) fu¨r T=1000. Dabei β1 = 1
und β2 = −1. Veranschaulichung in Abbildung 3.2,
S. 55.
VAR(1)-Prozesse
Modell-
matrix DF DF DF
φ11 φ12 Pr < Tau Pr < Tau Pr < Tau
φ21 φ22 EW α1 α2 (black) (red) (green)
0,95 0,05 1 -0,05 0,1 0,5993 0,6123 <, 0001
0,1 0,9 0,85
0,9 0,1 1 -0,1 0,1 0,6461 0,6645 <, 0001
0,1 0,9 0,8
0,8 0,2 1 -0,2 0,1 0,692 0,7202 <, 0001
0,1 0,9 0,7
0,6 0,4 1 -0,4 0,1 0,7201 0,7665 <, 0001
0,1 0,9 0,5
0,5 0,5 1 -0,5 0,1 0,7232 0,7785 <, 0001
0,1 0,9 0,4
0,4 0,6 1 -0,6 0,1 0,7234 0,7873 <, 0001
0,1 0,9 0,3
0,3 0,7 1 -0,7 0,1 0,722 0,7939 <, 0001
0,1 0,9 0,2
0,2 0,8 1 -0,8 0,1 0,7199 0,7992 <, 0001
0,1 0,9 0,1
0,1 0,9 1 -0,9 0,1 0,7173 0,8035 <, 0001
0,1 0,9 0
der Geschwindigkeit der Anpas-
sung beobachtet werden kann,
wurde dieser Bereich jeweils links
oben durch ein Rechteck markiert.
Dies ist bei dieser Abbildung vor
allem deshalb notwendig, weil die
Funktion des Anpassungskoeffizi-
enten graphisch nicht so u¨berdeut-
lich sichtbar wird, wie bei der Ver-
anschaulichung der Funktion des
Kointegrationsvektors im nachfol-
genden Abschnitt.
Um den Einfluss der Gro¨ße des
Anpassungskoeffizienten auf das
Verhalten der Komponentenpro-
zesse (schwarz und rot) und de-
ren Linearkombination (gru¨n) in
einem VAR(1)-Prozess illustrieren
zu ko¨nnen, ist es notwendig, dass
eines der beiden Elemente des Anpassungskoeffizienten systematisch in seiner nume-
rischen Gro¨ße variiert wird. Dies ist nur mo¨glich, wenn das andere Element konstant
gehalten wird. Deshalb wird α1 so variiert, dass sein Betrag systematisch zunimmt,
wa¨hrend α2 konstant bleibt. Im jeweils links oben markierten Rechteck in Abbildung
3.2, S. 55, la¨sst sich u¨ber die Variationen von |α1| hinweg eine Anna¨herung an die sta-
tiona¨re Linearkombination beobachten: je gro¨ßer |α1|, desto sta¨rker die Anpassung
der beiden Komponentenprozesse an das langfristige Gleichgewicht. Diese Entwick-
lung ist vor allem beim Vergleich der ersten und der letzten Graphik in Abbildung
3.2 zu sehen. Die Gro¨ße des Anpassungskoeffizienten determiniert folglich zumin-
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dest fu¨r den Fall nicht-auseinanderdriftender Zeitpfade der Komponentenprozesse
den graphisch beobachtbaren Abstand zwischen den beiden Komponentenprozessen
und ihrer Linearkombination.
Funktion des Kointegrationsvektors β Die Funktion des Kointegrationsvek-
tors wird in der Literatur kaum interpretiert. Dieser Abschnitt soll die Rolle von
β fu¨r die langfristige Gleichgewichtsbeziehung kointegrierter Prozesse anhand von
Graphiken veranschaulichen.
Abbildung 3.3: Graphische Veranschaulichung der Funktion des Kointegrationsvektors. Modell-
eigenschaften in Tabelle 3.4, S. 58. Zunehmende Anna¨herung von β′ = (1 − 8) an β′ = (1 − 1)
von links oben nach rechts unten.
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Tabelle 3.4: Funktion des Kointegrationsvektors:
VAR(1)-Prozesse; Modellmatrix Φ1, zugeho¨rige Eigen-
werte (EW) und Populationsparameter β1 und β2.
Dickey-Fuller-Tests (DF) der VARMAX-Prozedur u¨ber
Komponentenprozesse (black, red) und Linearkombina-
tion (green) fu¨r T=1000. Veranschaulichung in Abbil-
dung 3.3, S. 57.
VAR(1)-Prozesse
β2 < 0
Modell-
matrix DF DF DF
φ11 φ12 Pr < Tau Pr < Tau Pr < Tau
φ21 φ22 EW β1 β2 (black) (red) (green)
1,1 -0,8 0,3 1 -8 0,1816 <, 0001 <, 0001
0,1 0,2 1
1,1 -0,6 0,5 1 -6 0,2143 <, 0001 <, 0001
0,1 0,4 1
1,1 -0,4 0,7 1 -4 0,3055 0,0026 <, 0001
0,1 0,6 1
1,1 -0,3 0,8 1 -3 0,4044 0,0429 <, 0001
0,1 0,7 1
1,3 -0,8 0,5 1 -2,6 0,1962 0,05 <, 0001
0,3 0,2 1
1,02 -0,04 1 1 -2 0,3857 0,182 <, 0001
0,05 0,9 0,92
1,06 -0,09 1 1 -1,5 0,4092 0,2839 <, 0001
0,2 0,7 0,76
1,15 -0,2 1 1 -1,3 0,3437 0,2789 <, 0001
0,3 0,6 0,75
1,1 -0,125 1 1 -1,25 0,4173 0,3356 <, 0001
0,4 0,5 0,6
1,12 -0,144 1 1 -1,2 0,4141 0,3397 <, 0001
0,5 0,4 0,52
1,18 -0,2025 1 1 -1,125 0,3987 0,3381 <, 0001
0,8 0,1 0,28
1,1 -0,1 1 1 -1 0,4633 0,4065 <, 0001
0,9 0,1 0,2
Der Kointegrationsvektor deter-
miniert allgemein die Na¨he der
Einzelreihen (schwarz und rot)
zueinander und damit auch, ob
die Zeitpfade der Komponen-
tenprozesse auseinanderdriften
oder nicht. Je gro¨ßer na¨mlich
die numerische Anna¨herung an
β′ = (1 − 1), desto weni-
ger driften die Zeitpfade aus-
einander, wie anhand der zu
den in Tabelle 3.4, S. 58,
aufgefu¨hrten VAR(1)-Prozessen
geho¨rigen Graphiken demon-
striert werden kann, die in Ab-
bildung 3.3, S. 57, dargestellt
sind.
β1 ist aufgrund der Normierung
1, β2 < 0 wurde systematisch
variiert.
Wenn man das Verhalten der Einzelreihen zueinander im Verlauf der Abbildung 3.3,
S. 57, in seiner Entwicklung bei zunehmender Anna¨herung von β′ = (1 − 8) an
β′ = (1 − 1) von Graphik zu Graphik verfolgt, kann man sehen, dass sich die
Komponentenprozesse im Verlauf des Schaubilds allma¨hlich anna¨hern.
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β′ = (1 − 1) steht gema¨ß Rinne und Specht (2002, S. 542; vgl. Zitat auf S. 41) fu¨r
den Fall nicht-auseinanderdriftender Zeitpfade der Einzelreihen. Je mehr β2 von −1
abweicht, desto mehr driften die Zeitpfade der Komponentenprozesse auseinander.
Dies gilt auch fu¨r Abweichungen in den positiven Bereich. Wenn β2 > 0, erfu¨llt der
Kointegrationsvektor dieselben Funktionen, die Zeitpfade der Einzelreihen verhal-
ten sich aber graphisch wie
”
gespiegelt“, wie eigene Simulationen zeigen konnten.
Ebenso wurden Simulationen zur Funktion des Kointegrationsvektors fu¨r nicht-ru¨ck-
gekoppelte Modelle durchgefu¨hrt und graphisch veranschaulicht. Die Funktion des
Kointegrationsvektors unterscheidet sich fu¨r diese Fa¨lle aber nicht von den ru¨ckge-
koppelten Modellen. Die Ergebnisdarstellung dieser Simulationen soll deshalb aus
Gru¨nden des Umfangs nicht in diese Diplomarbeit aufgenommen werden.
Im empirischen Teil der Diplomarbeit wird sich zeigen, dass die Unterscheidungen
zwischen VAR(1)-Prozessen mit auseinanderdriftenden und nicht-auseinanderdrift-
enden Zeitpfaden das Verhalten von Test- und Scha¨tzverfahren deutlich beeinflusst.
Deshalb ist es fu¨r die Forschungspraxis von Interesse, dass der Kointegrationsvektor
bezu¨glich der Frage, ob die Einzelreihen auseinanderdriften oder nicht, eine Indika-
torfunktion einnimmt.
3.4.2 Scha¨tzung von Anpassungskoeffizient α und Kointegrationsvek-
tor β mithilfe des fu¨r eine Kointegrationsbeziehung vereinfachten
Fehlerkorrekturmodells
Das VECM soll im empirischen Teil zur Beurteilung der Scha¨tzgu¨te von αβ′ durch
den Vergleich von Scha¨tz- und Populationswerten genutzt werden, und aus diesem
Grund ist es sinnvoll, die Ru¨ckrechnung aus dem VECM auf die inhaltlich so be-
deutenden Parameter αβ′ fu¨r den bivariaten VAR(1)-Fall mit folglich nur einer
Kointegrationsbeziehung (m = 2; h = 1) zu vereinfachen.
Der Teil der Fehlerkorrekturmodell-Gleichung (vgl. Gleichung 3.6, S. 53, bzw. Glei-
chung 3.7, S. 53), der αβ′ spezifiziert (vgl. SAS/ETS Software: Changes and Enhan-
cements, 2001, S.113f.; Werner, 2005, S. 137), wurde bereits durch Gleichung 3.5, S.
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52, beschrieben, soll aber hier zum besseren U¨berblick nochmals aufgefu¨hrt werden:
−Φ(1) = −Im + Φ1 + Φ2 + ... + Φp = αβ
′
Es kann fu¨r den Fall p = 1 folgendermaßen vereinfacht werden:
−Im=2 + Φp=1 = αβ
′
Folglich kann beim Vorliegen von nur einer Kointegrationsbeziehung mithilfe einer
vereinfachten Gleichung vom VECM auf αβ′ ru¨ckgerechnet werden.
αβ′ = Φ1 −

 1 0
0 1

 (3.10)
Die eben dargestellte Vereinfachung hat den Vorteil, dass von vorgegebenen Φ1-
Matrizen auf die Populationswerte von α und β ru¨ckgerechnet werden kann. Das
ist in dieser Arbeit deshalb sinnvoll, weil erstens dadurch gewa¨hrleistet ist, dass zur
Veranschaulichung Matrizen herangezogen werden, deren Elemente nur wenige De-
zimalstellen aufweisen, und zweitens - und das ist entscheidend - die Matrizen mit
einer Einheitswurzel generiert werden. Dieses Vorgehen erlaubt also die Operatio-
nalisierung von Kointegration u¨ber theoretische Populationsparameter unabha¨ngig
von Testverfahren, von denen im folgenden Abschnitt die einschla¨gigsten dargestellt
werden sollen. Die Matrizen und mit ihnen die Populationswerte von α und β wer-
den im Rahmen der Monte-Carlo-Simulationen (vgl. Abschnitt 4.2.1, S. 81ff.) als
wahre Parameter bei der Modellbildung vorgegeben und auf Basis der generierten
Daten ko¨nnen z.B. Scha¨tzungen durchgefu¨hrt werden, sodass durch den Vergleich
von Parameter und Scha¨tzwert die Gu¨te der Scha¨tzung beurteilt werden kann.
3.5 Testverfahren
Aus der Liste der Kointegrationstests von Cromwell, Hannan, Labys und Terraza
(1994, S. 7) sollen an dieser Stelle die fu¨r den empirischen Teil der Arbeit relevanten
Verfahren dargestellt werden.
Kointegrationstests sind als Tests auf Einheitswurzeln in einer gescha¨tzten Zeitreihe
zu verstehen. Es existieren verschiedene Tests, die bestimmen sollen, ob ein Vektor
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integrierter Zeitreihen kointegriert ist. Fu¨r alle Testverfahren ist es zuna¨chst notwen-
dig, dass jede univariate Zeitreihe I(1) ist. Somit ko¨nnen die klassischen Einheits-
wurzeltests (2.5.2, S. 29f.) Anwendung finden. Wenn diese Voraussetzung gegeben
ist, ko¨nnen die multivariaten Tests durchgefu¨hrt werden.
Wie im empirischen Teil noch ausfu¨hrlicher beschrieben, werden im Rahmen dieser
Arbeit die Komponentenprozesse also vorab mithilfe von Dickey-Fuller-Tests auf ihre
Instationarita¨t getestet, um sicherzustellen, dass gema¨ß der dargestellten Definition
Kointegration als stationa¨re Linearkombination von instationa¨ren Ausgangsprozes-
sen vorliegt.
3.5.1 Dickey-Fuller-Kointegrationstest
Wenn man den Kointegrationsvektor β als Koeffizienten der Kointegrationsbezie-
hung x1t − βx2t kennt und nur eine Kointegrationsbeziehung existiert und somit
eine der beteiligten Variablen als abha¨ngige Variable angesehen werden kann, dann
reduziert sich der Test auf Kointegration auf einen Unit-Root-Test (vgl. unter 2.5.2,
S. 29f.) fu¨r die bekannte Linearkombination und der Kointegrationsvektor kann mit-
tels OLS-Regression gescha¨tzt werden (Thome, 1997, S. 219). Andernfalls sind wie
in Abschnitt 3.5.2, S. 62ff., beschrieben Maximum-Likelihood-Methoden anzuwen-
den. Ist die H0 der Nichtstationarita¨t der Linearkombination von I(1)-Zeitreihen
verworfen, liegt Kointegration vor. Wenn der Kointegrationsvektor β dagegen nicht
bekannt ist, so schlagen Engle und Granger (1987) ein zweistufiges Vorgehen vor, das
von Drobetz (2003, S. 16) als
”
Engle-Granger-Test auf Kointegration“ bezeichnet
wird.
Hassler (2001, S. 21) nennt diese Vorgehensweise Dickey-Fuller-Kointegrationstest.
Die Bezeichung wird in dieser Arbeit u¨bernommen, da sie den Kern des Verfahrens
treffend beschreibt.
Dabei wird wie folgt vorgegangen:
1. Kointegrierende Regression, d.h. Scha¨tzung der Kointegrationsbeziehung mit-
Kointegration aus theoretischer Perspektive 62
hilfe der OLS-Scha¨tzung der entsprechenden linearen Regressionsgleichung:
x1t = β̂x2t + ǫ̂t
Drobetz (2003) macht deutlich, dass - wie in vielen anderen Quellen ebenso
betont (Engle & Granger, 1987; Phillips & Durlauf, 1986; Stock, 1987 u.a.)
- die OLS-Scha¨tzung bei Vorliegen von Kointegration trotz Instationarita¨t
der Einzelreihen konsistent ist. Es liegt sogar Superkonsistenz vor, d.h. dass
die Scha¨tzwerte nicht wie bei Regressionen mit stationa¨ren Variablen mit der
Wurzel des Stichprobenumfangs gegen ihre wahren Parameterwerte konvergie-
ren, sondern mit der Rate T−1. Die Verteilungen sind nicht mehr normal und
vor allem in kleinen Stichproben ko¨nnen starke Verzerrungen auftreten.
2. Anwendung des Dickey-Fuller t-Tests fu¨r das OLS-Residuum ǫt
Wird die Nullhypothese der Instationarita¨t der Linearkombination ẑt verwor-
fen - entha¨lt das Residuum also keine Einheitswurzel - kann von der Existenz
einer Kointegrationsbeziehung ausgegangen werden. Das Hypothesenpaar lau-
tet folglich (Hassler, 2001, S. 22):
H0 : keine Kointegration → zt ist I(1)
H1 : Kointegration → zt ist stationa¨r
3.5.2 Maximum-Likelihood-Analyse kointegrierter Systeme:
Das Johansen-Testverfahren
Mit dem Dickey-Fuller-Kointegrationstest (vgl. 3.5.1) kann nur eine einzige Koin-
tegrationsbeziehung ermittelt werden. Bei m Variablen sind aber allgemein bis zu
h = m − 1 Kointegrationsbeziehungen vorstellbar. Neben der Untersuchung der
Frage, ob Kointegration vorliegt oder nicht, sollten Testverfahren auch Aufschluss
daru¨ber geben ko¨nnen, ob mehrere oder gegebenenfalls wieviele Kointegrationsbe-
ziehungen vorliegen. Es gilt jedoch anzumerken, dass der Johansen-Test auch im
Fall von nur einer Kointegrationsbeziehung anwendbar ist und im empirischen Teil
auch fu¨r diesen Fall Anwendung finden wird.
Cromwell, Hannan, Labys und Terraza (1994, S. 29) machen deutlich, dass Kointe-
grationstests fu¨r den multivariaten Fall gegenu¨ber dem bivariaten Fall zwei zusa¨tz-
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liche Probleme aufweisen. Man mu¨sse entscheiden, wie die Kointegrationsbeziehung
normalisiert werden solle, d.h. welche Variable relevant sei, um als eine Linearkom-
bination zwischen den anderen Variablen zum Ausdruck zu kommen. Außerdem
existiere mehr als eine Kointegrationsbeziehung.
Engle und Yoo (1987) umgehen das erste Problem, indem sie berichten, dass nur
kleine Unterschiede in den Ergebnissen durch unterschiedliche Normalisierungen ver-
ursacht wu¨rden. Normalisierung stelle fu¨r sie nur dann ein Problem dar, wenn keine
”
natu¨rliche“ Normalisierung existiere. Deswegen fu¨hren sie den Kointegrationstest
fu¨r den multivariaten Fall in derselben Weise durch wie fu¨r den bivariaten Fall, mit
der Ausnahme, dass die kritischen Werte fu¨r die Dickey-Fuller-Tests mithilfe von
Monte-Carlo-Simulationen23 ermittelt werden. Diese basieren auf bis zu 5 Variablen
in der Kointegrationsregression.
Als Alternative zu diesem Ansatz entwickelte Johansen (1988) ein auf Maximum-
Likelihood-Techniken basierendes Verfahren, das beiden Problemen Beachtung schenkt.
Johansen und Juselius (1990) entwickelten das Verfahren zum Testen von Hypo-
thesen u¨ber den Kointegrationsrang und zum Scha¨tzen der Kointegrationsvektoren
weiter. Dieser Full-Information Maximum-Likelihood-Approach (FIML) (Stier, 2001, S.
329), der auf dem aus der multivariaten Statistik bekannten Konzept der Kanonischen
Korrelation (Hassler, 1994, S. 571ff.; Stier, 2001, S. 329) basiert, erlaubt mehrere Ko-
integrationsbeziehungen, ist ohne eine Koeffizientennormierung durchfu¨hrbar und
kann nachweisen, wieviele Kointegrationsbeziehungen vorliegen.
Hamilton (1994, S. 635ff.) beschreibt die Lo¨sung des Optimierungsproblems durch
Johansen (Johansen, 1988; Johansen, 1991) in drei Schritten, die dem FIML-Ansatz
folgen.
1. OLS-Scha¨tzung von Hilfsgleichungen
2. Kanonische Korrelationen (Berechnung von Eigenwerten und Eigenvektoren)
3. Maximum-Likelihood-Scha¨tzungen der Modellparameter
23zu finden in: Engle & Yoo (1987), Appendix Tabelle A.3
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Das Maximum-Likelihood-Verfahren beruht auf der Auswertung der Eigenwerte ei-
ner Matrix und ermittelt somit die
”
stationa¨rste“ (Drobetz, 2003, S. 19) Kointegra-
tionsbeziehung. Das unterscheidet dieses Verfahren von der Dickey-Fuller-Methode,
die auf einer OLS-Scha¨tzung basierend die Kointegrationsbeziehung mit der mini-
malen Varianz ausmacht. Im einfachsten Fall bildet ein VAR(1)-Modell fu¨r die m
I(1)-Niveauvariablen den Ausgangspunkt fu¨r das Johansen-Verfahren. Der Rang ei-
ner Matrix wird durch die Anzahl von Null verschiedener Eigenwerte bestimmt. Das
Verfahren basiert somit auf einem Test fu¨r die Anzahl der von Null verschiedenen
Eigenwerte. Die Zahl der Kointegrationsbeziehungen bestimmt den Rang r.
Aus dem oben dargestellten dreistufigen FIML-Ansatz lassen sich zwei Signifikanz-
tests - der Spur-Test und der λ-max-Test - ableiten.
Im Spurkriterium wird die Differenz der Log-Likelihood-Funktion gebildet, die die
beiden Hypothesen LLFH1 und LLFH0 entha¨lt. Die H1 postuliert, dass m Kointe-
grationsbeziehungen vorliegen, wogegen unter H0 angenommen wird, dass h < m
Kointegrationsbeziehungen vorliegen.
LLFH1 − LLFH0 = −
T
2
m∑
i=h+1
log(1− λ̂i)
Die Verdoppelung dieses Likelihood-Quotienten entspricht der Spur eines mehrdi-
mensionalen Wiener Prozesses24 und liefert die Teststatistik zur U¨berpru¨fung der
Hypothese, dass ho¨chstens h Kointegrationsvektoren mit m − h Einheitswurzeln
vorliegen.
Mit dem Spur-Test (Trace-Test) werden die folgenden Hypothesen getestet:
H0 : r ≤ h
gegen
H1 : r > h
Die entsprechende Trace-Teststatistik (Tr) lautet:
Tr = λtrace = −T
m∑
i=h+1
log(1− λ̂i), h = 0, 1, 2, ...,m− 1
24Erla¨uterungen zu Wiener Prozessen befinden sich im Anhang C.
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mit T als Stichprobengro¨ße, m als Anzahl der Variablen und λ̂i als Eigenwerten. Die
Eigenwerte werden sequentiell in absteigender Folge geordnet, d.h. λ̂1 > λ̂2 > ... >
λ̂m. Beim Vorliegen von h Kointegrationsbeziehungen ist λh der letzte signifikante
Test, der die H0 der m − h Einheitswurzeln zuru¨ckweisen kann, denn λh+1 entha¨lt
bereits eine Einheitswurzel. Die Trace-Teststatistik wird fu¨r jedes h von h = 0 bis
h = m− 1 berechnet und entsprechend sinkt sie mit steigendem h. Wenn sich beide
Hypothesen auf stationa¨re Prozesse beziehen wu¨rden, ko¨nnte man erwarten, dass
die Teststatistik asymptotisch χ2 verteilt ist. Es existieren Testwerte mit anderen
Verteilungen, die bei Johansen und Juselius (1990) tabelliert sind. Stier (2001, S.
334) gibt den Hinweis, dass Johansen (1988) eine relativ einfache χ2-Approximation
fu¨r die Verteilung des Spur-Tests entwickelt habe. Von manchen Autoren, wie z.B.
Cromwell, Hannan, Labys und Terraza (1994, S. 29f.), die in ihrer Zusammenfassung
des Johansen-Verfahrens von einer χ2-Verteilung ausgehen, wird in Bezug auf diesen
Sachverhalt nicht differenziert.
Da im empirischen Teil Simulationen mithilfe von SAS durchgefu¨hrt werden, ist
es notwendig zu u¨berpru¨fen, wie der Johansen-Test in SAS implementiert ist. Das
VARMAX-Manual (SAS/ETS Software: Changes and Enhancements, 2001, S. 53)
gibt Aufschluss daru¨ber, dass dieselbe Teststatistik wie oben beschrieben verwendet
wird und auch r = 0 gegen r > 0 und r = 1 gegen r > 1 getestet werden.
Zur Veranschaulichung ist nachfolgend ein typischer SAS-Ausdruck eingefu¨gt.
Cointegration Rank Test
H_0: H_1: Critical Drift DriftIn
Rank=r Rank>r Eigenvalue Trace Value InECM Process
0 0 0.7739 74.12 12.21 NOINT Constant
1 1 0.0254 1.26 4.14
Die Zahl der Kointegrationsbeziehungen bestimmt den Rang r. SAS/ETS Software:
Changes and Enhancements (2001, S. 54) gibt zur Interpretation des Outputs dabei
folgende Hilfestellung:
H0 is the null hypothesis and H1 is the alternative hypothesis. The first
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row tests r = 0 against r > 0; the second row tests r = 1 against r > 1.
(...) By default, the critical values at 5% significance level are used for
testing. You can compare the test statistics and critical values in each
row; there is one cointegrated process.
Da im empirischen Teil der Arbeit nur VAR(1)-Prozesse, d.h. multivariate Prozesse
mit nur zwei Komponentenprozessen simuliert werden, wird folglich nur die erste
Reihe des Ausdrucks relevant sein, da in diesen Modellen nur maximal eine Kointe-
grationsbeziehung gegeben sein kann.
Die Tatsache, dass im Fall der Beibehaltung der Nullhypothese von Einheitswurzeln
ausgegangen und auf Instationarita¨t geschlossen wird, legt nahe, dass dieser Test als
multivariates Analogon des Dickey-Fuller-Tests (vgl. 2.5.2, S. 29f.) zu verstehen ist.
Als zweites Beispiel fu¨r einen Maximum-Likelihood-Kointegrations-Test sei auf den
λ-max-Test oder den Test fu¨r den gro¨ßten Eigenwert λmax verwiesen. Erla¨uterungen zu
diesem Test sind bei Stier (2001, S. 335) zu finden. Da aufgrund der offensichtlichen
Gemeinsamkeiten a¨hnliche Ergebnisse wie beim Johansen-Test zu erwarten sind,
wird dieses Verfahren im empirischen Teil der Arbeit keine Verwendung finden.
Die Verteilungen der Teststatistiken des Trace- und des λ-max-Tests sind leicht zu
simulieren, da sie nur von der Dimension m des zugrundeliegenden Prozesses xt
abha¨ngen (Banerjee, Dolado, Galbraith & Hendry, 1993, S. 268).
Beide Tests u¨berpru¨fen die Anzahl der in einem kointegrierten System potentiell vor-
handenen Kointegrationsbeziehungen und werden deshalb als Kointegrationsrang-
tests (Cointegration Rank Test) bezeichnet.
Stier (2001, S. 335) macht deutlich, dass u¨ber die Effizienz der Johansen-Kointe-
grationstests wenig bekannt ist. Banerjee, Dolado, Galbraith und Hendry (1993, S.
278) bezeichnen dies als
”
lack of knowledge“.
Von den beiden Johansen-Testverfahren sind die Tests von Stock und Watson (1988)
abzugrenzen, die auf gemeinsame
”
Trends“ (
”
Common Trends“) testen. Die
”
Common-
Trend“-Darstellung geht vom Moving-Average-Ansatz aus. Man spricht von
”
com-
mon trends“, da Random Walks sich lokal wie
”
Trends“ verhalten. Sowohl Beobach-
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tung als auch Theorie legen nahe, dass kointegrierte Reihen die gleichen stochasti-
schen
”
Trends“ beinhalten. Wenn jede der m Reihen von der Ordnung 1 integriert
ist und gleichzeitig aber alle gemeinsam durch k ≤ m stochastische
”
Trends“ cha-
rakterisiert werden ko¨nnen, hat die vektorielle Repra¨sentation dieser Reihen k Ein-
heitswurzeln und m−k distinkte stationa¨re Linearkombinationen. Die Testverfahren
ko¨nnen alternativ als Tests auf die Anzahl der gemeinsamen
”
Trends“, der linear
unabha¨ngigen Kointegrationsvektoren oder der autoregressiven Einheitswurzeln des
vektoriellen Prozesses betrachtet werden. Beide der vorgeschlagenen Testverfahren
sind asymptotisch a¨hnlich.
Einzelne Simulationen haben gleiche Ergebnisse wie die Johansen-Testverfahren ge-
liefert, weshalb im empirischen Teil aus Gru¨nden des Umfangs der vorliegenden
Arbeit auf systematische Simulationen der Stock-Watson-Tests verzichtet wird.
3.6 Weiterentwicklungen des Kointegrationskonzepts:
Ausblick
Aus Gru¨nden der Vollsta¨ndigkeit und zur Verdeutlichung des breiten Forschungs-
spektrums, das durch das Integrations- und Kointegrationskonzept aufgespannt wird,
sei hier kurz auf einige Weiterentwicklungen verwiesen, von denen das Konzept der
fraktionalen Kointegration (vgl. Abschnitt 3.6.1) wohl fu¨r die Psychologie - zumin-
dest nach aktuellem Forschungsstand - die gro¨ßte Relevanz besitzt. Anschließend
wird auf die Konzepte der saisonalen und der Multi-Kointegration verwiesen (vgl.
Abschnitt 3.6.2). Dabei werden die Themenbereiche nur angerissen, da sie fu¨r den
empirischen Teil nicht von unmittelbarer Bedeutung sind.
3.6.1 ARFIMA-Modelle und fraktionale Kointegration
ARFIMA-Modelle, d.h. fraktional integrierte Modelle (Auto Regressive Fractionally
Integrated Moving Average), erregen die Aufmerksamkeit des psychologischen For-
schers vor allem deshalb, weil sie in ju¨ngster Zeit Anwendung bei vielen psycholo-
gischen Fragestellungen gefunden haben. Granger und Joyeux (1980) und Hosking
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(1981) regen in Abgrenzung von den Eigenschaften herko¨mmlich integrierter Mo-
delle mit einem diskreten Integrationsgrad d (vgl. Abschnitt 2.2, S. 23ff.) erstmals
an, dass Werte des Integrationsgrades d, die nicht ganzzahlig seien, auch sinnvolle
Modelle implizieren, und damit Zeitreihen
”
zwischen klassischer Stationarita¨t und
der hier bislang unterstellten Integriertheit“ (Hassler, 2003, S. 4) angesiedelt wer-
den ko¨nnten. Diese Zeitreihen ko¨nnen zwar stationa¨r sein, weisen aber als
”
Modelle
mit langem Geda¨chtnis“ eine sehr starke Persistenz und eine extrem weit in die
Vergangenheit zuru¨ckreichende Autokorrelation auf (vgl. Hassler, 2003, S. 4). Die
herko¨mmlichen ARIMA-Modelle erfassen dagegen das
”
Short-Term“-Geda¨chtnis. In
einer endlichen Stichprobe kann dieses Langzeitgeda¨chtnis bzw. diese starke Persi-
stenz durch ARMA-Modelle mit hoher Parameterzahl modelliert werden. Im Sinne
des
”
Sparsamkeitsprinzips“ (Rinne & Specht, 2002, S. 310) stellt fraktionale Inte-
gration jedoch eine sparsamere und modelltheoretisch einfachere Lo¨sung dar und ist
deshalb vorzuziehen. Allgemein sind ARFIMA-Modelle dadurch eine Erweiterung
von ARIMA-Modellen, dass der Differenzenparameter d in diesen Modellen jede be-
liebige reelle Zahl sein kann und nicht mehr auf den nur ganzzahligen (vgl. Maddala
& Kim, 1998, S. 297) und positiven Zahlenraum beschra¨nkt ist (vgl. Rinne & Specht,
2002, S. 309; Werner, 2005, S. 145). Fraktionale Integration ist folglich durch den
fraktionalen Differenzenoperator |d| < 1 definiert. In der Literatur wird der Einfluss
des fraktionalen Differenzenparameters d auf die Stationarita¨t und das Geda¨cht-
nis eines Prozesses nicht einheitlich beschrieben. Im Rahmen der Bescha¨ftigung mit
fraktionaler Integration habe ich die unterschiedlichen Kategorisierungen von d und
die von den jeweiligen Autoren resultierenden Implikationen fu¨r (In-)Stationarita¨t
aus unterschiedlichen Quellen zusammengetragen und verglichen. Eine ausfu¨hrliche
Darstellung dieses Vergleichs sei einer anderen Publikation vorbehalten, da er fu¨r
den empirischen Teil keine unmittelbare Relevanz besitzt, dennoch kann der Hin-
weis gegeben werden, dass die in der Literatur formulierten Stationarita¨tsgrenzen
fu¨r d weiter untersucht werden mu¨ssen. Grundsa¨tzlich ist (In-)Stationarita¨t na¨mlich
als ein Charakteristikum einer Zeitreihe aufzufassen, das objektiv beurteilt werden
kann und aus diesem Grund ist es indiziert, die in der Literatur angegebenen Sta-
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tionarita¨tsgrenzen graphisch und durch entsprechende Testverfahren zu validieren.
Werner (2005, S. 145) fasst zusammen, dass der Prozess fu¨r d < 1 mittelwertsneutral
(mean reverting), aber nicht fu¨r alle (d < 1)-Werte kovarianzstationa¨r sei, d.h. dass
der Prozess - und das ist besonders fu¨r Simulationen zur fraktionalen Kointegration
interessant - fu¨r d > .5 instationa¨r, fu¨r d < .5 aber stationa¨r und invertierbar sei.
Bezu¨glich der Geda¨chtnisfunktion sei weiterhin bemerkenswert, dass fu¨r 0 < d < .5
eine langfristige (vgl. auch Maddala & Kim, 1998, S. 297), fu¨r −.5 < d < 0 eine
mittelfristige und fu¨r d = 0 eine kurzfristige Abha¨ngigkeit modellierbar sei (vgl.
auch Barkoulas, Baum & Oguz, 1996, S. 5).
Relevanz fraktional (ko-)integrierter Prozesse fu¨r die Psychologie Die ho-
he Anwendungsrelevanz univariater fraktional integrierter Zeitreihen la¨sst vermuten,
dass das Konzept der fraktionalen Kointegration ebenfalls praktische Implikationen
fu¨r die psychologische Anwendung haben ko¨nnte, auch wenn es mo¨glicherweise zu
diesem Zweck noch nicht hinreichend erforscht sein du¨rfte. Um dieses mo¨gliche An-
wendungsspektrum anzudeuten, seien die in ju¨ngster Zeit erschlossenen psycholo-
gischen Anwendungsfelder fu¨r fraktional integrierte Zeitreihen angedeutet. Farrell,
Wagenmakers und Ratcliff (2004, S.2) betonen, dass aufgrund der Entdeckung von
1/f -Noisekomponenten in psychologischen Zeitreihen (vgl. u.a. Van Orden, Holden
& Turvey, 2003; Van Orden, Moreno & Holden, 2002), die auch als pink oder flicker
noise bezeichnet werden und ein besonders anwendungsrelevantes Beispiel fraktional-
integrierter Prozesse darstellen, durch die Arbeitsgruppe um David Gilden (Gilden,
1997, 2001; Gilden, Thornton & Mallon, 1995; Gilden & Wilson, 1995a, 1995b), die
Zeitreihenanalyse in der Psychologie in ju¨ngster Zeit zusa¨tzliche Impulse erhalten
habe. Pink Noise ist in den zeitabha¨ngigen Fluktuationen unterschiedlichster Pha¨no-
mene zu beobachten, so z.B. in der durch das EEG aufgezeichneten Hirnaktivita¨t
oder im Bereich von Musik und Sprache. Pink Noise findet fu¨r die psychologische
Anwendung besondere Beachtung, da laut Gilden (2001) und Werner (2005, S. 144f.)
das, was bisher als unerkla¨rte Varianz in psychologischen Experimenten verstanden
worden sei und bis zu 90% der Gesamtvarianz ausmache, zu einem beachtlichen Teil
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auf Pink Noise zuru¨ckfu¨hrbar sei. Einige Studien weisen auf die Existenz von 1/f -
Noise in grundsa¨tzlichen kognitiven Fertigkeiten, wie in Wahlentscheidungsaufgaben
und Scha¨tzexperimenten untersucht, hin.
So beobachtet die Arbeitsgruppe um Gilden (vgl. Gilden, 2001; Gilden, Thornton,
Mallon, 1995; Gilden & Wilson, 1995a, 1995b) 1/f -Noise in den Leistungen der
Versuchspersonen bei Aufgaben zur mentalen Rotation, lexigraphischen Entschei-
dung, beschleunigten visuellen Suche, Signalentdeckung, zum Absoluturteil und bei
Scha¨tzungen von Distanzen, Gro¨ße und Kraft. Gilden (1997) untersuchte z.B. auch in
einem Reaktionszeitexperiment die Fluktuation der fu¨r elementare Entscheidungen
beno¨tigten Zeit mithilfe dieses Ansatzes. Vor allem bei Zeitscha¨tzungsexperimenten
scheint 1/f -Noise eine Rolle zu spielen (Gilden, 2001; Gilden, Thornton & Mallon,
1995; Wagenmakers, Farrell & Ratcliff (in press)). Außerdem la¨sst sich ein 1/f -Noise
a¨hnliches Rauschen in Zeitreihen aus einfachen Reaktionszeitexperimenten (vgl. Van
Orden, Holden & Turvey, 2003; Wagenmakers, Farrell & Ratcliff (in press); Gilden,
Thornton & Mallon, 1995) und Wortbenennungsexperimenten feststellen (Van Or-
den, Holden & Turvey, 2003). Auch in Studien zur Psychomotorik ist 1/f -Noise eine
wichtige Erkla¨rungsvariable. Genauere Erla¨uterungen hierzu finden sich bei Farrell,
Wagenmakers und Ratcliff (2004, S.5). Van Orden, Holden und Turvey (2003) be-
tonen, dass Anwendungsmo¨glichkeiten von 1/f -Noise durchaus nicht nur auf Ex-
perimente zu einfachen repetitiven Verhaltensweisen oder Verhaltensbeobachtungen
u¨ber den Zeitverlauf eines Experiments hinweg (z.B. 1000 Beobachtungen wa¨hrend
eines einstu¨ndigen Experiments) beschra¨nkt seien, sondern beispielsweise auch in
o¨kologisch valideren Settings oder u¨ber eine Vielzahl von Zeitspannen hinweg von
Bedeutung seien. So verweisen sie z.B. auf eine Untersuchung von Delignieres, For-
tes und Ninot (in press), in der die zeitabha¨ngige Dynamik des Selbstwertgefu¨hls
erforscht wird. Peterson und Leckman (1998) fanden heraus, dass sich die zeitliche
Dynamik der Tic-Dauer beim Tourette-Syndrom einem 1/f -Noise-Muster anna¨hert.
A¨hnlich zeigt eine Studie von Gottschalk, Bauer und Whybrow (1995), dass 1/f -
Noise in den tagesabha¨ngigen Fluktuationen der selbstgemessenen Stimmung bei
bipolaren Patienten u¨ber einen Zeitraum von einem bis zu zweieinhalb Jahren nach-
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weisbar ist. Neben Schiepek (2003), der eine Erforschung klinischer Fa¨lle mithilfe
von dynamischen Systemen empfiehlt, macht die Studie von Yoshinaga, Miyazima
und Mitake (2000) deutlich, dass Fingerklopfmuster bei behinderten und gesunden
Erwachsenen sich durch das Ausmaß von 1/f -Noise in den resultierenden Zeitreihen
unterscheiden ko¨nnten. Nicht zuletzt Ward (2002) weist darauf hin, dass diese Be-
funde u¨ber 1/f -Noise in einer Vielzahl psychologischer Zeitreihen die Entwicklung
psychologischer Theorien inspirieren ko¨nnten.
Auch wenn die psychologische Anwendung von zeitreihenanalytischen Modellierun-
gen im Vergleich zur O¨konometrie beispielsweise keine sehr lange Geschichte aufzu-
weisen hat (vgl. Farrell, Wagenmakers & Ratcliff, 2004, S.6), so ero¨ffnen die dar-
gestellten Studien dennoch Perspektiven auf ein weites noch zu erschließendes psy-
chologisches Forschungsgebiet. Sie wurden an dieser Stelle deshalb so ausfu¨hrlich
beschrieben, weil die Existenz von fraktional integrierten Prozessen in der Psycho-
logie darauf hinweist, dass psychologische Pha¨nomene ebenfalls durch fraktional
kointegrierte Prozesse modellierbar sein mu¨ssten.
Fraktionale Kointegration Barkoulas, Baum und Oguz (1996, S.3) formulieren,
dass dann fraktionale Kointegration vorliege, wenn bei einem gegebenen vektoriel-
len Prozess xt die Linearkombination β
′xt fraktional integriert, d.h. I(d − b) mit
b > 0, sei. Nach Brunetti und Gilbert (1999) wird dabei vorausgesetzt, dass die ko-
integrierten Komponentenprozesse den gleichen Integrationsgrad haben, was beim
Vorliegen empirischer Daten zu u¨berpru¨fen sei. Die Linearkombination ist dabei
mittelwertsneutral (mean reverting) aber nicht notwendigerweise kovarianzstationa¨r
und beschreibt wie bei der herko¨mmlichen Kointegration eine langfristige Gleichge-
wichtsbeziehung, die aber laut Werner (2005, S. 146) zur Stabilisierung einen langen
Zeitraum beno¨tige, was darauf zuru¨ckzufu¨hren sei, dass der kumulative Einfluss der
Random Shocks mo¨glicherweise erst im Unendlichen gegen Null konvergiere. Ebenso
wie herko¨mmliche Kointegration ist das fraktionale Pendant in der Literatur nicht
einheitlich definiert, weshalb eine ausfu¨hrliche theoretische Darstellung, die Infor-
mationen aus verschiedenen Quellen zusammentra¨gt und vergleicht, noch aussteht.
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Dueker und Startz (1994, 1995) und Baillie und Bollerslev (1994) gehen in ihren Arti-
keln ausfu¨hrlich auf fraktional kointegrierte Modelle ein. Die letztgenannten Autoren
schildern den Fall, dass die Linearkombination zweier I(1)-Reihen nicht exakt einen
I(0)-Prozess beschreibt, sondern fu¨r 0 < d < 1 vom Grad d integriert ist. Madda-
la und Kim (1998, S. 302) stellen allerdings in Frage, dass dieser Fall tatsa¨chlich
die Bedingungen fraktionaler Kointegration erfu¨llt. Sie weisen auf eine weiter ge-
fasste Definition fraktionaler Kointegration von Dueker und Startz (1995) hin, die
argumentieren, dass fraktionale Kointegration dann vorliege, wenn eine Linearkom-
bination von zwei I(d)-Prozessen existiere, die I(d − b) fu¨r b ≥ 0 sei. Sie sind der
Meinung, dass durch diese Definition die kontinuierliche Messung von Kointegration
mehr Informationen bereitsstelle als dies in der einfachen I(0)/I(1)-Kategorisierung
mo¨glich sei.
Abhandlungen u¨ber den Kointegrationsrang fraktional integrierter Prozesse sind bei
Breitung und Hassler (2000) zu finden. Auch fu¨r fraktional kointegrierte Zeitreihen
existieren Fehlerkorrekturdarstellungen, die bei Dittmann (2004) ausfu¨hrlich darge-
stellt sind.
In verschiedenen Studien hat sich gezeigt, dass die fraktionale Kointegration in man-
chen Fa¨llen gegenu¨ber der ganzzahligen Kointegration vorzuziehen ist. So fanden
im o¨konometrischen Bereich Lardic und Mignon (2004), dass die fraktionale Koin-
tegration bei der Abbildung kurz- und langfristiger Zinsdaten flexibler ist als die
herko¨mmliche Kointegration. Kra¨mer (1997) stellt dar, wie dies auf die Kointegrati-
on von Aktienkursen zu u¨bertragen ist. Ein interessantes Anwendungsbeispiel liefern
Caporale und Gil-Alana (2002), indem sie in ihrer Studie u¨ber den Zusammenhang
zwischen Arbeitslosigkeit und Input-Preisen explizit die Modellierung durch frak-
tionale Kointegration als ada¨quater fu¨r diese Themenstellung beschreiben, weil sie
die langfristigen Geda¨chtniseffekte und die langsame Ru¨ckkehr zum Gleichgewicht
abbilden ko¨nne.
Das Journal of Econometrics (1996) widmet einen gesamten Band, na¨mlich das von
Baillie und King herausgegebene Volume 73 mit dem Titel
”
Fractional Differen-
cing and Long Memory Processes“, der Auseinandersetzung mit unterschiedlichen
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Themenbereichen, die fu¨r die Modellierung fraktional integrierter Prozesse relevant
sind. Der Band entha¨lt unterschiedliche Artikel namhafter Autoren. Zur weiteren
Vertiefung und Auseinandersetzung mit fraktional integrierten und kointegrierten
Prozessen sind die enthaltenen Artikel zu empfehlen.
3.6.2 Saisonale Kointegration und Multi-Kointegration
Neben der dargestellten Erweiterung in Form der fraktionalen Kointegration war
Granger noch an einer Reihe anderer Erweiterungen beteiligt, von denen hier exem-
plarisch nur zwei genannt werden sollen. Ihre genaue theoretische und empirische
Analyse wu¨rde den Rahmen dieser Arbeit sprengen. Hassler (2003, S. 4) beschreibt
saisonale Zeitreihen bei Quartalsdaten beispielsweise als solche bei denen die Diffe-
renzenbildung zum Vorquartal noch keine Stationarita¨t liefere und es erfordlich sei,
Jahresdifferenzen zum Quartal des Vorjahres zu bilden, um Stationarita¨t zu erhal-
ten. In diesem Fall spricht man von saisonal integrierten Zeitreihen, zu denen auch
das Analogon der saisonalen Kointegration existiert (vgl. Hylleberg, Engle, Granger
& Yeo, 1990). Multi-Kointegration beschreibt sozusagen eine Verschra¨nkung verschie-
dener Kointegrationsbeziehungen ineinander (vgl. Granger & Lee, 1990 in Engle &
Granger, 1991). So nennt wiederum Hassler (2003, S. 4) das Beispiel von Konsum
und Einkommen, bei dem die Reihen integriert seien, die Ersparnis der Differenz
aber stationa¨r sei und somit das Gegenwartsvermo¨gen als kumulierte Ersparnis der
Vergangenheit definitionsgema¨ß wieder integriert sein mu¨sse. Dadurch bestehe sta-
tistisch die Mo¨glichkeit einer zweiten plausiblen Kointegrationsbeziehung, na¨mlich
zwischen den drei Variablen Konsum, Einkommen und Vermo¨gen.
3.7 Beispiele fu¨r die Anwendung des Kointegrationskonzepts
Dieser Abschnitt, der die theoretischen Ausfu¨hrungen abschließt, widmet sich der
Darstellung von Beispielen der empirischen Anwendung des Kointegrationskonzepts
und stellt somit sowohl eine U¨berleitung zum folgenden empirischen Teil als auch
einen Ausblick auf mo¨gliche Forschungsaktivita¨ten dar.
Wie in der Einleitung (S. 10ff.) dargestellt, dominieren in der Psychologie eher quer-
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schnittliche als prozessbezogene Analyseverfahren. Darin liegt sicherlich auch die
Tatsache begru¨ndet, dass in den psychologischen Datenbanken, wie z.B. PsycINFO,
kaum Anwendungsbeispiele fu¨r die ju¨ngsten Entwicklungen im Rahmen zeitreihen-
analytischer Verfahren wie das Kointegrationskonzept zu finden sind. Die nachfol-
gend dargestellten, u.a. soziologischen, damit bereits sozialwissenschaftlichen und
somit der Psychologie na¨heren Beispiele zu meist gesellschaftlichen Themen ko¨nnen
dennoch einen Einblick in die Mo¨glichkeiten der Anwendung des Kointegrationskon-
zepts geben. Gleichzeitig spiegeln sie den Bedarf wieder, vor dem Hintergrund der in
der Einleitung dargestellten Anwendungsrelevanz der multivariaten Modellierung in-
stationa¨rer Zeitreihen durch kointegrierte Modelle fu¨r die psychologische Forschung,
aktiv in diesem Sinne la¨ngsschnittliche Forschung zu betreiben, um der
”
Realita¨t“
von prozessbezogenen psychologischen miteinander verbundenen Pha¨nomenen durch
eine angemessene Modellbildung gerecht zu werden.
O¨konometrische Publikationen zur Anwendung des Kointegrationskonzepts sind in
großer Anzahl zu finden. Deshalb sollen im Rahmen dieses Abschnittes nur die nicht
bzw. nur teilweise o¨konometrischen Anwendungen aus aktuellen Studien dargestellt
werden.
Eine Studie von Bremmer und Kesselring (2004) beschreibt die Modellierung von
kointegrierten Prozessen zur Kla¨rung des Zusammenhangs von Scheidungsrate und
Arbeitskraftbeteiligung von Frauen. Unter Anwendung kointegrativer Verfahren wer-
den die Kausalita¨tsrichtungen zwischen den folgenden vier Variablen bestimmt: an-
steigende Scheidungsrate in den Vereinigten Staaten in den letzten 40 Jahren, wach-
sende weibliche Arbeitskraftbeteiligung, wachsendes Einkommen von Frauen und
signifikante Reduktion der Geburtenrate bei verheirateten Frauen. In a¨hnlicher Wei-
se stellt McNown (2003) ein kointegriertes Modell zur Kla¨rung des Zusammenhangs
zwischen der altersabha¨ngigen Geburtenrate und der weiblichen Arbeitskraftbetei-
ligung auf. Weitere Variablen sind: Einkommen der Frauen, Arbeitslosenraten, Bil-
dung und Einkommen der Ma¨nner. Die Kointegrationsbeziehung zwischen Frucht-
barkeit und Arbeitsverhalten von Frauen auf dem Arbeitsmarkt zeigt sich dabei
robust u¨ber beide Altersgruppen und andere Variablen. Luiz (2001) kla¨rt durch ko-
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integrierte Modelle den Zusammenhang zwischen Kriminalita¨tsdynamik und ihren
o¨konomischen Determinanten. Eine Studie von Witt und Witte (2000) nutzt das
Kointegrationskonzept zur Abbildung der Beziehung von Kriminalita¨t, Inhaftierung
und Arbeitskraftbeteiligung von Ma¨nnern. Des weiteren beschreiben Darrat und Al-
Yousif (1999) den langfristigen Zusammenhang zwischen Bevo¨lkerungs- und Wirt-
schaftswachstum in Entwicklungsla¨ndern. O’Brien (1999) analysiert die Konvergenz
bzw. Divergenz
”
of serious crime arrest rates“ von Ma¨nnern und Frauen u¨ber 35
Jahre hinweg durch die Bildung kointegrierter Modelle. Eine Studie von Dupagne
und Green (1996) nutzt Kointegrationstechniken zur Untersuchung von
”
consumer
mass media expenditures in Belgium“. In der psychologischen Datenbank PsycIN-
FO25 konnten chronologisch ru¨ckwa¨rts bis 1996 zum Suchwort
”
cointegration“ nur
die beschriebenen Artikel von Luiz (2001), Witt und Witte (2000), O’Brien (1999)
und Dupagne und Green (1996) gefunden werden. Die außerdem benannten Studi-
en von Darrat und Al-Yousif (1999), Bremmer und Kesselring (2004) und McNown
(2003) sind einer Recherche in der Datenbank ProQuest26 entnommen.
Im Abschnitt 3.6.1, S. 69ff., wurden bereits viele psychologische Anwendungsbei-
spiele fu¨r univariate fraktional integrierte Zeitreihen dargestellt und die dort refe-
renzierten Quellen weisen auf ein großes Anwendungsfeld hin.
Wie in der Einleitung (S. 10ff.) angedeutet, ist davon auszugehen, dass eine Viel-
zahl psychologischer Pha¨nomene instationa¨r ist, ihr Verlauf in der gemeinsamen Be-
trachtung mit anderen Pha¨nomenen, d.h. multivariat, besser prognostiziert werden
kann und Granger-kausal miteinander verbunden und durch eine stationa¨re Linear-
25Der Zugang zu dieser Datenbank fu¨r psychologische Fachrecherche ist u¨ber die Homepage
der Universita¨tsbibliothek der Universita¨t Heidelberg http://www.ub.uni-heidelberg.de mo¨glich. Die
Datenbank der American Psychological Association wertet unter viertelja¨hrlicher Aktualisierung
ca. 1.300 internationale Zeitschriften, sowie Bu¨cher und Buchkapitel aus den Gebieten Psychologie,
Psychiatrie, Soziologie, Erziehungswissenschaften und medizinische Psychologie aus (Beschreibung
entnommen aus http://www.ub.uni-heidelberg.de/helios/epubl/info/daba/psyclit.html).
26Der Zugang zu dieser fa¨cheru¨bergreifenden Datenbank steht mir aufgrund meines Online-
Stipendiums bei e-fellows.net unter der Internetadresse http://www.e-fellows.net offen. Diesem
Stipendiengeber sei an dieser Stelle fu¨r die Recherchemo¨glichkeiten und das Stipendium herzlich
gedankt.
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kombination darstellbar und damit kointegriert sind. Wenn man beispielsweise die
von Hautzinger, Baumgartner, Neßho¨ver und Schmitz (1987) durchgefu¨hrte und in
der Zeitschrift fu¨r Klinische Psychologie publizierte
”
Zeitreihenanalyse kognitiver
Verhaltenstherapie bei depressiven Patienten“ betrachtet, kann man ohne Zweifel
zusa¨tzliche Faktoren ableiten, die in diesem Zusammenhang eine Rolle spielen und
mo¨glicherweise mit den dort beschriebenen Variablen in einer langfristigen Gleich-
gewichtsbeziehung stehen. Ebenso ko¨nnte mo¨glicherweise die von Bu¨rgy (1998) be-
schriebene zeitreihenanalytische Modellierung psychologischer Regulationsvorga¨nge,
die neben anderen Anwendungsbeispielen auch in Werner (2005) beschrieben ist,
multivariat erweitert und ein langfristiger Zusammenhang identifiziert werden. Aber
auch die vielfa¨ltigen durch fraktional integrierte Modelle abbildbaren psychologi-
schen Pha¨nomene, die v.a. in ju¨ngster Zeit an Bedeutung gewinnen (vgl. Abschnitt
3.6.1, S. 69ff.), stehen ohne Frage in (Wechsel-)Beziehungen zu anderen Pha¨nome-
nen. Auch wenn die
”
Ausbeute“ an Anwendungsartikeln zur Kointegration psycho-
logischer Pha¨nomene zu diesem Zeitpunkt aufgrund der Neuheit des Konzepts noch
relativ gering ist, kann die Diplomarbeit als informativer Impuls verstanden werden.
In diesem Sinne ist aus den psychologischen Anwendungsartikeln zu univariaten
Zeitreihen, die in gro¨ßerer Anzahl vertreten sind, ebenfalls ein Informationsgewinn
fu¨r die Anwendung kointegrierter Modelle zu ziehen, da unter den benannten Be-
dingungen durch die Vernetzung der psychologischen Einzelreihen die Ableitung von
Kointegrationsbeziehungen und damit eine noch genauere Abbildung der Realita¨t
als Funktion kointegrierter Modelle mo¨glich sein kann.
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4 Kointegration als empirisches Konzept:
Simulationen
4.1 Problemstellung
Ein maßgebliches Ziel der theoretischen Gegenu¨berstellungen der unterschiedlichen
Definitionen von Kointegration (vgl. Abschnitt 3, S. 32ff.) ist es, notwendige Be-
dingungen fu¨r das Vorliegen von Kointegration zu finden, um Kointegration als ein
Konzept definieren zu ko¨nnen, das interpretier- und testbar ist. Deshalb ist es wich-
tig, einige in den Definitionen enthaltene Pra¨missen mithilfe von Simulationen zu
u¨berpru¨fen. Zu diesem Zweck ko¨nnen die folgenden Hypothesen formuliert werden,
die nach Themenbereichen geordnet sind.
4.1.1 Fragestellung und Hypothesen
Hypothesen zur Kla¨rung des Kointegrationskonzepts Die erste Hypothe-
se wird als Hypothese 0 bezeichnet, da diese Fragestellung in der Literatur kaum
Beachtung findet und mo¨glicherweise von vielen Autoren als trivial betrachtet wird.
Neben Stier (2001, S. 315), der Kointegration als
”
interessanten Spezialfall“ bezeich-
net, erwecken auch die anderen bereits bei der Definition von Kointegration (vgl.
Kapitel 3, S. 32ff.) zitierten Autoren den Eindruck, dass Kointegration eher ein
besonderes, nicht allzu ha¨ufig auftretendes Pha¨nomen der multivariaten Zeitreihe-
nenanalyse ist und unter Umsta¨nden nicht gegeben sein kann. Der Nobelpreistra¨ger
C.W.J. Granger formuliert in seiner
”
Nobel Lecture“ am 8. Dezember 2003 zum The-
ma Time Series Analysis, Cointegration, and Applications (Bank of Sweden / The
Royal Swedish Academy of Sciences, 2003a) die folgende eher uneindeutige Aussage:
For cointegration, a pair of integrated, or smooth series, must have the
property that a linear combination of them is stationary. Most pairs of
integrated series will not have the property, so that cointegration should
be considered as a surprise when it occurs. In practice, many pairs of
macroeconomic series seem to have the property, as is suggested by eco-
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nomic theory.
Einzelne vorla¨ufige Simulationen im Rahmen dieser Diplomarbeit geben Anlass zur
Formulierung der folgenden Hypothese, durch deren U¨berpru¨fung eine strukturierte
Vorlage fu¨r inhaltliche Interpretationen generiert werden kann.
• Hypothese 0:
Fu¨r VAR(1)-Prozesse gilt, dass in Abha¨ngigkeit von der Anzahl der Messzeit-
punkte bereits bei minimalster Abha¨ngigkeit der Komponentenprozesse Kointegra-
tion vorliegt.
Wie bereits dargestellt (vgl. 3.1, S. 40f.) a¨ußern nur wenige Autoren, wie z.B. Rinne
und Specht (2002, S. 542f.), explizit, dass auseinanderdriftende Zeitpfade nicht im
Widerspruch zum Kointegrationskonzept stehen:
Es wird oft behauptet, dass kointegrierte Variablen Zeitpfade aufweisen,
die nicht auseinander driften. Das trifft aber nur dann zu, wenn - etwa bei
m = 2 Variablen - der Kointegrationsvektor durch β′ = (1,−1) gegeben
ist. (Rinne & Specht, 2002, S. 542)
Dieser Sachverhalt, der durch die im theoretischen Teil bereits erfolgte graphische
Darstellung kointegrierter Prozesse fu¨r β2 6= ±1 visualisiert werden konnte (vgl.
Abbildung 3.3, S. 57), soll durch die U¨berpru¨fung der folgenden Hypothese empirisch
fundiert werden.
• Hypothese 1a:
Fu¨r VAR(1)-Prozesse gilt, dass auch bei anhand von Graphiken beobachtba-
ren auseinanderdriftenden Zeitpfaden durch das Vorliegen zweier instationa¨rer
Komponentenprozesse und einer stationa¨ren Linearkombination von Kointe-
gration zu sprechen ist.
Obwohl wie in der oben formulierten Hypothese vermutlich sowohl nicht-ausein-
anderdriftende als auch auseinanderdriftende Zeitpfade dem Kointegrationskonzept
zuzuordnen sind, habe ich in vorangegangenen Simulationen beobachtet, dass der
Johansen-Kointegrationstest bezu¨glich der beiden Verlaufstypen unterscheidet:
Kointegration als empirisches Konzept: Simulationen 79
• Hypothese 1b:
Fu¨r VAR(1)-Prozesse gilt, dass der Johansen-Test bei nicht-auseinanderdrift-
enden Zeitpfaden bei identischer Anzahl der Messzeitpunkte und vergleichba-
rer Abha¨ngigkeit der Komponentenprozesse erst ab einem ho¨heren Grad der
Abha¨ngigkeit der Komponentenprozesse (
”
langsamer“) Kointegration indiziert als
bei auseinanderdriftenden Einzelprozessen.
Dem Dickey-Fuller-Kointegrationstest und dem Johansen-Kointegrationstest liegen
unterschiedliche Teststatistiken zugrunde (vgl. 3.5, S. 60ff.). Deshalb sollen durch
die folgende Hypothese die beiden Verfahren miteinander verglichen werden:
• Hypothese 1c:
Fu¨r VAR(1)-Prozesse gilt, dass der DF-Kointegrationstest und der Johansen-
Kointegrationstest sich bei identischer Anzahl der Messzeitpunkte und ver-
gleichbarer Abha¨ngigkeit der Komponentenprozesse bezu¨glich der diagnostizier-
ten Ha¨ufigkeit von Kointegrationsbeziehungen unterscheiden.
Fu¨r die im empirischen Teil generierten vektoriellen Prozesse mit nur einer Ko-
integrationsbeziehung lassen sich die Hypothesen 0 und 1a jeweils sowohl mit dem
Dickey-Fuller-Kointegrationstest (vgl. 3.5.1, S. 61ff.) als auch mit dem Johansen-Ko-
integrationstest (vgl. 3.5.2, S. 62ff.) u¨berpru¨fen, wobei fu¨r die Kla¨rung von Hypo-
these 1a hauptsa¨chlich der DF-Kointegrationstest herangezogen wird, weil er sowohl
die Einzelreihen als auch die Linearkombination auf (In-)Stationarita¨t untersucht.
Hypothese 1b bezieht sich auf das Testverfahren von Johansen und Hypothese 1c
auf den Vergleich der beiden Verfahren.
Hypothesen zur Scha¨tzung von α und β Durch die in Abschnitt 3.4.2, S.
59f., geleistete Vereinfachung der Ru¨ckrechnung aus dem VECM auf α und β fu¨r
den bivariaten VAR(1)-Fall ist eine Beurteilung der Gu¨te der Scha¨tzung der beiden
Parameter mo¨glich, die durch die folgenden Hypothesen geleitet sein soll, und deren
U¨berpru¨fung zur Interpretation der bisher nur selten inhaltlich beleuchteten Para-
meter beitragen kann. Simulationen im Rahmen der Vorbereitung der Diplomarbeit
lassen vermuten, dass sich die Gu¨te der Scha¨tzung von α und β unterscheidet. In der
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Literatur sind nur wenige Anhaltspunkte zur Qualita¨t der Scha¨tzungen zu finden.
Deshalb scheint die Formulierung gerichteter Hypothesen in diesem Zusammenhang
nicht sinnvoll. Aufgrund der Betrachtung der Prozessverla¨ufe und der mit α und
β zu erfassenden Sachverhalte wu¨rde man vermuten, dass die Gu¨te der Scha¨tzung
des Kointegrationsvektors a¨hnlich hoch ausfa¨llt wie die Qualita¨t der Scha¨tzung von
ARMA-Parametern (vgl. Werner, 2005, S. 165ff.).
• Hypothese 2a:
Fu¨r VAR(1)-Prozesse gilt, dass die Gu¨te der Scha¨tzung des Kointegrationsvek-
tors β u¨ber das Fehlerkorrekturmodell sehr hoch ist, d.h. im u¨blichen Range
der Scha¨tzungen von ARMA-Parametern liegt, na¨mlich zwischen einem MSE
von 0,2 und 0,002 (vgl. Werner, 2005, S. 165ff.).
• Hypothese 2b:
Fu¨r VAR(1)-Prozesse gilt, dass die Gu¨te der Scha¨tzung des Anpassungskoef-
fizienten α sich von der Gu¨te der Scha¨tzung des Kointegrationsvektors β bei
gleicher Anzahl der Messzeitpunkte und vergleichbarer Abha¨ngigkeit der Kom-
ponentenprozesse unterscheidet.
• Hypothese 2c:
Fu¨r VAR(1)-Prozesse gilt, dass die Scha¨tzgu¨te von α vs. β sich in Abha¨ngig-
keit vom Verlauf der Zeitpfade der Komponentenprozesse (auseinanderdriftend
vs. nicht-auseinanderdriftend) bei gleicher Anzahl der Messzeitpunkte und ver-
gleichbarer Abha¨ngigkeit der Komponentenprozesse unterscheidet.
• Hypothese 2d:
Fu¨r VAR(1)-Prozesse gilt, dass die Scha¨tzgu¨te von α vs. β sich in Abha¨ngigkeit
von der variierten Abha¨ngigkeit der Komponentenprozesse u¨ber die Nebendiago-
nalen bei gleicher Anzahl der Messzeitpunkte unterscheidet.
4.2 Methode
Wie aus den Grundlagen der Statistik bekannt ist, kennt man die Populationspa-
rameter in der empirischen Forschungspraxis in der Regel nicht. Nur mithilfe von
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Simulationen ist es mo¨glich, die Populationsparameter der Zeitreihenmodelle zu ken-
nen. Die Kenntnis der wahren Parameterwerte wiederum ist Voraussetzung fu¨r die
empirische Bearbeitung der vorgestellten Problemstellung. Wa¨hrend man sich bei-
spielsweise in der empirischen Praxis auf die Gu¨te bestimmter Scha¨tz-Verfahren
verlassen muss, kann man unter Zuhilfenahme von Simulationen durch die Kenntnis
der wahren Werte Scha¨tz- und Populationswert miteinander vergleichen. Aus die-
sem Grund ist die Monte-Carlo-Simulation (vgl. Hammersley & Handscomb, 1965;
Milligan, 1981; Rubinstein, 1981) die Methode der Wahl und soll im folgenden dar-
gestellt werden. Daru¨ber hinaus werden die Vorgehensweise bei der Datenerzeugung
und der Untersuchungsablauf beschrieben.
4.2.1 Monte-Carlo-Simulation
Die Monte-Carlo-Methode ist auf die Arbeit von Metropolis und Ulam (1949) zuru¨ck-
zufu¨hren und ist zu verschiedenen Forschungszwecken einsetzbar. Die notwendigen
Daten werden dabei mithilfe des Computers simuliert und nicht an realen Versuchs-
personen erhoben. Diese Vorgehensweise ermo¨glicht die Kenntnis u¨ber Modelleigen-
schaften wie Parameterzahl und -auspra¨gung. Bei der Erhebung von Daten an realen
Objekten ist diese Kenntnis nicht gegeben. Fu¨r die methodologische Forschung und
damit die Forschung an einer Methode, die aufgrund ihrer Bewa¨hrtheit dann in der
Forschung am realen Objekt Anwendung finden kann, ist das Vorgehen deshalb hilf-
reich, weil nur auf diesem Weg durch Kenntnis der Population die Gu¨te statistischer
Verfahren u¨berpru¨ft werden kann. Deshalb ist die Methode fu¨r die vorliegende Ar-
beit unersetzlich. Kalos und Whitlock (1986) und Kleijnen (1987) geben Hinweise
zur praktischen Durchfu¨hrung.
Stichprobenkennwerte mu¨ssen gewisse Gu¨tekriterien erfu¨llen, wenn sie Scha¨tzungen
der Populationsparameter sein sollen (vgl. Werner, 1997, S. 23ff.). Als eine Erwei-
terung der sogenannten Fisher-Kriterien fu¨r gute Scha¨tzer, na¨mlich Erwartungstreue,
Konsistenz, relative statistische Effizienz und Suffizienz (vgl. Bortz, 1999, S. 95ff.;
Fisher, 1925; Hays, 1994, S. 211ff.), stellt Werner (1997, S. 24) den Mittleren Quadra-
tischen Fehler (MSE: Mean Square Error) heraus, der zwei der vier Fisher-Kriterien,
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na¨mlich Erwartungstreue und Effizienz, in sich vereint. Eine Scha¨tzung ist dann
erwartungstreu, wenn der Bias Null betra¨gt. Der Bias entspricht dem Erwartungs-
wert der quadrierten Differenz [E(b) − β]27. Gleichzeitig ist es fu¨r die Beurteilung
eines Scha¨tzers aber auch wichtig zu wissen, wie sehr die Scha¨tzungen streuen. Der
Scha¨tzer mit der ho¨heren statistischen Effizienz und damit der Scha¨tzer mit der
kleineren Varianz und gro¨ßerer mittlerer Abweichung vom Populationswert ist da-
bei gegenu¨ber einem alternativen Scha¨tzer mit geringerer mittlerer Abweichung vom
Populationswert zu pra¨ferieren. Die relative statistische Effizienz eines Scha¨tzers ge-
genu¨ber einem alternativen Scha¨tzer errechnet sich aus dem Quotienten der Varian-
zen der beiden Scha¨tzer.
Der mittlere quadratische Fehler schließlich erfasst beide Eigenschaften
zugleich, na¨mlich Erwartungstreue und Varianz. Es gibt Scha¨tzer, die
einen (deutlichen, wenn auch geringen) Bias durch eine (sehr viel) gerin-
gere Varianz
”
wettmachen“ ko¨nnen, sodass der mittlere quadratische Feh-
ler (MSE) gegenu¨ber dem erwartungstreuen Scha¨tzer kleiner ist. (Wer-
ner, 1997, S. 24; Hervorhebungen im Original)
Der MSE wird nachfolgend als sinnvolles Kriterium zur Beurteilung der Scha¨tzgu¨te
von α und β genutzt und deshalb zu Beginn des empirischen Teils der Arbeit an
dieser Stelle beschrieben. Er la¨sst sich wie folgt berechnen:
MSE(b) = E(b− β)2 = var(b) + E[E(b)− β]2 = var(b) + Bias (4.1)
Eine detaillierte Ableitung ist bei Werner (1997, S. 23) zu finden.
Ein Vorteil der Monte-Carlo-Methode fu¨r die Untersuchung der aktuellen Problem-
stellung liegt in der Nutzung von Zufallsgeneratoren, die in die programmierten
Zeitreihen x1t und x2t integriert werden und so den Zufallsanteil modellieren. In der
vorliegenden Arbeit werden fu¨r jede Komponentenreihe andere Zufallszahlen ver-
wendet, um sicherzustellen, dass die Prozesse nicht deshalb kointegriert sind, weil
ihre Zufallsanteile auf dieselbe Zufallszahl zuru¨ckzufu¨hren sind.
27Gema¨ß der u¨blichen Notation steht b fu¨r einen beliebigen Stichprobenkennwert, der griechische
Buchstabe β fu¨r den dazugeho¨rigen Populationswert.
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Ein Vorteil von Simulationen zur Forschung an der Methode besteht darin, dass
die Fehler nicht unbekannt sind. Damit wird vermieden, dass die in der Regel vor-
handenen unerkla¨rten Variablen, die nicht im Modell spezifiziert wurden, in der
Fehlergro¨ße subsumiert werden.
Im Anschluss an die Simulation werden die generierten Daten den fu¨r die Fragestel-
lung relevanten zeitreihenanalytischen Verfahren, so beispielsweise dem Johansen-
Test, unterzogen. Die wahren Parameter werden bereits bei der Modellbildung vor-
gegeben und sind somit bekannt. Somit kann die Gu¨te der Scha¨tzung durch den
Vergleich von Scha¨tz- und Parameterwerten - hier fu¨r α und β - u¨berpru¨ft werden.
Mithilfe von Monte-Carlo-Simulationen kann folglich beleuchtet werden, was unter
optimalen Bedingungen geschieht.
Die simulierten Daten ko¨nnen unter Vorgabe derselben Zufallszahlen repliziert wer-
den. Rubinstein (1981) verdeutlicht, dass nur der Startwert des Zufallszahlengene-
rators und der Zufallsgenerator selbst bekannt sein mu¨ssen.
Um die Monte-Carlo-Methode als wesentliches Instrument der methodologischen
Forschung zu illustrieren, kann man eine Parallele zur allgemeinpsychologischen
Szenario-Forschung ziehen: auch hier wird ein Modell zur Erzeugung von Daten
generiert, in dem anschließend Komponenten variiert werden, um beispielsweise das
Verhalten der Versuchsperson (analog: Test- und Scha¨tzverfahren) in diesen unter-
schiedlichen Varianten zu beobachten.
Die Wichtigkeit der Monte-Carlo-Methode fu¨r die empirische Forschung wird von
Bortz (1993, S. 130) unterstrichen, der hervorhebt, dass sie Entscheidungen daru¨ber
erleichtert,
”
unter welchen Umsta¨nden ein bestimmter Test eingesetzt oder nicht
eingesetzt werden kann.“
4.2.2 Datenerzeugung
In allen Simulationen zur Bearbeitung der Hypothesen beschreiben die Einzelreihen
Random-Walk-Prozesse (vgl. 2.4, S. 26ff.). Es erscheint notwendig, nochmals anzu-
merken, dass die beiden Random-Walk-Prozesse im Fall von Kointegration voneinan-
Kointegration als empirisches Konzept: Simulationen 84
der abha¨ngig sind, da sie einen gemeinsamen stochastischen
”
Trend“ aufweisen und
somit derselbe Zufalls-Prozess in beiden wirksam ist. Damit dies gegeben ist, sind
Φ1-Matrizen mit einer Einheitswurzel bzw. einem Eigenwert von 1 zu generieren,
wie folgendermaßen gezeigt werden kann:
Gegeben ist die Φ1-Matrix:
Φ1 =

 φ11 φ12
φ21 φ22


Gema¨ß dem Ansatz zum Charakteristischen Polynom der Matrix Φ1 − λI
Φ1 − λI =

 φ11 φ12
φ21 φ22

− λ

 1 0
0 1

 =

 φ11 − λ φ12
φ21 φ22 − λ


ist die Determinante abzuleiten:
|Φ1 − λI| = (φ11 − λ)(φ22 − λ)− φ12φ21
Homogene Gleichungssysteme der Ordnung n × n haben nur dann eine von Null
verschiedene Lo¨sung, wenn
”
die Determinante der Matrix der Koeffizienten gleich
Null ist“ (Werner, 1997, S. 40), d.h.:
(φ11 − λ)(φ22 − λ)− φ12φ21 = 0
φ11φ22 − φ11λ− φ22λ+ λ
2 − φ12φ21 = 0
λ2 + (−φ22 − φ11)λ+ φ11φ22 − φ12φ21 = 0
Ziel ist es, Φ1-Elemente fu¨r λ1 oder λ2 = 1 zu bestimmen
28. Unter Auflo¨sung der
Gleichung fu¨r den Fall λ1 = 1 erha¨lt man:
1− φ22 − φ11 + φ11φ22 − φ12φ21 = 0
Um einen nichtstationa¨ren VAR(1)-Prozess - bestehend aus zwei Random-Walk-
Einzelreihen - zu erzeugen, muss die folgende Bedingung erfu¨llt sein:
φ11 + φ22 − φ11φ22 + φ12φ21 = 1
28Anmerkung: Da es sich um eine quadratische Gleichung handelt, ergeben sich fu¨r λ zwei Lo¨sun-
gen: λ1 und λ2.
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Diese Gleichung wird zur Generierung der Φ1-Matrizen zur Sicherstellung von Ran-
dom-Walk-Einzelreihen im vektoriellen Modell in SAS IML programmiert. Dabei
werden drei Matrixelemente gesetzt und das vierte Element wird durch das Pro-
gramm errechnet. Zur Kontrolle wird anschließend die generierte Φ1-Matrix mit-
hilfe der eigval-Option von IML oder der vtsroot-Option von VARMAX (vgl.
SAS/ETS Software: Changes and Enhancements, 2001) auf eine Einheitswurzel
u¨berpru¨ft (vgl. Anhang D1, S. 146).
4.2.3 Programmierung in SAS
Alle Zeitreihen werden im Rahmen dieser Arbeit mit dem Statistikprogramm SAS -
Release 8.2 programmiert. Zur Programmierung in SAS sei auf einige hilfreiche Li-
teratur verwiesen, damit die im Anhang aufgefu¨hrten Programme bei Bedarf leicht
nachvollzogen werden ko¨nnen. Eine allgemeine, leicht versta¨ndliche Einfu¨hrung fin-
det sich bei Ortseifen (1997). Wie in SAS/Language (1990) ko¨nnen in den Benut-
zerhandbu¨chern von SAS/ETS (1999) die notwendigen Prozedurschritte nochmals
im Einzelnen nachvollzogen werden. Brocklebank und Dickey (1986) fu¨hren in die
SAS-Programmierung von Zeitreihen ein. Angaben zur Programmierung multiva-
riater Zeitreihen mithilfe des Prozedurschrittes proc varmax ko¨nnen in SAS/ETS
Software (2001) nachgelesen werden. Des weiteren existiert hilfreiche Literatur zur
Erstellung von Graphiken in SAS (SAS/GRAPH, 1991), zur Programmierung mit
Makros (SAS, 1990) und zur Programmierung mit IML (SAS/IML, 1990).
Die fu¨r die Simulationen verwendeten Programme sind in Anhang D, S. 141ff., auf-
gefu¨hrt. Zu Beginn werden dort in einem U¨berblick die wesentlichen Programm-
und Prozedurschritte erla¨utert, um es der Leserin bzw. dem Leser zu ermo¨glichen,
die Programme nachzuvollziehen und dadurch gegebenfalls Hilfestellungen fu¨r das
eigene Programmieren in SAS zu erhalten.
4.2.4 Untersuchungsablauf
Der Untersuchungsablauf des empirischen Teils kann in Orientierung an der chro-
nologischen Abfolge der Hypothesen in zwei große inhaltliche Bereiche und damit
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in zwei große Simulationsblo¨cke unterteilt werden, wobei der erste Teil wieder in
zwei inhaltliche Unterabschnitte unterteilt werden kann. Zuna¨chst werden die Test-
verfahren und mit ihnen die Operationalisierung von Kointegration durch systema-
tische Simulationen nach Vorgabe der Hypothesen untersucht. Dabei ist zwischen
dem Testverfahren von Johansen und dem Dickey-Fuller-Kointegrationstest zu un-
terscheiden, da fu¨r beide Verfahren eigene Simulationen u¨ber die jeweils gleichen
Modelle durchgefu¨hrt werden. Anschließend folgen systematische Simulationen zur
Gu¨te der Parameterscha¨tzungen von Kointegrationsvektor und Anpassungskoeffizi-
ent. Durch die systematische Generierung von Matrizen und damit von unterschied-
lichen Modellen, die v.a. den Kategorien nicht-auseinanderdriftend, d.h. β2 = ±1,
vs. auseinanderdriftend, d.h. β2 6= ±1, zugeordnet werden ko¨nnen, ist es mo¨glich,
abschließend allgemeine Aussagen u¨ber diese beiden Modellkategorien vor dem Hin-
tergrund der Hypothesen zu treffen.
Testverfahren: Dickey-Fuller- und Johansen-Kointegrationstest Hypothe-
se 0 und Hypothese 1a dienen v.a. der Validierung der im theoretischen Teil formu-
lierten Annahmen zur Ha¨ufigkeit des Vorliegens von Kointegrationsbeziehungen und
zu Kointegration von Prozessen mit auseinanderdriftenden Zeitpfaden. Hypothese
1b und Hypothese 1c haben direkte praktische Implikationen: ihre U¨berpru¨fung
macht es mo¨glich, die Anwendung der beiden Verfahren in ihren Vor- und Nachtei-
len abzuwa¨gen, v.a. was das Verhalten der Testverfahren bezu¨glich der zu wa¨hlenden
Anzahl der Messzeitpunkte, beim Vorliegen von auseinanderdriftenden Zeitpfaden
und in Abha¨ngigkeit von der Sta¨rke des Zusammenhangs der Einzelreihen29 des
multivariaten Prozesses betrifft.
29Die Sta¨rke des Zusammenhangs wird im Rahmen der Diplomarbeit zur besseren Kategorisie-
rung und zum besseren Vergleich der einzelnen VAR(1)-Prozesse zusa¨tzlich dargestellt und ent-
spricht der Summe der Nebendiagonalelemente, d.h. |φ12| + |φ21|. Dies erfasst damit die Sta¨rke
des Zusammenhangs bzw. die Ho¨he der globalen Abha¨ngigkeit zwischen den Komponentenpro-
zessen, nicht aber die Richtung des kausalen oder Gewichtung des mo¨glicherweise wechselseitigen
Zusammenhangs.
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Gu¨te der Parameterscha¨tzungen von Kointegrationsvektor und Anpas-
sungskoeffizient u¨ber das Fehlerkorrekturmodell Die Einflussgro¨ße, die si-
cherlich die Beurteilung der Hypothesen moderiert, ist die Anzahl der Messzeitpunk-
te. Fu¨r den psychologischen Anwender ero¨ffnet sich durch die nachfolgend vorgeleg-
ten Simulationsergebnisse zu den Hypothesen 2a bis 2d die Mo¨glichkeit, im prakti-
schen Fall zu entscheiden, wieviele Messzeitpunkte fu¨r eine reliable Scha¨tzung (ope-
rationalisiert durch den MSE) von Kointegrationsvektor und Anpassungskoeffizient
notwendig sind. Eine verla¨ssliche Scha¨tzung ist Voraussetzung fu¨r eine angemessene
Abbildung der Realita¨t. A¨hnlich wie bereits im univariaten Fall geschehen und u.a.
bei Stadnytska (2004) beschrieben, wa¨re es als Folgeuntersuchung der Diplomar-
beit außerdem mo¨glich, fu¨r den multivariaten Anwendungsfall eine Mindestanzahl
an Messzeitpunkten fu¨r die unterschiedlichen VAR(1)-Modelle zu identifizieren, ab
der stabile Scha¨tzungen mo¨glich sind, und dies noch systematischer als im Rahmen
dieser Arbeit mo¨glich zu dokumentieren. In Hypothese 2b bis 2d werden Vergleiche
der Scha¨tzgu¨te von α und β unter unterschiedlichen Modellbedingungen bei gleicher
Anzahl der Messzeitpunkte durchgefu¨hrt.
4.2.5 U¨bersicht u¨ber die im Rahmen der Simulationen verwendeten Ma-
trizen
In den folgenden Tabellen sind die im Rahmen der Simulationen verwendeten Matri-
zen und Eigenschaften der VAR(1)-Prozesse, die durch die Matrizen definiert sind,
aufgefu¨hrt. Dabei sind in Tabelle 4.1 VAR(1)-Prozesse mit nicht-auseinanderdrift-
enden Zeitpfaden der Einzelreihen beschrieben, wa¨hrend in Tabelle 4.2 VAR(1)-Pro-
zesse mit auseinanderdriftenden Zeitpfaden der Komponentenprozesse repra¨sentiert
sind. Die Matrizen sind wie in den Tabellen benannt in unterschiedlicher Form va-
riiert. Alle durch die in den Tabellen benannten Matrizen charakterisierten und
simulierten Prozesse wurden auch graphisch visualisiert und urspru¨nglich in den
Anhang der Arbeit aufgenommen. Aus Gru¨nden des Umfangs muss darauf im Rah-
men der Diplomarbeit verzichtet werden. Exemplarisch finden sich im Verlauf der
Arbeit einige graphische Visualisierungen zum besseren Versta¨ndnis des Kointegra-
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tionskonzepts.
Tabelle 4.1: Simulierte VAR(1)-Prozesse mit nicht-auseinanderdriftenden Zeitpfaden der
Komponentenprozesse.
nicht-auseinanderdriftend
Variation minimaler Abhha¨ngigkeiten
Hypothese 0
φ11, φ12, φ21 und φ22 > 0
φ11 + φ12 = 1
φ21 + φ22 = 1
φ21 und φ22 konstant
Modell-
matrix
φ11 φ12
φ21 φ22 EW Det Abh β2
1 0 1 1 0 -1
0 1 1
0,995 0,005 1 -0,005 0,105 -1
0,1 0,9 0,895
0,99 0,01 1 -0,01 0,11 -1
0,1 0,9 0,89
0,985 0,015 1 -0,015 0,115 -1
0,1 0,9 0,885
0,98 0,02 1 -0,02 0,12 -1
0,1 0,9 0,88
0,975 0,025 1 0,875 0,125 -1
0,1 0,9 0,875
nicht-auseinanderdriftend
alle Hypothesen
φ11, φ12, φ21 und φ22 > 0
φ11 + φ12 = 1
φ21 + φ22 = 1
φ21 und φ22 konstant
Modell-
matrix
φ11 φ12
φ21 φ22 EW Det Abh β2
0,95 0,05 1 0,85 0,15 -1
0,1 0,9 0,85
0,9 0,1 1 0,8 0,2 -1
0,1 0,9 0,8
0,85 0,15 1 0,75 0,25 -1
0,1 0,9 0,75
0,8 0,2 1 0,7 0,3 -1
0,1 0,9 0,7
0,75 0,25 1 0,65 0,35 -1
0,1 0,9 0,65
0,7 0,3 1 0,6 0,4 -1
0,1 0,9 0,6
0,65 0,35 1 0,55 0,45 -1
0,1 0,9 0,55
0,6 0,4 1 0,5 0,5 -1
0,1 0,9 0,5
0,55 0,45 1 0,45 0,55 -1
0,1 0,9 0,45
0,5 0,5 1 0,4 0,6 -1
0,1 0,9 0,4
0,4 0,6 1 0,3 0,7 -1
0,1 0,9 0,3
0,3 0,7 1 0,2 0,8 -1
0,1 0,9 0,2
0,2 0,8 1 0,1 0,9 -1
0,1 0,9 0,1
0,1 0,9 1 0 1 -1
0,1 0,9 0
Auch mag es der Leserin bzw. dem Leser auffallen, dass die Elemente der zwei-
ten Zeile der aufgelisteten Modellmatrizen konstant sind. Zusa¨tzlich wurden bei der
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Tabelle 4.2: Simulierte VAR(1)-Prozesse mit auseinanderdriftenden Zeitpfaden der Kompo-
nentenprozesse.
auseinanderdriftend
alle Hypothesen
φ11, φ12, φ21 und φ22 ∈ ℜ
φ
11
+ φ12 < 1
φ21 + φ22 < 1
φ21 und φ22 konstant
Modell-
matrix
φ11 φ12
φ21 φ22 EW Det Abh β2
1,01 -0,05 1 0,51 0,15 -5
0,1 0,5 0,51
1,02 -0,1 1 0,52 0,2 -5
0,1 0,5 0,52
1,03 -0,15 1 0,53 0,25 -5
0,1 0,5 0,53
1,04 -0,2 1 0,54 0,3 -5
0,1 0,5 0,54
1,05 -0,25 1 0,55 0,35 -5
0,1 0,5 0,55
1,06 -0,3 1 0,56 0,4 -5
0,1 0,5 0,56
1,07 -0,35 1 0,57 0,45 -5
0,1 0,5 0,57
1,08 -0,4 1 0,58 0,5 -5
0,1 0,5 0,58
1,09 -0,45 1 0,59 0,55 -5
0,1 0,5 0,59
1,1 -0,5 1 0,6 0,6 -5
0,1 0,5 0,6
1,12 -0,6 1 0,62 0,7 -5
0,1 0,5 0,62
1,14 -0,7 1 0,64 0,8 -5
0,1 0,5 0,64
1,16 -0,8 1 0,66 0,9 -5
0,1 0,5 0,66
1,18 -0,9 1 0,68 1 -5
0,1 0,5 0,68
1,2 -1 1 0,7 1,1 -5
0,1 0,5 0,7
auseinanderdriftend
alle Hypothesen
φ11, φ12, φ21 und φ22 > 0
φ
11
+ φ12 > 1
φ21 + φ22 < 1
φ21 und φ22 konstant
Modell-
matrix
φ11 φ12
φ21 φ22 EW Det Abh β2
0,99 0,05 1 0,49 0,15 -5
0,1 0,5 0,49
0,98 0,1 1 0,48 0,2 -5
0,1 0,5 0,48
0,97 0,15 1 0,47 0,25 -5
0,1 0,5 0,47
0,96 0,2 1 0,46 0,3 -5
0,1 0,5 0,46
0,95 0,25 1 0,45 0,35 -5
0,1 0,5 0,45
0,94 0,3 1 0,44 0,4 -5
0,1 0,5 0,44
0,93 0,35 1 0,43 0,45 -5
0,1 0,5 0,43
0,92 0,4 1 0,42 0,5 -5
0,1 0,5 0,42
0,91 0,45 1 0,41 0,55 -5
0,1 0,5 0,41
0,9 0,5 1 0,4 0,6 -5
0,1 0,5 0,4
0,88 0,6 1 0,38 0,7 -5
0,1 0,5 0,38
0,86 0,7 1 0,36 0,8 -5
0,1 0,5 0,36
0,84 0,8 1 0,34 0,9 -5
0,1 0,5 0,34
0,82 0,9 1 0,32 1 -5
0,1 0,5 0,32
0,8 1 1 0,3 1,1 -5
0,1 0,5 0,3
Erstellung der Arbeit auch Matrizen generiert, in denen die Elemente der zweiten
Zeile variieren. Die anhand dieser Matrizen simulierten Prozesse wurden denselben
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Test- und Scha¨tzverfahren unterzogen. Auf den ersten Blick ergeben sich dabei keine
stark abweichenden Ergebnisse. Mo¨gliche Unterschiede sollen in einer Folgepublika-
tion beleuchtet werden. Dieses Datenmaterial kann auf Nachfrage jederzeit gerne
eingesehen werden.
In allen Matrizen sind die Elemente der Nebendiagonalen variiert, da ihre numerische
Gro¨ße die Abha¨ngigkeit der Komponentenprozesse voneinander bestimmt. Dies ist
auch deutlich graphisch zu sehen. Um zu zeigen, dass die Variation der Hauptdiago-
nalen keinen Einfluss auf die Abha¨ngigkeit der Einzelreihen voneinander hat, wurde
dies mit systematischen Simulationen und den dazugeho¨rigen Graphiken u¨berpru¨ft
und nachgewiesen.
In den Tabellen entspricht die Notation [Abh] der Summe der Elemente in der Neben-
diagonalen, d.h. |φ12|+ |φ21|, und erfasst damit die Ho¨he der globalen Abha¨ngigkeit
zwischen den Komponentenprozessen, nicht aber die Richtung des kausalen oder
Gewichtung des wechselseitigen Zusammenhangs. Der hier verwendete Begriff der
Abha¨ngigkeit ist also keinem bekannten Abha¨ngigkeitsmaß zuzuordnen, sondern le-
diglich eine Operationalisierung der Sta¨rke des Zusammenhangs der Komponenten-
prozesse zu Interpretationszwecken. [Φ1] steht fu¨r die Modellmatrix, [EW] fu¨r Eigen-
werte und [Det] fu¨r Determinante von Φ1 bei systematisch variierter (ansteigender)
Abha¨ngigkeit der Komponentenprozesse. Zusa¨tzlich ist der Kointegrationsvektor β
aufgefu¨hrt (β1 = 1; [β2] variiert).
Außerdem ist der Hinweis zu geben, dass das Verhalten der Testverfahren bei va-
riierten Abha¨ngigkeiten im minimalen Wertebereich (< 0, 15) im Rahmen dieser
Diplomarbeit nur fu¨r Modelle mit nicht-auseinanderdriftenden Zeitpfaden demon-
striert wird.
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5 Interpretation der Ergebnisse
und U¨berpru¨fung der Hypothesen
Die vollsta¨ndige Darstellung der Ergebnis-Tabellen hinsichtlich der in den Hypothe-
sen formulierten Fragestellungen wu¨rde diesen Teil der Ergebnisbeschreibung und
-interpretation unu¨bersichtlich machen. Um der Interpretation der Ergebnisse den-
noch nicht nur anhand der Graphiken folgen zu ko¨nnen, wurden die Ergebnistabellen
reduziert und die fu¨r die Ergebnisinterpretation besonders relevanten Daten sind in
Form von Tabellenausschnitten hier aufgenommen. In den Tabellen sind die jeweils
im Text erwa¨hnten Werte fett markiert, um ein sinnvolles Nachvollziehen der In-
terpretationsschritte zu ermo¨glichen. Bei Interesse an weiteren zusa¨tzlich erhobenen
Statistiken ko¨nnen die Gesamt-Ergebnistabellen auf Anfrage gern zur Verfu¨gung
gestellt werden.
Zum Versta¨ndnis dieser hier aufgenommenen Tabellenausschnitte seien noch folgen-
de Hinweise bezu¨glich der verwendeten Abku¨rzungen gegeben. Allgemein gilt, dass
alle Simulationen u¨ber 200 Wiederholungen durchgefu¨hrt wurden. Die Modellmatrix
[Φ1], die den multivariaten Prozess durch ihre Elemente [φ11], [φ12], [φ21] und [φ22]
definiert, ist in allen Tabellen zu finden. [T] beschreibt die systematisch variierte An-
zahl der Messzeitpunkte. Das Abha¨ngigkeitsmaß fu¨r die Sta¨rke des Zusammenhangs
zwischen den Komponentenprozessen wird mit [Abh] notiert (vgl. Erla¨uterungen
auf S. 90). Nicht-Signifikanz bzw. Signifikanz auf dem 0,05-Niveau wird durch die
Abku¨rzung [n; s] angegeben, wa¨hrend die Ha¨ufigkeit der (Nicht-)Signifikanzen durch
[x/200] und deren prozentualer Anteil entsprechend durch [%] abgebildet werden.
Im Gegensatz zum Johansen-Test erfolgt dies beim Dickey-Fuller-Test jeweils ge-
trennt fu¨r die Komponentenprozesse und die [Linearkombination]. In den Tabellen
zur Scha¨tzung von Anpassungskoeffizient und Kointegrationsvektor sind zusa¨tzlich
die folgenden Abku¨rzungen relevant: die mittleren quadratischen Fehler [MSEβ˜2 ],
[MSEα˜1 ], [MSEα˜2 ] und [MSE ˜αges ]. MSE ˜αges beschreibt das arithmetische Mittel aus
MSEα˜1 und MSEα˜2 .
Aufgrund der im theoretischen Teil erla¨uterten Normierung von β1 (vgl. S. 39) muss
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angemerkt werden, dass der MSE von β1 nicht zur Beurteilung der Scha¨tzgu¨te her-
angezogen werden kann, da er einen festgelegten Wert beschreibt. Daraus folgt, dass
die Bildung eines Gesamt-MSE fu¨r den Kointegrationsvektor analog zur Bildung
des Gesamt-MSE fu¨r den Anpassungskoeffizienten (MSE ˜αges) nicht vorgenommen
wird. Es leuchtet unmittelbar ein, dass der MSE von β2 durch die Normierung von
β1 = 1 nicht unbeeinflusst bleibt und deshalb eigentlich nicht ausschließlich eine
Aussage zur Gu¨te der Scha¨tzung von β2 macht, sondern - a¨hnlich wie der MSE ˜αges -
ein globales Qualita¨tsurteil u¨ber die Gu¨te der Scha¨tzung des Kointegrationsvektors
im Allgemeinen abgibt. Deshalb sind keine Einzelvergleiche, etwa zwischen MSEβ˜2
und MSEα˜2 , mo¨glich, sondern der Vergleich der Scha¨tzgu¨te von Kointegrationsvek-
tor und Anpassungskoeffizient kann nur durch den Gesamt-Vergleich von MSEβ˜2 und
MSE ˜αges erfolgen.
Die aus den Tabellen entnommenen und in der nachfolgenden Ergebnisdarstellung
interpretierten Simulationsergebnisse sind zusa¨tzlich in Abbildungen veranschau-
licht. Bei der Betrachtung der Schaubilder zu den Testverfahren (Dickey-Fuller- und
Johansen-Kointegrationstest; vgl. Abschnitte 5.1.1 und 5.1.2, S. 93ff.) sollte beach-
tet werden, dass aus Gru¨nden der U¨bersichtlichkeit nicht alle in den Simulationen
durchgefu¨hrten Messzeitpunktevariationen (von T = 50 bis T = 350 (Dickey-Fuller-
Test) bzw. T = 500 (Johansen-Test) in 50er-Schritten) in die Graphiken aufgenom-
men wurden. Die in den Graphiken dargestellte ho¨chste Anzahl der Messzeitpunkte
beschreibt das T , ab dem in 100% aller Fa¨lle vom jeweiligen Testverfahren eine sta-
tiona¨re Linearkombination (Dickey-Fuller-Test) bzw. eine signifikante Kointegrati-
onsbeziehung (Johansen-Test) indiziert wird. Bei der graphischen Veranschaulichung
der Ergebnisse zu den Parameterscha¨tzungen von Anpassungskoeffizient und Koin-
tegrationsvektor (vgl. Abschnitt 5.3, S. 107ff.) wird nur der Ausschnitt der insgesamt
simulierten Messzeitpunktevariationen (von T = 50 bis T = 500 in 50er-Schritten)
mit in die Abbildungen aufgenommen, in dem sich der mittlere quadratische Fehler
(MSE) u¨ber die T -Variationen hinweg wesentlich und sichtbar unterscheidet. Das T ,
ab dem sich die MSE-Ergebnisse u¨berlagern, ist in den Graphiken jeweils das ho¨chste
T . In diesem Sinne kann das in den Schaubildern aufgefu¨hrte ho¨chste T als
”
Schwel-
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lenwert“ aufgefasst werden. Beim Vergleich der Schaubilder untereinander sei das
unterschiedliche Skalenspektrum beachtet, da es sich in vielen Fa¨llen nur aufgrund
einzelner Ausreißerwerte vergro¨ßert und bei Nichtbeachtung dieses Sachverhalts ein
verfa¨lschter Eindruck von den Ergebnissen entstehen kann. Die in den Abbildungen
auftretende Abku¨rzung [Abhglob] steht fu¨r das in den Tabellen mit [Abh] notierte
Maß fu¨r die Abha¨ngigkeit der Einzelreihen.
5.1 Testverfahren: Ergebnisse
5.1.1 Dickey-Fuller-Kointegrationstest
Bei der Analyse der Tabellen 5.1 und 5.2, S. 94f., in denen die Ergebnisse zum
Dickey-Fuller-Kointegrationstest zusammengefasst sind, lassen sich folgende Muster
in Abha¨ngigkeit von der Anzahl der Messzeitpunkte und der Abha¨ngigkeit der Kom-
ponentenprozesse erkennen. Die Diagnose des Tests bezu¨glich der Instationarita¨t der
Einzelreihen soll dabei im Rahmen dieser Arbeit außer Acht gelassen werden, da die
Instationarita¨t einerseits in den meisten Fa¨llen ohnehin gegeben ist und andererseits
im Fall ihres Nicht-Vorliegens nicht klar bestimmt werden kann, ob die dann diagno-
stizierte Stationarita¨t artifiziell und ein durch die Ho¨he des Kointegrationsvektors
hergestelltes Artefakt ist (vgl. die Darstellungen zum Einfluss des Kointegrations-
vektors unter 3.4.1, S. 57ff. und zur Kontroverse u¨ber die Stationarita¨t einer der
Einzelreihen eines kointegrierten Systems auf S. 42f.).
In Tabelle 5.1, S. 94, in der u.a. die Ergebnisse fu¨r die Variation minimaler Abha¨ngig-
keiten der Komponentenreihen dargestellt sind, erkla¨rt sich von selbst, dass beim
erstgenannten Fall mit zwei unabha¨ngigen Einzelreihen (Nebendiagonalwerte von
Null) keine Stationarita¨tsaussage u¨ber die Linearkombination getroffen werden kann,
da aufgrund der Unabha¨ngigkeit der Komponentenprozesse keine Kointegration ge-
geben ist und folglich auch keine durch den Kointegrationsvektor gewichtete Li-
nearkombination existiert. Der Dickey-Fuller-Test gibt in SAS unter Angabe einer
Fehlermeldung keine Stationarita¨tsaussage aus und ist damit in gewisser Hinsicht
in der Lage, Nicht-Kointegration anzuzeigen, die dann gegeben ist, wenn die insta-
tiona¨ren Einzelprozesse unabha¨ngig sind (→ none). Wenn man die Tabelle in der
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Tabelle 5.1: Dickey-Fuller-Kointegrationstest fu¨r VAR(1)-Prozesse mit nicht-auseinander-
driftenden Zeitpfaden der Komponentenprozesse.
nicht-auseinanderdriftend
Dickey-Fuller-Kointegrationstest
Variation minimaler Abha¨ngigkeiten
fu¨r Hypothese 0
φ11, φ12, φ21 und φ22 > 0
φ11 + φ12 = 1; φ21 + φ22 = 1
φ21 und φ22 konstant
Modell-
matrix Linearkombination
φ11 φ12 Sign. Ha¨ufg. Proz.
φ21 φ22 T Abh n; s x/200 %
1 0 50 0 none none none
0 1
100 none none none
150 none none none
200 none none none
0,995 0,005 50 0,105 n 134 67
0,1 0,9 s 66 33
100 n 35 17,5
s 165 82,5
150 n 5 2,5
s 195 97,5
200 s 200 100
0,975 0,025 50 0,125 n 118 59
0,1 0,9 s 82 41
100 n 15 7,5
s 185 92,5
150 n 2 1
s 198 99
200 s 200 100
nicht-auseinanderdriftend
Dickey-Fuller-Kointegrationstest
alle Hypothesen
φ11, φ12, φ21 und φ22 > 0
φ11 + φ12 = 1; φ21 + φ22 = 1
φ21 und φ22 konstant
Modell-
matrix Linearkombination
φ11 φ12 Sign. Ha¨ufg. Proz.
φ21 φ22 T Abh n; s x/200 %
0,95 0,05 50 0,15 n 92 46
0,1 0,9 s 108 54
100 n 5 2,5
s 195 97,5
150 s 200 100
0,9 0,1 50 0,2 n 47 23,5
0,1 0,9 s 153 76,5
100 s 200 100
150 s 200 100
0,65 0,35 50 0,45 n 1 0,5
0,1 0,9 s 199 99,5
100 s 200 100
150 s 200 100
0,6 0,4 50 0,5 s 200 100
0,1 0,9
100 s 200 100
150 s 200 100
linken Spalte (ebenfalls Tab. 5.1, S. 94) zu nicht-auseinanderdriftenden Zeit-
pfaden weiter betrachtet, kann man feststellen, dass sich in Abha¨ngigkeit von T
und den Abha¨ngigkeiten der Einzelreihen ein Muster abzeichnet: im Abha¨ngigkeits-
spektrum von 0,105 bis 0,125 wird ab T = 200 in 100% der Fa¨lle eine stationa¨re
Linearkombination diagnostiziert. Bei einer Abha¨ngigkeit von 0,15 (rechte Spalte
der Tabelle) wird bereits bei T = 150 in 100% der Fa¨lle Stationarita¨t angezeigt, was
sich weiterhin steigert. Im Abha¨ngigkeitsspektrum von 0,2 bis 0,45 wird bereits ab
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T = 100 und bei allen ho¨heren Abha¨ngigkeiten wird bereits bei T = 50 in 100% der
Fa¨lle Stationarita¨t bescheinigt.
Tabelle 5.2: Dickey-Fuller-Kointegrationstest fu¨r VAR(1)-Prozesse mit auseinanderdriftenden
Zeitpfaden der Komponentenprozesse.
auseinanderdriftend
Dickey-Fuller-Kointegrationstest
φ11, φ12, φ21 und φ22 ∈ ℜ
φ
11
+ φ12 < 1; φ21 + φ22 < 1
φ21 und φ22 konstant
Modell-
matrix Linearkombination
φ11 φ12 Sign. Ha¨ufg. Proz.
φ21 φ22 T Abh n; s x/200 %
1,01 -0,05 50 0,15 s 200 100
0,1 0,5
100 s 200 100
1,02 -0,1 50 0,2 s 200 100
0,1 0,5
100 s 200 100
1,07 -0,35 50 0,45 s 200 100
0,1 0,5
100 s 200 100
1,08 -0,4 50 0,5 n 1 0,5
0,1 0,5 s 199 99,5
100 s 200 100
auseinanderdriftend
Dickey-Fuller-Kointegrationstest
φ11, φ12, φ21 und φ22 > 0
φ
11
+ φ12 > 1; φ21 + φ22 < 1
φ21 und φ22 konstant
Modell-
matrix Linearkombination
φ11 φ12 Sign. Ha¨ufg. Proz.
φ21 φ22 T Abh n; s x/200 %
0,99 0,05 50 0,15 s 200 100
0,1 0,5
100 s 200 100
0,98 0,1 50 0,2 s 200 100
0,1 0,5
100 s 200 100
0,93 0,35 50 0,45 s 200 100
0,1 0,5
100 s 200 100
0,92 0,4 50 0,5 s 200 100
0,1 0,5
100 s 200 100
Bei auseinanderdriftenden Zeitpfaden, die in Tabelle 5.2, S. 95, dargestellt sind,
verha¨lt sich der Test anders: in der Regel wird immer schon ab T = 50, unabha¨ngig
von der Abha¨ngigkeit der Komponentenprozesse, von einer stationa¨ren Linearkombi-
nation ausgegangen. Nur in sehr wenigen Ausnahmen wird ab einer ho¨heren Anzahl
der Messzeitpunkte Stationarita¨t angezeigt, dies erfolgt aber immer spa¨testens ab
T = 100. Dies gilt sowohl fu¨r die auseinanderdriftenden Modelltypen mit der Sum-
me der Elemente in der ersten Zeile der Modellmatrix kleiner (links) als auch gro¨ßer
(rechts) 1.
Die Ergebnisse ko¨nnen neben den benannten Tabellen auch anhand der Abbildung
5.1, S. 96, verifiziert werden. Die Abbildung zeigt ebenfalls, dass ab T = 200 bereits
bei einer Abha¨ngigkeit von 0,105 in 100% der Fa¨lle Kointegration angezeigt wird
(Bild links oben). Außerdem ist zu erkennen, dass ab einer Abha¨ngigkeit von 0,15
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Abbildung 5.1: Ergebnisse des Dickey-Fuller-Kointegrationstests: prozentualer Anteil sta-
tiona¨rer Linearkombinationen.
immer weniger Messzeitpunkte notwendig sind, um in 100% der Fa¨lle Kointegration
zu diagnostizieren (Bild rechts oben). Gleichzeitig ist zu sehen, dass die Teststa¨rke
bei auseinanderdriftenden Zeitpfaden der Einzelreihen deutlich ho¨her ist: abgese-
hen von einer leicht erkennbaren Instabilita¨t bei T = 50 (Bild links unten), wird
unabha¨ngig vom Grad der Abha¨ngigkeit in 100% der Fa¨lle Kointegration indiziert
(auch Bild rechts unten).
5.1.2 Johansen-Kointegrationstest
Auch bei der Betrachtung der Tabellen 5.3 und 5.4, S. 97ff., die die Ergebnisse des
Cointegration Rank Tests von Johansen abbilden, sind die nachfolgend beschriebe-
nen Muster beobachtbar, wiederum getrennt fu¨r Modelle mit auseinanderdriftenden
und nicht-auseinanderdriftenden Zeitpfaden. Tabelle 5.3, S. 97, zeigt an erster Stelle
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Tabelle 5.3: Johansen-Testung auf eine Kointegrationsbeziehung (H0 : r = 0 vs. H1 : r > 0)
der VAR(1)-Prozesse mit nicht-auseinanderdriftenden Zeitpfaden der Komponentenprozesse.
⇒ Fortsetzung auf der folgenden Seite ⇒
nicht-auseinanderdriftend
Johansen-Testverfahren
Variation minimaler Abha¨ngigkeiten
fu¨r Hypothese 0
φ11, φ12, φ21 und φ22 > 0
φ11 + φ12 = 1; φ21 + φ22 = 1
φ21 und φ22 konstant
Modell- Sign. Ha¨ufg. Proz.
matrix Anteil
φ11 φ12
φ21 φ22 T Abh n; s x/200 %
1 0 50 0 n 189 94,5
0 1 s 11 5,5
100 n 189 94,5
s 11 5,5
150 n 191 95,5
s 9 4,5
200 n 193 96,5
s 7 3,5
250 n 192 96
s 8 4
0,995 0,005 50 0,105 n 152 76
0,1 0,9 s 48 24
100 n 83 41,5
s 117 58,5
150 n 19 9,5
s 181 90,5
200 n 1 0,5
s 199 99,5
250 s 200 100
nicht-auseinanderdriftend
Johansen-Testverfahren
alle Hypothesen
φ11, φ12, φ21 und φ22 > 0
φ11 + φ12 = 1; φ21 + φ22 = 1
φ21 und φ22 konstant
Modell- Sign. Ha¨ufg. Proz.
matrix Anteil
φ11 φ12
φ21 φ22 T Abh n; s x/200 %
0,95 0,05 50 0,15 n 169 84,5
0,1 0,9 s 31 15,5
100 n 99 49,5
s 101 50,5
150 n 22 11
s 178 89
200 n 2 1
s 198 99
250 s 200 100
0,9 0,1 50 0,2 n 149 74,5
0,1 0,9 s 51 25,5
100 n 58 29
s 142 71
150 n 6 3
s 194 97
200 s 200 100
250 s 200 100
0,85 0,15 50 0,25 n 128 64
0,1 0,9 s 72 36
1001 n 9 4,5
s 190 95,5
150 s 200 100
200 s 200 100
250 s 200 100
die Ergebnisse fu¨r die VAR(1)-Matrix mit zwei unabha¨ngigen Komponentenprozes-
sen (beide Nebendiagonalwerte von Null). Hier zeigt der Johansen-Test in maximal
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Fortsetzung Tabelle 5.3, S. 97
Modell- Sign. Ha¨ufg. Proz.
matrix Anteil
φ11 φ12
φ21 φ22 T Abh n; s x/200 %
0,8 0,2 50 0,3 n 93 46,5
0,1 0,9 s 107 53,5
100 s 200 100
150 s 200 100
200 s 200 100
250 s 200 100
0,55 0,45 50 0,55 n 1 0,5
0,1 0,9 s 199 99,5
100 s 200 100
150 s 200 100
200 s 200 100
250 s 200 100
0,5 0,5 50 0,6 s 200 100
0,1 0,9
100 s 200 100
150 s 200 100
200 s 200 100
250 s 200 100
5,5% (bei T = 50 und T = 100)
und damit in einem verschwindend ge-
ringen Anteil der Fa¨lle Kointegration an
und ist so offensichtlich in der Lage, den
Fall zu erkennen, in dem keine Koin-
tegration vorliegt, na¨mlich bei exakter
Nullabha¨ngigkeit der Komponenten. So-
bald die graphisch nicht-auseinander-
driftenden Komponenten aber mini-
mal abha¨ngig sind (0,105), la¨sst sich das
Verhalten folgendermaßen charakterisie-
ren: im Abha¨ngigkeitsspektrum von 0,105
bis 0,15 (einschließlich der Betrachtung
der rechten Spalte) wird ab T = 250 in
100% der Fa¨lle Kointegration angezeigt,
fu¨r die Abha¨ngigkeit von 0,2 geschieht dies
bereits ab T = 200, fu¨r 0,25 ab T = 150
und im Abha¨ngigkeitsbereich von 0,3 bis
0,55 ist dies ab T = 100 beobachtbar.
Ab der Abha¨ngigkeit von 0,6 stabilisiert sich dieses Verhalten bei T = 50.
Bei VAR(1)-Prozessen mit auseinanderdriftenden Zeitpfaden der Komponen-
tenprozesse ist wie auch schon beim Dickey-Fuller-Kointegrationstest ein anderes
Verhalten zu beobachten. In Tabelle 5.4, S. 99, wird fu¨r Modelle, bei denen die
Elemente der ersten Zeile der Modellmatrix in der Summe kleiner als 1 sind (linke
Spalte der Tabelle), im Abha¨ngigkeitsbereich von 0,15 bis 0,35 ab T = 100 in 100%
der Fa¨lle Kointegration indiziert.
Dies stabilisiert sich aber schon sehr schnell ab einer Abha¨ngigkeit von 0,4 auf T =
50. Falls die Elemente der ersten Zeile der Modellmatrix in der Summe gro¨ßer als 1
sind, sieht es a¨hnlich aus (rechte Spalte der Tabelle). Der Test stabilisiert sich bei
einer Abha¨ngigkeit von 0,55 bei T = 50 auf 100% der Fa¨lle.
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Tabelle 5.4: Johansen-Testung auf eine Kointegrationsbeziehung (H0 : r = 0 vs. H1 : r > 0) der
VAR(1)-Prozesse mit auseinanderdriftenden Zeitpfaden der Komponentenprozesse.
auseinanderdriftend
Johansen-Testverfahren
φ11, φ12, φ21 und φ22 ∈ ℜ
φ
11
+ φ12 < 1; φ21 + φ22 < 1
φ21 und φ22 konstant
Modell- Sign. Ha¨ufg. Proz.
matrix Anteil
φ11 φ12
φ21 φ22 T Abh n, s x/200 %
1,01 -0,05 50 0,15 n 14 7
0,1 0,5 s 186 93
100 s 200 100
1,05 -0,25 50 0,35 n 2 1
0,1 0,5 s 198 99
100 s 200 100
1,06 -0,3 50 0,4 s 200 100
0,1 0,5
100 s 200 100
auseinanderdriftend
Johansen-Testverfahren
φ11, φ12, φ21 und φ22 > 0
φ
11
+ φ12 > 1; φ21 + φ22 < 1
φ21 und φ22 konstant
Modell- Sign. Ha¨ufg. Proz.
matrix Anteil
φ11 φ12
φ21 φ22 T Abh n; s x/200 %
0,99 0,05 50 0,15 n 22 11
0,1 0,5 s 178 89
100 s 200 100
0,95 0,25 50 0,35 n 12 6
0,1 0,5 s 188 94
100 s 200 100
0,91 0,45 50 0,55 s 200 100
0,1 0,5
100 s 200 100
Die Ergebnisse sind zusa¨tzlich zu den beschriebenen Tabellen in Abbildung 5.2, S.
100, veranschaulicht. Die Abbildung zeigt, dass der Johansen-Test bei variierten
Abha¨ngigkeiten im minimalen Spektrum eine gro¨ßere Anzahl an Messzeitpunkten
beno¨tigt, um in 100 % der Fa¨lle Kointegration anzuzeigen (Bild links oben) als bei
ho¨heren Abha¨ngigkeiten (ab 0,15; Bild rechts oben). Im Gegensatz dazu zeigt die
Abbildung, dass der Johansen-Test fu¨r auseinanderdriftende Zeitpfade der Einzel-
reihen abgesehen von leichten Schwankungen bei T = 50 viel ha¨ufiger Kointegration
anzeigt (Bilder unten links und rechts).
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Abbildung 5.2: Ergebnisse des Johansen-Kointegrationstests: prozentualer Anteil einer sig-
nifikanten Kointegrationsbeziehung.
5.2 U¨berpru¨fung der Hypothesen zu den Testverfahren
Hypothese 0 (S. 78), die postuliert, dass in Abha¨ngigkeit von der Anzahl der
Messzeitpunkte bereits bei minimalster Abha¨ngigkeit der Komponentenprozesse Ko-
integration vorliegt, kann als besta¨tigt gelten, zumindest wenn man die Operatio-
nalisierungen von Kointegration durch die beiden verwendeten Testverfahren, den
Dickey-Fuller- und den Johansen-Kointegrationstest, betrachtet. Dabei ist anzumer-
ken, dass beide Verfahren bereits bei minimalster Abha¨ngigkeit der Komponenten-
prozesse Kointegration anzeigen, aber dennoch in der Lage sind, den Fall unabha¨ngi-
ger Komponentenprozesse als Nicht-Kointegration zu erkennen. Aber bereits bei ei-
ner Abha¨ngigkeit von 0,105 wird ab T = 200 (Dickey-Fuller-Test) bzw. T = 250
(Johansen-Test) in 100% der Fa¨lle Kointegration angezeigt. Dieser Befund kann
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deswegen als relevant fu¨r das Versta¨ndnis des Kointegrationskonzepts betrachtet
werden, weil in den meisten der im theoretischen Teil beschriebenen
”
klassischen“
Quellen zum Kointegrationskonzept der Eindruck erweckt wird, dass Kointegration
ein ausgesprochen besonderes und nicht sehr ha¨ufiges Pha¨nomen sei. Es wa¨re geson-
dert zu kla¨ren, warum die Autoren dies vermuten. Mo¨glicherweise gehen sie implizit
davon aus, dass die meisten Prozesse voneinander unabha¨ngig sind. Dies du¨rfte aber
fu¨r Prozessverla¨ufe genauso selten sein wie fu¨r querschnittliche Betrachtungen. Quer-
schnittsanalysen haben na¨mlich gezeigt, dass die meisten Variablen abha¨ngig sind
ohne allerdings nachweisen zu ko¨nnen, wie hoch genau diese Abha¨ngigkeit ist. Da
allerdings u¨ber die Ha¨ufigkeit der Abha¨ngigkeit von I(1)-Prozessen wenig bekannt
ist, wa¨re es vorschnell, aus der Besta¨tigung der Hypothese 0 den Schluss zu ziehen,
dass die meisten I(1)-Prozesse nicht unkorreliert sind, auch wenn die Ergebnisse ver-
muten lassen, dass die Wahrscheinlichkeit, kointegrierte Modelle bilden zu ko¨nnen,
hoch ist. Außerdem mag der entstehende Eindruck der Seltenheit des Vorliegens
von Kointegrationsbeziehungen darin begru¨ndet liegen, dass die Verfahren der Ko-
integrationsmethodologie in vielen inhaltlichen Bereichen noch nicht
”
erprobt“ sind
und deshalb in manchen Forschungsbereichen noch nicht ausreichend Erfahrungswis-
sen, d.h. empirisches Wissen, u¨ber die Ha¨ufigkeit des Vorliegens von Kointegration
existiert. Insgesamt kann die Besta¨tigung dieser Hypothese durch die Variation mi-
nimaler Abha¨ngigkeiten der Komponentenprozesse bei nicht-auseinanderdriftenden
Zeitpfaden der Einzelreihen zu weiteren noch systematischeren Untersuchungen die-
ses Sachverhalts auch fu¨r Modelle mit auseinanderdriftenden Zeitpfaden der Kom-
ponentenprozesse anregen, um dem psychologischen Forscher noch fundierteres Wis-
sen zur Verfu¨gung zu stellen, ob Kointegration ein eher seltenes oder eher ha¨ufiges
Pha¨nomen ist.
Dieser Sachverhalt wird sicherlich durch die Tatsache gefo¨rdert, dass Kointegrati-
on bahnbrechende Neuerungen fu¨r die Forschung mit sich gebracht hat und diese
Besonderheit fa¨lschlicherweise intuitiv mit Seltenheit des Auftretens gleichgesetzt
wird. Die U¨berpru¨fung von Hypothese 0 zeigt aber, dass bereits bei minimalster
Abha¨ngigkeit der Einzelreihen von einer u¨ber die hier verwendeten Testverfahren
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operationalisierten Kointegrationsbeziehung (fu¨r VAR(1)-Modelle) auszugehen ist.
Abbildung 5.3: Hypothese 0 (Variation minimaler Abha¨ngigkeiten fu¨r nicht-auseinanderdrif-
tende Zeitpfade) mittels Dickey-Fuller-Kointegrationstest (links: prozentualer Anteil stationa¨rer
Linearkombinationen) bzw. Johansen-Kointegrationstest (rechts: prozentualer Anteil einer signifi-
kanten Kointegrationsbeziehung).
Die Befunde sind in Abbildung 5.3, S. 102, illustriert. Die Abbildung zeigt nochmals
das beschriebene Verhalten der beiden Testverfahren - DF-Test und Johansen-Test
- bei variierten Abha¨ngigkeiten im Spektrum von 0,105 bis 0,125. Dabei werden v.a.
die Unterschiede zwischen den beiden Verfahren deutlich: der Dickey-Fuller-Test
(linkes Bild) weist insofern eine ho¨here Teststa¨rke auf, als er auch im minimalen
Abha¨ngigkeitsspektrum ha¨ufiger Kointegration anzeigt als der Johansen-Kointegra-
tionstest (rechtes Bild).
Hypothese 1a (S. 78) ist eindeutig besta¨tigt. Damit ist nachgewiesen, dass das
nur in wenigen Quellen und in ju¨ngster Zeit beschriebene Pha¨nomen von kointegrier-
ten Einzelreihen trotz auseinanderdriftender Zeitpfade dem Kointegrationskonzept
deshalb zuzuorden ist, weil es die beschriebenen notwendigen und von den mei-
sten Autoren geteilten Bedingungen fu¨r Kointegration erfu¨llt (vgl. zusammenfas-
sende Tabelle auf S. 39): die Gleichgewichtsbeziehung zwischen zwei instationa¨ren
Reihen, deren Zeitpfade auseinanderdriften, ist durch eine stationa¨re Linearkombi-
nation charakterisierbar, was das Vorliegen von Kointegration impliziert. In allen
Fa¨llen (bis auf den Fall der exakten Nullabha¨ngigkeit der Komponentenprozesse; s.
Erla¨uterungen zu Hypothese 0) weisen sowohl der Dickey-Fuller-Test als auch der
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Johansen-Test auf die Kointegration von Einzelreihen mit auseinanderdriftenden30
Zeitpfaden hin. Bei der Besprechung der nachfolgenden Hypothesen wird sich zei-
gen, dass die Kategorisierung in
”
nicht-auseinanderdriftende Zeitpfade“ (β2 = ±1)
und
”
auseinanderdriftende Zeitpfade“ (β2 6= ±1), die im Rahmen dieses empirischen
Teils vorgenommen wird, vonno¨ten ist, da sich sowohl beide Testverfahren als auch
die Gu¨te der Parameterscha¨tzungen von Kointegrationsvektor und Anpassungskoef-
fizient fu¨r auseinanderdriftende und nicht-auseinanderdriftende Zeitpfade in ihrem
Verhalten unterscheiden. Fu¨r den Anwendungsforscher impliziert dies, dass er aus
der Betrachtung des Kointegrationsvektors Ru¨ckschlu¨sse auf den Verlauf der Zeit-
pfade ziehen kann und daraus im na¨chsten Schritt Implikationen fu¨r die Gu¨te der
Test- und Scha¨tzverfahren ableitbar sind. Infolgedessen wird er in der Lage sein, ei-
ne angemessene Entscheidung u¨ber die Anzahl der Messzeitpunkte zu treffen, zumal
durch die Diplomarbeit ein relativ breites Spektrum an Modelloptionen abgedeckt
ist, die als Orientierungshilfen dienen ko¨nnen.
Da davon auszugehen ist, dass in der Forschungsrealita¨t in den meisten Fa¨llen β2
nicht exakt−1 bzw. +1 ist, erho¨ht der durch die Besta¨tigung der Hypothese mo¨gliche
Einbezug der auseinanderdriftenden Fa¨lle zusa¨tzlich die in der Einleitung (S. 10ff.)
angesprochene Abbildung eines breiteren Realita¨tsspektrums durch kointegrierte
Modelle: sie sind in der Lage, die Realita¨t psychologischer Pha¨nomene mo¨glichst
genau abzubilden (instationa¨r, multivariat und auseinanderdriftende Zeitpfade).
Eine Veranschaulichung dieser Ergebnisse findet sich in Abbildung 5.4, S. 104. Ab-
sichtlich sind hier nur die Messzeitpunktevariationen (T ) aus dem niedrigeren Be-
reich dargestellt, da ihre Betrachtung fu¨r einen Großteil der psychologischen For-
schungspraxis ho¨here Relevanz besitzt. Es zeigt sich deutlich, dass VAR(1)-Prozesse
30Im Rahmen der Arbeit wurden zwei unterschiedliche Typen von kointegrierten Modellen mit
auseinanderdriftenden Zeitpfaden simuliert, na¨mlich Modelle mit φ11 +φ12 < 1 und φ11 +φ12 > 1.
Wie die Ergebnisdarstellung zu Test- und Scha¨tzverfahren zeigt, unterscheiden sich die Verfahren
in Bezug auf die beiden Modelltypen kaum. Aus diesem Grund bezieht sich die Hypothesenu¨ber-
pru¨fung - falls nicht anders gekennzeichnet - immer auf den erstgenannten Typ. Mo¨gliche feinere
Unterschiede zwischen diesen beiden Typen sind in einer Nachfolgeuntersuchung zu dieser Diplom-
arbeit zu kla¨ren.
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Abbildung 5.4: Hypothese 1A (prozen-
tualer Anteil stationa¨rer Komponentenprozes-
se und stationa¨rer Linearkombinationen) mit-
tels Dickey-Fuller-Kointegrationstest fu¨r aus-
einanderdriftende Zeitpfade (Modellmatrizen
mit φ11 + φ12 < 1).
mit graphisch auseinanderdriftenden Zeit-
pfaden umso ha¨ufiger kointegriert sind,
je ho¨her sowohl die Anzahl der Mess-
zeitpunkte (variiert von oben nach un-
ten) als auch der Grad der Abha¨ngig-
keit der Komponentenprozesse ist: der
Dickey-Fuller-Test zeigt zunehmend in
100% der Fa¨lle stationa¨re Linearkombina-
tionen an, wa¨hrend gleichzeitig in immer
mehr Fa¨llen instationa¨re Komponenten-
prozesse diagnostiziert werden und somit
der Anteil fa¨lschlicherweise als stationa¨r
deklarierter Komponentenprozesse sinkt.
Hypothese 1b (S. 79), die angibt, dass
das Johansen-Testverfahren bei nicht-aus-
einanderdriftenden Zeitpfaden bei identi-
scher Anzahl der Messzeitpunkte und ver-
gleichbarer Abha¨ngigkeit der Komponen-
tenprozesse erst ab einem ho¨heren Grad
der Abha¨ngigkeit der Komponentenpro-
zesse (
”
langsamer“) Kointegration indi-
ziert als bei auseinanderdriftenden Ein-
zelprozessen, ist ebenfalls besta¨tigt. Ih-
re Validierung untermauert die Wichtig-
keit der Unterscheidung von Prozessen
mit auseinanderdriftenden und nicht-aus-
einanderdriftenden Zeitpfaden.
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Abbildung 5.5: Hypothese 1B: Vergleich
des Verhaltens des Johansen-Testverfahrens
(prozentualer Anteil einer signifikanten Koin-
tegrationsbeziehung) fu¨r Modelle mit nicht-
auseinanderdriftenden vs. auseinanderdrift-
enden Zeitpfaden (Modellmatrizen mit φ11 +
φ12 < 1).
Man kann na¨mlich sehen, dass nicht nur
der Johansen-Kointegrationstest, sondern
auch der Dickey-Fuller-Test, der an die-
ser Stelle aber nicht genauer betrachtet
werden soll, bei den beiden Verlaufsty-
pen der Zeitpfade der Komponentenpro-
zesse ein unterschiedliches Verhalten zei-
gen. Zuna¨chst mag es so anmuten, als
wu¨rde sich der Johansen-Test bei ausein-
anderdriftenden Zeitpfaden der Einzelrei-
hen nicht sehr differenziert verhalten, in-
dem er bereits bei einer Abha¨ngigkeit von
0,4 schon bei T = 50 Messzeitpunkten in
100% der Fa¨lle Kointegration anzeigt. Aus
statistischer Perspektive ist dies allerdings
keinesfalls negativ zu bewerten: wenn kei-
ne falsch positiven Ergebnisse resultieren,
ist der Test na¨mlich hervorragend, d.h. er
weist eine hohe Teststa¨rke auf. Bei nicht-
auseinanderdriftenden Zeitpfaden diagno-
stiziert der Johansen-Test bei der glei-
chen geringen Anzahl der Messzeitpunk-
te von 50 sehr viel
”
spa¨ter“ das Vorliegen
einer Kointegrationsbeziehung. Erst ab ei-
ner Abha¨ngigkeit von 0,6 wird in 100% der
Fa¨lle Kointegration angezeigt.
Abbildung 5.5, S. 105, weist ebenso dieses Verhalten des Johansen-Kointegrations-
tests graphisch nach: es zeigt sich, dass der beschriebene Unterschied fu¨r Modelle mit
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auseinanderdriftenden vs. nicht-auseinanderdriftenden Zeitpfaden mit zunehmender
Anzahl der Messzeitpunkte (von oben nach unten) immer kleiner wird.
Abbildung 5.6: Hypothese 1C: Vergleich des Verhaltens des Dickey-Fuller- vs. Johansen-Ko-
integrationstests fu¨r Modelle mit nicht-auseinanderdriftenden Zeitpfaden (links) und Modelle mit
auseinanderdriftenden Zeitpfaden (rechts; Modellmatrizen mit φ11 + φ12 < 1); prozentualer An-
teil stationa¨rer Linearkombinationen (DF-Test) bzw. einer signifikanten Kointegrationsbeziehung
(Johansen-Test).
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Hypothese 1c (S. 79) kann als bedingt besta¨tigt gelten, wenn auch die Unterschie-
de nicht sehr deutlich sind. Die Hypothese nimmt an, dass der DF-Kointegrationstest
und der Johansen-Kointegrationstest sich bei identischer Anzahl der Messzeitpunkte
und vergleichbarer Abha¨ngigkeit der Komponentenprozesse bezu¨glich der diagnosti-
zierten Ha¨ufigkeit von kointegrierten Beziehungen unterscheiden. Dieser Unterschied
ist allerdings nicht sehr deutlich. Der Johansen-Test zeigt ungefa¨hr dieselbe Tendenz
wie der Dickey-Fuller-Kointegrationstest, allerdings immer etwas
”
spa¨ter“, um in
der Terminologie
”
Geschwindigkeit“ zu bleiben, na¨mlich - zumindest was Modelle
mit nicht-auseinanderdriftenden Zeitpfaden betrifft - ungefa¨hr um einen Abha¨ngig-
keitsunterschied von 0,1 oder 0,2 versetzt. Man ko¨nnte also schlussfolgern, dass der
Dickey-Fuller-Test eine minimal ho¨here Teststa¨rke aufweist.
Fu¨r nicht-auseinanderdriftende (linke Spalte) und auseinanderdriftende (rechte Spal-
te) Zeitpfade ko¨nnen die Befunde anhand der Abbildung 5.6, S. 106, nachvollzogen
werden. Wenn man die linke und die rechte Spalte der Abbildung vergleicht, kann
man deutlich sehen, dass die in der Hypothese postulierten Unterschiede bei Model-
len mit auseinandriftenden Zeitpfaden der Einzelreihen geringer ausfallen.
5.3 Gu¨te der Parameterscha¨tzungen von Kointegrationsvek-
tor und Anpassungskoeffizient: Ergebnisse
Im Zentrum der Betrachtung zur Beurteilung der Gu¨te der Parameterscha¨tzungen
stehen zuna¨chst die Tabellen 5.5, S. 108f., als repra¨sentative
”
Stichprobe“ fu¨r mul-
tivariate Prozesse mit nicht-auseinanderdriftenden Zeitpfaden und die Tabellen 5.6,
S. 110f., und 5.7, S. 112, als Vertretergruppe der VAR(1)-Prozesse mit auseinander-
driftenden Zeitpfaden. Die Tabellen beschreiben die mittleren quadratischen Fehler
(MSE) fu¨r β2, α1, α2 und auch den Gesamt-MSE fu¨r α. Wie auf S. 92 durch die Nor-
mierung von β1 = 1 begru¨ndet wurde, sollte nochmals darauf hingewiesen werden,
dass der Vergleich der Scha¨tzgu¨te von Kointegrationsvektor und Anpassungskoeffi-
zient nur durch den Gesamt-Vergleich von MSEβ˜2 und MSE ˜αges erfolgen kann.
Insgesamt wird vor allem der Bereich der geringen Messzeitpunkte betrachtet, da die-
Interpretation der Ergebnisse und U¨berpru¨fung der Hypothesen 108
Tabelle 5.5: MSEs fu¨r α und β; VAR(1)-Pro-
zesse mit nicht-auseinanderdriftenden Zeitpfa-
den der Komponentenprozesse. ⇒ Fortsetzung auf
der na¨chsten Seite ⇒
nicht-auseinanderdriftend
φ11, φ12, φ21 und φ22 > 0
φ11 + φ12 = 1; φ21 + φ22 = 1
φ21 und φ22 konstant
Modell-
matrix
φ11 φ12 MSE MSE MSE MSE
φ21 φ22 Abh T β˜2 α˜1 α˜2 ˜αges
0,95 0,05 0,15 50 29,4836 0,0076 0,006 0,0068
0,1 0,9 100 52,7924 0,0026 0,0023 0,0024
150 0,0995 0,0015 0,0012 0,0013
200 0,0141 0,0009 0,0008 0,0009
250 0,0082 0,0006 0,0007 0,0007
300 0,0063 0,0005 0,0005 0,0005
350 0,0045 0,0004 0,0004 0,0004
400 0,0035 0,0004 0,0004 0,0004
450 0,0029 0,0003 0,0003 0,0003
500 0,0025 0,0003 0,0003 0,0003
0,75 0,25 0,35 50 0,029 0,0099 0,0074 0,0086
0,1 0,9 100 0,0065 0,0033 0,0033 0,0032
150 0,0041 0,0023 0,0022 0,0023
200 0,0021 0,0015 0,0016 0,0015
250 0,0014 0,0011 0,0013 0,0012
300 0,0009 0,0009 0,0011 0,001
350 0,0006 0,0007 0,0009 0,0008
400 0,0006 0,0007 0,0007 0,0007
450 0,0004 0,0006 0,0007 0,0006
500 0,0004 0,0005 0,0006 0,0006
0,55 0,45 0,55 50 0,0049 0,0107 0,0092 0,0099
0,1 0,9 100 0,0016 0,0041 0,0044 0,0042
150 0,0011 0,003 0,0032 0,0031
200 0,0006 0,0019 0,0022 0,002
250 0,0004 0,0015 0,0018 0,0016
300 0,0003 0,0012 0,0016 0,0014
350 0,0002 0,001 0,0014 0,0012
400 0,0002 0,0009 0,0011 0,001
450 0,0002 0,0008 0,001 0,0009
500 0,0001 0,0007 0,0009 0,0008
ser fu¨r die psychologische Anwen-
dung Relevanz besitzt und beur-
teilt werden kann, welche Mindestan-
zahl von Messzeitpunkten bei wel-
cher Sta¨rke des Zusammenhangs der
Komponentenprozesse gegeben sein
muss, um von reliablen Scha¨tzungen
ausgehen zu ko¨nnen.
In Tabelle 5.5, S. 108, fu¨r nicht-
auseinanderdriftende Zeitpfade
wird zuna¨chst der MSEβ˜2 betrach-
tet. Bei geringer Abha¨ngigkeit der
Komponentenprozesse (0,15) und bei
geringer Anzahl der Messzeitpunk-
te (T = 50 bzw. 100) ist der
MSE zuna¨chst ausgesprochen hoch
(bis 52,7924), nimmt aber dann sehr
schnell ab und betra¨gt bei einer
Abha¨ngigkeit von 0,35 und T =
50 nur noch 0,029. Diese Tendenz
nimmt mit zunehmender Abha¨ngig-
keit zu (0,0049 bei Abh= 0, 55) und
liegt bei einer sehr hohen Abha¨ngig-
keit von 0,9 bei 0,0013.
Das heißt, dass die Gu¨te der Scha¨tzung von β2 sich bei einer geringen Anzahl der
Messzeitpunkte (T = 50) mit zunehmender Abha¨ngigkeit der Komponentenprozes-
se sehr schnell verbessert. Bei Erho¨hung der Messzeitpunkte versta¨rkt sich dieses
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Fortsetzung Tabelle 5.5, S. 108
φ11 φ12 MSE MSE MSE MSE
φ21 φ22 Abh T β˜2 α˜1 α˜2 ˜αges
0,2 0,8 0,9 50 0,0013 0,0117 0,0112 0,0114
100 0,0005 0,0047 0,0058 0,0052
150 0,0003 0,0034 0,0039 0,0037
200 0,0002 0,0023 0,0027 0,0025
250 0,0001 0,0019 0,0022 0,002
300 0,0001 0,0015 0,002 0,0017
350 0,0001 0,0012 0,0017 0,0015
400 0,0001 0,0011 0,0013 0,0012
450 0 0,001 0,0013 0,0011
500 0 0,0009 0,0011 0,001
Verhalten selbstredend (MSE von 0
bei Abha¨ngigkeit von 0,9 und T =
500). Die Scha¨tzung von α1 ist schon
bei sehr viel geringerer Abha¨ngigkeit
der Komponentenprozesse und gerin-
ger Anzahl der Messzeitpunkte (T =
50) vergleichsweise ausgezeichnet.
Bei einer Abha¨ngigkeit von 0,15 liegt der MSE bei T = 50 bei 0,0076, was einen
u¨berdeutlichen Unterschied zu den beschriebenen Ergebnissen von β2 demonstriert.
Allerdings steigt der MSE fu¨r α1 mit zunehmender Abha¨ngigkeit der Komponen-
tenprozesse an. Er liegt bei einer Abha¨ngigkeit von 0,55 und T = 50 bei 0,0107 und
nimmt bis zu einer Abha¨ngigkeit von 0,9 weiter zu bis 0,0117. Diese Tendenz ist fu¨r
den Bereich der hohen Messzeitpunkte zwar vorhanden, aber schwa¨cht sich etwas
ab (vgl. auch Abbildung 5.7, S. 113).
Ein a¨hnliches Verhalten ist fu¨r α2 zu beobachten. Auch hier ist bei geringer Abha¨ngig-
keit von 0,15 im drastischen Vergleich zu β2 ein verha¨ltnisma¨ßig geringer MSE von
0,006 (fu¨r T = 50) zu sehen, der bei einer Abha¨ngigkeit von 0,55 aber bereits auf
eine Abha¨ngigkeit von 0,0092 angestiegen ist und bei einer Abha¨ngigkeit von 0,9 bei
0,0112 liegt.
Damit zeichnet sich dieselbe Tendenz fu¨r das arithmetische Mittel, den MSE ˜αges , ab.
Die Scha¨tzung des Anpassungskoeffizienten wird mit zunehmender Abha¨ngigkeit der
Komponentenprozesse bei gleicher Anzahl der Messzeitpunkte (T = 50) geringfu¨gig
schlechter und erreicht bei einer hohen Abha¨ngigkeit der Komponentenprozesse von
0,9 einen Wert von 0,0114. Dies ist ein Unterschied im Vergleich zu einem MSEβ˜2
bei gleicher Abha¨ngigkeit und gleicher Anzahl der Messzeitpunkte von 0,0013.
Fu¨r Prozesse mit auseinanderdriftenden Zeitpfaden der Komponentenpro-
zesse sind sowohl die Fa¨lle fu¨r φ11 + φ12 < 1 (Tabelle 5.6, S. 110) als auch fu¨r
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Tabelle 5.6: MSEs fu¨r α und β; VAR(1)-Pro-
zesse mit auseinanderdriftenden Zeitpfaden der
Komponentenprozesse (φ11 + φ12 < 1). ⇒ Fortset-
zung auf der na¨chsten Seite ⇒
auseinanderdriftend
φ11, φ12, φ21 und φ22 ∈ ℜ
φ
11
+ φ12 < 1; φ21 + φ22 < 1
φ21 und φ22 konstant
Modell-
matrix
φ11 φ12 MSE MSE MSE MSE
φ21 φ22 Abh T β˜2 α˜1 α˜2 ˜αges
1,01 -0,05 0,15 50 2,6876 0,0009 0,0026 0,0018
0,1 0,5 100 1,5291 0,0003 0,0006 0,0005
150 0,5948 0,0002 0,0004 0,0003
200 0,2018 0,0001 0,0002 0,0002
250 0,0971 0,0001 0,0002 0,0001
300 0,0977 0,0001 0,0002 0,0001
350 0,0948 0,0001 0,0001 0,0001
400 0,0644 0,0001 0,0001 0,0001
450 0,0634 0 0,0001 0,0001
500 0,0395 0 0,0001 0,0001
1,06 -0,3 0,4 50 4,5485 0,0008 0,0012 0,001
0,1 0,5 100 0,2296 0,0003 0,0004 0,0003
150 0,1586 0,0002 0,0003 0,0002
200 0,0723 0,0001 0,0002 0,0002
250 0,0656 0,0001 0,0001 0,0001
300 0,0514 0,0001 0,0001 0,0001
350 0,0366 0,0001 0,0001 0,0001
400 0,0249 0,0001 0,0001 0,0001
450 0,024 0 0,0001 0,0001
500 0,0185 0 0,0001 0
1,07 -0,35 0,45 50 1,3537 0,0007 0,001 0,0009
0,1 0,5 100 0,219 0,0003 0,0004 0,0003
150 0,1144 0,0002 0,0003 0,0002
200 0,0643 0,0001 0,0002 0,0001
250 0,0561 0,0001 0,0001 0,0001
300 0,0441 0,0001 0,0001 0,0001
350 0,0323 0,0001 0,0001 0,0001
400 0,0194 0,0001 0,0001 0,0001
450 0,0177 0 0,0001 0
500 0,0135 0 0,0001 0
φ11 + φ12 > 1 (Tabelle 5.7, S.
112) dargestellt. Bei den Prozes-
sen mit auseinanderdriftenden Zeit-
pfaden der Einzelreihen sind im
Allgemeinen andere Ergebnisse als
bei Prozessen mit nicht-auseinander-
driftenden Zeitpfaden zu beobach-
ten. Der MSE von β2 schwankt bei
den erstgenannten Modellen (Tabel-
le 5.6, S. 110) zuna¨chst fu¨r T =
50 im Abha¨ngigkeitsspektrum von
0,15 bis 0,4 stark, stabilisiert sich
aber ab einer Abha¨ngigkeit von 0,45
(1,3537) und wird zunehmend besser
mit einem Wert von 0,1695 bei ei-
ner Abha¨ngigkeit von 0,9. Trotz die-
ser Verbesserung ist die Gu¨te der
Scha¨tzung des Kointegrationsvektors
offensichtlich bei auseinanderdrift-
enden Zeitpfaden bedeutend schlech-
ter als bei nicht-auseinanderdriftend-
en Zeitpfaden. Bei einer Abha¨ngig-
keit von 0,9 betra¨gt der MSE fu¨r β2
dort 0,0013.
Der MSE fu¨r α1 verschlechtert sich zwar nicht mit zunehmender Abha¨ngigkeit wie
im Fall von nicht-auseinanderdriftenden Zeitpfaden, er weist aber gleichzeitig auch
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Fortsetzung Tabelle 5.6, S. 110
φ11 φ12 MSE MSE MSE MSE
φ21 φ22 Abh T β˜2 α˜1 α˜2 ˜αges
1,09 -0,45 0,55 50 0,9193 0,0007 0,0008 0,0008
0,1 0,5 100 0,2659 0,0003 0,0003 0,0003
150 0,0663 0,0002 0,0002 0,0002
200 0,0405 0,0001 0,0002 0,0001
250 0,0285 0,0001 0,0001 0,0001
300 0,0231 0,0001 0,0001 0,0001
350 0,0169 0,0001 0,0001 0,0001
400 0,0121 0,0001 0,0001 0,0001
450 0,011 0 0,0001 0
500 0,0087 0 0 0
1,16 -0,8 0,9 50 0,1695 0,0007 0,0006 0,0006
0,1 0,5 100 0,032 0,0002 0,0003 0,0002
150 0,0109 0,0001 0,0002 0,0002
200 0,0068 0,0001 0,0001 0,0001
250 0,0044 0,0001 0,0001 0,0001
300 0,0038 0,0001 0,0001 0,0001
350 0,0027 0 0,0001 0,0001
400 0,0019 0 0 0
450 0,0016 0 0 0
500 0,0013 0 0 0
keine deutlichen A¨nderungen auf,
d.h. es kann keine wirkliche Aus-
sage daru¨ber gemacht werden, in
welcher Weise und in Abha¨ngig-
keit von welchen Faktoren sich die
Scha¨tzgu¨te von α1 bei auseinander-
driftenden Zeitpfaden vera¨ndert. Der
MSE schwankt relativ bald, na¨mlich
ab einer Abha¨ngigkeit von 0,45, um
0,0007.
Auch bei der durch den MSE operationalisierten Scha¨tzgu¨te von α2 sind keine
sehr deutlichen Vera¨nderungen, aber eine leichte Tendenz zu einer Verbesserung
der Scha¨tzgu¨te mit zunehmender Abha¨ngigkeit der Komponentenprozesse zu beob-
achten (MSE= 0, 0008 bei Abh= 0, 55 und 0,0006 bei Abh=0, 9 fu¨r jeweils T = 50).
Vor diesem Hintergrund muss sich auch der MSE ˜αges a¨hnlich entwickeln. Er stabili-
siert sich bei einer Abha¨ngigkeit von 0,9 bei 0,0006 fu¨r T = 50.
Beim Vergleich der Tabellen zu auseinanderdriftenden Zeitpfaden (5.6, S. 110, und
5.7, S. 112) kann man feststellen, dass die Scha¨tzgu¨te bei den eben beschriebenen
Modellen mit auseinanderdriftenden Zeitpfaden fu¨r φ11 + φ12 < 1 (Tabelle 5.6, S.
110) mit dem Verhalten der Scha¨tzgu¨te bei den außerdem noch simulierten Model-
len fu¨r φ11 + φ12 > 1 (Tabelle 5.7, S. 112) vergleichbar ist. Dies kann anhand der
Tabelle 5.7, S. 112, verifiziert werden. Deshalb wa¨re es redundant, diese Ergebnisse
nochmals zu beschreiben. Die beschriebenen Modelle aus Tabelle 5.6, S. 110, werden
im weiteren Verlauf der Arbeit als repra¨sentativ fu¨r die Gruppe der Modelle mit aus-
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Tabelle 5.7: MSEs fu¨r α und β; VAR(1)-Pro-
zesse mit auseinanderdriftenden Zeitpfaden der
Komponentenprozesse (φ11 + φ12 > 1).
auseinanderdriftend
φ11, φ12, φ21 und φ22 > 0
φ
11
+ φ12 > 1; φ21 + φ22 < 1
φ21 und φ22 konstant
Modell-
matrix
φ11 φ12 MSE MSE MSE MSE
φ21 φ22 Abh T β˜2 α˜1 α˜2 ˜αges
0,99 0,05 0,15 50 25,5931 0,001 0,0018 0,0014
0,1 0,5 100 1,3692 0,0003 0,0006 0,0005
150 0,4347 0,0002 0,0004 0,0003
200 0,1731 0,0001 0,0002 0,0002
250 0,0951 0,0001 0,0002 0,0001
300 0,0988 0,0001 0,0002 0,0001
350 0,093 0,0001 0,0001 0,0001
400 0,0615 0,0001 0,0001 0,0001
450 0,0538 0,0001 0,0001 0,0001
500 0,0436 0 0,0001 0,0001
0,93 0,35 0,45 50 13,6293 0,0012 0,0012 0,0012
0,1 0,5 100 2,0471 0,0005 0,0005 0,0005
150 0,3242 0,0002 0,0003 0,0003
200 0,1161 0,0002 0,0002 0,0002
250 0,0671 0,0001 0,0002 0,0001
300 0,0502 0,0001 0,0001 0,0001
350 0,0431 0,0001 0,0001 0,0001
400 0,0362 0,0001 0,0001 0,0001
450 0,0287 0,0001 0,0001 0,0001
500 0,0254 0,0001 0,0001 0,0001
0,84 0,8 0,9 50 1,0165 0,0012 0,0008 0,001
0,1 0,5 100 0,1087 0,0004 0,0004 0,0004
150 0,052 0,0003 0,0003 0,0003
200 0,0287 0,0002 0,0002 0,0002
250 0,0192 0,0001 0,0002 0,0001
300 0,0151 0,0001 0,0001 0,0001
350 0,0111 0,0001 0,0001 0,0001
400 0,009 0,0001 0,0001 0,0001
450 0,0068 0,0001 0,0001 0,0001
500 0,0051 0,0001 0,0001 0,0001
einanderdriftenden Zeitpfaden ange-
sehen, da ihr Verhalten auch in Be-
zug auf die Testverfahren repra¨sen-
tativ ist, wie bereits gezeigt wer-
den konnte (vgl. Abschnitte 5.1.1, S.
93ff., und 5.1.2, S. 96ff.).
Zusa¨tzlich zu den beschriebenen Ta-
bellen sind die Ergebnisse anhand
der Abbildungen 5.7 und 5.8 auf
den Seiten 113 und 114 nachvollzieh-
bar. Wie auch schon bei der gra-
phischen Darstellung der Ergebnisse
zu den Testverfahren deutlich wur-
de, unterscheiden sich die Ergebnisse
auch bei den Parameterscha¨tzungen
fu¨r die beiden Modelltypen ausein-
anderdriftender Zeitpfade mit φ11 +
φ12 < 1 vs. > 1 nicht wesentlich,
weshalb hier nur die Ergebnisse fu¨r
die erstgenannte Modellkategorie mit
φ11 + φ12 < 1 graphisch illustriert
werden.
In Abbildung 5.7, S. 113, die die Qualita¨t der Scha¨tzung von Kointegrationsvektor
und Anpassungskoeffizient bei Einzelreihen mit nicht-auseinanderdriftenden Zeitpfa-
den graphisch zusammenfasst, fa¨llt deutlich auf, dass der MSE fu¨r den Anpassungs-
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Abbildung 5.7: Ergebnisse der Parameterscha¨tzungen von Kointegrationsvektor und Anpas-
sungskoeffizient fu¨r nicht-auseinanderdriftende Zeitpfade.
koeffizienten mit zunehmendem Grad der Abha¨ngigkeit der Komponentenprozesse
ansteigt, wa¨hrend der MSE fu¨r den Kointegrationsvektor abnimmt.
Neben dieser Abbildung stimmt auch die Veranschaulichung der Ergebnisse zur
Scha¨tzgu¨te im Fall von auseinanderdriftenden Zeitpfaden der Komponentenprozesse
in Abbildung 5.8, S. 114, mit den in den Tabellen dargestellten Ergebnissen u¨ber-
ein: im Fall auseinanderdriftender Zeitpfade der Einzelreihen steigt die Gu¨te der
Scha¨tzung des Anpassungskoeffizienten mit zunehmender Abha¨ngigkeit der Kom-
ponentenprozesse. Dies trifft auch auf die Qualita¨t der Scha¨tzung des Kointegra-
tionsvektors zu. Die Entwicklung seiner Scha¨tzgu¨te ist allerdings aufgrund eines
Ausreißers nicht so deutlich graphisch zu sehen.
Wenn man die beschriebenen unterschiedlichen Funktionen von Anpassungskoeffizi-
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Abbildung 5.8: Ergebnisse der Parameterscha¨tzungen von Kointegrationsvektor und Anpas-
sungskoeffizient fu¨r auseinanderdriftende Zeitpfade (φ
11
+ φ12 < 1).
ent und Kointegrationsvektor bedenkt (vgl. Abschnitt 3.4.1, S. 54ff.), die an der an-
gegebenen Stelle auch graphisch veranschaulicht sind, ko¨nnen diese Ergebnisse zum
Verhalten der Scha¨tzverfahren fu¨r die beiden Parameter unmittelbar einleuchten.
Wie ausfu¨hrlich dargestellt wurde, bestimmt die Gro¨ße des Kointegrationsvektors
den Abstand zwischen den Einzelreihen (schwarz und rot) und die Gro¨ße des An-
passungskoeffizienten den Abstand der beiden Reihen zur Linearkombination (gru¨n),
also die
”
Anpassung“ an das Gleichgewicht. Zwar sind in der Literatur aufgrund der
existierenden Testverfahren keine Abstufungen von Kointegration beschrieben, so-
dass man von
”
sta¨rker kointegrierten“ oder
”
weniger stark kointegrierten“ Prozessen
sprechen ko¨nnte, dennoch haben die Testverfahren gezeigt (vgl. Abschnitte 5.1.1, S.
93ff., und 5.1.2, S. 96ff.), dass bei zunehmender Abha¨ngigkeit der Komponenten-
prozesse in immer mehr Fa¨llen Kointegration indiziert wird. So ko¨nnte man weiter
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denken, dass der Kointegrationsvektor, der den Abstand zwischen den Einzelrei-
hen bestimmt, zusa¨tzlich angibt, wie stark die Prozesse kointegriert sind. Folglich
leuchtet ein, warum der Kointegrationsvektor umso besser und stabiler gescha¨tzt
wird, je abha¨ngiger die Komponentenprozesse sind. Mit zunehmender Stabilita¨t
der Scha¨tzungen ist auch von einer zunehmenden Pra¨zision der Prognose auszu-
gehen. Diese Schlussfolgerungen sind in Nachfolgestudien genauer zu untersuchen.
Die Betrachtung der Gu¨te der Scha¨tzverfahren hat also weitreichende Implikationen.
Die Funktion des Anpassungskoeffizienten (Abstand der Reihen zum Gleichgewicht)
dagegen steht nicht in unmittelbarem Zusammenhang mit der Abha¨ngigkeit der
Komponentenprozesse und deshalb ist erkla¨rbar, dass die Scha¨tzverfahren fu¨r den
Anpassungskoeffizienten mit zunehmender Abha¨ngigkeit der Komponentenprozesse
kein eindeutiges Muster erkennen lassen.
5.4 U¨berpru¨fung der Hypothesen
zu den Parameterscha¨tzungen
Hypothese 2a (S. 80) kann in ihrer Besta¨tigung oder Nicht-Besta¨tigung nur beur-
teilt werden, wenn man zwischen auseinanderdriftenden und nicht-auseinanderdrift-
enden Zeitpfaden und dabei jeweils nochmals zwischen dem Grad der Abha¨ngigkeit
der Komponentenprozesse unterscheidet. Die Hypothese nimmt an, dass die Gu¨te
der Scha¨tzung des Kointegrationsvektors u¨ber das Fehlerkorrekturmodell sehr hoch
ist, d.h. im u¨blichen Range der Scha¨tzungen von ARMA-Parametern liegt, na¨mlich
zwischen einem MSE von 0,2 und 0,002. Da β1 immer auf Eins normiert wird, sind
keine Scha¨tzbeurteilungen zu β1 mo¨glich, weshalb die Gu¨te der Scha¨tzung des Ko-
integrationsvektors nur auf Basis der Ergebnisse zu β2 beurteilt werden kann (vgl.
Erla¨uterungen auf S. 92). Fu¨r nicht-auseinanderdriftende Zeitpfade ist die Gu¨te der
Scha¨tzung bei geringer Abha¨ngigkeit der Komponentenprozesse zuna¨chst sehr nied-
rig, sie wird aber bei der Erho¨hung der Abha¨ngigkeit der Komponentenprozesse sehr
schnell viel besser und erreicht bei einer sehr hohen Abha¨ngigkeit (0,9) ein relativ
hohes Niveau: MSE von 0,0013 bei T = 50 und 0,0001 ab T = 250. Man kann also
sagen, dass die Gu¨te der Scha¨tzung des Kointegrationsvektors bei nicht-auseinan-
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derdriftenden Zeitpfaden dann sehr hoch ist, wenn die Einzelprozesse eine mittlere
bis hohe Abha¨ngigkeit aufweisen.
Bei auseinanderdriftenden Zeitpfaden ist die Scha¨tzung von β2 bei niedrigem T
deutlich schlechter. Nach anfa¨nglicher Schwankung stabilisiert sie sich zwar ab einer
Abha¨ngigkeit von 0,45 (MSE: 1,3537), der MSE ist aber bei einer hohen Abha¨ngig-
keit (0,9) im Vergleich zu nicht-auseinanderdriftenden Zeitpfaden sehr hoch (0,1695)
und damit ist die Scha¨tzung von β2 bei auseinanderdriftenden Zeitpfaden im Ver-
gleich zu nicht-auseinanderdriftenden Zeitpfaden schlechter.
Diese Befunde ko¨nnen graphisch anhand von Abbildung 5.9, S. 116, verifiziert wer-
den.
Abbildung 5.9: Hypothese 2A zur Scha¨tzung des Kointegrationsvektors fu¨r VAR(1)-Modelle
mit nicht-auseinanderdriftenden (links) und auseinanderdriftenden Zeitpfaden (rechts; Modellma-
trizen mit φ11 + φ12 < 1).
Aufgrund der Ausreißer sind die anhand der Tabellen 5.5 bis 5.7, S. 108ff., beschrie-
benen Unterschiede zwischen Modellen mit nicht-auseinanderdriftenden vs. ausein-
anderdriftenden Zeitpfaden der Komponentenprozesse graphisch nicht so deutlich
zu erkennen.
Solange noch kein Vergleich mit der Scha¨tzgu¨te eines anderen Parameters, etwa mit
der des Anpassungskoeffizienten (vgl. Hypothese 2b), angestellt wird, ko¨nnte man
aus den Tabellen und Schaubildern schlussfolgern, dass die Qualita¨t der Scha¨tzung
des Kointegrationsvektors im Allgemeinen als
”
gut“ bezeichnet werden kann. In Be-
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Abbildung 5.10: Hypothese 2B: u¨berge-
ordneter Vergleich der Scha¨tzgu¨te von Ko-
integrationsvektor vs. Anpassungskoeffizient
fu¨r Modelle mit nicht-auseinanderdriftenden
Zeitpfaden.
zug auf den in der Hypothese angestellten
Vergleich mit der Gu¨te der Scha¨tzung von
ARMA-Parametern (vgl. Werner, 2005, S.
165ff.), deren u¨blicher Range zwischen ei-
nem MSE von 0,2 und 0,002 lokalisiert
werden kann, muss allerdings differenziert
werden. In diesem Sinne kann die Gu¨te der
Scha¨tzung des Kointegrationsvektors fu¨r
nicht-auseinanderdriftende Zeitpfade bei
sehr geringen Abha¨ngigkeiten der Kompo-
nentenprozesse (< 0, 35) erst ab T = 150,
bei allen ho¨heren Abha¨ngigkeiten bereits
bei T = 50 als
”
sehr gut“ angesehen
werden. Wenn man diesen Vergleich aber
mit der Gu¨te der Scha¨tzung von ARMA-
Parametern als Gu¨tekriterium bei ausein-
anderdriftenden Zeitpfaden heranzieht, ist
das Qualita¨tsurteil
”
sehr gut“ nicht ange-
messen: die Scha¨tzungen fallen erst bei ei-
ner sehr hohen Abha¨ngigkeit von 0,9 bei
T = 50 in den Range zwischen einem MSE
von 0,2 und 0,002.
Hypothese 2b (S. 80) kann auch nur
beurteilt werden, wenn zwischen ausein-
anderdriftenden und nicht-auseinander-
driftenden Zeitpfaden unterschieden wird.
Sie postuliert, dass die Gu¨te der Scha¨tzung des Kointegrationsvektors sich bei glei-
cher Anzahl der Messzeitpunkte und vergleichbarer Abha¨ngigkeit der Komponen-
tenprozesse von der Gu¨te der Scha¨tzung des Anpassungskoeffizienten unterscheidet.
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Abbildung 5.11: Hypothese 2B: u¨berge-
ordneter Vergleich der Scha¨tzgu¨te von Koin-
tegrationsvektor vs. Anpassungskoeffizient fu¨r
Modelle mit auseinanderdriftenden Zeitpfaden
(Modellmatrizen mit φ11 + φ12 < 1).
Insgesamt weisen die Ergebnisse einen sol-
chen Unterschied nach, der ohne Zwei-
fel bedeutend ist: die Gu¨te der Scha¨tzun-
gen der beiden Parameter verha¨lt sich in
ihrer Tendenz bei nicht-auseinanderdrift-
enden Zeitpfaden gegenla¨ufig. Diese Ge-
genla¨ufigkeit ko¨nnte v.a. deshalb einleuch-
ten, weil Kointegrationsvektor und An-
passungskoeffizient als Produkt ins Feh-
lerkorrekturmodell eingehen (vgl. Glei-
chung 3.5, S. 52). Die Scha¨tzung von
α1 ist bei einer sehr geringen Abha¨ngig-
keit der Komponentenprozesse (0,15) bei
T = 50 ausgezeichnet (MSE: 0,0076).
Wider Erwarten verschlechtert sich die
Scha¨tzung von α1 aber mit zunehmender
Abha¨ngigkeit der Komponentenprozesse
geringfu¨gig und erreicht bei einer sehr ho-
hen Abha¨ngigkeit von 0,9 einen MSE von
0,0117. Die Gu¨te der Scha¨tzung von α2
verha¨lt sich in ihrem Verlauf a¨hnlich. Da-
mit fa¨llt die Gu¨te der Scha¨tzung des An-
passungskoeffizienten fu¨r hohe Abha¨ngig-
keiten zwar nicht schlecht, aber geringer
aus als fu¨r den Kointegrationsvektor.
Fu¨r auseinanderdriftende Zeitpfade ist die Scha¨tzung des Anpassungskoeffizienten
insgesamt besser als die des Kointegrationsvektors.
Diese Ergebnisse sind in Abbildung 5.10, S. 117, veranschaulicht, die sich auf ko-
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integrierte Modelle beziehen, deren Zeitpfade nicht auseinanderdriften. Zusa¨tzlich
werden die Befunde fu¨r Modelle mit auseinanderdriftenden Zeitpfaden in Abbil-
dung 5.11, S. 118 dargestellt. Sowohl die Abbildung fu¨r Modelle mit nicht-auseinan-
Abbildung 5.12: Hypothese 2C: u¨bergeordneter Vergleich der Scha¨tzgu¨te von Kointegrati-
onsvektor (links) vs. Anpassungskoeffizient (rechts) fu¨r Modelle mit nicht-auseinanderdriftenden
(gru¨n) vs. auseinanderdriftenden (rot) Zeitpfaden (Modellmatrizen mit φ11 + φ12 < 1).
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derdriftenden als auch mit auseinanderdriftenden Zeitpfaden zeigt die beschriebene
Unterschiedlichkeit der Scha¨tzgu¨te von Anpassungskoeffizient und Kointegrations-
vektor.
Abbildung 5.13: Hypothese 2C: Einzelvergleiche der Scha¨tzgu¨te von α1 (links) vs. α2 (rechts)
fu¨r Modelle mit nicht-auseinanderdriftenden (gru¨n) vs. auseinanderdriftenden (rot) Zeitpfaden
(Modellmatrizen mit φ11 + φ12 < 1).
Interpretation der Ergebnisse und U¨berpru¨fung der Hypothesen 121
Hypothese 2c (S. 80) ist durch die Beschreibungen zu den Hypothesen 2a und
b bereits besta¨tigt. Das bedeutet, dass die Scha¨tzgu¨te von Anpassungskoeffizient
vs. Kointegrationsvektor sich in Abha¨ngigkeit vom Verlauf der Zeitpfade der Ein-
zelreihen bei gleicher Anzahl der Messzeitpunkte und vergleichbarer Abha¨ngigkeit
der Komponentenprozesse unterscheidet. Damit ist nachgewiesen, dass bei der For-
schung mit kointegrierten Modellen unbedingt zwischen Modellen mit auseinander-
driftenden und nicht-auseinanderdriftenden Zeitpfaden unterschieden werden muss,
um die Scha¨tzgu¨te von Kointegrationsvektor und Anpassungskoeffizient angemessen
beurteilen zu ko¨nnen.
Dies wird auch durch die Abbildungen 5.12 und 5.13, S. 119f., veranschaulicht. Die
gru¨nen (nicht-auseinanderdriftende Zeitpfade) und die roten (auseinanderdriftende
Abbildung 5.14: Hypothese 2D zur Scha¨tzung von Kointegrationsvektor (links) und Anpas-
sungskoeffizient (rechts) fu¨r Modelle mit nicht-auseinanderdriftenden Zeitpfaden; unterschieden
nach der variierten Abha¨ngigkeit der Komponentenprozesse.
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Zeitpfade) weichen bei den Graphiken zum Anpassungskoeffizienten viel deutlicher
voneinander ab, als bei den Graphiken zum Kointegrationsvektor.
Hypothese 2d (S. 80), die postuliert, dass die Scha¨tzgu¨te von Anpassungskoef-
fizient vs. Kointegrationsvektor sich in Abha¨ngigkeit von der variierten Abha¨ngig-
keit der Komponentenprozesse u¨ber die Nebendiagonalen bei gleicher Anzahl der
Messzeitpunkte unterscheidet, ist ebenfalls durch die Beschreibungen zu den voran-
gegangenen Hypothesen bereits besta¨tigt. Die Gu¨te der Scha¨tzung des Kointegra-
tionsvektors nimmt bei nicht-auseinanderdriftenden Zeitpfaden mit zunehmender
Abha¨ngigkeit der Komponentenprozesse zu, wa¨hrend die Scha¨tzgu¨te des Anpas-
sungskoeffizienten sich gleichzeitig mit zunehmender Abha¨ngigkeit verschlechtert.
Abbildung 5.15: Hypothese 2D zur Scha¨tzung von Kointegrationsvektor (links) und Anpas-
sungskoeffizient (rechts) fu¨r Modelle mit auseinanderdriftenden Zeitpfaden (Modellmatrizen mit
φ11 + φ12 < 1); unterschieden nach der variierten Abha¨ngigkeit der Komponentenprozesse.
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Bei auseinanderdriftenden Zeitpfaden ist das Umgekehrte der Fall: wa¨hrend der
Kointegrationsvektor mit zunehmender Abha¨ngigkeit der Einzelreihen schlechter
gescha¨tzt wird, verbessert sich gleichzeitig die Scha¨tzgu¨te des Anpassungskoeffizien-
ten.
Wie sich dieses Verhalten bei Modellen mit auseinanderdriftenden Zeitpfaden vera¨n-
dert, wird durch den Vergleich der Abbildungen 5.14, S. 121, und 5.15, S. 122, veran-
schaulicht. Bei auseinanderdriftenden Zeitpfaden ko¨nnen in Bezug auf die Scha¨tzgu¨te
des Kointegrationsvektors keine wesentlichen Vera¨nderungen im Vergleich zum nicht-
auseinanderdriftenden Fall mithilfe der Graphiken beobachtet werden. Fu¨r die Scha¨tz-
gu¨te des Anpassungskoeffizienten erscheinen die Graphiken bei Modellen mit aus-
einanderdriftenden Zeitpfaden der Einzelreihen wie umgekehrt, d.h. es deutet sich
die Tendenz an, dass die Scha¨tzungen umso schlechter sind, je geringer der Grad der
Abha¨ngigkeit der Komponentenprozesse ist.
In den Schaubildern sind nur die Abha¨ngigkeitsgrade zu sehen, die sich nicht u¨ber-
schneiden, d.h. der ho¨chste im Schaubild verzeichnete Abha¨ngigkeitsgrad ist der-
jenige, ab dem sich die Simulationsergebnisse fu¨r alle ho¨heren Abha¨ngigkeitsgrade
nicht wesentlich unterscheiden.
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Diskussion und
Einordnung der Ergebnisse
Auch wenn zeitreihenanalytische und damit prozessbezogene Verfahren in der psy-
chologischen Forschungspraxis zum Zweck der Abbildung des dynamischen Systems
Mensch in seinen Eigenschaften und Verhaltensweisen wie in der Einleitung ange-
deutet und von vielen Autoren bema¨ngelt bisher zu selten Anwendung finden, so
ist doch in ju¨ngster Zeit eine vermehrte Anwendung zeitbezogener Verfahren - zu-
mindest aus dem Bereich der univariaten Zeitreihenanalyse - zu beobachten. Die
Psychologie bietet ein großes Spektrum an zeitbezogenem Datenmaterial, das eines
angemessenen Auswertungsverfahrens bedarf. Die Liste der beschriebenen Anwen-
dungsbeispiele kann beliebig weiter um Datenbeispiele - wie z.B. physiologische Da-
ten (EEG-Daten, Daten zu Blutzuckerfluktuation, Herzfrequenz, Hauttemperatur,
Muskelspannung etc.) oder durch Daten zu Blickbewegung, Stimmungsfluktuation
oder psychologischen Regulationsvorga¨ngen, wie z.B. der Beanspruchungsregulati-
on - erga¨nzt werden, bei denen auch die Erhebung einer ausreichenden Anzahl an
Messzeitpunkten mo¨glich ist. Dies la¨sst auf
”
interdisziplina¨re“ Kooperationsprojek-
te hoffen: beispielsweise mit der Biologischen, der Allgemeinen, der Entwicklungs-
Psychologie, der psychologischen Kognitionsforschung und mit Unternehmen.
Nicht zuletzt der empirische Teil der Diplomarbeit zeigt, dass der Forschungsauf-
wand bei der multivariaten Modellierung psychologischer Zeit-Pha¨nomene aufgrund
der Komplexita¨t der Modelle ho¨her als im univariaten Fall ist, was die Befu¨rchtung
aufkommen lassen ko¨nnte, dass die Anwendungsattraktivita¨t multivariater Zeitrei-
henmodelle fu¨r die psychologische Forschung dadurch sinkt bzw. erst gar nicht richtig
in Gang kommt. Es muss jedoch - wie schon in der Einleitung beschrieben - ohne
Zweifel einleuchten, dass multivariate kointegrierte Modelle bisher nicht realisierte
Modellierungsoptionen - na¨mlich die direkte Abbildung instationa¨rer Prozesse ohne
vorgeschaltete Transformation, die das
”
Langzeitgeda¨chtnis“ eliminiert - ero¨ffnen
und damit wiederum ho¨chst anwendungsattraktiv sind. Hinzu kommt, dass koin-
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tegrierte Modelle ein ausgesprochen hohes Modellierungspotential aufweisen, d.h.
sie ko¨nnen das Realita¨tsspektrum sehr viel genauer abbilden als bei herko¨mmlichen
zeitreihenanalytischen Modellen, da viele psychologische Pha¨nomene einen instati-
ona¨ren Verlauf zeigen und in Beziehung zu anderen Pha¨nomenen stehen. Außerdem
sind - wie im Rahmen der Simulationen deutlich gezeigt werden konnte - Kointegra-
tionsmodelle auch bei auseinanderdriftenden Zeitpfaden der Komponentenprozesse
mo¨glich, was zusa¨tzlich die Modellierungsvielfalt erho¨ht. Es zeigt sich insgesamt,
dass die Kointegrationsmethodologie ein außerordentlich flexibles Verfahren dar-
stellt, was wohl unter anderem auch zur Verleihung des Nobelpreises an C.W.J.
Granger gefu¨hrt hat.
Um die Kointegrationsmethodologie, die ihren Ursprung in der O¨konometrie hat,
aber unmittelbare Relevanz fu¨r die Psychologie besitzt, erschließend darzustellen,
hat die Diplomarbeit es sich zuna¨chst zum Ziel gemacht, nach Darstellung der
notwendigen zeitreihenanalytischen Grundlagen die theoretischen Implikationen des
Konzepts schrittweise zu erarbeiten und damit die Basis fu¨r das Versta¨ndnis und
die Anwendung kointegrierter Modelle zu verdeutlichen. Wichtig ist in diesem Zu-
sammenhang sicherlich der explizite Einbezug von Modellen mit auseinanderdrif-
tenden Zeitpfaden in das Kointegrationskonzept, der auch weitreichende empirische
Implikationen mit sich gebracht hat, wie im Rahmen der Simulationen gezeigt wer-
den konnte. Daru¨ber hinaus sind die theoretische Einfu¨hrung in die Testverfahren
als Operationalisierung von Kointegration und die Darstellung des gegenla¨ufigen
Zusammenhangs von Scheinregression und Kointegration bedeutende Schritte zur
Erschließung des Ansatzes. Wie sich in den Simulationen zeigt, ergeben sich inter-
essante und nicht immer erwartungskonforme Ergebnisse fu¨r die Gu¨te der Parame-
terscha¨tzungen von Kointegrationsvektor und Anpassungskoeffizient u¨ber das Feh-
lerkorrekturmodell. Die Beurteilung der Gu¨te ist allerdings nur durch den Vergleich
mit den Populationsparametern mo¨glich. Deshalb findet sich im theoretischen Teil
neben der Erla¨uterung der fu¨r diesen Sachverhalt relevanten Fehlerkorrekturmodelle
die fundierte Vereinfachung der Ru¨ckrechnung auf die Populationsparameter fu¨r bi-
variate VAR(1)-Modelle. Aus den praktischen Anwendungsbeispielen fu¨r fraktionale
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Integration sind Anwendungsfelder fu¨r fraktionale Kointegration erschließbar.
Aber auch die Tatsache, dass der empirische Beleg erbracht werden konnte, dass
Prozesse mit auseinanderdriftenden Zeitpfaden durchaus kointegriert sein ko¨nnen,
erweitert das Wissen u¨ber kointegrierte Modelle deutlich, weil bezu¨glich Scha¨tzungen
und Testverfahren Modelle mit auseinanderdriftenden und nicht-auseinanderdrif-
tenden Zeitpfaden zwingend unterschieden werden mu¨ssen und diese Unterscheidung
fu¨r den psychologischen Forscher damit unmittelbare Relevanz besitzen muss.
Die empirische Analyse des Verhaltens der betrachteten Testverfahren mit zuneh-
mender Abha¨ngigkeit der Komponentenprozesse - unterschieden fu¨r die Anzahl der
Messzeitpunkte und auseinanderdriftende und nicht-auseinanderdriftende Zeitpfa-
de - ermo¨glicht durch die tabellarische Darstellung der Ergebnisse, durch die eine
Vielzahl der in der Realita¨t vorkommenenden Modelltypen abgedeckt werden kann,
praktische Entscheidungen bei der Wahl des Testverfahrens, der Anzahl der Mess-
zeitpunkte usw.
Nicht alle Modelltypen, zu denen Simulationen durchgefu¨hrt wurden, ko¨nnen im
Rahmen dieser Arbeit aufgefu¨hrt werden, doch das zusa¨tzliche Wissen um ihre aus
den Simulationen abgeleiteten Eigenschaften hat die Interpretation der beschriebe-
nen Modelle bereichert und Impulse fu¨r weitere Untersuchungen gegeben, mithilfe
derer ein noch gro¨ßeres Modellspektrum abgedeckt werden kann.
Daru¨ber hinaus lassen die Ergebnisse zur Gu¨te der Scha¨tzungen von Kointegrati-
onsvektor und Anpassungskoeffizient Muster erkennen und geben deswegen direk-
te Handlungsrichtlinien fu¨r die Wahl der Messzeitpunkte bei gegebener Abha¨ngig-
keit der Komponentenprozesse vor. Stabile Scha¨tzungen dieser beiden Parameter
sind na¨mlich unbedingt notwendig, da die beiden Gro¨ßen den Kern der Prozess-
Eigenschaften kointegrierter Systeme abbilden: langfristige Gleichgewichtsbeziehung
und dynamische Anpassungsprozesse.
Aus eben diesem Grund ist die genaue Bescha¨ftigung mit diesen Parametern und
ihrer Funktion unbedingt notwendig, nicht zuletzt auch deshalb, weil beispielsweise
am Kointegrationsvektor abgelesen werden kann, ob die Zeitpfade der Einzelpro-
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zesse auseinanderdriften oder nicht. Dieses Wissen ist eine entscheidende Pra¨misse
fu¨r die Wahl der richtigen Moderatorvariablen, wie z.B. die Wahl der Anzahl der
Messzeitpunkte. Von der angemessenen Wahl dieser Einflussgro¨ßen wiederum ha¨ngt
das Verhalten von Test- und Scha¨tzverfahren ab.
Aufgrund der Wichtigkeit von Kointegrationsvektor und Anpassungskoeffizient wur-
de im Rahmen der Diplomarbeit deren Funktion interpretiert und durch graphische
Veranschaulichungen untermauert.
Zur weiteren Erforschung des Kointegrationskonzepts ist ohne Zweifel die Interpre-
tation von Kointegrationsvektor und Anpassungskoeffizient, die beide das Konzept
maßgeblich konstituieren und charakterisieren, zunehmend in den Mittelpunkt der
psychologisch-methodologischen Betrachtung zu ru¨cken.
Die vorliegende Arbeit kann sowohl aus theoretischer als auch aus empirischer Per-
spektive als
”
Informations-Basis“ fu¨r die weiterfu¨hrende Untersuchung verwandter
Konzepte, wie beispielsweise von methodologischen Ansa¨tzen im Zusammenhang
mit fraktionaler, saisonaler oder Multi-Kointegration, und fu¨r deren empirische Va-
lidierung, z.B. durch Reanalysen, nu¨tzlich sein oder allgemein als Leitfaden in der
psychologische Forschungspraxis dienen.
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Anhang
Anhang A: Backward-Shift-Operator
Die Verwendung des Ru¨ckwa¨rtsverschiebungs-Operators (oder Backward-Shift- bzw.
Backshift-Operators) bzw. Lag-Operators B hat sich fu¨r die formale Behandlung sto-
chastischer Prozesse sowohl in der univariaten als auch der multivariaten Zeitreihen-
analyse bewa¨hrt und ist fu¨r den univariaten Fall folgendermaßen definiert:
Bj(xt) := xt−j fu¨r j = 1, 2, ...
wobei fu¨r eine Konstante c gilt (vgl. Stier, 2001, S. 44):
Bj(c) = c; j = 1, 2, ...
Die Zeitreihe xt wird dabei um j Zeitpunkte zuru¨ckverschoben.
Fu¨r die Ru¨ckwa¨rtsverschiebung um nur einen Zeitpunkt (j = 1) gilt folglich:
B(xt) = xt−1
So kann beispielsweise im multivariaten Fall ein VAR(p)-Prozess
xt = c+ Φ1xt−1 + Φ2xt−2 + ... + Φpxt−p + ǫt
in Backshift-Operator-Schreibweise folgendermaßen dargestellt werden:
Φ(B)xt = c+ ǫt.
Bei der Verschiebung einer Zeitreihe zuna¨chst um j und dann zusa¨tzlich um k Zeit-
punkte ist mithilfe des Operators folgende Schreibweise mo¨glich:
BjBk(xt) = B
j+k(xt) = xt−j−k
Auch die Darstellung der Differenzenbildung kann durch den Operator erleichtert
werden:
1. Differenz: (1−B)xt = xt − (B)xt = xt − xt−1
2. Differenz: (1−B)2xt = (1− 2B +B
2)xt = xt − 2xt−1 + xt−2
d-te Differenz: (1−B)dxt
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Anhang B: Granger-Kausalita¨t
Das Kausalita¨tskonzept ist zwar
”
philosophisch vieldeutig (und auch umstritten)“
(Stier, 2001, S. 83), dennoch gilt als allgemein akzeptiert, dass sich die Korrela-
tion zwischen zwei Variablen insofern von der Kausalita¨t unterscheidet, als diese
eine Ursache-Effekte-Beziehung mit einer Wirkrichtung darstellt. Die Vieldeutigkeit
des Konzepts dagegen ist in der Uneinigkeit daru¨ber begru¨ndet, wie Kausalita¨t im
Zusammenhang mit Variablen oder Datensa¨tzen definiert werden soll, die nicht im
Rahmen eines kontrollierten Experiments erhoben und analysiert werden. Hinter
der fu¨r das Kointegrationskonzept relevanten Granger-Kausalita¨t verbirgt sich die
zuna¨chst einfache Idee, dass die Ursache dem Effekt nicht zeitlich nachgelagert sein
kann. Ist die Variable Y kausal fu¨r die Variable X, dann kann X unter Mitberu¨cksich-
tigung der Variable Y genauer prognostiziert werden als wenn X nur auf Grundlage
seiner eigenen Vergangenheit vorhergesagt werden wu¨rde. Nach Meinung von Stier
(2001, S. 83) wird Kausalita¨t in diesem Fall auf Prognostizierbarkeit reduziert.
Als Gu¨temaß fu¨r die Prognosegenauigkeit ist der mittlere quadratische Fehler (Mean
Square Error (MSE)) zu betrachten, der bekannterweise zugleich Erwartungstreue
und Varianz miteinschließt. Wenn der MSE des nicht-erwartungstreuen gegenu¨ber
dem des erwartungstreuen Scha¨tzers kleiner ist, wird ein Bias durch eine geringere
Varianz ausgeglichen (Werner, 1997, S. 24). Vor diesem Hintergrund ist Y dann
Granger-kausal zu X, wenn gilt:
MSEX(s|Ωt) < MSEX(s|Ωt \ {Yh, h < t})
Darin bezeichnen Ωt die Menge, die alle mo¨glichen bis zum (aber ausschließlich vom)
Zeitpunkt t verfu¨gbaren Informationen entha¨lt; s den Prognosehorizont von minde-
stens s = 1, 2, ... Dabei wird postuliert, dass fu¨r X eine optimale Prognose - also mit
minimalem MSE - vorliegt.
Folglich ist Y dann Granger-kausal zu X, wenn unter Beru¨cksichtigung der Informa-
tionsmenge Ωt der mittlere quadratische Prognosefehler von X fu¨r mindestens einen
der Prognoseschritte s = 1, 2, ... kleiner ist, als wenn bei der Prognose von X die Hi-
storie von Y ({Yh, h < t}) in der Informationsmenge Ωt nicht enthalten ist. Granger-
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Kausalita¨t beschreibt also den Fall, in dem eine Beru¨cksichtigung von Y zu einer
genaueren Prognose von X fu¨hrt, als wenn diese Variable ohne die Y-Information
vorhergesagt wu¨rde. Speziell mit der Vorhersage in kointegrierten Systemen befasst
sich eine Arbeit von Engle und Yoo (1987).
Granger selbst fasst in seiner
”
Nobel Lecture“ zusammen (Bank of Sweden / The
Royal Swedish Academy of Sciences, 2003a):
The statement about causality has just two components:
1. The cause occurs before the effect; and
2. The cause contains information about the effect that is unique, and is
in no other variable.
In vielen Quellen wird auch von Wiener-Granger-Kausalita¨t gesprochen, da das Abha¨ngig-
keitskonzept sowohl auf Wiener (1956) als auch auf Granger (1969) zuru¨ckgefu¨hrt
werden kann (vgl. Werner, 2005, S. 127f.).
Anhang C: Wiener Prozess
Ein Brownscher oder Wiener Prozess ist ein in kontinuierlicher Zeit ablaufender sto-
chastischer Prozess Wt mit Wt ∼ N(0, t) und W0 = 0, wobei seine Zuwa¨chse eben-
falls normalverteilt sind. Ein Wiener Prozess ist nach Stier (2001, S. 288) als ein
kontinuierlicher Random Walk oder als Grenzfall eines diskreten Random Walks
zu begreifen, bei dem das Zeitintervall sukzessiver Prozesswerte gegen Null geht.
In Stier (2001, S. 288) findet sich eine anschauliche Beschreibung dieser Prozesse,
die Hinweise auf exponentielle/geometrische Wiener Prozesse und deren interessante
mathematische Eigenschaften entha¨lt.
Anhang D: SAS-Programme
Um es der Leserin bzw. dem Leser zu ermo¨glichen, die wesentlichen Programm-
und Prozedurschritte zur Generierung der im Rahmen dieser Arbeit simulierten
multivariaten Prozesse bei Bedarf selbst durchzufu¨hren oder z.B. fu¨r eine andere
Fragestellung zu modifizieren, seien an dieser Stelle einige kurze Erla¨uterungen zu
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den Programmen gegeben, die in diesem Anhang - geordnet nach den verwendeten
Makros und den zugeho¨rigen Hauptprogrammen - aufgefu¨hrt sind. Dabei soll die
Programmierung in SAS exemplarisch fu¨r einen VAR(1)-Prozess mit φ11 = 0.8,
φ12 = 0.2111111, φ21 = 0.9 und φ22 = 0.05 beschrieben werden (vgl. z.B. Anhang
D3, S. 147ff.):
*Phi-Matrix initialisieren;
%let phi11 = 0.8;
%let phi12 = 0.2111111;
%let phi21 = 0.9;
%let phi22 = 0.05;
Die Anzahl der Wiederholungen, die im Rahmen dieser Arbeit konstant bei 200 liegt,
und die Anzahl der Messzeitpunkte, die in 50er-Schritten, in diesem Ausschnitt be-
ginnend mit 50 Messzeitpunkten bis zu 350 (bei den Programmen zu den Testverfah-
ren, vgl. Anhang D3, S. 147ff. bzw. Anhang D4, S. 153ff.) bzw. 500 Messzeitpunkten
(bei den Programmen zur Scha¨tzung von Kointegrationsvektor und Anpassungskoef-
fizient, vgl. Anhang D5, S. 157ff.) variiert werden, ko¨nnen vorab angegeben werden.
Die Variation der Messzeitpunkte ist an die jeweilige Fragestellung angepasst. Der
hier angefu¨hrte Ausschnitt bezieht sich auf einen Durchlauf mit 50 Messzeitpunkten.
Die weiteren Variationen werden unten angeha¨ngt.
*Variierbare Anzahl der Meßzeitpunkte und der Wiederholungen;
*Anzahl der Messzeitpunkte variiert T=50 bis T=350 in 50er-Schritten;
*Anzahl der Wiederholungen konstant WD = 200;
*################################################## T = 50 #########;
*********** Anzahl der Meßzeitpunkte **********;
%let MZ=50;
*********** Anzahl der Wiederholungen *********;
%let WD=200;
Außerdem kann eine Ausgabedatei (in diesem Fall: AD 2B 10) u¨ber einen Pfad spezi-
fiziert werden, die deshalb permanent ist, weil sie in einer eigens angelegten Library
(d AD 2B) angelegt wird, damit in dieser Datei die relevanten Schlussergebnisse ab-
gelegt und dauerhaft gespeichert werden ko¨nnen:
*Benennung der permanenten Ausgabedatei fu¨r die entsprechende Matrix;
%let ausgabedatei = d_AD_2B.AD_2B_10;
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Daru¨ber hinaus kann u¨ber die Normierung von β1 = 1 das zur angegebenen Matrix
zugeho¨rige β2 vorab errechnet werden, damit es bei der Simulation der Einzelrei-
hen spa¨ter als Gewichtungsfaktor fu¨r die Generierung der Linearkombination bzw.
Differenzenreihe zur Verfu¨gung steht.
*Berechnung von beta (Population);
*Beta1-Normierung;
%let beta1 = 1;
*Beta2;
%let beta2 = &phi12/(&phi11-1);
Die Startzahlen werden jeweils getrennt fu¨r die beiden Einzelreihen generiert, indem
zuna¨chst jeweils 200 Startzahlen in die tempora¨ren Dateien rannor1 bzw. rannor2
abgelegt werden.
*Erzeugung von Anfangswerten fu¨r die Funktion RANNOR;
*RANNOR1 fu¨r den Komponentenprozess y1t mit a1t;
data rannor1;
keep a1t3;
do ii=1 to &WD;
a1t1=ranuni(8643989);
a1t2=a1t1*264509213;
a1t3=round(a1t2);
output;
end;
run;
proc transpose data=rannor1 out=ran.rannor1;
run;
data ran.startwert1;
set ran.rannor1;
rename COL1-COL&WD = A1-A&WD _NAME_=rannor1;
run;
Diese Dateien werden danach in der Library ran unter demselben Namen permanent
abgespeichert und dann in einer Datei (startwerte) in derselben Library zusam-
mengefu¨gt, wo sie fu¨r alle weiteren Prozedurschritte nun dauerhaft verfu¨gbar sind.
data ran.startwerte;
merge ran.startwert1 ran.startwert2;
run;
Anschließend werden jeweils 200 Einzelreihen (y1t und y2t) und 200 Differenzen-
reihen (ydt) mit je 50 Messzeitpunkten erzeugt. Um eine sequentielle Generierung
der Reihen zu umgehen, ko¨nnen die Variablen dabei u¨ber arrays definiert werden.
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data ydiff;
set ran.startwerte;
keep y1t1-y1t&WD i ii;
keep y2t1-y2t&WD i ii;
keep ydt1-ydt&WD i ii;
array y1t{&WD} (&WD*0);
array y2t{&WD} (&WD*0);
array ydt{&WD} (&WD*0);
array y1t_1{&WD} (&WD*0);
array y2t_1{&WD} (&WD*0);
array a1t{&WD} (&WD*0);
array a2t{&WD} (&WD*0);
array A{&WD} (&WD*0);
array B{&WD} (&WD*0);
In diesem Zusammenhang haben die beiden do-Schleifen, die jeweils mit dem end-
Befehl geschlossen werden, unterschiedliche Funktionen. Wa¨hrend die erste Schlei-
fe dem aktuellen Wert der Reihe yt
31 seinem um einen Zeitpunkt zuru¨ckgesetzten
Vorga¨ngerwert yt−1 zuordnet und gleichzeitig dem aktuellen Zufallsschock at der
Wert 0 zugewiesen wird, werden im Rahmen der zweiten Schleife alle Messzeit-
punkte durchlaufen. In diesem Zusammenhang durchla¨uft die Reihe zuna¨chst 100
Messzeitpunkte, die anschließend aber keine Beru¨cksichtigung finden: es wird erst
ab i > 0 geza¨hlt. U¨ber den Schritt call rannor wird fu¨r jede Zeitreihe aus der
permanenten Datei startwerte ein neuer Startwert herausgegriffen.
do ii = 1 to &WD;
y1t(ii)=0; y2t(ii)=0; ydt(ii)=0; y1t_1(ii)=0; y2t_1(ii)=0; a1t(ii)=0; a2t(ii)=0;
do i = -100 to &MZ;
call rannor (A(ii), a1t(ii));
call rannor (B(ii), a2t(ii));
y1t(ii) = &phi11*y1t_1(ii) + &phi12*y2t_1(ii) + a1t(ii);
y2t(ii) = &phi21*y1t_1(ii) + &phi22*y2t_1(ii) + a2t(ii);
ydt(ii) = y1t(ii) + &beta2*y2t(ii);
y1t_1(ii) = y1t(ii);
y2t_1(ii) = y2t(ii);
31bzw. in der Notation des theoretischen Teils xt
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if i > 0 then output;
end;
end;
run;
Innerhalb der beiden do-Schleifen sind die zu simulierenden mathematischen Mo-
delle der Komponentenprozesse und der Differenzenreihe aufgefu¨hrt, die aus dem
einfu¨hrenden theoretischen Teil bekannt sind (vgl. Abschnitt 1.1, S. 16ff.). So wird
die durch den Kointegrationsvektor gewichtete Linearkombination ydt z.B. durch
die Gleichung
ydt(ii) = y1t(ii) + &beta2*y2t(ii)
spezifiziert. Es wird deutlich, dass bei der Simulation der Zeitreihen eine direkte
U¨bertragung der mathematischen Modelle mo¨glich ist.
Die bisher beschriebenen Programmier-Schritte sind in ihrer Grundstruktur allen Si-
mulationsprogrammen gemeinsam. In der Regel werden in den Simulationsprogram-
men anschließend die Daten zuna¨chst geordnet und fu¨r die Auswertung sinnvoll in
Dateien abgelegt. Das geschieht unter anderem u¨ber ein Makro (hier: diffset eig)
und durch ein auf die Fragestellung zugeschnittenes Datenmanagement. In weiteren
Schritten ermo¨glichen einzelne Makros, dass die Auswertungsprozedur proc varmax
fu¨r die Einzelreihen und die Differenzenreihe mit jeweils 200 Wiederholungen und
den wie oben beschrieben variierten Messzeitpunkten durchgefu¨hrt werden kann.
Die fu¨r die Hypothesen relevanten Auswertungsergebnisse werden wiederum ziel-
gerichtet aus den tempora¨ren Dateien herausgegriffen und in permanenten Dateien
abgelegt. Danach sind weitere Schritte mo¨glich. So ko¨nnen z.B. arithmetisches Mittel
oder Minimal- bzw. Maximalwerte u¨ber die Prozedur proc univariate (ebenfalls
u¨ber ein Makro und damit u¨ber alle Wiederholungen) bestimmt oder die Ergebnisse
durch die Prozedur proc freq ausgeza¨hlt werden. Die fu¨r jede Matrix generierten
Ergebnisdateien werden abschließend zu einer Gesamtdatei zusammengefu¨gt:
*######## ZUSAMMENFU¨GEN DER EINZELDATEIEN ###########;
data d_AD_1A.d_COMBINE_AD_1A;
set d_AD_1A.AD_1A_1 d_AD_1A.AD_1A_2 d_AD_1A.AD_1A_3 d_AD_1A.AD_1A_4
d_AD_1A.AD_1A_5 d_AD_1A.AD_1A_6 d_AD_1A.AD_1A_7 d_AD_1A.AD_1A_8
d_AD_1A.AD_1A_9 d_AD_1A.AD_1A_10 d_AD_1A.AD_1A_11 d_AD_1A.AD_1A_12
d_AD_1A.AD_1A_13 d_AD_1A.AD_1A_14 d_AD_1A.AD_1A_15;
run;
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Anhang D1: SAS-Programm zur Generierung von Φ1-Matrizen mit einer
Einheitswurzel
proc iml;
start phikoeff;
reset print;
print, "Gleichung zur Bestimmung der phi-Elemente fu¨r eigval(phi)=1";
*phi12 = .05;
*phi21 = .1;
*phi22 = .9;
*phi11 = 1 - (phi12*phi21)/(1-phi22);
*phi11 = .95 ;
*phi21 = .1 ;
*phi22 = .9 ;
*phi12 = (1 - phi11 - phi22 + phi11*phi22)/phi21;
*auflo¨sen nach phi22;
phi11 = .6 ;
phi12 = -.4;
phi21 = -.55;
phi22 = (1 -phi11-phi12*phi21)/(1-phi11);
finish;
run phikoeff;
quit;
proc iml;
start rang;
reset noprint;
print, "Test auf vollen Rang - Determinante";
*phi = {phi11 phi12,
* phi21 phi22};
phi = {.9 -.1,
-.2 .8};
d = det(phi);
print d;
finish;
run rang;
proc iml;
start eigenwert;
reset noprint;
print, "U¨berpru¨fung, ob eigval(phi)=1";
*phi = {phi11 phi12,
* phi21 phi22};
phi = {.1 -.9,
-.7 .3};
val = EIGVAL(phi);
print val;
finish;
run eigenwert;
quit;
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Anhang D2: SAS-Programm zur Bestimmung der Populationsparameter
von Anpassungskoeffizient α und Kointegrationsvektor β u¨ber das Feh-
lerkorrekturmodell
Proc IML;
start alphabeta;
reset noprint;
phi11 = .84 ;
phi12 = .8;
phi21 = .1;
phi22 = .5;
beta1 = 1;
beta2 = phi12/(phi11-1);
print beta2;
alpha1 = phi11-1;
alpha2 = phi21;
print alpha1;
print alpha2;
print, "Probe => a=b?";
a = phi22-1;
b = phi21*phi12/(phi11-1);
print a;
print b;
finish;
run alphabeta;
quit;
Anhang D3: SAS-Simulationsprogramm zum Dickey-Fuller-Kointegrati-
onstest
Verwendete Makros
*################## MAKRO 1 #####################;
%macro diffset_eig(datei);
%do i=1 %to &WD;
data dat&i;
set &datei;
where ii=&i;
keep y1t&i y2t&i ydt&i;
%end ;
data ydiff;
%do i=1 %to &WD;
merge dat&i;
%end ;
run;
%mend diffset_eig;
*################## MAKRO 2 #####################;
%macro varmaxdf_eig(datei);
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%do i=1 %to &WD;
proc varmax data=&datei;
model y1t&i y2t&i / p=1 noint DFTEST;
quit;
%end;
%mend varmaxdf_eig;
*################## MAKRO 3 #####################;
%macro varmaxdfydt_eig(datei);
%do i=1 %to &WD;
proc varmax data=&datei;
model ydt&i / p=1 noint DFTEST;
quit;
%end;
%mend varmaxdfydt_eig;
Hauptprogramm
*Dickey-Fuller Unit Root Test u¨ber PROC VARMAX;
*fu¨r die Differenzenreihe ydt = y1t + beta*y2t und y1t und y2t ;
*u¨ber proc varmax;
*Variierbare Anzahl der Meßzeitpunkte und der Wiederholungen;
*Anzahl der Messzeitpunkte variiert T=50 bis T=350 in 50er-Schritten;
*Anzahl der Wiederholungen konstant WD = 200;
*################################################## T = 50 #########;
*********** Anzahl der Meßzeitpunkte **********;
%let MZ=50;
*********** Anzahl der Wiederholungen *********;
%let WD=200;
*Phi-Matrix initialisieren;
%let phi11 = 0.8;
%let phi12 = 0.2111111;
%let phi21 = 0.9;
%let phi22 = 0.05;
*Benennung der permanenten Ausgabedatei fu¨r die entsprechende Matrix;
%let ausgabedatei = d_AD_2B.AD_2B_10;
*Berechnung von beta (Population);
*Beta1-Normierung;
%let beta1 = 1;
*Beta2;
%let beta2 = &phi12/(&phi11-1);
*Erzeugung von Anfangswerten fu¨r die Funktion RANNOR;
*RANNOR1 fu¨r den Komponentenprozess y1t mit a1t;
data rannor1;
keep a1t3;
do ii=1 to &WD;
a1t1=ranuni(8643989);
a1t2=a1t1*264509213;
a1t3=round(a1t2);
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output;
end;
run;
proc transpose data=rannor1 out=ran.rannor1;
run;
data ran.startwert1;
set ran.rannor1;
rename COL1-COL&WD = A1-A&WD _NAME_=rannor1;
run;
*RANNOR2 fu¨r den Komponentenprozess y2t mit a2t;
data rannor2;
keep a2t3;
do ii=1 to &WD;
a2t1=ranuni(1325372);
a2t2=a2t1*985476322;
a2t3=round(a2t2);
output;
end;
run;
proc transpose data=rannor2 out=ran.rannor2;
run;
data ran.startwert2;
set ran.rannor2;
rename COL1-COL&WD = B1-B&WD _NAME_=rannor2;
run;
data ran.startwerte;
merge ran.startwert1 ran.startwert2;
run;
*##################################################;
data ydiff;
set ran.startwerte;
keep y1t1-y1t&WD i ii;
keep y2t1-y2t&WD i ii;
keep ydt1-ydt&WD i ii;
array y1t{&WD} (&WD*0);
array y2t{&WD} (&WD*0);
array ydt{&WD} (&WD*0);
array y1t_1{&WD} (&WD*0);
array y2t_1{&WD} (&WD*0);
array a1t{&WD} (&WD*0);
array a2t{&WD} (&WD*0);
array A{&WD} (&WD*0);
array B{&WD} (&WD*0);
do ii = 1 to &WD;
y1t(ii)=0; y2t(ii)=0; ydt(ii)=0; y1t_1(ii)=0; y2t_1(ii)=0; a1t(ii)=0; a2t(ii)=0;
do i = -100 to &MZ;
call rannor (A(ii), a1t(ii));
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call rannor (B(ii), a2t(ii));
y1t(ii) = &phi11*y1t_1(ii) + &phi12*y2t_1(ii) + a1t(ii);
y2t(ii) = &phi21*y1t_1(ii) + &phi22*y2t_1(ii) + a2t(ii);
ydt(ii) = y1t(ii) + &beta2*y2t(ii);
y1t_1(ii) = y1t(ii);
y2t_1(ii) = y2t(ii);
if i > 0 then output;
end;
end;
run;
*###############################################################;
%diffset_eig(work.ydiff);
data ydiff;
set ydiff;
beta2 = &beta2;
t+1;
run;
filename routed ’output-filename’;
proc printto print=routed new;
run;
*Makro fu¨r y1t und y2t;
options nonumber center nodate label pagesize=100 ;
%varmaxdf_eig(work.ydiff);
proc printto print=print;
run;
data df_y1ty2t;
infile routed;
input spalte1$ spalte2$ spalte3$ spalte4$ spalte5$ spalte6$ spalte7$
spalte8$ spalte9$ spalte10$ spalte11$ spalte12$ @ ;
*DF1;
if spalte2 = ’Zero’ and spalte3 = ’Mean’ and spalte7 = ’<.0001’ then DF1 = .0001;
if spalte2 = ’Zero’ and spalte3 = ’Mean’ and spalte7 ^= ’<.0001’ then DF1 = spalte7;
*DF2;
if spalte7 = ’Zero’ and spalte8 = ’Mean’ and spalte12 = ’<.0001’ then DF2 = .0001;
if spalte7 = ’Zero’ and spalte8 = ’Mean’ and spalte12 ^= ’<.0001’ then DF2 = spalte12;
keep DF1 DF2;
run;
data dickey1;
set df_y1ty2t;
keep DF1;
if DF1 = ’’ then delete;
run;
data dickey2;
set df_y1ty2t;
keep DF2;
if DF2 = ’’ then delete;
run;
data prob_df12;
merge dickey1 dickey2;
keep DF1 DF2;
run;
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data sig_df12;
set prob_df12;
*Signifikanzen f. DF1(5%-Niveau);
if DF1 lt .05 then DF_y1t = ’s’;
if DF1 gt .05 then DF_y1t = ’n’ ;
if DF1 = .05 then DF_y1t = ’n’ ;
*und fu¨r DF2;
if DF2 lt .05 then DF_y2t = ’s’;
if DF2 gt .05 then DF_y2t = ’n’ ;
if DF2 = .05 then DF_y2t = ’n’ ;
run;
*Makro fu¨r Linearkombination ydt;
filename routed ’output-filename’;
proc printto print=routed new;
run;
options nonumber center nodate label pagesize=100 ;
%varmaxdfydt_eig(work.ydiff);
proc printto print=print;
run;
data df_ydiff;
infile routed;
input spalte1$ spalte2$ spalte3$ spalte4$ spalte5$ spalte6$ spalte7$ spalte8$
spalte9$ spalte10$ spalte11$ spalte12$ spalte13$ spalte14$ spalte15$ spalte16$ @ ;
if spalte2 = ’Zero’ and spalte3 = ’Mean’ and spalte7 = ’<.0001’ then DFdiff = 0.0001;
if spalte2 = ’Zero’ and spalte3 = ’Mean’ and spalte7 ^= ’<.0001’ then DFdiff = spalte7;
keep DFdiff;
run;
data dickeydiff;
set df_ydiff;
keep DFdiff;
if DFdiff = ’’ then delete;
run;
data prob_diff;
set dickeydiff;
keep DFdiff;
run;
data sig_dfdiff;
set prob_diff;
*Signifikanzen f. DFdiff (5%-Niveau);
if DFdiff lt .05 then DF_ydt = ’s’;
if DFdiff gt .05 then DF_ydt = ’n’ ;
if DFdiff = .05 then DF_ydt = ’n’ ;
run;
data sig_all;
merge sig_df12 sig_dfdiff;
run;
proc freq data=sig_all;
*output out=frequencies;
tables DF_y1t/norow nocol nocum out=y1t;
tables DF_y2t/norow nocol nocum out=y2t;
tables DF_ydt/norow nocol nocum out=ydt;
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run;
data y1t_r;
set y1t;
rename COUNT=COUNT_y1t PERCENT=PERCENT_y1t;
run;
data y2t_r;
set y2t;
rename COUNT=COUNT_y2t PERCENT=PERCENT_y2t;
run;
data ydt_r;
set ydt;
rename COUNT=COUNT_ydt PERCENT=PERCENT_ydt;
run;
data frequencies;
merge y1t_r y2t_r ydt_r;
run;
data cointegration_df;
*##### Matrizen einfu¨gen zum Nachvollziehen;
phi_11 = &phi11;
phi_12 = &phi12;
phi_21 = &phi21;
phi_22 = &phi22;
*#### MZ und WD;
T = &MZ;
Wdh = &WD;
*globale Abha¨ngigkeit u¨ber Nebendiagonale;
*Betrag von phi12;
k12 = &phi12;
n12 = (k12)**2;
nd12 = sqrt(n12);
*Betrag von phi12;
k21 = &phi21;
n21 = (k21)**2;
nd21 = sqrt(n21);
*globale Abh. als Summe der Betra¨ge;
Abh_glob = nd12 + nd21;
set frequencies;
drop k12 n12 nd12 k21 n21 nd21;
run;
quit;
proc append base = &ausgabedatei data = work.cointegration_df force;
proc datasets library=work kill;
run;
quit;
*######## ZUSAMMENFU¨GEN DER EINZELDATEIEN ###########;
data d_AD_1A.d_COMBINE_AD_1A;
set d_AD_1A.AD_1A_1 d_AD_1A.AD_1A_2 d_AD_1A.AD_1A_3 d_AD_1A.AD_1A_4
d_AD_1A.AD_1A_5 d_AD_1A.AD_1A_6 d_AD_1A.AD_1A_7 d_AD_1A.AD_1A_8
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d_AD_1A.AD_1A_9 d_AD_1A.AD_1A_10 d_AD_1A.AD_1A_11 d_AD_1A.AD_1A_12
d_AD_1A.AD_1A_13 d_AD_1A.AD_1A_14 d_AD_1A.AD_1A_15;
run;
Anhang D4: SAS-Simulationsprogramm zum Johansen-Kointegrations-
test
Verwendete Makros
*############### MAKRO 1 ############;
%macro johset_eig(datei);
%do i=1 %to &WD;
data dat&i;
set &datei;
where ii=&i;
keep y1t&i y2t&i;
%end ;
data johansen;
%do i=1 %to &WD;
merge dat&i;
%end ;
run;
%mend johset_eig;
*############## MAKRO 2 ##############;
%macro johansen_eig(datei);
%do i=1 %to &WD;
proc varmax data=&datei ;
model y1t&i y2t&i / p=1 noint lagmax=0 cointtest=(johansen);
quit;
%end;
%mend johansen_eig;
Hauptprogramm
*################### Johansen-Testverfahren;
*Variierbare Anzahl der Messzeitpunkte und Wiederholungen;
*Anzahl der Messzeitpunkte variiert T=50 bis T=500 in 50er-Schritten;
*Anzahl der Wiederholungen konstant WD = 200;
*################################################## T = 50 ##########;
*######### Anzahl der Messzeitpunkte ##########;
%let MZ=50;
*######### Anzahl der Wiederholungen #########;
%let WD=200;
*Phi-Matrix initialisieren;
%let phi11= 0.8;
%let phi12= 0.2111111;
%let phi21= 0.9;
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%let phi22= 0.05;
*Benennung der permanenten Ausgabedatei fu¨r die entsprechende Matrix;
%let ausgabedatei=j_AD_2B.AD_2B_10;
*Erzeugung von Anfangswerten fu¨r die Funktion RANNOR;
*RANNOR1 fu¨r den Komponentenprozess y1t mit a1t;
data rannor1;
keep a1t3;
do ii=1 to &WD;
a1t1=ranuni(8643989);
a1t2=a1t1*264509213;
a1t3=round(a1t2);
output;
end;
run;
proc transpose data=rannor1 out=ran.rannor1;
run;
data ran.startwert1;
set ran.rannor1;
rename COL1-COL&WD = A1-A&WD _NAME_=rannor1;
run;
*RANNOR2 fu¨r den Komponentenprozess y2t mit a2t;
data rannor2;
keep a2t3;
do ii=1 to &WD;
a2t1=ranuni(1325372);
a2t2=a2t1*985476322;
a2t3=round(a2t2);
output;
end;
run;
proc transpose data=rannor2 out=ran.rannor2;
run;
data ran.startwert2;
set ran.rannor2;
rename COL1-COL&WD = B1-B&WD _NAME_=rannor2;
run;
data ran.startwerte;
merge ran.startwert1 ran.startwert2;
run;
*##################################################;
data johansen;
set ran.startwerte;
keep y1t1-y1t&WD i ii;
keep y2t1-y2t&WD i ii;
array y1t{&WD} (&WD*0);
array y2t{&WD} (&WD*0);
array y1t_1{&WD} (&WD*0);
array y2t_1{&WD} (&WD*0);
array a1t{&WD} (&WD*0);
array a2t{&WD} (&WD*0);
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array A{&WD} (&WD*0);
array B{&WD} (&WD*0);
do ii = 1 to &WD;
y1t(ii)=0; y2t(ii)=0; y1t_1(ii)=0; y2t_1(ii)=0; a1t(ii)=0; a2t(ii)=0;
do i = -100 to &MZ;
call rannor (A(ii), a1t(ii));
call rannor (B(ii), a2t(ii));
y1t(ii) = &phi11*y1t_1(ii) + &phi12*y2t_1(ii) + a1t(ii);
y2t(ii) = &phi21*y1t_1(ii) + &phi22*y2t_1(ii) + a2t(ii);
y1t_1(ii) = y1t(ii);
y2t_1(ii) = y2t(ii);
if i > 0 then output;
end;
end;
run;
*###############################################################;
%johset_eig(work.johansen);
data johansen;
set johansen;
t+1;
run;
filename routed ’output-filename’;
proc printto print=routed new;
run;
options nonumber center nodate label pagesize=100 ;
%johansen_eig(work.johansen);
proc printto print=print;
run;
data output;
infile routed;
input spalte1$ spalte2$ spalte3$ spalte4$ spalte5$ spalte6$ spalte7$ spalte8$
spalte9$ spalte10$ spalte11$ spalte12$ @ ;
if spalte1 = ’0’ and spalte2 =’0’ then trace0= spalte4;
if spalte1 = ’0’ and spalte2 =’0’ then critval0=spalte5;
if spalte8 = ’0’ and spalte9 =’0’ then trace0= spalte11;
if spalte8 = ’0’ and spalte9 =’0’ then critval0=spalte12;
if spalte1 = ’1’ and spalte2 =’1’ then trace1= spalte4;
if spalte1 = ’1’ and spalte2 =’1’ then critval1=spalte5;
if spalte8 = ’1’ and spalte9 =’1’ then trace1= spalte11;
if spalte8 = ’1’ and spalte9 =’1’ then critval1=spalte12;
keep trace0 critval0 trace1 critval1;
run;
data zero;
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set output;
keep trace0 critval0;
if trace0 =’’ and critval0=’’ then delete;
run;
data one;
set output;
keep trace1 critval1;
if trace1 =’’ and critval1=’’ then delete;
run;
data joh_test;
merge zero one;
tr0=input(trace0,10.);
krW0=input(critval0,10.);
tr1=input(trace1,10.);
krW1=input(critval1,10.);
keep tr0 krW0 tr1 krW1;
run;
data joh_sig;
set joh_test;
*#### Signifikanz ####;
if tr0 gt krW0 then rang0 = ’s’ ;
if tr0 lt krW0 then rang0 = ’n’ ;
if tr1 gt krW1 then rang1 = ’s’ ;
if tr1 lt krW1 then rang1 = ’n’ ;
run;
proc freq data=joh_sig;
*output out=frequencies;
tables rang0/norow nocol nocum out=freq0;
tables rang1/norow nocol nocum out=freq1;
run;
data freq0_r;
set freq0;
rename COUNT=COUNT_0 PERCENT=PERCENT_0;
run;
data freq1_r;
set freq1;
rename COUNT=COUNT_1 PERCENT=PERCENT_1;
run;
data frequencies;
merge freq0_r freq1_r;
run;
data cointegration_joh;
*##### Matrizen einfu¨gen zum Nachvollziehen;
phi_11 = &phi11;
phi_12 = &phi12;
phi_21 = &phi21;
phi_22 = &phi22;
*#### MZ und WD;
T = &MZ;
Wdh = &WD;
*globale Abha¨ngigkeit u¨ber Nebendiagonale;
*Betrag von phi12;
k12 = &phi12;
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n12 = (k12)**2;
nd12 = sqrt(n12);
*Betrag von phi12;
k21 = &phi21;
n21 = (k21)**2;
nd21 = sqrt(n21);
*globale Abh. als Summe der Betra¨ge;
Abh_glob = nd12 + nd21;
set frequencies;
drop k12 n12 nd12 k21 n21 nd21;
run;
quit;
proc append base = &ausgabedatei data = work.cointegration_joh force;
proc datasets library=work kill;
run;
quit;
*########### ZUSAMMENFU¨GEN DER EINZELDATEIEN ##########;
data j_AD_1A.j_COMBINE_AD_1A;
set j_AD_1A.AD_1A_1 j_AD_1A.AD_1A_2 j_AD_1A.AD_1A_3 j_AD_1A.AD_1A_4
j_AD_1A.AD_1A_5 j_AD_1A.AD_1A_6 j_AD_1A.AD_1A_7 j_AD_1A.AD_1A_8
j_AD_1A.AD_1A_9 j_AD_1A.AD_1A_10 j_AD_1A.AD_1A_11 j_AD_1A.AD_1A_12
j_AD_1A.AD_1A_13 j_AD_1A.AD_1A_14 j_AD_1A.AD_1A_15;
run;
Anhang D5: SAS-Simulationsprogramm zur Scha¨tzung von Anpassungs-
koeffizient α und Kointegrationsvektor β
Verwendete Makros
*############# MAKRO 1 ##################;
%macro estset_eig(datei);
%do i=1 %to &WD;
data dat&i;
set &datei;
where ii=&i;
keep y1t&i y2t&i;
%end;
data estimate;
%do i=1 %to &WD;
merge dat&i;
%end;
run;
%mend estset_eig;
*############# MAKRO 2 ##################;
%macro ecm_eig(datei);
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%do i=1 %to &WD;
proc varmax data=&datei;
model y1t&i y2t&i / p=1 noint print=(iarr) ecm=(rank=1 normalize=y1t&i);
quit;
%end;
%mend ecm_eig;
*############# MAKRO 3 ##################;
%macro meansd_eig(datei);
proc univariate data=&datei noprint;
var B1 B2 A1 A2;
output out=goodness
MEAN=m_B1 m_B2 m_A1 m_A2
STD=s_B1 s_B2 s_A1 s_A2
MIN=min_B1 min_B2 min_A1 min_A2
MAX=max_B1 max_B2 max_A1 max_A2
Range=range_B1 range_B2 range_A1 range_A2;
run;
%mend meansd_eig;
Hauptprogramm
*########## ALPHA und BETA: Gu¨te der Scha¨tzungen;
*Variierbare Anzahl der Meßzeitpunkte und der Wiederholungen;
*Anzahl der Messzeitpunkte variiert T=50 bis T=500 in 50er-Schritten;
*Anzahl der Wiederholungen konstant WD = 200;
*################################################## T = 50 #########;
*********** Anzahl der Meßzeitpunkte **********;
%let MZ=50;
*********** Anzahl der Wiederholungen *********;
%let WD=200;
* Phi-Matrix initialisieren;
%let phi11= 0.8;
%let phi12= 0.2111111;
%let phi21= 0.9;
%let phi22= 0.05;
*Benennung der permanenten Ausgabedatei fu¨r die entsprechende Matrix;
%let ausgabedatei= e_AD_2B.AD_2B_10;
* Beta1-Normierung;
%let beta1 = 1;
*Erzeugung von Anfangswerten fu¨r die Funktion RANNOR;
*RANNOR1 fu¨r den Komponentenprozess y1t mit a1t;
data rannor1;
keep a1t3;
do ii=1 to &WD;
a1t1=ranuni(8643989);
a1t2=a1t1*264509213;
a1t3=round(a1t2);
output;
end;
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run;
proc transpose data=rannor1 out=ran.rannor1;
run;
data ran.startwert1;
set ran.rannor1;
rename COL1-COL&WD = A1-A&WD _NAME_=rannor1;
run;
*RANNOR2 fu¨r den Komponentenprozess y2t mit a2t;
data rannor2;
keep a2t3;
do ii=1 to &WD;
a2t1=ranuni(1325372);
a2t2=a2t1*985476322;
a2t3=round(a2t2);
output;
end;
run;
proc transpose data=rannor2 out=ran.rannor2;
run;
data ran.startwert2;
set ran.rannor2;
rename COL1-COL&WD = B1-B&WD _NAME_=rannor2;
run;
data ran.startwerte;
merge ran.startwert1 ran.startwert2;
run;
*##################################################;
data estimate;
set ran.startwerte;
keep y1t1-y1t&WD i ii;
keep y2t1-y2t&WD i ii;
array y1t{&WD} (&WD*0);
array y2t{&WD} (&WD*0);
array y1t_1{&WD} (&WD*0);
array y2t_1{&WD} (&WD*0);
array a1t{&WD} (&WD*0);
array a2t{&WD} (&WD*0);
array A{&WD} (&WD*0);
array B{&WD} (&WD*0);
do ii = 1 to &WD;
y1t(ii)=0; y2t(ii)=0; y1t_1(ii)=0; y2t_1(ii)=0; a1t(ii)=0; a2t(ii)=0;
do i = -100 to &MZ;
call rannor (A(ii), a1t(ii));
call rannor (B(ii), a2t(ii));
y1t(ii) = &phi11*y1t_1(ii) + &phi12*y2t_1(ii) + a1t(ii);
y2t(ii) = &phi21*y1t_1(ii) + &phi22*y2t_1(ii) + a2t(ii);
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y1t_1(ii) = y1t(ii);
y2t_1(ii) = y2t(ii);
if i > 0 then output;
end;
end;
run;
*###############################################################;
%estset_eig(work.estimate);
data estimate;
set estimate;
t+1;
run;
filename routed ’output-filename’;
proc printto print=routed new;
run;
options nonumber center nodate label pagesize=100 ;
%ecm_eig(work.estimate);
proc printto print=print;
run;
data output;
infile routed;
input spalte1$ spalte2$ spalte3$ spalte4$ spalte5$ spalte6$ spalte7$ spalte8$
spalte9$ spalte10$ spalte11$ spalte12$ spalte13$ spalte14$ @ ;
if spalte1 = ’Estimate’ and spalte2 = ’given’ then beta1 = spalte8;
if spalte1 = ’Estimate’ and spalte2 = ’given’ then beta2 = spalte10;
if spalte1 = ’given’ and spalte2 = ’RANK=1’ then alpha1 = spalte7;
if spalte1 = ’given’ and spalte2 = ’RANK=1’ then alpha2 = spalte9;
keep beta1 beta2 alpha1 alpha2;
run;
data beta;
set output;
keep beta1 beta2;
if beta1 =’’ and beta2 = ’’ then delete;
run;
data alpha;
set output;
keep alpha1 alpha2;
if alpha1 = ’’ and alpha2 = ’’ then delete;
run;
data estall;
merge beta alpha;
*Umwandlung von Textvariable in numerische Variable;
B1=input(beta1,10.);
B2=input(beta2,10.);
A1=input(alpha1,10.);
A2=input(alpha2,10.);
keep B1 B2 A1 A2;
run;
*Berechnung der Kennwerte, v.a. Mittelwert und Streuung, mit proc univariate;
%meansd_eig(work.estall);
*############## DATEIBEARBEITUNG ########################;
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data guete;
*##### Matrizen einfu¨gen zum Nachvollziehen;
phi_11 = &phi11;
phi_12 = &phi12;
phi_21 = &phi21;
phi_22 = &phi22;
*#### globale Abha¨ngigkeit u¨ber Nebendiagonale;
*Betrag von phi12;
k12 = &phi12;
n12 = (k12)**2;
nd12 = sqrt(n12);
*Betrag von phi21;
k21 = &phi21;
n21 = (k21)**2;
nd21 = sqrt(n21);
*globale Abha¨ngigkeit als Summe der Betra¨ge;
Abh_glob = nd12 + nd21;
*########### Pop-Werte alpha und beta ###########;
*##### beta1_pop;
beta1_pop = &beta1;
*##### beta2_pop;
beta2_pop = &phi12/(&phi11-1);
*##### alpha1_pop;
alpha1_pop = &phi11-1;
*##### alpha2_pop;
alpha2_pop = &phi21;
*#### Probe muss 1 sein!;
probe = (&phi22-1)/(&phi21*&phi12/(&phi11-1));
*##### Ergebnisse proc univariate;
set goodness;
*#### MZ und WD;
T = &MZ;
Wdh = &WD;
*################ MSE => s. Werner, 1997, S. 23f. #############;
*##### MSE beta1;
MSE_B1 = (s_B1)**2 + (beta1_pop - m_B1)**2;
*##### MSE beta2;
MSE_B2 = (s_B2)**2 + (beta2_pop - m_B2)**2;
*##### MSE beta;
MSE_B = (MSE_B1 + MSE_B2)/2;
*##### MSE alpha1;
MSE_A1 = (s_A1)**2 + (alpha1_pop - m_A1)**2;
*##### MSE alpha2;
MSE_A2 = (s_A2)**2 + (alpha2_pop - m_A2)**2;
*##### MSE alpha;
MSE_A = (MSE_A1 + MSE_A2)/2;
*##### MSE alphabeta_ges;
MSE_AB = (MSE_A + MSE_B)/2;
drop k12 n12 nd12 k21 n21 nd21;
run;
quit;
proc append base = &ausgabedatei data = work.guete force;
proc datasets library=work kill;
run;
quit;
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*########### ZUSAMMENFU¨GEN DER EINZELDATEIEN #########;
data e_AD_1A.COMBINE_AD_1A;
set e_AD_1A.AD_1A_1 e_AD_1A.AD_1A_2 e_AD_1A.AD_1A_3 e_AD_1A.AD_1A_4
e_AD_1A.AD_1A_5 e_AD_1A.AD_1A_6 e_AD_1A.AD_1A_7 e_AD_1A.AD_1A_8
e_AD_1A.AD_1A_9 e_AD_1A.AD_1A_10 e_AD_1A.AD_1A_11 e_AD_1A.AD_1A_12
e_AD_1A.AD_1A_13 e_AD_1A.AD_1A_14 e_AD_1A.AD_1A_15;
run;
Anhang D6: SAS-Simulationsprogramm zur Replikation von Granger und
Newbold (1974)
Verwendete Makros
%macro regress_eig(datei);
%do i=1 %to 500;
proc reg data=&datei OUTEST=result&i;
model u&i=v&i;
quit;
%end;
%mend regress_eig;
Hauptprogramm
*REPLIKATION von GRANGER & NEWBOLD (1974): SCHEINREGRESSION;
*500 WIEDERHOLUNGEN;
*Anzahl der MZP variiert: unterschiedliche Auflo¨sungen fu¨r Graphik;
*####################### MZ=20 ##########################################;
%let MZ=20;
*Benennung der permanenten Ausgabedatei;
%let ausgabedatei = GN_1974.RW12_reg;
*1. Erzeugung von Anfangswerten fu¨r die Funktion Rannor (Prozess u);
data rannor1;
keep a3;
do i=1 to 500;
a1=ranuni(8643989);
a2=a1*264509213;
a3=round(a2);
output;
end;
run;
proc transpose data=rannor1 out=ran.startwert1;
run;
*########### Random Walk 1: u #############;
data RW1;
set ran.startwert1;
keep u1-u500 t;
array u(500) u1-u500;
array au(500) au1-au500;
array ut1_(500) ut1_1-ut1_500;
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array cols(500) col1-col500;
do i=1 to 500;
u(i)=0;au(i)=0;ut1_(i)=0;
end;
do t=1 to &MZ;
do i=1 to 500;
call rannor(cols(i), au(i));
ut1_(i) = u(i);
u(i) = u(i) + au(i);
end;
if t gt 0 then output;
end;
run;
*######################################################;
*2. Erzeugung von Anfangswerten fu¨r die Funktion Rannor (Prozess v);
data rannor2;
keep a3;
do i=1 to 500;
a1=ranuni(1325372);
a2=a1*985476322;
a3=round(a2);
output;
end;
run;
proc transpose data=rannor2 out=ran.startwert2;
run;
*########### Random Walk 2: v #############;
data RW2;
set ran.startwert2;
keep v1-v500 t;
array v(500) v1-v500;
array av(500) av1-av500;
array vt1_(500) vt1_1-vt1_500;
array cols(500) col1-col500;
do i=1 to 500;
v(i)=0;av(i)=0;vt1_(i)=0;
end;
do t=1 to &MZ;
do i=1 to 500;
call rannor(cols(i), av(i));
vt1_(i) = v(i);
v(i) = v(i) + av(i);
end;
if t gt 0 then output;
end;
run;
*###################################################;
*####### RW1 und RW2 ########;
*1 und 2*;
data RW1_reg_RW2;
merge RW1 RW2;
run;
filename routed ’output-filename’;
proc printto print=routed new;
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run;
options nonumber center nodate label pagesize=100 ;
%regress_eig(work.RW1_reg_RW2);
proc printto print=print;
run;
data reg_result;
infile routed;
input spalte1$ spalte2$ spalte3$ spalte4$ spalte5$ spalte6$ spalte7$ spalte8$
spalte9$ spalte10$ spalte11$ spalte12$ spalte13$ spalte14$ spalte15$ spalte16$
spalte17$ spalte18$ @ ;
if spalte1=’Model’ and spalte7=’Error’ and spalte6 ^= ’<.0001’ then _fprob_=spalte6;
if spalte1=’Model’ and spalte7=’Error’ and spalte6 = ’<.0001’ then _fprob_=0.0001;
keep _fprob_;
run;
data RW1_RW2_spurious;
set reg_result;
keep _fprob_;
if _fprob_ = ’’ then delete;
run;
data prob_RW12;
merge RW1_RW2_spurious;
F_PROB=input(_fprob_,10.);
keep F_PROB;
run;
data sig_RW12;
set prob_RW12;
if F_PROB lt .01 then FPROB = ’ss’;
if F_PROB gt .01 lt .05 then FPROB = ’s’;
if F_PROB gt .05 then FPROB = ’n’ ;
if F_PROB = .05 then FPROB = ’n’ ;
run;
proc freq data=sig_RW12;
tables FPROB/norow nocol nocum out=FPROB;
run;
data FPROB;
set FPROB;
t = &MZ;
run;
proc append base = &ausgabedatei data = work.FPROB force;
*proc datasets library=work kill;
run;
quit;
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Anhang D7: SAS-Simulationsprogramm zur U¨berpru¨fung der Faustregel
von Granger und Newbold (1974)
Verwendete Makros
*############ MAKRO 1 ################;
%macro spuriousset_eig(datei);
%do i=1 %to &WD;
data dat&i;
set &datei;
where ii=&i;
keep y1t&i y2t&i;
%end ;
data spurious;
%do i=1 %to &WD;
merge dat&i;
%end ;
run;
%mend spuriousset_eig;
*############ MAKRO 2 ################;
%macro regression1_eig(datei);
%do i=1 %to &WD;
proc reg data=&datei CORR;
model y1t&i=y2t&i / noint DW;
quit;
%end;
%mend regression1_eig;
*############ MAKRO 3 ################;
%macro regression2_eig(datei);
%do i=1 %to &WD;
proc reg data=&datei;
model y1t&i=y2t&i / noint RSQUARE B;
quit;
%end;
%mend regression2_eig;
Hauptprogramm
*Indikation von Spurious Regression durch R^2 und die DW-Statistik;
*Variierbare Anzahl der Meßzeitpunkte und der Wiederholungen;
*********** Anzahl der Meßzeitpunkte **********;
%let MZ=20000;
*********** Anzahl der Wiederholungen *********;
%let WD=20;
data spurious;
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array y1t{&WD} (&WD*0);
array y2t{&WD} (&WD*0);
array y1t_1{&WD} (&WD*0);
array y2t_1{&WD} (&WD*0);
phi11 = 1;
phi12 = 0;
phi21 = 0;
phi22 = 1;
do ii = 1 to &WD;
do i = 1 to &MZ;
a1t = rannor(12345);
a2t = rannor(67890);
*y1t_1 = 0;
*y2t_1 = 0;
*t = 0;
y1t(ii) = phi11*y1t_1(ii) + phi12*y2t_1(ii) + a1t;
y2t(ii) = phi21*y1t_1(ii) + phi22*y2t_1(ii) + a2t;
y1t_1(ii) = y1t(ii);
y2t_1(ii) = y2t(ii);
put i ii y1t(ii) y2t(ii);
t = t+1;
output;
end;
end;
run;
%spuriousset_eig(work.spurious);
data spurious;
set spurious;
t+1;
run;
filename routed ’output-filename’;
proc printto print=routed new;
run;
options nonumber center nodate label pagesize=100 ;
%regression1_eig(work.spurious);
proc printto print=print;
run;
data scheinregression1;
infile routed;
input spalte1$ spalte2$ spalte3$ spalte4$ spalte5$ spalte6$ spalte7$ spalte8$ @;
if spalte1 = ’Durbin-W’ and spalte2 = ’D’ then _DW_ = spalte3;
if spalte1 = ’Variable’ and spalte5 = ’1.0000’ then _CORR_ = spalte6;
keep _DW_ _CORR_;
run;
data durbinwatson;
set scheinregression1;
keep _DW_;
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if _DW_ = ’’ then delete;
run;
data correlation;
set scheinregression1;
keep _CORR_;
if _CORR_ = ’’ then delete;
run;
data statistics1;
merge durbinwatson correlation;
DW=input(_DW_,10.);
CORR=input(_CORR_,10.);
keep DW CORR;
run;
*2. Teil;
filename routed ’output-filename’;
proc printto print=routed new;
run;
options nonumber center nodate label pagesize=100 ;
%regression2_eig(work.spurious);
proc printto print=print;
run;
data scheinregression2;
infile routed;
input spalte1$ spalte2$ spalte3$ spalte4$ spalte5$ spalte6$ spalte7$ spalte8$
spalte9$ spalte10$ spalte11$ spalte12$ spalte13$ spalte14$ spalte15$ spalte16$
spalte17$ spalte18$ spalte19$ @;
if spalte12 = ’R-Square’ and spalte18 = ’R-Sq’ then _RSQ_ = spalte13;
if spalte1 = ’Coeff’ and spalte5= ’Estimate’ then _REGCOEFF_ = spalte19;
keep _REGCOEFF_ _RSQ_;
run;
data rsquare;
set scheinregression2;
keep _RSQ_;
if _RSQ_ = ’’ then delete;
run;
data regcoeff;
set scheinregression2;
keep _REGCOEFF_;
if _REGCOEFF_ = ’’ then delete;
run;
data statistics2;
merge regcoeff rsquare;
RSQ=input(_RSQ_,10.);
REGCOEFF=input(_REGCOEFF_,10.);
keep RSQ REGCOEFF;
run;
data statistics;
set statistics1;
set statistics2;
run;
data scheinrg.Statistiken;
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set statistics;
*DW;
if DW > 2.2 then autocorrelation = ’negative’ ;
if DW < 1.8 then autocorrelation = ’positive’ ;
if DW > 1.8 and DW < 2.2 then autocorrelation = ’uncorrelated’ ;
*CORR;
if CORR > 0 and CORR > 0.25 and CORR < 0.75 then correlation =
’moderate/positive’;
if CORR > 0 and CORR > 0.75 then correlation = ’high/positive’;
if CORR > 0 and CORR < 0.25 then correlation = ’low/positive’;
if CORR < 0 and CORR < -0.25 and CORR > -0.75 then correlation =
’moderate/negative’;
if CORR < 0 and CORR < -0.75 then correlation = ’high/negative’;
if CORR < 0 and CORR > -0.25 then correlation = ’low/negative’;
*RSQ;
if RSQ > 0.25 and RSQ < 0.75 then rsquare = ’moderate’;
if RSQ > 0.75 then rsquare = ’high’;
if RSQ < 0.25 then rsquare = ’low’;
*REGCOEFF;
if REGCOEFF > 0 and REGCOEFF > 0.25 and REGCOEFF < 0.75 then regcoefficient =
’moderate/positive’;
if REGCOEFF > 0 and REGCOEFF > 0.75 then regcoefficient = ’high/positive’;
if REGCOEFF > 0 and REGCOEFF < 0.25 then regcoefficient = ’low/positive’;
if REGCOEFF < 0 and REGCOEFF < -0.25 and REGCOEFF > -0.75 then regcoefficient =
’moderate/negative’;
if REGCOEFF < 0 and REGCOEFF < -0.75 then regcoefficient = ’high/negative’;
if REGCOEFF < 0 and REGCOEFF > -0.25 then regcoefficient = ’low/negative’;
run;
proc freq data=scheinrg.Statistiken;
tables autocorrelation/norow nocol nopercent nocum;
tables correlation/norow nocol nopercent nocum;
tables rsquare/norow nocol nopercent nocum;
tables regcoefficient/norow nocol nopercent nocum;
run;
proc corr data=scheinrg.statistiken;
run;
proc datasets library=work kill;
run;
quit;
Anhang D8: SAS-Programme zur Generierung von Diagrammen und
Graphiken
*############ DIAGRAMM ZUR REPLIKATION VON GRANGER UND NEWBOLD ##########;
data GN_1974.SPREG;
set GN_1974.RW12_reg;
if FPROB=’’ then delete;
rename FPROB=regression;
run;
title1 ’Replikation: Granger und Newbold (1974)’;
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title2 ’Prozentsatz signifikanter Regressionen: 2 unabh. Zufallsprozesse’;
title3 ’500 Wiederholungen’;
title4 ’T=20 bis T=300 (variiert in 20er-Schritten)’;
title5 ’Signifikanzniveau: 0.05 (s), 0.01 (ss); nichtsignifikant: 0.05 (n) ’;
footnote1 justify=right ’Diplomarbeit ESK’;
axis1 order= (0 to 300 by 20) label=(’Variierte Anzahl der Messzeitpunkte T’);
axis2 order= (0 to 100 by 25) label=(’Prozent’);
symbol1 value=star interpol=join color=black height=3 width=2;
symbol2 v=diamond i=join color=black height=3;
symbol3 v=dot i=join color=black height=3;
proc gplot data=GN_1974.SPREG;
plot PERCENT*t=regression /haxis=axis1 vaxis=axis2 vref=75 lvref=2 frame;
run;
quit;
title1 ’Replikation: Granger und Newbold (1974)’;
title2 ’Prozentsatz signifikanter Regressionen: 2 unabh. Zufallsprozesse’;
title3 ’500 Wiederholungen’;
title4 ’T=20 bis T=200 (variiert in 20er-Schritten)’;
title5 ’Signifikanzniveau: 0.05 (s), 0.01 (ss); nichtsignifikant: 0.05 (n) ’;
footnote1 justify=right ’Diplomarbeit ESK’;
axis1 order= (0 to 200 by 20) label=(’Variierte Anzahl der Messzeitpunkte T’);
axis2 order= (0 to 100 by 25) label=(’Prozent’);
symbol1 value=star interpol=join color=black height=3 width=2;
symbol2 v=diamond i=join color=black height=3;
symbol3 v=dot i=join color=black height=3;
proc gplot data=GN_1974.SPREG;
plot PERCENT*t=regression /haxis=axis1 vaxis=axis2 vref=75 lvref=2 frame;
run;
quit;
title1 ’Replikation: Granger und Newbold (1974)’;
title2 ’Prozentsatz signifikanter Regressionen: 2 unabh. Zufallsprozesse’;
title3 ’500 Wiederholungen’;
title4 ’T=20 bis T=100 (variiert in 20er-Schritten)’;
title5 ’Signifikanzniveau: 0.05 (s), 0.01 (ss); nichtsignifikant: 0.05 (n) ’;
footnote1 justify=right ’Diplomarbeit ESK’;
axis1 order= (0 to 100 by 20) label=(’Variierte Anzahl der Messzeitpunkte T’);
axis2 order= (0 to 100 by 25) label=(’Prozent’);
symbol1 value=star interpol=join color=black height=3 width=2;
symbol2 v=diamond i=join color=black height=3;
symbol3 v=dot i=join color=black height=3;
proc gplot data=GN_1974.SPREG;
plot PERCENT*t=regression /haxis=axis1 vaxis=axis2 vref=75 lvref=2 frame;
run;
quit;
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*######### VERLAUFSDIAGRAMME DER MULTIVARIATEN PROZESSE ##########;
proc gplot data=single;
symbol1 v=none i=join l=1 c=black;
symbol2 v=none i=join l=2 c=red;
symbol3 v=none i=join l=3 c=green;
plot y1t * t = 1
y2t * t = 2
ydiff * t = 3 / overlay ;
run;
*######### EXEMPLARISCHE PROGRAMME FU¨R DIE ERGEBNISSCHAUBILDER ##########;
********************* BEISPIEL 1 ******************;
*DICKEY-FULLER-TEST --- nicht-auseinanderdriftende Zeitpfade ---;
*NAD_0;
data EMP_GRAP.EMP_DF_NAD_0;
set D_NAD_0.D_COMBINE_NAD_0;
keep Abh_glob T DF_ydt PERCENT_ydt;
if DF_ydt=’n’ then delete;
if PERCENT_ydt=’.’ then delete;
if T=’250’ then delete;
if T=’300’ then delete;
if T=’350’ then delete;
run;
********************* BEISPIEL 2 ******************;
*############ H_1A ########## ;
*DF-Test;
*auseinanderdriftende Zeitpfade AD_1A;
*T=50;
data workout1;
set D_AD_1A.D_COMBINE_AD_1A;
keep Abh_glob T DF_y1t PERCENT_y1t DF_y2t PERCENT_y2t;
if DF_y1t=’n’ then delete;
if DF_y2t=’n’ then delete;
run;
data workout2;
set D_AD_1A.D_COMBINE_AD_1A;
keep Abh_glob T DF_ydt PERCENT_ydt;
if DF_ydt=’n’ then delete;
if PERCENT_ydt=’.’ then delete;
run;
data HYPO.H_1A_df;
merge workout1 workout2;
if T=’100’ then delete;
if T=’150’ then delete;
if T=’200’ then delete;
if T=’250’ then delete;
if T=’300’ then delete;
if T=’350’ then delete;
run;
goptions reset=global gunit=pct noborder cback=white
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colors=(black) ctext=black ctitle=black
htext=6 ftext=’Arial’ ftitle=’Arial’
devmap=winansi keymap=winansi;
title1 h=2 ;
title2 h=7 ’HYPOTHESE 1A’;
title3 h=6.5 ’T=50’;
proc gplot data=HYPO.H_1A_df;
symbol1 color=black interpol=L line=33 width=3 value=dot height=4;
symbol2 color=black interpol=join line=3 width=3 value=dot height=4;
symbol3 color=black interpol=spline line=1 width=3 value=dot height=4;
axis1 major=(height=2) minor=none label=(’Abh_glob’);
axis2 order=(0 to 100 by 25) label=(’%’);
plot PERCENT_y1t*Abh_glob PERCENT_y2t*Abh_glob PERCENT_ydt*Abh_glob
/ overlay vaxis=axis2 haxis=axis1;
note c=black height=5
move=(10,26) ’1. Komponentenprozess’
move=(10,43) ’2. Komponentenprozess’
move=(70,62) ’Linearkombination’;
run;
quit;
***************************NAD_0************************;
goptions reset=global gunit=pct noborder cback=white
colors=(black) ctext=black ctitle=black
htext=6 ftext=’Arial’ ftitle=’Arial’
devmap=winansi keymap=winansi;
title1 h=2 ;
title2 H=7 ’nicht-auseinanderdriftende Zeitpfade’;
title3 H=6.5 ’Variation minimaler Abha¨ngigkeiten’;
proc gplot data=EMP_GRAP.EMP_DF_NAD_0;
symbol1 color=red interpol=spline line=1 width=3 height=4;
symbol2 color=green interpol=spline line=1 width=3 height=4;
symbol3 color=blue interpol=spline line=1 width=3 height=4;
symbol4 color=orange interpol=spline line=1 width=3 height=4;
symbol5 color=yellow interpol=spline line=1 width=3 height=4;
symbol6 color=pink interpol=spline line=1 width=3 height=4;
symbol7 color=brown interpol=spline line=1 width=3 height=4;
*ACHSEN;
axis1 order=(0.105 to 0.125 by 0.005) label=(’Abh_glob’);
axis2 label=(’%’);
plot PERCENT_ydt*Abh_glob=t /haxis=axis1 vaxis=axis2 lvref=2 frame;
run;
quit;
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Anhang E: Detail-Herleitung zum Engle-Granger-Repra¨sen-
tationstheorem
Die Herleitung von Gleichung 3.3, S. 52, aus Gleichung 3.2, S. 52, erfolgt laut ma-
thematischer und o¨konometrischer Lehrbu¨cher (vgl. Hartley & Hawkes, 1970, S. 41;
Stewart & Gill, 1998, S. 175ff.; Stoll, 1952, S. 160) gema¨ß des sogenannten Remainder
Theorems fu¨r Polynome, das in der Internetressource Purplemath (vgl. Stapel, 2004)
genauer beschrieben wird. Stewart und Gill (1998, S. 176) geben außerdem an, dass
sich Lag-Polynome wie Polynome komplexer Zahlen verhalten.
⋄ ⋄ ⋄ ⋄ ⋄ ⋄ ⋄
Engle und Granger (1987) erbringen die Herleitung von Gl. 3.2, S. 52, zu Gl. 3.3, S. 52:
Gl. (3.3) in Engle und Granger (1987, S. 255):
A(B)xt = d(B)ǫt
darin sind
• d(B) = 1
• A(B) entspricht (u.a. gema¨ß der Definition auf S. 254) Φ(B)
⇒ entspricht Gl. 3.2: Φ(B)xt = ǫt
Gl. (3.4) in Engle und Granger (1987, S. 256):
A∗(B)(1−B)xt = −γzt−1 + d(B)ǫt
darin sind
• S. 253 (Def. von Kointegration): Linearkombination zt = α
′xt
→ zt−1 = α
′xt−1
→ Def. von Kointegration (S. 253): α entspricht
”
unserem“ Kointegrationsvektor β′
• S. 256, (3): A(1) = γα′
→ Fehlerkorrekturmodell (S. 254): γ entspricht
”
unserem“ Anpassungskoeffizienten −α
⇒ dadurch ist nebenbei der Ausdruck −Φ(1) = αβ′ aus Gl. 3.5 nachgewiesen
Nach Einsetzen und Anpassung der Notation la¨sst sich ableiten:
Φ∗(B)(1−B)xt = −Φ(1)xt−1 + ǫt | +Φ(1)xt−1
Φ∗(B)(1−B)xt + Φ(1)xt−1 = ǫt | B(xt) = xt−1 (Backshift-Op.)
Φ∗(B)(1−B)xt + Φ(1)Bxt = ǫt | xt ausklammern
[Φ∗(B)(1−B) + Φ(1)B]xt = ǫt
Gema¨ß Gl. 3.3 gilt:
Φ∗(B)(1−B) + Φ(1)B = Φ(B) Einsetzen!
Daraus ergibt sich direkt Gl. 3.2:
Φ(B)xt = ǫt
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Die Definitionen aus Gl. 3.4 ergeben sich aus der Definition der Eigenschaften von Φ und
Φ∗, die fu¨r Φ durch das bekannte Matrix-Lag-Polynom beschrieben sind:
Φ(B) := Im −Φ1B −Φ2B
2 − ...−ΦpB
p
Φ∗ wiederum hat die Eigenschaften der Adjungierten von Φ.
⋄ ⋄ ⋄ ⋄ ⋄ ⋄ ⋄
Wie bereits beschrieben und in Anhang A, S. 139, erla¨utert, steht B auch in dieser
Herleitung fu¨r den Backward-Shift-Operator, der nach Stewart und Gill (1998, S.
176) als eine komplexe Variable aufgefasst werden kann.
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