Scanning Small-Angle X-Ray Scattering Tomography: Non-Destructive Access to the Local Nanostructure by Feldkamp, Jan Moritz
Scanning Small-Angle X-Ray
Scattering Tomography
Non-Destructive Access to the Local Nanostructure
Dissertation
zur Erlangung des akademischen Grades
Doctor rerum naturalium (Dr. rer. nat.)
vorgelegt der
Fakulta¨t Mathematik und Naturwissenschaften der
Technischen Universita¨t Dresden
von
Dipl.-Phys. Jan Moritz Feldkamp
geboren am 12.07.1981 in Warendorf
Die Dissertation wurde in der Zeit von 05/2006 bis 07/2009
im Institut fu¨r Strukturphysik angefertigt.
Eingereicht am 29. Juli 2009
Tag der Verteidigung: 19. Oktober 2009
Berichterstatter:
Prof. Dr. Christian G. Schroer, Technische Universita¨t Dresden
Prof. Dr. Peter Mu¨ller-Buschbaum, Technische Universita¨t Mu¨nchen
Zusammenfassung
Die Methoden der Ro¨ntgenkleinwinkelstreuung (SAXS) und Ro¨ntgenkleinwinkelstreu-
ung unter streifendem Einfall (GISAXS) werden seit vielen Jahren erfolgreich eingesetzt
zur Analyse von Nanostrukturen in nicht-kristallinen Proben, z.B. Polymeren, metallischen
Legierungen, Keramiken und Gla¨sern. In vielen Proben ist die Nanostruktur allerdings
nicht homogen verteilt, sondern variiert als Funktion des Ortes in der Probe. Konventionelle
SAXS- oder GISAXS-Messungen an solch heterogenen Proben liefern lediglich ein u¨ber alle
unterschiedlichen Strukturen entlang des Ro¨ntgenstrahls gemitteltes Streubild. In dieser
Arbeit wird Rastertomographie mit SAXS und GISAXS kombiniert und so der lokale
Streuquerschnitt an jedem Ort auf einem virtuellen Schnitt durch die Probe gewonnen.
Diese Technik bietet so einzigartige Analysemo¨glichkeiten von heterogenen Proben.
Es wird zuna¨chst ein kurzer U¨berblick u¨ber die Physik der Ro¨ntgenstrahlung und
Ro¨ntgenstreuung gegeben, bevor die Methoden der SAXS- und GISAXS-Tomographie
eingefu¨hrt werden. Die experimentellen Anforderungen und Grenzen beider Methoden
werden besprochen, wobei Aspekte der Abtastung, der lokalen Rotationsinvarianz und
der Koha¨renz im Ro¨ntgenstrahl eine Rolle spielen. Experimente, die an der Messstrecke
BW4 am HASYLAB bei DESY, Hamburg, durchgefu¨hrt wurden, werden beschrieben, um
die Mo¨glichkeiten der Methode zu illustrieren. Schließlich wird ein Ausblick auf mo¨gliche
zuku¨nftige Entwicklungen der Kleinwinkelstreutomographie gegeben.
Abstract
The techniques of small-angle x-ray scattering (SAXS) and grazing-incidence small-
angle x-ray scattering (GISAXS) have successfully been used for many years in the analysis
of nanostructures in non-crystalline samples, e.g., polymers, metallic alloys, ceramics, and
glasses. In many specimens, however, the nanostructure is not distributed homogeneously,
but instead varies as a function of position in the sample. Conventional SAXS or GISAXS
measurements on such heterogeneous samples merely yield an averaged scattering pattern
of all the different structures present along the x-ray beam path. In this thesis, scanning
tomography is combined with SAXS and GISAXS, revealing the individual local scattering
cross section at each position on a virtual section through the sample. The technique
thereby offers unique analytical possibilities in heterogeneous specimens.
A brief review of the physics of x rays and x-ray scattering is given, before the meth-
ods of tomographic SAXS and GISAXS are introduced. Experimental requirements and
limitations of both methods are discussed, including aspects of sampling, local rotational
invariance and x-ray beam coherence. Experiments performed at the beamline BW4 at
HASYLAB at DESY, Hamburg, Germany are described, illustrating the capabilities of the
method. Finally, an outlook on possible future developments in tomographic small-angle
x-ray scattering is given.
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X rays were discovered in experiments with cathode rays in the late 19th century. The
first systematical study was done by W. C. Ro¨ntgen in 1895 [Ro¨n95]. One of the first
radiographs Ro¨ntgen took pictured the bones in his wife’s hand [EB09]. Since then, x-ray
physics have gained significance in a multitude of scientific fields. Their most prominent
property, the large penetration depth in matter, has lead to their broad routine application
in medical diagnosis, the most important techniques being radiography and computerized
x-ray absorption tomography (CT).
Max von Laue discovered that x rays are diffracted by crystals, thereby proving not only
the electromagnetic wave nature of x rays, but also that crystalline matter acts as a diffrac-
tion grating for them. He realized that for diffraction to occur, the x-ray wavelength must
be on the order of interatomic distances in crystals [Ewa99]. Nowadays, crystallographic
structure determination is an extremely successful method which has been performed on
many types of crystals, from simple inorganic substances to complex proteins. For exam-
ple, the Cambridge Structural Database (CSD), which records crystallographic information
for organic molecules and metal-organic compounds, today contains over 450 000 struc-
tures [CSD09]; the Protein Data Bank (PDB) counts more than 59 000 entries [PDB09].
Scattering from amorphous substances does not yield sharp diffraction peaks, but rather
a distribution of diffuse scattering intensity at small scattering angles. The technique of
small-angle x-ray scattering (SAXS) covers scattering angles up to a few degrees, inves-
tigating electron density variations on length scales ranging approximately from 1 nm to
100 nm. In ultra small-angle x-ray scattering (USAXS), the detectable lengths may even
reach several micrometers. SAXS contrast arises from electron density variations caused
by chemical or topological inhomogeneities. SAXS patterns therefore allow to study prop-
erties of the nanostructure in a specimen without destructive sample preparation. Since
many of these inhomogeneities contribute to the scattering pattern, the obtained results
possess high statistical significance.
In partially crystalline samples, wide-angle x-ray scattering (WAXS) is additionally
observed at larger scattering angles than those considered in SAXS, probing interatomic
distances. WAXS opens possibilities to investigate the crystal orientation or the crys-
tallinity in a sample.
1
2 Chapter 1. Introduction
A third major property of x rays that shall be mentioned here for the sake of com-
pleteness is that photons in the x-ray regime cover energies that match the binding en-
ergies of electrons in atoms, up to inner-shell electrons of heavy elements. This allows
for element-specific analysis with a low detection limit using x-ray fluorescence (XRF)
or x-ray absorption spectroscopy (XAS), the latter including x-ray absorption near-edge
structure (XANES) and extended x-ray absorption fine structure (EXAFS). These tech-
niques and their tomographic variants (see also introduction to Chapter 4) have been widely
covered in literature and will not be discussed in detail in this thesis.
Synchrotron radiation facilities provide much brighter and well-collimated x-ray sources
compared to x-ray tubes, allowing for the advancement of well-known laboratory x-ray
techniques as well as the development of new ones. SAXS greatly benefits from this de-
velopment because it requires a highly collimated beam to obtain a good reciprocal-space
resolution and also a high beam intensity to compensate for the often weak scattering con-
trast in the sample. Today, numerous synchrotron SAXS studies have been done success-
fully in many fields of science [Fra03], including studies on metallic alloys [GK78, Kos91],
polymers [CTZW93, SFA+03, KBR+08, BPRB08], colloidal dispersions [MKBV97], and bi-
ological specimens, e.g., bone [GSW+06, BFE+06, FPKL96] and cellulose [ITM+06, SLB04,
MBMC02, CBMC02]. Most recently, the next generation of x-ray sources, x-ray free elec-
tron lasers (XFELs), which are even brighter and highly coherent x-ray sources, have be-
come available. Using such a source, ultra-fast time-resolved small-angle x-ray scattering
was performed [LEG+08].
While SAXS is very successful in analyzing the nanostructure in bulky specimens, it is
not specifically sensitive to surface phenomena or thin films due to the small sample volumes
in these systems. The comparatively young technique of grazing incidence small-angle x-ray
scattering (GISAXS) overcomes this weakness by illuminating the sample under a grazing
angle near the critical angle of total external reflection, allowing to examine structures
in thin films or on surfaces on a wide range of length scales. As a complementary tech-
nique to other surface sensitive tools of analysis, such as atomic force microscopy (AFM),
GISAXS also probes buried interfaces. Also, in AFM a small field of view is investigated,
while scattering techniques provide larger statistical significance. With GISAXS, buried
and free-standing islands, surface roughness, and thin-film morphology can be studied
in a variety of sample systems, including metals [LCCG89, BNTL99, GHS+01], semi-
conductors [SWR+98, MKPP99, RPM+99, SHR+00], polymer films [MBS98, GMBS+00,
MB03], and colloidal crystals [HBT+08, TSRG08, CJL+07, CCH+06].
The typical length scales that can be investigated by SAXS or GISAXS range from
1 nm to 100 nm. The nanostructure in many specimens, however, varies on distances larger
than these length scales. In such heterogeneous samples, structural properties can be
probed locally by scanning the sample through a focused x-ray microbeam and recording
a scattering pattern at each position [Rie00]. Scanning microbeam SAXS, sometimes also
called µ-SAXS, yields a two-dimensional map in the two scanning directions perpendicular
to the x-ray beam [GBR98, RRJ+99, MBR01, LHMBW+03, Fra03, LBSW06, GWB+07,
Par08]; in scanning GISAXS (µ-GISAXS), a one-dimensional scan perpendicular to the
beam is obtained [RBR+03, MBRB+05, MBBM+07].
3Scanning microbeam methods enable studies of variations in the sample morphology.
However, they average over the in-beam dimension and fail to spatially resolve possible
structural changes along the beam path. This way, valuable information is lost in hetero-
geneous samples. Scanning microtomography, a technique that has already been proven
successful with other contrast mechanisms (see Chapter 4), can be introduced to access
that information. In scanning tomography, many lateral scans, or tomographic projec-
tions, are recorded from different rotation angles. The local scattering cross section at
each position on a virtual section through the sample can then be obtained from these pro-
jections by using tomographic reconstruction techniques. This thesis discusses theoretical
and experimental aspects of this novel scattering tomography technique and illustrates the
possibilities it offers.
This document is organized as follows. In Chapter 2 the general physics of x rays and
their interaction with matter are reviewed and the concept of coherence is introduced.
Chapter 3 deals with the theoretical description of SAXS and GISAXS. Chapter 4 mo-
tivates tomographic small-angle x-ray scattering before discussing the experimental pro-
cedure, reconstruction techniques, and sampling issues. A model for tomographic SAXS
is derived and specific requirements that follow from it are pointed out. This model is
extended for the GISAXS case. Finally, the role of coherence in small-angle scattering
tomography is investigated. Chapter 5 describes the experimental setup, including im-
portant beamline components, the focusing optic and sample stages. Chapter 6 presents
three SAXS-tomography and two GISAXS-tomography experiments performed within the
scope of this work and their results. In addition, a pragmatic way of quickly checking the
validity of a tomographic data set is developed and exemplified. Chapter 7 summarizes
and concludes the achieved experimental status of tomographic small-angle scattering and
gives an outlook on possible future developments of the technique.
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Chapter 2
The Nature of X Rays and Their
Interaction with Matter
Scientists have for many years been concerned with the nature of electromagnetic waves.1
James Clerk Maxwell found a set of equations which describe the sources and evolution
of the electric and magnetic field as well as their interdependence. Solving Maxwell’s
equations with certain boundary conditions yields a description of the propagation of light.
As this solution is mathematically identical with that of a classical wave, the idea of
electromagnetic waves came to life.
This chapter means to present an overview over the most important relationships and
derivations of the electromagnetic theory in general and especially the basic scattering pro-
cesses that are of importance to this work and the results presented in later chapters. In
doing so, the argumentation of the textbook by David Attwood [Att99] is followed for the
most part, albeit very much abbreviated. A much more detailed description of the elec-
tromagnetic theory including comprehensive derivations are found in different textbooks,
including [Hec87, BW99, Jac98, AM76].
The theory described here is based on classical electrodynamics and the so-called semi-
classical model, which already includes some aspects of the quantum mechanical atomic
model, but treats the electromagnetic fields in a classical way. In a more complete, purely
quantum mechanical model, the electromagnetic field is quantized into elementary excita-
tions called photons. The field amplitudes that appear in the classical theory become
probability amplitudes that describe the behavior of single photons. Following Feyn-
man [FH65, Lou91], the probability amplitudes interfere to yield the final probability of
finding a photon at a certain time at a certain spot in the detector. Keeping this in mind,
the concept of the semi-classical model is chosen here as this theory is very instructive and
succeeds to explain many of the phenomena encountered in x-ray physics.
1A comprehensive history of optics may, for example, be found in [Hec87].
5
6 Chapter 2. The Nature of X Rays and Their Interaction with Matter
2.1 X Rays in the Electromagnetic Spectrum
Within the classical theory, x rays are electromagnetic waves with a frequency ν, and a
wavelength λ. These basic wave properties are related to each other and the phase velocity
of the wave in a given medium, c, by the dispersion relation
νλ = c . (2.1)
Anticipating a result from quantum mechanics, the energy associated with a photon of a
given frequency is given by
E = hν = ~ω , (2.2)
where h is Planck’s constant, ~ = h/2pi, and ω = 2piν is the angular frequency.
Electromagnetic waves of different vacuum wavelengths, or energies, have historically
been classified according to their typical properties, the most prominent regions being those
of radio waves, visible light, and x rays. An overview of the electromagnetic spectrum is
shown in Figure 2.1. In this scheme the x-ray region extends from energies of about 250 eV
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Figure 2.1: Electromagnetic spectrum. The regime of x rays lies between those of ultraviolet
light and γ-rays.
2.1.1 Maxwell’s Equations and the Wave Equation
An insight to radiation phenomena can be gained by studying some implications of Max-
well’s Equations [BW99, Sch03]. This set of coupled equations, valid within the frame-
work of classical electrodynamic theory, describe the behavior of the electromagnetic field.
The basic quantities necessary for the mathematical description, namely the electric field,
E(r, t), and the magnetic field, B(r, t), are introduced as three-dimensional vector fields
which may vary in space, r, and time, t.
A dielectric medium responds to an external electric field either by aligning electric
dipoles already present in the medium or by inducing new dipoles through charge sepa-
ration. Both effects together lead to a macroscopic polarization P(r, t). The vector field
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that includes both the external electric field and the polarization is called the electric
displacement. It is given by
D(r, t) = 0E(r, t) + P(r, t) , (2.3)
where 0 is the dielectric constant. Outside of the medium, where the polarization vanishes,
D(r, t) = 0E(r, t).
Likewise, an external magnetic field causes magnetic currents – carried by aligned
magnetic moments in the medium or induced ring currents – which yield a macroscopic





B(r, t)−M(r, t) , (2.4)
where µ0 denotes the magnetic permeability. Again, this expression simplifies in the vac-
uum case. If the magnetization is zero, H(r, t) = 1
µ0
B(r, t).
Further, the density of free charges, that is, all charges not accounted for by the po-
larization, is denoted by ρ(r, t). Correspondingly, the density of free currents – those not
included in the magnetization – is defined as j(r, t) = q n(r, t) v(r, t), with q as the particle
charge, n(r, t) as the particle density, and v(r, t) as the particle velocity.
The behavior of substances in the electromagnetic field, i.e., the behavior of currents,
polarization and magnetization, is generally rather complicated. If the field is time-
harmonic, if the bodies are at rest, and if the material is isotropic, the material equations
for most substances can be written as [BW99]
j = σE , (2.5)
D = E , (2.6)
B = µH , (2.7)
(2.8)
where σ is the specific conductivity,  is the dielectric permittivity, and µ is the magnetic
permeability. All relevant material properties are now contained in these constants. Note
that all three material equations as stated above are linear in the fields and therefore do
not describe nonlinear optical effects, as are observed in very strong fields. In this case,
the equations have to be modified to account for these effects.
Given the fields and relations defined above, Maxwell’s equations in the MKS-system2
are given as
2The meter-kilogram-second system of units (also SI-system).
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∇×H = ∂D
∂t
+ j , (2.9)
∇× E = −∂B
∂t
, (2.10)
∇ ·B = 0 , (2.11)
∇ ·D = ρ , (2.12)
where ∂/∂t denotes the time derivative. The explicit space and time dependencies were
dropped here for the sake of clarity.
Maxwell’s equations can be physically interpreted as follows: Equation (2.9) states that
the curl portion of the magnetic field is created by a temporal change in the electric field
or by an electric current. According to (2.10), the curl of the electric field is given by
the negative time derivative of the magnetic field. Therefore, the system answers with
an increased electric ring field, when the magnetic field is decreased. Equation (2.11) is
equivalent to the finding that there are no magnetic monopoles. Finally, (2.12) describes
the divergent part of the electric field, which is created by a charge density (positive or
negative). An immediate result that can be obtained from (2.9) together with (2.12) is a
relationship between the charge density and the current density, namely the equation of
charge conservation,
∇ · j(r, t) + dρ
dt
= 0 . (2.13)
The following considerations will initially assume the absence of an optical medium, so
that  = 0, the permittivity of free space, and µ = µ0, the permeability of free space. The
numerical values for both constants are given in the appendix. Using these simplifications,













with c = 1√
0µ0
as the phase velocity of the electromagnetic wave in vacuum.
The wave equation (2.14) is an inhomogeneous partial differential equation with source
terms on its right-hand side. It can be treated most easily by taking the Fourier transform
of the electric field E(r, t) and thus algebraizing the space and time derivative operations.
















E(r, t) ei(ωt−k·r) dr dt . (2.16)
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Here, the integration differentials, dr = dx dy dz and dk = dkx dky dkz, are scalar
volume elements written in short-hand notation. The Fourier transforms of the current
density, jkω, and the charge density, ρkω, can be defined analogously. Finally, one arrives
at a Fourier representation of the vector wave equation (2.14) which can be written as
(ω2 − k2c2) Ekω = 1
0
[(−iω) jkω + ic2k ρkω] . (2.17)
This equation can easily be solved for Ekω and transformed back to obtain the electric
















where jTkω is the component of the current density transverse to the direction of propaga-
tion. This term represents the source terms of the electric field and depends on the specific
problem.
2.1.2 Point Oscillator
One could ask for the point answer of the system, i.e., the electric field of a point radiator
consisting of a single oscillating electron, sufficiently small compared to the wavelength.
In this case, the particle density can be represented by a Dirac delta function, so that the
current density becomes
j(r, t) = q n(r, t) v(r, t) = −e δ(r) v(t) . (2.19)
This equation presumes a moving electron that is confined to an infinitely small space.
Because the velocity is only time-dependent, this case is very easy to treat mathematically.
However, it is clearly not the exact description, but rather a far-field approximation, where
– to a distant observer – the radiated wave seems to emerge from a singular point source.
In this sense, the Dirac delta function of (2.19) represents only the first term in a multipole
series expansion that would have to be performed upon closer investigation.
Putting (2.19) into (2.18), one finds – after some calculation – the electric field created







It can be seen from (2.20) that the electric field depends on the electron acceleration
transverse to the direction of propagation vT at a retarded time t − r/c. Its amplitude
decays with the distance from the point charge as 1/r.
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2.1.3 Radiated Power
The Poynting vector, S, is a measure for the radiated power per unit area. It is defined as
the cross product of the electric field and the magnetic field strength,
S = E(r, t)×H(r, t) . (2.21)
The quantity H(r, t) can be calculated from a known E(r, t) using (2.10). For a plane wave





k0 × E(r, t) , (2.22)
where k0 is a unit vector pointing in the direction of propagation. Substituting (2.22) in





|E(r, t)|2 k0 . (2.23)
These equations imply some important results. As can be seen from (2.23), the Poynting
vector points in the direction of propagation, k0, and its length is proportional to the square
of the electric field amplitude. Further, the direction of propagation, given by the Poynting
vector in (2.21) is perpendicular to both the electric field and the magnetic field strength
vectors. On the other hand, as stated by (2.22), the magnetic field is perpendicular to the
electric field vector and the direction of propagation. Therefore, the three vector quantities
that describe the electromagnetic wave, k0, E, and H, form a right-handed system of right
angles. Figure 2.2 illustrates the spatial propagation of an electromagnetic wave with both
the E- and the H-field.
Figure 2.2: Propagation of an electromagnetic wave.
Now, one can readily determine the radiated power per unit area for a given electric
field. In case of the point oscillator from Section 2.1.2, for example, the electric field from







where the transverse component of the acceleration |aT | was replaced by a term |a| sin Θ,
taking into account the angle Θ between the acceleration and the direction of propagation.
Equation (2.24) displays two typical features: a decay in power proportional to the distance
squared (∝ 1/r2) and a sin2 Θ-dependence, yielding the toroidal radiation characteristic
of dipole radiation (cf. Figure 2.3). The radiated intensity is maximal in those planes
perpendicular to the acceleration of the electron and goes to zero for scattering directions
close to the acceleration vector.
Figure 2.3: Dipole radiation. The radiated power varies with sin2 Θ with respect to the
direction of the acceleration.
The Poynting vector is related to the scalar quantity of radiated power, P , by S =
(dP/dA)k0. The differential area dA in this expression can be written in terms of a solid
angle dΩ and distance r from the oscillating electron. It is dA = r2dΩ (cf. also Figure 2.4).
















This expression, apart from constant factors, depends only on the square of the electron
acceleration, and thereby on the square of the amplitude of the incident wave.
2.2 Scattering
The term scattering in general refers to the redirection of incident radiation. Within the
classical electrodynamic model, scattering occurs due to the driven electron oscillation
caused by the electric field of the incident wave impinging on an atom. In this section, the
general ideas and terminology as well as the basic mathematical formulation of scattering
processes will be introduced. The more specific discussion of the special case of small-angle
scattering will be given in Chapter 3.
12 Chapter 2. The Nature of X Rays and Their Interaction with Matter
Figure 2.4: Basic scattering geometry. The incident wave is scattered into a solid angle dΩ,
if it passes the scatterer within the scattering cross section, dσdΩ .
The basic layout of a scattering experiment can be described as follows: A plane wave
irradiates a sample, from which a spherical wave is scattered. Typically, a detector mea-
sures the portion of the wave scattered into a solid angle dΩ under a scattering angle 2θ
(cf. Figure 2.4). The ratio of the power of the scattered wave to the intensity of the in-
cident wave is called the scattering cross section, σ. It is proportional to the probability
of a scattering process to occur. When thinking of photons as particles for a moment, the
incoming photon is scattered only if it passes within the cross section of the scatterer. In





The driving force exerted by the an electric field on a free electron of mass me and charge
q = −e is given by Fel = −eEi(r, t). According to the Newtonian law of motion, in absence
of other forces, i.e., for a free electron, the electric field gives rise to an acceleration of the
electron:
mea = −eEi(r, t) . (2.28)
Using the acceleration from equation (2.28) in combination with the previous expression
(2.26), it follows after some calculation that the total scattering cross section for a single












The numerical value of the classical electron radius is re = 2.82× 10−15 m, and that of the
Thomson scattering cross section is σe = 6.65× 10−29 m2.
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The differential scattering cross section is obtained by considering only radiation scat-










2 Θ , (2.31)
which again displays the characteristic sin2 Θ behavior of dipole radiation. This term,
which is also known as the polarization factor, therefore represents the effects that occur
due to the change in direction of the electric field vector in a scattering process.
2.2.2 Bound Electron
For a bound electron, the scattering model has to be extended, including terms that account
for damping and the resonances, or eigenfrequencies, of the system. The differential equa-
tion (2.28) therefore has to be expanded by a velocity term including a damping parameter
γ, and a term for the eigenfrequencies of the atom, ωs, where the index s counts different
possible resonances. A differential equation analogous to (2.28) can then be formulated for









sx = −eEi(r, t) . (2.32)
The solution to this equation yields the harmonic displacement
x(r, t) =
1
(ω2 − ω2s) + iγω
e
me
Ei(r, t) . (2.33)
The real and imaginary parts of (2.33) yield the amplitude and phase shift of the driven







(ω2 − ω2s)2 + (γω)2
. (2.34)
Figure 2.5 shows a graph of the displacement and the phase shift of the electron with
respect to the driving force, that is, the incident wave. Also, the resulting scattering cross
section (2.34) is displayed. For frequencies below the resonance (ω  ωs), the scattering
cross section approximately follows a ω4- or λ−4-law. This region is also known as the
Rayleigh regime. For frequencies well above the resonance (ω  ωs), it approaches the
Thomson cross section for free electrons. This is plausible, as the electron appears to be
almost free to an incoming photon, if the photon energy is much greater than the binding
energy of the electron. In this case, the response of the oscillator to the incoming wave is
very weak and out of phase (cf. Figure 2.34, top).





































 σ = σε
Figure 2.5: Driven oscillator model. Top: displacement amplitude (solid line) and phase
shift (dotted line) of a bound electron with respect to the incident wave, both plotted versus
the angular frequency normalized to the resonant frequency, ω/ωs. Below, dashed line:
scattering cross section normalized to the Thomson cross section, σ/σe. The damping was
set to γ/ωs = 0.2 in this example.
2.2.3 Multi-Electron Atom
In the so-called semi-classical model, the atom is made up of Z independent bound elec-
trons, arranged around a core of charge +eZ. Each electron is modeled as an oscillator of
a resonant frequency ωs at a position rs, measured, for example, from the atom core. In
an atom, radiation is generally scattered from all bound electrons. The electric field of the
scattered wave is therefore composed of a coherent summation over contributions from all
Z electrons in the atom. Because of the different electron positions, the waves scattered
from each electron arrive at the detector with a relative phase shift of
e−iq·rs , (2.35)
where q is the so-called scattering vector, which is a key quantity in scattering phenomena.
As indicated in Figure 2.6, it is defined as the difference between the wave vectors of the
outgoing wave, kf , and the incident wave, ki:
q = kf − ki . (2.36)
For elastic scattering, the lengths of the wave vectors for the incident and scattered wave
are the same, i.e., |ki| = |kf | = k. The length of the scattering vector is then given by
|q| = 2k sin θ = 4pi
λ
sin θ . (2.37)
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Besides the wavelength of the incident radiation, the value of |q| depends only on the
scattering angle θ.
Figure 2.6: Left: Sketch of an atom with multiple electrons, the distribution of which is
described by the charge density ρ(r). Right: Illustration of the definition of the scattering
vector q = kf − ki.
The electric field as it is seen by an observer in the far-field, i.e., at a distance that is
much larger than the distance of the electrons to each other (r  |∆rs|), can be written
as











Ei sin Θ e
−iω(t−r/c) . (2.38)
The sum over all Z electrons is also called the complex atomic form factor, f(q, ω), which
determines the scattering of the whole atom. It depends on the resonant frequencies of the
atom as well as on the positions of the electrons within the atom.
Historically, before the quantum mechanical description of the atom was known, the
observed differences in radiated power were explained by adding a term for the oscillator
strength of a certain resonance, gs, to the semi-classical model, normalized by
∑
s gs = Z,







ω2 − ω2s + iγω
. (2.39)
It is common to split up (2.39) as
f(q, ω) = f0(q) + f
′(ω)− if ′′(ω) , (2.40)
with the three components given by










2 − ω2s)− γ2ω2







(ω2 − ω2s)2 + γ2ω2
. (2.41c)
The first term in (2.41), f0(q) is the Fourier transform of the electron density, ρ(r), in
the atom. It depends on the scattering angle and is generally difficult to treat analytically.
It takes a simpler form in the limiting cases of long wavelengths compared to the size of the
atom and for forward scattering, since in both cases |q·∆rs| → 0, and consequently f0(q)→
f0 = Z. For larger scattering vectors, where q 6= 0, f0(q) decays. The exact behavior of
this decay is atom specific and can be obtained by solving Schro¨dinger’s equation for the
atom.
The functions f ′(ω) and f ′′(ω) depend on the energy of the wave ~ω only, provided that
the wavelength is large compared to the dimensions of the inner electronic shells. The term
f ′′(ω) is the imaginary part of the form factor and is as such responsible for the absorption
in the atom. Generally, all three terms are essentially atom specific and depend only weakly
on the chemical bonds with surrounding atoms, since only a small fraction of electrons are
involved in the bonds. They have been measured and/or calculated and are tabulated for
many elements over a wide range of x-ray energies [HGD93, Len94, Cha95, Cha01].





(q) = r2e sin










r2e |f(q, ω)|2 , (2.43)
which are of the same form as (2.31) and (2.29), respectively, except for the additional
atomic form factor. In this sense, the Thomson scattering cross section for a single free
electron is obtained by setting f(q, ω) = 1.
2.3 Diffraction
Diffraction is a special case of scattering that occurs on periodic structures. The phe-
nomenology with its typical diffraction patterns is somewhat different from diffuse scatter-
ing experiments. In both cases, which are identical processes from a purely atomic point
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of view, the scattering amplitudes of all atoms have to be summed up coherently to yield
the total scattered amplitude. The uniqueness of diffraction is that the periodic structure,
e.g., a single crystal or a multilayer arrangement, amplifies certain scattering amplitudes
while diminishing others and thus gives rise to a distinct pattern of diffraction peaks that
can be interpreted to learn about the diffracting structure.
Figure 2.7: Diffraction as scattering from a periodic structure with inter-planar distance d.
Consider a periodic structure, for example, lattice planes in a crystal, with an inter-
planar distance d. Such a structure is shown schematically in Figure 2.7. The wave vector
associated with the periodicity, |kd|, is oriented perpendicular to the planes and has a
length of |kd| = 2pi/d. The condition for diffraction is that the scattering vector (2.37)
equals the periodicity vector, q = kd. Recalling the magnitude of the scattering vector,
|q| = (4pi/λ) sin θ, this yields
λ = 2d sin θ ,
or, more accurately, when taking into account the order of diffraction, m,
mλ = 2d sin θ . (2.44)
This is recognized as Bragg’s law for diffraction [Bra12]. It can generally be applied in
a wide range of scattering phenomena, where the position of scattering peaks can be
associated with characteristic length scales in the sample.
One of the properties that make x rays a unique tool for the investigation of structures
is that their wavelengths are of the order of inter-atomic distances in matter. This fact, in
principle, turns every ordered crystal into a diffraction grating for x rays. An important
application of this is crystallographic structure analysis, where a crystal structure can be
solved with high accuracy from the measurement of the crystal’s Bragg peaks.







a relation that will be useful later when discussing small-angle scattering.
18 Chapter 2. The Nature of X Rays and Their Interaction with Matter
2.4 Index of Refraction
To obtain an expression for an index of refraction using the semi-classical model of bound
electrons, one can first calculate the current density using the oscillating electron velocities
resulting from (2.32) and then substitute the obtained expression into the wave equa-








E(r, t) = 0 , (2.45)
where n(ω) is the ω-dependent index of refraction, shows that






′(ω)− if ′′(ω)] , (2.46)
where NA is Avogadro’s number, ρ is the mass density, and A is the atomic mass. The
functions f0(0), f
′(ω) and f ′′(ω) are the three components of the atomic form factor for
forward scattering as defined in (2.41).
A somewhat simpler and more common form of the refractive index is the following:
n(ω) = 1− δ + iβ . (2.47)
Here, δ is the real part decrement of the refractive index and β is the imaginary part of
the refractive index responsible for attenuation. By comparison, one finds that δ and β














f ′′(ω) . (2.49)
Figure 2.8 shows a schematic of the refractive index plotted versus the frequency. Reso-
nances typically show up in the infrared, the ultraviolet and the x-ray regime.











Figure 2.8: Real part of the index of refraction, n, drawn schematically for a generic element
versus the angular frequency, ω. Typical resonances in the infrared, the ultraviolet and the
x-ray regime divide the spectrum into regions. (not drawn to scale, adapted from [Att99])
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1− δ + iβ . (2.50)
When (2.50) is solved for k, it can be put into the general expression for a plane wave to
obtain








Here, different terms can be identified: the first factor describes a plane wave propagating
in vacuum, the second one accounts for the phase-shift and the third one for the attenuation
experienced by the wave while traveling through matter.
Further calculation shows that the intensity of a wave entering matter decays as
I = I0 e
−(4piβ/λ)r , (2.52)
i.e., exponentially with the distance r. The exponential decay length, or penetration depth,
is then given by labs = λ/4piβ. On the other hand, from a phenomenological point of view,
the transmitted intensity through a thin foil of density ρ and thickness t is given by
I = I0 e
−µt , (2.53)
where µ is called the mass absorption coefficient, usually given in units of cm−1. Equa-
tion (2.53) is also known as Lambert-Beer’s law of attenuation. When comparing (2.52)


















Similarly, the phase shift experienced by a wave passing through a medium compared to







2.5 Refraction at an Interface
An important question is the behavior of a wave at an interface between media of different
refractive indices. Figure 2.9 illustrates reflection and refraction of an incoming wave at a
surface. When a plane wave with a wave vector k, propagating in vacuum (n = 1) enters
a medium under an angle φ, it gives rise to secondary waves emerging under angles φ′ and
φ′′ with wave vectors k′ and k′′, respectively. The wave inside the medium is called the
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refracted wave and the one outside of it is called the reflected wave. The angles φ, φ′, and
φ′′ are measured from the surface normal.
refracted wave
reflected waveincident wave
Figure 2.9: Geometric paths of reflected and refracted rays in the x-ray regime. The wave
entering the medium is refracted away from the surface normal, since the index of refraction
is smaller than unity. The vector components parallel to the surface are retained in the
process.
Respecting the proper boundary conditions of continuous fields parallel and normal to
the surface, expressions for the angles can be obtained. The first finding is that the angle
of reflection is the same as the incident angle,
φ′′ = φ . (2.56)
The angle for the refracted wave in the medium is given by Snell’s law as
n sinφ′ = sinφ . (2.57)
The amplitudes of the incident, refracted and reflected waves, represented by A, A′,
and A′′, respectively, are related to each other via the Fresnel coefficients for amplitude
transmission and reflection, t and r, respectively:
A′ = tA , and A′′ = rA . (2.58)
Analysis of the boundary conditions of the amplitudes at the surface shows that these












sin θ − n sin θ′
sin θ + n sin θ′
. (2.60)
The Fresnel coefficients mediate the change in amplitude experienced by the wave at
the interface. They are generally complex due to the complex index of refraction. In the
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experimentally measured intensities, the modulus squares of these coefficients, |t|2 and |r|2,
contribute, which are of course real numbers. Strictly speaking, equations (2.59) and (2.60)
are only valid for s-polarized light, that is, light polarized perpendicular to the plane of
incidence (from German: senkrecht). For the small angles under consideration in this work,
however, the distinction of polarization states can be neglected.
The angular relationships (2.56) and (2.57), as well as the Fresnel formulae (2.59) and
(2.60), are generally true for the whole electromagnetic spectrum. In the x-ray region,
however, where the real part of the refractive index is smaller than unity, the angle of
refraction as measured from the surface normal is larger than the incident angle, φ′ > φ.
This means that for large incident angles, i.e., a very shallow or grazing incidence with
respect to the surface, the angle of refraction reaches 90° before the incident angle does.
Assuming that φ′ = 90°, (2.57) leads to an expression for the critical angle of total
external reflection,
sinφC = 1− δ , (2.61)
if the imaginary part of the refractive index is neglected. Since this angle is close to 90°,
it is more convenient to discuss the shallow angle between the incoming wave and the





a relationship first discovered by Compton [CA32]. At glancing incident angles smaller
than this critical angle, total external reflection occurs – a phenomenon not observed in
the visible light regime. In this situation, the incoming wave is completely reflected and
the wave vector of the transmitted wave in the medium becomes purely imaginary. This
leads to an evanescent wave field in the surface region of the medium with a penetration
depth on the order of 10 - 100 nm.
Figure 2.10 shows a plot of the Fresnel reflectivity and transmittivity in the vicinity of
the critical angle for different absorption values. If the angle of incidence is exactly equal to
the critical angle, the intensity of the transmitted wave just beneath the surface is enhanced
by a factor of 4 compared to the incident intensity. While this intensity decays quickly
in the sample with depth, inhomogeneities near the surface or thin films can give rise to
comparatively intense diffuse scattering. This effect leads to the Yoneda wings [Yon63]
observed in GISAXS experiments (cf. Section 3.2).
2.6 Non-Elastic Interactions
In the previous discussions, the classical electromagnetic theory was used to describe elastic
scattering which is the most important way of x-ray interaction with matter within the
scope of this work, namely small-angle x-ray scattering. However, the quantum mechanical
aspects in the nature of light give rise to other effects not mentioned before. All interactions






























 transmittivity, β/δ  = 0.0
 transmittivity, β/δ  = 0.1
 transmittivity, β/δ  = 0.2
 reflectivity, β/δ  = 0.0
 reflectivity, β/δ  = 0.1
 reflectivity, β/δ  = 0.2
Figure 2.10: Fresnel reflectivity, |t|2, and transmittivity, |t|2, plotted versus the normalized
angle of incidence, θ/θc, for β/δ = 0.0 (solid line), β/δ = 0.1 (dotted line), and β/δ = 0.2
(dashed line).
of the sample with a photon in which the quantum mechanical state of the sample is not
changed in the scattering process are classified as being elastic. In turn, all processes that
alter the sample’s state and thereby leave a trace, for example by exciting an electron to
a higher shell, are called inelastic interactions. Some of these inelastic effects that are of
particular importance to the x-ray regime shall be discussed in the following.
An incoming photon may be absorbed in an atom by transferring its energy to one of
the electrons in an inelastic scattering process called photoabsorption. If the photon energy
is high enough to completely remove an electron from an inner shell, higher-shell electrons
may fill the created hole by cascading down, emitting element-characteristic fluorescence
radiation in the process. If the time delay between initial excitation and radiation is
appreciably long, the process is also known as phosphorescence. The additional energy in
the atom may also be lost by emitting a secondary electron, the so-called Auger electron.
The effect was discovered by Lise Meitner and later independently by Pierre Auger, after
whom the process was named.
At smaller photon energies, resonant scattering can occur if the incident photon energy
exactly matches the energy difference between two atomic energy levels. An electron can
make the transition to a higher electron shell, while the photon is absorbed completely and
reradiated in a random direction as the electron falls down to the lower energy level again.
This effect is mostly important in energy regimes beginning at visible and ultraviolet light
up to soft x rays.
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Compton scattering can occur when the binding energy of the electron is negligible com-
pared to the incoming photon energy. In this case, the photon is essentially scattered from
a virtually free electron. Energy and momentum conservation lead to a scattered photon
with a decreased energy and a substantial amount of energy and momentum transferred
to the electron, which is usually removed from the atom in the process. The wavelength
of the photon scattered under an angle θ is greater than that of the incoming photon by a
factor of 2(h/mc) sin2(θ/2). Therefore, photons scattered forward suffer only a small loss
of energy; backward scattered photons have significantly longer wavelengths.
Very energetic photons can undergo pair production in the strong electric field near an
atom core. In this process, an electron and a positron, which both have a mass equivalent
of mec = 511 keV are created, with any excess energy above 2mec as kinetic energy of the
two particles.
2.7 Coherence
Coherence (from Latin cohaerere – ”to stick together”) is a very basic concept in quantum
mechanics, particularly in optics. In quantum mechanics, a physical event can take place
via different alternatives, each of which is assigned a probability amplitude. The total
amplitude is the sum over the amplitudes for all undistinguished alternatives. One could
also say that the amplitudes are superposed coherently, if an additional experiment would
have to be made to reveal which alternative was realized. The actual probability for the
event is then given by the modulus square of the total amplitude. This operation leads
to numerous mixed terms, called interference terms. If the interference terms are washed
out, the remaining terms represent merely the incoherent superposition of the amplitudes.
The loss of interference, or destruction of coherence, can happen in various ways in an
experiment, some of which will be discussed later in the text (Section 2.7.3).
While the general quantum mechanical model is very powerful and can be applied to a
variety of physical problems, there is a more phenomenological approach when dealing with
light in terms of classical wave mechanics. In this case, two waves are said to be coherent
when they have a constant phase relationship. Like the idea of actual waves as carriers of
light, this formulation has limitations, but is generally useful to investigate some principal
properties of coherent light.
To illustrate the coherence in a wave field, one can think of a simple experiment,
similar to Young’s double slit experiment. Such a setup is shown in Figure 2.11. A light
source illuminates the back of a screen with two drilled holes in it. According to Huygens’
principle, the two points are again sources of two spherical waves with amplitudes E1(t)
and E2(t). A detector, positioned at a certain distance behind the screen, measures the
modulus square of the combined amplitude of the two wave trains. If the detector position
is chosen arbitrarily, the two waves will generally have a different path length to traverse,
so that they arrive at the observer with a relative time delay that shall be denoted by τ .
In order to make a statement about the relationship of the two amplitudes at the screen,
their time-averaged product, including their difference in arrival time, can be formed as
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source
detector
Figure 2.11: A screen with two small holes is illuminated by a light source. The amplitudes
of the secondary waves emerging from these two holes are denoted by E1(t) and E2(t),
respectively. They recombine in a common point on a second screen.
Γ12(τ) = 〈E1(t+ τ)E∗2(t)〉 . (2.63)
This expression is a cross-correlation function also referred to as the mutual coherence
function. The normalized form of this function, or complex degree of coherence, is
γ12(τ) =
〈E1(t+ τ)E∗2(t)〉√〈|E1|2〉〈|E2|2〉 . (2.64)
Clearly, for two completely uncorrelated points, |γ12| = 0, because the time average
vanishes as both amplitudes independently assume arbitrary complex values – the incoher-
ent case. If the two points are perfectly correlated, 〈E1(t + τ)E∗2(t)〉 = 〈|E1|2〉 = 〈|E2|2〉,
so that |γ12| = 1, which is the coherent case. For partial coherence, 0 < |γ12| < 1.
This general formalism of coherence is very universal and can be applied to many
specific problems. Two recurring special cases that are convenient to use in experiments
are temporal and spatial coherence. These two cases will shortly be discussed below.





Figure 2.12: Two waves A and B with slightly different wavelengths λ and λ−∆λ, respec-
tively, are out of phase after traveling a distance ll.
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Consider two waves A and B whose wavelengths differ by a small value ∆λ, so that
λA = λ and λB = λ−∆λ. This situation is illustrated in Figure 2.12. When starting out,
the waves have a well defined phase relationship. The two waves are exactly out of phase
after a distance ll, and back in phase after 2ll. This length ll, in which the two waves are
still considered to be in phase, is called the longitudinal coherence length.
Suppose that between a point at 2ll and the starting point, wave A assumes N maxima.
Wave B, which has a smaller wavelength, has N+1 maxima on the same distance. It follows
that for wave A
2ll = Nλ , (2.65)
and on the other hand, for wave B,
2ll = (N + 1)(λ−∆λ) . (2.66)
Equating (2.65) and (2.66) and solving for N , under the assumption that ∆λ  λ, gives















This expression depends only on the wavelength λ and the monochromaticity, or, more
specifically, on the relative bandwidth ∆λ/λ. For an x-ray beam generated using a Si(111)
double-crystal monochromator, the latter is typically around ∆λ/λ = 1.4× 10−4 . For
example, for 10 keV x rays (λ10keV = 1.24 A˚), the longitudinal coherence length is ll =
0.44µm.
The longitudinal coherence length can be linked to a longitudinal coherence time, τ0,
via the vacuum velocity of light, c, so that
τ0 = ll/c . (2.69)
The cohernce time τ0 is the characteristic time in which the phase of the field amplitude
undergoes no fluctuations.
2.7.2 Spatial or Transverse Coherence
To derive a condition for spatial coherence, consider Figure 2.13, which essentially shows
a schematic of Young’s double slit experiment. Light of wavelength λ = 2pi/k is emitted
by two source points, S1 and S2, separated by a distance b. The source illuminates a
screen with two pinholes, P1 and P2. A detector is positioned at a location D behind the
screen. Assuming that each point source is sufficiently monochromatic, ∆λ  λ, so that
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Figure 2.13: Sketch of the spatial coherence condition. Light from two points in the source,
S1 and S2, illuminate two pinholes in a screen, P1 and P2. The waves emerging from there
may interfere in a point on the detector, D.
the longitudinal coherence length is much larger than the maximal path length difference,
each source by itself creates an interference pattern at the detector.
Let two waves originate from S1. One of the waves passes through P1 and the other
one passes through P2. At D, where both waves recombine, their phase shift is given by
∆ϕ1 = k(s12 + s2D − s11 − s1D) . (2.70)
For waves arriving at D from the source point S2, the respective expression is
∆ϕ2 = k(s22 + s2D − s21 − s1D) . (2.71)
The phase shift difference can be calculated from geometric relationships to be






Now, the point D is illuminated coherently only if the difference in phase shift from
the two source points is smaller than pi. If demanding that δϕ < pi, the angular condition





The maximal distance, d, that any two points P1 and P2 on an plane transverse to the
beam propagation direction may have in order to still be illuminated coherently follows
from the geometric condition d = L · 2θ, where L is the distance from the source to the





For a given wavelength, (2.74) depends only on the geometric lengths L and b. The
transverse coherence is therefore not so much a property of a light source alone, but rather
that of an experimental setup. For example, when working again with a wavelength of
λ10keV = 1.24 A˚, the transverse coherence length at an experiment set up at L = 50 m from
an x-ray source with a full-width-at-half-maximum source size of 100µm is lt = 31µm.
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Or course, this concept can be applied to define transverse coherence lengths in both
the horizontal and the vertical direction, denoted by lt,h and lt,v, respectively. These two
properties combined define an elliptical area of transverse coherence,
Acoh = pi lt,h · lt,v . (2.75)
A coherence volume, Vcoh can be defined by including the longitudinal coherence length as
well, so that








where bh and bv denote the horizontal and vertical source size, respectively. This expres-
sion illustrates that it becomes increasingly difficult with smaller wavelengths to generate
coherent beams.
2.7.3 Destruction of Coherence
The physical event that constitutes a measurement in x-ray physics is typically composed of
the following steps: a photon is emitted by the source, propagates to the sample (possibly
via optical beamline components), interacts with the sample, and is subsequently measured
in a detector.
If the photon does not leave a localized trace in the sample, it hits the detector with
a probability that has to be computed as a coherent sum over all amplitudes of all in-
distinguished alternatives. Such an event is called coherent (by definition). Obviously, to
record an image on a detector, many photons are needed. However, the physical event for
a second photon, given by the initial and final states of both the photon and the sample,
may be a different one than that for the first photon. This difference can arise mainly
from two components – the x-ray source and the sample – and will lead to an incoherent
measurement, if it is sufficiently large.
When regarding the influence of the source, one finds that conventional x-ray sources,
such as x-ray tubes and storage ring sources are chaotic (Gaussian) emitters, governed by
the spontaneous emission of many uncorrelated events. The initial states of all photons
can be expected to be statistically distributed over a wide range. X-ray free electron lasers
(XFELs), on the other hand, ideally emit many photons into the same electromagnetic
mode and are therefore intrinsic coherent sources. But even with a chaotic source, the beam
can be made coherent by selecting only a small bandwidth (enlarge longitudinal coherence)
and by limiting the source size or positioning the experiment far away from the source
(enlarge transverse coherence). However, while any source, or rather any experimental
setup, can be made coherent to first order, it is only possible to do so by limiting the
available number of photons.
On the sample side, coherence is lost mainly due to movements on time scales shorter
than the exposure time. Macroscopic movements of the specimen may arise from mechan-
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ical instabilities or thermal drift in the setup. Microscopic changes may include diffusion
processes. Of course, the visibility of these effects depends on the resolution of the given
experiment. For instance, the degradation of coherence due to phononic movement will
not be directly visible in most x-ray experiments.
Having said that, the main reason for incoherence observed in small-angle scattering is
found in the limited transverse coherence area, Acoh, that is usually much smaller than the
illuminated area, Aill. The configurational average over many coherently illuminated areas
washes out the interference terms and leaves only diffuse scattering. This argumentation
will be picked up in Section 4.7, where the influence of coherence lengths on the tomographic
technique is discussed.
For a comprehensive review of coherence phenomena in x-ray physics, see, for example,
the overview articles by Lengeler [Len01, Len07], or, for a more general treatment, the
textbook by Loudon [Lou91].
Chapter 3
Theory of Small-Angle X-Ray
Scattering and Grazing Incidence
Small-Angle X-Ray Scattering
Even though the underlying physical processes for the interaction of x rays with matter are
the same in a wide range of applications, the phenomenology of scattering strongly depends
on the sample and the experimental geometry. This has historically lead to different
domains of scattering with different names for the scattering processes.
When x rays are scattered from a strictly periodic structure, sharp Bragg peaks arise,
caused by constructive interference from the multitude of ordered scatterers. It is said that
the radiation was diffracted. If the sample is a somewhat imperfect crystal, for example one
that contains impurities, diffuse scattering appears around the strong Bragg peaks. This
diffuse scattering carries information about everything in the sample that does not obey
the periodicity of the perfect crystal. If the sample is illuminated completely coherently,
the scattering represents the individual positions and properties of all non-periodic atoms
and the diffuse scattering becomes a so-called coherent speckle pattern. In a sample with
no long-range order whatsoever, diffuse scattering becomes the major feature (besides the
primary beam). As it is found at angles of a few degrees around the primary beam, one
speaks of small-angle x-ray scattering, or SAXS.
The kinematical theory of diffraction treats scattering from each volume element as
independent of each other, correcting only for the loss in intensity caused by previous
volume elements. Within one volume element, the radiation emerging from all scatterers
are superposed coherently. In this approach, multiple scattering effects are not taken into
account (first Born approximation). This theory is very successful in crystal structure
determination. In large perfect crystals, however, the kinematical theory fails to correctly
predict the position and shape of the Bragg peaks. It does not account for refraction effects
or specular reflection, which is experimentally observed under grazing incidence conditions.
The dynamical theory on the other hand describes diffraction by solving Maxwell’s
equations to obtain an exact solution of the wave fields inside and outside of the sam-
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ple [BC64, Aut01]. It includes multiple scattering effects, refraction and reflection, and is
very successful in the description of diffraction from almost perfect crystals.
In this chapter, the kinematical theory is used to describe small angle scattering in Sec-
tion 3.1. The theory of GISAXS, which is introduced in Section 3.2, relies on the distorted-
wave Born approximation (DWBA) – a theoretical approach which contains elements of
both the dynamical and the kinematical theory. Section 3.3 discusses the reciprocal-space
resolution of SAXS and GISAXS.
3.1 Small-Angle X-Ray Scattering (SAXS)
















is the Thomson scattering cross section and f(q, ω) is the atomic form factor.
In the context of small-angle scattering, the limiting case of forward scattering applies, and
the atomic form factor becomes independent of q.
In an actual sample, a large number of atoms, N , contribute to the total scattered










·N · S(q) . (3.1)
Here, the function S(q) was introduced. This so-called scattering function is essentially a
normalized sum over all scattering atoms, 1 < j < N , that takes into account the correct









The total scattered intensity then takes the form


















where a transmission term T = exp(−µt) was included to account for the decaying ampli-
tude of x rays traveling through a sample of thickness t.
3.1.1 Homogeneous Particles in a Homogeneous Matrix
The scattering function S(q) is generally a rather complex function, the exact parame-
ters of which depend on the positions of all atoms and thus individually on each sample
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under investigation. However, some special cases can be treated analytically by making
simplifying assumptions, for example, about a particle’s homogeneity or symmetry.
For homogeneous particles embedded in a homogeneous matrix, the scattering contrast
is generated only by the difference in the atomic form factors, as the homogeneous matrix
medium does not give rise to scattering. For an atomic species, j, with the atomic density
nj, and the corresponding atomic form factor fj(ω), the difference in form factor can be




fj(ω) (nj,particle − nj,matrix) . (3.4)
The ω-dependence of nf will be dropped in the following discussions for clarity. The


































it can be seen that it takes care of the phase-correct addition of all the atoms in the particle
and is thus representative for its structure.
For forward scattering, the scattering vector approaches zero, q → 0, so that S1(q)→ 1.











Forward scattering therefore yields the volume of the particle, independent of its actual
shape, as long as the particle is homogeneous and the difference in atomic form factor with
respect to the matrix is known.
For small values of q, (3.6) can be approximated by decomposing the exponential func-
tion into a power series to achieve an analytical solution. If the average radius of the
particle is denoted by R, this region of small scattering vectors, called the Guinier region,
is usually bounded from above by the condition qR . 1. Assuming additionally that the
particle has inversion symmetry, the calculation following (3.6) shows that





(1 + iq · r− 1
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≈ e− 13 q2R2g .
The radius of gyration, Rg, which was defined here, is a measure for the mean square
distance of scattering atoms from the particle’s center of mass.



















vs. q2, the value of the radius of gyration can be
measured from the slope of the curve.
3.1.2 Homogeneous Spheres in a Homogeneous Matrix
By making additional assumptions about the particle shape, further analytical results can
be obtained. These special cases have proven to be very useful in a number of real-world
problems, since many samples can be described as being comprised of these different ba-
sic particle shapes. In the following, the analytical derivation for homogeneous spherical
particles, is introduced. Extensive literature on the treatment of other cases is avail-
able [FS87, GK82].
Assuming a homogeneous sphere of radius R embedded in a homogeneous matrix, the










e−iqr cos θ r2 sin θ dφ dθ dr
∣∣∣∣2
=
∣∣∣∣3 sin(qR)− qR cos(qR)(qR)3
∣∣∣∣2 .
(3.9)
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As one would expect, the structure factor is isotropic and depends only on the norm of the
scattering vector and the radius of the sphere, R. Figure 3.1 displays a plot of S1 over qR,
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Figure 3.1: Double-logarithmic plot of the structure factor for a homogeneous sphere, S1,
versus qR, cf. equation (3.9). The q−4 behavior in the Porod region is shown as a dashed
line.
In the Guinier region where, qR . 1, (3.9) decays approximately like
S1,Guinier(q) ≈ 1− 1
5
(qR)2 . (3.10)







, . . . . Since the numerator of (3.9) is bounded from above by sin(qR) −






































where the particle volume V = (4/3)piR3 and its surface A = 4piR2 was used. The
scattered intensity decays with the fourth power of the scattering vector. This behavior
not restricted to spherical particles, but rather is independent of the particle shape as long
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as the particles are homogeneous and have sharp borders with the surrounding material.
The q−4-tendency is indicated as a dashed line in Figure 3.1. In this Porod region, the




3.1.3 Optimal Sample Thickness
As a concluding remark, the question of optimal thickness shall be addressed. Qualitatively,
it is evident that a sample suitable for a SAXS experiment should have enough scatterers
to create a decent signal-to-noise ratio in the measured scattering pattern. On the other
hand, too thick a sample will absorb the incident, as well as the scattered radiation. The
optimal size of a sample at a given incident energy can be assessed by a simple estimation.













where V = A · t is the illuminated volume of a sample with thickness t, if the illuminated
area is A. The scattered intensity can then be written as
















where F0 = I0 · A is the flux of photons per second on the illuminated sample area.
It is revealing to take a closer look at the product t ·e−µt. It assumes a maximum where
t = 1/µ, i.e., the value where the transmission has gone down to T = e−1. This is the
optimal sample thickness that yields the highest intensity in a SAXS experiment. Smaller
samples have too little scatterers and for larger samples, the exponential absorption law
becomes significant.
3.2 Grazing Incidence Small-Angle X-Ray Scattering
(GISAXS)
Many samples of interest are not arranged in a three-dimensional bulk, but on a two-
dimensional surface, e.g., thin polymer films, islands, or other nanometer-sized structures
on semiconductor substrates. A famous example are Si1−xGex islands grown on a Si(001)
substrate by liquid phase epitaxy, described comprehensively, for example, in [Sch04].
For these samples, classical SAXS delivers only a poor scattering signal as the relatively
thick substrate carries most of the electron density. The desired scattering signal stems
from a small sample volume and may virtually vanish in a SAXS experiment. A much
higher surface sensitivity is achieved when working at very small angles of incidence, close
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to the critical angle of the substrate material. This technique of Grazing-Incidence Small-
Angle X-Ray Scattering (GISAXS) has several advantages over conventional SAXS for very
thin samples on substrates (cf. Chapter 1).
The theoretic description of GISAXS is more involved than that of SAXS. The overall
sample is close to a perfect crystal, which would make it a candidate for the dynamical
theory, but the inhomogeneities close to the surface are too severe for such an approach.
On the other hand, the kinematical theory may not be used either, as the substrate is
usually too perfect a crystal to rule out multiple scattering effects. As mentioned above,
refraction effects and especially the specular reflection are not included in the kinematical
theory, but have a strong influence under grazing incidence conditions.
The theory commonly used for these kinds of systems is the so-called Distorted Wave
Born Approximation (DWBA), in which the scattering potential is divided into two parts:
a perfect crystal (substrate) and a small perturbation induced, for example, by small
islands on the surface. For the perfect crystal part, the exact solutions are computed
dynamically. The obtained “distorted” wave then serves as the incident wave for the
kinematical scattering from the disturbance. The exit wave from the kinematical scattering
process is again scattered dynamically by the crystal.
The DWBA for grazing-incidence diffraction was first formulated by Vineyard [Vin82]
and developed further by other authors [DW84, DW83, RSS95]. In the following sections,
only the main results of this theory are given in overview. For a comprehensive description,
see, for example, the textbook by Schmidbauer [Sch04].
3.2.1 Single-Channel DWBA
Figure 3.2: Schematic of single-channel DWBA. The incoming wave is dynamically scattered
in the substrate, kinematically scattered from the particle, and again scattered dynamically
in the substrate.
The most basic result of the perturbation theory laid out above is one-channel DWBA.
Consider a situation as sketched in Figure 3.2. The incident wave passes the crystal, is
scattered from a buried island and leaves the crystal again. Following the DWBA approach,











∣∣∣∣∫ ∆ρ(r) eiq′·r dV ∣∣∣∣2 , (3.15)
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where (dσe/dΩ) is the Thomson scattering cross section, ∆ρ(r) is the electron density
difference of the perturbation compared to the crystal, and q′ = k′f − k′i is the scattering
vector inside the crystal. The Fresnel coefficients ti and tf denote the transmission of
the incident wave into the substrate and the transmission of the scattered wave out of
the substrate, respectively. The transmission coefficients assume their maximum of 2 at
the critical angle, so that the expression |titf |2 can lead to an enhancement of scattering
intensity of up to a factor of 16 compared to the same island at larger angles of incidence.
In addition to being the simplest model case for the DWBA theory, the single-channel
DWBA is also successfully employed in real-world experiments, e.g., to describe scattering
from buried islands [SHR+00], as indicated in the example above, or to model surface
roughness [SSGS88]. In the latter case, the perfect system is chosen to be a semi-infinite
medium with a flat surface and the surface roughness is introduced as a small disturbance
of this system.
3.2.2 Five-Channel DWBA
One of the main reasons to introduce the DWBA is the need to take into account total
external reflection. This effect is covered neither by the kinematical theory nor by the
single-channel DWBA as introduced in Section 3.2.1. This is a serious problem, since the
specularly reflected wave is also scattered from the disturbances in the sample. This issue
can be overcome by extending the DWBA to more scattering channels.
If the sample system consists of small particles on a surface, there are five major scat-
tering channels (cf. Figure 3.3) that have to be taken into account, following Schmid-
bauer1 [Sch04]:
1. scattering from the particle without surface interaction,
2. scattering from the particle, then specular reflection from the surface,
3. specular reflection from the surface, then scattering from the particle,
4. specular reflection from the surface, scattering from the particle, second specular
reflection,
5. transmission into the substrate, diffuse scattering in the substrate, transmission into
the vacuum.
The GISAXS scattering cross section as given in (3.15) now has to be modified to










·N · SGISAXS(q) , (3.16)
1Other authors use only four channels and neglect the fifth one introduced by Schmidbauer, which
indeed has only a small contribution for almost perfect substrates.
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(1) (2) (3) (4) (5)
Figure 3.3: Schematic of the five possible ways of scattering accounted for by the five-
channel DWBA theory.
where – in analogy to the SAXS case (3.1) – the total number of scattering electrons in





|A1 + A2 + A3 + A4 + A5|2 . (3.17)




∆ρ(r) ei(q||+q⊥,1)·r dV , (3.18a)
A2(q||, kfz) = rf
∫
island
∆ρ(r) ei(q||+q⊥,2)·r dV , (3.18b)
A3(q||, kiz) = ri
∫
island












∆ρ′(r) ei(q||+q⊥,5)·r dV , (3.18e)
where ∆ρ(r) and ∆ρ′(r) denote the differences in electron density compared to the sur-
rounding, i.e., vacuum in cases 1-4 and substrate material in case 5.
In these equations, the scattering vector was decomposed into its components parallel
and perpendicular to the surface, q|| and q⊥,j, respectively. While the surface-parallel
component is the same in all five scattering channels, the perpendicular component varies
in each case. This is due to the reflection from the substrate in cases 1-4 and caused
by refraction in the substrate in case 5. The different values for q⊥ are summarized in
Table 3.1.
It can be seen that the GISAXS signal is created by the interference of the five different
scattering terms, which obviously have different relative strengths, depending on the Fresnel
coefficients for reflectivity and transmittivity of the incoming and outgoing beams, rf ,
ri, tf , and ti, respectively. Their influence is most pronounced if the incident or exit
angle approaches the critical angle of total reflection of the substrate (cf. Figure 2.10).
The enhancement of the transmittivity by up to a factor of 4 leads to typical Yoneda-
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Channel q⊥,j
j = 1 +kfz − kiz
j = 2 −kfz − kiz
j = 3 +kfz + k
i
z
j = 4 −kfz + kiz
j = 5 +k
′f
z − k′iz
Table 3.1: Perpendicular component of the scattering vector, q⊥,j , for the five scattering
amplitudes in (3.18). For the channel j = 5, the refraction at the substrate surface is included





peaks [Yon63] that are observed for exit angles near the critical angle of the surface or
coating material.
For angles larger than the critical angle, the reflectivity quickly goes to zero. For very
large angles, the only significant terms left in (3.17) are those of channels 1 & 5 – a case
which is equivalent to the classical SAXS case for diffuse kinematical scattering. The
influence of the dynamical effects at the surface are not visible anymore.
3.3 Reciprocal-Space Accessibility and Resolution
(a) GISAXS (b) SAXS
Figure 3.4: Geometry and definition of coordinates commonly used in (a) GISAXS and (b)
SAXS.
The scattering cross section depends on the scattering vector, q, which was defined in
(2.36) as the difference of the wave vectors of the incident and exit wave, q = kf − ki.
In GISAXS, a cartesian coordinate system is introduced in such a way that the surface is
identified with the x-y-plane and the z-axis coincides with the surface normal. Figure 3.4(a)
illustrates this situation. The angles αi and αf then denote the glancing angles of incidence
and exit with respect to the surface. The angles θi and θf are the corresponding in-plane
angles, measured from the scattering plane.
The coordinate system in classical SAXS is usually defined in a slightly different way
as there is no surface that specifies a preferential direction. The x-direction in this case is
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chosen collinear with the incoming beam and the y- and z-directions are perpendicular to
the primary beam and to each other. Considering the fact that all angles are small, the
SAXS angles for the outgoing beam, 2θz and 2θy, can be described in terms of GISAXS
angles by writing αi = 0, αf = 2θz, and likewise θi = 0, θf = 2θy. In the following, the
more complex GISAXS case will be discussed – the respective formulas for SAXS can be































Figure 3.5: (a) Illustration of an in-plane detector scan (qy = 0) in GISAXS. While the
incident angle, αi, remains fixed, the exit angle, αf , is varied. Different αf correspond to
different detector heights, i.e., pixels in z-direction on an area detector. (b) Plot qz vs. qx
for GISAXS detector scans at different αi. The probed paths in reciprocal space lie on a
parabola (in second order approximation). (c) The analogous plot for SAXS. A wavelength
of λ = 1.38 A˚ was assumed in this example.
The scattering vector can be decomposed into components along the x-, y-, and z-
coordinates:
qx = k(cosαf cos θf − cosαi cos θi) , (3.19a)
qy = k(cosαf sin θf + cosαi sin θi) , (3.19b)
qz = k(sinαf + sinαi) . (3.19c)
Figure 3.5(a) shows a two-dimensional sketch of the scattering geometry for in-plane scat-
tering (θi = θf = 0) under different exit angles αf . In this situation, assuming that all
angles are small enough so that the sine- and cosine-functions can be developed to sec-
ond order, the components of the scattering vector become qx ≈ k(α2f /2 − α2i /2), qy = 0,
and qz ≈ k(αf + αi). Therefore, an area detector maps a parabolic cut out of reciprocal
space. However, it is usually justified to regard this paraboloid area as flat, because of the
smallness of the angles. For example, even for a comparatively large exit angle of αf = 2°
and αi = 0°, it is qx < 0.02 · qz. For this reason, the x-component is often neglected and
it is said that the image on an area detector displays a reciprocal-space map in qz and
qy. This concept is adopted in this work, keeping in mind the approximations discussed
above. Complete curves of accessibility in a detector scan are plotted in Figure 3.5(b)
for different αi. An analogous plot for the SAXS case (see Figure 3.5(c)) comprises the
parabolic curve for αi = 0° and its negative equivalent, since there is no surface that would
limit the accessibility in this case.
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The resolution of the scattering experiment can be assessed by applying the general
formula for error propagation. For a function f(x1, . . . , xn) with n variables xi and corre-






For the coordinates defined in (3.19), error propagation according to (3.20) leads to the
following expressions:
∆qx = k(sinαf cos θf ∆αf + cosαf sin θf ∆θf





∆qy = k(sinαf sin θf ∆αf + cosαf cos θf ∆θf









Recalling again that all angles are small, all expressions in (3.21) may be simplified by
replacing the trigonometric functions as follows: sin(αi,f , θi,f) ≈ (αi,f , θi,f) and cos(αi,f , θi,f) ≈
1. With these approximations, the uncertainty of the scattering vector becomes
∆qGISAXS = k





where the comparatively small terms αiθi ∆αi and αf ∆αf have been neglected in ∆qy.
In the following, a numeric example is given by comparing typical values of GISAXS
measurements for a setup with and without focusing optical elements. As a basis for
this assessment, the parameters of the beamline BW4 at HASYLAB, Hamburg, Germany
are assumed. The wavelength of λ = 1.38 A˚ and the Si(111) monochromator fix the beam
properties as k = 45.5 nm−1 and ∆k/k = 1.4× 10−4. The exact value for the angles clearly
depend on the specific geometry. In this context, they are chosen as somewhat arbitrary,
but realistic values: αi = 0.6°, αf = 0.3°, θi = 0.5°, and θf = 1.0°.
The typical pixel size2 of 80 × 80µm2, together with a typical sample-to-detector
distance of LSD = 2000 mm, yields the values for the resolution of the exit angles as
∆αf = ∆θf = 4× 10−5 rad. These values are typical for the experiments presented here; the
resolution clearly changes for other detectors or geometries. With larger sample-to-detector
distances, for instance, very small q-values can be probed with very high reciprocal-space
resolution. This regime is referred to as USAXS or GIUSAXS for ultra small-angle x-ray
scattering and grazing incidence ultra small-angle x-ray scattering, respectively.
2This refers to the CCD-based detector “mar165” by Marreseach GmbH, Norderstedt, Germany.
3.3. Reciprocal-Space Accessibility and Resolution 41
The errors in the incident angles, ∆αi and ∆θi, are given by the divergence of the
x-ray beam. The wiggler of BW4 produces a beam with an r.m.s. divergence in horizontal
and vertical direction of σ′h = 1× 10−4 rad and σ′v = 1× 10−5 rad, respectively [GBLC95].
If a focused beam is used, the uncertainty in the incident angles is dominated by the
numerical aperture of the optic. In all measurements presented in this work, a compound
refractive x-ray lens (CRL), made from 15 single parabolic beryllium lenses with a radius
of curvature of 0.2 mm, was employed. The focal length of such a lens is 1585 mm and the
numerical aperture 2.1× 10−4 rad (cf. Section 5.2, values calculated based on [LST+99]).
The angular uncertainty is then twice this value, ∆αi = ∆θi = 4.2× 10−4 rad, since the
numerical aperture measures half the opening angle.
no optics focused beam
∆αi [rad] 1× 10−4 4.2× 10−4
∆αf [rad] 4× 10−5 4× 10−5
∆θi [rad] 1× 10−5 4.2× 10−4
∆θf [rad] 4× 10−5 4× 10−5
∆qx [A˚
−1
] 2.9× 10−5 (8.6 %) 6.0× 10−5 (18.1 %)
∆qy [A˚
−1
] 2.5× 10−4 (0.2 %) 2.1× 10−3 (1.8 %)
∆qz [A˚
−1
] 6.6× 10−4 (0.9 %) 2.1× 10−3 (3.0 %)
Table 3.2: Typical uncertainties in the angles for GISAXS with a focused and an unfo-
cused beam and the resulting absolute errors in the scattering vector components. Relative
uncertainties are given in parentheses.
Table 3.2 summarizes the uncertainties in the angles (∆αi, ∆αf , θi, θi) and, resulting
from that, the calculated uncertainties in the scattering vector (∆qx, ∆qy, ∆qz). The
values show that the use of focusing optics leads to a deterioration in reciprocal-space
resolution due to the enlarged beam divergence. This loss, however, is accompanied by
a dramatic gain in real-space resolution that can be obtained by scanning the sample
through the focused microbeam. This trade-off has to be considered when choosing the
analytical technique for a given sample. For very homogeneously structured samples, a
large beam which yields very reliable statistical data while maintaining a good reciprocal-
space resolution is usually favorable. On the other hand, samples with a heterogeneous
nanostructure demand an improved real-space resolution provided by the scanning micro-
beam technique, while accepting the reduced q-space resolution. This work focuses on
the latter case as the focused x-ray beam is a pre-requisite for the scanning tomography
technique described below.




Tomography – from Ancient Greek τoµoζ (tomos, “section, slice”) + γραφω (grapho,
“I write”) – is a collective term for techniques that visualize virtual sections through
a specimen without invasive sample preparation. Historically the first and nowadays the
most prominent of these approaches is x-ray absorption computed tomography (colloquially
simply called computed tomography or CT), which involves reconstructing two-dimensional
images from a series of x-ray projections. Although the basic principles were found as
early as 1917 by Johann Radon [Rad17], the main technological advances were made in
the 1960s and 1970s with major contributions by Allan M. Cormack and Godfrey N.
Hounsfield, who were awarded the Nobel Prize for Medicine in 1979 “for the development
of computer assisted tomography” [Hou80, Cor80]. In the following years, further progress
in the development of CT scanners and methods as well as constant improvements in
computing power led to the broad routine application of tomography in medicine.
Despite the great success of the technique, medical diagnosis with classical x-ray CT
also has certain drawbacks, the most serious one being the patient’s exposure to ioniz-
ing radiation. Also, it yields only relatively weak contrast in soft tissue and is therefore
not equally well-suited for all medical fields. Modern imaging techniques, including nuclear
magnetic resonance imaging (MRI) [Dam71, Lau73], positron-emission tomography (PET)
[KE63], single photon emission computed tomography (SPECT) [Jas06], and optical coher-
ence tomography (OCT) [Sch99], may be applied in addition to – or instead of – classical
CT to help to overcome these limitations.
With regard to more scientific applications, x-ray tomography is also used in combi-
nation with additional contrast mechanisms. These techniques include x-ray phase con-
trast tomography [CPSB+97]; x-ray fluorescence tomography [HGK91, YAT+97, RW98,
SCG+01]; confocal x-ray fluorescence imaging [VVB+04]; and tomography exploiting the
contrast at x-ray absorption edges [Gro83, BJN+86, BNB+89, RSBS02, SKG+03].
In recent years, tomographic approaches using diffraction contrast [BWD+08, LSLP08,
LRK+09] have also been used to identify crystalline phases in a specimen. In other exper-
iments, the three-dimensional reciprocal-space intensity distribution was extracted from a
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series of SAXS [FLP93] or GISAXS measurements [VZM+08] recorded at different angles.
Also, the emerging technique of coherent diffraction imaging (CXDI) [MCHR+03, STB+05,
SBF+08, Cha09] has been extended to three dimensions as well [RM04], imaging, for exam-
ple, the deformation field inside a nanocrystal [PWV+06], a ceramic nanofoam [BMC+08],
or a human chromosome [NTI+09].
This thesis focuses on the combination of scanning tomography with small-angle x-ray
scattering (SAXS) and grazing-incidence small-angle x-ray scattering (GISAXS), both of
which approaches have been developed in the past few years [SKR+06, FKR+09, KFP+09].
In this work, new theoretical and experimental aspects as well as current results gained
using these techniques are presented.
First, in Section 4.1, the benefits tomography can offer together with scattering tech-
niques are discussed, before introducing the experimental technique and data acquisition
in Section 4.2. Sections 4.3 and 4.4 cover the most important concepts of tomography and
data sampling criteria, respectively. The following sections, Section 4.5 and 4.6, introduce
mathematical models of SAXS and GISAXS tomography, respectively. Finally, aspects of
beam coherence are discussed in Section 4.7.
4.1 Tomography in Scattering Problems
In classical SAXS measurements, the sample is exposed to an x-ray beam with large lateral
dimensions, illuminating the sample as a whole or a relatively large portion of it (see
Figure 4.1(a) for an illustration). The resulting SAXS pattern then represents a statistical
average of the structures present in the illuminated sample area. The largest detectable
length scale is defined by the smallest scattering angle that can be measured. Depending on
the geometry and wavelength of the experiment, this limit can be as large as micrometers.
The obtained average scattering pattern is characteristic of the whole sample, and
equally of all its parts, if the specimen is homogeneous on a macroscopic scale. The
scattering signal can be interpreted and allows to draw conclusions about the real-space
appearance of the nanostructure. There are many situations, however, in which one would
like to investigate a heterogeneous sample. For such specimens, a classical full-beam SAXS
pattern contains contributions from many different illuminated sample parts, each with a
potentially different structure which can make the interpretation of the data difficult, if
not unfeasible.
This difficulty can be diminished by limiting the beam dimensions and illuminating only
a small portion of the sample (cf. Figure 4.1(b)). The sample can then be scanned through
the small beam to probe the nanoscale structure of smaller sample parts individually
by recording scattering patterns at different sample locations [GBR98, RRJ+99, Rie00,
MBR01, LBSW06, GWB+07].
A small x-ray beam may be achieved most simply by placing collimating slits in front of
the sample. This, however, has some disadvantages. Most severely, the integral photon flux
on the sample decreases dramatically, resulting in a very weak scattering signal. While this
could be compensated by increasing the exposure times accordingly, it makes sequential
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(a) (b) (c)
Figure 4.1: Sketch of averaging volumes in different SAXS experiments and the large-scale
spatial information that can be deduced. The sample is shown in light gray, the averaging
volume has a darker shade. (a) A plain, uncollimated x-ray beam gives rise to an average
scattering pattern of almost the whole sample. (b) A micro-focused beam selects a sample
volume limited in two dimensions. (c) Using tomography, the third beam dimension becomes
accessible. The reconstructed scattering pattern represents only a small sample volume.
data acquisition very tedious. Moreover, the slit blades will create a strong scattering signal
perpendicular to their orientation, i.e., typically the horizontal and vertical direction. It
is possible to remove the scattering signal arising from the slits by taking flat-field images
(without a sample in the beam) and subtracting these from the data. Although feasible,
this technique is unfavorable, as such a correction step is likely to induce artifacts to the
scattering images. Also, the scattering from the slits will typically be much stronger than
that from the sample, so that the possible acquisition times are limited by the slit scattering
signal, not by the desired sample signal.
Another, more advantageous option for creating an x-ray microbeam is the employment
of focusing optics, such as Kirkpatrick-Baez mirrors or refractive x-ray lenses which create
less or no scattering artifacts and concentrate much of the available photon flux, creating
a small and intense x-ray microbeam. The technique of scanning a sample through a
small beam and recording a small-angle scattering pattern at each location in the scan is
commonly referred to as µ-SAXS (or µ-GISAXS), because of typical lateral beam sizes in
the micrometer range.
A microbeam, however created, is limited in two dimensions but still averages over
the third, the in-beam direction. At this point, tomography helps to access this third
dimension. By rotating the sample and recording scattering patterns from many different
angles, it is possible, under certain circumstances, to reconstruct the local scattering cross
section [SKR+06, FKR+09]. Figure 4.1(c) illustrates the spatial information that can be
gained from SAXS tomography. The obtained data is similar to that which would be
gained by physically segmenting the sample into many small cubes and measuring these
cubes individually. The outstanding advantage of tomography is that there is no need for
destructive sample preparation, which would not only destroy the sample as a whole, but
also spoil the original nanostructure of the segments or at least alter it significantly at the
machined surfaces.
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4.2 Experimental Technique










Figure 4.2: Illustration of the coordinate systems in a tomographic scan. The u- and v-
coordinate system is fixed in the sample frame of reference, whereas x and y are coordinates
of the laboratory reference frame. The two coordinate systems are rotated with respect to
each other by an angle φ.
A sketch of the experimental setup is displayed in Figure 4.2 to illustrate the coordinate
systems used in the following. For a detailed description of the beamline, the experimental
setup and its components, please refer to Chapter 5. The laboratory frame of reference is
the right-handed (x, y, z) coordinate system with the basis vector x being collinear along
the primary beam and the basis vector z pointing up. The sample coordinate system is
denoted by (u, v, w). The experiment is set up in such a way that the vertical axes of
both systems coincide, w = z, and point in the direction of the axis of rotation.1 The
angle φ then represents the rotation between the two coordinate systems. The sample
coordinates (u, v, w) can be expressed in terms of the laboratory coordinates (x, y, z) by a
simple rotation matrix as follows: uv
w
 =





To obtain one tomographic projection, the sample is scanned horizontally through the
microbeam, along y, recording a scattering pattern at each position in the scan. After one
horizontal scan is completed, the sample is rotated by an angle increment ∆φ, and the scan
is repeated. This procedure is iterated until the sample has completed one half rotation
(180°).2
1Strictly speaking, this is true only for SAXS tomography, not for a GISAXS-type setup where the axis
of rotation is tilted slightly towards the x-ray source (the rotation axis has a small component in negative
x-direction). This detail will be neglected in the derivation of the basic concepts of tomography for the
sake of clarity.
2Sometimes, data is acquired over a full rotation (360°). The second half rotation does not yield any new
information, if an even number of rotational steps is chosen, since the tomographic projections measured
in the second half are merely mirrored compared to those of the first half. However, taking data over the
full 360° may help to improve the signal-to-noise ratio and provides a check for the consistency of the data.
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4.3 Tomography Basics: The Fourier Slice Theorem
There is a variety of excellent literature available on the subject of computed tomogra-
phy [KS88, Nat86, BC76, SK78]. Only some of the basic concepts that are needed to
understand the principle abilities and limitations of tomographic techniques shall be in-
troduced in this section. In doing so, the argumentation follows that of the textbook
“Principles of Computerized Tomographic Imaging” by A. C. Kak and M. Slaney [KS88],


















Figure 4.3: (a) The Fourier Slice Theorem. A projection measured in space domain is
connected by a Fourier transform to a slice of the frequency domain. (b) The frequency do-
main is filled by recording tomographic projections from many angles. (Illustration modified
following [PK83]).
The classical model for tomography is obtained by investigating the absorption of an
x-ray beam through the sample. The absorption for a slice at fixed height (w = w0) in
the sample is given by the two-dimensional distribution of the mass absorption coefficient,




µ(u, v) dx , (4.2)
where the absorption µ(u, v) is integrated along lines in x-direction. Mathematically, Pφ(y)
constitutes a two-dimensional Radon transform [Rad17], which maps the function µ(u, v)
defined in R2 onto the set of its line integrals. The central question in tomography is the
inversion of this Radon transform, i.e., how to reconstruct the original object from the set
of its projections. This question is answered by the Fourier Slice Theorem [Bra56, MO74].
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Theorem 1 (Fourier Slice Theorem) The Fourier transform of a parallel projection of an
object, µ(u, v), taken at an angle φ, gives a slice of the two-dimensional transform of µ(u, v)
subtending an angle φ with the u-axis.
This relationship is illustrated in Figure 4.3(a). A tomographic projection obtained in
real space is transformed into a slice of the Fourier space. Having said that, it is easy to see
that the Fourier space, also called frequency domain, can be filled by adding more Fourier-
transformed projections, measured at different angles φ as indicated in Figure 4.3(b). This
allows one, in principle, to perform a two-dimensional inverse Fourier transform and thus
retrieve the original object in real space. In practice, the reconstruction of the original
object from its projections is more involved. The reason for this is mainly that prior to
calculating the two-dimensional inverse Fourier transform, one has to switch from polar
coordinates to cartesian coordinates – a step involving interpolation in Fourier space, which
leads to strong reconstruction artifacts, when common interpolation algorithms, such as
nearest-neighbor interpolation or bilinear interpolation are used.
A number of solutions to this problem have been proposed, the most popular one be-
ing filtered back-projection (FBP). In FBP, the rectangular coordinate system (u, v) in
frequency domain that would be required for the two-dimensional inverse Fourier trans-
form is replaced by a polar coordinate system (y, φ). The Jacobian determinant of this
coordinate transformation, which is a multiplying factor y, acts as a filter, which is often
visualized as a wedge or a ramp, because it emphasizes the values at large frequencies,
ensuring an equal contribution from all of the measured points. After this filtering step
in Fourier space, the filtered projections are transformed back to real space individually
by a one-dimensional inverse Fourier transform and then smeared back across the image
plane, according to the angle at which they were recorded. The result is a tomographic
reconstruction of the original object.
An alternative to FBP is the algebraic reconstruction technique (ART). In ART, the
reconstruction is obtained iteratively by systematically altering an intermediate object
function and simulating projections based on that temporary object. These projections
are then compared with the measured ones, thus iteratively refining the object until it
matches the measured data very closely.
A third possibility is actually performing the direct two-dimensional inverse Fourier
transform, which is a very fast operation, due to optimized fast Fourier transform (FFT)
routines, but requires correct interpolation in frequency space. This can be achieved by
so-called gridding algorithms [O’S85], such as the fast filtered back transform (FFBT) or
Gridrec algorithm, developed at Brookhaven National Laboratory [DCM+99].
For this work, the FBP algorithm was chosen due to its robustness, computing perfor-
mance and straight-forward implementation.
Typically, the information recorded in a tomogram is plotted in a so-called sinogram
– an image where the tomographic scanning coordinate, in this case y, is displayed on
the horizontal axis and the rotational coordinate, φ, is plotted on the vertical axis. The
name sinogram is owed to the fact that a point-like feature in the original object appears
on a sinusoidal trajectory in this y-φ-map. The image created in this way contains all
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the information needed for the reconstruction. The tomographic reconstruction algorithm,
for example FBP, then yields the original object. A simple example of this is shown in
Figure 4.4.








Figure 4.4: A simulated object (a) is used to produce a sinogram (b). Filtered back
projection (FBP) yields the reconstruction from the sinogram which very closely resembles
the original object. In this simulation, the object was 256× 256 pixels large. The sinogram
was created in 360 angular steps over 180°.
When a tomographic experiment is impeded by external factors, such as, for exam-
ple, a fan- or cone-beam geometry, a limited angular range or refraction effects in the
sample, more sophisticated reconstruction algorithms have to be applied, using additional
assumptions about the sample.
4.4 Sampling Requirements
The term sampling refers to the process of discretizing a continuous real-world signal – a
problem that any type of measurement faces. In the following, basic sampling requirements
are derived. These general criteria hold true for all flavors of scanning tomography and are
not restricted to the application in small-angle scattering tomography.
The requirements for lossless sampling of a one-dimensional signal are stated by the
Nyquist-Shannon Theorem, named after H. Nyquist and C. Shannon [KS88].
Theorem 2 (Nyquist-Shannon Theorem) A signal must be sampled with a frequency that
is at least twice that of the highest frequency present in the original signal.
Although originally formulated for actual time-domain frequencies in the context of
telecommunication, this theorem may also be applied to spatial frequencies that play a
role when scanning an x-ray microbeam through a sample. The highest possible spatial
frequency in this case is given by the inverse lateral size of the microbeam. Even if the
specimen itself is more fine-grained, the highest resolution that can be expected in the
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signal is on the order of the lateral beam size. The sampling theorem then demands that
the step size used for translational scanning be half the size, or twice the spatial frequency,






Figure 4.5: Illustration of the rotational sampling requirement. In order to maintain the
resolution defined by the lateral sampling, the distance between two outermost points of
neighboring projections, dM , must be at least as small as the lateral step size within one
projection, dN .
In scanning tomography, the question of rotational sampling arises, i.e., how many
rotational steps, M , are needed in order to adequately sample the rotation and cover all
directions in frequency domain. Consider Figure 4.5. A transverse scan taken at a certain
angle consists of N individual scan points. Additional scans fill the frequency domain, as
was indicated by the Fourier Slice Theorem. It immediately becomes clear that the regions
close to zero, the low-frequency regions, are sampled very closely while the sampling is
less dense in the outer regions. Now, in order to maintain the resolution given by the
translational sampling, one must require that the sampling along the circumference of the
outermost sampling circle be at least that of the translation. On a side note, it becomes
evident once more at this point that half a rotation is sufficient to fill the complete frequency
space. The second 180° yield redundant data.
If put in formulas, this relationship can be described as follows: If a specimen of size t
is sampled with N translational steps, the step size is given by t/N . This translates to a





The half circumference of the outermost circle in frequency space is piNdN/2. Let this half
circumference be sampled in M rotational steps, resulting in a rotational step width of





Using in (4.4) the requirement that the rotational sampling should equal the translational





N ≈ 1.57N . (4.5)
This shows that at least 1.57 times as many rotational steps as there are translational
steps should be used in order to obtain the highest possible resolution in the reconstruction.
Practically, the value of the rotational step width, ∆φ, is chosen as an integer fraction of
180°, such as to be able to complete the rotational scan in an integer number of steps. It
becomes evident that an improvement in resolution by a factor of 2 requires an increase
by a factor of 4 in overall scan points - twice as many translational steps and twice as
many rotational steps. The achievable tomographic resolution is therefore connected to
the scanning step width by a square law. This result is very plausible since the information
in a two-dimensional reconstruction with N ×N pixels clearly grows as N2.
The translational step width itself – in compliance with the Nyquist-Shannon Theorem
– is chosen to be half the lateral size of the microbeam. Given a specimen of a certain size,
the tomographic scan can be designed as a trade-off between maximal resolution and a
reasonable acquisition time. The pre-requisite to be able do so is, of course, to have highly
adjustable x-ray optics that can deliver a wide range of focal sizes.
At this point, one can already estimate the amount of data produced and time consumed
by small-angle scattering tomography. Suppose a specimen with a diameter of about 1 mm
is supposed to be investigated with 10µm real-space resolution. This can be achieved by
using an x-ray beam of 20µm lateral size and scanning with N = 100 translational steps,
which requires M ≈ 157 rotational steps, according to (4.5). For this tomogram, 15 700
scattering patterns would have to be recorded. If each pattern takes up 1 MB of disk
space, which is already a conservative assumption, the total disk storage needed for this
tomogram amounts to 15.7 GB.
If, for example, the acquisition time required to obtain a single pattern is 5 seconds,
the resulting net acquisition time is around 4.4 hours. The actual time needed to record
the tomogram, however, is prolonged even further by detector readout times and motor
movements.
The example shows that a lot of disk space and acquisition time as well as processing
time can be saved by carefully designing the experiment. This includes identifying the
length scales of interest and the resolutions needed for the specimen in question.
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4.5 Modeling Small-Angle Scattering Tomography
In the following, a mathematical model for small-angle scattering tomography is developed.
This model is based on the scattering cross section for either SAXS or GISAXS and widely
equivalent for the two techniques, as long as the exact formulation of the scattering cross
section is of minor importance. Therefore, a general model is derived to cover both these
cases. Those arguments where special conditions of either technique apply will be clearly




(b) real structure distribution
(c) classical interpretation
Figure 4.6: Schematic of a specimen virtually segmented into small pieces of the lateral
size of the microbeam called tomographic segments. (a) The microbeam probes several
such segments. (b) Each segment can potentially have a different nanostructure and thus
contribute with a different local scattering cross section. (c) Classical interpretation of the
scattering data leads to an average structure where the individuality of the segments is lost.
The interpretation of conventional SAXS or GISAXS data usually makes the implicit
assumption that the distribution of scatterers is homogeneous throughout the specimen
on a length scale larger than that directly accessible by scattering, neglecting possible
changes in the sample morphology. In complex samples, where the nanostructure varies as
a function of sample coordinates this assumption leads to a crude misinterpretation of the
scattering signal.
In Figure 4.6(a), a sample illuminated by a microbeam is virtually segmented into
many cubes of a side length comparable to the lateral size of the microbeam used. These
small units will be called tomographic segments in the following (or tomographic pixels in
a purely two-dimensional case). The scattering pattern resulting from such an experiment
represents the structure of all illuminated segments. If, however, the segments along the
beam path have individual structures, as is indicated in Figure 4.6(b), a conventional
interpretation of the data would have to come to the conclusion that an average structure
is distributed homogeneously throughout the whole sample (Figure 4.6(c)).
Tomography looks at the same segments in the sample from different angles and thereby
delivers a scattering pattern for each of the cubes allowing for a detailed analysis at indi-
vidual sample locations. The tomographic model still makes an assumption of homogeneity
in the small segments, but the length scale on which the structure is assumed to be dis-
tributed homogeneously is now only a few tens of microns as opposed to some millimeters
for conventional scattering experiments.
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4.5.1 The Scattering Vector in Tomographic Coordinates
Before discussing the tomographic reconstruction of the scattering patterns, it is necessary
to carefully define the variables and coordinate systems used. The scattering vector was
defined in (2.36) as the difference between the wave vectors of the scattered beam, kf , and
the incoming beam, ki:
q = kf − ki = (qx, qy, qz) , (4.6)
where qx, qy, and qz are components of the scattering vector in x-, y-, and z-direction,
respectively. It is well defined in the laboratory frame of reference and each fixed vector
q corresponds to a specific pixel on the area detector. If the detector is positioned with
its effective area parallel to the y-z-plane, the recorded scattering images represent y-z-
cuts through the reciprocal space of the sample – provided that the x-component of the
scattering vector is very close to zero, qx ≈ 0. As was shown in Section 3.3, this assumption
is well justified in small-angle scattering.
When seen from the sample’s frame of reference, the same vector q can be decomposed
into components of the sample’s coordinate system,
q = (qu, qv, qw) . (4.7)
As the (u, v, w) coordinate system is rotated during the tomographic scan, the scattering
vector q – although fixed in the laboratory frame of reference – probes a different reciprocal
space point, since the decomposition of q into (qu, qv, qw) is now different. The detector
area sees a different plane in reciprocal space – a plane that is rotated with respect to the




Figure 4.7: Sketch of the reciprocal space of a small individual segment of the sample.
Upon rotation, this segment is illuminated from a different angle. Corresponding to that
angle, the detector images different plane cuts of the reciprocal space of the segment.
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It is convenient to introduce a third coordinate system with cylindrical coordinates
r, φ, and w′, which is also fixed in the sample frame of reference. Experimentally, the
axis of rotation is aligned along the z-axis of the laboratory frame of reference. The
sample coordinate systems are subsequently chosen in such a way that w′ = w = z. The
transformation between the (u, v, w) and the (r, φ, w′) coordinate system can be performed
in a rather straight-forward way:
u = r cosφ (4.8a)
v = r sinφ (4.8b)
w = w′ . (4.8c)
With these definitions, the scattering vector can be decomposed as
q = (qr, qφ, qw′) = (qr, qφ, qz) . (4.9)
The advantage of the cylindrical coordinate system is that two components of the
scattering vector, qr and qz, remain constant during the tomographic scan for any given
detector pixel and only the qφ-component varies.
4.5.2 Local Scattering Cross Section
To formulate a tomographic model, a local scattering cross section must be defined in terms
of the sample coordinates (u, v, w). The complete SAXS cross section of a specimen was























where the scattering function S(q) coherently adds contributions of all N scattering atoms.
In the GISAXS case, the scattering cross section is based on the DWBA as discussed in










·N · SGISAXS(q) , (3.16)
with the scattering function S(q) composed as a coherent sum over the five amplitudes




|A1 + A2 + A3 + A4 + A5|2 . (3.17)
As both scattering cross sections for SAXS (3.1) and GISAXS (3.16) rely on a similar
mathematical form, the following arguments apply to both these cases. One has to keep
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in mind, however, the very different underlying scattering models of purely kinematic
scattering for SAXS, and DWBA for GISAXS, that lead to different expressions of the
scattering functions S(q) for the two techniques. Here, we will develop the model for






Figure 4.8: Illustration of the virtual segmentation along the x-ray beam path.
For the development of the tomographic model, a virtual splitting of the sample into
tomographic segments has to be accommodated into the mathematical description of the
scattering processes. Figure 4.8 shows the splitting of the sample volume illuminated by
the microbeam into M virtual sample segments along the beam path, labelled by the index
k. In a three-dimensional sample, many such elongated volumes may be probed, so that
two additional indices are needed. Let these two indices, which count the segments in the
two directions perpendicular to the beam, be denoted by l and m, so that each segment is
uniquely identified by the index triple (k, l,m). Following this idea, the sum in (3.1) can
be split up into contributions from each of these tomographic segments. As will be shown
below in Section 4.5.3, this segmentation of the scattering cross section is only justified
when the illuminating x-ray beam is sufficiently incoherent. Accepting this as given for















where the local scattering function Sk,l,m only accounts for the contributions from the Nk,l,m
scattering atoms present within the k-th tomographic segment in that beam path, which
probes the sample at a depth l and a height m. The local cross section of each tomographic










·Nk,l,m · Sk,l,m(q) . (4.11)
It is more convenient to create a tomographic model in such a way that the quantity
to be reconstructed is treated as a continuous function rather than a discretized local
cross section as discussed above. This follows the approach taken in [SKR+06]. The
continuous equivalent of the discrete set of indices (k, l,m) are the (u, v, w) coordinates.
When regarding a certain slice in the sample, the m-value, or w-coordinate, is fixed, so
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that only a dependence on k and l, respectively u and v, remains. With the scattering
vector decomposed into cylindrical coordinates, a continuous function, p(qr,qφ,qz)(u, v), can
be defined such that the integration of this function along the beam direction for the length








p(qr,qφ,qz)(u, v) dx . (4.12)
The function p(qr,qφ,qz)(u, v) depends directly on the location (u, v) of the segment in
the sample, and on the scattering vector in cylindrical sample coordinates. According
to its definition in (4.12), it has units of m−1 and is directly proportional to the actual
cross section, if structural homogeneity within a tomographic segment is assumed. If the
structure does vary significantly, (4.12) yields the average structure of that segment.
It is the function p(qr,qφ,qz)(u, v) that is reconstructed when doing tomography, not the
actual local cross section itself. However, as one quantity follows directly from the other,
the continuous and discrete cross sections will synonymously be called “local scattering
cross section” for simplicity in the following discussion.
Having said that, the scattered intensity recorded in a certain detector pixel for an
incident intensity I0, is given as
I(0,qy ,qz)(y, φ) = I0
∫






dx p(qr,qφ,qz)(u, v) . (4.14)
This is the small-angle scattering equivalent of the Radon transform introduced in (4.2)
and will serve as a basis for further discussion. The recorded intensity that appears on
the left side of (4.14) is expressed as a function of q in the laboratory frame of reference.
Recalling the fact that qx is negligible compared to qy and qz for the reasons discussed above,
qx was set to zero. The right side of (4.14) is the integral of the continuous scattering cross
section along the beam (x-direction).
4.5.3 Rotational Invariance
Now, taking a closer look at (4.14), it becomes clear that the problem of finding the SAXS
cross section, p(qr,qφ,qz)(u, v), in each tomographic pixel is an ill-posed problem. The right-
hand side of the equation has five independent parameters, whereas the left-hand side – the
one with the experimental data – has only four. The latter can therefore be reconstructed
only if the problem is reduced by eliminating a free variable. In general, this demands to
restrict data evaluation to a certain sub-set or to include additional information about the
sample.
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Assume, for a moment, that the local scattering cross section p(qr,qφ,qz)(u, v) were inde-
pendent of the angle of rotation, φ. In this case, it would depend only on the radial and
cylindrical components of the scattering vector and could be rewritten as p(q∗r ,qz)(u, v), with
q∗r as a generalized radial component of the scattering vector. With this assumption made,
qy on the left side of (4.14) may be replaced by q
∗





dx p(q∗r ,qz)(u, v) . (4.15)
This problem can now easily be solved with tomographic reconstruction techniques.
Each detector pixel corresponds to a fixed pair (q∗r , qz), or, more accurately, a finite re-
gion (q∗r ± ∆q∗r/2, qz ± ∆qz/2). A sinogram can be generated for each of these regions
independently, yielding an individual reconstruction for each reciprocal space point. The
reconstructed scattering images represent the scattering cross section for one tomographic
segment on the virtual section through the sample.3 Summing up, the following theorem
can be formulated:
Theorem 3 (Theorem of Rotational Invariance) In scanning small-angle scattering to-
mography, it is possible to reconstruct from a set of projections the local scattering cross
section, if it is invariant under azimuthal rotation.
This requirement of rotational invariance can be illustrated in the following way: if the
part of the sample that corresponds to a certain tomographic segment (u, v) were actually
physically cut out of the sample, the scattering pattern of this individual piece would have




Figure 4.9: A given pixel on the detector corresponds to a fixed (q∗r , qz)-vector. This pixel
probes the sample’s reciprocal space on a circle about the axis of rotation. If the reciprocal
space at such a point (q∗r , qz) is invariant under azimuthal rotation, the pixel receives the
same intensity, regardless of the angle φ.
3The reconstruction is, of course, only successful at those detector pixels that actually receive scattering
intensity. The regions masked by the beamstop, for example, remain dark in the reconstructed scattering
patterns.
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Figure 4.9 illustrates the reciprocal space of a such a single small piece cut out of the
sample. The tomographic small-angle scattering measurement probes the reciprocal space
on several different planes. During a measurement, a certain scattering vector q = (0, qy, qz)
accesses all reciprocal space points on a well-defined circle of a fixed radius along φ. This
reciprocal space radius, q∗r , is defined by the y-component of the scattering vector, such
that q∗r = qy.
Rotational invariance is given for this q, if the scattering intensity in the corresponding
detector pixel does not vary along the probed circle. To be able to reconstruct the full
reciprocal space and to do so for all segments of the sample, this condition must be true of
all q-vectors and all virtual segments. Such a complete independence of φ may be given in
samples with local mesoscopic isotropy, for example, in amorphous materials or in samples
that exhibit fiber symmetry along qz. In these cases, the full local scattering pattern is
readily reconstructed. An example of how the presence and absence of local fiber symmetry
affect the reconstruction is given below in Sections 6.1.1 and 6.1.2.
A special case where the condition of angular invariance as described above is trivially
true is that of reflections along the axis of rotation, i.e., along the qz-axis. Here, the
horizontal component of the scattering vector is zero (qy = q
∗
r = 0), so that the probed
circle in reciprocal space shrinks to a single point, which necessarily looks the same from all
directions and is therefore independent of φ. Looking again at the illustration in Figure 4.9,
it becomes clear that these points are the only ones that contain truly common information
of all projections from all recorded angles. The rotational invariance of the local cross
section for qy = 0 is generally true in SAXS and is confirmed by the experiments described
below. In GISAXS, however, certain limitations apply that may revoke this argument.
This case is described in Section 4.6.
It is important to note that the tomographic reconstruction requires local rotational
invariance on the length scale of one tomographic pixel. This does not impose any restric-
tion on larger scales; in particular, the macroscopic shape of the specimen is completely
arbitrary.4 A practical way of checking a data set for rotational invariance is introduced
in Section 6.2.
4.5.4 Absorption in the SAXS Case
The mathematical model developed so far does not contain any absorption experienced
by the x-ray beam while traveling through the sample. This is because the kinematical
scattering alone does not account for these effects as only one interaction with the sample,
the scattering itself, is assumed. In reality, however, the incoming beam will be weakened
in the sample before being scattered, and the scattered beam will also be attenuated from
the point of scattering until it leaves the sample. Any absorption outside the sample can
be neglected in the model, firstly, because the beam mainly travels through vacuum and,
4There are, however, practical limitations for the sample size, for example when the sample size exceeds
several extinction lengths of the employed x-rays of a certain energy or the number of scanning steps needed
becomes too large to finish the scan in a reasonable period of time.
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secondly, because any attenuation outside of the sample would only remove a constant
portion of photons from the signal, independent of the sample position.
X-ray absorption in general is described by Lambert-Beer’s law (introduced in equation
(2.53)), which yields the transmitted beam intensity measured behind the sample,







The attenuation coefficient µ(u, v) can readily be reconstructed from the tomographic
data set using one of the reconstruction algorithms described above. If the element com-
position is known for a specimen, the local density can be calculated from this data as
well. As indicated above, equation (4.14) is only correct for a non-absorbing sample. To
correctly model the scattered signal, the attenuation of both the incoming beam and the
scattered beam on their way through the sample have to be considered. These attenuation
effects can be accounted for by defining two partial absorption functions, f(φ, x, y) and
g(φ, x, y), that describe the absorption up to the scattering location and that thereafter,
respectively. Including these functions, (4.14) can be re-written as
I(0,qy ,qz)(y, φ) = I0
∫
dx f(φ, x, y) p(qr,qφ,qz)(u, v) g(φ, x, y) , (4.17)
with the attenuation functions defined as
















Here, the line integrals of both functions run along the same path. This is an approx-
imation that assumes the scattering angle 2θ to be small, such that the incident and the
scattered beam have approximately identical paths through the sample. In small-angle
scattering, when working with wavelengths of about 1 A˚, the scattering angle is typically
limited to one or two degrees. A schematic of this situation is displayed in Figure 4.10.
For a scattering angle of, say, 2θ = 1° and an incoming x-ray beam of b = 30µm lateral
size, the sample can be as large as t = b/ tan θ = 30µm/ tan(1°) = 1.7 mm, before a beam
scattered at the front of the sample leaves the path of the incident beam. Even for samples
a few times this value in size, the error made is usually rather small.5
Using the approximation of equal attenuation paths as described above, f(φ, x, y) and
g(φ, x, y) can be combined and pulled out of the integral. Together with the incident
5For large scattering angles such as the ones probed in wide-angle x-ray scattering (WAXS) or single-
crystal diffraction measurements, this assumption is no longer maintainable and the individual absorption
along each beam path in the sample has to be corrected for. One possible way of doing this is to acquire
a highly resolved x-ray transmission tomogram and to reconstruct the distribution of the mass absorption
coefficient. This way, it becomes possible to correct the scattering intensity of a reflection according to its
individual path through the sample.





Figure 4.10: Two absorption paths.
intensity, I0, they yield the intensity transmitted through the sample, I1(y, φ). Expression
(4.17) then becomes
I(0,qy ,qz)(y, φ) = I1(y, φ)
∫






dx p(qr,qφ,qz)(u, v) . (4.21)
The experimentally measured quantities in SAXS tomography are the scattering inten-
sity in a certain detector pixel, I(0,qy ,qz)(y, φ), and the intensity recorded in the transmitted
beam, I1,exp. In the present examples, the transmitted intensity was recorded in a PIN-
diode that was included in the primary beam stop (cf. Section 5.1). The intensity I1,exp
is a little less than I1(y, φ) from (4.21), since the measured transmitted intensity does not
account for the scattered photons. While this could be corrected by including in I1,exp
those photons recorded on the area detector, the losses in the transmitted beam due to
elastic scattering are usually negligible compared to the primary beam intensity, so that
I1(y, φ) ≈ I1,exp.
4.6 Modeling the GISAXS Case
Many of the concepts introduced above can directly be applied to the GISAXS case as well.
There are, however, certain particularities to consider that make GISAXS tomography a
little more involved than the SAXS case. The reason for this is found in the underlying
theories of the two techniques. While the kinematic theory describes the patterns measured
in SAXS sufficiently well, in GISAXS, the DWBA theory is needed to model the scattering
patterns.
The first implication of this is that absorption effects in the sample are not accounted
for by the DWBA. This is often negligible, since the probed materials are usually rather
thin films or islands that are scarcely scattered over the substrate surface. A problem
arises, however, when the absorption depends strongly on the position in the tomographic
scan, i.e., y and φ. In this case, the scattered amplitudes are attenuated in an unknown
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manner as a function of the tomographic coordinates. In the tomographic reconstruction,
this leads to falsely enhanced or lowered intensities.
Another problem appears, when the sample surface is uneven on comparatively large
length scales, so that the angle under which total external reflection occurs on the vacuum-
sample interface is distributed over a large range, as sketched in Figure 4.11. Such a
behavior leads to an explicit φ-dependence of the local scattering cross section and is
therefore equally problematic in a tomographic measurement.
x ray
Figure 4.11: Sketch of GISAXS on a sample with uneven surface.
The DWBA was derived as a first-order perturbation theory. If any of the two limiting
cases mentioned above are found to have an appreciable effect in a sample, this fact already
suggests that the assumption of a small perturbation is not valid anymore. In conclusion,
one could say that the DWBA must be applicable in order to obtain a valid tomogram in
all detector pixels. However, as will be seen in the experimental section (Chapter 6), it
is possible that within one data set, regions in the scattering patterns exist where this is
fulfilled sufficiently well, while other regions suffer from drastic artifacts and make analysis
unfeasible.
4.7 The Role of Coherence Lengths
The concept of structure analysis by scattering relies on a partially coherent beam. Infor-
mation about the structural relationship of two scattering centers can only be obtained, if
the scattered radiation emerging from them can be regarded as coherent (cf. Section 2.7).
However, in classical SAXS, the illuminating x-ray beam is usually many times larger than
the transverse coherence length so that the recorded scattering pattern is an incoherent
superposition of scattering amplitudes from many different coherently illuminated sam-
ple regions. This section discusses coherence phenomena in SAXS and especially SAXS
tomography.
It has been shown [TBS+94, SRM+94], that in a grazing incidence reflection geometry,
the transverse coherence length, denoted by lt, is projected onto the sample surface. This
leads to an increased effective transverse coherence length on the surface of
lproj = lt/ sinαi , (4.22)
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x ray
Figure 4.12: Projection of the longitudinal and transverse coherence lengths, ll and lt,
respectively, onto the sample surface in grazing incidence reflection geometry.
which, under shallow incident angles αi, is several times larger than lt in the original beam
(cf. Figure 4.12). In effect, the wave fields at two rather distant points along the beam








Figure 4.13: Sketch of a sample illuminated with a partially coherent x-ray beam, i.e., the
beam size is larger than the transverse coherence length, lt. X rays are scattered from various
locations in the sample under the scattering angle 2θ. Three points of special interest are
marked by circled numbers.
The projection of coherence lengths also has some implications for conventional SAXS.
In Figure 4.13, a sample of thickness t is illuminated by a partially coherent x-ray beam.
The coherence volume is defined by the longitudinal coherence length, ll, and the trans-
verse coherence lengths in horizontal and vertical direction, lt,h, and lt,v, respectively. The
transverse coherence length is several times smaller than the overall lateral beam size.
The detector is located at a distant position so that the same scattering angle, 2θ, can be
assumed for the scattering from all locations inside the sample.
It becomes clear that the transverse coherence length penetrates the whole sample.
Physically, this means that a fixed phase relationship is given for all sample locations
within this projected coherence volume, provided that the path length differences between
scattering amplitudes arriving at the detector from different locations in the sample do
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not exceed the longitudinal coherence length. In Figure 4.13, some sample locations that
constrain the coherence volume projected into the sample are highlighted. Considering
this volume, any two points that are not both located inside this volume are illuminated
incoherently. It is therefore sufficient to calculate the maximal path length difference of
these extremal points.
The calculation of the path length differences ∆s1 and ∆s2 for the scattering points
(1) and (2) with respect to the reference location (0) shows that
∆s1 = lt sin 2θ (4.23)
∆s2 = t− t cos 2θ = t(1− cos 2θ) . (4.24)
To asses these lengths and compare them with the longitudinal coherence length, it is
useful to estimate a typical practical case. Consider, for example, a relatively large sample
of t = 5 mm in size and a maximal scattering angle of 2θ = 2°. The transverse coherence
length will be less than lt = 1µm in a moderate focusing geometry (cf. Section 5.2). With
these numbers, the path length differences turn out to be ∆s1 = 0.03µm and ∆s2 = 3.0µm.
Note that the assumptions made are already somewhat extreme conditions – especially ∆s2
decreases with both smaller sample sizes and smaller scattering angles. For the estimation
of the longitudinal coherence length, the beam parameters at BW4 are assumed, i.e., x
rays of λ = 1.38 A˚ wavelength, monochromatized by a Si(111) monochromator (∆λ/λ =
1.4× 10−4). The longitudinal coherence length of such a beam is given by ll = λ2/2∆λ =
0.49µm. A comparison of this number with the maximal path length differences reveals
that the condition for coherent scattering in longitudinal direction is fulfilled in most cases.
The dark shaded area in Figure 4.13 is therefore illuminated completely coherently.
Upon closer investigation (see Section 5.2 below), it is found that the transverse coher-
ence length at the sample position in the present experiments is mainly influenced by the
diffraction limit of the focusing lens. It amounts to lt = 0.3µm in both the horizontal and




2. This value is small compared to the overall beam size of around
30µm, illuminating an elliptical area Aill = pi(30/2)
2 µm2 = 700µm2, so that the total
illuminated area contains Aill/Acoh = 10
4 individual coherently illuminated ones.
The illumination with a partially coherent beam is shown in Figure 4.14(a). Let the
scattering amplitude of a small fraction of the sample be denoted by aq,{klm}, where the
indices k, l, and m are used in this context to identify coherent volumes within the illumi-
nated part of the sample, not different illumination volumes as above. The whole volume









This is a coherent sum over the in-beam direction, k, and two incoherent sums over the
two in-plane coordinates, l and m.





Figure 4.14: The illuminated area, Aill, is made up of many coherently illuminated areas,
Acoh, which are significantly smaller in both the SAXS case (a) and the GISAXS cases (b)
& (c). In GISAXS, the number of coherent areas depends also on the inclination angle.
In general, (4.25) prohibits a tomographic model like that of equation (4.14), which
assumes an incoherent summation (integration) in the in-beam direction. However, if the
nanostructure for fixed k varies only slightly in each l,m-plane, all fragments of same l
and m in that region have qualitatively the same nanostructure, whereas they are not
identical copies of each other. This way, the incoherent summation over all coherence
volumes effectively erases the interference effects and allows to model the scattering as an
incoherent integral along the beam direction.
In GISAXS, an analogous relationship is true. However, in this case, the number of
coherence volumes on the sample surface strongly depends on the angle of incidence. For a
very shallow angle (Figure 4.14(b)), the projected transverse coherence can cover the whole
sample, so that an incoherent summation is only done in the l-direction perpendicular to
the footprint. Assuming again a lateral beam size of 30µm and a horizontal transverse
coherence length of lt = 0.3µm, the scattering pattern averages over only 100 different
coherence volumes. For larger angles of incidence (Figure 4.14(c)), this value increases
quickly with 1/ sinαi as the projected coherence length along the footprint becomes smaller.
These considerations show that for microbeams with a high degree of transverse co-
herence, the tomographic model is no longer valid and data treatment based on coherent
models [MCKS99, VGZ07, SBF+08, TDM+08] becomes necessary. This case, however, ap-
plies mainly for x-ray beams with much smaller spot sizes than those used in this work; in
all experiments described below the beam was sufficiently incoherent and the tomographic
model therefore well justified.
Chapter 5
Experimental Setup at the
HASYLAB Beamline BW4
This chapter discusses the experimental environment for the SAXS- and GISAXS-tomog-
raphy experiments presented below in Chapter 6. All measurements were conducted at
the beamline BW4 of the Hamburger Synchrotronstrahlungslabor (HASYLAB) at DESY,
Hamburg, Germany between 2005 and 2009. First, the general beamline setup and its main
components are described in Section 5.1. Section 5.2 covers the focusing optic and the beam
geometry used. The details of the different setups for SAXS and GISAXS measurements
are introduced in Sections 5.3 and 5.4, respectively.
5.1 General Beamline Setup
The beamline BW4 is located at HASYLAB’s DORIS III facility. DORIS (from Double
Ring S torage) is a positron storage ring originally used for high-energy physics. Since its
third modification in the early 1990s [PG90], it has been a dedicated research facility for
photon science. Some key parameters of the storage ring are summarized in Table 5.1
along with the respective values for the upcoming source PETRA III for comparison.
machine parameter DORIS III PETRA III
positron energy 4.45 GeV 6.0 GeV
circumference 289.2 m 2304 m
number of bunches 5 (typically) 960
stored current 140 mA (max) 100 mA (top-up mode)
horizontal emittance (r.m.s.) 450 nm rad 1 nm rad
coupling factor 3 % 1 %
energy spread (r.m.s.) 1.1‰ 1‰
Table 5.1: Parameters of the DORIS III and PETRA III storage rings [Laa09]. The values
for PETRA III are design values taken from [BBD+04].
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The x-ray source of BW4 is a wiggler installed in the bypass section of DORIS III.
A wiggler is a so-called insertion device (ID) made out of alternating magnetic structures
which periodically deflect – or “wiggle” – the positrons out of their straight path, thereby
repeatedly accelerating the charges (see Figure 5.1). The transverse acceleration of the
highly relativistic positrons creates a short and intense pulse of x rays that is bundled in
forward direction due to relativistic effects. An insertion device is characterized mainly
by its magnetic period λID, the number of periods, N , and the magnetic field, B, which
can usually be adjusted by changing the gap of the insertion device. The insertion device
parameter κ, defined as
κ = 0.934 · λID[cm] ·B[T] , (5.1)
indicates how much the charges are deflected from their straight path through the device.
If κ > 1, the insertion device is called a wiggler. For κ < 1, one speaks of an undulator.
In the latter, the deflection angle is small enough so that the radiated amplitudes from
each of the N wiggles can overlap and interfere, thereby enhancing the intensity of the x
rays by a factor N compared to that of a wiggler. Table 5.2 gives an overview over the
most important parameters of the BW4 wiggler source. The properties of the x-ray beam
generated, most importantly the source size and the beam divergence, depend on those of
the positron beam and on the wiggler. For the beam at BW4, these values are given in
Table 5.3.
length of device 2.7 m
magnet period, λID 140 mm
number of periods, N 19
magnetic field, B 1.17 T (max)
κ-value 15.3 (max)
total radiated power 4.7 kW
power density 6.9 kW/mrad
critical energy 13.6 keV
minimum gap height 30 mm
Table 5.2: Parameters of the wiggler x-













Figure 5.1: Wiggler. Alternating magnetic
structures deflect the positron beam. (Fol-
lowing [Att99].)
Behind the source, different components prepare the x-ray beam for the experiment. A
sketch of the beamline layout is displayed in Figure 5.2. As a first component, front-end
slits at a distance 20.2 m away from the wiggler define a secondary x-ray source. The beam
energy is selected by a silicon (111) double-crystal monochromator. The beam energy
used throughout this work was E = 8.99 keV, corresponding to an x-ray wavelength of
λ = 1.38 A˚. The energy spread of the monochromator is ∆E/E = 1.4× 10−4.
Two x-ray mirrors are permanently installed in the beamline for moderate focusing sce-
narios: a horizontally focusing cylindrical x-ray mirror located in front of the monochroma-
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r.m.s. FWHM
horizontal source size σh = 1.1 mm 2.6 mm
vertical source size σv = 0.34 mm 0.80 mm
horizontal beam divergence σ′h = 1.0 mrad 2.4 mrad
vertical beam divergence σ′v = 0.10 mrad 0.24 mrad
Table 5.3: Source size and beam divergence of the BW4 wiggler source given in root-mean-












































0 m 35.4 m32 m 27.7 m 56 m(lens and sample positions variable)20.2 m 32.6 m
Figure 5.2: Schematic layout of the BW4 beamline at HASYLAB, Hamburg, Germany
(components and distances not drawn to scale). The first optical elements of the beamline
are front-end slits (S0), followed by a horizontally focusing mirror, a Si(111) double-crystal
monochromator and a vertically focusing mirror. Aperture slits (S1) define the beam entering
the compound refractive x-ray lens. Stray radiation is removed from the focused beam by
guard slits (S2). An ionization chamber in front of, and optionally an additional one behind
the sample measure the incident and transmitted beam intensity, respectively. Finally, the
direct beam is blocked and measured by a beam stop with included PIN-diode. The scattered
radiation is recorded on a CCD-based area detector.
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tor with a fixed sagittal radius and a vertically focusing mirror behind the monochromator
that can be bent in order to adjust the vertical focusing properties. However, this mirror
remained flat in all of the experiments presented here; instead, a parabolic compound re-
fractive x-ray lens (CRL) [SKSL96, LSR+99, SLB+01] was used for focusing. Details about
the lens and the focusing geometry are given below in Section 5.2. Behind the lens, guard
slits cleanse the focused beam of stray radiation, which is mainly due to small-angle and
Compton scattering created in the lens material. The photon flux in the focused beam is
on the order of 108–109 ph/s.
The sample is placed in the x-ray focus generated by the CRL. Details on sample
positioning and motorization are given below in Sections 5.3 and 5.4. Ionization chambers
measure the incident and transmitted beam intensities. The scattered radiation is recorded
on a charge-coupled device (CCD) based area detector.1 A beam stop with an included
PIN-diode is used to protect the CCD detector from the bright primary beam and to record
its intensity at the same time. For GISAXS setups, a second beam stop can be installed
to also block the specular beam which is usually less intense than the primary beam but
nonetheless harmful to the detector.
The beamline setup of BW4 is very versatile and allows for a variety of arrangements.
In particular, the positions of the CRL and the sample can be changed to achieve dif-
ferent focusing and scattering geometries. The various focusing schemes and beamline
components available at BW4 are described in detail in [RDD+06].
5.2 Focusing Optic and Geometry
The compound refractive lens (CRL) [SKSL96, LSR+99] that was used here is composed of
N = 15 single concave2 parabolic3 beryllium lenses, each of which has a radius of curvature





= 1585 mm , (5.2)
where δ = 4.21× 10−6 is the real part decrement of the index of refraction for the lens
material beryllium at the employed photon energy of E = 8.99 keV.
Compared to the focal length, the CRL is to be regarded as a thin lens, and can as
such be employed like a regular focusing lens in classical visible-light optics. This analogy
is true as long as the paraxial approximation is applicable, which is almost always the
case in the long synchrotron beamlines. The aperture of the lens can be described by a
1The area detector used here was a “mar165” camera manufactured by marresearch GmbH, Hans-
Bo¨ckler-Ring 17, D-22851 Norderstedt, Germany. The camera is now distributed under the name “Rayonix
SX-165”.
2A focusing refractive x-ray lens must have a concave shape because the index of refraction is smaller
than unity for hard x rays.
3The parabolic shape is needed to avoid spherical aberrations in the image.




Figure 5.3: Imaging with a thin focusing lens of focal length f . The focusing lens is depicted
convex as it would be for visible light. In the x-ray regime, a focusing lens has to have a
concave shape. The distances of the object and the image from the lens are denoted by so
and si, respectively. The object and image sizes are represented by bo and bi.
two-dimensional Gaussian distribution, which is a result of the parabolic lens shape and
the exponential decay of transmitted intensity given by Lambert-Beer’s law. A schematic
for a demagnifying lens setup is shown in Figure 5.3. Using geometric optics in paraxial
approximation, the focal length of the lens, f , is linked to the object distance, so, and the









, or si =
sof
so − f . (5.3)
The magnification, M , is defined as the ratio of the image size, bi, to the object size,
bo. This is equal to the ratio of image distance, si, to object distance, so, as can be seen









so − f . (5.4)











In the current setup, the object to be imaged is the secondary x-ray source created by
the primary slits located at a distance 20.2 m from the source. The CRL was positioned
at 52.2 m in the beamline, yielding an object distance of so = 52.2 m − 20.2 m = 32 m.
Therefore, the image distance, following (5.3), is si = 1668 mm, measured from the prin-
cipal plane of the CRL. The demagnification ratio is m = so/si = 19.2. For example, for
an object of 0.3 mm × 0.3 mm lateral size – i.e., with primary slit gaps of that size – the
geometric image is 15.6µm in both the horizontal and vertical direction.
In all calculations made so far, diffraction effects from the lens aperture have not been
taken into account. The Gaussian effective lens aperture of a CRL, denoted by Deff , gives
rise to a Gaussian Airy disc [LST+99] with a full-width-at-half-maximum size of















λ ≈ 0.75 λ
2NA
, (5.6)
where λ is the wavelength and NA is the numerical aperture. The observed x-ray spot is
the convolution of the geometric image of the source with the Airy disc. In the simplest
case – when the source, and consequently its geometric image have Gaussian distributions,






While the geometric image size can become infinitely small when the object distance
approaches infinity or the focal length approaches zero, the observed image size can never
shrink beyond the diffraction limit, dt. For the present lens, the numerical aperture is
NA = 2.1× 10−4, so that the diffraction limit follows to be 0.25µm. Compared to the
moderate beam sizes of a few tens of microns that were used in the present experiments,
the diffraction limit is negligible.
In the actual experiments, the calculated beam size is not reached as the optical ele-
ments upstream of the lens, namely the monochromator and the two mirrors, deteriorate
the beam slightly. This leads to an increased effective source size, resulting in a larger
x-ray spot size at the sample position. The spot sizes measured for individual experiments
are given in the respective sections below.
The diffraction limit is important not only for the determination of the x-ray spot size,
but also influences the transverse coherence length present in the focus. The focal coherence
length is given by the convolution of the diffraction limit of the lens and the coherence
length present at the source – or, in this case, that at the primary slits – demagnified by














since the wiggler is a chaotic source with no inherent coherence. Considering the distance
from the wiggler, L = 20.2 m, and the FWHM source sizes as given in Table 5.3, the co-
herence lengths in the horizontal and vertical direction, respectively, are lt,slits,h = 0.54µm
and lt,slits,v = 1.7µm. In the vertical, the value is larger, because the initial beam pro-
duced by the wiggler is smaller in that direction. In order to calculate the influence on
the overall coherence length at the focal position, these numbers have to be divided by
the demagnification factor m = 19.2. Doing so yields values of 0.028µm horizontally and
0.089µm vertically. Compared to the diffraction limit of the lens of 0.25µm, however, these
are obviously minor contributions. The overall focal coherence lengths in horizontal and
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vertical direction, following (5.8), are found to be lt,h = 0.25µm and lt,h = 0.27µm, respec-
tively. Since the difference between the two directions is only marginal, a rounded value
of lt = 0.3µm will be used as the focal coherence length in both directions for simplicity.
This larger value represents a conservative assumption in the sense that larger coherence
lengths are more difficult to handle with respect to tomography (cf. Section 4.7).
The use of focusing optics in small-angle scattering experiments has another implication:
the numerical aperture of the optic also defines the beam divergence, thus limiting the
reciprocal space resolution. Please see Section 3.3 for a discussion of this.
5.3 Setup for SAXS Experiments
The scanning tomography technique was introduced in Section 4.2, where it became clear
that at least two degrees of freedom are needed to scan the sample through the beam
in a tomographic experiment: a rotational stage for the tomographic angle, φ, and a
translational stage for the scanning coordinate, y. Figure 5.4 shows a sketch of the setup
used for SAXS tomography. Additional degrees of freedom are needed to place the sample
in the x-ray focus created by the CRL (movement along x), and to select the slice of interest











Figure 5.4: Schematic of the SAXS setup. The two scanning stages for the tomographic
coordinates φ and y are mounted on additional supporting stages.
Compared to the arrangement needed for GISAXS tomography, this setup can be kept
relatively simple. It needs to be ensured, however, that the axis of rotation points in z-
direction and is perpendicular on the translational stage. A significant x- or y-component
of the axis of rotation would interfere with the tomographic model, as different slices of
the sample would be probed upon rotation, i.e., for different φ. However, this criterion is
usually not very difficult to fulfill. As an example, for a beam size of 30µm and a thick
sample of t = 5000µm, the tolerable sample tilt is still as large as α = 30/5000 = 0.3°.
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5.4 Setup for GISAXS Experiments
Contrary to tomography in SAXS contrast, GISAXS tomography is extremely sensitive
to the glancing angles involved. The main task is to ensure that the GISAXS angle of
incidence, αi, remains constant and independent of φ at all times during the measurement.
In order to do so, a much greater effort has to be undertaken in setting up the experiment.
An illustration of the degrees of freedom needed is depicted in Figure 5.5. A photograph











Figure 5.5: Schematic of the GISAXS setup. On top of the rotational and translational
scanning degrees of freedom, φ and y, small piezo-driven goniometers ensure that the axis
of rotation is collinear with the sample surface normal. Underneath, the double tilt stage is
used to control the angular positioning of the rotation axis.
First of all, the supporting stages that position the sample in the focus of the beam
and control the height of the sample are needed here as well. On top of that, a double
tilt stage4 controls the orientation of the axis of rotation. In other words, the two tilts
are needed to make sure that the scanning translational stage moves exactly in y-direction
and, of course, to adjust αi.
The two scanning degrees of freedom for GISAXS tomography are identical to the ones
needed for SAXS, namely a rotational stage5 for the tomographic angle φ and a linear stage6
for the translational coordinate y. For both these stages, it is particularly important that
the glancing angle does not change during rotational and translational scanning, requiring
the lowest possible values for the wobble of the rotational stage as well as pitch and yaw
of the translational stage. To quantitatively assess the requirement of angular stability,
consider a detector with 80µm pixel size in 2000 mm distance, which corresponds to the
4Double tilt stage “2-Kreissegment 5203.10” by HUBER Diffraktionstechnik GmbH & Co. KG, Rimst-
ing, Germany.
5Rotational stage: “UPR-160 Air” by Micos GmbH, Eschbach, Germany.
6Translational scanning stage: “LS-180” by Micos GmbH, Eschbach, Germany.






Figure 5.6: Annotated photograph of the setup for GISAXS tomography at BW4, HASY-
LAB, Hamburg. The focused beam (from right to left) leaves the evacuated flight tube, is
scattered by the sample and propagates to the area detector through a second flight tube.
The sample is positioned and aligned in the focus in three translational and three rotational
degrees of freedom. Inset: Two piezo-driven tilting stages act as a remotely adjustable sam-
ple holder and ensure that the surface normal is identical with the axis of rotation. See also
sketch in Figure 5.5
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situation in the present example. The angular stability of the sample in this case has to
be better than 0.08/2000 = 40µrad = 0.002° throughout the scan and over many hours.
Instead of mounting the sample directly onto the rotational stage, two slip-stick piezo
tilt stages7 just beneath the sample were utilized as a dynamic goniometer head. These
small goniometers allow to align the sample in the beam in such a way that its surface
normal is collinear with the axis of rotation. This guarantees that αi is indeed fixed
throughout the measurement.8
The alignment procedure for the sample shall be shortly described in the following.
First, the desired incident angle is chosen with the lower tilt motor. The rotation stage
is moved until the two piezo tilt stages on top are decoupled into one rotation about the
y-direction, which is thus an additional motor for the inclination angle, and one rotation
about the x-direction. This position is conveniently called φ = 0°. After taking an image
with the detector, the position of the specularly reflected beam is recorded with one-pixel
accuracy. The sample is rotated to φ = 180° and another image is taken. If the position of
the specular beam on the detector has changed, this is a clear indication that the surface
normal is not yet identical with the axis of rotation. The detector pixel that corresponds
to the arithmetic mean value of the heights of the specular beams at 0° and 180° is now
the target on which the specular beam needs to be adjusted. With this information, the
piezo tilt responsible for the inclination (the rotation about the y-axis) is adjusted until the
specular beam reaches the target height on the detector. After that, the setup is rotated to
φ = 90°, and the other piezo tilt is also adjusted until the specular beam hits the detector
at the same target height. Now, the sample is completely aligned with the axis of rotation.
A check at arbitrary values of φ should now yield the same position of the specular beam
on the detector.
7Slip-stick piezo goniometer positioners “ANGt101” by attocube systems AG, Munich, Germany.
8The advanced setup of the dynamic goniometer head was not available in the first GISAXS experiment
described below (in Section 6.3.1), where an adjustment of the large lower tilt motor had to be done before
each of the translational scans.
Chapter 6
Results
In this chapter, the application of small-angle tomography is shown on different reference
samples. The strengths of the method as well as its shortcomings are elucidated. Theoret-
ical aspects that were introduced in Chapter 4 are tested for validity and first analytical
results and conclusions about the sample structures are presented.
Section 6.1 presents results of SAXS tomography experiments performed on a straight
and a bent polyethylene rod and a nanoporous glass sample. In Section 6.2, an algorithm is
proposed to check a raw tomographic data set for the basic requirement of local rotational
invariance. The introduced check algorithm is illustrated on the data gained from the
two polyethylene experiments. Finally, Section 6.3 describes two GISAXS tomography
experiments performed on a polystyrene/gold nanocomposite drop and a drop of nano-
structured titanium dioxide.
6.1 Tomographic Experiments in SAXS Contrast
In this section, results of three SAXS tomographic measurements are discussed. Due to
the large amount of data generated by these experiments – one scattering pattern for
each tomographic pixel – it is only possible to show some representative examples of the
reconstructions here. On these examples, some typical SAXS features are investigated to
prove the validity of the results. These analyses are by no means complete, but rather
mean to illustrate the possibilities offered by the technique.
6.1.1 Polyethylene Rod
The feasibility of SAXS tomography was first demonstrated [SKR+06] on a polyethy-
lene (PE) rod (see Figure 6.1(a)). Polyethylene is formed in the polymerization of the
monomer ethylene (H2C=H2C). The specimen in this experiment was fabricated from
commercial high-density polyethylene (Lupolen 6021 D1) by injection molding [SACC+04].
1by BASF, Ludwigshafen, Germany; weight-averaged molecular weight Mw = 182 000 g mol−1; number-
averaged molecular weight Mn = 25 000 g mol−1; density ρ = 0.96 g cm−3
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The rod was stretched at elevated temperatures of T ≈ 80 °C. The beam size at the sample
position was measured at (57 × 39)µm2 FWHM horizontally and vertically, respectively.
The detector was positioned at a distance LSD = 1850 mm away from the sample, covering
a q-range from 0.06 to 2 nm−1, delimited by the size of the beamstop and the detector
area, respectively. In the tomographic scan, 101 projections were recorded, each with 69













































Figure 6.1: Tomography on a polyethylene rod. (a) Photograph of the sample. The slice
that was selected for tomography is indicated by the red dotted line. (b) The reconstructed
attenuation coefficient is homogeneous throughout the specimen. (c) In the map of the
reconstructed q∗r -qz-integrated scattering cross section, a core-shell structure is visible. (d)
One exemplary scattering pattern for the tomographic pixel pointed at by the arrow in (c).
(e) Selected qz-line profiles extracted from the tomographic pixels marked by the green dots
in (c). The profiles were shifted for better visibility.
The specimen was well-suited for tomography as the polyethylene fibers were oriented
along the sample’s main axis and the axis of rotation so that local cylindrical symmetry was
given for each tomographic segment, making the local scattering cross section independent
of the tomographic angle φ. This way, a complete reciprocal-space map could be obtained
from the data set. Figure 6.1(b) shows the reconstruction of the attenuation on the virtual
tomographic section. A constant attenuation coefficient of µ = (2.4± 0.1) cm−1 is found
throughout the sample. Since the chemical composition of polyethylene is well-known,
the density can be retrieved from the data as well. The data yield a density of ρ =
(0.88± 0.04) g cm−3, which is consistent with the value of 0.96 g cm−3 provided by the
manufacturer for the unstretched material. A map of the scattering intensity integrated
over all pixels in the reconstruction is depicted in Figure 6.1(c). Contrary to the density, the
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scattering intensity varies significantly with the radius of the rod. A distinctive core-shell
distribution in the nanostructure is visible. An exemplary reconstructed scattering pattern
for the tomographic pixel pointed at by the arrow in (c) is displayed in Figure 6.1(d).
Figure 6.1(e) shows line profiles along the qz-axis (i.e., q
∗
r = 0), extracted from different
tomographic pixels at fixed u in the virtual section. On the periphery of the rod, strong
diffraction peaks indicate an almost lattice-like arrangement of alternating crystalline and
amorphous lamellae. For example, the diffraction peaks in the outmost bright shell (marked
by the arrows in (e)) are found at a qz-value of |qz,max| = 0.24 nm−1. This corresponds to a
length scale of the long period of polyethylene of 2pi/qz,max = 26 nm. The inner regions of
the rod are mostly dominated by diffuse scattering of uncorrelated domains. Toward the
center, discrete scattering peaks are observed again, which are smaller in intensity than
those found in the outer regions. A detailed interpretation of the results of this experiment
is available in literature [SKR+06, SACN+06].
6.1.2 Tomography on a Bent Polyethylene Rod
A polyethylene rod with the same nominal properties as the one investigated in Sec-
tion 6.1.1 (before stretching) was clamped into a simple bending device (see Figure 6.2) to
induce some asymmetric strain. The whole arrangement was mounted on the rotational
stage to be able to perform the tomographic scan in situ.
Figure 6.2: Polyethylene rod mounted in a bending device. The bending force can be
adjusted via the movable slider. For the tomographic scan, the whole device is mounted onto
the rotational stage.
The sample-to-detector distance was LSD = 1910 mm. The step size of ∆y = 80µm and
the exposure time per scan point of 20 s in this experiment were chosen to be identical with
the tomography experiment on the straight PE rod (cf. above). To keep the acquisition time
low, only 56 projections with 69 translational steps each were recorded in this tomographic
scan. Even though the number of projections is less than that demanded by the rotational
sampling requirement as stated in equation (4.5), the reconstruction does not show artifacts
that would be typical for such an undersampling, because the features found in the sample
vary rather slowly on the virtual tomographic section as will be seen below.
Figure 6.3 displays some selected images taken from the raw data of the tomographic
scan. The images in Figure 6.3(a) are scattering patterns recorded in a translational scan at
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a fixed angle of φ = 0°, while Figure 6.3(b) shows patterns from different angles of rotation,
φ, at a fixed value of y. It is immediately apparent that local rotational invariance of the
full SAXS cross section is not given here. This is not to be expected, since the polymer
fibers, which by themselves have cylinder-symmetric scattering cross sections, are tilted
and possibly stretched or compressed as a function of position in the specimen. For this
reason, the full SAXS cross section cannot be reconstructed. However, the scattering along
the qz-direction still fulfills the rotational invariance criterion of the tomographic model
(cf. Section 4.5.3) and delivers valuable information.
The results for the bent polyethylene rod are shown in Figure 6.4. The reconstructed
maps comprise 69 × 69 tomographic pixels, each of which contains a qz-scan that can be
analyzed. As expected from previous results, the local attenuation on the virtual section,
and with it the local density, is homogeneous (cf. Section 6.1.1). The map shown in
Figure 6.4(b) is a plot of the reconstructed scattering intensity integrated over qz at q
∗
r = 0.
A strong asymmetry due to the bending is clearly visible. The scattering intensity in that
direction seems to be rather large in the regions where the rod was locally stretched and
much lower in those regions where it was compressed. Figures 6.4(c) & (d) display line
profiles along the qz-axis reconstructed at different tomographic pixels indicated by the
green dots in (b). In (c), pixels of constant v were selected; (d) shows the results of pixels
with constant u.
The line profiles confirm the observation of strongly enhanced intensities in the stretched
regions (large u) compared to the compressed ones (low u). More interestingly, though,
the peaks at which the maximal scattering intensity is found, shift when moving through
the specimen. As a general tendency, the outer sample regions tend to show peaks at
large qz-values. These peaks move to smaller qz when going to the interior of the sample.
For pixels near the center of the rod, real peaks are not discernible, as the beamstop cuts
off low values of qz, leaving the range −0.08 nm−1 < qz < 0.08 nm−1 inaccessible. This
corresponds to length scales larger than 80 nm.
An interesting observation can be made when comparing pairwise a qz-scan from one
side of the sample with its counterpart on the other side. This reveals information about
the influence on the bending, since the pixels were chosen in a symmetric pattern about
the center of the rod, and can thus be expected to have been of similar structure before
the bending process. In Figure 6.4(c), circles and squares mark the peak values in the
scans for corresponding pixels in the stretched (u = 63) and compressed region (u = 05),
respectively.
In the tomographic pixel at u = 05, |qz,max,u05| = 0.27 nm−1, which corresponds to a
characteristic length scale in z-direction of du05 = 23 nm. On the opposite side, at u = 63,
the peak is shifted to a smaller qz-value, |qz,max,u63| = 0.24 nm−1, which yields a larger value
of du63 = 26 nm. Such a behavior does not appear in the equivalent scans for the straight
PE rod in Figure 6.4(d), where the |qz,max|-values in both scans are around 0.27 nm−1.
The bending indeed seems to have stretched the fibers. This finding is supported by the
analysis done on a single translational scan from the raw data [No¨c08].
The exact interpretation of the data is difficult in this example because the tomographic
measurement only delivers valid information about the qz-axis, i.e., for q
∗
r = 0. On the








Figure 6.3: Raw data from the tomographic scan of the bent PE rod. (a) The translational
scan shows images of different y taken at φ = 0°. (b) Images taken at different rotation angles
φ, and a fixed translational coordinate y. Both image series already indicate that the polymer
fibers are tilted as a function of position in the sample. Moreover, the fiber orientation in
the sample clearly does not coincide with the axis of rotation at all positions. Full rotational
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Figure 6.4: Results for the bent polyethylene rod. (a) The reconstructed slice for the
attenuation signal is very homogeneous. (b) The reconstruction for the scattering intensity
integrated along the qz-axis shows strong asymmetries. (c) & (d) Line profiles in qz extracted
from selected tomographic pixels, marked by the green dots in (b). The qz-scans have been
shifted for better visibility. The pixels were chosen symmetrically about the center of the
sample for constant v and constant u in the two plots, respectively.
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other hand, the features visible in the reconstructed line profiles contain contributions from
two effects: first, the polymer fibers can be locally stretched or compressed, and second,
a locally different tilting of the fiber rotates the typical scattering pattern out of the qz-
axis. It appears that a local stretching of the material shifts the scattering peaks in the
qz-scans. This effect is due to an extension of the long period in polyethylene, where the
amorphous polymer layers between the crystallites in the fibril stretch and thus enlarge
the period. The opposite is of course true for compression, which leads to a smaller long
period. The local tilting of the fibers, on the other hand, leads to the strong variation of
scattering intensity observed along the qz-axis. Following this interpretation, Figure 6.4(b)
can be thought of as a qualitative map of the local fiber tilt angle. However, the two effects
both have a potential influence on the qz-profile at a given location and can not be strictly
separated.
6.1.3 Nanoporous Glass
The sample under investigation in this experiment was a piece of nanoporous sodium boro-
silicate glass (NPG, 0.2Na2O · 3.8B2O3 · 96SiO2 (mol %)), that was produced by acid leach-
ing of the unstable phase components of phase-separated alkali borosilicate glass [Ant94].
Nanoporous glasses are used, for example, in ion exchange, adsorption and catalytic appli-
cations. Paufler, et al. investigated mechanical properties of the present specimen and other
borosilicate glasses in [PFS+07]. First results from the tomographic SAXS measurement
described here are published in [FKR+09].
The tomographic data set consisted of 71 projections over 360° (5.1° angular step size)
of 45 translational steps each. The step size of ∆y = 30µm was chosen in such a way as
to match the horizontal x-ray beam size. At each scan point, an image was acquired for
30 s of exposure time, resulting in a net acquisition time of about 27 hours. The detector
distance is this case was LSD = 2130 mm.
The results of this experiment are depicted in Figure 6.5. A u-v-map of the recon-
structed absorption coefficient is shown in Figure 6.5(a). In the homogeneous bulk mate-
rial, it is µNPG = (31± 2) cm−1, corresponding to a density of ρNPG = (1.25± 0.08) g cm−3.
At the leach-treated surface, pointed to by the white arrows, the attenuation is slightly
lower. Figure 6.5(b) shows the integrated scattering signal along the qz-axis, i.e, for q
∗
r = 0.
In the surface region, the scattering intensity is increased by 20 % compared to the bulk
material, indicating a larger density of scatterers or a higher structure factor than in the
bulk. Selected line profiles along the qz-axis from different positions in the tomographic
slice are displayed in Figure 6.5(c). The maxima in scattering intensities are found at the
same value of |qz| = 0.092 nm−1 in all line profiles, corresponding to a characteristic length
scale in real space of d = 70 nm, in agreement with a transmission electron microscopy
(TEM) study reported in [PFS+07].
An exemplary scattering pattern taken from the leach-treated surface region of the
sample is shown in Figure 6.5(d). The dashed line indicates the scattering pixels that
comprise a qz-scan. In Figure 6.5(e), a map of peak positions qz,max was created by finding
the brightest pixel in each qz-profile and color-coding the corresponding qz-value. The
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Figure 6.5: Nanoporous glass. (a) The reconstructed absorption tomogram provides the
absorption coefficient µ on a virtual section through the sample. It is homogeneous, except
for a region near the leach-exposed surface marked by the white arrows. (b) In the qz-
integrated scattering intensity, mapped in u and v, the locations of maximal scattering power
correspond to those of low density in (a). (c) Line profiles along qz, extracted from nine
different tomographic pixels, reveal peaks at |qz| = 0.092 nm−1 throughout the specimen.
(d) One reconstructed pattern from the leach-treated region of the sample. (e) A map of
peak positions in the qz-scans indicates a homogeneous structural distribution, whereas the
intensity of those peaks, shown in (f), exhibits again the strong scattering intensity found in
the surface region.
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maximal pixel intensity itself is mapped in Figure 6.5(f). The fact that the scattering
peaks appear at the same qz-value for all tomographic pixels is affirmed by the map of
qz,max-positions in (e). The corresponding intensity map (f) represents again the enhanced
scattering intensity in the surface region.
From these results the conclusion can be drawn that the leach-stable glass phase is
likely responsible for defining the general structure size, whereas the higher SAXS contrast
and the lower density in the surface region indicates that the leach treatment has more
effectively washed out the unstable glass phase at the surface than it did in the bulk.
Both the reconstruction of the attenuation and that of the integrated scattering signal
along qz show some artifacts that are especially strong at the corners of the sample and
in extension of the edges. This can be attributed to the fact that total external reflection
occurred at those points in the tomographic scan where an edge of the sample was coinci-
dentally positioned in a glancing angle with respect to the incoming x-ray beam. This is
problematic for two reasons. First, the reflection is a multiple-scattering effect that is not
covered by the model for SAXS. Moreover, a major part of the radiation is deflected away
from the beam intensity monitor in the beam stop in this situation. Since the transmission
signal recorded in the beamstop is needed for normalization, this leads to an over-correction
of the concerned scattering images. The error made here, however, is not too severe, as
total external reflection affects only a small part of the data set.
6.2 Checking the Local Rotational Invariance of a To-
mographic Data Set
The fact that the scattering cross section must be locally invariant under rotation was
derived above in Section 4.5.3. Only then can the tomographic reconstruction yield correct
results for q-vectors with q∗r 6= 0, i.e., scattering vectors that do not point directly in
direction of the axis of rotation. Because the concept of rotational invariance is a necessary
requirement arising from the tomographic theory, but not known a priori of a specimen,
this section tries to develop a practical way to check a data set for its validity in terms of
tomography.
6.2.1 Concept
Each pixel on the detector corresponds to a fixed q = (qx, qy, qz), that remains constant
throughout the tomographic scan. For this reason, the data recorded on each pixel can be
treated independently of all other detector pixels. Since the qx-component is very close to
zero in small-angle scattering, it will again be regarded as being identical to zero in this
context, so that q = (0, qy, qz). The scattered signal recorded in one single detector pixel
during the tomographic scan can be plotted in a sinogram (cf. Section 4.3) with N columns
and M rows. Here, N is the number of translational scanning steps and M is the number
of rotational steps. The originally continuous intensities Iq(y, φ) must then formally be
written as discretized intensities Iq(i, j), where 0 < i < N and 0 < j < M .
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In a sinogram for a given q, the intensity at each pixel, Iq(i, j), represents a line
integral of the scattering intensity recorded for that specific q at the scanning step i
and the rotational step j. All points in a row of the sinogram, i.e., all points of same j,
comprise one tomographic projection. When summing over all intensities of one projection,




Iq(i, j) . (6.1)
In a well-behaved sinogram, the so-defined weight should be constant throughout the
tomogram, since all features of a sinogram may change their translational position when
j is varied, but they are not allowed to disappear, suddenly come up, or otherwise change
their contribution to the sinogram. This condition is almost always fulfilled for classi-
cal computed tomography, where the mass absorption coefficient µ of a specimen is the
contrast mechanism. The total absorption of a slice in the sample remains constant and
consequently so will the weight of each projection.
Clearly, this is generally not true for x-ray scattering or diffraction. A perfect single
crystal, for example, might exhibit a very distinct Bragg-peak at a certain scattering vec-
tor. This peak, however, will disappear when the sample is rotated. The weights of the
projections in a sinogram of a single crystal show immense variations. The situation is
different for a powder, where many crystallites in all orientations are present in the sam-
ple. In this case, a peak may be visible at all angles of rotation as some of the illuminated
crystallites always fulfill the Bragg condition.
The idea of the rotational invariance check proposed here is to analyze the weights of
the projections in a sinogram with regard to their constancy for all tomographic angles and
thus determine, if the tomographic reconstruction may rightfully be applied. Although the
constancy of the projection weight is necessary for a correct tomographic reconstruction,
it is not a sufficient condition. One can think of situations in which the projection weight
is constant despite the sinogram being incorrect. This may be the case, for example, if the
detector pixel in question systematically receives stray radiation at certain translational
scanning positions. Many of these cases, however, are somewhat artificial constructs and
can be ruled out by carefully setting up the experiment, so that a successful projection-
weight check gives a good indication of whether or not the tomographic model is applicable.
The per-detector-pixel approach even allows to select certain q-values where the rotational
invariance is sufficient and the ones where it is unacceptable, so that valid tomographic
information can be extracted even if much of the reciprocal space in the sample does not
have local rotational invariance.
To gain an overview over the whole data set, it is convenient to obtain only one signif-
icant number for each detector pixel that represents the tomographic conformity for the
corresponding scattering vector. For this purpose, the projection weight for each rotational
step j is first normalized,



















(wq,norm(j)− wq)2 . (6.4)
This number σq provides a value that estimates how well or how badly the requirement of
local rotational invariance is fulfilled for a sinogram. This analysis can easily be automated
and applied to a whole data set. A reciprocal space map can be generated in which σq is
color-coded such as to provide an illustrative way of determining good spots in the data.
6.2.2 Application to SAXS Tomography Data
The SAXS-tomography data set of the bent polyethylene rod of Section 6.1.2 is expected
to have rather poor rotational invariance for scattering vectors with qz 6= 0 due to the
tilted fibers. The check for rotational invariance of this data, based on the algorithm
laid out above, is depicted step by step in Figure 6.6. Each sinogram is summed along
its translational coordinate, y, yielding the projection weights for all angular steps, φ.
The normalized standard deviation of the weights in the sinogram, σq, is calculated. It
represents a measure of the rotational invariance. The sinogram at the top of Figure 6.6
is a clear example of a violation of rotational invariance. The scattering intensity that is
present in the first row of the sinogram at φ = 0° gradually disappears after one third
of the tomographic scan. The calculated σq of 0.60 is subsequently relatively large. The
bottom sinogram, however, does fulfill the requirement quite nicely. The projection weight
is almost constant throughout the measurement, which is also represented by a low σq of
only 0.03.
If this procedure is done for each detector pixel – or each q-vector – a map of to-
mographic conformity, displayed in Figure 6.6(d), can be drawn. The components of the
scattering vector in these maps are denoted by qz and the generalized rotational coordinate
q∗r , in accordance with the nomenclature introduced in Section 4.5.3. In this map, lighter
colors reflect pixels of larger σq, suggesting worse rotational invariance. For these pixels the
tomographic model fails and the tomographic reconstructions will certainly show strong
artifacts. In turn, dark pixels indicate a very constant sinogram weight distribution and
good fulfillment of the rotational invariance requirement. As one would expect from theo-
retical considerations, this is the case along the qz-axis. In this example, the regions around

































Figure 6.6: Example and illustration of the rotational invariance check on the data set
for the bent polyethylene rod (cf. Section 6.1.2). (a) Sinograms from two detector pixels are
summed along y to obtain the projection weight for each φ, (b). (c) The normalized standard
deviation σq for each q is color-coded in a reciprocal space map in (d). The values in this
example range from zero, indicating a perfectly constant sinogram weight, to more than 0.6.
Regions with good rotational invariance are displayed in black - worse regions have lighter
colors.
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the q∗r axis, i.e., for qz ≈ 0, also show low standard deviation. This can be attributed to
the fact that almost no scattering intensity was received by these detector pixels and the
sinograms there are at constant zero.










































Figure 6.7: Visualization of the results for the straight (first row) and the bent (second
row) PE-rod samples in comparison. (a,e) Photographs of the specimens. (b,f) Maps of the
normalized standard deviation of the projection weights, σq, in each scattering pixel. (c,g)
Maps of the mean weights, wq. (d,h) Color-coded images of both the standard deviation (red
channel) and the mean of the projection weights (green channel). Regions with presumably
valid data, i.e., much signal and little standard deviation, appear in green. Pixels with poor
standard deviation show up in red if a low scattering signal is received and in bright yellow
if a lot of intensity was recorded in that pixel.
Obviously, a second number that represents the scattering intensity of a sinogram needs
to be introduced in order to assess whether a detector pixel holds valuable information.
As this number, the mean of the projection weight, wq, can be used. This approach is
followed in Figure 6.7, where the algorithm is applied comparatively to the data sets of
the straight and the bent PE rod. The maps of the standard deviations are shown in (b,f),
accompanied by maps of the mean weights (c,g). In (d) and (h), both pieces of information
were joined together by assigning different color channels. The red channel represents σq,
the mean intensity wq is color-coded in green. In this display, green pixels represent high
scattering intensity together with a low standard deviation. These are therefore detector
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pixels that contain a relatively strong, yet rotationally invariant signal. These pixels are
good candidates for the tomographic reconstruction. Red pixels exhibit a strong standard
deviation but a low intensity. They are of little interest, since the scattering intensity is
very weak in these regions. Finally, yellow pixels contain a significant contribution of both
color channels. They are light pixels, that do not, however, fulfill the criteria for rotational



















Figure 6.8: The rotational invariance check applied to a simulated x-ray absorption to-
mogram. The deviation from perfect rotational invariance is merely due to computational
errors.
An example for perfect rotational invariance is given by the example of a simulated
sinogram shown in Figure 6.8. Applying the algorithm as laid out above yields an extremely
constant projection weight as is to be expected from this simulated data. The difference
from unity is on the order of 10−6 and is mainly due to numerical errors. Accordingly, the
standard deviation for this sinogram is virtually zero.
A single-crystal diffraction measurement is a contrasting example to this, because the
diffraction pattern is highly dependent on the exact orientation of the crystal and the ex-
cited Bragg reflections. To test the outcome of the rotational invariance check on this type
of system, it was applied to a crystal of lanthanum strontium manganate, La0.5Sr0.5MnO4.
The data set was recorded by fully illuminating the crystal without focusing optics and
recording 360 diffraction patterns in angular steps of 1°.
Figure 6.9 shows a summary of this measurement. The shown diffraction pattern was
created by summing over all images. This way all Bragg peaks that appear during one full
rotation of the sample are displayed in one image. Prior to applying the check algorithm,
an overlay grid of 32× 32 fields was defined by summing over 64× 64 detector pixels. This
way, it was ensured that on average at least one Bragg peak appeared in each of the newly
defined virtual pixels. The equivalent of the sinogram weight calculated for the SAXS-
tomography measurements is obtained by plotting the intensity of such a pixel versus the
angular position. The standard deviation can then be calculated in the same way as before.



















Figure 6.9: Example of the rotational invariance criterion applied to a measurement per-
formed on a crystal of lanthanum strontium manganate (La0.5Sr0.5MnO4). The shown diffrac-
tion image was created by summing over all 360 acquired images that were taken sequentially
at angular steps of 1° about a horizontal axis of rotation.
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The result of this procedure are shown on the right of Figure 6.9. For most angles, the
pixel does not receive a significant signal except for a weak diffuse background present at all
angular positions. At two distinct angles, however, around φ = 170° and φ = 330°, a Bragg
peak is measured. These peaks introduce the expected strong angular dependence, but, as
they appear in a mere 2 of 360 total images, they only marginally disturb the otherwise
flat distribution of projection weights. Accordingly, the deduced standard deviation is
small in spite of a data set that is clearly not rotationally invariant. If, however, regarding
underlying diffuse background as the signal that is to be measured and the Bragg peaks
as a disturbance on top of it, the check algorithm delivers correct results, since the diffuse
scattering is indeed independent of the angle.
This example was chosen as the limiting case of complete rotational dependence. Rig-
orous application of the simple check algorithm as presented in this section fails here.
However, with the large angles involved in wide-angle x-ray scattering (WAXS) and x-ray
diffraction (XRD), other severe problems besides that of local rotational invariance arise
in any event. The tomographic model as discussed in this work (see Chapter 4) is not valid
anymore and more sophisticated descriptions have to be used.
6.3 Tomographic Experiments in GISAXS Contrast
In the following section, two scanning GISAXS tomography experiments are presented.
First reports on efforts to implement this technique have been published by members of
our group and coworkers [KFR+07, KFRS08, KFP+09]. Section 6.3.1 extends the dis-
cussion of the experiment presented in [KFP+09]. While the data acquisition for this
tomogram recorded in December 2007 was rather tedious due to experimental difficulties
and repeatedly necessary re-alignment during the scan, subsequent development of the
technique and improvements made in the experimental setup and sample alignment pro-
cedures have allowed us to record a series of five complete GISAXS tomograms in six days
in May 2009. Data analysis on these experiments is ongoing; a first glance on one of them
is given in Section 6.3.2.
6.3.1 Self-Assemly in a Colloidal Solution of Nanometer-Sized
Spheres
In this experiment, a dried gold/polystyrene nanocomposite drop was investigated using the
scheme of GISAXS tomography. The introduction of the GISAXS tomography technique
and preliminary results from this experiment have recently been published in [KFP+09].
The sample preparation was done as follows. To prepare the substrate, a silicon (111)
wafer was cleaned in an acid bath to ensure a homogeneous oxide layer [RBR+04], and a
colloidal suspension of polystyrene (PS) nanospheres2 with a nominal diameter of 15 nm
in deionized water was spin-coated on top of it (1500 rpm for 120 s at room temperature).
2by G. Kisker GbR, 48543 Steinfurt, Germany
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Such a polymer substrate layer provides a hydrophobic surface on which drops of water-
based solutions are able to retain their integrity while drying. On this substrate, one drop
of a mixture of PS-spheres (100 nm nominal diameter) and Au-particles (10 nm nominal
diameter) in aqueous solution was disposed. It was allowed to dry in air with 30 % humidity.
During drying, a water flow induced by evaporation coupled with viscous drag, carries
particles from the inside of the drop to a region near the contact line with the substrate
where they accumulate. As a result, the drop shrinks in its center and a thick rim is formed
on the outer boundary [ADN95, Wit97]. Due to capillary forces, the spheres can arrange
themselves in crystalline-like order when their free volume is restricted below a certain
threshold [DNMK93, Dee00, HGP02] due to the evaporating water. A schematic of the
drying process and an optical micrograph of the sample are displayed in Figure 6.10.
Prior to the tomography experiment, the lateral size of the x-ray microbeam was mea-
sured by knife-edge scans at (47×26)µm2 (FWHM, horizontal × vertical). The sample-to-
detector distance was measured at LSD = 1.88 m using a Lupolen standard. The incident
angle αi = 0.3° was chosen such that the beam footprint covered the whole sample in the
direction of the beam. The FWHM vertical beam size translates to a FWHM footprint
length of 5.0 mm, which is several times larger than the sample diameter of about 1.3 mm
(cf. Figure 6.10(c)). The tomographic scan comprised 79 projections, each of which was
recorded with 46 steps and a scanning step size of 30µm. The acquisition time per scan
point was 2 s.
The vertical transverse coherence length of lt = 0.35µm leads to an effective coherence
length along the surface of lfoot = lt/ sinαi = 0.35µm/ sin 0.3° = 67µm.3 The resulting
correlation length along the beam footprint lfoot is slightly larger than the step size of
∆y = 30µm. However, horizontal averaging over at least 30µm/0.35µm ≈ 85 different
coherence volumes leads to a sufficiently incoherent illumination of the tomographic pixels
on the sample surface (cf. Section 4.7).
Figure 6.11 summarizes some of the results of the tomographic reconstruction. In Fig-
ure 6.11(a), a map of 46×46 tomographic pixels of (30µm)2 indicates the locations of four
qualitatively different types of scattering patterns. Figure 6.11(b) shows four exemplary
patterns found in the tomographic pixels marked by the letters A-D in (a). Each one is
representative of a different region. In the rim of the drop, denoted here by A, powder-like
scattering patterns appear that are concentric about the direct and specular beam, re-
spectively. This indicates weakly textured polycrystallites in this region and suggests that
the drying process, i.e., the deposition of the nanospheres, occurred too fast to develop a
long-range order. In the inner regions, B-D, the patterns exhibit clear Bragg peaks that
indicate a crystal-like arrangement of the nanoparticles here.
The check algorithm for rotational invariance (Section 6.2.1) applied to the data set
reveals interesting features, displayed in Figure 6.12. First of all, large regions of red pixels
emerge beneath the sample surface, i.e., for qz < 0 nm
−1. The mean intensity in these
detector pixels is relatively low while the standard deviation of the sinogram weights is
3The actual coherence length is only around 0.3µm (cf. Section 5.2). A 5µm larger coherence length
was chosen for this calculation as a worst-case scenario from the perspective of tomography.
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Au 10 nm
PS 100 nm









Figure 6.10: (a) Schematic of the drying process. A drop of aqueous colloidal suspension
containing gold and polystyrene spheres was brought onto a substrate that had previously
been spin-coated with polystyrene spheres. In the drying process, particles are carried to the
outside where they accumulate. (b) In the dried drop, a thick rim of about 2µm height is
observed. The interior contains dried layers of PS and Au spheres which exhibit different
thicknesses. (c) Visible-light micrograph of the sample. The thick rim appears as a dark























































Figure 6.11: Exemplary reconstruction results. (a) In the u-v-map, the locations of four
qualitatively different scattering patterns are marked by different colors. The reconstructed
scattering patterns from four selected individual locations in the specimen, A-D, are shown
in (b). The patterns exhibit strong Bragg-diffraction features. The scattering pattern for
the substrate, marked S, is much weaker and is displayed in enhanced intensity compared to
A-D.

























Figure 6.12: Rotational invariance check following the algorithm developed in Section 6.2.1,
performed on the GISAXS tomography data set of the PS/Au nanocomposite drop.
rather large. The intensity here stems from small-angle scattering transmitted through
the substrate. This case is not accounted for in standard GISAXS theory and requires a
more sophisticated theoretical treatment. Moreover, the check algorithm suggests that no
valid tomographic data can be extracted from these regions, due to the poor rotational
invariance. Next, the locations where Bragg peaks were found in Figure 6.11 lie in green
regions, which represent intense pixels with a low standard deviation of the sinogram
projection weights – indicating a good agreement with the tomographic model. Yellow
pixels appear around the qz-axis, i.e., around q
∗
r = 0. In this region, which corresponds
to a detector cut in GISAXS, the scattering intensity, as well as the standard deviation is
large.
This finding is striking, because according to the general theory for tomography in
small-angle scattering, reflections along the qz-axis can always be reconstructed reliably
for reasons of inherent rotational invariance (cf. Section 4.5). While this should be true
for GISAXS as well, the situation is different, if the DWBA does not fully describe the
sample system anymore, (see also Section 4.6). It appears that the drop under investigation
here exhibits such a situation. The uneven surface of the specimen introduces an angular
dependence to the scattering intensity around q∗r = 0. The reason for this is, that the
scattering amplitude from the sample – which can be up to 2µm thick in the rim of the
drop – is not a mere disturbance of the wave that is dynamically scattered from the silicon
substrate. This central assumption of the DWBA theory is not applicable anymore and
the mathematical description of the scattering intensity becomes much more complicated.
As a consequence, the reconstructed data from regions near the detector cut have to
be discarded and ignored in the data analysis as they do not contain valid information.
These reflections around q∗r = 0 correspond to a low horizontal momentum transfer, |q∗r | <
0.012 nm−1, and large length scales, i.e., larger than ≈ 500 nm. For reflections farther out,
namely larger than |q∗r | = 0.012 nm−1, the rotational invariance is fulfilled again, allowing
for detailed data analysis in these regions.
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6.3.2 A Drop of Nanostructured Titanium Dioxide
In this experiment, nano-structured titanium dioxide (titania, TiO2) was investigated. The
specimen was fabricated in a sol-gel process using a diblock copolymer template [SGB+04,
KSR+05, PKM+09]. The chosen template material was the diblock copolymer poly(di-
methyl siloxane)-block -methyl methacrylate poly(ethylene oxide) [PDMS-b-MA(PEO)].4
This substance is amphiphilic (hydrophobic PDMS block and MA block with hydrophilic
PEO side chains), which leads to phase separation when applying a so-called good-poor
solvent pair. The process parameters of the sample preparation are described in the fol-
lowing.5
500 µm
Figure 6.13: Micrograph of the dried drop of nanostructured titania.
First, 74.04 mg of PDMS-b-MA(PEO) were dissolved in 0.936 ml tetrahydrofuran (THF)
and 0.351 ml isopropanol. Next, 38.6µl of titanium tetraisopropoxide (TTIP), used as a
precursor for TiO2, and 10.4µl of hydrochloric acid (HCl) as a selective solvent in order to
achieve phase separation, were added simultaneously under constant stirring. This prepa-
ration ensured a weight ratio of PDMS-b-MA(PEO) to TTIP to HCl of 6:3:1. After one
hour of constant stirring, a drop of 1µl was deposited on a silicon substrate – a Si/SiO2
wafer of 20× 20 mm2 in size that had previously been cleaned in an acid bath. The drop
was allowed to dry in air at 25 °C and 31 % humidity for about 17 h. Afterwards, the
sample was calcined in a tube furnace by heating at a rate of 375 °C/h and keeping the
temperature constant at 450 °C for 4 h, thereby burning the polymer in air and leaving
behind a sponge-like pore structure of TiO2 with expected pore sizes of around 30-40 nm
in diameter. An optical micrograph of the specimen is shown in Figure 6.13.
The prepared solution was also used to spin-coat with it a wafer, thus producing a thin
film of nanostructured TiO2, which was recently investigated in a different study [KMM
+09].
A very similar process using the corresponding triblock-copolymer poly(ethylene oxide)
methyl methacrylate-block -poly(dimethyl siloxane)-block -methyl methacrylate poly(ethylene
oxide) [(PEO)MA-b-PDMS-b-MA(PEO)] is reported in [MWL+09].
4The structure directing agent PDMS-b-MA(PEO) was synthesized by Mine Memesa, Max-Planck-
Institute for Polymer Science, Mainz, Germany.
5Sample preparation was done by Monika Rawolle, TU Mu¨nchen, Germany.
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The tomogram was recorded at N = 74 translational (∆y = 25µm) and M = 114
rotational positions over 180° (∆φ ≈ 1.6°), yielding ≈ 8400 raw images of 2048 × 2048
pixels. The exposure time per image was 3 s, resulting in a net acquisition time of around
seven hours. The sample-to-detector distance was measured at LSD = 2101 mm and the
GISAXS incident angle was adjusted to αi = 0.3°.
The tomographic reconstruction delivers a total of 5476 (= 74×74) GISAXS scattering
patterns at different locations on the sample surface. One such pattern is displayed in
Figure 6.14(a). Horizontal line scans through one of the side lobes were done for each of the
reconstructions at a fixed value of qz = 0.2 nm
−1 from q∗r = 0.08 nm
−1 to q∗r = 0.32 nm
−1.
The position of the brightest pixel, q∗r,max, and its intensity were recorded for each scan.
Maps of these peak positions and their intensities are shown in Figures 6.14(b) and (c),
respectively. In spite of the noise in the map of peak positions (b), a general tendency
is clearly visible. Going radially from the outside to the drop center, the peak positions
around q∗r,max = 0.21 nm
−1 in the outer regions shift to smaller values of q∗r,max = 0.16 nm
−1
a little farther inside. Continuing towards the center of the drop, the peak positions increase
again, assuming values as large as q∗r,max = 0.25 nm
−1.
This observation is supported when looking at individual scattering images recon-
structed at different positions in the drop. Figure 6.14(d) displays reconstructed patterns
extracted at three representative positions in the drop, which are denoted by (i), (ii), and
(iii) in the map of Figure 6.14(b). These patterns naturally contain much more information
than can be obtained from a single line profile. It is apparent that the ring-like scattering
features around the Yoneda peak vary not only in q∗r , but also in qz-direction as a function
of position in the drop, indicating that the structures, in this case the pores in the titania,
change their morphology in all directions as a function of position.
A first rough assessment of the structure sizes d in the specimen can be obtained by
calculating for each of the peak positions q∗r,max the corresponding real-space length by
using d = 2pi/q∗r . The resulting lengths for the positions (i), (ii), and (iii) are found to be
d(i) = 30 nm, d(ii) = 39 nm, d(iii) = 25 nm, respectively, in good agreement with expectations
based on the fabrication process.
Figure 6.15 shows results of the rotational invariance check of Section 6.2.1 for this
data set. The check reveals that large regions of the detector, displayed in green, can
be used for data evaluation. The required local rotational invariance seems to be well
fulfilled, supporting the validity of the reconstructed side lobes. In far-out detector regions
the rotational invariance deteriorates, indicated by the red color. However, this is not
troublesome for the interpretation of the data, since only very little scattering intensity is
received by these detector regions. The region of the Yoneda peak, i.e., the detector pixels
around q∗r ≈ 0, seems to be problematic with respect to compliance with the tomographic
model. Like in Section 6.3.1, the suspicion arises that an uneven drop surface leads to
an angular dependence of the scattering intensity in these detector regions, hindering a
correct tomographic reconstruction (see also discussion in Section 4.6).
The results shown in this section represent only a first glance of the abundance of
data generated by this and other GISAXS tomography experiments that are yet to be
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Figure 6.14: (a) One reconstructed GISAXS pattern. (b) Map of the peak positions, q∗r,max,
extracted from profiles along the line indicated in (a) for each reconstructed image. Brighter
pixels correspond to higher values of q∗r,max. (c) Map of the scattering intensity found in the
peaks at q∗r,max. (d) Three selected reconstructed patterns from sample locations denoted by
(i), (ii), and (iii) in image (b).


































Figure 6.15: Results from the check algorithm for rotational invariance (Section 6.2.1)
applied to the data set of the nanostructured titania drop. The large green-colored areas
indicate the validity of the tomographic model. Red pixels appear only far out where very
little scattering intensity is received by the detector. The region around the Yoneda peak at
q∗r ≈ 0 appears in yellow – evidence of a large standard deviation in the sinograms, which is
certain to cause problems with the tomographic reconstruction in these detector pixels.
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investigated closely and interpreted with respect to the nanostructure of the specimens.
Work towards this goal is ongoing and is foreseen to be published in the future.
Chapter 7
Conclusion & Outlook
Scanning small-angle x-ray scattering tomography in both transmission (SAXS) and re-
flection (GISAXS) mode are valuable tools that combine the advantages of small-angle
scattering with those of scanning tomography. The methods deliver statistically signifi-
cant scattering data for each tomographic pixel on a virtual section through the sample
(in the case of SAXS), or on the sample surface (in the case of GISAXS). This allows one
to access the local nanostructure in a non-destructive way.
The accessible length scale in small-angle x-ray scattering is determined by the recipro-
cal-space resolution, which depends on the scattering geometry, in particular the detector
area and resolution, the sample-to-detector distance, and the wavelength used. In the
SAXS experiments presented here, the lowest accessible scattering vectors were around
0.06 nm−1, corresponding to a real-space length of about 100 nm. The length scales covered
by scanning the sample through an x-ray microbeam are bounded from below by half the
lateral FWHM beam size (Nyquist theorem, Section 4.4). The smallest tomographic step
sizes used here were 25µm. This leaves a gap of more than two orders of magnitude in
accessible length scale. In order to close that gap, the covered reciprocal space could be
extended by recording lower scattering angles (USAXS) and the lateral beam size could
reduced further.
As was discussed in Section 4.7, the tomography technique relies on a low-coherence
x-ray beam, so that the illuminated area contains sufficiently many different coherence
volumes in order to justify the description of the scattering intensity as a line integral
along the beam path through the sample. A large degree of coherence leads to speckle in
the scattering pattern and hinders scanning tomography as presented here. Because the
degree of coherence increases with smaller x-ray beams, this imposes a certain limit on the
real-space resolution practicable in SAXS and even more so in GISAXS, where the number
of coherent averaging areas within the illuminated area is smaller yet. While the effects of
a too coherent beam were not observed in the present work, this limit is approached when
the illumination becomes so small that its lateral size is only a few times larger than the
transverse coherence length.
A fully coherent illumination is problematic with respect to scanning tomography, but
is in general highly desirable as a coherent scattering pattern contains complete information
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about each scatterer in the sample and their mutual arrangement. Recently, the emerging
technique of coherent x-ray diffraction imaging (CXDI) was developed. This concept relies
on the fact that the fully coherent scattering pattern is the amplitude squared of the Fourier
transform of the sample’s electron density. As the phase information of the scattered
wave is lost in the recording of the pattern, data evaluation is based on an iterative phase
retrieval algorithm with certain boundary conditions in reciprocal and in real space [Fie82],
reconstructing the electron density in the object. While this approach provides very highly
resolved data, the resolution of which seems to be limited merely by the coherent dose
received by sample, data processing is rather complicated and not analytical, because of
its iterative character. Moreover, this technique has so far only been shown on very small
and thin specimens and can not easily be applied to larger sample systems on the millimeter
scale.
A more practical limitation of SAXS tomography arises from the long acquisition times
needed to record a tomogram. Depending on the small-angle scattering contrast generated
by the specimen as well as the desired reciprocal-space and real-space resolution, the net
acquisition time needed can be larger than 24 hours. During that time, the same slice in
the specimen is scanned again and again from different angular positions, depositing in the
sample a large dose of ionizing radiation. Especially in biological specimens, the resulting
radiation damage during a tomographic scan may change the nanostructure, so that the
projections taken at different angles do not necessarily represent the same sample anymore,
but instead in each projection a slightly more damaged sample. In addition to problems
with the tomographic reconstruction, this voids the advantage of non-destructiveness. An-
other practical aspect to consider is the fact that large amounts of data are generated
for each tomogram, the processing of which requires substantial computing power. Such
resources, however, become more and more available at today’s synchrotron radiation fa-
cilities. For example, the processing time needed to reconstruct (by using FBP) the nearly
5500 scattering patterns of 400× 512 pixels (over 109 points of data) for the TiO2 experi-
ment discussed in Section 6.3.2, was around one day on a 2.8 GHz Intel Xeon Quad-Core
machine with 32 GB of random-access memory (RAM).
Future developments of SAXS/GISAXS tomography include the endeavor to perform
experiments at improved spatial scanning resolution – keeping in mind the implications of a
smaller beam with regard to coherence, radiation damage and possibly reduced reciprocal-
space resolution, if the numerical aperture of the focusing optic is increased in the process.
Moreover, combinatorial studies with other microscopy methods could be examined. SAXS
tomography, for example, could easily be extended to simultaneously record a fluorescence
tomogram, thus revealing the element distribution in addition to the scattering cross section
on the virtual sample section. For GISAXS, one could think of atomic force microscopy
(AFM) studies performed in addition to the tomogram, or possibly in situ. Another point of
interest is the implementation of different sample environments, e.g., stretching machines,
pressure cells, cryostream coolers, or sample furnaces. However, it must be taken care that
the sample can be rotated freely for at least 180° to be able to perform a tomographic scan.
Concluding, one can state that tomographic SAXS/GISAXS can deliver valuable infor-
mation about the nanostructure of a sample in a localized, yet statistically relevant, and
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non-destructive way. This advantage is contrasted by long acquisition times and possible
restrictions in the data analysis, if local rotational invariance is not given. In certain sit-
uations, these considerations will favor a different analytical technique, such as scanning
or transmission electron microscopy (SEM/TEM) or atomic force microscopy (AFM). In
many sample systems, however, especially when global structural information is needed, the
techniques of SAXS and GISAXS tomography offer an unprecedented and unique means
of analysis.
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List of Abbreviations and Contants
Constants
Symbol Description Value
c speed of light in vacuum 299 792 458 m s−1
0 dielectric constant 8.854× 10−12 F m−1
e elementary charge 1.602× 10−19 C
h Planck’s constant 4.135 667 43× 10−15 eV s
~ Planck’s constant over 2pi, ~ = h/2pi 6.582 119 15× 10−16 eV s
hc Planck’s contant times c 12 398 eV A˚
µ0 magnetic constant 4pi × 10−7 m kg C−2
me electron mass 9.109× 10−31 kg
pi the number pi 3.141 59
re classical electron radius 2.817 94× 10−15 m
σe Thomson scattering cross section 6.652 45× 10−29 m2
Table 1: Physical constants to at least four digits accuracy. Values taken from [MTN08].
Symbols and Abbreviations
Abbreviation Explanation
αi incident angle in GISAXS experiments
αf exit angle in GISAXS experiments
β imaginary part of the index of refraction, n = 1− δ + iβ
∆λ spectral width
∆φ angular tomographic step size
∆y transverse tomographic step size
δ decrement of the real part of the index of refraction, n = 1− δ + iβ
δ(x) Dirac delta function
γ damping term in the scattering process
Continued on next page
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Table 2 – continued from previous page
Abbreviation Explanation
κ insertion device parameter
λ wavelength
λID magnetic period of an insertion device
µ linear mass absorption coefficient, usually in cm−1
ν frequency of the radiation
Ω solid angle
ω angular frequency of the radiation, ω = 2piν = kc = E/~
ωs frequency of a resonance in an atom
φ rotational coordinate in tomography
ρ density of free charges, or
mass density
σ standard deviation, or
total scattering cross section
σq standard deviation of projection weights in a sinogram
σh,v r.m.s. source size, horizontally and vertically, respectively
σ′h,v r.m.s. source divergence, horizontally and vertically, respectively
θ scattering angle
Aill illuminated area
Acoh transverse area of coherence
B(r, t) magnetic field
bi lateral image size in a focusing geometry
bo lateral object size in a focusing geometry
CCD charge-coupled device
CRL compound refractive (x-ray) lens
Deff effective aperture of a CRL
D(r, t) electric displacement
d inter-planar distance in diffraction
dt FWHM size of the Gaussian Airy disc
dM rotational sampling frequency in Fourier space
dN translational sampling frequency in Fourier space
E energy of the radiation
E(r, t) electric field
FWHM full width at half maximum, i.e.,
the r.m.s. value multiplied by 2
√
2 ln 2 ≈ 2.354 82
f focal length of a CRL
f(q, ω) atomic form factor
f0 atomic form factor for forward scattering
f ′, f ′′ anomalous correction terms to the atomic form factor
H(r, t) magnetic field strength
i imaginary unit, i2 = −1, or
Continued on next page
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Table 2 – continued from previous page
Abbreviation Explanation
a numeric index
j(r, t) density of free currents
j a numeric index
k wave vector, |k| = k = 2pi/λ
ki wave vector of the incident radiation
kf wave vector of the scattered radiation
LSD sample-to-detector distance
ll longitudinal coherence length
lt transverse coherence length
M(r, t) macroscopic magnetization
M number of rotational steps in a tomographic scan, or
magnification of an imaging system
m demagnification of an imaging system
N number of single lenses in a compound lens, or
number of translational scan points in a tomographic scan
NA numerical aperture, sine of the angular semi-aperture
multiplied by the index of refraction
P(r, t) macroscopic electric polarization
Pφ(y) tomographic projection recorded at angle φ
q scattering vector, q = kf − ki
q particle charge
q∗r generalized rotational component of the scattering vector,
replaces qy in reconstructed scattering images
R radius of curvature of a parabolic x-ray lens
r a distance, or
Fresnel amplitude reflectivity
r.m.s. root mean square
re classical electron radius
S(q) scattering function
si image distance in a focusing geometry
so object distance in a focusing geometry
T temperature
t thickness of a sample, or
Fresnel amplitude transmittivity
Vcoh coherence volume
u coordinate in the sample-based (u, v, w) coordinate system
v coordinate in the sample-based (u, v, w) coordinate system
w coordinate in the sample-based (u, v, w) coordinate system
wq(j) weight of a tomographic projection at a certain q
wq arithmetic mean of all projection weights in a sinogram
Continued on next page
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Table 2 – continued from previous page
Abbreviation Explanation
x coordinate in the laboratory-based (x, y, z) coordinate system
y coordinate in the laboratory-based (x, y, z) coordinate system
z coordinate in the laboratory-based (x, y, z) coordinate system
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