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Korkean entropian metalliseokset ovat materiaalifysiikan tärkeä uusi osa-alue. Ne voivat mahdollisesti olla materiaalikehityksen 
tulevaisuus, ja niillä on havaittu perinteisiin metalliseoksiin verrattuna selvästi poikkeavia ominaisuuksia. Usean eri alkuaineen 
muodostamat seokset omaavat perinteisiä metalliseoksia huomattavasti korkeamman konfiguraatioentropian. Korkealla entropialla 
on merkittävä vaikutus metalliseoksen ominaisuuksiin. 
 
Tutkimuksessa käsitellään korkean entropian muodostumista ideaalisten hiukkasten satunnaisesti täyttämissä kuutioissa. Kuution 
täyttävät hiukkaset ovat ideaalisia palloja, joiden ainut ominaisuus on hiukkastyyppi. Hiukkaskuution entropian odotusarvo 
määritetään Monte Carlo -simulaation tuottamasta statistiikasta. Statistiikka kerätään tarkoitusta varten kirjoitetulla Python-
ohjelmalla. Entropian muodostuminen eri hiukkastyyppimäärillä esitetään muodostamalla kuvaajat Matlab-ohjelmistolla, ja 
taulukoimalla tärkeimmät tulokset. 
 
Entropian kuvaajan muoto pysyy samanlaisena riippumatta hiukkaskuution koosta. Entropian kasvu hidastuu tasaisesti, kun 
kuution sisältämien hiukkastyyppien määrää kasvatetaan. Entropian kasvu näyttäisi lopulta lähes pysähtyvän noin 8 – 10 eri 
hiukkastyypin kohdalla. Tämän jälkeen hiukkastyyppien lisääminen ei enää merkittävästi kasvata kuution konfiguraatioentropiaa. 
Hiukkastyyppimäärän kasvaessa kuution entropiajakauma muuttuu eksponentiaalisesta jakaumasta nopeasti kohti 
normaalijakauman tyylistä jakaumaa. 
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1 JOHDANTO
Yleisimmät käytännön sovelluksissa käytettävät metallit ovat tuhansien vuosien ajan perustuneet suu-
rimmaksi osaksi yhteen, tai kahteen alkuaineeseen. [8] Metallit ovat olleet rauta-, kupari-, tai alumii-
niseoksia ja nikkelipohjaisia erikoismetalliseoksia. Näiden ominaisuuksia ja työstettävyyttä on paran-
nettu sekoittamalla niihin pieniä määriä muita alkuaineita. Metalliyhdisteet ja metallimatriisien yh-
distelmät ovat saaneet 1970-luvulta alkaen paljon huomiota. Yhdistelmät ovat perinteisiä metalliseok-
sia, ja useimmiten alumiiniseoksia. Metalliyhdisteet ovat johdannaisia Ti-Al, Ni-Al ja Fe-Al kaksois-
systeemeistä. Myös uudet prosessointitekniikat, kuten nopean jähmettämisen ja metallin seostamisen
menetelmät ovat tänä aikana kasvattaneet suosiotaan, mutta myös niillä tuotetut seokset perustuvat
pääasiassa yhteen alkuaineeseen. Uudet prosessointitekniikat mahdollistavat tiheän mikrorakenteen,
paremman liukoisuuden, tai jopa kiteettömien faasien metalliseokset. Nämä kaikki perustuvat johon-
kin yhteen tiettyyn metalliin seoksessa. Viimeisten kahden vuosikymmenen aikana on tutkittu laajasti
myös muita kiteettömiä metalliseoksia, kuten Pd-, Ln-, Zr-, Fe- ja Mg-pohjaisia metalliseoksia. Myös
nämä kuitenkin perustuvat johonkin yhteen tiettyyn metalliin seoksessa.
Nykyisin metalliseoksia tutkitaan kokonaan uudesta näkökulmasta, jossa metalliseokset muodoste-
taan useista eri metalleista. Jokaisen metallin mooliosuus on seoksessa lähtökohtaisesti sama, tai lähes
sama. Aiemmin seosten monimutkaisen mikrorakenteen on odotettu johtavan metallin haurauteen,
vaikeaan käsiteltävyyteen ja haastavaan analysointiin. Nämä tekijät ovat kannustaneet pitäytymään
useametallisten seosten suunnittelusta. Todellisuudessa useiden eri metallien seokset ovat luonnostaan
stabiileja suuren konﬁguraatioentropiansa vuoksi. [8] Entropian muutokset useimpien metallien saos-
tumisessa, metallin sulamispisteessä, ovat verrannollisia Boltzmannin vakioon. Esimerkiksi jo kolmen
metallin tasamoolisella seoksella on noin kymmenen prosenttia suurempi konﬁguraatioentropia saos-
tumiseen verrattuna. Ero on vielä suurempi, kun huomioidaan esimerkiksi värähtelyn ja magneettisen
momentin satunnaisuus.
Korkean entropian lejeeringit ovat tällä hetkellä tärkeä materiaalifysiikan ja insinööritieteiden tut-
kimuskohde. Niiden merkittävät rakenteelliset ja toiminnalliset erot verrattuna perinteisiin metalli-
seoksiin mahdollistavat kokonaan uusien rakenteiden ja sovellusten tutkimuksen. Perinteisiin metalli-
seoksiin verrattuna korkean entropian lejeerinkejä on kuitenkin tutkittu vasta vähän, ja ne ovat tutki-
muskohteena vielä melko tuntemattomia.
Monte Carlo -simulaatio on laajasti käytetty tieteellisten ongelmien ratkaisumenetelmä. Menetel-
mää käytetään ongelmissa, jotka ovat analyyttisesti vaikeita ratkaista, joiden kokeellinen tutkiminen
vie paljon aikaa, on liian kallista, tai muulla tavalla epäkäytännöllistä. [2] Menetelmän huonoja puolia
voivat olla suuri laskentatehon tarve, saatujen tulosten epätarkkuus, tulosten tason riippuvuus käy-
tetyistä lähtöarvoista ja simulointialgoritmeihin mahdollisesti jäävät, virheellisiä tuloksia aiheuttavat
piilo-ominaisuudet.
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2 ENTROPIA
Entropian käsitteestä kuulee helposti puhuttavan jo paljon ennen korkeakoulu-opintoja, ja usein voi
kuulla entropian tarkoittavan epäjärjestyksen lisääntymistä. [3] Epäjärjestyksen käsite on ollut har-
haanjohtava siitä asti, kun energian kvantittuminen havaittiin. Epäjärjestys on helppo tapa ajatella
ilmiötä intuitiivisesti, mutta se johtaa tässä tapauksessa käsitteen väärinymmärtämiseen. Tästä huoli-
matta painetun materiaalin lisäksi myös verkosta löytyy helposti tekstiä, jossa entropian määrityksenä
käytetään epäjärjestyksen määrää systeemissä.
Entropia on mitta, joka kuvaa tietyssä lämpötilassa tapahtuvaa systeemin energian jakautumista
systeemin sisällä, ja systeemin sekä ympäristön välillä. [3] Jakautuminen riippuu kahdesta eri ilmiöstä:
Energia voi jakautua systeemissä hiukkasten laajentuessa suurempaan tilavuuteen, esimerkiksi kaasun
molekyylien hajaantuessa. Energia voi jakautua myös hiukkasten sisäisten energiatilojen lukumäärän
kasvaessa, esimerkiksi suurienergisempi säteily voi siirtää elektroneja korkeampiin energiatiloihin.
Entropia on teoreettinen suure, ja sitä ei tämän vuoksi pysty suoraan säätämään mittalaitetta
säätämällä. Tämän vuoksi on erityisen tärkeää tietää entropian käsitteeseen liittyvät termodynamii-
kan neljä pääsääntöä. Termodynamiikan pääsäännöt määrittävät lämpötasapainossa olevan systeemin
perussuureet, jotka ovat lämpötila, energia ja entropia. Pääsäännöt määrittävät miten nämä suureet
käyttäytyvät tietyissä olosuhteissa, ja millaisia rajoituksia systeemille asettuu.
2.1 Termodynamiikan nollas pääsääntö
Tarkastellaan kahta eri systeemiä A ja B, jotka on kytketty toisiinsa lämpöä mahdollisimman hyvin
johtavan väliaineen välityksellä. Systeemien A ja B sanotaan olevan toistensa kanssa lämpötasapai-
nossa silloin, jos niiden välillä ei siirry lämpöenergiaa. Systeemi on itsensä kanssa lämpötasapainossa
silloin, kun koko systeemin lämpötila pysyy systeemin jokaisessa kohdassa vakiona koko ajan. Termo-
dynamiikan nollas pääsääntö määritellään seuraavasti: Kaksi systeemiä, jotka ovat lämpötasapainossa
jonkin kolmannen systeemin kanssa, ovat lämpötasapainossa myös toistensa kanssa.
Nollas pääsääntö on koko lämpötilan käsitteen perusta. Mitä tahansa jonkin termodynaamisen
vasteen omaavaa kappaletta, jonka tila voi muuttua, voidaan käyttää lämpötilan mittaamiseen. [1]
Systeemit A ja B ovat nollannen pääsäännön mukaan lämpötasapainossa, jos mittaamisessa käytet-
ty kappale menee samaan tilaan ollessaan yhdistettynä systeemiin A tai B. Tällöin myös molempien
systeemien lämpötila on sama. Lämpömittarina käytetyn kappaleen tilan muutos riippuu usein ympä-
ristön ominaisuuksista. Tämän vuoksi lämpömittarina on käytettävä kappaletta, jonka ominaisuuksien
käyttäytyminen tunnetaan, ja voidaan tarvittaessa huomioida.
Lämpötilan mittaamisessa voidaan käyttää kaasulämpömittaria, koska kaasut noudattavat [1] koh-
talaisessa paineessa esimerkiksi tilanyhtälöä:
p =
RT
V −Be
− aRTV , (1)
jossa p on paine, R on yleinen kaasuvakio, T on lämpötila, V on tilavuus, a ja B ovat käytetylle kaasulle
ominaisia vakioita. [1] Tämän tyyppiset yhtälöt pätevät ehdottomasti ainoastaan termodynaamises-
sa tasapainossa oleviin systeemeihin. Yhtälöä voidaan kuitenkin käyttää systeemin tilanmuutoksen
tekemän työn laskemiseen, jos systeemi on koko ajan hyvin lähellä tasapainotilaa.
Termodynaamisen systeemin tekemä työ on kvasistaattinen prosessi, jossa systeemiin tehtyä työtä
kuvataan yhtälöllä:
W = −
ˆ V2
V1
pdV, (2)
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jossaW on systeemiin tehty työ, p on paine V1 on systeemin tilavuus prosessin alussa ja V2 on systeemin
tilavuus prosessin lopussa. Systeemi pysyy lähellä tasapainotilaa, koska tilavuuden muutos dV on pieni.
Kvasistaattisuus tarkoittaa sitä, että systeemin on oltava kokoajan lähellä tasapainotilaa. Paine ei ole
massasta riippuvainen, mutta tilavuus on suoraan verrannollinen massaan. [1] Tämän vuoksi painetta
sanotaan intensiiviseksi, ja tilavuutta ekstensiiviseksi muuttujaksi.
2.2 Termodynamiikan ensimmäinen pääsääntö
Lämpöenergian mekaaninen teoria muodostui Joulen tekemien tarkkojen kokeiden seurauksena. [1]
Joulen kokeilla pystyttiin osoittamaan, että veden lämpötilan nostaminen edellyttää aina saman ver-
ran työtä. Kokeet osoittivat myös työn määrän olevan riippumaton tavasta, jolla työ lämpötilan nos-
tamiseksi tehdään. Myös muilla nesteillä havaittiin samanlaisia tuloksia.
Kun lämpöeristetty systeemi viedään tilasta A tilaan B, niin tarvittavan työn määrä riippuu ainoas-
taan tiloista A ja B. Tämä havainto johtaa uuteen termodynaamiseen muuttujaan U , jota kutsutaan
systeemin sisäiseksi energiaksi. Sisäisen energian muutos on työ, joka tarvitaan siirtymiseen tilasta A
tilaan B. Termodynamiikan ensimmäisen pääsäännön mukaan sisäisen energian muutosta kuvataan
yhtälöllä:
4U = Q+W, (3)
missä 4U on systeemin sisäisen energian muutos, Q on systeemiin saapuva lämpöenergia ja W on
systeemiin tehty työ. Yhtälö pätee sekä reversiibelille, että irreversiibelille prosessille silloin, kun alku-
ja lopputilat ovat tasapainotiloja. Niiden välillä esiintyvien tilojen ei tarvitse olla tasapainotiloja. Re-
versiibelissä prosessissa on oltava palautettavissa sekä systeemi, että ympäristö takaisin alkutilaansa.
Ympäristöä ei saa käytännössä palautettua takaisin johonkin tiettyyn aikaisempaan tilaan, ja tämän
vuoksi kaikki käytännön prosessit ovat irreversiibeleitä. [1] Atomitasolla sisäinen energia on systee-
min jokaisen atomin liike-energian ja potentiaalienergian summa. Jos systeemi on kiderakenne, jossa
atomit ovat sidottuina tiettyihin paikkoihin, niin sisäinen energia kasvaa liike-energian lisäksi atomien
potentiaalienergiana. Potentiaalienergia syntyy atomeiden kesken tapahtuvasta mekaanisesta vuoro-
vaikutuksesta, ja liike-energia on verrannollinen systeemin lämpötilaan.
Koska sisäisen energian muutos riippuu ainoastaan systeemin alku- ja lopputiloista, niin pientä
mielivaltaista sisäenergian muutosta voidaan kuvata yhtälöllä:
dU =
(
∂U
∂T
)
V
dT +
(
∂U
∂V
)
T
dV. (4)
[1] Yhtälön ensimmäinen termi voidaan laskea siten, että ajatellaan tilavuuden pysyvän vakiona. Toinen
termi lasketaan vastaavasti lämpötilan pysyessä vakiona. Tämä on mahdollista siksi, että sisäisen
energian muutos ei riipu polusta, vaan ainoastaan alku- ja lopputiloista. Kaasuille voidaan joissakin
tapauksissa tehdä approksimaatio, jossa jälkimmäinen termi jätetään huomiotta. Kiinteiden aineiden
tapauksessa sisäinen energia riippuu suurelta osin tilavuudesta, joten jälkimmäinen termi tarvitsee
kiinteiden aineiden tapauksessa huomioida.
2.3 Termodynamiikan toinen pääsääntö
Termodynamiikan toisen lain avulla voidaan päätellä tiettyjä kaikille aineille yleisesti paikkansa pitä-
viä ominaisuuksia. Toinen laki mahdollistaa ensimmäisen lain tilanmuuttujien lisäksi kokonaan uuden
tilanmuuttujan, jota sanotaan entropiaksi. [1] Toinen laki mahdollistaa myös absoluuttisen lämpötila-
alueen, eli lämpömittarista riippumattoman lämpötila-alueen määrittämisen. Termodynamiikan toisen
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lain pohjana on aina paikkansa pitävä käytännön havainto siitä, että yhdistettäessä lämpimämpi kap-
pale jäähtyy, ja viileämpi kappale lämpenee. Termodynamiikan toinen pääsääntö on esitetty historiassa
usealla eri tavalla.
Vuonna 1824 höyrykoneen keksineen Nicolas Leonard Sadi Carnotin näkemys termodynamiikan
toisesta laista perustuu seuraaviin neljään päätelmään: [1]
1. Lämpötilaerosta voidaan aina tuottaa systeemin avulla hyödynnettävää työtä.
2. Systeemin tulee pyrkiä tasoittamaan lämpötilaeroa tuottaakseen työtä.
3. Työtä voidaan tuottaa mistä tahansa lämpötilaerosta.
4. Systeemi pyrkii spontaanisti lämpötasapainoon siten, että se ei tuota ollenkaan työtä. Voidaan
myös sanoa, että spontaani lämpötasapainoon siirtyminen tuottaa ainoastaan hukkaan menevää
työtä.
1854 julkaistun Rudolf Clausiuksen lausunnon mukaan termodynamiikan toisen pääsäännön määritel-
mä kuuluu: [1] Minkään koneen on mahdotonta siirtää lämpöä itsenäisesti pienemmässä lämpötilassa
olevasta kappaleesta suuremmassa lämpötilassa olevaan kappaleeseen, ilman että prosessiin tuodaan
energiaa koneen ulkopuolisesta lähteestä.
William Thomson, joka tunnetaan paremmin nimellä lordi Kelvin, kuvasi toisen lain seuraavasti:
Jos kappale jäähdytetään kaikkia sen ulkopuolella olevia kappaleita kylmemmäksi, niin kappaleesta on
mahdotonta saada tuotettua mekaanista työtä.
Planckin periaatteen mukaan toinen pääsääntö kuuluu: Syklisesti toimivaa laitetta on mahdotonta
saada tuottamaan sen absorboimaa lämpöenergiaa vastaava mekaaninen työ.
2.3.1 Lämpövoimakoneet ja Carnotin kierto
Carnotin näkemys termodynamiikan toisesta laista voidaan yleistää siten, että kaksi termodynaami-
sesti epätasapainossa olevaa systeemiä voivat aina tuottaa työtä. Termodynaaminen epätasapaino voi
tarkoittaa: lämpötilaeroa, paine-eroa, eri kemiallista potentiaalia, tai muuta vastaavaa eroavaisuutta
systeemien välillä. [1] Termodynaamisen systeemin kyky tuottaa työtä on aina riippuvainen termody-
naamisesta tasapainotilasta. Tämä pätee esimerkiksi ideaalisiin lämpövoimakoneisiin, joiden toimin-
taperiaate noudattaa reversiibeliä Carnotin kiertoa. Lämpövoimakoneet ovat toimineet tällä samalla
periaatteella tähän päivään asti. Carnotin koneen toimintaperiaate on esitetty kuvassa 1.
Kuva 1: Carnotin kierrossa on kaksi isotermistä vaihetta: A-B ja C-D, sekä kaksi adiabaattis-
ta vaihetta B-C ja D-A. Vaiheessa A-B systeemiin siirtyy lämpöenergiaa Q1 vakiolämpötilassa,
ja vaiheessa C-D systeemistä poistuu lämpöenergiaa Q2 pienemmässä vakiolämpötilassa. Lähde:
https://commons.wikimedia.org/wiki/File:Carnot-cycle-p-V-diagram.svg
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Carnotin päätelmien mukaan kiertoprosessi on tehokkain silloin, kun spontaania lämmön siirty-
mistä tapahtuu mahdollisimman vähän. Lämmön tulee siirtyä ainoastaan systeemin siirtämänä, ja
molempien lämmönlähteiden tulee pysyä mahdollisimman muuttumattomina. Carnotin kiertoprosessi
lämpövoimakoneessa voidaan kuvata seuraavilla neljällä vaiheella:
1. Kohdistetaan lämpötilassa T1 oleva lämpölähde koneessa työn välittävään väliaineeseen, joka
tavallisesti on kaasua. Kaasu pidetään lämpölähteen avulla lämpötilassa T1 laajentumisvaiheen
AB aikana.
2. Lämpölähde viedään pois, minkä jälkeen kaasu laajenee adiabaattisesti vaiheen BC ajan. Työn
tuottaminen loppuu kaasun jäähdyttyä lämpötilaan T2.
3. Kohdistetaan lämpötilassa T2 oleva lämpölähde työn välittävään kaasuun, joka pitää kaasun tässä
lämpötilassa vaiheen CD ajan. Vaiheessa CD käytetään vaiheessa AC tuotettua työtä kaasun
palauttamiseksi takaisin kohti alkutilaa.
4. Lämpölähde viedään pois, minkä jälkeen kaasu puristuessaan pienempään tilaan alkaa lämmetä.
Kun kaasu on saavuttanut lämpötilan T1, kiertoprosessi aloitetaan uudestaan vaiheesta 1.
Kaasun tekemä työ voidaan laskea kaavasta 2. Tehty työ on näin ollen Carnotin kierron kuvaajan
sisälle jäävän alueen pinta-ala.
2.3.2 Carnotin kone ja absoluuttinen lämpötila-alue
Carnotin kierto on kaikista tehokkain tapa tuottaa työtä lämpövoimakoneella, mikä voidaan osoittaa
seuraavasti: [1] Lämpövoimakone ottaa lämpötilassa T1 energian Q1 ja luovuttaa lämpötilassa T2 ener-
gian Q2. Kone palaa kierroksen jälkeen alkutilaansa, joten sen sisäinen energia ei muutu, ja näin ollen
termodynamiikan ensimmäisen lain kaavan 3 mukaan koneen yhden kierroksen aikana tekemä työ W
saadaan lasketuksi erotuksena Q1−Q2. Koneen termodynaaminen tehokkuus η saadaan siis laskettua
kaavasta:
η(T1, T2) =
Q1 −Q2
Q1
= 1− Q2
Q1
, (5)
joka on riippuvainen ainoastaan koneen lämmönlähteiden lämpötilaerosta. Koneen energia Q on siis
lämpötilan funktio. Otetaan tarkasteluun kaksi eri lämpövoimakonetta, joista toinen on Carnotin kone
C ja toinen oletetusti tehokkaampi teoreettinen lämpövoimakone T. Täysin reversiibeli kone C pystyy
toimimaan vastakkaiseen suuntaan, ja absorboimaan koneen T tuottaman energian. Kone T ottaa
lämpölähteestä energian Qt ja kone C palauttaa energian Qc. Koneiden termodynaamiset tehokkuudet
ovat siis ηC =
W
QC
ja ηT =
W
QT
. Jos kone T olisi tehokkaampi, niin silloin QC pitäisi olla suurempi
kuin QT . Carnotin koneen pitäisi tuottaa energiaa enemmän, kuin mitä teoreettinen kone absorboi
lämpölähteestä. Tämä olisi suoraan vastoin edellä kuvattuja näkemyksiä termodynamiikan toisesta
laista.
Vuonna 1854 Thomson määritteli lämpötila-alueen, jota kutsutaan Kelvinin lämpötila-alueeksi.
Kahden eri absoluuttisen lämpötilan osamäärä määritellään kaavan:
Q1
Q2
=
T1
T2
(6)
mukaisesti, missä T on lämpölähteiden lämpötila Kelvin asteikolla. Kaasujen lämpötila-alue noudattaa
absoluuttista lämpötila-aluetta. [1] Lämpötilan laskiessa hyvin alhaiseksi kaava ei enää päde.
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2.4 Termodynamiikan kolmas pääsääntö
Termodynamiikan kolmannen pääsäännön mukaan termodynaamisessa tasapainossa olevista osasys-
teemeistä koostuneen systeemin entropia katoaa absoluuttisessa nollapisteessä. Systeemin osat siis
pyrkivät järjestäytymään tiettyyn tilaan lähestyttäessä absoluuttista nollapistettä. Se miten kyseinen
tila ilmenee, riippuu atomien välisistä vuorovaikutuksista. Tila voi olla joillakin aineilla täydellinen
hilarakenne, ja joillakin nestemäisillä seoksilla eri osien täydellinen eriytyminen omiksi joukoikseen.
Magneettisilla aineilla elektroneiden spinit kääntyvät samansuuntaisiksi.
Termodynamiikan kolmas pääsääntö voidaan esittää myös toisenlaisessa muodossa, jonka mukaan
absoluuttista lämpötilaa on mahdotonta saavuttaa millään rajallisella määrällä prosesseja. [1] Te-
hokkain tapa saavuttaa matala lämpötila on adiabaattinen reversiibeli prosessi, jossa entropia pysyy
prosessin ajan vakiona. Kuvasta 2 nähdään, miten aineen entropia muuttuu systeemin lämpötilaa
pienennettäessä.
Kuva 2: Esimerkki entropian kolmannen pääsäännön toteuttavan aineen entropia-lämpötila diagram-
mista.
Kuvassa lähdetään tilanteesta, jossa systeemi on aluksi tilassa A. Systeemin entropiaa kontrolloi-
daan säätämällä parametrin p arvoja. Pudotetaan entropiaa arvoon B säätämällä parametrin p arvoksi
1, minkä jälkeen annetaan systeemin siirtyä adiabaattisesti tilaan C. Kuvasta nähdään, että prosessia
toistamalla päästään koko ajan pienempään entropiaan, mutta samalla myös askeleet lyhenevät koko
ajan. Todellisessa systeemissä siis ei päästä milloinkaan nollaentropiaan. Ei edes vaikka pystyttäisiin
jatkuvasti ylläpitämään täysin reversiibelit tilanmuutokset.
2.5 Entropia termodynamiikassa
Määritellään systeemin lämpöenergian muutos positiiviseksi, kun systeemiin tuodaan lämpöenergi-
aa. Systeemistä poistuvan lämpöenergian etumerkki määritellään negatiiviseksi. [1] Tällöin yhtälö 6
voidaan kirjoittaa muotoon:
Q1
T1
+
Q2
T2
= 0. (7)
Koska lämpöenergiaa ei poistu systeemistä Carnotin kierron adiabaattisissa osissa, saadaan kaikkien
kierron isotermisten osien summaksi: ∑ Qi
Ti
, (8)
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mikä pätee kaikille reversiibeleille täydellisille kierroille. Määrittelemällä uusi termodynaaminen muut-
tuja entropia: S = Q/T , saadaan reversiibelille suljetulle systeemille yhtälö:
˛
dS =
˛ B
A
dS +
˛ A
B
dS = 0, (9)
jossa A on suljetun reversiibelin kierron alkupiste, ja B mikä tahansa kierron piste. Kaavan 9 mukaan
entropioiden erotus reversiibelin systeemin kahden tilan välillä riippuu ainoastaan tiloista itsestään.
Lämpöenergian siirtyminen systeemiin on riippuvainen pisteiden A ja B välisestä polusta, mutta ent-
ropian muutos ei ole.
Reversiibelin prosessin määritelmänä lämpötilan muutoksen suhteen voidaan pitää sitä, että ent-
ropian muutoksissa tekijä δTT on pienempi, kuin vaadittu mittaustarkkuus. [1] Mikäli systeemin läm-
pökapasiteetti tunnetaan, niin entropian muutos saadaan kaavasta:
S2 − S1 =
ˆ T2
T1
CdT
T
, (10)
missä C on systeemin lämpökapasiteetti. Systeemin termodynaamista tilaa kuvataan Carnotin koneen
tapauksessa p-V diagrammilla, mutta sitä voidaan kuvata yhtä hyvin yleisesti S-T diagrammilla, jossa
kvasistaattinen prosessi esitetään suorina. Kuvassa 3 on esitetty entropian lämpötiladiagrammi,
Kuva 3: Entropia-lämpötiladiagrammi. Lähde: https://en.wikipedia.org/wiki/Carnot_cycle
jossa DA ja BC ovat adiabaattiset prosessit, joiden entropia on 0. Reitit AB ja CD ovat isotermiset
prosessit, joissa systeemin muuttuva lämpöenergia saadaan entropian funktiona kaavasta:
Q =
ˆ S2
S1
TdS. (11)
Tiedetään aineen olomuodon muutosten tapahtuvan vakiolämpötilassa, ja olomuodonmuutokseen tar-
vittavaa lämpöä kutsuttavan tässä tapauksessa latentiksi lämmöksi. Olomuodonmuutokseen sisältyvän
entropian muutokseksi saadaan kaavasta:
4S = L
T
, (12)
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missä L on olomuodonmuutokseen tarvittava latentti lämpö. Termodynamiikan nollannesta, ensim-
mäisestä ja toisesta laista saadaan suljetulle systeemille pätevä termodynamiikan keskeinen yhtälö:
dU = TdS − pdV. (13)
Yhtälö sisältää nollannen lain lämpötilan määritelmän, ensimmäisen lain sisäisen energian määritelmän
ja toisen lain entropian määritelmän. [1] Yhtälöiden T =
(
∂U
∂S
)
V
dS ja p = − ( ∂U∂V )S avulla yhtälöstä 13
voidaan johtaa termodynaamiset muuttujat: entalpiaH, Helmholtzin vapaa energia F ja Gibbsin vapaa
energia G. Nämä ovat kaikki ekvivalentteja, ja ne voidaan johtaa toisistaan esimerkiksi diﬀerentioimalla
yhtälöä 13. Kyseiset muuttujat ja niitä vastaavat Maxwellin relaatiot on esitetty taulukossa 1.
Muuttuja Funktio Määritelmä Diﬀerentiaalimuoto Maxwellin relaatio
Sisäinen energia U(S, V ) dU = TdS − pdV ( ∂T∂V )S = −( ∂p∂S)V
Entalpia H(S, p) H = U + pV dH = TdS + V dp
(
∂T
∂p
)
S
=
(
∂V
∂S
)
p
Helmholzin vapaa energia F (T, V ) F = U − TS dF = −SdT − pdV ( ∂S∂V )T = ( ∂p∂T )V
Gibbsin vapaa energia G(T, p) G = H − TS dG = −SdT + V dp
(
∂S
∂p
)
T
= − (∂V∂T )p
Taulukko 1: Maxwellin relaatiot.
2.6 Entropia tilastollisesta näkökulmasta
Entropian tilastollinen näkökulma muodostuu tarkastelemalla systeemiä yksittäisten hiukkasten, ja
niiden ominaisuuksien perusteella. Yleensä systeemit sisältävät yksittäisiä hiukkasia todella suuren lu-
kumäärän, ja jokaisen hiukkasen käyttäytyminen erikseen on toistaiseksi mahdotonta määrittää tarkas-
ti. Ongelma ratkaistaan selvittämällä hiukkasten keskimäärinen käyttäytyminen. Keskiarvoistaminen
on koko tilastollisen entropian näkemyksen lähtökohta. Kaikilla hiukkasilla voi esimerkiksi olla koko
ajan vaihtelevat erilaiset nopeudet, mutta niiden keskimääräinen nopeus on koko ajan hyvin lähelle
sama. On tärkeää huomioida, että tämä pätee ainoastaan termodynaamisessa tasapainotilassa olevaan
systeemiin. [1] Systeemin tilastollinen käsittely voidaan jakaa seuraaviin osa-alueisiin:
1. Määritellään systeemin rajat, eli systeemin maksimienergia ja -tilavuus, sekä systeemin hiukkas-
määrä.
2. Lasketaan systeemin kaikkien mahdollisten mikrotilojen lukumäärä.
3. Katsotaan, mitä energiatilaa suurin osa mahdollisista mikrotiloista vastaa. Systeemi on hyvin
todennäköisesti aina hyvin lähellä kyseistä energiatilaa, joka tällöin on myös systeemin termody-
naaminen tasapainotila.
4. Lasketaan kaavan 14 mukainen entropia tilastolliselle systeemille.
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Kuvassa 4 on esimerkki Maxwell-Boltzmann nopeusjakaumasta kaasun eri lämpötiloissa.
Kuva 4:Maxwell-Boltzmann nopeusjakauma. Lähde: http://ibchem.com/IB/ibnotes/full/sta_htm/Maxwell_Boltzmann.htm
Kineettisten energiatilojen lisäksi systeemillä voi olla myös atomien ja molekyylien sisäisiä energia-
tiloja. Näitä ovat esimerkiksi pyörimisenergia, värähtelyenergia, erilaisten värähtelymoodien energia ja
elektronien energiatilat. Esimerkiksi yksinkertaisen spin-systeemin energiatilat koostuvat ainoastaan
systeemin atomeiden spinien tiloista. Tällaisessa systeemissä atomit siis pysyvät täysin paikallaan,
ja ainoastaan niiden spin-tilat muuttuvat. Kuvassa 5 on esimerkki yksinkertaisesta neljän hiukkasen
spin-systeemistä.
Kuva 5: Neljän hiukkasen yksinkertainen spin-systeemi, jonka kokonaisenergia vasemman puoleisessa
tilassa on 2E. Oikeanpuoleisessa tilassa kokonaisenergia on E. Hiukkanen voi olla spin tiloissa ylös,
tai alas. Ylös-tilassa hiukkasella on energia +E ja alas-tilassa energia on 0.
Spin-systeemin hiukkaset voivat olla satunnaisesti tiloissa ylös, tai alas. Tämän esimerkkisystee-
min energia riippuu suoraan siitä, montako hiukkasta on ylös-tilassa. Systeemin entropia riippuu siitä,
montako eri spinien järjestystä antaa systeemille saman energiatilan. Vasemmanpuoleisesta tilasta nä-
kee, tai voi kokeilla ja todeta, että systeemi voi olla energiatilassa +2E kuudella eri tavalla. Kuvan
oikeanpuoleisessa energiatilassa +E, systeemi voi olla ainoastaan neljällä eri tavalla. Energiatiloissa 0
ja +4E systeemi voi olla vain yhdellä tavalla, ja energiatilassa +3E se voi olla neljällä eri tavalla. Tästä
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voidaan tehdä johtopäätös, jonka mukaan systeemi on aina todennäköisimmin jossakin tietyssä ener-
giatilassa. Kyseisessä energiatilassa mahdollisten konﬁguraatioiden lukumäärä, ja samalla systeemin
entropia on suurin mahdollinen.
Tilastollinen systeemi pyrkii menemään korkeimman mahdollisen entropian tilaan, koska kyseinen
mikrotila on satunnaisesti kehittyvässä systeemissä kaikista todennäköisin. Eri vaihtoehdot eli konﬁ-
guraatiot, voidaan käsittää erilaisina energiatiloina. Kun tunnetaan systeemin alkutilan ja lopputilan
konﬁguraatioiden lukumäärät, voidaan entropian muutos laskea yhtälöstä:
4S = kb ln ω2
ω1
= kb lnω, (14)
jossa kb on Boltzmannin vakio 1.38 ∗ 10−23m2kgs−2K−1, ω2 on mahdollisten konﬁguraatioiden luku-
määrä lopputilassa ja ω1 on lukumäärä alkutilassa. Entropian muutos siis on lopputilan ja alkutilan
entropioiden erotus kerrottuna Boltzmannin vakiolla. Jos kaavan 14 alkutilan konﬁguraatioiden luku-
määrä on yksi, niin systeemin entropia voi termodynamiikan toisen lain mukaisesti ainoastaan kasvaa.
Kaava 14 saadaan tällöin muotoon S = kblnω, mikä on termodynaamisen tasapainon saavuttaneen
systeemin tilastollisen entropian määrittävä yleinen kaava.
2.6.1 Stirlingin approksimaatio
Tilastollinen entropia kasvaa nopeasti hiukkasille varatun tilan ja hiukkasmäärän kasvaessa. Luvut
menevät jo muutamalla tuhannella mahdollisella hiukkaspaikalla, ja muutamalla hiukkasella niin suu-
riksi, että ne eivät mahtuisi koko tietokoneessa käytössä olevaan tallennustilaan. Lisäksi ohjelmointi-
kielten käyttämät muistipaikkakoot ovat suurimmillaankin paljon tietokoneen kokonaistallennustilaa
pienempiä. Käytännön systeemeiden simulointi edellyttää usein sitä, että yhtä tai useampaa muuttujaa
approksimoidaan jollakin matemaattisella menetelmällä. Entropian kaavasta nähdään, että approksi-
maatio tarvitsee tehdä nopeasti suureksi kasvavalle konﬁguraatioiden lukumäärän muuttujalle lnω.
Omega-muuttujan logaritmia voidaan approksimoida Stirlingin approksimaatiolla:
lnx! = x lnx− x+ ln
√
2pix, (15)
jossa x 1. Tulos on sitä tarkempi, mitä suurempi on kokonaisluku x. Stirlingin kaavan yksityiskoh-
tainen johtaminen, ja siihen liittyvien laskujen näyttäminen on työläs tehtävä. Siitä löytyy nopeasti
Internet-lähteistä paljon eripituisia versioita. Konﬁguraatioentropian laskemisessa Stirlingin kaavaa
sovelletaan muodossa:
lnω = ln
Ntot!∑k
i (N !)i
= lnN !− lnN0!− · · · − lnNk! = Ntot lnNtot −N0 lnN0 − · · · −Nk lnNk, (16)
jossa Ntot on kokonaishiukkasmäärä, Ni on hiukkasmäärä eri hiukkastyypeille i ja yläindeksi k on hiuk-
kastyyppien lukumäärä. Stirlingin approksimaation virhe pienennee nopeasti hiukkasmäärän kasvaessa.
Kaavan 15 viimeisellä termillä on selkeä vaikutus ainoastaan pienillä hiukkasmäärillä, ja se voidaan
yleensä jättää huomiotta. Taulukossa 2 on esimerkkejä Stirlingin approksimaation tarkkuudesta.
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N N ! NNe−N
√
2piN Virhe lnN ! N lnN −N Virhe
1 1 0,922 7,7% 0 -1 -
10 3628800 3598696 0,83% 15,1 13 13,8%
100 9 ∗ 10157 9 ∗ 10157 0,083% 364 360 0,89
Taulukko 2: Stirlingin approksimaation tarkkuus pienillä hiukkasmäärillä. Lähde:
http://hyperphysics.phy-astr.gsu.edu/hbase/Math/stirling.html
2.6.2 Mikrotila ja Boltzmannin jakauma
Tarkastellaan systeemiä näkökulmasta, jossa hiukkaset jaotellaan hiukkasten energian mukaisesti eri
hiukkastyyppeihin. Hiukkastyypin i hiukkasten lukumäärä onNi, ja jokaisella tämän tyypin hiukkasella
on sama energiataso i. Alaindeksi i on eri hiukkastyypit erottava kokonaisluku. Tämän perusteella
systeemin kokonaishiukkasmäärää kuvataan yhtälöllä:
∑
Ni = N, (17)
ja kokonaisenergiaa kuvataan yhtälöllä:
∑
Nii = E. (18)
Etsitään systeemin permutaatioiden lukumäärän logaritmin maksimiarvo tekemällä pieni muutos dNk
eri hiukkastyyppien lukumäärille. Kyseinen maksimiarvo on verrannollinen myös permutaatioiden lu-
kumäärän maksimiarvoon. Kokonaishiukkasmäärän ja energian muutos häviää, koska kokonaishiukkas-
määrä ja kokonaisenergia on systeemissä vakio. Yhtälö 16 saadaan muotoon δ(lnω) = −δ(lnN0!) · · · −
δ(lnNk!) = −
∑
δ(lnNk!) = 0. Yhtälöt 17 ja 18 saadaan muotoihin
∑
δNi = 0 ja
∑
iδNi = 0. Kirjoit-
tamalla δ lnNk! =
∂
∂Nk
(lnNk!)δNk ja käyttämällä Stirlingin kaavaa 16, saadaan edelleen
∑
δ(lnNk!) =∑
lnNkδNk = 0.
Edellä johdettuihin kolmeen ehtoon voidaan soveltaa Lagrangen kertojien menetelmää, ja saadaan
yhtälö:
∑
(α+βk+lnNk)δNk = 0. Sulkujen sisälle jäävän osan on oltava nolla, että yhtälö toteutuu. [1]
Voidaan myös osoittaa, että yhtälön nollakohta vastaa jakaumafunktion maksimiarvoa. Tästä saadaan
hyödyllinen kaava:
Nk = e
−α−βk . (19)
Vakio e−α voidaan sisällyttää vakioon N , ja saadaan tulos N =
∑
e−βi . Tässä vaiheessa N :n alain-
deksiä k ei välttämättä ole enää tarvis kirjoittaa näkyviin.
Muuttujan β voidaan osoittaa riippuvan lämpötilasta. [1] Jos tutkitaan kahden eri kaavojen 18
ja 17 mukaisen systeemin välillä tapahtuvaa energian siirtymistä, voidaan termodynamiikan toisen
pääsäännön avulla osoittaa riippuvuus β = 1kbT .
2.6.3 Kiinteän aineen entropia
Käsitellään kiinteää ainetta, jossa on N kappaletta identtisiä hiukkasia. Jokainen hiukkasista kuuluu
johonkin energiatasoon 0, 1,. . . ,i. Sijoitetaan kaava 19 kaavaan 14. Tämän jälkeen sijoittamalla
kaavat 17 ja 18 saadaan yhtälö Sk = N lnN + αN +
E
kT . Seuraavaksi huomioidaan, että kaava 19
kuvaa yhden hiukkastyypin määrää. Koko systeemin hiukkastyyppien lukumäärä yhteensä saadaan
summaamalla kaava jokaisen energiatason yli. Seuraavaksi tehdään juuri näin, ja ratkaistaan α kaavasta
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19. Sijoittamalla α saadaan yhtälö:
S
k
= N ln
∑
e−/kT +
E
kT
, (20)
[1] joka on peruskaava kiinteän aineen entropialle. Helmholzin vapaa energia voidaan esittää kaavan
20 avulla, jolloin saadaan tulos F = −NkbT ln
∑
e−i/kT . Vapaa energia riippuu ainoastaan sum-
matermistä, ja jokainen energiatila riippuu sitä vastaavasta hiukkasmäärästä. Summatermiä sanotaan
jakaumafunktioksi:
Z =
∑
e−i/kT , (21)
joka sisältää systeemin kaikki termodynaamiset ominaisuudet. Tässä on oletettu, että hiukkanen voi
olla ainoastaan yhdessä energiatilassa. Jos energiatilat ovat jakautuneet, niin jakaumafunktio tulee
kirjoittaa muodossa:
Z =
∑
qie
−i/kT , (22)
missä qi on energiatilan i jakautumistekijä. Jakautumistekijä on tietyn energiatason kaikkien mah-
dollisten tilojen lukumäärä. Esimerkiksi fotonin jakautumistekijä on 2, koska se voi olla kahdessa eri
spin-tilassa.
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3 KORKEAN ENTROPIAN LEJEERINGIT
Korkean konﬁguraatioentropian ja faasivalinnan mahdollinen vuorovaikutus on korkean entropian seos-
ten tutkimuksessa keskeinen teema. [7] Korkean konﬁguraatioentropian nesteet ja kiinteät seokset mää-
ritellään siten, että ne muodostuvat tasamoolisesti vähintään viidestä alkuaineesta. Tätä skaalaa voi
kuitenkin laajentaa siten, että jokaisen alkuaineen konsentraatio seoksessa on 5 - 35%. Pääasiallisten
rakenneosasten lisäksi korkean entropian seos voi sisältää myös muita aineita, kunhan niiden konsent-
raatio on alle 5%. Tasamooliselle korkean entropian seokselle sekoittumisentropia saadaan kaavasta
14. Korkea sekoittumisentropia mahdollistaa sen, että seos muodostaa todennäköisemmin yhtä faasia
sisältävän kiinteän aineen.
3.1 Metallien kiderakenteet
Kiinteissä aineissa molekyylien järjestäytyminen vaikuttaa aineen ominaisuuksiin, ja siihen miltä aine
ulkoisesti näyttää. Aineen rakenne voi muodostua erilaisten prosessien kautta, joista sulattaminen on
aggregaattien muodostuksessa yleisin. Aggregaatilla tarkoitetaan tässä atomien muodostamaa pysyvää
rakennetta. Sulamispisteen alapuolella nesteestä muodostuu joko kiteinen, tai amorﬁnen kiinteä aine.
Amorﬁsessa aineessa vierekkäisten atomien välinen etäisyys on vakio, mutta muutoin atomeilla ei
ole selkeää järjestäytyneisyyttä. Amorﬁsten aineiden ominaisuudet ovat homogeeniset, eli samat koko
aineen muodostaman systeemin alueella. Hyvin tavallinen esimerkki amorﬁsesta aineesta on lasi.
Yli 90% luonnossa esiintyvistä ja keinotekoisista kiinteistä aineista on kiderakenteisia. Esimerkiksi
hiekalla, metalleilla, hiilellä ja suoloilla on kiderakenne. Kiderakenteessa toistuu kokoajan jokin tietty
atomien, tai molekyylien muodostama hilarakenne. Kiderakenteessa osat pakkautuvat yhteen minimoi-
dakseen molekyylien keskimääräisen sisäisen energian. Kuvassa 6 on esitetty elektronimikroskoopilla
saatu kuva seoksen Mg2Al4Si5O18 kiderakenteesta.
Kuva 6: Korkean entropian seoksesta Mg2Al4Si5O18 elektronimikroskoopilla otettu kuva. Lähde:
https://www.doitpoms.ac.uk/tlplib/crystallography3/printall.php
Luonnosta on löydetty yhteensä 14 erilaista kiderakennetta. Kiderakenteen yksinkertaisin yksikkö
on kuutio, jonka jokaisessa kulmassa on yksi atomi. Yksikköä yleisempi määritelmä on yksikkökoppi.
Yksinkertaisin kiderakenne on melko harvinainen, koska se pyrkii helposti vääristymään. Kiteen raken-
ne vaikuttaa erityisesti materiaalin lujuusominaisuuksiin. Esimerkiksi yksinkertaisimmassa kuutiora-
kenteessa muodostuu atomilevyjä, jotka vastustavat moniin muihin rakenteisiin verrattuna heikommin
13
toistensa suhteen siirtymistä. Tämä vuoksi aineen muoto kyseisessä rakenteessa vääristyy helpommin.
Pakkaustekijä on rakenteisiin liittyvä tärkeä määritelmä, joka saadaan jakamalla kuution atomien ti-
lavuus kuution tilavuudella.
3.1.1 Tilakeskinen kuutiollinen rakenne (Body-Centered Cubic, BCC)
Bcc-kiderakenteessa on yksi atomi kuution jokaisessa kahdeksassa kulmassa, ja yksi atomi kuution kes-
kellä. Jokaisessa kulmassa oleva atomi on jaettu viereisten kuutioiden kesken. Kulmassa oleva atomi
siis kattaa yhteensä kahdeksan kuutiota. Koska kulma-atomilla on yhteensä 8 lähintä naapuria, sen
koordinaationumero on 8. Bcc-rakenne muodostuu usein hiukkasista, jotka ovat pakkautuneet tiiviim-
min matalammissa lämpötiloissa. Bcc-kopin pakkaustekijä on 0,68, ja esimerkiksi litiumilla, natriumilla
ja kromilla on bcc-rakenne. Bcc-rakenteiset aineet säilyttävät muotonsa kopin keskellä olevan atomin
vuoksi hyvin. Bcc-rakenne on esitetty kuvassa 7.
Kuva 7: Kuvassa punainen pallo on vertailupiste, keltaiset pallot ovat kahdeksan lähintä naapuria,
siniset pallot kuusi toiseksi lähintä naapuria ja loput kauimpia naapureita. Lähde: http://www.physics-
in-a-nutshell.com/article/12
3.1.2 Pintakeskinen kuutiollinen rakenne (Face-Centered Cubic, FCC)
Pintakeskeisessä kuutiollisessa rakenteessa yksikkökoppi muodostuu kuutiosta, jonka jokaisessa kul-
massa ja jokaisen sivun keskellä on atomi. Lähimpiä naapuriatomeja on nyt yhteensä 12, koska ko-
pin kulma-atomilla on lähimpinä naapureina kolme sivujen keskellä olevaa atomia, ja sama kulma-
atomi on jaettu yhteensä neljän yksikkökopin kesken. Rakenteen koordinaationumero on näin ollen
12. Fcc-rakenteessa atomit pystyvät pakkautumaan lähemmäksi toisiaan bcc-rakenteeseen verrattuna.
Fcc-kiteen pakkaustekijä on 0,74. Esimerkiksi kullalla, hopealla, lyijyllä ja alumiinilla on pintakeskinen
kuutiollinen rakenne. Fcc-rakenne on esitetty kuvassa 8
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Kuva 8: Pintakeskinen kuutiollinen rakenne. Vasemmalla kuvassa on fcc-kopin mallinnus, keskel-
lä poikkileikkaus ja oikealla kaaviokuva. Lähde: https://www.slideshare.net/SachinHariprasad/crystal-
structures-40047329
3.1.3 Heksagoninen rakenne (Hexagonal Close Packed, HPC)
Heksagonisessa rakenteessa tasot ovat siirtyneet siten, että atomit ovat järjestäytyneet edeltävän ato-
mikerroksen vapaana oleville alueille. Voidaan ajatella, että atomit sijoittuvat rakenteeseen jääneisiin
tyhjiin lokeroihin. Järjestäytyminen muistuttaa fcc-rakennetta, mutta tässä tapauksessa rakenne on
heksagoninen. Hcp-rakenne on esitetty kuvassa 9.
Kuva 9: Kuvassa vasemmalla on hcp-rakenteen kaaviokuva, keskellä poikkileik-
kaus ja oikealla koppi mallinnettuna systeemin sisälle. Lähde: https://www.nde-
ed.org/EducationResources/CommunityCollege/Materials/Structure/metallic_structures.htm
Hcp-rakenteessa atomit ovat kolmessa erillisessä kerroksessa. Alimman -ja ylimmän kerroksen ato-
mit ovat järjestäytyneet kuusikulmioksi, jonka keskellä on yksi atomi. Kopin keskellä on kolmen atomin
muodostama kolmio. Hcp-koppi sisältää yhteensä 12 atomia, ja kulma-atomilla on samassa kerroksessa
kuusi lähintä naapuria. Ala- ja yläpuolisissa kerroksissa on molemmissa kolme lähintä naapuria, eli hcp-
rakenteen koordinaationumero on 12. Pakkaustekijä on 0,74, eli sama kuin fcc-rakenteella. Esimerkiksi
magnesiumilla, titaanilla ja sinkillä on fcc-rakenne.
3.2 Röntgendiﬀraktio
Röntgendiﬀraktiolla selvitetään materiaalifysiikassa aineen kiderakennetta. Näytteeseen kohdistetaan
röntgensäteilyä, mikä aiheuttaa elastista sirontaa atomin elektroneista. Säännöllinen kiderakenne tuot-
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taa säännöllisen sironnan palloaaltoina. Suurin osa siroavasta säteilystä kumoutuu, mutta muutamaan
tiettyyn suuntaan syntyy rakentava interferenssi Braggin laista: 2dsinθ = nλ. Braggin laissa d on ato-
mitasojen välimatka, θ on heijastuskulma, n on kokonaisluku ja λ on säteilyn aallonpituus. Röntgen-
säteet soveltuvat kiderakenteen tutkimiseen hyvin, koska niiden aallonpituus on kiteiden atomitasojen
välimatkan suuruusluokkaa. Menetelmällä on mahdollista tutkia kiteen lisäksi myös muita aineen ra-
kenteita, mutta rakenteen epäsäännöllisyys tuottaa käytännössä paljon heikompia signaaleja. Kuvassa
10 on esitettynä röntgendiﬀraktion periaate ja koelaitteisto.
Kuva 10: Kuvassa vasemmalla on kaaviokuva sironnasta, ja oikealla röntgendiﬀraktion koelaitteisto.
Lähde: https://sites.google.com/a/hartdistrict.org/ms-smith/home/modern-solid-materials/chapter-
11-intermolecular-forces-and-liquids-and-solids/11-5-x-ray-diﬀraction-by-crystals
3.3 Korkean entropian seosten tutkimuksen olennaiset tekijät
Korkean entropian seoksista muodostetuissa valukappaleissa on havaittu huoneen lämpötilassa kiin-
teiden lisäksi myös suuri määrä muita faaseja, kuten esimerkiksi metallista lasia. [7] Tämä osoittaa,
että pelkästään sekoittumisen entropia ei voi olla ainut käsiteltävä tekijä korkean entropian seosten
suunnittelussa. Kaava 14 johdetaan ideaalisesta tilanteesta, jossa kaikkien atomien koko ja välimatka
on sama koko systeemissä. Todellisissa useiden eri alkuaineiden seoksissa atomikoko, ja atomien vä-
limatka voi vaihdella seoksesta riippuen. Edellä on jo metallien kiderakenteita käsiteltäessä todettu,
että atomit pakkautuvat joissakin rakenteissa tiiviimmin yhteen.
Eri tutkimusryhmät ovat myös huomauttaneet, että kaava 14 saattaa päteä ainoastaan korkeissa
lämpötiloissa. Näin ollen sillä ei olisi sellaisenaan käyttöä konﬁguraatioentropian laskemiseksi matalissa
lämpötiloissa. [7] Konﬁguraatioentropia erikokoisten kovien pallojen systeemeille saadaan kaavasta:
ST (ci, ri, ξ) = SC(ci) + SE(ci, ri, ξ), (23)
missä SC on kaavan 14 mukainen ideaalisen systeemin konﬁguraatioentropia. SE on ylimenevä konﬁgu-
raatioentropia. Muuttuja ξ on pakkautumistiheys, joka yleensä kasvaa lämpötilan laskiessa. Suurissa
lämpötiloissa pakkautumistiheys pienenee, termi SE pienenee, ja pallosysteemin konﬁguraatioentropia
lähenee ideaalisen systeemin konﬁguraatioentropiaa. Pallosysteemin kokonaissekoittumisentropia ST
auttaa ymmärtämään sellaisten korkean entropian seosten faasien muodostumista, joita kaava 14 ei
selitä.
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3.3.1 Faasinmuodostuminen korkean entropian seoksissa
Faasien vakautta korkean entropian seoksissa pyritään määrittämään laskemalla Gibbsin vapaa energia
sellaisille faaseille, jotka tietyssä korkean entropian seoksessa voivat mahdollisesti muodostua. Tulok-
sia vertailemalla voidaan suoraan päätellä ne faasit, joiden muodostuminen on vapaaenergisesti suo-
tuisimpaa. Mitä pienempi vapaa energia, sitä todennäköisemmin faasi muodostuu. [7] Haasteena on
simulaatioiden monimutkaisuus, ja lisäksi on oltava saatavilla tiedot kyseisen seoksen kaikista mahdol-
lisista faaseista. Myös ainoastaan osittain stabiilit faasit lisäävät tutkimuksen haasteellisuutta. Näitä
ovat esimerkiksi metalliset lasit. [4] Yksi esimerkki käytännössä valmistetusta metallisesta lasista on
Pd20Pt20Cu20Ni20P20. Faasien vakauden ja korkean entropian seosten suunnittelun ymmärtämiseksi
on muodostettu empiirisiä ja semiempiirisiä sääntöjä. Säännöt on muodostettu vertailemalla teoreet-
tisia malleja saatuihin mittaustuloksiin. Tämän vuoksi niitä voidaan soveltaa tasapainosysteemeiden
lisäksi myös osittain faasitasapainossa oleviin systeemeihin.
On ehdotettu, että korkean entropian materiaalien suunnittelussa käytettäisiin kahta täydentävää
parametria. [7] Sekoittumisen entropian lisäksi voidaan ottaa käyttöön ero atomien suhteellisessa koossa
δ, ja sekoittumisen entalpia 4Hmix. Atomien suhteellisen koon kaavassa:
δ% = 100%
√√√√ n∑
i=1
ci
(
1− ri∑n
j=1 cjrj
)2
(24)
ci on atomin suhteellinen osuus elementissä i, ja ri on kyseisen atomin säde. Sekoittumisen entalpiaa
kuvataan kaavalla:
4Hmix =
∑
i=1,i6=j
Ωijcicj =
n∑
i=1,i6=j
44Hmixij cicj , (25)
missä 4H on sekoittumisen entalpioiden erotus i:nnen ja j:nnen alkuaineen välillä. Alkuaineiden luku-
määrän seoksessa on oltava sama, että kaava olisi pätevä. Kuvassa 11 on esitetty vierekkäin sekoittumi-
sen entropian kuvaaja, ja sekoittumisen entalpian kuvaaja atomien suhteellisen koon eron funktiona.
Kuva 11: [7] Sekoittumisen entropia ja entalpia 90:lle erityyppiselle korkean entropian seokselle.
Kuvasta näkyy, miten korkean entropian seos tavallisesti muodostaa kiinteän aineen, atomikoon ja
sekoittumisentalpian ollessa pieni. [7] Parametrien kasvaessa alkaa näkyä useampia faaseja sisältäviä
seoksia. Alueella 4Hmix < −15Kj/mol ja δ > 8 voi muodostua jopa metallista lasia.
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Korkean entropian seoksissa sekoittumisen entropia määrää jähmettymisen termodynamiikan. Tä-
mä suosii satunnaisen rakenteen muodostumista kiderakenteen sijaan. Ilmiötä voidaan kuvata kaavalla
TSsys  max {|Hi|} , (26)
missä Ssys on systeemin sekoittumisentropia, ja Hi on faasin i muodostumisentalpia. Yhtälön toteut-
tavissa seoksissa entalpian merkitys on pieni, ja muodostuu yhden faasin systeemi. [7] Kaavaa 26 ei
ole johdettu täysin termodynamiikan pääsäännöistä, mutta se on osoittautunut hyödylliseksi. Viiden
alkuaineen tasamooliselle systeemille sekoittumisen entropia on 1, 6R. Kaava 26 siis pätee, jos läm-
pötila on huomattavasti kriittistä lämpötilaa Tc = max {|Hi|} /1, 6R suurempi. Jos pätee tilanne,
jossa max {|Hi|} v 4Hmix, niin muodostumislämpötila tyypillisille korkean entropian seoksille on
muutamien satojen kelvineiden suuruusluokkaa. Tyypillisiä korkean entropian seoksia ovat esimerkiksi
FeCoNiCrCu, FeCoNiCrMn ja CuNiCoFeMn. Joillakin korkean entropian seoksilla sekoittumisen
entalpia voi olla niin pieni, että kriittinen lämpötila on ainoastaan muutaman kelvinin luokkaa.
Yhden ainoan kiinteän faasin muodostumisen todennäköisyyttä systeemissä voidaan kuvata dimen-
siottomalla parametrilla:
Ω =
Tm4Smix
|4Hmix| , (27)
jossa, Tm on seoksen sulamispiste. [7] Mitä korkeampi parametrin arvo on, sitä todennäköisemmin
muodostuu yksittäisen faasin korkean entropian satunnaisesti järjestäytynyt seos. Parametria ei voi
yksistään käyttää johtopäätösten tekemiseen, koska silloin saa välillä ristiriitaisia tuloksia. Parametri
tulee yhdistää käsiteltävän seoksen muihin termodynaamisiin, ja topologisiin parametreihin. Toinen
kiinteän faasin muodostumista kuvaava parametri on;
φ =
Sc − |4Hmix|/Tm
|SE | , (28)
jossa parametrit ovat kaavojen 23 ja 27 mukaiset. Mitä suurempi parametrin arvo, sitä todennäköi-
semmin muodostuu yhden faasin kiinteä korkean entropian seos. Parametrin kriittinen piste φc on
arvo, jossa faasit ovat erottuneet toisistaan. [7] Kriittinen piste on määritetty valetuista korkean ent-
ropian seoksista käyttäen apuna XRD-menetelmää, minkä vuoksi esimerkiksi metallin työstäminen voi
muuttaa kriittisen pisteen arvoa. Kuvassa 12 on esitetty useiden eri seosten faaseja vastaavat Ω ja φ
arvot.
Kuva 12: [7] Parametrien Ω ja φ arvot erilaisille korkean entropian seoksille.
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Kuvasta 12 näkee, että kriittinen piste saavutetaan parametrin φ arvolla 20. Kriittisen pisteen
yläpuolella erottuvat yhden faasin kiinteät seokset, ja alapuolella useampia faaseja sisältävät seokset.
Kriittisen pisteen alapuolella on myös amorﬁsia seoksia. Parametri φ määrittelee siis hyvin useamman
alkuaineen seokset, jotka sisältävät yhden ainoan faasin.
Kriittisen pisteen yläpuolella muodostuvista yhden faasin seoksista voidaan määrittää valenssie-
lektronikonsentraation avulla myös faasin tyyppi. Valenssielektroni on elektroni, jonka atomit ja-
kavat muodostaessaan sidoksen. Keskimääräinen valenssielektronikonsentraatio lasketaan kaavasta:
V EC =
∑n
i=1 ci(V EC)i. [7] Kriittisen pisteen alapuolella valenssielektronikonsentraation merkitys
jää toissijaiseksi, koska silloin esimerkiksi seoksen atomikokojen merkitys on suurempi. Kriittisen pis-
teen yläpuolella kuvan 12 seosten tapauksessa muodostuvat rakenteet on esitetty taulukossa 3.
Erikokoisten atomien muodostamissa kiinteissä aineissa on atomien kokoeroista johtuvia jännitteitä.
Näitä jännitteitä ei voi havaita XRD-mittauksille, koska jännitteiden keskiarvo koko kappaleessa on
nolla. [7] Jännitteiden ﬂuktuaatioiden neliöllinen keskiarvo korkean entropian seoksessa kuitenkaan
ei ole nolla, ja se korreloi aineeseen varastoituneen elastisen energian kanssa. Elastinen energia taas
vaikuttaa faasin muodostumiseen. Aineen rakenne, ja vastaava ﬂuktuaatioiden neliöllinen keskiarvo on
esitetty taulukossa 3.
VEC Rakenne
8, 5± 1, 0 FCC
5± 0, 7 BCC
2, 8± 0, 2 HCP
εRMS Rakenne
< 5% Yhden faasin kiinteä aine
5%− 10% Useita faaseja
> 10% Amorﬁnen
Taulukko 3: [7] Taulukossa vasemmalla on esitetty aineen rakenne eri VEC-arvoilla, ja oikealla εRMS-
arvoilla.
Satunnainen kiinteä rakenne usean metallin seoksessa on kiderakennetta suotuisampi, jos GSS 
GIM . GSS on satunnaisen kiinteän rakenteen Gibbsin vapaa energia, ja GIM on kiderakenteen Gibbsin
vapaa energia. Epäyhtälö voidaan kirjoittaa muodossa Hmix − TSmix  HIM − TSIM . Jos SIM ∼ 0,
niin TSmix  HSS −HIM . [7] Entalpiat ovat laskettavissa binäärisysteemeille, mutta sitä useamman
komponentin systeemeille ei toistaiseksi ole yleistä mallinnusta. Kuvassa 13 on esitetty entalpiat 325:lle
atomiparille.
Kuva 13: [7] Satunnaisrakenteisen Hmix ja kiderakenteisen HIM seoksen Gibbsin vapaat energiat useille
eri atomipareille.
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3.3.2 Faasinmuodostumisen mallintaminen laskennallisesti
Sopivaa korkean entropian seosta olisi niiden suuren lukumäärän vuoksi epäkäytännöllistä etsiä pelkäs-
tään kokeilemalla erilaisia seoksia. Mitä enemmän seoksessa on alkuaineita, sitä monimutkaisemmaksi
tulee myös seoksen faasidiagrammin muodostaminen. Lakennallisia menetelmiä faasinmuodostumisen
tutkimukseen ovat esimerkiksi: Tiheysfunktionaalinen teoria (DFT) ja ab initio molekyylidynamiik-
ka (AIMD). Nämä menetelmät ovat kuitenkin kalliita, ja edellyttävät nykyisellä teknologialla pitkiä
laskenta-aikoja. Tämän vuoksi niillä ei voi nopeasti tutkia monen eri korkean entropian seoksen faa-
sinmuodostumista.
Faasinmuodostumisen ennustamiseen voidaan kuitenkin käyttää vaihtoehtoista semiempiiristä me-
netelmää, jota kutsutaan nimellä faasidiagrammien laskenta (CALPHAD). CALPHAD käyttää jo ole-
massa olevaa tietokantaa kahden ja kolmen alkuaineen systeemeistä. Usean komponentin systeemin
tasapainofaasit ennustetaan laskemalla suoraan Gibbsin vapaan energian minimi, jossakin tietyssä
paineessa ja lämpötilassa. [7] Yksittäisen faasin ψ Gibbsin vapaaenergia lasketaan kaavalla:
Gψ = Gψref +G
ψ
id +G
ψ
ex = G
ψ
ref +RT
∑
i
ci ln ci +
∑
i
∑
j>i
cicj
∑
v
vLψij(ci − cj)v, (29)
missä vLψij on parametri, joka määritetään olemassa olevasta binäärisysteemistä saadusta datasta. G
ψ
ref
on systeemin alkuaineiden Gibbsin vapaa energia, Gψid on ideaalisen systeemin Gibbsin vapaa energia
ja viimeinen termi Gψex on ylimääräisen vapaan energian korjaustermi. Seoksen tasapainofaasit tietyssä
paineessa ja lämpötilassa voidaan määrittää minimoimalla yhtälön 29 mukainen Gibbsin vapaa ener-
gia. Faasitasapaino tarkoittaa sitä, että molempien faasien Gibbsin vapaa energia on sama systeemin
paineen ja lämpötilan vaihteluväleillä. [7] Menetelmän tarkkuus riippuu käyttävissä olevasta datasta,
ja faasien tulee olla valukappaleessa tasapainossa.
Yhtälöt 29 ja 28 antavat yleensä oikeita tuloksia, kun verrataan käytännön kokeissa muodostu-
viin yhden faasin kiinteisiin korkean entropian seoksiin. Tulokset ovat kuitenkin joissakin tapauksissa
ristiriitaisia. [7] Esimerkiksi rauta ja kupari voivat positiivisen sekoittumisen entalpiansa vuoksi ai-
heuttaa paikallista mikroskooppista saostumista. Tämä ei kuitenkaan välttämättä ole ristiriidassa kor-
kean entropian ilmiöiden kanssa, koska entropia on koko järjestelmän käsite. Mikroskooppisella tasolla
entalpialla on suurempi merkitys seosten muodostumisessa.
3.4 CuCoNiCrAlFe - korkean entropian seos
Alkuaineista Cu, Co, Ni, Cr, Al ja Fe muodostettuja korkean entropian seoksia on tutkittu muita
kattavammin. Myös suurin osa kaikista valmistetuista korkean entropian seoksista muodostuu näis-
tä alkuaineista. Koska kuparilla poikkeuksellisesti on positiivinen sekoittumisen entalpia useimpien
muiden alkuaineiden kanssa, kuparia sisältävät korkean entropian seokset kannattaa käsitellä omana
ryhmänään. [4] Kaikilla kyseisistä alkuaineista muodostuneilla korkean entropian seoksilla havaittiin
yksinkertaisia faaseja. Esimerkiksi CuCoNiCrAlXFe systeemeissä röntgendiﬀraktiolla saaduista ku-
vista havaittiin ainoastaan yksinkertaisia bcc, tai fcc-rakenteita seuraavasti:
• Alumiinikonsentraation ollessa välillä x = 0− 0, 5 ainoastaan fcc-rakenne.
• Alumiinikonsentraatiolla x > 0, 8 havaittiin sekä fcc, että bcc rakenteita.
• Alumiinikonsentraatiolla x > 2, 8 havaittiin ainoastaan bcc-rakenne.
Kuvassa 14 on esitetty seoksen CuCoNiCrAlxFe xrd-intensiteettikuvio eri alumiinikonsentraatioilla
x.
20
Kuva 14: [8] Seoksen CuCoNiCrAlxFe xrd-intensiteettikuvio eri alumiinikonsentraatioilla x.
Materiaalin myötölujuudella tarkoitetaan kiinteän aineen kykyä vastustaa pysyvää muodonmuutos-
ta. [8] CuCoNiCrAlXFe-systeemin lujuudella on suuri riippuvuus alumiinikonsentraatiosta. Alumii-
nilla on yhdisteessä selvästi muita atomeita voimakkaampi sitova vaikutus. Korkean entropian yhdisteet
vastustavat erityisen hyvin hehkuttamisen aiheuttamaa pehmentymistä. Erityisesti fcc-rakenne pysyy
lujana, sekä pysyy hyvin työstettävänä korkeissa lämpötiloissa. Ominaisuus näkyy hyvin yhdisteen
CuCoNiCrAl0,5Fe kohdalla kuvassa 15.
Kuva 15: [8] Korkean entropian seosten myötölujuus lämpötilan funktiona: A) CuCoNiCrAl0,5Fe B)
CuCoNiCrAl1Fe C) CuCoNiCrAl2Fe
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Useat kokeet ovat osoittaneet korkean entropian seosten muodostavan yksinkertaisia kiderakentei-
ta, joilla on hyödyllisiä ominaisuuksia. Korkean entropian seokset ovat stabiileja, ja ne säilyttävät hy-
vin myötölujuutensa korkeissa lämpötiloissa. Kulumisen kestävyys vastaa saman lujuisia rautapitoisia
metalliseoksia. Erityisesti kuparia, tinaa, kromia, nikkeliä, tai kobolttia sisältävillä korkean entropian
seoksilla on ruostumatonta terästä vastaava korroosion kestävyys. [8] Kromia ja alumiinia sisältävät
seokset vastustavat hapettumista erityisen hyvin 1100◦C asti.
3.5 Korkean entropian seosten käyttökohteet
Korkean entropian seosten ominaisuudet muodostuvat pääasiassa neljästä eri ilmiöstä:
1. Korkea konﬁguraatioentropia pienentää kiinteiden faasien vapaata energiaa. Alhainen vapaa-
energia edesauttaa kiinteiden yksinkertaisten faasien muodostumista erityisesti korkeissa lämpö-
tiloissa. Korkea entropia ei takaa kiinteän bcc, tai fcc faasin muodostumista, koska myös entalpia
vaikuttaa faasin muodostumiseen.
2. Yhden faasin kiinteän kappaleen sisään muodostuu paikallisia nanosaostumia. [4] Korkean ent-
ropian seoksessa vierekkäisten alueiden atomien sidosenergiat eivät välttämättä ole samat. Jos
atomi siirtyy alhaisemman energian alueelle, niin se todennäköisemmin pysyy siellä kauemmin.
Korkean energian alueelle siirtyvät atomit myös siirtyvät nopeammin takaisin edelliseen tilaan.
Molemmat ilmiöistä hidastavat diﬀuusiota.
3. Systeemin erikokoiset atomit aiheuttavat väistämättä jännitteitä hilarakenteisiin. Suuremmat
atomit siirtävät viereisiä atomeita, ja pienimmillä atomeilla on rakenteessa enemmän tilaa. [4]
Ominaisuutta sanotaan hilarakenteen vääristymiseksi, ja se tekee aineesta lujemman, sekä pie-
nentää sen sähkön -ja lämmönjohtavuutta.
4. Koktailivaikutuksella tarkoitetaan eri atomien vuorovaikutuksesta aiheutuvia ominaisuuksia. Hy-
vä esimerkki tästä on seoksen kovuuden kasvattaminen alumiinikonsentraatiota kasvattamalla.
Pelkkä alumiini yksin on pehmeä matalan sulamispisteen metalli. Seoksen kovuuden kasvaminen
selittyy osittain bcc-faasin muodostumisella. Kuvassa 16 on esitetty seoksen AlxCoCrCuFeNi
kovuus alumiinikonsentraation funktiona.
Kuva 16: [4] Seoksen AlxCoCrCuFeNi kovuus alumiinikonsentraation funktiona.
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Edellä kuvatut ominaisuudet tekevät korkean entropian seoksista moniin eri käyttötarkoituksiin so-
veltuvia. Ne selittävät osittain korkean entropian seoksiin liittyviä monimutkaisia ilmiöitä ja ovat hyviä
lähtökohtia vuorovaikutusten tutkimukselle. Työkalut, muotit, kiteet, mekaaniset osat ja sulatusuunit
edellyttävät korkeaa kovuutta, hyvää lämmönkestävyyttä, korroosionkestävyyttä ja kulumisenkestä-
vyyttä. Hyvä korroosion kestävyys mahdollistaa korkean entropian seosten käytön kemikaaleja käsitte-
levillä tehtailla, sekä putkien ja pumppujen rakennusmateriaaleina. Pinnoitemenetelmät mahdollistavat
käytön myös esimerkiksi elektronisissa piireissä ja magneettisissa ﬁlmeissä. Heikon diﬀuusiovaikutuk-
sensa ansiosta joitakin seoksia voidaan käyttää diﬀuusiolta suojaavina pinnoitteina. [4] Korkean entro-
pian seoksista voidaan valmistaa myös antibakteerisia komponentteja. Seosten murtumiskestävyys on
erittäin hyvä myös todella matalissa lämpötiloissa, joten niistä voi mahdollisesti kehittää suprajohteita.
[7] Esimerkiksi fcc-rakenteisen CrMnFeCoNi korkean entropian seoksen myötölujuus 77K lämpötilassa
on yli 200MPAm1/2. Korkean entropian seos Ta34Nb33Hf8Zr14Ti11 muuttuu suprajohtavaksi noin
7,3K lämpötilassa. [4] Metallisista laseista seosta CaMgZnSrY b on käytetty ortopedisessä sovellukses-
sa, jossa se on edesauttanut luun muodostumista. Koska seokset kestävät hyvin epäpuhtauksia, niiden
valmistaminen kierrätetyistä materiaaleista on kustannustehokasta.
Ideaalinen rakennusmateriaali on mahdollisimman kevyt ja kestävä. Matalan tiheyden, ja kor-
kean kestävyyden omaavia korkean entropian seoksia on jo myös onnistuttu kehittämään. [7] Täl-
laisia ovat esimerkiksi useat alkuaineiden Cr, Nb, Ti, V ja Zr yhdistelmistä muodostuneet systeemit.
Niiden myötölujuus johtuu epäjärjestäytyneistä bcc-rakenteista. Jos käytetään zirkoniumin tilalla alu-
miinia, voidaan muodostaa esimerkiksi yhden faasin bcc-rakenteinen AlNbTiV, jonka tiheys on to-
della pieni (5, 59 g/cm3). On myös kehitetty uudenlainen hcp-rakenteinen korkean entropian nanokide
Al20Li20Mg10Sc20Ti30. Sen tiheys on ainoastaan (< 3 g cm
−3), ja myötölujuus (∼ 2GPa). Kysei-
nen seos on yli kaksi kertaa nanokiteestä alumiiniseosta lujempi. Kuvassa 17 näkyy erilaisten bcc-
rakenteisten yhden faasin korkean entropian seosten, ja kahden perinteisen metalliseoksen myötölujuus
lämpötilan funktiona.
Kuva 17: [7] Useiden korkean entropian seosten ja kahden perinteisen metalliseoksen myötölujuus läm-
pötilan funktiona.
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[7] Korkean entropian seoksista muodostuvien materiaalien suunnittelussa on erityisen tärkeää, et-
tä etsitään yhden faasin muodostavia kiinteitä seoksia. Toisaalta artikkelissa [4] sanotaan myös muilla
korkeanentropian seosten faaseilla olevan potentiaalia, ja että tutkimusta ei pitäisi rajoittaa pelkästään
kiinteitä faaseja muodostaviin korkean entropian seoksiin. [7] Alkuaineiden jaksollisessa järjestelmässä
75% aineista on metalleja, ja korkean entropian seoksissa ominaisuuksiin vaikuttaa myös metallien lu-
kumäärä seoksissa. Vaikka toisiinsa sekoittumattomat alkuaineet jätetään kaikista 80:stä eri vaihtoeh-
dosta huomioimatta, on mahdollisten vaihtoehtojen määrä huomattavasti perinteisten metalliseosten
määrää suurempi. Suuri eri vaihtoehtojen määrä on haaste erityisesti, kun seoksia kehitetään ja testa-
taan käytännön sovelluksia varten. Vuoteen 2015 mennessä oli valmistettu jo ainakin yli 300 erilaista
korkean entropian seosta, joissa on käytetty yhteensä yli 30:tä eri alkuainetta.
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4 MONTE CARLO -SIMULOINNIT
Monte Carlo -simulaatio perustuu satunnaisten näytteiden ottamiseen, ja niiden perusteella tehtyyn ti-
lastolliseen mallintamiseen. Menetelmän tarkoitus on approksimoida systeemin toimintaa mallintavia
matemaattisia funktioita. Simulaatioiden perustana toimii mahdollisimman satunnaisten satunnais-
lukujen generoiminen. Systeemi asetetaan generoitujen satunnaislukujen perusteella johonkin tietyt
ehdot täyttävään tilaan, ja prosessi toistetaan riittävän monta kertaa. Tällä tavalla saadusta tilojen
joukosta voidaan tehdä erilaisia johtopäätöksiä siitä, miten systeemi mahdollisesti käyttäytyy tule-
vaisuudessa. Simulaation perusperiaatteen yksinkertaisuudesta huolimatta sitä käytetään hyvin moni-
mutkaisten ongelmien tutkimisessa. [2] Menetelmää käytetään hyvin monen eri tieteenalan tutkimus-
kohteissa. Esimerkiksi uusien materiaalien, ydinreaktioiden, sääennustusten ja talouden kehittymisen
tutkimisessa käytetään Monte Carlo -simulaatiota.
4.1 Monte Carlo -simulaation historia
Satunnaislukuja on pystytty aina tuottamaan erilaisilla mekaanisilla menetelmillä. Pallojen hatusta
nostaminen, tai kolikon heittäminen tuottaakin aidosti satunnaisia, toisistaan riippumattomia tulok-
sia. Satunnaislukujen käytön oivaltaminen empiirisessä tutkimuksessa oli merkittävä edistysaskel. Me-
netelmää on sovellettu jo 1700-luvulla, jolloin ranskalainen tiedemies Georges Louis LeClerc, Buﬀonin
kreivi käytti piin approksimoimiseen menetelmää, joka tunnetaan nimellä Buﬀonin neula. LeClercin
koe saattaa olla ensimmäinen dokumentoitu Monte Carlo -simulaatio. Buﬀonin neulan idea on esitetty
kuvassa 18.
Kuva 18: Buﬀonin neula on menetelmä, jonka yksinkertaisimmassa variaatiossa heitetään lattiaan
piirrettyjen viivojen välin pituisia neuloja satunnaisesti lattialle. Piin likiarvo lasketaan kaavasta 2NX ,
jossa N on heitettyjen neulojen lukumäärä, ja X lattiassa olevan viivan leikkaavien neulojen lukumäärä.
Monte Carlo -simulaatioita käytettiin 1900-luvulta 2000-luvun alkupuolelle teorioiden testaami-
sessa, datan analysoimisessa tai matemaattisen intuition täydentämisessä. [2] Esimerkiksi F.Galton
(1822-1911) esitti simulaatiomenetelmän normaalijakaumien määrittelemiseksi muunnellulla nopalla.
W.S Gosset (1876-1937) auttoi merkittyjen korttien avulla kehittämään t-testin, joka on menetelmä
kahden eri näytteen statistisen painoarvon testaamiseksi.
Vaikka historialliset menetelmät olivat aikanaan merkittäviä, niillä oli merkittävä ero verrattuna
tyypilliseen moderniin Monte Carlo -simulaatioon. Historialliset menetelmät käsittelivät jo aikaisem-
min ymmärrettyjä deterministisiä ongelmia. Nykyiset Monte Carlo -simulaatiot käsittelevät pääasiassa
vaikeasti ymmärrettäviä ongelmia, joita on liian työlästä yrittää ratkaista muilla menetelmillä. [2] Si-
mulaatiolla tehdään todennäköisyyksiin perustuva mallinnus, ja ratkaistaan deterministinen ongelma
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todennäköisyyksiin perustuen. Esimerkki modernista simulointiongelmasta on galaksien muodostumi-
sen mallintaminen.
Modernia Monte Carlo -simulaatiota käytettiin ensimmäisen kerran Manhattan projektin yhtey-
dessä. [2] John von Neumann ja Stanislaw Ulam ehdottivat menetelmää säteilykilven läpi kulkevien
neutroneiden ominaisuuksien tutkimiseksi. He antoivat sille nimen Monacossa sijaitsevan Monte Car-
lon kasinon mukaan. He myös käyttivät menetelmää lukuisissa testeissä, ja kehittivät suurimman osan
eri simulaatiomenetelmistä.
4.2 Systeemin mallintaminen todennäköisyysjakaumista
Mallin rakentaminen on ensimmäinen vaihe systeemin ominaisuuksien tutkimisessa. [6] Tieteellinen
malli voidaan määritellä abstraktiona mallinnettavasta todellisesta systeemistä. Abstraktion tarkoi-
tuksena on systeemin ennustettavuus ja hallinta. Mallinnuksen tarkoitus on pystyä selvittämään, mi-
ten systeemin eri osat voivat vaikuttaa toisiinsa, tai systeemiin kokonaisuutena.
Systeemi tarkoittaa Monte Carlo -simulaatioissa toisistaan jollakin tavoin riippuvien komponent-
tien, tai elementtien joukkoa. Joukon sisältämillä komponenteilla on tiettyjä ominaisuuksia, joita voi-
daan kuvata numeerisesti. Komponentit vuorovaikuttavat toistensa kanssa tietyllä tavalla, ja tämä
aiheuttaa muutoksia systeemiin. Vuorovaikutukset voivat aiheuttaa muutoksia myös systeemin lisäksi
systeemin komponentteihin.
Vuorovaikutukset voivat olla systeemin sisäisiä, tai ulkoisia vuorovaikutuksia. [6] Sisäiset vuoro-
vaikutukset kytkevät systeemin sisältämät komponentit toisiinsa. Systeemin ulkoiset vuorovaikutukset
kytkevät systeemin sisältämät komponentit vastaavasti systeemin ulkopuoliseen ympäristöön. Yleisku-
va Monte Carlo -systeemistä on esitetty kuvassa 19.
Kuva 19: Monte Carlo -systeemin kaaviokuva.
Ympäristö vaikuttaa systeemiin lähdön (input) kautta, joka saadaan ympäristöstä. Jos paluuarvo
(output) vaikuttaa systeemissä tapahtuviin muutoksiin, niin systeemillä on takaisinkytkentä. Systeemi
voi olla myös avoimen silmukan systeemi, jossa ei ole takaisinkytkentää.
Systeemit voidaan luokitella luonnossa esiintyviin -ja keinotekoisiin systeemeihin. Nämä voidaan
lisäksi luokitella mukautuviin ja mukautumattomiin systeemeihin. Mukautuvat systeemit reagoivat nii-
den ympäristössä tapahtuviin muutoksiin, kun taas mukautumattomat eivät reagoi ympäristön muu-
toksiin. [6] Adaptiivisen systeemin tutkiminen edellyttää kuvausta siitä, miten ympäristö indusoi sys-
teemin tilanmuutoksen.
Systeemin elementtien ominaisuudet määrittävät systeemin tilan. [6] Mikäli elementtien käyttäyty-
mistä ei pystytä määrittämään tarkasti, on hyödyllistä tehdä satunnaisia havaintoja todennäköisyys-
jakaumista, ja keskiarvoistaa elementin käyttäytyminen. Myös tasapainotilassa olevassa systeemissä
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on satunnaisvaihtelua. Tämän satunnaisvaihtelun ominaisuudet pystytään arvioimaan sitä tarkem-
min, mitä kauemmin systeemiä tarkastellaan. Systeemi on joko tasapainotilassa, tai muutostilassa, ja
satunnaisvaihtelun ominaisuudet ovat systeemin alkutilasta riippumattomia.
Esimerkiksi ilmakehä on takaisinkytketty systeemi. Pelkistetyssä esimerkissä vesihöyry aiheuttaa
ilmakehän lämpenemistä kasvihuoneilmiön kautta. Mitä lämpimämpi ilmakehä on, sitä enemmän vesi-
höyryä muodostuu. Ilmakehää lämmittävä takaisinkytkentä siis voimistuu kokoajan. Toisaalta ilmiöllä
on myös negatiivinen, eli päinvastainen takaisinkytkentä. Vesihöyryn muodostamat pilvet heijastavat
tehokkaasti auringonsäteilyä takaisin avaruuteen, mikä väistämättä johtaa maapallon kokonaislämpö-
tilan laskemiseen.
Keskeinen ongelma Monte Carlo -simulaation tuottamisessa on selvittää, millaista jakaumaa simu-
loitava ilmiö noudattaa. Jos jakaumaa ei ole mahdollisuutta tutkia ja selvittää, niin silloin valitaan
jakauma, jolle on jo olemassa standardi satunnaislukujen simulointimenetelmä. [9] Usein teoreettista,
tai kokeellista viitettä jakauman valintaan ei tietyn yksittäisen tutkimuksen osalta ole, tai sitä on vain
erittäin vähän.
Jakauman valinnassa tulee huomioida ainakin seuraavat kolme ongelman ominaisuutta: [9] Tuot-
taako funktio tuloksia, joiden laajuus on riittävän suuri, muistuttaako simulaation tuottama jakauma
haluttua todellista jakaumaa ja toteutuuko jakaumassa sellainen variaatio, jota kyseisessä tutkimuk-
sessa halutaan tarkastella. Jakaumafunktiot Monte Carlo -simulaatioissa luokitellaan jatkuviin ja dis-
kreetteihin jakaumafunktioihin.
4.3 Jatkuvat jakaumafunktiot
Olkoon xmuuttuja, joka voi saada minkä tahansa arvon jatkuvalta väliltä a ja b. Olkoon P (x) paloittain
jatkuva funktio, joka määrittää todennäköisyyden x:n arvolle väliltä a ja b siten, että:
Prob(a ≤ x ≤ b) =
ˆ b
a
dxP (x). (30)
[5] Tällöin x on jatkuva satunnaismuuttuja, P (x) on satunnaismuuttujan x todennäköisyystiheys ja
P (x)dx on todennäköisyys löytää muuttujan arvo väliltä x+dx. Todennäköisyystiheyden tulee täyttää
ehdot: P (x) ≥ 0, ja todennäköisyys löytää x funktion P (x) lähtöjoukosta on 1.
Jatkuva jakaumafunktio määritellään siten, että se voi tuottaa minkä tahansa arvon funktion mää-
rittelyjoukosta, eli minkä tahansa arvon funktion pienimmän ja suurimman mahdollisen argumentin vä-
liltä. Jatkuvia jakaumafunktioita ovat esimerkiksi tasa-, Pareto-, eksponentti-, normaali-, lognormaali-,
chi-neliö-, Studentin-, sekoitus- ja betajakauma.
4.3.1 Tasajakauma
Tasajakautunut funktio on intuitiivisesti helppo ymmärtää. Oletusarvoisesti ainakin kaikki yleisimmin
tunnetut satunnaislukugeneraattorit tuottavat tasaisesti jakautuneita satunnaislukuja. Tasajakautunut
funktio F (a, b) palauttaa minkä tahansa arvon väliltä a ja b siten, että jokaisella arvolla on tarkalleen
sama ilmentymistodennäköisyys. Tasajakauma F (0, 1) on Monte Carlo -simulaation perusjakauma,
jonka avulla kaikki muut jakaumafunktiot johdetaan. Tasajakaumallisen funktion kuvaaja on esitetty
kuvassa 20.
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Kuva 20: Tasajakaumallinen funktio F (x) välillä a 5 x 5 b.
4.3.2 Eksponenttijakauma
Eksponenttijakauma mallintaa hyvin esimerkiksi lääketieteessä ja teollisuudessa tärkeitä muuttujia.
Esimerkiksi eliöiden ja esineiden elinikä on eksponentiaalisesti jakautunut. [9] Eksponenttijakaumal-
la on muistinmenetysominaisuus, jota ei muilla jatkuvilla jakaumilla ole. Muistinmenetysominaisuus
tarkoittaa esimerkiksi sitä, ettei objektin jäljellä oleva käyttöaika riipu sen iästä. Eksponentiaalisesti ja-
kautuneen funktion yleinen muoto on F (x) = λ exp(−λx), missä vakio λ määrää funktion jyrkkyyden.
Esimerkki eksponenttifunktion kuvaajasta on esitetty kuvassa 21.
Kuva 21: Eksponenttijakauman muoto. Lähde: https://se.mathworks.com/help/stats/exponential-
distribution.html?requestedDomain=www.mathworks.com
4.3.3 Normaalijakauma ja lognormaalijakauma
Tilastollisessa matematiikassa yleisin todennäköisyysjakauma on normaalijakauma. Sen varianssi si-
sältää jakaumasta kaiken tiedon. Jakauma on simulaatioissa hyödyllinen, koska suuri osa käytännön
ilmiöistä on normaalijakautuneita. Normaalijakaumasta voidaan myös johtaa muita jakaumia. Normaa-
lijakauman korottaminen johonkin potenssiin tuottaa lognormaalin jakauman. Esimerkki normaali- ja
lognormaalifunktioiden jakaumista on esitetty kuvassa 22.
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Kuva 22: Vasemmalla normaali- ja oikealla lognormaalijakautunut funktio. Lähteet:
http://www.itl.nist.gov/div898/handbook/eda/section3/eda3661.htm ja https://brilliant.org/wiki/log-
normal-distribution/
4.4 Diskreetit jakaumafunktiot
Jatkuvat funktiot voivat saada mitä vain arvoja koko määrittelyväliltään, mutta diskreetit jakauma-
funktiot voivat saada ainoastaan rajallisen määrän joitakin tiettyjä arvoja. Diskreetti jakaumafunktio
voi siis tuottaa ainoastaan tiettyjä ennakkoon määritettyjä arvoja. Tavallisesti diskreetti jakauma-
funktio tuottaa positiivisia kokonaislukuja, mutta tätä voi suoraviivaisesti säätää tekemällä tuotetulle
arvolle jonkin operaation. [9] Diskreetti jakauma on hyödyllinen esimerkiksi simuloitaessa tapahtumien
lukumääriä. Diskreettejä jakaumafunktioita ovat esimerkiksi Bernoulli-, binomi-, Poisson- ja negatii-
vinen binomijakauma.
4.4.1 Bernoullin jakauma
Bernoullin jakaumasta saadaan tulokseksi nolla tai yksi. Jakaumaa voidaan painottaa jollakin tie-
tyllä todennäköisyydellä, esimerkiksi simuloimalla tasajakaumaa, ja määrittämällä jokin tietty väli
vastaamaan nollaa. Jäljelle jäävä alue tasajakaumasta vastaavasti palauttaisi ykkösen. Kuvassa 23 on
esimerkki Bernoulli-jakaumasta.
Kuva 23: Bernoullin jakauma, jossa p(0) = 0, 3 ja p(1) = 0, 7.
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4.4.2 Binomijakauma
Binomijakauma kuvaa jonkin tapahtuman onnistumisen, tai epäonnistumisen todennäköisyyttä. Bi-
nomijakauman muodostamiseksi on tiedettävä kuinka monta kertaa koe toistetaan. Jokaisen toiston
tulee olla riippumaton muista, ja onnistumisen todennäköisyys jokaisella toistolla on oltava sama. Bi-
nomijakauman siis määrittävät onnistumistodennäköisyys ja toistojen määrä. Mikä voi joko onnistua
tai epäonnistua, on binomijakautunut. Tämän vuoksi binomijakauma on yleisin diskreetti todennäköi-
syysjakauma. Kuvassa 24 on esitetty kolikonheiton binomijakauma.
Kuva 24: Binomijakauma kymmenelle kolikonheitolle. Vaaka-akselilla on kruu-
nien lukumäärä ja pystyakselilla lukumäärän ilmenemistodennäköisyys. Lähde:
https://corplingstats.wordpress.com/2015/11/07/variance-binomial/
4.4.3 Poissonin jakauma
Poissonin jakauman määrittää yksi osumien määrää jollakin tietyllä aikajaksolla kuvaava parametri λ.
Aikajakso määrätään kokeelle erikseen. Jos λ = 4, niin tutkittu ilmiö tapahtuu keskimäärin neljä kertaa
minuutin, tunnin, tai jonkin muun ennakkoon valitun jakson aikana. Esimerkki poissonin jakaumasta
on esitetty kuvassa 25.
Kuva 25: Poissonin jakauma P (λ) parametrin λ eri arvoilla. Lähde:
https://www.umass.edu/wsp/resources/poisson/
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4.5 Satunnaislukujen generointi jakaumafunktioista
Satunnaislukujen generointi on Monte Carlo -simulaation vaikein osa-alue kahdesta syystä: [9] On vai-
kea määrittää, miten muuttuja on todellisuudessa jakautunut. Lisäksi tietokoneella satunnaislukujen
generoimiseen tarkoitetut algoritmit ovat monimutkaisia. Simulaation ja ilmiön vastaavuus toistensa
kanssa riippuu siitä, miten hyvin todennäköisyysjakauma osataan valita. Satunnaislukujen generointi
oikealla tavalla on välttämätöntä Monte Carlo -simulaation onnistumiselle, eli riittävän tarkan kuvauk-
sen saavuttamiseksi tutkittavasta ilmiöstä.
Satunnaismuuttuja kuvaa tapahtumaa, jolle voidaan asettaa lukuarvo joltakin tietyltä väliltä. Ky-
seisen tapahtuman ilmenemistodennäköisyyteen määrittää muuttujan jakaumafunktio. Vaikka jakau-
mafunktioita on teoreettisesti lukematon määrä, niin käytännössä ainoastaan pientä määrää niistä
käytetään tilastollisten prosessien mallintamiseen.
Jakaumaperheet ovat saman yleisen jakaumafunktion tuottamia jakaumia, jotka on saatu eri pa-
rametrijoukoista. [9] Esimerkiksi eri keskiarvon ja keskihajonnan omaavilla normaalijakautuneilla jou-
koilla on tilastollisesti enemmän yhtäläisyyksiä, kuin jos verrataan vastaavilla lähtöarvoilla otettuihin
log-normaalisti jakautuneisiin joukkoihin. Tämä aiheuttaa jakaumafunktioissa parametrien epäyhte-
näisyyttä. Yleisimmät jakaumafunktiot sisältävät pienen määrän vakioita, jotka määrittävät mihin
jakaumaperheeseen jakauma kuuluu.
Jokaisella jakaumafunktiolla on tyypillinen sallittujen argumenttien x joukko. Esimerkiksi: nor-
maalijakaumalla on ääretön määrä sallittuja argumentteja, eksponentiaalisella jakaumalla joukko on
jommalta kummalta suunnalta rajattu ja tasaisella jakaumalla molemmista suunnista rajattu.
Jakaumafunktion keskiarvo ja varianssi ovat usein tärkeitä Monte Carlo -simulaatiossa. [9] Ge-
neroidut muuttujat voidaan standardoida keskiarvon ja varianssin suhteen siten, että vähennetään
satunnaisarvosta jakauman teoreettinen keskiarvo, ja jaetaan tämä jakauman teoreettisen varianssin
neliöjuuren arvolla. Tämä tekee eri funktioilla tehtyjen kokeiden tulosten vertailemisesta helpompaa.
Jakauman kaltevuus ja huipukkuus kuvaavat jakauman poikkeavuutta normaalijakaumasta. Ne mää-
rittävät, minkä tyyppinen ja laajuinen poikkeama normaalijakaumasta on.
4.5.1 Todennäköisyysjakaumien muodostaminen
Satunnaislukujen generointi tasajakaumasta on suoraviivaista. Voidaan esimerkiksi heittää noppaa,
tai käyttää ohjelmointikielen satunnaislukugeneraattoria. Satunnaislukujen generoiminen muista ja-
kaumista edellyttää tarkoitukseen kehitettyjen menetelmien käyttöä. Yleisesti menetelmät ovat kään-
teisfunktiomenetelmä ja hylkäysmenetelmä.
Käänteisfunktiomenetelmä edellyttää normalisoitua funktiota, joka ensin integroidaan. Saatu in-
tegraalifunktio on kumulatiivinen jakaumafunktio, josta otetaan käänteisfunktio. Antamalla näin saa-
dulle käänteisfunktiolle argumenttina tasajakaumasta generoituja satunnaislukuja, saadaan tulokseksi
alkuperäisen jakaumafunktion mukainen jakauma. Integrointi muuttuu vaikeaksi heti, kun funktio on
vähänkin monimutkaisempi. Useat funktiot eivät ole edes integroituvia. Nämä ovat menetelmän taval-
lisia ongelmia.
Hylkäysmenetelmä toimii aina mille tahansa äärelliselle järkevälle funktiolle. Siinä generoidaan kaksi
tasaisesti jakautunutta satunnaislukua. Toinen luvuista generoidaan funktion lähtöjoukosta x, ja toinen
funktion arvojoukosta y. Tämän jälkeen katsotaan saadaanko osuma ehdosta y < f(x). Menetelmä
tarvitsee sitä enemmän toistoja mitä pienempi on osumatodennäköisyys. Tämän vuoksi menetelmä
voi yksinkertaisuudestaan huolimatta olla paljon tuhlaavampi, kuin käänteisfunktiomenetelmä.
Sekä käänteismenetelmän, että hylkäysmenetelmän voi yhdistää. Etsitään jokin sopiva integroita-
vissa oleva funktio, joka rajaa jakaumafunktion mahdollisimman hyvin. Tämän jälkeen generoidaan
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satunnaislukuja integroitavan funktion mukaisella jakaumalla. Käyttämällä nyt saatavia satunnaislu-
kuja tasajakauman sijaan, hylkäysmenetelmästä tulee tehokkaampi.
Muita esimerkkejä jakaumien muodostamisesta ovat normaalijakauman generoimiseksi kehitetty
tehokas Box-Muller -menetelmä, Markovin ketju -menetelmällä saadaan vahvasti korreloituneita sa-
tunnaislukuja ja jakamalla jakauman alue ruudukoihin, voidaan keinotekoisesti tasoittaa satunnaisja-
kaumaa. Ruudukkomenetelmillä saatuja satunnaislukuja sanotaan yleisesti stratiﬁoiduiksi, eli kerros-
tuneiksi satunnaisluvuiksi.
4.5.2 Toistojen määrä Monte Carlo -simulaatiossa
Monte Carlo -simulaatio perustuu simulaation toistamiseen riittävän monta kertaa, ja riittävä tois-
tojen määrä on olennainen osa simulaation onnistumista. Tietokoneiden laskentatehon kasvaessa si-
mulaatioita tehostavien laskennallisten menetelmien tarve ei välttämättä pienene, koska simulaatioita
halutaan tehdä aina monimutkaisemmista systeemeistä. [9] Toistojen määrälle ei ole mitään yleistä
sääntöä. Monte Carlo -simulaatio kuitenkin perustuu statistiikan keräämiseen, ja statistiikka tuottaa
aina tarkemman tuloksen suuremmalla määrällä näytteitä. Toisaalta vaikka toistojen lisääminen tar-
kentaa saatua tulosta, saavutettu tarkkuus pienenee eksponentiaalisesti. Näin ollen toistojen määrä
voi olla myös tarpeettoman suuri.
Tutkittavan ilmiön tietyt osat saattavat ilmetä ainoastaan todennäköisyysjakauman matalimmilla
alueilla. Tällöin simulaatio on toistettava suhteessa useammin, että saadaan riittävästi statistiikkaa
ilmiön kyseisestä osasta.
Paras käytännön ohje simulaatioiden määrälle on, että niitä tarvitaan erittäin paljon. [9] Yleensä
määrä on vähintään 1000 toistoa, ja tavallisesti 10000 - 25000 toistoa. Tarvittavien simulaatioiden suuri
määrä johtuu nimenomaan siitä, että tutkittavan ilmiön todennäköisyysjakauma ei yleensä ole tasainen.
Statistiikkaa halutaan saada riittävästi jakauman jokaiselta alueelta. Uuden simulaation toimivuutta
kannattaa ensin arvioida keräämällä pieni määrä toistoja. Kun simulaatio näyttää hyvältä, kannattaa
aloittaa varsinainen tuhansia näytteitä kattava datankeräys.
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5 KORKEAN ENTROPIAN PYTHON SIMULAATIO
Tämä korkean entropian simulaatio muodostaa erikokoisia atomikuutioita, ja laskee kuution sisältämän
konﬁguraatioentropian. Ohjelman keräämä data perustuu ainoastaan generoituihin satunnaislukuihin,
laatikon kokoon ja laatikkoon sijoitettaviin erilaisiin atomityyppeihin. Laatikon atomit ovat ideaalisia.
Atomeilla siis ei ole mitään vuorovaikutusta toistensa kanssa, ja ne ovat kaikki saman kokoisia. Laatikot
ovat systeemeitä, joiden ainut ominaisuus on erityyppisten atomeiden tuottama konﬁguraatioentropia.
Käytännön seoksissa atomityypit vastaavasti edustavat eri alkuaineita. Esimerkki 27 atomin kuutiosta
on esitetty kuvassa 26.
Kuva 26: 27:stä atomista muodostunut kuutio. Eri värit edustavat erityyppisiä atomeita. Lähde:
http://www.ebay.co.uk/itm/Meﬀerts-Molecube-Puzzle-Brand-New-/371952320790
5.1 Python-algoritmi
Algoritmin simuloima data on kerätty Helsingin yliopiston Mutteri-palvelimella. Palvelimen python-
versio on 2.4.3, joka on tätä kirjoitettaessa jo vanha. Python 2.7 ja sitä uudemmat versiot ovat yleisesti
käytössä, ja ne ovat taaksepäin yhteensopivia. Algoritmi ei käytä erillistä asennusta edellyttäviä mo-
duuleita, ja sen keräämä data mahtuu käyttäjäproﬁililla käytössä olevaan tilaan. Algoritmi on kirjoitet-
tu yhteen tiedostoon, ja se tekee oman hakemistonsa datatiedostoille. Hakemisto muodostuu polkuun,
josta ohjelma käynnistetään.
5.1.1 Yleiset muuttujat
Ohjelman 1. rivillä määritellään merkistöksi utf-8. Pythonin oletusmerkistö ei sisällä esimerkiksi ääk-
kösiä, joten tämä on hyvä laittaa ohjelman alkuun. 2. rivillä otetaan käyttöön tarvittavia moduuleita.
Random mahdollistaa satunnaislukujen generoinnin, math sisältää matemaattiset perusfunktiot, os
tarvitaan käyttöjärjestelmäkohtaisille toiminnoille ja sys metodille exit. 3. rivillä tuodaan itemgetter-
metodi, jolla pystytään järjestämään listoja tehokkaasti. 4. rivillä mahdollistetaan lohkojen sisällä
generoitujen muuttujien käyttö kaikkialla ohjelmassa. 5. rivillä talletetaan Boltzmannin vakio muut-
tujaan.
1. # -*- coding: utf-8 -*-
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2. import random, math, os, sys
3. from operator import itemgetter
4. namespace = globals()
5. Kb = 1.38064852 * (10 ** -23)
Riveillä 6 - 14 muodostetaan datalle oma hakemisto. Hakemistoon luodaan otsikot sisältävä tiedosto
tuloksia varten. Jos kummankaan muodostus epäonnistuu, niin ohjelma näyttää siitä ilmoituksen.
Rivillä 15 luodaan taulukko, josta luetaan hiukkastyyppien määrät kuutiossa. Entropiat lasketaan
kaikilla tyyppimäärillä kaikenkokoisille kuutioille, joiden sivujen pituudet määritellään rivillä 16.
6. try:
7. if (os.path.isdir('EntropiaData') != True):
8. os.mkdir('EntropiaData')
9. ﬁle = open('EntropiaData/Tulosdata.asc', 'w')
10. ﬁle.write('L ' + 'Nmaara ' + 'Entropia ' + 'Virhe')
11. ﬁle.close()
12. except:
13. print '\nHakemistoa tai tiedostoa ei voinut muodostaa'
14. sys.exit()
15. NmaaraTable = [2,3,4,5,6,7,8,9,10,11,12,13,14,15,16]
16. Ltable = [2,3,4,10,60]
Riveillä 17 - 20 käynnistetään silmukat, jotka käyvät läpi kaikki hiukkastyyppien määrät jokaiselle hiuk-
kaskuutiolle. Riveillä 21 - 23 lasketaan kuution hiukkasten yhteismäärä, sekä muodostetaan taulukot
hiukkastyypin N0 määrille, ja niitä vastaaville entropioille.
17. for Nm in NmaaraTable:
18. Nmaara = Nm
19. for Llen in Ltable:
20. L = Llen
21. Ntot = L ** 3
22. N0maara = []
23. Stable = []
5.1.2 Datan kerääminen
Rivi 24 määrittää simulaation toistomääräksi sata kertaa kuutiossa olevien hiukkasten määrän. Ei olisi
hyödyllistä tehdä miljoonaa toistoa muutaman hiukkasen laatikolle. Toisaalta laatikon koko kasvaa
nopeasti, ja simulaatiolaitteen rajoitukset tulevat vastaan nopeasti. Riviltä 25 alkaa silmukka, joka
kerää kuution statistiikkaa. Rivillä 26 luodaan laatikon hiukkasmäärän sisältävä apumuuttuja. Rivillä
27 alkavassa silmukassa täytetään laatikko eri hiukkastyypeillä. Riveillä 28 - 31 arvotaan satunnaisesti,
montako hiukkasta kutakin tyyppiä laatikkoon sijoittuu.
24. toistoMaara = 100 * Ntot
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25. for statistics in range(0,toistoMaara):
26. MaxN = Ntot
27. for i in range(0, Nmaara - 1):
28. namespace['N%d' % i] = random.randint(0,MaxN)
29. MaxN = MaxN - namespace['N%d' % i]
30. Tmp1 = Nmaara-1
31. namespace['N%d' % Tmp1] = MaxN
Rivit 32 - 36 laskevat laatikon konﬁguraatioentropian suoraan kaavojen 14 ja 16 mukaisesti. Rivillä 34
oleva ehto huomio ettei tiettyä hiukkastyyppiä aina satu laatikkoon välttämättä yhtään. Riveillä 37 ja
38 lisätään laatikon entropia, ja sitä vastaava hiukkastyypin N0 lukumäärä taulukoihin. Tämä prosessi
toistuu rivillä 24 määritetyn toistomäärän mukaisesti.
32. LogPermutations = Ntot * math.log(Ntot)
33. for i in range(0,Nmaara):
34. if (namespace['N%d'%i] > 0):
35. LogPermutations = LogPermutations - (namespace['N%d'%i] * math.log(namespace['N%d'%i]))
36. S = Kb * LogPermutations
37. N0maara.append(N0)
38. Stable.append(S)
Riveillä 40 - 43 järjestetään hiukkasmäärät ja niitä vastaavat entropiat hiukkasmääräjärjestyksessä
rivillä 39 luotuun taulukkoon. Riveillä 44 ja 45 luodaan EntropiaData-hakemistoon tiedosto, jota käy-
tetään kuvaajan piirtämiseen. Riveillä 46 - 58 lasketaan samalla N0-lukumäärällä olevien entropioiden
keskiarvo, ja kirjoitetaan tulos tiedostoon. Rivillä 48 lisättävä taulukko on silmukan toimintaa korjaava
apuobjekti.
39. isoTable=[]
40. for i in range(0, toistoMaara):
41. tupleTable = [N0maara[i], Stable[i]]
42. isoTable.append(tupleTable)
43. isoTable.sort(key=itemgetter(0))
44. ﬁleNimi='EntropiaData/L%dNm%dP.asc' % (L, Nmaara)
45. ﬁle = open(ﬁleNimi, 'w')
46. Ssumma = 0
47. Slaskuri = 0
48. isoTable.append([-1, 0])
49. for i in range(0, toistoMaara):
50. tmp1 = isoTable[i]
51. tmp2 = isoTable[i+1]
52. Ssumma = Ssumma + tmp1[1]
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53. Slaskuri += 1
54. if(tmp1[0] != tmp2[0]):
55. ﬁle.write(str(tmp1[0]) + ' ' + str(Ssumma/ﬂoat(Slaskuri)) + '\n')
56. Ssumma = 0
57. Slaskuri = 0
58. ﬁle.close()
Riveillä 59 - 64 lasketaan entropian keskiarvo, sekä normaalijakautuneen datan virhearvio. Lopuksi
kirjoitetaan aluksi tehtyyn TulosData-tiedostoon simulaatiosta saatu tulos. Tiedostossa on lopuksi
yksi rivi jokaiselle laatikon koolle, jokaisella eri hiukkastyyppimäärällä.
59. Savg = sum(Stable) / ﬂoat(len(Stable))
60. Serror = 0
61. for S in Stable:
62. Serror = Serror + ((S - Savg) ** 2)
63. Serror = math.sqrt(Serror / ﬂoat(len(Stable) - 1))
64. Serror = Serror / math.sqrt(ﬂoat(len(Stable)))
65. ﬁleNimi = 'EntropiaData/TulosData.asc'
66. ﬁle = open(ﬁleNimi, 'a')
67. ﬁle.write('\n' + str(L) + ' ' + str(Nmaara) + ' ' + str(Savg) + ' ' + str(100*(Serror/Savg)))
68. ﬁle.close()
5.2 Kuvaajien piirtäminen Matlab-algoritmilla
Datan kerääminen on yksinkertaisinta ja tehokasta tehdä Python-algoritmilla. Python-ohjelmointikielessä
on työvälineitä myös kuvaajien piirtämiseen, mutta Matlab on erityisesti suunniteltu tähän tarkoituk-
seen. Python- algoritmilla kerätystä datasta piirretään Matlabilla tulosten käsittelyyn sopivia kuvaajia.
Tulosten kuvissa esitetyt entropian jakaumafunktiot on piirretty Matlabin hist-funktiolla.
Rivillä 1 määritellään minkä pituisille kuutioille kuvaajat piirretään. Jokaiselle tulee löytyä oma
datatiedostonsa. Rivi 2 avaa oman kuvan jokaiselle erikokoiselle kuutiolle. Rivit 3-5 kirjoittavat kuviin
niillä mainitut otsikkotiedot. Rivillä 6 lukitaan kuva, jolloin kaikki kuvaajat tulevat samaan kuvaan.
1. for j=[2,3,4,5,6,10,100,200,300,1000]
2. ﬁgure('Color','w')
3. title(sprintf('L = %i',j))
4. xlabel('N_0 (kpl)');
5. ylabel('S (J/K)','Rotation',0);
6. hold on
Rivillä 7 määritetään usean kuvaajan piirto samaan kuvaan, ja rivi 8 kertoo monenko eri hiukkastyyp-
pimäärän kuvaajat piirretään. Dataa ei välttämättä ole mahdollista kerätä kaikilla hiukkastyyppimää-
rillä, ja rivit 9 - 14 huolehtivat vain olemassa olevien datatiedostojen lataamisesta. Jos jotain tiedostoa
ei löydy, niin jatketaan piirtämistä seuraavasta.
36
7. hold on
8. for i=1:1:28
9. try
10. ﬁle=sprintf('L%iNm%iP.asc',j,i);
11. Data = load(ﬁle);
12. catch
13. continue
14. end
Riveillä 15 ja 16 luetaan data keräystiedostosta. Rivillä 18 lasketaan suoralle kolmannen asteen sovitus.
Sovituksen astetta voi olla tarpeellista muuttaa, mutta tässä tapauksessa kolme vaikuttaa kuvaajia
tarkasteltaessa hyvältä. Rivi 19 määrittää yksittäiselle kuvaajalle N-tyyppien määrän mukaisen nimen.
Rivillä 20 piirretään sovitettu kuvaaja. Rivi 21 lisää kuvan reunaan kaikkien siinä tässä vaiheessa
kuvassa olevien kuvaajien nimet.
15. N0 = Data(:,1);
16. S = Data(:,2);
17. coefs = polyﬁt(N0,S,3);
18. plotnumber=sprintf('N tyypit = %i',i);
19. plot(polyval(coefs,N0), 'DisplayNama', plotnumber);
20. end
21. legend('show')
Rivillä 31 piirretään kuvaan vielä joko viivadiagrammi, tai hajontadiagrammi. Tulosten kuvasta 27
nähdään, miten diagrammi hajaantuu nopeasti laatikon koon kasvaessa.
22. for i=1:1:28
23. try
24. ﬁle=sprintf('L%iNm%iP.asc',j,i);
25. Data = load(ﬁle);
26. catch
27. continue
28. end
29. N0 = Data(:,1);
30. S = Data(:,2);
31. plot(N0,S) % scatter(N0,S,0.1)
32. end
33. end
37
6 TULOKSET
L N Savg(J/K) Virhe(%) L N Savg(J/K) Virhe(%)
2 2 4,584E-23 2,2242 8 5 6,604E-21 0,1741
2 3 6,814E-23 1,8762 8 6 6,817E-21 0,1807
2 4 7,637E-23 1,9273 8 7 6,923E-21 0,1838
2 5 8,138E-23 2,0017 8 8 6,977E-21 0,1854
2 6 8,225E-23 2,0272 8 9 6,996E-21 0,1864
2 7 8,247E-23 1,9697 8 10 7,002E-21 0,1879
2 8 8,276E-23 1,9698 9 2 5,023E-21 0,1393
3 2 1,774E-22 0,8673 9 3 7,522E-21 0,1300
3 3 2,652E-22 0,7584 9 4 8,792E-21 0,1368
3 4 2,975E-22 0,8511 9 5 9,393E-21 0,1456
3 5 3,218E-22 0,8604 9 6 9,714E-21 0,1498
3 6 3,333E-22 0,8611 9 7 9,873E-21 0,1538
3 7 3,343E-22 0,8872 9 8 9,961E-21 0,1545
3 8 3,377E-22 0,8924 10 2 6,887E-21 0,1191
3 9 3,390E-22 0,9026 10 3 1,034E-20 0,1103
4 2 4,364E-22 0,4902 10 4 1,205E-20 0,1173
4 3 6,456E-22 0,4727 10 5 1,295E-20 0,1233
4 4 7,497E-22 0,4880 10 6 1,331E-20 0,1287
4 5 7,985E-22 0,5255 10 7 1,358E-20 0,1300
4 6 8,246E-22 0,5311 10 8 1,370E-20 0,1314
4 7 8,457E-22 0,5345 11 2 9,186E-21 0,1030
4 8 8,484E-22 0,5461 11 3 1,380E-20 0,0948
5 2 8,533E-22 0,3480 11 4 1,604E-20 0,1019
5 3 1,283E-21 0,3197 11 5 1,720E-20 0,1072
5 4 1,495E-21 0,3371 11 6 1,774E-20 0,1111
5 5 1,594E-21 0,3611 11 7 1,807E-20 0,1132
5 6 1,643E-21 0,3685 11 8 1,820E-20 0,1140
5 7 1,663E-21 0,3772 11 9 1,823E-20 0,1156
5 8 1,674E-21 0,3856 11 10 1,829E-20 0,1155
6 2 1,488E-21 0,2578 12 2 1,193E-20 0,0901
6 3 2,223E-21 0,2399 12 3 1,788E-20 0,0836
6 4 2,600E-21 0,2542 12 4 2,085E-20 0,0891
6 5 2,778E-21 0,2705 12 5 2,233E-20 0,0943
6 6 2,862E-21 0,2789 12 6 2,305E-20 0,0976
6 7 2,885E-21 0,2881 12 7 2,344E-20 0,0992
6 8 2,912E-21 0,2918 12 8 2,361E-20 0,1005
6 9 2,935E-21 0,2874 12 9 2,375E-20 0,1009
7 2 2,355E-21 0,2050 13 2 1,892E-20 0,0717
7 3 3,528E-21 0,1901 13 3 2,840E-20 0,0662
7 4 4,122E-21 0,2016 13 4 3,314E-20 0,0706
7 5 4,417E-21 0,2121 13 5 3,548E-20 0,0746
7 6 4,554E-21 0,2221 13 6 3,666E-20 0,0771
7 7 4,643E-21 0,2247 13 7 3,723E-20 0,0789
7 8 4,665E-21 0,2267 13 8 3,755E-20 0,0796
7 9 4,681E-21 0,2275 13 9 3,767E-20 0,0801
8 2 3,532E-21 0,1661 13 10 3,775E-20 0,0803
8 3 5,284E-21 0,1541 13 11 3,781E-20 0,0805
8 4 6,179E-21 0,1637
Taulukko 4: Laatikon sivun pituus atomeina L, Eri hiukkastyyppien lukumäärä N, Entropian odotusarvo
Savg ja odotusarvon virhe. Tulokset jokaisesta kuutiosta on kirjattu siihen hiukkastyyppi määrään asti,
johon entropia selvästi kasvaa edes vähän.
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L N Savg(J/K) Virhe(%) L N Savg(J/K) Virhe(%)
20 2 7,349E-20 0,0363 49 8 1,611E-18 0,0172
20 3 1,102E-19 0,0337 49 9 1,618E-18 0,0173
20 4 1,285E-19 0,0359 49 10 1,621E-18 0,0173
20 5 1,378E-19 0,0378 49 11 1,623E-18 0,0173
20 6 1,424E-19 0,0391 49 12 1,624E-18 0,0174
20 7 1,447E-19 0,0398 60 2 1,491E-18 0,0114
20 8 1,457E-19 0,0404 60 3 2,237E-18 0,0105
20 9 1,462E-19 0,0406 60 4 2,609E-18 0,0112
20 10 1,466E-19 0,0407 60 5 2,796E-18 0,0119
20 11 1,468E-19 0,0408 60 6 2,889E-18 0,0123
29 2 2,056E-19 0,0217 60 7 2,936E-18 0,0125
29 3 3,084E-19 0,0201 60 8 2,958E-18 0,0127
29 4 3,598E-19 0,0214 60 9 2,970E-18 0,0127
29 5 3,856E-19 0,0226 60 10 2,976E-18 0,0128
29 6 3,984E-19 0,0234 60 11 2,979E-18 0,0128
29 7 4,050E-19 0,0238 60 12 2,981E-18 0,0128
29 8 4,080E-19 0,0241 60 13 2,982E-18 0,0128
29 9 4,096E-19 0,0243 85 2 4,240E-18 0,0151
29 10 4,103E-19 0,0243 85 3 6,358E-18 0,0140
29 11 4,107E-19 0,0244 85 4 7,420E-18 0,0149
39 2 4,095E-19 0,0154 85 5 7,948E-18 0,0157
39 3 6,142E-19 0,0142 85 6 8,214E-18 0,0163
39 4 7,166E-19 0,0152 85 7 8,344E-18 0,0166
39 5 7,679E-19 0,0160 85 8 8,414E-18 0,0168
39 6 7,934E-19 0,0166 85 9 8,447E-18 0,0169
39 7 8,062E-19 0,0169 85 10 8,461E-18 0,0170
39 8 8,124E-19 0,0171 85 11 8,473E-18 0,0170
39 9 8,157E-19 0,0172 85 12 8,478E-18 0,0170
39 10 8,173E-19 0,0172 85 13 8,477E-18 0,0170
39 11 8,182E-19 0,0173 85 14 8,477E-18 0,0170
39 12 8,185E-19 0,0173 85 15 8,479E-18 0,0170
39 13 8,189E-19 0,0173 100 2 6,903E-18 0,0118
40 2 4,418E-19 0,0148 100 3 1,035E-17 0,0110
40 3 6,626E-19 0,0137 100 4 1,208E-17 0,0117
40 4 7,732E-19 0,0146 100 5 1,294E-17 0,0123
40 5 8,283E-19 0,0154 100 6 1,337E-17 0,0128
40 6 8,559E-19 0,0160 100 7 1,359E-17 0,0130
40 7 8,698E-19 0,0163 100 8 1,370E-17 0,0132
40 8 8,766E-19 0,0165 100 9 1,375E-17 0,0132
40 9 8,803E-19 0,0165 100 10 1,378E-17 0,0133
40 10 8,817E-19 0,0166 100 11 1,380E-17 0,0133
40 11 8,822E-19 0,0166 100 12 1,380E-17 0,0133
40 12 8,831E-19 0,0166 100 13 1,380E-17 0,0133
40 13 8,834E-19 0,0166 100 14 1,380E-17 0,0133
40 14 8,836E-19 0,0166 100 15 1,381E-17 0,0133
49 2 8,122E-19 0,0154
49 3 1,218E-18 0,0143
49 4 1,421E-18 0,0152
49 5 1,523E-18 0,0161
49 6 1,574E-18 0,0166
49 7 1,599E-18 0,0170
Taulukko 5: Laatikon sivun pituus atomeina L, Eri hiukkastyyppien lukumäärä N, Entropian odotusarvo
Savg ja odotusarvon virhe. Tulokset jokaisesta kuutiosta on kirjattu siihen hiukkastyyppi määrään asti,
johon entropia kasvaa.
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Kuva 27: Konﬁguraatioentropian odotusarvo hiukkastyyppimäärillä 2 - 10, ja kuutioiden pituuksilla 2
- 5 atomia. N0 tarkoittaa minkä tahansa kuutiossa olevan hiukkastyypin lukumäärää. Näin voidaan
tehdä, koska toistettaessa simulaatioita yhä useammin, jokaisen hiukkastyypin lukumäärien keskiarvo
lähestyy kyseisen tasajakauman odotusarvoa.
40
Kuva 28: Konﬁguraatioentropian odotusarvo hiukkastyyppimäärillä 2 - 19, ja kuutioiden pituuksilla 50
ja 60 atomia.
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Kuva 29: Konﬁguraatioentropian odotusarvo hiukkastyyppimäärillä 2 - 19, ja kuutioiden pituuksilla 85
ja 100 atomia.
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Kuva 30: Kuvan 29 kuvaajien huiput lähikuvina. Kuvasta voi erottaa tarkemmin, miten kuvaajat py-
syvät hyvin lähelle samanlaisina, vaikka hiukkastyyppimäärä ja laatikon koko kasvavat.
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Kuva 31: Entropian jakauma kuutiolle L = 50, jossa entropia on jaettu 200:n palkkiin, jotka sisältävät
entropian arvojen lukumäärät pienimmistä entropian arvoista suurimpiin. Miltä tahansa entropia-
väliltä kuvaajasta otettu pinta-ala jaettuna koko kuvaajan pinta-alalla, kertoo millä todennäköisyydellä
entropia kyseisessä kuutiossa osuu kyseiselle entropiavälille.
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Kuva 32: Entropian jakauma kuutiolle L = 50, jossa entropia on jaettu 200:n palkkiin, jotka sisältävät
entropian arvojen lukumäärät pienimmistä entropian arvoista suurimpiin. Miltä tahansa entropia-
väliltä kuvaajasta otettu pinta-ala jaettuna koko kuvaajan pinta-alalla, kertoo millä todennäköisyydellä
entropia kyseisessä kuutiossa osuu kyseiselle entropiavälille.
45
Kuva 33: Entropian jakauma kuutiolle L = 50, jossa entropia on jaettu 200:n palkkiin, jotka sisältävät
entropian arvojen lukumäärät pienimmistä entropian arvoista suurimpiin. Miltä tahansa entropia-
väliltä kuvaajasta otettu pinta-ala jaettuna koko kuvaajan pinta-alalla, kertoo millä todennäköisyydellä
entropia kyseisessä kuutiossa osuu kyseiselle entropiavälille.
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Kuva 34: Samaan kuvaan tulostettu entropian suhteellinen jakauma eri hiukkastyyppimäärillä kuutiol-
le, jossa L=25. Eriväriset palkit kuvaavat tietyllä välillä esiintyvän entropian suhteellista osaa pienim-
mästä suurimpaan.
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7 JOHTOPÄÄTÖKSET
Tutkittu ilmiö vaikuttaa sellaiselta, että sitä voisi mahdollisesti selvittää syvällisemmin analyyttisesti.
Tässä kaikki tarkastelu kuitenkin perustuu simulaatiosta kerättyihin tuloksiin, ja mielestäni simulaa-
tion tekevä ohjelma on helpompi järjestää, kun verrataan pelkästään matemaattiseen ongelmanrat-
kaisuun. Yleensä ongelmana on simulaatiorajoitusten, eli toistojen rajallisen määrän tuloksiin tuoma
epätarkkuus. Tulokset eivät kuitenkaan vaikuttaneet muuttuvan mihinkään, vaikka toistojen määrän
olisi pudottanut sadasta kymmeneen. Ainoastaan kuvaajien muoto oli hieman epätasaisempi pienem-
millä toistomäärillä.
Toistojen liian suuri määrä alkaa nopeasti tuottamaan ongelmia. Toistojen määrää oli pienennet-
tävä sitä mukaa, kun kuution hiukkasmäärä kasvoi. Kuution sivujen pituuksilla 2 - 30 atomia, toistoja
tehtiin 100-kertaisesti laatikon hiukkasmäärään verrattuna. Tämän jälkeen toistojen määrä pudotet-
tiin 50:een. Viimeiset kokeet tehtiin kymmenellä toistomäärällä, kuution sivujen pituuksilla 85 ja 100
atomia. Jos yli sadan atomin pituista kuutiota yritti simuloida satakertaisella toistomäärällä, käyttäjä-
proﬁilin käytössä oleva kiintolevytila loppui nopeasti kesken. Tiedostot kasvoivat muutenkin suuriksi, ja
simulaation valmistumista joutui odottamaan pitkään. Algoritmiin lisätty samalle hiukkastyyppimää-
rälle sattuvien entropioiden keskiarvoistus osoittautui tärkeäksi, koska tällöin datatiedostoon kirjoitet-
tiin maksimissaan yhtä monta riviä, kuin kuutiossa oli hiukkasia. Esimerkiksi sadalla toistolla tiedosto
olisi ilman keskiarvoistusta ollut sata kertaa suurempi. Myös kuvaajien piirtäminen osoittautui selvästi
vaivattomammaksi, kun datasta oli kirjattu jokaisen pisteen sijaan niiden odotusarvot.
Hiukkastyyppimäärän 2, tai 3 omaavat kuutiot voidaan ajatella vastaavan perinteisten metalli-
seosten konﬁguraatioentropiaa. Korkean entropian seoksia vastaavat vähintään hiukkastyyppimäärän
5 omaavat kuutiot. Tulosten taulukosta nähdään, että jo pienin mahdollinen kuutio saa hiukkastyyp-
pimäärää kasvattamalla lähes kaksinkertaisen konﬁguraatioentropian. Tämä näyttäisi toistuvan kai-
kissa tuloksissa aina sadan atomin pituiseen kuutioon asti. Tuloksista nähtävä entropian odotusar-
von virhe on laskettu olettaen entropiajakauma normaalijakautuneeksi. Suurilla kuutioilla jakauman
huomataan myös muistuttavan normaalijakaumaa, mutta virhearvio on normaalijakaumaoletuksella
suuntaa-antava.
Kun tarkastellaan tulosten kuvaajia, joissa entropian odotusarvo on piirretty yksittäisen hiukkas-
tyypin funktiona, huomataan kuvaajien muodon olevan täysin sama hiukkasten määrästä riippumatta.
Verrataan kuvan 27 kuvaajaa L = 4, ja kuvan 29 kuvaajaa L = 100. Kuvaajassa L = 100 huomataan
seitsemän selvästi toisistaan erottuvaa hiukkastyyppiä, ja kuvaajassa L = 4 ainoastaan kuusi. Hiukkas-
tyyppien määrällä siis näyttäisi olevan koko ajan pienentyvä merkitys entropian odotusarvoon. Tämä
nähdään tarkemmin myös tulosten taulukosta. Jokaisesta kuvaajasta kuitenkin huomataan selvästi,
miten entropian maksimiarvo siirtyy kokoajan vasemmalle. Kuvasta 30 nähdään, miten tarkasti myös
kuvaajien huipuille pakkautuneiden N-tyyppien mukaiset entropioiden odotusarvot säilyvät saman-
muotoisina. Kaikista kuvaajista myös nähdään, miten kuvaaja nousee lähes välittömästi kohti mak-
simiarvoa sitä nopeammin, mitä enemmän N-tyyppejä kuutiossa on. Tässäkin tapauksessa muutos
kuitenkin vaimentuu voimakkaasti hiukkastyyppimäärän ylittäessä 7 kappaletta.
Entropian jakautuminen simulaatiopopulaatiossa näyttäisi säilyttävän muotonsa riippumatta kuu-
tion hiukkasmäärästä. Tuloksissa on esitetty entropian jakauma käyttäen 50 atomin pituista laatikkoa,
jossa hiukkastyyppien määrä vaihtelee välillä 2-19. Jakauman muoto on eksponentiaalinen hiukkas-
tyyppimäärällä 2. Tämä viittaa siihen, että perinteiset metalliseokset omaavat hyvin todennäköisesti
maksimaalisen konﬁguraatioentropian. Hiukkastyyppimäärillä 3 - 5 jakauma alkaa siirtyä nopeasti koh-
ti entropia-alueen keskustaa, se alkaa kehittyä kohti normaalijakaumaa. Hiukkastyyppimäärillä 7 - 9
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nähdään, että jakauman muoto ei enää voimakkaasti muutu, mutta jakauman huippu siirtyy selkeäs-
ti kohti pienempää entropiaa. Kun hiukkastyyppimäärää kasvatetaan, jakauman huippu siirtyy vielä
kohti pienempää entropiaa, mutta hiukkastyyppimäärien 18 -ja 19 välillä ei ole enää silmämääräisesti
havaittavaa eroa.
Tulosten perusteella tutkimuksesta voi tehdä seuraavat johtopäätökset: Jakauman muoto ei enää
silminnähden muutu hiukkastyyppien määrän ylittäessä 17. Eri hiukkastyyppien lisääminen ei enää
7 hiukkastyypin jälkeen kasvata entropian odotusarvoa merkittävästi. Entropian odotusarvo nousee
tietyn hiukkastyypin N0 hiukkasmäärän kasvaessa aluksi sitä nopeammin, mitä suurempi on hiukkas-
tyyppien määrä systeemissä. Hiukkastyyppimäärän kasvaessa entropian jakauma muuttuu nopeasti
hiukkastyyppimäärään 10 asti.
Työtä voisi jatkaa esimerkiksi etsimällä menetelmiä, jolla simulaatiota saisi tehtyä realistisemman
kokoisille kuutioille. Tutkimuksen merkitys myös hahmottuisi paremmin, jos olisi tiedossa miten no-
peasti entropian kasvaminen vaikuttaa faasin muodostumiseen. Jos merkitystä on ainoastaan hyvin
suurilla entropian muutoksilla, niin konﬁguraatioentropian merkitys ilmiössä jää muita korkean entro-
pian ilmiöitä vähäisemmäksi.
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