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A fault diagnosis method of integrate of D-S evidential theory based on neural network was presented for turbine. In 
this method, preliminary diagnosis of fault information with BP and RBF network constitute the initial diagnosis 
layer; then, the each result of preliminary diagnosis as a body of evidence are fused under the D-S evidential theory 
for obtaining diagnostic results. Compared to a single diagnosis method, the simulation results show that the 
proposed method can effectively diagnose the vibration fault of turbine, can avoid misdiagnosis, and has good 
application prospects. 
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1. Introduction 
Turbine generator unit is a very complex system, and plays an important role in electricity production. 
The running status of turbine generator unit does not only affect its own safety and stability of operation, 
but also has a direct impact on the follow-up production, which can cause significant economic losses in 
severe, even lead to destroying the machine and causing casualties. In recent years, fault of turbine 
generator unit have occurred frequently, which makes high demand for the reliability and security of the 
turbine generator unit. Greater attention is being paid to the fault diagnosis technology of turbine 
generator, which has developed into a comprehensive interdisciplinary subject. 
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The device information reflected in sensors has uncertainty because of the complexity of thermal 
power plant equipment itself and the uncertainty of operating environment. These uncertainties will 
inevitably lead to being reduced accuracy of fault diagnosis, or even missed and misdiagnosed. For such a 
complex system of turbine generator, it is clear that can not meet the actual demand based on a single 
source of information, a single knowledge representation and a single reasoning mechanism of the fault 
diagnosis method. And, with thermal power tending to high-parameter, large capacity and complexity, the 
type and number of sensors increased dramatically, and only the various multi-dimensional information 
obtained from many aspects on the same object, and make comprehensive use of these information, the 
equipment can be more reliable and more accurate diagnosis. Multi-source information fusion is the 
information processing method, which integrate and analysis automatically the information from different 
knowledge sources under certain rules by computer technology, which is completed to the required 
decisions and estimated tasks. The technology of multi-source information fusion was applied in many 
fields, such as fault diagnosis in power [1], vibration fault diagnosis of water generator unit[2] and 
condition assessment of rotating machinery[3], etc., and has made certain achievements. Therefore, 
multi-source information fusion technology provides a new way to solve the uncertainty problem of fault 
diagnosis for the complex system. 
A fault diagnosis method of integrate of D-S evidential theory based on BP and RBF was presented. In 
this method, preliminary diagnosis of fault information with BP and RBF network constitute the initial 
diagnosis layer; then, the each of preliminary diagnosis as a body of evidence are fused under the D-S 
evidential theory, and obtained diagnostic results. 
2. Fault diagnosis based on information fusion 
Information fusion is the multi-level, multifaceted information processing, including multi-source data 
detection, correlation, combination, and estimation, which is to improve the accuracy of fault diagnosis. 
In this paper, using the good fusion capability of D-S evidence theory to multi-source information, the 
results of the preliminary diagnosis by a single method were fused in decision-making layer, and the 
diagnostic reliability of the fusion result is higher than the single method. To a certain extent, the fusion 
method can avoid misdiagnosis, and has good adaptability and fault tolerance. 
2.1 The Principle of Fault Diagnosis Based on BP Network 
BP neural network[4] is a feed forward neural network, including input layer, hidden layer and output 
layer, and its main feature is the signal forward transmission and error back propagation. BP network can 
realize nonlinear mapping between input signal and output signal, and it does not depend on the model. 
2.2 The Principle of Fault Diagnosis Based on RBF Network 
RBF neural network[4] is a three-layer forward network. The first layer is input layer, formed by the 
signal source node. The second layer is hidden layer, the transfer function of neurons of hidden layer, 
radial basis function, is the non-negative and non-linear function with the center of radial symmetric and 
decay, and the function is a local response function. The third layer is output layer, it responds to input 
mode. RBF neural network has a simple structure, concise training and rapid in learning convergence 
speed, and can approach any nonlinear function. So, the RBF network is introduced to the turbine fault 
diagnosis. 
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2.3 Evidence Theory 
Evidence theory is also known as Dempster-Shafer theory, referred to as D-S theory. D-S theory is an 
effective information fusion method. In the framework of the evidence theory, information fusion relies 
on the use of a combination rule allowing the belief functions for different propositions to be combined. 
D-S theory’s operation is mainly based on the belief function, and it can better satisfy the weaker axiom 
system than the probability. Compared with the traditional probability theory and Bayes theory, D-S 
theory has great flexibility in uncertainty treatment, and the evolution and application of evidence based 
on knowledge, etc. D-S theory does not require prior information, but on the subordination of value, using 
propositional calculus as reasoning within the D-S framework [5].
Let  be a finite set of mutually exclusive and exhaustive proposition, is also called the hypothesis 
space[6]. (ΗΡ  is assumed that constitute the set Η  of all their subsets. The mapping 
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bel  measures the total amount of probability that must be distributed among the 
elements of ; it reflects inevitability and signifies the total degree of belief of  and constitutes a lower 
limit function on the probability of . On the other hand, the plausibility function  measures the 
maximal amount of probability that can be distributed among the elements in ; it describes the total 
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Fig.1 the structure of D-S information fusion based on BP and RBF 
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The structure of fault diagnosis system based on D-S information fusion is shown in Figure 1. Figure 1 
show that the extracted feature vectors are input to the BP network and RBF network respectively, and 
the results of preliminary diagnosis are obtained from the BP network and RBF network. The each of 
preliminary diagnosis as a body of evidence are fused under the D-S evidential theory for obtaining 
diagnostic results. 
2.5 Decision Rule 
Confidence interval reflects the uncertainty. Once ( )Abel and ( )APls are determined, the confidence 
intervals ( ) ( )[ APls,Abel
( )A
]  will be determined. So, the fault can be diagnosed under decision rules. 
Decision rules used in this paper is the largest trust rules, which select the maximum hypothesis 
as a decision-making results. bel
2.6 The Procedure of Fault Diagnosis Algorithm 
The fault diagnosis method of integrate of D-S evidential theory based on neural network is presented 
in this paper, and its specific procedures of are as follows: 
1) Get the fault information, and to extract fault features; 
2) Diagnose preliminarily of fault. That is, preliminary diagnosis of fault information is operated with 
BP network and RBF network respectively; 
3) Form the body of evidence. That is, the body of evidence is formed based on the results of the 
preliminary diagnosis, and the basic probability assignment values are obtained; 
4) D-S fusion. The fusion method is D-S evidence theory; 
5) Decision-making diagnosis. Decision rules used is the largest trust rules. 
3. Application in the fault diagnosis for turbine 
3.1 Design of Input Vector and Target Vector 
The structure of turbine is very complex, and the fault type of turbine is a lot. There are many fault 
feature signals, including temperature, pressure, amplitude, voltage, current, flow, power, etc., and among 
them the fault feature vibration signal contain the most fault information, more quickly and directly 
reflect equipment operating status, and also more likely to be monitored and analyzed. In order to verify 
the fault diagnosis method based on D-S theory in the paper, three kinds of common faults of turbine have 
been chosen: oil-membrance oscillation, unbalance and no orderliness. As is shown in tableⅠ, there is 
the elements of feature vector components of six different frequency ranges including <0.4f, 0.4f-0.5f, 1f, 
2f, 3f,> 3f (f for the rotation frequency)[7]. In the tableⅠ, Type1 is the fault mode of oil-membrance 
oscillation, Type2 is unbalance, and Type3 is no orderliness. Table Ⅱ is the test sample[7].
TableⅠ   Training sample data 
NO. <0.4f 0.4f-0.5f 1f 2f 3f >3f Target output vector Fault mode 
1 3.35 46.60 12.15 1.94 2.30 1.67 1 0 0 Type1 
2 4.43 51.00 11.02 3.02 1.30 2.43 1 0 0 Type 1 
3 3.24 50.00 11.61 1.24 0.90 1.30 1 0 0 Type 1 
4 5.72 46.30 12.31 3.62 1.50 0.59 1 0 0 Type 1 
5 6.32 45.80 15.23 3.56 2.30 3.19 1 0 0 Type 1 
6 1.51 3.29 52.92 6.59 2.5 2.54 0 1 0 Type 2 
7 2.43 1.19 54.49 4.64 0.80 1.78 0 1 0 Type 2 
Chunmei Xu et al. / Energy Procedia 16 (2012) 2027 – 2032 2031
Author name / Energy Procedia 00 (2011) 000–000 
8 0.54 2.92 48.82 6.64 3.90 1.51 0 1 0 Type 2 
9 0.81 1.73 52.00 6.43 3.60 1.89 0 1 0 Type 2 
10 1.24 1.35 49.79 4.64 1.00 2.27 0 1 0 Type 2 
11 1.78 1.46 22.46 23.8 19.0 8.59 0 0 1 Type 3 
12 0.92 1.24 30.38 22.0 16.0 5.67 0 0 1 Type 3 
13 0.65 2.11 21.98 26.2 18.0 11.10 0 0 1 Type 3 
14 1.13 0.92 24.46 22.3 15.0 15.80 0 0 1 Type 3 
15 0.92 1.40 26.08 26.0 20.0 11.40 0 0 1 Type 3 
TableⅡ   Test Sample 
NO. <0.4f 0.4f-0.5f 1f 2f 3f >3f Target output Fault mode 
1 3.01 40.60 11.15 2.94 2.30 1.07 1 0 0 Type 1 
2 0.50 2.22 48.82 6.54 2.90 1.61 0 1 0 Type 2 
3 3.29 47.00 1105 1.44 0.80 1.01 1 0 0 Type 1 
4 2.43 1.18 53.40 4.02 0.35 1.68 0 1 0 Type 2 
5 1.03 0.82 24.56 21.33 14.08 14.8 0 0 1 Type 3 
6 0.89 1.04 29.38 22.00 15.80 5.47 0 0 1 Type 3 
7 0.79 1.09 28.38 21.98 15.60 5.07 0 0 1 Type 3 
3.2 Diagnostic Results and Analysis 
First of all, the training samples vector and the test samples vector are normalized. The training 
samples are input to the BP network and RBF network for training; and then the test samples were 
entered into the BP network and RBF network to diagnose preliminarily. The fusion diagnosis method 
uses the D-S fusion network. Diagnostic results obtained are shown as Table Ⅲ.
In Table Ⅲ, it is Obviously that BP network and RBF network are successfully diagnosed all of the 
faults, and the support rate for diagnosis fault type is strengthened by D-S fusion. Take sample 1 as an 
example, BP network is diagnosed with Type 1 probability is 0.9845, Type 2 is 0.0155, Type 3 is 0; the 
RBF network ,Type 1 probability is 0.6818, Type 2 is 0.3182, Type 3 is 0; The D-S fusion, Type 1 is 
0.9927, Type 2 is 0.0073, Type 3 is 0. It can be seen that D-S integration strengthens the original 
evidence of higher support rate, and weakens the original evidence of lower support rate. 
Table III. The diagnosis results 
BP  RBF  D-S  NO. Fault mode Type1 Type2 Type3 Type1 Type2 Type3 Type1 Type2 Type3 Target output 
1 Type 1 0.9845 0.0155 0.0000 0.6818 0.3182 0.0000 0.9927 0.0073 0.0000 1 0 0 
2 Type 2 0.0053 0.9554 0.0393 0.0000 1.0000 0.0000 0.0000 1.0000 0.0000 0 1 0 
3 Type 1 0.9845 0.0155 0.0000 0.9814 0.0186 0.0000 0.9997 0.0003 0.0000 1 0 0 
4 Type 2 0.0055 0.9554 0.0391 0.0000 1.0000 0.0000 0.0000 1.0000 0.0000 0 1 0 
5 Type 3 0.0893 0.0976 0.8131 0.0000 0.0623 0.9377 0.0000 0.0079 0.9921 0 0 1 
6 Type 3 0.0127 0.0022 0.9851 0.0000 0.0158 0.9842 0.0000 0.0000 1.0000 0 0 1 
7 Type 3 0.0126 0.0021 0.9853 0.0000 0.0776 0.9224 0.0000 0.0002 0.9998 0 0 1 
4. Conclusion 
In this paper, a fault diagnosis method of integrate of D-S evidential theory based on BP and RBF 
network is presented, and applied in fault diagnosis for turbine. From the diagnostic results, these can be 
seen:
1) the fault diagnosis method presented in this paper can successfully diagnose all the fault of turbine; 
2) D-S integration is strengthen the original evidence of higher support rate, and weaken the original 
evidence of lower support rate; 
3) Compared to single fault method, the diagnostic capacity of D-S fusion method. 
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