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Abstract
The dissertation focuses on numerically approximating viscosity solutions to second
order fully nonlinear partial differential equations (PDEs). The primary goals of
the dissertation are to develop, analyze, and implement a finite difference (FD)
framework, a local discontinuous Galerkin (LDG) framework, and an interior penalty
discontinuous Galerkin (IPDG) framework for directly approximating viscosity
solutions of fully nonlinear second order elliptic PDE problems with Dirichlet
boundary conditions. The developed frameworks are also extended to fully nonlinear
second order parabolic PDEs. All of the proposed direct methods are tested using
Monge-Ampe`re problems and Hamilton-Jacobi-Bellman (HJB) problems. Due to the
significance of HJB problems in relation to stochastic optimal control, an indirect
methodology for approximating HJB problems that takes advantage of the inherent
structure of HJB equations is also developed.
First, a FD framework is developed that guarantees convergence to viscosity
solutions when certain properties concerning admissibility, stability, consistency, and
monotonicity are satisfied. The key concepts introduced are numerical operators,
numerical moments, and generalized monotonicity. One class of FD methods that
fulfills the framework provides a direct realization of the vanishing moment method for
approximating second order fully nonlinear PDEs. Next, the emphasis is on extending
the FD framework using DG methodologies. In particular, some nonstandard LDG
and IPDG methods that utilize key concepts from the FD framework are formulated.
Benefits of the DG methodologies over the FD methodology include the ability to
v
handle more complicated domains, more freedom in the design of meshes, higher
potential for adaptivity, and the ability to use high order elements as a means for
increased accuracy. Last, a class of indirect methods for approximating HJB equations
using the vanishing moment method paired with a splitting formulation of the HJB
problem is developed and tested numerically. The proposed methodology is well-
suited for both continuous and discontinuous Galerkin methods, and it complements
the direct methods developed in the dissertation.
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Chapter 1
Introduction
1.1 Prelude
Partial differential equations (PDEs) provide a convenient mathematical language for
describing relations between various quantities in a system. PDEs arise not only from
other fields within mathematics such as differential geometry and analysis, but from
almost every scientific and engineering field where mathematical models are used to
describe some phenomena. In general, a second order PDE in spatial variables has
the form
F
(
D2u,∇u, u, x) = 0, (1.1)
where D2u(x) and ∇u(x) denote the Hessian and gradient of u at x, respectively.
PDEs are often classified based upon the nonlinearity of the PDE operator F . A
fully nonlinear PDE corresponds to an equation where the operator F is nonlinear
in the highest order derivative(s) appearing in the PDE. The theory for linear, semi-
linear, and quasi-linear PDEs is well studied and can be considered classical in many
situations. In contrast, fully nonlinear PDEs are still at the forefront of developing
PDE analysis.
Closed form solutions do not exist for most PDEs, even for most linear PDEs.
Thus, when a solution does exist for a PDE problem, in order to visualize the
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solution(s), one must resort to numerical methods and algorithms to obtain an
approximate solution with the help of a computer. Today, numerical PDEs has
become a major research field in mathematics, largely driven by the vast array of
applications. As with PDE theory, much of the numerical PDE theory for linear, semi-
linear, and quasi-linear PDEs has been well developed and documented. However,
due to the relative infancy of fully nonlinear PDE theory, the area of numerical PDEs
for fully nonlinear PDEs is currently a growing area of interest.
The goal of this dissertation is to develop, analyze, and implement various
numerical methods for directly and indirectly approximating viscosity solutions of
fully nonlinear second order PDE problems with Dirichlet boundary conditions.
We will focus on building a theoretical framework for designing direct finite
difference (FD) and discontinuous Galerkin (DG) methods for approximating viscosity
solutions of fully nonlinear second order PDEs. We will also develop an indirect
methodology for approximating Hamilton-Jacobi-Bellman equations from stochastic
optimal control. To provide proper context for our methodologies, we will recall
results from PDE theory for fully nonlinear first and second order problems as well
as the corresponding numerical PDE results for first order fully nonlinear problems.
1.2 PDE Solution Concepts and Facts
To prepare necessary background materials, we first present an overview of the
relevant PDE theory for first and second order fully nonlinear PDEs. We begin
with formally defining a PDE and the classification of PDE problems based upon
degrees of nonlinearity.
Definition 1.1. Fix an integer k ≥ 1 and let Ω denote an open subset of Rd. An
expression of the form
F
(
Dku(x), Dk−1u(x), . . . , Du(x), u(x), x
)
= 0, x ∈ Ω (1.2)
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is called a kth-order partial differential equation, where
F : Rdk × Rdk−1 × · · · × Rd × R× Ω→ R
is given, and
u : Ω→ R
is the unknown.
Definition 1.2.
(i) The PDE (1.2) is called linear if it has the form
∑
|α|≤k
aα(x)D
αu = f(x)
for given functions f and aα, |α| ≤ k.
(ii) The PDE (1.2) is called semi-linear if it has the form
∑
1≤|α|≤k
aα(x)D
αu+ a0 (u, x) = 0
for given functions aα, |α| ≤ k.
(iii) The PDE (1.2) is called quasi-linear if it has the form
∑
|α|=k
aα
(
Dk−1u, . . . , Du, u, x
)
Dαu+ a0
(
Dk−1u, . . . , Du, u, x
)
= 0
for given functions a0 and aα, |α| = k.
(iv) The PDE (1.2) is called fully nonlinear if it depends nonlinearly upon the highest
order derivatives.
Since we are only concerned with first and second order PDEs, we let D2 denote the
Hessian operator and ∇ := D1 denote the gradient operator in the following.
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For presentation purposes, we adopt standard function and space notations as
in [7] and [32]. For example, for a bounded open domain Ω ⊂ Rd, B(Ω), USC(Ω)
and LSC(Ω) are used to denote, respectively, the spaces of bounded, upper semi-
continuous, and lower semicontinuous functions on Ω. Also, for any v ∈ B(Ω), we
define
v∗(x) := lim sup
y→x
v(y) and v∗(x) := lim inf
y→x
v(y).
Then, v∗ ∈ USC(Ω) and v∗ ∈ LSC(Ω), and they are called the upper and lower
semicontinuous envelopes of v, respectively.
In presenting the relevant PDE theory for fully nonlinear first and second order
PDEs, we will let H denote a general fully nonlinear first order operator and F
denote a general fully nonlinear second order operator. More precisely, for Γ ( ∂Ω,
H : Rd × R × (Ω ∪ Γ) → R and F : Sd×d × Rd × R × Ω → R, where Sd×d denotes
the set of d × d symmetric real matrices. The general first and second order fully
nonlinear PDE problems involve seeking locally bounded functions u : (Ω ∪ Γ) → R
and v : Ω→ R such that u and v are viscosity solutions (see Section 1.2.1) of
H(∇u, u, x) = 0 in Ω ∪ Γ, (1.3a)
F (D2v,∇v, v, x) = 0 in Ω, (1.3b)
respectively. We will also refer to (1.3a) as a Hamilton-Jacobi problem. For
presentation purposes, we have used the convention of writing the boundary condition
as a discontinuity of the PDE (cf. [3, p.274]). However, in our formulation of
numerical methods for (1.3b), we will treat the boundary conditions explicitly when
we assume Dirichlet boundary conditions.
A general solution theory that guarantees existence and uniqueness in some
function class does not exist for fully nonlinear second order problems as represented
by (1.3b) without some additional assumptions. Thus, we choose to impose some
structure on fully nonlinear second order problems represented by (1.3b). More
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precisely, we impose an ellipticity requirement. The following definition is standard
(cf. [3, 7, 32]).
Definition 1.3. Equation (1.3b) is said to be elliptic if, for all (p, λ, x) ∈ Rd×R×Ω,
there holds
F (A,p, λ, x) ≤ F (B,p, λ, x) ∀A,B ∈ Sd×d, A ≥ B,
where A ≥ B means that A−B is a nonnegative definite matrix.
We note that when F is differentiable, the ellipticity condition can also be defined by
requiring that the matrix ∂F
∂D2u
is negative semi-definite (cf. [32, p. 441]).
Lastly, we will assume that fully nonlinear second order problems satisfy a
comparison principle, as represented by the following definition:
Definition 1.4. Problem (1.3b) is said to satisfy a comparison principle if the
following statement holds. For any upper semi-continuous function u and lower
semi-continuous function v on Ω, if u is a viscosity subsolution and v is a viscosity
supersolution of (1.3b) (see Definition 1.6), then u ≤ v on Ω.
Remark 1.1. Since the comparison principle immediately infers the uniqueness of
viscosity solutions, it is also called a strong uniqueness property for problem (1.3b)
(cf. [3]).
1.2.1 Viscosity Solutions
Much of the PDE theory for fully nonlinear first order problems has become well
understood thanks to the viscosity solution concept pioneered by Crandall and Lions
in the early 1980s. We will focus on the viscosity solution framework as it is presented
in [17] and [13]. Due to the full nonlinearity in (1.3a) and (1.3b), standard weak
solution theory based upon multiplication by a regular test function and integration
by parts is not applicable. Furthermore, it can be shown that multiple solutions
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that satisfy the PDE almost everywhere exist. Thus, a different solution concept
was necessary in order to guarantee existence and uniqueness for solutions of fully
nonlinear PDEs. As such, the following definition of viscosity solutions for first order
problems was proposed (see [13]):
Definition 1.5. Let H denote the first order operator in (1.3a).
(i) A locally bounded function u : (Ω ∪ Γ) → R is called a viscosity subsolution of
(1.3a) if ∀ϕ ∈ C1(Ω ∪ Γ), when u∗ − ϕ has a local maximum at x0 ∈ Ω ∪ Γ,
H∗(∇ϕ(x0), u∗(x0), x0) ≤ 0.
(ii) A locally bounded function u : (Ω ∪ Γ) → R is called a viscosity supersolution
of (1.3a) if ∀ϕ ∈ C1(Ω ∪ Γ), when u∗ − ϕ has a local minimum at x0 ∈ Ω ∪ Γ,
H∗(∇ϕ(x0), u∗(x0), x0) ≥ 0.
(iii) A locally bounded function u : (Ω ∪ Γ) → R is called a viscosity solution of
(1.3a) if u is both a viscosity subsolution and viscosity supersolution of (1.3a).
The definition captures intrinsic properties of viscosity solutions that were historically
linked to the vanishing viscosity method presented in Section 1.2.2.
The definition of viscosity solutions can be extended to fully nonlinear second order
partial differential equations. Thus, we have the following definition of a viscosity
solution for second order problems that readily extends Definition 1.5:
Definition 1.6. Assume the second order operator F in (1.3b) is elliptic in a function
class A ⊂ B(Ω).
(i) The function u ∈ A is called a viscosity subsolution of (1.3b) if ∀ϕ ∈ C2(Ω),
when u∗ − ϕ has a local maximum at x0 ∈ Ω,
F∗(D2ϕ(x0),∇ϕ(x0), u∗(x0), x0) ≤ 0.
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(ii) The function u ∈ A is called a viscosity supersolution of (1.3b) if ∀ϕ ∈ C2(Ω),
when u∗ − ϕ has a local minimum at x0 ∈ Ω,
F ∗(D2ϕ(x0),∇ϕ(x0), u∗(x0), x0) ≥ 0.
(iii) The function u ∈ A is called a viscosity solution of (1.3b) if u is both a viscosity
subsolution and a viscosity supersolution of (1.3b).
We note that the ellipticity assumption on the operator F in the definition is not
necessary. However, the ellipticity assumption is used when proving the existence of
viscosity solutions.
The above definitions can be informally interpreted as follows. Without a loss of
generality, we may assume u∗(x0) = ϕ(x0) whenever u∗ − ϕ has a local maximum
at x0 or u∗(x0) = ϕ(x0) whenever u∗ − ϕ has a local minimum at x0. Then, u is a
viscosity solution of (1.3b) if for all smooth functions ϕ such that ϕ “touches” the
graph of u∗ from above at x0, we have F∗(D2ϕ(x0),∇ϕ(x0), ϕ(x0), x0) ≤ 0, and for
all smooth functions ϕ such that ϕ “touches” the graph of u∗ from below at x0, we
have F ∗(D2ϕ(x0),∇ϕ(x0), ϕ(x0), x0) ≥ 0. For the first order problem represented by
(1.3a), the interpretation remains the same with F replaced by H and the Hessian
term D2ϕ(x0) removed from the evaluation of the operator. Assuming u
∗ = u∗, i.e. u
is continuous, the informal geometric interpretation of a viscosity solution for second
order problems in one dimension is pictured in Figure 1.1.
We now make a few observations based on Definitions 1.5 and 1.6. The first
observation is that if u andH (or F ) are continuous, then the upper and lower ∗ indices
can be removed. The second observation is that both definitions are nonvariational.
The solution concept is not based upon an integration by parts approach. Instead, the
viscosity solution concept is based upon a local “differentiation by parts” approach
that characterizes an intrinsic property of viscosity solutions. The third observation
is that for a general fully nonlinear PDE problem, uniqueness of viscosity solutions
may only hold in a restricted function class. While the viscosity solution concept can
7
(a) A viscosity subsolution. (b) A viscosity supersolution.
Figure 1.1: A geometric interpretation of viscosity solutions for second order
problems.
eliminate “generalized” solutions that satisfy the PDE problem almost everywhere, a
viscosity solution may not exist without the added ellipticity assumption. In general,
fully nonlinear second order operators are not globally elliptic, and ellipticity only
holds in a restricted function class. Furthermore, fully nonlinear first order PDEs
are degenerate in the sense that the operators H and −H are both elliptic using
Definition 1.3 due to the fact H is independent of D2u.
We end this section by mentioning that the viscosity solution concept is readily
extended to dynamic PDE problems of the form
ut +H(∇u, u, x, t) = 0 in (Ω ∪ Γ)× (0,∞), (1.4a)
vt + F (D
2v,∇v, v, x, t) = 0 in Ω× (0,∞), (1.4b)
complemented with an initial condition. Then, for Hamilton-Jacobi problems, we
have u : (Ω ∪ Γ)× (0,∞)→ R is a viscosity solution on (Ω ∪ Γ)× (0, T ] if it satisfies
the given initial condition and for every ϕ ∈ C1((Ω ∪ Γ)× (0,∞)) and T > 0:
1. If (x0, t0) is a local maximum point of u
∗ − ϕ on (Ω ∪ Γ)× (0, T ], then
ut(x0, t0) +H∗(∇ϕ(x0, t0), u∗(x0, t0), x0, t0) ≤ 0.
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2. If (x0, t0) is a local minimum point of u∗ − ϕ on (Ω ∪ Γ)× (0, T ], then
ut(x0, t0) +H
∗(∇ϕ(x0, t0), u∗(x0, t0), x0, t0) ≥ 0.
The extension for a fully nonlinear second order operator F is analogous.
1.2.2 Existence and Uniqueness
We now provide some background material for the analysis of fully nonlinear PDEs.
First, we present a classical existence and uniqueness result. Then, we introduce
the vanishing viscosity method, which provides a constructive way to build viscosity
solutions for first order fully nonlinear PDEs. Finally, we reference some of the major
contributions that led to a full existence and uniqueness theory for second order
problems.
We first consider the Cauchy problem associated with the Hamilton-Jacobi
equation, (1.4a), paired with the initial condition u(x, 0) = u0(x) for all x ∈ Rd.
Suppose the PDE operator H is given by H(∇u). Then, it was first shown by Crandall
and Lions in [14] that when H ∈ C(Rd) and u0 ∈ BUC(Rd), there exists a unique
function u ∈ BUC(Rd × [0, T ]), for all T > 0, such that u is the unique viscosity
solution of (1.4a) and u(x, 0) = u0(x). The existence and uniqueness result can
also be extended to the Dirichlet boundary condition form of (1.4a) and/or when H
depends on u, x, and t.
Historically, viscosity solutions for Hamilton-Jacobi equations (1.4a) were obtained
using a limiting procedure. Consider the following family of second order quasi-linear
Cauchy problems
ut +H(∇u, u, x)− ∆u = 0, (1.5)
where  ∈ (0, 1). Then, it was also first proven by Crandall and Lions in [17] that there
exists a unique solution u to (1.5) for each , and the family of solutions converges
locally and uniformly to a continuous function u that was shown to be exactly the
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viscosity solution of the Cauchy version of (1.4a) as characterized by Definition 1.5.
Constructing a sequence of solutions to a regularized version of (1.3a) as a means to
approximate the viscosity solution is referred to as the vanishing viscosity method,
see Section 1.3.1.
In contrast to the quick success of the viscosity solution theory for first order
problems, the theory for second order problems took longer to develop. The first
evidence of a general existence and uniqueness theory can be found in Lions’ works
[41] and [42] for Hamilton-Jacobi-Bellman equations (see Section 1.4.2). The major
breakthrough for proving uniqueness and existence of solutions was the development
of a maximum-principle by Jensen in [37] and the development of Perron’s method
by Ishii (see [35] and [15]). In general, a limiting procedure for constructing viscosity
solutions for second order problems has not been established. However, some limiting
procedures have been obtained such as those of Evans found in [21], and the idea
of constructing solutions to a regularized problem forms the basis of the vanishing
moment method of Feng and Neilan to be discussed in Section 1.3.1. A self-contained
overview of the basic theory of viscosity solutions for fully nonlinear second order
PDEs can be found in [16].
1.3 Overview of Numerical Methods for Fully
Nonlinear PDEs
We now present a brief overview of some of the existing methods for numerically
approximating viscosity solutions for fully nonlinear second order PDEs. We start
with describing some of the numerical difficulties that arise when approximating fully
nonlinear PDEs. Next, we classify and list some of the successful approximation
techniques. We note that while a few numerical methods have been developed for
second order fully nonlinear PDEs, limited tools currently exist for the convergence
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analysis of these methods. A more expansive overview of numerical methods for
second order fully nonlinear PDEs can be found in the survey paper [27].
By the definition of viscosity solutions, we see that an approximation method
must be able to capture low-regularity functions. However, to make the situation
more difficult, an approximation method must also have a mechanism for filtering the
possibly infinite number of lower-regularity functions that satisfy the PDE almost
everywhere whenever the viscosity solution has higher regularity. We will see that
such low-regularity almost everywhere solutions can correspond to algebraic solutions
of the system of equations that results from discretizing a fully nonlinear PDE.
These false algebraic solutions are referred to as numerical artifacts resulting from
the discretization, and these numerical artifacts are known to plague the numerical
discretization of fully nonlinear PDEs when using or adapting standard numerical
methods for linear, semi-linear, and quasi-linear PDEs. Additionally, viscosity
solutions may be unique only in a restrictive function class A. Consequently, the
numerical solutions must also belong to a discrete function class that is consistent
with A.
A good example of numerical artifacts can be found in [27], where the Monge-
Ampe`re equation (see Section 1.4.1) in two-dimensions with a C∞ solution is
approximated on the unit square with a standard nine-point FD scheme. By using a
Newton solver and varying the initial guess, the authors demonstrate the ability to
capture all 2(N−2)
2
numerical solutions when using an N ×N grid with N = 4. Yet,
only one of the solutions corresponds to the C∞ convex solution of the PDE.
Due to the nonlinearity of the PDE, multiplication by a test function and using
integration by parts is not possible. In fact, the definition of viscosity solutions is
entirely nonvariational. Thus, Galerkin based methodologies are not immediately
applicable for approximating fully nonlinear PDEs. Instead, the viscosity solution
concept is based on a differentiation by parts approach, an entirely local definition
that has no known discrete analogue. For first order problems, the vanishing
viscosity method provides a constructive proof of existence for viscosity solutions
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that can be utilized to design numerical approximation schemes. However, a complete
constructive theory does not currently exist for second order problems.
1.3.1 Indirect Methods
A natural starting point for approximating viscosity solutions is to mimic the
original concept of viscosity solutions based upon limiting procedures for “stabilized”
equations. Therefore, the first class of methods that we introduce are all indirect
methods. The methods are based on approximating the given PDE problem by
another PDE that is in turn discretized. Thus, the approximation error has
two components, the PDE approximation and the numerical approximation of the
latter problem. The first two methods listed are based on approximating fully
nonlinear PDEs with higher-order quasi-linear PDEs. The third method is based
on transforming a PDE problem into a constrained optimization problem that can be
approximated in a least-squares sense.
We first state the classical result of Crandall and Lions found in [14] for viscosity
solutions of Hamilton-Jacobi equations. Consider the Cauchy problem using the
Hamilton-Jacobi equation given by (1.4a) and the second order quasi-linear PDE
(1.5). Assume the operator H is locally Lipschitz in Rd, H = H(∇u), and the initial
data u0 is bounded and Lipschitz continuous in Rd with T > 0. Then, if u denotes
the solution to (1.5) and u denotes the viscosity solution of (1.4a), there holds
sup
0≤t≤T
sup
x∈Rd
∣∣u(x, t)− u(x, t)∣∣ ≤ c√,
where c depends only on T and the Lipschitz constants of u0 and H. Furthermore the
Lipschitz continuity assumption for H is only used to guarantee u is smooth. If H is
only continuous and ut,∆u
 ∈ Lploc
(
Rd × (0,∞)) for 1 ≤ p < ∞, then the estimate
still holds.
The result of Crandall and Lions provides the foundation of the vanishing viscosity
method for approximating first order fully-nonlinear PDEs. In general, the vanishing
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viscosity method for approximating the viscosity solution of (1.3a) is defined as
approximating the viscosity solution u by a numerical approximation for the second
order quasi-linear PDE
−∆u +H (∇u, u, x) = 0 in Ω ∪ Γ,
where  is a small positive constant. Numerically, the perturbed second order problem
should have better properties at the discrete level due to the less severe nature of
the nonlinearity. Historically, the nomenclature for vanishing viscosity comes from
relating the second-order term ∆u to the viscosity tensor from continuum mechanics.
Building upon the success of the vanishing viscosity method for first order
problems, Feng and Neilan first proposed the vanishing moment method for fully
nonlinear second order PDEs in [29]. In full generality, the vanishing moment method
is defined as approximating (1.1) with the perturbed equation
G [u
] + F [u] = 0 in Ω,  > 0, (1.6)
where G is a differential operator with order greater than two. Furthermore, the
following criteria were proposed for the choice of G:
(i) G should be a linear or quasi-linear operator.
(ii) −G should be an elliptic operator.
(iii) G should “vanish” in some sense as → 0.
(iv) Equation (1.6) should be “easy” to solve numerically.
In essence, the higher order operator G should be chosen such that the “weak”
solution u converges to the viscosity solution of (1.1) in an appropriate norm as
→ 0.
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In practice, the vanishing moment method has typically been applied with
G[v] := ∆
2v,
where ∆2 denotes the fourth order biharmonic operator. When d = 2 and u is
interpreted as the vertical displacement of a bent plate, then the moment tensor of
the plate D2u can be associated with weak forms of ∆2u, motivating the terminology
“vanishing moment”. An additional boundary condition such as
∆u =  or
∂∆u
∂n
=  or D2un · n =  on ∂Ω
is typically chosen to complement the Dirichlet boundary condition so that the
perturbed problem is well-posed.
The vanishing moment method has typically been used in concert with Galerkin
type methods for discretizing (1.6), and it has been applied to problems such as the
Monge-Ampe`re equation, the equation of prescribed Gauss curvature, and the infinity-
Laplace equation, which is a quasi-linear PDE with non-divergence form. Much of
the analysis for the vanishing moment method is in relation to the Monge-Ampe`re
equation. A general convergence result such as that of Crandall and Lions for first
order problems is still open for the vanishing moment method.
The third example of indirect methods comes from the least-squares approach of
Dean and Glowinski as found in [19] and [20]. The main idea is to transform the
fully nonlinear second order boundary value problem into a constrained optimization
problem of the form
j(u, p) ≤ j(v, q) ∀{v, q} ∈ s,
for an appropriate functional j and an appropriate set s. One example is to use the
least squares functional for j; hence, we are led to the least squares method. The
approximation corresponds to the solution of a set of normal equations related to
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the optimization problem. Such a methodology has been considered for the Monge-
Ampe`re equation and the Pucci equation. A general overview of such methods can
be found in [27]. We note that least-squares methods will not be further considered
in this dissertation.
1.3.2 Direct Methods
In this section, we provide references for a non-exhaustive sampling of various direct
numerical methods for approximating solutions of fully nonlinear first and second
order PDEs that are most relevant to the numerical methods presented in the
dissertation. We first consider methods for Hamilton-Jacobi equations. Then, we
will discuss some FD methods for second order equations. We end with references for
alternative Galerkin-type methods for second order equations.
We begin by mentioning two numerical methods for Hamilton-Jacobi equations
that can be considered analogous to the methods we develop for second order fully
nonlinear equations. The first is the FD methods of Crandall and Lions as defined in
[14]. The paper defines a set of sufficient conditions that, when satisfied, guarantee
convergence of a FD method to the underlying viscosity solution. One of the key
ideas is the use of a numerical Hamiltonian. Later, Yan and Osher extended the use
of numerical Hamiltonians to nonstandard local DG methods as a means to develop
higher-order schemes in [53]. More details about the Crandall and Lions framework
can be found in Chapter 2, and more details about the Yan and Osher DG methods
can be found in Chapter 3.
A seminal work concerning the design of convergent FD methods for Hamilton-
Jacobi problems is the result of Tadmor concerning hyperbolic conservation laws.
In summary, every convergent monotone FD scheme for Hamilton-Jacobi equations
as well as hyperbolic conservation laws must contain a numerical diffusion/viscosity
term (cf. [51]). Thus, direct converging monotone methods for nonlinear first order
problems implicitly approximate the original differential equation with a perturbation
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term that involves an approximation for a second order operator such as the Laplacian
operator. Consequently, the vanishing viscosity method and the approximation of
viscosity solutions are strongly correlated.
Following the extension of viscosity solution theory to fully nonlinear second
order problems, the foundational paper concerning the numerical analysis of second
order problems was [3] by Barles and Souganidis. Their paper provides a set
of sufficient conditions that guarantee convergence for a class of approximation
methods. However, one of the first known methods to satisfy the framework was
the wide-stencil FD method of Oberman developed nearly twenty years later for
approximating the Monge-Ampe`re equation (see [46]). We do note that many FD
methods which do not necessarily fulfill the Barles and Souganidis framework have
been developed for Hamilton-Jacobi-Bellman equations (cf. [4], [38], [27], and the
references therein). In general, direct approximations using Galerkin methods are
limited. The existing methods assume the viscosity solution is actually a classical
solution, such as in [5]. Methods for Hamilton-Jacobi-Bellman equations that do not
have regularity requirements typically enforce a structure requirement on the second
order components of the linear operators, as in [36]. Thus, while some progress has
been made, numerical methods for fully nonlinear second order problems are not
nearly as rich as the numerical methods for Hamilton-Jacobi problems.
1.4 Selected Applications of Second Order Fully
Nonlinear PDEs
Second order fully nonlinear PDEs have applications in many science and engineering
fields such as antenna design, astrophysics, differential geometry, fluid mechanics,
image processing, meteorology, mesh generation, optimal control, optimal mass
transport, etc (see [27] and the references therein). As computing technology
increases and the field of computational science continues to grow as a new means for
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scientific research and practical problem-solving, the necessity for numerical methods
to approximate and visualize solutions to PDE problems has become paramount. In
this section, we present two of the prototypical second order fully nonlinear PDEs that
arise in many applications. The first is the Monge-Ampe`re equation and the second is
the Hamilton-Jacobi-Bellman equation. These two prototypical fully nonlinear PDEs
will serve as the basis for testing the numerical methods developed in the dissertation.
1.4.1 Monge-Ampe`re Equations
We first introduce the Monge-Ampe`re equation from differential geometry. Let u :
Ω→ R be a continuous function, and define the subdifferential of u at x0 by
∂u(x0) := {p | u(x) ≥ u(x0) + p · (x− x0)∀x ∈ Ω} .
Let ∂u(E) :=
⋃
x∈E ∂u(x) for all E ⊂ Ω. Then, the Monge-Ampe`re measure
associated with u is defined by
Mu(E) := Ld
(
∂u(E)
) ∀ Borel sets E ⊂ Ω,
where Ld denotes the Lebesgue measure on Rd. The Monge-Ampe`re problem then
involves finding a continuous convex function u with given Dirichlet boundary data
such that Mu = µ for a given Radon measure µ.
Suppose ∫
E
fdLd = µ(E)
for some function f : Ω→ R. It can be shown that if µ is absolutely continuous with
respect to Ld and u ∈ C2(Ω), then there holds
det D2u = f (1.7)
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pointwise. To see this, use the fact ∂u(x0) = ∇u(x0) for u ∈ C1(Ω) and Sard’s
Theorem ([44]) to obtain
∫
E
fdLd = µ(E) =Mu(E) =
∫
∇u(E)
dLd =
∫
E
det (D2u) dLd
for all Borel sets E ⊂ Ω. Equation (1.7) is referred to as the Monge-Ampe`re equation.
A more complete derivation can be found in [47] and [48].
A solution u that satisfies the weakened form of the Monge-Ampe`re equation
Mu = µ and given Dirichlet data is called an Aleksandrov solution to the Monge-
Ampe`re equation. In general, for a non-strictly convex domain Ω, the Monge-Ampe`re
equation may not have a classical solution even if the source f , Dirichlet boundary
data, and ∂Ω are smooth (cf. [32]). However, Aleksandrov solutions exist uniquely
when f > 0 (cf. [2]). Furthermore, the Aleksandrov solution is also a viscosity
solution provided µ is absolutely continuous with respect to Ld and has a continuous
density f . In fact, when f > 0, the two solution concepts are equivalent (cf. [33]).
We do note that other continuous nonconvex solutions of (1.7) with given Dirichlet
data may exist even when f > 0, and the Monge-Ampe`re operator is only elliptic in
the class of convex functions (cf. [32]).
Besides its applications in differential geometry, the Monge-Ampe`re operator also
arises in other application areas such as in Riemannian geometry and in optimal mass
transport. For instance, the equation of prescribed Gauss curvature from Riemannian
geometry involves the Monge-Ampe`re operator. Suppose a hypersurface of Rd+1 is the
graph of some function u such that, at each point of the surface, the Gauss curvature
equals a prescribed constant K. Then, we have u satisfies the second order fully
nonlinear PDE
det D2u = K
(
1 + |∇u|2)(d+2)/2 ,
which is called the prescribed Gauss curvature equation. The Monge-Kantorovich
optimal transport equation is another PDE that involves the Monge-Ampe`re operator.
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Let two sets X1, X2 ⊂ Rd, with mass density functions f1, f2, respectively, have equal
mass. Then, the optimal mass-preserving mapping between the two sets, u, subject
to a given positive quadratic cost density involves the fully nonlinear second order
PDE constraint equation
det D2u =
f1
f2
.
More information can be found in [52].
1.4.2 Hamilton-Jacobi-Bellman Equations
We now introduce Hamilton-Jacobi-Bellman (HJB) equations. We will focus on
how they relate to stochastic optimal control with regards to the Bellman principle,
an approach for transforming a stochastic optimal control problem into a second
order fully nonlinear PDE problem. Thus, approximating solutions of HJB equations
provides a means for approximating solutions to stochastic optimal control problems.
We will first explain how a special form of HJB equations is related to stochastic
optimal control. We end the section with the statement of the general form of
HJB equations. A more detailed introduction to stochastic optimal control and HJB
equations can be found in [30] and [31].
We begin with a generic stochastic optimal control problem. Let t, T ∈ R and
T > t. Furthermore, let X : [t, T ] → Rd; f : [t, T ] × Rd × A → Rd, for A ⊂ Rn; and
σ : [t, T ] × Rd × A → Rd. Then, we assume the stochastic process X(τ) is governed
by the stochastic differential equation
dX(τ) = f
(
τ,X(τ), a(τ)
)
+ σ
(
τ,X(τ), a(τ)
)
dW (τ) ∀τ ∈ (t, T ] (1.8a)
X(t) = x, (1.8b)
where W is a Wiener process, a : (t, T ] → A is a control vector, and each function
also depends upon a stochastic variable w that has been suppressed. Thus, we
have the control vector a determines the state of the stochastic process X at each
19
time τ through the stochastic differential equation, where the initial conditions are
determined by t and x.
We introduce a cost functional J : (0, T ]× Rn × A→ R defined by
J (t, x, a) := Et,x
[∫ T
t
L
(
τ,X(τ), a(τ)
)
dτ + g
(
X(T )
)]
, (1.9)
where L is called a running cost, g is called a terminal cost, and Et,x denotes the
expected value functional. Then, the stochastic optimal control problem involves
finding the optimal control a∗(t) such that the cost functional J is minimized for all
t, i.e.,
J (t,X∗, a∗) = min
a∈A
J (t,X, a) , (1.10)
where X(t) is the solution to (1.8) corresponding to a(t) at each time t.
We now apply dynamic programming to convert the stochastic optimal control
problem (1.10) into a second order fully nonlinear PDE problem. Suppose a∗ ∈ A
such that
a∗ ∈ argmin
a∈A
J (t, x, a) ,
and define the value function V : Rd × (0, T ]→ R by
V (x, t) := J (t, x, a∗) . (1.11)
Then, V is the minimal cost achieved starting from the initial state X(t) = x at time
t, and a∗ is the optimal control that attains the minimum.
Let Ω ⊂ Rd and T > 0. Then, the Bellman principle states that the value function
V satisfies the second order fully nonlinear PDE
∂V
∂t
= inf
a∈A
(
La[V ]− ha
)
in Ω× (0, T ], (1.12)
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where
La[V ] :=
1
2
σa ⊗ σa : D2V + ba · ∇V,
with
σa := σ
(
t, x, a(t)
)
, ba := f
(
t, x, a(t)
)
, ha := L
(
t, x, a(t)
)
.
Notationally, ⊗ denotes the outer product for two vectors and B : C denotes the
Frobenius inner product for two matrices B,C ∈ Rd×d. We note that the PDE
defined by (1.12) is an instance of the more general HJB equation which will be
defined at the end of the section.
Supposing V is known, we have
a∗ = argmin
a∈A
(
LaV − ha
)
, (1.13a)
dX∗(τ) = f
(
τ,X∗(τ), a∗(τ)
)
+ σ
(
τ,X∗(τ), a∗(τ)
)
dW (τ) ∀τ ∈ (t, T ] (1.13b)
with X∗(t) = x. Thus, given V , we can find the optimal control and corresponding
stochastic process that solve the stochastic optimal control problem. Therefore,
solving the HJB equation provides a means for solving the stochastic optimal control
problem (1.10).
The preceding formulation of the HJB equation applies when the HJB equation
comes from a stochastic optimal control problem. In general, the HJB problem does
not necessarily correspond to a stochastic optimal control problem. Let Θ ⊂ Rm and
ΩT := Ω × (0, T ]. Suppose Aθ : ΩT → Rd×d, bθ : ΩT → Rd, and cθ, fθ : ΩT → R.
Then, we define the HJB equation by
ut = inf
θ∈Θ
(
Lθu− fθ
)
, (1.14)
where
Lθu := A
θ : D2u+ bθ · ∇u+ cθ u
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and
Aθ : D2u :=
d∑
i=1
d∑
j=1
aθi,j uxixj , b
θ · ∇u :=
d∑
i=1
bθi uxi .
Thus, the HJB equation involves taking an infimum over a family of second order
linear differential operators. Since the optimal value for θ may change at each point in
the domain ΩT , the solution u will correspond to a function θ
∗ : ΩT → Θ that specifies
a particular second order linear operator at each point in the domain. Throughout the
dissertation, we refer to (1.14) and do not specify a corresponding stochastic optimal
control problem if it exists whenever we refer to the HJB equation.
1.5 Dissertation Organization
The dissertation is organized as follows. In Chapter 2 we introduce a new FD
framework for second order fully nonlinear elliptic partial differential equations. We
show that the proposed FD methods converge to the underlying viscosity solution for
one-dimensional problems, and we provide examples of such methods. We also extend
the framework to parabolic problems and elliptic problems in higher dimensions.
In Chapter 3 we present a DG framework based upon a nonstandard local DG
formulation that is shown to naturally generalize the methods proposed in Chapter 2.
Thus, the methods in Chapter 3 provide a way to increase the accuracy of the
FD methods first introduced in Chapter 2. To complement and expand upon the
methods of Chapter 3, we present an alternative DG methodology based upon a
nonstandard interior-penalty DG formulation in Chapter 4. All numerical methods
presented in Chapters 2, 3, and 4 are direct methods. In Chapter 5 we propose
an indirect methodology for approximating Hamilton-Jacobi-Bellman equations that
incorporates the vanishing moment method. Chapters 2, 3, 4, and 5 all include
numerical experimental results that support the proposed methodologies. Finally, in
Chapter 6, we comment on open problems and future directions for extending the
work of the dissertation.
22
We note that many of the topics discussed in the dissertation can be found
in previously submitted works. The material in Chapter 2 builds upon the one-
dimensional FD framework first presented in [28] for elliptic problems. In particular,
numerical tests are added as well as extensions for lower-order terms, higher-
dimensional problems, and parabolic problems. The material in Chapter 3 expands
upon the one-dimensional work of [23] using results that can be found in [26] and
[40]. Additional numerical tests are provided as well as an extended treatment of
high-dimensional problems. Chapter 4 is directly based upon [25] and [24]. However,
the material of Chapter 5 is appearing for the first time in this dissertation.
1.6 Mathematical Software and Implementation
We end the chapter with a comment regarding the numerical test data found
throughout the dissertation. All of the numerical results in Chapters 2, 3, and 4
were produced using code developed in the programming language Matlab ([43]).
The use of specific Matlab functions is documented in the relevant sections of the
dissertation. All of the numerical results in Chapter 5 were produced using the
finite element method software package COMSOL. More specifically, the numerical
test data in Section 5.3.1 was produced using version 3.5a ([11]), and the numerical
test data in Section 5.3.2 was produced using version 4.0a ([12]) in conjunction with
Matlab through the LiveLink feature. More information on Matlab can be found at
http://www.mathworks.com, and more information on COMSOL can be found at
http://www.comsol.com. The experiments in Section 5.3.1 were run on a laptop with
an Intel Core Duo processor rated at 2.0 GHz. All of the other experiments were run
on a laptop with an Intel Core i5 processor rated at 2.53 GHz.
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Chapter 2
Finite Difference Methods
In this chapter we develop a general and practical framework for building convergent
finite difference (FD) methods for approximating viscosity solutions of second order
Dirichlet boundary value problems
F [u](x) := F
(
D2u(x),∇u(x), u(x), x) = 0, x ∈ Ω ⊂ Rd, (2.1a)
u(x) = g(x), x ∈ ∂Ω, (2.1b)
where F is a fully nonlinear elliptic operator and Ω is an open, bounded domain.
After developing a set of sufficient conditions under which a given class of FD methods
converges, we will provide examples of methods that satisfy the proposed conditions.
Then we extend the framework to second order parabolic problems. Numerical tests
that demonstrate the convergence of the proposed methods for elliptic and parabolic
problems will be presented. We will also provide the corresponding numerical PDE
theory for fully nonlinear first order PDE problems for motivation and comparison
throughout the chapter.
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2.1 Difference Operators
To construct FD methods for problem (2.1), we need to introduce difference operators
for approximating first and second order derivatives. To this end, we first form
a computational grid for the domain Ω. For simplicity, we will assume Ω is a d-
rectangle, i.e., Ω = (a1, b1)× (a2, b2)× · · · × (ad, bd), and we shall only consider grids
that are uniform in each coordinate xi, i = 1, 2, . . . , d. Let Ji be a positive integer
and hi =
bi−ai
Ji−1 for i = 1, 2, . . . , d. Define h = (h1, h2, . . . , hd) ∈ Zd, J =
∏d
i=1 Ji, and
NdJ = {α = (α1, α2, . . . , αd) | 1 ≤ αi ≤ Ji, i = 1, 2, . . . , d}. Then,
∣∣NdJ ∣∣ = J . We divide
Ω into
∏d
i=1 (Ji − 1) subdomains with grid points
xα =
(
a1 + (α1 − 1)h1, a2 + (α2 − 1)h2, . . . , ad + (αd − 1)hd
)
for each multi-index α ∈ NdJ . We call Th = {xα}α∈NdJ a grid (set of nodes) for Ω.
Using the grid Th, we can define the standard forward and backward difference
operators. Let {ei}di=1 denote the canonical basis for Rd. Define the forward and
backward difference operators by
δ+xi,hiv(x) :=
v(x+ hiei)− v(x)
hi
, δ−xi,hiv(x) :=
v(x)− v(x− hiei)
hi
(2.2)
for a function v defined on Ω and
δ+xi,hiVα :=
Vα+ei − Vα
hi
, δ−xi,hiVα :=
Vα − Vα−ei
hi
for a grid function V defined on the grid Th. Note that “ghost-values” may need to
be introduced in order for the above difference operators to be well-defined on the
boundary of Ω. In the following, the operators δ+xi,hi and δ
−
xi,hi
for i = 1, 2, . . . , d will
serve as the building blocks in the construction of our FD methods in the sense that
we shall approximate all first and second order derivatives by using combinations and
compositions of these two operators.
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To approximate uxi(xα), we have two straight-forward options; that is,
uxi(xα) ≈ δ+xi,hiu(xα), uxi(xα) ≈ δ−xi,hiu(xα).
As a result, we have four possible ways to approximate uxixj(xα) using strictly
composition operators; that is,
uxixj(xα) ≈ δ+xj ,hjδ+xi,hiu(xα), uxixj(xα) ≈ δ−xj ,hjδ−xi,hiu(xα),
uxixj(xα) ≈ δ+xj ,hjδ−xi,hiu(xα), uxixj(xα) ≈ δ−xj ,hjδ+xi,hiu(xα).
A main idea for approximating viscosity solutions is to take advantage of multiple
approximations for a first or second order derivative in order to better capture the
behavior of the target function.
We now express explicit representations for the composition operators used above
to approximate second order derivatives. Let v denote a function defined on Ω and V
denote a grid function defined on the grid Th. Choose i, j ∈ {1, 2, . . . , d}. Observe,
δ+xj ,hjδ
+
xi,hi
v(x) =
v(x+ hiei + hjej)− v(x+ hiei)− v(x+ hjej) + v(x)
hihj
, (2.3a)
δ+xj ,hjδ
−
xi,hi
v(x) =
v(x+ hjej)− v(x)− v(x− hiei + hjej) + v(x− hiei)
hihj
, (2.3b)
δ−xj ,hjδ
+
xi,hi
v(x) =
v(x+ hiei)− v(x+ hiei − hjej)− v(x) + v(x− hjej)
hihj
, (2.3c)
δ−xj ,hjδ
−
xi,hi
v(x) =
v(x− hiei − hjej)− v(x− hiei)− v(x− hjej) + v(x)
hihj
(2.3d)
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and
δ+xj ,hjδ
+
xi,hi
Vα =
Vα+ei+ej − Vα+ei − Vα+ej + Vα
hihj
,
δ+xj ,hjδ
−
xi,hi
Vα =
Vα+ej − Vα − Vα−ei+ej + Vα−ei
hihj
,
δ−xj ,hjδ
+
xi,hi
Vα =
Vα+ei − Vα+ei−ej − Vα + Vα−ej
hihj
,
δ−xj ,hjδ
−
xi,hi
Vα =
Vα−ei−ej − Vα−ei − Vα−ej + Vα
hihj
.
The following lemma examines the local truncation errors for the given mixed
second order derivative approximation operators:
Lemma 2.1. For i, j ∈ {1, 2, . . . , d} such that i 6= j, the operators δ±xj ,hjδ±xi,hi and
δ∓xj ,hjδ
±
xi,hi
have first order local truncation errors, and the operators (δ+xj ,hjδ
+
xi,hi
+
δ−xj ,hjδ
−
xi,hi
)/2 and (δ+xj ,hjδ
−
xi,hi
+δ−xj ,hjδ
+
xi,hi
)/2 have second order local truncation errors.
Proof. Suppose v ∈ C4(Ω). Pick i, j ∈ {1, 2, . . . , d} such that i 6= j. Observe,
v(x± hiei) = v(x)± hivxi(x) +
1
2
h2i vxixi(x)±
1
6
h3i vxixixi(x) +O
(
h4i
)
,
v(x± hiei ± hjej) = v(x)± hivxi(x)± hjvxj(x) +
1
2
h2i vxixi(x) + hihjvxixj(x)
+
1
2
h2i vxixi(x)±
1
6
h3i vxixixi(x)±
1
2
h2ihjvxixixj(x)
± 1
2
hih
2
jvxixjxj(x)±
1
6
h3jvxjxjxj(x) +O
(
h4i + h
4
j
)
,
v(x∓ hiei ± hjej) = v(x)∓ hivxi(x)± hjvxj(x) +
1
2
h2i vxixi(x)− hihjvxixj(x)
+
1
2
h2i vxixi(x)∓
1
6
h3i vxixixi(x)±
1
2
h2ihjvxixixj(x)
∓ 1
2
hih
2
jvxixjxj(x)±
1
6
h3jvxjxjxj(x) +O
(
h4i + h
4
j
)
.
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Thus, we have
δ±xj ,hjδ
±
xi,hi
v(x) =
v(x± hiei ± hjej)− v(x± hiei)− v(x± hjej) + v(x)
hihj
=
hihjvxixj(x)± 12h2ihjvxixixj(x)± 12hih2jvxixjxj(x) +O
(
h4i + h
4
j
)
hihj
= vxixj(x)±
1
2
hivxixixj(x)±
1
2
hjvxixjxj(x) +O
(
h2i + h
2
j
)
and
δ±xj ,hjδ
∓
xi,hi
v(x) =
v(x± hjej)− v(x)− v(x∓ hiei ± hjej) + v(x∓ hiei)
hihj
=
hihjvxixj(x)∓ 12h2ihjvxixixj(x)± 12hih2jvxixjxj(x) +O
(
h4i + h
4
j
)
hihj
= vxixj(x)∓
1
2
hivxixixj(x)±
1
2
hjvxixjxj(x) +O
(
h2i + h
2
j
)
,
and the result follows. The proof is complete.
The standard central difference operators for approximating first and second order
derivatives in one-dimension can also be expressed in terms of the various difference
operators defined above. Choose i ∈ {1, 2, . . . , d}. The standard central difference
operator for approximating first order derivatives in one-dimension is defined by
δxi,hiv(x) :=
v(x+ hiei)− v(x− hiei)
2hi
(2.4)
for a function v on Ω and
δxi,hiVα :=
Vα+ei − Vα−ei
2hi
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for a grid function V on the grid Th. The standard central difference operator for
approximating second order derivatives in one-dimension is defined by
δ2xi,hiv(x) :=
v(x+ hiei)− 2v(x) + v(x− hiei)
h2i
(2.5)
for a function v on Ω and
δ2xi,hiVα :=
Vα+ei − 2Vα + Vα−ei
h2i
for a grid function V on the grid Th. Then, a simple computation reveals
δxi,hiv(x) =
1
2
(
δ+xi,hi + δ
−
xi,hi
)
v(x)
and
δ+xi,hiδ
+
xi,hi
v(x) = δ2xi,hiv(x+ hiei), δ
+
xi,hi
δ−xi,hiv(x) = δ
2
xi,hi
v(x),
δ−xi,hiδ
+
xi,hi
v(x) = δ2xi,hiv(x), δ
−
xi,hi
δ−xi,hiv(x) = δ
2
xi,hi
v(x− hiei)
for a function v defined on Ω and
δxi,hiVα =
1
2
(
δ+xi,hi + δ
−
xi,hi
)
Vα
and
δ+xi,hiδ
+
xi,hi
Vα = δ
2
xi,hi
Vα+ei , δ
+
xi,hi
δ−xi,hiVα = δ
2
xi,hi
Vα,
δ−xi,hiδ
+
xi,hi
Vα = δ
2
xi,hi
Vα, δ
−
xi,hi
δ−xi,hiVα = δ
2
xi,hi
Vα−ei
for a grid function V defined on Th. Thus, we have δ+xi,hiδ−xi,hi and δ−xi,hiδ+xi,hi yield the
standard central difference operator in one dimension, δ+xi,hiδ
+
xi,hi
yields the standard
central difference operator in one dimension shifted forwards one grid point in the xi
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coordinate direction, and δ−xi,hiδ
−
xi,hi
yields the standard central difference operator in
one dimension shifted backwards one grid point in the xi coordinate direction.
Lemma 2.2. For i ∈ {1, 2, . . . , d}, the operator δ±xi,hiδ±xi,hi has first order local
truncation error, and the operators δ±xi,hiδ
∓
xi,hi
and (δ+xi,hiδ
+
xi,hi
+ δ−xi,hiδ
−
xi,hi
)/2 have
second order local truncation errors.
Proof. Suppose v ∈ C4(Ω). Pick i ∈ {1, 2, . . . , d}. Observe,
v(x± 2hiei) = v(x)± 2hivxi(x) + 2h2i vxixi(x)±
4
3
h3i vxixixi(x) +O(h4i ).
Thus, we have
δ±xi,hiδ
±
xi,hi
v(x) = δ2xi,hiv(x± hiei)
=
v(x± 2hiei)− 2v(x± hiei) + v(x)
h2i
=
h2i vxixi(x)± 23h3i vxixixi(x) +O(h4i )
h2i
= vxixi(x)±
2
3
hivxixixi(x) +O(h2i )
and
δ±xi,hiδ
∓
xi,hi
v(x) = δ2xi,hiv(x)
=
v(x+ hiei)− 2v(x) + v(x− hiei)
h2i
=
h2i vxixi(x) +O(h4i )
h2i
= vxixi(x) +O(h2i ),
and the result follows. The proof is complete.
The standard central difference operators for approximating second order mixed
derivatives can also be formed using the second order composition operators defined
30
by (2.3). Choose i, j ∈ {1, 2, . . . , d} such that i 6= j. The standard central difference
operator for approximating second order mixed derivatives is defined by
δ2xi,xj ;hi,hjv(x) :=
v(x+ hiei + hjej)− v(x− hiei + hjej)
4hihj
(2.6)
+
v(x− hiei − hjej)− v(x+ hiei − hjej)
4hihj
for a function v on Ω and
δ2xi,xj ;hi,hjVα :=
Vα+ei+ej − Vα−ei+ej − Vα+ei−ej + Vα−ei−ej
4hihj
for a grid function V on the grid Th. Then, a simple computation reveals
δ2xi,xj ;hi,hj = δxi,hiδxj ,hj
=
δ+xi,hiδ
+
xj ,hj
+ δ+xi,hiδ
−
xj ,hj
+ δ−xi,hiδ
+
xj ,hj
+ δ−xi,hiδ
−
xj ,hj
4
.
Thus, the standard central difference operator for approximating second order mixed
derivatives is formed by averaging two second order operators, and we immediately
have the following lemma using the results of Lemma 2.1:
Lemma 2.3. For i, j ∈ {1, 2, . . . , d} such that i 6= j, the operator δ2xi,xj ;hi,hj has
second order local truncation error.
Using the above difference operators, we can define discrete gradient and Hessian
operators. To this end, using (2.2) and (2.3), we define forward and backward discrete
gradients by
∇±h :=
[
δ±x1,h1 , δ
±
x2,h2
, · · · , δ±xd,hd
]T
, (2.7)
and four discrete Hessians using composition of the two discrete gradients by
D+±h := ∇+h
(∇±h )T , D−±h := ∇−h (∇±h )T , (2.8)
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where T denotes the transpose operation. Both of the discrete gradients defined
by (2.7) are essential building blocks in the Crandall and Lions FD framework for
first order Hamilton-Jacobi problems, as discussed in the following section. Likewise,
the discrete Hessians defined by (2.8) will all be used as building blocks for our FD
framework for second order fully nonlinear PDE problems. We also note that the
standard second order discrete gradient and Hessian operators formed by using (2.4)
and (2.5) are defined by
∇h := [δx1,h1 , δx2,h2 , · · · , δxd,hd ]T (2.9)
and [
D2h
]
i,j
:=
δ
2
xi,hi
, if i = j,
δ2xi,hi;xj ,hj , otherwise,
(2.10)
respectively. Furthermore, using Lemmas 2.1, 2.2, and 2.3, we have the following
alternative second order discrete Hessian operators
D
2
h :=
D+−h +D
−+
h
2
, D˜2h :=
D++h +D
−−
h
2
, (2.11)
and [
D̂2h
]
i,j
:=

δ+xi,hi
δ+xi,hi
+δ−xi,hiδ
−
xi,hi
2
, if i = j,
δ2xi,hi;xj ,hj , otherwise
(2.12)
which will also be considered in the following.
2.2 The Finite Difference Framework of Crandall
and Lions for Hamilton-Jacobi Problems
As a prelude to presenting our framework for fully nonlinear second order problems,
we first present the successful FD framework of Crandall and Lions for fully nonlinear
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first order Hamilton-Jacobi problems as found in [14]. For this section, we consider
approximating the viscosity solution u ∈ A ⊂ C0(Ω× (0, T ]) for the Hamilton-Jacobi
problem
ut +H (∇u) = 0 in Ω× (0, T ], (2.13a)
u = g on Γ ⊂ ∂Ω× (0, T ], (2.13b)
u = u0 on Ω× {0}, (2.13c)
where the operator H is a continuous and possibly nonlinear function, A is a function
class in which the unique viscosity solution u resides, and Ω ⊂ Rd. We note that the
following framework can also be adapted for H a function of ∇u, u, x, and t.
The FD framework will be described for two-dimensional problems, i.e., d = 2.
Pick an integer N > 0 and let ∆t = T/N . We use a super-index to denote the
approximation at a given time level. Thus, Unj,k denotes the approximation for
u(xj,k, n∆t), n = 0, 1, . . . , N . The schemes to be considered will all be explicit in
time and can be written in the form
Un+1j,k = G
(
Unj−p,k−r, . . . , U
n
j+q+1,k+s+1
)
, (2.14)
where p, q, r, s are fixed nonnegative integers and G is a function of (p+q+2)(r+s+2)
variables.
Definition 2.1.
(i) The FD scheme represented by (2.14) is said to have differenced form if there
exists a function g such that
G (Uj−p,k−r, . . . , Uj+q+1,k+s+1) (2.15)
= Uj,k −∆t g
(
δ+x1,h1Uj−p,k−r, . . . , δ
+
x1,h1
Uj+q,k+s+1;
δ+x2,h2Uj−p,k−r, . . . , δ
+
x2,h2
Uj+q+1,k+s
)
.
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(ii) The FD scheme represented by (2.14) is said to be consistent with (2.13a) if
g(a, . . . , a; b, . . . , b) = H
(
[a, b]T
)
(2.16)
for all a, b ∈ R.
(iii) The FD scheme represented by (2.14) is said to be monotone on [−R,R] if
the function G (Uj−p,k−r, . . . , Uj+q+1,k+s+1) is nondecreasing in each argument
whenever
∣∣δ+x1,h1U`,m∣∣ , ∣∣δ+x2,h2U`′,m′∣∣ ≤ R for j − p ≤ ` ≤ j + q, k − r ≤ m ≤
k + s+ 1, j − p ≤ `′ ≤ j + q + 1, k − r ≤ m′ ≤ k + s.
(iv) The function g is called a numerical Hamiltonian for the FD scheme represented
by (2.14) when (2.15) holds.
Using Definition 2.1, Crandall and Lions proved the following convergence result
(adapted to the case d = 2):
Theorem 2.1. Let H : R2 → R be continuous and u0 be bounded and Lipschitz
continuous on R2 with L as a Lipschitz constant. For ∆t/h1,∆t/h2 > 0 fixed, let
the FD scheme (2.14) have differenced form, be monotone on [−(L + 1), L + 1], and
be consistent with (2.13a). Assume the numerical Hamiltonian g is locally Lipschitz
continuous. Define U0 by U0j,k := u0(xj,k) and U
n, n = 1, 2, . . . , N , by (2.14). Let
u be the viscosity solution of (2.13). Then there is a constant c depending only on
sup |u0|, L, g, and T such that
∣∣∣Unj,k − u (xj,k, n∆t) ∣∣∣ ≤ c√∆t
for 0 ≤ n ≤ N and all j, k.
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Remark 2.1.
(a) Using the backward difference operators and fixing values for p,q,r, and s, we
have schemes with the form
G(Uj,k) = Uj,k −∆t g
(
δ+x1,h1Uj,k, δ
−
x1,h1
Uj,k; δ
+
x2,h2
Uj,k, δ
−
x2,h2
Uj,k
)
are of differenced form. Using vector notation, we have
G(Uj,k) = Uj,k −∆t g
(∇+hUj,k,∇−hUj,k) .
Then, the monotonicity requirement implies g is nonincreasing with respect to
∇+hUj,k and nondecreasing with respect to ∇−hUj,k; that is, g (↓, ↑).
(b) The idea of using multiple derivative approximations and requiring monotonicity
in each approximation will also be vitally used in our FD framework for fully
nonlinear second order problems to be developed in Sections 2.3, 2.4, and 2.5.
We now present two families of numerical Hamiltonians that satisfy the structure
conditions of the Crandall and Lions FD framework (cf. [49] and the references
therein). The first example is the Lax-Friedrichs numerical Hamiltonian ĤLF defined
by
ĤLF
(
q+, q−, v, x
)
:= H
(
q+ + q−
2
, v, x
)
− β · (q+ − q−) (2.17)
for β an undetermined positive constant or function that enforces the monotonicity
of Ĥ. The second example is the Godunov numerical Hamiltonian ĤG defined by
ĤG
(
q+, q−, v, x
)
:= extq1∈I(q+1 ,q−1 ) extq2∈I(q+2 ,q−2 ) · · · extqd∈I(q+d ,q−d ) H(q, v, x) (2.18)
for
I(α, β) = [min{α, β},max{α, β}]
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and the function ext defined by
extv∈I(α,β) =
maxα≤v≤β if α ≤ β,minβ≤v≤α if α > β. (2.19)
Remark 2.2.
(a) The term −β · (q+ − q−) in ĤLF is called a numerical viscosity due to the fact
−
d∑
i=1
(
δ+xi,hiUj − δ−xi,hiUj
)
= −h Uj−1 − 2Uj + Uj+1
h2
= −h δ2xi,hiUj,
a central difference approximation of uxx(xj) scaled by h. Thus, Lax-Friedrichs
FD methods for Hamilton-Jacobi problems are direct realizations of the vanish-
ing viscosity method (see Section 1.3.1).
(b) Both the Lax-Friedrichs numerical Hamiltonian and the Godunov numerical
Hamiltonian will serve as inspiration for the design of specific FD schemes in
our FD framework for fully nonlinear second order problems to be developed in
Sections 2.3, 2.4, and 2.5.
2.3 A New Finite Difference Framework for One-
Dimensional Second Order Elliptic Problems
We now propose a new FD framework for approximating viscosity solutions of fully
nonlinear second order PDEs, as represented by problem (2.1), in the special case
d = 1. The key concepts introduced will be that of numerical operators and
numerical moments, which can be considered analogous to the concepts of numerical
Hamiltonians and numerical viscosities, respectively, that were used in Crandall and
Lions FD framework for Hamilton-Jacobi equations presented above in Section 2.2.
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2.3.1 Definitions
Based on the idea of using both the forward and backward discrete gradient operators,
(2.7), in the framework for fully nonlinear first order PDE problems, we propose
building a FD framework for fully nonlinear second order PDE problems that
incorporates all four discrete Hessian operators given by (2.8). Recall that in one-
dimension, we have
D++h v(x) = δ
2
x,hv(x+ h), D
+−
h v(x) = δ
2
x,hv(x),
D−+h v(x) = δ
2
x,hv(x), D
−−
h v(x) = δ
2
x,hv(x− h),
for a function v on Ω and
D++h Vi = δ
2
x,hVi+1, D
+−
h Vi = δ
2
x,hVi,
D−+h Vi = δ
2
x,hVi, D
−−
h Vi = δ
2
x,hVi+1,
for a grid function V on Th = {x1, x2, . . . , xJ} with x1 := a and xJ := b. Thus, in
one-dimension, we only consider three difference approximations for second order
derivatives that can all be expressed in terms of the standard central difference
operator δ2x,h.
The above simple argument motivates us to propose the following general FD
method for equation (2.1) in one-dimension: Find a grid function U such that
F̂
(
δ2x,hUi−1, δ
2
x,hUi, δ
2
x,hUi+1, δ
+
x,hUi, δ
−
x,hUi, Ui, xi
)
= 0 (2.20)
for i = 2, 3, · · · , J − 1. As expected, Ui is intended to be an approximation of u(xi)
for i = 1, 2, · · · , J . Also, U0 and UJ+1 are two ghost values.
Definition 2.2. The function F̂ : R3×R2×R×Ω→ R in (2.20) is called a numerical
operator. FD method (2.20) is said to be an admissible scheme for problem (2.1) in
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one-dimension if it has at least one (grid function) solution U such that U1 = g(a)
and UJ = g(b).
Intuitively, F̂ needs to be some approximation of the differential operator F in
order for scheme (2.20) to be relevant to the original PDE problem. Generally,
different numerical operators F̂ should result in different FD methods. In Section 2.3.3
we will present two types of numerical operators that will serve as analogues to
the Lax-Friedrichs numerical Hamiltonian and the Godunov numerical Hamiltonian
presented in Section 2.2. For now, we propose a set of sufficient conditions that F̂
should satisfy in order to guarantee that the FD method proposed by (2.20) converges
to the viscosity solution of problem (2.1). The conditions will be reflected in the
following definition:
Definition 2.3.
(i) Let p, q ∈ R, v ∈ R, and x ∈ Ω. FD method (2.20) is said to be a consistent
scheme if F̂ satisfies
lim inf
pj→p,j=1,2,3; q+,q−→q
ν→v, ξ→x
F̂ (p1, p2, p3, q
+, q−, ν, ξ) ≥ F∗(p, q, v, x), (2.21a)
lim sup
pj→p,j=1,2,3; q+,q−→q
ν→v, ξ→x
F̂ (p1, p2, p3, q
+, q−, ν, ξ) ≤ F ∗(p, q, v, x), (2.21b)
where F∗ and F ∗ denote, respectively, the lower and the upper semi-continuous
envelopes of F . Thus, we have
F∗(p, q, v, x) := lim inf
p˜→p,q˜→q,
v˜→v,x˜→x
F
(
p˜, q˜, v˜, x˜
)
,
F ∗(p, q, v, x) := lim sup
p˜→p,q˜→q,
v˜→v,x˜→x
F
(
p˜, q˜, v˜, x˜
)
,
where p˜, q˜, v˜ ∈ R and x˜ ∈ Ω.
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(ii) FD method (2.20) is said to be a generalized monotone (g-monotone) scheme if
for each 2 ≤ i ≤ J − 1, F̂ (p1, p2, p3, q+, q−, v, xi) is monotone increasing in p1,
p3, and q
− and monotone decreasing in p2 and q+, that is, F̂ (↑, ↓, ↑, ↓, ↑, v, xi)
for i = 2, 3, · · · , J − 1.
(iii) Let (2.20) be an admissible FD method. A solution U of (2.20) is said to be
stable if there exists a constant C > 0, which is independent of h, such that U
satisfies
‖U‖`∞(Th) := max
1≤i≤J
|Ui| ≤ C. (2.22)
Also, (2.20) is said to be a stable scheme if all of its solutions are stable
solutions.
Remark 2.3.
(a) The consistency and g-monotonicity (generalized monotonicity) defined above
are different from those given in [3, 39, 8]. F̂ is asked to be monotone in
δ2xUj−1, δ
2
xUj, and δ
2
xUj+1, not in each individual entry Uj. To avoid confusion,
we use the words “g-monotonicity” and “g-monotone” to indicate that the
monotonicity is defined as above. We shall demonstrate in Section 2.3.4 that the
above new definitions, especially the one for g-monotonicity, are more suitable
and much easier to verify for (practical) finite difference methods. The new
notions of consistency and g-monotonicity are logical extensions of their widely
used counterparts for first order Hamilton-Jacobi equations, see Remark 2.1.
(b) On the other hand, the above stability definition is the same as that given in
[3, 39, 8].
(c) We note that if F is a continuous function, we can also assume that F̂ is
a continuous function. Then, (2.21a) and (2.21b) reduce to the condition
F̂ (p, p, p, q, q, v, x) = F (p, q, v, x).
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(d) The “good” numerical operators F̂ we have constructed so far (cf. Section 2.3.3)
all have the form
F̂ (p1, p2, p3, q
+, q−, ν, ξ) = Ĝ(p˜2, p2, q+, q−, ν, ξ) (2.23)
for some function Ĝ and p˜2 := (p1+p3)/2. In other words, F̂ depends on p1+p3.
Hence, a g-monotone numerical operator F̂ should be increasing in p1 + p3 and
decreasing in p2, and the consistency condition reduces to
lim inf
σ1,σ2→p, q+,q−→q
ν→v, ξ→x
Ĝ(σ1, σ2, q
+, q−, ν, ξ) ≥ F∗(p, q, v, x), (2.24a)
lim sup
σ1,σ2→p, q+,q−→q
ν→v, ξ→x
Ĝ(σ1, σ2, q
+, q−, ν, ξ) ≤ F ∗(p, q, v, x). (2.24b)
We shall need to use the above form of F̂ in the proof of our convergence
theorem, see Theorem 2.2 below.
2.3.2 Convergence Analysis
We are now ready to state and prove a convergence theorem for FD methods defined
by (2.20), which is a foundational result for this dissertation. Since the convergence
will be defined locally uniformly, we first need to define a methodology for extending
a given grid function to a function defined over Ω. Thus, for a given grid function U ,
we define a piecewise constant extension function uh of U as follows:
uh(x) := Uj ∀x ∈ (xj− 1
2
, xj+ 1
2
], j = 1, 2, · · · , J, (2.25)
where xj± 1
2
= xj ± h2 for j = 1, 2, · · · , J . We now show that uh converges to the
viscosity solution of (2.1) when the underlying grid functions are defined as solutions
to (2.20).
40
Theorem 2.2. Suppose problem (2.1) with d = 1 satisfies the comparison principle of
Definition 1.4 and has a unique continuous viscosity solution u. Let U be a solution to
a consistent, g-monotone, and stable finite difference method (2.20) with F̂ satisfying
(2.23), and let uh be its piecewise constant extension given by Definition 2.25. Then
uh converges to u locally uniformly as h→ 0+.
Proof. We divide the proof into five steps.
Step 1: Since U is stable for some constant C > 0, it is trivial to check that uh
satisfies
‖uh‖L∞(Ω) ≤ C. (2.26)
Define u, u ∈ L∞(Ω) by
u(x) := lim sup
ξ→x
h→0+
uh(ξ), u(x) := lim inf
ξ→x
h→0+
uh(ξ).
We now show that u and u are, respectively, a viscosity subsolution and a viscosity
supersolution of (2.1). Hence, they must coincide by the comparison principle.
Suppose that u−ϕ takes a local maximum at x0 ∈ Ω for some ϕ ∈ C2(Ω). We first
assume that ϕ ∈ P2, the set of all quadratic polynomials. In Step 3 we will consider
the general case ϕ ∈ C2(Ω). Without loss of generality, we assume u(x0) − ϕ(x0)
is a strict local maximum and u(x0) = ϕ(x0) (after a translation in the dependent
variable). Then there exists a ball/interval, Br0(x0), centered at x0 with radius r0 > 0
such that
u(x)− ϕ(x) < u(x0)− ϕ(x0) = 0 ∀x ∈ Br0(x0). (2.27)
Thus, there exists sequences {hk}k≥1 and {ξk}k≥1 such that, as k →∞,
hk → 0+, ξk → x0, uhk(ξk)→ u(x0),
uhk(x)− ϕ(x) takes a local maximum at ξk for sufficiently large k,
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and
lim
k→∞
δ2x,hkuhk(ξk) = lim infh→0
δ2x,hu(x0), (2.28)
where
δ2x,ρuh(ξ) :=
uh(ξ − ρ)− 2uh(ξ) + uh(ξ + ρ)
ρ2
∀ξ ∈ (a+ ρ, b− ρ), ρ > 0.
We remark that the right-hand side of (2.28) could either be finite or negative infinite.
Then, there exists k0 >> 1 such that hk < r0 and
0
k→∞←− uhk(ξk)− ϕ(ξk) ≥ uhk(x)− ϕ(x) ∀x ∈ Br0(x0), k ≥ k0. (2.29)
Step 2: Let x = a denote the left endpoint of Ω and x = b denote the right
endpoint of Ω. Since U satisfies (2.20) with F̂ being of the form (2.23) at every
interior grid point, it is easy to check that for x ∈ Ωh := (a+ 3h2 , b− 3h2 ),
0 = F̂
(
δ2x,huh(x− h), δ2x,huh(x), δ2x,huh(x+ h), δ+x,huh(x), δ−x,huh(x), x
)
(2.30)
= Ĝ
(
δ˜2x,huh(x), δ
2
x,huh(x), δ
+
x,huh(x), δ
−
x,huh(x), uh(x), x
)
,
where
δ˜2x,huh(x) :=
(
δ2x,huh(x− h) + δ2x,huh(x+ h)
)
/2.
Since uhk(x)−ϕ(x) takes a local maximum at ξk and hk < r0 for k ≥ k0, by (2.29)
we have
δ+x,hkuhk(ξk) ≤ δ+x,hkϕ(ξk), δ−x,hkuhk(ξk) ≥ δ−x,hkϕ(ξk), (2.31)
and
δ2x,hkuhk(ξk) ≤ δ2x,hkϕ(ξk) = ϕxx(x0) (2.32)
for all k ≥ k0. Also, by (2.27), we get
δ2x,hu(x0) ≤ δ2x,hϕ(x0) = ϕxx(x0) ∀h ≤ r0.
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Thus,
lim sup
h→0
δ2x,hu(x0) ≤ ϕxx(x0). (2.33)
Next, a direct computation yields that
δ˜2x,huh(x) = δ
2
x,huh(x) + 2Rhuh(x), (2.34)
where
Rhuh(x) := δ
2
x,2huh(x)− δ2x,huh(x).
By (2.28) and the definition of lim inf we get
lim inf
k→∞
δ2x,2hkuhk(ξk) = lim infk→∞
δ2x,2hku(x0) (2.35)
≥ lim inf
h→0
δ2x,hu(x0) = lim
k→∞
δ2x,hkuhk(ξk).
Thus,
lim inf
k→∞
Rhkuhk(ξk) = lim inf
k→∞
δ2x,2hkuhk(ξk)− limk→∞ δ
2
x,hk
uhk(ξk) ≥ 0, (2.36)
and there exists a sequence {k}k≥1 and a constant k1 >> 1 such that
δ˜2x,hkuhk(ξk) ≥ δ2x,hkuhk(ξk) + k, ∀k ≥ k1, (2.37a)
lim
k→∞
k = 0 (2.37b)
by (2.34) and (2.36).
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Now, it follows from (2.30), (2.31), (2.37a), and the g-monotonicity of the
numerical operator F̂ (or Ĝ) that for k ≥ max{k0, k1},
0 = F̂
(
δ2x,hkuhk(ξk − hk), δ2x,hkuhk(ξk), δ2x,hkuhk(ξk + hk),
δ+x,hkuhk(ξk), δ
−
x,hk
uhk(ξk), uhk(ξk), ξk
)
= Ĝ(δ˜2x,hkuhk(ξk), δ
2
x,hk
uhk(ξk), δ
+
x,hk
uhk(ξk), δ
−
x,hk
uhk(ξk), uhk(ξk), ξk
)
≥ Ĝ(δ2x,hkuhk(ξk) + k, δ2x,hkuhk(ξk), δ+x,hkuhk(ξk), δ−x,hkuhk(ξk), uhk(ξk), ξk)
≥ Ĝ(δ2x,hkuhk(ξk) + k, δ2x,hkuhk(ξk), δ+x,hkϕ(ξk), δ−x,hkϕ(ξk), uhk(ξk), ξk).
Thus, by (2.28), (2.37b), the consistency of F̂ (or Ĝ), and (2.33), we get
0 = lim inf
k→∞
F̂
(
δ2x,hkuhk(ξk − hk), δ2x,hkuhk(ξk), δ2x,hkuhk(ξk + hk),
δ+x,hkuhk(ξk), δ
−
x,hk
uhk(ξk), uhk(ξk), ξk
)
≥ lim inf
k→∞
Ĝ
(
δ2x,hkuhk(ξk) + k, δ
2
x,hk
uhk(ξk), δ
+
x,hk
ϕ(ξk), δ
−
x,hk
ϕ(ξk), uhk(ξk), ξk
)
≥ F∗( lim
k→∞
δ2x,hkuhk(ξk), ϕx(x0), ϕ(x0), x0)
= F∗(lim inf
h→0
δ2x,hu(x0), ϕx(x0), ϕ(x0), x0)
≥ F∗(lim sup
h→0
δ2x,hu(x0), ϕx(x0), ϕ(x0), x0)
≥ F∗(ϕxx(x0), ϕx(x0), ϕ(x0), x0),
where we have used the fact that F∗ is decreasing in its first argument to obtain the
last two inequalities. This is true by the definition of F∗ and Definition 1.3.
Step 3: We consider the general case ϕ ∈ C2(Ω) which is alluded to in Step 2.
Recall that u−ϕ is assumed to have a local maximum at x0. Using Taylor’s formula
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we write
ϕ(x) = ϕ(x0) + ϕx(x0)(x− x0) + 1
2
ϕxx(x0)(x− x0)2 + o(|x− x0|2)
:= p(x) + o(|x− x0|2).
For any  > 0, we define the following quadratic polynomial:
p(x) := p(x) + (x− x0)2
= ϕ(x0) + ϕx(x0)(x− x0) +
[
+
ϕxx(x0)
2
]
(x− x0)2.
Trivially, px(x) = ϕx(x0) + [2+ ϕxx(x0)] (x − x0), pxx(x) = 2 + ϕxx(x0), and
ϕ(x) − p(x) = o(|x − x0|2) − (x − x0)2 ≤ 0. Thus, ϕ − p has a local maximum
at x0, Therefore, u − p has a local maximum at x0. By the result of Step 2 we
have F∗(pxx(x0), p

x(x0), p
(x0), x0) ≤ 0, that is, F∗(2 + ϕxx(x0), ϕx(x0), ϕ(x0), x0) ≤
0. Taking lim inf→0 and using the lower semicontinuity of F∗ we obtain 0 ≥
lim inf→0 F∗(2 + ϕxx(x0), ϕx(x0), ϕ(x0), x0) ≥ F∗(ϕxx(x0), ϕx(x0), ϕ(x0), x0). Thus,
u is a viscosity subsolution of (2.1).
Step 4: By following almost the same lines as those of Step 2 and 3, we can
show that if u − ϕ takes a local minimum at x0 ∈ Ω for some ϕ ∈ C2(Ω), then
F ∗(ϕxx(x0), ϕx(x0), ϕ(x0), x0) ≥ 0. Hence, u is a viscosity supersolution of (2.1).
Step 5: By the comparison principle (see Definition 1.4), we get u ≤ u on Ω. On
the other hand, by their definitions, we have u ≤ u on Ω. Thus, u = u, which coincides
with the unique continuous viscosity solution u of (2.1). The proof is complete.
Remark 2.4. We note that the above convergence proof would also hold for the
following FD method for approximating the viscosity solution of (2.1) for F uniformly
elliptic: Find a grid function U such that
F̂
(
δ2x,hUi, δ
+
x,hUi, δ
−
x,hUi, Ui, xi
)
= 0 (2.38)
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for i = 2, 3, · · · , J − 1, where F̂ is consistent and stable such that F̂ is monotone
increasing in δ−x,hUi and monotone decreasing in δ
2
x,hUi and δ
+
x,hUi. However, such
a FD method is known not to always work for fully nonlinear second order PDE
problems where the underlying operator is elliptic for only a restrictive function class,
such as the Monge-Ampe`re equation. We will see in Section 2.3.5 that our new FD
framework performs well when applied to PDE problems where the operator is not
uniformly elliptic.
2.3.3 Examples of Numerical Operators
In this section we construct two classes of practical FD methods of the form (2.20).
Using the first class of methods as examples, we then go through all of the steps for
verifying the assumptions of Theorem 2.2 in Section 2.3.4. In particular, we present
a fixed point argument for verifying the admissibility and stability of our first class
of methods.
The first family of FD methods will consist of numerical operators with the form
F̂b(p1, p2, p3, q
+, q−, v, x) := F
(
b1 p1 + b2 p2 + b3 p3,
q+ + q−
2
, v, x
)
(2.39)
+ α
(
p1 − 2p2 + p3
)− β(q+ − q−),
where {bj}3j=1 are nonnegative constants satisfying b1 + b2 + b3 = 1, and α and β
are undetermined positive constants or functions. Upon comparison with the Lax-
Friedrichs numerical Hamiltonian (2.17), we refer to this class of numerical operators
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as Lax-Friedrichs-like. Some specific examples from this family are
F̂1(p1, p2, p3, q
+, q−, v, x) := F
(p1 + p2 + p3
3
,
q+ + q−
2
, v, x
)
(2.40a)
+ α
(
p1 − 2p2 + p3
)− β(q+ − q−),
F̂2(p1, p2, p3, q
+, q−, v, x) := F
(
p2,
q+ + q−
2
, v, x
)
(2.40b)
+ α
(
p1 − 2p2 + p3
)− β(q+ − q−),
F̂3(p1, p2, p3, q
+, q−, v, x) := F
(p1 + 2p2 + p3
4
,
q+ + q−
2
, v, x
)
(2.40c)
+ α
(
p1 − 2p2 + p3
)− β(q+ − q−).
The consistency, g-monotonicity, stability, and admissibility of the Lax-Friedrichs-like
schemes will be addressed in Section 2.3.4.
Remark 2.5.
(a) The term α
(
p1 − 2p2 + p3
)
is called a numerical moment due to the fact
δ2x,hUj−1 − 2δ2x,hUj + δ2x,hUj+1 = h2
Uj−2 − 4Uj−1 + 6Uj − 4Uj+1 + Uj+2
h4
,
a central difference approximation of uxxxx(xj) scaled by h
2. The role of the
numerical moment will be explored numerically in Section 2.3.5.
(b) For α a fixed positive constant and β = 0, Lax-Friedrichs-like numerical
operators yield a direct realization of the vanishing moment methodology with
ρ = αh2 (see Section 1.3.1).
(c) Since
−δ2x,hUj = −
Uj−1 − 2Uj + Uj+1
h2
= −1
h
(
δ+x,hUj − δ−x,hUj
)
,
we have
−α p2 = −α
h
(
q+ − q−)
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in the implementation of the Lax-Friedrichs-like schemes. Thus, for h small,
the Lax-Friedrichs-like schemes are implicitly g-monotone with respect to the
first order terms even when choosing α positive and β = 0. We will see in the
numerical tests of Sections 2.3.5, 2.4.2, and 2.5.2 that the Lax-Friedrichs-like
schemes with α > 0 and β = 0 perform well. In fact, the Lax-Friedrichs-
like schemes with β 6= 0 appear to be limited to first order convergence similar
to Lax-Friedrichs schemes for Hamilton-Jacobi equations, while Lax-Friedrichs-
like schemes with β = 0 appear to exhibit second order convergence when
approximating viscosity solutions with higher regularity, as seen in Sections 2.4.2
and 2.5.2.
The second family of FD methods consists of Godunov-like numerical operators
due to their relation with the Godunov numerical Hamiltonian (2.18). Given
p1, p2, p3, q1, q2 ∈ R, let I(p1, p2, p3) denote the smallest interval that contains p1, p2
and p3, that is,
I(p1, p2, p3) :=
[
min{p1, p2, p3},max{p1, p2, p3}
]
,
and let I(q1, q2) be defined by
I(q1, q2) := [min{q1, q2},max{q1, q2}].
Then, the first numerical operator in this family, F̂4, is defined by
F̂4(p1, p2, p3, q
+, q−, v, x) := extp∈I(p1,p2,p3) extq∈I(q+,q−) F (p, q, v, x), (2.41)
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where
extp∈I(p1,p2,p3) :=

minp∈I(p1,p2,p3) if p2 > max{p1, p3},
maxp∈I(p1,p2,p3) if p2 < min{p1, p3},
minp1≤p≤p2 if p1 ≤ p2 ≤ p3,
minp3≤p≤p2 if p3 ≤ p2 ≤ p1
(2.42)
and
extq∈I(q+,q−) =
maxq
+≤q≤q− if q+ ≤ q−,
minq−≤q≤q+ if q+ > q−.
The second method in this family is a slight modification of the previous scheme, and
its numerical operator, F̂5, is defined by
F̂5(p1, p2, p3, q
+, q−, v, x) := extrp∈I(p1,p2,p3) extq∈I(q+,q−) F (p, q, v, x), (2.43)
where
extrp∈I(p1,p2,p3) :=

minp∈I(p1,p2,p3) if p2 > max{p1, p3},
maxp∈I(p1,p2,p3) if p2 < min{p1, p3},
maxp2≤p≤p3 if p1 ≤ p2 ≤ p3,
maxp2≤p≤p1 if p3 ≤ p2 ≤ p1.
(2.44)
Lemma 2.4. Suppose the PDE operator F is continuous. Then the Godunov-like
numerical operators F̂4 and F̂5 are consistent and g-monotone.
Proof. We only consider F̂4. The proof for F̂5 is analogous. We first show F̂4 is
consistent. Suppose p1 = p2 = p3 = p and q
+ = q− = q. Then, we have I(q+, q−) =
{q} and I(p1, p2, p3) = {p}. Thus,
extp˜∈I(p1,p2,p3) extq˜∈I(q+,q−) F (p˜, q˜, v, x) = F (p, q, v, x),
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and it follows that
F̂4(p1, p2, p3, q
+, q−, v, x) = F (p, q, v, x).
We now show F̂4 is g-monotone. We only show monotonicity in p1, p2, and p3.
The proof of monotonicity in q+, q− is analogous. We have four cases:
Case 1: p2 > max{p1, p3}. Observe, slightly increasing p1 or p3 yields an interval
I˜ ⊂ I := I(p1, p2, p3). Thus, minI˜ F ≥ minI F , and we have F̂4 is increasing in p1 and
p3. Increasing p2 yields an interval Î ⊃ I := I(p1, p2, p3). Thus, minÎ F ≤ minI F ,
and we have F̂4 is decreasing in p2.
Case 2: p2 < min{p1, p3}. Observe, increasing p1 or p3 yields an interval I˜ ⊃
I := I(p1, p2, p3). Thus, maxI˜ F ≥ minI F , and we have F̂4 is increasing in p1 and
p3. Slightly increasing p2 yields an interval Î ⊂ I := I(p1, p2, p3). Thus, maxÎ F ≤
minI F , and we have F̂4 is decreasing in p2.
Case 3: p1 ≤ p2 ≤ p3. Clearly F̂4 is constant in p3. Thus, F̂4 is increasing in p3.
Increasing p2 yields an interval Î ⊃ I := I(p1, p2, p3). Thus, minÎ F ≤ minI F , and
we have F̂4 is decreasing in p2. Suppose p1 < p2. Then, slightly increasing p1 yields
an interval I˜ ⊂ I := I(p1, p2, p3). Thus, minI˜ F ≥ minI F . Suppose p1 = p2. Then,
F̂4
∣∣
p1,p2,p3
= F̂4
∣∣
p2
, and we have F̂4 is independent of p1. Hence, F̂4 is increasing in p1.
Case 4: p3 ≤ p2 ≤ p1. Clearly F̂4 is constant in p1. Thus, F̂4 is increasing in p1.
Increasing p2 yields an interval Î ⊃ I := I(p1, p2, p3). Thus, minÎ F ≤ minI F , and
we have F̂4 is decreasing in p2. Suppose p3 < p2. Then, slightly increasing p3 yields
an interval I˜ ⊂ I := I(p1, p2, p3). Thus, minI˜ F ≥ minI F . Suppose p3 = p2. Then,
F̂4
∣∣
p1,p2,p3
= F̂4
∣∣
p2
, and we have F̂4 is independent of p3. Hence, F̂4 is increasing in p3.
Therefore, F̂4 is g-monotone. The proof is complete.
In Section 2.3.5, the Lax-Friedrichs-like and Godunov-like numerical operators
will be tested on problems with the form F (uxx, u, x) = 0. For such problems, the
given numerical operators are trivially g-monotone with respect to the ux parameter.
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Thus, we can let β = 0 for the Lax-Friedrichs-like numerical operators and explicitly
fulfill the g-monotonicity requirement. For the Godunov-like numerical operators, we
use the simplified definitions
F̂4(p1, p2, p3, v, x) := extp∈I(p1,p2,p3) F (p, v, x),
F̂5(p1, p2, p3, v, x) := extrp∈I(p1,p2,p3) F (p, v, x).
2.3.4 Verification of the Consistency, G-Monotonicity, Sta-
bility, and Admissibility of Lax-Friedrichs-like Finite
Difference Methods
In this section we use the FD methods with the Lax-Friedrichs-like numerical
operator F̂b, (2.39), as examples for demonstrating all of the steps needed to verify
the assumptions of the convergence theorem, Theorem 2.2. We will see that the
consistency and g-monotonicity conditions are easy to verify, but the verification of
the admissibility and stability conditions are more involved. For simplicity, we only
consider the case in which F is purely a function of uxx and x, i.e, F = F (uxx, x), F
is differentiable, and there exists a positive constant γ > 0 such that
0 > −1/γ ≥ ∂F
∂p
≥ −γ. (2.45)
Then, we have
F̂b(p1, p2, p3, x) := F
(
b1p1 + b2p2 + b3p3, x
)
+ α
(
p1 − 2p2 + p3
)
,
where b1, b2, and b3 are nonnegative constants such that b1 + b2 + b3 = 1.
Trivially, F̂b(p, p, p, x) = F (p, x). Hence, F̂b is a consistent numerical operator
for each set of b1, b2, and b3 (see Remark 2.3 (c)). To verify the g-monotonicity, we
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compute
∂F̂b
∂p1
= b1
∂F
∂p
+ α,
∂F̂b
∂p2
= b2
∂F
∂p
− 2α, ∂F̂b
∂p3
= b3
∂F
∂p
+ α.
Then, F̂b is g-monotone if
∂F̂b
∂p1
> 0,
∂F̂b
∂p2
< 0,
∂F̂b
∂p3
> 0.
On noting that ∂F
∂p
≤ 0, solving the above system of inequalities yields
α > −max{b1, b3} ∂F
∂p
. (2.46)
Thus, we have proved the following theorem.
Theorem 2.3. F̂b is g-monotone provided that
α > max{b1, b3} γ (2.47)
for γ defined by (2.45).
Next, we verify the admissibility and stability of the Lax-Friedrichs-like schemes.
To this end, we consider the mapping Mρ : U → U˜ defined by
δ2xU˜j = δ
2
xUj + ρF̂b
(
δ2xUj−1, δ
2
xUj, δ
2
xUj+1, xj
)
, j = 2, 3, · · · , J − 1. (2.48)
Let U := (U2, U3, · · · , UJ−1)T and U˜ := (U˜2, U˜3, · · · , U˜J−1)T . Then (2.48) can be
rewritten in vector form as
AU˜ = AU + ρG(U), (2.49)
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where A stands for the tridiagonal matrix corresponding to the difference operator
δ2xUj and G(U) =
(
G2(U, x2), G3(U, x3), · · · , GJ−1(U, xJ−1)
)T
with
Gj(U, xj) = F̂b
(
δ2xUj−1, δ
2
xUj, δ
2
xUj+1, xj
)
, j = 2, 3, · · · , J − 1.
Mρ is said to be monotone if U˜ is increasing in each component of U.
Proposition 2.1. Suppose that F̂b is g-monotone, that is, (2.47) holds. Then the
mapping Mρ is monotone for sufficiently small ρ > 0.
Proof. Consider the following system
Wj = δ
2
xUj, j = 2, 3, · · · , J − 1, (2.50)
W˜j = Wj + ρF̂b(Wj−1,Wj,Wj+1, xj), j = 2, 3, · · · , J − 1, (2.51)
δ2xU˜j = W˜j, j = 2, 3, · · · , J − 1. (2.52)
Let M(1) : U → W , M(2)ρ : W → W˜ , and M(3) : W˜ → U˜ . Then, it is easy to verify
that Mρ can be written as a composition operator of M(1),M(2), and M(3); that is,
Mρ :=M(3) ◦M(2)ρ ◦M(1).
Since A is positive definite, so is A−1. Thus, both M(1) and M(3) are monotone
in the sense that they preserve the natural ordering of `∞(Th). Moreover, since
∂W˜j
∂Wj−1
= ρ
∂F̂b
∂p1
,
∂W˜j
∂Wj
= 1 + ρ
∂F̂b
∂p2
,
∂W˜j
∂Wj+1
= ρ
∂F̂b
∂p3
,
then the g-monotonicity of F̂b implies that
∂W˜j
∂Wj−1
> 0,
∂W˜j
∂Wj+1
> 0, and
∂W˜j
∂Wj
> 0
provided that
0 < ρ < [2α + b2/γ]
−1 . (2.53)
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Thus, M(2)ρ is monotone, and we have Mρ := M(3) ◦ M(2)ρ ◦ M(1) is monotone,
provided ρ satisfies (2.53). The proof is complete.
Theorem 2.4. Under the assumptions of Proposition 2.1, the FD scheme (2.20) with
F̂ = F̂b is admissible and stable.
Proof. By the definition of G(U), we immediately have G(U + λ) = G(U) for any
constant λ. Hence, Mρ(U + λ) =Mρ(U) + λ, and we have Mρ commutes with the
addition of constants. Together with the monotonicity of Mρ, it follows that Mρ is
nonexpansive in `∞(Th) (cf. [18]). Hence, (2.22) holds with C = max{|ua|, |ub|}, and
we have the scheme is stable.
To prove admissibility of the scheme, let
δ2xV˜j = δ
2
xVj + ρF̂b
(
δ2xVj−1, δ
2
xVj, δ
2
xVj+1, xj
)
, j = 2, 3, · · · , J − 1. (2.54)
Subtracting (2.54) from (2.48) and using the mean value theorem we get
δ2x(U˜j − V˜j) =
[
1 + ρ
∂F̂b
∂p2
]
δ2x(Uj − Vj) + ρ
∂F̂b
∂p1
δ2x(Uj−1 − Vj−1) (2.55)
+ ρ
∂F̂b
∂p3
δ2x(Uj+1 − Vj+1).
Hence,
‖U˜− V˜‖`∞ ≤
(
1 + ρ [(b1 + b3)γ − 1/γ]
)‖U−V‖`∞ ≤ 1
2
‖U−V‖`∞ , (2.56)
when (b1 + b3) < 1/γ
2 and ρ ≥ 1
2
[
1/γ − (b1 + b3)γ
]−1
. Thus, (2.56) implies that the
mapping Mρ is contractive. By the fixed point theorem we conclude that Mρ has a
unique fixed point U , which in turn is the unique solution to the FD scheme (2.20)
with F̂ = F̂b. The proof is complete.
Remark 2.6. We note that the choice b1 = b3 = 0 and b2 = 1 trivially satisfies all
of the restrictions in the proofs for any α > 0.
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2.3.5 Numerical Experiments
We provide a series of numerical tests to demonstrate the accuracy and the order of
convergence for the various proposed numerical schemes in this section. As before, we
assume a uniform grid. We use the Matlab built-in nonlinear solver fsolve in all tests,
and, unless otherwise stated, we fix the initial guess U (0) as the linear interpolant of
the boundary data. Also, all errors are measured in the `∞ norm defined on the grid
as a means to quantify the locally uniform convergence.
All tests use the numerical operators proposed in Section 2.3.3. For most tests,
we record the results using F̂1 and F̂4. Unless otherwise stated, the results for all of
the proposed Lax-Friedrichs-like numerical operators are analogous and the results
for all of the proposed Godunov-like numerical operators are analogous, even though
the analysis that prompts Remark 2.6 suggests F̂2 could be considered preferable to
F̂1 and F̂3. Most of the examples yield quadratic rates of convergence to the viscosity
solution for the Lax-Friedrichs-like schemes. For both classes of numerical operators
we observe the lack of numerical artifacts that are known to plague the standard
FD discretization for fully nonlinear problems (see Section 1.3). However, for the
Godunov-like schemes, this phenomena typically presents itself through the fact that
the nonlinear solver fsolve fails to find a root. Thus, while both classes of schemes
support the selectivity of the discretizations, the resulting nonlinear algebraic system
appears to be better suited for fsolve when using the Lax-Friedrichs-like operators.
We begin with a simple power nonlinearity that has a C∞ solution.
Example 2.1. Consider the problem
−u3xx + x3 = 0, −1 < x < 1,
u(−1) = −1/6, u(1) = 1/6,
with the exact solution u(x) = x
3
6
.
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Using the linear interpolant of the boundary data as our initial guess and
approximating u with the various schemes above, we obtain the computed results
of Table 2.1 and Figure 2.1.
Table 2.1: Rates of convergence for Example 2.1 using F̂1 and F̂4 with the standard
initial guess.
F̂1 , α = 1.5 F̂4
h error order error order
1.0000e-01 2.71e-02 6.40e-02
5.0000e-02 5.10e-03 2.41 6.40e-02 0.00
2.5000e-02 1.03e-03 2.31 6.40e-02 0.00
1.2500e-02 2.33e-04 2.14 1.07e-03 5.90
6.2500e-03 5.58e-05 2.06 2.12e-02 -4.31
(a) F̂1 with h = 5.0E-02 and α = 1.5. (b) F̂4 with h = 2.5E-02.
Figure 2.1: Computed solutions of Example 2.1 using F̂1 and F̂4 with the standard
initial guess.
The schemes with F̂2 and F̂3 exhibit behavior similar to that with F̂1, and F̂5
exhibits behavior similar to F̂4. By Lemma 2.2, we consider a quadratic order of
convergence to be optimal. Thus, by Table 2.1, the Lax-Friedrichs-like schemes do
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exhibit an optimal quadratic order of convergence. On the other hand, the Godunov-
like schemes converge inconsistently. This inconsistency is mostly due to fsolve failing
to find a root.
If we fix our initial guess as the approximation computed by F̂1 with α = 1.5 and
h = 0.1, we get the results of Table 2.2. Thus, Godunov-like schemes converge with
high levels of accuracy when the nonlinear solver has a sufficiently good initial guess.
Since fsolve is very sensitive towards the initial guess for Godunov-like schemes, it
is hard to characterize a rate of convergence. We also observe in Table 2.1 that the
error for h = 0.1, 0.05, 0.025, 0.00625 is consistent with the error of the initial guess
for the Godunov-like schemes. In contrast, the Lax-Friedrichs-like schemes converge
for a much wider range of initial guesses when using the nonlinear solver fsolve.
Table 2.2: Rates of convergence for Example 2.1 using F̂1 and F̂4 with an improved
initial guess.
F̂1 , α = 1.5 F̂4
h error order error order
1.0000e-01 2.71e-02 8.24e-08
5.0000e-02 5.10e-03 2.41 1.58e-06 -4.26
2.5000e-02 1.03e-03 2.31 1.60e-05 -3.34
1.2500e-02 2.33e-04 2.14 9.06e-05 -2.51
6.2500e-03 5.58e-05 2.06 1.42e-02 -7.29
Example 2.2. This example concerns the 1-D Monge-Ampe`re equation. Consider
the problem
−u2xx + 1 = 0, 0 < x < 1,
u(0) = 0, u(1) = 1/2.
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This problem has exactly two solutions
u+(x) =
1
2
x2, u−(x) = −1
2
x2 + x,
where u+ is convex and u− is concave. However, u+ is the unique viscosity solution
that preserves the ellipticity of the operator.
Using U (0) as the linear interpolant of the boundary data, the computed results
with both types of schemes are given in Table 2.3 and Figure 2.2. We note that
the Lax-Friedrichs-like schemes converge to the unique ellipticity preserving solution
(i.e., convex solution) for α > 0 sufficiently large. However, if α < 0 with |α|
sufficiently large, the Lax-Friedrichs-like schemes converge to u−. We have u− is
the unique viscosity solution for the PDE u2xx − 1 = 0. Forming the corresponding
Lax-Friedrichs-like scheme and multiplying by −1 is equivalent to letting α < 0 in
the above formulation. Thus, the convergence to u− for α < 0 is a positive result.
Table 2.3: Rates of convergence for Example 2.2 using F̂1 with both a positive and
negative value for α and F̂4 all with the standard initial guess.
F̂1 , α = 1 F̂1 , α = −1 F̂4
h error order error order error order
1.000e-01 2.54e-03 2.54e-03 1.17e-01
5.000e-02 6.36e-04 2.00 6.36e-04 2.00 1.21e-01 -0.05
2.500e-02 1.59e-04 2.00 1.59e-04 2.00 1.24e-01 -0.04
We also test the benefit of using a Lax-Friedrichs-like scheme as opposed to the
standard three-point finite difference method. We approximate u using F̂2 for varying
values of α, using the linear interpolant of the boundary data as our initial guess.
The computed results are given in Table 2.4 and Figure 2.3. We remark that letting
α = 0 in F̂2 corresponds to the standard three-point FD method, which does not
converge in the above example. Instead, it often converges to numerical artifacts,
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(a) F̂2 with h = 5.0E-02 and α = 1. (b) F̂2 with h = 5.0E-02 and α = −1.
(c) F̂4 with h = 5.0E-02.
Figure 2.2: Computed solutions for Example 2.2 using F̂2 with both a positive and
negative value for α and F̂4 all with the standard initial guess.
that is, solutions of the algebraic system of equations that do not correspond to
actual PDE solutions. In contrast, for Godunov-like schemes, the solver does not
find an algebraic solution. Thus, the Lax-Friedrichs-like schemes have a mechanism
for giving the nonlinear solver a good direction towards finding a root. When α is
sufficiently large, the schemes converge. When α is not sufficiently large, while the
schemes may not converge, they have a tendency to move towards the correct solution.
Furthermore, we can see that the Lax-Friedrichs-like schemes converge quadratically
for α bigger than the theoretical lower bound with only a small cost in the level of
accuracy. Thus, when dealing with a problem that has an unknown optimal bound for
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α, large α values can be used. A shooting method for decreasing α allows the scheme
to gain accuracy while maintaining the benefits of the Lax-Friedrichs-like schemes.
Table 2.4: Rates of convergence for Example 2.2 using F̂2 with decreasing values for
α all with the standard initial guess.
F̂2 , α = 6 F̂2 , α = 0.05 F̂2 , α = 0
h error order error order error order
1.000e-01 3.07e-02 1.18e-01 9.00e-02
5.000e-02 8.51e-03 1.85 3.31e-02 1.83 1.15e-01 -0.35
2.500e-02 2.14e-03 1.99 3.03e-02 0.13 1.15e-01 -0.00
If we first use F̂1 with α = 1 to approximate u on a coarse grid with h = 0.1, and
then we interpolate the result to get an initial guess for the two proposed schemes and
the three-point FD method, we get the results of Table 2.5 and Figure 2.4. Thus, we
see that the Godunov-like schemes and the standard FD formulation now converge
to u+ with high levels of accuracy given a sufficiently good initial guess. In fact, they
both converge to the same limit.
Table 2.5: Rates of convergence for Example 2.2 using F̂1 with α = 1, F̂4, and the
standard three-point scheme all with an improved initial guess.
F̂1 , α = 1 F̂4 F̂2 , α = 0
h error order error order error order
1.000e-01 2.54e-03 9.96e-15 9.96e-15
5.000e-02 6.36e-04 2.00 4.54e-13 -5.51 4.54e-13 -5.51
2.500e-02 1.59e-04 2.00 1.46e-10 -8.33 1.46e-10 -8.33
1.250e-02 3.97e-05 2.00 9.85e-10 -2.75 9.85e-10 -2.75
To the contrary, if we use F̂1 with α = −1 to approximate u on a coarse grid with
h = 0.1 and then interpolate the result as an initial guess, we obtain the results of
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(a) F̂2 with h = 2.5E-02 and α = 6. (b) F̂2 with h = 2.5E-02 and α = 0.05.
(c) F̂2 with h = 2.5E-02 and α = 0.
Figure 2.3: Computed solutions for Example 2.2 using F̂2 with decreasing values
for α all with the standard initial guess.
Table 2.6 and Figure 2.5. Clearly, none of the schemes converge to u+. Moreover, the
Lax-Friedrichs-like schemes and the Godunov-like schemes do not converge to u− even
if U (0) is close to u−. Instead, fsolve finds no solution when using the two proposed
schemes. Thus, the Lax-Friedrichs-like schemes and the Godunov-like schemes appear
to only approximate u+. Since u+ is the unique viscosity solution of the PDE, lack
of convergence to u− for the Lax-Friedrichs-like schemes for α > 0 sufficiently large
and for the Godunov-like schemes is strong evidence that our proposed methods have
a built-in mechanism to allow for selectivity when approximating viscosity solutions
of fully nonlinear PDEs. The standard three-point FD method does converge to u−.
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(a) F̂4 with h = 2.5E-02 and α = 6. (b) F̂2 with h = 2.5E-02 and α = 0.05.
Figure 2.4: Computed solutions for Example 2.2 using F̂4 and the standard three-
point scheme all with an improved initial guess.
When given a sufficiently good guess, the three-point finite difference method will
converge to any one of the two solutions. Furthermore, the discretization can create
artificial numerical solutions (i.e., numerical artifacts). On the other hand, the g-
monotonicity of our proposed schemes appears to prevent having multiple solutions
and numerical artifacts.
Table 2.6: Rates of convergence for Example 2.2 using F̂1 with α = −1, F̂4, and the
standard three-point scheme all with a poor initial guess.
F̂1 , α = −1 F̂4 F̂2 , α = 0
h error order error order error order
1.000e-01 2.68e-02 2.56e-03 2.24e-14
5.000e-02 5.61e-03 2.25 2.54e-03 0.01 8.82e-13 -5.30
2.500e-02 1.26e-02 -1.16 2.54e-03 0.00 8.83e-12 -3.32
1.250e-02 1.41e-02 -0.17 2.54e-03 -0.00 1.63e-09 -7.53
The next two examples deal with Bellman type equations.
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(a) F̂1 with h = 1.0E-01 and α = 1. (b) F̂2 with h = 1.0E-01 and α = 0.
Figure 2.5: Computed solutions for Example 2.2 using F̂1 with α = 1 and the
standard three-point scheme all with a poor initial guess.
Example 2.3. Consider the problem
min
θ(x)∈{1,2}
{−Aθuxx − S (x)} = 0, −1 < x < 1,
u(−1) = −1, u(1) = 1.
for
A1 = 1, A2 = 2, S(x) =
12x
2, if x < 0,
−24x2, if x ≥ 0.
This problem has the exact solution u(x) = x |x|3. We also note that this problem
involves an optimization over a finite dimensional set.
Using the linear interpolant as the initial guess, we obtain the results of Table
2.7 and Figure 2.6. We observe that the Godunov-like scheme converges for larger h
values when a root is found, and both schemes exhibit quadratic convergence for this
example.
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Table 2.7: Rates of convergence for Example 2.3 using F̂1 with α = 1 and F̂4 all
with the standard initial guess.
F̂1 , α = 1 F̂4
h error order error order
1.000e-01 1.29e-01 9.60e-03
5.000e-02 4.67e-02 1.46 2.50e-03 1.94
2.500e-02 1.46e-02 1.68 6.25e-04 2.00
1.250e-02 4.18e-03 1.80 4.70e-01 -9.55
6.250e-03 1.13e-03 1.89 4.72e-01 -0.01
3.125e-03 2.95e-04 1.93 4.72e-01 -0.00
Example 2.4. Let θ : R→ R such that θ ∈ L∞([2, 4]), and consider the problem
inf
−1≤θ(x)≤1
{−θ uxx + θ2 u+ x−2} = 0, 2 < x < 4,
u(2) = 4, u(4) = 16.
This problem has the exact solution u(x) = x2 which corresponds to θ(x) = x−2.
Let the initial guess be given by the linear interpolant of the boundary data. Then,
we obtain the results of Table 2.8. Both schemes have a hard time finding a root for
h small, although the Lax-Friedrichs-like schemes do converge towards u for larger
values of h.
Table 2.8: Rates of convergence for Example 2.4 using F̂1 with α = 0.5 and F̂4 all
with the standard initial guess.
F̂1 , α = 0.5 F̂4
h error order error order
1.000e-01 3.07e-01 5.59e-01
5.000e-02 9.88e-02 1.64 4.96e-01 0.17
2.500e-02 3.09e-02 1.68 5.10e+00 -3.36
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(a) F̂1 with h = 6.25E-03 and α = 1. (b) F̂4 with h = 5.0E-02.
Figure 2.6: Computed solutions for Example 2.3 using F̂1 with α = 1 and F̂4 all
with the standard initial guess.
Now we choose the initial guess
U (0) =
3
14
x3 +
16
7
,
a simple cubic function that satisfies the boundary conditions. Then, ‖U (0)
−u‖L∞([2,4]) ≈ 0.94, and we get the results of Table 2.9 and Figure 2.7. Thus, the Lax-
Friedrichs-like schemes again converge with a rate of almost 2. Also, the Godunov-like
schemes converge with high levels of accuracy for h ≥ 0.0125, but for smaller h, fsolve
fails to find a root.
We remark that this problem can also be approximated by using a splitting
algorithm. The operator can be split into an optimization problem for θ and a linear
PDE problem for u, and then a natural scheme is to successively approximate θ and u
starting with an initial guess for θ (see Section 5.1). For the above approximations, the
nonlinearity due to the infimum was preserved inside the definition of the operator.
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Table 2.9: Rates of convergence for Example 2.4 using F̂1 with α = 0.5 and F̂4 all
with an improved initial guess.
F̂1 , α = 0.5 F̂4
h error order error order
1.000e-01 3.07e-01 6.74e-10
5.000e-02 9.88e-02 1.64 7.04e-08 -6.71
2.500e-02 3.09e-02 1.68 3.41e-09 4.37
1.250e-02 9.02e-03 1.78 8.09e-08 -4.57
6.250e-03 2.47e-03 1.87 9.44e-01 -23.48
Example 2.5. Consider the problem
−u3xx + 8 sign(x) = 0, −1 < x < 1,
u(−1) = −1, u(1) = 1,
with the exact solution u(x) = x|x| ∈ C1([−1, 1]). Note, this example does not have a
classical solution.
Using the linear interpolant of the boundary data as the initial guess, we obtain the
results of Table 2.10 and Figure 2.8. We clearly see the quadratic rate of convergence
for the Lax-Friedrichs-like schemes. The Godunov-like schemes only converge for h =
0.0125. For larger h, the scheme returns the initial guess after failing to find a root.
For the test with smaller h, the scheme returns a slightly improved approximation
after reaching the maximum number of iterations.
If we fix our initial guess as the approximation formed by F̂1 with α = 1.5 and
h = 0.1, we then get the results of Table 2.11. As observed in the previous examples,
we see that the Godunov-like schemes converge quickly with high levels of accuracy,
thus making it difficult to characterize a general rate of convergence.
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(a) F̂1 with h = 2.0E-01 and α = 0.5. (b) F̂4 with h = 2.0E-01.
Figure 2.7: Computed solutions for Example 2.4 using F̂1 with α = 0.5 and F̂4 all
with an improved initial guess.
Table 2.10: Rates of convergence for Example 2.5 using F̂1 with α = 1.5 and F̂4 all
with the standard initial guess.
F̂1 , α = 1.5 F̂4
h error order error order
1.000e-01 1.59e-02 2.40e-01
5.000e-02 3.76e-03 2.08 2.50e-01 -0.06
2.500e-02 9.40e-04 2.00 2.50e-01 0.00
1.250e-02 2.35e-04 2.00 6.69e-06 15.19
6.250e-03 5.88e-05 2.00 2.05e-01 -14.90
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(a) F̂1 with h = 1.0E-01 and α = 1.5. (b) F̂4 with h = 1.0E-01.
(c) F̂4 with h = 2.5E-02. (d) F̂4 with h = 1.25E-02.
Figure 2.8: Computed solutions for Example 2.5 using F̂1 with α = 1.5 and F̂4 all
with the standard initial guess.
Table 2.11: Rates of convergence for Example 2.5 using F̂1 with α = 1.5 and F̂4 all
with an improved initial guess.
F̂1 , α = 1.5 F̂4
h error order error order
1.000e-01 1.59e-02 1.84e-08
5.000e-02 3.76e-03 2.08 4.05e-06 -7.78
2.500e-02 9.40e-04 2.00 8.85e-06 -1.13
1.250e-02 2.35e-04 2.00 6.50e-06 0.45
6.250e-03 5.88e-05 2.00 7.78e-06 -0.26
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2.4 Extensions of the New FD Framework to Sec-
ond Order Parabolic Problems in One Spacial
Dimension
In this section we generalize the new FD framework for approximating the viscosity
solution u ∈ A ⊂ C0((a, b)× (0, T ]) for the second order parabolic problem
ut + F
(
D2u,∇u, u, x, t) = 0, (x, t) ∈ (a, b)× (0, T ], (2.57a)
u(a, t) = ua(t), t ∈ [0, T ], (2.57b)
u(b, t) = ub(t), t ∈ [0, T ], (2.57c)
u(x, 0) = u0(x), x ∈ (a, b), (2.57d)
where the operator F is a continuous, possibly nonlinear, elliptic operator and A
is a function class in which the viscosity solution u is unique. The idea will be to
develop fully discrete approximations by using the above FD methodology for elliptic
problems to discretize the spatial variable and applying the method of lines. We will
consider both implicit and explicit methods for the time-discretization.
2.4.1 Formulation of the Fully Discrete Framework
We first discretize the spatial variable using the same methodology as above. Let Th
be a grid for Ω. Assume U is a grid function defined on Th × [0, T ]. Substituting a
numerical operator F̂ for F in (2.57a), we obtain the semi-discrete equation
∂
∂t
Ui + F̂
(
δ2x,hUi−1, δ
2
x,hUi, δ
2
x,hUi+1, δ
+
x,hUi, δ
−
x,hUi, Ui, xi, t
)
= 0 (2.58)
for i = 2, 3, . . . , J−1, where U1(t) = ua(t), UJ(t) = ub(t), and U0(t), UJ+1(t) are ghost
values for all t ∈ [0, T ]. To simplify the presentation, we let U = (U2, U3, . . . , UJ−1)
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and
F̂i[U, t] := F̂
(
δ2x,hUi−1, δ
2
x,hUi, δ
2
x,hUi+1, δ
+
x,hUi, δ
−
x,hUi, Ui, xi, t
)
.
Then, we can rewrite the semi-discrete equation (2.58) as
∂
∂t
Ui = −F̂i[U, t] (2.59)
for i = 2, 3, . . . , J−1. Thus, we have a system of J−2 first order ordinary differential
equations (ODEs) in time.
Next, we discretize the time variable. Pick an integer N > 0 and let ∆t = T/N .
We use a super-index to denote the approximation at a given time level. Thus, we
have Unj denotes an approximation for u(xj, n∆t) for n = 0, 1, . . . , N . To incorporate
the boundary conditions, (2.57b) and (2.57c), we define Un1 := ua(n∆t) and U
n
J :=
ub(n∆t) for each n = 0, 1, . . . , N . Furthermore, we use the convention that U
n
0 and
UnJ+1 are ghost values that are dictated by the spatial discretization at each time
step n = 0, 1, . . . , N . Lastly, we incorporate the initial condition, (2.57d), by defining
U0i := u0(xi) for each i = 2, 3, . . . , J − 1.
Using the above conventions, we can define fully discrete methods for approximat-
ing problem (2.57) based on approximating (2.59) using the forward Euler method, the
backward Euler method, and the trapezoidal method. Hence, we have the following
fully discrete schemes for approximating (2.57):
Un+1i = U
n
i −∆t F̂i
[
Un, n∆t
]
, (2.60)
Un+1i + ∆t F̂i
[
Un+1, (n+ 1)∆t
]
= Uni , (2.61)
and
Un+1i +
∆t
2
F̂i
[
Un+1, (n+ 1)∆t
]
= Uni −
∆t
2
F̂i
[
Un, n∆t
]
, (2.62)
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for i = 2, 3, . . . , J−1, n = 0, 1, . . . , N −1, where (2.60), (2.61), and (2.62) correspond
to the forward Euler method, backward Euler method, and trapezoidal method,
respectively.
Remark 2.7. Using an implicit method such as the backward Euler method or the
trapezoidal method is equivalent to approximating a fully nonlinear elliptic PDE at
each time level n = 1, 2, . . . , N . Due to the initial condition, the nonlinear solver has
a natural initial guess for each time-step.
We now consider using Runge-Kutta methods for approximating the system of
ODEs given by (2.59). Let ν be a positive integer, A ∈ Rν×ν , and b, c ∈ Rν such that
ν∑
`=1
ak,` = ck
for each k = 1, 2, . . . , ν. Pick k ∈ R such that 0 ≤ k ≤ N , and let V denote a grid
function defined on Th. We define the discrete operator F̂ ki by
F̂ ki [V ] := F̂
(
δ2x,hVi−1, δ
2
x,hVi, δ
2
x,hVi+1, δ
+
x,hVi, δ
−
x,hVi, Vi, xi, k∆t
)
for i = 2, 3, . . . , J − 1, with
V0 := ua(k∆t), VJ := ub(k∆t)
and V1, VJ+1 two ghost values dictated by the spatial discretization. Then, a generic
ν stage Runge-Kutta scheme for approximating (2.59) can be written
Un+1i = U
n
i −∆t
ν∑
`=1
b` F̂
n+c`
i
[
ξn,`
]
(2.63)
for
ξn,`i = U
n
i −∆t
ν∑
k=1
ak,` F̂
n+ck
i
[
ξn,k
]
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for all i = 2, 3, . . . , J − 1, n = 0, 1, . . . , N − 1. We note that (2.63) corresponds to an
explicit scheme when A is strictly lower diagonal and an implicit scheme otherwise.
Remark 2.8.
(a) We can interpret ξn,`i in (2.63) as an approximation for u
(
xi, (n+c`)∆t
)
. Thus,
we use F̂ n+c`i to enforce the boundary condition at time t = (n+c`)∆t by setting
ξn,`1 = ua
(
(n+ c`)∆t
)
and ξn,`J = ub
(
(n+ c`)∆t
)
in the definition of F̂ n+c`i .
(b) In practice, the time-discretization method should be chosen to match the order
of the spatial discretization. Suppose the time-discretization method has order
r. Then, the time-step size ∆t should be chosen such that ∆t = h2/r when using
implicit methods without a CFL condition.
2.4.2 Numerical Experiments
We now implement the proposed methodology for a series of parabolic problems. We
will test both the implicit trapezoidal method and the explicit midpoint method, a
two-stage Runge-Kutta method that corresponds to the tableau in Figure 2.9. A
uniform partition for the spatial and time coordinates will be used. For implicit
methods, the Matlab built-in nonlinear solver fsolve will be used, and the initial
guess will be the grid function U from the previous time step, where the initial
grid approximation will be formed by the initial condition (2.57d). For the implicit
tests, we record the time-step size ∆t, and for the explicit tests we record a scaling
parameter κt, where the time-step size will be given by the assumed CFL condition
∆t = κth
2. All errors will be measure in the `∞ norm defined on the specified grid,
and all tests will use the numerical operator F̂2 defined in (2.40b). We will observe
that the proposed scheme appears to converge quadratically when choosing β = 0
and linearly when choosing β > 0. Also, we note that the explicit schemes appeared
unstable for κt ≥ 0.01.
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c A
bt
=
0
1/2 1/2
0 1
Figure 2.9: The tableau for the midpoint method.
Example 2.6. Consider the problem
ut − uxx u = f in Ω× (0, 1],
u = g on ∂Ω× (0, 1],
u = u0 in Ω× {0},
where Ω = (0, 1), f(x, t) = −1
2
x2 − t4 + 4 t3 − 1, and g and u0 are chosen such that
the viscosity solution is given by u(x, t) = 0.5x2 + t4 + 1.
The problem is actually quasi-linear, with a product nonlinearity. The numerical
results are recorded in Table 2.12 and Figure 2.10, where we observe quadratic rates
when β = 0 and better than linear rates when β = 1.
Table 2.12: Rates of convergence in space for Example 2.6 at time t = 1.0 using
α = 2 and U0i = u0(xi).
Midpoint with κt = 0.001 Trapezoidal with ∆t = 0.01
β = 1 β = 0 β = 1 β = 0
h Error Order Error Order Error Order Error Order
1.43e-01 2.58e-02 1.99e-02 2.58e-02 1.99e-02
6.67e-02 8.80e-03 1.41 4.84e-03 1.85 8.81e-03 1.41 4.86e-03 1.85
3.23e-02 3.25e-03 1.37 1.15e-03 1.98 3.26e-03 1.37 1.16e-03 1.97
1.59e-02 1.34e-03 1.25 2.78e-04 2.00 1.36e-03 1.24 2.90e-04 1.95
7.87e-03 6.03e-04 1.14 6.83e-05 2.00 6.16e-04 1.13 8.08e-05 1.82
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(a) Midpoint with κt = 0.001. (b) Trapezoidal with ∆t = 0.01.
Figure 2.10: Computed solutions at time t = 1.0 for Example 2.6 using α = 2,
β = 1, h = 7.87e-03, and U0i = u0(xi).
Example 2.7. Consider the problem
ut − ux ln
(
uxx + 1
)
= f in Ω× (0, 1/2],
u = g on ∂Ω× (0, 1/2],
u = u0 in Ω× {0},
where Ω = (0, 2), f(x, t) = −e(t+1)x
(
x− (t+ 1) ln((t+ 1)2e(t+1)x + 1)), and g and u0
are chosen such that the viscosity solution is given by u(x, t) = e(t+1)x.
Notice, the exact solution u cannot be factored into the form u(x, t) = G(t)Y (x)
for some functions G and Y . The results for the trapezoidal method and the midpoint
method are recorded in Table 2.13 and Figure 2.11, where we observe less than
quadratic rates of convergence for β = 0 and better than linear rates of convergence
with β = 1.
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Table 2.13: Rates of convergence in space for Example 2.7 at time t = 0.5 using
α = 2 and U0i = u0(xi).
Midpoint with κt = 0.005 Trapezoidal with ∆t = 0.005
β = 1 β = 0 β = 1 β = 0
h Error Order Error Order Error Order Error Order
2.86e-01 1.98e+00 1.57e+00 1.98e+00 1.57e+00
1.33e-01 8.62e-01 1.09 6.45e-01 1.17 8.58e-01 1.10 6.43e-01 1.17
6.45e-02 3.42e-01 1.27 2.38e-01 1.38 3.39e-01 1.28 2.36e-01 1.38
3.17e-02 1.32e-01 1.34 7.78e-02 1.57 1.29e-01 1.37 7.71e-02 1.58
1.57e-02 5.66e-02 1.21 2.32e-02 1.73 5.15e-02 1.31 2.29e-02 1.73
Example 2.8. Consider the Hamilton-Jacobi-Bellman problem
ut − min
θ(t,x)∈{1,2}
{
Aθ uxx − c(x, t) cos(t) sin(x)− sin(t) sin(x)
}
= 0 in Ω× (0, 1
2
],
u = g on ∂Ω× (0, 1],
u = u0 in Ω× {0},
where Ω = (0, 2pi), A1 = 1, A2 =
1
2
,
c(x, t) =
1, if 0 < t ≤
pi
2
and 0 < x ≤ pi or pi
2
< t ≤ pi and pi < x < 2pi,
1
2
, otherwise,
and g and u0 are chosen such that the viscosity solution is given by u(x, t) =
cos(t) sin(x).
Notice that this problem involves an optimization over a finite dimensional set,
and the solution corresponds to
θ(x, t) =
1, if c(x, t) = 1,2, if c(x, t) = 1
2
.
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(a) Midpoint with κt = 0.005. (b) Trapezoidal with ∆t = 0.005.
Figure 2.11: Computed solutions at time t = 0.5 for Example 2.7 using α = 2,
β = 1, h = 1.57e-02, and U0i = u0(xi).
The results are recorded in Table 2.14 and Figure 2.12, where we again observe
quadratic rates of convergence for β = 0 and sub-quadratic rates of convergence for
β = 1.
Table 2.14: Rates of convergence in space for Example 2.8 at time t = 3.1 using
α = 2 and U0i = u0(xi).
Midpoint with κt = 0.005 Trapezoidal with ∆t = 0.031
β = 1 β = 0 β = 1 β = 0
h Error Order Error Order Error Order Error Order
8.98e-01 7.41e-01 5.99e-01 7.42e-01 6.00e-01
4.19e-01 3.88e-01 0.85 1.93e-01 1.49 3.89e-01 0.85 1.93e-01 1.49
2.03e-01 1.63e-01 1.20 4.71e-02 1.94 1.63e-01 1.20 4.65e-02 1.96
9.97e-02 6.96e-02 1.20 1.14e-02 2.00 6.91e-02 1.21 1.04e-02 2.11
4.95e-02 3.17e-02 1.12 2.81e-03 2.00 3.08e-02 1.15 2.37e-03 2.11
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(a) Midpoint with κt = 0.005. (b) Trapezoidal with ∆t = 0.031.
Figure 2.12: Computed solutions at time t = 3.1 for Example 2.8 using α = 2,
β = 1, h = 4.95e-02, and U0i = u0(xi).
Example 2.9. Consider the Hamilton-Jacobi-Bellman problem
ut − inf−1≤θ(t,x)≤1
{
|x− 1|uxx + θux
}
= f in Ω× (0, 1
2
],
u = g on ∂Ω× (0, 1],
u = u0 in Ω× {0},
where Ω = (0, 3), f(x, t) = −|x− 1|2 (|x− 1|+ 3) e−t, and g and u0 are chosen such
that the viscosity solution is given by u(x, t) = |x− 1|3 e−t ∈ C2(0, 3).
Notice that the above operator is not second order when x = 1. Also, the viscosity
solution corresponds to
θ(x, t) =
1, if x < 1,−1, if x > 1.
The approximation results are recorded in Table 2.15 and Figure 2.13. Observe,
the rates of convergence appear to suffer possibly due to the lower regularity of the
viscosity solution.
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Table 2.15: Rates of convergence in space for Example 2.9 at time t = 1.0 using
α = 2 and U0i = u0(xi).
Midpoint with κt = 0.005 Trapezoidal with ∆t = 0.0025
β = 1 β = 0 β = 1 β = 0
h Error Order Error Order Error Order Error Order
2.00e-01 2.20e-01 4.02e-01 2.20e-01 4.02e-01
9.68e-02 7.67e-02 1.45 2.05e-01 0.93 7.69e-02 1.45 2.05e-01 0.93
4.76e-02 4.07e-02 0.89 8.11e-02 1.31 4.06e-02 0.90 8.10e-02 1.31
2.36e-02 1.82e-02 1.15 3.09e-02 1.38 1.84e-02 1.13 3.08e-02 1.38
1.18e-02 9.52e-03 0.93 1.20e-02 1.35 9.65e-03 0.92 1.20e-02 1.35
(a) Midpoint with κt = 0.005. (b) Trapezoidal with ∆t = 0.0025.
Figure 2.13: Computed solutions at time t = 1.0 for Example 2.9 using α = 2,
β = 1, h = 1.18e-02, and U0i = u0(xi).
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2.5 Extensions of the New FD Framework to
Second Order Elliptic Problems in Higher
Dimensions
We now generalize the new FD framework for second order elliptic problems in
high-dimensions. The analysis for the proposed method is still open. As such, the
discussion about the analysis of the high-dimensional framework will be postponed
until Section 6.1. The proposed discretizations will be tested in Section 2.4.2.
2.5.1 Formulation of the Framework
We present the most natural generalization of the one-dimensional framework, given
by: Find a grid function U such that
F̂
(
D++h Uα, D
+−
h Uα, D
−+
h Uα, D
−−
h Uα,∇+hUα,∇−hUα, Uα, xα
)
= 0 (2.64)
for all α ∈ NdJ such that αi ∈ {2, 3, . . . , Ji− 1} for all i = 1, 2, . . . , d. As expected, Uα
is intended to be an approximation of u(xα) for all xα ∈ Th, and Uα is a ghost value
for all α such that αi ∈ {0, Ji + 1} for some i ∈ {1, 2, . . . , d}.
We have the following natural generalizations of Definitions 2.2 and 2.3:
Definition 2.4. The function F̂ :
(
Rd×d
)4× (Rd)2×R×Ω→ R in (2.64) is called a
numerical operator. FD method (2.64) is said to be an admissible scheme for problem
(2.1) if it has at least one (grid function) solution U such that Uα = g(xα) for all
xα ∈ ∂Ω.
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Definition 2.5.
(i) Let P ∈ Rd×d, q ∈ Rd, v ∈ R, and x ∈ Ω. FD method (2.64) is said to be a
consistent scheme if F̂ satisfies
lim inf
Pµ ν→P,qµ→q;µ,ν∈{+,−}
ν→v, ξ→x
F̂ (P++, P+−, P−+, P−−, q+, q−, ν, ξ) ≥ F∗(P, q, v, x),
lim sup
Pµ ν→P,qµ→q;µ,ν∈{+,−}
ν→v, ξ→x
F̂ (P++, P+−, P−+, P−−, q+, q−, ν, ξ) ≤ F ∗(P, q, v, x),
where F∗ and F ∗ denote, respectively, the lower and the upper semi-continuous
envelopes of F . Thus, we have
F∗(P, q, v, x) := lim inf
P˜→P,q˜→q,
v˜→v,x˜→x
F
(
P˜ , q˜, v˜, x˜
)
,
F ∗(P, q, v, x) := lim sup
P˜→P,q˜→q,
v˜→v,x˜→x
F
(
P˜ , q˜, v˜, x˜
)
,
where P˜ ∈ Rd×d, q˜ ∈ Rd, v˜ ∈ R, and x˜ ∈ Ω.
(ii) FD method (2.64) is said to be a generalized monotone (g-monotone) scheme
if for each α ∈ NdJ such that xα ∈ Ω, F̂ (P++, P+−, P−+, P−−, q+, q−, v, xα) is
monotone increasing in P++, P−−, and q− and monotone decreasing in P+−,
P−+, and q+. More precisely, for all P µ ν ∈ Rd×d and qµ ∈ Rd, µ, ν ∈ {+,−},
for all v ∈ R, and for all xα ∈ Ω, there holds
F̂
(
A,P+−, P−+, P−−, q+, q−, v, xα
) ≤ F̂ (B,P+−, P−+, P−−, q+, q−, v, xα) ,
F̂
(
P++, A, P−+, P−−, q+, q−, v, xα
) ≥ F̂ (P++, B, P−+, P−−, q+, q−, v, xα) ,
F̂
(
P++, P+−, A, P−−, q+, q−, v, xα
) ≥ F̂ (P++, P+−, B, P−−, q+, q−, v, xα) ,
F̂
(
P++, P+−, P−+, A, q+, q−, v, xα
) ≤ F̂ (P++, P+−, P−+, B, q+, q−, v, xα) ,
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for all A,B ∈ Sd×d such that A ≤ B, where A ≤ B means that B − A is a
nonnegative definite matrix, and
F̂
(
P++, P+−, P−+, P−−, a, q−, v, xα
) ≥ F̂ (P++, P+−, P−+, P−−, b, q−, v, xα) ,
F̂
(
P++, P+−, P−+, P−−, q+, a, v, xα
) ≤ F̂ (P++, P+−, P−+, P−−, q+, b, v, xα) ,
for all a, b ∈ Rd such that ai ≤ bi for all i = 1, 2, . . . , d. In other words,
F̂ (↑, ↓, ↓, ↑, ↓, ↑, v, xα).
(iii) Let (2.64) be an admissible FD method. A solution U of (2.64) is said to be
stable if there exists a constant C > 0, which is independent of h, such that U
satisfies
‖U‖`∞(Th) := max
α∈NdJ
|Uα| ≤ C.
Also, (2.64) is said to be a stable scheme if all of its solutions are stable
solutions.
Under the generalized high-dimensional framework, the Lax-Friedrichs-like nu-
merical operator takes the form
F̂b
(
P++, P+−, P−+, P−−, q+, q−, v, x
)
(2.66)
:= F
(
b1 P
++ + b2 P
+− + b3 P−+ + b4 P−−,
q+ + q−
2
, v, x
)
+ α :
(
P++ − P+− − P−+ + P−−)− β · (q+ − q−),
where {bj}4j=1 are nonnegative constants satisfying b1 + b2 + b3 + b4 = 1, α ∈ Rd×d
is an undetermined nonnegative matrix or matrix-valued function, and β ∈ Rd is an
undetermined nonnegative vector or vector-valued function.
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Remark 2.9.
(a) The term α :
(
P++ − P+− − P−+ + P−−) is called a numerical moment due to
the fact, for i, j ∈ {1, 2, . . . , d},
(
δ+xi,hiδ
+
xj ,hj
− δ+xi,hiδ−xj ,hj − δ−xi,hiδ+xj ,hj + δ−xi,hiδ−xj ,hj
)
Uα = hihjδ
2
xi,hi
δ2xj ,hjUα
= hihjδ
2
xj ,hj
δ2xi,hiUα,
an O
(
h2i + h
2
j
)
approximation of uxixixjxj(xα) scaled by hihj. Then,
1 :
(
D++h −D+−h −D−+h +D−−h
)
Uα ≈ h2∆2u(xα),
where 1 denotes the d× d matrix with all entries equal to 1.
(b) The above proposed Lax-Friedrichs-like FD method will be tested in Section 2.5.2
for two-dimensional problems with b1 = b4 = 0 and b2 = b3 =
1
2
.
Recall that for the convergence proof in one-dimension, we used an additional
assumption as stated in part (d) of Remark 2.3. Thus, we further assume there exists
a function Ĝ such that the numerical operator F̂ has the form
F̂
(
P++, P+−, P−+, P−−, q+, q−, v, x
)
= Ĝ
(
P˜ , P , q+, q−, v, x
)
,
where
P˜ =
P++ + P−−
2
, P =
P+− + P−+
2
.
Furthermore, we assume Ĝ is increasing in P˜ and q+, Ĝ is decreasing in P and q−,
and
lim inf
P˜ ,P→P, q+,q−→q
ν→v, ξ→x
Ĝ(P˜ , P , q+, q−, ν, ξ) ≥ F∗(P, q, v, x), (2.67a)
lim sup
P˜ ,P→P, q+,q−→q
ν→v, ξ→x
Ĝ(P˜ , P , q+, q−, ν, ξ) ≤ F ∗(P, q, v, x), (2.67b)
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where F∗ and F ∗ denote, respectively, the lower and the upper semi-continuous
envelopes of F .
Using the above assumptions and the discrete Hessians defined by (2.11), the FD
method (2.64) becomes: Find a grid function U such that
Ĝ
(
D˜2hUα, D
2
hUα,∇+hUα,∇−hUα, Uα, xα
)
= 0 (2.68)
for all α ∈ NdJ such that αi ∈ {2, 3, . . . , Ji − 1} for all i = 1, 2, . . . , d.
The convergence of the proposed FD method for the general high-dimensional
elliptic problem (2.1) remains open. More details on theoretical issues that must be
addressed to prove the general convergence will be discussed in Section 6.1. However,
we can easily show convergence to the viscosity solution of (2.1) when the differential
operator F is a function of only the diagonal entries of the Hessian argument. The
proof follows directly from the one-dimensional proof, where we now treat each
coordinate direction entirely independent of the others.
To this end, we define the FD method: Find a grid function U such that
Ĝ
(
diag
(
D˜2hUα
)
, diag
(
D
2
hUα
)
,∇+hUα,∇−hUα, Uα, xα
)
= 0 (2.69)
for all α ∈ NdJ such that αi ∈ {2, 3, . . . , Ji − 1} for all i = 1, 2, . . . , d, where, for
A ∈ Rd×d, we have diag (A) ∈ Rd×d defined by
[diag (A)]i,j :=
Ai,i if i = j,0 if i 6= j,
for all i, j = 1, 2, . . . , d.
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Then, we have the following theorem, which states convergence of the piecewise
constant extension function defined by
uh(x) := Uα, ∀x ∈
∏
j=1,2,...,d
(xα − hjej/2, xα + hjej/2], (2.70)
for a given grid function U , where {ej}dj=1 denotes the canonical basis for Rd.
Theorem 2.5. Suppose problem (2.1) satisfies the comparison principle of Def-
inition 1.4, has a unique continuous viscosity solution u, and the operator F is
independent of uxixj for all i, j ∈ {1, 2, . . . , d} such that i 6= j. Let U be a solution to
a consistent, g-monotone, and stable FD method (2.69), and let uh be its piecewise
constant extension given by (2.70). Then uh converges to u locally uniformly as
h→ 0+.
Remark 2.10. By Theorem 2.5 and straight-forwardly generalizing the results of
Section 2.3.4, we can construct convergent Lax-Friedrichs-like FD methods for the
linear second order elliptic Dirichlet boundary value problem
−
d∑
i=1
aiuxixi +
d∑
i=1
biuxi + c u = 0, in Ω ⊂ Rd,
u = g, on ∂Ω,
where the coefficient functions ai, bi, c ≥ 0, i = 1, 2, . . . , d, are all in L∞(Ω).
2.5.2 Numerical Experiments
We now implement and test the FD method defined by (2.64) for a series of nonlinear
problems with two spatial dimensions using the Lax-Friedrichs-like numerical operator
defined by (2.66) with b1 = b4 = 0 and b2 = b3 =
1
2
. We will again see that the
proposed schemes appear to have order two when choosing β = 0 and order one when
choosing β > 0 for problems with differentiable operators and smooth solutions.
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However, for problems with less regular solutions and for Hamilton-Jacobi-Bellman
type problems, the rates of convergence appear to suffer accordingly. For all tests, we
use the Matlab built in nonlinear solver fsolve with an initial guess given by the grid
function with all interior nodal values equal to zero and all boundary nodal values
given by the Dirichlet boundary condition. We also introduce the auxiliary boundary
condition ∆u = 0 by introducing ghost values to enforce the constraint equation
d∑
i=1
δ2xi,hiUα = 0
for all xα ∈ Th such that xα ∈ ∂Ω. The additional boundary constraint will be
used to define values for D±±h Uα for grid points such that αi ∈ {2, Ji − 1} for some
i ∈ {1, 2, . . . , d}. Such a constraint equation is consistent with the observation that
the proposed Lax-Friedrichs-like numerical operator yields a direct realization of the
vanishing moment method, as seen in Remark 2.9.
Example 2.10. Consider the Monge-Ampe`re problem
−det D2u = −uxx uyy + uxy uyx = f in Ω,
u = g on ∂Ω,
where f = −(1 + x2 + y2)ex2+y2, Ω = (0, 1) × (0, 1), and g is chosen such that the
viscosity solution is given by u(x, y) = e
x2+y2
2 .
The numerical results are recorded in Table 2.16 and Figure 2.14, where we observe
linear rates of convergence when β = 0 and quadratic rates of convergence when
β = 101. We see that even for the trivial initial guess, the proposed scheme with a
Newton solver does not converge to a numerical artifact, as discussed in Section 1.3
with respect to the same fully nonlinear boundary value problem using a standard
nine-point FD method.
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Table 2.16: Rates of convergence for Example 2.10 using α = 24I and fsolve with
initial guess U (0) = 0.
β = 101 β = 0
h Error Order Error Order
1.29e-01 3.33e-01 4.04e-01
9.43e-02 2.58e-01 0.83 2.51e-01 1.54
7.44e-02 2.02e-01 1.03 1.59e-01 1.93
6.15e-02 1.64e-01 1.11 1.07e-01 2.08
5.24e-02 1.36e-01 1.16 7.58e-02 2.13
Figure 2.14: Computed solution for Example 2.10 using α = 24I, β = 0, h = 5.24e-
02, and fsolve with initial guess U (0) = 0.
Example 2.11. Consider the Monge-Ampe`re problem
−det D2u = −uxx uyy + uxy uyx = 0 in Ω,
u = g on ∂Ω,
where Ω = (−1, 1)× (−1, 1) and g is chosen such that the viscosity solution is given
by u(x, y) = |x| ∈ C0(Ω).
The numerical results for approximating the given problem can be found in
Table 2.17 and Figure 2.15. We observe that the rates of convergence appear to
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be linear for both β = 1 and β = 0. However, the scheme appears more accurate
for β = 0. The decreased rate of convergence for β = 0 is expected due to the fact
u ∈ H1(Ω).
Table 2.17: Rates of convergence for Example 2.11 using α = 10I and fsolve with
initial guess U (0) = 0.
β = 1 β = 0
h Error Order Error Order
2.36e-01 6.80e-01 6.80e-01
1.77e-01 5.12e-01 0.99 4.60e-01 1.35
1.41e-01 4.01e-01 1.09 3.36e-01 1.41
1.18e-01 3.29e-01 1.09 2.64e-01 1.33
1.01e-01 2.80e-01 1.05 2.18e-01 1.23
8.84e-02 2.44e-01 1.01 1.87e-01 1.14
7.86e-02 2.18e-01 0.98 1.65e-01 1.06
Example 2.12. Consider the stationary Hamilton-Jacobi-Bellman problem
min {−∆u,−∆u/2} = f in Ω,
u = g on ∂Ω,
where Ω = (0, pi)× (−pi/2, pi/2),
f(x, y) =
2 cos(x) sin(y), if (x, y) ∈ S,cos(x) sin(y), otherwise,
S = (0, pi/2]× (−pi/2, 0] ∪ (pi/2, pi]× (0, pi/2), and g is chosen such that the viscosity
solution is given by u(x, y) = cos(x) sin(y).
We can see that the optimal coefficient for ∆u varies over four patches in the
domain. The approximation results can be found in Table 2.18 and Figure 2.16.
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Figure 2.15: Computed solutions for Example 2.11 using α = 10I, β = 1, and
fsolve with initial guess U (0) = 0. The left plots use h = 1.41e-01. The right plots use
h = 7.07e-02.
Observe, the rates of convergence appear suboptimal for both schemes, β = 21 and
β = 0. Since u is smooth, the deteriorated convergence rates may be associated with
the Hamilton-Jacobi-Bellman operator.
Example 2.13. Consider the infinite Laplacian problem
−∆∞u := −uxx ux uy − uxy ux uy − uyx uy uy − uyy uy uy = 0 in Ω,
u = g on ∂Ω,
where Ω = (−1, 1)× (−1, 1) and g is chosen such that the viscosity solution is given
by u(x, y) = |x|4/3 − |y|4/3. While this problem is semilinear and not fully nonlinear,
the solution has low regularity due to the fact u ∈ C1, 13 (Ω) ∩H1(Ω).
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Table 2.18: Rates of convergence for Example 2.12 using α = 12I and fsolve with
initial guess U (0) = 0.
β = 21 β = 0
h Error Order Error Order
1.53e-01 1.83e-01 1.83e-01
1.35e-01 1.68e-01 0.65 1.62e-01 0.95
1.20e-01 1.56e-01 0.65 1.44e-01 1.03
1.08e-01 1.44e-01 0.76 1.28e-01 1.17
9.87e-02 1.33e-01 0.84 1.14e-01 1.20
Figure 2.16: Computed solution for Example 2.12 using α = 12I, β = 0, h = 9.87e-
02, and fsolve with initial guess U (0) = 0.
The approximation results can be found in Table 2.19 and Figure 2.17. Observe,
the rates of convergence appear to be bounded above by one. Again, the rates appear
slightly better for β = 0. However, the asymptotic rates may be the same due to the
lower regularity of the solution.
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Table 2.19: Rates of convergence for Example 2.13 using α = 6I and fsolve with
initial guess U (0) = 0.
β = 1 β = 0
h Error Order Error Order
1.23e-01 1.02e-01 9.72e-02
1.05e-01 9.24e-02 0.62 8.68e-02 0.71
9.12e-02 8.43e-02 0.67 7.83e-02 0.74
8.08e-02 7.77e-02 0.67 7.14e-02 0.77
7.25e-02 7.20e-02 0.71 6.55e-02 0.80
Figure 2.17: Computed solution for Example 2.13 using α = 6I, β = 1, h = 7.25e-
02, and fsolve with initial guess U (0) = 0.
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Chapter 3
Local Discontinuous Galerkin
Methods
This chapter focuses on the development of a class of discontinuous Galerkin (DG)
methods for directly approximating the viscosity solutions of second order Dirichlet
boundary value problems
F [u](x) := F
(
D2u,∇u, u, x) = 0, x ∈ Ω ⊂ Rd, (3.1a)
u(x) = g(x), x ∈ ∂Ω (3.1b)
and the viscosity solutions of second order initial boundary value problems
ut + F
(
D2u,∇u, u, x, t) = 0, (x, t) ∈ ΩT := Ω× (0, T ], (3.2a)
u(x, t) = g(x), (x, t) ∈ ∂ΩT := ∂Ω× (0, T ], (3.2b)
u(x, 0) = u0(x), x ∈ Ω, (3.2c)
where F is a fully nonlinear elliptic operator, Ω is an open, bounded, convex domain,
and T ∈ R is positive. The methods proposed will generalize the finite difference (FD)
methods of Chapter 2 while taking full advantage of the flexibility and versatility of
DG methods in terms of accuracy and mesh design. Furthermore, we will show that
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the proposed methods posses solver-friendly properties when compared to standard
discretization techniques. These solver-friendly properties include more freedom in
the choice of the nonlinear solver and less dependence upon the initial guess. The
proposed methods will be demonstrated through numerical experiments in Section 3.5.
To introduce a key motivation for our local discontinuous Galerkin (LDG) methods
(see [10]), we briefly describe the nonstandard LDG method proposed by Yan and
Osher in [53] for approximating the viscosity solution of the Hamilton-Jacobi equation:
ut + H(∇u, u, x, t) = 0. The main ideas of [53] are to approximate the “left” and
“right” side first order derivatives of the viscosity solution and to judiciously combine
them through a monotone and consistent numerical Hamiltonian such as the Lax-
Friedrichs numerical Hamiltonian (see Section 2.2). We note that the idea of pulling
the highest order derivative(s) outside of fully nonlinear PDEs is essential because it
allows one to take advantages of DG techniques to discretize the given fully nonlinear
PDEs. Our nonstandard LDG methods to be presented below are exactly inspired by
this idea, although the realization of this idea for fully nonlinear second order PDEs
is more involved. Below we highlight the main steps/ideas of the construction of our
nonstandard LDG framework in Section 3.2.
3.1 Notation
To develop our schemes, we first introduce some (standard) notation for DG methods.
Let Th denote a locally quasi-uniform and shape-regular partition of the domain Ω
(see [9]) with h = maxK∈Th diam K. Then, we define the following broken H
1-space
and broken C0-space
H1(Th) :=
∏
K∈Th
H1(K), C0(Th) :=
∏
K∈Th
C0(K),
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and the L2-inner product
(v, w)Th :=
∑
K∈Th
∫
K
v w dx ∀v, w ∈ L2(Th).
Let EIh denote the set of all interior faces/edges of Th, EBh denote the set of all boundary
faces/edges of Th, and Eh := EIh ∪ EBh . Then, for a set Sh ⊂ Eh, we define the broken
L2-inner product over Sh by
〈v, w〉Sh :=
∑
e∈Sh
∫
e
v w ds ∀v, w ∈ L2(Sh).
For a fixed integer r ≥ 0, we define the standard DG finite element space V h ⊂
H1(Th) ⊂ L2(Th) by
V h :=
∏
K∈Th
Pr(K),
where Pr(K) denotes the set of all polynomials on K with degree not exceeding r.
Define the computational domain Ωh :=
⋃
K∈Th K. Observe, if Ω is not a polygonal
domain, then we have Ωh ( Ω. Consequently, there exists at least one face/edge
e ∈ EBh such that e 6⊂ ∂Ω, and, as a result, special care must be taken to enforce
the boundary condition. One solution is to use curvilinear elements, as discussed in
[34]. However, we will propose another solution that better suits our methodology
and only amounts to a perturbation of the boundary data that should disappear as
h → 0. To this end, we introduce a transformation ∼ : EBh → ∂Ω such that ∼ maps
each face/edge e ∈ EBh to a portion of the boundary of the domain, called e˜, with⋃
e∈EBh e˜ = ∂Ω. We also define E˜
B
h :=
{
e˜ | e ∈ EBh
}
.
We can specify the mapping ∼ as follows. Let e ∈ EBh , and let Xe denote the set
of nodes of e. By the convexity of the domain, we have Xe ⊂ ∂Ω. First, suppose
d = 2. Then, we let e˜ denote the segment of ∂Ω bounded by the two nodes in Xe.
Now, suppose d ≥ 3. Then, Xe defines a (d-1)-dimensional simplex, and we choose
e˜ ⊂ ∂Ω such that
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(i)
⋃
e∈EBh e˜ = ∂Ω.
(ii) e˜1 ∩ e˜2 is a zero-measure set when e1 6= e2.
(iii) Xe is the set of all nodes for e˜.
Note that such a partitioning of ∂Ω exists.
We now define (standard) interior face/edge dependent functions. Choose K,K ′ ∈
Th, and let e = ∂K ∩∂K ′ ∈ EIh . Without loss of generality, we assume that the global
labeling number of K is smaller than that of K ′ and define the following (standard)
jump and average notation:
[v] := v|K − v|K′ , {v} := v|K + v|K′
2
(3.3)
for any v ∈ Hm(Th). We also define ne := nK = −nK′ as the normal vector to e.
For e ∈ EBh , we define ne as the unit outward normal for the underlying boundary
simplex. We note that we will handle function values defined on EBh in a nonstandard
way for the DG methods developed in Sections 3.2 and 3.3 that will be based on
the boundary mapping ∼ and the degree of the polynomial basis r. However, when
we only consider the case r ≥ 1, the boundary function values can be treated in a
standard way as in [26].
Lastly, we define the projection operator Ph : L2(Th)→ V h by
(Phv, φh)Th = (v, φh)Th ∀φh ∈ V h (3.4)
for all v ∈ L2(Th). Thus, Ph is the projection operator onto V h that is induced by
the broken L2-inner product.
94
3.2 A Monotone Framework for Second Order
Elliptic Problems
In this section, we design a class of DG methods that are based on a nonstandard
mixed formulation for problem (3.1) that resembles an LDG methodology. The
presented framework modifies the PDE operator F to add strong monotonicity
properties as a means for the LDG schemes to select the correct solution to
approximate. The DG methodology will give more accurate numerical solutions than
the FD framework presented in Chapter 2. We will see in the numerical examples of
Section 3.5 that the presented framework appears to successfully remove all numerical
artifacts in certain instances.
Several novel ideas are utilized to design direct DG methods for discretizing fully
nonlinear PDE problems, all of which will be discussed in the following. The new ideas
will provide a way to overcome the inherent difficulties that arise when using Galerkin-
based numerical methods to discretize a PDE operator that cannot be expressed in
divergence form. We will also see that the DG framework contains schemes that are
direct realizations of the vanishing moment methodology found in [29].
3.2.1 Motivation
We now present the five key ideas for our formulation of DG methods for fully
nonlinear second order elliptic problems with an underlying viscosity solution in
C0(Ω). Since integration by parts, which is the necessary tool for constructing any
DG method, cannot be performed on equation (3.1a), the first key idea is to introduce
the auxiliary variables P := D2u and q := ∇u and rewrite the original fully nonlinear
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PDE as a system of PDEs:
F (P, q, u, x) = 0, (3.5a)
q −∇u = 0, (3.5b)
P −∇q = 0. (3.5c)
Unfortunately, since ∇u and D2u may not exist for a viscosity solution u ∈ C0(Ω),
the the above mixed formulation may not make sense. To overcome this difficulty,
the second key idea is to replace q := ∇u by two possible values of ∇u, namely, the
left and right limits, and P := ∇q by two possible values for each possible q, namely,
the left and right limits. Thus, we have the auxiliary variables q+, q− : Ω → Rd and
P++, P+−, P−+, P−− : Ω→ Rd×d such that
q+(x)−∇u(x+) = 0, (3.6a)
q−(x)−∇u(x−) = 0, (3.6b)
P++(x)−∇q+(x+) = 0, (3.6c)
P+−(x)−∇q+(x−) = 0, (3.6d)
P−+(x)−∇q−(x+) = 0, (3.6e)
P−−(x)−∇q−(x−) = 0. (3.6f)
To incorporate the multiple values of ∇u and D2u, equation (3.5a) must be
modified because F is only defined for single value functions P and q. To this end,
we need the third key idea, which is to replace (3.5a) by
F̂ (P++, P+−, P−+, P−−, q+, q−, u, x) = 0, (3.7)
where F̂ , which is called a numerical operator, should be some well-chosen approxi-
mation to F .
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The last two key ideas address the criterions for F̂ and how such a numerical
operator F̂ can be constructed. Borrowing and adapting the notion of the numerical
operators from Chapter 2, where a general FD framework has been developed for fully
nonlinear second order PDEs, we arrive at the fourth key idea. In short, the criterions
for F̂ include consistency and g-monotonicity (generalized monotonicity), for which
precise definitions can be found in Section 2.5. To incorporate the definitions into a
DG context, we only need to extend the definition of g-monotonicity to all x ∈ Ω.
Finally, we need to design a DG discretization for the mixed system (3.6) and
(3.7) that incorporates all of the above key ideas. To this end, the fifth key idea
is to use different numerical fluxes in the formulations of DG methods for the “one-
sided” linear problems represented by (3.6) in concert with the addition of a numerical
moment, which can be regarded as a direct numerical realization for the moment term
in the vanishing moment methodology introduced in [29].
The consistency and g-monotonicity of the numerical operator play a critical role
in the LDG methods we formulate for fully nonlinear second order PDE problems.
Using a numerical moment, we can immediately design numerical operators that
fulfill the consistency and g-monotonicity requirements. To this end, we propose the
Lax-Friedrichs-like numerical operator first introduced in Chapter 2:
F̂
(
P++, P+−, P−+, P−−, q+, q−, v, x
)
(3.8)
:= F
(
P+− + P−+
2
,
q+ + q−
2
, v, x
)
+ α :
(
P++ − P+− − P−+ + P−−)− β · (q+ − q−),
where α ∈ Rd×d is a nonnegative constant matrix and β ∈ Rd is a nonnegative
constant vector chosen to enforce the g-monotonicity property. The second to last
term in (3.8) is called the numerical moment and the last term in (3.8) is called the
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numerical viscosity. Notationally, we have
A : B :=
d∑
i=1
d∑
j=1
Ai,j Bi,j
for A,B ∈ Rd×d.
Suppose F is differentiable and there exists positive constants Mα and Mβ such
that
Mα >
∥∥∥∥ ∂F∂D2u
∥∥∥∥
L∞(Rd×d)
, Mβ >
∥∥∥∥ ∂F∂∇u
∥∥∥∥
L∞(Rd)
. (3.9)
Then, a sufficient choice for α and β that yields g-monotonicity is given by
α = dMα I, β = dMβ,~1, (3.10)
where I denotes the identity matrix for Rd×d and ~1 denotes the vector with all
components equal to one. It is trivial to check using Gershgorin’s circle theorem that
for the given value of α, ∂F̂
∂P−− and
∂F̂
∂P++
are positive definite and ∂F̂
∂P−+ and
∂F̂
∂P+− are
negative definite. Furthermore, F̂ is increasing with respect to each component of q−
and decreasing with respect to each component of q+. Thus, the Lax-Friedrichs-like
numerical operator is g-monotone using the choices α = dMα I and β = dMβ ~1.
Remark 3.1.
(a) Due to the definition of ellipticity for F , the g-monotonicity constraints on F̂
with respect to P−+ and P+− are natural.
(b) By choosing the numerical moment correctly, the numerical operator F̂ will
behave like a uniformly elliptic operator, even if the PDE operator F is a
degenerate elliptic operator. The consistency assumption then guarantees that
the numerical operator is still a reasonable approximation for the PDE operator.
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(c) While it may not be possible to globally bound ∂F
∂D2u
, it may be sufficient to
choose a value for α such that the g-monotonicity property is preserved locally
over each iteration of the nonlinear solver for a given initial guess.
(d) It may be beneficial for a given nonlinear solver to let α = dM I +M 1, where
1 ∈ Rd×d such that 1i,j = 1 for all i, j = 1, 2, . . . , d, to ensure that F̂ is also
monotone with respect to each component of P µν for µ, ν ∈ {−,+}.
(e) The numerical moment can be used to design a modified fixed-point solver for
the resulting nonlinear system of equations that will be formulated in the sections
that follow. The solver will be defined in Section 3.4.1.
(f) The role of the numerical moment will be discussed further in Section 3.5.3.
3.2.2 Element-Wise Formulation of the LDG Methods
We now develop an element-wise formulation for our LDG methods. First we
introduce some local definitions. Let K ∈ Th and n denote the unit outward normal
vector to ∂K. We also let K ′ ∈ Th such that the set e = ∂K ∩ ∂K ′ forms a face/edge
in the triangulation. Then, for all functions v ∈ V h, let v (xI) denote the value of
v(x) on ∂K from the interior of the element K and v
(
xE
)
denote the value of v(x)
on ∂K from the interior of the element K ′. Using these limit definitions, we define
the local boundary flux operators T+, T− : Pr(K)→
(∏
e⊂∂K Pr(e)
)d
by
T−i (v)(x) :=
v
(
xI
)
, if ni(x) ≥ 0,
v
(
xE
)
, otherwise,
(3.11a)
T+i (v)(x) :=
v
(
xE
)
, if ni(x) ≥ 0,
v
(
xI
)
, otherwise
(3.11b)
for all i ∈ {1, 2, . . . , d}, x ∈ e, and v ∈ V h. We will define values for T±i (v)(x) when
v ∈ V h and x ∈ e for some e ∈ EBh in Section 3.2.4.
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We are now ready to formulate our DG discretizations for the system of equations
given by (3.6) and (3.7). First, we approximate the (fully) nonlinear equation (3.7)
by simply using its broken L2-projection into V h, namely,
a0
(
uh, q
+
h , q
−
h , P
++
h , P
+−
h , P
−+
h , P
−−
h ;φ0h
)
= 0 ∀φ0h ∈ V h, (3.12)
where
a0(u, q
+, q−, P++, P+−, P−+, P−−;φ0)
=
(
F̂ (P++, P+−, P−+, P−−, q+, q−, u, ·), φ0
)
Th
.
Next, we discretize the six linear equations (3.6) locally with respect to each
component using the partial derivative identity
∫
S
vxi ϕdx =
∫
∂S
v ϕni ds−
∫
S
v ϕxi dx ∀ϕ ∈ C1(S) (3.13)
for i = 1, 2, . . . , d. Thus, the above identity yields an integral representation for the
partial derivative vxi on the set S for all v ∈ H1(S). Using the preceding identity, we
define our gradient approximations qµh ∈
(
V h
)d
, µ ∈ {+,−}, by
∫
K
qµi φ
µ
i dx+
∫
K
u (φµi )xi dx =
∫
∂K
T µi (u)ni φ
µ
i
(
xI
)
ds ∀φµi ∈ V h (3.14)
for i = 1, 2, . . . , d, µ = +,−. Similarly, we define our Hessian approximations P µ νh ∈(
V h
)d×d
, µ, ν ∈ {+,−}, by
∫
K
P µ νi,j ψ
µ ν
i,j dx+
∫
K
qµi
(
ψµ νi,j
)
xj
dx =
∫
∂K
T νj (q
µ
i ) nj ψ
µ ν
i,j
(
xI
)
ds ∀ψµ νi,j ∈ V h
(3.15)
for i, j = 1, 2, . . . , d, µ, ν = +,−.
Thus, in order to approximate the viscosity solution u for the fully nonlinear
Dirichlet boundary value problem (3.1a), we seek functions uh ∈ V h; q+h ,q−h ∈ [V h]d;
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and P++h , P
+−
h , P
−+
h , P
−−
h ∈ [V h]d×d such that equation (3.12) holds as well as
equations (3.14) and (3.15) for all K ∈ Th, where uh forms the approximation for u.
3.2.3 Whole Domain Formulation of the LDG Methods
From above, we see that the local boundary flux operators are essential for developing
an element-wise DG formulation. Choose e ∈ Eh. Then, there exists an element
K ∈ Th such that nK = ne. Thus, we can extend the local boundary flux operators
T± from Section 3.2.2 to Eh by evaluating T±(v)(x) for x ∈ e using the local definition
(3.11) for K.
Summing equations (3.14) and (3.15) from the element-wise formulation over all
elements K ∈ Th, we have the following whole-domain DG discretization of (3.6):
(
qµi , φ
µ
i
)
Th + a
µ
i (uh, φ
µ
i ) = 0 ∀φµi ∈ V h, (3.16a)(
P µ νi,j , ψ
µ ν
i,j
)
Th + a
ν
j
(
qµi , ψ
µ ν
i,j
)
= 0 ∀ψµνi,j ∈ V h (3.16b)
for i, j = 1, 2, . . . , d, µ, ν = −,+, where
aµi (v, φ) :=
(
v, φxi
)
Th −
〈
T µi (v), [φ] nei
〉
EIh
− 〈T µi (v), φ(xI)ni〉EBh
for all v, φ ∈ V h and i, j = 1, 2, . . . , d, µ, ν = +,−. We note that the boundary
condition will appear as a constraint equation based upon the choice of boundary
flux values that will be defined in the following section.
In summary, our nonstandard LDG methods for the fully nonlinear Dirichlet
boundary value problem (3.1a) are defined as seeking
(
uh, q
+
h , q
−
h , P
++
h , P
+−
h , P
−+
h ,
P−−h
) ∈ V h × ([V h]d)2 × ([V h]d×d)4 such that (3.12) and (3.16) hold.
3.2.4 Boundary Flux Values
We now extend the definition for the boundary flux operators, given by (3.11), to the
set EBh . To this end, we will introduce a set of constraint equations that expresses all
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exterior limits in terms of interior limits and known data. The Dirichlet boundary
data will serve as an exterior constraint on the sought-after numerical solution. We
will consider two cases based on the definition of V h: r ≥ 1 and r = 0. For r ≥ 1,
we will enforce a “continuity” assumption across the boundary. For r = 0, we will
prescribe an alternative approach that will more closely resemble the introduction of
“ghost values” commonly used in FD methods.
Prior to introducing the constraint equations, we specify a convention to be used
for all boundary faces/edges. Let K ∈ Th be a boundary simplex, and let e ∈ EBh
such that e ⊂ ∂K. Suppose vh ∈ V h such that vh is supported on K. Then, we define
vh(x) := vh(x
I) for all x ∈ e. Furthermore, we may have Ωh ( Ω. In this case, we
simply extend the support of vh to include e˜ (see Section 3.1). Such an extension is
trivial since vh is a polynomial.
We first consider r ≥ 1, in which case we make the “continuity” assumption
vh(x
E) = vh(x) (3.17)
for all x ∈ e and vh ∈ V h such that e ∈ EBh . Since problem (3.1) lacks a Neumman
boundary condition, we simply treat q±j (x) as an unknown for all j = 1, 2, . . . , d and
x ∈ e such that e ∈ EBh . Alternatively, when defining the boundary flux values for uh,
we use the Dirichlet boundary condition given by (3.1b). Thus, for r ≥ 1, we wish to
impose
uh (x) = g(x)
for all x ∈ ∂Ω. However, g may not be a polynomial of degree r, and we may have
Ωh ( Ω. Thus, we introduce the constraint equations
d∑
i=1
〈
uh(x), ϕh(x)ni
〉
EBh
=
d∑
i=1
〈
g(x), ϕh(x)ni
〉
E˜Bh
∀ϕh ∈ V h (3.18)
using the boundary extension operator defined in Section 3.1, where n denotes the
unit outward normal vector. The constraint equation will fix some of the degrees of
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freedom in our approximation space so that our approximation satisfies the boundary
condition in a weak sense. Observe, when a boundary simplex has more than one
face/edge in EBh , we are treating all of the boundary simplex’s faces/edges in EBh as a
single (d-1)-dimensional surface.
We now consider the case r = 0 for the remainder of the section. Extending
the definition for the boundary flux operators, given by (3.11), to the set EBh is less
straightforward for the special case r = 0. We can see this by observing the fact that
when fixing the interior limit of a boundary value on a boundary simplex, we actually
fix the function value on the entire simplex. Thus, strictly enforcing a Dirichlet
boundary condition for uh may result in a boundary layer with respect to the overall
approximation error when measured in low-order norms such as the L∞ norm or L2
norm. Our goal is to prescribe boundary flux values in a way that results in a potential
boundary layer that corresponds to only high-order error, i.e., boundary layers that
only appear when measuring the approximation error in W 1,∞ or H1 semi-norms,
when defined.
In order to motivate our choice of boundary flux values when using r = 0, we
first show how the above LDG formulation relates to the FD methods formulated in
Chapter 2. Assume Ω ⊂ Rd is a d-rectangle, i.e., Ω = (a1, b1)× (a2, b2)×· · ·× (ad, bd).
Let N1, N2, . . . , Nd be positive integers, and let hi = (bi−ai)/Ni for all i = 1, 2, . . . , d.
Then, we partition the xi coordinate direction by dividing the interval (ai, bi) into Ni
subintervals of length hi for all i = 1, 2, . . . , d, and we let Xhi denote the collection
of intervals. Thus, we can define the partition of Ω by Th =
∏d
i=1Xhi , where h =
(h1, h2, . . . , hd) and |Th| =
∏d
i=1Ni. Lastly, we label the elements of Th using the
natural ordering.
Letting r = 0 in the above LDG formulation implies that the approximation uh
is constant on each rectangle in Th. Let xK denote the center of K for all K ∈ Th,
and let ξi denote the unit vector in the Cartesian direction of xi for all i = 1, 2, . . . , d.
Then, [xK ]i = ai + (αi − 1/2)hi for some αi ∈ {1, 2, . . . , Ni}. Thus, each node xK
can be fully described by a multi-index αK .
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Define the grid function U by UαK = uh(xαK ) for all K ∈ Th. Pick i, j ∈
{1, 2, . . . , d} and let K ∈ Th be an interior simplex. Then, letting φ±i = χK in
(3.14) for χK the characteristic function on K, we have
q−i (xαK ) =
1
hi
(UαK − UαK−ξi) = δ−xi,hiUαK , (3.19a)
q+i (xαK ) =
1
hi
(UαK+ξi − UαK ) = δ+xi,hiUαK , (3.19b)
where δ±xi,hi denotes the standard forward and backward difference operator in FD.
Similarly, letting ψµνi,j = χK in (3.15) for µ, ν ∈ {−,+}, we have
P−−i,j (xαK ) =
1
hj
(
q−i (xαK )− q−i (xαK − hjξj)
)
(3.20a)
=
1
hihj
(
UαK − UαK−ξi − UαK−ξj + UαK−ξj−ξi
)
= δ−xi,hiδ
−
xj ,hj
UαK ,
P−+i,j (xαK ) =
1
hj
(
q−i (xαK + hjξj)− q−i (xαK )
)
(3.20b)
=
1
hihj
(
UαK+ξj − UαK+ξj−ξi − UαK + UαK−ξi
)
= δ−xi,hiδ
+
xj ,hj
UαK ,
P+−i,j (xαK ) =
1
hj
(
q+i (xαK )− q+i (xαK − hjξj)
)
(3.20c)
=
1
hihj
(
UαK+ξi − UαK − UαK−ξj+ξi + UαK−ξj
)
= δ+xi,hiδ
−
xj ,hj
UαK ,
P++i,j (xαK ) =
1
hj
(
q+i (xαK + hjξj)− q+i (xαK )
)
(3.20d)
=
1
hihj
(
UαK+ξj+ξi − UαK+ξj − UαK+ξi + UαK
)
= δ+xi,hiδ
+
xj ,hj
UαK .
Hence, for the case r = 0 on a uniform rectangular grid, we successfully recover the
FD methods formulated in Chapter 2 for the interior of the domain, and it follows
that by extending the equivalence of the two methods to the boundary of the domain,
we can derive the necessary boundary flux values for uh and q
±
h on EBh .
In order to define the boundary values for uh, q
+
h , and q
−
h , we will need to develop
a methodology for extending the solution u to the exterior of the domain Ω. We now
define a way to do such an extension that is consistent with the interpretation of the
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auxiliary variables and consistent with the FD strategy of introducing “ghost values”
for the grid function U .
We first describe the extension for the approximation function uh. Given the
Dirichlet boundary data for the viscosity solution u, it is natural to assume that the
approximation function uh has a constant extension beyond each individual boundary
face/edge. Thus, we wish to define the exterior boundary fluxes using the Dirichlet
boundary condition (3.1b) by setting
u
(
xE
)
= g(x)
for all x ∈ ∂K ∩ ∂Ω. However, Ω may not be polygonal, and a given boundary
simplex may have multiple faces/edges in EBh . Therefore, we introduce a “ghost
simplex” exterior to each individual face/edge in EBh , and define the exterior value as
ge, where
d∑
i=1
〈
ge, ni
〉
e
=
d∑
i=1
〈
g, ni
〉
e˜
(3.21)
for each e ∈ EBh . Then, we define
uh(x
E)
∣∣∣
e
:= ge (3.22)
for all faces/edges e ∈ EBh .
Observe that for r = 0 we only apply the Dirichlet boundary condition to the
exterior function limits. Furthermore, we define the exterior function limits to be
edge dependent. Since the function value is constant on each simplex K, we do not
extend the Dirichlet boundary condition to the interior of the domain by enforcing
(3.18). Instead, we treat the value of uh on K as an unknown whenever K is a
boundary simplex. We use the edge dependent definition to mimic the use of ghost
values for r = 0, which are introduced for each coordinate direction when using a FD
methodology. When Th is a Cartesian partition, our methodology does in fact result in
the introduction of a fixed exterior boundary flux value for each individual coordinate
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direction. The result of the methodology will be a more weighted approximation on a
boundary simplex based upon the boundary condition along each boundary face/edge
independently and on the PDE for the interior of the simplex.
We now describe how we assign boundary values for q±h . Since we do not have
Neumman boundary data, we will have to enforce auxiliary boundary conditions.
From equations (3.19), we see that
q−i (xαK ) = q
+
i (xαK−ξi), q
+
i (xαK ) = q
−
i (xαK+ξi) (3.23)
for all i = 1, 2, . . . , d and all interior simplexes K ∈ Th. Let ne denote the unit normal
vector for each e ∈ EBh . Extending (3.23) to the boundary yields
q−i (x
E) = q+i (x
I), if nei < 0, (3.24a)
q+i (x
E) = q−i (x
I), if nei ≥ 0 (3.24b)
for x ∈ e, where both q+i (xI) and q−i (xI) are treated as unknowns.
Observe that the above extension does not define exterior limits for q+i if nei < 0
or q−ei if nei ≥ 0. In order to define the remaining exterior limit values, we also impose
the auxiliary constraint equations
d∑
i=1
〈
q−i
(
xI
)− q−i (xE) , nei〉
e
= 0, (3.25a)
d∑
i=1
〈
q+i
(
xI
)− q+i (xE) , nei〉
e
= 0 (3.25b)
for each face/edge e ∈ EBh .
The above constraint equations are consistent with discretizing the higher order
auxiliary constraint for all ghost-values of q±h :
d∑
k=1
(
q±k
)
xk
(x̂) = 0,
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where x̂ ∈ Ωc. The philosophy for such an auxiliary assumption can be found in
[29]. We note that the constraint equations (3.25) are also trivially satisfied when
defining the exterior values for r ≥ 1 due to our “continuity” assumption. Assuming
that Th is either a uniform Cartesian partition or a d-triangular partition where each
simplex has at most one face/edge in EBh , we can see that all exterior limits on the
boundary of the domain have now been expressed in terms of unknown interior limits
that correspond to degrees of freedom for the discretization.
Remark 3.2. When r = 0, our approximation space consists of totally discontinuous
piecewise constant functions. We have prescribed a way to assign all exterior boundary
flux values for our approximation functions, and, by convention, we treat all interior
boundary flux values as unknowns.
3.2.5 Analysis of the Auxiliary Linear Equations
We use this section to further explore the auxiliary system of linear equations. Based
upon the boundary flux values defined in Section 3.2.4, we can immediately form
linear operators that map uh to each auxiliary variable q
µ
h , P
µν
h for µ, ν ∈ {+,−}
(see Section 3.3). A complete analysis of these linear operators presented as discrete
derivative operators can be found in [26]. In this section, we instead focus on the
inverse problem that involves mapping a “discrete Laplacian” given by the trace of
(P+−h + P
−+
h )/2 back to the unknown function uh. In the following, we let Λh ∈ V h
be defined by
Λh := tr
(
P+−h + P
−+
h
2
)
, (3.26)
where tr denotes the matrix trace operator.
Lemma 3.1. Suppose r ≥ 1 in the definition of V h. Furthermore, assume at least
one boundary simplex in Th has only one face/edge in EBh . Then, using (3.16), we
can uniquely determine values for uh, q
+
h , and q
−
h when given a value for Λh, where
Λh is defined by (3.26).
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Proof. Observe, (3.16) is a linear system of equations. Since V h is finite-dimensional,
it is sufficient to show that if Λh = 0 and g = 0 in (3.1b), then uh = 0 and q
+
h = q
−
h = 0.
Pick i ∈ {1, 2, . . . , d}. Letting φ±i = q±i in (3.16a) and using the boundary flux
values defined in Section 3.2.4, we have
0 =
(
q±i , q
±
i
)
Th +
(
uh, (q
±
i )xi
)
Th −
〈
T±i (uh),
[
q±i
]
nei
〉
EIh
− 〈T±i (uh), q±i (xI)ni〉EBh
=
(
q±i , q
±
i
)
Th −
(
(uh)xi , q
±
i
)
Th +
〈
uh(x
I), q±i (x
I)ni
〉
EBh
+
〈[
uhq
±
i
]
, nei
〉
EIh
− 〈T±i (uh), [q±i ]nei〉EIh − 〈T±i (uh), q±i (xI)ni〉EBh
=
(
q±i , q
±
i
)
Th −
(
(uh)xi , q
±
i
)
Th +
〈
T∓i (q
±
i ), [uh]nei
〉
EIh
.
Also, letting j = i, µ 6= ν, and ψµνi,j = uh in (3.16b), we have
0 =
(
P±∓i,i , uh
)
Th +
(
q±i , (uh)xi
)
Th −
〈
T∓i (q
±
i ), [uh]nei
〉
EIh
− 〈T∓i (q±i ), uh(xI)ni〉EBh .
Then, summing the above two equations, we have
0 =
(
q±i , q
±
i
)
Th +
(
P±∓i,i , uh
)
Th −
〈
T∓i (q
±
i ), uh(x
I)ni
〉
EBh
.
Hence, summing over i, we have
0 =
(
q+h , q
+
h
)
Th +
(
q−h , q
−
h
)
Th + 2
(
Λh, uh
)
Th −
d∑
i=1
〈
T−i (q
+
i ) + T
+
i (q
−
i ), uh(x
I)ni
〉
EBh
.
Therefore, using the assumption that Λh = 0, the boundary flux values defined in
Section 3.2.4, and the assumptions on Th, we have q±h = 0.
We now show that uh is continuous. Observe, letting φ
±
i = uh in (3.16a), we have
(uh, (uh)xi)Th −
〈
T±i (uh), [uh] nei
〉
EIh
− 〈T±i (uh), uh(xI)ni〉EBh = 0.
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Then, we have
0 =
d∑
i=1
〈
T+i (uh)− T−i (uh), [uh] nei
〉
EIh
+
d∑
i=1
〈
T+i (uh)− T−i (uh), uh(xI)ni
〉
EBh
=
d∑
i=1
〈[uh] sgn(nei), [uh] nei〉EIh
=
d∑
i=1
〈[uh] , [uh] |nei |〉EIh ,
where
sgn(a) =
1 if a ≥ 0,−1 if a < 0.
Thus,
[
uh
]
= 0 on EIh , and, since uh is a piecewise polynomial, it follows that uh ∈
H1(Ω) ∩ C(Ω).
We now show that uh is constant valued on each simplex. Using (3.16a), we have
0 = (uh, (φh)xi)Th −
〈
T±i (uh), [φh] nei
〉
EIh
− 〈T±i (uh), φh(xI)ni〉EBh
= − ((uh)xi , φh)Th +
〈
T∓i (φh), [uh] nei
〉
EIh
− 〈T±i (uh), φh(xI)ni〉EBh
= − ((uh)xi , φh)Th −
〈
T±i (uh), φh(x
I)ni
〉
EBh
.
Choosing φh = (uh)xi ∈ V h, we have
(
(uh)xi , (uh)xi
)
Th +
〈
T±i (uh), ni (uh)xi
〉
EBh
= 0.
Thus, summing over i = 1, 2, . . . , d, we have ∇uh = 0 on Ω, and it follows that uh is
constant valued on each simplex.
Finally, we show uh = 0. From above, we have uh is constant valued on each
simplex and continuous. Thus, uh is a constant over Ω. Let K ∈ Th be a boundary
simplex with only one face/edge in EBh . Let e = ∂K ∩ EBh and φh = χK uh ni ∈ V h in
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(3.16a), where χA denotes the indicator function over the set A. Then,
0 = −((uh)xi , φh)Th − 〈uh(xI), φh(xI)ni〉EBh
= − 〈uh(xI), φh(xI)ni〉EBh
= − 〈uh(xI), uh(xI) (ni)2〉e .
Summing over i = 1, 2, . . . , d, we have uh = 0 on K. Therefore, uh = 0. The proof is
complete.
We also have the following result that follows directly from the derivation of the
local boundary flux values defined in Section 3.2.4 and the fact that the central
difference approximation for the Laplace operator, Λ2h, is invertible when given
boundary data, i.e., values for uh(x
E) along each face/edge in EBh :
Lemma 3.2. Suppose r = 0 in the definition of V h. Assume Th is a uniform
Cartesian mesh. Then, using (3.16), we can uniquely determine values for uh, q
+
h ,
and q−h when given a value for Λh.
3.2.6 The Numerical Viscosity and the Numerical Moment
In this section, we take a closer look at the numerical viscosity and the numerical
moment used in the definition of the Lax-Friedrichs-like numerical operator, (3.8).
We will divide the analysis into two cases, r = 0 and r ≥ 1. When r = 0, we will
see that we recover the numerical viscosity and the numerical moment introduced in
Chapter 2 for FD methods. When r ≥ 1, we will recover interior jump/stabilization
terms.
Suppose r = 0 in the definition of V h. Let U be the grid function defined in
Section 3.2.4 and K be an interior simplex. Denote the characteristic function on
K by χK . Assume the underlying mesh is a uniform Cartesian partition. Then, by
110
(3.19), we have
− β ·
(
q+h − q−h , χK
)
Th
= −
d∑
i=1
βi
(
δ+xi,hiUαK − δ−xi,hiUαK
)
=
d∑
i=1
βihiδ
2
xi,hi
UαK . (3.27)
Also, by (3.20), we have
α :
(
P++i,j − P+−i,j − P−+i,j + P−−i,j , χK
)
Th
(3.28)
=
d∑
i,j=1
αi,j
(
δ+xi,hiδ
+
xj ,hj
UαK − δ+xi,hiδ−xj ,hjUαK − δ−xi,hiδ+xj ,hjUαK + δ−xi,hiδ−xj ,hjUαK
)
=
d∑
i,j=1
αi,jhihjδ
2
xi,hi
δ2xj ,hjUαK .
Thus, for β = ~1 and α = 1, we again recover scaled approximations for the Laplace
and biharmonic operator, as in Chapter 2.
We now suppose r ≥ 1 in the definition of V h. Let i ∈ {1, 2, . . . , d}. Observe,
using the boundary conditions from Section 3.2.4, we have
(
q+i − q−i , φ
)
Th
= a+i (uh, φ)− a−i (uh, φ) = −
〈
T+i (uh)− T−i (uh),
[
φ
]
nei
〉
EIh
.
Thus,
−β ·
(
q+h − q−h , φ
)
Th
=
d∑
i=1
βi
〈
T+i (uh)− T−i (uh),
[
φ
]
nei
〉
EIh
,
and with the correct labeling of the mesh, we have
− β ·
(
q+h − q−h , φ
)
Th
=
d∑
i=1
βi
〈[
uh
]
,
[
φ
]
nei
〉
EIh
. (3.29)
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Similarly, for i, j ∈ {1, 2, . . . , d},
(
P++i,j − P+−i,j − P−+i,j + P−−i,j , φ
)
Th
= a+j
(
q+i , φ
)− a−j (q+i , φ)− a+j (q−i , φ)+ a−j (q−i , φ)
= −
〈
T+j (q
+
i )− T−j (q+i ),
[
φ
]
nej
〉
EIh
−
〈
T−j (q
−
i )− T+j (q−i ),
[
φ
]
nej
〉
EIh
.
Thus,
α :
(
P++i,j − P+−i,j − P−+i,j + P−−i,j , φ
)
Th
= −
d∑
i,j=1
αi,j
〈
T+j (q
+
i − q−i )− T−j (q+i − q−i ),
[
φ
]
nej
〉
EIh
,
and with the same labeling of the mesh, we have
α :
(
P++i,j − P+−i,j − P−+i,j + P−−i,j , φ
)
Th
=
d∑
i,j=1
αi,j
〈[
q−i − q+i
]
,
[
φ
]
nej
〉
EIh
. (3.30)
From above, we can see that
a0
(
uh, q
+
h , q
−
h , P
++
h , P
+−
h , P
−+
h , P
−−
h ;φh
)
(3.31)
=
(
F (Ph, qh, uh, ·) , φh
)
Th
+
d∑
i=1
βi
〈[
uh
]
,
[
φh
]
nei
〉
EIh
+
d∑
i,j=1
αi,j
〈[
q−i − q+i
]
,
[
φh
]
nej
〉
EIh
where
Ph =
P+−h + P
−+
h
2
, qh =
q+h + q
−
h
2
,
and q+h , q
−
h are both approximations for ∇u. Thus, adding a numerical moment and
a numerical viscosity amounts to the addition of interior jump/stabilization terms
to an L2-projection of the fully nonlinear PDE operator into V h. We do note that
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the jump/stabilization terms that arise due to the numerical moment penalize the
differences in q+h and q
−
h . Thus, the numerical moment is not analogous to a high order
penalization term that penalizes jumps in a single approximation for ∇u. Instead, it
penalizes the difference in two optimal DG approximations for ∇u (cf. [26]).
3.2.7 Remarks about the Formulation
We conclude this section with a few remarks and a convergence theorem.
Remark 3.3.
(a) Looking backwards, (3.16) provides the proper interpretation for each of qµh and
P µνh , µ, ν = −,+, for a given function uh. Each q±h defines a discrete gradient
for uh, and each P
µν
h defines a discrete Hessian for uh. The functions q
−
h and q
+
h
should be very close to each other if ∇u exists and is continuous. Similarly, the
functions P−−h , P
−+
h , P
+−
h , and P
++
h should be very close to each other if D
2u
exists and is continuous. However, their discrepancies are expected to be large
if ∇u or D2u, respectively, does not exist or is not continuous. The auxiliary
functions q±h defined by (3.16a) and the auxiliary functions P
++
h , P
+−
h , P
−+
h ,
and P−−h defined by (3.16b) can be regarded as high order extensions of their
lower order counterparts defined in Chapter 2 using a FD methodology.
(b) We saw that the linear equations defined by (3.16) are linearly independent given
a value for the trace of
P+−h +P
−+
h
2
. In fact, there is a symmetric, positive definite
mapping from the trace of
P+−h +P
−+
h
2
to uh. The proof for this fact is given in
[40].
(c) Notice that (3.12) and (3.16) form a nonlinear system of equations where the
nonlinearity only appears in a0. Thus, a nonlinear solver is necessary in
implementing the above scheme. In Section 3.5, an iterative method is used
with a “trivial” initial guess for the numerical tests. Since a good initial guess
is essential for most nonlinear solvers to converge, another possibility is to
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first linearize the nonlinear operator and solve the resulting linear system first.
However, we show in our numerical tests that the “trivial” initial guess works
well in many cases. We suspect that the g-monotonicity of F̂ provided by using
a numerical operator enlarges the domain of “good” initial guesses over which
the iterative method converges. A few more comments about solvers will be
discussed in Section 3.4.
From the proposed boundary conditions, we can see that the relationship P−+h =
P+−h has been extended to the boundary when using a uniform Cartesian mesh.
Furthermore, using the function extensions defined above to define ghost values
and substituting equations (3.19) and (3.20) into (3.12), we successfully recover the
convergent FD method defined in Chapter 2 for the grid function U when using r = 0
on a uniform Cartesian mesh. Thus, we have the following convergence result for the
LDG methods formulated in this section:
Definition 3.1. Suppose the LDG method given by (3.12) and (3.16) has a solution.
A solution (uh, q
+
h , q
−
h , P
++
h , P
+−
h , P
−+
h , P
−−
h ) is said to be stable if there exists a
constant C > 0, which is independent of h, such that uh satisfies
‖uh‖`∞(Ω) ≤ C.
Also, the LDG method is said to be a stable scheme if all of its solutions are stable
solutions.
Theorem 3.1. Let Ω be a d-rectangle. Suppose problem (3.1) satisfies the comparison
principle of Definition 1.4, has a unique continuous viscosity solution u, and the
operator F is independent of uxixj for all i, j ∈ {1, 2, . . . , d} such that i 6= j. Also,
suppose F̂ in (3.12) depends only on P++h + P
−−
h , P
+−
h + P
−+
h , q
+
h , q
−
h , uh, and x.
Let (uh, q
+
h , q
−
h , P
++
h , P
+−
h , P
−+
h , P
−−
h ) be a solution to a consistent, g-monotone, and
stable LDG method (3.12) and (3.16). Then, for r = 0 and Th a uniform Cartesian
mesh, uh converges to u locally uniformly as h→ 0+.
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Remark 3.4. The convergence theory of the proposed LDG method is currently
limited to Th a uniform Cartesian mesh with r = 0. Heuristically, using higher order
elements should increase the rate and/or accuracy of convergence, as will be seen in
the numerical tests provided in Section 3.5.
3.3 Extensions of the LDG Framework to Second
Order Parabolic Problems
We now develop fully discrete methods for approximating the initial-boundary value
problem (3.2) using an LDG spatial-discretization paired with the method of lines for
the time discretization. Taking advantage of the elliptic formulation in Section 3.2,
we will propose the following implicit and explicit time-discretizations: forward Euler,
backward Euler, trapezoidal, and Runge-Kutta (RK). The time-discretization used
in application should be dictated by the potential optimal order of the LDG spatial-
discretization which is given by r + 1 for sufficiently regular viscosity solutions. The
proposed methods will be tested in Section 3.5.4.
We first develop the semi-discrete discretization of the (fully) nonlinear equation
(3.2a) by discretizing the spatial dimension. Replacing the PDE operator F with
a numerical operator F̂ in (3.2a), applying a spatial discretization using the above
LDG framework for elliptic equations, and using the projection operator Ph defined
by (3.4), we have the following semi-discrete equation
uht = −Ph
(
F̂
(
P++h , P
+−
h , P
−+
h , P
−−
h , q
+
h , q
−
h , uh, x, t
))
, (3.32)
where, given uh at time t, corresponding values for q
±
h and P
µν
h , µ, ν ∈ {+,−}, can
be found using the methodology below.
We now develop the full-discretization of (3.2a) by applying an ODE solver to
the semi-discrete (variational) form given in (3.32). To partition the time domain,
we fix an integer M > 0 and let ∆t = T
M
. Then, we define tk := k∆t for a real
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number k with 0 ≤ k ≤ M . Notationally, ukh(x) ∈ V h and q±,kh ∈
[
V h
]d
will be an
approximation for u(x, tk) and q
±
h (x, tk), respectively, for all 0 ≤ k ≤ M . For both
implicit and explicit schemes, we define the initial value, u0h, by
u0h = Phu0. (3.33)
To simplify the appearance of the methods and to make them more transparent
for use with a given ODE solver, we define discrete “one-sided” gradient operators
∇±h,k : Vh →
[
V h
]d
at time tk using (3.16a) and discrete “one-sided” Hessian operators
Dµνh,k : Vh →
[
V h
]d×d
for µ, ν ∈ {+,−} at time tk using (3.16b), where 0 ≤ k ≤ M .
Then, we have
([∇±h,kv]i , φ±i )Th =
〈
T±i (v),
[
φ±i
]
nei
〉
EIh
+
〈
T±i (v), φ
±
i (x
I)ni
〉
EBh
(3.34)
−
(
v, (φ±i )xi
)
Th
∀φ±i ∈ V h
for i = 1, 2, . . . , d, for all v ∈ V h, where we also enforce the time-dependent constraints
given by either
d∑
i=1
〈
v, ϕh ni
〉
EBh
=
d∑
i=1
〈
g(·, tk), ϕh ni
〉
E˜Bh
∀ϕh ∈ V h
by using (3.18) when r ≥ 1 or
d∑
i=1
〈
v(xE), ni
〉
e
=
d∑
i=1
〈
g(·, tk), ni
〉
e˜
for each e ∈ EBh by combining (3.21) and (3.22) when r = 0. Also, we have
([
Dµνh,kv
]
i,j
, ψµνi,j
)
Th
=
〈
T νj
(
qµi,k
)
,
[
ψµνi,j
]
nej
〉
EIh
+
〈
T νj (q
µ
i,k), ψ
µν
i,j (x
I)nj
〉
EBh
(3.35)
−
(
qµi,k, (ψ
µν
i,j )xj
)
Th
∀ψµνi,j ∈ V h
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for qµi,k :=
(∇µh,kv)i, for i, j ∈ {1, 2, . . . , d}, µ, ν ∈ {+,−}, and for all v ∈ V h, where
we assume q±i,k(x
E) = q±i,k(x) when r ≥ 1 or
d∑
i=1
〈
q±i,k
(
xI
)− q±i,k (xE) , nei〉
e
= 0
and
q−i,k(x
E) = q+i,k(x
I), if nei < 0,
q+i,k(x
E) = q−i,k(x
I), if nei ≥ 0
for all e ∈ EBh , using (3.24) and (3.25), when r = 0. Note, for k = 0, we replace
g(·, tk) with u0(·) in the above constraint equations.
To simplify the presentation of the fully-discrete methods, we introduce the
operator notation
F̂ k[v] := F̂
(
D++h,k v,D
+−
h,k v,D
−+
h,k v,D
−−
h,k v,∇+h,kv,∇−h,kv, v, x, k∆t
)
(3.36)
for all v ∈ V h. Then, the semi-discrete equation can be rewritten compactly as
(
uh
)
t
(x, tk) = −PhF̂ k [uh(x, tk)] (3.37)
for all 0 ≤ k ≤M , x ∈ Ω.
Lastly, we define a modified projection operator Ph,k : L2(Th) → V h that will
be used to enforce the boundary conditions for explicit methods using a penalty
technique due to Nitsche in [45]. Thus, we define Ph,k by
(
Ph,kv, ϕh
)
Th
+ δ
d∑
i=1
〈
Ph,kv, ϕh ni
〉
EBh
(3.38)
=
(
v, ϕh
)
Th
+ δ
d∑
i=1
〈
g(·, tk), ϕh ni
〉
E˜Bh
∀ϕh ∈ V h
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for all v ∈ L2(Th), where δ is a nonnegative penalty constant and 0 ≤ k ≤ M . We
note that, for δ = 0, Ph,k = Ph, yielding the broken L2-projection operator.
Using the above conventions, we can define fully discrete methods for approximat-
ing problem (3.2) based on approximating (3.37) using the forward Euler method,
backward Euler method, or the trapezoidal method. Hence, we have the following
fully discrete schemes for approximating (3.2):
un+1h = Ph,n+1
(
unh −∆t F̂ n [unh]
)
, (3.39)
un+1h + ∆tPh F̂ n+1
[
un+1h
]
= unh, (3.40)
and
un+1h +
∆t
2
Ph F̂ n+1
[
un+1h
]
= unh −
∆t
2
Ph F̂ n [unh] (3.41)
for n = 0, 1, . . . ,M − 1, where u0h := Phu0 and, for (3.40) and (3.41), we also have
the implied auxiliary linear equations
qµ,nh = ∇µh,nunh ∀µ ∈ {+,−},
P µν,nh = D
µν
h,nu
n
h ∀µ, ν ∈ {+,−}
by (3.36). Observe, (3.39), (3.40), and (3.41) correspond to the forward Euler method,
backward Euler method, and trapezoidal method, respectively.
Remark 3.5. Using an implicit method such as the backward Euler method or the
trapezoidal method is equivalent to approximating a fully nonlinear elliptic PDE at
each time level n = 1, 2, . . . ,M using the LDG methods for elliptic PDEs formulated
in Section 3.2. Due to the time integration, the nonlinear solver has a natural initial
guess for each time-step given by the approximation for u at the previous time step.
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We now consider using RK methods for approximating (3.37). Let s be a positive
integer, A ∈ Rs×s, and b, c ∈ Rs such that
s∑
`=1
ak,` = ck
for each k = 1, 2, . . . , s. Then, a generic s-stage RK method for approximating (3.37)
is defined by
un+1h = Ph,n+1
(
unh −∆t
s∑
`=1
b`F̂
n+c` [ξn,`h ]
)
(3.42)
with
ξn,`h = Ph,n+ck
(
unh −∆t
s∑
k=1
ak,`F̂
n+ck [ξn,kh ]
)
for all n = 0, 1, . . . , N − 1 and u0h = Phu0. We note that (3.42) corresponds to an
explicit method when A is strictly lower diagonal and an implicit method otherwise.
Remark 3.6.
(a) We can interpret ξn,`h in (3.42) as an approximation for u
n+c`
h . Since the
boundary condition at time tn+1 is enforced by F̂
n+1, we can set δ = 0 in (3.38)
if cs = 1.
(b) We do not analyze the CFL condition required for the above explicit schemes.
In Section 3.5.4, we implement the above methods and record the observed CFL
conditions.
3.4 General Solvers
We now discuss different strategies for solving the nonlinear system of equations that
results from the proposed LDG discretization for the elliptic problem. The underlying
goal for the methodology presented in this chapter is to discretize the fully nonlinear
PDE problem in a way that removes much of the burden of approximating viscosity
solutions from the design of the solver. Thus, our primary focus is at the discretization
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level. However, some of the properties of the methodology are more apparent from
the solver perspective.
Most tests show that it is sufficient to simply use a Newton solver on the full system
of equations given in the above mixed formulation, (3.12) and (3.16). Observe, only
(3.12) is nonlinear, the equation is purely algebraic, and F̂ is monotone in six of its
arguments. The auxiliary equations (3.16) are all linear. The numerical operator
presented in this paper is symmetric in both the mixed approximations P−+h and
P+−h and the non-mixed approximations P
−−
h and P
++
h . Thus, we can reduce the size
of the system of equations by averaging the two pairs of auxiliary variables in the
above formulation without changing the methodology. However, for some choices of
the numerical operator, such a reduction of variables may not be possible.
Due to the size of the mixed formulation, we first provide a splitting algorithm
that provides an alternative to straight-forward Newton solvers for the entire system
of equations. By using a splitting algorithm, the resulting algorithm will iteratively
solve an entirely local, nonlinear equation that has strong monotonicity properties in
the d unknown arguments, and the solution of the equation can be mapped to an
updated approximation for uh. Tests show that the solver is particularly useful for
nonlinear problems that have a unique viscosity solution only defined in a restrictive
function class. However, the solver is not as efficient as the second solver we present
that takes advantage of the above nonstandard discretization technique. In order to
improve the speed of the solver, fast Poisson solvers for the proposed discretization
need to be developed.
The second solver strategy that we present is a natural generalization of the FD
methodology for numerical PDEs presented in Chapter 2. Careful examination of
the auxiliary linear equations in the mixed formulation reveals that operators can
be statically computed that map uh to each auxiliary variable at the cost of sparse
matrix multiplication and addition as well as inverting the local mass matrices. Thus,
all auxiliary equations in the mixed formulation can be solved for a given function uh.
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Substituting these operators directly into the numerical operator results in a single
nonlinear variational problem for uh.
3.4.1 An Inverse-Poisson Fixed-Point Solver
We now propose the above mentioned splitting algorithm that takes into account the
special structure of the nonlinear algebraic system that results from the above LDG
discretization methods for elliptic PDEs and parabolic PDEs when using implicit
time-stepping. The algorithm is strongly based upon using a particular numerical
moment and the results of Section 3.2.5.
Algorithm 3.1.
1. Pick an initial guess for uh.
2. Form initial guesses for q+h , q
−
h , P
++
h , P
+−
h , P
−+
h , and P
−−
h using equations
(3.16).
3. Set
[G]i := F
(
P−+h + P
+−
h
2
,
q−h + q
+
h
2
, uh, x
)
+ γ
[
P++h − P+−h − P−+h + P−−h
]
i,i
− βi
[
q+h − q−h
]
i
for a fixed constant γ > 0, and solve
(
[G]i, ϕi
)
Th
= 0 ∀ϕi ∈ V h
for
[
P−+h +P
+−
h
2
]
i,i
for all i = 1, 2, . . . , d. For sufficiently large γ and a
differentiable operator F , the above set of equations has a negative definite
Jacobian.
4. Find uh, q
+
h , and q
−
h by solving the linear system of equations formed by (3.16a)
and the trace of averaging (3.16b) for µ = −, ν = + and µ = +, ν = −.
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Observe, this is equivalent to solving Poisson′s equation with source data given
by the trace of
P−+h +P
+−
h
2
. Another method that yields uh directly can be found in
[26], where again the trace of
P−+h +P
+−
h
2
is used as the source data for Poisson’s
equation.
5. Solve (3.16b) for P++h , P
+−
h , P
−+
h , and P
−−
h . If the alternative approach in step
4 was used, also solve (3.16a) for q+h and q
−
h .
6. Repeat Steps 3 - 5 until the change in
P−+h +P
+−
h
2
is sufficiently small.
We now make a couple of comments about the proposed solver.
Remark 3.7.
(a) The proposed algorithm is well-posed. By the g-monotonicity assumption, the
nonlinear equation in Step 3 has a root. By the lemmas in Section 3.2.5,
inverting the linear system in Step 4 is possible. We also note that the nonlinear
equation in Step 3 is entirely local with respect to the unknown variable.
(b) Clearly a fixed point for the solver corresponds to a discrete solution of the
original PDE problem. In Sections 3.5.1, 3.5.2, and 3.5.3, we demonstrate that
the above solver can be used to eliminate numerical artifacts that arise due to
low-regularity PDE artifacts, as discussed in Section 1.3. Thus, the proposed
solver is less dependent upon the initial guess. The algorithm can also be used
to form a preconditioned initial guess for other nonlinear solvers that may be
faster but require a “better” initial guess.
3.4.2 A Direct Approach for a Reduced System
In this section, we propose a solver technique that is analogous to the approach used
in the FD methodology of Chapter 2. We first build numerical gradient and Hessian
operators ∇µh and Dµνh that act on a function vh ∈ V h by using the operators defined
in (3.34) and (3.35) with the time dependence dropped from the definition. Observe,
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if
(
uh, q
+
h , q
−
h , P
++
h , P
+−
h , P
−+
h , P
−−
h
)
is a solution to (3.12) and (3.16), then qµh = ∇µhuh
and P µνh = D
µν
h uh for all µ, ν ∈ {+,−}. Furthermore, the operators ∇µh and Dµνh can
be statically computed with the cost of inverting the local mass matrix and sparse
matrix addition and multiplication.
Using these numerical derivative operators, the second solver is given by:
Algorithm 3.2.
1. Given Th and V h, compute the operators ∇µh and Dµνh .
2. Solve the single nonlinear equation
0 =
(
F̂
(
D++h uh, D
+−
h uh, D
−+
h uh, D
−−
h uh,∇+h uh,∇−h uh, uh, ·
)
, ϕh
)
Th
for all ϕh ∈ V h.
We note that a reduced formulation can also be used where we simply create the
new discrete Hessian operators
D
2
h :=
D−−h +D
++
h
2
, D˜2h :=
D−+h +D
+−
h
2
.
In this case, the Lax-Friedrichs-like numerical operator becomes
F̂
(
D
2
huh, D˜
2
huh,∇+h uh,∇−h uh, uh, x
)
(3.43)
= F
(
D˜2huh,
(∇−h +∇+h )uh
2
, uh, x
)
+ 2α :
(
D
2
huh − D˜2huh
)− β · (∇+h uh −∇−h uh).
For all of the tests below where a Newton solver is used for the full system of equations
in the mixed formulation, analogous results were obtained using Algorithm 3.2 with
the reduced numerical operator. As expected, for two-dimensional problems we
observed significant speed-up in the performance of the solver.
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Remark 3.8. The methodology of Algorithm 3.2 follows directly from the FD
methodology where derivatives in a PDE are simply replaced by numerical derivatives
of the approximation for the solution u to form the discretization of the PDE problem.
For nonlinear problems, we replace the nonlinear PDE operator by a numerical
operator. In our LDG setting, we use LDG methodologies to define the various
numerical derivatives.
3.5 Numerical Experiments
We now present a series of numerical tests to demonstrate the utility of the proposed
LDG methods for fully nonlinear PDE problems of type (3.1) and (3.2). For elliptic
problems, both Monge-Ampe`re and Hamilton-Jacobi-Bellman types of equations
will be tested. The one-dimensional tests use spatial meshes composed of uniform
intervals, and the two-dimensional tests use spatial meshes composed of uniform
rectangles. To solve the resulting nonlinear algebraic systems, we use either the
Matlab built-in nonlinear solver fsolve or Algorithm 3.1, where fsolve is used to
perform Step 3 of Algorithm 3.1. For elliptic problems in one-dimension, we choose the
initial guess as u, the secant line formed by the boundary data. For elliptic problems
in two-dimensions, we choose the initial guess as the zero function. In contrast, we
choose the initial guess as the approximation formed at the previous time step for
implicit discretizations of parabolic problems. We also choose the approximation at
time t = 0 to be given by the L2-projection of the initial condition into V h. The role
of the numerical moment will be further explored in Section 3.5.3.
For our numerical tests, errors will be measured in the L∞ norm and the L2
norm. For elliptic problems and parabolic problems where the error is not dominated
by the time discretization, it appears that the spatial errors are of order O(hs) for
most problems, where s = min{r + 1, k} for the viscosity solution u ∈ Hk(Ω). Thus,
the schemes appear to exhibit an optimal rate of convergence in both norms (cf.
[9]). However, for a couple of problems, we do observe less than optimal rates of
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convergence. We note that the actual convergence rates have not yet been analyzed,
and they may also depend on the regularity of the differential operator F in addition
to the regularity of the viscosity solution u.
3.5.1 One-Dimensional Elliptic Problems
We first present the results for four test problems of type (3.1) in one-dimension.
Example 3.1. Consider the Monge-Ampe`re problem
−u2xx + 1 = 0, 0 < x < 1,
u(0) = 0, u(1) = 1/2.
This problem has exactly two classical solutions
u+(x) =
1
2
x2, u−(x) = −1
2
x2 + x,
where u+ is convex and u− is concave. However, u+ is the unique viscosity solution.
We approximate the given problem for various degree elements (r = 0, 1, 2) to
see how the approximation converges with respect to h. Note, when r = 0, 1, the
solution is not in the DG space V h. The numerical results are shown in Table 3.1
and Figure 3.1. We observe that the approximations using r = 2 are almost exact for
each mesh size. This is consistent with the fact u+ ∈ V h when r = 2. In Section 3.5.3
we shall give additional insights about the selectiveness of our schemes.
Example 3.2. Consider the problem
−u3xx + uxx + S(x)3 − S(x) = 0, −1 < x < 1,
u(−1) = − sin(1)− 8 cos(0.5) + 9, u(1) = sin(1)− 8 cos(0.5) + 9,
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Table 3.1: Rates of convergence for Example 3.1 using α = 10 and fsolve with initial
guess Phu.
r Norm h = 1/4 h = 1/8 h = 1/16 h = 1/32
Error Error Order Error Order Error Order
0 L2 7.1e-02 3.5e-02 1.02 1.4e-02 1.30 7.5e-03 0.92
L∞ 1.3e-01 8.7e-02 0.57 5.3e-02 0.73 2.9e-02 0.87
1 L2 1.6e-02 5.0e-03 1.67 1.3e-03 1.90 3.4e-04 1.95
L∞ 2.2e-02 6.3e-03 1.84 1.6e-03 2.00 3.9e-04 2.00
2 L2 3.1e-13 3.0e-13 0.03 3.0e-13 -0.01 3.1e-13 -0.01
L∞ 7.4e-13 6.1e-13 0.28 6.7e-13 -0.14 7.1e-13 -0.08
where
S(x) =

2x
|x| cos(x
2)− 4x2 sin(x|x|) + 2 cos(x
2
) + 2, x 6= 0,
4, x = 0.
This problem has the exact solution u(x) = sin (x|x|)−8 cos (x
2
)
+x2 +8 ∈ H2(−1, 1).
Note that this problem is not monotone decreasing in uxx, and the exact solution
is not twice differentiable at x = 0. However, the derivative of F with respect to uxx
is uniformly bounded. The numerical results are shown in Table 3.2 and Figure 3.2.
As expected, we can see from the plot that the error appears largest around the
point x = 0, and both the accuracy and order of convergence improve as the order
of the elements increases. For finer meshes, we see the rates of convergence begin
to deteriorate. Theoretically, we expect the convergence rates to be bounded by two
for high-order bases due to the lower regularity of the solution. We do note that the
point x = 0 is a node for the partition.
Example 3.3. Consider the stationary Hamilton-Jacobi-Bellman problem over a
finite dimensional set
min
θ(x)∈{1,2}
{−θuxx + ux − u+ S(x)} = 0, −1 < x < 1,
u(−1) = −1, u(1) = 1,
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(a) r = 0. (b) r = 1.
Figure 3.1: Computed solutions for Example 3.1 using h = 3.125e-02, α = 10, and
fsolve with initial guess Phu.
where
S(x) =
−12x
2 − 4|x|3 + x|x|3, x < 0
24x2 − 4|x|3 + x|x|3, x ≥ 0.
This problem has the exact solution u(x) = x|x|3 ∈ H4(−1, 1) corresponding to θ(x) =
1 for x < 0 and θ(x) = 2 for x ≥ 0.
Approximating the problem using various order elements, we have the following
results recorded in Table 3.3 and Figure 3.3. Due to the regularity of the solution,
we expect the rates of convergence to be bounded by four for high-order bases. We
observe that the rates of convergence for r = 0, 1, 2 appear to be optimal on average,
while the rates of convergence for r = 3 appear to be limited to three. However, we
still see increased accuracy for r = 3 when compared to r = 2.
Example 3.4. Consider the stationary Hamilton-Jacobi-Bellman problem
inf
0≤θ(x)≤1
{
−θuxx + θ2 x2 ux + 1
x
u+ S(x)
}
= 0, 1.2 < x < 4,
u(1.2) = 1.44 ln 1.2, u(4) = 16 ln 4,
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Table 3.2: Rates of convergence for Example 3.2 using α = 6 and fsolve with initial
guess Phu.
r Norm h = 1/2 h = 1/4 h = 1/8 h = 1/16 h = 1/32
Error Error Order Error Order Error Order Error Order
0 L2 1.8 9.0e-01 1.04 4.3e-01 1.05 2.1e-01 1.04 1.0e-01 1.02
L∞ 2.5 1.2 0.99 6.2e-01 1.00 3.1e-01 1.00 1.6e-01 1.00
1 L2 2.9e-01 6.3e-02 2.20 1.9e-02 1.73 7.0e-03 1.44 2.8e-03 1.34
L∞ 2.9e-01 6.4e-02 2.17 2.0e-02 1.66 7.6e-03 1.42 3.1e-03 1.30
2 L2 5.7e-03 8.2e-04 2.80 1.3e-04 2.66 3.2e-05 2.03 9.1e-06 1.81
L∞ 2.0e-02 3.1e-03 2.70 4.2e-04 2.87 5.5e-05 2.94 8.0e-06 2.77
3 L2 8.8e-04 7.7e-05 3.51 3.0e-06 4.68 1.4e-07 4.42 1.0e-08 3.76
L∞ 2.1e-03 1.4e-04 3.90 8.6e-06 4.01 5.6e-07 3.94 9.5e-08 2.57
where
S(x) =
4 ln(x)2 + 12 ln(x) + 9− 8x4 ln(x)2 − 4x4 ln(x)
4x3 [2 ln(x) + 1]
.
This problem has the exact solution u(x) = x2 lnx corresponding to θ(x) =
2 ln(x)+3
2x3[2 ln(x)+1]
.
Approximating the problem using various order elements, we obtain the results
recorded in Table 3.4 and Figure 3.4. We can see that the approximations appear to
reach a maximal level of accuracy of about 5.0e-7 in both the L2 and the L∞ norm.
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(a) r = 0. (b) r = 1.
Figure 3.2: Computed solutions for Example 3.2 using h = 3.125e-02, α = 6, and
fsolve with initial guess Phu.
Table 3.3: Rates of convergence for Example 3.3 using α = 4 and fsolve with initial
guess Phu.
r Norm h = 1/2 h = 1/4 h = 1/8 h = 1/16 h = 1/32
Error Error Order Error Order Error Order Error Order
0 L2 5.0e-01 3.4e-01 0.53 1.3e-01 1.37 6.1e-02 1.12 4.4e-02 0.49
L∞ 8.5e-01 5.7e-01 0.57 3.5e-01 0.72 2.0e-01 0.79 1.1e-01 0.86
1 L2 1.4e-01 4.3e-02 1.72 9.7e-03 2.16 2.7e-03 1.85 7.3e-04 1.87
L∞ 3.6e-01 1.1e-01 1.74 3.0e-02 1.87 7.8e-03 1.94 2.0e-03 1.97
2 L2 2.8e-02 3.2e-03 3.10 4.0e-04 3.00 5.1e-05 2.99 6.4e-06 2.99
L∞ 4.0e-02 5.5e-03 2.84 7.3e-04 2.93 9.3e-05 2.97 1.2e-05 2.98
3 L2 9.4e-03 1.3e-03 2.91 1.6e-04 3.01 1.9e-05 3.01 2.4e-06 3.01
L∞ 1.1e-02 1.5e-03 2.91 1.9e-04 3.02 2.3e-05 3.01 2.9e-06 3.01
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(a) r = 0. (b) r = 1.
Figure 3.3: Computed solutions for Example 3.3 using h = 3.125e-02, α = 4, and
fsolve with initial guess Phu.
Table 3.4: Rates of convergence for Example 3.4 using α = 4 and fsolve with initial
guess Phu.
r Norm h = 2.8/4 h = 2.8/8 h = 2.8/16 h = 2.8/32 h = 2.8/64
Error Error Order Error Order Error Order Error Order
0 L2 5.2 3.3 0.67 1.5 1.08 6.1e-01 1.34 2.6e-01 1.25
L∞ 5.7 3.6 0.65 1.9 0.91 1.1 0.84 5.7e-01 0.91
1 L2 2.6e-01 8.6e-02 1.60 2.6e-02 1.72 7.4e-03 1.83 2.0e-03 1.90
L∞ 3.3e-01 1.1e-01 1.56 3.5e-02 1.67 1.1e-02 1.71 3.4e-03 1.65
2 L2 2.6e-03 3.9e-04 2.77 6.6e-05 2.55 1.4e-05 2.26 3.2e-06 2.09
L∞ 7.3e-03 1.0e-03 2.85 1.4e-04 2.91 1.9e-05 2.81 4.1e-06 2.25
3 L2 6.4e-05 4.2e-06 3.93 3.1e-07 3.75 1.2e-07 1.35 1.2e-07 0.08
L∞ 2.7e-04 2.1e-05 3.72 1.4e-06 3.84 8.7e-07 0.72 8.8e-07 -0.01
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(a) r = 0. (b) r = 1.
Figure 3.4: Computed solutions for Example 3.4 using h = 4.375e-02, α = 4, and
fsolve with initial guess Phu.
3.5.2 Two-Dimensional Elliptic Problems
We now present the results for four test problems of type (3.1) in two-dimensions.
Both Monge-Ampe`re and Hamilton-Jacobi-Bellman types of equations will be tested.
We also perform a test using the infinite-Laplacian equation with a known low-
regularity solution.
Example 3.5. Consider the Monge-Ampe`re problem
−det D2u = −uxx uyy + uxy uyx = f in Ω,
u = g on ∂Ω,
where f = −(1 + x2 + y2)ex2+y2, Ω = (0, 1) × (0, 1), and g is chosen such that the
viscosity solution is given by u(x, y) = e
x2+y2
2 .
Notice, the problem has two possible solutions as represented in Figure 3.5. Also,
this problem is degenerate for the class of functions that are both concave and convex.
Results for approximating with r = 0, 1, 2 can be found in Tables 3.5, 3.6, and 3.7,
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respectively, where we observe optimal convergence rates. Plots for some of the
various approximations can be found in Figures 3.6, 3.7, and 3.8.
Figure 3.5: The two possible solutions for Example 3.5, as computed in [29]. The
left plot corresponds to the viscosity solution while the right plot corresponds to the
viscosity solution of F [u] = det D2u.
Table 3.5: Rates of convergence for Example 3.5 using r = 0, α = 24I, and fsolve
with initial guess u
(0)
h = 0.
h L∞ norm order L2 norm order
1.41e-01 3.73e-01 8.31e-02
8.84e-02 2.42e-01 0.92 5.10e-02 1.04
5.89e-02 1.64e-01 0.95 3.31e-02 1.06
4.42e-02 1.24e-01 0.97 2.44e-02 1.07
Example 3.6. Consider the Monge-Ampe`re problem
−det D2u = −uxx uyy + uxy uyx = 0 in Ω,
u = g on ∂Ω,
where Ω = (−1, 1)× (−1, 1) and g is chosen such that the viscosity solution is given
by u(x, y) = |x| ∈ H1(Ω).
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Figure 3.6: Computed solution for Example 3.5 using r = 0, α = 24I, h = 4.419e-02,
and fsolve with initial guess u
(0)
h = 0.
Table 3.6: Rates of convergence for Example 3.5 using r = 1, α = 24I, and fsolve
with initial guess u
(0)
h = 0.
h L∞ norm order L2 norm order
1.41e-01 2.47e-02 1.73e-03
1.18e-01 1.36e-02 3.25 1.61e-03 0.39
1.01e-01 1.03e-02 1.81 1.12e-03 2.31
7.86e-02 8.04e-03 0.99 5.82e-04 2.62
Observe, the PDE is actually degenerate when acting on the solution u.
Furthermore, due to the low regularity of u, we expect the rate of convergence to be
bounded by one. Using both piecewise constant and piecewise linear basis functions,
we can see that the rate of convergence is bounded by the theoretical bound in
Table 3.8 and Table 3.9. Plots for some of the approximations can be found in
Figure 3.8 for r = 0 and Figure 3.10 for r = 1. We remark that for r = 0, all three
solver approaches discussed in Section 3.4 gave analogous results. However, for r = 1,
the direct formulation has small residual wells that can trap the solver. Thus, for this
test, the non-Newton solver given by Algorithm 3.1 appears to be better suited.
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Figure 3.7: Computed solution for Example 3.5 using r = 1, α = 24I, h = 7.857e-02,
and fsolve with initial guess u
(0)
h = 0.
Table 3.7: Rates of convergence for Example 3.5 using r = 2, α = 24I, and fsolve
with initial guess u
(0)
h = 0.
h L∞ norm order L2 norm order
7.07e-01 6.39e-02 4.45e-03
4.71e-01 2.32e-02 2.50 1.30e-03 3.03
3.54e-01 1.09e-02 2.63 5.45e-04 3.02
Example 3.7. Consider the stationary Hamilton-Jacobi-Bellman problem
min {−∆u,−∆u/2} = f in Ω,
u = g on ∂Ω,
where Ω = (0, pi)× (−pi/2, pi/2),
f(x, y) =
2 cos(x) sin(y), if (x, y) ∈ S,cos(x) sin(y), otherwise,
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Figure 3.8: Computed solution for Example 3.5 using r = 2, α = 24I, h = 3.536e-01,
and fsolve with initial guess u
(0)
h = 0.
Table 3.8: Rates of convergence for Example 3.6 using r = 0, α = I, and fsolve with
initial guess u
(0)
h = 0.
hx L
∞ norm order L2 norm order
1.33e-01 1.87e-01 1.70e-01
8.00e-02 1.30e-01 0.71 1.22e-01 0.65
5.71e-02 1.02e-01 0.72 9.77e-02 0.66
4.44e-02 8.51e-02 0.74 8.23e-02 0.68
3.64e-02 7.33e-02 0.74 7.16e-02 0.69
S = (0, pi/2]× (−pi/2, 0] ∪ (pi/2, pi]× (0, pi/2), and g is chosen such that the viscosity
solution is given by u(x, y) = cos(x) sin(y).
We can see that the optimal coefficient for ∆u varies over four patches in the
domain. Results for approximating with r = 0, 1, 2 can be seen in Tables 3.10, 3.11,
and 3.12, respectively, where we observe optimal convergence rates for r = 0, 1 and
near optimal convergence rates for r = 2. Corresponding plots can be found in
Figures 3.11, 3.12, and 3.13.
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(a) hx = 6.667e-02. (b) hx = 1.818e-02.
Figure 3.9: Computed solutions for Example 3.6 using r = 0, α = I, hy = 1.250e-01,
and fsolve with initial guess u
(0)
h = 0.
Table 3.9: Rates of convergence for Example 3.6 using r = 1, α = I, hy = 1/3 fixed,
and Algorithm 3.1 with initial guess u
(0)
h = 0.
hx L
∞ norm order L2 norm order
2.50e-01 3.86e-02 3.42e-02
1.25e-01 2.08e-02 0.89 1.85e-02 0.88
8.33e-02 1.38e-02 1.02 1.24e-02 0.99
Example 3.8. Consider the infinite-Laplacian problem
−∆∞u := −uxx ux uy − uxy ux uy − uyx uy uy − uyy uy uy = 0 in Ω,
u = g on ∂Ω,
where Ω = (−1, 1)× (−1, 1) and g is chosen such that the viscosity solution is given
by u(x, y) = |x|4/3 − |y|4/3. While this problem is semilinear and not fully nonlinear,
the solution has low regularity due to the fact u ∈ C1, 13 (Ω) ∩H1(Ω).
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(a) hx = 4.167e-02 and hy = 1.667e-01. (b) hx = 4.167e-02 and hy = 1.667e-01.
(c) hx = 2.000e-01 and hy = 2.000e-01.
Figure 3.10: Computed solution for Example 3.6 using r = 1, α = I, and
Algorithm 3.1 with initial guess u
(0)
h = 0. Note, the top plots correspond to x = 0 an
edge and the bottom plot does not.
By approximation theory, we expect the error to be bounded byO(h1) independent
of the degree of the polynomial basis. The approximation results for r = 0, 1, 2 can
be found in Tables 3.13, 3.14, and 3.15, respectively. Plots for the corresponding
approximations can be found in Figures 3.14, 3.15, and 3.16. Note, while we observe
the theoretical first order bound for the approximation error, we also observe that
the higher order elements yield more accurate approximations.
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Table 3.10: Rates of convergence for Example 3.7 using r = 0, α = 2I, and fsolve
with initial guess u
(0)
h = 0.
h L∞ norm order L2 norm order
5.55e-01 2.59e-01 2.73e-01
3.70e-01 1.63e-01 1.14 1.75e-01 1.10
2.78e-01 1.17e-01 1.17 1.29e-01 1.06
1.85e-01 7.29e-02 1.16 8.48e-02 1.03
1.39e-01 5.27e-02 1.13 6.33e-02 1.02
Figure 3.11: Computed solution for Example 3.7 using r = 0, α = 2I, h = 1.388e-01,
and fsolve with initial guess u
(0)
h = 0.
Table 3.11: Rates of convergence for Example 3.7 using r = 1, α = 2I, and fsolve
with initial guess u
(0)
h = 0.
h L∞ norm order L2 norm order
5.55e-01 4.89e-02 2.84e-02
3.70e-01 2.23e-02 1.93 1.29e-02 1.94
2.78e-01 1.27e-02 1.97 7.38e-03 1.95
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Figure 3.12: Computed solution for Example 3.7 using r = 1, α = 2I, h = 2.777e-01,
and fsolve with initial guess u
(0)
h = 0.
Table 3.12: Rates of convergence for Example 3.7 using r = 2, α = 2I, and fsolve
with initial guess u
(0)
h = 0.
h L∞ norm order L2 norm order
2.22e+00 2.82e-01 1.25e-01
7.40e-01 9.04e-03 3.13 9.52e-03 2.35
4.44e-01 2.39e-03 2.60 2.88e-03 2.34
Figure 3.13: Computed solution for Example 3.7 using r = 2, α = 2I, h = 4.443e-01,
and fsolve with initial guess u
(0)
h = 0.
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Table 3.13: Rates of convergence for Example 3.8 using r = 0, α = 60I, and fsolve
with initial guess u
(0)
h = 0.
h L∞ norm order L2 norm order
2.83e-01 4.50e-01 3.37e-01
1.41e-01 2.83e-01 0.67 2.02e-01 0.74
1.18e-01 2.46e-01 0.78 1.72e-01 0.88
9.43e-02 2.05e-01 0.82 1.40e-01 0.93
Figure 3.14: Computed solution for Example 3.8 using r = 0, α = 60I, h = 9.428e-
02, and fsolve with initial guess u
(0)
h = 0.
Table 3.14: Rates of convergence for Example 3.8 using r = 1, α = 60I, and fsolve
with initial guess u
(0)
h = 0.
h L∞ norm order L2 norm order
4.71e-01 4.36e-02 3.17e-02
2.83e-01 2.79e-02 0.88 1.81e-02 1.09
2.02e-01 2.20e-02 0.71 1.29e-02 1.02
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Figure 3.15: Computed solution for Example 3.8 using r = 1, α = 60I, h = 2.020e-
01, and fsolve with initial guess u
(0)
h = 0.
Table 3.15: Rates of convergence for Example 3.8 using r = 2, α = 60I, and fsolve
with initial guess u
(0)
h = 0.
h L∞ norm order L2 norm order
5.66e-01 2.41e-02 8.71e-03
4.71e-01 1.48e-02 2.66 7.58e-03 0.76
3.54e-01 1.06e-02 1.16 4.64e-03 1.71
Figure 3.16: Computed solution for Example 3.8 using r = 2, α = 60I, h = 3.536e-
01, and fsolve with initial guess u
(0)
h = 0.
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3.5.3 The Role of the Numerical Moment
In this section, we focus on understanding the role of the numerical moment through
numerical experiments. Using a standard discretization technique from numerical
PDE theory for linear equations can lead to the presence of numerical artifacts, i.e.,
algebraic solutions of the system of equations that do not correspond to a PDE
solution (see Section 1.3 for more details). We show that using a numerical moment
can eliminate these numerical artifacts in many instances, and in certain instances
when the numerical artifacts are not fully eliminated, the algebraic system has enough
structure to design solvers that are consistent in searching for viscosity solutions of
the nonlinear PDE problem. Thus, the presence of numerical artifacts can be handled
at the solver level using the numerical moment when such algebraic solutions do exist.
Our main emphasis will be on the Monge-Ampe`re type problem from Example 3.1.
The given problem has two classical PDE solutions, u+ and u−. However, there exists
infinitely many C1 functions that satisfy the PDE and boundary conditions almost
everywhere with respect to the Lebesgue measure, as seen by µ̂ defined below in
(3.44). These almost everywhere solutions will correspond to what we call numerical
artifacts in that algebraic solutions for a given discretization may correspond to these
functions. It is well known that using a standard linear discretization scheme for the
Monge-Ampe`re problem can yield multiple solutions, many of which are numerical
artifacts that do not correspond to PDE solutions (cf. [27]). For example, let µ̂ ∈
H2(0, 1) \ C2(0, 1) be defined by
µ̂(x) =

1
2
x2 + 1
4
x, for x < 0.5,
−1
2
x2 + 5
4
x− 1
4
, for x ≥ 0.5.
(3.44)
Furthermore, suppose x = 0.5 is a node in the partition. Then, when using a
standard LDG or IPDG discretization, µ̂ corresponds to a numerical solution, yielding
a numerical artifact.
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We now compare our nonstandard LDG discretizations that use a numerical
moment to LDG methods without a numerical moment. Observe, when α = 0, we
have no numerical moment. As a result, we have numerical artifacts as in the standard
LDG or IPDG discretization case. Suppose r = 0. Then, for α 6= 0, inspection of
(3.20) yields the fact that
P+−h +P
−+
h
2
cannot jump from a value of 1 to a value of −1
when crossing x = 0.5. Thus, the numerical moment penalizes discontinuities in P µνh ,
µ, ν ∈ {+,−}, and, as a result, the numerical moment eliminates numerical artifacts
such as µ̂. Similarly, for r = 1, we can see that µ̂ does not correspond to a numerical
solution. However, in this case, the algebraic system does have a small residual well
that may trap solvers such as fsolve. Thus, for r = 0 and r = 1, the numerical
moment penalizes differences in P µνh , µ, ν ∈ {+,−}, that arise from discontinuities in
uh, q
+
h , and q
−
h . Hence, it eliminates numerical artifacts such as µ̂.
Next, we consider r ≥ 2, in which case µ̂ ∈ V h. Furthermore, since µ̂ ∈ C1(Ω), we
will end up with uh = µ̂, q
+
h = q
−
h , and P
µν
h , µ, ν ∈ {+,−}, being a numeric solution,
where
q+h (x) =
x+
1
4
, for x < 0.5,
−x+ 5
4
, for x > 0.5,
and P+−h (x) =
1, for x < 0.5,−1, for x > 0.5.
Thus, by the equalities of P µνh , µ, ν ∈ {+,−}, the numerical moment is always
zero and we do have numerical artifacts. These equalities are a consequence of the
continuity of uh, q
+
h , and q
−
h . With the extra degrees of freedom for r ≥ 2, we allow
C1 to be embedded into our approximation space V h for nontrivial functions, thus
creating possible solutions with a zero valued numerical moment. The numerical
moment acts as a penalty term for differences in P µνh , µ, ν ∈ {+,−}, which are a
consequence of discontinuities in q+h and q
−
h that naturally arise for nontrivial functions
when r = 0 or r = 1.
Even with the possible presence of numerical artifacts for the above discretization
when r ≥ 2, the numerical moment can be exploited at the solver level, such as in
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Algorithm 3.1. For the next numerical tests, we will show that using Algorithm 3.1
with a sufficiently large coefficient for the numerical moment destabilizes numerical
artifacts such as µ̂ and steers the approximation towards the viscosity solution of the
PDE. Let u(x) = x
2
. Then, u is the secant line formed by the boundary data for
the given boundary value problem. We now approximate the solution of the Monge-
Ampe`re type problem from Example 3.1 by using 100 iterations of Algorithm 3.1
followed by using fsolve on the mixed formulation to solve the global discretization
given by (3.12) and (3.16). We take the initial guess to be
u
(0)
h =
3
4
µ̂+
1
4
u,
where, for r = 0, u0h is first projected into V
h. From Figure 3.17, we see that the
numerical moment drives the solution towards the viscosity solution u+ when r = 0
and α is positive. From Figure 3.18, we see that the numerical moment also drives the
solution towards the viscosity solution u+ when r = 2 and α is positive, despite the
presence of numerical artifacts. From Figure 3.19, we see that the numerical moment
drives the solution towards the viscosity solution of F (uxx, ux, u, x) := u
2
xx − 1 =
0 given by u− for r = 0 and r = 2 when α is chosen to be negative. In each
figure, the middle graph corresponds to µ̂. Clearly, we recover the numerical artifact
corresponding to µ̂ when α = 0. Thus, the numerical moment plays an essential
role in either eliminating numerical artifacts at the discretization level or handling
numerical artifacts at the solver level.
As another example of the numerical moment assisting with the issue of
numerical artifacts and uniqueness only in a restrictive function class, we approximate
Example 3.5 using the numerical moment with α = −121, Nx = Ny = 24, r = 0, and
initial guess given by the zero function. The result is recorded in Figure 3.20. Thus,
we can see that for a negative semi-definite choice for α, we recover an approximation
for the non-convex solution of the Monge-Ampe`re problem represented in Figure 3.5.
144
(a) α = 1h . (b) α = 0.
Figure 3.17: Computed solutions for Example 3.1 using r = 0, h = 2.500e-02, and
Algorithm 3.1 with initial guess u
(0)
h = Ph
(
3
4
µ̂+ 1
4
u
)
.
Another benefit of the numerical moment is that it can help regularize a problem
that may not be well-conditioned for a Newton solver due to a singular or poorly
scaled Jacobian. We again consider the problem given in Example 3.6. Note that
∂F
∂D2u
= 0 almost everywhere in Ω for the viscosity solution u because D2u(x, y) = 0
for all x 6= 0. This leads to a singular or badly scaled matrix when using a Newton
algorithm to solve the problem without the presence of a numerical moment. By
adding a numerical moment, the resulting system of equations may be better suited for
Newton algorithms since ∂F̂
∂P±∓h
= ∂F
∂P±∓h
− α may be nonsingular even when P±∓h ≈ 0.
For the next numerical test, we let α = γ1 for various positive values of γ to see how
the numerical moment affects both the accuracy and the performance of the Newton
solver fsolve. The choice for the numerical moment is especially interesting upon
noting that α is in fact a singular matrix. However, with a numerical moment, the
perturbation in ∂F̂
∂P±∓h
caused by P±∓h may be enough to eliminate the singularity due
to the fact the approximation may now have some curvature. We let the initial guess
be given by the zero function, fix the mesh Nx = Ny = 20, and let r = 0. We can see
from Table 3.16 that for γ small, fsolve converges slowly, if at all. For γ = 0, fsolve
does not converge within 100 iterations even for a very good initial guess. However,
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(a) α = 1h . (b) α = 0.
Figure 3.18: Computed solutions for Example 3.1 using r = 2, h = 5.000e-02, and
Algorithm 3.1 with initial guess u
(0)
h =
3
4
µ̂+ 1
4
u.
increasing γ does appear to aid fsolve in its ability to find a root with only a small
penalty in the approximation error. For r ≥ 1, we again note that Algorithm 3.1
provides a much better suited solver due to the degeneracy of the problem. However,
the crux of Algorithm 3.1 reduces to a choice of γ > 0 with α = γI instead of α = γ1.
Similar results, as seen in Table 3.16, hold for α = γI.
Table 3.16: Approximation errors when varying α = γ1 for Example 3.6 using
r = 0, h = 7.071e-02, and fsolve with initial guess u
(0)
h = 0. The entry 0
∗ corresponds
to an initial guess given by the L2-projection of u(x, y) = |x|, q±h (x, y) = sgn(x),
and P µνh (x, y) = 0 for µ, ν ∈ {+,−}. The nonlinear solver fsolve is set to perform a
maximum of 100 iterations.
γ L∞ norm L2 norm fsolve iterations
600 2.43e-01 2.43e-01 9
60 2.29e-01 2.27e-01 9
12 2.02e-01 1.98e-01 10
4 1.81e-01 1.74e-01 10
1 3.40e-01 2.08e-01 100
0∗ 2.84e-01 1.96e-01 100
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(a) r = 0 and h = 2.500e-02. (b) r = 2 and h = 5.000e-02.
Figure 3.19: Computed solutions for Example 3.1 using α = − 1
h
and Algorithm 3.1
with initial guess u
(0)
h = Ph
(
3
4
µ̂+ 1
4
u
)
.
We make one final note about using the iterative solver given by Algorithm 3.1.
Note that using fsolve to solve the full system with the initial guess given by u
(0)
h = 0
resulted in either not finding a root for many tests (r = 1) or converging to a numerical
artifact with a discontinuous second order derivative at another node in the mesh
(r = 2). In order to use fsolve for the given test problem, the initial guess should either
be restricted to the class of functions where P+−h and P
−+
h preserve the ellipticity of
the nonlinear operator, the initial guess should be preconditioned by first using fsolve
with r = 0, 1, or the initial guess should be preconditioned using Algorithm 3.1. When
using r = 0 and a non-ellipticity-preserving initial guess, solving the full system of
equations with fsolve still has the potential to converge to u− in Example 3.1 even for
α > 0. The strength of Algorithm 3.1 is that it strongly enforces the requirement that
F̂ is monotone decreasing in P+−h and P
−+
h over each iteration. Thus, a sufficiently
large value for α drives the approximation towards the class of ellipticity-preserving
functions if the algorithm converges.
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Figure 3.20: Computed solution for Example 3.5 using r = 0, α = −121, h =
5.893e-02, and fsolve with initial guess u
(0)
h = 0.
3.5.4 Parabolic Problems
We now implement some of the proposed fully discrete DG methods for approximating
the fully nonlinear parabolic problem (3.2). We will use RK4 and trapezoidal DG
methods for approximating problems in one spatial dimension and backwards Euler
DG methods for approximating problems in two spatial dimensions. While the above
formulation makes no attempt to formally quantify a CFL condition for the RK4
method, for the tests we assume a CFL constraint of the form ∆t = κth
2 and
note that the constant κt appears to decrease as the order of the elements increases.
However, we make no attempt to classify and compare the efficiency of the various
time-discretization methods. Instead, we focus on testing and demonstrating the
usability of the fully discrete schemes and their promising potentials. For explicit
scheme tests we record the parameter κt, and for implicit scheme tests we record
the time step size ∆t. Note that the row 0∗ in the tables corresponding to the RK4
method refers to elements with r = 0 that use the standard L2-projection operator
in (3.38), i.e., δ = 0. Otherwise, we set δ = 1
h
.
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Example 3.9. Consider the problem
ut − uxx u = f in Ω× (0, 1],
u = g on ∂Ω× (0, 1],
u = u0 in Ω× {0},
where Ω = (0, 1), f(x, t) = −1
2
x2 − t4 + 4 t3 − 1, and g and u0 are chosen such that
the viscosity solution is given by u(x, t) = 0.5x2 + t4 + 1.
Notice that the PDE is actually quasi-linear, but it does provide a measure of the
effectiveness of the implementation. The numerical results for RK4 are presented in
Table 3.17 and Figure 3.21, and the results for the trapezoidal method are shown in
Table 3.18 and Figure 3.22. As expected, both schemes have high levels of accuracy
when using r = 2. In fact, RK4 has potential to recover the exact solution when
using r = 2 due to the fourth order time-stepping. Thus, we are able to gauge the
potential for our implementation.
Table 3.17: Rates of convergence in space for Example 3.9 at time t = 1 using RK4
time-stepping with α = 2, κt = 0.001, and u
0
h = Phu0.
r Norm h = 1/4 h = 1/8 h = 1/16 h = 1/32
Error Error Order Error Order Error Order
0 L2 9.9e-02 6.4e-02 0.64 3.6e-02 0.81 1.9e-02 0.92
L∞ 2.2e-01 1.4e-01 0.64 8.0e-02 0.81 4.3e-02 0.89
1 L2 5.7e-03 1.5e-03 1.98 3.7e-04 1.99 9.2e-05 1.99
L∞ 8.0e-03 2.0e-03 1.99 5.1e-04 1.99 1.3e-04 1.99
2 L2 2.4e-08 2.4e-08 0.00 2.4e-08 0.00 2.4e-08 -0.00
L∞ 3.6e-08 3.7e-08 -0.03 3.7e-08 -0.01 3.7e-08 -0.01
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(a) r = 0. (b) r = 2.
Figure 3.21: Computed solutions at time t = 1 for Example 3.9 using RK4 time-
stepping with α = 2, h = 3.125e-02, κt = 0.001, and u
0
h = Phu0.
Example 3.10. Consider the problem
ut − ux ln
(
uxx + 1
)
= f in Ω× (0, 1/2],
u = g on ∂Ω× (0, 1/2],
u = u0 in Ω× {0},
where Ω = (0, 2), f(x, t) = −e(t+1)x
(
x− (t+ 1) ln((t+ 1)2e(t+1)x + 1)), and g and u0
are chosen such that the viscosity solution is given by u(x, t) = e(t+1)x.
Notice, the exact solution u cannot be factored into the form u(x, t) = G(t)Y (x)
for some functions G and Y . Results for RK4 are given in Table 3.19 and Figure 3.23,
and results for the trapezoidal method are shown in Table 3.20 and Figure 3.24. We
note that RK4 was unstable without using the very restrictive values for κt recorded
in Table 3.19. However, for RK4, we observe optimal rates of convergence in the
spatial variable while the rates for the trapezoidal method appear to be limited by
the lower rate of convergence for the time-stepping scheme.
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Table 3.18: Rates of convergence in space for Example 3.9 at time t = 1 using
trapezoidal time-stepping with α = 2, ∆t = 0.001, and fsolve with initial guess
u
(0)
h = Phu0.
r Norm h = 1/4 h = 1/8 h = 1/16 h = 1/32
Error Error Order Error Order Error Order
0 L2 5.9e-02 3.4e-02 0.78 1.9e-02 0.84 1.0e-02 0.91
L∞ 1.9e-01 1.1e-01 0.79 5.9e-02 0.90 3.0e-02 0.95
1 L2 5.0e-03 1.4e-03 1.86 3.6e-04 1.94 9.1e-05 1.97
L∞ 1.1e-02 2.8e-03 2.00 7.1e-04 2.00 1.8e-04 2.00
2 L2 1.1e-07 1.1e-07 0.00 1.1e-07 0.00 1.1e-07 0.00
L∞ 1.5e-07 1.6e-07 -0.04 1.6e-07 -0.01 1.6e-07 -0.00
Example 3.11. Consider the problem
ut − min
θ(t,x)∈{1,2}
{
Aθ uxx − c(x, t) cos(t) sin(x)− sin(t) sin(x)
}
= 0 in Ω× (0, 1
2
],
u = g on ∂Ω× (0, 1],
u = u0 in Ω× {0},
where Ω = (0, 2pi), A1 = 1, A2 =
1
2
,
c(x, t) =
1, if 0 < t ≤
pi
2
and 0 < x ≤ pi or pi
2
< t ≤ pi and pi < x < 2pi,
1
2
, otherwise,
and g and u0 are chosen such that the viscosity solution is given by u(x, t) =
cos(t) sin(x).
Notice that this problem involves an optimization over a finite dimensional set,
and the solution corresponds to
θ(x, t) =
1, if c(x, t) = 1,2, if c(x, t) = 1
2
.
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(a) r = 0. (b) r = 2.
Figure 3.22: Computed solutions at time t = 1 for Example 3.9 using trapezoidal
time-stepping with α = 2, h = 3.125e-02, ∆t = 0.001, and fsolve with initial guess
u0h = Phu0.
The numerical results are reported in Table 3.21 and Figure 3.25 for RK4 and in
Table 3.22 and Figure 3.26 for the trapezoidal method.
Example 3.12. Consider the problem
ut − inf−1≤θ(t,x)≤1
{
|x− 1|uxx + θux
}
= f in Ω× (0, 1
2
],
u = g on ∂Ω× (0, 1],
u = u0 in Ω× {0},
where Ω = (0, 3), f(x, t) = −|x− 1|2 (|x− 1|+ 3) e−t, and g and u0 are chosen such
that the viscosity solution is given by u(x, t) = |x− 1|3 e−t.
Notice that the above operator is not second order when x = 1. For each value of
t, we have u ∈ H3(0, 3). Also, the solution corresponds to
θ(x, t) =
1, if x < 1,−1, if x > 1.
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Table 3.19: Rates of convergence in space for Example 3.10 at time t = 0.5 using
RK4 time-stepping with α = 4, κt = 0.005, 0.001, 0.0005, 0.0001 for r = 0, 1, 2, 3,
respectively, and u0h = Phu0.
r Norm h = 2/4 h = 2/8 h = 2/16 h = 2/32
Error Error Order Error Order Error Order
0 L2 6.9e+00 5.7e+00 0.28 4.1e+00 0.47 2.6e+00 0.65
L∞ 1.0e+01 7.9e+00 0.40 5.6e+00 0.50 3.7e+00 0.60
0∗ L2 2.8e+00 1.5e+00 0.89 8.6e-01 0.82 5.1e-01 0.76
L∞ 7.8e+00 5.0e+00 0.65 2.9e+00 0.76 1.6e+00 0.85
1 L2 4.8e-01 1.2e-01 2.05 3.0e-02 1.93 8.2e-03 1.88
L∞ 8.4e-01 2.3e-01 1.87 5.8e-02 1.99 1.5e-02 1.92
2 L2 3.7e-02 7.8e-03 2.23 1.9e-03 2.03 4.8e-04 2.00
L∞ 5.9e-02 1.0e-02 2.53 2.2e-03 2.19 5.2e-04 2.11
3 L2 1.1e-03 7.4e-05 3.95 4.7e-06 3.99 3.01e-07 3.96
L∞ 2.5e-03 1.6e-04 3.93 1.1e-05 3.86 7.66e-07 3.84
We can see from the results for the RK4 method in Table 3.23 and Figure 3.27 and
the results for the trapezoidal method in Table 3.24 and Figure 3.28 that the spatial
rates of convergence appear to be limited by two instead of the optimal rate of three
for r ≥ 2, while the accuracy appears to increase with respect to the degree of the
elements.
Example 3.13. Consider the dynamic Hamilton-Jacobi-Bellman problem
ut + min {−∆u,−∆u/2} = f in Ω× (0, 1],
u = g on ∂Ω× (0, 1],
u = u0 in Ω× {0},
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(a) r = 0 with κt = 0.005 and δ = 0. (b) r = 3 with κt = 0.0001 and δ =
1
h .
Figure 3.23: Computed solutions at time t = 0.5 for Example 3.10 using RK4
time-stepping with α = 4, h = 6.250e-02, and u0h = Phu0.
where Ω = (−1, 1)× (−1, 1), f(x, y, t) = s(x, y, t) + 2 t (x |x|+ y |y|),
s(x, y, t) =

2t2, if x < 0 and y < 0,
−4t2, if x > 0 and y > 0,
0, otherwise,
and g and u0 are chosen such that the viscosity solution is given by u(x, y, t) =
t2 x |x|+ t y |y|. Then, for all t, we have u(·, ·, t) ∈ H2(Ω).
We expect the spatial rate of convergence to be bounded by 2. However, due to the
low order time discretization scheme, we can see that our error is dominated by the
time discretization for r ≥ 1. The spatial orders of convergence for r = 0 and r = 1
are recorded in Tables 3.25 and 3.26, respectively. For r = 0, the spatial discretization
order matches the time discretization order, and we do observe an optimal rate of
convergence. Using r = 2, we have the solution u ∈ V h. Due to the high level of
accuracy when using r = 2, we observe that the time discretization order is in fact
1 as shown in Table 3.27. Plots for some of the approximations can be found in
Figures 3.29, 3.30, and 3.31.
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Table 3.20: Rates of convergence in space for Example 3.10 at time t = 0.5 using
trapezoidal time-stepping with α = 4, ∆t = 0.005, and fsolve with initial guess
u0h = Phu0.
r Norm h = 2/4 h = 2/8 h = 2/16 h = 2/32
Error Error Order Error Order Error Order
0 L2 2.8e+00 1.5e+00 0.89 8.6e-01 0.82 5.1e-01 0.77
L∞ 7.8e+00 5.0e+00 0.65 2.9e+00 0.76 1.6e+00 0.85
1 L2 3.8e-01 1.3e-01 1.62 4.5e-02 1.49 1.5e-02 1.60
L∞ 1.3e+00 4.0e-01 1.74 1.1e-01 1.85 3.0e-02 1.91
2 L2 2.7e-02 6.7e-03 2.04 1.9e-03 1.82 5.3e-04 1.85
L∞ 1.0e-01 1.5e-02 2.77 2.1e-03 2.80 5.4e-04 1.99
3 L2 1.1e-03 7.2e-05 3.89 1.3e-05 2.46 1.2e-05 0.09
L∞ 5.5e-03 4.0e-04 3.76 2.7e-05 3.92 1.3e-05 1.05
(a) r = 0. (b) r = 3.
Figure 3.24: Computed solutions at time t = 0.5 for Example 3.10 using trapezoidal
time-stepping with α = 4, h = 6.250e-02, ∆t = 0.005, and fsolve with initial guess
u0h = Phu0.
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Table 3.21: Rates of convergence in space for Example 3.11 at time t = 3.1 using
RK4 time-stepping with α = 2, κt = 0.05, 0.005, 0.001, 0.0005 for r = 0, 1, 2, 3,
respectively, and u0h = Phu0.
r Norm h = pi/2 h = pi/4 h = pi/8 h = pi/16
Error Error Order Error Order Error Order
0 L2 1.5e+00 1.3e+00 0.24 7.1e-01 0.82 3.3e-01 1.12
L∞ 9.6e-01 7.7e-01 0.31 4.9e-01 0.65 2.9e-01 0.78
0∗ L2 1.2e+00 6.9e-01 0.78 3.0e-01 1.19 1.4e-01 1.16
L∞ 9.2e-01 5.8e-01 0.67 3.2e-01 0.85 1.8e-01 0.83
1 L2 2.7e-01 7.6e-02 1.81 2.0e-02 1.94 5.0e-03 1.99
L∞ 1.9e-01 6.6e-02 1.52 1.7e-02 1.97 4.2e-03 2.00
2 L2 7.2e-02 1.8e-02 1.98 4.5e-03 2.02 1.1e-03 2.01
L∞ 6.8e-02 1.8e-02 1.93 4.3e-03 2.04 1.1e-03 2.03
3 L2 8.3e-03 5.7e-04 3.87 3.6e-05 3.97 2.2e-06 4.02
L∞ 7.6e-03 5.1e-04 3.92 3.2e-05 4.00 1.9e-06 4.04
(a) r = 0 with κt = 0.05 and δ = 0. (b) r = 3 with κt = 0.0005 and δ =
1
h .
Figure 3.25: Computed solutions at time t = 3.1 for Example 3.11 using RK4
time-stepping with α = 2, h = 1.963e-01, and u0h = Phu0.
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Table 3.22: Rates of convergence in space for Example 3.11 at time t = 3.1 using
trapezoidal time-stepping with α = 2, ∆t = 0.031, and fsolve with initial guess
u0h = Phu0.
r Norm h = pi/2 h = pi/4 h = pi/8 h = pi/16
Error Error Order Error Order Error Order
0 L2 1.2e+00 6.9e-01 0.78 3.0e-01 1.19 1.4e-01 1.16
L∞ 9.2e-01 5.8e-01 0.67 3.2e-01 0.85 1.8e-01 0.83
1 L2 2.3e-01 7.5e-02 1.63 2.0e-02 1.89 7.9e-03 1.36
L∞ 2.1e-01 6.6e-02 1.66 1.7e-02 1.95 5.8e-03 1.56
2 L2 6.9e-02 1.8e-02 1.93 4.7e-03 1.95 2.5e-03 0.90
L∞ 6.5e-02 1.8e-02 1.87 4.5e-03 2.00 1.9e-03 1.21
3 L2 8.1e-03 5.9e-04 3.79 1.1e-04 2.42 1.1e-04 0.03
L∞ 7.5e-03 5.2e-04 3.87 7.6e-05 2.77 7.3e-05 0.06
(a) r = 0. (b) r = 3.
Figure 3.26: Computed solutions at time t = 3.1 for Example 3.11 using trapezoidal
time-stepping with α = 2, h = 1.963e-01, ∆t = 0.031, and fsolve with initial guess
u0h = Phu0.
157
Table 3.23: Rates of convergence in space for Example 3.12 at time t = 1 using RK4
time-stepping with α = 2, κt = 0.05, 0.005, 0.001, 0.0005 for r = 0, 1, 2, 3, respectively,
and u0h = Phu0.
r Norm h = 3/4 h = 3/8 h = 3/16 h = 3/32
Error Error Order Error Order Error Order
0 L2 2.1e+00 1.4e+00 0.51 5.3e-01 1.44 2.9e-01 0.88
L∞ 2.1e+00 1.5e+00 0.44 8.5e-01 0.86 4.9e-01 0.81
0∗ L2 8.6e-01 8.8e-01 -0.02 5.9e-01 0.58 2.9e-01 1.00
L∞ 1.8e+00 1.3e+00 0.53 7.3e-01 0.80 3.9e-01 0.92
1 L2 2.0e-01 7.3e-02 1.45 1.3e-02 2.44 3.2e-03 2.06
L∞ 3.9e-01 1.0e-01 1.92 2.7e-02 1.95 6.8e-03 1.98
2 L2 1.1e-01 2.0e-02 2.49 5.2e-03 1.98 1.3e-03 2.02
L∞ 1.1e-01 2.0e-02 2.42 5.2e-03 1.99 1.3e-03 2.00
3 L2 3.0e-02 6.8e-03 2.13 1.7e-03 2.00 4.2e-04 2.03
L∞ 2.9e-02 6.9e-03 2.08 1.7e-03 2.02 4.2e-04 2.02
(a) r = 0 with κt = 0.05. (b) r = 3 with κt = 0.0005.
Figure 3.27: Computed solutions at time t = 1 for Example 3.12 using RK4 time-
stepping with α = 2, h = 9.375e-02, δ = 1
h
, and u0h = Phu0.
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Table 3.24: Rates of convergence in space for Example 3.12 at time t = 1 using
trapezoidal time-stepping with α = 2, ∆t = 0.001, and fsolve with initial guess
u0h = Phu0.
r Norm h = 3/4 h = 3/8 h = 3/16 h = 3/32
Error Error Order Error Order Error Order
0 L2 8.6e-01 8.8e-01 -0.02 5.9e-01 0.58 2.9e-01 1.00
L∞ 1.8e+00 1.3e+00 0.53 7.3e-01 0.80 3.9e-01 0.92
1 L2 2.0e-01 7.3e-02 1.45 1.3e-02 2.44 3.2e-03 2.05
L∞ 3.9e-01 1.0e-01 1.92 2.7e-02 1.95 6.8e-03 1.98
2 L2 1.1e-01 2.0e-02 2.49 5.2e-03 1.98 1.3e-03 2.02
L∞ 1.1e-01 2.0e-02 2.42 5.2e-03 1.99 1.3e-03 2.00
3 L2 3.0e-02 6.8e-03 2.13 1.7e-03 2.00 4.2e-04 2.03
L∞ 2.9e-02 6.9e-03 2.08 1.7e-03 2.02 4.2e-04 2.02
(a) r = 0. (b) r = 3.
Figure 3.28: Computed solutions at time t = 1 for Example 3.12 using trapezoidal
time-stepping with α = 2, h = 1.963e-01, ∆t = 0.001, and fsolve with initial guess
u0h = Phu0.
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Table 3.25: Rates of convergence in space for Example 3.13 at time t = 1 using
backwards Euler time-stepping with r = 0, α = 2I, ∆t = 0.1, and fsolve with initial
guess u0h = Phu0.
h L∞ norm order L2 norm order
2.83e-01 5.62e-01 2.63e-01
1.77e-01 3.62e-01 0.93 1.71e-01 0.92
1.41e-01 2.92e-01 0.96 1.38e-01 0.96
Figure 3.29: Computed solution at time t = 1 for Example 3.13 using backwards
Euler time-stepping with r = 0, α = 2I, h = 1.414e-01, ∆t = 0.1, and fsolve with
initial guess u0h = Phu0.
Table 3.26: Rates of convergence in space for Example 3.13 at time t = 1 using
backwards Euler time-stepping with r = 1, α = 2I, ∆t = 0.1, and fsolve with initial
guess u0h = Phu0.
h L∞ norm order L2 norm order
4.71e-01 7.41e-02 5.00e-02
3.54e-01 4.21e-02 1.96 3.56e-02 1.18
2.83e-01 3.10e-02 1.38 2.76e-02 1.14
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Figure 3.30: Computed solution at time t = 1 for Example 3.13 using backwards
Euler time-stepping with r = 1, α = 2I, h = 2.828e-01, ∆t = 0.1, and fsolve with
initial guess u0h = Phu0.
Table 3.27: Rates of convergence in time for Example 3.13 at time t = 1 using
backwards Euler time-stepping with r = 2, α = 2I, h = 1.414, and fsolve with initial
guess u0h = Phu0.
∆t L∞ norm order L2 norm order
5.00e-01 4.12e-02 4.12e-02
2.50e-01 2.11e-02 0.96 2.11e-02 0.97
1.00e-01 8.55e-03 0.99 8.49e-03 0.99
5.00e-02 4.29e-03 1.00 4.25e-03 1.00
Figure 3.31: Computed solution at time t = 1 for Example 3.13 using backwards
Euler time-stepping with r = 2, α = 2I, h = 1.414, ∆t = 0.05, and fsolve with initial
guess u0h = Phu0.
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Chapter 4
Interior Penalty Discontinuous
Galerkin Methods
In this chapter, we propose another class of DG methods for directly approximating
the viscosity solutions of fully nonlinear second order elliptic and parabolic PDE
problems using an interior penalty discontinuous Galerkin (IPDG) methodology.
Our formulation will now be targeted towards approximating viscosity solutions
with C1 regularity, although we will see in Section 4.4 that the methods appear
to work for viscosity solutions with less regularity. The methods will be based on a
nonstandard mixed formulation. The main idea will be to introduce various Hessian
approximations using an IPDG methodology, and then introduce a numerical operator
that incorporates the various discrete Hessians in forming a numerical moment. Much
of the motivation and formulation follows directly from the monotone DG framework
developed in Section 3.2, where a nonstandard LDG methodology was utilized. The
main difference will be the fact that we do not form multiple approximations for ∇u
because of the assumed C1 regularity. As such, we do not enforce a g-monotonicity
requirement with regards to first-order terms. The methods developed in this chapter
heavily rely upon the DG notation developed in Section 3.1. We also adopt the
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convention in Section 3.2.4 for higher-order bases by letting all boundary values be
given by interior limits.
4.1 A Monotone Framework for Second Order
Elliptic Problems
We now develop a class of IPDG methods for second order boundary value problems
of the form
F [u](x) := F
(
D2u,∇u, u, x) = 0, x ∈ Ω ⊂ Rd, (4.1a)
u(x) = g(x), x ∈ ∂Ω, (4.1b)
where F is a fully nonlinear elliptic operator, Ω is an open, bounded, convex domain,
and the viscosity solution u ∈ C1(Ω). We will see in the numerical tests found
in Section 4.4 that the framework also appears to be well-suited for approximating
conditionally elliptic problems with viscosity solutions that have only H1 regularity.
4.1.1 Motivation
Due to the lower regularity of the viscosity solution, D2u may not exist. Thus, we will
use three possible approximations for D2u, namely, the left and right limits, as well as
their average. Using a numerical operator that can handle multiple approximations
for D2u, we rewrite (4.1) in mixed form as
F̂ (P1, P2, P3,∇u, u, x) = 0, (4.2a)
P1(x)−D2u(x+) = 0, (4.2b)
P2(x)−D2u(xa) = 0, (4.2c)
P3(x)−D2u(x−) = 0 (4.2d)
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for all x ∈ Ω, where D2u(xa) can be thought of as the arithmetic average of D2u(x+)
and D2u(x−).
We now formalize the definition and properties of a numerical operator. The
following definitions follow directly from their counterparts in Section 2.5.
Definition 4.1.
(i) The function F̂ :
(
Rd×d
)3 × Rd × R × Ω → R in (4.2a) is called a numerical
operator.
(ii) Let P ∈ Rd×d, q ∈ Rd, v ∈ R, and x ∈ Ω. The numerical operator F̂ in (4.2a)
is said to be consistent if F̂ satisfies
lim inf
P1,P2,P3→P,ζ→q;
ν→v, ξ→x
F̂ (P1, P2, P3, ζ, ν, ξ) ≥ F∗(P, q, v, x),
lim sup
P1,P2,P3→P,ζ→q;
ν→v, ξ→x
F̂ (P1, P2, P3, ζ, ν, ξ) ≤ F ∗(P, q, v, x),
where F∗ and F ∗ denote, respectively, the lower and the upper semi-continuous
envelopes of F . Thus, we have
F∗(P, q, v, x) := lim inf
P˜→P,q˜→q,
v˜→v,x˜→x
F
(
P˜ , q˜, v˜, x˜
)
,
F ∗(P, q, v, x) := lim sup
P˜→P,q˜→q,
v˜→v,x˜→x
F
(
P˜ , q˜, v˜, x˜
)
,
where P˜ ∈ Rd×d, q˜ ∈ Rd, v˜ ∈ R, and x˜ ∈ Ω.
(iii) The numerical operator F̂ in (4.2a) is said to be generalized monotone (g-
monotone) if F̂ (P1, P2, P3, q, v, x) is monotone increasing in P1 and P3 and
monotone decreasing in P2. More precisely, for all P1, P2, P3 ∈ Rd×d, q ∈ Rd,
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v ∈ R, and x ∈ Ω, there holds
F̂ (A,P2, P3, q, v, x) ≤ F̂ (B,P2, P3, q, v, x) ,
F̂ (P1, A, P3, q, v, x) ≥ F̂ (P1, B, P3, q, v, x) ,
F̂ (P1, P2, A, q, v, x) ≤ F̂ (P1, P2, B, q, v, x) ,
for all A,B ∈ Sd×d such that A ≤ B, where A ≤ B means that B − A is a
nonnegative definite matrix. In other words, F̂ (↑, ↓, ↑, q, v, x).
In order to ensure the g-monotonicity property of the numerical operator in (4.2a),
we introduce a numerical moment. Then, we have the following two examples of Lax-
Friedrichs-like numerical operators that have been modified for the IPDG framework:
F̂1(P1, P2, P3, q, λ, ξ) := F (P2, q, λ, ξ) + α1 :
(
P1 − 2P2 + P3
)
, (4.4a)
F̂2(P1, P2, P3, q, λ, ξ) := F
(P1 + P2 + P3
3
, q, λ, ξ
)
+ α2 :
(
P1 − 2P2 + P3
)
, (4.4b)
where α1, α2 ∈ Rd×d are positive constant matrices chosen to enforce the g-
monotonicity property of F̂ and the last term in (4.4a) and (4.4b) is called the
numerical moment. To ensure F̂1 is g-monotone, we require
α1 > ± ∂F
∂D2u
, (4.5)
assuming adequate regularity for the differential operator F .
4.1.2 Formulation
We now formalize our IPDG discretization of (4.2). As in Section 3.2.2, we discretize
(4.2a) by simply using its L2-projection into V h, namely,
a0
(
uh, P1h, P2h, P3h;φ0h
)
= 0 ∀φ0h ∈ V h, (4.6)
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where
a0
(
u, P1, P2, P3;φ0
)
=
(
F̂ (P1, P2, P3,∇u, u, ·), φ0
)
Th
.
Note, for uh ∈ V h, ∇uh is defined locally on each simplex K ∈ Th.
Next, we discretize the linear auxiliary equations in (4.2). To this end, we first
introduce some well-known identities (often referred to as “magic formulas” in the
literature) defined on EIh for functions in V h:
[
v w
]
= T−` (v)
[
w
]
+
[
v
]
T+` (w), (4.7a)[
v w
]
=
{
v
}[
w
]
+
[
v
]{
w
}
, (4.7b)[
v w
]
= T+` (v)
[
w
]
+
[
v
]
T−` (w) (4.7c)
on EIh for all v, w ∈ V h, for all ` = 1, 2, . . . , d. The flux operators T± are defined
locally in Section 3.2.2.
We also introduce interior penalty terms. Let γ0ik,` ≥ 0 for i = 1, 2, 3 and k, ` =
1, 2, . . . , d denote interior penalty parameters. It will be clear later that to avoid
redundancy of the three equations for P1h, P2h, and P3h, we need to require that
γ02k,` ≥ max{γ01k,`, γ03k,`} for all k, ` = 1, 2, . . . , d and γ02k,k > max{γ01k,k, γ03k,k} for all k =
1, 2, . . . , d. Then, we define the interior penalty terms by
J0ik,`(v, w) :=
∑
e∈EIh
γ0ik,`
he
〈[
v
]
,
[
w
]〉
e
, (4.8)
where
he :=
diam e, if d ≥ 2max{diam K1, diam K2 | K1, K2 ∈ Th with K1 ∩K2 = e} , if d = 1.
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In order to discretize the auxiliary linear equations in (4.2), we use the integration
by parts formula
∫
S
vxkx` ϕdx =
∫
∂S
vxk ϕn` ds−
∫
S
vxk ϕx` dx
for all v, ϕ ∈ H2(S), for k, ` = 1, 2, . . . , d. Letting Pk,` be an approximation for uxkx` ,
we formally define Pk,` by
(
Pk,`, φ
)
Th
=
〈[
uxk φ
]
, n`
〉
EIh
+
〈
uxk , φ n`
〉
EBh
−
(
uxk , φx`
)
Th
∀φ ∈ H1(Th) (4.9)
for all u ∈ H1(Th), for k, ` = 1, 2, . . . , d.
Combining the integral identity (4.9) with (4.7) and introducing standard penalty
and jump terms, we can now fully discretize the auxiliary linear equations in (4.2).
To this end, we let ik,` ∈ {−1, 0, 1}, i = 1, 2, 3 and k, ` = 1, 2, . . . , d, denote the
“symmetrization” parameters. Then, we define the auxiliary variables P1h, P2h, P3h ∈[
V h
]d×d
by
(
P ihk,`, φ
ih
k,`
)
Th
+ aik,`
(
uh, φ
ih
k,`
)
= f ik,`
(
φihk,`
) ∀φihk,` ∈ V h (4.10)
for all i = 1, 2, 3 for all k, ` = 1, 2, . . . , d, where
a1k,` (u, φ) = b
1
k,` (u, φ)−
〈
T−` (uxk),
[
φ
]
n`
〉
EIh
+ 1k,`
〈[
u
]
, T−` (φxk)n`
〉
EIh
, (4.11a)
a2k,` (u, φ) = b
2
k,` (u, φ)−
〈{
uxk
}
,
[
φ
]
n`
〉
EIh
+ 2k,`
〈[
u
]
,
{
φxk
}
n`
〉
EIh
, (4.11b)
a3k,` (u, φ) = b
3
k,` (u, φ)−
〈
T+` (uxk),
[
φ
]
n`
〉
EIh
+ 3k,`
〈[
u
]
, T+` (φxk)n`
〉
EIh
, (4.11c)
f ik,`(φ) = 
i
k,`
∑
e∈EBH
〈
g, φxkn`
〉
e˜
+
∑
e∈EBh
γ0ik,`
he
〈
g, φ
〉
e˜
, (4.11d)
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and bik,` : H
1(Th)×H1(Th)→ R is defined by
bik,`(v, w) =
(
vxk , wx`
)
Th
−
〈
vxk , w n`
〉
EBh
+ ik,`
〈
v, wxk n`
〉
EBh
+ J0ik,`(v, w) +
∑
e∈EBh
γ0ik,`
he
〈
v, w
〉
e
for all v, w ∈ H1(Th), for P ihk,` = [Pih]k,`, i = 1, 2, 3 and k, ` = 1, 2, . . . , d.
Suppose r ≥ 1 in the definition of V h. Then, our IPDG methods for the fully
nonlinear Dirichlet problem (4.1) is defined as seeking uh ∈ V h and P1h, P2h, P3h ∈[
V h
]d×d
such that (4.6) and (4.10) hold for all i = 1, 2, 3 and k, ` = 1, 2, . . . , d.
4.1.3 The Numerical Moment
We now take a closer look at the numerical moment used in the definition of the
Lax-Friedrichs-like numerical operator, (4.4a). For simplicity, we assume the three
symmetrization constants are the same, i.e., 1 = 2 = 3. Then,
(
P 1hk,` − 2P 2hk,` + P 3hk,`, φ
)
Th
= f 1k,`
(
φ)− 2f 2k,`
(
φ) + f 3k,`
(
φ)
− a1k,`
(
uh, φ
)
+ 2a2k,`
(
uh, φ
)− a3k,`(uh, φ)
=
∑
e∈EBh
γ01k,` − 2γ02k,` + γ03k,`
he
(〈
g, φ(xI)
〉
e˜
−
〈
uh, φ
〉
e
)
−
∑
e∈EIh
γ01k,` − 2γ02k,` + γ03k,`
he
〈[
uh
]
,
[
φ
]〉
e
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for all φ ∈ V h. Thus, we have
a0
(
uh, P1h, P2h, P3h;φ
)
=
(
F (P2h,∇uh, uh, ·) , φ
)
Th
+
∑
e∈EIh
α1 : (2γ
02 − γ01 − γ03)
he
〈[
uh
]
,
[
φ
]〉
e
+
∑
e∈EBh
α1 : (2γ
02 − γ01 − γ03)
he
(〈
uh, φ
〉
e
−
〈
g, φ
〉
e˜
)
,
and it follows that our IPDG discretization amounts to replacing the continuous
Hessian operator with a discrete Hessian operator, projecting our fully nonlinear
operator into the DG space, and adding a penalization term to the nonlinear equation.
4.1.4 Remarks about the Formulation
We end this section with a few remarks.
Remark 4.1.
(a) Looking backwards, (4.10) provides a proper interpretation for each auxiliary
variable P1h, P2h, and P3h for a given function uh. Each Pih defines a discrete
Hessian for uh. The functions P1h, P2h, and P3h should be very close to each
other if D2u exists and is continuous. However, their discrepancies are expected
to be large if D2u does not exist.
(b) We have the three equations for approximating uxkx`, i.e., (4.10) for k, ` ∈
{1, 2, . . . , d} fixed and i = 1, 2, 3, are linearly independent provided that γ02k,` >
max{γ01k,`, γ03k,`}.
(c) Comparing the jump formulations found in Sections 4.1.3 and 3.2.6, we see that
the numerical moment term used in the IPDG methodology is actually analogous
to the numerical viscosity term used in the LDG methodology. The exact
numerical moment term from Chapter 3 is based upon using two approximations
for ∇u. However, by Remark 2.4, we see that the numerical viscosity is an
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essential tool in the FD convergence proof. We will see in Section 4.4 that the
proposed IPDG methods still perform well for many numerical test problems,
especially when paired with an appropriate nonlinear solver.
(d) We could also add a high-order interior-penalty term to F̂ such as
J1ik,`(v, w) :=
∑
e∈EIh
γ1ik,`
he
〈[∇v], [∇w]〉
e
,
where γ1ik,` ≥ 0 for all i = 1, 2, 3, k, ` = 1, 2, . . . , d. However, such a term is not
analogous to the jump formulation of the numerical moment used in Chapter 3.
Also, such a term would not be appropriate if approximating a viscosity solution
that is only continuous or H1. We will see in Section 4.4 that the proposed
IPDG methods can be used to approximate viscosity solutions that have only H1
regularity.
(e) The reason for requiring r ≥ 1 can be explained as follows. When r = 0, the
piecewise constant functions have piecewise zero derivatives on the given mesh.
After eliminating the jump terms containing derivatives in (4.10), it is clear
that the ability for P1h and P3h to carry information from the left and the right,
respectively, is lost. Furthermore, if γ01k,` = γ
02
k,` = γ
03
k,`, then a
1
k,` = a
2
k,` = a
3
k,` for
all k, ` = 1, 2, . . . , d. As a result, the numerical moment term vanishes and we
are left with a trivial discretization for (4.1), which is known not to work well
in general.
(f) Let Λih :=
∑d
k=1 [Pih]k,k for i = 1, 2, 3. Then, we have
d∑
k=1
aik,k
(
uh, φ
i
h
)
=
d∑
k=1
f ik,k
(
φih
)− (Λih, φih)Th (4.12)
for all φih ∈ V h for i = 1, 2, 3. Treating {Λih}3i=1 as “sources”, (4.12) represents
three different Poisson discretizations for u. Thus, for γ0i sufficiently large,
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we have (4.12) forms an invertible linear mapping between Λih and uh for all
i = 1, 2, 3. Furthermore, the mapping is symmetric for a given i ∈ {1, 2, 3}
if ik,k = −1 for all k = 1, 2, . . . , d. We call the mapping “nonsymmetric” if
ik,k = 1 for all k = 1, 2, . . . , d, and we call the mapping “incomplete” if 
i
k,k = 1
for all k = 1, 2, . . . , d.
(g) Notice that (4.6) and (4.10) forms a nonlinear system of equations, with
the nonlinearity only appearing in a0. Thus, a nonlinear solver is necessary
in implementing the above scheme. Based on (4.12), we can form a solver
analogous to Algorithm 3.1. In Section 4.4 we will perform numerical tests
using both a straight-forward Newton solver on the entire system and a solver
to be proposed that is analogous to Algorithm 3.1. We will see that our proposed
discretizations once again either remove or destabilize many of the numerical
artifacts that plague a trivial discretization of a fully nonlinear PDE problem.
(h) Due to the fully nonlinear structure of the PDE, no integration by parts can be
performed. As a result, the “primal” form of the nonstandard LDG methods
in Chapter 3 is intrinsically different from the “primal” form of the above
nonstandard IPDG methods.
4.2 Extensions of the IPDG Framework for Second
Order Parabolic Problems
Using the above IPDG methodology for elliptic problems, we now develop a class of
fully discrete methods for second order initial-boundary value problems of the form
ut + F
(
D2u,∇u, u, x, t) = 0, (x, t) ∈ ΩT := Ω× (0, T ], (4.13a)
u(x, t) = g(x, t), (x, t) ∈ ∂Ω× (0, T ], (4.13b)
u(x, 0) = u0(x), x ∈ Ω, (4.13c)
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where F is a fully nonlinear elliptic operator, Ω is an open, bounded, convex domain, T
is a positive number, and the viscosity solution u ∈ C1(Ω× (0, T ]). The methodology
will be based on using the method of lines for the time discretization.
To partition the time domain, we fix an integer M > 0 and let ∆t = T
M
. Then, we
define tk := k∆t for 0 ≤ k ≤M . Notationally, ukh(x) ∈ V h and P kih ∈
[
V h
]d×d
will be
approximations for u(x, tk) and D
2u(x, tk), respectively, for all 0 ≤ k ≤M . For both
implicit and explicit schemes, we define the initial value, u0h, by
u0h = Phu0, (4.14)
where the projection operator Ph is defined by (3.4).
To simplify the appearance of the methods and to make them more transparent
for use with a given ODE solver, we define discrete Hessian operators D2,kih : V
h →[
V h
]d×d
for i = 1, 2, 3 at time tk using (4.10), where 0 ≤ k ≤ M . Then, we define
D2,kih v by
([
D2,kih v
]
`,m
, φih`,m
)
Th
+ ai`,m
(
v, φih`,m
)
(4.15)
= i`,m
〈
g(·, tk),
(
φih`,m
)
x`
nm
〉
∂Ω
+
∑
e∈EBh
γ0i`,m
he
〈
g(·, tk), φih`,m
〉
e˜
∀φih`,m ∈ V h.
We also introduce the operator notation
F̂ k [v] := F̂
(
D2,k1h v,D
2,k
2h v,D
2,k
3h v,∇v, v, x, k∆t
)
(4.16)
for all v ∈ V h. Then, we have the semi-discrete equation
∂
∂t
uh(x, tk) = −PhF̂ k
[
uh(x, tk)
]
(4.17)
for all 0 ≤ k ≤M , x ∈ Ω.
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Letting Ph,k denote the modified projection operator defined by (3.38), we
can define fully discrete methods for approximating problem (4.13) based on
approximating (4.17) using the forward Euler method, backward Euler method, and
the trapezoidal method. Hence, we have the following fully discrete schemes for
approximating (4.13):
un+1h = Ph,n+1
(
unh −∆t F̂ n [unh]
)
, (4.18)
un+1h + ∆tPh F̂ n+1
[
un+1h
]
= unh, (4.19)
and
un+1h +
∆t
2
Ph F̂ n+1
[
un+1h
]
= unh −
∆t
2
Ph F̂ n [unh] (4.20)
for n = 0, 1, . . . ,M −1, where u0h := Phu0 and, for (4.19) and (4.20), we also have the
implied equations P nih = D
2,n
ih u
n
h for all i = 1, 2, 3. Observe, (4.18), (4.19), and (4.20)
correspond to the forward Euler method, backward Euler method, and trapezoidal
method, respectively.
We can also formulate RK methods for approximating (4.17) as follows. Let s be
a positive integer, A ∈ Rs×s, and b, c ∈ Rs such that
s∑
`=1
ak,` = ck
for each k = 1, 2, . . . , s. Then, a generic s-stage RK method for approximating (4.17)
can be written
un+1h = Ph,n+1
(
unh −∆t
s∑
`=1
b`F̂
n+c` [ξn,`h ]
)
(4.21)
with
ξn,`h = Ph,n+ck
(
unh −∆t
s∑
k=1
ak,`F̂
n+ck [ξn,kh ]
)
for all n = 0, 1, . . . , N − 1 and u0h = Phu0. We note that (4.21) corresponds to an
explicit method when A is strictly lower diagonal and an implicit method otherwise.
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Also, we can interpret ξn,`h in (4.21) as an approximation for u
n+c`
h . Since the boundary
condition at time tn+1 is enforced by F̂
n+1, we can set δ = 0 in (3.38) if cs = 1.
4.3 General Solvers
In this section, we discuss the different strategies from Section 3.4 adapted for solving
the nonlinear system of equations that results from the IPDG discretization for the
elliptic problem, (4.1). Again, we have a nonlinear equation that is complemented
by an auxiliary system of linear equations. Furthermore, the nonlinear equation is
monotone in three of its five arguments at every given point in the domain. Many
of the numerical tests in Section 4.4 will simply use a nonlinear solver for the full
system of equations. However, in this section, we propose algorithms for two solvers
that have been tailored towards the IPDG discretization and discuss the benefits of
the two different algorithms in Remark 4.2.
Our first observation is that the numerical operators given by (4.4) are symmetric
in P1h and P3h. Thus, as before, there is the possibility for variable reduction.
Assuming γ01k,` = γ
03
k,` for all k, ` = 1, 2, . . . , d, we can form a new variable Ph =
P1h+P3h
2
∈ V h. Then, we have Ph and P2h correspond to two IPDG approximations
for the Hessian of u that both use averaged flux values on all interior faces/edges, i.e.,
Ph and P2h are both solutions to (4.10) using i = 2 where the only difference is the
value of the penalty parameter γ. Let D2ih denote the discrete Hessian operator D
2,k
ih
defined by (4.15) with the time dependence k removed. Then, we have the discrete
Hessian operators D22h and D
2
h =
D21h+D
2
3h
2
can be considered analogous to the two
“centered” discrete Hessian operators D
2
h and D˜
2
h defined in Section 3.4.2. Using the
above observation, we immediately can form the direct solver for the reduced system
of equations using F̂1 defined by (4.4a):
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Algorithm 4.1.
1. Given Th and V h, compute the operators D2h and D22h.
2. Solve the single nonlinear equation
0 =
(
F
(
D22huh,∇uh, uh, ·
)
+ 2α :
(
D2huh −D22huh
)
, φh
)
Th
∀φh ∈ V h
for uh ∈ V h.
We now present a splitting algorithm that relies upon the observation in
Remark 4.1 part (d) and the invertibility of (4.12). The algorithm is based on using
the numerical moment as a means to split the system of equations.
Algorithm 4.2.
1. Pick initial guesses for uh, P1h, and P3h.
2. Set [
G
]
`
:= F (P2h,∇uh, uh, x) + α̂
[
P1h − 2P2h + P3h
]
`,`
for a fixed constant α̂ > 0, and solve
([
G
]
`
, φ`
)
Th
= 0 ∀φ` ∈ V h
for [P2h]`,` for all ` = 1, 2, . . . , d.
3. Set Λ2h =
∑d
`=1 [P2h]`,`. Find uh by solving (4.12) for the given value of Λ
2
h.
4. Set P1h = D
2
1huh and P3h = D
2
3huh.
5. Repeat Steps 2 - 4 until the change in P2h is sufficiently small.
We end the section with a couple of remarks concerning the observed performance
of the proposed algorithms.
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Remark 4.2.
(a) Algorithm 4.1 appears to perform faster than using a standard Newton solver
on the full system of equations that results from the mixed formulation. This
is expected due to the significantly reduced number of unknowns. However, the
algorithm appears to be less selective than when the full system of equations
is used. We will see some of the benefits of using the full system of equations
versus the direct solver in Section 4.4. In contrast, we note that the direct solver
for the DG framework in Section 3.2 appears to still preserve the selectivity of
the full system of equations from the mixed formulation, especially when using
r = 0 or r = 1. A potential explanation is the fact that the numerical moment
formed by the operators D
2
h and D˜
2
h is more selective than the numerical moment
formed by the operators D2h and D
2
2h, especially in light of Remark 4.1 part (c).
(b) Algorithm 4.2 appears to be more selective than using a standard Newton
solver on the full system of equations that results from the mixed formulation.
However, the algorithm also appears to converge more slowly than the standard
Newton solver when the Newton solver does converge. Thus, the algorithm may
be best utilized as a way to precondition an initial guess for a more efficient
solver.
(c) There is potential to speed up Algorithm 4.2. Step 2 of Algorithm 4.2
requires solving a nonlinear system that is entirely monotone with respect to
the unknowns for α̂ sufficiently large. Furthermore, the nonlinear equation
is entirely local with respect to Th, and can be solved in parallel. Step 3 of
Algorithm 4.2 requires inverting a sparse matrix that is symmetric and positive
definite when choosing γ0kk sufficiently large and kk = −1 for all k = 1, 2, . . . , d.
(d) From Section 4.1.3, we can see that there is a possibility the discretization
contains C0 artifacts. Algorithm 4.2 can be interpreted as a fixed-point solver
that iterates over the discrete Laplacian. We will see in Section 4.4.3 that by
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iterating over a high-order term in the discretization, Algorithm 4.2 appears to
“destabilize” numerical artifacts even when such artifacts are present.
(e) By summing the diagonal elements of the discrete Hessian, we are able to map
a second order derivative function in V h back to uh. Thus, we will have
d∑
`=1
[P2h]`` =
d∑
`=1
[
D22huh
]
``
.
However, when uh is an approximation for a low regularity function, we will not
have [P2h]`` = [D
2
2huh]`` for all ` = 1, 2, . . . , d. In fact, we would expect inverting
the Laplacian operator to have a “smoothing” effect. Therefore, we would have
Pih 6= P2h for i = 1, 3, and large discrepancies can serve as an indicator for
low regularity and/or adaptivity. This observation will be seen in Section 4.4.3
below.
(f) We may not be able to enforce the g-monotonicity requirement globally on a given
fully nonlinear PDE such as the Monge-Ampe`re equation where the differential
operator is only elliptic when acting on a particular class of functions. Thus, for
such problems, we propose enforcing the g-monotonicity requirement “locally”,
i.e., over each iteration of the nonlinear solver, as described in the following
definition.
Definition 4.2. The numerical operator F̂ in (4.2a) is said to be locally gen-
eralized monotone (locally g-monotone) for a function vh ∈ V h if there holds
F̂ (D21hvh, D
2
2hvh, D
2
3hvh,∇hvh, vh, x) is monotone increasing in D21hvh and D23hvh and
monotone decreasing in D22hvh.
4.4 Numerical Experiments
We use this section to present a series of numerical tests to demonstrate the utility of
the proposed IPDG methods for fully nonlinear PDEs of the types (4.1) and (4.13). In
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all of our tests we shall use uniform spatial meshes as well as uniform temporal meshes
for the dynamic problems. For two-dimensional problems, we use uniform Cartesian
partitions on rectangular domains. To solve the resulting nonlinear algebraic systems,
we use the Matlab built-in nonlinear solver fsolve. When recording the coefficient
α for the numerical moment, we let I denote the identity matrix and 1 denote
the ones matrix for the two-dimensional experiments. For the elliptic problems,
we choose the initial guess as the linear interpolant of the boundary data for one-
dimensional problems and as the zero function for two-dimensional problems. For
dynamic problems, we let u0h = Phu0, P 01h = D2,01h u0h, P 02h = D2,02h u0h, and P 03h = D2,03h u0h.
Also, the initial guess for unh will be provided by u
n−1
h , and the initial guesses for P
n
1h,
P n2h, and P
n
3h will be provided by P
n−1
1h , P
n−1
2h , and P
n−1
3h , respectively. For convenience,
we set i = 0, i = 1, 2, 3, for all tests except Example 4.3 with r = 1. We remark that
similar results can be obtained when i 6= 0 and the penalty constants are sufficiently
large. However, the actual benefit of the symmetrization parameter is unclear in the
context of nonlinear algebraic systems. Also, the role of the numerical moment will
be further explored in Section 4.4.3.
For our numerical tests, errors will be measured in the L∞ norm and the L2 norm,
where the errors are measured at the current time step for the dynamic problems.
The dynamic test problems will be discretized using both forward and backward Euler
methods, as represented by (4.18) and (4.19), respectively. We shall see that the lower
order time discretization actually dominates the approximation error for a reasonable
time step size ∆t when using r > 1 in V h. For the elliptic test problems and for the
dynamic test problems where the error is dominated by the spatial discretizations, it
appears that the spatial error may have order O(hmin{`,k}) for u ∈ Hk(Ω), where
` =
r + 1, for r odd,r, for r even.
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However, the rates are not perfectly clear from the test data, and there may be some
dependence on the regularity of the differential operator F .
4.4.1 Elliptic Problems
We first present the results for six elliptic test problems.
Example 4.1. Consider the problem
−u3xx + |ux|+ S(x) = 0, −2 < x < 2,
u(−2) = sin(4), u(2) = − sin(4),
where
S(x) =
[
2 sign(x) cos(x2)− 4x2 sin(x|x|)]3 − 2|x cos(x2)|.
This problem has the exact viscosity solution u(x) = sin(x|x|) ∈ H2(−2, 2).
Notice that the equation is nonlinear in both uxx and ux, and the exact solution
is not twice differentiable at x = 0. The numerical results are shown in Table 4.1
and Figure 4.1. As expected, we can see from the plot that the error appears largest
around the node x = 0, and both the accuracy and order of convergence improve as
the order of the elements increases. We expect that the convergence rates should be
bounded by two due to the regularity of the solution. However, for this example, we
have x = 0 is a node in the partition, and, as a result, we appear to have convergence
rates greater than two for r ≥ 3.
Example 4.2. Consider the one-dimensional Monge-Ampe`re problem
−u2xx + 1 = 0, 0 < x < 1,
u(0) = 0, u(1) = 1/2.
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Table 4.1: Rates of convergence for Example 4.1 using α = 4, γ01 = γ03 = 2,
γ02 = 2.5, 
i = 0, and fsolve with initial guess u.
r Norm h = 1 h = 1/2 h = 1/4 h = 1/8
Error Error Order Error Order Error Order
1 L2 8.1e-01 2.4e-01 1.73 8.0e-02 1.60 2.8e-02 1.52
L∞ 1.0e+00 2.3e-01 2.14 7.8e-02 1.58 2.7e-02 1.54
2 L2 1.1e+00 2.9e-01 1.88 4.2e-02 2.78 2.9e-02 0.56
L∞ 8.1e-01 2.4e-01 1.76 4.5e-02 2.40 1.8e-02 1.30
3 L2 6.4e-01 2.7e-02 4.55 1.4e-03 4.33 6.5e-05 4.38
L∞ 4.9e-01 3.1e-02 3.99 1.6e-03 4.32 9.1e-05 4.09
4 L2 5.6e-02 3.2e-03 4.14 2.4e-04 3.72 1.7e-05 3.83
L∞ 4.9e-02 3.0e-03 4.02 2.6e-04 3.56 1.6e-05 4.02
5 L2 2.3e-02 8.5e-04 4.79 1.5e-05 5.82 2.4e-07 5.96
L∞ 2.1e-02 9.3e-04 4.49 1.8e-05 5.67 2.6e-07 6.11
This problem has exactly two classical solutions
u+(x) =
1
2
x2, u−(x) = −1
2
x2 + x,
where u+ is convex and u− is concave. However, u+ is the unique viscosity solution.
We approximate the given problem using linear elements (r = 1) to see how
the approximation converges with respect to h when the solution is not in the
approximation space V h. The numerical results are shown in Table 4.2 and Figure 4.2.
The results for quadratic elements (r = 2) are presented in Table 4.15 and Figure 4.16.
We note that the approximations using r = 2 are almost exact for each mesh size.
This is possible since u+ ∈ V h when r = 2.
Example 4.3. Consider the two-dimensional Monge-Ampe`re problem
−det D2u = −uxx uyy + uxy uyx = f in Ω,
u = g on ∂Ω,
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(a) r = 1. (b) r = 5.
Figure 4.1: Computed solution for Example 4.1 using α = 4, γ01 = γ03 = 2,
γ02 = 2.5, 
i = 0, h = 1.250e-01, and fsolve with initial guess u.
Table 4.2: Rates of convergence for Example 4.2 using α = 2, γ01 = γ03 = 1,
γ02 = 1.1, 
i = 0, and fsolve with initial guess u.
r Norm h = 1/10 h = 1/20 h = 1/40 h = 1/80
Error Error Order Error Order Error Order
1 L2 2.9e-03 7.3e-04 2.00 1.8e-04 1.99 4.7e-05 1.97
L∞ 3.8e-03 9.4e-04 2.00 2.4e-04 1.99 6.1e-05 1.96
where f = −(1 + x2 + y2)ex2+y2, Ω = (0, 1) × (0, 1), and g is chosen such that the
viscosity solution is given by u(x, y) = e
x2+y2
2 .
We approximate the given problem for r = 1 and r = 2, with the results recorded
in Table 4.3 and Figure 4.3. We observe that the rate of convergence is suboptimal
for r = 1, and the last approximation showed little improvement even with a refined
mesh. Similar results where obtained for i = 0 for all i = 1, 2, 3. However, for r = 2,
we observe rates between 2.0 and 2.5, which are superior to the predicted rates of
convergence.
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Figure 4.2: Computed solution for Example 4.2 using r = 1, α = 2, γ01 = γ03 = 1,
γ02 = 1.1, 
i = 0, h = 2.250e-02, and fsolve with initial guess u.
Table 4.3: Rates of convergence for Example 4.3 using r = 1 with α = 10 I,
γ01 = γ03 = 100 1, γ02 = 200 1, 
i = −1 1, and fsolve with initial guess u(0)h = 0
and r = 2 with α = 24 I, γ01 = γ03 = 20 1, γ02 = 40 1, 
i = 0, and 5 iterations of
Algorithm 4.2 followed by fsolve with initial guess u
(0)
h = 0.
r Norm h = 7.07e-01 h = 4.71e-01 h = 3.54e-01 h = 2.83e-01
Error Error Order Error Order Error Order
1 L2 4.88e-02 2.04e-02 2.15 1.31e-02 1.55 1.33e-02 -0.09
L∞ 1.47e-01 7.82e-02 1.56 4.32e-02 1.65 4.32e-02 0.53
2 L2 6.37e-03 2.52e-03 2.29 1.30e-03 2.29 7.63e-04 2.39
L∞ 1.99e-02 7.68e-03 2.35 3.79e-03 2.45 2.17e-03 2.51
Example 4.4. Consider the two-dimensional Monge-Ampe`re problem
−det D2u = −uxx uyy + uxy uyx = 0 in Ω,
u = g on ∂Ω,
where Ω = (−1, 1)× (−1, 1) and g is chosen such that the viscosity solution is given
by u(x, y) = |x| ∈ H1(Ω).
We first approximate the example by partitioning Ω using an odd number of
rectangles in both the x and y coordinate directions. Thus, the line x = 0 does
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(a) r = 1. (b) r = 2.
Figure 4.3: Computed solutions for Example 4.3 using r = 1 with α = 10 I, γ01 =
γ03 = 100 1, γ02 = 200 1, 
i = −1 1, h = 2.357023e-01, and fsolve with initial guess
u
(0)
h = 0 and r = 2 with α = 24 I, γ01 = γ03 = 20 1, γ02 = 40 1, 
i = 0, h =
1.767767e-01 and 5 iterations of Algorithm 4.2 followed by fsolve with initial guess
u
(0)
h = 0.
not correspond to an interior edge for any of the partitions. From Table 4.4 and
Figure 4.4, we observe better than optimal rates of convergence in the L2 norm for
r = 1, using the fact that u ∈ H1(Ω). Partitioning the domain into 64 uniform
rectangles such that the line x = 0 always corresponds to an interior edge, we recover
the exact solution for r = 1, as seen in Figure 4.5. For such a partition, we have
u ∈ V h.
Table 4.4: Rates of convergence for Example 4.4 using α = 100 I, γ01 = γ03 = 20 1,
γ02 = 40 1, 
i = 0, and 10 iterations of Algorithm 4.2 followed by fsolve with initial
guess u
(0)
h = 0. Note, the line x = 0 does not correspond to an interior edge for any
of the partitions.
r Norm h = 9.43e-01 h = 5.66e-01 h = 4.04e-01 h = 2.57e-01
Error Error Order Error Order Error Order
1 L2 1.52e-01 7.25e-02 1.45 4.39e-02 1.49 2.24e-02 1.49
L∞ 2.81e-01 1.73e-01 0.96 1.22e-01 1.02 7.73e-02 1.02
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Figure 4.4: Computed solution for Example 4.4 using r = 1, α = 100 I, γ01 = γ03 =
20 1, γ02 = 40 1, 
i = 0, h = 2.571297e-01 and 10 iterations of Algorithm 4.2 followed
by fsolve with initial guess u
(0)
h = 0.
Example 4.5. Consider the stationary Hamilton-Jacobi-Bellman problem
inf
0≤θ(x)≤1
{
−θuxx + θ2 x2 ux + 1
x
u+ S(x)
}
= 0, 1.2 < x < 4,
u(1.2) = 1.44 ln 1.2, u(4) = 16 ln 4,
where
S(x) =
4 ln(x)2 + 12 ln(x) + 9− 8x4 ln(x)2 − 4x4 ln(x)
4x3 [2 ln(x) + 1]
.
This problem has the exact solution u(x) = x2 lnx, which corresponds to θ(x) =
2 ln(x)+3
2x3[2 ln(x)+1]
.
We solve this problem using various order elements and record the numerical
results in Table 4.5 and Figure 4.6. Thus, our IPDG methods can also directly
handle Hamilton-Jacobi-Bellman-type fully nonlinear PDEs as well.
Example 4.6. Consider the stationary Hamilton-Jacobi-Bellman problem
min {−∆u,−∆u/2} = f in Ω,
u = g on ∂Ω,
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Figure 4.5: Computed solution for Example 4.4 using r = 1, α = 100 I, γ01 = γ03 =
20 1, γ02 = 40 1, 
i = 0, h = 3.535534e-01 and 10 iterations of Algorithm 4.2 followed
by fsolve with initial guess u
(0)
h = 0. Note, the line x = 0 corresponds to only interior
edges in the partition, and we have u ∈ V h. The errors are given by ‖uh − u‖L∞(Ω)
= 6.88e-15 and ‖uh − u‖L2(Ω) = 4.67e-15. Thus, we capture the exact solution.
where Ω = (0, pi)× (−pi/2, pi/2),
f(x, y) =
2 cos(x) sin(y), if (x, y) ∈ S,cos(x) sin(y), otherwise,
S = (0, pi/2]× (−pi/2, 0] ∪ (pi/2, pi]× (0, pi/2), and g is chosen such that the viscosity
solution is given by u(x, y) = cos(x) sin(y).
The results for approximating the problem with r = 1, r = 2, and r = 3 are
recorded in Table 4.6 and Figure 4.7. Again, for r = 1, the calculated rates appear
less than the predicted rates and, for r = 2, the calculated rates appear greater than
the predicted rates. The calculated rages for r = 3 appear to agree with the predicted
rate of 4 when averaged.
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Table 4.5: Rates of convergence for Example 4.5 using α = 4, γ01 = γ03 = 2,
γ02 = 2.5, 
i = 0, and fsolve with initial guess u.
r Norm h = 2.8/4 h = 2.8/8 h = 2.8/16 h = 2.8/32
Error Error Order Error Order Error Order
1 L2 3.5e-01 9.8e-02 1.83 2.6e-02 1.93 6.6e-03 1.97
L∞ 3.9e-01 1.2e-01 1.70 3.4e-02 1.81 9.0e-03 1.91
2 L2 9.1e-03 1.9e-03 2.28 4.2e-04 2.18 9.6e-05 2.11
L∞ 9.9e-03 1.7e-03 2.53 3.6e-04 2.23 8.2e-05 2.15
3 L2 3.5e-04 2.7e-05 3.69 1.9e-06 3.85 4.2e-07 2.14
L∞ 5.1e-04 4.2e-05 3.61 3.3e-06 3.69 3.7e-07 3.15
4 L2 2.5e-05 1.4e-06 4.14 7.7e-08 4.19 8.5e-09 3.18
L∞ 3.3e-05 1.5e-06 4.46 7.6e-08 4.30 1.3e-08 2.51
Table 4.6: Rates of convergence for Example 4.6 using α = 10 1, γ01 = γ03 = 20 1,
γ02 = 40 1, 
i = 0, and 4 iterations of Algorithm 4.2 followed by fsolve with initial
guess u
(0)
h = 0.
r Norm h = 2.22e+00 h = 1.48e+00 h = 1.11e+00 h = 8.89e-01
Error Error Order Error Order Error Order
1 L2 4.86e-01 2.79e-01 1.37 1.92e-01 1.29 1.51e-01 1.09
L∞ 2.86e-01 2.33e-01 0.51 1.69e-01 1.12 1.20e-01 1.55
2 L2 1.97e-01 7.81e-02 2.28 3.83e-02 2.48 2.49e-02 1.92
L∞ 1.51e-01 5.95e-02 2.29 3.02e-02 2.36 1.72e-02 2.52
3 L2 7.60e-02 1.25e-02 4.46 7.77e-03 1.65 1.81e-03 6.53
L∞ 5.56e-02 1.06e-02 4.08 5.74e-03 2.14 1.54e-03 5.89
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(a) r = 1. (b) r = 4.
Figure 4.6: Computed solution for Example 4.5 using α = 4, γ01 = γ03 = 2,
γ02 = 2.5, 
i = 0, h = 1.250e-01, and fsolve with initial guess u.
(a) r = 1. (b) r = 3.
Figure 4.7: Computed solution for Example 4.6 using h = 1.11, α = 10 1, γ01 =
γ03 = 20 1, γ02 = 40 1, 
i = 0, and 4 iterations of Algorithm 4.2 followed by fsolve
with initial guess u
(0)
h = 0.
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4.4.2 Parabolic Problems
We now implement the proposed fully discrete forward and backward Euler IPDG
methods for approximating fully nonlinear parabolic equations of the form (4.13).
While the above formulation makes no attempt to formally quantify a CFL condition
for the forward Euler method, our test problems generally require ∆t = O(h2) to
ensure the stability. In fact, the constant for the CFL condition appears to decrease as
the order of the elements increases. Below we implement both the implicit and explicit
methods for each test problem. However, we make no attempt to classify and compare
the efficiency of the two methods. Instead, we focus on testing and demonstrating
the usability of both fully discrete schemes and their promising potentials. For
explicit tests, we record the parameter κt which serves as the scaling constant for
the CFL condition enforced by the expression ∆t = κth
2. For implicit tests, we
record computed solutions with various time steps ∆t.
Example 4.7. Consider the problem
ut − uxx u = f in Ω× (0, 1],
u = g on ∂Ω× (0, 1],
u = u0 in Ω× {0},
where Ω = (0, 1), f(x, t) = −1
2
x2 − t4 + 4 t3 − 1, and g and u0 are chosen such that
the viscosity solution is given by u(x, t) = 0.5x2 + t4 + 1.
The given problem is actually quasi-linear, not fully nonlinear. The numerical
results for the fully discrete forward Euler method are presented in Table 4.7 and
Figure 4.8, and the results for the backward Euler method are shown in Table 4.8 and
Figure 4.9. We observe that the errors for the backward Euler method are dominated
by the relatively small size of the time step when compared to the forward Euler
method. For smaller time step sizes, the errors are similar. However, the backward
Euler method appears unstable for κt > 0.01.
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Table 4.7: Rates of convergence in space for Example 4.7 at time t = 1 using the
forward Euler method with κt = 0.002, α = 2, γ01 = γ03 = 2, γ02 = 2.5, 
i = 0, and
u0h = Phu0. The scheme appears unstable for r = 2, 3 when κt = 0.01.
r Norm h = 1/4 h = 1/8 h = 1/16 h = 1/32
Error Error Order Error Order Error Order
1 L2 5.7e-03 1.4e-03 1.98 3.7e-04 1.99 9.2e-05 1.99
L∞ 7.9e-03 2.0e-03 1.99 5.0e-04 1.99 1.3e-04 1.99
2 L2 3.3e-05 8.2e-06 2.00 2.1e-06 2.00 5.1e-07 2.00
L∞ 4.5e-05 1.1e-05 2.00 2.8e-06 2.00 7.1e-07 2.00
3 L2 3.3e-05 8.2e-06 2.00 2.1e-06 2.00 5.1e-07 2.00
L∞ 4.5e-05 1.1e-05 2.00 2.8e-06 2.00 7.1e-07 2.00
We now consider the error for the approximation resulting from using Euler time
stepping methods. Note that the solution u is a quadratic in space. Letting r = 2,
we limit the approximation error almost entirely to the time discretization scheme.
In fact, setting t = 0 and solving the stationary form of the PDE, we have
‖u− uh‖L2((0,1)) ≈ 1.6× 10−9 and ‖u− uh‖L∞((0,1)) ≈ 2.4× 10−9
using the elliptic solver with h = 0.25, α = 2, γ01 = γ03 = 1, γ02 = 1.1, and initial
guess given by the secant line of the boundary data. Then, approximating the problem
for varying ∆t, we have the results recorded in Table 4.9 for the forward Euler method
and in Table 4.10 for the backward Euler method. We observe that the convergence
rate in time appears to have order 1 as expected.
Example 4.8. Consider the problem
ut − ux ln
(
uxx + 1
)
= f in Ω× (0, 3.1],
u = g on ∂Ω× (0, 3.1],
u = u0 in Ω× {0},
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(a) r = 1. (b) r = 2.
Figure 4.8: Computed solutions at time t = 1 for Example 4.7 using the forward
Euler method with κt = 0.002, h = 3.125e-02, α = 2, γ01 = γ03 = 2, γ02 = 2.5, 
i = 0,
and u0h = Phu0.
where Ω = (0, 2), f(x, t) = −e(t+1)x
(
x− (t+ 1) ln((t+ 1)2e(t+1)x + 1)), and g and u0
are chosen such that the viscosity solution is given by u(x, t) = e(t+1)x.
Notice, the exact solution u cannot be factored into the form u(x, t) = G(t)Y (x)
for some functions G and Y . The numerical results for the fully discrete forward
Euler method are recorded in Table 4.11 and Figure 4.10, and the results for the
backward Euler method are given in Table 4.12 and Figure 4.11. The error appears
to be dominated by the low order time discretization given the relatively large value
for ∆t in the backward Euler test. However, when using a smaller value of ∆t for the
forward Euler test, we achieved a higher order of accuracy. We remark that even for
∆t = 0.005h2, the forward Euler scheme is not stable for h = 0.25 and r = 1.
Example 4.9. Consider the problem
ut − min
θ∈{1,2}
{
Aθ uxx − C cos(t) sin(x)− sin(t) sin(x)
}
= 0 in Ω× (0, 3.1],
u = g on ∂Ω× (0, 3.1],
u = u0 in Ω× {0},
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Table 4.8: Rates of convergence in space for Example 4.7 at time t = 1 using the
backward Euler method with ∆t = 0.001, α = 2, γ01 = γ03 = 2, γ02 = 2.5, 
i = 0,
and fsolve with initial guess u0h = Phu0.
r Norm h = 1/4 h = 1/8 h = 1/16
Error Error Order Error Order
1 L2 4.4e-03 9.6e-04 2.20 1.8e-04 2.40
L∞ 9.4e-03 2.4e-03 2.00 5.9e-04 2.00
2 L2 2.6e-04 2.6e-04 -0.00 2.6e-04 -0.00
L∞ 3.6e-04 3.6e-04 -0.00 3.6e-04 -0.00
3 L2 2.6e-04 2.6e-04 -0.00 2.6e-04 -0.00
L∞ 3.6e-04 3.6e-04 -0.00 3.6e-04 -0.00
Table 4.9: Rates of convergence in time for Example 4.7 at time t = 1 using the
forward Euler method with h = 6.250e-02, α = 2, γ01 = γ03 = 1, γ02 = 1.1, 
i = 0,
and u0h = Phu0.
r Norm κt = 0.008 κt = 0.004 κt = 0.002 κt = 0.001
Error Error Order Error Order Error Order
2 L2 8.2e-06 4.1e-06 1.00 2.1e-06 1.00 1.0e-06 1.00
L∞ 1.1e-05 5.7e-06 1.00 2.8e-06 1.00 1.4e-06 1.00
where Ω = (0, 2pi), A1 = 1, A2 =
1
2
,
C(x, t) =
1, if 0 < t ≤
pi
2
and 0 < x ≤ pi or pi
2
< t ≤ pi and pi < x < 2pi,
1
2
, otherwise,
and g and u0 are chosen such that the viscosity solution is given by u(x, t) =
cos(t) sin(x).
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(a) r = 1. (b) r = 2.
Figure 4.9: Computed solutions at time t = 1 for Example 4.7 using the backward
Euler method with ∆t = 0.001, h = 6.250e-02, α = 2, γ01 = γ03 = 2, γ02 = 2.5,
i = 0, and fsolve with initial guess u0h = Phu0.
Table 4.10: Rates of convergence in time for Example 4.7 at time t = 1 using the
backward Euler method with h = 2.500e-01, α = 2, γ01 = γ03 = 1, γ02 = 1.1, 
i = 0,
and fsolve with initial guess u0h = Phu0.
r Norm ∆t = 1/10 ∆t = 1/20 ∆t = 1/40 ∆t = 1/80
Error Error Order Error Order Error Order
2 L2 2.4e-02 1.3e-02 0.93 6.4e-03 0.96 3.2e-03 0.98
L∞ 3.3e-02 1.7e-02 0.93 8.8e-03 0.96 4.5e-03 0.98
Notice that this problem involves an optimization over a finite dimensional set,
and the viscosity solution corresponds to
θ(x, t) =
1, if c(x, t) = 1,2, if c(x, t) = 2.
The numerical results are recorded in Table 4.13 and Figure 4.12 for the fully discrete
forward Euler method and in Table 4.14 and Figure 4.13 for the fully discrete
backward Euler method. We observe that the accuracy of the implicit method
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Table 4.11: Rates of convergence in space for Example 4.8 at time t = 3.1 using the
forward Euler method with κt = 0.0025, α = 4, γ01 = γ03 = 2, γ02 = 2.5, 
i = 0, and
u0h = Phu0. The scheme appears unstable for κt = 0.005.
r Norm h = 1/2 h = 1/4 h = 1/8 h = 1/16
Error Error Order Error Order Error Order
1 L2 5.0e-01 3.6e-02 1.73 1.2e-02 1.32 3.6e-03 1.67
L∞ 8.2e-01 2.8e-01 1.57 1.0e-01 1.47 3.1e-02 1.69
2 L2 4.5e-02 1.2e-02 1.89 3.3e-03 1.87 8.7e-04 1.93
L∞ 6.0e-02 1.4e-02 2.11 3.6e-03 1.96 9.0e-04 1.98
3 L2 1.5e-03 2.8e-04 2.39 7.1e-05 1.98 1.8e-05 1.98
L∞ 2.7e-03 3.5e-04 2.97 7.6e-05 2.21 1.8e-05 2.05
4 L2 1.2e-03 2.9e-04 2.06 7.2e-05 2.02 1.8e-05 2.01
L∞ 1.3e-03 3.0e-04 2.13 7.3e-05 2.02 1.8e-05 2.01
5 L2 1.2e-03 2.9e-04 2.00 7.2e-05 2.00 1.8e-05 2.00
L∞ 1.2e-03 2.9e-04 2.00 7.3e-05 2.00 1.8e-05 2.00
appears to suffer from the lower order accuracy of the Euler method. For h = pi
8
,
the explicit method requires ∆t ≈ 3.1× 10−4, while the implicit method is computed
with ∆t = 0.062. When ∆t increases, the explicit method demonstrates instability.
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(a) r = 1. (b) r = 5.
Figure 4.10: Computed solutions at time t = 3.1 for Example 4.8 using the forward
Euler method with κt = 0.0025, h = 6.250e-02, α = 2, γ01 = γ03 = 2, γ02 = 2.5,
i = 0, and u0h = Phu0.
Table 4.12: Rates of convergence in space for Example 4.8 at time t = 3.1 using the
backward Euler method with ∆t = 0.0005, α = 4, γ01 = γ03 = 2, γ02 = 2.5, 
i = 0,
and fsolve with initial guess u0h = Phu0.
r Norm h = 1/2 h = 1/4 h = 1/8
Error Error Order Error Order
1 L2 4.2e-01 1.4e-01 1.54 4.6e-02 1.66
L∞ 8.3e-01 2.4e-01 1.77 7.9e-02 1.63
2 L2 7.3e-02 1.6e-02 2.21 3.0e-03 2.40
L∞ 9.6e-02 1.8e-02 2.41 3.2e-03 2.49
3 L2 2.8e-03 7.8e-04 1.82 9.1e-04 -0.22
L∞ 5.6e-03 8.5e-04 2.71 9.2e-04 -0.11
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(a) r = 1. (b) r = 3.
Figure 4.11: Computed solutions at time t = 1 for Example 4.8 using the backward
Euler method with ∆t = 0.0005, h = 1.250e-01, α = 4, γ01 = γ03 = 2, γ02 = 2.5,
i = 0, and fsolve with initial guess u0h = Phu0.
Table 4.13: Rates of convergence in space for Example 4.9 at time t = 3.1 using the
forward Euler method with κt = 0.002, α = 2, γ01 = γ03 = 2, γ02 = 2.5, 
i = 0, and
u0h = Phu0.
r Norm h = pi/2 h = pi/4 h = pi/8 h = pi/16
Error Error Order Error Order Error Order
1 L2 2.2e-01 5.3e-02 2.07 1.3e-02 2.02 3.3e-03 2.01
L∞ 1.7e-01 4.8e-02 1.87 1.2e-02 1.98 3.1e-03 1.99
2 L2 6.0e-02 1.6e-02 1.90 4.2e-03 1.94 1.1e-03 1.97
L∞ 6.4e-02 1.5e-02 2.07 3.5e-03 2.13 8.2e-04 2.09
3 L2 7.4e-03 6.9e-04 3.43 1.4e-04 2.32 3.5e-05 2.00
L∞ 8.0e-03 5.6e-04 3.82 1.0e-04 2.46 2.3e-05 2.14
4 L2 2.5e-03 5.7e-04 2.10 1.4e-04 2.03 3.5e-05 2.01
L∞ 1.4e-03 3.5e-04 2.01 8.9e-05 1.98 2.2e-05 1.99
5 L2 2.2e-03 5.6e-04 2.00 1.4e-04 2.00 3.5e-05 2.00
L∞ 1.4e-03 3.6e-04 1.99 8.9e-05 2.00 2.2e-05 2.00
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(a) r = 1. (b) r = 5.
Figure 4.12: Computed solutions at time t = 3.1 for Example 4.9 using the forward
Euler method with κt = 0.002, h = 1.963e-01, α = 2, γ01 = γ03 = 2, γ02 = 2.5, 
i = 0,
and u0h = Phu0.
Table 4.14: Rates of convergence in space for Example 4.9 at time t = 3.1 using the
backward Euler method with ∆t = 0.062, α = 2, γ01 = γ03 = 2, γ02 = 2.5, 
i = 0,
and fsolve with initial guess u0h = Phu0.
r Norm h = pi/2 h = pi/4 h = pi/8 h = pi/16
Error Error Order Error Order Error Order
1 L2 1.7e-01 4.9e-02 1.82 1.4e-02 1.84 4.8e-03 1.50
L∞ 1.5e-01 4.4e-02 1.78 1.3e-02 1.82 4.1e-03 1.60
2 L2 8.0e-02 2.0e-02 2.00 5.9e-03 1.76 3.2e-03 0.87
L∞ 7.0e-02 1.6e-02 2.14 4.0e-03 1.98 1.9e-03 1.06
3 L2 1.1e-02 3.0e-03 1.91 2.8e-03 0.09 2.8e-03 0.00
L∞ 8.1e-03 1.8e-03 2.16 1.8e-03 0.01 1.8e-03 0.00
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(a) r = 1. (b) r = 3.
Figure 4.13: Computed solutions at time t = 1 for Example 4.9 using the backward
Euler method with ∆t = 0.062, h = 1.963e-01, α = 2, γ01 = γ03 = 2, γ02 = 2.5,
i = 0, and fsolve with initial guess u0h = Phu0.
4.4.3 The Numerical Moment
We now perform a series of tests that are meant to explore the utility of the
numerical moment term in the Lax-Friedrichs-like numerical operator defined by
(4.4a). The numerical moment is the key to designing a consistent, g-monotone
numerical operator. Thus, to better gauge the performance of the proposed IPDG
methods, we must better understand the contribution of the numerical moment.
Our main focus in this section will be on the Monge-Ampe`re equation, which is
conditionally elliptic. In the following, unless otherwise stated, reported residual
values are those recorded by fsolve, which corresponds to the `2 norm of the vector-
valued system of equations evaluated at the current approximation value.
We begin by once again considering Example 4.2. We will show that the numerical
moment provides a tool for addressing potential numerical artifacts, especially at the
solver level. For the following tests, we let µ̂ be defined by (3.44) and u denote the
secant line formed by the boundary data in Example 4.2. Then, the test problem has
two classical solutions, u+ and u−, infinitely many almost-everywhere C1 artifacts
such as µ̂, and a unique viscosity solution u+.
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We first explore the possibility that the discretization contains numerical artifacts
such as µ̂. Let r = 2 in V h. Then, µ̂ ∈ C1(Ω)∩V h. Thus, we have [µ̂] = [µ̂xk ] = 0 on
EIh for all k = 1, 2, . . . , d and µ̂ = g on ∂Ω. Therefore, whenever x = 0.5 is a node in
the partition, we have uh = µ̂ and Pih(x) = 1 if x < 0.5 and Pih(x) = −1 if x > 0.5
for i = 1, 2, 3 is a numerical solution, and it follows that our discretization does have
numerical artifacts when r ≥ 2. We can see the presence of a numerical artifact in
Figure 4.14. The function µ̂ corresponds to a fixed point for the solver. However, if
we slightly perturb the initial guess away from µ̂, we see that Algorithm 4.2 converges
to u+. Unfortunately, the Newton algorithm fsolve does still converge to µ̂ with the
same slightly perturbed initial guess. Thus, for r = 2, our discretization does contain
numerical artifacts that must be addressed at the solver level.
(a) u
(0)
h = µ̂. (b) u
(0)
h = 0.99µ̂+ 0.01u.
Figure 4.14: Computed solutions for Example 4.2 using r = 2, α = 4, h = 5.000e-02,
γ01 = γ03 = 10.0, γ02 = 20.0, 
i = 0, and Algorithm 4.2.
We now consider the presence of numerical artifacts when r = 1 in V h. Then,
µ̂ /∈ V h. Furthermore, the only C1 function in V h that satisfies the boundary
condition is u. Thus, we expect the numerical moment to have an effect since a good
approximation for u± or µ̂ must have jumps in the gradient along EIh . Since we cannot
determine analytically if there is a numerical solution in V h that corresponds to µ̂,
we will explore the possibility numerically. To this end, we approximate Example 4.2
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for r = 1 using fsolve and initial guesses that correspond to functions near µ̂. The
results can be found in Figure 4.15, where we plot the resulting values of P2h and
note that P2h near −1 corresponds to u− and P2h near 1 corresponds to u+. Observe,
for the initial guess u
(0)
h = Phµ̂, the solution appears to converge to a function near
u−. While the final approximation has a small residual, O(10−26), the last step for
the solver was ineffective according to the error flags for fsolve. When approximating
u− with r = 1 by using a negative value for the coefficient of the numerical moment,
the plot for P2h is near −1 over the entire domain. Thus, while it is unclear if the
approximation actually converged to u−, it is clear that the approximation converged
away from µ̂. For the initial guess u
(0)
h = Ph (0.75µ̂+ 0.25u), the solver does not find
a root after 106 iterations. Instead, fsolve appears to be trapped in a small-residual
well. After the 100th iteration, the residual is about 0.007. Thus, the discretization
does not appear to have a numerical solution that corresponds to µ̂ when r = 1.
In contrast, when we set α = 0, we clearly converge to a numerical artifact that
corresponds to µ̂. One last observation from Figure 4.15 is that P1h − 2P2h + P3h
is nonzero in all three plots, as expected when using r = 1 paired with the lower
regularity of µ̂.
We now perform a series of three tests that deal specifically with the consequences
of the numerical moment more at the solver level for Example 4.2. The first test will
deal with the effect of various values of α paired with Newton solvers when the test
problem has known numerical artifacts. The other two tests will be performed using
γ01 = γ02 = γ03. Then, we have P2h =
P1h+P3h
2
, which in turn implies that the equation
for P2h is redundant in the formulation and the numerical moment should be zero
upon convergence to a root.
We first approximate Example 4.2 for r = 2 and various values of α using the full
mixed formulation and fsolve. Observe, for α > 0, our schemes should converge to
u+, and, for α < 0, our schemes should converge to u−, which is the unique viscosity
solution of the PDE u2xx − 1 = 0 with the same boundary data. However, for α = 0,
the scheme may converge to u+, u−, or a numerical artifact depending upon the initial
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(a) u
(0)
h = Phµ̂ and α = 4. (b) u(0)h = Ph (0.75µ̂+ 0.25u) and α = 4.
(c) u
(0)
h = Phµ̂ and α = 0.
Figure 4.15: Computed solutions for Example 4.2 using r = 1, h = 5.000e-02,
γ01 = γ03 = 10.0, γ02 = 20.0, 
i = 0, and fsolve.
guess used for the nonlinear solver. Note that while we cannot globally bound Fuxx
for the operator F (uxx) = 1− (uxx)2, we can locally bound Fuxx . Thus, the necessary
magnitude for α to allow for selective convergence depends on the initial guess and
the solver. Without a global bound on Fuxx , the numerical operator is only locally
g-monotone (see Definition 4.2).
We let the initial guess be given by u
(0)
h = Ph
(
1
3
u+ 2
3
u−
)
and the initial guesses
for Pih be given by P
(0)
ih = 0 for i = 1, 2, 3. Thus, the initial guess is closer to u
−.
From Table 4.15 and Figure 4.16, we see that the scheme converges to u+ for α = 4
and the scheme converges to u− for α = 0 and α = −4 for the given parameters. If
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we change the initial guess to u
(0)
h = Ph
(
1
3
u+ 2
3
u+
)
, the scheme converges to u+ for
α = 0 and α = 4 and the scheme converges to u− for α = −4 for the given parameters.
Furthermore, for u
(0)
h = Phu, fsolve does not find a root for α = 0, whereas the scheme
converges to the desired solution for α = ±4.
Table 4.15: Approximation errors for Example 4.2 using r = 2, h = 1.000e-01,
γ01 = γ03 = 1.1, γ02 = 1.5, 
i = 0, and fsolve with initial guess Ph
(
1
3
u+ 2
3
u−
)
.
Norm α = 4 α = 0 α = −4
L2 2.5e-08 5.3e-10 3.7e-10
L∞ 3.3e-08 8.6e-10 5.7e-10
By the choice of α, we can enlarge the domain for which the numerical operator F̂
is increasing in P1h and P3h and decreasing in P2h. Since the definition of ellipticity
is based on the monotonicity of the operator, and the presence of numerical artifacts
stems from whether the solution preserves the monotonicity of the operator, building
monotonicity into the discretization is important when trying to preserve the nature
of the operator we are approximating.
For the second test, we approximate Example 4.2 while plotting the norm of
P1h − 2P2h + P3h after each iteration of fsolve. From Figure 4.17, we can see that
even though we expect the numerical moment to be zero based upon the redundancy
of the equation for P2h given the equations for P1h and P3h, the Newton solver fsolve
treats P1h, P2h, and P3h as independent variables when searching for a root. The
monotonicity of each variable appears to aid fsolve in the search for a root.
For the third test, we repeat the second test using Algorithm 4.2 instead of fsolve
for the full mixed formulation. Let the initial guesses be given by uh = Phu− and
P1h = P2h = P3h = −0.99. For P2h = −0.99, F is increasing with respect to the
Hessian argument while F̂ is decreasing for α > 0.99. Since F (−0.99) > 0 and
F̂ is decreasing for P2h ≥ −1 when α > 1, we expect the splitting algorithm will
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(a) α = 4. (b) α = 0.
(c) α = −4.
Figure 4.16: Computed solutions for Example 4.2 using r = 2, h = 1.000e-01,
γ01 = γ03 = 1.1, γ02 = 1.5, 
i = 0, and fsolve with initial guess Ph
(
1
3
u+ 2
3
u−
)
.
move away from the concave root P2h = −1. The numerical results are presented in
Table 4.16 and Figure 4.18. We note that even with the initial guess close to u−,
the solver, with the aid of the numerical moment, converges to u+. Similarly, the
solver converges to u+ when P1h = P2h = P3h > −1.0 are used as initial guesses.
For initial guesses P1h = P2h = P3h < −1.0, the solver does not converge. In fact,
we see the residuals measured by the L∞ norm of F (D22huh) diverging away from
zero at an increasing rate. Thus, we see that even for the above simple solver, the
monotonicity of F̂ provided by the numerical moment allows the scheme to either
selectively converge to u+ or diverge and find no solution. Hence, we again see the
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(a) r = 1. (b) r = 3.
Figure 4.17: Iterative values for P1h− 2P2h +P3h when approximating Example 4.2
using α = 4, h = 5.000e-02, γ01 = γ02 = γ03 = 2, 
i = 0, and fsolve with initial guess
u.
benefit of including the numerical moment when tackling the presence of numerical
artifacts when approximating viscosity solutions.
Next we consider the Monge-Ampe`re equation in two-dimensions. More specifi-
cally, we will once again consider Examples 4.3 and 4.4. We first consider Example 4.3.
When approximating the given problem using a negative moment, our scheme still
appears to converge to u, as seen in Figure 4.19. Thus, the negative moment does not
appear to steer the solution towards the viscosity solution of the PDE det D2u = f ,
as it did using the LDG methods proposed in Chapter 3. However, we do note that
when varying the initial guess, our scheme does not converge to a numerical artifact
when using r = 1, which is not the case for standard discretizations that do not have
a numerical moment (cf. [27]).
We also observe that the numerical moment plays a key role in preventing a
Newton solver from encountering a singularity when solving the resulting system of
nonlinear equations. In fact, for this example, fsolve does not converge when the
numerical moment is not present, even with a good initial guess. We let r = 1,
γ02 = 100 1, 
2 = 0, and h = 2.828427e-01. Using the mixed formulation for only
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Table 4.16: Rates of convergence for Example 4.2 using various values for α, r = 1,
γ01 = γ02 = γ03 = 2, 
i = 0, and Algorithm 4.2 with initial guesses uh = u
− and
P1h = P2h = P3h = −0.99. For α ≥ 1.1, the scheme converges to u+. For α ≤ 0.99,
the scheme converges to u−. When α = 1.0, the scheme converges to u+ for h ≥ 1
10
and the scheme converges to u− for h ≤ 1
20
.
α Norm h = 1/5 h = 1/10 h = 1/20 h = 1/40
Error Error Order Error Order Error Order
4 L2 6.8e-03 1.7e-03 2.00 4.3e-04 2.00 1.0e-04 2.08
L∞ 1.0e-02 2.5e-03 2.00 6.2e-04 2.00 1.6e-04 2.00
2 L2 6.8e-03 1.7e-03 2.00 4.3e-04 2.01 9.8e-05 2.12
L∞ 1.0e-02 2.5e-03 2.00 6.2e-04 2.00 1.6e-04 2.00
1.1 L2 6.8e-03 1.7e-03 2.00 4.2e-04 2.01 9.7e-05 2.13
L∞ 1.0e-02 2.5e-03 2.00 6.2e-04 2.00 1.6e-04 2.00
1 L2 6.8e-03 1.7e-03 2.00 5.7e-04 1.58 8.2e-04 -0.53
L∞ 1.0e-02 2.5e-03 2.00 9.4e-04 1.42 1.2e-03 -0.32
0.99 L2 6.0e-03 9.7e-04 2.62 5.7e-04 0.77 8.2e-04 -0.53
L∞ 9.9e-03 2.5e-03 2.00 9.4e-04 1.40 1.2e-03 -0.32
0 L2 6.8e-03 1.7e-03 2.00 4.3e-04 1.99 1.1e-04 1.96
L∞ 1.0e-02 2.5e-03 2.00 6.3e-04 1.99 1.6e-04 1.96
uh and P2h with α = 0 and solving the resulting system of equations directly with
fsolve has an initial residual of 357,315 with a residual of 197.73 after 50 iterations
when the initial guess is given by u
(0)
h = 0 and has an initial residual of 90.35 with a
residual of 1.41 after 50 iterations when the initial guess is given by u
(0)
h = Phu, the
L2 projection of the exact solution. Both attempts report the system of equations is
close to singular, an error message that was not reported when performing the same
tests with α 6= 0.
We now consider Example 4.4, which features a solution in H1(Ω) \C1(Ω). Thus,
the example does not fulfill the C1 regularity assumption that was used in formulating
the IPDG methods. We will perform a series of three tests, where we focus on
both the choice of solver and the presence of a numerical moment. We will see that
for this particular problem, the choice of the nonlinear solver has a larger impact
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on whether or not the proposed IPDG methods successfully approximate the given
viscosity solution.
We first approximate Example 4.4 using Algorithm 4.2 to solve the system of
nonlinear equations. We can see in Figure 4.20 that the residuals measured by the L∞
norm of F [uh] converge to zero quickly for r = 1 and appear to be converging towards
zero slowly for r = 2. In fact, after 24 iterations, we have ‖uh − u‖L∞(Th) ≈ 2.20e-04
and ‖uh − u‖L2(Th) ≈ 2.04e-04 for r = 1. After 1 iteration of Algorithm 4.2 with an
initial guess of u
(0)
h = 0, we have
∥∥∥F (D22hu(1)h )∥∥∥
L∞(Th)
≈ 13.54. Furthermore, if cik,`
denotes the coefficients for
[
D2ihu
(1)
h
]
k,`
, i = 1, 2, 3, then we have
∥∥c21,1 + c22,2∥∥`2 = 0, as
expected from the initial guess, and
∥∥c11,1 + c31,1 + c12,2 + c32,2∥∥`2 ≈ 22.9912, indicating
a nonzero numerical moment. From Figure 4.21, we can see that as Algorithm 4.2
iterates, the approximation does in fact become less smooth and appears to be
converging towards the viscosity solution u.
We now approximate Example 4.4 using fsolve to solve the system of nonlinear
equations. The results for using fsolve directly or fsolve after 20 iterations of
Algorithm 4.2 can be found in Figure 4.22. We see that neither approximation
converges to the viscosity solution, yet the residuals for fsolve are given by 3.34007e-
26 after 11 iterations when we use fsolve directly and 1.63896e-26 after a maximum
of 20 iterations when we first use Algorithm 4.2 to precondition the initial guess.
Thus, using a Newton solver appears to yield C0 numerical artifacts for the given
problem. We do note that even with the small residuals, fsolve does return an error
flag that indicates a possible lack of convergence for both tests. Also, while the first
test that used fsolve fulfilled stopping criteria, the second test that used Algorithm 4.2
to precondition the initial guess had a trust-region radius for fsolve that was less than
5.0e-10 for the last 8 iterations causing the solver to stop prematurely.
We finally approximate Example 4.4 without using a numerical moment, as seen in
Figure 4.23. When we do not have a numerical moment, fsolve does not converge after
25 iterations and has a residual of 103.035 with a residual of 109,660 corresponding
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to the initial guess. We also note that fsolve reports the system of equations is
singular or badly scaled after the first iteration and has a residual of 28,538 after
the second iteration when not using a numerical moment. When using the numerical
moment, our initial guess for fsolve has a residual of 37,158 and after 10 iterations
converges with a residual of 1.33044e-26. Thus, we see that, for this example, using a
numerical moment and preconditioning the initial guess for a Newton solver by first
using Algorithm 4.2, we were able to approximate a degenerate problem that appears
singular when using a straightforward discretization with a Newton solver.
From the above tests, we see that the numerical moment plays two major roles:
it allows the scheme to converge for a wider range of initial guesses, especially when
paired with the proper solver, and it enables the scheme to address the presence of
numerical artifacts that can occur when approximating viscosity solutions. Given
the form of the numerical moment, α : (P1h − 2P2h + P3h), these benefits are even
more substantial given the way in which P1h, P2h, and P3h are formed. The three
variables only differ in their jump terms, and the entire numerical moment can be
hard-coded using the jump-only representation derived in Section 4.1.3. When γ01 =
γ02 = γ03, the three different choices for the numerical fluxes (or jump terms) are all
equivalent at the PDE level, and often the various jump formulations are presented
as interchangeable when discretizing linear and quasi-linear PDEs using the IPDG
methodology. Yet, for our schemes for fully nonlinear PDEs, we see that the three
different choices of the numerical fluxes all play an essential role at the numerical
level when combined to form the numerical moment, even in the degenerate case
when γ01 = γ02 = γ03.
We end this section with a couple of remarks:
Remark 4.3.
(a) The discretization techniques for fully nonlinear PDEs and the choice of solver
for the resulting nonlinear systems of equations should not be considered entirely
independent. We see in many tests that the addition of a numerical moment
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yields a system of equations that is better suited for generic Newton solvers.
However, the tests in Section 4.4.3 further indicate that the numerical moment
has a much greater impact for approximating fully nonlinear PDEs when used
in concert with an appropriate solver.
(b) We see from the above tests for Example 4.4 that the numerical moment has
potential to serve as an indicator function for adaptivity due to the fact it
appears largest in areas where the viscosity solution is not regular.
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(a) α = 1.1 and h=0.1. (b) α = 1 and h=0.1.
(c) α = 1.1 and h=0.05. (d) α = 1 and h=0.05.
Figure 4.18: Computed solutions for Example 4.2 using various values for α, r = 1,
γ01 = γ02 = γ03 = 2, 
i = 0, and Algorithm 4.2 with initial guesses uh = u
− and
P1h = P2h = P3h = −0.99. For α ≥ 1.1, the scheme converges to u+. For α ≤ 0.99,
the scheme converges to u−. When α = 1.0, the scheme converges to u+ for h ≥ 1
10
and the scheme converges to u− for h ≤ 1
20
.
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Figure 4.19: Computed solution for Example 4.3 using r = 1, α = −40 I, γ01 =
γ03 = 20 1, γ02 = 40 1, 
i = 0, h = 2.828427e-01 and 15 iterations of Algorithm 4.2
with initial guess u
(0)
h = 0.
Figure 4.20: Computed residuals using the L∞ norm of F [uh] for Example 4.4 using
α = 100 I, γ01 = γ03 = 20 1, γ02 = 40 1, 
i = 0, h = 7.071068e-01, and Algorithm 4.2
with initial guess u
(0)
h = 0.
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(a) uh after 1 iteration. (b) uh after 20 iterations.
(c) uh after 100 iterations. (d) uh after 150 iterations.
Figure 4.21: Computed solutions for Example 4.4 using r = 2, α = 100 I, γ01 =
γ03 = 20 1, γ02 = 40 1, 
i = 0, h = 7.071068e-01, and Algorithm 4.2 with initial guess
u
(0)
h = 0.
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Figure 4.22: Computed solutions for Example 4.4 using r = 2, α = 100 I, γ01 =
γ03 = 20 1, γ02 = 40 1, 
i = 0, h = 7.071068e-01, and fsolve. The left plots correspond
to uh with an initial guess u
(0)
h = 0, and the right plots correspond to uh with the
initial guess for fsolve given by the approximation after 20 iterations of Algorithm 4.2
with initial guess u
(0)
h = 0.
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(a) α = 0 (b) α = 100 I
Figure 4.23: Computed solutions for Example 4.4 using r = 2, γ01 = γ03 = 20 1,
γ02 = 40 1, 
i = 0, h = 9.428090e-01, and initial guess u
(0)
h = 0. The left plot uses
fsolve on the mixed system for only uh and P2h, and the right plot uses fsolve after
15 iterations of Algorithm 4.2.
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Chapter 5
The Vanishing Moment Method
for Hamilton-Jacobi-Bellman
Equations
In this chapter, we propose an indirect method for approximating solutions of
Hamilton-Jacobi-Bellman (HJB) equations. The previous chapters have been targeted
towards directly approximating general fully nonlinear second order PDEs, and the
methods developed were then tested on various problems including one- and two-
dimensional HJB problems. However, in this chapter we consider another type of
approximation methodology that explores the special structure of HJB equations.
To this end, we will rewrite the HJB equation in a mixed form, and we will use
the vanishing moment method (Section 1.3.1) to handle some of the numerical
difficulties that will be associated with the resulting second order PDE. The proposed
methodology will then be tested numerically in Section 5.3.
We now recall the HJB problem introduced in Section 1.4.2. Let Ω ⊂ Rd be an
open, bounded, convex domain. Suppose T ∈ R is positive and Θ ⊂ Rm. Then, we
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consider the following HJB problem with Dirichlet boundary data:
ut − inf
θ(x,t)∈Θ
(
Lθu− fθ
)
= 0 in ΩT := Ω× (0, T ], (5.1a)
u(x, t) = g(x) on ∂ΩT := ∂Ω× (0, T ], (5.1b)
u(x, 0) = u0(x) in Ω, (5.1c)
where
Lθu := A
θ : D2u+ bθ · ∇u+ cθ u (5.2)
and Aθ : ΩT → Rd×d, bθ : ΩT → Rd, cθ, fθ : ΩT → R for all θ ∈ Θ. Furthermore, we
assume there exists c > 0 such that ξ · Aθ(x, t)ξ ≥ c|ξ|2 ∀ξ ∈ Rd and cθ(x, t) ≥ 0 for
all (x, t) ∈ ΩT , θ ∈ Θ.
5.1 A Splitting Algorithm for the HJB Equation
We now consider developing an algorithm for solving problem (5.1). As in the previous
chapters, we will first consider the time-independent problem. Then, to approximate
(5.1), we again propose using the method of lines for the time discretization. Thus,
for the remainder of the chapter, we consider the stationary HJB problem
− inf
θ(x)∈Θ
(
Lθu− fθ
)
= 0 in Ω, (5.3a)
u = g on ∂Ω, (5.3b)
where Lθ is defined by (5.2) with t-independent coefficients.
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Suppose problem (5.3) has a viscosity solution u. Then, we formally have (5.3a)
is equivalent to the system of equations
− Lθ∗u+ fθ∗ = 0 in Ω, (5.4a)
u = g on ∂Ω, (5.4b)
θ∗ = argmin
θ∈Θ
(
Lθu− fθ
)
in Ω. (5.4c)
Therefore, a natural iterative algorithm for approximating the stationary HJB
problem, (5.3), is given by the following algorithm:
Algorithm 5.1.
1. Choose θ(0), an initial guess for θ∗.
2. Successively solve the second order linear elliptic boundary value problem
−Lθ(n)u(n) + fθ(n) = 0 in Ω, (5.5a)
u(n) = g on ∂Ω, (5.5b)
for u(n) and the optimization problem
θ(n+1) = argmin
θ∈Θ
(
Lθu
(n) − fθ
)
(5.6)
for θ(n+1), for n = 0, 1, 2, . . ..
Observe, Algorithm 5.1 has two major components, solving a second order linear
elliptic boundary value problem in non-divergence form, (5.5), and an optimization
problem, (5.6). For the remainder of the chapter we will focus on the former problem,
approximating solutions to second order linear elliptic PDEs of non-divergence form,
which is the case when Aθ is not differentiable. To this end, we define the linear
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operator L : H2 (Ω)→ L2 (Ω) by
Lv := −A : D2v = −
d∑
i,j=1
ai,jvxixj , (5.7)
and focus on the boundary value problem
Lu = f in Ω, (5.8a)
u = g on ∂Ω (5.8b)
with the following assumptions:
(i) Ω is open, connected, and bounded, with ∂Ω in C1,1,
(ii) A : Ω→ Rd×d with A ∈ C0 (Ω),
(iii) f : Ω→ R with f ∈ L2 (Ω),
(iv) g : ∂Ω→ R with g ∈ C0 (∂Ω),
(v) L is uniformly elliptic, i.e., there exists λ,Λ > 0 such that
λ |ξ|2 ≤ ξ · A(x)ξ ≤ Λ |ξ|2 ∀ ξ ∈ Rd, x ∈ Ω.
Then, by Chapter 9 of [32], there exists a unique function u ∈ H2 (Ω) such that u
satisfies (5.8) almost everywhere in Ω. Thus, (5.8) has a unique strong solution. We
note that we can make a weaker assumption in that ∂Ω only satisfy an exterior cone
condition without consequence.
Remark 5.1.
(a) If we assume A ∈ C1(Ω), then (5.8a) can be rewritten in divergence form using
standard weak solution theory techniques. However, for A ∈ C0 (Ω), we cannot
rewrite (5.8a) in divergence form. We will see that problems of non-divergence
form present many obstacles, even when the problem is linear.
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(b) If we assume A ∈ L∞ (Ω), then there may not exist a strong solution to (5.8).
Instead, existence and uniqueness is only guaranteed under viscosity solution
theory (cf. [32]).
(c) In order to apply the following techniques to HJB problems that arise from using
the Bellman principle to recast stochastic optimal control problems, the following
results in Section 5.2 need to be extended to problems of the type (5.8) with both
lower-order terms and lower-regularity coefficient functions. Thus, the results
in Section 5.2 must be extended in terms of viscosity solution theory before the
methods can be used for a wider range of application problems.
(d) In the next section, we apply the vanishing moment method as a means
to approximate the strong solution of (5.8). Alternative methodologies for
approximating second order linear elliptic PDE problems of non-divergence form
can be found in [50] and the references therein. We note that the methods
of Smears and Su¨li, while applicable for A ∈ L∞ (Ω), make an alternative
assumption that A satisfies a Corde`s condition, i.e., there exists an  ∈ (0, 1)
such that ∑d
i,j=1 a
2
i,j(∑d
i=1 ai,i
)2 ≤ 1d− 1 + 
almost everywhere in Ω. Such an assumption avoids having to deal with viscosity
solution theory in its full generality.
(e) The finite difference methods of Chapter 2 have been shown to converge to the
viscosity solution of (5.8) when A ∈ L∞ (Ω) with A strictly diagonal. Thus,
Algorithm 5.1 provides an alternative method for approximating HJB problems
than was used in the numerical tests of Chapters 2,3, and 4.
(f) In fact, all of the direct methods developed in Chapters 2 - 4 are applicable to
the linear problem (5.8).
217
5.2 The Vanishing Moment Method for Second
Order Elliptic Problems of Non-Divergence
Form
In this section, we apply the vanishing moment methodology (see Section 1.3.1) to
the second order linear elliptic boundary value problem (5.8) of non-divergence form.
To this end, we will develop a family of fourth order linear boundary value problems
whose weak solutions converge to the strong solution of (5.8). Then, in order to
approximate the solution of (5.8), we approximate the solutions of the fourth order
problems that may be better suited for a wider range of numerical methodologies.
We now describe the family of fourth order linear boundary value problems. Pick
 > 0. Define the linear operator L : H4 (Ω)→ L2 (Ω) by
Lv := ∆2v − A : D2v, (5.9)
where ∆2 denotes the biharmonic operator. Then, we consider the boundary value
problem
Lu = f in Ω, (5.10a)
u = g on ∂Ω, (5.10b)
∆u = 0 on ∂Ω. (5.10c)
Note, (5.10) defines a family of fourth order linear boundary value problems
parameterized by . Heuristically, we expect the contributions of the fourth order
term ∆2u and the high-order boundary condition ∆u = 0 to “vanish” as → 0.
We now present a weak formulation of (5.10). Define Vg ⊂ H2 (Ω) by
Vg :=
{
v ∈ H2 (Ω) : v∣∣
∂Ω
= g
}
,
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where Vg will denote the trial space for a weak formulation of (5.10). Note, if g = 0,
then V0 = H
2 (Ω) ∩H10 (Ω). Also, define the bilinear form A : V0 × V0 → R by
A (v, w) :=  (∆v,∆w)Ω −
(
A : D2v, w
)
Ω
, (5.11)
where (·, ·)Ω denotes the L2 inner product (see Section 5.2.1). Observe, there exists
infinitely many u˜ ∈ C4(Ω) ∩ C0(Ω) such that u˜∣∣
∂Ω
= g. Then,
L (u− u˜) = f + Lu˜ in Ω,
u− u˜ = 0 on ∂Ω.
Thus, for our analysis, we can assume g = 0 in (5.8b) without a loss of generality by
associating u with u − u˜. Since u is meant to approximate u, we also let g = 0 in
(5.10b).
Suppose u ∈ C4 (Ω) is a classical solution to (5.10) and w ∈ C∞ such that
w
∣∣
∂Ω
= 0. Observe,
(Lu, w)Ω = 
(
∆2u, w
)
Ω
− (A : D2u, w)
Ω
=  (∇∆u · n,w)∂Ω −  (∇∆u,∇w)Ω −
(
A : D2u, w
)
Ω
= − (∇∆u,∇w)Ω −
(
A : D2u, w
)
Ω
= − (∆u,∇w · n)∂Ω +  (∆u,∆w)Ω −
(
A : D2u, w
)
Ω
=  (∆u,∆w)Ω −
(
A : D2u, w
)
Ω
.
Thus, we define a weak formulation for problem (5.10) as follows: Find u ∈ V0 such
that
A (u, w) = (f, w)Ω ∀w ∈ V0. (5.12)
In the following sections we will show that (5.12) has a unique solution and that the
weak solution converges to the strong solution of (5.8) in L2 as → 0. We note that
the existence and uniqueness results, as well as the convergence results in this section,
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will be based upon Conjecture 5.1 found below and to be discussed in Section 6.3. In
Section 5.3, we perform a series of numerical tests to support our results.
5.2.1 Notation
Before we continue, we first introduce some standard space notation. We will also
introduce some special notation that will be convenient for the following analysis.
We first introduce notation for mollifier functions. Choose ρ > 0 and define Ωρ by
Ωρ := {x ∈ Ω | dist (x, ∂Ω) > ρ} .
Let η denote the standard mollifier, i.e.,
η (x) :=
C exp
(
1
|x|2−1
)
, if |x| < 1,
0, if |x| ≥ 1,
where the constant C > 0 is defined such that
∫
Rd η dx = 1. Define ηρ by
ηρ (x) :=
1
ρd
η
(
x
ρ
)
.
Then, ηρ ∈ C∞(Rd) and
∫
Rd ηρ dx = 1 with the support of ηρ a proper subset of Bρ(0),
the open ball of radius ρ centered at the origin.
If f : Ω→ R is locally integrable, define its mollification by
fρ := ηρ ∗ f in Ωρ,
that is,
fρ (x) =
∫
Ω
ηρ (x− y) f (y) dy =
∫
Bρ(0)
ηρ (y) f (x− y) dy
for all x ∈ Ωρ. The following facts are standard, see [22]:
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Theorem 5.1. Let p be a nonnegative integer and f : Ω → R be locally integrable.
Then, there holds
(i) fρ ∈ C∞ (Ωρ).
(ii) fρ → f a.e. as ρ→ 0.
(iii) if f ∈ Hploc (Ω), then Dαfρ = (Dαf)ρ for all |α| ≤ p.
(iv) if f ∈ Hploc (Ω), then fρ → f in Hploc (Ω).
(v) if f ∈ Hp (Ω), then fρ → f in Hp (Ω).
In the following we will have several generic constants. For consistency, we let CP
denote the optimal constant from Poincare´’s inequality on Ω, CI denote the optimal
constant from the interpolation inequality on Ω, and Cα denote the optimal constant
from the trace inequality on Ω, i.e. for α ∈ [0, 1/2],
‖v‖L2(∂Ω) ≤ Cα ‖v‖1−αH1(Ω) ‖v‖αL2(Ω)
for all v ∈ H1 (Ω), where α depends on the dimension d (see [1] for more details).
Unless the dependency on α is shown explicitly, we use the weaker bound that
corresponds to α = 0. In this case, we denote the generic constant by CT .
Let n be a positive integer such that 1 ≤ n ≤ d. For matrices B,C ∈ Rn×n, define
the matrix inner product B : C by
B : C := tr
(
BCT
)
=
n∑
i,j=1
bijcij,
which induces the Frobenius norm. If B,C : Ω→ Rn×n, define the L2 inner product
(B,C)Ω by
(B,C)Ω =
∫
Ω
B : C dx.
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Then,
(
L2 (Ω;Rn×n) , (·, ·)) forms a Hilbert space with the norm
‖B‖L2(Ω) :=
√
(B,B)Ω
for all B ∈ L2 (Ω;Rn×n).
We now develop some notation specific to problem (5.10). Let A be the coefficient
matrix in the definition of the operator L. Since A is continuous on Ω and Ω is
compact, A is uniformly continuous on Ω. Thus, for any δA > 0, there exists ρ > 0
such that, if |x− y| < ρ, then |A(x)− A(y)| < δA for all x, y ∈ Ω.
Overlay Rd with a uniform grid of diameter ρ/3. Since Ω is compact, there exists
a finite number M := M (δA) > 0 such that Ω ⊂
⋃M
j=1 Oj, where Oj denotes an
arbitrary open cell formed by the grid. Define Ωj := Oj ∩ Ω for all j = 1, 2, . . . ,M .
Then, Ω =
⋃M
j=1 Ωj and Ωi ∩ Ωj = ∅ for i 6= j.
Choose xj to be the barycentric center of Ωj and define Aj := A (xj) for all
j = 1, 2, . . . ,M . Define sets consisting of the interior and exterior surfaces of the
partition by
E I :=
{
Γi,j = ∂Ωi ∩ ∂Ωj for some i, j ∈ {1, 2, . . . ,M}
}
and
EB :=
{
Γj = ∂Ω ∩ ∂Ωj for some j ∈ {1, 2, . . . ,M}
}
.
Then, we let A : Ω \ E I → Rn×n be a piecewise constant matrix-valued function
defined by
A (x) := Aj for x ∈ Ωj, j = 1, 2, . . . ,M.
Lastly, we define As := 1
2
(
A+ AT
)
and Aa := 1
2
(
A− AT ). Then, As is symmetric,
Aa is anti-symmetric, and A = As + Aa. Furthermore, As and Aa are uniformly
continuous on Ω.
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We end this section by stating two conjectures. The first conjecture will be used
throughout the following sections where we address the issues of existence, uniqueness,
and convergence for (5.10) in the semi-norm for H1. The second conjecture will be
used as part of a duality argument to derive rates of convergence in L2.
Conjecture 5.1. Let nj denote the unit outward normal vector for Ωj. Then, there
exists a constant CA > 0 independent of ρ such that
M∑
j=1
(
Aj∇v · nj, v
)
∂Ωj
≤ δACA ‖v‖2H2(Ω)
for all v ∈ H2(Ω) and
M∑
j=1
(
Aj∇v · nj,∆v
)
∂Ωj
≤ δACA ‖v‖2H3(Ω) ,
M∑
j=1
(
Aj∇v,D2v nj
)
∂Ωj
≤ δACA ‖v‖2H3(Ω)
for all v ∈ H3(Ω).
Conjecture 5.2. Let nj denote the unit outward normal vector for Ωj. Then, there
exists a constant CB > 0 independent of ρ such that
M∑
j=1
(
Aj∇v · nj, w
)
∂Ωj
≤ δACB
(
‖v‖2H2(Ω) + ‖w‖2H2(Ω)
)
for all v, w ∈ H2(Ω).
The above conjectures will be used in a-priori estimates, and as such will not
necessarily have to hold for all of H2(Ω) and H3(Ω). We also note that the proof
of the conjectures may require the partition of Ω be comprised of sets that all have
similar sizes and shapes. The above partitioning method may produce non-similar
sets near the boundary of Ω, and thus need to be revised. A more detailed discussion
of the conjectures can be found in Section 6.3.
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5.2.2 Existence and Uniqueness
We now show that (5.10) has a unique solution using the abstract Galerkin method.
Let {φj}∞j=1 denote the eigenfunctions of the Laplacian operator ∆, that is,
∆φj = µj φj in Ω, (5.13a)
φj = 0 on ∂Ω, (5.13b)
where {µj}∞j=1 ⊂ R+ are the corresponding eigenvalues. It is well known that {φj}∞j=1
forms an orthonormal basis of L2 (Ω) with φj ∈ C∞ (Ω) ∩ H10 (Ω) for all j ≥ 1, (cf.
[22]).
Define
VN := span {φ1, φ2, . . . , φN} (5.14)
for N ≥ 1. Then, VN ⊂ H10 (Ω)∩C∞ (Ω). We first show there exists a unique uN ∈ VN
such that
A (uN , v) = (f, v)Ω (5.15)
for all v ∈ VN , where A is defined by (5.11). To this end we will derive an a-priori
estimate for solutions of (5.15). In the proof, we use the following fact found in [32]:
Theorem 5.2. Let v ∈ V0. Then
∥∥D2v∥∥
L2(Ω)
≤ C0 ‖∆v‖L2(Ω)
and, if v ∈ H3 (Ω) ∩ V0,
∥∥D3v∥∥
L2(Ω)
≤ C0 ‖∇∆v‖L2(Ω)
for some constant C0 > 0.
We are now ready to prove the existence of solutions to (5.15) in VN using the
following a-priori estimate:
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Theorem 5.3. Assume uN is a solution of (5.15) in VN . Then,

∥∥D2uN∥∥2L2(Ω) + λ c1 ‖∇uN‖2L2(Ω) ≤ c2λ ‖f‖2L2(Ω) , (5.16)
where c1, c2 denote positive constants which are independent of N , f , λ, and .
Proof. Fix  > 0. Pick δA such that
δA ≤ min
{
3
4C20 (CA + 1)
,
λ
C2P + 4CA + 4CAC
2
P
}
and choose M (δA) accordingly.
Let v = uN ∈ V0 in (5.15). Observe,
A (uN , uN) =  (∆uN ,∆uN)Ω −
(
A : D2uN , u

N
)
Ω
(5.17)
=  ‖∆uN‖2L2(Ω) −
(
A : D2uN , u

N
)
Ω
with
− (A : D2uN , uN)Ω = − M∑
j=1
(
(A− Aj + Aj) : D2uN , uN
)
Ωj
(5.18)
= −
M∑
j=1
(
(A− Aj) : D2uN , uN
)
Ωj
−
M∑
j=1
(
Aj : D
2uN , u

N
)
Ωj
= −
M∑
j=1
(
(A− Aj) : D2uN , uN
)
Ωj
−
M∑
j=1
(∇ · Aj∇uN , uN)Ωj
= −
M∑
j=1
(
(A− Aj) : D2uN , uN
)
Ωj
−
M∑
j=1
(Aj∇uN · nj, uN)∂Ωj
+
M∑
j=1
(Aj∇uN ,∇uN)Ωj .
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Then,
M∑
j=1
(
(A− Aj) : D2uN , uN
)
Ωj
≤
M∑
j=1
∣∣∣((A− Aj) : D2uN , uN)Ωj ∣∣∣ (5.19)
≤
M∑
j=1
∥∥(A− Aj) : D2uN∥∥L2(Ωj) ‖uN‖L2(Ωj)
≤
M∑
j=1
∥∥|A− Aj| ∣∣D2uN ∣∣∥∥L2(Ωj) ‖uN‖L2(Ωj)
≤ δA
M∑
j=1
∥∥D2uN∥∥L2(Ωj) ‖uN‖L2(Ωj)
≤ δA
M∑
j=1
∥∥D2uN∥∥2L2(Ωj) + δA4
M∑
j=1
‖uN‖2L2(Ωj)
= δA
∥∥D2uN∥∥2L2(Ω) + δA4 ‖uN‖2L2(Ω)
≤ δAC20 ‖∆uN‖2L2(Ω) +
δAC
2
P
4
‖∇uN‖2L2(Ω) ,
M∑
j=1
(Aj∇uN · nj, uN)∂Ωj ≤ δACA ‖uN‖
2
H2(Ω) (5.20)
= δACA
∥∥D2uN∥∥2L2(Ω) + δACA ‖∇uN‖2L2(Ω) + δACA ‖uN‖2L2(Ω)
≤ δACAC20 ‖∆uN‖2L2(Ω) + δACA
(
1 + C2P
) ‖∇uN‖2L2(Ω)
and
M∑
j=1
(Aj∇uN ,∇uN)Ωj ≥
M∑
j=1
λ ‖∇uN‖2L2(Ωj) = λ ‖∇uN‖
2
L2(Ω) , (5.21)
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where we have used Conjecture 5.1 for (5.20). Also,
(f, uN)Ω ≤ |(f, uN)Ω| (5.22)
≤ ‖f‖L2(Ω) ‖uN‖L2(Ω)
≤ C
2
P
2λ
‖f‖2L2(Ω) +
λ
2C2P
‖uN‖2L2(Ω)
≤ C
2
P
2λ
‖f‖2L2(Ω) +
λ
2
‖∇uN‖2L2(Ω) .
Thus, combining relations (5.17) - (5.22), we have
 ‖∆uN‖2L2(Ω) +
λ
2
‖∇uN‖2L2(Ω) (5.23)
≤ δAC20 (CA + 1) ‖∆uN‖2L2(Ω) +
δA
4
(
C2P + 4CA + 4CAC
2
P
) ‖∇uN‖2L2(Ω)
+
C2P
2λ
‖f‖2L2(Ω) .
By the choice of δA, we have

4
‖∆uN‖2L2(Ω) +
λ
4
‖∇uN‖2L2(Ω) ≤
C2P
2λ
‖f‖2L2(Ω) .
Therefore,
 ‖∆uN‖2L2(Ω) + λ ‖∇uN‖2L2(Ω) ≤
2C2P
λ
‖f‖2L2(Ω) ,
and we have

∥∥D2uN∥∥2L2(Ω) + λC20 ‖∇uN‖2L2(Ω) ≤ c,
where c =
2C2PC
2
0
λ
‖f‖2L2(Ω). The proof is complete.
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Using the a-priori estimate, we now show (5.15) has a unique solution. Fix a
positive integer N . Then, we look for a function uN ∈ VN such that
uN =
N∑
j=1
βjNφj (5.24)
is a solution to (5.15) for some constants β1N , β
2
N , . . . , β
N
N ∈ R.
Proposition 5.1. Problem (5.15) has a unique solution uN ∈ VN .
Proof. Let uN =
∑N
j=1 β
j
Nφj. Then, for i = 1, 2, . . . , N , we have
A (uN , φi) = A
(
N∑
j=1
βjNφj, φi
)
=
N∑
j=1
βjN A (φj, φi) . (5.25)
Define G ∈ RN×N , β ∈ RN , and F ∈ RN by
[G]i,j := A (φj, φi) , [β]i := βiN , [F ]i := (f, φi)Ω .
Then, A (uN , v) = (f, v)Ω for all v ∈ VN is equivalent to
Gβ = F. (5.26)
Thus, there exists constants β1N , β
2
N , . . . , β
N
N ∈ R such that uN =
∑N
j=1 β
j
Nφj ∈ VN is
a solution to (5.15) if and only if G is invertible.
Let f = 0. Then (f, φi)Ω = 0 for all i = 1, 2, . . . , N , and we have F = 0. Suppose
G is not invertible. Then, there exists β 6= 0 such that Gβ = 0, and we have,
A (uN , v) = 0 for all v ∈ VN . Thus, by Theorem 5.3,

∥∥D2uN∥∥2L2(Ω) + λC20 ‖∇uN‖2L2(Ω) ≤ 2C2PC20λ ‖f‖2L2(Ω) = 0,
and we have uN must be constant. But, u

N = 0 on ∂Ω implies u

N = 0 on Ω, a
contradiction. Therefore, G must be invertible. Hence, there exists a unique β ∈ RN
228
such that uN =
∑N
j=1 β
j
Nφj is a solution to (5.15), and it follows that (5.15) has a
unique solution in VN for all N ≥ 1. The proof is complete.
Finally, using the above two results, we are ready to prove the existence of a
unique function u ∈ V0 such that u is a solution to (5.12) using a weak compactness
argument.
Theorem 5.4. For each  > 0, there exists a unique u ∈ V0 such that
A (u, w) = (f, w)Ω
for all w ∈ V0. Moreover,

∥∥D2u∥∥2
L2(Ω)
+ λ c1 ‖∇u‖2L2(Ω) ≤
c2
λ
‖f‖2L2(Ω) , (5.27)
where c1, c2 are positive constants which are independent of N , f , λ, and .
Proof. According to Theorem 5.3 and Theorem 5.2, we have the sequence {uN}∞N=1
is uniformly bounded in V0 = H
2 (Ω) ∩ H10 (Ω). Thus, there exists a subsequence{
uNm
}∞
m=1
⊂ {uN}∞N=1 and a function u ∈ V0 such that uNm ⇀ u weakly in H2 (Ω),
(cf. [22]).
Fix a positive integer M and choose a function v ∈ V0 such that v =
∑M
j=1 djφj,
where {d1, d2, . . . , dM} are given constants. Choose m ≥M . Then,
A (um, v) = (f, v)Ω .
Set m = Nm. Then, taking the weak limit, we get
A (u, v) = (f, v)Ω .
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Since functions of the same form as v are dense in V0, it follows that
A (u, v) = (f, v)Ω .
for all v ∈ V0. Thus, u is a weak solution.
Suppose there are two functions u1 and u

2 such that u

1 and u

2 are both solutions
to (5.12). Let u = u1 − u2. Then, by the linearity of A,
A (u, v) = 0 ∀v ∈ V0.
Repeating the proof of Theorem 5.3, we can show that

∥∥D2u∥∥2
L2(Ω)
+ λC20 ‖∇u‖2L2(Ω) ≤ 0.
Therefore, u ∈ V0 implies u = 0, and it follows that the solution to (5.12) is unique.
The proof is complete.
5.2.3 Uniform H2-Stability
So far we have shown there exists a unique function u ∈ V0 such that u is a solution to
(5.12) with 1/2 ‖D2u‖L2(Ω) uniformly bounded. Now we will show that ‖D2u‖L2(Ω) is
uniformly bounded independent of . To this end, we first need the following Lemma:
Lemma 5.1. Let ηρ denote a mollifier as in Section 5.2.1, and let u

ρ = ηρ ∗u. Then
there holds

4
∥∥∇∆uρ∥∥2L2(Ω) + λ4 ∥∥D2uρ∥∥2L2(Ω) + λ ‖∇u‖2L2(Ω) − 3λ4 ∥∥∇uρ∥∥2L2(Ω)
≤ 1
2λ
‖fρ‖2L2(Ω) +
2C2P
λ
‖f‖2L2(Ω) .
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Proof. Fix  > 0. Pick δA such that
δA ≤ min
{
3
8CAC20
,
λ
8CA + 10
,

C20
,
3λ
8 + 8C2P
}
(5.28)
and choose M accordingly.
Let v ∈ V0 and vρ = ηρ ∗ v. Observe,
(f, vρ)Ω =
∫
x∈Ω
f(x)
∫
y∈Ω
ηρ(x− y)v(y) dydx (5.29)
=
∫
x∈Ω
∫
y∈Ω
f(x)ηρ(x− y)v(y) dydx
=
∫
x∈Ω
∫
y∈Ω
f(x)ηρ(y − x)v(y) dydx
=
∫
y∈Ω
v(y)
∫
x∈Ω
f(x)ηρ(y − x) dxdy
= (fρ, v)Ω ,
 (∆u,∆vρ)Ω = 
(
(∆u)ρ ,∆v
)
Ω
= 
(
∆uρ,∆v
)
Ω
, (5.30)
and
(
A : D2u, vρ
)
Ω
=
( (
A : D2u
)
ρ
, v
)
Ω
(5.31)
=
M∑
j=1
( [
(A− Aj) : D2u
]
ρ
, v
)
Ωj
+
M∑
j=1
( (
Aj : D
2u
)
ρ
, v
)
Ωj
231
with
M∑
j=1
( [
(A− Aj) : D2u
]
ρ
, v
)
Ωj
=
M∑
j=1
(
ηρ ∗
[
(A− Aj) : D2u
]
, v
)
Ωj
(5.32)
≤
M∑
j=1
‖v‖L2(Ωj)
∥∥ηρ ∗ [(A− Aj) : D2u]∥∥L2(Ωj)
≤
M∑
j=1
‖v‖L2(Ωj) ‖ηρ‖L∞(Ωj)
∥∥[(A− Aj) : D2u]∥∥L2(Ωj)
≤
M∑
j=1
‖v‖L2(Ωj)
∥∥(A− Aj) : D2u∥∥L2(Ωj)
≤ δA
M∑
j=1
‖v‖L2(Ωj)
∥∥D2u∥∥
L2(Ωj)
≤ δA
2
‖v‖2L2(Ω) +
δA
2
∥∥D2u∥∥2
L2(Ω)
,
M∑
j=1
( (
Aj : D
2u
)
ρ
, v
)
Ωj
=
M∑
j=1
(
Aj : D
2uρ, v
)
Ωj
(5.33)
=
M∑
j=1
(
(Aj − A) : D2uρ, v
)
Ωj
+
M∑
j=1
(
A : D2uρ, v
)
Ωj
=
M∑
j=1
(
(Aj − A) : D2uρ, v
)
Ωj
+
(
A : D2uρ, v
)
Ω
,
and
M∑
j=1
(
(Aj − A) : D2uρ, v
)
Ωj
≤ δA
M∑
j=1
∥∥D2uρ∥∥L2(Ωj) ‖v‖L2(Ωj) (5.34)
≤ δA
2
∥∥D2uρ∥∥2L2(Ω) + δA2 ‖v‖2L2(Ω) .
Thus, combining relations (5.29) - (5.34), we have
A (uρ, v) ≤ ∣∣(fρ, v)Ω∣∣+ δA ‖v‖2L2(Ω) + δA2 ∥∥D2u∥∥2L2(Ω) + δA2 ∥∥D2uρ∥∥2L2(Ω) (5.35)
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for all v ∈ V0.
Let v = −∆uρ ∈ V0 in (5.35). We have
−A (uρ,∆uρ) = − (∆uρ,∆2uρ)Ω + (A : D2uρ,∆uρ)Ω (5.36)
= 
(∇∆uρ,∇∆uρ)Ω + (A : D2uρ,∆uρ)Ω
= 
∥∥∇∆uρ∥∥2L2(Ω) + (A : D2uρ,∆uρ)Ω
and
(
A : D2uρ,∆u

ρ
)
Ω
=
M∑
j=1
(
(Aj − Aj + A) : D2uρ,∆uρ
)
Ωj
(5.37)
=
M∑
j=1
(
Aj : D
2uρ,∆u

ρ
)
Ωj
+
M∑
j=1
(
(A− Aj) : D2uρ,∆uρ
)
Ωj
,
with
M∑
j=1
(
Aj : D
2uρ,∆u

ρ
)
Ωj
=
M∑
j=1
(
Aj∇uρ · nj,∆uρ
)
∂Ωj
(5.38)
−
M∑
j=1
(
Aj∇uρ, D2uρnj
)
∂Ωj
+
M∑
j=1
(
AjD
2uρ, D
2uρ
)
Ωj
.
Then,
M∑
j=1
(
AjD
2uρ, D
2uρ
)
Ωj
=
M∑
j=1
n∑
k=1
(
Aj
[
D2uρ
]
k
,
[
D2uρ
]
k
)
Ωj
(5.39)
≥ λ
M∑
j=1
n∑
k=1
([
D2uρ
]
k
,
[
D2uρ
]
k
)
Ωj
= λ
M∑
j=1
(
D2uρ, D
2uρ
)
Ωj
= λ
∥∥D2uρ∥∥2L2(Ω) ,
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M∑
j=1
(
Aj∇uρ, D2uρnj
)
∂Ωj
≤ δACA
∥∥uρ∥∥2H3(Ω) (5.40)
= δACA
(∥∥D3uρ∥∥2L2(Ω) + ∥∥D2uρ∥∥2L2(Ω))
+ δACA
(∥∥∇uρ∥∥2L2(Ω) + ∥∥uρ∥∥2L2(Ω))
≤ δACA
(
C20
∥∥∇∆uρ∥∥2L2(Ω) + ∥∥D2uρ∥∥2L2(Ω))
+ δACA
(
1 + C2P
) ∥∥∇uρ∥∥2L2(Ω) ,
−
M∑
j=1
(
Aj∇uρ · nj,∆uρ
)
∂Ωj
≤ δACA
∥∥uρ∥∥2H3(Ω) (5.41)
≤ δACA
(
C20
∥∥∇∆uρ∥∥2L2(Ω) + ∥∥D2uρ∥∥2L2(Ω))
+ δACA
(
1 + C2P
) ∥∥∇uρ∥∥2L2(Ω) ,
and
−
M∑
j=1
(
(A− Aj) : D2uρ,∆uρ
)
Ωj
≤ δA
M∑
j=1
∥∥D2uρ∥∥L2(Ωj) ∥∥∆uρ∥∥L2(Ωj) (5.42)
≤ δA
2
∥∥D2uρ∥∥2L2(Ω) + δA2 ∥∥∆uρ∥∥2L2(Ω)
≤ δA
∥∥D2uρ∥∥2L2(Ω) ,
where we have used Conjecture 5.1 to show (5.40) and (5.41). Also,
∣∣∣(fρ,∆uρ)Ω∣∣∣ ≤ ‖fρ‖L2(Ω) ∥∥∆uρ∥∥L2(Ω) (5.43)
≤ 1
2λ
‖fρ‖2L2(Ω) +
λ
2
∥∥∆uρ∥∥2L2(Ω)
≤ 1
2λ
‖fρ‖2L2(Ω) +
λ
2
∥∥D2uρ∥∥2L2(Ω) .
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Thus, plugging relations (5.36) - (5.43) into (5.35), we have

∥∥∇∆uρ∥∥2L2(Ω) + λ2 ∥∥D2uρ∥∥2L2(Ω) (5.44)
≤ 2δACAC20
∥∥∇∆uρ∥∥2L2(Ω) + δA2 (4CA + 5) ∥∥D2uρ∥∥2L2(Ω)
+
δA
2
∥∥D2u∥∥2
L2(Ω)
+ 2δA
(
1 + C2P
) ∥∥∇uρ∥∥2L2(Ω) + 12λ ‖fρ‖2L2(Ω) .
Combining (5.44) and (5.27), and using the bounds for δA, we have

∥∥∇∆uρ∥∥2L2(Ω) + λ2 ∥∥D2uρ∥∥2L2(Ω) + C20 ∥∥D2u∥∥2L2(Ω) + λ ‖∇u‖2L2(Ω)
≤ 2δACAC20
∥∥∇∆uρ∥∥2L2(Ω) + δA2 (4CA + 5) ∥∥D2uρ∥∥2L2(Ω)
+
δA
2
∥∥D2u∥∥2
L2(Ω)
+ 2δA
(
1 + C2P
) ∥∥∇uρ∥∥2L2(Ω) + 12λ ‖fρ‖2L2(Ω) + 2C2Pλ ‖f‖2L2(Ω)
≤ 3
4
∥∥∇∆uρ∥∥2L2(Ω) + λ4 ∥∥D2uρ∥∥2L2(Ω) + 2C20 ∥∥D2u∥∥2L2(Ω) + 3λ4 ∥∥∇uρ∥∥2L2(Ω)
+
1
2λ
‖fρ‖2L2(Ω) +
2C2P
λ
‖f‖2L2(Ω) .
Therefore,

4
∥∥∇∆uρ∥∥2L2(Ω) + λ4 ∥∥D2uρ∥∥2L2(Ω) + 2C20 ∥∥D2u∥∥2L2(Ω) + λ ‖∇u‖2L2(Ω)
≤ 1
2λ
‖fρ‖2L2(Ω) +
2C2P
λ
‖f‖2L2(Ω) +
3λ
4
∥∥∇uρ∥∥2L2(Ω)
and the result follows since 
2C20
‖D2u‖2L2(Ω) > 0. The proof is complete.
Using Lemma 5.1, we can now show the following improved stability estimate.
Theorem 5.5. Let u ∈ V0 be the unique solution of (5.12), then
∥∥D2u∥∥2
L2(Ω)
+ ‖∇u‖2L2(Ω) ≤
c1
λ2
‖f‖2L2(Ω) , (5.45)
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and, if u ∈ H3 (Ω),

∥∥D3u∥∥2
L2(Ω)
+ λ c2
∥∥D2u∥∥2
L2(Ω)
+ λ c2 ‖∇u‖2L2(Ω) ≤
c3
λ
‖f‖2L2(Ω) , (5.46)
where c1, c2, and c3 are positive constants which are independent of f , λ, and .
Proof. By Lemma 5.1, we have
λ
4
∥∥D2uρ∥∥2L2(Ω) + λ ‖∇u‖2L2(Ω) − 3λ4 ∥∥∇uρ∥∥2L2(Ω) ≤ 12λ ‖fρ‖2L2(Ω) + 2C2Pλ ‖f‖2L2(Ω) .
Letting ρ→ 0, we have
λ
4
∥∥D2u∥∥2
L2(Ω)
+
λ
4
‖∇u‖2L2(Ω) ≤
4C2P + 1
2λ
‖f‖2L2(Ω)
since u ∈ H2 (Ω) and f ∈ L2 (Ω). Thus,
∥∥D2u∥∥2
L2(Ω)
+ ‖∇u‖2L2(Ω) ≤ c,
where c =
8C2P+2
λ2
‖f‖2L2(Ω).
Similarly, if u ∈ H3 (Ω), letting ρ→ 0 in Lemma 5.1 gives
 ‖∇∆u‖2L2(Ω) + λ
∥∥D2u∥∥2
L2(Ω)
+ λ ‖∇u‖2L2(Ω) ≤
8C2P + 2
λ
‖f‖2L2(Ω) .
Thus, by Theorem 5.2,

∥∥D3u∥∥2
L2(Ω)
+ λC20
∥∥D2u∥∥2
L2(Ω)
+ λC20 ‖∇u‖2L2(Ω) ≤ c,
where c =
(8C2P+2)C20
λ
‖f‖2L2(Ω). The proof is complete.
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5.2.4 Convergence
Using the results of the previous two sections, we can now show that u converges
to the strong solution u of problem (5.8) as  → 0. Furthermore, we can derive
convergence rates in various Hp norms in terms of O (r) for p = 0, 1, 2 and 0 <
r ≤ 1. Recall, the convergence is necessary in order to apply the vanishing moment
methodology to problem (5.8).
In order to derive the L2 and H1 rates of convergence, we will use a duality
argument (see [6]). To this end, we first derive an approximate adjoint operator for
L. Pick a positive integer M and cover Ω with a uniform grid such that M cells cover
Ω. Let v, w ∈ V0. Observe,
− (Lv,w)Ω =
(
A : D2v, w
)
Ω
(5.47)
=
(
(As + Aa) : D2v, w
)
Ω
=
(
As : D2v, w
)
Ω
+
(
Aa : D2v, w
)
Ω
=
M∑
j=1
( (
As − Asj
)
: D2v, w
)
Ωj
+
M∑
j=1
(
Asj : D
2v, w
)
Ωj
+
M∑
j=1
( (
Aa − Aaj
)
: D2v, w
)
Ωj
+
M∑
j=1
(
Aaj : D
2v, w
)
Ωj
237
with
M∑
j=1
(
Asj : D
2v, w
)
Ωj
=
M∑
j=1
(∇ · Asj∇v, w)Ωj (5.48)
=
M∑
j=1
(
Asj∇v · nj, w
)
∂Ωj
−
M∑
j=1
(
Asj∇v,∇w
)
Ωj
=
M∑
j=1
(
Asj∇v · nj, w
)
∂Ωj
−
M∑
j=1
(∇v, Asj∇w)Ωj
=
M∑
j=1
(
Asj∇v · nj, w
)
∂Ωj
−
M∑
j=1
(
v,Asj∇w · nj
)
∂Ωj
+
M∑
j=1
(
v,∇ · Asj∇w
)
Ωj
=
M∑
j=1
(
Asj∇v · nj, w
)
∂Ωj
−
M∑
j=1
(
v,Asj∇w · nj
)
∂Ωj
+
M∑
j=1
(
v,Asj : D
2w
)
Ωj
=
M∑
j=1
(
Asj∇v · nj, w
)
∂Ωj
−
M∑
j=1
(
v,Asj∇w · nj
)
∂Ωj
+
M∑
j=1
(
v,
(
Asj − As
)
: D2w
)
Ωj
+
(
v, As : D2w
)
Ω
and, similarly,
M∑
j=1
(
Aaj : D
2v, w
)
Ωj
=
M∑
j=1
(
Aaj∇v · nj, w
)
∂Ωj
+
M∑
j=1
(
v, Aaj∇w · nj
)
∂Ωj
(5.49)
−
M∑
j=1
(
v,
(
Aaj − Aa
)
: D2w
)
Ωj
− (v,Aa : D2w)
Ω
.
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Therefore, combining relations (5.47) - (5.49), we have
− (Lv,w)Ω =
(
v, (As − Aa) : D2w
)
Ω
+
M∑
j=1
( (
As − Asj
)
: D2v, w
)
Ωj
(5.50)
+
M∑
j=1
( (
Aa − Aaj
)
: D2v, w
)
Ωj
+
M∑
j=1
(Aj∇v · nj, w)∂Ωj
+
M∑
j=1
(
v,
(
Aaj − Asj
)∇w · nj)
∂Ωj
+
M∑
j=1
(
v,
(
Asj − As
)
: D2w
)
Ωj
−
M∑
j=1
(
v,
(
Aaj − Aa
)
: D2w
)
Ωj
= −
(
v, L∗w
)
Ω
+
M∑
j=1
( (
As − Asj
)
: D2v, w
)
Ωj
+
M∑
j=1
( (
Aa − Aaj
)
: D2v, w
)
Ωj
+
M∑
j=1
(Aj∇v · nj, w)∂Ωj
+
M∑
j=1
(
v,
(
Aaj − Asj
)∇w · nj)
∂Ωj
+
M∑
j=1
(
v,
(
Asj − As
)
: D2w
)
Ωj
−
M∑
j=1
(
v,
(
Aaj − Aa
)
: D2w
)
Ωj
for all v, w ∈ V0, where we have defined our approximate adjoint operator L∗ by
L∗v := − (As − Aa) : D2v (5.51)
for all v ∈ V0.
To apply the duality argument, we need an error equation and a dual problem
involving the error. Notice, if u ∈ Vg is the strong solution of (5.8), then
− (A : D2u, v)
Ω
= (f, v)Ω (5.52)
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for all v ∈ V0. Define e ∈ V0 by
e := u − u.
Then, subtracting (5.52) from (5.12), we have the error equation
(
A : D2e, v
)
Ω
=  (∆u,∆v)Ω (5.53)
for all v ∈ V0. We can also define a dual problem for the error by
L∗w = e in Ω, (5.54a)
w = 0 on ∂Ω. (5.54b)
Since As − Aa satisfies the same ellipticity condition as A, by [32], we have there
exists a unique solution w ∈ V0 to (5.54) with
‖w‖H2(Ω) ≤ CD ‖L∗w‖L2(Ω) = CD ‖e‖L2(Ω) (5.55)
for some constant CD > 0. Using the above observations, we are now ready to use a
duality argument to derive L2 and H1 convergence rates.
Theorem 5.6. Let u ∈ Vg be the unique solution of (5.12). If u ∈ Vg is the strong
solution of (5.8), then
‖u− u‖L2(Ω) ≤ 
( c1
λ2
‖f‖2L2(Ω) + c2 ‖u‖2H2(Ω)
)1/2
, (5.56)
‖∇(u− u)‖L2(Ω) ≤
√

( c3
λ3
‖f‖2L2(Ω) +
c4
λ
∥∥D2u∥∥2
L2(Ω)
)1/2
, (5.57)
where c1, c2, c3, and c4 are positive constants which are independent of f , λ, u, and
.
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Proof. Fix  > 0. Since A,As, and Aa are uniformly continuous on Ω, we now define
M = M (δA) such that, for the given partition, if x, y ∈ Ωj for some j = 1, 2, . . . ,M ,
then |A (x)− A (y)| < δA, |As (x)− As (y)| < δA, and |Aa (x)− Aa (y)| < δA, where
the constant δA > 0 is chosen such that
δA ≤ min
{
λ
4CA(1 + C2P )
,
λ
2C2P
,

2(1 + CA)
,
2C2D
2 + 3CB
,
1
4(2 + 4C2D + 3CBC
2
D)
}
.
Let v = −e ∈ V0 in (5.53). Observe,
− (A : D2e, e)
Ω
= −
M∑
j=1
(
(A− Aj) : D2e, e
)
Ωj
−
M∑
j=1
(
Aj : D
2e, e
)
Ωj
. (5.58)
Then,
M∑
j=1
(
(A− Aj) : D2e, e
)
Ωj
≤ δA
M∑
j=1
∥∥D2e∥∥
L2(Ωj)
‖e‖L2(Ωj) (5.59)
≤ δA
2
∥∥D2e∥∥2
L2(Ω)
+
δA
2
‖e‖2L2(Ω)
≤ δA
∥∥D2u∥∥2
L2(Ω)
+ δA
∥∥D2u∥∥2
L2(Ω)
+
δAC
2
P
2
‖∇e‖2L2(Ω)
and
−
M∑
j=1
(
Aj : D
2e, e
)
Ωj
= −
M∑
j=1
(Aj∇e · nj, e)∂Ωj +
M∑
j=1
(Aj∇e,∇e)Ωj , (5.60)
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with
M∑
j=1
(Aj∇e · nj, e)∂Ωj ≤ δACA ‖e‖
2
H2(Ω) (5.61)
≤ δACA
∥∥D2e∥∥2
L2(Ω)
+ δACA(1 + C
2
P ) ‖∇e‖2L2(Ω)
≤ δACA
(∥∥D2u∥∥2
L2(Ω)
+
∥∥D2u∥∥2
L2(Ω)
)
+ δACA(1 + C
2
P ) ‖∇e‖2L2(Ω) ,
M∑
j=1
(Aj∇e,∇e)Ωj ≥ λ
M∑
j=1
‖∇e‖2L2(Ωj) = λ ‖∇e‖
2
L2(Ω) , (5.62)
and
− (∆u,∆e)Ω ≤

2
‖∆u‖2L2(Ω) +

2
‖∆e‖2L2(Ω) (5.63)
≤ 
2
∥∥D2u∥∥2
L2(Ω)
+

2
∥∥D2u∥∥2
L2(Ω)
,
where we have used Conjecture 5.1 to show (5.61). Thus, combining relations (5.58)
- (5.63) and using the inequality for δA, we have
‖∇e‖2L2(Ω) ≤
2
λ
(∥∥D2u∥∥2
L2(Ω)
+
∥∥D2u∥∥2
L2(Ω)
)
. (5.64)
Hence, by Theorem 5.5,
‖∇e‖2L2(Ω) ≤

λ
[
16C2P + 4
λ2
‖f‖2L2(Ω) + 2
∥∥D2u∥∥2
L2(Ω)
]
,
and we have the desired bound for ‖∇e‖L2(Ω).
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Now, we show ‖e‖L2(Ω) = O () using a duality argument and Conjecture 5.2.
Using (5.50) and (5.54), we have
‖e‖2L2(Ω) = (e, e)Ω (5.65)
= (e, L∗w)Ω
= (Le, w)Ω +
M∑
j=1
( (
As − Asj
)
: D2e, w
)
Ωj
+
M∑
j=1
( (
Aa − Aaj
)
: D2e, w
)
Ωj
+
M∑
j=1
(Aj∇e · nj, w)∂Ωj
+
M∑
j=1
(
e,
(
Aaj − Asj
)∇w · nj)
∂Ωj
+
M∑
j=1
(
e,
(
Asj − As
)
: D2w
)
Ωj
−
M∑
j=1
(
e,
(
Aaj − Aa
)
: D2w
)
Ωj
.
Then, by (5.53) and (5.55), we have
(Le, w)Ω = − (∆u,∆w)Ω (5.66)
≤  ‖∆u‖L2(Ω) ‖∆w‖L2(Ω)
≤ ∥∥D2u∥∥
L2(Ω)
‖w‖H2(Ω)
≤ CD
∥∥D2u∥∥
L2(Ω)
‖e‖L2(Ω)
≤ 2C2D
∥∥D2u∥∥2
L2(Ω)
+
1
2
‖e‖2L2(Ω) .
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Also,
M∑
j=1
( (
As − Asj
)
: D2e, w
)
Ωj
≤ δA
∥∥D2e∥∥2
L2(Ω)
+ δA ‖w‖2L2(Ω) (5.67)
≤ δA
(∥∥D2u∥∥2
L2(Ω)
+
∥∥D2u∥∥2
L2(Ω)
)
+ δA ‖w‖2H2(Ω)
≤ δA
(∥∥D2u∥∥2
L2(Ω)
+
∥∥D2u∥∥2
L2(Ω)
)
+ δAC
2
D ‖e‖2L2(Ω) ,
M∑
j=1
( (
Aa − Aaj
)
: D2e, w
)
Ωj
≤ δA
(∥∥D2u∥∥2
L2(Ω)
+
∥∥D2u∥∥2
L2(Ω)
)
(5.68)
+ δAC
2
D ‖e‖2L2(Ω) ,
and
M∑
j=1
(Aj∇e · nj, w)∂Ωj ≤ δACB ‖e‖
2
H2(Ω) + δACB ‖w‖2H2(Ω) (5.69)
≤ δACB ‖u‖2H2(Ω) + δACB ‖u‖2H2(Ω)
+ δACBC
2
D ‖e‖2L2(Ω) ,
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where we have used Conjecture 5.2 to show (5.69). Similarly,
M∑
j=1
(
e,
(
Aaj − Asj
)∇w · nj)
∂Ωj
=
M∑
j=1
(
e, Aaj∇w · nj
)
∂Ωj
(5.70)
−
M∑
j=1
(
e, Asj∇w · nj
)
∂Ωj
≤ 2δACB ‖e‖2H2(Ω) + 2δACB ‖w‖2H2(Ω)
≤ 2δACB
(
‖u‖2H2(Ω) + ‖u‖2H2(Ω)
)
+ 2δACBC
2
D ‖e‖2L2(Ω) ,
M∑
j=1
(
e,
(
Asj − As
)
: D2w
)
Ωj
≤ δA ‖e‖2L2(Ω) + δA
∥∥D2w∥∥2
L2(Ω)
(5.71)
≤ δA ‖e‖2L2(Ω) + δA ‖w‖2H2(Ω)
≤ δA
(
1 + C2D
) ‖e‖2L2(Ω) ,
and
−
M∑
j=1
(
e,
(
Aaj − Aa
)
: D2w
)
Ωj
≤ δA
(
1 + C2D
) ‖e‖2L2(Ω) , (5.72)
where we have used Conjecture 5.2 to shown (5.70). Thus, combining (5.65) - (5.72),
we have
1
2
‖e‖2L2(Ω) ≤
(
2C2D + 2δA + 3CBδA
) ‖u‖2H2(Ω) + δA (2 + 3CB) ‖u‖2H2(Ω) (5.73)
+ δA
(
2 + 4C2D + 3CBC
2
D
) ‖e‖2L2(Ω) ,
and by the choice of δA, it follows that
‖e‖2L2(Ω) ≤ 2 8C2D
(
‖u‖2H2(Ω) + ‖u‖2H2(Ω)
)
. (5.74)
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By Theorem 5.5,
‖u‖2H2(Ω) ≤
8C2P + 2
λ2
‖f‖2L2(Ω) . (5.75)
Thus, combining inequalities (5.74) and (5.75), we have
‖e‖2L2(Ω) ≤ 2 8C2D
(
8C2P + 2
λ2
‖f‖2L2(Ω) + ‖u‖2H2(Ω)
)
,
and the result follows. The proof is complete.
If u ∈ H3 (Ω) ∩ Vg and u ∈ H3 (Ω) ∩ Vg, then we can expect to see a better rate
of convergence in the H1 norm as will be observed in the numerical experiments in
Section 5.3. We can also derive convergence rates in the H2 norm. However, the
proof once again relies upon Conjecture 5.1.
Theorem 5.7. Let u ∈ H3 (Ω)∩Vg be the unique solution of (5.12). If u ∈ H3 (Ω)∩
Vg is the strong solution of (5.8), then
‖∇(u− u)‖L2(Ω) ≤ (1+α)/2
c3
λ(1+α)/2
(λα + c4)
1/2 ‖u‖H3(Ω) , (5.76)∥∥D2(u− u)∥∥
L2(Ω)
≤ α/2 c5
(
1 +
c6
λα
)1/2
‖u‖H3(Ω) , (5.77)
where c1, c2, c3, c4, c5, and c6 are positive constants which are independent of f , λ, u,
and , and α is the dimension dependent constant from the trace inequality recorded
in Section 5.2.1.
Proof. Pick  > 0 such that
 ≤ min
{
2λC20
3C2IC
2
P
,
(
λ
6
) 1
1−α
}
.
Choose δA > 0 such that
δA ≤ min
{

4C20 (1 + 2CA)
,
λ
3 (C2P + 2CA + 2CAC
2
P )
}
,
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and fix M accordingly.
Let v = −e ∈ V0 in (5.53). From Theorem 5.6, we can see
− (A : D2e, e)
Ω
= −
M∑
j=1
(
(A− Aj) : D2e, e
)
Ωj
−
M∑
j=1
(
Aj : D
2e, e
)
Ωj
, (5.78)
with
M∑
j=1
(
(A− Aj) : D2e, e
)
Ωj
≤ δA
2
∥∥D2e∥∥2
L2(Ω)
+
δAC
2
P
2
‖∇e‖2L2(Ω) , (5.79)
−
M∑
j=1
(
Aj : D
2e, e
)
Ωj
= −
M∑
j=1
(Aj∇e · nj, e)∂Ωj +
M∑
j=1
(Aj∇e,∇e)Ωj , (5.80)
M∑
j=1
(Aj∇e · nj, e)∂Ωj ≤ δACA ‖e‖
2
H2(Ω) (5.81)
≤ δACA
∥∥D2e∥∥2
L2(Ω)
+ δACA
(
1 + C2P
) ‖∇e‖2L2(Ω) ,
and
M∑
j=1
(Aj∇e,∇e)Ωj ≥ λ ‖∇e‖
2
L2(Ω) , (5.82)
where we have used Conjecture 5.1 to show (5.80).
We also have
− (∆u,∆e)Ω = − (∆e,∆e)Ω −  (∆u,∆e)Ω (5.83)
= − ‖∆e‖2L2(Ω) −  (∆u,∆e)Ω
= − ‖∆e‖2L2(Ω) −  (∆u,∇e · n)∂Ω +  (∇∆u,∇e)Ω
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with
 ‖∆e‖2L2(Ω) ≥

C20
∥∥D2e∥∥2
L2(Ω)
. (5.84)
Observe,
− (∆u,∇e · n)∂Ω ≤  ‖∆u‖L2(∂Ω) ‖∇e‖L2(∂Ω) (5.85)
≤  Cα ‖∆u‖L2(∂Ω) ‖∇e‖αL2(Ω) ‖∇e‖1−αH1(Ω)
≤  (1 + α) 2−2α1+αC
2(1−α)
1+α
0
(
Cα ‖∆u‖L2(∂Ω)
) 2
1+α ‖∇e‖
2α
1+α
L2(Ω)
+

4C20
‖∇e‖2H1(Ω)
≤  2 1−α1+αC
2(1−α)
1+α
0
(
CαCT ‖u‖H3(Ω)
) 2
1+α ‖∇e‖
2α
1+α
L2(Ω)
+

4C20
‖∇e‖2H1(Ω) .
Then,
 2
1−α
1+αC
2(1−α)
1+α
0
(
CαCT ‖u‖H3(Ω)
) 2
1+α ‖∇e‖
2α
1+α
L2(Ω) (5.86)
≤ λ
3
‖∇e‖2L2(Ω) +
1+α3α21−αC2(1−α)0 C
2
αC
2
T ‖u‖2H3(Ω)
λα
,

4C20
‖∇e‖2H1(Ω) =

4C20
(
‖∇e‖2L2(Ω) +
∥∥D2e∥∥2
L2(Ω)
)
(5.87)
≤ 
4C20
(
CI ‖e‖L2(Ω)
∥∥D2e∥∥
L2(Ω)
+
∥∥D2e∥∥2
L2(Ω)
)
≤ 
4C20
(
CICP ‖∇e‖L2(Ω)
∥∥D2e∥∥
L2(Ω)
+
∥∥D2e∥∥2
L2(Ω)
)
≤  CICP
C20
‖∇e‖L2(Ω)
∥∥D2e∥∥
L2(Ω)
+

4C20
∥∥D2e∥∥2
L2(Ω)
,
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and
 CICP
C20
‖∇e‖L2(Ω)
∥∥D2e∥∥
L2(Ω)
≤  C
2
IC
2
P
8C20
‖∇e‖2L2(Ω) +

8C20
∥∥D2e∥∥2
L2(Ω)
. (5.88)
Lastly,
 (∇∆u,∇e)Ω ≤  ‖∇∆u‖L2(Ω) ‖∇e‖L2(Ω) (5.89)
≤ 
1−α
2
‖∇e‖2L2(Ω) +
1+α
2
∥∥D3u∥∥2
L2(Ω)
≤ 
1−α
2
‖∇e‖2L2(Ω) +
1+α
2
‖u‖2H3(Ω) .
Thus, combining (5.78) - (5.89) and substituting into (5.53), we have
5
8C20
∥∥D2e∥∥2
L2(Ω)
+
2λ
3
‖∇e‖2L2(Ω) (5.90)
≤ δA (1 + 2CA)
2
∥∥D2e∥∥2
L2(Ω)
+
[
δA (C
2
P + 2CA + 2CAC
2
P )
2
+
 C2IC
2
P
8C20
+
1−α
2
]
‖∇e‖2L2(Ω)
+
λα + 3α22−αC2(1−α)0 C
2
αC
2
T
2λα
‖u‖2H3(Ω) 1+α.
Using the restrictions on  and δA, we have

2C20
∥∥D2e∥∥2
L2(Ω)
+
λ
3
‖∇e‖2L2(Ω) ≤
λα + 3α22−αC2(1−α)0 C
2
αC
2
T
2λα
‖u‖2H3(Ω) 1+α. (5.91)
Therefore,
∥∥D2e∥∥2
L2(Ω)
≤ αC20
(
1 +
3α22−αC2(1−α)0 C
2
αC
2
T
λα
)
‖u‖2H3(Ω)
and
‖∇e‖2L2(Ω) ≤ 1+α
3
2λ1+α
(
λα + 3α22−αC2(1−α)0 C
2
αC
2
T
)
‖u‖2H3(Ω) ,
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and the bounds for ‖D2e‖L2(Ω) and ‖∇e‖L2(Ω) follow. The proof is complete.
Remark 5.2. If n = 2, then α = 1/2. Thus, for n = 2, u is an O (3/4)
approximation of u in the H1 norm if u ∈ H3(Ω).
5.2.5 Benefits of the Methodology
We have shown that problem (5.12) has a unique solution for every  > 0.
Additionally, if u is the unique strong solution of (5.8), then the family of solutions u
converges to u in H1 (Ω) as → 0. Thus, the linear fourth order PDE problem (5.12)
approximates the linear second order PDE problem (5.8) that has non-divergence
form.
In the previous section we have actually quantified the rates of convergence with
respect to . Suppose u is the solution to (5.8), u is the solution to (5.12), and uh
is a numerical approximation of u. Then, the error involved in approximating u by
uh can be split into two components, the PDE approximation error characterized by
 and the numerical approximation error characterized by h. Thus, we have
‖u− uh‖ ≤ ‖u− u‖+ ‖u − uh‖ ≤ C1 r + C2()hs,
where the rate r is determined by the choice of the norm and the rate s is determined
by the numerical method. We note that C2() may blow-up in  depending upon the
choice of the norm ‖·‖. Letting  = hs/r and assuming C2 is independent of , we have
uh is an s-order approximation of u. Thus, we have developed an analytic framework
for the error analysis of a given numerical scheme for approximating (5.12).
Lastly, we remark that problem (5.12) is composed of a biharmonic type equation
that can be approximated by several well-studied numerical methods including
conforming finite element methods such as the Hermite element in one-dimension or
the Argyris element in two-dimensions, nonconforming finite element methods such
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as the Morley element in two-dimensions, mixed finite element methods, spectral
methods, discontinuous Galerkin methods, etc. By applying the vanishing moment
method, we are able to transform a second order problem in strong form to a fourth
order problem in weak form that is readily approximated by many Galerkin-based
numerical methods, while the original problem is not directly accessible by such
methods as will be demonstrated in Examples 5.3 and 5.4 below.
5.3 Numerical Experiments
In this section, we provide a series of numerical tests that demonstrate the
effectiveness of the methodologies presented in this chapter. First we will test
the conclusions in Section 5.2 regarding the use of the vanishing moment method
for approximating the strong solution of second order linear elliptic PDEs of
non-divergence form in two-dimensions. Then, in the next section, we will test
Algorithm 5.1 for approximating stationary HJB problems in one-dimension. All
of the numerical tests in this section were performed using COMSOL.
5.3.1 Linear Elliptic Equations of Non-Divergence Form
We now perform a series of numerical tests to support the conclusions of Theorems 5.6
and 5.7. To this end, we perform the following experiment using the fifth order Argyris
finite element space (see [9]) to approximate (5.12). Let Th be a fine mesh for the
domain Ω. We fix a continuous, positive definite matrix A that is neither symmetric
nor differentiable. Then, we approximate problem (5.12) with known solutions in H2
and H3 for varying values of . The tests are based on the ansatz that with a fine
enough mesh, the approximation error will be dominated by the PDE approximation
resulting from using the vanishing moment method and that the error due to the
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numerical scheme will be negligible in comparison. We will fix
A(x, y) =
 (2x− y)1/3 + 4e2−x sin (10xy)
− (x+ 2)1/2 |y − 2x|1/4 + 3

for the first three tests, and then choose A to be non-uniformly elliptic for the
fourth test as a means to test the impact of the method for “harder” problems not
considered in the purely theoretical sections above. We will observe that the error
is maximized along sets where the solution is not as regular and along the boundary
due to the auxiliary boundary condition (5.10c). The measured error does not appear
to correspond to sets where the coefficient matrix A is not as well-behaved.
Example 5.1. Consider (5.12) with Ω = (−2, 2) × (−2, 2) and solution u(x, y) =
1
6
∣∣x∣∣3 cos(y) ∈ H3(Ω), for f and g chosen accordingly.
The given test problem has a solution in H3(Ω), where the third-order partial
derivative with respect to x is discontinuous along the line x = 0. Approximating for
various values of , we observe optimal convergence rates as found in Table 5.1. We
can also see from Figure 5.1 that the error is largest along the line x = 0, as expected.
Table 5.1: Rates of convergence for Example 5.1 using the vanishing moment
method.
 ‖u − u‖L2(Ω) Order ‖∇ (u − u)‖L2(Ω) Order ‖∆ (u − u)‖L2(Ω) Order
4e-2 9.44e-3 2.25e-2 2.55e-1
2e-2 4.89e-3 0.95 1.32e-2 0.76 2.15e-1 0.24
1e-2 2.50e-3 0.96 7.84e-3 0.76 1.82e-1 0.24
5e-3 1.27e-3 0.98 4.64e-3 0.76 1.54e-1 0.25
2.5e-7 1.65e-7 2.09e-5 3.80e-3
Example 5.2. Consider (5.12) with Ω = (−2, 2) × (−2, 2) and solution u(x, y) =
1
2
x
∣∣x∣∣ cos(y) ∈ H2(Ω), for f and g chosen accordingly.
252
(a) uh. (b) ∆ (u− uh).
Figure 5.1: Computed solution and corresponding error for Example 5.1 using the
vanishing moment method.
The given test problem has a solution in H2(Ω), where the second-order derivative
is discontinuous along the line x = 0. Approximating for various values of , we
observe slightly sub-optimal convergence rates for the L2 norm and convergence rates
between the theoretical rates of Theorems 5.6 and 5.7 for the H1 norm in Table 5.2.
We also have a rate of convergence in the H2 norm that is consistent with assuming
H3(Ω) regularity for the solution. Figure 5.2 shows that the error is once again largest
along the line x = 0. The figure also shows the boundary layer due to the high-order
auxiliary boundary condition.
Table 5.2: Rates of convergence for Example 5.2 using the vanishing moment
method.
 ‖u − u‖L2(Ω) Order ‖∇ (u − u)‖L2(Ω) Order ‖∆ (u − u)‖L2(Ω) Order
4e-2 4.30e-3 2.26e-2 3.99e-1
2e-2 2.30e-3 0.90 1.42e-2 0.67 3.38e-1 0.24
1e-2 1.22e-3 0.91 8.79e-3 0.69 2.86e-1 0.24
5e-7 2.25e-4 9.09e-4 1.07e-1
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(a) uh. (b) ∆ (u− uh).
Figure 5.2: Computed solution and corresponding error for Example 5.2 using the
vanishing moment method.
Example 5.3. Consider (5.12) with Ω = B2(0), the ball of radius 2 centered at the
origin, and solution u(x, y) = (x− y)8/3 ∈ H2(Ω), for f and g chosen accordingly.
Observe, the solution is once again in H2(Ω), where the second order derivatives
have a cusp along the line x = y. Also, the domain is a disc. Approximating for
various values of , we observe the convergence rates of Theorem 5.7, where H3
regularity is assumed, in Table 5.3. We can also see the finite element method does
not converge to u when using  = 0, which verifies the fact that the Argyris finite
element method does not work for second order linear problems of non-divergence
form, even when approximating an H2 solution. The plot of an approximation can
be found in Figure 5.3.
Example 5.4. Consider (5.12) with Ω = (−2, 2)× (−2, 2),
A(x, y) =
16
9
 x2/3 −x1/3y1/3
−x1/3y1/3 y2/3
 ,
and solution u(x, y) = x4/3 − y4/3 ∈ H1(Ω), for f and g chosen accordingly.
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Table 5.3: Rates of convergence for Example 5.3 using the vanishing moment
method.
 ‖u − u‖L2(Ω) Order ‖∇ (u − u)‖L2(Ω) Order ‖∆ (u − u)‖L2(Ω) Order
5e-3 1.98e-2 1.22e-1 4.27
2.5e-3 1.01e-2 0.98 7.32e-2 0.73 3.59 0.25
1.25e-3 5.08e-3 0.98 4.40e-2 0.73 3.03 0.24
0 5.40e3 1.83e6 4.99e8
Figure 5.3: Computed solution for Example 5.3 using the vanishing moment
method.
For the above example, we have u /∈ H2(Ω) and A is not uniformly elliptic.
Thus, u is only a viscosity solution, not a strong solution. We see in Table 5.4
that the vanishing moment method appears to be working, although with unknown
deteriorated rates of convergence. From Figure 5.4, we see that the finite element
method with Argyris finite element space does not work for the given example. Thus,
we can see that the vanishing moment method has strong potential for approximating
more general second order problems that are understood in the viscosity solution
framework.
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Table 5.4: Rates of convergence for Example 5.4 using the vanishing moment
method.
 ‖u − u‖L2(Ω) Order ‖∇ (u − u)‖L2(Ω) Order
2e-4 6.89e-2 3.94e-1
1e-4 6.10e-2 0.18 3.53e-1 0.16
5e-5 5.46e-2 0.16 3.15e-1 0.17
(a) uh. (b) u

h for  = 0.
Figure 5.4: Computed solutions for Example 5.4 using the vanishing moment
method.
5.3.2 Static Hamilton-Jacobi-Bellman Equations in One-
Dimension
We now perform a series of tests for approximating the stationary HJB problem (5.3)
using Algorithm 5.1. To this end, we use COMSOL to implement the finite element
method with the third-order Hermite finite element space, which is a C1 element in
one-dimension. We also use Livelink as a means for solving the optimization step of
Algorithm 5.1 using Matlab’s built-in functions fminsearch and fminbnd. For each
test problem, we fix our approximation values  and h with an initial guess for θh, and
then we record the results of Algorithm 5.1 over several iterations. We also record
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the L1 norm of Lθ∗hu
∗
h using the final iteration, which appears to be a good stopping
parameter for Algorithm 5.1.
Example 5.5. Consider the problem
inf
θ(x)∈R
{−uxx + θ2u} = 0, −1 < x < 2,
u(−1) = u(2) = 1
with solution u∗(x) = 1 corresponding to θ∗(x) = 0.
The first example has constant solutions, and we can see from Table 5.5 and
Figure 5.5 that the solution is captured in one iteration. We also have
∥∥Lθ∗hu∗h∥∥L1(Ω) =
6.501361e-10.
Table 5.5: Performance of Algorithm 5.1 for Example 5.5 with  = 1.0e-8, h = 0.005,
and initial guess θ
(0)
h (x) = 1.
iteration ‖uh − u‖L2(Ω) ‖θh − θ‖L2(Ω)
1 0.7454 1.7321
2 2.7024e-11 9.4931e-17
3 5.6866e-11 3.2802e-17
Example 5.6. Consider the problem
inf
θ(x)∈R2
{−uxx + θ21u+ (θ2 − 2)2} = 0, −1 < x < 2,
u(−1) = 1 + θ2(−1)2, u(2) = 1 + θ2(2)2
with solution u∗(x) = 5 corresponding to θ∗1(x) = 0 and θ
∗
2(x) = 2.
The second example again has constant solutions, but now the optimization is
performed over a two-dimensional space. From Table 5.6 and Figure 5.6, we again
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(a) uh. (b) θ

h.
Figure 5.5: Computed solutions for Example 5.5 using Algorithm 5.1 with  = 1.0e-
8, h = 0.005, and initial guess θ
(0)
h (x) = 1.
see that we capture the exact solution in only one iteration with
∥∥Lθ∗hu∗h∥∥L1(Ω) =
4.927490e-9.
Table 5.6: Performance of Algorithm 5.1 for Example 5.6 with  = 1.0e-8, h = 0.005,
and initial guess θ
(0)
1 (x) = 1, θ
(0)
2 (x) = 1.
iteration ‖uh − u‖L2(Ω) ‖θh − θ‖L2(Ω)
1 7.3086 6.0000
2 3.3620e-09 1.2301e-09
3 3.9834e-09 1.2311e-09
4 3.3620e-09 1.2311e-09
Example 5.7. Consider the problem
inf
θ(x)∈R
{−θuxx + θ2u− x−2} = 0, 2 < x < 4,
u(2) = 4, u(4) = 16
with solution u∗(x) = x2 corresponding to θ∗(x) = x−2.
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(a) uh.
(b) θ1. (c) θ

2.
Figure 5.6: Computed solutions for Example 5.6 using Algorithm 5.1 with  = 1.0e-
8, h = 0.005, and initial guess θ
(0)
1 (x) = 1, θ
(0)
2 (x) = 1.
The third example involves an unbounded optimization space with exact solutions
that are not constant. From Table 5.7 and Figure 5.7, we can see that the
algorithm appears to be converging with the use of a few more iterations. We have∥∥Lθ∗hu∗h∥∥L1(Ω) = 2.690732e-5 for the ninth iteration.
Example 5.8. Consider the problem
inf
−1≤θ(x)≤1
{|x− 1|uxx + θux − 3|x− 1|2} = 0, 0 < x < 2.4,
u(0) = 1, u(2.4) = 2.744
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Table 5.7: Performance of Algorithm 5.1 for Example 5.7 with  = 1.0e-8, h = 0.1,
and initial guess θ
(0)
h (x) = 1.
iteration ‖uh − u‖L2(Ω) ‖θh − θ‖L2(Ω)
1 2.710562e+00 1.239540e+00
2 1.256370e+00 5.497131e-01
4 8.165944e-02 6.880879e-02
6 4.097456e-05 1.326518e-03
9 5.485387e-07 2.587541e-04
(a) uh. (b) θ

h.
Figure 5.7: Computed solutions for Example 5.7 using Algorithm 5.1 with  = 1.0e-
8, h = 0.1, and initial guess θ
(0)
h (x) = 1.
with solution u∗(x) = |x− 1|3 corresponding to θ∗(x) = −sign(x).
The last example features a bounded optimization space where the optimal values
are along the boundary of Θ. The results are recorded in Table 5.8 and Figure 5.8.
Now the algorithm requires many more iterations to converge. After 20 iterations we
have
∥∥Lθ∗hu∗h∥∥L1(Ω) = 1.505992e-5.
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Table 5.8: Performance of Algorithm 5.1 for Example 5.8 with  = 1.0e-8, h = 0.005,
and initial guess θ
(0)
h (x) = 0.
iteration ‖uh − u‖L2(Ω) ‖θh − θ‖L2(Ω)
1 1.936128e+00 1.843909e+00
5 2.161311e-01 6.324401e-01
10 2.554534e-02 2.943850e-01
15 1.173412e-02 8.164867e-02
20 4.122284e-03 8.164867e-02
(a) uh. (b) θ

h.
Figure 5.8: Computed solutions for Example 5.8 using Algorithm 5.1 with  = 1.0e-
8, h = 0.005, and initial guess θ
(0)
h (x) = 0.
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Chapter 6
Summary and Future Directions
The research presented in this dissertation primarily focusses on the development of
direct numerical methods for approximating the viscosity solutions of fully nonlinear
second order elliptic and parabolic PDEs. In particular, approximation frameworks
for fully nonlinear second order elliptic PDE problems with Dirichlet boundary data
are developed, and then the frameworks are extended to the corresponding parabolic
equations using the method of lines for the time discretization. The methods and
results presented in this dissertation are expected to have significant impacts in the
scientific community due to the theoretical contributions and positive numerical tests
regarding the Monge-Ampe`re equation and the Hamilton-Jacobi-Bellman equation,
two prototypical fully nonlinear second order PDEs that arise in many application
problems.
In this dissertation, a complete FD convergence framework is established for
directly approximating continuous viscosity solutions of one-dimensional fully non-
linear second order elliptic PDEs that satisfy the comparison principle, and the
framework is formally extended for PDEs in high dimensions. Key ideas from the
FD framework include numerical operators, numerical moments, and generalized
monotonicity. Borrowing the ideas from the FD framework, nonstandard LDG and
IPDG methods are also developed for directly approximating fully nonlinear second
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order PDEs. The LDG methods are shown to be natural high order analogues of their
FD counterparts. Lastly, a vanishing moment methodology is developed for indirectly
approximating Hamilton-Jacobi-Bellman equations.
As expected, the pursued research has led to more questions than could be
answered during the time frame for completing the dissertation. The presented
theory in Chapter 2 is only targeted at showing convergence. Analytic techniques for
deriving convergence rates still remain to be developed. Also, only the Lax-Friedrichs-
like numerical operator is analyzed with regards to admissibility and stability. The
LDG methods of Chapter 3, as well as the LDG methods of Yan and Osher
for Hamilton-Jacobi equations, are only known to converge when using a uniform
Cartesian partition with piecewise constant basis functions due to the equivalence
with convergent FD methods. Thus, general techniques must be developed for
analyzing the convergence of the LDG methods for both first and second order
problems. The potential for the adaptivity of the formulated DG methods has yet
to be investigated. The numerical tests in Chapters 3 and 4 also demonstrate the
need to further develop and analyze nonlinear solvers for the proposed LDG and
IPDG methods. In many ways, the discretization of fully nonlinear PDEs and the
choice/design of nonlinear solvers are best thought of as two sides of the same coin.
Numerical issues linked with numerical artifacts may require efforts during both the
discretization process and the design of the nonlinear solver, two areas of numerical
PDEs that are often treated independently.
The remainder of the chapter focusses on three of the applications and questions
that were directly referenced in the dissertation. We first explore some analytic
issues that arise when expanding the convergence analysis of the FD framework to
include the formulation for PDEs in high dimensions. Next, we record a few results
regarding the discontinuous Galerkin finite element (DGFE) differential calculus and
the symmetric dual-wind discontinuous Galerkin (DWDG) method that were both
partly inspired by the research effort for this dissertation. Last, we discuss some
future directions concerning the topics discussed in Chapter 5.
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6.1 Convergence of the High-Dimensional Finite
Difference Framework
We now discuss the analytic issues concerning the FD framework proposed in
Section 2.5. In particular, we consider the FD method represented by (2.68).
There are two obstacles that prevent a natural generalization of the one-dimensional
convergence proof given in Section 2.3.2. The first involves comparing the two discrete
Hessian operators D˜2h and D
2
h in conjunction with the g-monotonicity and consistency
assumptions. The second involves showing a discrete Hessian approximation is
negative semidefinite when acting on an upper semi-continuous function at a relative
maximum. Based on the counter-examples presented in Sections 6.1.1 and 6.1.2, we
will see that the one-dimensional convergence proof does not provide a sufficient
template that can be used in a trivial way to prove convergence for the high-
dimensional FD framework. However, the relationship of the high-dimensional FD
framework with the vanishing moment methodology and the positive numerical tests
provided in Chapter 3 with r = 0 yield evidence that the new FD methodology may
be convergent even though a proof is not currently known. Furthermore, we will see
in the following that the high-dimensional FD framework is convergent to the unique
viscosity solution u when u ∈ C2(Ω) ∩ C0(Ω) and the piecewise constant extension
functions defined by (2.70) converge to a function in C2(Ω) ∩ C0(Ω). Thus, more
research for less regular solutions needs to be performed.
6.1.1 Comparing Discrete Hessians
A key component of the one-dimensional FD convergence proof given in Section 2.3.2
is (2.37), which yields the relationship
lim
k→∞
δ˜2x,hkuhk(ξk) ≥ limk→∞ δ
2
x,hk
uhk(ξk).
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Thus, a natural generalization for (2.68) would be
lim
k→∞
D˜2x,hkuhk(ξk) ≥ limk→∞D
2
x,hk
uhk(ξk),
where A ≥ B implies A − B is positive semidefinite for A,B symmetric matrices.
However, we will see in the following Lemma that such an inequality does not exist
when u := lim supuhk has low regularity. Furthermore, we will see in the following
lemma that we could also use the convention that A ≥ B implies [A−B]i,j ≥ 0 for all
i, j = 1, 2, . . . , d, i.e., A ≥ B component-wise, without a change in the observations.
Under this new idea of an ordering for matrices, g-monotonicity would become a
component-wise monotonicity requirement.
Lemma 6.1. Let v : Ω → R have a relative maximum at (x0, y0) ∈ Ω ⊂ R2. Then
the upper semi-continuity of v is not sufficient to guarantee there exists sequences
{hxk}k≥1, {hyk}k≥1 such that hxk , hyk → 0 and
lim
k→∞
D˜2x,hkv(x0, y0) ≥ limk→∞D
2
x,hk
v(x0, y0) (6.1)
or
lim
k→∞
D˜2x,hkv(x0, y0) < limk→∞
D
2
x,hk
v(x0, y0), (6.2)
where the ordering is understood either using the natural ordering for symmetric
matrices or component-wise.
Proof. Let (x0, y0) = (0, 0) and Ω = B1(0), the unit ball centered at the origin.
Define v1 : Ω→ R by
v1(x) =
−x
2 − y2, if xy ≥ 0,
−x2 − y2 − 1, otherwise.
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Then v1 is upper semi-continuous on Ω. Observe,
D˜2hv1(0, 0) =
 −2 0
0 −2

and
D
2
hv1(0, 0) =
 −2 −hxhy − hyhx + 2h2x+h2yhxhy + 1hxhy
−hx
hy
− hy
hx
+ 2
h2x+h
2
y
hxhy
+ 1
hxhy
−2
 .
Thus,
D˜2hv1(0, 0)−D2hv1(0, 0) =
 0 hxhy + hyhx − 2h2x+h2yhxhy − 1hxhy
hx
hy
+ hy
hx
− 2h2x+h2y
hxhy
− 1
hxhy
0
 ,
and we have D˜2hv1(0, 0) − D
2
hv1(0, 0) is neither positive semidefinite nor negative
semidefinite for all h > 0.
Define v2 : Ω→ R by
v2(x) =
−x
2, if y = 0,
−|x| − 1, otherwise
and v3 : Ω→ R by
v3(x) =
−|x|, if y = 0,−1, otherwise.
Then v2 and v3 are upper semi-continuous on Ω. A simple computation reveals
[
D˜2hvi(0, 0)−D2hvi(0, 0)
]
1,2
=
hx
2hy
(
δ2x,hxvi(0, hy) + δ
2
x,hxvi(0,−hy)− 2δ2x,hxvi(0, 0)
)
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for i = 2, 3. Thus,
[
D˜2hv2(0, 0)−D2hv2(0, 0)
]
1,2
=
2hx − 2
hy
→ −∞
and [
D˜2hv3(0, 0)−D2hv3(0, 0)
]
1,2
=
2
hy
→∞.
Hence, we do not have a consistent way to compare the off-diagonal elements of D˜2hv
and D
2
hv for v upper semi-continuous, and it follows that neither (6.1) nor (6.2) hold
in general when using a component-wise ordering. The proof is complete.
We could avoid the issue of comparing off-diagonal elements of the Hessian
approximations by using another discrete Hessian approximation defined by (2.12),
i.e., [
D̂2h
]
i,j
=

δ+xi,hi
δ+xi,hi
+δ−xi,hiδ
−
xi,hi
2
, if i = j,
δ2xi,hi;xj ,hj , otherwise,
(6.3)
paired with the alternative FD method: Find a grid function U such that
Ĝ
(
D̂2hUα, D
2
hUα,∇+hUα,∇−hUα, Uα, xα
)
= 0 (6.4)
for all α ∈ NdJ with αi ∈ {2, 3, . . . , Ji − 1} for all i = 1, 2, . . . , d, where D2h is defined
in (2.10) and Ĝ is a consistent, g-monotone numerical operator.
The only difference in (2.68) and (6.4) is how the off-diagonal elements of the
discrete Hessians are computed. In (2.68), the off-diagonal elements of the discrete
Hessians for the two arguments, D˜2hUα and D
2
hUα, are not the same. A benefit of the
off-diagonal terms not being equivalent is the ability to form true numerical moments
that approximate the scaled biharmonic operator, as seen in Remark 2.5. Then, for
a Lax-Friedrichs-like numerical operator, FD method (2.68) is a direct realization
of the vanishing moment method. Conversely, in (6.4), the off-diagonal elements of
the two discrete Hessian parameters are the same. Thus, we immediately have the
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ability to select sequences {hk}∞k=1, {ξk}∞k=1, and {k}∞k=1 such that D̂2hkuhk(ξk) ≥
D2hkuhk(ξk) + kI and k → 0 as in the one-dimensional convergence proof. However,
using (6.4), we can no longer form a vanishing biharmonic approximation when
using a Lax-Friedrichs-like numerical operator. Instead, the numerical moment
would approximate the scaled fourth-order operator
∑d
i=1 h
2
i
∂4
∂x4i
. While using the
scheme (6.4) handles the issue of being able to compare the two discrete Hessian
approximations, we still have the issue of the discrete Hessian not being negative
semidefinite at a relative maximum, as discussed in the following section.
6.1.2 Discrete Hessians and Relative Maxima
The fundamental difficulty in proving a FD scheme for a high-dimensional elliptic
problem converges to the viscosity solution using the approach in the one-dimensional
convergence proof is generalizing (2.32), or necessarily (2.33). Suppose a function v
on Ω has a relative maximum at x0 ∈ Ω. Then, for the one-dimensional convegence
proof to be generalized, we need to be able to guarantee there exists a sequence
{hk}k≥0 such that hk ↘ 0 and limk→∞D2hkv(x0) ≤ 0. However, such a result is
not known when v is not C2. The inequality cannot be shown algebraically as it
was in the one-dimensional proof due to the presence of the off-diagonal elements
in the discrete Hessian approximation. Thus, a major hurdle that remains to be
overcome for proving convergence of the high-dimensional FD method (2.68) while
using the one-dimensional proof as a template is showing that the off-diagonal terms
are handled correctly in the sense that the discrete Hessian approximation is negative
semidefinite in limit at a relative maximum.
We now explore the behavior of the discrete Hessian approximation D
2
hv at a
relative maximum. For transparency, we assume d = 2. Suppose v : Ω → R has a
strict relative maximum at (x0, y0) ∈ Ω. Then, for all sequences {hxk}k≥1, {hyk}k≥1
such that hxk , hyk → 0 and limk→∞D
2
hk
v(x0, y0) exists in R
2×2
for hk := (hxk , hyk),
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we derive sufficient conditions such that
lim
k→∞
D
2
hk
v(x0, y0) ≤ 0,
where A ≤ 0 for A = AT ∈ R2×2 implies −A is nonnegative definite.
Fix h = (hx, hy). Observe, by (2.3),
[
D
2
hv(x0, y0)
]
1,2
=
[
D
2
hv(x0, y0)
]
2,1
=
v(x0 + hx, y0)− v(x0, y0)− v(x0 + hx, y0 − hy) + v(x0, y0 − hy)
2hxhy
+
v(x0, y0 + hy)− v(x0 − hx, y0 + hy)− v(x0, y0) + v(x0 − hx, y0)
2hxhy
=
hx
2hy
[
D
2
hv(x0, y0)
]
1,1
+
hy
2hx
[
D
2
hv(x0, y0)
]
2,2
− v(x0 − hx, y0 + hy)− 2v(x0, y0) + v(x0 + hx, y0 − hy)
2hxhy
.
Define δ2ξ,h by
δ2ξ,hv(x0, y0) :=
v(x0 − hx, y0 + hy)− 2v(x0, y0) + v(x0 + hx, y0 − hy)
h2x + h
2
y
. (6.5)
Then, we have
[
D
2
hv(x0, y0)
]
1,2
=
hx
2hy
δ2x,hxv(x0, y0) +
hy
2hx
δ2y,hyv(x0, y0)−
h2x + h
2
y
2hxhy
δ2ξ,hv(x0, y0).
By symmetry, we know both eigenvalues of D
2
hv(x0, y0) are real. Thus, we have
D
2
hv(x0, y0) ≤ 0 if and only if the two eigenvalues of D2hv(x0, y0) are nonpositive.
Let λh be an eigenvalue of D
2
hv(x0, y0) and let
D
2
hv(x0, y0) =
 ah ch
ch bh

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for
ah = δ
2
x,hxv(x0, y0), (6.6a)
bh = δ
2
y,hyv(x0, y0), (6.6b)
ch =
hx
2hy
ah +
hy
2hx
bh −
h2x + h
2
y
2hxhy
δ2ξ,hv(x0, y0). (6.6c)
Then, λh satisfies
0 = (ah − λh)(bh − λh)− c2h = λ2h − (ah + bh)λh + ahbh − c2h.
Thus, we have
2λh = ah + bh ±
√
(ah + bh)2 − 4(ahbh − c2h). (6.7)
Using the fact that v(x0, y0) is a strict relative maximum, there exists ρ > 0 such
that
v(x, y) < v(x0, y0)
for all (x, y) ∈ Bρ(x0, y0), the ball of radius ρ centered at (x0, y0). Therefore,
δ2x,hxv(x0, y0) < 0, δ
2
y,hyv(x0, y0) < 0, δ
2
ξ,hv(x0, y0) < 0, (6.8)
for all h such that |h| < ρ. By (6.7), we have λh ≤ 0 if and only if ahbh ≥ c2h. Thus,
we require |ch| ≤
√
ahbh since ahbh > 0. By (6.8) and (6.6), we have |ch| ≤
√
ahbh if
and only if
hx
2hy
ah +
hy
2hx
bh −
√
ahbh ≤
h2x + h
2
y
2hxhy
δ2ξ,hv(x0, y0) ≤
hx
2hy
ah +
hy
2hx
bh +
√
ahbh.
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Thus, we require
hx
2hy
δ2x,hxv(x0, y0) +
hy
2hx
δ2y,hyv(x0, y0)−
√
δ2x,hxv(x0, y0)δ
2
y,hy
v(x0, y0) (6.9)
≤ h
2
x + h
2
y
2hxhy
δ2ξ,hv(x0, y0)
≤ hx
2hy
δ2x,hxv(x0, y0) +
hy
2hx
δ2y,hyv(x0, y0) +
√
δ2x,hxv(x0, y0)δ
2
y,hy
v(x0, y0)
for δ2ξ,hv(x0, y0) defined by (6.5). Therefore, we have
lim
k→∞
D
2
hk
v(x0, y0) ≤ 0
if and only if (6.9) holds for hk in the limit as k →∞. Since D2hkv(x0, y0) is defined
in R2×2, we use the convention
lim
k→∞
k
 −1 −1
−1 −1
 ≤ 0
since the eigenvalues are 0,−2k for all k.
Rescaling (6.9), we have λh ≤ 0 if and only if
(
v(x0 − hx, y0)− 2v(x0, y0) + v(x0 + hx, y0)
)
(6.10)
+
(
v(x0, y0 − hy)− 2v(x0, y0) + v(x0, y0 + hy)
)− 2Rh
≤ v(x0 − hx, y0 + hy)− 2v(x0, y0) + v(x0 + hx, y0 − hy)
≤ (v(x0 − hx, y0)− 2v(x0, y0) + v(x0 + hx, y0))
+
(
v(x0, y0 − hy)− 2v(x0, y0) + v(x0, y0 + hy)
)
+ 2Rh
for
R2h =
(
v(x0 − hx, y0)− 2v(x0, y0) + v(x0 + hx, y0)
)
× (v(x0, y0 − hy)− 2v(x0, y0) + v(x0, y0 + hy)).
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Therefore, we have
lim
k→∞
D
2
hk
v(x0, y0) ≤ 0
if and only if (6.10) holds for all hk with k >> 1 or λhk → 0 with rate
O
(
min{h2xk , h2yk}
)
.
Remark 6.1.
(a) Observe, all three terms in (6.10) converge to zero for v continuous. However,
(6.10) may not hold in limit when the scaling is reversed for v continuous. In
the convergence proof, we would only have u − ϕ upper semi-continuous. We
will make this observation more rigorous in the following two lemmas.
(b) We can see that (6.9) holds for v ∈ C2(Ω) by using a Taylor’s expansion and
noting that (6.9) is equivalent to requiring vxy(x0, y0)
2 ≤ vxx(x0, y0)vyy(x0, y0),
which holds in limit for the second order Taylor’s expansion of v. Thus, the
discrete Hessian operator preserves the symmetry and semidefiniteness of the
continuous Hessian operator D2 when acting on v at (x0, y0), and it follows
that the high-dimensional FD methods (2.68) and (6.4) converge when uh →
v ∈ C2(Ω) ∩ C0(Ω), for uh defined by (2.70), and the unique viscosity solution
u ∈ C2(Ω) ∩ C0(Ω).
Lemma 6.2. Let v : Ω → R have a relative maximum at (x0, y0) ∈ Ω ⊂ R2. Then
the upper semi-continuity of v is not sufficient to guarantee there exists sequences
{hxk}k≥1, {hyk}k≥1 such that hxk , hyk → 0 and limk→∞D
2
hk
v(x0, y0) exists in R
2×2
with
lim
k→∞
D
2
hk
v(x0, y0) ≤ 0.
Proof. Let (x0, y0) = (0, 0) and Ω = B1(0), the unit ball centered at the origin. Define
v : Ω→ R by
v(x) =
−x
2 − y2, if xy = 0,
−x2 − y2 − 1, otherwise.
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Then v is upper semi-continuous on Ω. Observe,
D
2
hv(0, 0) =
 −2 −hxhy − hyhx + 2h2x+h2yhxhy + 1hxhy
−hx
hy
− hy
hx
+ 2
h2x+h
2
y
hxhy
+ 1
hxhy
−2
 .
Thus, for 0 < hx, hy << 1, we have D
2
hv(0, 0) is not negative semidefinite, and it
follows that there are no sequences {hxk}k≥1, {hyk}k≥1 such that hxk , hyk → 0 and
limk→∞D
2
hk
v(x0, y0) ≤ 0. The proof is complete.
Lemma 6.3. Let v : Ω → R have a relative maximum at (x0, y0) ∈ Ω ⊂ R2. Then
the continuity of v is not sufficient to guarantee for all sequences {hxk}k≥1, {hyk}k≥1
such that hxk , hyk → 0 and limk→∞D
2
hk
v(x0, y0) exists in R
2×2
, there holds
lim
k→∞
D
2
hk
v(x0, y0) ≤ 0.
Proof. Let (x0, y0) = (0, 0) and Ω = B1(0), the unit ball centered at the origin. Let
v : Ω→ R be continuous with
v(x) =
−x
2 − y2, if xy = 0,
−|x− y|, if x = −y.
Suppose hx = hy. Observe,
D
2
hv(0, 0) =
 −2 −2 + 2hx
−2 + 2
hx
−2
 .
Thus, for 0 < hx << 1, we have D
2
hv(0, 0) is not negative semidefinite, and it follows
that limk→∞D
2
hk
v(x0, y0) ≤ 0 does not hold for {hxk}k≥1 such that hxk → 0 and
hyk = hxk . The proof is complete.
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Remark 6.2.
(a) Suppose v is an upper semi-continuous function that attains a relative maximum
at (x0, y0). Let λ1, λ2 ∈ R be the eigenvalues of D2hv(x0, y0). Due to the fact
that δ2xi,hiv(x0, y0) ≤ 0, i = 1, 2, by (6.7), we have only two possible cases:
either λ1, λ2 ≤ 0 or λi > 0 for some i = 1, 2 and λ1λ2 ≤ 0. Thus, we never
have D
2
hv(x0, y0) > 0, and it follows that the discrete Hessian operator D
2
h does
not have the resolution to distinguish between a relative maximum and a saddle
point when acting on low-regularity functions.
(b) Suppose u − ϕ attains a relative maximum at (x0, y0) for u an upper semi-
continuous function and ϕ ∈ C2. Since we are unable to construct a sequence
such that
lim
k→∞
D
2
hk
u(x0, y0) ≤ D2ϕ(x0, y0),
we do not have
F∗
(
lim
k→∞
D
2
hk
u(x0, y0),∇ϕ(x0, y0), ϕ(x0, y0), x0, y0
)
≥ F∗
(
D2ϕ(x0, y0),∇ϕ(x0, y0), ϕ(x0, y0), x0, y0
)
.
Thus, another direction would be to show
lim
k→∞
[
D21hk
u(x0, y0)
]
i,j
≥ [D2ϕ(x0, y0)]i,j ≥ limk→∞ [D22hku(x0, y0)]i,j
for two discrete Hessian operators D21h and D
2
2h
and i, j = 1, 2 such that i 6= j.
Then using the g-monotonicity assumption with component-wise ordering and
consistency, we would arrive at
F∗
(
D′,∇ϕ(x0, y0), ϕ(x0, y0), x0, y0
)
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for
[D′]i,j =
ϕxixj(x0, y0), for i 6= j,lim infh→0 δ2xi,hiu(x0, y0), for i = j
and D′ ≤ D2ϕ(x0, y0). However, by Section 6.1.1, we see that such an inequality
is not known.
(c) Similar remarks and counterexamples exist regarding the discrete Hessian
operators D2h, D̂
2
h, and D˜
2
h (defined in Section 2.1) acting on a function at
a relative maximum.
6.2 The DGFE Differential Calculus and Applica-
tions
A major hurdle in approximating viscosity solutions of fully nonlinear PDEs is
the necessity to approximate and/or numerically interpret weak derivatives and, in
some cases, distributional derivates. To this end, a DGFE differential calculus was
developed in [26]. The discrete calculus uses DG methodologies to systematically
develop a numerical differentiation theory targeted towards approximating weak
derivatives of Sobolev functions and piecewise Sobolev functions. In the paper,
various numerical derivative operators are introduced such as the gradient, divergence,
Hessian, and Laplacian operator. Then, corresponding calculus rules are established
such as the product and chain rules, integration by parts formulas, and the
divergence theorem. Furthermore, approximation properties are established as well as
relationships with known FD numerical differential calculus theory. Using the DGFE
differential calculus, classical DG methods for numerical PDEs are reinterpreted
and new DG methods such as the DWDG method are developed. Additionally, by
choosing V h correctly, classical FEM can be expressed. Thus, the DGFE differential
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calculus provides a unique formalism that has promising potential in the study of
numerical PDEs.
6.2.1 Formulation
We now give a brief overview of the derivation and some results found in [26]. The
following uses the notation defined in Section 3.1. For an interior face/edge e ∈ EIh ,
we define the trace operators
Q±i (v) := {v} ±
1
2
sgn(n(i)e )[v], where sgn(n
(i)
e ) =
1 if n
(i)
e ≥ 0,
−1 if n(i)e < 0
(6.11)
for all v ∈ Vh := W 1,1(Th)∩C0(Th), where ne =
(
n
(1)
e , n
(2)
e , . . . , n
(d)
e
)t
denotes the unit
normal for e. Observe, the trace operators are equivalent to the trace operators T±i
defined locally in Section 3.2.2. For a boundary face/edge e ∈ EBh , we simply let
Q±(v)(x) := lim
y∈Ω
y→x
v(y) ∀ x ∈ e. (6.12)
Let γ±i be piecewise constants with respect to the set of interior faces/edges EIh . Then,
using the trace operators Q±, we define the discrete partial derivatives ∂±h,xiv ∈ V h
by
(
∂±h,xiv, ϕh
)
Th :=
〈Q±i (v)n(i), [ϕh]〉Eh − (v, ∂xiϕh)Th + 〈γ±i [v], [ϕh]〉EIh ∀ϕh ∈ V h,
(6.13)
and, if v has known boundary data g ∈ L1(∂Ω), we define the discrete partial
derivatives ∂±,gh,xiv ∈ V h by
(
∂±,gh,xiv, ϕh
)
Th :=
(
∂±h,xiv, ϕh
)
Th +
〈
g n(i), ϕh
〉
E˜Bh
− 〈v n(i), ϕh〉EBh ∀ϕh ∈ V h. (6.14)
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Using the above discrete partial derivate operators, we can immediately define
first and second order discrete derivate operators. To this end, we define the first
order discrete derivative operators by
∇±h,∗v :=
(
∂±,∗h,x1v, ∂
±,∗
h,x2
v, · · · , ∂±,∗h,xdv
)t
, (6.15)
div±h,∗~v := ∂
±,∗
h,x1
v1 + ∂
±,∗
h,x2
v2 + · · ·+ ∂±,∗h,xdvd (6.16)
for any v ∈ Vh and ~v = (v1, v2, · · · , vd)t ∈
[Vh]d. We also define the second order
discrete derivative operators by
D+,±h;∗,∗∗v := ∇+h,∗∗
(∇±h,∗v)t , D−,±h;∗,∗∗v := ∇−h,∗∗ (∇±h,∗v)t , (6.17)
∆+,±h;∗,∗∗v := div
+
h,∗∗∇±h,∗v, ∆−,±h;∗,∗∗v := div−h,∗∗∇±h,∗v, (6.18)
for any v ∈ Vh. In the above definitions, ∗, ∗∗ can either be empty or denote a known
boundary data function, where ∗ corresponds to Dirichlet data and ∗∗ corresponds
to Neumman data.
6.2.2 Properties of DGFE Discrete Derivatives
We now state some properties concerning the DGFE discrete derivatives defined in
Section 6.2.1.
Proposition 6.1. For any v ∈ Vh ∩ H1(Ω), ∂±h,xiv coincides with the L2-projection
of ∂xiv onto V
h. We write ∂±h,xiv = Ph∂xiv, where Ph denotes the L2 projection onto
V h.
Theorem 6.1. Let F ∈ C1(R), F ′ ∈ L∞(R). For u, v ∈ Vh ∩ C0(Ω), there holds, for
i = 1, 2, · · · , d,
∂h,xi(uv) = Ph
(
u∂xiv + v∂xiu
)
, (6.19)
∂h,xiF (u) = Ph
(
F ′(u)∂xiu
)
, (6.20)
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where
∂h,xi :=
∂+h,xi + ∂
−
h,xi
2
.
Theorem 6.2. The formal adjoint of the operator div±h is −∇∓h,0 with respect to the
inner product (·, ·)Th provided γ+i = −γ−i for all i = 1, 2, . . . , d; that is,
(div±h~vh, ϕh)Th = −(~vh,∇∓h,0ϕh)Th (6.21)
for all ~vh ∈
[Vh]d , ϕh ∈ V h. In addition, if γ+i = −γ−i , then the formal adjoint of
the operator div±
h,~0
is −∇∓h .
Remark 6.3. The above properties can all be extended for functions from the space
Vh. See [26] for more details.
6.2.3 The DWDG Method
We end this section by formulating a new DG method that was first inspired by the
observations in Section 3.2.5 and later analyzed in the context of Poisson’s equation
using the formalism of the DGFE discrete calculus. The following material can be
found in [40].
Consider the Poisson equation with Dirichlet boundary condition:
−∆u = f in Ω, (6.22a)
u = g on ∂Ω, (6.22b)
where f ∈ L2(Ω) and g ∈ L2(∂Ω) are two given functions. Let jh,g : Vh → V h be the
unique operator satisfying
(
jh,g(v), ϕh
)
Th =
〈
η1[v], [ϕh]
〉
EIh
+
〈
η1v, ϕh
〉
EBh
− 〈η1g, ϕh〉E˜Bh ∀ϕh ∈ V h, (6.23)
where η1 is a penalty parameter that is piecewise constant with respect to the set of
faces/edges, and suppose γ±i = 0 in (6.13). Then, the symmetric DWDG method is
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given by
−∆
−+
h,g uh + ∆
+−
h,g uh
2
+ jh,g(uh) = Phf. (6.24)
By Theorem 6.2, problem (6.24) is equivalent to finding uh ∈ V h such that
1
2
(∇+h,guh,∇+h,0vh)Th +
1
2
(∇−h,guh,∇−h,0vh)Th + jh,g(uh) = (f, vh)Th (6.25)
for all vh ∈ V h.
Theorem 6.3. Set ηmin := mine∈Eh h
−1
e η1(e). Suppose that there exists at least one
simplex K ∈ Th with exactly one boundary face/edge. Then, there exists a unique
solution to (6.24) provided ηmin ≥ 0. Furthermore, if the triangulation is quasi-
uniform, and if each simplex in the triangulation has at most one boundary face/edge,
then there exists a constant C∗ > 0 independent of h and η1 such that problem (6.24)
has a unique solution provided ηmin > −C∗.
Theorem 6.4. Let uh be the solution to (6.24), u ∈ Hs+1(Ω) be the solution to
(6.22), and ηmax = maxe∈Eh h
−1
e η1(e). Then uh satisfies the following estimate provided
ηmin > 0:
‖u− uh‖L2(Ω) ≤ Chs+1
(√
ηmax +
1√
ηmin
)2
|u|Hs+1(Ω) (1 ≤ s ≤ r), (6.26)
and if the triangulation is quasi-uniform and ηmin > −C∗, then there holds
‖u− uh‖L2(Ω) ≤ Chs+1
(√
|ηmin|+ 1√
C∗ + ηmin
)2
|u|Hs+1(Ω), (6.27)
where C denotes a generic positive constant independent of h, and C∗ is the positive
constant from Theorem 6.3.
We emphasize that problem (6.24) is well-posed without the added penalty term
jh,g. As far as we are aware, this is the first symmetric DG method that has this
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property in any dimension (cf. [40] and the references therein). The optimality of
the DWDG method for the Poisson equation and the lack of a penalty term warrants
applying the DWDG method to other second order PDEs, especially since the lack
of a penalty term may have positive implications when using multigrid solvers. The
formulation can also easily be extended to the fourth order biharmonic equation.
6.3 Linear Second Order Elliptic Equations of
Non-Divergence Form
In order to apply Algorithm 5.1 for approximating the Hamilton-Jacobi-Bellman
equation, we must first be able to approximate the viscosity solutions of linear second
order elliptic equations of non-divergence form. Thus, we need to develop convergent
numerical schemes for the problem
Lu := −A : D2u+~b · ∇u+ c u = f in Ω, (6.28a)
u = g on ∂Ω, (6.28b)
where we assume A ∈ [L∞(Ω)]d×d; ~b ∈ [L∞(Ω)]d; c, f ∈ L∞(Ω), c ≥ 0; and there
exists λ,Λ > 0 such that
λ |ξ|2 ≤ ξ · A(x)ξ ≤ Λ |ξ|2 ∀ ξ ∈ Rd, x ∈ Ω.
As far as we are aware, no existing numerical methods are known to converge to the
viscosity solution of (6.28) without making additional assumptions (cf. [50] and the
references therein).
The numerical methods developed in Chapters 2, 3, and 4 are designed to directly
approximate the viscosity solution of (6.28). Furthermore, when A is a diagonal
matrix, we have shown the FD methods in Chapter 2 are convergent. Also, by the L∞
constraints on the differential operator L, the Lax-Friedrichs-like numerical operators
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are globally g-monotone. However, the admissibility and stability proofs in Chapter 2
for the Lax-Friedrichs-like numerical operators would need to be reworked to account
for the low order terms. In particular, the fixed point argument used is based on
forming a mapping that commutes with the addition of constants, a property that
no longer holds if c 6= 0. We do note that the form of the Hamilton-Jacobi-Bellman
equation that arises from stochastic optimal control, as formulated in Section 1.4.2,
does in fact have c = 0.
An indirect approach for approximating (6.28) was developed in Chapter 5 using
the vanishing moment method. However, the analysis assumed A is continuous,~b = ~0,
and c = 0, in which case the viscosity solution is actually in H2(Ω). Thus, the stability
and convergence analysis for the vanishing moment method needs to be extended to
account for lower order terms and a lack of continuity for the coefficient functions.
To this end, we would expect the stability estimates for u to be inversely related to
 in both the H1 and H2 semi-norms. However, the stability estimates for u may
still be independent of  in the L2 norm, allowing for the weak passage of limits in
the existence proof and possibly the same rates of convergence for u to the viscosity
solution u in the L2 norm with respect to . Since the underlying viscosity solution
would be in C0, estimates should also be derived in the C0 or L∞ norms.
The analysis for the vanishing moment method also required the use of a couple
of conjectures that need to be proved. The two conjectures both resemble the
trace inequality with additional jump terms for the piecewise constant matrix-valued
function A. We now consider proving Conjecture 5.1 using the trace inequality from
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Section 5.2.1 with α = 0:
M∑
j=1
(Aj∇v · nj, v)∂Ωj =
∑
Γj∈EB
(Aj∇v · nj, v)Γj (6.29)
+
∑
Γi,j∈EI
(
(Ai − Aj)∇v · ni, v
)
Γi,j
=
∑
Γi,j∈EI
(
(Ai − Aj)∇v · ni, v
)
Γi,j
≤
∑
Γi,j∈EI
∣∣∣∣( (Ai − Aj)∇v · ni, v)
Γi,j
∣∣∣∣
≤
∑
Γi,j∈EI
‖(Ai − Aj)∇v · ni‖L2(Γi,j) ‖v‖L2(Γi,j)
≤
∑
Γi,j∈EI
‖(Ai − Aj)‖L∞(Γi,j) ‖∇v · ni‖L2(Γi,j) ‖v‖L2(Γi,j)
≤ δA
∑
Γi,j∈EI
‖∇v‖L2(Γi,j) ‖v‖L2(Γi,j)
≤ δA
M∑
j=1
‖∇v‖L2(∂Ωj) ‖v‖L2(∂Ωj)
≤ δA
2
M∑
j=1
‖∇v‖2L2(∂Ωj) +
δA
2
M∑
j=1
‖v‖2L2(∂Ωj)
≤ δAC
2
T
2
M∑
j=1
‖∇v‖2H1(Ωj) +
δAC
2
T
2
M∑
j=1
‖v‖2H1(Ωj)
≤ δAC
2
T
2
∥∥D2v∥∥2
L2(Ω)
+ δAC
2
T ‖∇v‖2L2(Ω)
+
δAC
2
T
2
‖v‖2L2(Ω)
≤ δAC2T ‖v‖2H2(Ω)
Unfortunately, the inequality is not sufficiently sharp due to the fact the constant CT
is inversely related to ρ ≈ diam Ωj for all j = 1, 2, . . . ,M . Thus, we cannot use δA
to control the right-hand side of (6.29), and it follows that we cannot use the above
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estimate in the a-priori estimates of Chapter 5 without a stronger assumption on the
regularity of A such as a Lipschitz continuity assumption.
We end with a couple more comments regarding sharpening (6.29). First, the
above estimate does not need to hold for all v ∈ H2(Ω) ∩ H10 (Ω), but instead just
the eigenfunctions of the Laplace operator. The constant from Poincare`’s inequality
is directly related to ρ, and ∆jψ has zero trace for all integers j ≥ 0 whenever
ψ is an eigenfunction of the Laplace operator. Second, the strong solution u for
(5.8) can be shown to be uniformly bounded in H2 using cutoff functions (cf. [32]).
Thus, it may be possible to derive uniform H2 estimates for the strong solution u
using the technique where A is approximated by A, and uniform estimates for u
would immediately follow. Then, the vanishing moment method would amount to a
numerical technique to avoid stability issues such as those in Example 5.3 when using
 = 0.
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