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Entanglement is a resource to overcome the natural restriction of operations used for state ma-
nipulation to Local Operations assisted by Classical Communication (LOCC). Hence, a bipartite
maximally entangled state is a state which can be transformed deterministically into any other state
via LOCC. In the multipartite setting no such state exists. There, rather a whole set, the Maximally
Entangled Set of states (MES), which we recently introduced, is required. This set has on the one
hand the property that any state outside of this set can be obtained via LOCC from one of the
states within the set and on the other hand, no state in the set can be obtained from any other state
via LOCC. Recently, we studied LOCC transformations among pure multipartite states and derived
the MES for three and generic four qubit states. Here, we consider the non-generic four qubit states
and analyze their properties regarding local transformations. As already the most coarse grained
classification, due to Stochastic LOCC (SLOCC), of four qubit states is much richer than in case of
three qubits, the investigation of possible LOCC transformations is correspondingly more difficult.
We prove that most SLOCC classes show a similar behavior as the generic states, however we also
identify here three classes with very distinct properties. The first consists of the GHZ and W class,
where any state can be transformed into some other state non–trivially. In particular, there exists
no isolation. On the other hand, there also exist classes where all states are isolated. Last but not
least we identify an additional class of states, whose transformation properties differ drastically from
all the other classes. Although the possibility of transforming states into local-unitary inequivalent
states by LOCC turns out to be very rare, we identify those states (with exception of the latter
class) which are in the MES and those, which can be obtained (transformed) non-trivially from
(into) other states respectively. These investigations do not only identify the most relevant classes
of states for LOCC entanglement manipulation, but also reveal new insight into the similarities and
differences between separable and LOCC transformations and enable the investigation of LOCC
transformations among arbitrary four qubit states.
Contents
I. Introduction 2
II. General method of determining the MES 6
A. Notation 6
B. Separable transformations and MES3 and MES4 6
C. Symmetries and seed states 8
D. Outline of proceeding sections and results 10
III. The SLOCC classes Gabcd 12
A. Cyclic eigenvalues 12
1. Two cycles of size 2 12
2. A cycle of size 4 14
3. A cycle of size 3 14
B. A non-zero triple-degenerate eigenvalue 14
C. A double-degenerate non-zero eigenvalue and two different non-degenerate eigenvalues 19
D. Two non-zero double-degenerate eigenvalues 23
1. The case a2 6= ±c2 and a, c 6= 0 23
2. The case a2 = −c2 and a 6= 0 23
E. A double-degenerate zero eigenvalue and two different non-degenerate eigenvalues 25
F. A double-degenerate non-zero eigenvalue and a double-degenerate zero eigenvalue 25
IV. The SLOCC classes Labc2 25
A. The SLOCC classes Labc2 for c 6= 0 25
1. The case a2 6= b2 6= c2 6= a2 and c 6= 0 26
2. The case a2 = c2 6= b2 and c 6= 0 27
23. The case a2 = b2 6= c2 and a, c 6= 0 28
4. The case a2 = b2 = c2 6= 0 29
5. The case a = b = 0 and c 6= 0 31
B. The SLOCC classes Labc2 for c = 0 32
1. Case (1): a2 6= b2 and a, b 6= 0 32
2. Case (2): a2 = b2 and a 6= 0 33
V. The SLOCC classes La2b2 33
A. The SLOCC classes La2b2 for a, b 6= 0 33
1. Case (1): a2 6= ±b2 33
2. Case (2): a2 = −b2 and a, b 6= 0 34
3. Case (3) a2 = b2 and a, b 6= 0 35
B. The SLOCC classes La2b2 for a = 0 and b 6= 0 35
C. The SLOCC class La2b2 for a = b = 0 36
VI. The SLOCC classes Lba3 36
A. The SLOCC classes Lba3 for a 6= 0 36
1. The case a2 6= b2 and a 6= 0 36
2. The case a2 = b2 and a 6= 0 36
B. The SLOCC classes Lba3 with a = 0 37
1. The case a = 0 and b 6= 0 37
2. The case a = b = 0 38
VII. The SLOCC classes La4 38
A. The SLOCC classes La4 for a 6= 0 38
B. The SLOCC class La4 for a = 0 39
VIII. The SLOCC classes La203⊕1 41
IX. The SLOCC class L05⊕3 41
X. The SLOCC class L07⊕1 43
XI. Conclusions 45
ACKNOWLEDGEMENTS 46
Appendix A: Proof of Lemma 9 46
Appendix B: Proof of Lemmas 11 and 12 50
Appendix C: Proof of Lemmas 16 and 17 51
Appendix D: Proof of Lemmas 18 and 19 55
Appendix E: Proof of Lemma 34 61
Appendix F: Proof of Lemmas 36 and 37 63
References 66
I. INTRODUCTION
Multipartite states occur in many applications of quantum information, such as one-way quantum computing,
quantum error correction, and quantum secret sharing [1–3]. The existence of those practical and abstract applications
is due to the subtle properties of multipartite entangled states. Furthermore, multipartite entanglement plays also an
important role in other fields such as many-body physics [4]. Thus, one of the main goals in quantum information
theory is to gain a better understanding of the non-local properties of quantum states. However, whereas the bipartite
case is well understood, the multipartite case is much more complex. Even though a big theoretical effort has been
3undertaken where several entanglement measures for multipartite states have been introduced [5], different classes of
entangled states have been identified [6], and a normal form of multipartite states has been presented [7], we are far
from a full-fledged theory of multipartite entanglement [8].
The paradigm of Local Operations and Classical Communication (LOCC) plays a fundamental role in entanglement
theory. First, this is the most general class of transformations spatially separated parties can implement: each party
can apply locally to its share of the state the most general transformation allowed by the laws of quantum mechanics (a
trace-preserving completely positive map) which can be conditioned on the other parties’ outcomes through successive
rounds of classical communication. Thus, the study of LOCC transformations provides the possible protocols with
which entangled states can be manipulated for spatially separated parties. Second, and more importantly, entangle-
ment is the resource to overcome the limitations due to LOCC transformation, as entanglement can only decrease
under LOCC transformations. Hence, the investigation of LOCC transformations induces an operationally meaningful
ordering in the set of entangled states. Indeed, if the state |ψ〉 can be transformed by LOCC into the state |φ〉, then
all tasks that can be implemented using the latter are also amenable using the former (but not necessarily the other
way around). Hence, |ψ〉 is more (or equally) useful than |φ〉 and consequently more (or equally) entangled. Obviously
then, the very basic requirement for an entanglement measure is to respect the LOCC ordering. Thus, the study
of LOCC transformations allows to classify which states are more useful for quantum information processing from a
solid theoretical point of view. Unfortunately, the investigation of LOCC protocols is in general very difficult as their
mathematical characterization is involved and plagued with technical subtleties [9]. For instance, it has been recently
shown that the set of LOCC operations is not closed [10, 11] and certain transformations can only be accomplished in
the limit of infinitely many rounds of classical communication [12]. In fact, considering transformations among pure
states, although LOCC convertibility is characterized in the bipartite case [13], only a few classes of states have been
studied in the multipartite case [14–16] prior to our work.
Due to these difficulties, other directions to classify the entanglement contained in a multipartite system have
been pursued such as Local Unitary (LU) and Stochastic LOCC (SLOCC) equivalence. These approaches consider
a more amenable mathematical problem which provides an operationally meaningful classification. Two n-partite
states, |Ψ1〉 , |Ψ2〉 are called LU-equivalent if there exist LUs, U1, . . . Un such that U1 ⊗ . . . ⊗ Un |Ψ1〉 = |Ψ2〉. Note
that two states which are LU-equivalent are equally useful (i. e. LU is an invertible LOCC protocol) and, therefore,
this classification groups states that contain exactly the same amount of entanglement. Necessary and sufficient
conditions for the LU-equivalence of pure n-qubit states have been derived in [17]. On the other hand, the SLOCC
classification questions whether two states, |Ψ1〉 and |Ψ2〉, can be interconverted at least probabilistically by LOCC
[6, 18]. Mathematically this means that there exists a local invertible operation, g such that g |Ψ1〉 = |Ψ2〉. For three-
qubit entangled states it has been shown there there exist two different truly tripartite entangled SLOCC classes, the
GHZ-class and the W-class [6] [41]. However, for more systems, there are infinitely many SLOCC classes [18]. Note
that the entanglement contained in states belonging to different SLOCC classes is fundamentally different. However,
as it is the case for the LU classification too, this just defines equivalence classes and does not allow to order entangled
states according to their usefulness. On the other hand, it is known that any LOCC operation can be written as a
separable map (SEP). These are maps of the form ρ→∑iXiρX†i , where the Xi are local operators and∑iX†iXi = 1l.
In [19] necessary and sufficient conditions for the possibility of transforming one state into another via SEP have been
investigated (see also below). Contrary to the approaches mentioned above, SEP defines an ordering; however, it
must be noted that LOCC is strictly contained in SEP (i. e. there exist transformations that can be implemented by
SEP but not by LOCC [10, 20, 21]) and SEP transformations lack an operational interpretation.
Given the enormous complexity of multipartite entangled states, it would be desirable to go beyond the classifications
based on equivalence mentioned above and find classes of states which are indicated to be particularly relevant in an
operationally meaningful sense as put forward by the principles of entanglement theory. To this end, we introduced
recently the concept of the maximally entangled set (MES) of multipartite states [22], which we will explain in the
following. In contrast to the simple picture we have in the bipartite case, in the multipartite case many different
notions of maximally entangled states exist in the literature (see e.g. [23, 24]). Most of them refer to states which
optimize a certain measure of entanglement. However, from the fundamental point of view, it should be clear from our
argumentations above that the most meaningful way to order the set of entangled states is by LOCC convertibility.
Considering entanglement as a resource, a maximally entangled state ought to be a state which can be transformed
into any other state deterministically via LOCC. In the bipartite case, it follows from the results of [13] that this
is the state |Φ+〉 ∝ ∑i |ii〉. Note that here and in the following we consider convertibility via LOCC only among
LU-equivalence classes as LU transformations can always be performed. Thus, we only consider one representative
for each LU-equivalence class. As there are more than one truly n-partite entangled SLOCC classes for n ≥ 3, there
cannot exist a single maximally entangled state. In fact, as we showed in [22] the generalization of the maximally
entangled bipartite state leads to a set of pure states, the MES. This set, MESn, has the following properties: (i)
No state in MESn can be obtained from any other n-partite state via LOCC (excluding LU) and (ii) for any truly
n-partite entangled pure state, |Φ〉 6∈MESn, there exists a state inMESn from which |Φ〉 can be obtained via LOCC.
4Stated differently, it is the unique minimal set of states from which any other state can be reached via LOCC. Thus,
our notion of maximal entanglement completely matches the idea of maximal usefulness under LOCC manipulation.
The determination of the MES should then not only improve our understanding of the possibilities of multipartite
LOCC protocols but, more importantly, identify the class of the most relevant entangled states in an operational
way. Notice that we restrict to LOCC transformations among fully-entangled n-qubit pure states. This implies, that
transformations can only be done among states in the same SLOCC class. Thus, the MES identifies the most (in the
above mentioned sense) relevant states in each SLOCC class.
In [22] we provided general tools to decide LOCC convertibility in the multipartite case and characterized MES3
and the generic subset of MES4. Interestingly, these sets contain infinitely many states (even in the 3-qubit case
where there exist just two different SLOCC classes). However,MES3 is of measure zero in the full set of 3-qubit states
and only relatively few states are maximally useful for LOCC conversions. On the contrary, MES4 is of full measure:
almost all 4-qubit states are in the MES. However, the reason for this is that almost all states are isolated, i. e. they
can neither be obtained from nor transformed to any other fully entangled state by deterministic LOCC (excluding
LU). Hence, LOCC induces a trivial ordering in the set of entangled states and the possibility of LOCC conversions
is very rare in the multipartite case. This implies, that most states are useless for entanglement manipulation via
LOCC. However, in [22] we also identified a zero-measure subset of states in MES4 which are LOCC convertible.
Hence, despite the fact that MES4 is of full measure and therefore almost all states are required to reach any other
state, the most useful states regarding entanglement manipulation are contained in the zero-measure set of LOCC
convertible states in the MES. Note that this significant set of multipartite entangled states is as in the bipartite case
likely to guide to new applications. In [22] we considered solely generic 4-qubit states, i. e. we excluded SLOCC classes
giving rise to a subset of states of measure zero. The aim of this paper is to complete this analysis by considering all
the remaining SLOCC classes which can be grouped into nine families. The reason for doing so is not just for the
sake of completeness. It is not enough to know the MES for generic states as from the point of view of applications
it is generally believed that very few states are relevant. Actually, most multipartite states highlighted in previous
literature from its potential for applications and/or relevant mathematical structure such as the GHZ state [25], the
cluster state [2] or the |L〉 and |M〉 states [24] belong to the non-generic 4-qubit SLOCC classes. Moreover, even if
certain properties, such as isolation is a generic feature for the SLOCC classes studied in [22], it could happen that this
is not the case for non-generic families. In fact, as we will show here, there are three classes (each containing one or
more SLOCC classes) which show a completely different behavior regarding LOCC transformations than the generic
and all remaining SLOCC classes do. In order to explain the differences let us mention here that for the generic
SLOCC class investigated in [22] the following holds: i) most states are isolated, i.e. they can neither be reached from
nor transformed to any other state via non–trivial LOCC; ii) any state which can be reached via a separable operation
can also be reached via a very simple LOCC protocol. They consist of only one party applying a measurement (and
all the other parties just apply a local unitary depending on the measurement outcome) [26]. iii) All properties, such
as being in MES, being convertible, being reachable (via both SEP and LOCC) can be directly read off a state given
in the standard form. The standard form will always be given by g1⊗ g2⊗ g3⊗ g4⊗|Ψ〉, where the gi ∈ SL(2) for any
i and the state |Ψ〉 is some carefully picked representative of the SLOCC class. In standard form, some conditions,
which depend on the SLOCC class under consideration, on the operators gi are imposed, e.g. that they are diagonal.
Given this standard form, it holds generically that a state is reachable iff there exists a local symmetry of |Ψ〉, such
that three of the operators gi commute with the corresponding local terms of the symmetry, whereas the fourth does
not. A state which is not reachable is necessarily in MES. All reachable states can then be shown to be reachable by
a state in the MES. Moreover, interestingly all states which are reachable are also convertible.
Here, we show that for the vast variety of non-generic SLOCC classes properties i)–iii) still hold true. However, we
also identify the following classes which show a very distinct behavior:
(I) Classes, where no state is isolated. That is LOCC conversions to or from any state are always possible. In fact,
there are only two such classes, the one corresponding to the GHZ state, |0000〉+ |1111〉, and that corresponding
to the W state, |0001〉+ |0010〉+ |0100〉+ |1000〉 (see Sec. III F and Sec. VI B2). Note that this also explains
why there exists no isolation in case of three qubits, as there the only genuinely three–partite entangled classes
are the GHZ and the W class. Moreover, the GHZ and W class are the only classes for which the set of states
in MES and these particular SLOCC class are of zero-measure. In all the other cases almost all states inside
the particular class are isolated and are therefore necessarily in MES. Note further that these results hold also
true in the n–qubit W and GHZ case.
(II) Classes where all states are isolated. In these classes not even separable transformation can be found which
transform any of the states into a state which is not LU–equivalent to the initial state (see Sec. VIA, Sec.
VIB1 and Sec. VIIA). Note that these classes can be seen as those having exactly the opposite properties as
the GHZ and W class.
(III) A class where it is no longer the case that states which can be reached via a separable operation can also be
5reached via a very simple LOCC protocol, where only one party measures. Moreover, it is no longer possible to
infer from the standard form the SEP convertibility properties of a state. That is, the local operations do no
longer need to have the properties explained in (iii) for a state to be reachable via SEP. The structure of the
separable transformation which is possible in this case is impossible in all the other classes. This class is called
L-state class in the literature (see Sec. III A 3). Certain states in this class have properties resembling states
in the three qutrit case [27]. There we identify pairs of states, (|Ψ〉 , |Φ〉), where the transformation from |Ψ〉
to |Φ〉 is possible via SEP, however, no LOCC protocol exists to realize this transformation. Note that as the
difference among these transformations has only been proven among conversions involving ensembles of states
[10, 21], and that it is known that they are equivalent in the case of transformations among pure bipartite states
[28], this result is in strong contrast to all previous results of pure state transformations. It constitutes the first
example of pure state transformations, which are possible via SEP, but not via LOCC. As the properties of
states in this class are significantly distinct from all other classes and as they resemble the three qutrits, which
we analyze in [27], the investigation of all MES in this class is beyond the scope of this paper. Note that the
existence of this particular SLOCC class is likely to be the reason for why the general properties valid for all
other classes (mentioned above) cannot be proven in general. This implies that basically every family of SLOCC
classes has to be treated separately.
Note that the existence of these classes is precisely the reason for investigating in detail the very involved case of
four qubits. It is our intention to investigate in the future whether this different behavior might be useful for certain
applications. Moreover, their existence also shows once again the notoriously difficult structure of multipartite LOCC
transformations.
Apart from the identification of the classes mentioned above, we present here the characterization of all states in
MES4 (excluding the ones in the L–state class). Moreover, we characterize the LOCC convertible states in MES4
for all these SLOCC classes, thus providing the most relevant subclass of states for LOCC manipulation.
On the other hand, it is of technical interest to investigate further the difference between SEP and LOCC oper-
ations. Moreover, dealing here with all the possible 4-qubit SLOCC classes and their very different mathematical
structure shows in more detail the wide applicability of the techniques we introduced in [22] to decide LOCC and SEP
convertibility. We present here all the details of the derivations as they can be used directly to study arbitrary LOCC
transformations among four qubits. This is relevant to compute for instance the new entanglement measures which
we recently introduced [26, 29]. There, the entanglement of a state is measured by how useful it is for state transfor-
mations and how difficult it is to generate the state. More precisely, the source entanglement measures the volume of
states which can reach the state via LOCC, the accessible entanglement measures how many LU–inequivalent states
can be reached from the state of interest via LOCC. Due to the operational character of these quantities it is easy to
construct entanglement measures from them. Moreover, the standard form introduced for each SLOCC class can be
utilized to decide very easily whether two states are LU–equivalent or not [42].
Hence, the results presented here do not only characterize the most relevant states (with the exception of the
L–state class), but can be used to study general LOCC transformations among four qubit states. Moreover, they
reveal novel differences and similarities between SEP and LOCC transformations and lead to a simple criterion for
LU–equivalence.
The outline of the remaining of the paper is the following. In Section II we first introduce our notation. Then, we
recall the results on SEP and will then show how they can be used to study LOCC transformations. As we will see,
the symmetries of a state play an important role in the investigation of the possible transformations from and to a
state. We will present a systematic method of determining the symmetries of an arbitrary 4-qubit state. Next, we will
show how the symmetry can be used to identify a standard form up to LUs for states in a particular SLOCC class.
Using the results on SEP we will then present the general formalism to determine all possible LOCC transformations.
Since any state, which cannot be reached via LOCC is necessarily in the MES, any state which cannot be reached
via SEP is particularly in the MES. For all classes but the L–state class, we will then show that whenever a SEP
transformation exists, it is already so constrained that one can find a corresponding very simple LOCC transformation.
It turns out that there is no need for complicated protocols and it suffices that each party measures just once. In
fact, any reachable state can be obtained via a LOCC protocol where only one party measures and the remaining
once apply, depending on the outcome, a local unitary operator, as mentioned above. In Sec. II the outline of the
subsequent sections is presented and the results are summarized. In Sec. III to Sec. X the various SLOCC classes [43]
are considered and the corresponding states in MES4 as well as the convertible states are identified. The structure
of these sections is always as outlined in Sec. II. However, unfortunately, in order to determine the possible SEP
operations almost always a new proof is required.
6II. GENERAL METHOD OF DETERMINING THE MES
In this section we present the general formalism of deriving the MES and the non–isolated states contained in the
MES. The section is organized as follows. First of all, we present the notation we are going to use throughout this
paper. Then we summarize the results presented in [19] regarding possible SEP transformation and the MES for three
and generic four qubit states. From then on it will be clear that the symmetries of a state will play an important role
in studying possible state transformations. In Subsec II C we will demonstrate how the symmetries of an arbitrary 4
qubit state can be determined. Finally, we will show how this allows us to identify a standard form of states within a
particular SLOCC class and the MES for that class. An outline of the subsequent sections, where the MES and the
non–isolated MES are determined for the various SLOCC classes, is presented and the results are summarized.
A. Notation
Throughout the paper σi, where i = 0, 1, 2, 3 and 1l, σx, σy, σz denote the identity operator and the Pauli operators.
Furthermore, W (α) = exp(iασw) for w = x, y, z. We will ignore normalization whenever it does not lead to any
confusion. By G we denote the set of local invertible (not necessarily determinant 1) operators. g, h denote elements
of G, e.g. g = g1⊗ . . .⊗gn, with gi ∈ GL(2). Two states are in the same SLOCC class (LU class) if there exists a g ∈ G
(g local unitary) which converts one state into the other respectively. Throughout the paper we denote by di (and
d˜i) a diagonal matrix ∈ GL(2). Moreover, we will use the notation Di = d†idi. U denotes the unitary transformation
that maps the computational basis into the magic basis [30], i.e.
U =
∣∣Φ+〉 〈00| − i ∣∣Φ−〉 〈01|+ ∣∣Ψ−〉 〈10| − i ∣∣Ψ+〉 〈11| , (1)
where |Φ±〉 = 1√
2
(|00〉±|11〉), |Ψ±〉 = 1√
2
(|01〉±|10〉) denote the Bell states. Whenever we consider a transformation
between two states, we denote by |Ψ1〉 = g |Ψ〉 the initial state and by |Ψ2〉 = h |Ψ〉 the final state, where |Ψ〉 is some
properly chosen representative state, which we call the seed state, for the considered SLOCC class. We will also use
the notation Gi = g
†
i gi. These operators are strictly positive (if they would not be of full rank entanglement would
be destroyed) and without loss of generality (wlog) we normalize these operators such that tr(Gi) = tr(Hi) = 1.
Hence, three parameters are needed in order to specify these operators. We will use two different parametrizations
throughout the text as, depending on the SLOCC class, it is more convenient to work with one or the other. In the
first one we will use the notation Gi =
(
g1i g
2
i
g2∗i g
3
i
)
where g3i = 1 − g1i and 0 ≤
√
(g1i − 1/2)2 + |g2i |2 < 1/2 (and
similarly for Hi). In case g
1
i = g
3
i and g
2
i is purely imaginary (or real) we write G
w
i = (g
w
i )
†gwi = 1l/2+g
2
i σw for w = y
(or w = x) respectively. For the second notation we will expand the operators in the basis {1l, σx, σy, σz} leading to
Gi = 1l/2 +
∑3
j=1 g¯
j
iσj and similarly for Hi. We will sometimes arrange these coefficients to form vectors that we
denote by gi = (g¯
1
i , g¯
2
i , g¯
3
i ) and that must fulfill 0 ≤ |gi| < 1/2. It will often happen that only one Pauli operator has
to be considered. In this case we use the notation gwi ∈ span{1l, σw} for w ∈ {x, y, z}. The group generated by some
operators Si will be denoted by 〈Si〉.
B. Separable transformations and MES3 and MES4
We review here the results on state transformation using separable transformation presented in [19] and the max-
imally entangled sets of three and generic four qubit states. Let us denote by S(|Ψ〉) the set of local symmetries of
|Ψ〉, i.e. S(Ψ) = {S ∈ G : S |Ψ〉 = |Ψ〉} [44]. It has been shown in [19] that a state |Ψ1〉 = g |Ψ〉 can be transformed
via SEP to |Ψ2〉 = h |Ψ〉 iff there exists an integer m and a set of probabilities, {pk}m1 (pk ≥ 0,
∑m
k=1 pk = 1) and
Sk ∈ S(Ψ) such that ∑
k
pkS
†
kHSk = rG. (2)
Here, H = h†h ≡⊗Hi, and G = g†g ≡⊗Gi are local operators and r = nΨ2nΨ1 with nΨi = || |Ψi〉 ||2. The local Positive
Operator-ValuedMeasure (POVM) elements [45] which transform |Ψ1〉 into |Ψ2〉 are given byMk =
√
pk√
r
hSkg
−1, which
can be easily understood as follows. Suppose that there exists a non–trivial SEP protocol, i.e. not all POVM elements
are local unitary operations, which transforms the state |Ψ1〉 into the state |Ψ2〉. Let us denote byMk the local POVM
7elements. Then we have
Mk |Ψ1〉 =
√
pk/r |Ψ2〉 , (3)
where r =
nΨ2
nΨ1
. Using the fact that |Ψ1〉 and |Ψ2〉 must be in the same SLOCC class and hence must be of the form
g |Ψ〉 , h |Ψ〉 for some g, h ∈ G and the seed state, |Ψ〉, we have that
Mk =
√
pk√
r
hSkg
−1. (4)
As Mk has to be local, Sk has to be a local symmetry of the state |Ψ〉. Eq. (2) expresses then nothing else but the
fact that the map is trace-preserving. Obviously the same holds true for LOCC transformations. Thus, in order to
determine the possible transformations, one first needs to determine the local symmetries of the state. In the next
section we present a systematic method of doing so.
In [22] we utilized this result to determine the MES3 and the generic set of MES4. For the sake of completeness
we recall here these results, which were derived as follows. First off all, it is clear that a state that cannot be reached
from any other state via SEP can also not be reached via LOCC. Thus, such a state must be in the MES. For all the
other states we derived an initial state and constructed a LOCC protocol, which transforms the latter to the desired
state. Note that a initial state can always be chosen to be in the MES. Using the same standard form as in [22] these
investigations led to the following results [22]:
Theorem 1. The MES of three qubits, MES3, is given by
MES3 = {gx1 ⊗ gx2 ⊗ gx3 |GHZ〉 , g1 ⊗ g2 ⊗ 1l |W 〉}, (5)
where no gxi ∝ 1l (except for the GHZ state) and g1 and g2 are diagonal.
The set of generic four-qubit states considered in [22] is given by the SLOCC classes, Gabcd, whose representatives
are of the form
|Ψ〉 = a+ d
2
(|0000〉+ |1111〉) + a− d
2
(|0011〉+ |1100〉) + b+ c
2
(|0101〉+ |1010〉) + b− c
2
(|0110〉+ |1001〉), (6)
where a, b, c, d ∈ IC with b2 6= c2 6= d2 6= b2, a2 6= b2, c2, d2 and the parameters fulfill the condition that there exists no
q ∈ IC\1 such that {a2, b2, c2, d2} = {qa2, qb2, qc2, qd2}. Excluding normalization and the overall phase this gives in
total six parameters to describe the seed states, |Ψ〉, for the generic SLOCC classes. The values of {g¯ji } identify LU-
inequivalent states (up to certain sign-flips) yielding 12 additional parameters to describe the states in these SLOCC
classes. Hence, in total states in these classes are described by 18 parameters. We showed in [22] that the MES of
generic four qubit states is of full–measure. In particular, it is shown that
Theorem 2. A generic state, h |Ψ〉, is reachable via LOCC from some other state iff (up to permutations) either
h = h1 ⊗ hw2 ⊗ hw3 ⊗ hw4 , for w ∈ {x, y, z} where h1 6= hw1 or h = h1 ⊗ 1l⊗3 with h1 6∝ 1l arbitrary.
All the remaining generic states are necessarily in MES4, which is hence of full measure. The reason for almost
all states being in MES4 is that deterministic LOCC manipulations among fully entangled 4-qubit states are almost
never possible, which is stated in the following theorem.
Theorem 3. A generic state g |Ψ〉 is convertible via LOCC to some other state iff (up to permutations) g = g1 ⊗
gw2 ⊗ gw3 ⊗ gw4 with w ∈ {x, y, z} and g1 arbitrary.
Combining Theorem 2 and Theorem 3 we obtained the following corollary.
Corollary 4. The only LOCC convertible generic states in MES4 are of the form g
w
1 ⊗ gw2 ⊗ gw3 ⊗ gw4 |Ψ〉 with
w ∈ {x, y, z} (excluding the case where gwi 6∝ 1l for exactly one i).
Thus, whereas almost all four qubit states are in MES4, almost none can be transformed into any other (LU–
inequivalent) state via LOCC.
8C. Symmetries and seed states
In order to determine the local symmetries of a state, we use the isomorphism between SL(2)⊗ SL(2) and SO(4).
It is a well–known fact that any element of SL(2)⊗ SL(2) is transformed via U † (see Eq. (1)) into a special complex
orthogonal matrix, i.e. for any g1, g2 ∈ SL(2) we have U †g1 ⊗ g2U ∈ SO(4) [46]. In case g1, g2 are both unitary, the
corresponding orthogonal matrix can be easily shown to be real (see e.g. [31]).
We consider now an arbitrary state of 4 qubits, |Ψ〉, and consider a bipartite splitting A|B, where both, A
and B contain two qubits. Then, |Ψ〉, can be written as |Ψ〉 = ∑i1,i2 |Ψi1,i2〉A |i1, i2〉B ≡ AΨ ⊗ 1l |Φ+〉AB, where
|Φ+〉AB =
∑
i1,i2
|i1, i2〉A |i1, i2〉B. Here, the states |Ψi1,i2〉 are unnormalized and AΨ =
∑
i1,i2
|Ψi1,i2〉 〈i1, i2| . In order
to determine the symmetries of |Ψ〉, we introduce the symmetric matrix
ZΨ = BΨB
T
Ψ, (7)
where BΨ = U
†AΨU . The reason for considering this operator is the following. Let gA, gB ∈ SL(2) ⊗ SL(2) and
consider the local transformation from |Ψ〉 to gA ⊗ gB |Ψ〉. The corresponding Z–operator transforms from ZΨ to
ZgA⊗gB |Ψ〉 = OZΨO
T , where O ∈ SO(4) is given by O = U †gAU . Similarly, the operator
Z˜Ψ = U
†ATΨUU
TAΨU
∗ = U †σ⊗2y UB
T
ΨBΨU
Tσ⊗2y U
∗ (8)
transforms to O˜Z˜ΨO˜
T , with O˜ = U †gBU . Thus, in order to determine the local symmetries, S of a state |Ψ〉, i.e.
S ∈ SL(2)⊗4 such that S |Ψ〉 = √s |Ψ〉 for some s ∈ IC\0, one may first determine the complex orthogonal matrices,
Oi (O˜i), which leave ZΨ (Z˜Ψ) (up to a factor) invariant respectively [47], i.e.
OiZΨO
T
i = qZΨ (9)
O˜iZ˜ΨO˜
T
i = q˜Z˜Ψ, (10)
with qq˜ = s. Since the local symmetries of the state must be of the form UOiU
† ⊗ UO˜jU †, for some i, j, it only
remains to single out those operators, which leave the state itself invariant. Let us remark here that the symmetry
group is not necessarily finite. For instance, there exist infinitely many local symmetries of the GHZ-state [19, 22].
As a similarity transformation cannot change the eigenvalues and the block structure of the Jordan form of ZΨ [32],
Eq. (9) can only be satisfied if q{λi} = {λi}, where {λi} denotes the set of eigenvalues of Z (taking multiplicities into
account). Hence, in most cases, q = 1 is the only solution. However, there are instances, where a more general choice
of q must be taken into account, e.g. for {λi} = {0, ei2pi/3, ei4pi/3, 1} q = ei2pi/3 would be a solution (see Sec. III A 3).
Moreover, for λi = 0 ∀i we have that any q ∈ IC\0 is possible.
In order to present now a systematic method to determine the symmetries and also to identify the representatives
of each SLOCC class, we use the following decomposition of symmetric matrices [33, 34].
Theorem 5. For any symmetric matrix, A, there exists a symmetric block diagonal matrix, R = ⊕iR(di)(λi), where
the di × di–matrices, R(di)(λi) are defined as
R(di)(λi) =
1
2




0 1 0 0 0 . . .
1 0 1 0 0 . . .
. . . 1 0 1 0 . . .
...
...
...
...
...
...
. . . 0 0 0 0 1
. . . 0 0 0 1 0


+ i


. . . 0 0 0 1 0
. . . 0 0 1 0 −1
. . . 0 1 0 −1 0
...
...
...
...
...
...
1 0 −1 0 0 . . .
0 −1 0 0 0 . . .




+ λi1ldi (11)
and a complex orthogonal matrix O, (OTO = 1l) such that
A = OROT . (12)
Note that R = TJT †, where J denotes the Jordan matrix of A and T the direct sum of di× di matrices of the form
T (di) = 1√
2
(1l − iV (di)). Here, V (di) denotes the di × di unitary with entries given by V (di)j,k = δj,di−k+1. Hence, the
entries of the symmetric matrix T (di) are given by
T
(di)
j,k = 1/
√
2(δj,k − iδj,di−k+1) (13)
and for di = 1 we have T
(1) = 1. For instance, for a Jordan matrix with two one-dimensional blocks and one two
dimensional block we have
9T =


1 0 0 0
0 1 0 0
0 0 1√
2
−i√
2
0 0 −i√
2
1√
2
.

 . (14)
The existence of such a decomposition for symmetric matrices stems from the Jordan decomposition and the fact
that any two symmetric matrices, which are similar, such as A and R are related to each other via a complex orthogonal
matrix [34, 35]. In the following we will call the matrix R in Eq. (12) the symmetric Jordan form of A [48].
Note that O in Eq. (12) is complex orthogonal, but not necessarily of determinant one. However, the case,
where |O| = −1 for some state Ψ can be easily circumvented by considering the Z matrix corresponding to a
state where particle 1 and 2 are exchanged, i.e. P12 |Ψ〉. That is, if ZAΨ = OROT , where |O| = −1, then
ZP12AΨ = O
′R(O′)T , where |O′| = 1. In the following we will consider wlog for each SLOCC class a representing state
whose corresponding Z and Z˜ matrices are in symmetric Jordan form. These representatives will be called seed states.
According to the results summarized in Sec. II B, it remains to determine the symmetries of the seed states. To this
end, we compute the special orthogonal matrices that leave Z (Z˜) (which have symmetric Jordan form) invariant up
to a factor. To do so, we first transform Z (Z˜) into Jordan form J (J˜) respectively. Then we determine all operators
X (X˜) and q ∈ IC (q˜ ∈ IC) such that XJ = qJX (X˜J˜ = q˜J˜X˜) and impose on X (X˜) the condition that O = TXT †
(O˜ = T X˜T †) is a special orthogonal matrix. As mentioned before, since neither the dimension of the Jordan blocks
nor the eigenvalues can be changed via a similarity transformation this restricts the possible values for q to q = 1 in
most cases. Let us now illustrate the method presented above with the help of a simple example. We consider the
SLOCC classes Gabcd for b
2 6= c2 6= d2 6= b2, a2 6= b2, c2, d2 and under the constraint that the parameters fulfill the
condition that there exists no q ∈ IC\1 such that {a2, b2, c2, d2} = {qa2, qb2, qc2, qd2}. The seed states are given in Eq.
(6). The corresponding Z and Z˜ matrices are given by Z = Z˜ = diag(a2, d2, c2, b2). Note here that the Jordan form
and the symmetric Jordan form coincide. It is easy to verify that q must be equal to one and that the only special
orthogonal matrices that leave Z (and Z˜) invariant have to be diagonal with entries ±1 and −1 has to occur an even
number of times. Any special orthogonal matrix with diagonal entries ±1 corresponds in the computational basis to
a tensor product of Pauli operators [49]. Since −1 occurs here an even number of times, the corresponding possible
local symmetries are 1l⊗2, σ⊗2x , σ
⊗2
y and σ
⊗2
z . Applying all possible combinations of the symmetries to the seed state
one observes that the non-trivial symmetries of the states are given by σ⊗4x , σ
⊗4
y and σ
⊗4
z .
Note that if for example a2 = −d2 and b2 = −c2 additional symmetries arise as then, the choice q = −1 would be
possible. Whereas we did not consider these cases in [22], we will present the solution to this class of states in Sec.
III A 1. The formalism presented above can be used in general to determine the local symmetries of a 4–qubit state.
However, it might be much more tedious to do so for different SLOCC classes (see subsequent sections).
Let us conclude this subsection by briefly commenting on how this method can be generalized to determine the
symmetry of n–qubit states. First, note that in the 4-qubit case U , as given in Eq. (1) could equally well be
defined as
√−ieipi/4σ⊗2y , which is LU–equivalent to U . This definition can be generalized to the 2n-qubit case via
U =
√−ieipi/4σ⊗2ny . Then UU † = 1l and UUT = σ⊗ny [50]. Using the subsequent observation it follows that if in the
2n-qubit case Z and Z˜ are defined analogous to the 4- qubit case then we have
Z⊗Ai|Ψ〉 = OZ|Ψ〉O
T (15)
Z˜⊗Ai|Ψ〉 = O˜Z˜|Ψ〉O˜
T , (16)
where both, O and O˜ are complex orthorgonal matrices.
Observation 6. ∀Ai ∈ GL(2, IC), we have
Oc ≡ U †
⊗
AiU (17)
is a complex matrix with |Oc| = Πi|Ai|2n−1 and OcOTc = Πi|Ai|1l.
Proof. Using the definition of Oc we have
OcO
T
c = U
†⊗AiUUT⊗ATi U∗ = U †⊗Aiσ⊗ny ⊗ATi U∗ = Πi|Ai|U †σ⊗ny U∗ = Πi|Ai|1l, (18)
where we used that AσyA
T = |A|σy for any 2× 2 matrix A and that UUT = σny implies that U †σ⊗ny U∗ = 1l.
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Hence, in the 2n-qubit case (for n > 2) possible symmetries can still be found by determining the orthogonal
matrices that leave Z and Z˜ invariant. However, it is no longer necessarily true that any of these special orthorgonal
matrices corresponds to a local operator. Note further that for a m–qubit state, |Ψ〉 with m odd, one could consider
the m+ 1–qubit state |Ψ〉 |0〉 and determine the symmetries of this states via the method explained above.
D. Outline of proceeding sections and results
Let us give here an outline of the proceeding sections, which are all structured in the subsequently described way.
We consider the SLOCC classes presented in [18] and use the notation given in that paper to the individual families
of SLOCC classes. Note that this classification has to be considered up to permutations. That is, if there exists a
particle permutation, P , such that the state P |Ψ〉1234 is in some SLOCC class we treat |Ψ〉 as an element of this
particular SLOCC class.
The class Gabcd for b
2 6= c2 6= d2 6= b2, a2 6= b2, c2, d2 and where the parameters fulfill the condition that there
exists no q ∈ IC\1 such that {a2, b2, c2, d2} = {qa2, qb2, qc2, qd2}, which constitutes a generic set of four qubit states,
has been studied in [22] (see also Sec. II B). Here, we consider all the remaining classes. We devote to each of the
nine classes its own section. All but one class, the one corresponding to the L–state, can be treated in the same way.
The L–state however, exhibits a different behavior as we will briefly discuss in Section IIIA 3. For each class, but the
one corresponding to the latter, we proceed as follows.
• We identify the seed states in each class as those states, |Ψ〉, for which ZΨ and Z˜Ψ are in symmetric Jordan
form [51].
• We determine the local symmetries of the seed states as explained in Sec II C. This is sometimes tedious, but
straightforward.
• Using the symmetries of the seed states we introduce a standard form up to LU’s of the states within each
SLOCC class. More precisely, we use that ⊗igi |Ψ〉 = ⊗i(gisi) |Ψ〉 where ⊗si ∈ S(Ψ), in order to identify the
standard form by choosing a particular symmetry, ⊗isi, such that G˜i = (gisi)†(gisi) is of a particular form.
Note that there is still some ambiguity since Gi defines gi up to LU’s, which are then determined by choosing
gi =
√
G˜i. It should be noted here that this standard form can be used to decide very easily whether two states
are LU–equivalent to each other or not. In fact, as the standard form explained above is unique, two states are
LU–equivalent iff their corresponding standard forms coincide, resembling the criterion for LU–equivalence in
the bipartite case.
• We identify those states which are not reachable via LOCC. This is done using the result on the existence of
SEP transformation mapping one state, |Ψ1〉 to |Ψ2〉. Clearly all states which cannot be reached from any other
state via SEP must necessarily be in MES4 (it can be easily seen in all classes that the seed state is always
in MES4). For all the remaining states we derive a LOCC protocol which transforms one state in MES4 to
the desired state. That is, the condition of the existence of a SEP transformation is already so stringent that
whenever such a transformation is possible there also exists a LOCC protocol achieving the same task.
• We identify the non–isolated states inMES4, i.e. those states which can be transformed non–trivially into some
other state outside of MES4. Note that these states are the most relevant states for state transformations.
The determination of the symmetries and the identification of the MES is in some cases very tedious. Note however,
that despite the fact that the proof methods used to identify the (non–isolated) states in MES4 differ for the various
SLOCC classes, the results, which we are going to summarize in the following are very similar for each class (with
exception of the L–state). However, it should be noted that this apparent similarity stems from our choice of the seed
states and the standard form within the SLOCC class, whose choice is not necessarily unique.
Let us in the following summarize our findings. As before, we call a state reachable if there exists a non–LU
equivalent state which can be transformed into it via LOCC. We show that for any three and any four–qubit state
(excluding the L–state) the following holds:
(i) Any reachable state can be reached from some non-LU-equivalent state via a two-outcome POVM, where only
one party applies a measurement [52].
(ii) This two-outcome POVM stems from a unitary symmetry of the seed state. More precisely, the two elements
of the POVM are of the form M1 =
√
phg−1,M2 =
√
1− phSg−1,which act non-unitary only on one party, say
party 1 and S is a local symmetry (for most cases S = σ1i ⊗4j=2 Uj, with i ∈ {1, 2, 3} and Uj local unitaries).
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(iii) Denoting by |Ψ〉 the seed state of a SLOCC class, a state is reachable iff its standard form (defined individually
for each SLOCC class) is of the form
⊗4
i=1 hi |Ψ〉, where the operators Hi obey the following condition. There
exist a unitary S = ⊗4i=1si ∈ S(|Ψ〉), such that exactly three out of the four operators Hi commute with the
corresponding operators si.
It is worth stressing again that the fact that the results can be summarized in this way depends very strongly on
the choice of the seed states as well as the standard form for each SLOCC class. This is also why we present in all
the lemmata the states in standard form. Hence, in order to see whether a state is for instance reachable one has
to consider the state in standard form. Note that the seed state is always chosen such that it is in MES4, which
can be easily seen within each class. Given those facts, it is very easy to read off the states in MES4 as well as the
non-isolated states in MES4.
Before investigating the various SLOCC classes, let us make some general observations. The first one concerns a
simple sufficient condition for a state to be in MES, which we present in the following.
Observation 7. Any state, which has the property that all single qubit reduced states are completely mixed is in MES
(up to LUs).
Proof. Let |Ψ〉 be such that the single qubit reduced states, ρi ≡ tr 6=i(|Ψ〉 〈Ψ|), are all completely mixed, i.e. ρi = 1l/2
∀i. Then, since for a pure state the entropy of a single qubit reduced state measures the entanglement between
this qubit and the rest, the existence of a LOCC protocol transforming a state |Φ〉 into |Ψ〉 implies that S(σi) ≡
S(tr 6=i(|Φ〉 〈Φ|)) ≥ S(ρi) = 1 ∀i. Thus, also |Φ〉 must have the property that σi = 1l/2. In [36] it has been shown that
two states, which have the same local entropies are either LU–equivalent, or LOCC incomparable, which proves the
statement.
Thus, any connected Graph state as well as any error correcting code is in MES. We will use this observation in
the subsequent sections.
Finally let us mention that if the symmetry of the seed state consists exclusively of unitary operators, then due to
Eq. (2) we have r = 1, which can be easily seen by taking the trace of Eq.(2). Moreover, the necessary condition
given by Eq. (2) implies that
E4(H) = ⊗4i=1Ei(Hi), (19)
where E4(H) is given by the left hand side of Eq. (2) and
Ei(Hi) =
∑
j
pj(s
j
i )
†His
j
i , (20)
where we used the notation Sj = ⊗isji . This can be easily seen considering the partial traces of Eq. (2). Furthermore,
due to Uhlmann’s theorem on unital maps [37], the vector containing the eigenvalues of Gi for each i, which are
1/2± |gi|, must be majorized by the corresponding vector for Hi. This implies the following observation.
Observation 8. When the symmetries to be considered in Eq. (2) are all unitary, then, for each i, |gi| cannot decrease
under SEP or LOCC transformations. Moreover, in this case r in Eq. (2) has to be 1.
As we will see, the Pauli operators play an important role in characterizing reachable states and states in MES4.
Let us therefore briefly mention some useful ideas which can be used in case all symmetries are tensor products of
Pauli operators. First note that for any tensor product of Pauli operators, P =
⊗
l σkl , where kl ∈ {0, . . . , 3}, which
commutes with all the elements of S(Ψ), Eq. (19) implies that
tr(HP ) = tr[H(
4⊗
i=1
E†i )(P )] = tr(HP )
∏
l
ηkl , (21)
where we used that tr(E4(H)P ) = tr(HP ) and the notation E†(B) =
∑
i piA
†
iBAi, for a CPM E(B) =
∑
i piAiBA
†
i .
Here, ηkl = tr(E†l (σkl)σkl)/2 =
∑
j pj(−1)fj,kl+1, where fj,kl = 1 for [sjl , σkl ] = 0 and fj,kl = 0 for {sjl , σkl} = 0. For
instance, if S(Ψ) = {σ⊗4i } then ηi = p0 + pi − pk − pl, where {i, k, l} = {1, 2, 3}.
Eq. (21) can only be fulfilled if either (i) tr(HP ) = 0 or (ii)
∏
l ηkl = 1. As ηkl ≤ 1 for any kl, (ii) implies that
any ηkl occurring in Eq. (21) must be one, which implies that the only non-vanishing pi occurring in ηkl must have
the same sign. Obeying this condition can already be very stringent. In order to see this, let us again consider the
example above, where S(Ψ) = {σ⊗4i }. There we have that, as soon as there is one kl 6= 0 occurring in Eq. (21),
this implies that the only possible transformation to reach the state must be a two–outcome POVM, i.e. only two
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probabilities are not vanishing. States which are reachable via a two–outcome POVM can be easily characterized,
as one can wlog assume (without restricting the standard form) that the POVM elements are of the form
√
pg−1h
and
√
1− pg−1Sih, for some i. Thus, case (ii) can be easily solved. In the remaining case, case (i), we have that
tr(HP ) =
∏
l h¯
kl
l = 0 has to hold. Considering now all Pauli operators which commute with all the symmetries leads
to several strong conditions. In the subsequent sections we will use these ideas to derive simple conditions for the
state to be reachable in case the symmetries contain only Pauli operators.
III. THE SLOCC CLASSES Gabcd
Let us start with the SLOCC classes Gabcd. The seed states are
|Ψadcb〉 = a+ d
2
(|0000〉+ |1111〉) + a− d
2
(|0011〉+ |1100〉) + b+ c
2
(|0101〉+ |1010〉) + b− c
2
(|0110〉+ |1001〉), (22)
where a, b, c, d ∈ IC. Note that the seed states can equivalently be written as
|Ψadcb〉 = a|Φ+〉|Φ+〉+ d|Φ−〉|Φ−〉+ b|Ψ+〉|Ψ+〉+ c|Ψ−〉|Ψ−〉.
From this decomposition it is obvious that the sign of any of the parameters can be chosen independently via the
application of Pauli operators and permutations, e.g. changing the sign of a corresponds to applying 1l⊗ σy ⊗ 1l⊗ σy,
then exchanging party 1 and 2 and then applying 1l⊗ σy ⊗ 1l⊗ σy again. As our studies are up to permutations and
LUs this shows that the sign of the parameters is irrelevant. The operators Bψ, Zψ and Z˜ψ corresponding to the seed
states are given by (see Eq. (7) and (8))
Bψ = diag(a, d, c, b),
Zψ = Z˜ψ = D = diag(a
2, d2, c2, b2). (23)
Note that the order of the eigenvalues in Zψ and Z˜ψ can be chosen arbitrarily. The reason for this is that the order
of the eigenvalues can be changed by a permutation, P , (i. e. D → PDPT ) and that one can always choose P
such that |P | = 1 by changing one entry from 1 to −1 if necessary. Thus, these permutation matrices correspond to
local unitaries in the computational basis. To determine now the symmetries of |Ψadbc〉 we need to find the matrices
O ∈ SO(4) and q ∈ IC such that
ODOT = qD. (24)
Since the eigenvalues are preserved by similarity transformations, this can only hold if q{λi} = {λi} where {λi}
denotes here the set of eigenvalues of D. Thus, q = 1 is always possible, but for certain configurations of eigenvalues
we also have to take other values of q into account. In particular, q 6= 1 is possible if subsets of eigenvalues of D fulfill
the cyclic property λi+1 = qλi (if the cardinality of the subset is n, it should be understood that n + 1 = 1) and
eigenvalues that are not elements of a subset with the cyclic property vanish. Note that this implies qn = 1. In the
following we will call a subset of eigenvalues with this cyclic properties a cycle whose size is given by the cardinality
of the subset. The generic case, which was studied in [22], corresponds to non-degenerate and non-cyclic eigenvalues.
Here we study the other possibilities. Let us note here that the extreme case a2 = b2 = c2 = d2 6= 0 corresponds to a
biseparable state and is hence not investigated here.
A. Cyclic eigenvalues
1. Two cycles of size 2
Here we study the case where there exist two cycles of size 2. This is the case D = diag(a2,−a2, c2,−c2) where
a2 6= ±c2 and a, c 6= 0, which corresponds to seed states (Eq. (22)) satisfying d = ia and c = ib (for a2 6= ±c2 and
a, c 6= 0). Besides the symmetries one obtains for q = 1 (as in the generic case O is diagonal which leads to {σ⊗4i }),
we can also have q = −1. Taking this into account one can show that the symmetries for these SLOCC classes are
given by
S = {1l⊗4, σ⊗4x , σ⊗4y , σ⊗4z , 1l⊗ σz ⊗ σx ⊗ σy, σz ⊗ 1l⊗ σy ⊗ σx, σx ⊗ σy ⊗ 1l⊗ σz , σy ⊗ σx ⊗ σz ⊗ 1l}. (25)
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In the following we will denote the elements of the symmetry group S by Sk = ⊗iski for k = 0, . . . , 7. We choose the
same numeration as in Eq. (25), i.e. S0 = 1l
⊗4, S1 = σ⊗4x etc.. The standard form can be chosen similar to the generic
case, i.e. imposing an order on the coefficients of the seed state and getting rid of the ambiguity due to the symmetry
allows to make the standard form unique. In the following we will use the notation Gi = g
†
i gi = 1/21l +
∑
j g¯
j
i σj .
Moreover, in order to give a compact presentation of the results we will use the following unconventional notation. That
is, whenever we want to give more information on the precise structure of Gi we use as notation G
W
i = 1/21l+
∑
j g¯
j
i σj
for W ∈ {W1W2W3, 6= j} and Wj ∈ {j, 0, A} where Wj = j (Wj = 0) means g¯ji 6= 0(g¯ji = 0) whereas Wj = A denotes
that g¯ji is arbitrary and in case W corresponds to 6= j this means that g¯ki 6= 0 and/or g¯li 6= 0 where k 6= l 6= j 6= k and
j, k, l ∈ {1, 2, 3}. Since the symmetries in the generic case are a strict subset of the present case, all transformations
achievable in the generic case are also achievable here. However, the extra symmetries make more transformations
possible. We now have for example that any state of the form hAAA1 ⊗ h 6=32 ⊗ hA003 ⊗ h0A04
∣∣Ψa(ia)c(−ic)〉 is reachable
by LOCC as it can be obtained for example from a state of the form hAAA1 ⊗ g00A2 ⊗ hA003 ⊗ h0A04
∣∣Ψa(ia)c(−ic)〉 when
the second party implements a two-outcome POVM with elements proportional to h 6=32 (g
00A
2 )
−1 and h 6=32 σz(g
00A
2 )
−1
where g¯32 = h¯
3
2 (for the second outcome parties 3 and 4 have to apply σx and σy repectively). In the following lemma
we show which states are reachable in these SLOCC classes.
Lemma 9. The only states in the SLOCC classes Gabcd where a
2 = −d2, b2 = −c2, a2 6= ±c2 and a, c 6= 0 that are
reachable via LOCC are given by ⊗hi
∣∣Ψa(ia)c(−ic)〉 where ⊗Hi obeys the following condition. There exists a symmetry
Sk ∈ S such that exactly three out of the four operators Hi commute with the corresponding operator ski and one
operator Hj does not commute with s
k
j .
Explicitely this means that the reachable states are of the form h 6=0i ⊗ 1l⊗3
∣∣Ψa(ia)c(−ic)〉 and h 6=mi ⊗ h00Wm=Aj ⊗
h00Wm=Ak ⊗h00Wm=Al
∣∣Ψa(ia)c(−ic)〉 where m ∈ {1, 2, 3} and hAAA1 ⊗h 6=32 ⊗hA003 ⊗h0A04 ∣∣Ψa(ia)c(−ic)〉 and hAAA1 ⊗h00A2 ⊗
h 6=13 ⊗ h0A04
∣∣Ψa(ia)c(−ic)〉 and hAAA1 ⊗ h00A2 ⊗ hA003 ⊗ h 6=24 ∣∣Ψa(ia)c(−ic)〉 and h 6=31 ⊗ hAAA2 ⊗ h0A03 ⊗ hA004 ∣∣Ψa(ia)c(−ic)〉
and h00A1 ⊗ hAAA2 ⊗ h 6=23 ⊗ hA004
∣∣Ψa(ia)c(−ic)〉 and h00A1 ⊗ hAAA2 ⊗ h0A03 ⊗ h 6=14 ∣∣Ψa(ia)c(−ic)〉 and h 6=11 ⊗ h0A02 ⊗ hAAA3 ⊗
h00A4
∣∣Ψa(ia)c(−ic)〉 and hA001 ⊗ h 6=22 ⊗ hAAA3 ⊗ h00A4 ∣∣Ψa(ia)c(−ic)〉 and hA001 ⊗ h0A02 ⊗ hAAA3 ⊗ h 6=34 ∣∣Ψa(ia)c(−ic)〉 and
h0A01 ⊗ hA002 ⊗ h 6=33 ⊗ hAAA4
∣∣Ψa(ia)c(−ic)〉 and h0A01 ⊗ h 6=12 ⊗ h00A3 ⊗ hAAA4 ∣∣Ψa(ia)c(−ic)〉 and h 6=21 ⊗ hA002 ⊗ h00A3 ⊗
hAAA4
∣∣Ψa(ia)c(−ic)〉.
The details of the proof can be found in Appendix A. Here we just give a very short outline of the proof. First we use
Eq. (21) for some choices of P to show which states are reachable using only the symmetries S0 and one Si for some
i ∈ {1, 2, 3, 4, 5, 6, 7}. Then we show that all states that are reachable can be obtained via a two-outcome POVM from
some other state.
In the following lemma we show which states in these SLOCC classes are convertible.
Lemma 10. The only states in the SLOCC classes Gabcd where a
2 = −d2, b2 = −c2, a2 6= ±c2 and a, c 6= 0 that are
convertible via LOCC are given by the reachable states and
{hAAA1 ⊗ h00A2 ⊗ hA003 ⊗ h0A04
∣∣Ψa(ia)c(−ic)〉 , h00A1 ⊗ hAAA2 ⊗ h0A03 ⊗ hA004 ∣∣Ψa(ia)c(−ic)〉 , (26)
hA001 ⊗ h0A02 ⊗ hAAA3 ⊗ h00A4
∣∣Ψa(ia)c(−ic)〉 , h0A01 ⊗ hA002 ⊗ h00A3 ⊗ hAAA4 ∣∣Ψa(ia)c(−ic)〉 ,
h00Wm=A1 ⊗ h00Wm=A2 ⊗ h00Wm=A3 ⊗ h00Wm=A4
∣∣Ψa(ia)c(−ic)〉},
where m ∈ {1, 2, 3}.
Proof. This can be shown using Eq. (2) and Lemma 9. Note that for each reachable state it holds that Hi = H
00Wm=A
i
for at least two parties wlog we choose i = 1, 2. Tracing over all parties but party i with i ∈ {1, 2} in Eq. (2) one
obtains that Gi also has to be of the form G
00Wm=A
i . In order to see that states obeying this necessary conditions are
indeed convertible note first that there exists for each of them, a symmetry Sl which commutes with Gj on at least 3
parties, e.g. j = 1, 2, 3. Thus, one can use {√ph41l⊗4g−14 ,
√
1− ph4Slg−14 } to convert this state to some other. This
constitutes a valid POVM for h¯k4 = g¯
k
4 , (2p− 1)h¯s4 = g¯s4 and (2p− 1)h¯t4 = g¯t4, where sl4 = σk, s 6= t and s, t 6= k. The
remaining condition is that G4 (H4) is a positive rank-2 operator, so it is always possible to find for any G4 a H4 and
a value of p such that these restrictions are fulfilled. Note that in case Sl also commutes with G4 one simply has to
set p = 1/2.
In order to illustrate how convertible states can be transformed we consider the following example. States of the
form hAAA1 ⊗ h00A2 ⊗ h 6=13 ⊗ h0A04
∣∣Ψa(ia)c(−ic)〉 are only reachable from states which obey G00A2 = 1/21l + η1267h¯32σz
and G0A04 = 1/21l + η1356h¯
2
4σy . Here we used the notation ηijkl = p0 + pm + pn + ps + pt − pi − pj − pk − pl where
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{m,n, s, t, i, j, k, l} = {1, . . . , 7}. In order to show that states which obey G2 = G00A2 and G4 = G0A04 are indeed
convertible consider {√ph31l⊗4g−13 ,
√
1− ph3S4g−13 }. Note that the symmetry S4 commutes with Gi for i = 1, 2, 4
and thus for these parties Gi = Hi. This transformation corresponds to a valid POVM for h¯
1
3 = g¯
1
3 , (2p− 1)h¯23 = g¯23
and (2p− 1)h¯33 = g¯33 and as pointed out before for any G3 it is always possible to find a probability p and H3 > 0 so
that the conditions are fulfilled. Thus, states with G2 = G
00A
2 and G4 = G
0A0
4 are convertible.
The states in these SLOCC classes, ⊗kgk
∣∣Ψa(ia)c(−ic)〉, that are non–isolated and are in MES4 have the following
property. There exists a symmetry Sj with j ∈ {1, 2, 3, 4, 5, 6, 7} such that ⊗kGk commutes with Sj and there exists
no symmetry Sl with l ∈ {1, 2, 3, 4, 5, 6, 7} such that exactly three out of the four operators Gk commute with the
corresponding operator slk and one does not commute.
2. A cycle of size 4
This is the case D = diag(λ, iλ,−λ,−iλ), which corresponds to seed states satisfying d = exp(iπ/4)a, c = ia and
b = exp(i3π/4)a. As a is determined by the normalization condition this reduces to a single SLOCC class. If one
considers the 13 versus 24-splitting, D in this case is no longer a 4-cycle but two two-cycles. In fact permuting party
2 and 3 leads to a seed state that is LU-equivalent to the one considered in the previous section and therefore this
case has been studied there.
3. A cycle of size 3
In this case we have D = diag(exp(i2π/3)λ, λ, 0, exp(i4π/3)λ) for which the seed state fulfills a = exp(iπ/3)d,
b = exp(i2π/3)d and c = 0, i.e the seed state corresponds to
|Ψ〉 = d(|Φ−〉|Φ−〉+ eipi/3|Φ+〉|Φ+〉+ ei2pi/3|Ψ+〉|Ψ+〉). (27)
As before, this corresponds then to a single SLOCC class. Note that this state has been denoted as the |L〉-state
in [24], where it has been shown that this state maximizes the average Tsallis α-entropy of entanglement for α > 2,
which also shows the particularity of this state.
Taking into account that q ∈ {1, exp(iπ/3), exp(i2π/3)} in Eq. (24) one obtains the following symmetry group
S(Ψ) = {1l⊗4, σ⊗4x , σ⊗4y , σ⊗4z , [Y (±π/4)X(±π/4)]⊗4, [Z(±π/4)X(±π/4)]⊗4}. (28)
These symmetries allow to choose a unique standard form. As mentioned before, this class resembles specific
SLOCC classes of three-qutrit states, which have very different properties than all other classes of four qubits.
These properties and their consequences, whose discussion are beyond the scope of this paper, are presented in
[27]. Let us note here, however, that similar results as in the other SLOCC classes are obtained in case more
than 2 SLOCC operations are not proportional to the identity, e.g. in this case any reachable state h |Ψ〉 has the
property that there exists a symmetry Sk = s
⊗4
k ∈ S(Ψ) for some k ∈ {1, . . . , 12} such that exactly three out of the
four operators Hi commute with the corresponding operators sk and one operator Hj does not commute with sk.
Moreover, the same techniques, in particular Lemma 11 and Lemma 12 (see below) can be used to derive these results.
We now move to study families with degenerate eigenvalues. There, we will also consider the 2-cyclic case
with a double-degenerate zero eigenvalue (see section III E). Notice that the cases of a single four-degenerate
eigenvalue and of a triple-degenerate null eigenvalue need not be considered because these correspond to biseparable
states.
B. A non-zero triple-degenerate eigenvalue
In this case the corresponding Z- and Z˜-matrices can be chosen as D = diag(a2, a2, c2, a2) where a2 6= c2 and
a 6= 0. Thus, clearly Eq. (24) can only hold for q = 1. Notice that our arranging of eigenvalues is compatible with
a = −d = −b 6= ±c in Eq. (23), which means that the seed states can be chosen to be of the form
|Ψ〉 = α|Ψ−〉12|Ψ−〉34 + β|Ψ−〉13|Ψ−〉24. (29)
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The symmetries of these seed states are given by S = X⊗4 where X ∈ SL(2). Alternatively, the elements of the
symmetry group can also be written in their singular value decomposition as S = (UPzV )
⊗4, where
Pz =
(
z 0
0 1/z
)
, z > 0, (30)
and U, V ∈ SU(2).
As before, any state in these SLOCC classes can be written as g1 ⊗ g2 ⊗ g3 ⊗ g4|Ψ〉. In order to fix the standard
form, let us first assume that none of the operators Gi = g
†
i gi, i ∈ {1, 2, 3, 4} coincide. Then U and Pz are chosen
such that PzU
†G4UPz ∝ 1l and V is chosen such that V †G1V ∈ span{1l, σz}, which determines V up to a rotation
Z(α), which can then be used to choose G2 ∈ span{1l, σx, σz}. Therefore, each state in the SLOCC class can be
written as gz1 ⊗ gx,z2 ⊗ g3 ⊗ 1l|Ψ〉, where here and in the following we make use of the notation gv,wi for gi in case
tr[σu(g
v,w
i )
†gv,wi ] = 0 for {u, v, w} = {x, y, z}. We will refer to a state by specifying the three vectors {g1,g2,g3}
using the parametrization Gi = 1l/2 +
∑3
j=1 g¯
j
i σj . In case two or more operators are the same, i.e. Gi = Gj for
some i, j ∈ {1, 2, 3, 4} we define the standard form as the one where these operators are mapped to the identity and
proceed as above. It should be noted here that a state 1l ⊗ h⊗3 |Ψ〉 is LU–equivalent to the state h˜⊗ 1l⊗3 |Ψ〉 (which
is the standard form of this state as defined here), a property resembling the bipartite case. The fact that this holds
for an arbitrary h is in contrast to any other SLOCC class. As we will see, states of this form can be reached unless
h ∝ 1l. We need to consider one additional, very special case, for which the standard form is chosen in a particular
form. In this case where after the transformation mentioned before, it holds that g¯31 6= 0, g¯12 6= 0, g¯13 6= 0, g¯23 = 0
and (g¯31 − g¯32)/g¯12 = (g¯31 − g¯33)/g¯13 . In this case we will show in the following that the standard form can be chosen as
1l ⊗ gz2 ⊗ gz3 ⊗ gx,z4 |Ψ〉. In order to see that, note that in this case there exists a α and z such that the Pauli vectors
corresponding to the transformed operators X†GiX with X† = Pzeiασy are all parallel for i ∈ {1, 2, 3} with vanishing
y component [53]. Due to the fact that G4 = 1l, G˜4 = X
†G4X = Gz4, i.e. the corresponding Pauli vector has a
non–vanishing z–component. Transforming now with eiβσy all the parallel Pauli vectors, i.e. g˜i for i ∈ {1, 2, 3} into
vectors along the z–axis for a properly chosen β, and applying Pz′ to map the first operator into the identity leads
to desired standard form [54]. Note that the uniqueness of the standard form (for all discussed cases) is then insured
by choosing the signs of some of the Pauli components of G. Note further that up to permutations of the operators,
the standard form is always of the form gz1 ⊗ gx,z2 ⊗ g3 ⊗ 1l|Ψ〉. As permutations will not alter any of the following
arguments, we will denote now by {g1,g2,g3} the Pauli operators of the three operators occurring in the standard
form which are not proportional to the identity. With all that, we will now investigate the reachable states and the
states in the MES for this SLOCC class. In order to do so we first fix the standard form in Eq. (2) as described above.
Depending on whether the identity acts on system 1 or 4 we consider this equation for G having the identity at the
same position. Note that this can be done without loss of generality as the state 1l⊗ g2 ⊗ g3⊗ g4|Ψ〉 is LU-equivalent
to the state g˜1 ⊗ g˜2 ⊗ g˜3 ⊗ 1l|Ψ〉 for some properly chosen g˜i. We will first of all show that a necessary condition for
Eq. (2) to be fulfilled using this assignment is that r = 1 and will then solve these equations.
Due to Eq. (2) we have to find all px, Hi and Gi obeying the condition∑
px(X
†)⊗4H1 ⊗H2 ⊗H3 ⊗ 1lX⊗4 = rG1 ⊗G2 ⊗G3 ⊗ 1l. (31)
Throughout we will use that AσyA
T = |A|σy for any 2 × 2 matrix A, where here and in the following |A| denotes
the determinant of an operator A. This implies that |Ψ−〉 is invariant under X ⊗ X for any X ∈ SL(2) and that
A⊗B |Ψ−〉 = |B|AB−1 ⊗ 1l |Ψ−〉. The latter equation implies in particular that 〈Ψ−|A⊗B |Ψ−〉 = 1/4− vA · vB, for
any A,B with tr(A) = tr(B) = 1. Here, vA (vB) denotes the Bloch vector of A (B) respectively and vA · vB denotes
the scalar product between vA and vB. Computing the overlap of the right and the left hand side of Eq. (31) with
|Ψ−〉ij |Ψ−〉k4, where {i, j, k} = {1, 2, 3} leads to
1− 4hi · hj = r(1 − 4gi · gj), (32)
for i, j ∈ {1, 2, 3}, i 6= j. Using now that the seed state, |Ψ〉 is invariant under X⊗4 Eq. (31) implies that
〈Ψ|H1 ⊗H2 ⊗H3 ⊗ 1l |Ψ〉 = r 〈Ψ|G1 ⊗G2 ⊗G3 ⊗ 1l |Ψ〉 . (33)
Note that this equation can be easily rewritten as
〈~α|MH |~α〉 = r 〈~α|MG |~α〉 , (34)
where |~α〉 = (α, β) and MH (MG) is a 2 × 2 matrix with entries depending on the operators Hi (Gi) respectively.
Note that Eq. (34) has to hold for any choice of the seed parameters α, β, which is equivalent to MH − rMG = 0.
Using Eq. (32) it is easy to see that the latter holds iff
h1(h2 × h3) = rg1(g2 × g3). (35)
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Let us now derive some necessary operator equations. Computing the overlap of Eq. (31) with |Ψ−〉k4, with
k ∈ {1, 2, 3} leads to the equations ∑
px(X
†)⊗2Hi ⊗HjX⊗2 = rGi ⊗Gj , (36)
with {i, j, k} = {1, 2, 3}. Computing now the action of the right and left hand side of this equation on |Ψ−〉, using
the symmetry properties of this state and the fact that 1l ⊗A |Ψ−〉 = 1l ⊗B |Ψ−〉 iff A = B, we obtain the following
necessary condition
M(|Hj |HiH−1j ) = r|Gj |GiG−1j , (37)
for i, j ∈ {1, 2, 3}, i 6= j. Here, M(A) = ∑ px(X†)A(X†)−1 which is in general not a completely positive map.
Similarly one obtains by computing the overlap with |Ψ−〉jk, with j, k ∈ {1, 2, 3} and using Eq. (32) the following
conditions ∑
px(X
†)⊗2Hi ⊗ 1lX⊗2 = Gi ⊗ 1l ∀i ∈ {1, 2, 3}, (38)
which implies [using the same techniques as in deriving Eq. (37)] that
M(Hi) = Gi ∀i ∈ {1, 2, 3}. (39)
Interestingly Eq. (38) is exactly the equation one would obtain when investigating SEP transforming the bipartite
state gi ⊗ 1l |Ψ−〉 into the state hi ⊗ 1l |Ψ−〉. The reason for that is that first off all the norms of the last two states
coincide and second that the symmetry of state |Ψ−〉 is precisely X⊗2, for X ∈ SL(2). Hence, Eq. (2) for this state
transformation coincides with Eq. (39). In the case investigated here, the transformation must not only be possible
via SEP, but via LOCC. Hence we can use the criterion of possible LOCC transformations among bipartite states
given in [13]. Applied to the case considered here, we obtain the following necessary condition for LOCC convertibility
|gi| ≤ |hi| ∀i ∈ {1, 2, 3}. (40)
Next, we use the standard form explained above in order to derive the action of the linear map M on the Pauli
operators from Eqs. (39). We obtain
M(1l) = 1l (41)
h¯31h¯
1
2M(σx) = h¯31g¯12σx + (h¯31g¯32 − h¯32g¯31)σz (42)
h¯31h¯
1
2h¯
2
3M(σy) = h¯31(h¯12g¯13 − h¯13g¯12)σx + h¯31h¯12g¯23σy + [h¯12(h¯31g¯33 − h¯33g¯31)− h¯13(h¯31g¯32 − h¯32g¯31)]σz
h¯31M(σz) = g¯31σz.
Combining Eq. (37) and Eq. (39) it follows that if there exists an i ∈ {1, 2, 3} such that Hi = 1l/2, r = 1 must be
fulfilled. As this case will be treated below, we can therefore assume in the following that there exists no i ∈ {1, 2, 3}
such that Hi = 1l/2. Note that due to the choice of the standard form, this implies in particular, that we can assume
in the following that there exists no i, j ∈ {1, 2, 3} such that Hi = Hj , as otherwise the standard form would contain
two identities.
Note that if the prefactors in all equations given in Eq. (42) are non–vanishing the mapM is uniquely defined and
we can associate to it a matrix M =
∑3
i,j=1Mji |i〉 〈j|, where M(σi) =
∑
jMijσj [55]. Using that the Pauli vector
corresponding to |Hj |HiH−1j is given by hi − hj − 2i(hi × hj), Eq. (37) read as
M [hi − hj − 2i(hi × hj)] = r[gi − gj − 2i(gi × gj)], ∀i 6= j (43)
and Eq. (39) read as
M(hi) = gi. (44)
As the matrix M has real entries [see Eq. (42)] we obtain from considering the real and the imaginary part of Eq.
(43) the necessary conditions
M(hi − hj) = r(gi − gj), (45)
M(hi × hj) = rgi × gj ∀i 6= j. (46)
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Combining the first of these equations with Eq. (44), we obtain as necessary condition that r = 1 unless gi−gj = 0
for any pair i, j. The latter case is however not possible as Eq. (35) would imply that h¯31h¯
1
2h¯
2
3 = 0, which is excluded
here.
Let us now consider the remaining cases, where one of the prefactors in Eqs. (42) vanishes. If h¯31 = 0 we have
that H1 ∝ 1l, which implies, as argued above that r = 1. Hence, we can assume in the following that h¯31 6= 0. If now
h¯12 = 0 we obtain from the first equation in Eq. (42) that g¯
1
2 = 0. Of course we can also in this case associate a
matrix M to the linear map M. Considering now Eq. (43) for i = 1 and j = 2 and Eq. (44) for i = 1 and i = 2 (for
the corresponding matrix M) and taking into account that both, h1 × h2 and g1 × g2 vanish leads to r = 1 unless
g1 = g2. In the latter case Eq. (44) implies that either H1 = H2, which leads to r = 1 or G1 = G2 ∝ 1l. In this case
Eqs. (32) lead to either H1 = H2 or one of the Hi for i ∈ {1, 2, 3} is proportional to the identity. In both cases this
leads to r = 1.
Hence, it remains to consider the case h¯23 = 0 (and h¯
3
1, h¯
1
2 6= 0). Note that in this case all equations are invariant
under the exchange of H2 with H3. Hence, we can assume that h¯
1
3 6= 0. As before one can associate to the linear map
M a matrix M (which is, however, not real). It is straightforward to see that for the correspondingM Eqs. (44) and
Eqs. (43) are fulfilled iff one of the following three conditions are fulfilled: (i) (h¯31 − h¯32)/h¯12 = (h¯31 − h¯33)/h¯13 or (ii)
Gi ∝ 1l ∀i or (iii) r=1. Case (ii) will be treated below. Let us now consider case (i). Eq. (43) and Eq. (44) imply
that either the components of gi obey the same conditions or g¯
1
2 = g¯
1
3 = 0. In the first case recall that the standard
form of g|Ψ〉 and h|Ψ〉 is 1l⊗ hz2 ⊗ hz3 ⊗ hx,z4 |Ψ〉. In the second case the standard form of h|Ψ〉 is the same as before
and therefore due to our assignment g|Ψ〉 has to be transformed into 1l⊗ gz2(gz1)−1 ⊗ gz3(gz1)−1 ⊗ gz4(gz1)−1|Ψ〉. Hence,
in both cases Eq. (2) has to be considered for 1l/2 ⊗Hz2 ⊗Hz3 ⊗Hx,z4 and similarly for G. Up to permutations this
corresponds to Hz2 ⊗Hz3 ⊗Hx,z4 ⊗ 1l/2. Then, either H2 or H3 are proportional to 1l, which implies that r = 1 (see
above), or one of the z–components in non–vanishing, but the x–component of the second operator is vanishing, i.e.
the case h¯31 6= 0 and h¯12 = 0 from before. As permutations of the particles do not alter the argument from above, we
have that these states are reachable only if r = 1. Hence, it remains to consider case (ii). As gi = 0 the equations
in Eq. (32) imply that (using that h¯31 6= 0) h¯32 = h¯33. We have to distinguish here the two cases, h¯32 = 0 and h¯32 6= 0.
In the first case Eq. (32) implies that r = 1. In the second case Eq. (32) implies that h¯31 = h¯
3
2 = h¯
3
3. Note that this
implies that the condition in (i) is satisfied, which leads to the necessary condition that r = 1.
Hence, we have shown that given the standard form defined at the beginning of this subsection a state is reachable
only if Eq. (2) is satisfied for r = 1. Let us now consider this case and derive the necessary and sufficient conditions
for states to be reachable and convertible. From Eq. (32) and Eq. (35) we have the following necessary conditions,
gi · gj = hi · hj , (47)
and
g1 · (g2 × g3) = h1 · (h2 × h3). (48)
Moreover, it must hold that
|gi| ≤ |hi| ∀i ∈ {1, 2, 3}. (49)
We will make use now of the following lemmata.
Lemma 11. Let {v1,v2,v3} be a triplet of coplanar pairwise-nonparallel vectors with scalar products cij = vi · vj .
Then, the only other triplets of coplanar vectors {v′1,v′2,v′3} with the same scalar products (v′i · v′j = cij) fulfilling
||v′i|| ≥ ||vi|| ∀i are uniform rotations of the triplet of vectors {v1,v2,v3}.
Lemma 12. Let {v1,v2,v3} be a triplet of coplanar vectors with scalar products cij = vi · vj in which vi‖vj for
some i 6= j or vi = 0 for at least one value of i. Then, any other triplet of coplanar vectors {v′1,v′2,v′3} with the same
scalar products (v′i · v′j = cij) fulfilling ||v′i|| ≥ ||vi|| ∀i, must fulfill that v′i‖v′j or v′i = 0.
The proofs of Lemma 11 and Lemma 12 can be found in Appendix B. Using these lemmata and the fact that
r = 1 has already been shown to be a necessary condition for LOCC conversion (using the standard form and our
assignment) we will now prove the following.
Lemma 13. A LOCC conversion from g|Ψ〉 to h|Ψ〉 in these SLOCC classes is possible only if gi ‖ gj and hi ‖ hj
for some i 6= j or if gi = hi = 0 for some i.
Proof. Notice that if |hi| = |gi| ∀i, then Eqs. (47) can only hold if hi differs from gi only by a rotation maintaining
the angles among the three vectors. However, the standard form fixes one vector in the z axis and another in the xz
plane, so this possibility needs to be discarded. Hence, |hi| > |gi| for at least one i. In this case, however, one obtains
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the claim as otherwise Eqs. (47)-(48) cannot be simultaneously satisfied. To see this, notice that Eqs. (47) can only
hold if the angles between an increasing vector and the other two increase [56], while Eq. (48), which represents the
volume of the parallelepiped having the three vector as sides, can only hold if at least one angle between a increasing
vector and the other two decreases. Thus, the only possibility is that Eq. (48) is trivially fulfilled by being equal to
zero, which implies that the vectors g1, g2 and g3 have to be coplanar and the same holds true for the vectors h1, h2
and h3. Using Lemma 11 and Lemma 12 one obtains that in order for a transformation to be possible it has to hold
that gi ‖ gj and hi ‖ hj for some i 6= j or gi = hi = 0 for some i.
Notice that from this lemma we obtain as an immediate corollary that almost all states in these SLOCC classes are
isolated. Furthermore, from the above proof (c. f. Eq. (47)), we see that the angle between hi and hj cannot decrease
compared to that between gi and gj. We will now show that LOCC conversions can actually always occur among
states fulfilling the conditions of Lemma 13 and identify the elements of the MES for these families.
Lemma 14. The MES in these SLOCC classes is given by all states g |Ψ〉 for which neither gi ‖ gj for some i 6= j nor
gi = 0 for some i (which are isolated) and by the LOCC convertible states for which one of the following conditions
holds
(i) gi = 0 ∀i,
(ii) gi ‖ gj and gk = 0 with gi 6= 0 and gj 6= 0 ∀i 6= j 6= k 6= i,
(iii) g1 ‖ g2 ‖ g3 with gi 6= 0 ∀i ∈ {1, 2, 3}.
Recall that g1 = g2 = g3 is not contained in (iii), as in this case the standard form would be g1 = g2 = g3 = 0 and
g4 6= 0, which will then be relabeled to a state with g1 6= 0.
Proof. Note that states of the form h |Ψ〉 for which neither hi ‖ hj for some i 6= j nor hi = 0 for some i are not
fulfilling the premises of Lemma 13 and are therefore in the MES. From the analysis above, we have seen that LOCC
transformations can only occur by increasing the length of the vectors and the angle between them (see Eqs. (47)).
Therefore, necessarily, all states for which all vectors are zero and/or parallel are not LOCC reachable. Hence, the
states given in (i)-(iii) must be in MES4. It remains to prove that no other states are in MES4. That is we show
that no other state h |Ψ〉 for which hi ‖ hj for some i 6= j or hi = 0 for some i (see Lemma 13) is in the MES. We
will do so by providing LOCC protocols (sometimes implicitely) to transform a state in (i)-(iii) to any other state
satisfying the premises of Lemma 13 as listed below in (a)-(e).
(a) States with hi 6= 0, hj = hk = 0 for some i 6= j 6= k 6= i:
It can be obtained from a state of the form (i) by party i implementing the four-outcome POVM (k = 0, 1, 2, 3)
Mk ∝ hiσk and the other parties implementing σk provided that outcome k was obtained.
(b) States with hi ⊥ hj and hk = 0 for some i 6= j 6= k 6= i:
Take without loss of generality that hi points in z direction. Then, the state can be obtained from gi = hi and
gj = gk = 0 by party j implementing the two-outcome POVM {M1,M2} ∝ {hj, hjσz} and the other parties
implementing σz in case of the second outcome.
(c) States with hi 6⊥ hj and hk = 0 for some i 6= j 6= k 6= i:
Again, take without loss of generality that hi points in z direction. Then, the state can be obtained from a state
of the form (ii) with gi = hi, gj = (0, 0, h¯
3
j) and gk = 0. It suffices that party j implements the two-outcome
POVM {M1,M2} ∝ {hj(gj)−1, hjσz(gj)−1} and the other parties implement σz in case of the second outcome.
(d) States with hi ‖ hj ⊥ hk for some i 6= j 6= k 6= i:
We consider again that hi (and hj) points in z direction. Then, the state can be obtained from a state of
the form (ii) with gi = hi, gj = hj and gk = 0. For that, party k implements the two-outcome POVM
{M1,M2} ∝ {hk, hkσz} and the other parties implement σz in case of the second outcome.
(e) States with hi ‖ hj 6⊥ hk for some i 6= j 6= k 6= i:
It suffices again to consider that hi and hj point in z direction. The state can be obtained from a state of the
form (iii) with gi = hi, gj = hj and gk = (0, 0, h¯
3
k). As before, party k just needs to implement the two-outcome
POVM {M1,M2} ∝ {hk(gk)−1, hkσz(gk)−1} and the other parties implement σz in case of the second outcome.
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C. A double-degenerate non-zero eigenvalue and two different non-degenerate eigenvalues
In this case we have D = diag(a2, d2, c2, c2) where a2 6= d2 6= c2 6= a2 and c 6= 0 and, therefore, Eq. (24) can only
hold if q = 1. Notice that our seed states can be chosen to correspond to b = c, meaning
|Ψ〉 = a+ d
2
(|0000〉+ |1111〉) + a− d
2
(|0011〉+ |1100〉) + c(|0101〉+ |1010〉). (50)
The symmetries of these states are of the form (σ⊗4x )
m(Pz ⊗ Pz−1 ⊗ Pz−1 ⊗ Pz), where Pz is defined as in Eq. (30)
but with z being now an arbitrary nonzero complex number and m ∈ {0, 1}. It will be more convenient to actually
choose as a seed state |Ψadcc〉 = 1l ⊗ σx ⊗ σx ⊗ 1l|Ψ〉, for which any element of the symmetry group can be written
as Sz,m = ⊗isz,mi = P⊗4z Xm where X = σ⊗4x and m ∈ {0, 1} [57]. In the following, we will use the notation
Gi = 1l/2 +
∑3
j=1 g¯
j
i σj and similarly for Hi, as well as arg(g¯
1
j + ig¯
2
j ) = φj with φj ∈ (−π, π] (in case g¯1j = g¯2j = 0 we
set φj = 0). Furthermore, we will use the notation (g
x
i )
†gxi = 1l/2 + g¯
1
i σx. We will also make use of the notation g
v,w
i
for gi in case tr[σu(g
v,w
i )
†gv,wi ] = 0 for {u, v, w} = {x, y, z}.
To fix the standard form, we will use that one can choose |z| such that P †zGiPz ∈ span{1l, σx, σy} and α such that
Z(−α)GiZ(α) ∈ span{1l, σx, σz}. One might also choose z such that P †zGiPz ∈ span{1l, σx} for some i. Depending on
the properties of the SLOCC operators, this symmetry allows to define the standard form as follows:
• gx1 ⊗ g2 ⊗ g3 ⊗ g4 |Ψadcc〉 (for g1 diagonal, we choose φj = 0, where j denotes the first party for which gj is
non-diagonal) for states with g¯32 6= g¯33 and/or g¯33 6= g¯34 and eiφ2 6= ±eiφ3 and/or eiφ3 6= ±eiφ4 (excluding the case
eiφj = ±eiφk for {j, k} ∈ {{2, 3}, {2, 4}, {3, 4}} and g¯1i = g¯2i = 0 for i 6= j, k and i ∈ {2, 3, 4}) or g¯1j = g¯2j = 0
∀j ∈ {2, 3, 4},
• gx,z1 ⊗ gx,y2 ⊗ gx,y3 ⊗ gx,y4 |Ψadcc〉 (for g1 diagonal, we choose φj = 0, where j denotes the first party for which
gj is non-diagonal) for states with g¯
3
2 = g¯
3
3 = g¯
3
4 and e
iφ2 6= ±eiφ3 and/or eiφ3 6= ±eiφ4 (excluding the cases
eiφj = ±eiφk for {j, k} ∈ {{2, 3}, {2, 4}, {3, 4}} and g¯1i = g¯2i = 0 for i 6= j, k and i ∈ {2, 3, 4} or g¯1j = g¯2j = g¯1k =
g¯2k = 0 for {j, k} ∈ {{2, 3}, {2, 4}, {3, 4}} and g¯1i 6= 0 and/or g¯2i 6= 0 for i 6= j, k and i ∈ {2, 3, 4}) or g¯1j = g¯2j = 0
∀j ∈ {2, 3, 4},
• gx,y1 ⊗ gx,z2 ⊗ gx,z3 ⊗ gx,z4 |Ψadcc〉 for g¯32 6= g¯33 and/or g¯33 6= g¯34 and eiφ2 = ±eiφ3 and eiφ2 = ±eiφ4 (excluding the
case g¯1j = g¯
2
j = 0 ∀j ∈ {2, 3, 4}) or eiφj = ±eiφk for {j, k} ∈ {{2, 3}, {2, 4}, {3, 4}} and g¯1i = g¯2i = 0 for i 6= j, k
and i ∈ {2, 3, 4} and
• g1 ⊗ gx2 ⊗ gx3 ⊗ gx4 |Ψadcc〉 for g¯32 = g¯33 = g¯34 and eiφ2 = ±eiφ3 and eiφ2 = ±eiφ4 or eiφj = ±eiφk for {j, k} ∈
{{2, 3}, {2, 4}, {3, 4}} and g¯1i = g¯2i = 0 for i 6= j, k and i ∈ {2, 3, 4} or g¯1j = g¯2j = g¯1k = g¯2k = 0 for {j, k} ∈
{{2, 3}, {2, 4}, {3, 4}} (excluding the case g¯1j = g¯2j = 0 ∀j ∈ {2, 3, 4}).
For all these different cases we choose g¯1j > 0, where we denote here by j the first party for which g¯
1
j 6= 0. Till now we
only used the symmetry P⊗4z . Additionally making use of the symmetry σ
⊗4
x allows to choose g¯
3
j > 0, where j denotes
the first party for which g¯3j 6= 0. Using the standard form we will prove the following lemmata.
Lemma 15. The only states in the SLOCC classes Gabcd where a
2 6= d2 6= c2 6= a2, c2 = b2 and c 6= 0 that are
reachable via LOCC are given by hi⊗hxj ⊗hxk⊗hxl |Ψadcc〉 where hi 6= hxi and hx,zi ⊗dj⊗dk⊗dl |Ψadcc〉 where hx,zi 6= di
for {i, j, k, l} = {1, 2, 3, 4}. Moreover, the only states that are convertible via LOCC are of the form of the reachable
states presented above without the condition that hi 6= hxi and hx,zi 6= di .
That is the convertible states are given by gi⊗gxj ⊗gxk⊗gxl |Ψadcc〉 where gi is arbitrary and gx,zi ⊗dj⊗dk⊗dl |Ψadcc〉
where g¯1i , g¯
3
i arbitrary for {i, j, k, l} = {1, 2, 3, 4}.
Proof. Using the standard form given above we will first prove that for any possible transformation it must hold that
pz,m = 0 for |z| 6= 1, i.e. only unitary symmetries can be used for transformations. We will first show this for states
with h¯31 = 0 and then for states with h¯
3
2 = h¯
3
3 = h¯
3
4 = 0. Note that according to our choice of the standard form either
h¯31 = 0 or h¯
3
2 = h¯
3
3 = h¯
3
4 = 0 has to be fulfilled. Then we will use an argument analogously to the one in the proof of
Lemma 13 to show that the reachable states are given by the ones of Lemma 15.
So let us first show that (with the definition of our standard form) only unitary symmetries allow for SEP transfor-
mations. Inserting the symmetries Sz,m = [Pz(σx)
m]⊗4 (with z ∈ IC\0 and m ∈ {0, 1}) in Eq. (2) one obtains
∑
z,m pz,m ⊗j
(
(1/2 + (−1)mh¯3j)|z|2(−1)
m
(h¯1j − i(−1)mh¯2j)e−i2φ(−1)
m
(h¯1j + i(−1)mh¯2j)ei2φ(−1)
m
(1/2 + (−1)m+1h¯3j)/|z|2(−1)
m
)
= r ⊗j Gj , (51)
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where z = |z|eiφ. Considering the matrix elements |jklw〉 〈jklw| of this equation for {j, k, l, w} = {0, 0, 1, 1} leads to
p˜0(
1
2 + (−1)j h¯31)(12 + (−1)kh¯32)(12 + (−1)lh¯33)(12 + (−1)wh¯34) + (52)
p˜1(
1
2 + (−1)j+1h¯31)(12 + (−1)k+1h¯32)(12 + (−1)l+1h¯33)(12 + (−1)w+1h¯34)
= r(12 + (−1)j g¯31)(12 + (−1)kg¯32)(12 + (−1)lg¯33)(12 + (−1)wg¯34)
where
∑
z pz,m = p˜m. We will first consider the case h¯
3
1 = 0. Thus, one obtains from Eq. (52) that
1/2[p˜0(
1
2 + h¯
3
i )(
1
2 + h¯
3
s)(
1
2 − h¯3t ) + p˜1(12 − h¯3i )(12 − h¯3s)(12 + h¯3t )] = r(12 − g¯31)(12 + g¯3i )(12 + g¯3s)(12 − g¯3t ) (53)
and
1/2[p˜0(
1
2 − h¯3i )(12 − h¯3s)(12 + h¯3t ) + p˜1(12 + h¯3i )(12 + h¯3s)(12 − h¯3t )] = r(12 + g¯31)(12 − g¯3i )(12 − g¯3s)(12 + g¯3t ), (54)
where {i, s, t} = {2, 3, 4}. Adding up these two equations for the same choice of i, s and t and using that p˜0 + p˜1 = 1
leads to
1/2[(12 + h¯
3
i )(
1
2 + h¯
3
s)(
1
2 − h¯3t ) + (12 − h¯3i )(12 − h¯3s)(12 + h¯3t )] (55)
= r[(12 − g¯31)(12 + g¯3i )(12 + g¯3s)(12 − g¯3t ) + (12 + g¯31)(12 − g¯3i )(12 − g¯3s)(12 + g¯3t )].
By adding up this equation for some choice of i, s and t and for the same choice but permuting s and t one obtains
the relation
1/2[(12 + h¯
3
s)(
1
2 − h¯3t ) + (12 − h¯3s)(12 + h¯3t )] (56)
= r[(12 − g¯31)(12 + g¯3i ) + (12 + g¯31)(12 − g¯3i )][(12 + g¯3s)(12 − g¯3t ) + (12 − g¯3s)(12 + g¯3t )].
Considering the matrix elements |jklw〉 〈jklw| of Eq. (51) for j = 0 and {k, l, w} = {0, 0, 1} and j = 1 and {k, l, w} =
{0, 1, 1} leads to
1/2[
∑
z pz,0|z|4(12 + h¯3i )(12 + h¯3s)(12 − h¯3t ) +
∑
z pz,11/|z|4(12 − h¯3i )(12 − h¯3s)(12 + h¯3t )] (57)
= r(12 + g¯
3
1)(
1
2 + g¯
3
i )(
1
2 + g¯
3
s)(
1
2 − g¯3t )
and
1/2[
∑
z pz,01/|z|4(12 − h¯3i )(12 − h¯3s)(12 + h¯3t ) +
∑
z pz,1|z|4(12 + h¯3i )(12 + h¯3s)(12 − h¯3t )] (58)
= r(12 − g¯31)(12 − g¯3i )(12 − g¯3s)(12 + g¯3t ),
where {i, s, t} = {2, 3, 4}. Adding up these two equations for the same choice of i, s and t leads to
1/2[
∑
z,m pz,m|z|4(12 + h¯3i )(12 + h¯3s)(12 − h¯3t ) +
∑
z,m pz,m1/|z|4(12 − h¯3i )(12 − h¯3s)(12 + h¯3t )] (59)
= r[(12 + g¯
3
1)(
1
2 + g¯
3
i )(
1
2 + g¯
3
s)(
1
2 − g¯3t ) + (12 − g¯31)(12 − g¯3i )(12 − g¯3s)(12 + g¯3t )].
Adding up this equation for some choice of i, s and t and for the same choice but permuting s and t one obtains that
1/2[
∑
z,m pz,m|z|4(12 + h¯3i ) +
∑
z,m pz,m1/|z|4(12 − h¯3i )][(12 + h¯3s)(12 − h¯3t ) + (12 − h¯3s)(12 + h¯3t )] (60)
= r[(12 + g¯
3
1)(
1
2 + g¯
3
i ) + (
1
2 − g¯31)(12 − g¯3i )][(12 + g¯3s)(12 − g¯3t ) + (12 − g¯3s)(12 + g¯3t )].
Using now Eq. (56), as well as the fact that according to the standard form either g¯31 or g¯
3
i has to be zero, one obtains
that ∑
z,m
pz,m(|z|4 − 1)(1
2
+ h¯3i ) +
∑
z,m
pz,m(1/|z|4 − 1)(1
2
− h¯3i ) = 0. (61)
Note that this equation has to hold ∀i ∈ {2, 3, 4}. Thus, either pz,m = 0 for |z| 6= 1 or
(
1
2
− h¯3i )/(
1
2
+ h¯3i ) = −
∑
z,m
pz,m(|z|4 − 1)/[
∑
z,m
pz,m(1/|z|4 − 1)] ∀i ∈ {2, 3, 4}, (62)
21
i.e. h¯32 = h¯
3
3 = h¯
3
4. According to the standard form the latter case corresponds to h¯
3
2 = h¯
3
3 = h¯
3
4 = 0. It can be easily
seen from Eq. (61) that for h¯3i = 0 it has to hold that pz,m = 0 for |z| 6= 1. Thus, states in standard form with h¯31 = 0
can only possibly reached by using unitary symmetries.
In order to show that also for states with h¯32 = h¯
3
3 = h¯
3
4 = 0 it has to hold that pz,m = 0 for |z| 6= 1 consider Eq. (52)
for j = 0. One obtains that
1
8 [p˜0(
1
2 + h¯
3
1) + p˜1(
1
2 − h¯31)] = r(12 + g¯31)(12 + g¯3i )(12 − g¯3s)(12 − g¯3t ) = r(12 + g¯31)(12 − g¯3i )(12 + g¯3s)(12 − g¯3t ), (63)
where {i, s, t} = {2, 3, 4}. Thus, it has to hold that (12+g¯3i )/(12−g¯3i ) = (12+g¯3s)/(12−g¯3s) ∀{i, s} ∈ {{2, 3}, {2, 4}, {3, 4}}.
Hence, we have that g¯3i = g¯
3
s must hold. This implies according to our standard form that g¯
3
j = 0 ∀j ∈ {2, 3, 4}. Using
this result in Eq. (52) for j ∈ {0, 1}, as well as for the matrix elements |jklw〉 〈jklw| of Eq. (51) for {j, k, l, w} =
{0, 0, 0, 1} and {j, k, l, w} = {0, 1, 1, 1} one obtains that
p˜0(
1
2
+ h¯31) + p˜1(
1
2
− h¯31) = r(
1
2
+ g¯31), (64)
p˜0(
1
2
− h¯31) + p˜1(
1
2
+ h¯31) = r(
1
2
− g¯31), (65)
∑
z pz,0|z|4(−1)
v
(12 + h¯
3
1) +
∑
z pz,11/|z|4(−1)
v
(12 − h¯31) = r(12 + g¯31) (66)
and ∑
z pz,0|z|4(−1)
t
(12 − h¯31) +
∑
z pz,11/|z|4(−1)
t
(12 + h¯
3
1) = r(
1
2 − g¯31), (67)
where v, t ∈ {0, 1}. Adding up the first two equations leads to r = 1, whereas adding up the last two equations with
v + t = 1 leads to
∑
z,m
pz,m|z|4(−1)
j
(
1
2
+ h¯31) +
∑
z,m
pz,m1/|z|4(−1)
j
(
1
2
− h¯31) = 1, (68)
where j ∈ {0, 1}. Finally by adding up this equation for j = 0 and j = 1 one obtains that∑
z,m
pz,m(|z|2 − 1/|z|2)2 = 0 (69)
and therefore also for h¯32 = h¯
3
3 = h¯
3
4 = 0 it has to hold that pz,m = 0 for |z| 6= 1. Thus, using the standard form as
defined above only unitary symmetries can be used for SEP transformations in these SLOCC classes.
The fact that only unitary symmetries need to be considered implies two useful properties. One is that it must hold
that |hi| ≥ |gi| ∀i (Observation 8) and the other is that we can trace out parties in Eq. (2) obtaining∑
z,m
pz,m
⊗
i∈I
(sz,mi )
†His
z,m
i =
⊗
i∈I
Gi (70)
for whatever subset of parties I. Furthermore, as the symmetries always have the same unitary at every position it
can be easily shown that Eqs. (47) and (48) have to hold [58] and therefore the results of the previous section can be
applied here provided it also holds in this case that uniform rotations of the vectors cannot be achieved by a nontrivial
SEP transformation. To see that this is indeed the case, notice that, in case that would be possible, from Eq. (70) it
should hold that
Gi = UHiU
† =
∑
j
pjs
†
jHisj , (71)
for every party i and for some fixed unitary U . Note that in order to simplify the notation we denote here the unitary
symmetries by Sj = s
⊗4
j . From Eq. (71) it follows that Hi =
∑
j pjU
†s†jHisjU . In other words, Hi is ∀i a fixed point
of the unital map with Kraus operators {√pjU †s†j}. It is shown in [38] that for this to be the case Hi has to commute
with all Kraus operators. This implies that Hi = U
†s†jHisjU ∀j such that pj 6= 0 and consequently s†jHisj = s†kHisk
whenever pj , pk 6= 0. Inserting this back into Eq. (71) and using that it has to hold for all i, we have G = S†jHSj
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(where Sj is some symmetry acting on all parties such that the corresponding probability is non-zero). Hence, the
states corresponding to G and H , i. e. any pair of states for which a SEP transformation is possible and whose vectors
are related by a uniform rotation, are LU-equivalent (i. e. they have the same standard form).
Thus, in conclusion, it not only needs to hold that |hi| ≥ |gi| ∀i, but also that the inequality is strict for at least
one value of i. Moreover, every possible triplet of the vectors {gi} and {hi} must obey the conditions of Eqs. (47) and
(48) (see [58]) and Lemma 13. This immediately shows that all states with vectors lying in more than two different
directions (excluding here and in the following vanishing vectors) must be isolated. To finish the proof, it thus remains
to show that, in order for LOCC conversions to be possible, in the case of states whose vectors lie in at most two
different directions, these cannot be arbitrary but have to fulfill the premises of Lemma 15. To study this remaining
case we distinguish four different possibilities: i) There are two non-parallel vectors and two null vectors, ii) There is
more than one vector lying in one direction and one vector lying in a different direction, iii) There are two vectors
lying in one direction and two vectors lying in a different one. iv) All nonzero vectors point in the same direction.
As in previous proofs, we will first identify all isolated states among these classes and we will later provide explicit
LOCC protocols for the remaining convertible and reachable states.
Considering first case i), notice that the standard form in this case is such that one of the nonzero vectors points
in the x direction. Hence, these states are claimed to be reachable in the statement of the lemma and we will see so
at the end of the proof by considering explicit protocols. Moving now to case ii), notice that the standard form for
these states is such that the set with more than one vector in the same direction must lie in the xz plane. We assume
now that this is not the x or z direction and show that these states are isolated. Equating the appropriate entries of
the matrix equation (70) it is easy to see that
(p˜0 − p˜1)h¯3i = g¯3i , (p˜0 − p˜1)h¯3j = g¯3j , h¯3i h¯3j = g¯3i g¯3j , (72)
h¯1i h¯
1
j + h¯
2
i h¯
2
j = g¯
1
i g¯
1
j + g¯
2
i g¯
2
j , (73)
(p˜0 − p˜1)(h¯2i h¯1j − h¯1i h¯2j) = g¯2i g¯1j − g¯1i g¯2j . (74)
for any different parties i and j and where we use the notation p˜m =
∑
z pz,m. Since there are at least two parties
with nonzero components in the z directions, Eqs. (72) immediately imply that h¯3i = g¯
3
i ∀i and that p˜0 − p˜1 = 1. On
the other hand, since there are as well at least two parties with nonzero components in the x direction, Eqs. (73)-(74)
are not trivially fulfilled either. In the same spirit as in the proof of Lemma 13, Eq. (73) shows that the scalar product
in the xy plane needs to be preserved while Eq. (74) with p˜0 − p˜1 = 1 shows the same for the cross product in the
xy plane. Thus, analogously to the previous section and using again the monotonicity of the length of the vectors,
this shows that the x and y coordinates of the vectors must stay the same too (recall that uniform rotations are not
possible). Thus, these states are neither reachable nor convertible arriving at the desired conclusion that they are
isolated.
Let us consider now case iii) and see that all these states are isolated. They are clearly not reachable because
there cannot exist LU-inequivalent states with the same pairwise scalar products and all vectors of smaller or equal
size. Moreover, if one of the pairs of parallel vectors has nonvanishing z component, the same reasoning as in case
ii) applies, so it only remains to see that when both pairs of parallel vectors lie in the xy plane the states are not
convertible. On the one hand, suppose that a transformation from these states to a state with a nonzero z component
for one party would be possible. In this case, Eq. (72) imposes that p˜0− p˜1 = 0; however, this leads to a contradiction
with Eq. (74) when considered for a pair of originally non-parallel vectors. On the other hand, suppose now that a
transformation from these states to a state with zero z components for all parties would be possible. For the reason
above, it must hold that p˜0 − p˜1 6= 0 and, hence, Eq. (74) tells us that parallel vectors must remain parallel. This
together with Eq. (73) implies that the sizes of all vectors must remain the same and, therefore, no conversion is
possible in this case either.
Let us finally consider case iv). It can be easily seen that the seed state is in the MES (as |hi| ≥ |gi| ∀i) and that
it is convertible. States with exactly one non-zero vector are of the form given in Lemma 15. Thus, it only remains to
show that states with more than one non-zero vector and all nonzero vectors in the same direction are not reachable
(and are, hence, in the MES) which can be easily seen as there cannot exist LU-inequivalent states preserving the
scalar products with all vectors of smaller or equal size. In this case due to our choice of the standard form the
vectors have to lie in the xz plane. In case the vectors do not point in x or z direction we have already proven for
case ii) that no conversion is possible and therefore the states are isolated. If all vectors point in x or in z direction
the corresponding states are convertible (see proof of Lemma 14).
Thus, we finally just need to check that the convertible states in the MES allow to obtain all reachable states. However,
as accounted in Lemma 14, the possible transformations in the previous section only relied on the symmetries σ⊗4i
which are also in the symmetry group of this class, and hence repeating the same protocols as therein leads to the
desired transformations.
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Thus, the only convertible states in MES4 in these classes are the seed states and those with at least two nonzero
vectors gi and all of them being parallel and pointing in the x or z direction. Again, almost all states in these classes
are isolated.
D. Two non-zero double-degenerate eigenvalues
We consider here the case D = diag(a2, a2, c2, c2) where a2 6= c2 and a, c 6= 0. We have to distinguish two cases
here as a2 = −c2 is a cyclic case.
1. The case a2 6= ±c2 and a, c 6= 0
In this case D can be chosen as in Eq. (23) with a = d and b = c. Hence, the seed states can be chosen to be the
two-parameter family
|Ψ〉 = a(|0000〉+ |1111〉) + c(|0101〉+ |1010〉). (75)
The elements of the symmetry group for these states can be shown to be of the form S = Pz1 ⊗ Pz2 ⊗ Pz−11 ⊗ Pz−12
together with σ⊗4x . As in the previous classes, we can redefine the seed state to be |Ψaacc〉 = 1l⊗ 1l ⊗ σx ⊗ σx|Ψ〉, so
that the symmetries are Sz1,z2,m = X
m(Pz1 ⊗ Pz2)⊗2 with m ∈ {0, 1}, z1, z2 ∈ IC\0 and X = σ⊗4x . Using again that
for any Gi there exists a value of z such that P
†
zGiPz ∈ span{1l, σx}, this symmetry allows to choose the following
standard form gx1 ⊗ gx2 ⊗ g3 ⊗ g4|Ψaacc〉, where g21 ≥ 0 and g22 ≥ 0. In case g21 = 0 (g22 = 0) we choose g23 ≥ 0 (g24 ≥ 0)
respectively. Note that till now we only used the symmetry (Pz1 ⊗ Pz2)⊗2 to identify the standard form. In order
to make the standard form unambiguous one would also need to take into account the symmetry σ⊗4x . However, in
order to make the proof more readable we will not use this symmetry for the definition of the standard form. In the
following lemma we state which states in this SLOCC class can be reached via LOCC.
Lemma 16. The only states in the SLOCC classes Gabcd where a
2 = d2 6= ±c2, c2 = b2 and a, c 6= 0 that are
reachable via LOCC are given by ⊗hi|Ψaacc〉 where ⊗Hi obeys the following condition. There exists a unitary symmetry
Sz1,z2,m = ⊗isz1,z2,mi ∈ S(Ψaacc) such that exactly three out of the four operators Hi commute with the corresponding
operator sz1,z2,mi and one operator Hj does not commute with s
z1,z2,m
j .
The proof of this lemma can be found in Appendix C. In the following lemma we specify the convertible states for
these SLOCC classes.
Lemma 17. The only states in the SLOCC classes Gabcd where a
2 = d2 6= ±c2, c2 = b2 and a, c 6= 0 that are
convertible via LOCC are given by ⊗gi|Ψaacc〉 where ⊗Gi obeys the following condition. There exists a non-trivial
unitary symmetry Sz1,z2,m = ⊗isz1,z2,mi ∈ S(Ψaacc) such that three out of the four operators Gi commute with the
corresponding operator sz1,z2,mi and one operator Gj is arbitrary.
The proof of this lemma is given in Appendix C. Due to Lemma 16 and Lemma 17 the only convertible states in
MES4 in these SLOCC classes are states of the form g
x
1 ⊗ gx2 ⊗ gx3 ⊗ gx4 |Ψaacc〉 where either g21 , g23 6= 0 or g21 = g23 = 0
and either g22 , g
2
4 6= 0 or g22 = g24 = 0, as well as 1l/2 ⊗ 1l/2 ⊗ d3 ⊗ d4|Ψaacc〉 where di 6= 1l/2 for i ∈ {3, 4},
1l/2⊗ gx2 ⊗d3⊗ g4|Ψaacc〉 where g4 6= gx4 , g4 6= d4, gx2 6= 1l/2 and d3 6= 1l/2 and gx1 ⊗ 1l/2⊗ g3⊗d4|Ψaacc〉 where g3 6= gx3 ,
g3 6= d3, gx1 6= 1l/2 and d4 6= 1l/2.
2. The case a2 = −c2 and a 6= 0
Note that this case corresponds to the cyclic class analyzed in Sec. III A 1 when a = c and the eigenvalues are
reordered appropriately. The single seed state for this SLOCC class is given by
|Ψaa(ia)(ia)〉 = a[|0000〉+ |1111〉+ i(|0101〉+ |1010〉)]. (76)
Note that due to the normalization there is no parameter left and therefore we will use in the following the notation
|Ψ〉 ≡ ∣∣Ψaa(ia)(ia)〉. For the seed state one obtains the following non-compact symmetry group
S(Ψ) = 〈σ⊗4x , σx
(
y1 0
0 x1
)
⊗
(
y2 0
0 x2
)
⊗ σx
(
1/y1 0
0 −1/x1
)
⊗
(
1/y2 0
0 −1/x2
)
, (77)(
z1 0
0 η1
)
⊗
(
z2 0
0 η2
)
⊗
(
1/z1 0
0 1/η1
)
⊗
(
1/z2 0
0 1/η2
)
〉,
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where x1, x2, y1, y2, z1, z2, η1, η2 ∈ IC\0. These symmetries allow to choose as standard form gx1 ⊗gx2 ⊗g3⊗g4 |Ψ〉 where
g21 ≥ 0 and g22 ≥ 0. In case g21 = 0 (g22 = 0) we choose g23 ≥ 0 (g24 ≥ 0) respectively. Moreover, we choose ℑ(g2i ) > 0
(ℜ(g2i ) > 0) where i ∈ {3, 4} is the first party for which ℑ(g2i ) 6= 0 (ℜ(g2i ) 6= 0) respectively. In case g2i = 0 ∀i ∈ {3, 4}
we choose g1i ≥ g3i where i ∈ {3, 4} is the first party for which g1i 6= g3i . The reachable states for this SLOCC class
are given in the following lemma.
Lemma 18. The only states in the SLOCC classes Gabcd where a
2 = d2, c2 = b2, a2 = −c2 and a 6= 0 that are
reachable via LOCC are given by ⊗ihi |Ψ〉 where ⊗Hi obeys the following condition. There exists a unitary symmetry
S = ⊗isi ∈ S(Ψ) such that exactly three out of the four operators Hi commute with the corresponding operator si and
one operator Hj does not commute with sj.
That is the reachable states are given by
• gx1 ⊗ gx2 ⊗ g3 ⊗ gx4 |Ψ〉 where g3 6= gx3 ,
• gx1 ⊗ gx2 ⊗ gx3 ⊗ g4|Ψ〉 where g4 6= gx4 ,
• 1l/2⊗ gx2 ⊗ g3 ⊗ g4|Ψ〉 where g3 6= d3,
• gx1 ⊗ 1l/2⊗ g3 ⊗ g4|Ψ〉 where g4 6= d4,
• gx1 ⊗ gx2 ⊗ d3 ⊗ g4|Ψ〉 where gx1 6= 1l/2 and /or g4 6= gy4 ,
• gx1 ⊗ gx2 ⊗ g3 ⊗ d4|Ψ〉 where gx2 6= 1l/2 and/or g3 6= gy3 ,
• gx1 ⊗ gx2 ⊗ gy3 ⊗ g4|Ψ〉 where g4 6= d4 and
• gx1 ⊗ gx2 ⊗ g3 ⊗ gy4 |Ψ〉 where g3 6= d3.
The proof is lengthy and is presented in Appendix D. In the following lemma we state which states are convertible in
this SLOCC class.
Lemma 19. The only states in the SLOCC class Gabcd where a
2 = d2, c2 = b2, a2 = −c2 and a 6= 0 that are
convertible via LOCC are given by ⊗igi |Ψ〉 where ⊗Gi obeys the following condition. There exists a non-trivial
unitary symmetry S = ⊗isi ∈ S(Ψ) such that three out of the four operators Gi commute with the corresponding
operator si and one operator Gj is arbitrary.
That is the convertible states are given by
• gx1 ⊗ gx2 ⊗ g3 ⊗ gx4 |Ψ〉,
• gx1 ⊗ gx2 ⊗ gx3 ⊗ g4|Ψ〉,
• 1l/2⊗ gx2 ⊗ g3 ⊗ g4|Ψ〉,
• gx1 ⊗ 1l/2⊗ g3 ⊗ g4|Ψ〉,
• gx1 ⊗ gx2 ⊗ d3 ⊗ g4|Ψ〉,
• gx1 ⊗ gx2 ⊗ g3 ⊗ d4|Ψ〉,
• gx1 ⊗ gx2 ⊗ gy3 ⊗ g4|Ψ〉 and
• gx1 ⊗ gx2 ⊗ g3 ⊗ gy4 |Ψ〉.
The proof of this lemma can also be found in Appendix D. Combining Lemma 18 and Lemma 19 we have that the
non-isolated states in MES4 for this SLOCC class are given by
• |Ψ〉,
• gx1 ⊗ gx2 ⊗ gx3 ⊗ gx4 |Ψ〉 where g2i 6= 0 ∀i ∈ {1, 2, 3, 4},
• 1l/2⊗ gx2 ⊗ d3 ⊗ gy4 |Ψ〉 where g22 , g24 6= 0 and d3 6= 1l/2 and
• gx1 ⊗ 1l/2⊗ gy3 ⊗ d4|Ψ〉 where g21 , g23 6= 0 and d4 6= 1l/2.
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E. A double-degenerate zero eigenvalue and two different non-degenerate eigenvalues
By choosing b = c = 0 in Eq. (23), the seed states for these SLOCC classes can be chosen as
|Ψad00〉 = a+ d
2
(|0000〉+ |1111〉) + a− d
2
(|0011〉+ |1100〉), (78)
where a2 6= d2. Note that these states can be obtained from the seed states for the families discussed in Sec. III D by
permuting party 2 and 3. Thus, all the statements of Sec. III D extend to these families by taking into account the
permutation.
F. A double-degenerate non-zero eigenvalue and a double-degenerate zero eigenvalue
As the normalization and the global phase fix two parameters, there are no free parameters {a, b, c, d} and this case
corresponds to a single SLOCC class. Actually, one can choose a = d and b = c = 0 in Eq. (23) to see that the seed
state is the GHZ state
|Ψaa00〉 = |0000〉+ |1111〉, (79)
and, hence, this is the GHZ SLOCC class. It can be readily found that the elements of the symmetry group are of the
form Sz1,z2,z3,m = (Pz1 ⊗ Pz2 ⊗ Pz3 ⊗ P(z1z2z3)−1)(σ⊗4x )m, where as before Pz = diag(z, 1/z), 0 6= z ∈ IC and m = 0, 1.
Hence, by choosing zi such that P
†
ziGiPzi ∈ span{1l, σx}, we have the following standard form for the states in this
class gx1 ⊗ gx2 ⊗ gx3 ⊗ g4|Ψaa00〉, where g2i ≥ 0 for i ∈ {1, 2, 3}. Moreover, we choose ℑ(g24) ≥ 0 and in case ℑ(g24) = 0
one chooses g14 ≥ g34 . In case g2i = 0 for at least one i ∈ {1, 2, 3} we choose g24 ≥ 0. This is completely analogous to
the 3-qubit GHZ class studied in [22] and the possible LOCC conversions can be readily obtained from the analysis
performed therein leading to the following lemma.
Lemma 20. The MES in this class is given by states of the form gx1 ⊗ gx2 ⊗ gx3 ⊗ gx4 |Ψaa00〉, where no gxi ∝ 1l (except
for the GHZ state). Moreover, all states in the MES for this SLOCC class are convertible.
Thus this is one of the few SLOCC classes in which there are no isolated states. Notice that LOCC conversions in
this class have been previously studied using other techniques in [14].
IV. THE SLOCC CLASSES Labc2
A. The SLOCC classes Labc2 for c 6= 0
Let us now treat the SLOCC classes Labc2 . The seed states for c 6= 0 are of the form
|Ψabc2〉 = a |Φ+〉12 |Φ+〉34 − b |Φ−〉12 |Φ−〉34 + c(|0110〉+ |1001〉)− i/(2c) |1010〉 . (80)
The corresponding Z and Z˜ matrices coincide and have symmetric Jordan form. In particular, they are of the form
Zabc2 = Z˜abc2 =


a2 0 0 0
0 b2 0 0
0 0 c2 + i2
1
2
0 0 12 c
2 − i2

 . (81)
When determining the corresponding symmetries, one observes that there are more symmetries if two or all eigenvalues
are the same. Thus, we have to investigate these cases separately (see subsequent subsections). Let us briefly
summarize the results here. One observes that except for the case when a = b = 0 and c 6= 0 the states that are
reachable are always of a specific form. This is due to the fact that the only non-trivial symmetry that will be used to
construct LOCC protocols for the reachable and convertible states in these cases is σ⊗4z . In particular, respecting the
standard form of the respective SLOCC class the only states which are reachable are of the form hi⊗ dj ⊗ dk ⊗ dl |Ψ〉
where i, j, k, l ∈ {1, 2, 3, 4} and hi 6= di. Here |Ψ〉 denotes the chosen representative of the SLOCC class. Furthermore,
the states that are non-isolated and in MES4 are given by d1 ⊗ d2 ⊗ d3 ⊗ d4 |Ψ〉 where, again, one has to take into
account the standard form of the respective SLOCC class. In case a = b = 0 and c 6= 0 the reachable states are given
by 1l⊗ h2 ⊗ hx3 ⊗ h4 |Ψ00c2〉 where h2 6= d2 and hx1 ⊗ d2 ⊗ hx3 ⊗ h4 |Ψ00c2〉 where hx1 6= 1l and hx1 ⊗ h2 ⊗ 1l⊗ h4 |Ψ00c2〉
where h4 6= d4 and hx1 ⊗ h2 ⊗ hx3 ⊗ d4 |Ψ00c2〉 where hx3 6= 1l.
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1. The case a2 6= b2 6= c2 6= a2 and c 6= 0
We will first consider the case a2 6= b2 6= c2 6= a2 and c 6= 0. The only non-trivial symmetry for these states is given
by σ⊗4z . Using this symmetry we define the following standard form for states in these SLOCC classes ⊗igi |Ψabc2〉,
where the phase of tr(|1〉 〈0| g†i gi) is in [0, π), where i ∈ {1, 2, 3, 4} denotes the first party for which tr(|1〉 〈0| g†i gi) is
non-zero. In the following lemma we show which states in these classes are reachable.
Lemma 21. The only states in the SLOCC classes Labc2 where a
2 6= b2 6= c2 6= a2 and c 6= 0 that are reachable via
LOCC are given by hi ⊗ dj ⊗ dk ⊗ dl |Ψabc2〉 where {i, j, k, l} = {1, 2, 3, 4} and hi 6= di.
Proof. Recall that the only non-trivial symmetry of |Ψabc2〉 is given by σ⊗4z . Using Eq. (2) one obtains that
1∑
m=0
pm ⊗i
(
h1i h
2
i (−1)m
h2∗i (−1)m h3i
)
= r ⊗i Gi. (82)
Since the symmetry is unitary and the operators are normalized, i.e. tr(Gi) = tr(Hi) = 1 ∀i, it follows that r = 1.
Tracing over all but one party l in the equation above, one obtains that h1l = g
1
l , h
3
l = g
3
l and h
2
l (p0 − p1) = g2l . Note
here that the diagonal elements of Gl can not be changed. Note further that in case h
2
k = 0 for some k ∈ {1, 2, 3, 4}
it follows that g2k = 0 and therefore in this case Hk = Gk. Thus, states of the form d1 ⊗ d2 ⊗ d3 ⊗ d4 |Ψabc2〉 are in
MES4. Consider now the case where at least two of the matrices Hi are non-diagonal, e.g. j and l. Tracing over
all parties except of j and l and considering the matrix element |01〉j,l 〈10| leads to h2∗j h2l = g2∗j g2l . Using now that
h2k(p0−p1) = g2k ∀k one obtains that in case h2j , h2l 6= 0 it has to hold that (p0−p1)2 = 1 which corresponds to a trivial
transformation. Thus, the only states that can possibly be reached via SEP are of them form hi⊗ dj ⊗ dk⊗ dl |Ψabc2〉
where {i, j, k, l} = {1, 2, 3, 4}. In particular, they can be reached via a LOCC protocol. For example the POVM
{1/√2hid−1i , 1/
√
2hiσzd
−1
i } applied to party i allows to obtain them from a state of the form di⊗ dj ⊗ dk⊗ dl |Ψabc2〉
for a properly chosen di (in case of the second outcome all other parties have to apply σz).
Thus, the states in MES4 are given by the ones that can not be written as in Lemma 21.
Note further that these results can be easily extended to the n-qubit case for SLOCC classes who contain a state |Ψ〉
with symmetry S(Ψ) = {1l⊗n, σ⊗nz }. From the proof of Lemma 21 it follows directly that all states in these SLOCC
classes which are not of the form h |Ψ〉 where all hi but one are diagonal are in MESn. In the following lemma we
show which states are convertible in these SLOCC classes.
Lemma 22. The only states in the SLOCC classes Labc2 where a
2 6= b2 6= c2 6= a2 and c 6= 0 that are convertible via
LOCC are given by gi ⊗ dj ⊗ dk ⊗ dl |Ψabc2〉 where {i, j, k, l} = {1, 2, 3, 4} and gi arbitrary.
Proof. This can be easily seen by using Eq. (2) and Lemma 21. Since the only possible final states are given
by the reachable states one obtains that a necessary condition for a state to be convertible is that it is of the form
gi⊗dj⊗dk⊗dl |Ψ〉. In order to see that they are indeed convertible note that {√p(hig−1i ⊗1l⊗3),
√
1− p(hiσzg−1i ⊗σ⊗3)z }
constitutes a valid POVM for h1i = g
1
i , h
3
i = g
3
i and (2p − 1)h2i = g2i . Since the only restriction is that Gi (Hi) is
a positive operator of rank 2, one can find for any Gi a Hi (which is not LU-equivalent) and a value of p such that
these conditions are fulfilled.
Combining Lemma 21 and Lemma 22 one obtains that the convertible states in the MES are given by d1⊗d2⊗d3⊗
d4 |Ψabc2〉. Note that in the proofs of Lemma 21 and Lemma 22 we just used the symmetries and were not referring
to the standard form. Since the symmetry S = {1l⊗4, σ⊗4z } also occurs in the context of other SLOCC classes we
reformulate these lemmata as follows.
Lemma 23. Given a 4-qubit SLOCC class which contains a state |Ψ〉 with S(Ψ) = {1l⊗4, σ⊗4z } the only states (in
standard form) that are reachable via LOCC are given by hi ⊗ dj ⊗ dk ⊗ dl |Ψ〉 where {i, j, k, l} = {1, 2, 3, 4} and
hi 6= di.
Lemma 24. Given a 4-qubit SLOCC class which contains a state |Ψ〉 with S(Ψ) = {1l⊗4, σ⊗4z } the only states (in
standard form) that are convertible via LOCC are given by gi ⊗ dj ⊗ dk ⊗ dl |Ψabc2〉 where {i, j, k, l} = {1, 2, 3, 4} and
gi arbitrary.
Note here that these results can also be used in the context of other SLOCC classes whose seed states have symme-
tries that include σ⊗4z if one can show that the only non-trivial symmetry that can be used for SEP transformations
is given by σ⊗4z .
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2. The case a2 = c2 6= b2 and c 6= 0
Let us now consider the SLOCC classes Labc2 for which a
2 = c2 6= b2 and c 6= 0. Note that the case b2 = c2 6= a2
is included in these classes, since the corresponding states are LU equivalent to each other (see Eq. (80) and apply
Z(−π/4)⊗4). Note further that |Ψabc2〉 with a = c 6= 0 is equal to σz ⊗σz ⊗ 1l⊗ 1l |Ψabc2〉 with a = −c 6= 0. Therefore,
these two choices of parameters represent the same SLOCC class. Thus, we could take as seed states for all these
parameter choices the states
|Ψ〉 = a |Φ+〉12 |Φ+〉34 − b |Φ−〉12 |Φ−〉34 + a(|0110〉+ |1001〉)− i/(2a) |1010〉 . (83)
Using the method described in Sec. II one obtains the following non-compact symmetry group
Sx = 〈σ⊗4z ,
(
1 0
x 1
)
⊗
(
1 x
0 1
)
⊗
(
1 0
−x 1
)
⊗
(
1 −x
0 1
)
〉, (84)
where x ∈ IC. In order to simplify the symmetry operations we will consider the states
|Ψaba2〉 = σx ⊗ 1l⊗ σy ⊗ σz |Ψ〉 (85)
as seed states, whose symmetries are given by
S˜x,m ≡ ⊗isi(x,m) = [(σz)m
(
1 x
0 1
)
]⊗4, (86)
(87)
where m ∈ {0, 1} and x ∈ IC . As we will show the symmetry, S˜x,m, allows to establish a certain standard form for
states in these classes but LOCC transformations are only possible due to the symmetry σ⊗4z . Denote by ⊗igi |Ψaba2〉
an arbitrary state in this SLOCC class. We define the following standard form: If g2i /g
1
i 6= g2j /g1j ∀i, j ∈ {1, 2, 3, 4}
with i 6= j, we choose as standard form d1⊗g2⊗g3⊗g4 |Ψaba2〉. Note here that the symmetry allows us to choose this
standard form as for x = −g2i /g1i the matrix si(x, 0)†Gisi(x, 0) is diagonal. For the states where g2i /g1i = g2j /g1j for
some i, j ∈ {1, 2, 3, 4} the standard form can be chosen to be di ⊗ dj ⊗ gk ⊗ gl |Ψaba2〉 where i, j, k, l ∈ {1, 2, 3, 4} and
for g2i /g
1
i = g
2
j /g
1
j = g
2
k/g
1
k 6= 0 one obtains di ⊗ dj ⊗ dk ⊗ gl |Ψaba2〉 etc.. Until now we just exploited the symmetries
for m = 0. The additional symmetry allows to restrict the phase of g2i to [0, π], where i ∈ {1, 2, 3, 4} denotes the first
party for which g2i is non-zero. Using this standard form we will now prove the following lemma.
Lemma 25. The only states in the SLOCC classes Labc2 where a
2 = c2 6= b2 and c 6= 0 that are reachable via LOCC
are given by di ⊗ hj ⊗ dk ⊗ dl |Ψaba2〉 where {i, j, k, l} = {1, 2, 3, 4} and hj 6= dj.
Proof. Denote by ⊗igi |Ψaba2〉 an arbitrary initial state and by ⊗ihi |Ψaba2〉 an arbitrary final state in standard form.
Using Eq. (2) one obtains that
∑
m,x pm,x ⊗i
(
h1i xh
1
i + h
2
i (−1)m
x∗h1i + h
2∗
i (−1)m yi
)
= r ⊗i Gi, (88)
where yi = h
1
i |x|2 + (x∗h2i + xh2∗i )(−1)m + h3i . Note that according to the standard form at least one Hi and Gj has
to be diagonal for some i, j ∈ {1, 2, 3, 4}. For better readability we choose i = 1.
First we will consider the case j 6= 1. Then according to the standard form there have to be at least two Gj
that are diagonal e.g. j = 2, 4. In this case considering the matrix element |0100〉 〈1000| in Eq. (88) leads to
h11h
1
3h
1
4
∑
m,x pm,x(|x|2h12 + h22x∗(−1)m) = 0. Note that as Hi has to be a positive operator of rank 2 it follows
that h1i 6= 0 and therefore
∑
m,x pm,x(|x|2h12 + h22x∗(−1)m) = 0. Considering now the matrix element |0001〉 〈1000|,
which leads to
∑
m,x pm,x(|x|2h14 + h24x∗(−1)m) = 0. Thus either
∑
m,x pm,x|x|2 = 0 and
∑
m,x pm,xx
∗(−1)m = 0 or
h22/h
1
2 = h
2
4/h
1
4. For the latter case the corresponding standard form would have been such that h
2
4 = h
2
2 = 0. In
this case
∑
m,x pm,x|x|2 = 0 would follow for example from considering the matrix element |0100〉 〈1000|. Hence, in
all these cases, the condition
∑
m,x pm,x|x|2 = 0, which can only be fulfilled if pm,x = 0 for x 6= 0, has to be satisfied.
Thus the only nontrivial symmetry that can be used in this case is σ⊗4z . As has been shown in Lemma 23 the only
reachable states using this symmetry are of the form gi ⊗ dj ⊗ dk ⊗ dl |Ψ〉 where i, j, k, l ∈ {1, 2, 3, 4}, gi 6= di and |Ψ〉
denotes the corresponding seed state in standard form.
Second and last, we will treat the case j = 1. Considering the matrix elements |0100〉1klm 〈1000| where {k, l,m} =
{2, 3, 4} and taking into account that h1i 6= 0 ∀i ∈ {1, 2, 3, 4} one obtains that
∑
pm,x(|x|2h1k + h2kx∗(−1)m) = 0 for
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any k ∈ {2, 3, 4}. Thus either ∑m,x pm,x|x|2 = 0 and∑ pm,xx∗(−1)m = 0, which has already been considered above,
or h22/h
1
2 = h
2
3/h
1
3 = h
2
4/h
1
4. For h
2
2/h
1
2 = h
2
3/h
1
3 = h
2
4/h
1
4 the corresponding standard form is chosen such that Hj is
diagonal ∀j which implies similarly to before that∑ pm,x|x|2 = 0 (see Eq. (88)). Therefore, also in this case the only
symmetry that makes transformations possible is given by σ⊗4z and according to Lemma 23 the only states that can
be reached are of the form hi ⊗ dj ⊗ dk ⊗ dl |Ψ〉 where {i, j, k, l} = {1, 2, 3, 4} and hi 6= di.
For both cases the corresponding LOCC protocol would be again {1/√2hid−1i , 1/
√
2hiσzd
−1
i } for a properly chosen
di, where in case of the first (second) outcome the other parties do nothing (apply σz).
Thus all states except the ones that are of the form hi ⊗ dj ⊗ dk ⊗ dl |Ψaba2〉 where {i, j, k, l} = {1, 2, 3, 4} and
hi 6= di are in MES4. Note that as has been seen in the proof of Lemma 25 the only transformations that are
possible are due to the symmetry σ⊗4z . Thus, according to Lemma 24 the states that are convertible are given by
gi⊗ dj ⊗ dk ⊗ dl |Ψaba2〉 with {i, j, k, l} = {1, 2, 3, 4} and gi arbitrary. Therefore, the subset of convertible MES states
is given by
{d1 ⊗ d2 ⊗ d3 ⊗ d4 |Ψaba2〉 , di diagonal}. (89)
3. The case a2 = b2 6= c2 and a, c 6= 0
We will consider next the SLOCC classes Labc2 for which a
2 = b2 6= c2 and a, c 6= 0. Note that the seed states
for a = −b coincide with those for a = b after applying 1l ⊗ 1l ⊗ σx ⊗ σx and exchanging particles 3 and 4 (see Eq.
(80)). Therefore, they represent the same SLOCC classes up to particle exchange. In the following we will take as
seed states
|Ψaac2〉 = a(|0011〉+ |1100〉) + c(|0110〉+ |1001〉)− i/(2c) |1010〉 . (90)
The corresponding symmetries are given by
Sz = P
⊗4
z , (91)
where Pz = diag(z, 1/z) and z ∈ IC\0. To derive the standard form we use that for a properly chosen value of z the
matrix P †zGiPz ∝ Gxi where Gxi = gx†i gxi = 1/21l + g2i σx and one can choose g2i ∈ [0, 1/2). Thus, for g21 6= 0 the
standard form is given by gx1 ⊗ g2 ⊗ g3 ⊗ g4 |Ψaac2〉, where gx1 =
√
Gx1 and g
2
1 > 0. In case g
2
1 = 0 the symmetry
Z(α)⊗4 for α ∈ IR can be used to choose g22 ≥ 0 [59] and similarly if g21 = g22 = 0 one can set g23 ≥ 0 etc.. Similarly to
the previous SLOCC classes we use the standard form to prove the following lemma.
Lemma 26. The only states in the SLOCC classes Labc2 where a
2 = b2 6= c2 and a, c 6= 0 that are reachable via
LOCC are given by hx1 ⊗ d2 ⊗ d3 ⊗ d4 |Ψaac2〉 where hx1 6= 1l/2 and 1l1 ⊗ dj ⊗ dk ⊗ hl |Ψaac2〉 where {j, k, l} = {2, 3, 4}
and hl 6= dl.
Proof. According to Eq. (2) an initial state ⊗igi |Ψ〉 can be transformed via SEP into ⊗ihi |Ψ〉 iff
∑
|z|,φ p|z|,φ ⊗i
(
h1i |z|2 h2i e−i2φ
h2∗i e
i2φ h3i 1/|z|2
)
= r ⊗i Gi, (92)
where z = |z|eiφ. Recall that due to the definition of the standard form h11 = h31 = 1/2 and h21 ∈ IR. Considering the
matrix elements |ijkl〉 〈ijkl| of Eq. (92), where i, j, k, l ∈ {0, 1} one obtains that
h1+2j2 h
1+2k
3 h
1+2l
4
∑
|z|,φ
p|z|,φ|z|4[2−(i+j+k+l)] = rg1+2j2 g1+2k3 g1+2l4 . (93)
Thus, from this equation for i = j = 0 and k = l = 1, as well as for j = 0 and i = k = l = 1 it follows that∑
|z|,φ p|z|,φ1/|z|4 = 1. Note that we used here that h1i , g1i , h3i , g3i 6= 0∀i ∈ {2, 3, 4}. Considering now Eq. (93)
with i = j = k = 0 and l = 1 and with j = k = 0 and i = l = 1 leads to
∑
|z|,φ p|z|,φ|z|4 = 1. The condition∑
|z|,φ p|z|,φ|z|4 =
∑
|z|,φ p|z|,φ1/|z|4 = 1 can only be fulfilled if p|z|,φ = 0 ∀|z| 6= 1. Thus, only unitary symmetries can
be used for SEP transformations and it follows that r = 1 from Observation 8. Furthermore, it is now easy to see
from Eq. (92) via tracing over all parties but party k for k ∈ {2, 3, 4} that h1k = g1k and h3k = g3k. Thus, via SEP the
diagonal elements can not be changed.
Consider now the case that there are at least two operators Hl with non-zero off-diagonal components, say Hi and
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Hj . Choose i such that according to the standard form h
2
i ∈ IR. Tracing over the other parties and considering the
matrix elements |10〉i,j 〈00| and |01〉i,j 〈00|, as well as |10〉i,j 〈01| leads to h2k
∑
|z|,φ p|z|,φe
−i2φ = g2k for k = i, j and
h2∗j h
2
i = g
2∗
j g
2
i . Thus, h
2
j/h
2
i = g
2
j /g
2
i and h
2∗
j h
2
i = g
2∗
j g
2
i [60] and therefore |h2j | = |g2j | and h2i = g2i . Since h2i , g2i ∈ IR
it follows that
∑
|z|,φ p|z|,φe
−2iφ ∈ IR and therefore h2j = g2j . Note that in case there are more than these two Hl
with non-zero off-diagonal components a completely analogous argument can be applied. Note further that in case
h2k = 0 for some k ∈ {1, 2, 3, 4} it follows that g2k = 0 which can be easily seen by considering the matrix element
|0010〉i,j,k,l 〈0000|. Thus, whenever there exist at least two Hl with non-zero off-diagonal components or all Hl are
diagonal it must hold that Hl = Gl ∀l ∈ {1, 2, 3, 4}. Hence, unless there is only one non-diagonal Hl the state is not
reachable via SEP. For any other instance, the corresponding state, hi⊗dj⊗dk⊗dl |Ψaac2〉 where {i, j, k, l} = {1, 2, 3, 4}
and hi 6= di, can be obtained for example via the LOCC protocol {1/
√
2hi1l
⊗4d−1i , 1/
√
2hiσ
⊗4
z d
−1
i } acting non-trivially
on party i from a state di ⊗ dj ⊗ dk ⊗ dl |Ψaac2〉 for a properly chosen di.
As before, we observe that the non-unitary symmetry allows to define the standard form but the existence of the
non-trivial LOCC protocols (and SEP transformations) is solely due to the unitary symmetry. Note that the structure
of the states that are reachable is the same as for all other previously discussed SLOCC classes. Again, the standard
form of the SLOCC classes is crucial here. In the following lemma the states that are convertible are presented.
Lemma 27. The only states in the SLOCC classes Labc2 where a
2 = b2 6= c2 and a, c 6= 0 that are convertible via
LOCC are given by gx1 ⊗ d2 ⊗ d3 ⊗ d4 |Ψaac2〉 or 1l1 ⊗ dj ⊗ dk ⊗ gl |Ψaac2〉 where {j, k, l} = {2, 3, 4}.
Proof. In the proof of Lemma 26 we have shown that the only symmetries that can be useful for non-trivial LOCC
transformations are phase gates. Thus, using Eq. (2) it can be easily seen that a state with Hi = Di can only
be obtained from a state with Gi = Di. Note that the only reachable states are given by the states in Lemma 26.
Combining these results implies that the only possibly convertible states are given by gx1 ⊗ d2 ⊗ d3 ⊗ d4 |Ψaac2〉 or
1l1⊗ dj ⊗ dk ⊗ gl |Ψaac2〉 where {j, k, l} = {2, 3, 4}. Let us now show that these states are indeed convertible. In order
to see this consider {√phi1l⊗4g−1i ,
√
1− phiσ⊗4z g−1i } where party i denotes the party for which Gi is non-diagonal.
In case all of them are diagonal the same protocol can be used where one can freely choose the party which is acting
non-trivially. This protocol constitutes a valid POVM for h1i = g
1
i , h
3
i = g
3
i and (2p − 1)h2i = g2i . Note that p can
again be chosen such that Hi is a positive operator of rank 2.
Thus, in these SLOCC classes the subset of states in MES4 which are not isolated is given by
{1l1 ⊗ d2 ⊗ d3 ⊗ d4 |Ψaac2〉 , di diagonal}. (94)
Since the structure of the reachable and convertible states (as well as the standard form) only depends on the
symmetries and this symmetry will occur for another SLOCC class too we generalize here Lemma 26 and Lemma 27
to the following lemmata.
Lemma 28. Given a 4-qubit SLOCC class which contains a state |Ψ〉 with symmetries S(Ψ) = {P⊗4z : z ∈ IC/0} the
only states (in standard form) that are reachable via LOCC are given by hx1 ⊗ d2 ⊗ d3 ⊗ d4 |Ψ〉 where hx1 6= 1l/2 and
1l1 ⊗ dj ⊗ dk ⊗ hl |Ψ〉 where {j, k, l} = {2, 3, 4} and hl 6= dl.
Lemma 29. Given a 4-qubit SLOCC class which contains a state |Ψ〉 with symmetries S(Ψ) = {P⊗4z : z ∈ IC/0} the
only states (in standard form) that are convertible via LOCC are given by gx1 ⊗d2⊗d3⊗d4 |Ψ〉 and 1l1⊗dj⊗dk⊗gl |Ψ〉
where {j, k, l} = {2, 3, 4}.
Note that these lemmata can also be used in the context of SLOCC classes with seed states that have different
symmetries if one can show that the only symmetries that can be used for SEP transformations are given by P⊗4z
and the standard form for these SLOCC classes is chosen such that it obeys the following conditions: It holds that
g1 = g
x
1 and in case g
2
1 = 0 one chooses g
2
2 ≥ 0 and similarly if g21 = g22 = 0 one has g23 ≥ 0 etc..
4. The case a2 = b2 = c2 6= 0
The seed states for Labc2 with a = b = −c and −a = b = c can be transformed into the one with a = b = c via LUs
and in case −a = b = c additionally exchanging party 3 and 4 (see Eq. (80)). Furthermore, one can transform the
seed state for a = −b = c into the one with a = b = c by applying 1l⊗ 1l⊗σx⊗σx to the state and exchanging party 3
and 4. Thus, these choices of parameters are within the same SLOCC classes as a = b = c (up to particle exchange),
for which we consider as seed states the states
|Ψaaa2〉 = a(|0011〉+ |1100〉) + a(|0110〉+ |1001〉)− i/(2a) |1010〉 . (95)
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The corresponding symmetries are given by
Sx,y,z = ⊗si =
(
z 0
x 1/z
)
⊗
(
z y
0 1/z
)
⊗
(
z 0
−x 1/z
)
⊗
(
z −y
0 1/z
)
,
where x, y, z ∈ IC and z 6= 0. The standard form for any state ⊗igi |Ψaaa2〉 in these SLOCC classes can be chosen as
1l⊗ d2⊗ g3⊗ g4 |Ψaaa2〉, where tr(|1〉 〈0| g†3g3) > 0 if tr(|1〉 〈0| g†3g3) 6= 0 and tr(|1〉 〈0| g†4g4) ≥ 0 otherwise. This can be
easily seen, as s†1g
†
1g1s1 ∝ 1l for properly chosen x and |z| and as s†2g†2g2s2 is diagonal by choosing y correspondingly.
Exploiting additionally the Z(α)⊗4 symmetry allows to choose tr(|1〉 〈0| g†3g3) ≥ 0 or tr(|1〉 〈0| g†4g4) ≥ 0. In the
following lemma we characterize the reachable states in these SLOCC classes.
Lemma 30. The only states in the SLOCC classes Labc2 where a
2 = b2 = c2 6= 0 that are reachable via LOCC are
given by 1l⊗ d2 ⊗ dk ⊗ hl |Ψaaa2〉 where {k, l} = {3, 4} and hl 6= dl.
Proof. We will in the following divide all states into the subsequent three classes: (i) h24, h
2
3 6= 0 (ii) h24 = h23 = 0 and
(iii) h2i = 0 and h
2
j 6= 0 for {i, j} = {3, 4}. We will first show that states corresponding to class (i) and (ii) are not
reachable, whereas we will construct for states corresponding to class (iii) LOCC protocols to show that these states
are reachable, which proves the lemma.
Let us first consider the case (i). Considering the matrix elements |1010〉 〈0110| and |1010〉 〈0011| of Eq. (2) leads to∑
px,y,zx/z = 0. Considering now the projection of Eq. (2) onto |Ψ+〉13 |Ψ+〉24 leads to an equation of r in terms of
the entries of the matrices H and G. Combining this equation, the previous one and the one resulting from projecting
Eq. (2) onto |Ψ+〉24 leads to x = 0 for any symmetry occurring in Eq. (2). Considering now the matrix element
|1100〉 〈1010| of Eq. (2) leads to the condition ∑y,z p0,y,zy∗z∗ = 0. Combining it with the equation resulting from
considering the matrix element |1100〉 〈1001| one obtains ∑y,z p0,y,z|y|2|z|2 = 0, which leads to (as z 6= 0) y = 0 for
any symmetry occurring in Eq. (2). Hence, the only symmetries that allow for transformations are given by P⊗4z .
Therefore, we can use Lemma 28 which shows that states of the form 1l⊗ d2 ⊗ h3 ⊗ h4 |Ψ〉 where hi 6= di for i = 3, 4
are not reachable via LOCC if just this symmetry is available [61].
Let us now consider the case (ii), for which it follows easily from Eq. (2) that the only symmetries that allow for
transformations are given by P⊗4z . Using then again Lemma 28 shows that states of the form 1l⊗ d2⊗ d3 ⊗ d4 |Ψ〉 are
not reachable via LOCC.
It remains to consider case (iii). As σ⊗4z is included in Sx,y,z, the POVM {1/
√
2hj(1l
⊗4)d−1j , 1/
√
2hj(σ
⊗4
z )d
−1
j }
(acting non-trivially on party j), where dj is chosen properly, allows to obtain the states corresponding to case (iii).
In particular, states of the form 1l1 ⊗ d2 ⊗ di ⊗ hj |Ψaaa2〉, where {i, j} = {3, 4}, can be obtained by using this LOCC
protocol from states of the form 1l1 ⊗ d2 ⊗ di ⊗ dj |Ψaaa2〉.
In summary, all reachable states in these SLOCC classes are given by 1l1 ⊗ d2 ⊗ dk ⊗ hl |Ψaaa2〉 where {k, l} = {3, 4}
and hl 6= dl.
Again we observe the same structure for reachable states. In the following lemma we show which states are
convertible in these SLOCC classes.
Lemma 31. The only states in the SLOCC classes Labc2 where a
2 = b2 = c2 6= 0 that are convertible via LOCC are
given by 1l1 ⊗ d2 ⊗ dk ⊗ gl |Ψaaa2〉 with gl arbitrary and {k, l} = {3, 4}.
Proof. Let us show that the only states which can be converted into the reachable states given in Lemma 30 for l = 4
are of the form 1l1 ⊗ d2 ⊗ d3 ⊗ g4 |Ψaaa2〉 and that they are indeed convertible. As the case l = 3 can be proven
analogously, this proves the lemma. Considering the matrix element |1000〉 〈0010| of Eq. (2) for H2, H3 diagonal (and
H1 = 1l) leads to x = 0 for any symmetry occurring in the equation. The fact that G3 also has to be diagonal in
this case is then implied by considering the matrix element |1000〉 〈1010| of Eq. (2), which proves the first statement.
It can be easily shown that these states are all indeed convertible using the symmetries 1l⊗4 and σ⊗4z to construct a
LOCC protocol (see also proof of Lemma 27).
Combining Lemma 30 and Lemma 31 we have that the non-isolated states in MES4 in these SLOCC classes are
given by
{1l1 ⊗ d2 ⊗ d3 ⊗ d4 |Ψaaa2〉 , di diagonal}. (96)
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5. The case a = b = 0 and c 6= 0
We will consider now the SLOCC classes Labc2 for which a = b = 0 and c 6= 0. The corresponding seed state is
|Ψ00c2〉 = c(|0110〉+ |1001〉)− i/(2c) |1010〉 (97)
with the symmetries
Sz,z˜ = Pz ⊗ Pz ⊗ Pz˜ ⊗ Pz˜ (98)
for z, z˜ ∈ IC\0. This symmetry allows to choose the standard form gx1 ⊗ g2 ⊗ gx3 ⊗ g4 |Ψ〉00c2 where gxi is defined as√
Gxi with G
x
i = g
x†
i g
x
i = 1/21l+ g
2
i σx. Moreover, one can choose g
2
i ∈ [0, 1/2) for i ∈ {1, 3}. In case g21 = 0(g23 = 0)
one can set g22 ≥ 0(g24 ≥ 0) respectively. Note that 1l⊗ 1l⊗ σz ⊗ σz , σz ⊗ σz ⊗ 1l⊗ 1l ∈ Sz,z˜. As we will show now this
fact leads to a different structure of the states in MES4 compared to the previously discussed SLOCC classes.
Lemma 32. The only states in the SLOCC classes Labc2 where a = b = 0 and c 6= 0 that are reachable via LOCC are
given by 1l⊗h2⊗hx3 ⊗h4 |Ψ00c2〉 with h2 6= d2 and hx1 ⊗d2⊗hx3⊗h4 |Ψ00c2〉 with hx1 6= 1l/2 and hx1 ⊗h2⊗1l⊗h4 |Ψ00c2〉
with h4 6= d4 and hx1 ⊗ h2 ⊗ hx3 ⊗ d4 |Ψ00c2〉 with hx3 6= 1l/2.
Proof. Due to Eq. (2) a SEP transformation from an arbitrary initial state in standard form, ⊗igi |Ψ〉, to an arbitrary
final state in standard form, ⊗ihi |Ψ〉, is possible iff
∑
|z|,|z˜|,φ,φ˜ p|z|,|z˜|,φ,φ˜
( |z|2/2 h21e−i2φ
h21e
i2φ 1/(2|z|2)
)
⊗
(
h12|z|2 h22e−i2φ
h2∗2 e
i2φ h32/|z|2
)
⊗
(
|z˜|2/2 h23e−i2φ˜
h23e
i2φ˜ 1/(2|z˜|2)
)
(99)
⊗
(
h14|z˜|2 h24e−i2φ˜
h2∗4 e
i2φ˜ h34/|z˜|2
)
= rGx1 ⊗G2 ⊗Gx3 ⊗G4,
where we used the notation z = |z|eiφ and z˜ = |z˜|eiφ˜. Considering the matrix elements |ijkl〉 〈ijkl| of this equation,
where i, j, k, l ∈ {0, 1}, one obtains that
h1+2j2 h
1+2l
4
∑
|z|,|z˜|,φ,φ˜
p|z|,|z˜|,φ,φ˜|z|4[1−(i+j)]|z˜|4[1−(k+l)] = rg1+2j2 g1+2l4 . (100)
Considering now this equation for i = k = 0 and j = l = 1 and k = 0 and i = j = l = 1, as well as for i = j = k = 0
and l = 1 and j = k = 0 and i = l = 1 leads to
∑
|z|,|z˜|,φ,φ˜ p|z|,|z˜|,φ,φ˜|z|4 =
∑
|z|,|z˜|,φ,φ˜ p|z|,|z˜|,φ,φ˜1/|z|4 = 1. This implies
that the only symmetries that can be used to transform a state via SEP obey |z| = 1. Via an analogous argument
one can show that
∑
|z|,|z˜|,φ,φ˜ p|z|,|z˜|,φ,φ˜|z˜|4 =
∑
|z|,|z˜|,φ,φ˜ p|z|,|z˜|,φ,φ˜1/|z˜|4 = 1 and therefore p|z|,|z˜|,φ,φ˜ = 0 for |z˜| 6= 1.
Thus, we only have to consider unitary symmetries and therefore r = 1 (see Observation 8). Furthermore, via tracing
over all parties but party i for i ∈ {2, 4} in Eq. (99) one obtains that h1i = g1i and h3i = g3i . Note that via tracing
over party 3 and 4 in Eq. (99) one obtains the same conditions as in the proof of Lemma 26 for the off-diagonal
components. Namely that if h21 = h
2
2 = 0 or if h
2
1, h
2
2 6= 0 it follows that h21 = g21 and h22 = g22 . Analogously we have
that if h23 = h
2
4 = 0 or if h
2
3, h
2
4 6= 0 it has to hold that h23 = g23 and h24 = g24 . Combining these results one obtains
that the only states that can possibly be reached are the ones given in Lemma 32. In particular, they can be reached
via a LOCC protocol exploiting the symmetries 1l ⊗ 1l ⊗ σz ⊗ σz or σz ⊗ σz ⊗ 1l ⊗ 1l. The idea here is again that
{√phig−1i ,
√
1− phiσzg−1i } constitutes a valid POVM for h1i = g1i , h3i = g3i and (2p− 1)h2i = g2i , which for example
can be fulfilled by p = 1/2 and gi = diag(h
1
i , h
3
i )[62].
The states in MES4 for the SLOCC classes Labc2 with a = b = 0 and c 6= 0 are then given by all states that can not
be written as in Lemma 32. Note that again the LOCC transformations which allowed to obtain all reachable states
were due to symmetries that are elements of the Pauli group. We will show in the following lemma which states in
these SLOCC classes are convertible.
Lemma 33. The only states in the SLOCC classes Labc2 where a = b = 0 and c 6= 0 that are convertible via LOCC
are given by 1l⊗g2⊗gx3⊗g4 |Ψ00c2〉 and gx1⊗d2⊗gx3⊗g4 |Ψ00c2〉 and gx1⊗g2⊗1l⊗g4 |Ψ00c2〉 and gx1⊗g2⊗gx3⊗d4 |Ψ00c2〉.
Proof. The only states which can be reached from a convertible state are given in Lemma 32. Note that in the proof of
Lemma 32 we have already shown that only symmetries with |z| = |z˜| = 1 can be used for transformations. Thus, the
symmetries that allow for transformations are unitary and commute with a diagonal matrix. Combining these results
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and using Eq. (2) it is easy to show that the states with hi = di for some i ∈ {1, 2, 3, 4} can only be obtained from states
with gi = di. Thus, the only possibly convertible states are given by 1l⊗h2⊗hx3⊗h4 |Ψ00c2〉, hx1⊗d2⊗hx3⊗h4 |Ψ00c2〉,
hx1 ⊗ h2 ⊗ 1l⊗ h4 |Ψ00c2〉, and hx1 ⊗ h2 ⊗ hx3 ⊗ d4 |Ψ00c2〉. It is easy to see that these states are indeed convertible using
the symmetries 1l⊗4 and σz⊗σz⊗ 1l⊗ 1l or 1l⊗ 1l⊗σz⊗σz. Consider for example the states 1l⊗ g2⊗ gx3 ⊗ g4 |Ψ00c2〉. In
order to perform a LOCC transformation use {√p(1l⊗h2g−12 ⊗1l⊗1l),
√
1− p(σz⊗h2σzg−12 ⊗1l⊗1l)} which constitutes
a valid POVM for h32 = g
3
2 , (2p−1)h22 = g22 and h12 = g12 . As always one can find for any G2 a value of p and a non-LU
equivalent H2 s. t. the POVM condition is fulfilled.
Thus, in this SLOCC classes the states in MES4 that are convertible are given by 1l ⊗ d2 ⊗ gx3 ⊗ g4 |Ψ00c2〉 with
gx3 , g4 nondiagonal, g
x
1 ⊗ g2 ⊗ 1l⊗ d4 |Ψ00c2〉 with gx1 , g2 nondiagonal, and 1l⊗ d2 ⊗ 1l⊗ d4 |Ψ00c2〉.
B. The SLOCC classes Labc2 for c = 0
In this case the seed states are given by
|Ψ〉 = a |Φ+〉 |Φ+〉+ b |Φ−〉 |Φ−〉+ |0110〉 . (101)
The corresponding symmetric Z and Z˜ matrices coincide and are diagonal (with eigenvalues a2, b2, 0 and 0), i.e.
Z = Z˜ =


a2 0 0 0
0 b2 0 0
0 0 0 0
0 0 0 0

 . (102)
One observes that the corresponding seed states have different symmetries depending on whether the two eigenvalues
are the same or not, as well as whether they are non-zero or not. Note that the case a = b = 0 leads to a fully
separable state. Furthermore, it can be shown that the choice of parameters a = 0 and b 6= 0 corresponds to the
SLOCC classes Labc2 for a = b = c if one exchanges party 2 and 3. Thus, it remains to consider the following cases,
for which also the reachable states are different:
(1) a2 6= b2 and a, b 6= 0
(2) a2 = b2 6= 0
1. Case (1): a2 6= b2 and a, b 6= 0
In case a2 6= b2 and a, b 6= 0 the symmetry of the state in Eq. (101) is given by
Sz = Pz ⊗ P1/z ⊗ Pz ⊗ P1/z ,
where z ∈ IC\0. In order to obtain the symmetry P⊗4z that has already been discussed, we will consider the states
|Ψab00〉 = 1l⊗ σx ⊗ 1l⊗ σx |Ψ〉 (103)
as seed states. Note that the case a2 = −b2 could in principle lead to more symmetries, as then q in Eq. (9) can
also be −1 (similar for q˜). However, it is straightforward to see that the corresponding seed states do not have more
symmetries.
As for the other SLOCC classes containing a seed state with this symmetry the standard form is given by gx1⊗g2⊗g3⊗
g4 |Ψab00〉, where g21 > 0. In case g21 = 0 the symmetry allows to choose g22 ≥ 0 and analogously if g21 = g22 = 0 one can
choose g23 ≥ 0 etc.. We can apply Lemma 28 and obtain that the reachable states have the form hx1⊗d2⊗d3⊗d4 |Ψab00〉
where hx1 6= 1l or 1l1 ⊗ dj ⊗ dk ⊗ hl |Ψab00〉 where {j, k, l} = {2, 3, 4} and hl 6= dl. Furthermore, the only states that
are convertible via LOCC are given by gx1 ⊗ d2 ⊗ d3 ⊗ d4 |Ψab00〉 or 1l1 ⊗ dj ⊗ dk ⊗ gl |Ψab00〉 where {j, k, l} = {2, 3, 4}
(see Lemma 29).
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2. Case (2): a2 = b2 and a 6= 0
Let us discuss now the case a2 = b2 and a 6= 0. We could consider as seed states the states
|Ψ〉 = a |Φ+〉 |Φ+〉+ a |Φ−〉 |Φ−〉+ |0110〉 . (104)
Note that the choice a = −b in Eq. (101) represents the same SLOCC classes as a = b up to particle exchange, as
applying 1l⊗ 1l⊗ σx ⊗ σx and exchanging party 3 and 4 leads to Eq. (104). In order to obtain similar symmetries as
before we will consider the states
|Ψaa00〉 = 1l⊗ 1l⊗ σx ⊗ σx |Ψ〉 (105)
as seed states, whose symmetries are given by
Sz,z˜ = Pz˜ ⊗ Pz ⊗ Pz ⊗ Pz˜ , (106)
where z, z˜ ∈ IC\0. Note that up to permutation of the parties these symmetries correspond to the ones discussed
in Sec. IVA5. Thus, the results obtained there can be extended to these SLOCC classes (taking into account the
permutation of the parties).
V. THE SLOCC CLASSES La2b2
A. The SLOCC classes La2b2 for a, b 6= 0
The seed states of these classes are given by
|Ψa2b2〉 = a(|0011〉+ |1100〉) + b(|0110〉+ |1001〉) + i/(2a) |1111〉 − i/(2b) |1010〉 . (107)
The corresponding symmetric ZΨ and Z˜Ψ matrices coincide and have symmetric Jordan form with two Jordan blocks
of dimension 2 (with eigenvalues a2 and b2), i.e.
ZΨa2b2 = Z˜Ψa2b2 =


a2 + i2
1
2 0 0
1
2 a
2 − i2 0 0
0 0 b2 + i2
1
2
0 0 12 b
2 − i2

 . (108)
Again one observes that there are different symmetries depending on whether
(1) a2 6= ±b2
(2) a2 = −b2 or
(3) a2 = b2.
As we will show the structure of the symmetries in these different SLOCC classes is very different, which is also
reflected in a different structure of the reachable states.
1. Case (1): a2 6= ±b2
In case a2 6= ±b2 the symmetry of the seed states is given by
S = {1l⊗4, σ⊗4z }. (109)
Thus, Lemma 23 can be applied and the only states (in standard form) that are reachable via LOCC are given by
hi ⊗ dj ⊗ dk ⊗ dl |Ψa2b2〉 , (110)
where {i, j, k, l} = {1, 2, 3, 4} and hi 6= di. Furthermore, according to Lemma 24 the only convertible states are of the
form
gi ⊗ dj ⊗ dk ⊗ dl |Ψa2b2〉 , (111)
where {i, j, k, l} = {1, 2, 3, 4} with gi arbitrary.
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2. Case (2): a2 = −b2 and a, b 6= 0
We will consider next the SLOCC classes La2b2 for a
2 = −b2 and a, b 6= 0. The seed state for a = −ib is LU
equivalent to the state for a = ib via the LU operation 1l⊗ 1l⊗σz⊗σz (see Eq. (107)). Thus, they represent the same
SLOCC class. Therefore, we could choose the seed states of the form
|Ψ〉 = ib(|0011〉+ |1100〉) + b(|0110〉+ |1001〉) + 1/(2b) |1111〉 − i/(2b) |1010〉 . (112)
They have the symmetries S = {1l⊗4, σ⊗4z , 1l ⊗ σx ⊗ σz ⊗ σy , σz ⊗ σy ⊗ 1l ⊗ σx}. In order to obtain a simpler form of
the symmetry, we will in the following consider the LU-equivalent states∣∣Ψ(−b2)b2〉 = 1l⊗ 1l⊗ 1l⊗ Z(π/4) |Ψ〉 (113)
as seed states. For these states the symmetries are
S = {1l⊗4, σ⊗4z , 1l⊗ σx ⊗ σz ⊗ σx, σz ⊗ σy ⊗ 1l⊗ σy}.
In the following we will denote by Sk = ⊗iski the elements of the symmetry group in the order given in Eq. (114). As
before we use the notation Gi = g
†
i gi = 1/21l+
∑
j g¯
j
i σj where g¯
j
i ∈ IR is arbitrary apart from the constraint Gi > 0
and similar for Hi.
In order to define the standard form we proceed as follows.
• We choose g¯22 > 0 (for g¯22 = 0 one can choose g¯24 > 0) and g¯12 > 0 (for g¯12 = 0 we choose g¯14 > 0).
• If g¯22 = g¯24 = 0 we choose g¯23 > 0 and if g¯22 = g¯24 = g¯23 = 0 we choose g¯13 ≥ 0.
• In case g¯12 = g¯14 = 0 we choose g¯11 > 0 and for g¯12 = g¯14 = g¯11 = 0 we choose g¯21 ≥ 0.
• In case g¯22 = g¯24 = g¯23 = g¯13 = 0 and g¯12 = g¯14 = g¯11 = g¯21 = 0 we choose g¯32 > 0 (if it additionally holds that g¯32 = 0
we choose g¯34 ≥ 0).
As can be easily seen this form can always be made unique by choosing some entry positive. As will be stated in the
following lemma these symmetries allow for a very different structure of the reachable states compared to the previous
classes.
Lemma 34. The only states in the SLOCC classes La2b2 with a
2 = −b2 and a, b 6= 0 that are reachable via LOCC are
given by h1⊗h2⊗h3⊗h4
∣∣Ψ(−b2)b2〉, where ⊗Hi obeys the following condition. There exists a symmetry Sk = ⊗iski ∈
S(Ψ(−b2)b2) for some k ∈ {1, 2, 3} such that exactly three out of the four operators Hi commute with the corresponding
operators ski and one operator Hj does not commute with s
k
j .
The basic idea of the proof is to use the fact that the symmetries are all elements of the Pauli group, which allows
us to identify the reachable states using Eq. (21) (for the details see Appendix E). In the following lemma we give all
states which are convertible in this SLOCC classes.
Lemma 35. The only states in the SLOCC classes La2b2 with a
2 = −b2 and a, b 6= 0 that are convertible via LOCC
are given by g1⊗g2⊗g3⊗g4
∣∣Ψ(−b2)b2〉, where ⊗Gi obeys the following condition. There exists a non-trivial symmetry
Sk = ⊗iski ∈ S(Ψ(−b2)b2) for some k ∈ {1, 2, 3} such that three out of the four operators Gi commute with the
corresponding operators ski and one operator Gj is arbitrary.
Proof. Recall that according to Lemma 34 the reachable states are given by h1 ⊗ h2 ⊗ h3 ⊗ h4
∣∣Ψ(−b2)b2〉, where ⊗Hi
has the property that there exists a symmetry Sk = ⊗iski ∈ S(Ψ(−b2)b2) such that exactly three out of the four
operators Hi commute with the corresponding operators s
k
i . Tracing over all parties except one in Eq. (2) and using
Observation 8 (in particular r = 1) one obtains [see Eq. (20)]
Ei(Hi) = Gi ∀i. (114)
Thus, in case a component h¯ji is zero, it follows that also g¯
j
i = 0. Combining these results one obtains that the
states g1 ⊗ g2 ⊗ g3 ⊗ g4
∣∣Ψ(−b2)b2〉 that are possibly convertible have the property that there exists a symmetry
Sk = ⊗iski ∈ S(Ψ(−b2)b2) such that at least three out of the four operators Gi commute with the corresponding
operators ski . Denote by j the party for which [Gj , s
k
j ] 6= 0 in case there exist a Gj that does not commute with the
symmetry, otherwise j can be chosen arbitrarily under the constraint that skj 6= 1l. Moreover, we use skj = σl for some
l ∈ {1, 2, 3}. In order to show that these states are indeed convertible consider {√phj1l⊗4g−1j ,
√
1− phjSkg−1j } which
corresponds to a POVM for h¯lj = g¯
l
j and (2p− 1)h¯ij = g¯ij for i 6= l and i ∈ {1, 2, 3}. As one can always find a value of
p and a positive Hj that does not lead to a LU-equivalent state, these states are convertible.
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Due to Lemma 34 and Lemma 35 we have that the states g1⊗ g2⊗ g3⊗ g4
∣∣Ψ(−b2)b2〉 that are convertible and are in
MES4 obey the following condition. There exists a symmetry Sk ∈ S(Ψ(−b2)b2) for some k ∈ {1, 2, 3} such that ⊗Gi
commutes with Sk and there exist no symmetry Sl = ⊗isli ∈ S(Ψ(−b2)b2) for some l ∈ {1, 2, 3} such that exactly three
out of the four operators Gi commute with the corresponding operators s
l
i and one operator Gj does not commute
with slj .
3. Case (3) a2 = b2 and a, b 6= 0
The seed states for the SLOCC classes La2b2 with a
2 = b2 and a, b 6= 0 can be chosen as [63] |Ψ〉 = a(|0011〉 +
|1100〉+ |0110〉+ |1001〉) + i/(2a)(|1111〉 − |1010〉) with symmetries
Sx,u,v,m = (σ
⊗4
z )
m
(
1 0
x 1
)
⊗
(
u v
−v u
)
⊗
(
1 0
−x 1
)
⊗
(
u −v
v u
)
, (115)
where m ∈ {0, 1} and x, u, v ∈ IC . In order to work with symmetries that are similar to the ones that already occured
in the context of other SLOCC classes we will in the following work with the seed states
|Ψa2a2〉 = 1l⊗X(−π/4)⊗ 1l⊗X(−π/4) |Ψ〉 , (116)
which then have symmetries
{S˜x,z,m} = 〈(σz ⊗ σy ⊗ σz ⊗ σy)m,
(
1 0
x 1
)
⊗ P1/z ⊗
(
1 0
−x 1
)
⊗ Pz〉, (117)
where m ∈ {0, 1}, x, z ∈ IC and z 6= 0. Note that any operator in the symmetry group can be written as
(σz ⊗ σy ⊗ σz ⊗ σy)m
[(
1 0
x 1
)
⊗ P1/z ⊗
(
1 0
−x 1
)
⊗ Pz
]
for some m ∈ {0, 1}, x, z ∈ IC and z 6= 0. Using this symmetry the standard form can be chosen to be d1 ⊗ gx2 ⊗ g3 ⊗
g4 |Ψa2a2〉 where g22 ≥ 0. In case g22 = 0 one can choose g24 ≥ 0. Moreover, we choose ℜ(g23) ≥ 0 and in case ℜ(g23) = 0
we choose ℑ(g23) ≥ 0. For g23 = 0 one has to impose some restriction G4 in order to make the standard form unique.
In the following lemma we state which states in this SLOCC class can be reached via LOCC.
Lemma 36. The only states in the SLOCC classes La2b2 with a
2 = b2 and a, b 6= 0 that are reachable via LOCC are
given by d1 ⊗ hx2 ⊗ h3⊗ hx4 |Ψa2a2〉 with h3 6= d3, d1 ⊗ 1l⊗ h3⊗ h4 |Ψa2a2〉 with h4 6= d4, d1⊗ hx2 ⊗ h3⊗ d4 |Ψa2a2〉 with
hx2 6= 1l/2, and d1 ⊗ hx2 ⊗ d3 ⊗ h4 |Ψa2a2〉 with h4 6= hx4 and d1 ⊗ 1l/2⊗ d3 ⊗ h4 |Ψa2a2〉 where h4 6= 1l/2.
The proof is straightforward but tedious and can be found in Appendix F.
In the following lemma we state which states in these SLOCC classes are convertible.
Lemma 37. The only states in the SLOCC classes La2b2 with a
2 = b2 and a, b 6= 0 that are convertible via LOCC
are given by d1⊗ gx2 ⊗ g3⊗ gx4 |Ψa2a2〉, d1⊗ 1l⊗ g3⊗ g4 |Ψa2a2〉, d1⊗ gx2 ⊗ g3⊗ d4 |Ψa2a2〉, and d1⊗ gx2 ⊗ d3⊗ g4 |Ψa2a2〉.
The proof of this lemma can be found in Appendix F. Due to Lemma 36 and Lemma 37 the states in MES4 that
are convertible are given by d1 ⊗ gx2 ⊗ d3 ⊗ gx4 |Ψa2a2〉, where g22, g24 6= 0, d1 ⊗ 1l⊗ g3 ⊗ d4 |Ψa2a2〉, where g3 6= d3 and
d4 6= 1l and d1 ⊗ 1l⊗ d3 ⊗ 1l |Ψa2a2〉.
B. The SLOCC classes La2b2 for a = 0 and b 6= 0
We will consider now the SLOCC classes La2b2 for a = 0 and b 6= 0. Note here that the block structure of ZΨ
and Z˜Ψ changes compared to the one for a, b 6= 0. In particular one obtains two Jordan blocks of dimension 1 (with
eigenvalues 0) and one Jordan block of dimension 2 (with eigenvalue b2), i.e.
ZΨ = Z˜Ψ =


0 0 0 0
0 0 0 0
0 0 b2 + i2
1
2
0 0 12 b
2 − i2

 . (118)
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In [18] the representative for the classes La2b2 is given by |Ψ〉 = a(|0000〉+ |1111〉)+b(|0101〉+ |1010〉)+ |0110〉+ |0011〉.
Thus, the choice b = 0 and a 6= 0 is LU-equivalent to a = 0 and b 6= 0 via 1l ⊗ σx ⊗ 1l ⊗ σx. The seed state of these
SLOCC classes could be chosen as |Ψ〉 = b(|0110〉+|1001〉)+|1111〉−i/(2b) |1010〉 with the only non-trivial symmetries
Pz ⊗ Pz ⊗ P1/z ⊗ P1/z for z ∈ IC\0. Hence, the seed states
|Ψ00b2〉 = 1l⊗ 1l⊗ σx ⊗ σx |Ψ〉 (119)
have symmetries P⊗4z . Due to Lemma 28 we have that the states that are in MES4 are all those that cannot be
written as hx1 ⊗ d2 ⊗ d3 ⊗ d4 |Ψ00b2〉 where hx1 6= 1l or 1l1 ⊗ dj ⊗ dk ⊗ hl |Ψ00b2〉 with {j, k, l} = {2, 3, 4} and hl 6= dl.
Furthermore, according to Lemma 29 the states that are convertible can be written in the form gx1⊗d2⊗d3⊗d4 |Ψ00b2〉
or 1l1 ⊗ dj ⊗ dk ⊗ gl |Ψ00b2〉 with {j, k, l} = {2, 3, 4}.
C. The SLOCC class La2b2 for a = b = 0
A representative of the class La2b2 for a = b = 0 is given by |Ψ〉 = |0110〉+ |0011〉, i.e. the state is separable and
its possible transformations are known [13].
VI. THE SLOCC CLASSES Lba3
A. The SLOCC classes Lba3 for a 6= 0
Let us consider next the classes Lba3 with a 6= 0. Note that the corresponding seed state can be chosen as [64]
|Ψab3〉 = 1/(32a3)[(−i + (8 i− 8)a2) |1111〉 − (i + (8 i− 8)a2) |0000〉 − (1 + (4 + 4i)a2)
√
2(|00〉 |Ψ−〉 (120)
+ |Ψ−〉 |00〉)− (i − 32a4)(|0011〉+ |1100〉) + (i + 16a3(a− b))(|0101〉+ |1010〉)− (i+ 16a3(a+ b))
(|0110〉+ |1001〉)− (1− (4 + 4i)a2)√2(|Ψ−〉 |11〉+ |11〉 |Ψ−〉)]
The corresponding Z and Z˜ matrices coincide and have symmetric Jordan form. In particular, they are of the form
ZΨab3 = Z˜Ψab3 =


a2 12 +
i
2 0 0
1
2 +
i
2 a
2 1
2 − i2 0
0 12 − i2 a2 0
0 0 0 b2

 . (121)
As before one obtains completely different symmetries for a2 6= b2 and a2 = b2 which we will distinguish in the
following. Nevertheless, one finds that no state is reachable in both cases.
1. The case a2 6= b2 and a 6= 0
For the classes Lba3 with a
2 6= b2 and a 6= 0 the corresponding seed state has no non-trivial symmetry. Thus, no
transformations via SEP is possible and, therefore, all states in these SLOCC classes are in MES4.
2. The case a2 = b2 and a 6= 0
Let us consider next the classes Lba3 with a = b and a 6= 0. Note here that the parameter choice a = b and a = −b
for the seed states leads to the same SLOCC classes up to exchange of particles. In order to simplify the symmetries
we will not consider the state |Ψab3〉 [see Eq. (120)] as seed state but rather
|Ψaa3〉 = X(−π/4)⊗X(π/4)⊗X(−π/4)⊗X(π/4)
∣∣∣Ψ˜aa3〉 , (122)
where we set on the righthand side of Eq. (120) a = b. The symmetries of these states are given by
Sx =
(
1 x
0 1
)⊗4
≡ s˜⊗4x , (123)
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where x ∈ IC . It is easy to see that one can choose the standard form d1 ⊗ g2 ⊗ g3 ⊗ g4 |Ψaa3〉 as for an appropriate
value of x the matrix s˜†xGis˜x is diagonal. With all that, it is now straightforward to derive the states in MES4 of
these classes.
Lemma 38. The SLOCC classes Lba3 with a
2 = b2 and a 6= 0 contains no state that is reachable via LOCC.
Proof. Inserting the symmetries Sx into Eq. (2) one obtains
∑
x px ⊗i
(
h1i xh
1
i + h
2
i
x∗h1i + h
2∗
i y
)
= r ⊗i Gi, (124)
where y = h1i |x|2 + (x∗h2i + xh2∗i ) + h3i . Note that h21 = g21 = 0. Thus by considering the matrix element |0000〉 〈1000|
and |0100〉 〈1000| of this equation one obtains ∑x pxx = 0 and ∑x px|x|2 = 0. This can only be fulfilled if px = 0 for
x 6= 0. Inserting this result in Eq.(124) and using the normalization condition tr(Gi) = tr(Hi) = 1 (which leads to
r = 1) one obtains that ⊗iGi = ⊗iHi. Therefore, no states in this SLOCC class are reachable via SEP.
As we have shown all states in these SLOCC classes are in MES4. Trivially it follows that there are also no
convertible states in these SLOCC classes.
B. The SLOCC classes Lba3 with a = 0
Let us discuss now the classes Lba3 with a = 0 and b arbitrary. The corresponding ZΨ and Z˜Ψ matrices coincide
and are in symmetric Jordan form with a Jordan block of dimension 2 (with eigenvalue 0) and two Jordan blocks of
dimension 1 (with eigenvalues 0 and b2), i.e.
ZΨ = Z˜Ψ =


0 0 0 0
0 b2 0 0
0 0 i2
1
2
0 0 12 − i2

 . (125)
One could choose as a seed states the states
|Ψ〉 = −b ∣∣Φ−〉 ∣∣Φ−〉− eipi/4(|10〉 ∣∣Φ+〉− ∣∣Φ+〉 |10〉). (126)
The symmetries are different depending on whether b vanishes or not. In particular, for the SLOCC classes for b 6= 0
no state is reachable, whereas for the case b = 0 transformations are possible.
1. The case a = 0 and b 6= 0
The corresponding seed states could be chosen as in Eq. (126). These states have symmetries
Sx = (σx ⊗ 1l⊗ σx ⊗ 1l)s˜⊗4x (σx ⊗ 1l⊗ σx ⊗ 1l), (127)
where s˜x is defined as in Eq. (123). It follows that the states
|Ψ0b02〉 = (σx ⊗ 1l⊗ σx ⊗ 1l) |Ψ〉 (128)
have symmetries
Sx = s˜
⊗4
x . (129)
Note that these symmetries correspond to the ones for the classes Lba3 with a = b and a 6= 0 (see subsection VIA2).
Therefore, the results for these classes apply. In particular, the standard forms for these classes coincide and all
states in the SLOCC classes Lba3 with a = 0 and b 6= 0 are in MES4 and no state is convertible (see proof of Lemma
38).
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2. The case a = b = 0
The SLOCC class Lab3 with a = b = 0 contains the 4-particle W state. One could choose as seed state |Ψ〉 =
eipi/4(|10〉 |Φ+〉 − |Φ+〉 |10〉), which is LU–equivalent (with the LU transformation σy ⊗ σz ⊗ σx ⊗ 1l) to the W–state,
|W 〉 = |0001〉+ |0010〉+ |0100〉+ |1000〉. Hence, we will consider the state
|Ψ0002〉 = |W 〉 (130)
as seed state. The symmetry is given by
Sw,x,y,z =
1
z2
(
z w
0 1/z
)
⊗
(
z x
0 1/z
)
⊗
(
z y
0 1/z
)
⊗
(
z −y − w − x
0 1/z
)
. (131)
This symmetry allows to choose the standard form d1⊗d2⊗g3⊗1l |W 〉, where d1 = diag(1, x1/x4), d2 = diag(1, x2/x4)
and g3 = [x4, x0; 0, x3], with xi ≥ 0[65]. That is, any state in this class is of the form x0 |0000〉+x1 |1000〉+x2 |0100〉+
x3 |0010〉+x4 |0001〉. As we will show now, the reachable states in the 3-qubit W-class (see e.g. [22]) can be generalized
to four qubits, as stated in the following lemma. Note that in contrast to [22] we provide here a rigorous proof of the
fact that only unitary symmetries can be used for transformations.
Lemma 39. The only states in the SLOCC classes Lab3 with a = b = 0 that are reachable via LOCC are given by
d1 ⊗ d2 ⊗ g3 ⊗ 1l |W 〉 where g3 6= d3.
Note that this means that the only states which are reachable are of the form x0 |0000〉+ x1 |1000〉+ x2 |0100〉+
x3 |0010〉+ x4 |0001〉 with x0 6= 0.
Proof. That the states presented in the lemma can be reached via LOCC can be easily seen as follows. Applying
the POVM {1/√21l⊗2 ⊗ h3g−13 ⊗ 1l, 1/
√
2σ⊗2z ⊗ h3σzg−13 ⊗ σz}, with G3 = diag[(x4)2, (x0)2 + (x3)2] to the state
d1 ⊗ d2 ⊗ g3 ⊗ 1l |W 〉 leads deterministically to the state d1 ⊗ d2 ⊗ h3 ⊗ 1l |W 〉 = x0 |0000〉+ x1 |1000〉+ x2 |0100〉+
x3 |0010〉+ x4 |0001〉 where h3 = [x4, x0; 0, x3] with x0 6= 0.
To see that non of the remaining states, i.e. states of the form d1 ⊗ d2 ⊗ d3 ⊗ 1l |W 〉 are reachable, we consider Eq.
(2) for H1, H2, H3, G1, G2 diagonal, H4 = G4 ∝ 1l and G3 = g†3g3 with g3 = [x4, x0; 0, x3], i.e.
∑
pw,x,y,zS
†
w,x,y,z(H1 ⊗H2 ⊗H3 ⊗ 1l)Sw,x,y,z = rG1 ⊗G2 ⊗G3 ⊗ 1l. (132)
Considering now the matrix elements |0000〉 〈0000|σix, where σix is acting on system i for i ∈ {1, 2, 3, 4} of Eq.
(132), one easily obtains that G3 has to be diagonal for the equation to be satisfied. Next, we consider the matrix
elements σjx |0000〉 〈0000|σix for j, i ∈ {1, 2, 3, 4}, i 6= j to obtain that the symmetries used in this equations, must all
be diagonal, i.e. pw,x,y,z = 0 unless w = x = y = 0. Combining now the diagonal matrix element |ijkl〉 〈ijkl| with
those of |ijkl′〉 〈ijkl′| leads to pw,x,y,z = 0 for |z| 6= 1, which implies that there exist no non–trivial transformation
and hence, the states are not reachable.
Thus, one obtains that the states in this SLOCC class which are contained in MES4 are given by d1 ⊗ d2 ⊗ d3 ⊗
1l |W 〉 = x1 |1000〉+ x2 |0100〉+ x3 |0010〉+ x4 |0001〉.
As the symmetry contains σ⊗4z any state (d1 ⊗ d2 ⊗ g3 ⊗ 1l |W 〉) in this SLOCC class is convertible via the LOCC
protocol {√p1l⊗2 ⊗ h3g−13 ⊗ 1l,
√
1− pσ⊗2z ⊗ h3σzg−13 ⊗ σz} for a appropriately chosen h3 and p. Note that all these
results can be straightforward generalized to an arbitrary number of qubits. Note further that the W–class and the
GHZ–class are the only classes where no state is isolated.
VII. THE SLOCC CLASSES La4
A. The SLOCC classes La4 for a 6= 0
Let us consider next the classes La4 (see [18]) with a 6= 0. The Z and Z˜ matrices for states in this class can be
brought to Jordan form with a single Jordan block of dimension 4 (with eigenvalues a2). Since the states in these
SLOCC classes have no non-trivial symmetry, all states are in MES4 and no state is convertible.
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B. The SLOCC class La4 for a = 0
The seed state for the class La4 with a = 0 could be chosen as
|Ψ〉 = i |00〉 (|10〉+ i |11〉) + i |01〉 (− |11〉+ i |10〉) + i |10〉 (−i |11〉+ |10〉+ i |01〉+ |00〉) (133)
+i |11〉 (− |11〉 − i |10〉 − |01〉+ i |00〉).
Note that the corresponding ZΨ and Z˜Ψ matrices have both two Jordan blocks of dimension 2 (with eigenvalues 0),
i.e.
ZΨ = Z˜Ψ =


i
2
1
2 0 0
1
2 − i2 0 0
0 0 i2
1
2
0 0 12 − i2

 . (134)
In order to simplify the corresponding symmetries we will use
|Ψ0202〉 = 1l⊗X(−π/4)⊗ 1l⊗X(−π/4) |Ψ〉 (135)
as seed state. Then the symmetries are given by
Sx,y,z = ⊗isi = 1y3z3
(
1 0
x y2z2
)
⊗
(
z 0
0 1/z
)
⊗
(
1 0
−x y2z2
)
⊗
(
y 0
0 1/y
)
, (136)
where x, y, z ∈ IC and y, z 6= 0. This symmetry allows to choose the standard form as 1l ⊗ gx2 ⊗ g3 ⊗ g4 |Ψ0202〉 where
g22 ≥ 0 and g24 ≥ 0 (for g24 = 0 and/or g22 = 0 choose g23 ≥ 0). Here we used that s†2g†2g2s2 ∝ Gx2 for a properly chosen
z and s†1g
†
1g1s1 ∝ 1l for a properly chosen x and |y|. Furthermore it is easy to see that the phase of y can be chosen
such that the symmetry S0,y,1 allows to choose g
2
4 ≥ 0 (or g23 ≥ 0). In the following lemma we characterize the states
which are in MES4 for this SLOCC class.
Lemma 40. The only states in the SLOCC class La4 with a = 0 that are reachable via LOCC are given by 1l⊗ hx2 ⊗
h3 ⊗ h4 |Ψ0202〉 with h2i = 0 for at least one i ∈ {2, 3, 4} and h2j 6= 0 for at least one j ∈ {2, 3, 4}.
Proof. We split all states into the following three cases
(i) h22, h
2
3, h
2
4 6= 0
(ii) h22 = h
2
3 = h
2
4 = 0 and
(iii) h2j = 0, h
2
i 6= 0 and h2k arbitrary for {i, j, k} = {2, 3, 4}.
We will show now that states in case (i) and (ii) are not reachable, whereas we will present a LOCC protocol
reaching states in class (iii). Let us start with case (i). Considering the |1111〉 〈0010| matrix element of Eq. (2) leads
in this case to
∑
px,y,zx = 0. The matrix element |1000〉 〈0010| implies then that px,y,z = 0 whenever x 6= 0. Hence,
s1 ∝ s3 for any symmetry which can be used for the transformation. Projecting then Eq. (2) onto |Ψ−〉13 leads
to a simple equation for party 2 and 4. Considering in this resulting equation the matrix element |00〉 〈00| leads to
h14 = rg
1
4 . Using this equation together with the |1000〉 〈1000| matrix element of Eq. (2) one obtains that the diagonal
elements of H3 coincide with the diagonal elements of G3. It is then easy to show that |y| = 1/|z| has to hold for any
symmetry occurring in Eq. (2) by considering further diagonal elements of that equation. Hence s1 is unitary, which
implies (using that in standard form H1 = 1l) that we only have to consider the equation for parties 2 to 4. More
precisely we have,
∑
|z|,φ,φ˜ p|z|,φ,φ˜
( |z|2/2 h22e−i2φ
h22e
i2φ 1/(2|z|2)
)
⊗
(
h13 h
2
3e
i2(φ˜+φ)
h2∗3 e
−i2(φ˜+φ) h33
)
⊗
(
h14/|z|2 h24e−i2φ˜
h24e
i2φ˜ h34|z|2
)
(137)
= rGx2 ⊗G3 ⊗G4,
where we adapted the notation for the probabilities and where z = |z|eiφ and y = eiφ˜/|z|. Considering the matrix
elements |ijk〉 〈ijk| of this equation for i, j, k ∈ {0, 1} one obtains that
h1+2j3 h
1+2k
4
∑
|z|,φ,φ˜
p|z|,φ,φ˜|z|4[k−i] = rg1+2j3 g1+2k4 . (138)
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Recall that the diagonal elements of G3 coincide with those of H3. From this equation for i = j = k = 0 and
for i = 1 and j = k = 0, as well as for i = k = 1 and j = 0 and for k = 1 and i = j = 0 it follows that∑
|z|,φ,φ˜ p|z|,φ,φ˜|z|4 =
∑
|z|,φ,φ˜ p|z|,φ,φ˜1/|z|4 = 1 which can only be fulfilled if p|z|,φ,φ˜ = 0 for |z| 6= 1. Thus, only
the symmetries where |z| = 1 and therefore |y| = 1, i.e. unitary symmetries can be used for transformations.
Thus, we can use Observation 8 and therefore r = 1. Moreover, using Eq. (138) and the normalization condition
tr(Gi) = tr(Hi) = 1 ∀i it is easy to show that h14 = g14 and h34 = g34 . Thus, the diagonal elements of both G3 and G4
can not be changed. From the matrix element |111〉 〈000|,|110〉 〈000| of Eq. (138) and |000〉 〈001| one obtains
h22h
2
3h
2
4 = g
2
2g
2
3g
2
4
h22h
2
3
∑
|z|,φ,φ˜ p|z|,φ,φ˜e
i2φ˜ = g22g
2
3
and
h24
∑
|z|,φ,φ˜
p|z|,φ,φ˜e
i2φ˜ = g24 .
Due to the fact that the sum in the last equation cannot be zero, as g24 6= 0 (the left–hand side of the first equation
cannot vanish), the last two equations lead to g24/(g
2
2g
2
3) = h
2
4/(h
2
2h
2
3) and then it is easy to see that h
2
4 = g
2
4 and
g22g
2
3 = h
2
2h
2
3. Note that one uses here that in standard form h
2
4 = |h24| and g24 = |g24 |. Via a similar argument one
obtains h22 = g
2
2 and so h
2
3 = g
2
3 . Hence, states with h
2
2, h
2
3, h
2
4 6= 0 can only be reached from states with h22 = g22 ,
h23 = g
2
3 and h
2
4 = g
2
4 and are therefore in MES4.
Let us next consider the case (ii). The fact that x = 0 has to hold for any symmetry occurring in Eq. (2) follows
from considering the matrix element |1000〉 〈0010| of that equation. That |y| = 1/|z| = 1 has to hold follows via the
same argument as above. From Eq. (138) it follows then immediately that the diagonal elements of Hi coincide with
those of Gi for i = 3, 4. Considering the matrix element |100〉i,j,k 〈000| where i, j, k ∈ {2, 3, 4} of Eq. (137) leads to
g2i = 0. Thus, this class of states is also in MES4.
We still need to show that for case (iii) the corresponding states are reachable. In order to see this note that
1l⊗σz⊗1l⊗σz, σz⊗σz⊗σz⊗1l and σz⊗1l⊗σz⊗σz are symmetries of the seed state. Thus, for any {i, j, k} = {2, 3, 4}
there exists a symmetry that is acting on parties i, j and k via Zi ⊗ Zj ⊗ 1lk. In the following we will denote this
symmetry by sij . Note that the operator acting on party 1 is determined by s1 ⊗ sij being a symmetry. In order to
reach a state with h2j = 0, h
2
i 6= 0 and h2k arbitrary one can use {1/
√
2hi1l
⊗4d−1i , 1/
√
2his
ijd−1i }, where di is chosen
such that it corresponds to a valid POVM. Note that since h2j = 0 one can easily apply σz on party 1 and/or j in case
of the second outcome.
Note that again any LOCC protocol that we constructed exploits only the symmetries that are an element of
the Pauli group. The states in this SLOCC class that are in MES4 are given by 1l ⊗ 1l ⊗ d3 ⊗ d4 |Ψ0202〉 and
1l ⊗ hx2 ⊗ h3 ⊗ h4 |Ψ0202〉 where hx2 , h3 and h4 are not diagonal. In the following lemma we show which states in this
SLOCC class are convertible.
Lemma 41. The only states in the SLOCC class La4 with a = 0 that are convertible are given by 1l⊗gx2⊗g3⊗g4 |Ψ0202〉
where at least one g2j = 0 for j ∈ {2, 3, 4}.
Proof. Note first that the only states that are reachable obey that at least one h2j = 0 for j ∈ {2, 3, 4}. Via Eq. (2)
one obtains that this is also a necessary condition for all states which might be convertible to them. More precisely
for j = 2, 4 it only requires to consider one particular matrix element of Eq. (2) to show that also Gj has to be
diagonal. For j = 3, one first shows that x = 0 using the same argument as in the proof above [case (ii)] and then
proceeds as before. In order to see that indeed any state obeying this constraint is convertible consider the POVM
{√phi1l⊗4g−1i ,
√
1− phisijg−1i }. Here, sij is acting as Zi⊗Zj⊗ 1lk on parties i, j, k ∈ {2, 3, 4} and the operator acting
on the first qubit is defined by sij being a symmetry of the seed state. One obtains that this is a valid POVM for
h1i = g
1
i , h
3
i = g
3
i and (2p − 1)h2i = g2i . As the only constraints on Gi and Hi is that they are positive operators of
rank 2, for any Gi one can find a Hi 6= Gi and a value for p such that these conditions are fulfilled.
Thus, the non-isolated states in MES4 in this SLOCC class are given by
1l⊗ 1l⊗ d3 ⊗ d4 |Ψ0202〉 . (139)
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VIII. THE SLOCC CLASSES La203⊕1
Let us treat next the SLOCC classes La203⊕1 (see [18]). As for a = 0 the corresponding states are biseperable we
will not consider them here. We chose the seed states as∣∣Ψa203⊕1〉 = a(|1001〉+ |0110〉)− i/(2a) |1010〉+ eipi/4 |11〉 ∣∣Φ+〉 . (140)
The corresponding Z and Z˜ matrices are in symmetric Jordan form and are given by
ZΨ =


i
2
1
2 0 0
1
2 − i2 0 0
0 0 a2 + i2
1
2
0 0 12 a
2 − i2

 (141)
and
Z˜Ψ =


0 0 0 0
0 0 0 0
0 0 a2 + i2
1
2
0 0 12 a
2 − i2

 . (142)
The symmetries of these states are given by
Sm = (σ
⊗4
z )
m, (143)
for m ∈ {0, 1}. Thus, we can apply Lemma 23. One obtains that the only states that are reachable in this SLOCC
classes can be written as hi ⊗ dj ⊗ dk ⊗ dl
∣∣Ψa203⊕1〉 where {i, j, k, l} = {1, 2, 3, 4} and hi 6= di, whereas all other
states are in MES4. The convertible states are given by gi ⊗ dj ⊗ dk ⊗ dl
∣∣Ψa203⊕1〉 (see Lemma 24).
IX. THE SLOCC CLASS L05⊕3
We will treat next the SLOCC class which is denoted by L05⊕3 in [18]. The corresponding seed state can be chosen
as
|Ψ〉 = 1/√2 |01〉 (|Φ−〉 − i |Ψ+〉) + e−ipi/4 |10〉 |Ψ−〉+ eipi/4 |11〉 |Ψ+〉 − √2e−ipi/4 |1100〉 .
The Z matrix and Z˜ matrix are of the form
ZΨ =


i
2
1
2 0 0
1
2 − i2 0 0
0 0 i2
1
2
0 0 12 − i2

 (144)
and
Z˜Ψ =


0 0 0 0
0 0 12 +
i
2 0
0 12 +
i
2 0
1
2 − i2
0 0 12 − i2 0

 . (145)
In order to simplify the notation for the symmetry consider the state∣∣Ψ05⊕3〉 = 1l⊗ 1l⊗HZ(π/4)⊗HZ(π/4) |Ψ〉 (146)
as seed state. The symmetries of this state are then given by
S˜x,y =
(
1 0
(1−i)(1+x−y)
y 1/y
)
⊗ 1l⊗
(
y 0
x 1
)
⊗
(
y 0
x 1
)
, (147)
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where x, y ∈ IC, y 6= 0. As we will see below, it is possible to choose a different seed state, which is of the form
A⊗ 1l⊗3 ∣∣Ψ05⊕3〉, such that all symmetries which can be used in all possible transformations will be unitary. However,
for the sake of simplicity we continue with this choice of the seed state.
Using the notation Gi = [g
1
i , g
2
i ; (g
2
i )
∗, g3i ], as before, we choose the standard form in this case as G1⊗G2⊗1l/2⊗G4,
with g24 ≥ 0 unless one of the following conditions is fulfilled. If ℜ(g21) = ℑ(g21) = g31(1 + g24/g34) and g24 6= 0 we choose
G1 ⊗G2 ⊗G3 ⊗ 1l/2, where g23 ≥ 0 and
G1 =
(
g11 (1 + i)g
3
1
(1− i)g31 g31
)
. (148)
Note that G1 has the property that (S
(1)
0,eiφy
)†G1S
(1)
0,eiφy
= G1 for any φy ∈ IR, which will be a crucial property in the
following. In case the previous conditions are not satisfied, but g24 = 0 [66] one can easily seen that the standard form
can be chosen as G1 ⊗G2 ⊗ 1l/2⊗G4, where G4 is diagonal and
G1 =
(
g11 (1 + i)g
2
1
(1− i)g21 g31
)
, (149)
where g21 ≥ 0 [67] Using this standard form we will now show the following lemma.
Lemma 42. In the SLOCC class L05⊕3 the reachable states (in standard form) are of the form
i) h1 ⊗ h2 ⊗ 1l⊗ d4
∣∣Ψ05⊕3〉 with h2 arbitrary and H1 = h†1h1 is not of the form given in Eq. (148) or
ii) h1⊗h2⊗h3⊗ 1l
∣∣Ψ05⊕3〉, with h2 arbitrary, h3 not diagonal, and H1 = h†1h1 is of the form given in Eq. (148)or
iii) same as case ii) with party 3 and 4 exchanged.
Proof. Let us first consider states for which the standard form is given by H1 ⊗ H2 ⊗ 1l ⊗ H4. Note that the fact
that all symmetries act trivially on the second system implies that H2 = G2. Considering now the matrix elements
|1001〉 〈1011|, |1001〉 〈1010| and |1001〉 〈0011| of Eq. (2) it can be seen that for any symmetry which is used it must
either hold that x = 0 or that ℜ(h21) = ℑ(h21) = h31(1 + h24/h34). Note that h24 = 0 implies that x = 0. This is why this
instance will be treated in the first case. Note further that in the second case, the standard form is chosen differently,
as mentioned above. Using then Eq. (2), one can show that also in the standard form of G, G1 has to be of the form
given in Eq. (148). In order to do so, one uses some matrix elements of Eq. (2) in combination with the equation,
r = h31/g
3
1, resulting from the projection of Eq. (2) onto |Ψ−〉34. Using then again Eq. (2) it can be easily seen that
for any used symmetry it must hold that x = 0. Hence, we have that whenever the standard form is used in Eq. (2),
all symmetries occurring in this equation fulfill that x = 0. Using similar methods as in e.g. the proof of Lemma 26
and the equation resulting from the projection of Eq. (2) onto |Ψ−〉34 it is then easy to see that in this case it must
furthermore hold that |y| = 1 for any symmetry occurring in Eq. (2). Note that this implies that any symmetry,
Sx,y, occurring in Eq. (2) (using the standard form defined above) is of the form S0,y, with |y| = 1. In particular, the
symmetries act as phase gates on party 3 and 4.
Let us now consider the different standard forms separately. For state with standard form H1 ⊗H2 ⊗ 1l ⊗H4 we
show now that the only states which are reachable are of the form given in (i) and (iii). More precisely, we show that
states where (a) H1 is not of the form given in Eq. (148) and H4 is not diagonal and (b) states where H1 is of the form
given in Eq. (148) and H4 is diagonal cannot be reached and present a LOCC protocol to reach the others. To prove
that states in (a) cannot be reached one has to show that the only solution to Eq. (2) is that G = H (using for both
the standard form). Note that due to the symmetries, H2 = G2 and H3 = G3 = 1l/2. Moreover, as the symmetries are
only phase gates on party 4 it follows by tracing over all other parties that the diagonal elements of H4 and G4 have
to coincide. Using then that r = h31/g
3
1 and that H1 is not of the form given in Eq. (148) one obtains that H4 = G4.
It is then straightforward to show that also H1 = G1 which implies that the states in case (a) are not reachable.
For states in case (b), it is easy to see that all symmetries occuring in Eq. (2) commute with H , which implies that
H = G and therefore the states are not reachable. Let us now construct the LOCC protocol which reaches the states
which do neither belong to case (a) nor to case (b), i.e. those which are given in Lemma 42 (case (i) and (iii)). Any
state corresponding to H1⊗H2⊗ 1l⊗D4, with H1 not of the form given in Eq. (148) [case (i)] [for which the standard
form is as given above Eq. (149)] can be reached from a state G1⊗H2⊗ 1l⊗D4, where G1 is of the form given in Eq.
(148). This can be easily seen by noting that, as H4 is diagonal, it commutes with all symmetries and therefore Eq.
(2) reduces to
∑
yi:|yi|=1 pyi(S
(1)
0,yi
)†H1S
(1)
0,yi
= rG1, which can always be satisfied by choosing G1 of the form given in
Eq. (148). The corresponding POVM elements are {1/√2rh1g−11 ⊗ 1l⊗3, 1/
√
2rh1S
(1)
0,−1g
−1
1 ⊗ 1l ⊗ (S(3)0,−1)⊗2}, where
S
(1)
0,−1 = [1, 0;−2(1− i),−1] and S(3)0,−1 = σz and r = h31/g31 = 1 − 4h21 + 4h31 [68]. Moreover, any state corresponding
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to H1 ⊗H2 ⊗ 1l⊗H4, with H1 of the form given in Eq. (148) and H4 not diagonal [case (iii)] can be reached from a
state H1 ⊗H2 ⊗ 1l ⊗D4, where D4 has the same diagonal elements as H4. The corresponding POVM elements are
{1/√21l⊗3 ⊗ h4d−14 , 1/
√
2U (1) ⊗ 1l ⊗ S(3)0,−1 ⊗ h4S(3)0,−1d−14 }, where U (1) = h1S(1)0,−1h−11 is unitary and S(1)0,−1, S(3)0,−1 as
above. Note that the crucial property that U (1) is unitary (which implies that this POVM can be implemented via
LOCC) results from the special form of h1.
Hence, it remains to consider states whose standard form is given by H1 ⊗H2 ⊗H3 ⊗ 1l, where H1 is of the form
given in Eq. (148). We consider the two cases h23 = 0 and h
2
3 6= 0 separately. In the first case, we have similarly to
before that the symmetries commute with H3 and H4 ∝ 1l. Moreover, as the symmetries also commute with H1 we
have that H = G has to hold, which implies that these states are not reachable. If, however, h23 6= 0, the state can be
reached from the state H1 ⊗H2 ⊗G3 ⊗ 1l, where G3 is diagonal. The corresponding POVM elements are as given in
case (iii) replacing party 3 and 4.
Let us note here that this case seems very different from all the other SLOCC classes because first of all the seed
state is reachable [see Lemma 42 (i)] and moreover, as seen in the proof, the symmetries used for the transformation
are, in contrast to all other cases not unitary. However, this is only an artifact of the choice of the seed state, as we will
explain in the following. It is easy to see that choosing the seed state A⊗ 1l⊗3
∣∣Ψ05⊕3〉 with A = [√2/3, 1/(2√6)(1 +
i); 1/(2
√
6)(1 − i), 1/√6] leads to results resembling all the other cases. More precisely, choosing this seed state, the
symmetries used in all the transformations are unitary and therefore [see Eq. (2)] the seed state is in MES, as it is
not reachable. Similarly to the previous lemma we can now prove
Lemma 43. The only states in the SLOCC class L05⊕3 that are convertible are (in standard form) of the form
i) g1 ⊗ g2 ⊗ 1l⊗ d4
∣∣Ψ05⊕3〉 with g1, g2 arbitrary [69] or
ii) g1 ⊗ g2 ⊗ g3 ⊗ 1l
∣∣Ψ05⊕3〉 with G1 = g†1g1 of the form given in Eq. (148) and g2, g3 arbitrary or
iii) same as case ii) with party 3 and 4 exchanged.
Proof. Due to the proof of Lemma 42 we have that the only symmetries occurring in Eq. (2) are of the form S0,y,
with |y| = 1. Using then that the reachable states are given in Lemma 42 one can easily see that any convertible state
has to be of one of the forms given in Lemma 43. It hence remains to show that any state given in this lemma is
convertible. Whereas states corresponding to case (ii) and (iii) can be easily converted using a POVM (constructed
from the symmetries identity and S0,−1) which acts non–trivially on party 3 and 4 respectively, it is more lengthy,
however straightforward to show that any state in case (i) can be converted. In order to do so, one considers a
transformation from states g1 ⊗ g2 ⊗ 1l⊗ d4
∣∣Ψ05⊕3〉 to states h1 ⊗ g2 ⊗ 1l⊗ d4 ∣∣Ψ05⊕3〉. Let us recall here that in this
case G1 can always be chosen as in Eq. (149) (as imposed by the standard form). Hence, we assume in the following
that G1 is of this form. As parties 2, 3 and 4 apply in this case only phase gates (or the identity) the necessary and
sufficient condition for LOCC convertibility is
∑
yi:|yi|=1 pyi(S
(1)
0,yi
)†H1S
(1)
0,yi
= rG1. Choosing py=1, py=−1 6= 0 and
all other probabilities equal to zero, it can be shown that for any G1 there exists a positive H1 and corresponding
probabilities such that the equation above is satisfied, which proves the statement.
Combining Lemma 42 and Lemma 43 it follows that the non-isolated states in the MES are given by g1⊗ g2⊗ d3⊗
1l
∣∣Ψ05⊕3〉 and g1 ⊗ g2 ⊗ 1l ⊗ d4 ∣∣Ψ05⊕3〉 where in both cases G1 = g†1g1 is of the form given in Eq. (148) and g2 is
arbitrary.
X. THE SLOCC CLASS L07⊕1
Let us proceed with the SLOCC class L07⊕1 in [18]. One could choose as seed state
|Ψ〉 = (1 − i)/(2√2)(|00〉 |Φ−〉 − |01〉 |Φ−〉) + i/2(|0001〉+ i |0010〉 − i |0101〉 − |0110〉) (150)
−(1 + i)/(2√2)(|10〉 |Φ−〉 − |11〉 |Φ−〉)− (1 + i)/2(|1001〉 − |1110〉)
The corresponding Z and Z˜ matrix are given by
ZΨ =


0 12
i
2 0
1
2
i
2
1
2 − i2
i
2
1
2 − i2 12
0 − i2 12 0

 (151)
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and
Z˜Ψ =


0 0 0 0
0 0 12 +
i
2 0
0 12 +
i
2 0
1
2 − i2
0 0 12 − i2 0

 . (152)
In order to work with a similar kind of symmetry as before we will consider the state∣∣Ψ07⊕1〉 = H⊗4(σz ⊗ σz ⊗ Z(−π/4)⊗ Z(−π/4)) |Ψ〉 (153)
as seed state where H denotes the Hadamard gate. The corresponding symmetries are
Sz =
1
zPz2 ⊗ P⊗3z (154)
with z ∈ IC\0. This symmetry group allows to choose the following standard form
• gx1 ⊗ g2 ⊗ g3 ⊗ g4
∣∣Ψ07⊕1〉 (with g21 > 0) for g21 6= 0 and
• 1l⊗ g2 ⊗ g3 ⊗ g4
∣∣Ψ07⊕1〉 with g22 ≥ 0 for g21 = 0.
• In case g21 = g22 = 0 we choose g23 ≥ 0 and for g21 = g22 = g23 = 0 we set g24 ≥ 0.
Lemma 44. The only states in the SLOCC class L07⊕1 that are reachable are given by h
x
1 ⊗hj ⊗ dk ⊗ dl
∣∣Ψ07⊕1〉 with
{j, k, l} = {2, 3, 4} and hj 6= dj and hx1 ⊗ d2 ⊗ d3 ⊗ d4
∣∣Ψ07⊕1〉 with hx1 6= 1l/2.
Proof. We will first show that all states different than the ones given in Lemma 44 are inMES4. Then we will provide
for the states in Lemma 44 the corresponding LOCC protocols that allow to reach them.
Writing z = |z|eiφ Eq. (2) reads
⊗∑z pz
( |z|2/2 h21e−4iφ/|z|2
h21e
4iφ/|z|2 1/(2|z|6)
)
⊗4i=2
(
h1i |z|2 h2i e−2iφ
h2∗i e
i2φ h3i /|z|2
)
= rGx1 ⊗G2 ⊗G3 ⊗G4. (155)
Considering the matrix elements |1000〉 〈1000| and |0011〉1,i,j,k 〈0011| of this equation where {i, j, k} = {2, 3, 4} one
obtains h1jh
1
k/(h
3
jh
3
k) = g
1
jg
1
k/(g
3
j g
3
k). Considering this equation for various choices of j and k and using the normal-
ization condition it follows that h1l = g
1
l and h
3
l = g
3
l ∀l ∈ {2, 3, 4}, as well as r = 1. Thus, the diagonal components
of ⊗iHi can not be changed.
In order to structure the proof we will discuss the following 6 different cases which cover all possibilities: (i) h2j 6= 0
∀j ∈ {1, 2, 3, 4}, (ii) h2j = 0 ∀j ∈ {1, 2, 3, 4} (iii) h21 6= 0, h2j = 0 for one j ∈ {2, 3, 4} and h2k 6= 0 ∀k 6= j (iv) h21 = 0 and
hj , hk 6= 0 but hl arbitrary for {j, k, l} = {2, 3, 4}, (v) h21 arbitrary, h2j 6= 0 and h2k = h2l = 0 where {j, k, l} = {2, 3, 4}
and (vi) h21 6= 0 and h22 = h23 = h24 = 0. We will show that for the cases (i)-(iv) the corresponding states are in MES4.
As we will show case (v) and case (vi) correspond to reachable states.
Let us start with case (i). In order to see that the corresponding states are in MES4 consider the matrix elements
|1010〉1,i,j,k 〈1000| and |0101〉1,i,j,k 〈0110| for several i, j, k. It follows that h2∗j h2k = g2∗j g2k and h2j/h2k = g2j/g2k. Note
that the first equation implies that for h2j , h
2
k 6= 0 it has to hold that g2j , g2k 6= 0. We will use the notation h2j = |h2j |eiφj
and g2j = |g2j |eiφ˜j . It follows that |h2j | = |g2j | ∀j ∈ {2, 3, 4} and φj − φk = φ˜j − φ˜k ∀j, k ∈ {2, 3, 4}. Considering now
the matrix elements |1001〉1,2,3,4 〈0001| and |0111〉1,i,j,k 〈0100| one obtains that
h21
∑
z
pze
−i4φ = g21 (156)
and
h2jh
2
k
∑
z
pze
−i4φ = g2j g
2
k. (157)
Recall that according to the standard form h21, g
2
1 ≥ 0. Hence, the equations above imply that
∑
z pze
−i4φ > 0 [70]
and therefore φj + φk = φ˜j + φ˜k. As the differences of these phases also coincide, we have φj = φ˜j and φk = φ˜k.
Thus, h2j = g
2
j ∀j ∈ {2, 3, 4} and so also h21 = g21 . Hence, we have shown in case (i) that Hi = Gi ∀i ∈ {1, 2, 3, 4} and
therefore the corresponding states are in MES4.
45
In case (ii) one can easily show that the corresponding states are in MES4. In order to see this consider the matrix
elements |0000〉i,j,k,l 〈1000| for various choices of i, j, k, l.
In case (iii) (and using the same notation as before) it is easy to see that g2j = 0. Furthermore, one can use the
same argument as in case (i) to show that h2k = g
2
k ∀k 6= j and h21 = g21 . Thus, Hi = Gi ∀i ∈ {1, 2, 3, 4} and the
corresponding states are in MES4.
For case (iv), i.e. h21 = 0 and hj, hk 6= 0 but hl arbitrary, it can be shown that the corresponding states are not
reachable by considering the matrix elements |1100〉1,j,k,l 〈1000|, |1010〉1,j,k,l 〈1000| and |0011〉1,j,k,l 〈0101| in Eq. (155).
It follows that h2j/h
2
k = g
2
j /g
2
k and h
2∗
j h
2
k = g
2∗
j g
2
k. Assume without loss of generality j < k, l. Due to the standard
form we have h2j > 0 and therefore it follows that h
2
j = g
2
j and hence h
2
k = g
2
k. Analogously one obtains h
2
l = g
2
l in
case h2l 6= 0. In case h2l = 0 it can be shown as before that g2l = 0. Thus, this kind of states is not reachable.
For case (v) and case (vi) we show that the corresponding states are reachable by providing the corresponding LOCC
protocols. For case (vi) one can use the POVM {1/√2(gx1 ⊗ 1l⊗3), 1/
√
2(gx1σz ⊗ Z(π/4)⊗ Z(π/4)⊗ Z(π/4))} which
is acting non-trivially on party 1 to reach them. States which correspond to case (v), i.e. hx1 ⊗ hj ⊗ dk ⊗ dl
∣∣Ψ07⊕1〉
where {j, k, l} = {2, 3, 4} and h2j 6= 0, can be reached for example from states of the form hx1 ⊗ dj ⊗ dk ⊗ dl
∣∣Ψ07⊕1〉
with a properly chosen dj via {1/
√
2(1l1 ⊗ gjd−1j ⊗ 1l⊗2), 1/
√
2(1l1 ⊗ gjσzd−1j ⊗ σ⊗2z )}. Thus, we have shown that all
states in this SLOCC class apart from the ones given in this lemma are in MES4.
Note that in contrast to most SLOCC classes before we used in the proof a LOCC protocol that exploits a symmetry
that is not an element of the Pauli group. Note further that nevertheless this symmetry acts with σz on the qubit on
which the LOCC protocol is acting non-trivially. In the following lemma we show which states are convertible in this
SLOCC class.
Lemma 45. The only states in the SLOCC class L07⊕1 that are convertible are given by g
x
1 ⊗ gj ⊗ dk ⊗ dl
∣∣Ψ07⊕1〉
where j, k, l ∈ {2, 3, 4}.
Proof. Inserting the reachable states of Lemma 44 in Eq. (2) one obtains as a necessary condition for convertible
states that they have to be of the form gx1 ⊗ gj ⊗ dk ⊗ dl
∣∣Ψ07⊕1〉 where j, k, l ∈ {2, 3, 4}. In order to see that one can
indeed transform them consider {√p(1l1 ⊗ hjg−1j ⊗ 1l⊗2),
√
1− p(1l1 ⊗ hjσzg−1j ⊗ σ⊗2z )} which is a valid POVM for
h1j = g
1
j , h
3
j = g
3
j and (2p − 1)h2j = g2j . Thus, one can find for any state gx1 ⊗ gj ⊗ dk ⊗ dl |Ψ〉 a value of p such that
the state can be transformed to a LU-inequivalent state via the POVM given above.
Thus, the convertible states in the MES are given by 1l/2⊗ d2 ⊗ d3 ⊗ d4
∣∣Ψ07⊕1〉.
XI. CONCLUSIONS
The study of LOCC transformations is of paramount importance in entanglement theory. First, this is because these
operations give rise to all possible protocols to manipulate entangled states which are distributed among spatially
separated parties. Second, LOCC induces the most natural ordering in the set of entangled states. Hence, its study
allows to classify entangled states according to their usefulness. However, although LOCC transformations among
pure states were characterized in the bipartite case more than 10 years ago [13], they have remained mostly unexplored
in the multipartite regime with only a few exceptions [14–16]. In [22], we recently provided general techniques to
address the problem of LOCC convertibility for general multipartite pure states. Our main goal was to determine the
MES, that we introduced therein in order to establish maximal multipartite entanglement on solid theoretical and
operational grounds and to identify relevant classes of multipartite entangled states for the applications of quantum
information theory. In particular, in [22] we characterized the MES of 3-qubit states, MES3, and the generic subset
of the MES for 4-qubit states, MES4 (i. e. the MES corresponding to the generic SLOCC families known as Gabcd
up to certain particular values of the parameters {a, b, c, d}). In [22] we showed that almost all generic 4-qubit states
are isolated. Thus, perhaps, surprisingly MES4 is full measure in the set of 4-qubit states. This implies that LOCC
induces a trivial ordering (almost all states are incomparable) and LOCC entanglement manipulation is almost never
possible already for systems of only 4 constituents. However, there still exists a zero-measure set of the most relevant
class of states in this context. This is given by the subset of LOCC convertible states inside the MES, which we
also characterized in the generic case. These findings encouraged further the need to study LOCC transformations
and to determine the subset of the MES inside the non-generic families, which is the aim of the current paper. Most
paradigmatic states belong to these classes and it could happen that, contrary to the generic case, isolation would be
rare in some of these cases, unraveling classes with a rich LOCC structure.
In this paper we investigated all possible SLOCC classes (including the remaining cases of the Gabcd families). We
identified classes with very distinct transformation properties. However, for most classes it holds true that any state
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which can be reached via a separable state transformation can be reached via a very simple LOCC protocol, where
only one party needs to measure. Moreover, for most classes it is as in the generic class true that most states are
isolated. Clear exceptions of this are the SLOCC classes Lba3 for a 6= 0, Lba3 for a = 0 and b 6= 0, La4 for a 6= 0,
the L-state class, and the GHZ and W–class. Whereas the first 3 classes contain only isolated states, the L-state
is special due to the fact that different SEP transformations become possible, prohibiting a simple characterization
of reachable states (via SEP) from the standard form. Interestingly, it turns out from the analysis performed here
that only two very particular classes have no isolated states: the generalization of the GHZ and W class to 4-qubit
states. Note that this result holds also true for n–partite GHZ and W–classes. Moreover, these are the only classes
in which a zero-measure subset inside the particular class is in the MES. In all the other cases almost all states inside
the particular class are isolated. Hence, the generic impossibility of LOCC entanglement manipulation is not just a
feature of the generic SLOCC families. Nevertheless, we characterized here all elements ofMES4 (with the exception
of the L–state) which are indeed LOCC convertible. This constitutes a zero-measure class of multipartite entangled
states which is operationally most relevant for LOCC manipulation. In the future it would be interesting to study
further the physical and mathematical properties of this class of states and see whether one can establish connections
among their LOCC relevance and other applications of quantum information theory such as quantum computation
and quantum communication.
Moreover, our investigation shows that the ideas we introduced in [22] are powerful enough to decide LOCC
convertibility for SLOCC classes independently of their very different mathematical structure. In particular, the
generic 4-qubit family has a very simple stabilizer; however, in this paper we have provided a systematic technique
to identify the set of symmetries for an arbitrary SLOCC class, which plays a key role in the characterization of state
transformations. Furthermore, we have shown in detail how to construct LU standard forms for each family that
are very suitable for the characterization of LOCC transformations (in analogy to the role played by the Schmidt
coefficients in the bipartite case).
The tools used here allow in principle to study LOCC convertibility for systems of an arbitrary number of parties
and dimensions. However, in these cases, despite recent advances [39], their SLOCC structure is not as well established
as in the 3 and 4-qubit case. Moreover, as can be seen from the length of this paper, the fact that each SLOCC
class is studied separately suggests that this is a formidable task. It would be then interesting to find tools that
allow to decide LOCC convertibility from general properties of the symmetry group without the need of using its very
particular form in each case. More modest problems, such as proving that isolation is a generic feature for n-partite
states for n ≥ 4, as intuition suggests, could be perhaps addressed with the techniques used here.
The generic triviality of the LOCC ordering also suggests to study state manipulation beyond single-copy LOCC
transformations. It would be interesting to see whether isolation can be removed by considering multiple-copy LOCC
manipulation and/or the use of catalyzers. As in the bipartite case, this seems to be a natural continuation of our
work. Other possible directions are the study of maximal probabilities of success under SLOCC operations and the
derivation of operational multipartite entanglement measures according to LOCC usefulness. Another alternative is
to study maximally useful states for LOCC conversions from n-partite states to m-partite states with m < n. For
instance, the 3-qubit GHZ state allows to obtain any 2-qubit state by LOCC and we recently presented a 6-qubit
state that allows to obtain any 3-qubit state by LOCC [40]. Finally, very little is still known about multipartite
LOCC transformations involving mixed states. Apart from that, we intend to also study ǫ–convertability, i.e. LOCC
conversions that allow to reach the target state up to a deviation of ǫ (measured with some suitably chosen norm). In
[26] and [29] we used the results on LOCC transformation presented here and in [22] to introduce and compute new
entanglement measures.
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Appendix A: Proof of Lemma 9
In this appendix the proof of Lemma 9, i.e. the characterization of the reachable states in the SLOCC classes Gabcd
with a2 = −d2, b2 = −c2, a2 6= ±c2 and a, c 6= 0 is presented. The symmetries for these SLOCC classes are given by
S = {1l⊗4, σ⊗4x , σ⊗4y , σ⊗4z , 1l⊗ σz ⊗ σx ⊗ σy , σz ⊗ 1l⊗ σy ⊗ σx, σx ⊗ σy ⊗ 1l⊗ σz , σy ⊗ σx ⊗ σz ⊗ 1l}. (158)
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We denote the elements of the symmetry group S by Sj = ⊗isji for j = 0, . . . , 7 and choose the same numeration as
in Eq. (158), i.e. S0 = 1l
⊗4, S1 = σ⊗4x etc.. In order to prove Lemma 9 we will make use of the following lemma.
Lemma 46. The only states in the SLOCC classes Gabcd with a
2 = −d2, b2 = −c2, a2 6= ±c2 and a, c 6= 0 that are
reachable via using only the symmetries S0 and one Sj for some j ∈ {1, 2, 3, 4, 5, 6, 7} are given by ⊗hi
∣∣Ψa(ia)c(−ic)〉
where ⊗Hi obeys the condition that exactly three out of the four operators Hi commute with the corresponding operator
sji and one operator Hk does not commute with s
j
k.
Proof. Since the symmetries are elements of the Pauli group we will use Eq. (21). We will first investigate in detail
which transformations are possible with the symmetries S0 and S4 and then generalize this result. Considering Eq.
(21) with P=1l⊗ 1l⊗σi⊗σj where i = 2, 3 and j = 1, 3, as well as with P = 1l⊗σi⊗ 1l⊗σj where i = 1, 2 and j = 1, 3
and P = 1l ⊗ σi ⊗ σj ⊗ 1l where i = 1, 2 and j = 2, 3 one obtains that the corresponding equations are always of the
form
h¯ikh¯
j
l = h¯
i
kh¯
j
l (p0 − p4)2. (159)
In order to obtain a non-trivial transformation it follows that h¯ikh¯
j
l = 0 for all the above mentioned components.
That is, one obtains that either H2 = H
00A
2 and H3 = H
A00
3 or that H2 = H
00A
2 and H4 = H
0A0
4 or that H3 = H
A00
3
and H4 = H
0A0
4 . These states are reachable from some other state in case ⊗iHi is such that S4(⊗iHi)S4 6= ⊗iHi.
In particular one can reach them via the POVM {1/√2hjS0g−1j , 1/
√
2hjS4g
−1
j } (for a properly chosen gj) where j
corresponds to the party for which it holds that s4jHjs
4
j 6= Hj . Using that Si coincides with S4 for i ∈ {5, 6, 7}
up to permutations, the states reachable via these symmetries follow straightforwardly. For instance, the reachable
states that can be obtained via LOCC using S0 and S5 are given by g
6=3
1 ⊗ gAAA2 ⊗ g0A03 ⊗ gA004
∣∣Ψa(ia)c(−ic)〉 and
g00A1 ⊗ gAAA2 ⊗ g 6=23 ⊗ gA004
∣∣Ψa(ia)c(−ic)〉 and g00A1 ⊗ gAAA2 ⊗ g0A03 ⊗ g 6=14 ∣∣Ψa(ia)c(−ic)〉. Let us consider next which
states are reachable using the symmetries S0 and one Sj for some j ∈ {1, 2, 3}. As we have seen in the generic case
(see [22]) the symmetries σ⊗4l for l = 0, 1, 2, 3 allow to reach only states of the form h
6=m
i ⊗ hWm=A00j ⊗ hWm=A00k ⊗
hWm=A00l
∣∣Ψa(ia)c(−ic)〉 for m ∈ {1, 2, 3} and h 6=0i ⊗ 1l/2⊗ 1l/2⊗ 1l/2 ∣∣Ψa(ia)c(−ic)〉. Let us now characterize those states
within this set which are reachable using only the symmetries S0 and one Sj for some j ∈ {1, 2, 3}. We will first
consider S0 and S1 and then generalize the results. Considering Eq. (21) with P such that we have σi on party k, σj
on party l and the identity on the remaining parties for i ∈ {2, 3}, j ∈ {2, 3}, k 6= l and k, l ∈ {1, 2, 3, 4} we obtain
h¯ikh¯
j
l = h¯
i
kh¯
j
l (p0 − p1)2. (160)
Hence, states of the form h 6=mi ⊗ hWm=A00j ⊗ hWm=A00k ⊗ hWm=A00l
∣∣Ψa(ia)c(−ic)〉 for m ∈ {2, 3} and {i, j, k, l} =
{1, 2, 3, 4} are not reachable (except if hWm=A00t = 1l/2 ∀t ∈ {j, k, l} or if they can be written also in the form
h100s ⊗ hWm=A00t ⊗ 1lp/2 ⊗ 1lr/2
∣∣Ψa(ia)c(−ic)〉 where {s, t, p, r} = {1, 2, 3, 4}). Note that for reachable states it has to
hold that S†1(⊗iHi)S1 6= ⊗iHi as otherwise Eq. (2) implies that Hi = Gi ∀i{1, 2, 3, 4}. Thus, the only states that are
reachable via S0 and S1 are given by h
6=1
i ⊗ hA00j ⊗ hA00k ⊗ hA00l
∣∣Ψa(ia)c(−ic)〉. Via an analogous argumentation one
can show that the states that are reachable via S0 and one Sm for some m ∈ {2, 3} are given by h 6=mi ⊗ hWm=A00j ⊗
hWm=A00k ⊗ hWm=A00l
∣∣Ψa(ia)c(−ic)〉 where {i, j, k, l} = {1, 2, 3, 4}, which completes the proof.
We will prove now Lemma 9 by showing that any state that is reachable can be obtained via a two outcome
POVM using only the symmetries S0 and one Sj for some j ∈ {1, 2, 3, 4, 5, 6, 7}. Lemma 46 is then used to identify
the reachable states.
Proof of Lemma 9: As the symmetries are elements of the Pauli group we use Eq. (21) to identify the
reachable states. In the following we will use the notation ηijkl = p0 + pm + pn + ps + pt − pi − pj − pk − pl where
{m,n, s, t, i, j, k, l} = {1, . . . , 7}. Note that due to ∑7w=0 pw = 1 it holds that |ηi,j,k,l| ≤ 1. Note further that due to
the fact that the symmetries form a group we can choose w.l.o.g. that in any transformation S0 occurs, i.e. p0 6= 0,
as long as we do not impose any constraint on the standard form. In order to see this consider for simplicity a
two-outcome transformation which transforms g |Ψ〉 to h |Ψ〉, i.e. M1 = √p1hSig−1 and M2 = √p2hSjg−1, which
is a valid POVM if p1SiHSi + p2SjHSj = G. Multiplying both sides of this equation with Si one obtains that
this transformation can be done iff p1S0HS0 + p2SiSjHSjSi = SiGSi = G˜. The symmetries form a group and so
SiSj = Sk ∈ S and G˜ defines the same state as G, which can be easily seen using the ambiguity due to the symmetries
of the seed states. Note that if we would specify here a specific standard form and investigate transformations
between states in standard form, either G or G˜ would not be in standard form (except for Si = S0) and therefore we
would not be looking at transformations that would allow to reach the corresponding state. Thus, we are allowed to
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either restrict to a specific standard form or to transformation that involve S0. In order to make the proof simpler
we choose in the following that all allowed transformations involve S0 but we will not use any restrictions set by a
standard form.
Considering now Eq. (21) with P = Sk, as well as P = (σx ⊗ 1l ⊗ σx ⊗ 1l)Sk, P = (σy ⊗ 1l ⊗ 1l ⊗ σy)Sk, and
P = (σz ⊗ σz ⊗ 1l⊗ 1l)Sk where k ∈ {4, 5, 6, 7} one obtains the following equations
h¯32h¯
1
3h¯
2
4 = h¯
3
2h¯
1
3h¯
2
4η1267η2357η1356 (161)
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Let us now distinguish the following 2 cases:
(i) There exist a product of the h¯ji occuring in Eq. (161) which does not vanish.
(ii) All these products vanish.
In case (i) it follows immediately that only two symmetries, S0 and one Sj for some j ∈ {4, 5, 6, 7}, can be used for
LOCC transformations. Thus, in this case the reachable states are characterized by Lemma 46. Consider for example
h¯32h¯
1
3h¯
2
4 6= 0. Then the first equation of (161) implies that |η1267| = |η2357| = |η1356| = 1 (as |ηi,j,k,l| ≤ 1) and therefore
all probabilities except p0 and p4 have to be zero. Case (ii) is more involved. However, using again Eq. (21) for P
being an operator acting non-trivially on two parties one can again show that for another class of states the possible
non-trivial LOCC protocols can only use two symmetries. For the remaining set of states one can then show by using
Eq. (21) with P acting non-trivially on all parties that any reachable state can be obtained from some other state
via LOCC by using only S0 and one Sj for some j ∈ {1, 2, 3, 4, 5, 6, 7}. Let us first consider Eq. (21) for P acting
non-trivially on two parties. Considering first Eq. (21) with P = σx⊗ 1l⊗σx⊗ 1l and P = 1l⊗σx⊗ 1l⊗σx one obtains
that
h¯11h¯
1
3 = h¯
1
1h¯
1
3(η2357)
2 (162)
and
h¯12h¯
1
4 = h¯
1
2h¯
1
4(η2346)
2. (163)
Thus, for h¯1j 6= 0 ∀j ∈ {1, 2, 3, 4} the only possible transformations are due to the symmetries S0 and S1. Similar one
obtains that if h¯2j 6= 0 ∀j (h¯3j 6= 0∀j), all probabilities except p0 and p2 (p0 and p3) have to be zero respectively. More
precisely, for particular choices of P in Eq. (21) one obtains that
h¯21h¯
2
4 = h¯
2
1h¯
2
4(η1356)
2 (164)
h¯22h¯
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3 = h¯
2
2h¯
2
3(η1347)
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h¯31h¯
3
2 = h¯
3
1h¯
3
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3
3h¯
3
4(η1245)
2. (167)
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Note here that the case h¯ki h¯
k
j 6= 0 for two different choices of i, j, k occurring in Eq. (162), Eq. (163) and the
Eqs. (164) - (167) leads to the condition that only two of the probabilities can be different from zero. Thus, all
transformations that need to be considered in this case only involve S0 and one Si for some i ∈ {1, 2, 3, 4, 5, 6, 7}.
These transformations have already been discussed in Lemma 46 and therefore the states that are reachable in this
case are given in Lemma 46.
Let us now consider as an example the case where h¯11h¯
1
3 6= 0 and that there is no further restriction on the probabilities
from Eq. (163) and the Eqs. (164) - (167), as well as from the set of equations given in Eq. (161), i.e. h¯12h¯
1
4 = 0,
h¯21h¯
2
4 = 0 etc.. The cases where some other product of the h¯
j
i occurring in Eq. (163) or in the Eqs. (164) - (167)
is non-zero and all others are zero can be treated analogously. Considering Eq. (21) for P = σy ⊗ σz ⊗ σy ⊗ σz ,
P = σz⊗σy⊗σz⊗σy , P = σx⊗σz⊗σz⊗σx, P = σz⊗σx⊗σx⊗σz , P = σx⊗σx⊗σy⊗σy and P = σy⊗σy⊗σx⊗σx
leads to the conditions
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3h¯
3
4η1356η1267η1347η1245 (168)
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2h¯
3
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3
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2
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3
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3
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1
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1
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3
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3
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h¯31h¯
1
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1
3h¯
3
4 = h¯
3
1h¯
1
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1
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3
4η2357η1267η1245η2346
h¯11h¯
1
2h¯
2
3h¯
2
4 = h¯
1
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2
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2
4η2357η1347η1356η2346
h¯21h¯
2
2h¯
1
3h¯
1
4 = h¯
2
1h¯
2
2h¯
1
3h¯
1
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Thus, one obtains that for h¯21h¯
3
2h¯
2
3h¯
3
4 6= 0 all pi have to be equal to zero except for either p1 or p0 which corresponds
to a LU or the trivial transformation. Thus, in this case no transformation to another (LU-inequivalent) state is
possible. Analogous, one obtains that in order to allow for a non-trivial transformation h¯31h¯
2
2h¯
3
3h¯
2
4 = h¯
1
1h¯
3
2h¯
3
3h¯
1
4 =
h¯31h¯
1
2h¯
1
3h¯
3
4 = h¯
1
1h¯
1
2h¯
2
3h¯
2
4 = h¯
2
1h¯
2
2h¯
1
3h¯
1
4 = 0. Equation (162) implies that for h¯
1
1h¯
1
3 6= 0 the only symmetries that can
contribute to a transformation are given by S0, S1, S4 and S6. Thus, the conditions given by Eq. (163) and the
Eqs. (164) - (167), as well as by those given in Eqs. (161) and Eqs. (168) have to hold too, when one replaces
h¯21 with h¯
3
1 (and vice versa) and/or h¯
2
3 with h¯
3
3 (and vice versa). Solving then tr(HP ) = 0 for all operators P
leading to the equations mentioned above, and to Eq. (163), Eqs. (164) - (167), Eqs. (161) and Eqs. (168) one
obtains several possible sets of conditions on ⊗iHi. Here we will just discuss one example of a solution which is
given by H1 = H
100
1 , H2 = 1l/2, H4 = H
AA0
4 and H3 = H
1AA
3 . In case h¯
1
4 6= 0 and/or h¯24 6= 0 the corresponding
states are reachable via the POVM {1/√2h4S0, 1/
√
2h4S6}, which is acting non-trivially on party 4, from states with
H1 = H
A00
1 , H2, H4 = 1l/2 and H3 = H
1AA
3 . For h¯
1
4, h¯
2
4 = 0 and H3 6= HA003 one can obtain the corresponding states
via {1/√2h3S0g−13 , 1/
√
2h3S1g
−1
3 } which is a valid two-outcome POVM for g¯23 , g¯33 = 0 and g¯13 = h¯13 and is acting
non-trivially on party 3. Note that here one could also use a POVM that involves all Si for i ∈ {0, 1, 4, 6} to reach
these states. The states with Hj = H
100
j for j = 1, 3 and Hk ∝ 1l for k = 2, 4 are in MES4 as the only possible
symmetries commute with ⊗iHi and therefore one obtains from Eq. (2) that Hj = Gj ∀j ∈ {1, 2, 3, 4}.
All other solutions can be treated analogously. In particular, one can show that all the corresponding states except
the ones where Hj = H
100
j for j = 1, 3 and Hk ∝ 1l for k = 2, 4 can be reached via a two-outcome POVM using S0
and one Si for some i ∈ {1, 4, 6}. The states that can be reached via a POVM involving only S0 and one Si for some
i ∈ {1, 4, 6} have already been discussed in Lemma 46.
As the whole set of symmetries is invariant under the simultaneous exchange of party 1 and 2 and of party 3 and 4
one immediately gets the case where h¯12h¯
1
4 6= 0 [71], if one applies this exchange of parties to ⊗Hi and renumbers the
used symmetries correspondingly.
As mentioned before, the other cases, e.g. h¯21h¯
2
4 6= 0 can be treated analogously. One observes that also for these
cases any state that is reachable can be obtained via a two-outcome POVM and therefore Lemma 46 characterizes
the reachable states for these cases.
Let us now treat the case that the parameter of ⊗Hi are chosen such that tr(HP ) = 0 for all operators P which were
used to derive Eqs. (161),the Eqs. (162) - (167) and the Eqs. (168). One obtains several possible solutions. For each
of the solutions it can be shown that the corresponding states are reachable via a two-outcome POVM (using S0 and
one Si for some i ∈ {1, 2, 3, 4, 5, 6, 7}) except for the case Hi ∝ 1l ∀i. In particular, one constructs the two-outcome
POVMs that allow to reach the corresponding states. It is easy to see that the state with Hi ∝ 1l ∀i is inMES4. Since
the reachable states can be obtained via S0 and Si they are already captured by Lemma 46. In order to illustrate
how one can construct the corresponding two-outcome POVMs we will discuss the following solution.
h¯11 = 0, h¯
1
2 = 0, h¯
1
3 = 0, h¯
2
1 = 0, h¯
2
3 = 0, h¯
3
1 = 0 and h¯
3
4 = 0.
Note that all other solutions can be treated analogously. In case H2 6= 1l/2 one can use the POVM
{1/√2h2S0, 1/
√
2h2S7} which is acting non-trivially on party 2 to reach the corresponding states from states with
G1, G2 = 1l/2, G3 = G
00A
3 and G4 = G
AA0
4 . States with H2 = 1l/2 and H4 6= 1l/2 can be reached via the two-outcome
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POVM {1/√2h4S0, 1/
√
2h4S6} which is acting non-trivially on party 4. Note that here one could also construct a
successful 4-outcome POVM that uses S0, S3, S6 and S7. States with H2, H4 = 1l/2 and H3 6= 1l/2 are reachable from
the corresponding seed state via the POVM {1/√2h3S0, 1/
√
2h3S1} which is acting non-trivially on party 3. Note
here that one could also construct a POVM that uses all the symmetries Si for i ∈ {0, 1, 2, 3, 4, 5, 6, 7} and that allows
to obtain these states from some other state.
Note that hereby we have discussed for various choices of P all possible solution of Eq. (21) , i.e. we considered the
case that either
∏
ηi,j,k,l = 1 or tr(HP ) = 0, which completes the proof. 
Appendix B: Proof of Lemmas 11 and 12
In this section we prove Lemma 11 and Lemma 12. In order to improve readability we also repeat them here.
Lemma 11. Let {v1,v2,v3} be a triplet of coplanar pairwise-nonparallel vectors with scalar products cij = vi · vj .
Then, the only other triplets of coplanar vectors {v′1,v′2,v′3} with the same scalar products (v′i · v′j = cij) fulfilling
||v′i|| ≥ ||vi|| ∀i are uniform rotations of the triplet of vectors {v1,v2,v3}.
Proof. Since the vectors are nonparallel (and nonzero) it must hold that v3 = αv1 + βv2 for some fixed real numbers
α, β 6= 0 for every possible triplet. Thus, the length of the vectors for fixed cij can be expressed as a function of α
and β as ||vi||2 = fi(α, β), where
f1(α, β) =
c13 − βc12
α
,
f2(α, β) =
c23 − αc12
β
,
f3(α, β) = αc13 + βc23. (169)
The gradient of these functions is then given by [72]
∇f1(α, β) = 1
α2
(βc12 − c13,−αc12),
∇f2(α, β) = 1
β2
(−βc12, αc12 − c23),
∇f3(α, β) = (c13, c23). (170)
Let (α∗, β∗) be the point corresponding to the initial triplet {v1,v2,v3} and consider now an arbitrary point (α′, β′)
corresponding to any other triplet {v′1,v′2,v′3} [73]. Let moreover x = (x, y) be the the direction connecting (α∗, β∗)
and (α′, β′). To prove that it is impossible that ||v′i|| ≥ ||vi|| ∀i, we will show in the following that it cannot hold that
fi(α
′, β′) ≥ fi(α∗, β∗) ∀i (unless fi(α′, β′) = fi(α∗, β∗) ∀i, i. e. ||v′i|| = ||vi|| ∀i, which accounts for uniform rotations
of the triplet of vectors). Since ∇f3 is constant, to obtain a vector v′3 such that ||v′3|| ≥ ||v3|| imposes that
x · ∇f3 = xc13 + yc23 ≥ 0. (171)
On the other hand, for every point (α, β) it holds that
α2x · ∇f1(α, β) + β2x · ∇f2(α, β) = −xc13 − yc23 ≤ 0, (172)
where we have used the previous equation to obtain the inequality. This inequality is fulfilled if f1 and f2 are
monotonously decreasing in the line connecting (α∗, β∗) and (α′, β′), which agrees with our claim. If the functions
are not constant, the only remaining possibility to satisfy the inequality is then that in every point in the line from
(α∗, β∗) to (α′, β′) in which f1 increases, then f2 must decrease and viceversa. Thus, our claim is also fulfilled
if the functions are monotonous in this direction. In fact, it can be seen that this must be indeed the case [74].
Therefore, the only possible way to avoid that one of the functions decreases is to keep the three of them constant, i.
e. xc13 + yc23 = 0 = x · ∇fi(α, β) ∀i, which means that ||v′i|| = ||vi|| ∀i. However, it is straightforward to see that
this can only hold under uniform rotations of the three vectors, i. e. α and β cannot change.
In the following we prove Lemma 12.
Lemma 12. Let {v1,v2,v3} be a triplet of coplanar vectors with scalar products cij = vi · vj in which
vi‖vj for some i 6= j or vi = 0 for at least one value of i. Then, any other triplet of coplanar vectors {v′1,v′2,v′3}
with the same scalar products (v′i · v′j = cij) fulfilling ||v′i|| ≥ ||vi|| ∀i, must fulfill that v′i‖v′j or v′i = 0.
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Proof. The case in which one vector is zero, say v1 = 0, is trivial as from the fact that c12 = c13 = 0 one readily
obtains the conclusion. Thus, we consider the case in which at least two vectors are parallel, which we take to be
v1 and v2 without loss of generality. The parametrization used in the proof of the previous lemma does not hold in
this case, so we are forced to use a different one. Let us consider in principle arbitrary coplanar vectors and denote
by θij the angles formed by the vectors vi and vj . The coplanarity condition imposes that θ13 = θ12 + θ23 and since
cij = ||vi||||vj || cos θij , we obtain that ||vi||2 = gi(θ12, θ23), where
g1(θ12, θ23) = c1
cos θ23
cos θ12 cos(θ12 + θ23)
,
g2(θ12, θ23) = c2
cos(θ12 + θ23)
cos θ12 cos θ23
,
g3(θ12, θ23) = c3
cos θ12
cos θ23 cos(θ12 + θ23)
, (173)
where ci = cijcik/cjk. These functions are well defined except when one vector is orthogonal to another. However, in
our case it is clear that when v3 ⊥ v1‖v2, then, in order to fulfill c13 = c23 = 0, it must also hold that v′3 ⊥ v′1‖v′2
in agreement with our claim. Therefore, in the cases that remain to be studied the functions {gi} are all continuous
(and differentiable). Our initial triplet must correspond to a point (θ12, θ23) = (0, θ
∗
23) since v1‖v2. In order to find
another triplet {v′1,v′2,v′3} corresponding to the point (θ′12, θ′23) with θ′12 6= 0, we know from the previous proof that
from any point in the neighbourhood of (0, θ∗23) such that θ12 6= 0, there must exist a path towards (θ′12, θ′23) (keeping
θ12 6= 0) in which the functions {gi} are all monotonous and one must be decreasing (say gi). By continuity of gi
and its partial derivatives, it must hold then that gi(0, θ
∗
23) > gi(θ
′
12, θ
′
23). Hence, the only possibility to find a point
(θ′12, θ
′
23) compatible with the condition ||v′i|| ≥ ||vi|| ∀i is to stay in the line θ12 = 0 (or θ23 = 0 if θ∗23 = 0 too)
[75].
Appendix C: Proof of Lemmas 16 and 17
In this section we prove Lemma 16, i.e. we show which states in the SLOCC classes Gabcd (see [18]) with
a2 = d2 6= ±c2, c2 = b2 and a, c 6= 0 are reachable. Furthermore, we proof which states in these SLOCC classes are
convertible. As already stated in the main text the corresponding symmetries are given by Sz1,z2,m = X
m(Pz1⊗Pz2)⊗2
where m ∈ {0, 1}, z1, z2 ∈ IC\0 and X = σ⊗4x and the standard form is given by gx1 ⊗ gx2 ⊗ g3 ⊗ g4|Ψaacc〉, where
g21 ≥ 0 and g22 ≥ 0. In case g21 = 0 (g22 = 0) we choose g23 ≥ 0 (g24 ≥ 0) respectively. In order to make the proof more
readable we did not use the symmetry σ⊗4x for the definition of the standard form and therefore this standard form
is not unambiguously. Using this standard form we will proof the following lemma.
Lemma 16. The only states in the SLOCC classes Gabcd where a
2 = d2 6= ±c2, c2 = b2 and a, c 6= 0 that
are reachable via LOCC are given by ⊗hi|Ψaacc〉 where ⊗Hi obeys the following condition. There exists a unitary
symmetry Sz1,z2,m = ⊗isz1,z2,mi ∈ S(Ψaacc) such that exactly three out of the four operators Hi commute with the
corresponding operator sz1,z2,mi and one operator Hj does not commute with s
z1,z2,m
j .
Proof. We first show that the states given in Lemma 16 are reachable by providing the corresponding LOCC protocols.
Then, we show that the remaining states can not be reached via SEP and therefore also not via LOCC. In particular,
we show that for h1j = h
3
j = 1/2 for j ∈ {3, 4} only unitary symmetries can possibly be used for transformations
and that by using only unitary symmetries states of the form hx1 ⊗ hx2 ⊗ hx3 ⊗ hx4 |Ψaacc〉 with either h21, h23 6= 0 or
h21 = h
2
3 = 0 and where either h
2
2, h
2
4 6= 0 or h22 = h24 = 0 can not be reached. Furthermore, we show that states
of the form hx1 ⊗ hx2 ⊗ h3 ⊗ h4|Ψaacc〉 for which it holds that hj 6= hxj for j ∈ {3, 4} and where either h21, h23 6= 0 or
h21 = h
2
3 = 0, as well as either h
2
2, h
2
4 6= 0 or h22 = h24 = 0 are in MES4. States of the form hx1 ⊗ hx2 ⊗ hj ⊗ hxk|Ψaacc〉
where hj 6= hxj and {j, k} = {3, 4} can be reached from states of the form gx1 ⊗ gx2 ⊗ gx3 ⊗ gx4 |Ψaacc〉 via the POVM
{1/√2(hj(gxj )−1⊗1l⊗3), 1/
√
2(hjσx(g
x
j )
−1⊗σ⊗3x )} where ℜ(h2j) = g2j . States of the form hx1⊗hx2⊗h3⊗h4|Ψaacc〉 where
hj 6= dj and hk = dk for {j, k} = {1, 3} can be obtained via LOCC from states of the form 1l/2⊗gx2⊗d3⊗g4|Ψaacc〉. In
order to see this consider {1/√2hj(dj)−1, 1/
√
2hjσz(dj)
−1} with dj = diag(
√
h1j ,
√
h3j ). In case of the first (second)
outcome, party k does nothing (applies σz) respectively, whereas for both outcomes party 2 and 4 do nothing.
Analogously, it can be shown that states of the form hx1 ⊗ hx2 ⊗ h3 ⊗ h4|Ψaacc〉 where hj 6= dj and hk = dk for
{j, k} = {2, 4} can be reached via LOCC from states of the form gx1 ⊗ 1l/2 ⊗ g3 ⊗ d4|Ψaacc〉. In particular, one can
use the symmetries 1l⊗4 and 1l ⊗ σz ⊗ 1l ⊗ σz to construct a POVM. States of the form 1l/2 ⊗ hx2 ⊗ hx3 ⊗ hx4 |Ψaacc〉
where hx3 6= 1l/2 are reachable from states of the form 1l/2 ⊗ gx2 ⊗ 1l/2 ⊗ gx4 |Ψaacc〉. In order to see this consider
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the POVM {1/√2(1l⊗2 ⊗ hx3 ⊗ 1l), 1/
√
2(σz ⊗ 1l ⊗ hx3σz ⊗ 1l)} which is acting non-trivially on party 3. Analogously,
one can use the symmetries 1l⊗4 and 1l ⊗ σz ⊗ 1l ⊗ σz to construct a POVM that allows to reach states of the form
hx1 ⊗ 1l/2⊗ hx3 ⊗ hx4 |Ψaacc〉 where hx4 6= 1l/2 from states of the form gx1 ⊗ 1l/2⊗ gx3 ⊗ 1l/2|Ψaacc〉.
As we will show in the following states of the form hx1 ⊗ hx2 ⊗ hx3 ⊗ hx4 |Ψaacc〉, as well as states of the form hx1 ⊗ hx2 ⊗
h3 ⊗ h4|Ψaacc〉 with hj 6= hxj for j ∈ {3, 4} are not reachable if either h21, h23 6= 0 or h21 = h23 = 0 and either h22, h24 6= 0
or h22 = h
2
4 = 0. Inserting the symmetries Sz1,z2,m in Eq. (2) one obtains
∑
z1,z2,m
pz1,z2,m
( |z1|2(−1)m/2 h21e−i2φ1(−1)m
h21e
i2φ1(−1)m 1/(2|z1|2(−1)m)
)
⊗
( |z2|2(−1)m/2 h22e−i2φ2(−1)m
h22e
i2φ2(−1)m 1/(2|z2|2(−1)m)
)
(174)
⊗
(
h1+2m3 |z1|2(−1)
m |h23|e−i(2φ1−θ3)(−1)
m
|h23|ei(2φ1−θ3)(−1)
m
h3−2m3 1/|z1|2(−1)
m
)
⊗
(
h1+2m4 |z2|2(−1)
m |h24|e−i(2φ2−θ4)(−1)
m
|h24|ei(2φ2−θ4)(−1)
m
h3−2m4 1/|z2|2(−1)
m
)
= rGx1 ⊗Gx2 ⊗G3 ⊗G4,
where zj = |zj |eiφj for j ∈ {1, 2} and h2l = |h2l |eiθl for l ∈ {3, 4}. Let us first show that states of the form
hx1 ⊗ hx2 ⊗ hx3 ⊗ hx4 |Ψaacc〉 with either h21, h23 6= 0 or h21 = h23 = 0 and either h22, h24 6= 0 or h22 = h24 = 0 are in MES4.
Considering the matrix elements |jklw〉 〈jkw| of Eq. (174) for {j, k, l, w} = {0, 0, 1, 1} with j 6= l and k 6= w leads to
1/4 = rg1+2s3 g
1+2t
4 ∀s, t ∈ {0, 1}. (175)
Considering this equation for different values of s and t and using the normalization condition, i.e. tr(Gi) = 1
it is easy to show that g13 = g
3
3 = g
1
4 = g
3
4 = 1/2. Note that this implies that r = 1. Considering
the matrix elements |1110〉 〈1110| and |0100〉 〈0100| of Eq. (174) one obtains that ∑z1,z2,m pz1,z2,m|z1|4(−1)m =∑
z1,z2,m
pz1,z2,m1/|z1|4(−1)
m
= 1 and therefore
∑
z1,z2,m
pz1,z2,m(|z1|2 − 1/|z1|2)2 = 0 which can only be fulfilled if
pz1,z2,m = 0 for |z1| 6= 1. Via an analogous argument one obtains that pz1,z2,m = 0 for |z2| 6= 1. Thus, for these states
only unitary symmetries could be possibly used in order to reach them via SEP transformations. Considering the
matrix elements |1000〉 〈0000|, |0010〉 〈0000| and |0010〉 〈1000| of Eq. (174) one obtains that
h2i
∑
z1,z2,m
pz1,z2,me
−i2φ1(−1)m = g2i for i ∈ {1, 3} (176)
and
h21h
2
3 = g
2
1g
2
3 . (177)
Hence, for h21 = h
2
3 = 0 it follows that g
2
1 = g
2
3 = 0. For the case h
2
1, h
2
3 6= 0[76] one obtains that h21/h23 = g21/g23 which
together with Eq. (177) implies that h21 = g
2
1 and h
2
3 = g
2
3 . Analogously, one can show that for states of the form
hx1 ⊗ hx2 ⊗ hx3 ⊗ hx4 |Ψaacc〉 with either h22, h24 6= 0 or h22 = h24 = 0 it has to hold that h22 = g22 and h24 = g24 . Combining
these results one obtains that Hxi = G
x
i ∀i ∈ {1, 2, 3, 4} and thus states of the form hx1 ⊗ hx2 ⊗ hx3 ⊗ hx4 |Ψaacc〉 with
either h21, h
2
3 6= 0 or h21 = h23 = 0 and either h22, h24 6= 0 or h22 = h24 = 0 are in MES4.
Let us now show that states of the form hx1 ⊗ hx2 ⊗ h3 ⊗ h4|Ψaacc〉 with hj 6= hxj for j ∈ {3, 4} and either h21, h23 6= 0 or
h21 = h
2
3 = 0 and either h
2
2, h
2
4 6= 0 or h22 = h24 = 0 are not reachable. Considering the matrix elements |jklw〉 〈jkw| of
Eq. (174) for {j, k, l, w} = {0, 0, 1, 1} with j 6= l and k 6= w leads to
p˜0h
1+2s
3 h
1+2t
4 + p˜1h
3−2s
3 h
3−2t
4 = rg
1+2s
3 g
1+2t
4 , (178)
where s, t ∈ {0, 1} and∑z1,z2 pz1,z2,m = p˜m. Adding the equations for all possible combinations of s and t one obtains
that r = 1. From Eq. (178) for s = 0 (t = 0) and t ∈ {0, 1} (s ∈ {0, 1}) resp. one obtains that
p˜0h
1
3 + p˜1h
3
3 = g
1
3 (179)
and
p˜0h
1
4 + p˜1h
3
4 = g
1
4 . (180)
Using these equations, as well as Eq. (178) for s = t = 0 and p˜0 + p˜1 = 1 it is easy to show that either p˜0p˜1 = 0
(solution (i)) or h13 = h
3
3 (solution (ii)) or h
1
4 = h
3
4 (solution (iii)). For solution (i) either p˜0 = 0 or p˜1 = 0. Note that
these two possibilities coincide up to LUs and as we did not use σ⊗4x to fix the standard form we only have to consider
transformation with p˜1 = 0, i.e. transformations using the symmetries (Pz1⊗Pz2)⊗2. For p˜1 = 0 it immediately follows
from Eq. (179) and Eq. (180) that h1i = g
1
i for i ∈ {3, 4}. Due to the normalization condition, i.e. tr(Hi) = tr(Gi)
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we also have that h3i = g
3
i for i ∈ {3, 4}. Analogously to before one can show that in this case pz1,z2,m = 0 for
|z1| 6= 1 and/or |z2| 6= 1. Considering the matrix elements |1000〉 〈0000|, |0010〉 〈0000| and |0010〉 〈1000| of Eq. (174)
one obtains that
h2i
∑
z1,z2
pz1,z2,0e
−i2φ1 = g2i for i ∈ {1, 3} (181)
and
h21h
2
3 = g
2
1g
2
3 . (182)
Using that h21, g
2
1 ≥ 0 and a similar argument as before, one can show that h2i = g2i for i ∈ {1, 3} and analogously for
party 2 and 4. Thus, the symmetries (Pz1 ⊗ Pz2)⊗2 do not allow to reach states of the form hx1 ⊗ hx2 ⊗ h3 ⊗ h4|Ψaacc〉
with hj 6= hxj for j ∈ {3, 4} and either h21, h23 6= 0 or h21 = h23 = 0 and either h22, h24 6= 0 or h22 = h24 = 0. Let us consider
next solution (ii), i.e. h13 = h
3
3. Note that due to the normalization condition we have that h
1
3 = h
3
3 = 1/2. Thus, from
Eq. (179) one obtains that g13 = 1/2 and therefore also that g
3
3 = 1/2. Considering the matrix elements |1110〉 〈1110|,
|0100〉 〈0100|, |1011〉 〈1011| and |0001〉 〈0001| of Eq. (174) one obtains that∑
z1,z2
pz1,z2,0|z1|4h1+kl4 +
∑
z1,z2
pz1,z2,11/|z1|4h3−2k4 = g1+2k4 (183)
and ∑
z1,z2
pz1,z2,01/|z1|4h1+2l4 +
∑
z1,z2
pz1,z2,1|z1|4h3−2l4 = g1+2l4 , (184)
where k, l ∈ {0, 1}. Adding these equations for l = 0, l = 1, k = 0 and k = 1 one obtains that∑z1,z2,m pz1,z2,m(|z1|2−
1/|z1|2)2 = 0 and therefore pz1,z2,m = 0 for |z1| 6= 1. Note that h13 = h33 = 1/2 and h3 6= hx3 implies that ℑ(h23) 6= 0.
Note further that since for the class of states we are discussing here it also has to hold that either h21, h
2
3 6= 0 or
h21 = h
2
3 = 0, we also have that h
2
1 6= 0. Considering the matrix elements |1001〉 〈0001| and |1100〉 〈0100| of Eq. (174)
one obtains that
h21(
∑
z1,z2
pz1,z2,0e
−i2φ1h14 + pz1,z2,1e
i2φ1h34) = g
2
1h
1
4 (185)
and
h21(
∑
z1,z2
pz1,z2,0e
−i2φ1h34 + pz1,z2,1e
i2φ1h14) = g
2
1h
3
4. (186)
Taking the imaginary part of these equations one obtains that
∑
z1,z2
pz1,z2,0 sin(2φ1)h
1
4 =
∑
z1,z2
pz1,z2,1 sin(2φ1)h
3
4
and
∑
z1,z2
pz1,z2,0 sin(2φ1)h
3
4 =
∑
z1,z2
pz1,z2,1 sin(2φ1)h
1
4. Thus, either h
3
4 = h
1
4 = 1/2 (solution (a)) or∑
z1,z2
pz1,z2,0 sin(2φ1) =
∑
z1,z2
pz1,z2,1 sin(2φ1) = 0 (solution (b)). For solution (a) one can show analogously to
before that g34 = g
1
4 = 1/2 and pz1,z2,m = 0 for |z2| 6= 1. Thus, in case h33 = h13 = h34 = h14 = 1/2 only unitary
symmetries can be used for SEP transformations. Let us first discuss solution (a) in more detail. Note that since
we are discussing states here with the property that h4 6= hx4 and either h22, h24 6= 0 or h22 = h24 = 0 it follows
from h34 = h
1
4 = 1/2 that ℑ(h24) 6= 0 and therefore also h22 6= 0. Considering the matrix elements |0010〉 〈1000| and
|0001〉 〈0100| of Eq. (174) and taking the imaginary part one obtains that
h2iℑ(h2j)(p˜0 − p˜1) = g2iℑ(g2j ). (187)
where {i, j} ∈ {{1, 3}, {2, 4}}. Using the matrix elements |0110〉 〈1001|, |0011〉 〈1100|, |1001〉 〈0110|, and |1100〉 〈0011|
of Eq. (174) one can easily show that
h21h
2
2ℑ(h23)ℑ(h24) = g21g22ℑ(g23)ℑ(g24). (188)
As h21, h
2
2,ℑ(h23),ℑ(h24) 6= 0 one obtains that (p˜0− p˜1)2 = 1 and therefore either p˜0 = 0 or p˜1 = 0. As we have already
pointed out these two cases coincide up to LUs. Moreover, we have already shown that transformations using just
symmetries with m = 0 do not allow to reach states of the form hx1 ⊗ hx2 ⊗ h3 ⊗ h4|Ψaacc〉 with hj 6= hxj for j ∈ {3, 4}
and either h21, h
2
3 6= 0 or h21 = h23 = 0 and either h22, h24 6= 0 or h22 = h24 = 0 (see solution (i)).
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Let us now proceed with solution (b), i.e.
∑
z1,z2
pz1,z2,0 sin(2φ1) =
∑
z1,z2
pz1,z2,1 sin(2φ1) = 0. Adding Eq. (185)
and Eq. (186) one obtains that
h21
∑
z1,z2,m
pz1,z2,m cos(2φ1) = g
2
1 . (189)
Considering the matrix elements |0110〉 〈0100| and |0110〉 〈1100|, |0011〉 〈0001|, and |0011〉 〈1001| of Eq. (174) leads to
ℑ(h23)
∑
z1,z2
(pz1,z2,0h
1+2l
4 − pz1,z2,1h3−2l4 ) cos(2φ1) = ℑ(g23)g1+2l4 (190)
and
h21ℑ(h23)(p˜0h1+2l4 − p˜1h3−2l4 ) = g21ℑ(g23)g1+2l4 , (191)
where l ∈ {0, 1}. Using Eq. (180), p˜0 + p˜1 = 1 and the normalization condition it is easy to show that
p˜0h
3
4 + p˜1h
1
4 = g
3
4 . (192)
Using this equation and Eq. (190) for l = 0 and l = 1, as well as Eq. (180) one obtains that for
∑
z1,z2
(pz1,z2,0h
3
4 −
pz1,z2,1h
1
4) cos(2φ1) 6= 0
p¯0h
1
4 − p¯1h34
p¯0h34 − p¯1h14
=
p˜0h
1
4 + p˜1h
3
4
p˜0h34 + p˜1h
1
4
, (193)
where here and in the following
∑
z1,z2
pz1,z2,m cos(2φ1) = p¯m. Note that here we used that ℑ(g23) = 0 would imply
that p¯0h
3
4− p¯1h14 = 0, since ℑ(h23) 6= 0. Note further that by using Eq. (190) it is easy to show that for p¯0h34− p¯1h14 = 0
it also has to hold that p¯0h
1
4 − p¯1h34 = 0 which can only be fulfilled by p¯0 = p¯1 = 0 or h14 = h34 = 1/2 and p¯0 = p¯1.
Note that h14 = h
3
4 = 1/2 corresponds to solution (a) and has already been discussed. Using Eq. (189) one obtains
for p¯0 = p¯1 = 0 that g
2
1 = 0 and thus Eq. (191) leads to
p˜0h
1+2l
4 − p˜1h3−2l4 = 0, (194)
for l = 0, 1. These equations can only be fulfilled for h14 = h
3
4 = 1/2 and p˜0 = p˜1. Note that we have already shown
that for h14 = h
3
4 = 1/2 either p˜0 = 0 or p˜1 = 0. Thus, p¯0 = p¯1 = 0 is not a possible solution. So let us proceed with
the case p¯0h
3
4 − p¯1h14 6= 0. Using Eq. (193) one can show that either h14 = h34 = 1/2 or
p¯0p˜1 + p¯1p˜0 = 0. (195)
Note that h14 = h
3
4 = 1/2 corresponds to solution (a) and we will therefore proceed with the latter case. Note further
that p¯1 = 0 implies that either p˜1 = 0 or p¯0 = 0. These two solutions have been already discussed. Thus, we only
have to consider here the case p¯1, p˜1 6= 0 which leads to
p¯0
p¯1
= − p˜0
p˜1
. (196)
Using Eqs. (190) and (191) for l = 0 and l = 1, as well as Eq. (189) one can show that for ℑ(g23), g21 6= 0 [77]
p˜20 − p˜21 = p¯20 − p¯21. (197)
From this equation and Eq. (196) it follows that p˜1 = ∓p¯1 and p˜0 = ±p¯0. In order to get rid of the ambiguity of the
sign we use Eq. (189), as well as the fact that according to our standard form g21 , h
2
1 ≥ 0 and we choose p˜0 ≥ p˜1 [78].
Thus, with our choice we obtain p˜1 = −p¯1 and p˜0 = p¯0. Using now Eq. (185) and Eq. (186), as well as Eqs. (180)
and (192) one obtains for p˜0h
3
4 − p˜1h14 6= 0 that either p˜0p˜1 = 0 or h34 = h14 = 1/2. Note that both cases have already
been discussed. Note further that for p˜0h
3
4 − p˜1h14 = 0 it has to hold that g21 = 0 (see Eq. (186)) and therefore it
follows from Eq. (185) that p˜0h
1
4 − p˜1h34 = 0. Note that we have discussed already the case p˜0h1+2l4 − p˜1h3−2l4 = 0 for
l = 0, 1. Thus, states of the form hx1 ⊗ hx2 ⊗ h3 ⊗ h4|Ψaacc〉 with hj 6= hxj for j ∈ {3, 4}, h13 = h23 = 1/2 and either
h21, h
2
3 6= 0 or h21 = h23 = 0 and either h22, h24 6= 0 or h22 = h24 = 0 (which correspond to solution (ii)) can not be reached
via LOCC. Solution (iii), i.e. h14 = h
3
4 = 1/2 can be treated completely analogous to solution (ii).
To summarize, we have shown that for states of the form hx1 ⊗ hx2 ⊗ h3 ⊗ h4|Ψaacc〉 with hj 6= hxj for j ∈ {3, 4} and
either h21, h
2
3 6= 0 or h21 = h23 = 0 and either h22, h24 6= 0 or h22 = h24 = 0 only symmetries with m = 0 (or m = 1) could
have been possibly used for SEP transformations, but these symmetries do not allow to obtain these states via SEP
as has been shown for solution (i). Thus, these states are in MES4.
55
In the following we will prove Lemma 17. In order to improve the readability we repeat the lemma here again.
Lemma 17. The only states in the SLOCC classes Gabcd where a
2 = d2 6= ±c2, c2 = b2 and a, c 6= 0 that
are convertible via LOCC are given by ⊗gi|Ψaacc〉 where ⊗Gi obeys the following condition. There exists a non-trivial
unitary symmetry Sz1,z2,m = ⊗isz1,z2,mi ∈ S(Ψaacc) such that three out of the four operators Gi commute with the
corresponding operator sz1,z2,mi and one operator Gj is arbitrary.
Proof. The only states that can be reached are given by the ones in Lemma 16. We will first show that states of the
form hx1 ⊗ hx2 ⊗ h3⊗ h4 |Ψadcc〉 where hi 6= hxi and hj = hxj for {i, j} = {3, 4} and either h2k = h2j = 0 or h2k, h2j 6= 0 for
{j, k} ∈ {{1, 3}, {2, 4}} can only be possibly reached by states of the form gx1 ⊗ gx2 ⊗ g3⊗ g4 |Ψadcc〉 where gj = gxj and
either g2k = g
2
j = 0 or g
2
k, g
2
j 6= 0. In order to see this recall that in the proof of Lemma 16 we have shown that states
with hk = h
x
k and hl = h
x
l for some {k, l} ∈ {{1, 3}, {2, 4}} and either h2k = h2l = 0 or h2k, h2l 6= 0 can only be obtained
from states with hk = gk and hl = gl. In particular, we have shown that h
1
i = h
3
i = 1/2 for some i ∈ {3, 4} implies
that g1i = g
3
i = 1/2 (see Eqs. (179) and (180)). Moreover, we have shown that for h
2
k, h
2
l ∈ IR and either h2k = h2l = 0
or h2k, h
2
l 6= 0 for some {k, l} ∈ {{1, 3}, {2, 4}} it has to hold that h2k = g2k and h2l = g2l . To convert these states one
can use the POVM {√p(hig−1i ⊗ 1l⊗3),
√
1− p(hiσxg−1i ⊗ σ⊗3x )}, where ℜ(h2i ) = ℜ(g2i ), (2p − 1)ℑ(h2i ) = ℑ(g2i ) and
(2p− 1)(h1i − 1/2) = (g1i − 1/2) for a properly chosen p ≥ 0.
Let us next show that states with h2w = 0 for some w ∈ {1, 2, 3, 4} can only be reached from states with g2w = 0.
In order to see this consider the matrix element |1000〉w,j,k,l 〈0000| of Eq. (174) for j 6= k 6= l 6= j, j, k, l 6= w and
j, k, l ∈ {1, 2, 3, 4} and use that g1i 6= 0 ∀i ∈ {1, 2, 3, 4}. Thus, states of the form hx1 ⊗hx2 ⊗h3⊗h4 |Ψaacc〉 with hi 6= di
and hj = dj for some {i, j} ∈ {{1, 3}, {2, 4}} can only be obtained from states of the form gx1 ⊗ gx2 ⊗ g3 ⊗ g4 |Ψaacc〉
with hj = dj . Except for the states of the form h
x
1 ⊗ hx2 ⊗ h3 ⊗ h4|Ψaacc〉 where hi = di 6= 1l/2, hk = hxk and
hj = 1l/2 for {i, j}, {k, l} ∈ {{1, 3}, {2, 4}}, k, l 6= i, j, k ∈ {3, 4} and either h2k = h2l = 0 or h2k, h2l 6= 0, they can be
reached by {√phig−1i ,
√
1− phiσzg−1i } which corresponds to a valid POVM for h3i = g3i , h1i = g1i and (2p− 1)h2i = g2i .
Note that in case of the second outcome party j has to apply σz in order to make the transformation deterministic.
Note further that again for any Gi one can find a Hi (which is not LU-equivalent) and a value of p such that these
conditions are fulfilled. States of the form hx1 ⊗ hx2 ⊗ h3 ⊗ h4|Ψaacc〉 where hi = di 6= 1l/2, hk = hxk and hj = 1l/2
for {i, j}, {k, l} ∈ {{1, 3}, {2, 4}}, k, l 6= i, j, k ∈ {3, 4} and either h2k = h2l = 0 or h2k, h2l 6= 0 can be obtained from
states of the form gx1 ⊗ gx2 ⊗ g3 ⊗ g4|Ψaacc〉 where gi = d˜i, gk = gxk , gj = 1l/2 and either g2k = g2l = 0 or g2k, g2l 6=
0[79]. To this end one can use the POVM {√pdid˜−1i ,
√
1− pdiσy d˜−1i } where di = diag(
√
1/2 + h¯1i ,
√
1/2− h¯1i ),
d˜i = diag(
√
1/2 + (2p− 1)h¯1i ,
√
1/2− (2p− 1)h¯1i ) and in case of outcome 1 (2) all other parties do nothing (party j
aplies σy and all parties except parties i, j apply σx) respectively.
Appendix D: Proof of Lemmas 18 and 19
In this section we prove Lemma 18 and Lemma 19, i.e. we show which are the reachable and convertible states in
the SLOCC class Gabcd where a
2 = d2, c2 = b2, a2 = −c2 and a 6= 0.
Proof of Lemma 18. The structure of the proof is the following. We will first show that the states given in
this lemma are indeed reachable by constructing a LOCC protocol that allows to reach them. Then we we will use
Eq. (2) to show that all remaining states can not be reached via SEP transformations which implies that they can
not be obtained via LOCC from some other state.
Note first that Xm[(σz)
k ⊗ (σz)l ⊗ (σz)k ⊗ (σz)l] ∈ S(Ψ), where X = σ⊗4x and m, k, l ∈ {0, 1}. As this symmetry
is also contained in the symmetry of the SLOCC classes Gabcd where a
2 = d2 6= ±c2 and c2 = b2 we have already
provided the LOCC protocols that use this symmetry in the proof of Lemma 16 (see Appendix C). In particular, we
used these symmetries to construct LOCC protocols that allow to reach states of the form hx1 ⊗hx2 ⊗h3⊗hx4 |Ψ〉 where
h3 6= hx3 and hx1 ⊗hx2 ⊗hx3 ⊗h4|Ψ〉 where h4 6= hx4 and 1l/2⊗hx2 ⊗h3⊗h4|Ψ〉 where h3 6= d3 and hx1 ⊗ 1l/2⊗h3⊗h4|Ψ〉
where h4 6= d4 and hx1 ⊗ hx2 ⊗ d3 ⊗ h4|Ψ〉 where hx1 6= 1l/2 and hx1 ⊗ hx2 ⊗ h3 ⊗ d4|Ψ〉 where hx2 6= 1l/2.
Note that 1l⊗ σx ⊗ σz ⊗ σy ≡ S1 and σx ⊗ 1l⊗ σy ⊗ σz ≡ S2 are (up to some proportionality factor) elements of S(Ψ).
We will use these symmetries to construct LOCC protocols that allow to reach the remaining states given in Lemma
18. In the following we will use the notation S0 ≡ 1l⊗4. States of the form hx1 ⊗ hx2 ⊗ d3 ⊗ h4|Ψ〉 where h4 6= hy4 can
be obtained from states of the form gx1 ⊗ gx2 ⊗ d3 ⊗ gy4 |Ψ〉 via the POVM {1/
√
2h4S0(g
y
4 )
−1, 1/
√
2h4S1(g
y
4 )
−1} (where
ℑ(h24) = g24) which is acting non-trivially on party 4. Analogously, using S0 and S2 one can construct a POVM acting
non-trivially on party 3 that allows to reach states of the form hx1 ⊗ hx2 ⊗ h3 ⊗ d4|Ψ〉 where h3 6= hy3 from states of
the form gx1 ⊗ gx2 ⊗ gy3 ⊗ d4|Ψ〉. States of the form hx1 ⊗ hx2 ⊗ hy3 ⊗ h4|Ψ〉 where h4 6= d4 can for example be reached
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from states of the form gx1 ⊗ gx2 ⊗ gy3 ⊗ d4|Ψ〉. In particular, the POVM {1/
√
2h4S0(d4)
−1, 1/
√
2h4S2(d4)
−1} (with
d4 = diag(
√
h14,
√
h34)) which is acting non-trivially on party 4 performs this task. Similarly one can construct a
LOCC protocol that allows to reach states of the form hx1 ⊗ hx2 ⊗ h3 ⊗ hy4 |Ψ〉 where h3 6= d3 using the symmetries S0
and S1.
We will next show that states of the form hx1⊗hx2⊗hx3⊗hx4 |Ψ〉 where h2i 6= 0 ∀i ∈ {1, 2, 3, 4} and 1l/2⊗hx2⊗d3⊗hy4|Ψ〉
where h2j 6= 0 for j ∈ {2, 4} and d3 6= 1l and hx1 ⊗ 1l/2 ⊗ gy3 ⊗ d4|Ψ〉 where h2k 6= 0 for k ∈ {1, 3} and d4 6= 1l and
hx1 ⊗ hx2 ⊗ h3 ⊗ h4|Ψ〉 where h2i 6= 0 ∀i ∈ {1, 2, 3, 4} and hl 6= hxl , hyl for l ∈ {3, 4} and |Ψ〉, i.e. all states that are not
given by Lemma 18, are not reachable via SEP.
Note first that every element of S(Ψ) can be written as
[
(
y1 0
0 x1
)
σnx ⊗
(
y2 0
0 x2
)
⊗
(
1/y1 0
0 (−1)n/x1
)
σnx ⊗
(
1/y2 0
0 (−1)n/x2
)
](σ⊗4x )
m, (198)
where x1, x2, y1, y2 ∈ IC\0 and m,n ∈ {0, 1}. Inserting the symmetries into Eq. (2) one obtains that
∑
x1,x2,y1,y2,m,n
pm,n,x1,x2,y1,y2
(
|y1|2(−1)(m+n)/2 h21|y1||x1|ei(α1−β1)(−1)
(m+n)
h21|y1||x1|e−i(α1−β1)(−1)
(m+n) |x1|2(−1)(m+n)/2
)
(199)
⊗
( |y2|2(−1)m/2 h22|y2||x2|ei(α2−β2)(−1)m
h22|y2||x2|e−i(α2−β2)(−1)
m |x2|2(−1)m/2
)
⊗
(
h
[1+2(m−n)2]
3 /|y1|2(−1)
(m+n) |h23|(−1)n/(|y1||x1|)e−i(α1−β1−θ3)(−1)
(m+n)
|h23|(−1)n/(|y1||x1|)ei(α1−β1−θ3)(−1)
(m+n)
h
[3−2(m−n)2]
3 /|x1|2(−1)
(m+n)
)
⊗
(
h1+2m4 /|y2|2(−1)
m |h24|(−1)n/(|y2||x2|)e−i(α2−β2−θ4)(−1)
m
|h24|(−1)n/(|y2||x2|)ei(α2−β2−θ4)(−1)
m
h3−2m4 /|x2|2(−1)
m
)
= rGx1 ⊗Gx2 ⊗G3 ⊗G4,
where m,n ∈ {0, 1} xj = |xj |eiαj and yj = |yj |eiβj for j ∈ {1, 2} and h2l = |h2l |eiθl for l ∈ {3, 4}. We will first consider
states of the form hx1 ⊗ hx2 ⊗ hx3 ⊗ hx4 |Ψ〉 where h2i 6= 0 ∀i ∈ {1, 2, 3, 4}. Considering the matrix elements |jkjk〉 〈jkjk|
of Eq. (199) for j, k ∈ {0, 1} leads to
1/4 = rg1+2s3 g
1+2t
4 ∀s, t ∈ {0, 1}. (200)
Additionally using the normalization condition, i.e. tr(Gi) = 1 ∀i, one obtains that g13 = g33 = 1/2 and g14 = g34 = 1/2.
Note that this implies that r = 1. Considering the matrix elements |j0k0〉 〈j0k0| of Eq. (199) for j, k ∈ {0, 1} and
j 6= k leads to∑
x1,x2,y1,y2
(p0,0,x1,x2,y1,y2 + p1,1,x1,x2,y1,y2)|y1|2/|x1|2 + (p0,1,x1,x2,y1,y2 + p1,0,x1,x2,y1,y2)|x1|2/|y1|2 = 1 (201)
and ∑
x1,x2,y1,y2
(p0,0,x1,x2,y1,y2 + p1,1,x1,x2,y1,y2)|x1|2/|y1|2 + (p0,1,x1,x2,y1,y2 + p1,0,x1,x2,y1,y2)|y1|2/|x1|2 = 1. (202)
Adding these equations and using that
∑
x1,x2,y1,y2,m,n
pm,n,x1,x2,y1,y2 = 1 one obtains that∑
x1,x2,y1,y2,m,n
pm,n,x1,x2,y1,y2(|x1|/|y1| − |y1|/|x1|)2 = 0. (203)
This condition can only be fulfilled if pm,n,x1,x2,y1,y2 = 0 for |y1| 6= |x1|. Note that this implies that Eq. (199) is
independent of |y1| and |x1|. Analogously, one can show that pm,n,x1,x2,y1,y2 = 0 for |y2| 6= |x2| and therefore Eq.
(199) does not depend on |y2| and |x2|. Considering the matrix elements |1010〉 〈0000|, |0101〉 〈0000| and |1111〉 〈0000|
of Eq. (199) and using that for the here considered states h2i ∈ ℜ ∀i ∈ {1, 2, 3, 4} leads to
h21h
2
3(p˜00 + p˜10 − p˜01 − p˜11) = g21g23 (204)
h22h
2
4(p˜00 + p˜10 − p˜01 − p˜11) = g22g24
and
h21h
2
3h
2
2h
2
4 = g
2
1g
2
3g
2
2g
2
4 , (205)
57
where here and in the following we use
p˜mn =
∑
x1,x2,y1,y2
pm,n,x1,x2,y1,y2 . (206)
Note that as g21 , g
2
2 ∈ IR (according to our standard form) and h2i ∈ ℜ ∀i ∈ {1, 2, 3, 4} these equations imply that
g23 , g
2
4 ∈ IR. As h2i 6= 0 ∀i ∈ {1, 2, 3, 4} one obtains that (p˜00 + p˜10 − p˜01 − p˜11)2 = 1 and therefore either p˜00 = p˜10 = 0
or p˜01 = p˜11 = 0. Note that the first case leads to h
2
1 < 0 or h
2
3 < 0 which does not match our standard form. Thus,
we have that p˜01 = p˜11 = 0 and therefore
h21h
2
3 = g
2
1g
2
3 (207)
and
h22h
2
4 = g
2
2g
2
4 . (208)
Considering the matrix elements |1000〉 〈0000|, |0000〉 〈0010|, |0100〉 〈0000| and |0000〉 〈0001| of Eq. (199) and using
that h2i 6= 0 ∀i ∈ {1, 2, 3, 4} one can easily show that
h2i /h
2
j = g
2
i /g
2
j for {i, j} ∈ {{1, 3}, {2, 4}}. (209)
Using this equation, as well as Eq. (207), Eq. (208), and g21 , g
2
2 > 0 one obtains that h
2
i = g
2
i ∀i ∈ {1, 2, 3, 4}. Thus,
we have shown that gi = h
x
i ∀i ∈ {1, 2, 3, 4} and therefore states of the form hx1 ⊗ hx2 ⊗ hx3 ⊗ hx4 |Ψ〉 are in MES4.
Let us next show that states of the form 1l/2 ⊗ hx2 ⊗ d3 ⊗ hy4 |Ψ〉 where h2j 6= 0 for j ∈ {2, 4} and d3 6= 1l are not
reachable via LOCC. Considering the matrix elements |jkjk〉 〈jkjk| of Eq. (174) for {j, k} = {0, 1} leads to
1/2[h1+2j3 (p˜00 + p˜11) + h
3−2j
3 (p˜10 + p˜01)] = rg
1+2j
3 g
1+2k
4 . (210)
Considering this equation for k = 0 and k = 1 (and fixed j) it is easy to see that g14 = g
3
4 . Additionally using the
normalization condition, i.e. tr(Gi) = 1 one obtains that g
1
4 = g
3
4 = 1/2. Adding the equations for j = 0 and j = 1
and using again the normalization condition leads to r = 1. Considering the matrix elements |ljlk〉 〈ljlk| of Eq. (199)
for j, k, l ∈ {0, 1} and j 6= k leads to∑
x1,x2,y1,y2
[(p0,0,x1,x2,y1,y2h
1+2l
3 + p0,1,x1,x2,y1,y2h
3−2l
3 )|y2|2/|x2|2 (211)
+(p1,0,x1,x2,y1,y2h
3−2l
3 + p1,1,x1,x2,y1,y2h
1+2l
3 )|x2|2/|y2|2] = g1+2l3
and ∑
x1,x2,y1,y2
[(p0,0,x1,x2,y1,y2h
1+2l
3 + p0,1,x1,x2,y1,y2h
3−2l
3 )|x2|2/|y2|2 (212)
+(p1,0,x1,x2,y1,y2h
3−2l
3 + p1,1,x1,x2,y1,y2h
1+2l
3 )|y2|2/|x2|2] = g1+2l3 .
Adding these four equations leads to∑
x1,x2,y1,y2,m,n
pm,n,x1,x2,y1,y2(|x2|/|y2| − |y2|/|x2|)2 = 0, (213)
which can only be fulfilled if pm,n,x1,x2,y1,y2 = 0 for |y2| 6= |x2|. Thus, Eq. (199) is independent of |y2| and |x2|.
Considering the matrix elements |1000〉 〈0000| and |0010〉 〈0000| of Eq. (199) it is easy to see that for h21 = h23 = 0
we have that g21 = g
2
3 = 0. Considering the matrix elements |k0k1〉 〈k1k0| for k ∈ {0, 1} of Eq. (199) and using that
h24 ∈ iIR leads to
h22h
2
4(p˜00h
1+2k
3 − p˜10h3−2k3 − p˜01h3−2k3 + p˜11h1+2k3 ) = g22g24g1+2k3 . (214)
Note that since h22, g
2
2 ∈ IR and h24 ∈ iIR we have that g24 ∈ iIR. Note further that we consider here states with h22, h24 6= 0.
Thus, for g22g
2
4 = 0 one obtains that
(p˜00 + p˜11)h
1+2k
3 = (p˜10 + p˜01)h
3−2k
3 , (215)
for l ∈ {0, 1}. As p˜mn = 0 ∀m,n ∈ {0, 1} is no solution because
∑1
m,n=0 p˜mn = 1 and as h
1
3, h
3
3 6= 0, one obtains for
g22g
2
4 = 0 that h
3
3 = h
1
3 = 1/2. As we consider here states with d3 6= 1l/2 it has to hold that g22 , g24 6= 0. Note that the
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same argument shows that for the states considered here it has to hold that p˜00h
1+2k
3 −p˜10h3−2k3 −p˜01h3−2k3 +p˜11h1+2k3 6=
0 for k ∈ {0, 1}. Considering Eq. (214), as well as Eq. (210) for k = 0, 1 one can easily show that
(p˜00+p˜11)h
1
3−(p˜10+p˜01)h33
(p˜00+p˜11)h33−(p˜10+p˜01)h13 =
h13(p˜00+p˜11)+h
3
3(p˜10+p˜01)
h33(p˜00+p˜11)+h
1
3(p˜10+p˜01)
. (216)
Using this equation it is easy to show that either p˜00 = p˜11 = 0 or p˜01 = p˜10 = 0 or h
1
3 = h
3
3 = 1/2. The latter
solution is not possible as we consider here states with d3 6= 1l/2. For the case p˜00 = p˜11 = 0 one obtains from Eq.
(214) that either g22 < 0 or ℑ(g24) < 0 which does not match our standard form. Thus, we have that p˜01 = p˜10 = 0.
Using Eq. (210) for j = 0, 1 it is easy to see that h13 = g
1
3 and h
3
3 = g
3
3 . Considering the matrix elements |0000〉 〈0100|
and |0001〉 〈0000| of Eq. (199) and using that h2i 6= 0 for i ∈ {2, 4} one can easily show that
h22/h
2
4 = g
2
2/g
2
4. (217)
Moreover, from Eq. (214) for k = 0, 1 one obtains that g22g
2
4 = g
2
2g
2
4. As according to our standard form it holds that
h22, g
2
2 ≥ 0 one obtains that g2i = h2i for i ∈ {2, 4}. To summarize these results we have shown that for states of the
form 1l/2⊗ hx2 ⊗ d3 ⊗ hy4 |Ψ〉 where h2j 6= 0 for j ∈ {2, 4} and d3 6= 1l Eq. (2) can only hold if Hi = Gi ∀i ∈ {1, 2, 3, 4}
and therefore these states are in MES4. Analogously, one can show that states of the form h
x
1 ⊗ 1l/2 ⊗ gy3 ⊗ d4|Ψ〉
where h2k 6= 0 for k ∈ {1, 3} and d4 6= 1l are not reachable via SEP.
We will show next that states of the form hx1 ⊗ hx2 ⊗ h3 ⊗ h4|Ψ〉 where h2i 6= 0 ∀i ∈ {1, 2, 3, 4} and hl 6= hxl , hyl for
l ∈ {3, 4} are not reachable either. Considering the matrix elements |jkjk〉 〈jkjk| of Eq. (174) for {j, k} = {0, 1}
leads to
h1+2j3 h
1+2k
4 p˜00 + h
1+2j
3 h
3−2k
4 p˜11 + h
3−2j
3 h
3−2k
4 p˜10 + h
3−2j
3 h
1+2k
4 p˜01 = rg
1+2j
3 g
1+2k
4 . (218)
Using these equations, as well as the normalization condition, i.e. tr(Gi) = tr(Hi) = 1, it is easy to show that r = 1,
g1+2j3 = h
1+2j
3 (p˜00 + p˜11) + h
3−2j
3 (p˜01 + p˜10), (219)
and
g1+2k4 = h
1+2k
4 (p˜00 + p˜01) + h
3−2k
4 (p˜10 + p˜11), (220)
where j, k ∈ {0, 1} Using these equations, as well as Eq. (218) for j = 0 and k = 0 it can be shown that either
h14 = h
3
4 = 1/2 (solution (a)) or h
1
3 = h
3
3 = 1/2 (solution (b)) or p˜11p˜10 = p˜00p˜01 (solution (c)). We will first consider
solution (a). As shown above, for h14 = h
3
4 = 1/2 it has to hold that pm,n,x1,x2,y1,y2 = 0 for |y2| 6= |x2| and therefore
Eq. (199) is independent of |y2| and |x2|. Moreover, we have already shown that states with h14 = h34 = 1/2 can only
be reached from states with g14 = g
3
4 = 1/2. Considering the imaginary part of the matrix elements |k0k1〉 〈k1k0| for
k ∈ {0, 1} of Eq. (199) leads to
h22ℑ(h24)(p˜00h1+2k3 − p˜10h3−2k3 − p˜01h3−2k3 + p˜11h1+2k3 ) = g22ℑ(g24)g1+2k3 . (221)
Note that as h4 6= hx4 , hy4 we have that ℑ(h24) 6= 0 and ℜ(h24) 6= 0. Moreover, we consider states with h2i 6= 0
∀i ∈ {1, 2, 3, 4} and so in particular h22 6= 0. Thus, we can use the same argument as before and obtain that for
p˜00h
1+2k
3 − p˜10h3−2k3 − p˜01h3−2k3 + p˜11h1+2k3 6= 0 for k ∈ {0, 1} (which implies g22 , g24 6= 0) that p˜00 = p˜11 = 0 (case (i))
or p˜01 = p˜10 = 0 (case (ii)) or h
1
3 = h
3
3 = 1/2 (case (iii)). Note that for p˜00h
1+2k
3 − p˜10h3−2k3 − p˜01h3−2k3 + p˜11h1+2k3 = 0
for k ∈ {0, 1} we have already shown that it has to hold that h13 = h33 = 1/2. We will discuss first case (iii), i.e.
h13 = h
3
3 = 1/2. Analogously to the discussion for states of the form h
x
1⊗hx2⊗hx3⊗hx4 |Ψ〉 where h2i 6= 0 ∀i ∈ {1, 2, 3, 4}
one can show that for h14 = h
3
4 = h
1
3 = h
3
3 = 1/2 it has to hold that pm,n,x1,x2,y1,y2 = 0 for |y1| 6= |x1| and therefore
Eq. (199) does not depend on |y1| and |x1|. Moreover, we have shown that for h14 = h34 = h13 = h33 = 1/2 Eq.
(199) can only be fulfilled if g14 = g
3
4 = g
1
3 = g
3
3 = 1/2. Considering the matrix elements |1111〉 〈0000|, |1010〉 〈0101|,
|0101〉 〈1010| and |0000〉 〈1111| of Eq. (199) and adding them one obtains that
h21h
2
2ℜ(h23)ℜ(h24) = g21g22ℜ(g23)ℜ(g24). (222)
Considering the matrix elements |1010〉 〈0000| and |0101〉 〈0000| of Eq. (199) leads to
h21ℜ(h23)(p˜00 + p˜10 − p˜01 − p˜11) = g21ℜ(g23) (223)
h21ℑ(h23)(p˜00 − p˜10 + p˜01 − p˜11) = g21ℑ(g23) (224)
h22ℜ(h24)(p˜00 + p˜10 − p˜01 − p˜11) = g22ℜ(g24) (225)
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and
h22ℑ(h24)(p˜00 − p˜10 − p˜01 + p˜11) = g22ℑ(g24). (226)
Recall that we consider here states with h2i 6= 0 for i ∈ {1, 2, 3, 4} and hl 6= hxl , hyl for l ∈ {3, 4}. Thus, for
h14 = h
3
4 = h
1
3 = h
3
3 = 1/2 it must hold that neither ℜ(h2l ) = 0 nor ℑ(h2l ) = 0. Thus, inserting Eq. (223) and Eq.
(225) into Eq. (222) leads to (p˜00 + p˜10 − p˜01 − p˜11)2 = 1. Thus, either p˜00 = p˜10 = 0 or p˜01 = p˜11 = 0. Note that
the first case leads to either g21 < 0 or ℜ(g23) < 0 which does not match our standard form. Thus, we have that
p˜01 = p˜11 = 0. Considering the matrix elements |1111〉 〈0000|, |1010〉 〈0101|, |0101〉 〈1010| and |0000〉 〈1111| of Eq.
(199) one can show that
h21h
2
2ℑ(h23)ℑ(h24) = g21g22ℑ(g23)ℑ(g24). (227)
Using this equation, as well as Eq. (224) and Eq. (226) it can be easily seen that either p˜00 = 0 or p˜10 = 0. Using our
definition of the standard form one can show that it has to hold that p˜10 = 0. Similar to before one can show that
h2i /h
2
j = g
2
i /g
2
j for {i, j} ∈ {{1, 3}, {2, 4}}. (228)
Note that gi 6= 0 ∀i ∈ {1, 2, 3, 4} due to Eq. (227) and h2i 6= 0. Using these equations, as well as Eqs. (223),
(224), (225) and (226) one can show analogously to before that h2j = g
2
j ∀j ∈ {1, 2, 3, 4}. Thus, states of the form
hx1 ⊗ hx2 ⊗ h3 ⊗ h4|Ψ〉 where h2i 6= 0 ∀i ∈ {1, 2, 3, 4}, hl 6= hxl , hyl for l ∈ {3, 4} and h14 = h34 = h13 = h33 = 1/2 are not
reachable.
We will discuss next solution (a) together with the condition of case (ii), i.e. h14 = h
3
4 = 1/2 and p˜01 = p˜10 = 0. Using
Eq. (219) for k = 0, 1 it is easy to see that h13 = g
1
3 and h
3
3 = g
3
3 . Considering the matrix elements |1010〉 〈0000|,
|0101〉 〈0000|,|1111〉 〈0000| and |1111〉 〈1010| of Eq. (199) one can show that
h21h
2
3(p˜00 − p˜11) = g21g23 (229)
h22(h
2
4p˜00 − (h24)∗p˜11) = g22g24 (230)
and
h21h
2
2h
2
3(h
2
4p˜00 + (h
2
4)
∗p˜11) = g21g
2
2g
2
3g
2
4 . (231)
Thus, it follows that
(h24p˜00 + (h
2
4)
∗p˜11) = (p˜00 − p˜11)(h24p˜00 − (h24)∗p˜11). (232)
Taking the real part of this equation and using that for the states we consider here ℜ(h24) 6= 0 one obtains that
(p˜00 − p˜11)2 = 1. As it has to hold that p˜00 + p˜11 = 1 one obtains that either p˜00 = 0 or p˜11 = 0. Note that the first
case does not match our definition of the standard form. Thus, we have that p˜11 = 0 and therefore h
2
1h
2
3 = g
2
1g
2
3 and
h22h
2
4 = g
2
2g
2
4 . For p˜01 = p˜10 = p˜11 = 0 it can be easily shown that pm,n,x1,x2,y1,y2 = 0 for |y1| 6= |x1|. Considering
the matrix elements |0000〉 〈1000|, |0010〉 〈0000|,|0000〉 〈0100| and |0001〉 〈0000| of Eq. (199) one can show analogously
to before that h2i = g
2
i ∀i ∈ {1, 2, 3, 4}. Thus, transformations with pm,n,x1,x2,y1,y2 = 0 for m 6= n and m,n ∈ {0, 1}
(case (ii)) do not allow to reach states of the form hx1 ⊗ hx2 ⊗ h3 ⊗ h4|Ψ〉 where h2i 6= 0 ∀i ∈ {1, 2, 3, 4}, hl 6= hxl , hyl for
l ∈ {3, 4} and h14 = h34 = 1/2.
We will next consider solution (a) together with the condition of case (i), i.e. p˜00 = p˜11 = 0 and h
1
4 = h
3
4 = 1/2. It can
be easily shown that h33 = g
1
3 and h
1
3 = g
3
3 . Furthermore, one can show analogously to case (ii) that either p˜01 = 0 or
p˜10 = 0. In particular, one considers the matrix elements |0000〉 〈1010|, |0101〉 〈0000|,|0101〉 〈1010| and |1111〉 〈1010|
of Eq. (199). Moreover, one can show similar to before that for p˜10 = 0 h
2
3 = −g2 ∗3 and h24 = −g24 and for p˜01 = 0
h23 = g
2 ∗
3 and h
2
4 = g
2 ∗
4 . Note that therefore case (i) does not match our standard form. Thus, we have shown that
neither of the cases (i)-(iii) allows to reach states of the form hx1 ⊗ hx2 ⊗ h3 ⊗ h4|Ψ〉 where h2i 6= 0 ∀i ∈ {1, 2, 3, 4},
hl 6= hxl , hyl for l ∈ {3, 4} and h14 = h34 = 1/2, i.e. solution (a).
Note that in case of solution (b), i.e. h13 = h
3
3 = 1/2 a completely analogous argument can be used to show that states
of the form hx1 ⊗ hx2 ⊗ h3 ⊗ h4|Ψ〉 where h2i 6= 0 ∀i ∈ {1, 2, 3, 4}, hl 6= hxl , hyl for l ∈ {3, 4} and h13 = h33 = 1/2 are in
MES4.
Thus, it remains to discuss solution (c), i.e. p˜11p˜10 = p˜00p˜01. Considering the matrix elements |k0k1〉 〈k1k0| for
k ∈ {0, 1} of Eq. (199) leads to
h22ℑ(h24)(p˜00h1+2k3 − p˜10h3−2k3 − p˜01h3−2k3 + p˜11h1+2k3 ) = g22ℑ(g24)g1+2k3 (233)
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and
h22ℜ(h24)(p˜00h1+2k3 + p˜10h3−2k3 − p˜01h3−2k3 − p˜11h1+2k3 ) = g22ℜ(g24)g1+2k3 . (234)
Note that for ℑ(h24) 6= 0 one can use the same argument as before to show that p˜00 = p˜11 = 0 or p˜01 = p˜10 = 0
or h13 = h
3
3 = 1/2. Via a similar argument one can show that for ℑ(h23) 6= 0 it has to hold that p˜01 = p˜11 = 0 or
p˜00 = p˜10 = 0 or h
1
4 = h
3
4 = 1/2. Analogously, one can show by using Eq. (234) and Eq. (219) for j = 0, 1 that
for ℜ(h24) 6= 0 it has to hold that either h13 = h33 = 1/2 or p˜11p˜01 = p˜00p˜10. For the latter case one obtains that
p˜00 = p˜11 = p˜01 = p˜10 or p˜01 = p˜10 = 0 or p˜00 = p˜11 = 0 as we also have that p˜11p˜10 = p˜00p˜01. Similarly one can
show that for ℜ(h23) 6= 0 it has to hold that either h14 = h34 = 1/2 or p˜11p˜00 = p˜01p˜10. As we are considering here
solution (c), i.e. p˜11p˜10 = p˜00p˜01 it has to hold for the latter case that either p˜00 = p˜11 = p˜01 = p˜10 or p˜01 = p˜11 = 0
or p˜00 = p˜10 = 0. Note that the case h
1
4 = h
3
4 = 1/2 (h
1
3 = h
3
3 = 1/2) corresponds to solution (a) (solution (b))
respectively which has been already discussed. Note further that since h2i 6= 0 for i ∈ {1, 2, 3, 4} we have that
ℑ(h2j) 6= 0 and/or ℜ(h2j) 6= 0 for j ∈ {3, 4}. For h14, h34, h13, h33 6= 1/2 and either ℑ(h24),ℑ(h23) 6= 0, or ℜ(h24),ℑ(h23) 6= 0,
or ℑ(h24),ℜ(h23) 6= 0 one obtains that p˜mn = 0 except for exactly one pair (m,n) ∈ {(0, 0), (0, 1), (1, 0), (1, 1)}. Note
here that p˜00 = p˜11 = p˜01 = p˜10 = 0 does not correspond to a valid transformation. It can be shown that the only
possibility to match our definition of the standard form is that p˜00 6= 0. Furthermore, one can show that in this case it
holds that Hi = Gi ∀i ∈ {1, 2, 3, 4} and therefore these kind of transformations to not allow to reach these states from
some other states. For ℜ(h24),ℜ(h23) 6= 0 and h14, h34, h13, h33 6= 1/2 we have either that p˜mn = 0 except for exactly one
pair (m,n) ∈ {(0, 0), (0, 1), (1, 0), (1, 1)} which does not allow to reach these states or p˜00 = p˜11 = p˜01 = p˜10 = 1/4.
Note that we used here that
∑
m,n p˜mn = 1. Considering Eqs. (219) and (220) for j, k = 0, 1 one obtains for the
latter case that h1i = g
1
i and h
3
i = g
3
i for i ∈ {3, 4}. Considering the matrix elements |k0k1〉 〈k1k0| and |0k1k〉 〈1k0k|
for k ∈ {0, 1} of Eq. (199) one can easily show that g21g23 = 0 and g22g24 = 0. Considering now the matrix elements
|0011〉 〈1100|, |1100〉 〈0011|, |0101〉 〈1010| and |1010〉 〈0101| of Eq. (199) and adding the corresponding equations one
obtains that
h21h
2
2ℜ(h23)ℜ(h24) = g21g22ℜ(g23)ℜ(g24) = 0. (235)
As h2i 6= 0 for i ∈ {1, 2} for the states we are discussing here and ℜ(h24),ℜ(h23) 6= 0 this equation can not be fulfilled.
Thus, states of the form hx1 ⊗ hx2 ⊗ h3 ⊗ h4|Ψ〉 where h2i 6= 0 ∀i ∈ {1, 2, 3, 4} and hl 6= hxl , hyl for l ∈ {3, 4} are in
MES4.
It can be easily seen that the seed states for these SLOCC classes are not reachable. In particular, using Eq. (200)
one obtains that g1i = g
3
i = 1/2 for i ∈ {3, 4}. Considering then the matrix elements |1000〉i,j,k,l 〈0000| of Eq. (199)
where {i, j, k, l} = {1, 2, 3, 4} and using that h2m = 0 ∀m ∈ {1, 2, 3, 4} leads to g2m = 0 ∀m. Thus, one obtains
Hi = Gi = 1l/2 ∀i ∈ {1, 2, 3, 4} which implies that the seed states are in MES4. 
In the following we prove Lemma 19, i.e. which states in the SLOCC class Gabcd where a
2 = d2, c2 = b2,
a2 = −c2 and a 6= 0 are convertible.
Proof of Lemma 19. Note first that the states that can be reached from some convertible state are given by
the ones in Lemma 18. Note further that using the same techniques as in the proof of Lemma 18 it can be shown that
states with h2i = 0 (hi = h
x
i or hi = h
y
i ) for some i ∈ {3, 4} can only be obtained from states with g2i = 0 (gi = gxi or
gi = g
y
i ) respectively. Combining these results one obtains that the only potentially convertible states are the ones
given by Lemma 19. Hence, it remains to show that they are indeed convertible via LOCC. In order to do so, we first
note that Xm[(σz)
k ⊗ (σz)l ⊗ (σz)k ⊗ (σz)l] ∈ S(Ψ) (where m, k, l ∈ {0, 1}) which is element of the symmetry group
of the SLOCC classes Gabcd where a
2 = d2 6= ±c2 and c2 = b2 (see Sec. III D 1). There we have already provided
the LOCC protocols that allow to convert states of the form gx1 ⊗ gx2 ⊗ g3 ⊗ gx4 |Ψ〉 and gx1 ⊗ gx2 ⊗ gx3 ⊗ g4|Ψ〉 and
1l/2 ⊗ gx2 ⊗ g3 ⊗ g4|Ψ〉 and gx1 ⊗ 1l/2⊗ g3 ⊗ g4|Ψ〉 and gx1 ⊗ gx2 ⊗ d3 ⊗ g4|Ψ〉 and gx1 ⊗ gx2 ⊗ g3 ⊗ d4|Ψ〉 in the proof of
Lemma 17 (see Appendix C). In the following we will use the notation 1l⊗ σx ⊗ σz ⊗ σy ≡ S1, σx ⊗ 1l⊗ σy ⊗ σz ≡ S2
and 1l⊗4 ≡ S0. States of the form gx1 ⊗ gx2 ⊗ gy3 ⊗ g4|Ψ〉 can be converted to states of the form hx1 ⊗ hx2 ⊗ hy3 ⊗ h4|Ψ〉
where h4 6= d4 via the POVM {√ph4S0g−14 ,
√
1− ph4S2g−14 } (with (2p − 1)h24 = g24 , h14 = g14 and h34 = g34) which is
acting non-trivially on party 4. Note that for any G4 one can always find a value of p and H4 which is a positive
operator of rank 2 such that these conditions are fulfilled. Analogously, using S0 and S1 one can construct a POVM
that is acting non-trivially on party 3 which allows to convert states of the form gx1 ⊗ gx2 ⊗ g3 ⊗ gy4 |Ψ〉 to states of the
form hx1 ⊗ hx2 ⊗ h3 ⊗ hy4 |Ψ〉 where h3 6= d3. 
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Appendix E: Proof of Lemma 34
In this section we prove Lemma 34 and hereby show which states in the SLOCC classes La2b2 (see [18]) for a
2 = −b2
and a, b 6= 0 are reachable. As in the main text we will use the notation Gi = g†i gi = 1/21l+
∑
j g¯
j
iσj where g¯
j
i ∈ IR and
0 ≤
√∑
j [g¯
j
i ]
2 < 1/2 and similar for Hi. In order to compactify the presentation in this appendix we use the following
unconventional notation. That is, we will use GWi = 1/21l +
∑
j g¯
j
iσj for W ∈ {W1W2W3, 6= j} and Wj ∈ {j, 0, A}
whenever we need to give information on the precise structure of Gi. Here Wj = j (Wj = 0) denotes g¯
j
i 6= 0(g¯ji = 0)
whereas Wj = A means that g¯
j
i is arbitrary. Whenever W corresponds to 6= j this means that g¯ki 6= 0 and/or g¯li 6= 0
where k 6= l 6= j 6= k and j, k, l ∈ {1, 2, 3}. In case W corresponds to 6= 0 this denotes the constraint that G6=0i 6= 1l/2.
We will use the same notation for HWi . In order to illustrate this notation let us consider two examples. By G
A20
i
we denote the case that g¯1i is arbitrary, g¯
2
i 6= 0 and g¯3i = 0. By G6=3i we denote that g¯1i 6= 0 and /or g¯2i 6= 0 (i.e.
σzG
6=3
i σz 6= G6=3i ) and g¯3i is arbitrary.
In the following we will denote by Sk = ⊗iski the elements of the symmetry group S(Ψ(−b2)b2) = {1l⊗4, 1l⊗ σx ⊗ σz ⊗
σx, σz ⊗ σy ⊗ 1l⊗ σy, σ⊗4z } which are numbered in the same order as they are given here in the set.
We will use the following lemma to prove Lemma 34.
Lemma 47. The only states in the SLOCC classes La2b2 with a
2 = −b2 and a, b 6= 0 that are reachable via using solely
the symmetries S0 and Sj = ⊗isij for one j ∈ {1, 2, 3} are given by ⊗hi
∣∣Ψ(−b2)b2〉 where ⊗Hi obeys the condition that
exactly three out of the four operators Hi commute with the corresponding operator s
i
j and one operator Hk does not
commute with skj .
Proof. Let us first consider which states are reachable using only S0 and S1. Since these symmetries are elements of
the Pauli group we will use Eq. (21) for P = 1l⊗ σi ⊗ σj ⊗ 1l for i ∈ {2, 3} and j ∈ {1, 2} which leads to
h¯i2h¯
j
3 = (p0 − p1)2h¯i2h¯j3. (236)
Thus, either h¯i2h¯
j
3 = 0 for i ∈ {2, 3} and j ∈ {1, 2} or (p0 − p1)2 = 1. The latter case corresponds to a trivial
transformation. Note that by exchanging party 2 and 4 in this argument one obtains analogous conditions involving
party 4. Therefore, one obtains that either H3 = H
00A
3 or the case that H2 = H
A00
2 and H4 = H
A00
4 . In case
H2 = H
A00
2 and H4 = H
A00
4 one can reach the corresponding state iff H3 = H
6=3
3 . In order to see this note that
if H3 = H
00A
3 then S0 and S1 commute with ⊗Hi and therefore using Eq. (2) (with symmetries S0 and S1) leads
to Hl = Gl ∀l ∈ {1, 2, 3, 4}. Thus, these states are not reachable via S0 and S1. In order to see that states with
H3 = H
6=3
3 are reachable consider {1/
√
2h3S0g
−1
3 , 1/
√
2h3S1g
−1
3 } which is a valid POVM for g¯23 = 0, g¯13 = 0 and
h¯33 = g¯
3
3 . This POVM allows to obtain these states from states of the form g
AAA
1 ⊗ gA002 ⊗ g00A3 ⊗ gA004
∣∣Ψ(−b2)b2〉. Let
us proceed with the case H3 = H
00A
3 . Considering Eq. (21) for P = 1l⊗ σi ⊗ 1l⊗ σj for i ∈ {2, 3} and j ∈ {2, 3} one
obtains that
h¯i2h¯
j
4 = (p0 − p1)2h¯i2h¯j4. (237)
Thus, in order to allow for a non-trivial transformation one obtains that either H2 = H
A00
2 or H4 = H
A00
4 . States of
the form hAAA1 ⊗ hA002 ⊗ h00A3 ⊗ h 6=14
∣∣Ψ(−b2)b2〉 can be obtained for example from states of the form gAAA1 ⊗ gA002 ⊗
g00A3 ⊗ gA004
∣∣Ψ(−b2)b2〉 via the POVM {1/√2h4S0g−14 , 1/√2h4S1g−14 } where g¯24 = 0, g¯34 = 0 and h¯14 = g¯14 . Note that
analogously one can construct a POVM that allows to reach states with H4 = H
A00
4 , H3 = H
00A
3 and H2 = H
6=1
2 .
Note further that we have already shown before that states of the form hAAA1 ⊗ hA002 ⊗h00A3 ⊗ hA004
∣∣Ψ(−b2)b2〉 are not
reachable by using solely the symmetries S0 and S1. Thus, the only states, ⊗hi
∣∣Ψ(−b2)b2〉, that are reachable via S0
and S1 have the property that three out of the four operators hj commute with the corresponding operator s
j
i and
one does not commute.
The states that can be reached by LOCC transformations that only use the symmetries S0 and S2 can be obtained
via a completely analogous argument. One just has to exchange party 1 and 3, as well as the σx- and σy-components
for party 2 and 4.
Let us now consider which states are reachable using only the symmetries S0 and S3. Considering Eq. (21) with
P denoting the operator such that σi is acting on party k, σj is acting on party l and the identity is acting on the
remaining parties for i ∈ {1, 2}, j ∈ {1, 2}, k 6= l and k, l ∈ {1, 2, 3, 4} one obtains that
h¯ikh¯
j
l = (p0 − p3)2h¯ikh¯jl . (238)
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Thus, in order to allow for a non-trivial transformation eitherHk = H
00A
k orHl = H
00A
l . Considering this condition for
all different pairs (k, l) one obtains that at least for three parties we have that the corresponding operator isHi = H
00A
i .
For Hi = H
00A
i ∀i ∈ {1, 2, 3, 4} it is easy to see by considering Eq. (2) (with symmetries S0 and S3) that Hi = Gi
∀i ∈ {1, 2, 3, 4}. Therefore, these states are not reachable via the symmetries S0 and S3. In order to complete the proof
we note that states of the form h 6=3i ⊗ h00Aj ⊗ h00Ak ⊗ h00Al
∣∣Ψ(−b2)b2〉 where {i, j, k, l} = {1, 2, 3, 4} can be reached for
example from states of the form g00A1 ⊗g00A2 ⊗g00A3 ⊗g00A4
∣∣Ψ(−b2)b2〉 by using the POVM {1/√2hiS0g−1i , 1/√2hiS3g−1i }
where g¯1i = 0, g¯
2
i = 0 and h¯
3
i = g¯
3
i .
As we will show in the proof of Lemma 34 for any state that is reachable there exists a two-outcome POVM using
solely the symmetries S0 and some Si for i ∈ {1, 2, 3} that allows to obtain it. In order to improve the readability we
repeat here Lemma 34.
Lemma 34. The only states in the SLOCC classes La2b2 with a
2 = −b2 and a, b 6= 0 that are reachable via
LOCC are given by h1 ⊗ h2 ⊗ h3 ⊗ h4
∣∣Ψ(−b2)b2〉 where ⊗Hi obeys the following condition. There exists a symmetry
Sk = ⊗iski ∈ S(Ψ(−b2)b2) for some k ∈ {1, 2, 3} such that exactly three out of the four operators Hi commute with the
corresponding operators ski and one operator Hj does not commute with s
k
j .
Proof. Note first that in this proof we will not use the standard form, since then it is easier to deal with transformations
that are equivalent up to conjugation with Si where Si ∈ S(Ψ(−b2)b2). In particular, these transformations allow to
obtain the same states if one does not use the standard form. To clarify that note that if
∑
j pjSj ⊗k HkSj = ⊗kGk
then conjugating with Si leads to
∑
j pf(i,j)Sj ⊗k HkSj = ⊗kSiGkSi where f(i, j) is a function defined by f(i, j) = l
for SiSj ∝ Sl. Note that ⊗kSiGkSi corresponds to the same state as ⊗kGk and if one does not use the restrictions
set by the standard form both versions can occur on the right-hand-side of Eq. (2). Thus, conjugation with Si where
Si ∈ S(Ψ(−b2)b2) simply corresponds to a reordering of the probabilities.
Note further that since the symmetry is unitary, we can use Eq. (19) which gives us necessary conditions for a state
to be reachable. Moreover, since the symmetry is an element of the Pauli group we can make use of Eq. (21). In the
following we use the notation ηi = p0 + pi − pl − pk where i 6= l 6= k 6= i ∈ {1, 2, 3} and η0 =
∑
i pi = 1. We will
distinguish here the 4 different cases:
(i) H1 = H
00A
1 and H3 = H
00A
3
(ii) H1 = H
6=3
1 and H3 = H
6=3
3
(iii) H1 = H
00A
1 and H3 = H
6=3
3
(iv) H1 = H
6=3
1 and H3 = H
00A
3 .
Let us start with case (i). Using Eq. (2) and the fact that for this case Hi for i ∈ {1, 3} commutes with Sk
∀k ∈ {0, 1, 2, 3} we have that Hi = Gi for i ∈ {1, 3}. Tracing over pary 1 and 3 Eq. (19) is equivalent to
h(2)(h(4))
T
⊙
(N1 −N2) = 0, (239)
where by ⊙ we denote the Hadamard product (i. e. entry-wise matrix multiplication), h(i) = (h1i , h2i , h3i )T for i ∈ {2, 4}
and N1 = ~η~η
T , with ~η = (η1, η2, η3)
T and
N2 =

η0 η3 η2η3 η0 η1
η2 η1 η0

 . (240)
This set of equations also occurs in the generic case and thus has already been discussed in [22]. Hence, one obtains
that for case (i) the only reachable states are given by h00A1 ⊗ h 6=jk ⊗ h00A3 ⊗ hj00l
∣∣Ψ(−b2)b2〉 where {k, l} = {2, 4} and
j ∈ {1, 2, 3}, as well as h00A1 ⊗ h 6=0k ⊗ h00A3 ⊗ 1ll/2
∣∣Ψ(−b2)b2〉 where {k, l} = {2, 4}. Note that these states are reachable
via a two-outcome POVM.
We will proceed with case (ii). Considering Eq. (21) with P = σi ⊗ σz ⊗ σj ⊗ 1l for i ∈ {1, 2} and j ∈ {1, 2} one
obtains that
h¯i1h¯
3
2h¯
j
3 = η1η2η3h¯
i
1h¯
3
2h¯
j
3. (241)
Since ηj ≤ 1 ∀j ∈ {1, 2, 3} the solution η1η2η3 = 1 implies that η1, η2, η3 ∈ {1,−1} and therefore pm 6= 0 for exactly
one m ∈ {0, 1, 2, 3}. Thus, η1η2η3 = 1 corresponds to a trivial transformation.
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Note that as H1 = H
6=3
1 and H3 = H
6=3
3 there exists at least one i ∈ {1, 2} and at least one j ∈ {1, 2} such that
h¯i1h¯
j
3 6= 0. Thus, in order to allow for a non-trivial transformation we also have that h¯32 = 0. Analogously, one obtains
that h¯34 = 0 (for a non-trivial transformation). Considering Eq. (21) for P = 1l⊗ σy ⊗ σi ⊗ 1l and P = 1l⊗ 1l⊗ σi ⊗ σy
for i ∈ {1, 2}, as well as for P = σj ⊗ σx ⊗ 1l⊗ 1l and P = σj ⊗ 1l⊗ 1l⊗ σx for j ∈ {1, 2} leads to
h¯12h¯
j
1 = η
2
1 h¯
1
2h¯
j
1, (242)
h¯14h¯
j
1 = η
2
1 h¯
1
4h¯
j
1, (243)
h¯22h¯
i
3 = η
2
2h¯
2
2h¯
i
3 (244)
and
h¯24h¯
i
3 = η
2
2 h¯
2
4h¯
i
3. (245)
Thus, it is required that either η22 = 1 or h¯
2
2 = h¯
2
4 = 0, as h¯
i
3 6= 0 for at least one i ∈ {1, 2} and in addition it has to
hold that either h¯12 = h¯
1
4 = 0 or η
2
1 = 1, as h¯
j
1 6= 0 for at least one j ∈ {1, 2}. In case η2l = 1 for l ∈ {1, 2} one obtains
that either p0 = pl = 0 or pk = pm = 0 where k 6= m 6= l 6= k and k,m ∈ {1, 2, 3}. Note that the transformations
that correspond to these two solutions are equivalent up to conjugation with Sk and therefore they allow to obtain
the same states [80]. In Lemma 47 we have already shown which states are reachable by using the symmetries S0
and Sl for l ∈ {1, 2}. Thus, it remains to consider the case h¯12 = h¯14 = h¯22 = h¯24 = 0. Recall that we have already
shown that for a non-trivial transformation it has to hold that h¯32 = h¯
3
4 = 0. Combining these conditions we have
that H2 = H4 = 1l/2. States of the form h
6=3
1 ⊗ 1l/2⊗ h 6=33 ⊗ 1l/2
∣∣Ψ(−b2)b2〉 can for example be reached from states of
the form g 6=31 ⊗ 1l/2⊗ g00A3 ⊗ 1l/2
∣∣Ψ(−b2)b2〉 via the POVM {1/√2h3S0g−13 , 1/√2h3S1g−13 } where g¯23 = 0, g¯13 = 0 and
h¯33 = g¯
3
3 .
Let us proceed with case (iii). Note that H3 = H
6=3
3 implies that there exists at least one i ∈ {1, 2} such that hi3 6= 0.
Thus, it follows from Eqs. (244) and (245) that either η22 = 1 or h¯
2
2 = h¯
2
4 = 0. As has been already discussed for η
2
2 = 1
the corresponding reachable states can be obtained by using only the symmetries S0 and S2 and therefore they are
given by Lemma 47. Hence, it remains to consider the case h¯22 = h¯
2
4 = 0. Considering Eq. (21) for P = 1l⊗σx⊗1l⊗σx
and P = 1l⊗ σz ⊗ 1l⊗ σz , as well as for P = 1l⊗ σx ⊗ σi ⊗ σz and P = 1l⊗ σx ⊗ σi ⊗ σz where i ∈ {1, 2} leads to
h¯12h¯
1
4 = η
2
1 h¯
1
2h¯
1
4, (246)
h¯32h¯
3
4 = η
2
3 h¯
3
2h¯
3
4, (247)
h¯12h¯
i
3h¯
3
4 = η1η2η3h¯
1
2h¯
i
3h¯
3
4 (248)
and
h¯32h¯
i
3h¯
1
4 = η1η2η3h¯
3
2h¯
i
3h¯
1
4. (249)
Recall that η1η2η3 = 1 corresponds to a trivial transformations. Thus, in order to allow for a non-trivial transformation
it has to hold that h¯32h¯
1
4 = 0 and h¯
1
2h¯
3
4 = 0. As before for the case η
2
l = 1 for l ∈ {1, 3} one obtains that either
p0 = pl = 0 or pk = pm = 0 where k 6= m 6= l 6= k and k,m ∈ {1, 2, 3}. As p0 = pl = 0 and pk = pm = 0
correspond to transformations that are equivalent up to conjugation with Sk and we do not use the restrictions set by
the standard form here the corresponding reachable states are given by Lemma 47. For η2l 6= 1 for l ∈ {1, 3} we have
that h¯1j = 0 for at least one j ∈ {2, 4} and h¯3k for at least one k ∈ {2, 4}. Combining this with the conditions that
h¯22 = h¯
2
4 = 0, h¯
3
2h¯
1
4 = 0 and h¯
1
2h¯
3
4 = 0 one obtains that Hi = 1l/2 for some i ∈ {2, 4} and Hj = HA0Aj for i 6= j and
j ∈ {2, 4}. W.l.o.g. we choose i = 2 and j = 4. In case H4 6= 1l/2, one can use the POVM {1/
√
2h4S0, 1/
√
2h4S2}
to obtain these states from states of the form g00A1 ⊗ 1l/2 ⊗ g 6=33 ⊗ 1l/2
∣∣Ψ(−b2)b2〉. In case H4 = 1l/2 the POVM
{1/√2h3S0g−13 , 1/
√
2h3S1g
−1
3 } where g¯23 = 0, g¯13 = 0 and h¯33 = g¯33 allows to reach the corresponding states from states
of the form g00A1 ⊗ 1l/2⊗ g00A3 ⊗ 1l/2
∣∣Ψ(−b2)b2〉.
Note that case (iv) can be treated completely analogously to case (iii). In particular, one only has to exchange party
1 and 3 and simultaneously the x- and y- components for party 2 and 4, as well as the role of S1 and S2 (and therefore
also η1 and η2).
Appendix F: Proof of Lemmas 36 and 37
This section is concerned with the proofs of Lemma 36 and Lemma 37 (see subsection VA3), which specifies the
states that are reachable and convertible in the SLOCC classes La2b2 (see [18]) for a
2 = b2 and a, b 6= 0. We will first
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prove Lemma 36. In order to improve the readability we repeat the lemma here again.
Lemma 36. The only states in the SLOCC classes La2b2 with a
2 = b2 and a, b 6= 0 that are reachable via
LOCC are given by d1 ⊗ hx2 ⊗ h3 ⊗ hx4 |Ψa2a2〉 where h3 6= d3 and d1 ⊗ 1l/2 ⊗ h3 ⊗ h4 |Ψa2a2〉 where h4 6= d4 and
d1 ⊗ hx2 ⊗ h3⊗ d4 |Ψa2a2〉 where hx2 6= 1l/2 and d1⊗ hx2 ⊗ d3⊗ h4 |Ψa2a2〉 where h4 6= hx4 and d1 ⊗ 1l/2⊗ d3 ⊗ h4 |Ψa2a2〉
where h4 6= 1l/2.
Proof. Recall that the corresponding symmetry is given by
S˜x,z,m = (σz ⊗ σy ⊗ σz ⊗ σy)m
(
1 0
x 1
)
⊗ P1/z ⊗
(
1 0
−x 1
)
⊗ Pz, (250)
where m ∈ {0, 1}, x, z ∈ IC and z 6= 0. This symmetry allows to fix the standard form as d1 ⊗ gx2 ⊗ g3 ⊗ g4 |Ψa2a2〉
where g22 ≥ 0. In case g22 = 0 one chooses g24 ≥ 0. Moreover, we have that ℜ(g23) ≥ 0 and for ℜ(g23) = 0 we choose
ℑ(g23) ≥ 0. Inserting the symmetries into Eq. (2) leads to
∑
x,|z|,φ,m px,|z|,φ,m
(
h11 + h
3
1|x|2 h31x∗
h31x h
3
1
)
⊗
(
1/(2|z|2) (−1)mh22e2iφ
(−1)mh22e−2iφ |z|2/2
)
(251)
⊗
(
a3(x) −h33x∗ + (−1)mh23
−h33x∗ + (−1)mh2∗3 h33
)
⊗
(
(h34)
m|z|2/(h14)m−1 (−1)m|h24|e−i(2φ−(−1)
mθ4)
(−1)m|h24|ei(2φ−(−1)
mθ4) (h14)
m/[|z|2(h34)m−1]
)
= rD˜1 ⊗Gx2 ⊗G3 ⊗G4,
where h24 = |h24|eiθ4 and a3(x) = h13+h33|x|2−(−1)mh23x−(−1)mh2∗3 x∗. We will distinguish in the following 2 different
cases: (i) h23 6= 0 and (ii) h23 = 0. For case (i) we will show that either px,|z|,φ,m = 0 for m = 1 (solution (a)) or for
m = 0 (solution (b)) or h14 = h
3
4 = 1/2 (solution (c)). For solution (c) we show that states with H2 = H4 = 1l/2 or
h2i = 0 and h
2
j 6= 0 for {i, j} = {2, 4} are reachable via providing the corresponding LOCC protocol. In case h22, h24 6= 0
we show that either h24 ∈ IR which corresponds to reachable states or px,|z|,φ,m = 0 for m = 0 or for m = 1. Then, we
show that using only symmetries with m = 0 (Solution (a)) only allows to reach states with h2i = 0 and h
2
j 6= 0 for
{i, j} = {2, 4}. This result applies independently of the form of H3.
For case (ii) it is easy to show that if H4 6= Hx4 the corresponding states are reachable via LOCC. Thus, we only have
to investigate the cases (I) H2, H4 6= 1l/2 and H4 = Hx4 (II) H2 = H4 = 1l/2 and (III) Hi = 1l/2 and Hj = Hxj 6= 1l/2
for {i, j} = {2, 4}. We show that the cases (ii) (I) and (ii) (II) correspond to states in MES4. Note that case (ii)
(II) includes the seed states. Furthermore, we show that the states corresponding to case (ii) (III) are reachable. Let
us start with case (i), i.e. h23 6= 0. Considering the matrix elements |1010〉 〈1010| and |1111〉 〈1111| of Eq. (251) and
additionally using the normalization condition one easily obtains that
r = h31h
3
3/g
3
1g
3
3, (252)
g14 = p˜0h
1
4 + p˜1h
3
4 (253)
and
g34 = p˜0h
3
4 + p˜1h
1
4, (254)
where here and in the following we use the definition p˜m =
∑
x,|z|,φ px,|z|,φ,m. Considering the matrix elements
|1010〉 〈0010| and |1111〉 〈0111| leads to ∑x,|z|,φ px,|z|,φ,0x∗h14 = −∑x,|z|,φ px,|z|,φ,1x∗h34 and ∑x,|z|,φ px,|z|,φ,0x∗h34 =
−∑x,|z|,φ px,|z|,φ,1x∗h14. Using these equations as well as Eq. (252), (253) and (254) for the matrix elements
|1010〉 〈1000| and |1111〉 〈1101| of Eq. (251) one obtains that
h23
h33
(p˜0h
1
4 − p˜1h34)
(p˜0h14 + p˜1h
3
4)
=
h23
h33
(p˜0h
3
4 − p˜1h14)
(p˜0h34 + p˜1h
1
4)
=
g23
g33
. (255)
From this equation it follows that p˜0p˜1[(h
3
4)
2 − (h14)2] = 0, which can only be fulfilled if p˜1 = 0 (solution (a)), p˜0 = 0
(solution (b)) or h34 = h
1
4 = 1/2 (solution (c)). Note that we used here the normalization condition tr(H4) = 1, i. e.
h34 = h
1
4 implies h
3
4 = h
1
4 = 1/2.
Let us first consider solution (c), i.e. h34 = h
1
4 = 1/2. From Eq. (253) and (254) it follows that g
3
4 = g
1
4 = 1/2.
When investigating the implications of solution (c) in more detail we will distinguish in the following the 3 different
subcases (I) H2 = H4 = 1l/2, (II) h
2
2, h
2
4 6= 0 and (III) h2i = 0 and h2j 6= 0 for {i, j} = {2, 4}. States that correspond
to case (i) (I), i.e. H2 = H4 = 1l/2 and h
2
3 6= 0, can be reached via a LOCC protocol using the symmetries 1l⊗4 and
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σz ⊗ σy ⊗ σz ⊗ σy.
We will now treat case (i) (II), i.e. h22, h
2
4 6= 0 and h23 6= 0, using solution (c). Considering the matrix elements
|1110〉 〈1110| and |1011〉 〈1011| of Eq. (251) leads to ∑x,|z|,φ px,|z|,φ,m|z|4 = ∑x,|z|,φ px,|z|,φ,m1/|z|4 = 1 which can
only be fulfilled if px,|z|,φ,m = 0 for |z| 6= 1. Considering the matrix element |1111〉 〈0010| of Eq. (251) and using
that
∑
x,|z|,φ px,|z|,φ,0x
∗ = −∑x,|z|,φ px,|z|,φ,1x∗ one obtains that h22∑x,|z|,φ px,|z|,φ,0x∗(h24 − h2∗4 ) = 0. Thus, either
h24 ∈ IR or
∑
x,|z|,φ px,|z|,φ,0x
∗ = 0. In case h24 ∈ IR one can use the POVM {1/
√
2(1l⊗2 ⊗ h3d−13 ⊗ 1l), 1/
√
2(σz ⊗
σx ⊗ h3σzd−13 ⊗ σx)} (for a correspondingly chosen d3) to reach these states. Let us now investigate what happens
for h24 /∈ IR. In this case we have already shown that
∑
x,|z|,φ px,|z|,φ,0x
∗ = −∑x,|z|,φ px,|z|,φ,1x∗ = 0. Recall that
h23/h
3
3(p˜0− p˜1) = g23/g33 for h34 = h14 = 1/2 (see Eq. (255)). The matrix element |1111〉 〈1010| of Eq. (251) corresponds
to h22(h
2
4p˜0 + h
2∗
4 p˜1) = g
2
2g
2
4 . From the matrix element |1111〉 〈1000| one obtains that
h22h
2
3/h
3
3(h
2
4p˜0 − h2∗4 p˜1) = g22g24g23/g33. (256)
Inserting the expressions for g23/g
3
3 and g
2
2g
2
4 and taking the imaginary part shows that for h
2
4 /∈ IR it has to hold that
p˜0 = 1 or p˜1 = 1. Note that this corresponds to solution (a) or solution (b) which we will discuss later on.
Let us consider now the case (i) (III), i.e h2i = 0 and h
2
j 6= 0 where i, j ∈ {2, 4}. The POVM {1/
√
2hj1l
⊗4d−1j , 1/
√
2hj1l⊗
σz ⊗ 1l ⊗ σzd−1j } with a correspondingly chosen dj allows to reach these states. Note that these states are reachable
independent of whether h23 is zero or not.
Let us now consider solution (a) for case (i), i.e. px,|z|,φ,1 = 0 ∀x, z ∈ IC and h23 6= 0. Note that we will treat this
solution without using any constraints that we obtained in the discussion of solution (c). Considering first Eq. (253)
and (254) one obtains that h34 = g
3
4 and h
1
4 = g
1
4 , i.e. the diagonal elements of H4 can not be changed. Furthermore,
it can be easily shown that px,|z|,φ,0 = 0 for |z| 6= 1. From the matrix elements |1010〉 〈0010| and |1000〉 〈0010| of Eq.
(251) it follows that px,|z|,φ,0 = 0 for x 6= 0. Using that only symmetries with x = 0 and m = 0, i.e. symmetries
which act trivially on party 1 and 3, can contribute to a transformation in this case it is easy to see that Hi = Gi for
i ∈ {1, 3}.
Thus, when proceeding with our discussion of which states are reachable using only symmetries with m = 0 we will
distinguish the 3 different subcases: (A) h22 = h
2
4 = 0, (B)h
2
2, h
2
4 6= 0 and (C) h2i = 0 and h2j 6= 0 for {i, j} = {2, 4}.
Let us show first that for case (i) (A) and (i) (B) the corresponding states are in MES4. It can be easily seen that
h22 = h
2
4 = 0 implies g
2
2 = g
2
4 = 0 and thus a transformation using only symmetries with m = 0 is not possible. In
order to show that states corresponding to case (i) (B) are not reachable consider the matrix element |1111〉 〈1010|,
which leads to h22h
2
4 = g
2
2g
2
4. Using the matrix elements |1110〉 〈1010| and |1010〉 〈1011| of Eq. (251) it can be easily
seen that it has to hold that h2∗4 /h
2
2 = g
2∗
4 /g
2
2 . Using additionally that according to our standard form h
2
2 ≥ 0 leads
to h22 = g
2
2 and therefore h
2
4 = g
2
4 . Note that in our discussion of which states are reachable using only symmetries
with m = 0 we never used any constraint on h23. Thus, these results hold true independent of the form of H3.
Let us treat next the case (ii), i.e. h23 = 0. In case H4 6= Hx4 the states are reachable via the POVM
{1/√2h41l⊗4g−14 , 1/
√
2h4σz ⊗ σx ⊗ σz ⊗ σxg−14 } where g14 = g34 = 1/2 and ℜ(h24) = g24 . Thus, we only have to
consider the cases (I) H2, H4 6= 1l/2 and H4 = Hx4 (II) H2 = H4 = 1l/2 and (III) Hi = 1l/2 and Hj = Hxj 6= 1l/2 for
{i, j} = {2, 4}. We will first show that for case (ii) (I), i.e. H2, H4 6= 1l/2, H4 = Hx4 and h23 = 0, the states are in
MES4. It can be easily seen that for h
2
3 = 0 one obtains that px,|z|,φ,m = 0 for x 6= 0 and g23 = 0. Thus, it follows
that Hi = Gi for i ∈ {1, 3}. Considering Eq. (253) and (254) leads to g14 = g34 = 1/2. In order to show that h22 = g22
and h24 = g
2
4 consider the matrix elements |1110〉 〈1010| and |1110〉 〈1111| of Eq. (251), as well as |1111〉 〈1010| and
recall that according to our standard form g22 > 0. Thus, in this case Hi = Gi for i ∈ {1, 2, 3, 4} and therefore the
corresponding states are in MES4.
It can be shown using our choice of the standard form that for case (i) solution (b) is no solution to Eq. (251).
The case (ii) (II), i.e. h23 = 0 and H2 = H4 = 1l/2, also corresponds to states in MES4. As we have discussed before
it is easy to show that for h23 = 0 one obtains that px,|z|,φ,m = 0 for x 6= 0 and g23 = 0. Thus, Hi = Gi for i ∈ {1, 3}.
Moreover, one can show that px,|z|,φ,m = 0 for |z| 6= 1, which implies that only unitary symmetries can be used for
transformations and therefore G2 = G4 = 1l/2. Thus, the states which correspond to case (ii) (II) are in MES4. Note
that the seed states are contained in this case.
For the remaining case (ii) (III), i.e. h23 = 0 and Hi = 1l/2 and Hj = H
x
j 6= 1l/2 for {i, j} = {2, 4} one can construct
a LOCC protocol which allows to reach the corresponding states. In particular, one uses the symmetries 1l⊗4 and
σz ⊗ σy ⊗ σz ⊗ σy.
Let us now show Lemma 37 which specifies the states that are convertible in this SLOCC classes.
Lemma 37. The only states in the SLOCC classes La2b2 with a
2 = b2 and a, b 6= 0 that are convertible via
LOCC are given by d1 ⊗ gx2 ⊗ g3 ⊗ gx4 |Ψa2a2〉 and d1 ⊗ 1l ⊗ g3 ⊗ g4 |Ψa2a2〉 and d1 ⊗ gx2 ⊗ g3 ⊗ d4 |Ψa2a2〉 and
d1 ⊗ gx2 ⊗ d3 ⊗ g4 |Ψa2a2〉.
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Proof. The only states that can be reached from a convertible state are given by the ones in Lemma 36. From Eq.
(251) it can be easily seen that from h2i = 0 it follows that g
2
i = 0 (see also proof of Lemma 36). Thus, the only
states that allow to reach the states d1 ⊗ 1l/2 ⊗ h3 ⊗ h4 |Ψa2a2〉 where h4 6= d4 and d1 ⊗ hx2 ⊗ h3 ⊗ d4 |Ψa2a2〉 where
hx2 6= 1l/2 and d1 ⊗ hx2 ⊗ d3 ⊗ h4 |Ψa2a2〉 where h4 6= hx4 and d1 ⊗ 1l/2 ⊗ d3 ⊗ h4 |Ψa2a2〉 where h4 6= 1l/2 are of the
form d1 ⊗ 1l/2⊗ g3⊗ g4 |Ψa2a2〉 and d1 ⊗ gx2 ⊗ g3⊗ d4 |Ψa2a2〉 and d1 ⊗ gx2 ⊗ d3 ⊗ g4 |Ψa2a2〉. In order to show that the
states d1 ⊗ 1l/2 ⊗ g3 ⊗ g4 |Ψa2a2〉 are indeed convertible consider {
√
p(1l⊗3 ⊗ h4g−14 ),
√
1− p(1l ⊗ σz ⊗ 1l ⊗ h4σzg−14 )}
which is a valid POVM for h34 = g
3
4 , h
1
4 = g
1
4 and (2p − 1)h24 = g24. Since it is always possible to find a value of p
and a H4 6= G4, these states are convertible. Analogously one can show that the states d1 ⊗ gx2 ⊗ g3 ⊗ d4 |Ψa2a2〉
(d1 ⊗ gx2 ⊗ d3 ⊗ g4 |Ψa2a2〉) are convertible via constructing a POVM acting non-trivially on party 2 (party 4) via
using the symmetries 1l⊗4 and 1l⊗ σz ⊗ 1l⊗ σz (σz ⊗ σx ⊗ σz ⊗ σx) respectively. The states d˜1 ⊗ hx2 ⊗ h3 ⊗ hx4 |Ψa2a2〉
where h3, h
x
2 , h
x
4 are non-diagonal can only be obtained from states of the form d1 ⊗ gx2 ⊗ g3 ⊗ gx4 |Ψa2a2〉 (see proof
of Lemma 36 where it has been shown that h14 = h
3
4 = 1/2 implies g
1
4 = g
3
4 = 1/2 and consider the matrix elements
|1110〉 〈1010| and |1110〉 〈1111|, as well as |1111〉 〈1010| of Eq. (251) to show that g24 = h24 ∈ IR). Note that in case
gxi = 1l/2 for i ∈ {2, 4} we would obtain the same convertible states as already discussed. In order to see that the
states d1⊗gx2 ⊗g3⊗gx4 |Ψa2a2〉 are indeed convertible consider {
√
p(1l⊗2⊗h3g−13 ⊗1l),
√
1− p(σz⊗σx⊗h3σzg−13 ⊗σx)}
which forms a POVM for h33 = g
3
3 , h
1
3 = g
1
3 and (2p− 1)h23 = g23 .
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discussed.
[78] Note that we can always choose this order because p˜0 ≤ p˜1 lead to transformations that are LU-equivalent to the ones
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x
k and hl = h
x
l for some {k, l} ∈ {{1, 3}, {2, 4}} and either h2k = h2l = 0
or h2k, h
2
l 6= 0 can only be reached from states with hk = gk and hl = gl.
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