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1. Introduction
Motivated by the feature of mathematical calculations, Babbage studied examples of functional
equations and their solutions, of increasing generality and complexity [2]. Denoting the identical
mapping ofR by id, the general form of these equations is
F(f ◦ g1, . . . , f ◦ gn, id) = 0, (1)
where the functions F, g1, . . . , gn are given (with appropriate range and domain) and f is to be deter-
mined. Of course, there is no hope to give the general solution of (1) under such general circumstances.
As Babbage himself illustrates it via several examples, it may occur that, having a particular solution,
infinitely many functions f can be created satisfying the equation above, although the family of such
functions may not be the complete collection of all solutions.
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The paper [2] was the first of several on the subject; the equation which is now called Babbage’s
equation (containing the iterates of the unknown function) also appears here. The interested reader
can find a summary of Babbage’s work related to the topic in the book of Small [12] with nice historical
comments and precise references.
In what follows, we assume that the functions g1, . . . , gk form a group under the operation of
composition. Then, if F is linear in addition, (1) reduces to a system of linear equationswith unknowns
k := f ◦ gk . The system can be solved for the unknowns using standard methods of linear algebra
provided the base determinant of the system is nonzero.
Creating a system of equations via substitutions is a well-knownmethod in competition problems,
too.However, thefirst systematic investigation in this direction, according to thebest of our knowledge,
is due to Presic´. He gave the general solution of (1) when F is linear and the system obtained by the
substitutions is homogeneous [9] (for an English version, consult [7]). An other variant of (1) is also
due to him [10].
Equation (1) was studied, in other aspects, in [3]. The main results therein concern the cases when
F is inhomogeneous linear, andwhen F is nonlinear but does not depend on the free variable explicitly
(that is, id ismissing from its argument). In the proofs, Cramer’s Rule and the Inverse Function Theorem
play the key role.
In this paper, besides the group structure of the given internal functions, some further conditions
are assumedwhichallowus to apply the tools of classical analysis. Similarly to thewell-knownmethod,
applying substitutions, firstwederive a systemof implicit equations from (1)withunknowns f ◦gk . The
Implicit Function Theorem guarantees the existence of functionsk satisfying the systemof equations
obtained; our expectation is that the compatibility equations k = 1 ◦ gk hold. Once compatibility
is checked, f := 1 will be a solution of (1).
However, contrary to the methods presented in [3], there is neither direct, nor indirect representa-
tion for k . Therefore, we have to find a different approach. The key idea is that the Implicit Function
Theorem offers a system of implicit equations satisfied by the functionsk on a certain open set. After
differentiating, a Cauchy-problem is obtained for a system of first order differential equations; which,
under some additional assumptions, has a local unique solution. To complete the proof, one should
observe that functions k and a given permutation of functions k solve the same Cauchy-problem
simultaneously; comparing the members of the solutions, the desired compatibility equations follow.
2. The main result
Let us sketch first some basic notations and definitions. Throughout this paper,Mn×n denotes the
set of n × n-type matrices of real elements. If A ∈ Mn×n is given, then aij stands for the element of A
in its ith row and jth column. Let σ : {i, . . . , n} → {i, . . . , n} be a permutation. Then, Aσ abbreviates
thematrixwhose columns and rows are obtained by permuting the elements of the rows and columns
of A with σ . That is, Aσ = [aσ(i)σ (j)]. Similarly, if x ∈ Rn is given, then xσ denotes the vector whose
components are arranged according to σ .
Let G be a finite group with elements g1, . . . , gn and fix an index k ∈ {1, . . . , n}. Define the
permutations σk, πk by the equations σk(j) := l and πk(l) := j provided that gjgk = gl holds. Let us
emphasize that πk is well defined since G is a group; in fact, πk is the inverse of σk .
The next lemmas formulate two simple but useful technical properties. The first one describes the
behavior of a system of linear inhomogeneous equations subject to permutations, while the second
one states an identity which plays a key role in the calculations.
Lemma 1. Keeping the notations above, x is a solution of the inhomogeneous linear equation Ax = b if
and only if xσ is a solution of the equation Aσ xσ = bσ .
Proof. If the sides of a system of inhomogeneous linear equations Ax = b are arranged according to
σ , and then the left-hand side in the same way, then the system Aσ xσ = bσ is obtained. On the other
hand, the changes applied do not influence the solutions. 
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Lemma 2. Let G be a finite group with elements g1, . . . , gn. Then for all indices j, k, the following identity
holds:
ππk(j) = πjσk.
Proof. Let l ∈ {1, . . . , n} be arbitrary and set s := ππk(j)(l); then gsgπk(j) = gl by definition. Mul-
tiplying both sides by gk and applying the definition again, glgk = gsgπk(j)gk = gsgj follows, which
implies σj(s) = σk(l). Therefore, s = πjσk(l) as was stated. 
The main result of the paper is presented in the following theorem. Due to the extra algebraic
and analytic assumptions, a local existence and uniqueness statement can be formulated for (1). Note
that, in its original generality, the solution (if exists) need not to be unique. In the proof, the Implicit
Function Theorem and Global Existence and Uniqueness Theorem are applied (consult Rudin [11] and
Chicone [4]).
Theorem. Let I be an open interval, ξ ∈ I,η ∈ R, and g1, . . . , gn : I → R be differentiable functions that
form a group (under the operation of composition) with a common fixed point ξ . Let further F : Rn×R →
R be a continuously differentiable function such that F(p, ξ) = 0 where p := (η, . . . , η), and define the
mappings A : Rn × R →Mn×n and B : Rn × R → Rn by
A(x, t) := [∂πi(j)F(xσi , gi(t))
]
, B(x, t) := [∂n+1F(xσi , gi(t))g′i (t)
]
.
If A is regular at (p, ξ), and x → A−1B(x, t) is Lipschitz at a neighborhood of (p, ξ), then there exist an
open interval J ⊂ I containing ξ and a unique differentiable function f : J → R satisfying the condition
f (ξ) = η and functional equation (1).
Proof. Without loss of generality we may assume that the identity element of the group formed by
the elements gk is exactly g1. Define the mapping Ψ : Rn × R → Rn by the formula
Ψ (x, t) := [F(xσi , gi(t))
]
.
Using the fixed point properties gk(ξ) = ξ and the definition above, Ψ (p, ξ) = 0 follows due to the
assumption F(p, ξ) = 0. Moreover, the mapping is continuously differentiable; hence, considering
the definitions of the permutations πk , applying the Chain Rule and the fact that the coordinates of p
are invariant under permutations, we arrive at
D1Ψ (p, ξ) = [∂πi(j)F(pσi , gi(ξ))
] = [∂πi(j)F(p, ξ)
] = A(p, ξ).
The last term is nonsingular by assumption; hence A−1B exists and is continuous at a proper neighbor-
hood of (p, ξ). On the other hand, the Implicit Function Theorem guarantees the existence of a neigh-
borhood U of (p, ξ), a neighborhood V of ξ and a continuously differentiable function  : V → Rn
such that ((t), t) ∈ U for all t ∈ V , furtherΨ ((t), t) = 0 and(ξ) = p are fulfilled. For simplicity
wemay assume, that the neighborhoodwhere A−1B exists andU coincide (or elsewe can replace them
by their nonempty intersection).
Let J := g1(V) ∩ · · · ∩ gn(V). Then gk(V) is open due to the continuity of the group elements and
the identities gk(V) = g−1πk(1)(V); moreover ξ ∈ gk(V) for all indices k. In other words, J is a nonempty,
open subinterval of V which is invariant under the action of the elements gk .
Thenext goal is to verify the identitiesk = 1◦gk . Todo this, firstwederive adifferential equation
satisfied on J by the function . The sides of the implicit equation Ψ
(
(t), t
) = 0 are continuously
differentiable on J; hence, after differentiating and applying the Chain Rule on the components of the
latter term, we obtain
n∑
k=1
∂kF(σi , gi)
′
σi(k)
+ ∂n+1F(σi , gi)g′i = 0
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for all indices i ∈ {1, . . . , n}. If we replace the index σi(k) by j, then k can be expressed as πi(j) since
πi is the inverse of σi. Therefore, the equations above can also be written as
n∑
j=1
∂πi(j)F(σi , gi)
′
j + ∂n+1F(σi , gi)g′i = 0.
Considering the definitions of thematrix A and the vector B, these equations reduce exactly to the first
order implicit differential equation
A
(
, id
)
′ + B(, id) = 0. (2)
We shall prove, that the functionπk ◦ gk also satisfies the same differential equation. Composing
both sides of (2) by gk (which is allowed due to the construction of the interval J), and thenmultiplying
by g′k we arrive at
A
(
 ◦ gk, gk)(′ ◦ gk)g′k + B
(
 ◦ gk, gk)g′k = 0. (3)
Observe that if we arrange the components ofπk by the permutation σk we get exactly since πk is
the inverse of σk; therefore, applying the Chain Rule,
(′ ◦ gk)g′k = ( ◦ gk)′ = (πk ◦ gk)′σk .
The ith component of the vector Bσk
(
πk ◦ gk, id
)
can be obtained in a similar way, applying the
definition of the permutation σk and the Chain Rule again:
∂n+1F(σσkπk(i) ◦ gk, gσk(i))g′σk(i) = ∂n+1F(σi ◦ gk, gi ◦ gk)(gi ◦ gk)′
= ∂n+1F(σi ◦ gk, gi ◦ gk)(g′i ◦ gk)g′k.
That is,
B
(
 ◦ gk, gk)g′k = Bσk
(
πk ◦ gk, id
)
.
At last, we determine the (i, j)-member of the matrix Aσk
(
πk ◦ gk, id
)
. Substituting σk(i) into the
place of j, Lemma 2 leads to the identity πσk(i)σk = ππkσk(i) = πi. Therefore,
∂πσk(i)(σk(j))
F(σσkπk(i)
◦ gk, gσk(i)) = ∂ππkσk(i)(j)F(σi ◦ gk, gi ◦ gk)
= ∂πi(j)F(σi ◦ gk, gi ◦ gk);
or equivalently,
A
(
 ◦ gk, gk) = Aσk
(
πk ◦ gk, id
)
.
Substituting the termsobtainedabove into (3),weget that the functionπk◦gk satisfies thedifferential
equation
Aσk
(
πk ◦ gk, id
)
(πk ◦ gk)′σk + Bσk
(
πk ◦ gk, id
) = 0,
which, in view of Lemma 1, shows that πk ◦ gk is a solution of differential equation (2). Clearly, the
components of πk ◦ gk take the common value η at the point ξ = gk(ξ); hence πk ◦ gk(ξ) = p
is fulfilled. However, (2) can be written into the equivalent form ϕ′(t) = −A−1B(ϕ(t), t) with the
initial value condition ϕ(ξ) = p. The Global Existence and Uniqueness Theorem guarantees that
 = πk ◦ gk holds; in particular, comparing the kth components, k = πk(k) ◦ gk follows. On the
other hand, πk(k) = 1, and we get the desired compatibility property k = 1 ◦ gk .
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To complete the proof, set f := 1. Then, f (ξ) = η is obviously satisfied. Moreover, the first row
of the implicit equation Ψ
(
(t), t
) = 0 shows that (1) holds on J (recall again that g1 is supposed to
be the neutral element id of the underlying group). 
Observe, that the “existence” part of the Global Existence and Uniqueness Theorem does not play
any role in the proof. The main point is its “uniqueness” part for verifying the compatibility equations.
Hence the Lipschitz property canbe changed to any suitable property that guarantees a unique solution
for a Cauchy problem. For such a setting, consult the papers [5,8,13].
3. Applications
As applications, first two corollaries are presented. The first one concerns the case when functional
equation (1) is linear in the unknowns f ◦ g1, . . . , f ◦ gn. In this case, keeping the notations of themain
result, the matrix A(x, t) depends only on the second variable t. In the second corollary, the form of
(1) is nonlinear, but does not depend explicitly on the free variable. This fact yields the dependence of
A(x, t) on the first variable x.
Corollary 1. Let I ⊂ R be an open interval, g1, . . . , gn : I → R be continuously differentiable functions
that form a group. Also, let α1, . . . , αn : I → R be continuous and h : I → R be continuously
differentiable functions. Assume that there exists a common fixed point ξ ∈ I of the functions g1, . . . , gn,
and there exists η ∈ R satisfying the equation η∑nk=1 αk(ξ) = h(ξ). Define the mapping D : R →
Mn×n by
D(t) := [απi(j) ◦ gi(t)
]
.
If D is regular at t = ξ , then there exist an open interval J ⊂ I containing ξ and a unique differentiable
function f : J → R satisfying the condition f (ξ) = η and functional equation
α1f ◦ g1 + · · · + αnf ◦ gn = h.
Hint. Keeping the notations of the main result, set F(x1, . . . , xn, t) := α1x1 + · · · + αnxn − h(t).
Then, the assumption F(p, ξ) = 0 is equivalent to η∑nk=1 αk(ξ) = h(ξ). Simple calculations show
that A(x, t) = D(t) and hence the regularity of A(x, t) at (p, ξ) is equivalent to the regularity ofD(t) at
ξ . Clearly, B(x, t) does not depend on x; therefore the mapping x → A−1B(x, t) is constant and hence
Lipschitz. That is, all assumptions of the main result are fulfilled. 
Corollary 2. Let I ⊂ R be an open interval, and g1, . . . , gn : I → R be continuously differentiable
functions that form a group. Also, let h : I → R and F : Rn → R be continuously differentiable
functions. Assume that there exists a common fixed point ξ ∈ I of the functions g1, . . . , gn, such that
F(η, . . . , η) = h(ξ) for some η ∈ R. Define D : Rn →Mn×n by
D(x) := [∂πi(j)F(xσi)
]
.
If D is regular at p = (η, . . . , η), and D−1 is Lipschitz at a neighborhood of p, then there exist an open
interval J ⊂ I containing ξ and a unique differentiable function f : J → R satisfying the condition
f (ξ) = η and functional equation
F(f ◦ g1, . . . , f ◦ gn) = h.
Hint. Define G(x1, . . . , xn, t) := F(x1, . . . , xn) − h(t). Then, A(x, t) = D(x) and B(x, t) depends
only on t, again; moreover, G(p, ξ) = 0 if and only if F(p) = ξ holds. The Lipschitz property of
x → A−1(x, t) is equivalent to the Lipschitz property of D−1, which show that the assumptions of the
main result are satisfied. 
In fact, the statement of Corollary 1 can be considerably strengthened: the corresponding result of
[3] guarantees a global solution under no regularity assumptions on the group elements g1, . . . , gn and
the function h involved. This phenomenon shall be illustrated via an example later. The real advantage
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of the approach canbe seen comparingCorollary 2 and the second theoremof [3]. Although the analytic
assumptions of the latter one are weaker, but the algebraic assumption is stronger since the elements
of the underlying group form an Abelian structure.
In what follows, we give some examples that can be solved applying the main result (and the
corollaries above). The solutions are left to the reader. Recall, that a continuouslydifferentiable function
on a compact domain is Lipschitz, duo to the Lagrange Mean Value Theorem. This simple observation
helps in the last three cases.
Example. Prove that there exist an interval J containing 1/2 and a function f : J → R satisfying
f (1/2) = 0 and the functional equation
3f (t) + tf (1 − t) = sin(2tπ).
Example. Prove that there exist an interval J containing 1/2 and a function f : J → R satisfying
f (1/2) = 0 and the functional equation
exp(f (t)) + f 3(t) + f 3(1 − t) = cos(tπ).
Example. Prove that there exist an interval J containing 1/2 and a function f : J → R satisfying
f (1/2) = 0 and the functional equation
(f 2(t) + 2) exp(f (1 − t)) = 2 sin(tπ).
Example. Let ϕ : [0, 1] → R be a continuously differentiable function symmetric to 1/2 whose
minimum is not smaller than 1. Prove that there exist an interval J containing 1/2 and a function
f : J → R satisfying f (1/2) = 0 and the functional equation
ϕ(t) sinh(f (t)) + cosh(f (1 − t)) = exp(2t − 1).
Note, that the first example can be solved via a well-known method. This method guarantees a
global solution f : R → R and does not require the assumption of the common fixed point. At last,
let us sketch here this independent and elementary approach; for further details, consult [3] or the
corresponding part of [12].
Set g1(t) = t, g2(t) = 1 − t and compose both sides of the equation of the first example with g1
and g2, respectively. Since these functions generate a cyclic group of two elements, we arrive at the
system of equations
3f
(
g1(t)) + g1(t)f (g2(t)) = sin(2πg1(t))
g2(t)f (g1(t)) + 3f (g2(t)) = sin(2πg2(t)).
with unknowns f1 = f ◦ g1 and f2 = f ◦ g2. Then, the base determinant is D = t2 − t + 9, which is
nonsingular on R. Let Dk be the determinant which is obtained by replacing the kth column of D by
the vector on the right-hand side. Then, simple calculations show that
D1 =
∣∣∣∣∣∣
sin(2πg1(t)) g1(t)
sin(2πg2(t)) 3
∣∣∣∣∣∣
= 3 sin(2tπ) − t sin(2(1 − t)π),
D2 =
∣∣∣∣∣∣
3 sin(2πg1(t))
g2(t) sin(2πg2(t))
∣∣∣∣∣∣
= 3 sin(2(1 − t)π) − (1 − t) sin(2tπ).
By Cramer’s rule, f1 = D1/D and f2 = D2/D follows. That is, if the original equation has a solution,
then necessarily f = f1 since g1 denotes the identical mapping. To show that the method yields a
solution indeed, one should either check the compatibility equation f2 = f1 ◦ g2, or, using explicit
representation, substitute f1 into the functional equation; both alternatives complete the proof.
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