The fundamental problem of sampling from the limiting distribution of quantum walks on networks, known as mixing, finds widespread applications in several areas of quantum information and computation. Of particular interest in most of these applications, is the minimum time beyond which the instantaneous probability distribution of the quantum walk remains close to this limiting distribution, known as the quantum mixing time. However this quantity is only known for a handful of specific networks. In this letter, we prove an upper bound on the quantum mixing time for almost all networks, i.e. the fraction of networks for which our bound holds, goes to one in the asymptotic limit. To this end, using several results in random matrix theory, we find the quantum mixing time of Erdös-Renyi random networks: networks of n nodes where each edge exists with probability p independently. For example for dense random networks, where p is a constant, we show that the quantum mixing time is O(n 3/2+o(1) ). Besides opening avenues for the analytical study of quantum dynamics on random networks, our work could find applications beyond quantum information processing. Owing to the universality of Wigner random matrices, our results on the spectral properties of random graphs hold for general classes of random matrices that are ubiquitous in several areas of physics. In particular, our results could lead to novel insights into the equilibration times of isolated quantum systems defined by random Hamiltonians, a foundational problem in quantum statistical mechanics.
The fundamental problem of sampling from the limiting distribution of quantum walks on networks, known as mixing, finds widespread applications in several areas of quantum information and computation. Of particular interest in most of these applications, is the minimum time beyond which the instantaneous probability distribution of the quantum walk remains close to this limiting distribution, known as the quantum mixing time. However this quantity is only known for a handful of specific networks. In this letter, we prove an upper bound on the quantum mixing time for almost all networks, i.e. the fraction of networks for which our bound holds, goes to one in the asymptotic limit. To this end, using several results in random matrix theory, we find the quantum mixing time of Erdös-Renyi random networks: networks of n nodes where each edge exists with probability p independently. For example for dense random networks, where p is a constant, we show that the quantum mixing time is O(n 3/2+o (1) ). Besides opening avenues for the analytical study of quantum dynamics on random networks, our work could find applications beyond quantum information processing. Owing to the universality of Wigner random matrices, our results on the spectral properties of random graphs hold for general classes of random matrices that are ubiquitous in several areas of physics. In particular, our results could lead to novel insights into the equilibration times of isolated quantum systems defined by random Hamiltonians, a foundational problem in quantum statistical mechanics.
The quantum dynamics of any discrete system can be captured by a quantum walk on a network, which is a universal model for quantum computation [1] . Besides being a useful primitive to design quantum algorithms [2] [3] [4] [5] [6] , quantum walks are a powerful tool to model transport in quantum systems such as the transfer of excitations in light-harvesting systems [7] [8] [9] . Studying the long-time dynamics of quantum walks on networks is crucial to the understanding of these diverse problems. As quantum evolutions are unitary and hence distancepreserving, quantum walks never converge to a limiting distribution, unlike their classical counterpart. However, given a network of n nodes, one can define the limiting distribution of quantum walk on the network as the long-time average probability distribution of finding the walker in each node [10] . Of particular interest is the quantum mixing time: starting from some initial state, the minimum time after which the underlying quantum walk remains close to its limiting distribution.
The importance of the problem of mixing for quantum walks cannot be overstated: this is at the heart of quantum speedups for a number of quantum algorithms [2, 11] and is also key to demonstrating the equivalence between the standard (circuit) and Hamiltonian-based models of quantum computation [12, 13] . Unfortunately, no general result exists for quantum mixing time on networks: it has been estimated for a handful of specific graphs (graphs and networks are used interchangeably throughout the letter) such as hypercubes, d-dimensional lattices etc., and is known to be slower than its classical counterpart for some graphs while faster in the case of others [10, [14] [15] [16] [17] [18] [19] [20] [21] . In this letter we bound the quantum mixing time for almost all networks, i.e. the fraction of networks for which our result holds goes to one as n goes to infinity. We prove this general result by studying the mixing of quantum walks on Erdös-Renyi random networks: networks of n nodes with an edge existing between any two nodes with probability p independently, denoted as G(n, p) [22, 23] . It is important to note that our problem differs from designing quantum algorithms for classical mixing: preparing a coherent encoding of the stationary state of a classical random walk [24] [25] [26] . Such problems involve running quantum algorithms for finding a marked node, known as quantum spatial search, in reverse. In fact, it has already been established that the problem of spatial search by quantum walk is optimal for G(n, p) [27] [28] [29] . Asymptotic dynamics of coined quantum walks on percolation graphs has been studied [30] while quantum dynamics on complex networks has also been numerically investigated [31] [32] [33] . In this work we prove that the quantum mixing time for G(n, p) is in O n 5/2−2φ √ p , for n −1/3 ≤ p ≤ 1 − n −1/3 and φ = log pn 2 log n [34] . We obtain this by using several results in random matrix theory to first compute upper bounds on sums of inverses of eigenvalue gaps of the adjacency matrix of G(n, p), which is crucial to subsequently calculate bounds for the quantum mixing time. For example, in the case of dense random networks, i.e. when p is a constant, we prove that the quantum mixing time is O(n 3/2 ) with probability that tends to one as n goes to infinity. Throughout the letter, we shall refer any such event that occurs with probability 1 − o(1), as an event that occurs almost surely. It can be demonstrated that when p = 1/2, G(n, 1/2) is a network picked uniformly at random from the set of all networks. This im-plies that our bound for the quantum mixing time holds for almost all networks from this set. Classical random walks on G(n, p) mix quite fast: the classical mixing time is in O(1) as long as np → ∞ [35] . Thus, our bound for the quantum mixing time is slower than its classical counterpart, irrespective of p. We emphasize that although we focus on continuous-time quantum walks, our results also hold for discrete-time quantum walks, namely for coined quantum walks and quantum walksà la Szegedy [36] .
An important direction of research in the emerging field of quantum networks is to study features of quantum dynamics on random networks and explore whether they are distinct from their classical counterparts. Thus besides finding the mixing time of quantum walks in a very general scenario, our work also opens up ways for analytically studying the difference between classical and quantum dynamics on random networks.
Mixing of quantum walks: Let G be a network with a set of nodes V = {1, . . . , n}. We consider the Hilbert space spanned by the localized quantum states at the nodes of the network H = span{|1 , . . . , |n } and define the Hamiltonian corresponding to a quantum walk on G by its (rescaled) adjacency matrix γA G . Then, starting from initial state |ψ 0 , the state of the walker after some time t is governed by the Schrödinger Equation, i.e. |ψ(t) = e −iγA G t |ψ 0 . Note that γ is a parameter that controls the rate of propagation of the walker and is typically considered to be inverse of the spectral norm of A G such that γA G = 1. This ensures that evolution for unit time corresponds to O(1) steps of its discrete-time counterpart. Henceforth we shall denote byĀ G , the normalized adjacency matrix of G, which implicitly assumes the choice of γ = 1/ A G . We shall assume that A G has a simple spectrum, i.e. all eigenvalues of A G are distinct. For our purposes it suffices as this is indeed the case for random graphs, almost surely [37] . So, let the spectral decomposition ofĀ G = n i=1 λ i |v i v i |, such that λ n = 1 > λ n−1 > · · · > λ 1 ≥ −1 are the eigenvalues of A G and |v i is the eigenstate corresponding to λ i .
As mentioned earlier, as quantum evolutions are unitary, quantum walks never "mix" unlike classical random walks. As such, the mixing of a quantum walk on a network G is defined in the following sense: starting from some arbitrary initial state say |ψ 0 = n l=1 c l |v l such that 0 ≤ |c l | < 1, one can obtain the probability that the walker is localized in some node |f after a time T which is picked uniformly at random in the interval [0, T ], i.e.
Besides resulting in a time-averaged probability distribution at any time T , this definition leads to a well defined limiting probability distribution,
as T → ∞. In order to determine how fast the quantum walk on G converges to the limiting distribution, we need to bound the total distance between this distribution and the distribution at any time T , i.e. D(
Evaluating the integral in Eq. (1) and subtracting out the expression for P f (T → ∞), followed by some simplifications lead to the following upper bound
As an aside, we would like to mention that in the case whereĀ G has repeated eigenvalues, the sum in Eq. (3) is over distinct eigenvalues λ i = λ l and as such a finite value of T mix is always obtained (See Supplemental Material for details [38] ). Observe that there exists a time beyond which D(P T ) ≤ , i.e. for all times beyond this, the instantaneous distribution will remain -close (in total variation distance) to the limiting distribution. This allows us to obtain that the quantum mixing time is
Note that the mixing time of classical random walks on a network can drastically differ from its quantum counterpart. For example, while the former depends only on the inverse of the spectral gap (gap between two highest eigenvalues) ofĀ G , the latter depends on the inverse of all eigenvalue gaps, as is evident from Eq. (4). Let us
Then the sums of the inverse of eigenvalue gaps appearing in the right hand side of Eq. (4) is given by Σ, where
In fact, if ∆ min denotes the minimum of all eigenvalue gaps ofĀ G , then one obtains that 1/∆ min ≤ Σ ≤ n 2 /∆ min , where the lower bound is obtained by noting that for Σ 1 (i.e. when r = 1), there exists i such that |λ i+1 − λ i | = ∆ min . On the other hand, the upper bound is obtained by simply replacing all terms of Σ by ∆ −1 min . Obtaining a tight bound on the aforementioned quantity is crucial to obtaining a good bound for the quantum mixing time. Next, by using several results in random matrix theory, we bound Σ for the adjacency matrix of G(n, p) and consequently obtain a bound on the quantum mixing time.
Mixing time of quantum walks on G(n, p): For a random network G(n, p), its adjacency matrix, which we denote as A G(n,p) , is the n × n symmetric matrix with each non-diagonal entry being 1 with probability p and 0 with probability 1 − p. All diagonal entries of A G(n,p) are 0. In order to obtain the normalized adjacency ma-trixĀ G(n,p) , the rescaling parameter should be appropriately chosen. As shown in Refs. [39, 40] , as long as p ≥ log 8 (n)/n, the highest eigenvalue of A G(n,p) is a Gaussian random variable with mean np and standard deviation p(1 − p), almost surely. However, even if one does not have access to the random variable, the rescalingĀ G(n,p) = A G(n,p) /(np), suffices. In fact, we prove rigorously in the Supplemental Material [38] that Ā G(n,p) ≈ 1.
As established previously, in order to find the quantum mixing time of G(n, p), we require bounds on Σ r for A G(n,p) . It is well known that as np → ∞, the spectral density ofĀ G(n,p) converges to the so called Wigner's semicircle distribution. While the highest eigenvalue λ n is isolated from the bulk, the second highest eigenvalue λ n−1 lies at the edge of the semicircle. We show in the Supplemental Material [38], using the results of Ref. [41] , that the second highest eigenvalue ofĀ G(n,p) is upper bounded as λ So, what about the other eigenvalue gaps? Note that for p = 1, the deterministic, all-to-all connected network (complete graph) has (n−1)-degenerate eigenvalues at −1, while the highest eigenvalue is 1. However for any p < 1, G(n, p) can be considered as an all-to-all network affected by spatial disorder: with probability 1 − p, a link between any two nodes is removed. It is well known that the addition of even a small amount of disorder destroys the symmetry of the underlying structure. This is precisely the case forĀ G(n,p) . As such, obtaining a bound on Σ is a challenging problem in random matrix theory. The Wigner's semicircle law implies that there are O(n)eigenvalues in the bulk, within a semicircle of radius R = 2 (1 − p)/np. Thus, the average eigenvalue gap within the bulk scales as∆ ∼ n −3/2 p −1/2 . However, this does not rule out the possibility of having gaps ∆ and as such, to extract bounds on eigenvalue gaps one needs to look at the local spectral statistics ofĀ G(n,p) . It has been recently proven thatĀ G(n,p) has no degenerate eigenvalues (simple spectrum), almost surely as long as C log 6 (n)/n ≤ p ≤ 1 − C log 6 (n)/n for some constant C > 0 [37, 42, 43] . Note that these bounds are quite tight: for p = 1, we know thatĀ G(n,p) has repeated eigenvalues while on the other hand for p = o(log(n)/n), the underlying random graph is disconnected, implying again thatĀ G(n,p) has repeated eigenvalues. Also, one can obtain tail-bounds for consecutive eigenvalue gaps of G(n, p), i.e. δ i = λ i+1 − λ i which in turn leads to a lower bound on ∆ min forĀ G(n,p) as ∆ min ≥ n −5/2+o(1) p −1/2 , almost surely [43, 44] . This is the best known bound for this quantity for discrete random matrices. Using these bounds on δ i , we are able to show that Σ 1 is almost surely close to 1/∆ min . Formally, we prove in the Supplemental Material [38] that forĀ G(n,p) ,
with probability 1 − o(1). The key observation is that most of the gaps are almost surely within an interval that is 1/ log n times the average gap∆. However, in order to obtain the quantum mixing time for G(n, p), we require an upper bound on Σ instead of Σ 1 , i.e. we need information about gaps of the form λ i+r −λ i . In order to obtain this, we combine two things: (a) the knowledge of the so-called classical eigenvalue locations as predicted by the Wigner's semicircle law (henceforth denoted by γ i ) and (b) the eigenvalue rigidity criterion which establishes that the location of the eigenvalues of A G(n,p) in the bulk are likely to be close to their classical locations, predicted by the semicircle law [40] . From the semicircle distribution itself, one obtains a lower bound on the distances between the classical locations of eigenvalues. ForĀ G(n,p) , we prove in the Supplemental Material [38] that for i ≤ n/2, r ≤ n − 2i and some universal constant c > 0,
An identical estimate holds for the other half of the spectrum by symmetry. On the other hand, we make use of the eigenvalue rigidity criterion in Ref. [40] , adapted for our analysis. Let ε ≥ 0 and n −1/3 ≤ p ≤ 1 − n −1/3 . Then it can be proved that the eigenvalues ofĀ G(n,p) satisfy
with probability 1 − o(1), where φ := log pn 2 log n and α i := max{i, n − i}. Note that eigenvalue rigidity does not provide any information about the smallest eigenvalue gaps. However as we examine gaps λ i+r − λ i for large enough r, rigidity provides a better estimate on the gap size than the tail bounds from Ref. [43] . Combining both estimates at the different scales of r yields an improved estimate for Σ r . We prove that for n −1/3 ≤ p ≤ 1−n −1/3 and φ = log pn 2 log n , the eigenvalues ofĀ G(n,p) satisfy
with probability 1−o(1). Here, we provide an intuition of the proof of this bound, with the rigorous details being relegated to the Supplemental Material [38] . As λ n is isolated from the bulk of the spectrum, we have that
, almost surely. For the remaining terms of Σ, we can exploit eigenvalue rigidity once r is large enough to guarantee that γ i+r −γ i from Eq. (7) is larger than the error |λ i −γ i |+|λ i+r −γ i+r | from Eq. (8) . This motivates the following definition: Let c (i) = n ε max{1, n 2/3 α 1/3 i n −2φ } ≤ n 1+ε−2φ such that Σ is split into the following parts:
(10) For the first double sum, we use the bound from Eq. (6) to obtain
almost surely. On the other hand, for the second double sum, r is large enough for rigidity to kick in and one obtains that
almost surely. Combining these two bounds, coupled with the observation that a choice of ε = o(1) suffices, leads to the required upper bound for Σ in Eq. (9) . As Σ ≥ ∆ −1 min , our upper bound for Σ is close to the best possible upper bound for this quantity for dense random networks. Intuitively, for such networks, semicircle law provides an excellent approximation for each λ i . As such, rigidity kicks in soon: |λ i+r − λ i | ≈ |γ i+r − γ i |, for all r ≥ log n. This is no longer the case for sparse random networks.
In order to obtain the mixing time T G(n,p) mix , we also require bounds on the overlap factors in the numerator of Eq. (4). We show in the Supplemental Material [38] that the eigenstate corresponding to the highest eigenvalue ofĀ G(n,p) has a significant overlap with the state that is an equal superposition of all nodes of the network, i.e. |s = 1/ √ n n i=1 |i . In particular, we show that | v n |s | ≥ 1 − 2/ √ np, almost surely. It has also been established that with probability 1 − o(1/n), all other eigenstates ofĀ G(n,p) are also completely delocalized as long as p ≥ log(n)/n [40, 45, 46] . That is, for j ∈ {1, · · · , n}, |v j ∞ ≤ n −1/2+o (1) , implying that | v j |l | ≤ n −1/2+o (1) , for all states |l , localized at any of the nodes of G(n, p). So from Eq. (1), we obtain that P f (T → ∞) ≤ O(1/n), i.e. the limiting distribution of quantum dynamics on random networks is close to an uniform distribution, almost surely, independently of the initial state |ψ 0 . The delocalization of eigenvectors, along with the bound on Σ allows us to conclude that as long as n −1/3 ≤ p ≤
Interestingly, on decreasing p, our bound for the quantum mixing time actually increases. Clearly, when p = 1/2, i.e. when a network is picked up uniformly at random from the set of all networks, its quantum mixing time is almost surely T Unfortunately for sparser random networks, i.e. for p = log D (n)/n, such that D ≥ 8, we cannot make use of eigenvalue rigidity. However simply using Eq. (6) along with the observation that Σ r ≤ Σ 1 , for 2 ≤ r ≤ n − 1, gives us a weaker upper bound for the quantum mixing time in such regimes of sparsity. We obtain that T G(n,p) mix = O n 5/2 √ p/ . Our bounds for the quantum mixing time for G(n, p) for different regimes of p are summarized in Fig. 1 . In fact, the breakdown of rigidity estimates in Ref. [40] is not an artifact of the proof. For extremely sparse networks, the optimal rigidity estimates that hold in dense networks are known to break down [47] . Finally, the dependence on precision for the quantum mixing time can be exponentially improved by the amplification techniques in Refs. [10, 17] . Discussion: Prior to this work, the fundamental problem of quantum walk mixing was explored for only a handful of specific graphs and subsequently the quantum mixing time for general classes of graphs was unknown. We have proved an upper bound on the mixing time of quantum walks for almost all networks. We do so by proving that the mixing time for quantum walks on Erdös-Renyi random networks is in O n 5/2−2φ √ p , for p ≥ n −1/3 and φ = log pn 2 log n . Our bound for the quantum mixing time is slower than its classical counterpart which hints at fundamental differences between classical and quantum dynamics on random networks.
In the process of obtaining our general results for quantum mixing, we have also derived several results in random matrix theory, which could be of interest to areas beyond quantum information. Random matrices are ubiquitous in several areas in physics ranging from condensed matter physics [48] , nuclear physics [49] and high energy physics [50] . The techniques used to derive bounds on Σ for A G(n,p) can also be applied to random matrices in very general scenarios, namely for random symmetric matrices with each entry having mean µ and standard deviation σ, known as Wigner matrices [51] . Moreover, they can be extended to hold for the so-called Band Wigner Matrices: symmetric n×n random matrices H with random entries such that any entry H ij = 0, if |i − j| > W , where W ≤ n/2 is the band-width. These matrices also find many applications in several areas of physics and mathematics [52] .
For example, consider the problem of equilibration of isolated quantum systems, widely studied in quantum statistical mechanics [53] . Therein one is interested in the limiting distribution of the expectation value of an observable defined in a time-averaged sense and also in the time after which the expectation value remains close to this limiting distribution [54, 55] . A crucial quantity in determining the equilibration time is the distribution of gaps of the underlying Hamiltonian [56] . Thus, the techniques used in this letter to obtain bounds on Σ can be applied to obtain better upper bounds for the equilibration times of isolated quantum systems defined by random Hamiltonians. Besides this, we believe that our results could be used in other areas of physics such as in Eigenstate Thermalization Hypothesis (ETH) [57] . They could also lead to generic analytical results in the field of quantum chaos [58] and in the analysis of scrambling of information in black holes [59] . 
Supplemental Material

DERIVATION FOR THE UPPER BOUND ON THE MIXING TIME OF QUANTUM WALKS
As in the letter, consider a graph G of n vertices such that its adjacency matrix is given by A G . Also, we shall consider that the Hamiltonian corresponding to the quantum walk is given by the normalized adjacency matrixĀ G = γA G , where γ = 1/ A G . Let the spectral decomposition ofĀ G = i λ i |v i v i | where λ n = 1 > λ n−1 ≥ · · · ≥ λ 1 ≥ −1 and |v i is the eigenstate corresponding to the eigenvalue λ i , i ∈ {1, 2, ..., n}. In order to define a limiting distribution for the mixing of quantum walks, one obtains a time-averaged probability distribution, i.e. one evolves some initial state ψ 0 , underĀ G , for a time t chosen uniformly at random between 0 and T followed by a measurement. The average probability that the state of the walker is some localized node |f is given by
Now following Eq. (S1) we have
where in the infinite time limit, i.e. T → ∞, the probability distribution converges to
i.e. the sum is taken over all pairs of equal eigenvalues. In the scenario whereĀ G has no degenerate eigenvalues,
We need to calculate how fast the time averaged distribution of the quantum walk converges to this limiting distribution. For this we need to bound
where we have used the inequality that |1 − e −ix | ≤ 2. By rearranging the terms of Eq. (S8) and using the Cauchy-Schwarz inequality
we have that
In the scenario where there exists no degeneracy in the spectrum ofĀ G , as is almost surely the case with random graphs,
We intend to obtain an upper bound on the quantum mixing time T mix in the case whereĀ G has a simple spectrum.
Observe that
as long as
and so
is an upper bound on the quantum mixing time.
SPECTRAL PROPERTIES OF ERDÖS-RENYI RANDOM NETWORKS
As stated in the main letter, the highest eigenvalue of A G(n,p) , λ n converges to a Gaussian distribution with mean np and standard deviation p(1 − p), as n → ∞. This fact was first shown in Ref. [39] for constant p and was later improved for sparse random graphs (p = o(1)) in Ref. [40] . We will be working with the normalized adjacency matrixĀ
and as promised in the letter, prove that Ā G(n,p) ≈ 1. Recall that we writeĀ G(n,p) in the spectral form, i.e. A G(n,p) = i λ i |v i v i |, where |v i is the eigenstate corresponding to the eigenvalue λ i , i ∈ {1, 2, ..., n}. Then from Theorem 6.2 of Ref. [40] we have Lemma 1 (Highest eigenvalue ofĀ G(n,p) [40] ) Let p = ω log 8 (n)/n and A G(n,p) denote the adjacency matrix of an Erdös-Renyi random graph G(n, p). Then the highest eigenvalue of the matrixĀ G(n,p) = A G(n,p) /np is
where X is a random variable from a normal distribution of mean 0 and standard deviation 1, i.e . N (0, 1) .
Proof. The proof follows straightforwardly from Ref. [40] , where the authors are working with a different scaling of the adjacency matrix of an Erdös-Renyi random graph. Let
We define A G(n,p) = f np A G(n,p) = fĀ G(n,p) . (S16)
Then Erdös et al. proved that (Theorem 6.2, Eqs. (6.4) and (6.5) ) as long as f ≥ 1,
From this, we immediately obtain that for p ≥ 1/n,
Also Eqs. (6.10) and (6.11) of Theorem 6.2 in Ref. [40] state that as long as f = ω(log 4 (n)),
where X ∼ N (0, 1). Thus we immediately obtain that for p ≥ ω(log 8 (n)/n), the highest eigenvalue ofĀ G(n,p)
Corollary 2 For p = ω(log 8 (n)/n),
Proof. Let λ = E[λ n ]. From Lemma 1 we find that λ n ∼ N (λ , 1 n 2(1 − p)/p) as long as p = ω(log 8 (n)/n).
Thus in this range of p, the standard deviation goes to 0 as n → ∞. In fact we have
where erfc[x] = (2/ √ π)
∞ 0 e −x 2 /2 dx. We can use the bound that
So for
we have
which implies that for ν = o 1 n √ p ,
with probability 1 − o(1), as long as p = ω(log 8 (n)/n). Thus,
with probability 1 − o(1). This implies that Ā G(n,p) ≈ 1 throughout the range of p that we consider. Now consider the n × n all ones matrix J and the n × n identity matrix I. Then the matrix E[A G(n,p) ] = p(J − I) is the deterministic matrix with each non-diagonal entry p (which is the same as the mean of each entry of A G(n,p) ) and diagonal entry 0. Then each entry of the random matrix A G(n,p) − E[A G(n,p) ] has mean 0. Furedi and Komlos [39] obtained a bound on the spectral norm of this matrix which was later improved by Vu [41] . Here, we work with the rescaled adjacency matrixĀ G(n,p) and are interested in bounding the spectral norm of X G(n,p) =Ā G(n,p) − E[Ā G(n,p) ]. Formally, we have the following lemma Lemma 3 (Spectral norm of X G(n,p) [39, 41] ) Let p = ω log 4 (n)/n and A G(n,p) denote the adjacency matrix of an Erdös-Renyi random graph G(n, p). Furthermore, let E[A G(n,p) ] be the n × n matrix such that its each entry is p.
Then ifĀ G(n,p) = A G(n,p) /np and X G(n,p) =Ā G(n,p) − E[Ā G(n,p) ],
with probability 1 − o(1), where . denotes the spectral norm.
In the main letter, we have also used properties about the eigenstates ofĀ G(n,p) . In particular, we used the fact that the highest eigenstate |v n has a big overlap with the equal superposition of all nodes of G(n, p), i.e. |s = 1/ √ n n j=1 |j . More formally we have, Lemma 4 (Highest eigenstate ofĀ G(n,p) ) LetĀ G(n,p) denote the normalized adjacency matrix of an Erdös-Renyi random graph G(n, p). Suppose p = ω(log 8 (n)/n) and |s = 1/ √ n n j=1 |j . Then if |v n denotes the eigenstate with eigenvalue λ n ofĀ G(n,p) , we have that
such that |v n ⊥ is some state orthonormal to |v n and
with probability 1 − o(1).
Proof. From Lemma 3 we have that
with probability 1 − o(1), where . is the spectral norm. Writing the matrixĀ G(n,p) in its spectral form we have that
Now,
where we have used the fact that |s = γ|v n + 1 − γ 2 |v n ⊥ . This gives us
Now applying the Cauchy-Schwarz inequality, using Eq. (S29), we have
Substituting the value of λ n from Lemma 1 and Corollary 2, we have that when p = ω log 8 (n)/n ,
Now we prove the upper bound on the second highest eigenvalue ofĀ G(n,p) , λ n−1 that we have used in the letter. We make use of Lemma 3 and Lemma 4. This is stated in the following corollary:
Corollary 5 (Second highest eigenvalue ofĀ G(n,p) ) Let p = ω log 8 (n)/n and A G(n,p) denote the adjacency matrix of an Erdös-Renyi random graph G(n, p). Then the second highest eigenvalue of the matrixĀ G(n,p) = A G(n,p) /np is
Proof. Observe that
whereJ = J/n such that J is the n × n all ones matrix. Observe thatJ = |s s| and so the state |s is an eigenstate ofJ with eigenvalue 1. From Lemma 4, we have that for any |v such that | v|v n | = 0,
So we have that
with probability 1 − o(1), where the last inequality follows from Lemma 3.
Thus, Lemma 1, Corollary 2 and Corollary 5 we find that as long as p = ω log 8 (n)/n ,Ā G(n,p) has a constant spectral gap, i.e. ∆ = 1 − o(1), almost surely. Now we move to the bulk of the spectrum. As long as p = ω(1/n), it is known that the spectral density of the bulk of A G(n,p) follows the Wigner semicircle law which is given by
Now we define the eigenvalue rigidity condition rigorously. In [40] , the authors show that the eigenvalues (excluding λ n ) are likely to be near their classical locations (as predicted by the semicircle law) and this phenomenon is termed eigenvalue rigidity.
Definition 6 For A G(n,p) and 1 ≤ i ≤ n − 1, we define the classical eigenvalue locations,γ i , by the relation
Remark 7 Due to the square root behavior of √ 4 − x 2 , one can easily verify that we have the simple bounds
for two absolute constants c, C > 0.
Directly from the definition or from (S43), we can deduce the distance between classical locations that was used in the main letter.
Lemma 8 For any ε > 0, i ≤ n/2 and r ≤ n − 2i,
Note that the factor of 2 stems from the possibility that i + r ≥ n/2 in which caseγ i+r −γ i ≥ 2(γ n/2 −γ i ) for r ≤ n − 2i by symmetry. Finally, utilizing (S43), we see that
An identical estimate holds for the other half of the spectrum by symmetry. ForĀ G(n,p) , the classical locations can be obtained by applying the appropriate normalization, i.e γ i+r − γ i ≥ c r n 7/6 i 1/3 √ p .
We will not need the full strength of the rigidity estimate in [40] , so we include here a weaker, but simpler version of their result, adapting it toĀ G(n,p) instead of A G(n,p) .
Lemma 9 (Eigenvalue rigidity for sparse graphs [40] ) For any ε ≥ 0 and n −1/3 ≤ p ≤ 1 − n −1/3 , the eigenvalues ofĀ G(n,p) satisfy the inequalities
with probability 1 − o(1), where φ := log pn 2 log n and α i := max{i, n − i}.
It was proven by Tao and Vu [37] that for dense random graphs, i.e. when p is a constant, A G(n,p) has simple spectrum, i.e. there is a non-zero gap between any two eigenvalues of A G(n,p) . Recently in [42] , this was generalized to show that even sparse random graphs have simple spectrum. We recall the result here.
Lemma 10 (A G(n,p) has simple spectrum [37, 42, 43] ) Let A G(n,p) denote the adjacency matrix of a random graph G(n, p). Then there exists a constant C > 0 such that for C log 6 (n) n ≤ p ≤ 1 − C log 6 (n) n , A G(n,p) has a simple spectrum with probability 1 − o(1).
This implies thatĀ G(n,p) also has simple spectrum. Now from the semicircle distribution, there exists O(n) eigenvalues in the bulk. So the average eigenvalue gap in the bulk of the spectrum ofĀ G(n,p) is then
However we also need information about the minimum over all these eigenvalue gaps. Nguyen, Tao and Vu [44] studied the tail bounds for eigenvalue gaps δ i = λ i+1 − λ i for A G(n,p) (and other models of random matrices) and proved a lower bound on ∆ min when p is a constant. This was extended to the regime of sparse random graphs recently by Lopatto and the second author [43] . We restate their results in the following lemma:
Lemma 11 (Tail bounds for eigenvalue gaps ofĀ G(n,p) [43, 44] ) Let A G(n,p) denote the adjacency matrix of a random graph G(n, p). Let δ i denote the i-th eigenvalue gap ofĀ G(n,p) = A G(n,p) /np. Then there exists constants C > 0 and c > 0 such that for C log 6 (n)
for all δ ≥ n −C .
Remark 12 Note that in our range of p, we have
for any constant α > 0.
Applying a simple union bound gives a convenient bound on the size of the smallest gap and is the current best bound for discrete random matrices.
Lemma 13 (Lower bound on ∆ min forĀ G(n,p) [43, 44] ) Let A G(n,p) denote the adjacency matrix of a random graph G(n, p). Then there exists a constant C > 0 such that for C log 6 (n) n ≤ p ≤ 1 − C log 6 (n) n , the minimum eigenvalue gap ofĀ G(n,p) = A G(n,p) /np is bounded by
In the main letter, we have also used entry-wise bounds for the eigenstates ofĀ G(n,p) . It was conjectured in Ref. [45] , that for dense random graphs (constant p), the eigenstates ofĀ G(n,p) are completely delocalized. This implies that when any of its eigenvectors |v i is expressed in the basis of the nodes of the underlying graph, the absolute value of each entry is at most n −1/2 (up to logarithmic corrections). Erdös et al. [40] answered this optimally even for sparse p and the results therein were subsequently extended for any p above the percolation threshold recently by He et al. [46] . Formally, we have that Lemma 14 (Delocalization of eigenvectors of G(n, p) [40, 46] ) LetĀ G(n,p) denote the normalized adjacency matrix of an Erdös-Renyi random graph G(n, p). Let |v j be an eigenstate ofĀ G(n,p) with eigenvalue λ j . Then as long as p ≥ ω(log(n)/n), for all j ∈ {1, · · · , n}
with probability 1 − o 1 n .
Now we have gathered all the results needed in order to calculate an upper bound on the mixing time of quantum walks on G(n, p).
PROOFS OF UPPER BOUNDS ON Σ1 AND Σ
We have seen from the main letter that to obtain upper bounds on the mixing time, we first need to obtain upper bounds on
forĀ G(n,p) . Note that
where we have used the lower bound for ∆ min from Lemma 13. We improve this upper bound in what follows.
To this end we first prove an upper bound on Σ 1 (the inverse of consecutive eigenvalue gaps) forĀ G(n,p) and show that it is enough to consider log n terms of the sum. We have the following Lemma:
Lemma 15 Let λ i denote the eigenvalues ofĀ G(n,p) . Then
Proof. Let δ i = λ i+1 − λ i . By Lemma 11 and Markov's inequality, for any t > 0, η > 0 and δ ≥ n −C ,
Now for each integer 1 ≤ k ≤ log n, we define the random variable α k to be the smallest number such that
By Eq. (S52), α k ≥ 2 k n log 4 n with probability at least 1 − C log 3 n ≥ 1 − 1 log 2 n . So α k ≥ 2 k n log 4 n for all 1 ≤ k ≤ log n with probability 1 − o(1). We have,
Therefore,
Note that we have excluded the last gap. However, by Corollary 2 and Corollary 5, with high probability, the last gap makes a negligible contribution to the sum. Finally, as the result is true for any η > 0, we can replace n η with n o(1) .
For p ≥ n −1/3 , we can use Lemma 15 in conjunction with eigenvalue rigidity to rigorously obtain the bound for Σ mentioned in the letter. We prove the following Lemma:
Lemma 16 For p ≥ n −1/3 and φ = log pn 2 log n , the eigenvalues ofĀ G(n,p) satisfy
Proof.
As mentioned in the main letter, eigenvalue rigidity guarantees that the location of the eigenvalues are within a small distance of their classical locations. However, the distance between the classical locations can be on the order of n −3/2 p −1/2 in the bulk, so rigidity does not provide any information about the smallest gaps. However as we examine gaps λ i+r − λ i for large enough r, rigidity provides a better estimate on the gap size than the tail bounds from [43] . Combining both estimates at the different scales of r yields an improved estimate as follows. Observe that
with probability 1 − o(1). Here we have used the fact that the largest eigenvalue is well-separated from the others as quantified in Lemma 1 and Corollary 5. Here we will make use of eigenvalue rigidity. We can exploit rigidity once r is large enough to guarantee that γ i+r − γ i from Lemma 8 is larger than the error |λ i − γ i | + |λ i+r − γ i+r | from Lemma 9. This motivates the following definition: Let c (i) = n ε max{1, n 2/3 α 1/3 i n −2φ } ≤ n 1+ε−2φ . Now we split the first double-sum into two parts and obtain upper bounds for them individually: 
with probability 1 − o(1). Where, for the first double sum in the right hand side of Eq. (S59), we have used
which follows from Lemma 15.
On the other hand for the second double sum we first use Lemma 8 followed by the fact that 
As in the proof of the previous lemma, our bounds hold for any ε > 0 and hence a choice of ε = o(1) suffices.
Remark 17
From the lower bound of Eq. (S50), that our upper bound is close to the best possible upper bound for dense random graphs. In fact, for p = n −1+ζ ,
LIMITING DISTRIBUTION AND QUANTUM MIXING TIME FOR G(n, p)
Let the initial state of the quantum walk be |ψ 0 = n l=1 c l |v l , where 0 ≤ c l < 1, ∀l. Then using the bound obtained from the above lemma, in conjunction with Lemma 14 shows that 
for p ≥ n −1/3 . For the limiting distribution, we use Lemma 14 to obtain
