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ON A COMPLETENESS PROBLEM IN A
FOURIER-BASED PROBABILITY METRICS IN RN
MA LGORZATA STAWISKA
Abstract. We study completeness of the spaces P=s of probabil-
ity measures in RN which have equal (prescribed) moments up to
order s ∈ N, endowed with the metric ds(µ, ν) = supx∈RN\0 |µˆ(x)−νˆ(x)||x|s ,
where µˆ is the characteristic function of µ. We prove that the
spaces (P=s , ds) are complete if s is even and construct suitable
counterexamples to completeness for all odd s. This solves an
open problem formulated by J. Carrillo and G. Toscani in 2007
([CT]).
MSC 2010: Primary 60B10; Secondary 60E10, 33C15
Keywords: convergence of probability measures; characteristic func-
tion; Fourier transform; moments; completeness; exponential integral
function.
1. Introduction
The possibility of introducing a metric on probability measures over
a Polish space which metrizes their weak*-convergence is a topic with a
long history. Many examples of such metrics are known (for collections
of such examples, see e.g. [Du02], [GSu], [V]), exploring properties of
various quantities and objects associated to probability measures. The
systematic use of metrics based on the Fourier transforms of measures
(and more generally, of tempered distibutions) was initiated in early
1950s by J. Deny ([De50], [De51]). Developing and generalizing ideas in
potential theory due to H. Cartan ([Ca41], [Ca45]), he studied the met-
ric given for two probability measures µ, ν in RN by the L2 norm of the
Riesz potential of their difference: d(µ, ν) =
∥∥ µˆ−νˆ
|·|s/2
∥∥
2
, with 0 < s < N
(here µˆ, νˆ are characteristic functions of respectively µ and ν). Some
of his arguments carry over to the case of s = N (the logarithmic po-
tential in RN ) and were also made explicit in [CKL]. Recently a new
class of metrics (known as Toscani metrics) dependent on a real posi-
tive parameter s > 0, motivated by applications to statistical physics
and optimal transport theory, was defined by using Fourier transforms
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(characteristic functions) of probability measures (see [GTW], [TV],
[CT]). The aim of our present note is to prove the following theo-
rem concerning completeness of certain spaces of probability measures
endowed with this metric, ds(µ, ν) = supx∈RN\0
|µˆ(x)−νˆ(x)|
|x|s
.
Theorem 1.1. Let s ∈ N. (a) For every even number s and every
choice of numbers Mβ ∈ R+ for |β| ≤ s, the space of all probability
measures for which
∫
RN
vβdµ(v) = Mβ, |β| ≤ s, endowed with the
metric ds is complete. (b) For every odd number s there exist Mβ ∈
R+ for all |β| ≤ s such that the space of all probability measures for
which
∫
RN
vβdµ(v) = Mβ, |β| ≤ s, endowed with the metric ds is not
complete.
Completeness of such spaces was posed as an open problem in [CT].
The precise (separate) statements of both parts of the theorem (respec-
tively, Theorems 3.5 and 4.6), all relevant definitions, auxiliary results,
and finally corresponding proofs and counterexamples are presented in
the next sections. We should mention that another class of Fourier-
based probability metrics was lately introduced by Cho ([Cho15]), who
also studied relations of these metrics with absolute moments, but we
will not discuss these results here.
2. Preliminary material
We will work in RN , N ≥ 1. Unless specified otherwise, ‖ · ‖ will
denote the Euclidean norm in RN . By a “probability measure on RN”
we mean a (Radon) probability measure on the Borel σ-algebra gen-
erated by the standard topology in RN . We will need some standard
definitions and results, which can be found e.g. in [Du02], Section 9:
Definition 2.1. Let Cb(RN) be the set of all bounded continuous real-
valued functions on RN . We say that the probability measures µn
converge (weakly*) to a probability measure µ if and only if for every
ϕ ∈ Cb(RN), ∫ ϕdµn → ∫ ϕdµ as n→∞.
Notation 2.2. The function
µˆ(x) =
∫
RN
e−i〈x,v〉dµ(v), x ∈ RN ,
where 〈·, ·〉 denotes the standard scalar product in RN , is the Fourier
transform (characteristic function) of µ.
Note that the function µˆ is continuous and bounded on RN . Fur-
thermore (cf. [Du02], Theorem 9.4.4), if
∫
RN
vβdµ(v) is finite for a
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multi-index β = (β1, ..., βN) ∈ NN0 , then µˆ has continuous partial de-
rivative Dβµˆ = ∂
|β|
∂x1...∂xN
µˆ everywhere in RN , satisfying the formula
Dβµˆ(x) =
∫
RN
(iv)βe−i〈x,v〉dµ(v). Recall that vβ = vβ11 ...v
βN
N . The quan-
tity
∫
RN
vβdµ(v) is called the moment of µ of order β. If β1, .., βN are
even numbers, then the existence of Dβµˆ(0) also implies the finite-
ness of the moment
∫
RN
vβdµ(v) (cf. e.g. [Sas], Theorem 1.2.9). For
β1+ ...+βN odd this is not the case: counterexamples in R were given
in 1930s by A. Zygmund and A. Wintner (see [Lu], Section 2.3). As
we will see, this dichotomy affects completeness of the spaces (P=s , ds)
studied below, yielding a positive answer when s is even and a negative
one when it is odd.
An important relation between the weak* convergence of probability
measures and their Fourier transforms is given by the Le´vy continuity
theorem:
Theorem 2.3. (cf. [Du02], Theorem 9.8.2): If µn, n = 1, 2, ... are
probability measures on RN whose characteristic functions converge for
all x to some g(x), where g is continuous at 0 along each coordinate
axis, then µn → µ weakly* to a probability measure µ with characteristic
function g.
A significant part of the paper [CT] is devoted to the study of a met-
ric based on Fourier transform, defined on suitable spaces of probability
measures:
Notation 2.4. ([CT], page 88) Fix a real number s > 0. For any pair
of probability measures µ, ν on RN we let
ds(µ, ν) = sup
x∈RN\0
|µˆ(x)− νˆ(x)|
|x|s ,
where µˆ(x) is the Fourier transform (characteristic function) of µ.
Clearly ds is nonnegative, symmetric in µ, ν, zero when µ = ν, and
satisfies the triangle inequality. The inversion formula for Fourier trans-
forms (cf. [Du02], Theorem 9.5.1) implies that ds(µ, ν) = 0 only if
µ = ν. Thus ds defines a metric on a space of probability measures for
which it is finite. A sufficient condition for finiteness of ds(µ, ν) was
proved in [CT]:
Proposition 2.5. ([CT], Proposition 2.6): Let s > 0 be given and
let Ps denote the space of all probability measures on RN with finite
moments up to order [s]. The expression ds(µ, ν) is finite if µ, ν have
equal moments up to order [s] if s 6∈ N or up to order s− 1 if s ∈ N.
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The proof given there is not conceptually difficult, but still quite
involved. A much simpler way to prove this statement (without es-
timates of derivatives based on Lemma 2.5 of [CT]) would be just to
apply Taylor’s formula at 0 ∈ RN with remainder in Peano form (cf.
[Sch81a], Ch. III, Section 5, Theorem 28) to the characteristic functions
µˆ, νˆ, which by the assumptions on moments are [s] times continuously
differentiable in RN :
µˆ(x) = µˆ(0) + µˆ′(0).x+ ...+
µˆ([s])(0)
[s]!
.(x, ..., x) + α(x)‖x‖[s],
where α tends to 0 together with x. We omit the obvious details.
In what follows we will also use the uniqueness property in Taylor’s
theorem:
Theorem 2.6. ([Sch81a], Theorem III.7.38): Let f be a m-fold differ-
entiable mapping from an open set Ω ⊂ E, where E is an affine normed
space, into a normed vector space F . If there exist k-linear continuous
symmetric mappings Lk of the space E
k into F , k = 1, ..., m, and an
element L0 ∈ F such that
f(a+ h) = L0 + L1h+
L2
2!
h2 + ...+
Lm
m!
hm + α‖h‖m,
where α = α(h) tends to 0 along with h, then necessarily
Lk = f
(k)(a), k = 1, ..., m
and
L0 = f(a).
3. Completeness in the metric ds: positive results (s even)
Some subspaces of Ps are complete with respect to the metric ds. An
example is presented in [CT]: given s, a > 0, let us denote by Xs,a,M
the set of probability measures µ ∈ Ps+a(RN such that
∫
RN
vβdµ(v) =
Mβ ∈ R+ for all multi-indices |β| ≤ [s] with Mβ fixed numbers and∫
RN
vs+adµ(v) ≤ Ms+a ∈ R+, where the set of all Mβ and Ms+a is
denoted simply by M . By Proposition 2.7 in [CT], the set Xs,a,M
endowed with the distance ds is a complete metric space. But, as
noticed in Remark 2.8 of [CT], the proof of this Proposition given
in that paper does not establish the completeness of the set P=s of
probability measures µ ∈ Ps(RN ) with s ∈ N, such that
∫
RN
vβdµ(v) =
Mβ ∈ R+ for all multi-indices |β| ≤ s withMβ given, endowed with the
distance ds. Consequently, an open problem was formulated within the
same remark as follows: “It would be nice to prove or rather disprove
such statement at least for the d2 distance.” Below we are going to
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solve this problem, proving completeness of (P=s , ds) for s even and
disproving it for s odd. The behavior of spaces (P=2 , d2) is thus different
from that conjectured in [CT].
Notation 3.1. Fix a natural number s and numbers Mβ ∈ R+ for all
|β| ≤ s. We let P=s denote the space of all probability measures in Ps
which have equal moments up to order s, i.e., for which
∫
RN
vβdµ(v) =
Mβ for all |β| ≤ s.
Strictly speaking, the space P=s depends also on the numbersMβ, |β| ≤
s, but we suppress this dependence in the notation. Instead, in what
follows we will specify whether we use arbitrary Mβ or concrete ones.
First we will prove the following necessary condition:
Lemma 3.2. Fix an s ∈ N and arbitrary Mβ ∈ R+ for all |β| ≤ s.
Let P=s be defined as in Notation 3.1 and let µn ∈ P=s be a convergent
sequence with respect to the metric ds. Then the characteristic function
µˆ of the limit measure µ is s- fold differentiable at 0, with Dβµˆ(0) = Mβ
for all |β| = s.
Proof. Let L0 = 1, Lk = D
(k)µˆn(0), k = 1, ..., s. Recall that
D(k)µˆn(0)(x1, ..., xk) =
∑
j
∂kf
∂xj1 ...∂xjk
(0)x1,j1x2,j2 ...xk,jk ,
where j = (j1, ...jk), |j| = j1 + ... + jk = k. From the assumption
of equality of moments of corresponding orders up to s for all µn, the
mapping Lk is the same k-linear continuous symmetric mapping for all
n ∈ N. We already know that µˆ(0) = 1. Let ε > 0 be given. We
estimate
‖µˆ(x)− (L0 + L1.x+ ...+ Lss! .(x, ..., x))‖
‖x‖s
from above by
‖µˆn(x)− (L0 + L1.x+ ... + Lss! .(x, ..., x))‖
‖x‖s +
‖µˆn(x)− µˆ(x)‖
‖x‖s ,
where n is fixed so that ‖µˆn(x)−µˆ(x)‖
‖x‖s
< ε/2 (by ds-convergence of µn
to µ such n exist). By Taylor’s formula we can pick a δ > 0 such
that
‖µˆn(x)−(L0+L1.x+...+
Ls
s!
.(x,...,x))‖
‖x‖s
< ε/2 as ‖x‖ < δ. This proves that
‖µˆ(x)−L0 +L1.x+ ...+ Lss! .(x, ..., x)‖ = o(‖x‖s). By the uniqueness in
Taylor’s theorem, Lk = D
(k)µˆ(0) for all k = 1, ..., s. This implies the
differentiability of µˆ at 0 and also the equality of all partial derivatives
of µˆ at 0 with the derivatives of corresponding orders of all µˆn at 0.
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
Lemma 3.2 allows us to give an example of a sequence of probability
measures on R which is not a Cauchy sequence with respect to the
metric d1.
Example 3.3. Let µn be the measure with density pn(x) = cn(1 +
x2)−(1+1/n), n = 1, 2, .... The constants cn are
cn =
Γ(1 + 1
n
)√
πΓ(1
2
+ 1
n
)
.
The sequence µn converges weakly* to the Cauchy distribution on R (by
e.g. Proposition 1.6.6 in [Sas]). By Theorem 6.13 in [We], the charac-
teristic function of µn is ϕn(t) = cn
21/n
Γ(1+1/n)
|t|1/2+1/nK1/2+1/n(|t|), t ∈ R,
where Kν is the modified Bessel function of the second kind of order
ν. Let K1 denote the space of characteristic functions ϕ such that
supt∈R
|ϕ(t)−1|
|t|
< ∞. We have ϕn ∈ K1. Suppose µn is a Cauchy se-
quence with respect to d1. By Proposition 3.10 in [CK], the space K1 is
complete with the metric ‖ϕ− ψ‖1 = supt∈R |ϕ(t)−ψ(t)||t| , so ϕn converge
in ‖ · ‖1 to a characteristic function ϕ of some probability measure µ
or equivalently, µn converge to µ in the metric d1. By Lemma 3.2, ϕ
is differentiable at 0. But ϕn(t) → exp(−|t|) as n → ∞, which is a
contradiction.
We will also need the following auxiliary result:
Lemma 3.4. For s ≥ 2 consider a sequence of measures {µn}n∈N ⊂
P=s . Then the characteristic functions µˆn are uniformly Lipschitz in
RN .
Proof. It is enough to show that all derivatives Dβµˆn(x), |β| = 1
are uniformly bounded. Fix a multi-index β with |β| = 1. Then
|Dβµˆn(x)| ≤
∫
RN
|vβ|dµn(v) ≤
∫
RN
‖v‖dµn(v) ≤ 1 +
∫
‖v‖>1
‖v‖2dµn(v).
From the assumption that {µn}n∈N ⊂ P=s with s ≥ 2 (existence and
equality of all corresponding moments of order 2 for all µn) we infer
the existence of common bound for all |Dβµˆn(x)|, x ∈ RN .

Now we will prove a positive result concerning completeness of the
metric spaces (P=s , ds):
Theorem 3.5. Let s be an even number. Fix the sequence of numbers
Mβ ∈ R+, |β| ≤ s and consider the corresponding space P=s . Let
the sequence of measures {µn}n∈N ⊂ P=s be a Cauchy sequence in the
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metric ds. Then there exists a probability measure µ ∈ P=s such that
ds(µn, µ)→ 0 as n→∞.
Proof. Since {µn}n∈N ⊂ P=s is a Cauchy sequence with respect to the
metric ds, then for every ε > 0 there is an nε ∈ N such that for every
n,m > nε one has the inequality supx∈RN\0
|µˆn(x)−µˆm(x)|
|x|s
< ε. We will
first show (similarly to Proposition 2.7 in [CT], but again without their
Lemma 2.5) that µn converges weakly* to a probability measure µ. To
do this, observe that for any fixed x ∈ RN the sequence {µˆn(x)}n∈N is
a Cauchy sequence in C (for x = 0 the sequence is constant, of value
1). Hence the sequence of Fourier transforms {µˆn} converges pointwise
to some function g on RN with g(0) = 1. Since s ≥ 2, Lemma 3.4 im-
plies that the functions µˆn are uniformly Lipschitz in R
N . By Ascoli ’s
theorem (cf. [Sch81b], Chapter VII, Section 6, Theorem 48, Corollary
1 and preceding examples), µˆn converge uniformly on compact subsets
to a continuous function g. By Le´vy continuity theorem g is a Fourier
transform of a probability measure µ and µn → µ weakly* as n→∞.
Similarly as in Lemma 3.4 it can be shown for every j = 1, ..., s−1 that
the maps Dβµn, |β| = j are uniformly Lipschitz, so Ascoli’s theorem
can be applied repeatedly to show that µˆ has all derivatives up to order
s − 1 at 0 and they are equal to the corresponding derivatives of µˆn.
In particular, ds(µn, µ) is finite for all n.
We will now show that ds(µn, µ) → 0. Note that our assumptions
imply that the sequence of complex-valued functions fn(x) =
µˆn(x)−µˆ(x)
|x|s
is a Cauchy sequence in the space Cb(RN \ 0) of continuous bounded
(complex-valued) functions in RN \ 0 endowed with the supremum
norm. This is a complete metric space, so there exists a function
f ∈ Cb(RN \0) such that fn converge to f uniformly in RN \0. Hence for
every x 6= 0 we have |µˆn(x)− µˆ(x)| → |x|sf(x) as n→∞. The conver-
gence of µˆn to µˆ implies that for every x 6= 0 one has |x|s|f(x)| = 0, and
so f(x) = 0 for every x 6= 0. This proves the claim that ds(µn, µ)→ 0
as n→∞.
Finally, since the sequence µn converges in ds, Lemma 3.2 yields that
µˆ is s-fold differentiable at 0 and that the partial derivatives at 0 of all
orders β, |β| ≤ s, are equal to corresponding derivatives of µˆn at 0, that
is, to the numbers Mβ . Let β = (2γ1, ..., 2γN) with |β| ≤ s. Then the
moment of order β of µ exists and is equal to Mβ. In particular, µ has
all moments of orders (s, 0, ..., 0), (0, s, 0, ..., 0),..., (0, ...0, s) and hence
also of orders (s′, 0, ..., 0), (0, s′, 0, ..., 0),..., (0, ...0, s′) for all 1 ≤ s′ < s,
which are equal to the corresponding numbers Mβ . It remains to prove
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the existence of moments of orders β = (β1, ..., βN) with |β| = s such
that not all βi are necessarily even and at least two of them are nonzero.
Without loss of generality we can assume that β1 6= 0, β2 6= 0. If
β1 + β2 = s, then
∫
RN
|x1|β1|x2|β2|x3|β3...|xN |βN =
∫
RN
|x1|β1|x2|β2dµ ≤∫
|x1|≤|x2|
|x2|s +
∫
|x2|<|x1|
|x1|s < ∞. If β1 + β2 < s, then by the same
argument |x1|β1|x2|β2 ∈ Lp(µ), where p = s/(β1 + β2) > 1. The ex-
ponent q = s/(β3 + ... + βN ) satisfies 1/p + 1/q = 1. If there is only
one coordinate βi 6= 0, i = 3, ...N , then
∫
RN
(|xi|βi)q =
∫
RN
|xi|s < ∞.
Suppose that for any combination of natural βi1 ≥ 1, ..., βiK ≥ 1
with 3 ≤ i1 < ... < iK ≤ N and β1 + β2 + βi1 + ... + βiK = s we
have
∫
RN
(|xi1|βi1 ...|xiK |βiK )qdµ < ∞. Inductively in K, take βi1 ≥
1, ..., βiK+1 ≥ 1 with 3 ≤ i1 < ... < iK+1 ≤ N and β1 + β2 + βi1 + ... +
βiK+1 = s. Then∫
RN
(|xi1 |βi1 ...|xiK+1 |βiK+1 )qdµ ≤∫
|xi1 |≤|xiK+1 |
(|xi2 |βi2 ...|xiK+1 |βi1+βiK+1 )qdµ+
∫
|xi1 |>|xiK+1 |
(|xi1 |βi1+βiK+1 ...|xiK |βiK )qdµ
<∞.
In particular, |x3|β3...|xN |βN ∈ Lq(µ). By Ho¨lder inequality
∫
xβdµ <
∞. It follows that ∫ xβdµ = Mβ for all |β| ≤ s, so µ ∈ P=s . 
4. Completeness in the metric ds: negative results (s odd)
In this section we take N = 1. We disprove completeness of the
spaces (P=s , ds) with s odd integer by constructing, for each s, a space
P=s , a sequence of probability measures µn in P=s and a measure µ such
that ds(µn, µ) → 0 as n → ∞, but µ 6∈ P=s . For this purpose we will
modify the known example of a probability measure without the first
moment but with characteristic function ϕ admitting ϕ′(0), due to A.
Wintner (see below).
4.1. Case s = 1. Consider the probability density function
p(x) =
{
0 if |x| < 2,
C
x2 log |x|
if |x| ≥ 2.
We have 2C = (
∫∞
2
1
x2 log x
dx)−1 = 1
E1(log 2)
, where E1 is the exponen-
tial integral function ([AS], Section 5)
E1(z) =
∫ ∞
z
e−u
u
du, | arg z| < π.
ON A COMPLETENESS PROBLEM 9
The corresponding characteristic function is
ϕ(t) = 2C
∫ ∞
2
cos tx
x2 log x
dx.
It is well known ([Lu], Section 2.3) that ϕ is differentiable at 0 (with
derivative equal to 0) but µ does not have the first moment.
Our goal is to find a sequence of probability measures µn with the
Fourier transforms ϕn such that each µn has the first moment equal to
0 and
lim
n→∞
sup
t6=0
∣∣ϕn(t)− ϕ(t)
t
∣∣ = 0
Let P=1 denote the space of probability measures in R with the first
moment equal to 0. Then µn ∈ P=1 , d1(µn, µ) → 0 (in particular, the
sequence {µn} is Cauchy), but µ 6∈ P=1 .
We will construct the sequence µn, n ≥ 3 with the following proper-
ties: First, each µn is symmetric: µn((−b,−a)) = µn((a, b)) for all
0 ≤ a < b. Second, µn is a sum of two nonnegative finite mea-
sures σn + γn, where σn is the truncation of µ to the interval [−n, n]:
σn(X) = µ(X ∩ [−n, n]) for any Borel measurable set X ⊂ R. In more
detail, σn has the following density function:
pn(x) =


0, for |x| < 2,
C
x2 log |x|
, for n ≥ |x| ≥ 2,
0, for |x| > n.
We take γn to have the density function
rn(x) =
{
0, for |x| < n
ωn
|x|3
for |x| ≥ n,
ωn =
C
∫∞
n
1
x2 log x
dx∫∞
n
1
x3
dx
= (2n2C)
∫ ∞
n
1
x2 log x
dx.(4.1)
Then each µn has the first moment equal to 0.
Let τn = µ−αn. Denote by fn(t), gn(t), hn(t) the Fourier transforms
of σn, γn and τn respectively. Then µˆn(t) = ϕn(t) = fn(t) + gn(t) and
µˆ(t) = ϕ(t) = fn(t) + hn(t). Observe that
hn(0) = 2C
∫ ∞
n
1
x2 log x
dx = gn(0) = ωn
1
n2
.
Thus
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(4.2)
|ϕn(t)− ϕ(t)| = |gn(t)− hn(t)| = |(gn(t)− gn(0))− (hn(t)− hn(0))|
≤ |gn(0)− gn(t)|+ |hn(0)− hn(t)|.
To prove the convergence of µn to µ in the metric d1 it is thus enough
to show that
lim
n→∞
sup
t6=0
∣∣hn(0)− hn(t)
2Ct
∣∣ = 0, lim
n→∞
sup
t6=0
∣∣gn(0)− gn(t)
2Ct
∣∣ = 0.(4.3)
We will now prove these equalities. Our arguments will proceed
similarly to those in the proof of existence of ϕ′(0) in [Lu], based on
the estimates
0 ≤ 1− cos z ≤ min(2, z2)
for any real z. We will need other estimates as well.
Lemma 4.1. The following inequalities hold:
x
log x
∣∣∣∣
y
n
≤
∫ y
n
dx
log x
≤ 1
1− 1/ logn
x
log x
∣∣∣∣
y
n
≤ 1
1− 1/ logn
y
log y
for y > n ≥ 3..
Proof. Integration by parts with u′ = 1, v = 1
log x
gives∫ y
n
dx
log x
=
x
log x
∣∣∣∣
y
n
+
∫ y
n
dx
(log x)2
=
x
log x
∣∣∣∣
y
n
+
x
(log x)2
∣∣∣∣
y
n
+ 2
∫ y
n
dx
(log x)3
.
From ∫ y
n
dx
(log x)2
≤ 1
log n
∫ y
n
dx
log x
we deduce ∫ y
n
dx
log x
≤ x
log x
∣∣∣∣
y
n
+
1
logn
∫ y
n
dx
log x
and
x
log x
∣∣∣∣
y
n
≤
∫ y
n
dx
log x
≤ 1
1− 1/ logn
x
log x
∣∣∣∣
y
n
≤ 1
1− 1/ logn
y
log y
for y > n ≥ 3 as claimed. 
Lemma 4.2. For n ≥ 3,
1
1 + 1/ logn
1
n log n
<
∫ ∞
n
dx
x2 log x
<
1
n logn
.
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Proof. These inequalities follow from the estimates for the function E1
([AS], formula 5.1.19):
(4.4)
1
x+ 1
< exE1(x) ≤ 1
x
, x > 0.

Corollary 1.
1
1 + 1/ logn
2nC
log n
< ωn <
2nC
log n
.
Theorem 4.3. Let, µ, µn, n ≥ 3 be probability measures defined as
above, with characteristic functions ϕ, ϕn. Then
lim
n→∞
sup
t6=0
∣∣ϕn(t)− ϕ(t)
t
∣∣ = 0.
Proof. To show the first equality in 4.3, observe that
0 ≤ hn(0)− hn(t)
2C
=
∫ ∞
n
1− cos tx
x2 log x
dx.
Since hn(t) is an even function, it is enough to assume that t > 0.
First assume that t ≥ 1/n. Then for x ≥ n we use the inequality
0 ≤ 1− cos tx ≤ 2. Therefore
0 ≤ hn(0)− hn(t)
2C
=
∫ ∞
n
1− cos tx
x2 log x
dx ≤ 2
∫ ∞
n
1
x2 log x
≤ 2
n log n
.
Thus
0 ≤ hn(0)− hn(t)
2Ct
≤ 2
log n
for t ≥ 1/n.
Next assume that 0 < t < 1/n and for tx < 1 use the inequality
1− cos tx ≤ (tx)2. Then
hn(0)− hn(t)
2C
=
∫ 1/t
n
1− cos tx
x2 log x
dx+
∫ ∞
1/t
1− cos tx
x2 log x
dx ≤
t2
∫ 1/t
n
dx
log x
+ 2
∫ ∞
1/t
dx
x2 log x
≤ t2
∫ 1/t
n
dx
log x
+ 2
1
log(1/t)
∫ ∞
1/t
1
x2
dx ≤
1
(1− 1/ logn)t
2 1/t
log(1/t)
+ 2t/(log 1/t) ≤ (2 + 1
(1− 1/ logn))t(1/ logn),
for 0 < t < 1/n. This establishes the first equality in (4.3).
We now establish the second equality in (4.3). Recall that
0 ≤ gn(0)− gn(t)
2C
=
ωn
2C
∫ ∞
n
1− cos tx
x3
dx
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As with hn, we can assume that t > 0. Consider two cases. First
t ≥ 1/n. Then we use the inequality 1− cos tx ≤ 2 and the bound for
ωn to deduce
0 <
gn(0)− gn(t)
2Ct
≤ ngn(0)− gn(t)
2C
≤ n ωn
2C
2
∫ ∞
n
dx
x3
<
1
log n
.
Next we consider the case where 0 < t < 1/n. Here for tx < 1 we
will use the inequality 1− cos tx ≤ (tx)2. Hence
0 <
gn(0)− gn(t)
2C
=
ωn
2C
( ∫ 1/t
n
1− cos tx
x3
dx+
∫ ∞
1/t
1− cos tx
x3
dx
) ≤
n
logn
(
t2
∫ 1/t
n
dx
x
+ 2
∫
1/t
dx
x3
)
=
t
logn
(− (nt) log(nt) + nt)
As 0 < nt < 1 we deduce the inequality −(nt) log(nt) ≤ 1/e, (where
e is the natural logarithm base). Thus we get the inequality
0 <
gn(0)− gn(t)
2Ct
<
1 + 1/e
log n
for 0 < t < 1/n.
This shows the second equality in (4.3).

4.2. Case s = 2k+1, k ≥ 1. Fix s = 2k+1, where k ≥ 1 is an integer.
It will be more convenient to denote various quantities as dependent
on k. Define µk as the probability measure in R with density
pk(x) =
{
0, for |x| < 2,
Ck
x2+2k log |x|
, for |x| ≥ 2,
Ck =
(
2
∫ ∞
2
1
x2+2k log x
dx
)−1
=
(
2
2k + 1
E1((2k + 1) log 2)
)−1
.
Then µs has all the moments up to order 2k but does not have the
moment of order 2k + 1 = s. Concretely,
M2ℓ = 2
∫ ∞
2
Ckx
2ℓ
x2+2k log x
dx =
2Ck
2(k − ℓ) + 1E1
(
(2(k − ℓ) + 1) log 2)
and M2ℓ−1 = 0, ℓ = 1, ..., k. We will also define M0 := 1. and use
the sequence M0, ...,Ms to define the space P=s . On the other hand,
the characteristic function
ϕk(t) =
∫ ∞
−∞
e−itxdµk(x).
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has derivatives up to order 2k + 1 = s at 0 and ϕ
(s)
k (0) = 0. Now, for
each integer n ≥ Nk ∈ N we will construct a probability measure µn,k,
such that µn,k has M1,M2, ...,M2k as its moments of orders up to 2k
and 0 as its moment of order s = 2k + 1. For the Fourier transforms
ϕn,k of µn,k we will show that
lim
n→∞
sup
t6=0
∣∣ϕn,k(t)− ϕ(t)
t2k+1
∣∣ = 0.(4.5)
Fix a small positive ε = ε(k) > 0 that will be specified later. The
measures µn,k are constructed as follows: First, µn,k is symmetric
µn,k((−b,−a)) = µn,k((a, b)) for all 0 ≤ a < b. Hence the odd-order
moments of µn,k (up to and including s) are zero. Second, µn,k is a sum
of two nonnegative measures σn,k + γn,k, where σn,k is the truncation
of µk to the interval [−n, n]: σn,k(X) = µk(X ∩ [−n, n]) for any Borel
measurable set X ⊂ R.
Specifically, σn,k has the density function
pn,k(x) =


0, for |x| < 2,
Ck
x2(k+1) log |x|
, for n ≥ |x| ≥ 2,
0, for |x| > n
and we take γn,k to have the following density function:
rn,k(x) =


0, for |x| < n
Ckωn,j
|x|2(k+1)+e
for |x| ∈ [2j−1n, 2jn), j = 1, ..., k,
Ckωn,k+1
|x|2(k+1)+e
for |x| ≥ 2kn.
We need to prove the following:
Lemma 4.4. For small enough ε > 0 and all n > N(k) there exist
ωn,j =
nε
logn
ρn,j with 0 < ρn,j < 2, j = 1, ..., k + 1, such that the
moment of µn,k = σn,k + γn,k of order 2ℓ equals M2ℓ, ℓ = 0, 1, ..., k.
Proof. Consider the system of k+1 linear equations in k+1 unknowns
ωn,j, j = 1, ..., k + 1.
(4.6) M2ℓ = 2
∫ n
2
Ck
x2(k−ℓ)+2 log x
dx+ 2
k∑
j=1
∫ 2jn
2j−1n
Ckωn,j
x2(k−ℓ)+2+ε
dx
+ 2
∫ ∞
2kn
Ckωn,k+1
x2(k−ℓ)+2+ε
dx, ℓ = 0, 1, ..., k.
Recall the values of the following integrals (ε,m > 0, q ≥ 0):
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(4.7)
∫ 2m
m
x−(2(q+1)+ε)dx =
1
2q + 1 + ε
m−(2q+1+ε)(1− (1/2)2q+1+ε),∫ ∞
m
x−(2(q+1)+ε)dx =
1
2q + 1 + ε
m−(2q+1+ε).
Let q = k− ℓ = 0, 1, ..., k. Then we get the following system of k+1
equations in unknowns ρn,j, j = 1, ..., k + 1:
(4.8)
( k∑
j=1
ρn,j(2
−(j−1)(2q+1+ε) − 2−j(2q+1+ε)))+ ρn,k+12−k(2q+1+ε) =
(2q + 1 + ε)(n2q+1 log n)
∫ ∞
n
1
x2q+2 log x
dx.
Applying the estimates
1
(2q + 1)n2q+1 log n
(
1− 2
(2q + 1) logn
)
<
∫ ∞
n
1
x2q+2 log x
dx
<
1
(2q + 1)n2q+1 logn
we see that the right-hand side of the q-th equation lies between
2q+1+ε
(2q+1)
(
1− 2
(2q+1) logn
)
and 2q+1+ε
2q+1
. Set the right-hand side to be 2q+1+ε
2q+1
and introduce new variables
x1 = ρn,1, xj = ρn,j − ρn,j−1 for j = 2, . . . , k + 1.
Then we have the following system of equations:
k+1∑
j=1
2−(j−1)(2q+1)xj =
2q + 1 + ε
2q + 1
, q = 0, ..., k.
The coefficient matrix of this system is a submatrix of a generalized
Vandermonde matrix, hence nonsingular. Cramer’s rule together with
continuity of determinant imply that, for sufficiently small ε > 0, x1 is
close to 1 (in particular positive). Subtracting the equation numbered
q + 1 from the q-th equation for q = 0, . . . , k − 1 eliminates x1. The
resulting smaller system is also uniquely solvable. Since the right-hand
side of this system is close to zero if ε > 0, the solutions are also close
to zero. So ρn,1 is close to 1 and so are other ρn,j if ε is small enough.
Again by continuity of determinant, if n > N(k), then the solutions of
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the system with right-hand side 2q+1+ε
(2q+1)
(
1− 2
(2q+1) logn
)
are all positive
and bounded above by, say, 2. The same holds for every system with
right-hand side being a convex combination of 2q+1+ε
(2q+1)
(
1− 2
(2q+1) logn
)
and 2q+1+ε
2q+1
. In particular we have solutions ρn,j of the system (4.8)
satisfying 0 < ρn,j < 2, j = 1, ..., k + 1 for ε > 0 small and all n≫ 1.

Theorem 4.5. For µk, µn,k as above we have
lim
n→∞
sup
t6=0
∣∣ϕn,k(t)− ϕ(t)
t2k+1
∣∣ = 0.
Proof. Because of equality of moments of orders up to s− 1 = 2k, the
expression supt6=0
∣∣ϕn,k(t)−ϕk(t)
t2k+1
∣∣ is finite for each n > N(k). Applying
Taylor’s formula with remainder in integral form we have
ϕn,k(t)− ϕk(t) =
∫ 1
0
(1− λ)2k−1
(2k − 1)! (ϕ
(2k)
n,k (λt)− ϕ(2k)k (λt))t2kdλ
Hence
sup
t6=0
∣∣∣∣ϕn,k(t)− ϕ(t)t2k+1
∣∣∣∣ ≤ 1(2k − 1)! supθ 6=0
∣∣∣∣ϕ
(2k)
n,k (θ)− ϕ(2k)k (θ)
θ
∣∣∣∣.
Reverting to the variable t, it is thus enough to prove that
lim
n→∞
sup
t6=0
∣∣∣∣ϕ
(2k)
n,k (t)− ϕ(2k)k (t)
2Ckt
∣∣∣∣ = 0.
Let ϕ
(2k)
n,k (t) = fk,n(t) + gn,k(t) and ϕ
(2k)
k (t) = fk,n(t) + hk,n(t), where
fk,n(t) = σˆ
(2k)
n,k (t), gk,n(t) = γˆ
(2k)
n,k (t), hk,n(t) = τˆ
(2k)
n,k (t), and τn,k :=
µk − σn,k. Recall that µn,k and µk all have the same moment M2k of
order 2k when n ≥ N(k). This gives gn,k(0) = hn,k(0) for all n ≥ N(k).
Then
(4.9) |ϕ(2k)n,k (t)− ϕ(2k)k (t)| = |gn,k(t)− hn,k(t)| =
|(gn,k(t)−gn,k(0))−(hn,k(t)−hn,k(0))| ≤ |gn,k(0)−gn,k(t)|+|hn,k(0)−hn,k(t)|.
Due to symmetry, it is enough to assume that t > 0. Observe that
0 ≤ hn,k(0)− hn,k(t)
2Ckt
=
∫ ∞
n
1− cos tx
x2 log x
dx <
4
log n
(4.10)
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for n ≥ 4 and all t > 0, which we already established in the previous
section. For the functions gn,k we have the relation
gn,k(0)− gn,k(t)
2Ck
=
k∑
j=1
∫ 2jn
2j−1n
(1− cos tx)ωn,j
x2+ε
dx
+
∫ ∞
2kn
(1− cos tx)ωn,k+1
x2+ε
dx
≤ 2 n
ε
logn
∫ ∞
n
1− cos tx
x2+ε
dx,
since the coefficients ωj,n satisfy 0 < ωj,n <
2nε
logn
, j = 1, ..., k + 1.
Proceeding as in the previous section, we have for t ≥ 1/n
(4.11)
2nε
logn
∫ ∞
n
(1− cos tx)
x2+ε
dx <
4
n logn
≤ 4t
log n
,
while for 0 < t < 1/n we have
(4.12)
2nε
logn
∫ ∞
n
(1− cos tx)
x2+ε
dx <
2nε
logn
(
t1+ε
1− ε + 2t
1+ε
)
<
8t
log n
,
when ε < 1/2. From the estimates (4.10), (4.11) and (4.12) it follows
that
lim
n→∞
sup
t6=0
∣∣∣∣ϕ
(2k)
n,k (t)− ϕ(2k)k (t)
2Ckt
∣∣∣∣ = 0,
hence also
lim
n→∞
sup
t6=0
∣∣ϕn,k(t)− ϕ(t)
t2k+1
∣∣ = 0.

The constructions allow us to establish the following:
Theorem 4.6. Let s = 2k + 1 and let M0, ...,M2k be the moments
of the measure µk constructed in Subsection 4.2. Let N ≥ 1 and let
P=s denote the space of all probability measures ν in RN for which∫
RN
vβdν(v) = Mβ, |β| = 0, 1, ..., 2k and
∫
RN
vβdν(v) = 0, |β| = s.
The metric space (P=s , ds) is not complete.
Proof. When N = 1, Theorem 4.5 yields that ds(µn,k, µ)→ 0 as n→∞
(in particular, the sequence µn,k is Cauchy in Ps) with µn,k ∈ P=s , but
µ 6∈ P=s . When N > 1, counterexamples can also be obtained. Let
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s = 2k + 1, k ≥ 1. Introduce the measures νn,k and νk with charac-
teristic functions respectively ψn,k(t1, ..., tN) = ϕn,k(t1)...ϕn,k(tN ) and
ψ(t1, ..., tN) = ϕ(t1)...ϕ(tN) with ϕn,k, ϕn as in Theorem 4.5, n ≫ 1.
Define the space P=s as the space of all probability measures in RN
whose moment of order β agrees with the moment of order β of νn,k
for all β such that |β| ≤ s. This space is not complete in the metric
ds. Take e.g. β = (s, 0, ..., 0). Then
|ψn,k(t)− ψk(t)|
‖t‖s ≤ c(N)
|ϕn,k(t1)− ϕk(t1)|
|t1|s ,
so ds(νn,k, νk) → 0 as n → ∞, but νk does not have the moment of
order (s, 0, ..., 0). 
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