Mapping gene expression as a quantitative trait using whole genome-sequencing and transcrip-9 tome analysis allows to discover the functional consequences of genetic variation. We developed 10
genetic variation and gene expression levels are measured simultaneously in a large number of 23 individuals, the causal effects of genes on each other can be inferred using statistical models 24 similar to those used in randomized controlled trials. We developed a novel method and ultra-fast Figure 1C ]. Together, these results again showed the failure of the traditional test on confounded 116 interactions and its high false negative rate overall. 117 2.3 Findr accounts for weak secondary linkage, allows for hidden confounders, 118 and outperforms existing methods on simulated data 119 To overcome the limitations of traditional causal inference methods, Findr incorporates two addi-120 tional tests ( Table 1 and Section 4.3). The relevance test (P 4 ) verifies that B is not independent 121 from A and E simultaneously and is more sensitive for picking up weak secondary linkages than 122 the secondary linkage test. The controlled test (P 5 ) ensures that the correlation between A and 123 B cannot be fully explained by E, i.e. excludes pleiotropy. The same subsampling analysis re-124 vealed that P 4 performed best in terms of AUROC, and AUPR with small sample sizes, whilst 125 the combination P 2 P 5 achieved highest AUPR for larger sample sizes ( Figure 1A,B ). Most impor- 126 tantly, both tests consistently outperformed the correlation test (P 0 ), particularly for AUPR. This 127 demonstrates conclusively in a comparative setting that the inclusion of genotype data indeed can 128 improve regulatory network inference. These observations are consistent across all five DREAM interactions, Figure 1D , Figure S6 ). The traditional causal inference method based on the conditional indepedence test results in 146 false negatives for confounded interactions, whose effect was shown signficant for the simulated 147 DREAM datasets. However, the traditional test surprisingly reported more confounded gene pairs 148 than the new test in its top predictions (albeit with lower precision), and correspondingly fewer 149 unconfounded gene pairs ( Figure 1C ,D, Figure S6 ). 150 We hypothesized that this inconsistency originated from yet another source of false negatives, 151 where measurement error can confuse the conditional independence test. Measurement error in 152 an upstream variable (called A in Table 1 ) does not affect the expression levels of its downstream 153 targets, and hence a more realistic model for gene regulation is E → A (t) → B with A (t) → A, 154 where the measured quantities are E, A, and B, but the true value for A, noted A (t) , remains 155 unknown. When the measurement error (in A (t) → A) is significant, conditioning on A instead 156 of A (t) cannot remove all the correlation between E and B and would therefore report false This observation goes beyond the well-known problems that arise from a large measurement 167 error in all variables, which acts like a hidden confounder 9 , or from a much larger measurement 168 error in A than B, which can result in B becoming a better measurement of A (t) than A itself 8 . In 169 this simulation, the false negatives persisted even if E → A was observationally much stronger 170 than E → B, such as when A's measurement error was only 10% (σ 2 A1 = 0.1) compared to up to 171 67% for B ( Figure 2B ). This suggested a unique and mostly neglected source of false negatives 172 that would not affect other tests. Indeed, the secondary, relevance, and controlled tests were 173 much less sensitive to measurement errors (Figure 2A ,C,D). In order to evaluate Findr on a real dataset, we performed causal inference on miRNA and mRNA 177 sequencing data in lymphoblastoid cell lines from 360 European individuals in the Geuvadis 178 study 3 (Section 4.1). We first tested 55 miRNAs with reported significant cis-eQTLs against 179 23,722 genes. Since miRNA target predictions from sequence complimentarity alone result in 180 high numbers of false positives, prediction methods based on correlating miRNA and gene ex-181 pression profiles are of great interest 21 Figure S8 ). Findr's correlation test outperformed all other methods 194 not using genotype information, including correlation, regression, and random forest methods, 195 and was 500 to 100,000 times faster ( Figure 3 , Table S2 , Figure S8 ). This further illustrates the 196 power of the Bayesian gene-specific background estimation method implemented in all Findr's 197 tests (Section 4.5).
198
2.6 Findr predicts transcription factor targets with more accurate FDR estimates 199 We considered 3,172 genes with significant cis-eQTLs in the Geuvadis data 3 (Section 4.1) and 200 inferred regulatory interactions to the 23,722 target genes using Findr's traditional (P T ), new (P ) 201 and correlation (P 0 ) tests, and CIT. Groundtruths of experimentally confirmed causal gene inter-202 actions in human, and mammalian systems more generally, are of limited availability and mainly 203 concern transcription or transcription-associated DNA-binding factors (TFs 
The superscript (0) is the numbering of the test. Both hypotheses are modeled with gene 351 expression levels following bivariate normal distributions, as
for i = 1, . . . , n. The null hypothesis corresponds to ρ = 0.
353
Maximum likelihood estimators (MLE) for the model parameters ρ, σ A0 , and σ B0 are
and the LLR is simply 355
(3)
In the absence of genotype information, we use nonzero correlation between A and B as 
we find MLEs for model parameters 362 µ j , j = 0, 1, . . . , n a , and σ A , as
where n j is the sample count by genotype category,
The Kronecker delta function is defined as δ xy = 1 for x = y, and 0 otherwise. When 365 summing over all genotype values (j = 0, . . . , n a ), we only pick those that exist (n j > 366 0) throughout this article. Since the null hypothesis is simply that A i is sampled from a 367 genotype-independent normal distribution, with MLEs of mean zero and standard deviation 368 one due to the supernormalization (Section 4.2), the LLR for test 1 becomes 369
By favoring a large LLR (1) , we select H (1) alt and verify that E regulates A, with 370 P (E → A) = P (H
alt | LLR (1) 
For H
alt , the bivariate normal distribution dependent on E can be represented as
null , the distributions follow Eq 4, as well as
Substituting parameters µ j , ν j , σ A , σ B , ρ of H In the alternative hypothesis, B is regulated by E and A, which is modeled as a normal 391 distribution whose mean is additively determined by E categorically and A linearly, i.e.
We can hence solve its LLR as 393
5.
Controlled test: Based on the positives of the secondary test, we can further distinguish 394 the alternative hypothesis H 
In order to simulate the supernormalization step, we normalizeB i into B i with zero mean 406 and unit variance as:
Transform the random variables {B i } by defining 408
SinceB i ∼ i.i.d N (0, 1) (according to Eq 7), we can easily verify that X 1 , X 2 , X 3 are 409 independent, and 410 X 1 ∼ N (0, 1), X 2 ∼ N (0, 1), X 3 ∼ χ 2 (n − 2).
(12)
Expressing Eq 3 in terms of X 1 , X 2 , X 3 gives 411
follows the Beta distribution. 413 We define distribution D(k 1 , k 2 ) as the distribution of a random variable Z
The probability density function (PDF) for Z ∼ D(k 1 , k 2 ) can be derived as: for z > 0,
and for z ≤ 0, p(z | k 1 , k 2 ) = 0. Here B(a, b) is the Beta function. Therefore the null 417 distribution for the correlation test is simply with the correlation test, we start fromÃ i ∼ i.i.d N (0, 1) and normalize them to A i with 420 zero mean and unit variance. 421 The expression of LLR (1) then becomes:
For now, assume all possible genotypes are present, i.e. n j > 0 for j = 0, . . . , n a . Trans-424 form {Ã i } by defining 425 X j ≡ √ n jμj , for j = 0, . . . , n a ,
Then we can similarly verify that {X i } are pairwise independent, and 426 X i ∼ N (0, 1), for i = 0, . . . , n a , X na+1 ∼ χ 2 (n − n a − 1).
Again transform {X i } by defining independent random variables 427
Y 3 ≡ X na+1 ∼ χ 2 (n − n a − 1).
Some calculation would reveal
i.e.
429
LLR (1) /n ∼ D(n a , n − n a − 1).
To account for genotypes that do not show up in the samples, define n v ≡ j∈{j|n j >0} 1 430 as the number of different genotype values across all samples. Then N (0, 1) .
ThenB i is normalized to B i according to Eq 8. The null distribution of LLR (3) can be 437 obtained with similar but more complex computations from Eq 6, as 
Controlled test:
To compute the null distribution for the controlled test, we start from
and then normalizeB i into B i according to Eq 8. Some calculation reveals the null distri-442 bution as 443 LLR (5) /n ∼ D(1, n − n v − 1).
We verified our analytical method of deriving null distributions by comparing the analytical null 444 distribution v.s. null distribution from permutation for the relevance test in Section S2.2. 
Based on this, we can define the posterior probabilities of the selected hypotheses according to 462 
Trigger 43 is an R package implementation of the method. However, since Trigger integrates this reason, we reimplemented this method in Findr, and evaluated it with P 2 and P 2 P 3 499 separately, in order to assess the individual effects of secondary and independence tests. 500 As discussed above, we expect a set of significant eQTLs and their associated genes as 501 input, and therefore P 1 = 1 is assured and not calculated in this paper or the package Findr.
502
Note that P T is the estimated local precision, i.e. the probability that tests 2 and 3 are both 503 true. Correspondinly, its local FDR (the probability that one of them is false) is 1 − P T .
504
• The novel test, aimed specifically at addressing the failures of the traditional causal infer-505 ence test, combines the tests differently:
Specifically, the first term in Eq 25 accounts for hidden confounders. The controlled test re-507 places the conditional independence test and constrains the hypothesis space more weakly, 508 only requiring the correlation between A and B is not entirely due to pleiotropy. Therefore, 509 P 2 P 5 (with P 1 = 1) verifies the hypothesis that
On the other hand, the relevance test in the second term of Eq 25 addresses weak in-512 teractions that are undetectable by the secondary test from existing data (P 2 close to 0). 513 This term still grants higher-than-null significance to weak interactions, and verifies that 514
, also a superset of E → A → B. In the extreme undetectable 515 limit where P 2 = 0 but P 4 = 0, the novel test Eq 25 automatically reduces to P = 1 2 P 4 , 516 which assumes equal probability of either direction and assigns half of the relevance test 517 probability to A → B.
518
The composite design of the novel test aims not to miss any genuine regulation whilst dis-519 tinguishing the full spectrum of possible interactions. When the signal level is too weak for 520 tests 2 and 5, we expect P 4 to still provide distinguishing power better than random predic-521 tions. When the interaction is strong, P 2 P 5 is then able to pick up true targets regardless of 522 the existence of hidden confounders. 
565
For simplicity, we only considered monoallelic species. Therefore the genotype E in each sample 566 followed the Bernoulli distribution, parameterized by the predetermined minor allele frequency. 567 Each regulatory relation (of E → A (t) , A (t) → A, and A (t) → B) correponded to a normal 568 distribution whose mean was linearly dependent on the regulator variable. In particular, for sample 569 i: 
whereX and Var(X) are the mean and variance of X ≡ {X i } respectively. 574 Given the five parameters of the model (the number of samples, the minor allele frequency, σ A1 , 575 σ A2 , and σ B ), we could simulate the observed data for E, A, and B, which were then fed into 576 Findr for tests 2-5 and their p-values of the respective null hypotheses. Supernormalization step 577 was replaced with normalization which merely shifted and scaled variables into zero mean and 578 unit variance. 579 We then chose different configurations on the number of samples (P 2 , P 2 P 3 ) and newly proposed (P 4 , P 2 P 5 , P ) causal inference tests against the baseline correlation test (P 0 ). Every marker corresponds to the average AUROC or AUPR at specific sample sizes. Random subsampling at every sample size was performed 100 times. Half widths of the lines and shades are the standard errors and standard deviations respectively. P i corresponds to test i numbered in Table 1 ; P is the new composite test (Section 4.6). This figure is for dataset 4 of the DREAM challenge. For results on other datasets of the same challenge, see Figure S2 . shown on simulated data from the ground truth model E → A (t) → B with A (t) → A. A (t) 's variance coming from E is set to one, σ 2 A1 is A (t) 's variance from other sources and σ 2 A2 is the variance due to measurement noise. A total of 100 values from 10 −2 to 10 2 were taken for σ 2 A1 and σ 2 A2 to form the 100 × 100 tiles. Tiles that did not produce a significant eQTL relation E → A with p-value ≤ 10 −6 were discarded. Contour lines are for the log-average of smoothened tile values. Note that for the conditional independence test (B), the true model corresponds to the null hypothesis, i.e. small (purple) p-values correspond to false negatives, whereas for the other tests the true model corresponds to the alternative hypothesis, i.e. small (purple) p-values correspond to true positives (cf. Table 1 ). For details of the simulation and results from other parameter settings, see Section 4.8 and Figure S7 respectively. Figure 4 : Findr predicts TF targets with more accurate FDR estimates from the Geuvadis data. The precision (i.e. 1-FDR) of TF target predictions is shown at probability cutoffs 0.1 to 0.9 (blue to yellow) with respect to known functional targets from siRNA silencing of 6 TFs (A) and known TF-binding targets of 20 TFs (B). The number above each bar indicates the number of predictions at the corresponding threshold. Dashed lines are precisions from random predictions.
