The revised Enskog kinetic theory ͑RET͒ for a system of hard spheres provides an exceptionally broad description of mesoscopic and macroscopic dynamics, applicable for both fluid and solid phases, long and short wavelengths, low and high densities, and exact at short times. This great potential is compromised by the difficulty of obtaining solutions outside the domain of linear response. In the present work a simpler kinetic model based on the RET is proposed with the same scope of application but accessible to solution for more general states. As a test of this model the rheological properties of a fluid under shear far from equilibrium are calculated as a function of the density and shear rate. Comparisons with Monte Carlo simulations of the RET show excellent agreement for transport properties but some limitations of the model for predicting velocity distributions at large shear rates. The model is discussed critically and its potential for several future applications is noted.
I. INTRODUCTION
Kinetic theory plays a special role as a description of many-body systems intermediate between the detailed underlying microdynamics and phenomenological macroscopic descriptions. For example, the nonlinear Boltzmann kinetic equation provides the basis for calculating a wide range of physical properties for low density gases in states both near and far from equilibrium. The problem of implementing a kinetic theory description is twofold. First, the derivation of the kinetic equation for the one-particle reduced distribution function requires a detailed many-body analysis and a critical assessment of the approximations made, in order to understand the context of its application. In the case of the Boltzmann equation, there is a small parameter, the reduced density, and the kinetic equation is understood to apply at low density and on space and time scales large compared to the force range and collision time, respectively. A corresponding derivation of a kinetic equation at higher densities for general interatomic potentials is still lacking in spite of continual attempts over the past 30 years. The second problem in the application of a given kinetic equation is the technical difficulty encountered in solving it since kinetic equations are nonlinear integro-differential equations for the time dependent distributions in a six dimensional phase space. During the last two decades, this technical problem has been solved for the Boltzmann equation in two ways. One of these is the development of an accurate and efficient Monte Carlo simulation method for constructing the solution ͓1͔. The other method is the use of kinetic model equations obtained as approximate representations of the Boltzmann equation that admit more detailed analytical solution ͓2͔. Together these two methods have provided great new insight into the content of the Boltzmann equation, particularly for states far from equilibrium ͓3͔.
Some of the most interesting physical phenomena of current interest lie beyond the validity of the Boltzmann equation. Examples are dense fluid transport far from equilibrium, short wavelength structural dynamics, kinetics of freezing, crystal elasticity and transport, kinetics of metastable and amorphous states. As noted above there is no general kinetic equation available to replace the Boltzmann equation at the fluid and solid densities of interest. A singular exception, however, is the idealized system of hard spheres for which the revised Enskog kinetic theory ͑RET͒ provides a remarkably broad description encompassing all of the above phenomena ͓4͔. This kinetic equation is asymptotically exact at short times and therefore has no a priori limitations on the density, space scales, or phase of the states considered. The hard-sphere system supports both fluid and crystal equilibrium states, and the exact equilibrium distributions for these states are stationary solutions to the RET. In addition, there is an H theorem governing the approach to these equilibrium states ͓5͔. For states near equilibrium, the linearized RET has been applied to calculate transport properties and the dynamic structure S(k,) in the fluid phase ͑using linear kinetic models͒ ͓6͔. Comparisons with molecular dynamics simulations show good agreement over a wide range of densities and space-time scales. However, its complexity has precluded applications outside the domain of linear response ͓7͔. Recently, the Monte Carlo simulation techniques have been extended to apply to the RET ͓8͔, so that the full potential of this rich kinetic theory now can be explored. The objective here is to provide the corresponding generalization of the kinetic model method for complementary analytical studies of the full nonlinear RET ͓9-11,7͔.
A kinetic model is obtained by replacing the known collision operator with a simpler form that preserves the most important physical properties. These include normalization and the local conservation laws for mass, energy, and momentum. For states near equilibrium, the kinetic equation can be linearized and the construction of a kinetic model for the associated linear collision operator can be made systematic, with any choice being part of a converging sequence of approximations. In the general nonlinear case the construction is more phenomenological. Within the constraints noted above there is a great deal of latitude, and the choice of a particular kinetic model is usually a compromise between simplicity and quantitative accuracy. To illustrate this and to put the proposed model in a broader context, a brief description of kinetic modeling and moment methods is provided in Appendix A. Here we restrict ourselves to a model that reduces in the low density limit to the simplest kinetic model for the Boltzmann equation, the Bhatnagar-Gross-Krook ͑BGK͒ model ͓12͔. The BGK model is well tested so that its accuracy and limitations are well known, and the means to correct its limitations are understood. In the present study, we accept such limitations to exploit the simplicity to explore new features of the RET collision operator. These include short wavelength effects due to delocalization of colliding particles, finite density effects, and a stationary state with broken fluid symmetry. The resulting kinetic model provides the same semiquantitative representation for the RET as the BGK model does for the Boltzmann equation. In this respect, it is a significant new tool to explore complex fluid dynamics previously considered prohibitively difficult. As an illustration, we calculate the rheological properties of a dense fluid under shear far from equilibrium and compare them to new Monte Carlo simulations of the RET. The agreement for transport properties ͑viscosity, viscometric functions, shear dilatancy͒ is excellent at all densities and shear rates considered, while the velocity distributions show expected discrepancies at the combined conditions of large shear rates and high densities.
In the next section the RET kinetic equation is reviewed. The local conservation laws are derived from it and the finite density ''collisional transfer'' contributions to the pressure tensor and heat flux are identified. The kinetic model and its relationship to the RET is described in Sec. III. As an initial test of the kinetic model, the Chapman-Enskog solution is obtained for states near equilibrium and the density dependence of the transport coefficients is shown to be the same as that for the RET in the usual first Sonine polynomial approximation. Next, the stationary state of uniform shear flow is defined and the formal solution to the kinetic model equation is given for arbitrary values of the shear rate. A set of nonlinear transport coefficients for momentum transport are calculated analytically and compared favorably with recent results for the RET as a function of the density. Also, the asymptotic behavior of the shear viscosity for large shear rates is obtained showing a surprising transition from shear thinning to shear thickening due to the collisional transfer contributions. The full shear rate dependence of the shear viscosity is calculated and compared with results using the new Monte Carlo simulation method for the RET. The good agreement provides support for both the Monte Carlo method and the kinetic model as effective tools for studying states far from equilibrium at finite densities. The conclusions drawn from these applications of the model are given in the last section and a class of new applications is indicated.
II. THE REVISED ENSKOG THEORY
The revised Enskog kinetic equation was derived by van Beijeren and Ernst using a formal many-body analysis of the microdynamics for a system of hard spheres ͓4͔. It is a modification of an earlier phenomenological theory due to Enskog as an attempt to extend the Boltzmann equation to higher densities. The modifications obtained from the formal analysis are essential for a proper treatment of mixtures and to include crystal or metastable states, via a direct connection to density functional theory. The RET gives an equation for the one-particle distribution function, f (r,v,t),
In the above expression, is the hard-sphere diameter, ϭ, being a unit vector, ⌰ is the Heaviside function, and gϭv 1 Ϫv 2 . The primes on the velocities denote scattered values determined from v 1 Јϭv 1 Ϫ( •g) and v 2 Ј ϭv 2 ϩ( •g) . The differences in the spatial arguments on the right side represent the fact that a colliding pair of particles have their centers separated by Ϯ. Finally, ͓r 1 ,r 2 ͉n(t)͔ is the pair correlation function for an equilibrium system with nonuniform density field n(r,t). To be more explicit, ͓r 1 ,r 2 ͉n(t)͔ gives the probability to find particles at r 1 and r 2 for a system at equilibrium in an external potential U ext (r). According to a theorem of density functional theory, there is a one to one correspondence between the external potential and the density field for this fictitious equilibrium state ͓13͔. Here, the external potential is that associated with the density field of the actual nonequilibrium state n͑r,t ͒ϭ ͵ dvf ͑ r,v,t ͒.
͑2.3͒
Thus ͓n͔ is an equilibrium functional that can be determined exactly from the second functional derivative of the equilibrium free energy functional for an inhomogeneous state, but it is evaluated at the nonequilibrium density. This implies that ͓n͔ and, consequently, J E ͓ f ͔ are highly nonlinear functionals of f through this density dependence and Eq. ͑2.3͒.
One important property of the dependence of the RET on ͓n͔ and the delocalization of the colliding pair, neither effect present in the Boltzmann equation, is the existence of stationary solutions corresponding to equilibrium states of both fluid and crystal phases. They are of the form
where m is the mass of a particle, ␤ is the temperature parameter, and n s is determined from Eq. ͑2.1͒, which leads to ͓14͔
The first equality can be recognized as the exact first Bogoliubov-Born-Green-Kirkwood-Yvon ͑BBGKY͒ hierarchy equation for a hard-sphere stationary state. The second equality recognizes the integral on the right side as the gradient of the one-particle direct correlation function. This is a familiar equation of density functional theory for freezing or melting ͓13͔. For the equilibrium fluid phase, ͓r,rϩ͉n s ͔ does not depend either on r or on and the solution of Eq. ͑2.5͒ is n s ϭconst. At sufficiently high average density the inhomogeneous density distribution representing the crystal phase also is a nontrivial broken symmetry solution representing lower free energy. The linearization of Eq. ͑2.1͒ around the uniform fluid equilibrium state leads to a kinetic equation that has been studied extensively. Further approximations, equivalent to constructing linear kinetic models, allow calculation of time correlation functions with results that agree favorably with both computer simulation and experiments ͓6,15͔. It is significant that this agreement extends over a very wide range of wavelengths ͑from hydrodynamic to those smaller than the hard-sphere diameter͒, time scales ͑from macroscopic to collision times͒, and densities (0рn*ϵn 3 Ͻ0.7). More recently, linearization around the nonuniform crystal equilibrium state also has been studied ͓14,16͔. In this way, both linear hydrodynamic equations for states near the fluid equilibrium and linear elasticity equations for crystal states can be derived, with detailed expressions for the transport, elastic, and other coefficients occurring in these equations.
For a general nonequilibrium state, the conservation equations for mass, momentum, and energy are derived from Eq. ͑2.1͒ by multiplying with 1, mv 1 , and The flow velocity u(r,t) and the internal energy density e(r,t) are defined by n͑r,t ͒u͑ r,t ͒ϭ ͵ dvvf ͑ r,v,t ͒,
The pressure tensor P(r,t) and the heat flux q(r,t) have both ''kinetic'' and ''collisional transfer'' contributions, i.e., P ϭP k ϩP c and qϭq k ϩq c . The kinetic contributions are given by
while the divergences of the collisional transfer parts are
From Eqs. ͑2.13͒ and ͑2.14͒, the following explicit expressions can be identified:
͑2.16͒
Here, Gϭ 1 2 (v 1 ϩv 2 )Ϫu. The derivation of Eqs. ͑2.15͒ and ͑2.16͒ is given in Appendix B. The collisional transfer contributions are due to the delocalization of the colliding pair and the additional density dependence of the RET. They vanish in the low density limit but dominate at high densities. These expressions give the collisional transfer parts of the fluxes as explicit velocity independent functionals of f (r,v,t) and characterize the primary density dependence in the macroscopic conservation laws beyond that which follows from the Boltzmann equation.
III. KINETIC MODEL FOR THE RET
Models for linear kinetic equations can be constructed by approximations to the spectral decomposition of the linear collision operator. In the case of nonlinear kinetic equations there is less guidance and greater flexibility, depending on the desired properties to preserve. This is illustrated by a brief discussion of kinetic models and moment methods in Appendix A. We construct a kinetic model with the same qualitative features as the Enskog equation by first identifying the essential features of the collision operator J E ͓ f ͔ necessary for the conservation laws. It follows from the brief discussion of the preceding section that the kinetic parts of the fluxes arise from the free streaming term v•ٌf rather than from the collision operator. The remaining collisional transfer parts of the fluxes come from moments of the collision operator with respect to ͕1,v,v 2 ͖, so these moments must be preserved exactly by any approximate kinetic model for the collision operator. To extract this feature, the variables r and t are fixed and J E ͓ f ͔ is considered as a function of the velocity. It is convenient to introduce a Hilbert space defined by the scalar product
͑3.1͒
where l (v) is related to the local equilibrium distribution
͑3.2͒
Here we have introduced the peculiar velocity VϭvϪu and ␤ϭ(k B T) Ϫ1 , where k B is the Boltzmann constant and T is the nonequilibrium temperature defined by eϭ 
Finally, a projection operator P onto this set is given by
With these definitions, the RET collision operator can be decomposed into the two parts
The first term on the right hand side gives the collisional transfer contributions to the fluxes in the conservation equations, and must be retained in any acceptable kinetic model. Since the second term on the right side of Eq. ͑3.5͒ does not contribute to the form of the conservation laws, the simplest approximation is to represent J E ͓ f ͔ in this ''less important'' subspace as the negative of an effective collision frequency times the distribution function ͓9͔,
This choice has all the qualitative features discussed for the RET, regardless of the choice for , and is the primary form of the kinetic model we propose. In Ref.
͓9͔ was chosen to be a velocity independent functional of f through a dependence on the local density and temperature. Here we consider a generalization to include a possible velocity dependence
where is independent of the velocity. To further constrain the form of , let us particularize the model collision operator to the local equilibrium state:
where use has been made of the property
The interpretation of f is the change of f due to collisions that affect only the component (1ϪP) f . There are two parts. The first represents an average collision rate depending on the local temperature and density. The second represents an additional collision rate due to spatial inhomogeneities of the local equilibrium state ͑recall J E ͓ f l ͔ vanishes for the homogeneous equilibrium state͒. The latter is a collisional transfer effect associated with the difference in position of the colliding particles.
The inclusion of ␦(v) leads to a quantitative improvement of the predicted transport coefficients relative to the model of Ref. ͓9͔ with ␦(v)ϭ0, but otherwise provides no new qualitative change. However, the price of this quantitative improvement is an additional complex velocity dependence, beyond the simple polynomial dependence of PJ E ͓ f ͔. This undesired complication of the kinetic model can be eliminated by retaining only the lowest order polynomial dependence of (1ϪP)␦ f . Closer inspection shows that the Chapman-Enskog solution ͑to first order in the gradients͒ and transport coefficients depend only on moments of J E ͓ f l ͔ with respect to two functions in the subspace of (1ϪP),
͑3.10͒
1 being the unit tensor. Retaining only the projections of ␦ f along these two functions gives
where
͑3.12͒
The model kinetic equation is obtained by substituting Eq. ͑3.11͒ into Eqs. ͑3.6͒ and ͑2.1͒. The contribution from PJ E ͓ f ͔ in Eq. ͑3.11͒ can be made more explicit in terms of the collisional transfer contributions to the fluxes, P c and q c , using Eqs. ͑2.13͒ and ͑2.14͒. The resulting kinetic equation is
The macroscopic conservation laws follow from this equation, by construction, and it is straightforward to confirm that the stationary solutions obey Eq. ͑2.5͒ with the exact fluid and crystal equilibrium solutions. Equation ͑3.13͒ is the kinetic model considered in the remainder of this paper. It is not self-evident in what respect this model equation is more tractable than the underlying RET kinetic equation. Structurally, Eq. ͑3.13͒ is still a highly nonlinear integro-differential equation. The parameters of f l are functionals of f through their definitions ͑2.3͒, ͑2.9͒, and ͑2.10͒. Similarly, P c and q c are functionals of f both explicitly and implicitly through the density dependence of . The essential advantage of Eq. ͑3.13͒ over the RET is that these functionals are independent of the velocity, and that the velocity dependence of the model collision operator on the right side of Eq. ͑3.13͒ is simple: Gaussians times polynomials of degree 3. Consequently, for given initial and boundary conditions, an implicit solution to the kinetic equation can be obtained displaying the exact velocity dependence but parametrized by these space dependent functionals. Use of this implicit solution in the definitions of the functionals provides velocity independent integral equations for the functionals and hence the full solution. In this way the original problem in six dimensional phase space is reduced to one in three dimensional coordinate space. The problem remains quite difficult in general, but becomes tractable in many cases where additional simplifications such as symmetries can be exploited. A nontrivial example of this method for solving the model kinetic equation is given in Sec. V.
IV. CHAPMAN-ENSKOG SOLUTION
For states near equilibrium or near spatial uniformity, the kinetic equation can be solved approximately by expansion in a small parameter. In the first case the deviation from the stationary solution, ␦ f ϭ f Ϫ f s , is the small parameter and to leading order the kinetic equation can be linearized. The linear kinetic equation then can be solved exactly ͑reduced to quadratures͒ for the full spectrum of excitations and for all space and time scales. The result is quite close to existing kinetic models for the linearized RET and will not be discussed here. A different approach is based on the local stationary distribution f l as the reference state and the construction of a solution whose space and time dependence occurs entirely through the conserved local densities, n(r,t), u(r,t), and e(r,t). Such a solution is called ''normal'' and is appropriate for a derivation of closed hydrodynamic equations from the conservation equations ͑2.6͒-͑2.8͒. The Chapman-Enskog method ͓17͔ yields such a solution for states near spatial uniformity as an expansion in gradients of the local densities. In this section we restrict attention to the fluid phase and apply the Chapman-Enskog method to derive the solution to first order in the gradients. This solution then is used to calculate the pressure tensor and heat flux so that the pressure, shear viscosity, bulk viscosity, and thermal conductivity can be identified as functions of the density.
The distribution function f is expressed as the local equilibrium contribution plus a term of first order in the gradients of the conserved densities, f ϭ f l ϩ⑀ f
(1) ϩ•••, where ⑀ is a formal uniformity parameter introduced to order the gradient expansion and set equal to one in the final results. Use of this expansion in the definitions for the fluxes gives a corresponding expansion for these quantities, e.g., Pϭ P (0)
Similarly, use of these fluxes in the local conservation equations leads to an identification of the time derivatives of the fields as an expansion in the gradients, ‫ץ‬ t ϭ‫ץ‬
Consider first the conservation laws to zeroth order in ⑀. Equations ͑2.6͒-͑2.8͒ give ‫ץ‬ t (0) ϭ0. Accordingly, the kinetic model equation ͑3.13͒ becomes
For consistency, therefore, we must have A (0) ϭB (0) ϭ0. This can be verified by direct calculation from the definitions ͑3.12͒, which shows that A and B are of first order in the gradients
͑4.2͒
where e is the pair correlation function at contact for a homogeneous fluid, n*ϭn 3 , and 2ٌũ denotes the symmetric, traceless part of the tensor ٌu. To this order, the heat flux vanishes from symmetry and the pressure tensor is given in terms of the kinetic and collisional transfer contributions to the hydrostatic pressure
n* e ͪ .
͑4.3͒
The last equation gives the exact equation of state for the hard-sphere fluid.
To first order in ⑀, the kinetic equation becomes
The first order time derivatives from Eqs. ͑2.6͒-͑2.8͒ are
Use of these results in Eq. ͑4.4͒ gives the desired result
This has the same form as is obtained by the RET, except that in that case D(V) and S(V) are replaced by solutions to linear integral equations. Accurate approximations to the solutions are given by the leading terms of Sonine polynomial expansions, resulting in the same velocity dependence as in Eq. ͑4.8͒. This agreement can be enhanced further by choosing the model collision frequency to give the same coefficient for either the ٌu term or the ٌ lnT term. However, it is not possible to obtain agreement of both terms with the RET. This is a shortcoming already present in the BGK kinetic model at low density and of course appears here as well. Still, it is significant that the additional density dependence of each term in Eq. ͑4.8͒ is exactly the same as that for the RET.
The pressure tensor and heat flux now can be calculated to first order in the gradients using Eq. ͑4.8͒ in Eqs. ͑2.11͒-͑2.16͒. The integrations are straightforward but lengthy and similar to those described in Appendix D of Ref. ͓18͔ . The results are
where is the shear viscosity, is the bulk viscosity, and is the thermal conductivity,
͑4.11͒
The bulk viscosity is independent of the parameter and is the same as that obtained from the RET. As noted above, may be chosen to assure the correct shear viscosity or the correct thermal conductivity. For example, the correct RET viscosity is given by the choice
ͱn 2 e ͑ ␤m͒ Ϫ1/2 .
͑4.12͒
The thermal conductivity for the model for this choice is smaller than that for the RET by a factor between 2/3 and (6ϩ32)/(9ϩ32)Ӎ0.84. For practical purposes the pair correlation function at contact can be approximated by the Carnahan-Starling form ͓19͔
V. APPLICATION TO UNIFORM SHEAR FLOW
The analysis of the preceding section confirms that the kinetic model represents the RET well for states near equilibrium. However, the greatest potential of the model is for situations far from equilibrium, where analysis of the RET ͑or even the Boltzmann equation͒ is prohibitively difficult. As an illustrative example and a more stringent test of the model, we consider here the state of uniform shear flow ͑USF͒. This state has been studied extensively by molecular dynamics simulation to analyze rheological properties in simple atomic fluids ͓20͔. The macroscopic state is characterized by spatially uniform temperature and pressure, and a linear flow field: u(r)ϭa•rϭayx, where aϭaxŷ . The constant shear rate a is a single control parameter that can be chosen to drive the system arbitrarily far from equilibrium. The appropriate boundary conditions for USF are those of Lees and Edwards ͓21͔, which are simple periodic boundary conditions in the local Lagrangian frame ͓22͔. The resulting shear produces viscous heating that is compensated by an external nonconservative force ͑thermostat͒, FϭϪm␣(a)V, where the thermostat parameter ␣(a) is defined to assure that the temperature remains constant.
Uniform shear flow is therefore a stationary state with a particularly simple spatial inhomogeneity. Even the latter can be suppressed in the kinetic equation by a transformation to the relative velocity VϭvϪu(r). The stationary solution then has the form f (r,v,t)ϭ f (V) and Eq. ͑3.13͒ becomes
͑5.1͒
In these variables there is no longer any space dependence in the problem. The first term on the left hand side represents an inertial force due to the velocity transformation, while the second term is due to the thermostat ͓23͔. On the right hand side we have taken into account that in the USF the heat flux vanishes and the pressure tensor is uniform. Since the complete velocity dependence of the right side is given explicitly, the equation can be solved to determine f in terms of the constants A(a), B(a), ␣(a), and P xy c (a). The first two constants are determined entirely by the local equilibrium distribution specialized to uniform shear flow, according to Eq. ͑3.12͒. Since B(a) is a vector and no vector can be constructed from the tensor a alone, it follows that B(a)ϭ0. The nonvanishing elements of A(a) are found to be
where āϵ 1 2 a(m␤) 1/2 and, for uniform density, ͓r,r ϩ͉n͔→ e (n). Next, the constant ␣(a) characterizing the thermostat is determined by requiring that the temperature be constant. There is an additional term in the energy equation ͑2.8͒ due to this external force, Ϫ3n␣(a)/␤. For a stationary state this must cancel the viscous heating, which gives the defining equation for ␣(a) in terms of P xy (a), ␣͑a͒ϭϪ␤aP xy ͑a͒/3n.
͑5.4͒
The kinetic and collisional transfer parts of P xy (a) are explicit functionals of f given by Eqs. ͑2.11͒ and ͑2.15͒, respectively. Since Eq. ͑5.1͒ gives f as a function of P xy c (a), these can be determined self-consistently.
In order to ease the notation, we choose units such that ϭ1, mϭ1, and m␤/2ϭ1. This implies that the mean free path also equals one and consequently the diameter , expressed as a multiple of the mean free path, is a function of density, ϭ 8 5 ͱ2n* e (n). In these units, Eq. ͑5.1͒ can be written as
͑5.5͒
The solution is 
where for uniform shear flow u(rϩ)Ϫu͓rϪ(1Ϫ)͔ ϭa•, with aϭaxŷ. Equations ͑5.7͒, ͑5.9͒, and ͑5.10͒ show that the solution to the kinetic equation has been reduced to quadratures. Substitution of Eq. ͑5.7͒ into Eq. ͑5.10͒ and performing the velocity integrals provides an algebraic equation for P xy c (a) in terms of ␣(a). Together with Eq. ͑5.9͒ these two equations determine the shear rate dependence of both P xy c (a) and ␣(a). Use of these forms in Eq. ͑5.7͒ then completely determines the velocity distribution. All properties of interest can be obtained from integrals over this distribution. In general this self-consistent procedure must be implemented numerically. However, to illustrate the approach and to test the predictive quality of the kinetic model we first extract the analytic results for small and large shear rates.
A. Solution for small shear rates
Assume a series expansion for the distribution function in powers of a:
͑5.11͒
This implies
The fact that P xy (a) is an odd function of a and ␣(a) is an even function follows from considerations of symmetry under space inversion of the x or y axes. It follows directly from Eq. ͑5.9͒ that
Use of Eq. ͑5.13͒ in the formal solution ͑5.7͒ allows expansion up through a 3 with the results
͑5.16͒
To this order, only P xy c(1) remains undetermined in Eq. ͑5.16͒. This is obtained directly by using Eq. ͑5.14͒ in the expansion of Eq. ͑5.10͒,
Further details of these calculations are given in Appendix C. Equations ͑5.14͒-͑5.17͒ completely determine the distribution function through order a 3 . As an illustration of these small shear rate results, the shear viscosity, viscometric functions, and shear dilatancy are calculated. These transport properties characterize the non-Newtonian effects of the shear rate beyond NavierStokes order hydrodynamics. 
͑5.24͒
The density dependence of these nonlinear transport coefficients is a nontrivial prediction of the kinetic model. Until recently, only the low density limit of these coefficients was known from kinetic theory. However, they now have been calculated from the RET at finite densities using Grad's moment method approximation, showing good agreement with results from computer simulation ͓7͔. Comparison of the above expressions with those from the RET shows good agreement. In both cases, the kinetic contribution ⌿ 1 k (0) and ␥(0)/(n* e ) 2 are linear functions of n* e , the kinetic contribution ⌿ 2 k (0) is a quadratic function of n* e , ⌿ 2 (0) is a cubic function of n* e , and ⌿ 1 (0)ϰ͓⌿ 1 k (0)͔ 2 . To perform a more quantitative comparison, consider the extreme density of n*Ӎ0.95, at which the hard-sphere system undergoes a fluid-solid transition ͓24͔. According to the CarnahanStarling equation of state ͓19͔, this corresponds to n* e Ӎ5.6. The relative deviations of the model predictions for ⌿ 1 (0), ⌿ 2 (0), and ␥(0) are found to be 1.2%, 13%, and 2.1%, respectively. Evidently, the kinetic model captures the density dependence of the RET very well for these leading order nonlinear transport coefficients.
The shear viscosity has been calculated to one order higher in the shear rate in Eq. ͑5.21͒ than the viscometric functions and it appears there have been no corresponding calculations from the RET as yet. At low and intermediate densities, the coefficient of a 2 in Eq. ͑5.21͒ is negative. This represents shear thinning, i.e., the shear viscosity decreases as the shear rate increases. Nevertheless, the term proportional to (n* e ) 4 has a sign opposite to that of the remaining terms. Consequently, there is a qualitative change at higher densities from shear thinning to shear thickening. This change takes place at n* e Ӎ3.06, which corresponds to n*Ӎ0.79.
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B. Solution for large shear rates
To study the case of asymptotically large values of the shear rate, Eq. ͑C11͒ can be rewritten as
where the change of variables V 1 →V 1 Ϫa• has been made. In the limit a→ϱ it is possible to neglect g relative to a•, since the effective values of the relative velocity are not much larger than the thermal velocity. Consequently,
͑5.26͒
where use has been made of Eq. ͑2.3͒. .30͒ shows that shear thickening appears for any density at sufficiently large shear rates. The first viscometric function vanishes while ⌿ 2 (a) and ␥(a) are qualitatively similar to their behavior at small shear rates.
C. Comparison with Monte Carlo simulation
As discussed in the Introduction, recent methods have been developed by two of us for Monte Carlo simulation of the solution to the RET kinetic equation ͓8͔. These methods have been implemented for uniform shear flow to calculate the distribution function and rheological properties for comparison with the results from the kinetic model. The Monte Carlo method employed in this paper takes the uniformity condition f (r,v,t)ϭ f (V) for granted ͓25͔, so that the possible instability of the USF is not addressed. The results presented in this section demonstrate the utility of both the Monte Carlo and kinetic model for describing states far from equilibrium at dense fluid conditions accessible previously only via molecular dynamics simulation. The full solution to the kinetic model for arbitrary shear rates requires substitution of the formal solution ͑5.7͒ into Eq. ͑5.10͒ for P xy c (a). While the velocity integrals are explicit and Gaussian, the remaining integrals pose a multidimension task that is difficult to implement in the self-consistent calculation of P xy c (a) and ␣(a). Instead, we obtain a reasonable estimate for P xy c (a) by using a first Sonine approximation for f in Eq.
͑5.33͒
The coefficient C can be identified by requiring that the moments of this trial function with respect to V i V j should be the same as those for the exact distribution,
͑5.34͒
With this approximation, the evaluation of P c is similar to that of the tensor A(a), 
The self-consistent determination of P xy c (a) for a given density and a is now a straightforward numerical iteration problem. As a check of this practical approach it is found that the small shear rate behavior is quite good, with exact results through second order in the shear rate. The super-Burnett coefficient P xy c(3) is found to have the same qualitative density dependence and still shows shear thickening above a critical density, now given by n*Ӎ0.78 instead of the more accurate value from Eq. ͑5.21͒ of n*Ӎ0.79. The large shear rate behavior of P xy c (a) depends only on the normalization of f and therefore is the same as described above.
With P xy c (a) and ␣(a) determined self-consistently in this way, the parameters of the formal distribution function ͑5.7͒ are known and any property of interest can be calculated from it, for arbitrary density and shear rate. Figure 1 shows a comparison of (a)/(0) as a function of the shear rate for the high density of n* e ϭ2. Also shown is the corresponding kinetic part. The good agreement indicates that both the kinetic and collisional transfer contributions are given accurately by the model. The chosen density is such that the shear thickening effect due to the collisional transfer parts dominates for shear rates above about 0.3. Figures 2  and 3 show the normal stresses P xx (a)/p(0), etc., as a function of the shear rate at the same density. While there are noticeable differences for the kinetic parts for the xx and zz components, the total normal stress is given quite accurately in all cases. A similar accuracy holds at low density so we conclude that the kinetic model gives a good description of rheological transport throughout the density-shear rate plane.
To test the distribution function itself, we consider the reduced distributions for a single component of the velocity relative to the corresponding local equilibrium distribution, e.g.,
with similar definitions for the y and z component distributions. Since they are defined relative to the local equilibrium distribution, they represent distortions that occur only far from equilibrium. As an extreme case we consider aϭ1. In the chosen units this is a shear rate equal to the collision frequency, which is very large, particularly at high density. Figure 4 shows R x for the moderate density of n* e ϭ0.2.
The agreement is exceptionally good for this highly nonequilibrium state. Figure 5 shows the same comparison for R y . The agreement is less striking but the qualitative features are preserved by the kinetic model, except for velocities exceeding the thermal velocity. Figures 6 and 7 show the corresponding comparisons at the higher density of n* e ϭ0.5, still for aϭ1. This corresponds to a shear rate for which the collisional part of the shear viscosity is about 50% larger than its kinetic part. The predictions of the model are now less reliable, with even the qualitative features of R x given incorrectly, although the model correctly predicts a cusp of R y at V y ϭ0. At sufficiently large density and/or shear rate, the distribution function is no longer positive. To understand this failure, consider the behavior of R y for small ͉V y ͉:
͑5.37͒
Thus R y (V y )Ͻ0 for small ͉V y ͉ whenever A xx Ͼ 2 3 n Ϫ1 a 2 k (a). This failure of the model originates from the approximation to (1ϪP)␦ f ϭ(1ϪP)J E ͓ f l ͔ ͓see above Eq. ͑3.11͔͒, which leads to an anomalous velocity dependence under these extreme conditions. However, this approximation does not affect the moment equation ͑5.8͒, so the transport properties are still given accurately. If a better velocity dependence is required, direct calculation of (1 ϪP)J E ͓ f l ͔ is possible for this case of uniform shear flow.
VI. DISCUSSION
The revised Enskog kinetic theory for hard spheres provides a firm theoretical basis to address a wide range of nonequilibrium phenomena for both fluids and solids, near and far from equilibrium. Recently developed Monte Carlo methods provide the first general means for practical solution to the RET in this broad context. In the present work we have presented a complementary analytical method, using a model kinetic equation closely related to the RET. These two methods have great potential for a new understanding of nonequilibrium systems under conditions accessible previously only by molecular dynamics simulation. Although the RET is limited to hard spheres, many of the physical mechanisms active in more realistic systems occur for hard spheres as well.
The Chapman-Enskog expansion of Sec. IV shows that the kinetic model captures the correct density dependence of the RET for transport near equilibrium. This prediction of density dependence is further reinforced by the exact agreement for the nonlinear transport coefficients considered in Sec. V. The most severe test of the model here has been its prediction of the shear rate dependence of the pressure tensor at high densities, far from equilibrium. Figures 1-3 illustrate the impressive predictive quality under such conditions for both the Monte Carlo simulation method and the kinetic model. This preliminary study of shear flow already has given new insight into the competition between kinetic and collisional transfer mechanisms. For example, it has been noted that the collisional transfer leads to a crossover from shear thinning to shear thickening at sufficiently large shear rates. In this study we have not addressed the stability of uniform shear flow and it is possible that the large shear rate domain considered represents metastable states. It is well established that there is a transition at large shear rates and high densities to an ordered phase which may occur before shear thickening effects dominate. Although it has been suggested that this transition is due to a hydrodynamic instability, and therefore should be predicted by the RET, it has not been seen from the Monte Carlo simulations yet. If some other mechanism is responsible for the transition it is possible that this is not contained in the RET. Further Monte Carlo studies are required to resolve this question.
There is a class of exact solutions to the BGK kinetic model at low density for various types of heat and momentum transport. It is expected that the kinetic model proposed here for the RET can be solved for this class at the same level as described here for uniform shear flow. More interesting perhaps are the new problems relevant only at higher densities. These include flow of two immiscible fluids near a solid boundary where the usual boundary conditions fail at the contact line ͓26͔. This and related boundary layer problems have been studied recently by molecular dynamics simulation but without other theoretical analysis. Other examples of interest occur in the crystal phase, for which there have been few studies to date. Extensions of hydrodynamic descriptions to short wavelengths have been very successful in the fluid phase, and it is expected a similar description based on local elastic constants could be developed for the crystal phase as well using the simplifications afforded by the kinetic model. Finally, there is a new possibility to study the dynamics of metastable fluid and crystal states from a fundamental kinetic theory point of view. Since the theory contains the structural features of metastable states in ͓n͔ ͑the free energy topology͒, such effects as structural arrest for selected initial conditions ͑e.g., the wrong crystal structure, quenched fluid͒ can be considered. The latter are relevant for understanding a possible hard-sphere glass transition and the kinetics of a disordered crystal ͑vacancy diffusion͒. We plan to address some of these topics in the near future.
Finally, we note that both the RET and the kinetic model presented here have been extended to the case of inelastic hard-sphere collisions ͓10,11͔. The corresponding ChapmanEnskog solution for the kinetic model has been used to derive hydrodynamic equations and transport coefficients for rapid granular flow. Such calculations are prohibitively difficult from the RET, without further uncontrolled approximations, but are straightforward from the kinetic model. Application to uniform shear flow at low density also has shown good agreement with direct numerical simulation ͓27͔, so it is expected that its extension to the dense fluid case considered here also yield the same level of accuracy. In this appendix a brief overview of kinetic modeling and moment methods is provided to put in context and to further motivate the specific choice made here. The general kinetic equation is assumed to have the form
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where J͓r,v͉ f (t)͔ denotes the collision operator, specified as a given functional of f that is local in r and t. The discussion here can be generalized to include an external force and to collision operators that are nonlocal functionals.
Moment methods
The simplest class of approximate solutions are those obtained by a representation of f as a vector in a Hilbert space spanned by a complete set of functions ͕ ␣ (v)͖,
where ͕ ␣ (v)͖ is a corresponding biorthogonal set defined by ͐dv ␣ *(v) ␤ (v)ϭ␦ ␣,␤ . Substitution of Eq. ͑A2͒ into Eq.
͑A1͒ gives an infinite set of coupled equations for the coefficients c ␣ (r,t), ‫ץ‬ t c ␣ ͑r,t͒ϩA ␣␤ -ٌc ␤ ͑r,t͒ϭJ ␣ ͓r,t͉ f ͔, ͑A3͒
There is little advantage to this representation unless the matrix A ␣␤ is sparse, i.e., couples only few pairs of functions, and if J ␣ depends only on relatively few coefficients c ␥ . Even in this case approximations are required to close the infinite set of coupled equations. These approximations entail a restriction of the sum in Eq. ͑A2͒ to some finite set ͕ ␣ ;␣S͖ and implies that the solution is being approximated in a corresponding finite dimensional subspace of the Hilbert space. The choice of this set is suggested by the average properties of interest, to ensure that their prediction is included in the approximation considered. Otherwise, the selection of functions ͕ ␣ (v)͖ and subset ␣S requires further analysis of the convergence properties or successive approximations. The best studied example is that due to Grad who chose Hermite polynomials for ͕ ␣ (v)͖ and chose as the approximate finite set those polynomials in the velocity for which the corresponding c ␣ (r,t) are the average mass density, energy density, momentum density, pressure tensor, and heat flux. This 13 moment approximation is reasonable since his interests were in the derivation of hydrodynamics from the conservation laws which relate just these fields.
A variant of this method is to approximate only the collision operator by an expansion in a finite subset of the ͕ ␣ (v)͖:
In this case, the distribution function is not restricted to a finite dimensional subspace, but rather is determined by the solution to Eq. ͑A5͒. The solution is obtained in two steps. First f (r,v;t) is determined ͑trivially͒ as a linear functional of J ␣ ͓r,t͉ f ͔. Next, a nonlinear integral equation for J ␣ ͓r,t͉ f ͔ is obtained from this solution using the definition of J ␣ . These two sets of equations must be solved selfconsistently. The advantage is that the nonlinear integral equation no longer depends on the velocity. This choice of approximating the collision operator rather than the solution to the kinetic equation is the basic difference between the moment methods and kinetic models. Equation ͑A5͒ is one example of a kinetic model.
Linear kinetic models
The construction of kinetic models is most straightforward for linear kinetic theories. Consider some known reference state f 0 and consider small perturbations from this state f ϭ f 0 ϩ␦ f . Then, retaining terms in Eq. ͑A1͒ only to linear order in the small perturbation gives ͑ ‫ץ‬ t ϩv-ٌ͒␦ f ͑ r,v;t ͒ϭI͑ r,v;t ͒ϩL͓r,v͉␦ f ͑ t ͔͒, ͑A6͒
where IϭJ͓ f 0 ͔Ϫ(‫ץ‬ t ϩv-ٌ) f 0 and L is the linear functional of ␦ f obtained from J͓ f 0 ϩ␦ f ͔. To construct a kinetic model the linear functional is first expanded in the complete set of functions
͑A7͒
This is still an exact representation of L. Now separate off the contribution to the double sum from ␣,␤S and make the approximation L ␣␤ →Ϫ␦ ␣,␤ for the ␣,␤ S , 
͑A9͒
This equation can be solved in the same self-consistent way as Eq. ͑A5͒. The proportionality constant is clearly independent of velocity from this analysis, but can be chosen as one of the matrix elements in the complementary subspace, chosen to fit some property ͑e.g., a transport coefficient͒, or to otherwise optimize the approximation. In other contexts ͑percolation theory, lattice gases͒ closely related approximations are called effective medium theories. The linear operator is approximated such that it is exact in the subspace defined by S and approximated elsewhere simply as proportional to the identity operator. This can be summarized in terms of the projection operator P 0 onto this subspace,
where L denotes the linear operator associated with L.
Nonlinear kinetic models
The linear kinetic models are based on a matrix representation of the linear collision operator that is preserved exactly in some subspace and approximated in its complement. Clearly, it can be improved systematically by expanding the dimension of the chosen subspace. For nonlinear collision operators this decomposition into its contributions in two complementary subspaces also is possible,
where P is the projection operator onto the subspace for ␣ S defined in the same way as P 0 ͓the notation is changed to distinguish the choices of ͕ ␣ (v)͖ for linear and nonlinear models, as indicated below͔. The approximation ͑A5͒ corresponds to neglecting the last term on the right side of Eq. ͑A11͒. Instead, it is better to retain some approximation to this contribution. The choice analogous to that of Eq. ͑A10͒
for linear operators is to approximate the collision operator in this subspace as proportional to the identity operator, (1 ϪP)J→Ϫ(1ϪP) f . In contrast to the linear case, we now allow ͕ ␣ (v)͖, P, and to be functionals of f . This gives a great deal more flexibility in the construction of kinetic models, at the price of being less systematic. Let f 0 denote a distribution function that is a functional of f through the constraints that they have the same average values of ␣ *(v) for ␣S,
and choose the basis set to be ͕ ␣ (v)͖ϭ͕ f 0 ␣ (v)͖. Also, let ͓v͉ f ͔ϭ͓ f ͔ϩ␦͓v͉ f ͔, where ͓ f ͔ is independent of the velocity. The kinetic model ͑A11͒ becomes
where we have assumed that ␣ ϭ1 belongs to the set ␣ S, which implies Pf ϭ f 0 . This kinetic model has two velocity dependent functionals, f 0 and ␦, and one velocity independent functional, , as free parameters to optimize simplicity and accuracy. Clearly, a wide range of constraints can be accommodated in such a structure. The emphasis on hydrodynamics and transport in the text suggests the choice of subspace to be that spanned by polynomials in the velocity corresponding to the conserved densities. Then Eq. ͑A13͒ necessarily yields the exact conservation laws. The use of f 0 → f l is a convenient way to incorporate the condition that f 0 ͓vͦf e ͔ϭ f e is the stationary equilibrium distribution, but other choices are possible as well. Finally, the choices for and ␦ have been selected for accuracy of transport coefficients. As seen in Sec. V, better choices may be necessary for the distribution of velocities under extreme conditions. Finally, the connection of this work with that of Ref. ͓7͔ is considered. There are two components to that work, first a moment method approximation and then a kinetic model is proposed to improve that approximation. The moment method approximation is given by a straightforward application of Grad's method: f →Pf , J͓ f ͔→PJ͓Pf ͔, resulting in a closed set of equations obtained from Eq. ͑A3͒ in the subspace of 13 velocity moments. To improve this approximation a kinetic model is proposed, not for J͓ f ͔ but for J͓ f ͔ ϪJ͓ f l ͔:
The first approximation on the second line of Eq. ͑A14͒ corresponds to the choice ␦ f ϭϪJ͓ f l ͔, which is the same as Eq. ͑3.9͒. Hence, this model is more general than that considered here which retains only certain projections of this result for greater simplicity. The approximation in the fourth line of Eq. ͑A14͒ retains only those restricted contributions in the subspace P that are retained in the moment approximation. In this respect it is more limited than the approximation considered here. Thus two different approximations are made, the first leading to more accurate but more complex structure while the second leads to greater simplicity but less accuracy. These differences illustrate the flexibility of kinetic modeling to adapt to both mathematical and subjective constraints. In the present case, both models, that given here and in ͓7͔ appear to give surprisingly good representations of the RET.
APPENDIX B: COLLISIONAL TRANSFER CONTRIBUTIONS
In this appendix some details of the derivation of Eqs. ͑2.15͒ and ͑2.16͒ are given. Let (v) be an arbitrary function of v and consider the integral I ϵ ͵ dv 1 ͑v 1 ͒J E ͓r 1 ,v 1 ͉ f ͑ t ͔͒ Ϫ͉n͑t ͔͒ f ͑ r 1 Ϫ,v 1 ,t ͒ f ͑ r 1 ,v 2 ,t ͖͒. ͑B4͒
Next, we note the identity In this appendix some further details for the calculation of the pressure tensor in Sec. V are given. Consider first the kinetic part P k (a). Substitution of the formal solution ͑5.7͒ into Eq. ͑2.11͒ gives 
͑C1͒
The integrals are easily performed to give the nonzero elements of the kinetic pressure tensor The tensor A occurring in these equations is given by Eq. ͑3.12͒, which for uniform shear flow reduces to
