Abstract-An innovative neuro-fuzzy network appropriate for fault detection and classification in a machinery condition health monitoring environment is proposed. The network, called an incremental learning fuzzy neural (ILFN) network, uses localized neurons to represent the distributions of the input space and is trained using a one-pass, on-line, and incremental learning algorithm that is fast and can operate in real time. The ILFN network employs a hybrid supervised and unsupervised learning scheme to generate its prototypes. The network is a self-organized structure with the ability to adaptively learn new classes of failure modes and update its parameters continuously while monitoring a system. To demonstrate the feasibility and effectiveness of the proposed network, numerical simulations have been performed using some well-known benchmark data sets, such as the Fisher's Iris data and the Deterding vowel data set. Comparison studies with other well-known classifiers were performed and the ILFN network was found competitive with or even superior to many existing classifiers. The ILFN network was applied on the vibration data known as Westland data set collected from a U.S. Navy CH-46E helicopter test stand, in order to assess its efficiency in machinery condition health monitoring. Using a simple fast Fourier transform (FFT) technique for feature extraction, the ILFN network has shown promising results. With various torque levels for training the network, 100% correct classification was achieved for the same torque levels of the test data.
I. INTRODUCTION

M
ODERN engineering technology is leading to increasingly complex machinery with ever more demanding performance criteria. A constant need in prolonging service life and manufacturing yields for global competition calls for an even higher standard in structural reliability. At another extreme, the maintenance and sustainment of aging capital-intensive infrastructures demand innovative technology in condition-based maintenance. A downsized workforce, a declining maintenance budget, and a desire for a "better, cheaper, and smarter" solution have further complicated the risk management decisions. However, currently used diagnostic systems that rely primarily on ingenious sensor innovations or healthy redundant sensor placements to provide early warning are costly, vulnerable and computationally expensive to validate. Specialized nondestructive testing equipment and procedures Manuscript received July 23, 1999 ; revised March 28, 2001 . This paper was recommended by Associate Editor P. K. Willett.
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are often local in nature, heavy, passive, and labor-intensive. State-of-the-art on-board vibration monitoring systems (VMSs) in sophisticated defense vehicles and civic structures serve to collect only vibration spectra or acoustic emissions for off-line analysis. Needless to say, time-critical decisions due to catastrophic failures are often left unresolved. To increase the ability to promptly detect and predict impending failures and catastrophic breakdowns in the complex interrelated structures of plants, vehicles, and processes, a fundamental health usage monitoring (HUM) system using newly emerging computational intelligence technologies was proposed [1] . This system was solely based upon the nondestructive analysis of vibration signatures and acoustic emissions. This model-free integrated approach advanced from frequency analysis and learning theory provided analytical redundancy with respect to the conventional fault detection, identification, and accommodation (FDIA) methodologies that mandate an established high-fidelity dynamic model. The decisions made were then interpreted in order to facilitate expert maintenance procedures for emergency services as well as routine checkups [2] . In the machinery health monitoring system proposed in [1] , pattern classification is a key component in identifying failure modes induced from the monitored systems. Service and maintenance can be promptly and correctly performed if the pattern classifier makes an accurate decision. While operating, mechanical components generate some physical parameters, such as temperature or pressure variations, electromagnetic fields, acoustic emissions, or vibration spectra, which contain information about the state of the machinery health. These physical behaviors are sensed by a transducer array to obtain data which is used for failure diagnosis and prognosis. Using pattern classification techniques, signatures (like natural frequency, mode shape, or curvature shape) can be extracted from the data that contains information about machine defects and their causes. With the accurate decision making of a classifier in a monitoring system, machine maintenance can be performed before catastrophic failures occur.
When a machine is operating properly, the physical symptoms, such as vibrations, are generally small and constant. However, when faults develop which lead to significant variations in process dynamics, the physical signatures (e.g., power spectrum density, natural frequency, and mode shape) also vary. To detect these changes, classical off-line iterative learning classifiers are proposed to supervise the monitored system [1] , [3] , [4] . These classifiers have a drawback in that they generally require a long training time. In addition, gradient-type classifiers often get stuck at local minima and are unable to achieve an optimum solution. Furthermore, while operating, it is possible that novel failure modes are evolving while a monitored system is running. These faults could be significantly different from those known to the classifier. These new classes of defects need to be promptly detected and distinguished from those that have been trained to the classifier. Often, the monitored system generates multiple defects simultaneously. Identification of these multiple defects is also needed in order to perform correct actions for maintenance. Conventional statistical or neural classifiers share known deficiencies in coping with the problems listed above [5] - [8] . In this paper, we propose an effective fuzzy neural network capable of solving the above problems and appropriate for a condition-based health monitoring system. The proposed network advanced from fuzzy ARTMAP architecture [9] incorporates the Gaussian membership functions and provides continuous health monitoring based upon vibration signatures.
For the completeness of the presentation, the remainder of this paper is organized as follows. Section II provides a brief literature survey for pattern classification based on various approaches. The comprehensive understanding of the problem statement and deficiencies of existing literature then leads to the clearly defined objectives of this study given in Section III. Then, the proposed network architecture and the learning rule are introduced in Section IV. To demonstrate the effectiveness and efficiency of the proposed network, numerical simulations and benchmark comparisons are presented in Section V. Finally, Section VI provides some concluding remarks and future research directions.
II. LITERATURE REVIEW
Pattern classification forms a fundamental solution to different problems in real-world applications. The function of pattern classification is to categorize an unknown pattern into a distinct class based upon a suitable similarity measure. Thus, similar patterns are designated to be in the same class while dissimilar patterns are classified into different classes. Engineers and scientists have developed various methodologies to deal with classification problems. These conventional classification techniques make use of statistical decision theory, neural network theory, and fuzzy set theory. Because of their simplicity, statistical approaches, such as Bayesian classifiers [10] , are still widely used. To handle more complex classification problems, neural network classifiers, such as the multilayer perceptorn network (MLP) [11] , the learning vector quantization (LVQ) [12] , and the radial basis function network (RBFN) [13] - [16] with the abilities of parallel computation and nonlinear mapping have been shown to be more suitable because of their learning and generalization abilities. A third classification technique incorporating fuzzy set theory [17] to handle vague information has been extensively applied to pattern classification. The main advantage of fuzzy classification techniques, such as fuzzy-rule-base methods [18] , fuzzy c-means [19] , fuzzy k-nearest-neighbor [20] , [21] , and fuzzy decision tree [22] , lies in the fact that they provide a soft decision which is a value that describes the degree to which a pattern fits with a class.
The synergetic integration of neural networks and fuzzy sets is also an active area for pattern classification research. A growing number of researchers have designed and examined various forms of fuzzy-neural or neuro-fuzzy networks. The idea is to merge the capabilities of model-free and trainable systems, parallel computation, and noise tolerance of neural networks with the ability of dealing with imprecise situations of the fuzzy set theory. The integration of neural networks and the fuzzy set theory results in a classifier that has useful properties of both neural networks and fuzzy sets. The combination of neural networks and fuzzy sets forms a hybrid network that handles pattern classification problems very effectively and efficiently. Because of their massive parallel computational units, neural networks have the advantage of fast computation so that it is possible to process real-time estimation of extensive information. The benefit of fuzzy systems lies in their ability to handle the unclear data usually experienced in real-world problems [17] . Fuzzy neural networks have shown to be very advantageous in dealing with realistic problems in real-life. Some examples of fuzzy neural networks and neural-fuzzy systems for pattern classification problems are: knowledge-based fuzzy MLP [23] , neural-network-based fuzzy classifier [24] , neuro-fuzzy system [25] , adaptive neural fuzzy inference system [26] , on-line self-constructing neural fuzzy inference network (SONFIN) [27] , fuzzy min-max neural network [28] , fuzzy ART neural network [29] , fuzzy ARTMAP neural network [9] , Gaussian ARTMAP neural network [30] , and RBF fuzzy ARTMAP neural network [31] .
While the other networks cannot learn incrementally, the fuzzy ARTMAP learns new knowledge without having to relearn all the patterns. This concept is appropriate for detecting new faults in machine health monitoring online.
The main concept of the fuzzy ARTMAP is that input patterns are presented to fuzzy ART to be clustered into groups while the corresponding targets are presented to fuzzy ART also to be clustered into groups. (Fuzzy ART and fuzzy ART are defined in the fuzzy ARTMAP architecture [9] .) Then the two modules are mapped to correct input and output pairs via a map field module. The fuzzy ARTMAP learns to classify inputs by a fuzzy set of features or a pattern of fuzzy membership values between 0 and 1. A hyperbox is used to represent a decision boundary of the input space. Its minimum point and its maximum point define a hyperbox fuzzy set. A membership function is defined with respect to the hyperbox minimum and maximum values in each dimension. Extensive details of the fuzzy ARTMAP neural network are discussed in [9] . Despite the beneficial property of on-line incremental learning, some drawbacks of the fuzzy ARTMAP neural network presented in the literature are as follows:
1) It has no mechanism to avoid overfitting and hence should not be used with noisy data. 2) In the fuzzy ART system, full membership functions are allowed to overlap for each hyperbox, leading to the confusion of decision making (for example a pattern can have full membership in two classes at the same time).
3) It has too many parameters to tune in the network.
Due to above deficiencies, we propose a new network that will adapt to vibration monitoring. The details of specific objectives are given in Section III.
III. OBJECTIVES OF THE RESEARCH
The primary objective of this study is to develop a methodology for pattern classification appropriate for machinery condition-based health monitoring applications. This proposed new classifier, advanced from the concepts of the fuzzy ARTMAP concerning on-line incremental learning, is called an incremental learning fuzzy neural (ILFN) network. To overcome some of known deficiencies of statistical classifiers, neural classifiers, fuzzy classifiers, and fuzzy-neural network classifiers, the ILFN classifier incorporates the following features.
1) A Hybrid Supervised and Unsupervised Learning Algorithm:
A supervised learning algorithm [9] , [11] - [14] , [32] is used when the corresponding targets are known. On the other hand, when the corresponding target is not available, an unsupervised learning algorithm [12] , [16] , [19] , [20] , [28] - [32] is adopted for on-line learning.
2) Fast, On-Line, One-Pass, Incremental Learning: Many well-known neural networks and conventional pattern classification techniques use off-line (or batch) learning, which assumes all training patterns and their targets are given. On the other hand, for on-line learning only one training pattern is needed at a time. Thus, on-line learning requires less memory than off-line learning does. Off-line learning tends to use longer training time. A one-pass learning algorithm has training patterns presented to the classifier only once. Incremental learning defines the capability of learning new classes and quickly refining existing classes without forgetting learned information.
3) Ability to Detect New Classes and Label Them Differently from the Existing Corresponding Targets: In some machinery health monitoring systems, such as VMSs, unanticipated fault patterns may develop while the systems are operating. These new patterns need to be promptly detected and learned by the classifiers in order to prescribe a correct action for maintenance. After training, traditional classifiers cannot detect the difference between the learned fault patterns and unseen fault patterns. They often classify the new patterns to the closest learned patterns even when they are significantly different. This may lead to a misunderstanding and cause incorrect service.
4) Ability to Build Decision Boundaries that Separate Nonlinear Separable Problems:
Many neural classifiers have overcome the nonlinear separable problems. This new classifier should also provide the ability to build the decision boundaries to separate both linear and nonlinear separable classes.
5) Ability to Make Decision Boundaries of all Overlapping Classes: Bayesian classifiers are generally used to classify overlapping classes; however, constructing the Bayesian classifiers requires knowledge of the probability density function for the classes. Even if the probability density function for each class is unavailable beforehand, the proposed classifiers should be able to classify overlapping classes by employing Gaussian neurons with adaptable variances.
6) Nonparametric Classifier: Parametric classifiers need a priori information about the probability density functions of an input pattern space; on the other hand, nonparametric classifiers do not require a priori information available [28] .
7) Ability to Provide Both Soft and Hard Classification Decisions:
A hard decision means that a given pattern either belongs to or does not belong to a specific class prototype. In contrast, a soft decision allows a given pattern to belong to more than one class prototype with different membership grades [28] . It is possible to detect multiple defects in monitored systems if a soft decision is used.
8) Few Tuning Parameters:
Tuning parameters are used for controlling a learning process, and there should be as few parameters as possible to tune in the system [28] .
IV. NETWORK ARCHITECTURE AND CLASSIFICATION ALGORITHM
The ILFN network is advanced from the fuzzy ARTMAP basic idea of on-line and incremental learning behavior. The architecture of the ILFN network is similar to the fuzzy ARTMAP; however, in details, the ILFN network operations are completely different from the fuzzy ARTMAP. While the fuzzy ARTMAP uses hyperbox membership functions, the ILFN network employs Gaussian membership functions that can prevent full membership of overlapping classes. The ILFN network architecture is detailed as follows.
The architecture of the ILFN network is distinguished by two different modes: a supervised learning mode (as shown in Fig. 1 ) and an unsupervised learning mode (as shown in Fig. 2 ). The two modes have differences only in the controller module and the target labeling module. Whereas the supervised learning mode requires pairs of input and target of patterns to construct prototypes of the network, the unsupervised learning mode uses the target labeling module to assign the target class for a given input pattern.
The ILFN network has four layers: 1) one input layer; 2) one hidden layer; 3) one output layer; 4) one decision layer, as shown in Figs. 1 and 2. Generally, the first three layers of the system are composed of two subsystems: an input subsystem and a target subsystem. These subsystems are linked by three connections: 1) the controller module in the hidden layer; 2) the pruning modules in both the input subsystem and the target subsystem of the output layer; 3) decision layer which is the link between the membership module in the input subsystem and the target module in the target subsystem. The following sections present the details of the input subsystem, the target subsystem, the controller module as well as the fourth layer, the decision layer. Fig. 3 illustrates the input subsystem of the ILFN classifier. The input subsystem is composed of three parts:
A. Input Subsystem
1) a variable in the input layer; 2) a Gaussian membership function variable weight in the hidden layer; 3) a pruning module and a membership module in the output layer. In the input layer, an element of an input vector connects to each neuron. Neurons of the input layer are fully connected to neurons of the hidden layer via a dynamic synaptic weight matrix , whose rows represent prototype vectors which are the centroids of radial basis functions in the hidden layer. is a trainable weight using learning rules that will be discussed later.
grows when a new prototype is detected. Additional rows are added to each time a neuron is added to the hidden layer.
In the hidden layer of the ILFN network, Gaussian membership functions are used. The Gaussian functions are centered on the mean vectors of clusters which are called prototypes of the input pattern space. The Gaussian membership functions are employed to fuzzify the input vectors , into membership values , with respect to the distance measure between the input vectors , and the existing prototypes. The membership function at the th neuron , is defined by the following equation:
(1) where denotes the Euclidean distance which is used as a similarity measure between two vectors. The weight vector between the input layer and the th hidden neuron is the center or mean vector at the th neuron in the hidden layer. represents the standard deviation of the th neuron in the hidden layer. The membership function of the hidden layer is used to fuzzify the distance between a given input vector and the th centers into a real value which represents the degree of similarity between and . The membership functions produce localized, bounded, and radially symmetric kernels. The value of these membership functions monotonically decreases as the distance from the function's center increases.
In the ILFN network, a class may have several prototypes. These prototypes have different degrees of belonging assigned to a pattern. Only one prototype with the highest degree of belonging is needed to represent a pattern. The prototypes with lower degrees of belonging generate redundant classes. To eliminate redundant classes, the pruning module is used in the output layer of the ILFN network. Instead of passing many duplicated classes, only distinguished classes are passed to the membership module. This makes the system easier for human users to interpret the output.
The pruning procedure of the ILFN network is different from usual pruning procedures that eliminate insignificant neurons or weights [23] . The pruning module used in the ILFN network is a short-term memory. Thus, it performs separately for each input pattern.
In addition, the pruning module in the input subsystem and the pruning module of the target subsystem work in the same way. From each prototype, the maximum membership value in the input subsystem is selected to represent the degree of similarity with respect to a class in the target subsystem.
The membership module in the output layer of the input subsystem receives information transmitted from the pruning module and passes it to the decision layer. The information stored in the membership module is a short-term memory, which means that the information in the membership module differs for different input vectors. Each membership value in the membership module indicates the degree of similarity of an input vector with respect to the target classes of the classifier. The membership values are then mapped in the same order of indexes to classes in the target module in the target subsystem via the decision layer. 
B. Target Subsystem
The target subsystem of the ILFN classifier is depicted in Fig. 4 . Each neuron of the input layer in the target subsystem is fully connected to each element of a target vector. A synaptic weight matrix , which needs no training, is used to connect the neurons of the input layer to the neurons of the hidden layer. An additional row is added to when a neuron is added to the hidden layer. These hidden neurons of the target subsystem are activated by linear functions.
As in the input subsystem, the pruning module of the output layer in the target subsystem is used to eliminate redundant classes in the hidden layer. Instead of passing many duplicate classes, only classes with prototypes that have the highest degree of membership for a given input are passed to the membership module. As mentioned before, the pruning module in the target subsystem works the same way as the pruning module in the input subsystem does.
The target module, which is in the output layer of the target subsystem, receives information passed from the pruning module and submits it to the decision layer. Each neuron of the target module is a class or a target of an input vector. The target module is a short-term memory as is the membership module of the input subsystem. In the same order of indexes, the target module is then mapped to the membership module of the input subsystem via the decision layer.
C. Controller Module
The controller module is used to control the growth of neurons in the hidden layers of both the input subsystem and the target subsystem. It operates differently in the controller module in supervised learning mode and unsupervised learning mode.
In the supervised learning mode, there are three components in the controller module: two comparators and one AND gate. One comparator is used to compare the winning membership value from the hidden layer of the input subsystem to the threshold . The output of this comparator becomes "true" if the winning membership value is smaller than the . This implies that the input vector is significantly different from all existing prototype vectors. The output is sent to one input of the AND gate. Another comparator, which has two inputs, is used to compare the desired target to the predicted output which is stored in the hidden layer of the target subsystem. The output of the comparator becomes "true" if both the desired target and the predicted output are the same. It is sent to another input of the AND gate. If both inputs of the AND gate are "true," its output becomes "true." This allows the system to add one more neuron to the hidden units. In other words, the system generates more neurons whenever the membership value of the winning neuron is smaller than the threshold and the desired target and the decision output are the same.
In the unsupervised learning mode, the controller module of the ILFN classifier has only one component which is a comparator. The comparator is used to compare the winning membership value in the hidden layer to the threshold . The output of this comparator becomes "true" if the winning membership value is smaller than . If the output of the comparator is "true," meaning that a new category is detected, the system adds a new neuron to the hidden layer using the input pattern as the new prototype, then the target labeling module distinguishably assigns a corresponding target to the new prototype.
In addition to a comparator, the controller module in the unsupervised learning mode also has a target labeling module used to assign a target for a new prototype. The target labeling module receives one input from the output of the controller module in the hidden layer of the target subsystem. This input from the controller module tells the target labeling module to assign a target when a new neuron is added to the system. Another input of the target labeling module, representing targets of prototypes, is used to check the existing targets in order to assign a new target that differs from the existing targets.
D. Decision Layer
The decision layer is used to map the membership values in the membership module of the input subsystem to the target classes in the target module of the target subsystem. The output from the decision layer is the output of the system. The decision output can be interpreted as a soft decision or a hard decision. For the soft decision, the decision output assigns different membership values to the pattern classes or prototypes. This allows a given pattern to belong to more than one class with different degrees of similarity measure. For the hard decision, the decision output selects only one class with the highest membership value.
E. ILFN System Dynamics
Both and are allowed to grow when the system detects new classes. However, only can adaptively change its information or learn new prototypes. At the initialized state, there are no neurons in the hidden layer. The first neuron in the hidden layer is set up after the first input vector is presented to the input subsystem of the network while the first target vector is presented to the input layer in the target subsystem. Then, both and set up the first neuron using and , respectively. The next input vector is compared to the existing prototype. If there is a significant difference (depending on the threshold ), then a new neuron is added to the hidden layer; is added to , and is added to . On the other hand, if the input vector meets the similarity criterion then, instead of adding a new neuron, the learning process is performed. The and other parameters are updated to include the new data in the existing prototypes.
F. Learning Process
The learning process takes place only in the hidden layer. It adapts the synaptic weight and updates the variables re-garding the pattern clusters of the input space. In the learning process, each input vector from the input space is fuzzified to a membership value at each node of the hidden layer with respect to the distance measure between input vector and the synaptic weight matrix . The winning node of the hidden layer is determined by the defuzzification process using the fuzzy OR operation defined as winner (2) winner index (3) where if if . Only the parameters of the winner node (i.e., th neuron) including count, mean, and standard deviation are updated, while other losing nodes remain the same, as follows:
where a parameter with the subscript "old" represents that parameter before updating and a parameter with the subscript "new" represents that parameter after updating. represents the number of patterns that have been counted into the th prototype. The mean , the center, or the th prototype, is a row in the synaptic weight . The standard deviation will be used to indicate the spread of the data in the th prototype.
is the initial standard deviation representing the isotropic spread in pattern space of a new category for the first sample.
is usually chosen small enough (e.g., a value between 0.001 and 0.05) to include only the pattern that is setup for the new prototype. After the patterns near the prototype are included in the same prototype, the standard deviation is updated accordingly.
Equations (4)- (6) are learning rules used to update the prototype variables in the input subsystem. The number of patterns belonging to each cluster is updated by (4) . By knowing the previous centers and the number of patterns that belong to a cluster, new centers can be calculated by (5) . The estimated standard deviations [30] can be calculated if the previous standard deviation and the number of the patterns belonging to a cluster are known. Estimated standard deviations, which are the spread of the Gaussian membership functions, are determined by (6) .
G. Decision Boundaries
The purpose of pattern classification is to determine to what class a given sample belongs. Through an observation or measurement process, a set of numbers which make up the observation vector is obtained. The observation vector serves as the input to a decision rule by which the sample to one of the given classes is assigned. The decision boundaries of the ILFN network distinguish among prototypes in the Voronoi tessellation [12] . Each prototype has its own region separated by the decision boundaries. Since the ILFN classifier uses Gaussian-type membership functions with different standard deviations, the soft decision boundaries of the ILFN classifier are quadratic. However, the hard decision boundary between the neighboring prototype vectors is a hyperplane containing the points that have the same degree of the membership value, as shown in Fig. 5 . Fig. 5 shows the decision boundaries among prototypes of the ILFN network in which dotted circles indicate the spread of statistical data for each prototype.
H. Classification Algorithm
The ILFN network can learn in two different ways: 1) supervised learning, which requires both input patterns and corresponding targets and 2) unsupervised learning, which requires only input patterns without corresponding targets and in which the target labeling module will assign appropriate class labels. The classification algorithm of the ILFN classifier is listed as follows:
Step 1) Set the user-defined threshold parameter , the initial standard deviation , and the maximum number of patterns allowed in each cluster.
Step 2) Retrieve the first input pattern -Use the first input pattern to set up the first prototype (or mean) to . -Set the number of patterns for the first node to be 1. -Set the standard deviation equal to the initial standard deviation, . -Set a new neuron to using the first target to be the corresponding target of the prototype in .
Step 3) Retrieve the next training sample with an input and target.
Step 4) Measure the Euclidean distance between the input and the prototype .
Step 5) Calculate membership values for each node using the Gaussian-type radial basis function.
Step 6) Assign membership values to each node. The current input pattern has different degrees for each node or prototype. For each class, select the maximum membership value from each prototype to represent the degree of similarity with respect to that class. Step 7) Identify the largest membership using the fuzzy OR operator.
Step 8) For the winning node:
If there is the corresponding target (i.e., supervised learning mode):
a) If the winner is larger than and the target is the same value as at the winner node then update weight , the standard deviation, and the number of patterns belonging to this node. b) If 1) is not satisfied, then: -Set a new node center for using the input pattern . -Set the number of patterns for the new node to be 1. -Set the initial standard deviation to the new node. -Add a new neuron to using the new target as the corresponding target of a new prototype in .
If there is no corresponding target (i.e., unsupervised learning mode):
a) If the winner is larger than and the number of patterns is less than the maximum number of allowed patterns, then update the weight , the standard deviation, and the number of patterns belonging to this node. Identify the class output which is stored in at the same index of the winner node of . b) If the winner is smaller than , then: -Set a new node center for using the input pattern . -Set the number of patterns for the new node to be 1. -Set the initial standard deviation to the new node. -Add a new neuron to and assign a new target as the corresponding target of a new prototype in . (The assigned new target must be significantly different from the existing targets already stored in . For example, if there exist targets in , the new target should be "4," that is becomes .)
Step 9) If there are no more input patterns, then stop. Otherwise, go to Step 3. Usually, if the user knows both input patterns and their targets, the network is trained in the supervised learning mode. After supervised training, the network is used in a pattern classification system. The ILFN network can detect new categories that have not been trained. When the system detects new categories, it employs the unsupervised learning mode by using the target labeling module to assign the corresponding targets to the input patterns. The targets that are assigned to the novel prototypes are significantly different from the existing targets in the target module.
V. SIMULATIONS AND RESULTS
To demonstrate the performance of the ILFN classifier, numerical simulations were used in our experiments. The simulation programs were written to run under MATLAB on a Pentium 233MMX PC. Three data sets were used for training and testing the classifier in our studies. The first benchmark data set was the well-known Fisher's Iris data set [33] . The second data set was a vowel data set [34] . The vowel data set is electronically available from the connectionist benchmark collection at Carnegie Mellon University, Pittsburgh, PA [35] . For the first two data sets used in this study, the results have shown that the ILFN classifier is capable of learning on-line real-time in only one pass through all training data. In addition, the prediction capability of the ILFN classifier was found to be as good as or even better in many cases than many existing classifiers. With the ability of fast, one-pass, on-line, real-time, incremental learning, the ILFN network is found to be applicable in real-world applications. The last and most important data set was a time-series vibration data set known as Westland vibration data [36] . The details of the three experiments are as follows.
A. Fisher's Iris Flower Data Set
The Fisher's Iris flower data set consists of 150 patterns and four features: 1) sepal length; 2) sepal width; 3) petal length; 4) petal width. The four features describe the shape and size of the irises. Each pattern in the data set falls into one of three classes: 1) Setosa; 2) Versicolor; 3) Virginica; with a total of 50 patterns per class. For the purpose of this experiment, we will call them Class 1, Class 2, and Class 3, respectively. Class 1 is linearly separable from the other two. However, Class 2 and Class 3 are not linearly separable from each other. Fig. 6(a) shows the scatter plot of Iris data for sepal width and length features. It is worth noting from the plot that Class 1 can be easily separated from Class 2 and Class 3. However, Classes 2 and 3 seem very difficult to separate since there is an overlap between them. Moreover, in Fig. 6(b) , the petal width and length features are plotted showing that Class 1 is very well separated from Class 2 and Class 3. Again, Class 2 and Class 3 remain overlapped [33] .
1) A Comparison Between the ILFN Classifier and the Fuzzy ARTMAP:
In this study, the training data set was composed of the first 25 patterns of each class, while the testing data set was composed of the remaining 25 patterns of each class. Twenty trials were performed. For each trial, the presentation order of the training data was randomly selected. To compare the performance of the ILFN network with a similarly supervised on-line incremental learning classifier, the fuzzy ARTMAP neural network was used. The ILFN classifier and the fuzzy ARTMAP were trained with the same training data set. Then, both networks were tested for generalization using the same testing data. For the parameters of the ILFN classifier, the initial standard deviation was set to 0.001 and the threshold was set between 0 and 1. When given the same order of presentation of this data set, the ILFN network yields the same number of hidden neurons and the same classification performance independent of chosen. The parameters of the fuzzy ARTMAP were set as follows: the vigilance parameters and , and the learning rate . The results of the study are shown in Table I .
From Table I , using the testing data, the IFLN achieved a maximum of 98.67%, an average of 96.268%, and a minimum of 93.33% correct classification. On the other hand, the fuzzy ARTMAP classifier achieved a maximum of 96%, an average of 93.467%, and a minimum of 90.67% correct classification. Moreover, the ILFN classifier used only one-iteration learning through all training data while the fuzzy ARTMAP used one to four iterations to learn the training patterns. However, both algorithms used training times within only a few seconds. For this data set, the number of nodes of the ILFN classifier was not sensitive to the threshold value ; thus, different values of (between 0 and 1) yielded the same number of hidden neurons and the same performance of correct classification. For the fuzzy ARTMAP, the number of hidden neurons was very sensitive to the choices of vigilance parameters; and . Table II shows the classification performance among other classifiers using the Fisher Iris data. The classifiers in row one to row six, reported by Simpson [28] , show that most of the classifiers were able to predict testing data with the number of incorrect classification from two to four. (See details in [28] on how to construct the training and the testing data for these experiments.) It is worth mentioning that those classifiers, except the fuzzy min-max classifier, cannot learn on-line. The fuzzy min-max classifier, which is an unsupervised algorithm, uses hyperboxes for representing the input distribution. On the other hand, the ILFN classifier uses the localized Gaussian function which is more appropriate to represent the distribution of data space [30] . The summary results of the ILFN network and the fuzzy ARTMAP in this study are also included in the last two rows of Table II .
2) Comparisons Among Other Classifiers:
B. Vowel Recognition Data Set
For the Deterding vowel recognition data [34] , four male and four female speakers were used for training, and an additional four male and three female speakers were used for testing. The data set is in ten-dimensional input space with 528 samples for the training set and 462 samples for the testing set.
Due to the nature of the vowel data set, which is extremely difficult to separate, a wide range of threshold values was used. In our study, which uses different thresholds ranging from 10 down to 10 , the ILFN classifier generated hidden neurons ranging in number from 127 down to 78, as shown in Table III . Larger thresholds allowed the classifier to create more neurons than smaller thresholds. However, the larger number of neurons in the hidden layer does not imply a better performance in predicting the testing data. Table III shows the ILFN classifier performance on vowel data using different values of the threshold . The classifier performed on the test data in various percentages of correct prediction. When using the threshold of 10 , 127 hidden nodes were generated and the correct prediction of testing data was only 52.81%. When using the threshold of 10 , only 101 hidden nodes were generated and the correct prediction of testing data was improved to 54.98%. Using the threshold of 10 , the ILFN classifier was able to classify with the best generalization of 57.36% for the number of hidden nodes of 90. Again, when thresholds smaller than 10 were used, the percent of correct prediction decreased gracefully. The proposed IFLN classifier was trained in one pass through all data with an average training time of less than 2 s.
The vowel classification using various nonlinear classifiers is shown in Table IV . The comparison study was performed by Robinson [37] . In Robinson's study, the best results with the correct prediction of 56% were obtained using the nearest neighbor classifier. The IFLN can achieve 57.36%.
C. Westland Vibration Data Set
This data set consists of vibration data recorded using eight accelerometers mounted on different locations on the aft main power transmission of a U.S. Navy CH-46E helicopter. The CH-46E Chinook is a twin-rotor, fore/aft transmission rotorcraft powered by two turbine engines. The data set was archived at the Applied Research Laboratory (ARL) of Penn State University. The vibration data set was collected by using an International Recording Instruments Group analog tape recorder and a single mixbox and aft main transmission installed on a test stand and run at nine different torque levels (i.e., 100%, 80%, 75%, 70%, 60%, 50%, 45%, 40%, and 27%). While collecting the data, only one faulted component was installed in the mixbox and transmission. Then, vibration data was recorded for many types of faults listed in Table V . Employing a ten-channel data acquisition system, the data was then digitized at a sample rate of 103 116.08 Hz with a 16-bit quantization level and saved in 1.506-MB data files. All together, there are 71 files; each file contains all eight accelerometer signals. The data files used in this study were 1 s data files [36] .
1) Westland Data Characteristics: Fig. 7 (a) and (b) shows two samples of vibration data in the time domain pertaining to Fault Class 2 and Class 3 from Accelerometer 1 of the Westland Data Archive. As clearly seen, it is difficult to discriminate the two raw time-series data. Since the raw time series data provide little information to use for classification, it is preferable to transform the signal from time domain to frequency domain. The vibration signatures in frequency domain are shown in Fig. 8(a) and (b) , which are power spectral density plots of [37] the two signals given in Fig. 7(a) and (b) , respectively. It is easy to see that frequency contents above 20 kHz are less useful. The effective information for classification is in the frequency range of 3 kHz-10 kHz. For the frequency range of 0-12 kHz, Fig. 9 (a) and (b) provide a "zoom-in" version of the power spectrum density plot shown in Fig. 8(a) and (b) , respectively. More sample plots in the frequency domain of 100% torque level of the Westland vibration data are shown in Fig. 10 . noting that data from each sensor alone is not sufficient to classify the fault classes. Moreover, it is easier to classify the data by using all patterns obtained from the eight sensors. Integrating fault patterns from all eight accelerometers is more informative for classification. In this study, most of our experiments used the combined signatures from all eight sensors as training patterns.
2) Using ILFN Classifier on Westland Vibration Data: In our experiments, vibration time-series data was preprocessed using the fast Fourier transform (FFT) technique to transform from the time domain to the frequency domain. A Hanning window of 1024 samples was utilized. We filtered the data with the interested frequency band of 3 kHz-10 kHz, getting a vector for each channel. Vectors from the eight channels were set into one vector ( vector). Then, they were used as training data for the ILFN classifier as well as the other classifiers used in this study. The Fault types and torque levels of the Westland vibration data used in the experiments are shown in Tables VI and VII. The summary results from the experiments are given in Table VIII . Table VIII shows the results from all simulations in our studies. In the simulations of the Westland data set, all torque load levels (i.e., 100%, 80%, 75%, 70%, 60%, 50%, 45%, 40%, and 27%) were used to train the ILFN classifier. Only ten patterns were used for training, and the remaining patterns were used for testing in each torque level. All patterns were used for training when different torque load levels were used for testing. For the last column of Table VIII, the training set was composed from the first ten patterns of each torque level. The threshold value was selected between 0 and 0.7 and the initial standard deviation selected was 0.001. This yielded the same number of hidden neurons and the same classification performance.
In Table VIII , the columns represent the "training data" with different torque levels, and the rows indicate the "testing data" with different torque levels. The percent of correct classification results are interpreted by crossing each column with each row. For instance, 100% correct classification was achieved when the ILFN network was trained by the 40% torque level and was tested by the 50% torque level. The numbers of hidden neurons resulting from the training process of the ILFN classifier are shown in Table VIII in the row "Hidden nodes." These numbers indicate how many prototypes the ILFN classifier has created.
Using ten patterns of the 100% torque level for training, the classifier created eight neurons in the hidden layer. The ILFN classifier obtained 100% correct classification using the remaining data of the same torque load for testing. Moreover, using all 400 patterns of the 100% torque level for training, the ILFN network also created eight neurons in the hidden layer. The other torque levels were used to test the performance of the ILFN network. The correct classification of 71.43% was achieved for the 80% torque load; for the 75% torque load, 81.42% correct prediction was obtained. The ILFN classifier yielded the correct classification of 57.14%, 41.2%, 37.2%, 42.5%, 4%, and 7.4% for torque levels of 70%, 60%, 50%, 45%, 40%, and 27%, respectively.
It is worth noticing that when the same torque level was used both for training and testing, the ILFN classifier achieved 100% correct classification. (Note that testing patterns were different from the training patterns, i.e., obtained from different time series, but they were in the same torque level.) Furthermore, using high torque levels (i.e., 100% and 80%) for training, in the testing phase, the ILFN classifier achieved perfect classification only when the testing patterns from the same torque level were used. However, using 75%, 70%, 60%, 50%, 45%, 40%, or 27% torque level for testing, the ILFN network was able to correctly classify a larger range of torque levels. For example, when the ILFN classifier was trained by using a 50% torque level, 100% correct classification was obtained from the range of 40% through 50% torque levels.
3) Comparisons Among Other Classifiers: More experimental results on Westland vibration data are shown in Table IX , which shows the comparison among the MLP, RBFN, LVQ, and ILFN classifier. This simulation was performed using 200 patterns of 100% torque levels to train each classifier. The testing data sets were composed of the remaining 200 patterns from 100% torque load, 700 patterns from 80% torque, 350 patterns from 75% torque, and 700 patterns from 70% torque load. The data used were 1128-dimensional vectors that were combined from all eight sensors. CPU usage time averaged over 50 runs. The results are shown in Table IX .
The first network was the MLP trained by the Backpropagation with variable learning rates. The MLP was comprised of one hidden layer with ten hidden nodes and one output layer with four nodes. (Output targets are labeled in binary form.) Logsigmoidal functions were utilized in the MLP network. The sum of square error (SSE) goal was set to 0.001. The MLP was trained for 50 trials. To meet the SSE goal, the MLP network used a training time of 475 iterations with 400 s on the average of 50 runs. We noticed that for many trials, the MLP was stuck at some local minima, unable to converge to the specified goal. The second network was the RBF network. Using one-pass self-selection of the hidden centers by a successive approximation method [38] , the RBFN constructed eight hidden neurons in the hidden layer. Then, the output weight was determined using the method proposed by Haykin [14] . The RBFN quickly learned within a single iteration. The third network was the LVQ network. The network was composed of an eight-neuron LVQ layer and a four-neuron linear layer. The maximum training time of the LVQ was set to be 500 iterations. The LVQ used approximately 194 s for training on the average of 50 runs.
The ILFN classifier incrementally learned and generated eight neurons in the hidden layer. The training time was about 4 s within a single iteration. On this data set the ILFN network used a training time approximately 100 times, three times, and 64 times faster than the MLP, the RBFN, and the LVQ, respectively. For the generalization capacity, it was shown that the ILFN classifier was competitive with the LVQ. In Table IX,  both the ILFN classifier and the LVQ were able to classify the TABLE VI  FAULT TYPES AND TORQUE LEVELS OF WESTLAND VIBRATION DATA USED IN THE EXPERIMENTS   TABLE VII  TORQUE LEVELS AND THE NUMBER OF PATTERNS USED IN THE EXPERIMENTS 100%-torque-load testing data with 100% correct classification. The percent correct classification of the two networks was reduced to 71%, 74%, and 57% when using 80%, 75%, and 70% torque load for testing, respectively. However, considering the capability of on-line, real-time, incremental learning, the ILFN network was superior to the LVQ. Moreover, based on generalization and fast on-line learning ability, the ILFN classifier was superior to the MLP and to the RBFN off-line learning algorithms. This result emphasizes that the ILFN classifier is suitable for machinery condition health monitoring systems which require a fast on-line real-time learning algorithm.
4) ILFN Learning Simulation in an Unsupervised Learning Mode:
To study the ability of the ILFN classifier in an unsupervised learning mode, which is usually used when the ILFN network is monitoring a system, we used 100% torque load to train the ILFN network. First, only a "No Fault" class was trained to the network. Acting as a monitoring system, the ILFN classifier repeatedly received unseen patterns in order to classify them. The ILFN network was able to detect new classes. It learned the incoming faults by creating new neurons and designating new targets for the unseen patterns that were significantly different from the patterns that had been learned. Table X illustrates the performance of the ILFN network in an unsupervised learning mode. In Table X , first the ILFN classifier was trained using class "No Fault" with the corresponding target "0000." Then, patterns from Fault 8, Fault 5, Fault 2, Fault 3, Fault 6, Fault 7, and Fault 4 were presented to the ILFN network without corresponding targets. The ILFN network assigned targets to be "0001," "0010," "0011," "0100," "0101," "0110," and "0111," respectively. In order to have different targets with the existing targets, first the ILFN classifier checked the existing targets finding the highest number in the target module. Then, using the increment of the highest number by one, the ILFN classifier assigned the new target to the incoming pattern.
VI. CONCLUSIONS
A new algorithm based on fuzzy neural networks called incremental learning fuzzy neural (ILFN) network has been developed for pattern classification. The ILFN classifier employs a hybrid supervised and unsupervised learning scheme to generate its prototypes. The network is a self-organized classifier with the capability of adaptively learning new information without forgetting existing information. The classifier can detect new classes and update its parameters while monitoring a system. Moreover, it utilizes fast real-time on-line learning without knowing a priori information. In addition, it has the capability to make both soft (fuzzy) and hard (crisp) decisions and is able to classify both linear separable and nonlinear separable problems.
The network is a synergetic integration of fuzzy sets and neural networks. It employs the fast parallel computation and learning capability of neural networks. In addition, fuzzy set theory adds the ability to represent and manipulate imprecise information.
Three benchmark data sets (the Fisher's Iris data set, the Deterding vowel data set, and the Westland vibration data set) were used in simulations to demonstrate the performance of the ILFN classifier. Comparisons between the ILFN classifier and some existing methods were made. The results show that, in terms of classification performance, the ILFN classifier is competitive with or even better than many well-known classifiers, including the MLP, the RBFN, the LVQ, and the Fuzzy ARTMAP classifier. Additionally, in terms of training time, the ILFN network is superior to classical classifiers. Furthermore, the on-line, real-time, one-pass, incremental learning behavior allows ILFN network to detect new classes and update its parameters without using old data to retrain the network. The ILFN classifier, acting as a component in a monitoring system, was used extensively to investigate the Westland vibration data. The results from the simulation studies have shown that the real-time and on-line ILFN classifier is efficient for fault classification and identification in machine condition monitoring.
Several qualitative issues of the ILFN classifier remain to be investigated in the near future. The important issues include 1) convergence analysis of the incremental learning rule ; TABLE VIII  PERCENT CORRECT CLASSIFICATION OF THE ILFN CLASSIFIER FOR THE WESTLAND VIBRATION DATA WITH DIFFERENT TORQUE  LEVELS FOR TRAINING AND TESTING   TABLE IX  PERCENT CORRECT CLASSIFICATION OF THE MLP, RFBN, LVQ, AND  ILFN NETWORK, TRAINED BY 100% TORQUE LEVEL, AND TESTED BY  DIFFERENT TORQUE LEVELS   TABLE X  THE ILFN CLASSIFIER ASSIGNED CLASSES TO THE UNSEEN PATTERNS 2) parameter survey of the initial standard deviation , and the threshold ; 3) generalization performance of the ILFN classifier with respect to the number of hidden neurons.
