Computations in Physics Using Graphic Card Procesor by Hlůšek, Bronislav
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ 




FAKULTA STROJNÍHO INŽENÝRSTVÍ 
ÚSTAV MECHANIKY TĚLES, MECHATRONIKY A BIOMECHANIKY 
 
FACULTY OF MECHANICAL ENGINEERING  












MOŽNOSTI VÝPOČTŮ FYZIKY POMOCÍ PROCESORŮ 
GRAFICKÝCH KARET 
 




















AUTOR PRÁCE                              BRONISLAV HLŮŠEK 
AUTHOR 
BRNO 2008                                
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ 








FAKULTA STROJNÍHO INŽENÝRSTVÍ 




FACULTY OF MECHANICAL ENGINEERING  







MOŽNOSTI VÝPOČTŮ FYZIKY POMOCÍ PROCESORŮ 
GRAFICKÝCH KARET 
 














AUTOR PRÁCE                              BRONISLAV HLŮŠEK 
AUTHOR 




Vysoké učení technické v Brně, Fakulta strojního inženýrství  
Ústav mechaniky těles, mechatroniky a biomechaniky  
Akademický rok:  2007/08 
 
 
ZADÁNÍ BAKALÁŘSKÉ PRÁCE  
 
 
student (ka): Hlůšek Bronislav  
 
který/která studuje v bakalářském studijním programu  
 
obor: Mechatronika (3906R001)  
 
Ředitel ústavu Vám v souladu se zákonem č.111/1998 o vysokých školách a se Studijním a 
zkušebním řádem VUT v Brně určuje následující téma bakalářské práce:  
 
Možnosti výpočtů fyziky pomocí procesorů grafických karet  
 
v anglickém jazyce:  
 
Computations in Physics Using Graphic Card Procesor  
 
Stručná charakteristika problematiky úkolu:  
 
Práce je rešeršního charakteru, klade si za cíl stručným způsobem shrnout současný stav 
problematiky výpočtů fyziky za pomocí grafických karet.  
 
Cíl bakalářské práce: 
 
1) Popište princip fungování této technologie, její výhody, nevýhody, cílovou oblast 
použití, atd. 
2) Porovnejte řešení nabízející firmy ATI a nVidia.  
3) Objasněte přínos třetích stran (na př. Havok) do této technologie 
 
LICENČNÍ SMLOUVA 
POSKYTOVANÁ K VÝKONU PRÁVA UŽÍT ŠK OLNÍ DÍLO 
 
uzavřená mezi smluvními stranami:  
 
1. Pan/paní 
Jméno a příjmení: Bronislav Hlůšek 
Bytem: Sadová 854, 687 22 Ostrožská Nová Ves 
Narozen/a (datum a místo): 1.8.1983 v Uherském Hradišti 
(dále jen „autor“) 
a 
2. Vysoké učení technické v  Brně 
Fakulta strojního inženýrství 
se sídlem Technická 2896/2, 616 69 Brno 
jejímž jménem jedná na základě písemného pověření děkanem fakulty:  
.......................................... ....................................................  




Specifikace školního díla  
 
Předmětem této smlouvy je vysokoškolská kvalifikační práce (VŠKP):  
□  disertační práce 
□  diplomová práce 
□  bakalářská práce 
□  jiná práce, jejíž druh je specifikován jako 
.......................................................  
(dále jen VŠKP nebo dílo) 
 
Název VŠKP: Možnosti výpočtů fyziky pomocí procesorů grafických karet  
  Vedoucí/ školitel VŠKP: Ing. Vít Ondroušek 
  Ústav: Ústav mechaniky těles, mechatroniky a biomechaniky  
  Datum obhajoby VŠKP:  
 
VŠKP odevzdal autor nabyvateli v*: 
□  tištěné formě  –  počet exemplářů 1 
□  elektronické formě –  počet exemplářů 2 ( 1 ve skladu dokumentů, 1 na CD ) 
 
                                                 
* hodící se zaškrtněte 
 
1. Autor prohlašuje, že vytvořil samostatnou vlastní tvůrčí činností dílo shora popsané  a 
specifikované. Autor dále prohlašuje, že při zpracovávání díla se sám nedostal do 
rozporu s autorským zákonem a předpisy souvisejícími a že je dílo dílem původním.  
2. Dílo je chráněno jako dílo dle autorského zák ona v platném znění. 






Udělení licenčního oprávnění  
 
1. Autor touto smlouvou poskytuje nabyvateli oprávnění (licenci) k  výkonu práva 
uvedené dílo nevýdělečně užít, archivovat a zpřístupnit ke studijním, výukovým a 
výzkumným účelům včetně pořizovaní výpisů, opisů a rozmnoženin.  
2. Licence je poskytována celosvětově, pro celou dobu trvání autorských a majetkových 
práv k dílu. 
3. Autor souhlasí se zveřejněním díla v  databázi přístupné v mezinárodní síti   
□  ihned po uzavření této smlouvy 
□  1 rok po uzavření této smlouvy  
□  3 roky po uzavření této smlouvy 
□  5 let po uzavření této smlouvy 
□  10 let po uzavření této smlouvy 
(z důvodu utajení v něm obsažených informací)  
4. Nevýdělečné zveřejňování díla nabyvatelem v souladu s ustanovením § 47b zákona č. 
111/ 1998 Sb., v platném znění, nevyžaduje licenci a nabyvatel je k  němu povinen 







1. Smlouva je sepsána ve třech vyhotoveních s platností origi nálu, přičemž po jednom 
vyhotovení obdrží autor a nabyvatel, další vyhotovení je vloženo do VŠKP.  
2. Vztahy mezi smluvními stranami vzniklé a neupravené touto smlouvou se řídí 
autorským zákonem, občanským zákoníkem, vysokoškolským zákonem, zákonem o 
archivnictví, v platném znění a popř. dalšími právními předpisy.  
3. Licenční smlouva byla uzavřena na základě svobodné a pravé vůle smluvních stran, 
s plným porozuměním jejímu textu i důsledkům, nikoli v v tísni a za nápadně 
nevýhodných podmínek. 
4. Licenční smlouva nabývá platnosti a účinnosti dnem jejího podpisu oběma smluvními 
stranami. 
 




………………………………..   ………………………………………… 
                Nabyvatel                    Autor 
Abstrakt 
Tato práce se zabývá problematikou negrafických výpočtů pomocí procesorů grafických 
karet. Poskytuje základní informace o grafickém hardwaru. Zároveň popisuje CUDA a 
CTM programovací rozhraní, které jsou určeny speciálně pro tyto výpočty a uvádí i jiné 
způsoby řešení. Jsou zde rovněž uvedeny možnosti jejich využití  a pár praktických 
příkladů výpočtů. 
Abstract 
This work deals with issue of general purpose computation on graphics processing units. It 
provides basic information about the graphics hardware.  It also  describes CUDA and 
CTM programming interface, that are intended specially for these calculations and features 
and alternative methods solving. There are as well mentioned possibilities their usage and 
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Od dob vzniku prvního stroje, schopného řešit složité výpočty za jehož 
vynálezce byl považován v 19. století britský matematik a filozof Charles Ba bbage, 
uplynula již spousta let - viz [1]. Od té doby se výpočetní technika stále rychleji 
vyvíjela. Rok 1981 lze považovat za začátek nové éry, kdy se informační technologie 
začaly prosazovat do všedního života lidí. V tomto roce se lidem poprvé představila 
první forma osobního počítače pod označením IBM 5150 - viz [2]. Nikdo v té době 
nemohl tušit, jakou revoluci v  informačních technologiích tento počítač způsobí. Osobní 
počítač svým vybavením, výkonem a snadnou obsluhou stejně jako spolehlivostí a 
výhodnou cenou, představoval vhodné řešení pro práci v kancelářích a školách, ale i pro 
osobní domácí použití. Počítače, které svými monstrózními rozměry dříve zabírali celá 
podlaží velkých budov, jsme v dnešní podobě schopni nosit v kapse. Výpočetní výkon 
dnešních kapesních počítačů je ovšem mnohonásobně vyšší a miniaturizace stále 
pokračuje. Když v roce 1965 prohlásil Gordon Moore, zakladatel společnosti Intel, že 
každé dva roky dojde ke zdvojnásobení tranzistorů na jediném čipu, zřejmě ani netušil , 
jak dalekosáhlá jeho myšlenka bude. Úplně první čip z roku 1965 obsahoval celkem pět 
součástek, v roce 1967 bylo na prvním komerčním čipu Intel 4040 integrováno již 2300 
součástek a dnes se dostáváme za hranici jedné miliardy  - viz [3]. „Nanotechnologie 
změní svět více, než se to podařilo od doby, kdy se člověk naučil psát a číst.“ Tato slova 
pronesl před několika lety americký vědec Ralph Merkle, a jestli se tehdy zdála být tato 
slova poněkud nadsazená, dnes se o nich tolik nepochybuje - viz [4]. Tím hlavním 
znakem, ovlivňujícím tak bouřlivý vývoj dnešních PC, je již zmiňovaný výpočetní 
výkon.  
Ústřední výkonovou jednotkou každého dnešního počítače je procesor. Nejvíce 
sledovaným parametrem procesoru je frekvence, která je významným faktorem jeho 
výkonu. Je třeba poznamenat, že současné čipy zpravidla obsahují mnoho dalších 
rozsáhlých funkčních bloků jako třeba paměť cache a různých periferií, které z 
ortodoxního hlediska nejsou součástí procesoru. Proto vzniknul pojem „jádro 
procesoru“, aby bylo možné rozlišit mezi vlastním procesorem a integrovanými 
periferními obvody. Jádra nejmodernějších procesorů používaných v osobních 
počítačích dosahují pracovní frekvence okolo 4GHz. Univerzálnost výpočtů 
prováděných pomocí CPU je opravdu vysoká.  V posledních několika letech se ale 
ukazuje, že co se týče schopnosti paralelního zpracování, rychlosti přístupu k  datům a 
počítání fyziky, jsou CPU do značné míry omezené. Hlavním rivalem CPU je v  dnes 
hardware, dříve používaný pouze za účelem zobrazení obrazu na monitoru, ale jak se 
v současnosti ukazuje, tak jeho využití je mnohem univerzálnější, jedná se o grafickou 
kartu nebo také 3D akcelerátor. Průměrný růst výkonu je oproti CPU za rok téměř 
dvojnásobný. Tento výkon není ale jediným parametrem, kterým GPU CPU poráží ( viz 
tab. 1 níže). 




Intel Core 2 Quad (QX 
6850) 
GPU 
NVIDIA GeForce 8800 
GTX 
Výpočetní výkon 96 GFLOPS       (špičkový) 330 GFLOPS (pozorovaný) 
Propustnost paměti 21 GB/s              (špičkový) 55.2 GB/s       (pozorovaný) 




Tabulka 1 jasně ukazuje obrovský potenciál GPU. Dalším důkazem, ukazujícím 
na průměrně vyšší nárust  výkonnosti GPU oproti CPU za poslední léta, je násled ující 
vývojový graf na obrázku 1. 
 
Obr. 1: Graf vývoje změn výkonu GPU vs CPU - viz [5] 
Hlavním faktorem nejvíce ovlivňujícím prudké zvýšení výkonu obou těchto 
součástí PC, je ovšem herní průmysl, kladoucí čím dál vyšší nároky na hardware. 
Grafická karta je součástí každého dnešního domácího PC a její uživatelé ji využívají 
většinou za účelem zvýšení výkonu v počítačových hrách a na práci spojenou 
s počítačovou grafikou. GPU se ale již dnes stará o výpočty, které nemusejí mít 
s počítačovou grafikou nic společného. Právě o možnostech obecných výpočtů pomocí 







2 Slovník pojmů 
Slovník obsahuje souhrn základních a méně známých pojmů z problematiky 
popisované v této práci. Každý zde uvedený pojem má svůj anglický název a u většiny 
z nich neexistuje český ekvivalent, překlad do češtiny je tak velmi problematický. 
Důvodem tohoto stavu je fakt, že se jedná o relativně novou problematiku, u níž 
prozatím neexistuje shoda mezi odbornou veřejností nad způsobem překladu. N e vždy 
by mohl doslovný český překlad těchto pojmů vystihovat jejich funkční správnost , a 
proto jsou většinou uvedeny výrazy pouze v jazyce anglickém. 
 
Antialiasing - technika používaná na bitmapové obrázky v šedé škále anebo barevné, 
která vyhlazuje ostře kontrastní diagonálně ubíhající hrany. Šikmo ubíhající 
hrany jsou vyhlazovány měněním barevného odstínu obrazovkový ch bodů 
(pixelů) sousedící s hranou, podle toho kde a jak jimi hrana probíhá.  
Cache -  je označení pro vyrovnávací paměť používanou ve výpočetní technice. Řadí se  
mezi dva subsystémy s různou rychlostí a vyrovnává tak rychlost přístupu k 
informacím 
Clipping - funkce pro ořezání obrazu 
Dynamic branching  - efektivní zpracování větveného kódu 
Enviromental bump mapping  - je texturovací procedura, která slouží pro vykreslování 
skutečně hrbolatých povrchů 
Fragment - je skupina dat, která je v rámci grafické pipeline použita ke generování 
jednoho pixelu ve framebufferu. Každý fragment obsahuje interpolované 
hodnoty jako barva, normála a souřadnice textury.  
Framebuffer - je zařízení poskytující abstrakční vrstvu pro grafický hardware, což je v 
podstatě knihovna standartních funkcí pro ovládání grafických funkcí hardwa re 
bez nutnosti software znát hardwarové volání jednotlivých grafických karet 
(čipů) 
Keyframe interpolation - tato technika má za úkol provedení hladkého přechodu mezi 
jednotlivými stavy animace. Stačí zadat počáteční a konečný klíčový snímek 
(keyframe) a grafický procesor se již postará o dopočítání jednotlivých 
mezisnímků 
Metoda „Hrubé síly“ - ( supersampling) - jedná se o jednu z vyhlazovacích metod, ve 
které je každý jednotlivý pixel rozdělen na několik subpixel , které se všechny 
zapisují zvlášť do paměti.  
Multisampling - jedna z metod antialiasingu. Pixely se rozloží na subpixely jako je 
tomu u supersamplingu, ale tentokrát pouze na hranicích polygonů. Uvnitř se 
pixely vyhodnocují pouze pro jeden vzorek. 
Pixel - (zkrácení anglických slov picture element, obrazový prvek) jedná se o nejmenší 
jednotku v digitální grafice. Jeden pixel představuje jeden obrazový bod, který 
má jednu určitou barvu a své pevné umístění (souřadnice). Celkový počet pixelů 
je synonymem pro rozlišení - 1024x768 je údaj informující o počtu pixelů (řádek 
x sloupec).  
Pixel-blending - je optický efekt pro přechod dvou textur do sebe  
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Pixel Shader  - je program, který se u GPU stará o práci s texturami i jednotlivými 
pixely, na které také aplikuje dodatečné efekty jako stíny či efekty explozí apod. 
Plug-in  neboli zásuvný modul - je software, který nepracuje samostatně, ale jako 
doplňkový modul jiné aplikace a rozšiřuje tak její funkčnost.  
Polygon - jedna rovina z povrchu 3D modelů. Většinou představována trojúhelníkem. 
Skládáním takových polygonů vzniká povrchová reprezentace 3D objektu.  
Rasterizace - (rasterization) - je proces, kterým se matematický model plošky 
(polygonu) převádí na jednotlivé fragmenty  
Redundantní data  - jsou zálohovaná data, která slouží k  případné obnově sytému 
Renderování - (rendering) - je proces, při němž ze zadaných dat vzniká cílový obraz. V 
případě grafického editoru je výstupem 3D obrázek, v případě webového 
prohlížeče je to vysázená webová stránka.  
Shader  - je počítačový program určený pro zpracování přímo na grafické kartě 
Shadow mapping -  je jedním z mnoha způsobů vytvoření simulovaného stínu objektu, 
vytvořeném nebo změněném pomocí GPU 
Textura - (texture) - jedná se o obecné označení povrchu 3D modelu. Za pomoci textur 
se vytváří finální podoba vykreslovaného objektu/scény například v 
počítačových hrách 
Texturovací jednotka  - (texture unit) - je část grafické pipeline starající se o nanášení 
textur na 3D Modely 
Trilineární filtrování textur  - je funkce sloužícího k prolínání mipmap o různém 
rozlišení, které prolne tak, aby na sebe jejich hranice plynule navazovaly.  
Mipmapa je řada po sobě jdoucích stejných obrázku různé velikosti  
Vertex - bod v prostoru, který s sebou nese spoustu dalších informací (např. o barvě, 
mapování textury). 
Vertex Shader - soubor příkazů pro transformaci aktuálně vykreslované scény, též 
programovatelná část jádra grafické karty, sloužící k transformaci scény 
(podpora poprvé u DX8). Vertex shadery se v praxi starají o vykreslování 
nerovností ve 3D grafice, například v moderních počítačových hrách - pojmem 
Vertex Shader se také přímo označují tyto nerovnosti. Po užití Vertex Shaderů 
vyžaduje HW podporu grafické karty 
Vertex spinning – funkce, která vyhlazuje hrany na postavách, čímž přispívá k celkové 





3 Obecně o grafických kartách 
3.1  Historie a vývoj GPU 
Seznámení s postupným vývojem a architekturou GPU od počátku až do 
současnosti. Rozdělení do několika hlavních generací  
3.1.1 První generace -  polovina 90. let 
Nástup prvních 3D akcelerátorů. V této době konečně dostupný hardware pro 
běžného uživatele. Mezi nejznámější známější grafické  čipsety se řadí čipy s produkce 
3Dfx (čipset s označením Voodoo Graphics),  Matroxu ( Mystique) a NVIDIA ( Riva 
128, riva 128ZX ). Výpočetní výkon GPU již přesahuje výkon CPU. Stavba  3D 
akcelerátorů se vyznačuje obrovskou paralelností. Vyspělejší výrobní  technologie 
umožňuje intergraci více tranzistorů a více texturovaných jednotek do jednoho čipu 
(přibližně 1 milion tranzistorů).  Paměťové rozhraní, ale přes svou šířku 128 bitů 
neumožňuje dostatečně velký přenos dat potřebný pro metodu „hrubé síly“. Graf ické 
čipy jsou flexibilnější a obsahují stále více řídící logiky, obecných výpočetních jednotek 
a dalších nastavitelných funkcí. GPU umožňuje provést rasterizaci trojúhelníků. Čip od 
firmy  NVIDIA čip Riva TNT (později TNT2) přichází jako první s možností 
zpracování 2 pixelů současně nebo 1 pixelu s 2 texturami. Čipy jsou schopny práce s  16 
a 32 bitovou barevnou hloubkou a flexibilní pixel-blending. Firma ATI uvádí čip Rage 
128 a firma Matrox uvadí v té době výkonnostního krále čip G400. G400 nabízí 
vlastnosti, jako kompletní 2D i 3D řešení, hardwarový environmental bump mapping, 
trilineární filtrování textur a spoustu dalších.  
3.1.2 Druhá generace (roky 1999 a 2000) 
Vznik prvního opravdu plnohodnotného GPU, který ještě ale není možné 
programovat pouze určitým způsobem konfigurovat. Společnost NVIDIA uvádí čip 
GeForce256 a jeho nástupce GeFeroce2 GTS a odlehčenou verz i s označením MX. 
Výrobní technologie je již na úrovni 0.18m. Počet tranzistorů na čipu již převyšuje 
hranici 20 milionů. Paměti s  označením DDR mají již mnohem větší datový tok. 4 
renderovací pipelines nově obsahují 2 texturovací jednotky.  Zavedení jednotky T&L  
určené pro výpočty osvětlení a transformace geometrie scén. Společnost ATI uvádí 
konkurenční GPU pod označením Radeon256. Jedná se rovněž o procesor s 256-
bitovou vnitřní architekturou. Novinkou jsou 3 texturovací jednotky a podpora nových 
funkcí jako vertex skinning, keyframe interpolation, shadow mapping a další. Hlavním 
přínosem je ale nová jednotky zvaná „HyperZ“. Tato jednotka má za úkol snížení 
plýtvání výkonu na zbytečné vícenásobné překreslování obrazu a přenášení 
redundantních dat. Dalším známějším čipem se stává novější Radeon7500 vyrobený 
0.15m technologií. Jeho pracovní frekvence dosahuje hodnoty 290MHz.  
3.1.3 Třetí generace (roky 2001 a 2002) 
Grafické procesory se stávají stále mnohem výkonnějšími. Společnost NVIDIA  
uvádí čip GeForce3. Tento čip nabízí relativně dobrou programovatelnost. Jedná se 
hlavně o plně programovatelnou geometrickou jednotku a jednotku pro práci s  pixely, 
jejíž programovatelnost je omezená hlavně tím, že výrobce neuvolňuje pro vývojáře 
žádný SDK. Počet tranzistorů přesáhl hranici 50 milionů. Společnost A TI uvádí čip 
s označením R200 (obchodní název Radeon 8500). Podporuje všechny funkce jako 
Geforce3 a navíc přidává podporu až 6 textur během jednoho průchodu. Takt čipu je 
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275Mhz. Uvedeny dvě řady čipů od NVIDIA pod stejným označením GeForce4. 
Taktovací frekvence přesáhla hranici 300Mhz. Společnost 3DLabs uvádí čip P10 a 
Matrox s procesorem Parhelia512, který je první 512 bitový GPU. Ten se od 
konkurence liší především svou stavbou, která velmi připomíná stavbu CPU. V tomto 
období je ale podpora využitelnosti tohoto GPU pouze minimální.     
3.1.4 Čtvrtá generace (2003 až 2005) 
GPU se konečně stávají plně programovatelnými na úrovni geometrie vrcholů a 
výsledných pixelů. Pro vývojáře není od výrobce nadále poskytován žádný SDK.  ATI 
uvádí čip Radeon 9700 PRO. Tento čip nabízí obrovské množství nových funkcí a díky 
256 bitové paměti a 8 renderovacím pip elines velký nárust rychlosti (nárust výkonu až o 
300% oproti tehdejší konkurenci). Hranice počtu tranzistorů přesáhla 100 milionů. Další 
řada Radeon 9800 Pro přináší kromě optimalizace paměťového řadiče a zvýšení  
datového toku spoustu dalších vylepšení oproti Radeonu 9700 Pro.  Společnost NVIDIA 
uvádí čip GeForce FX 5800 vyrobený 0.13m technologií s podporou DDR2 paměti. 
Následují stále mnohem výkonnější řady čipů od společnosti NVIDIA jsou to GeForce 
6600-7800 od společnosti ATI jsou to Radeony X800-X850. Existují nová zapojení 
grafických akcelerátorů pro ještě větší navýšení výpočetních výkonů. Jedná se o 
paralelní spřažení dvou grafických karet.  ATI používá svoje Crossfire zapojení a 
NVIDIA zase SLI. 
3.1.5 Pátá generace (2006 až 2008) 
Využití GPU je stále univerzálnější. Kromě grafických výpočtů se používá také 
na matematické, fyzikální a další možné výpočty. Výrobci poskytují vývojářům 
potřebné SDK. Společnosti ATI a NVIDIA chrlí stále novější výkonnější sady čipů. U 
ATI jde o nové řady Radeonů  s označením X1800,X1900  až po dnešní čipy R600 
(obchodní označení HD 2400,3850) a u NVIDIA řady GeForce 7600,7900 až po dnešní 
8600,8800. Tyto čipy jsou vyráběny 65nm technologií a počty tranzistorů převyšují 
hranici 700 milionů. Herní konzole Xbox 360 a  Playstation 3 používají podobné GPU. 
3.2 Grafická pipeline 
Způsob jak dochází k zobrazení finální 3D scény pomocí 3D akcelerátorů na 
obrazovce monitoru se nazývá grafická pipeline. Pipelines jsou paralelně spojené 
výpočetní jednotky na grafické kartě, jejichž pořadí je pevně dáno. Klasická gra fická 
pipeline dlouho používaná v posledních mnoha letech je zobrazena na obrázku č. 2. Pro 
grafické karty jsou vytvořeny dva základní druhy grafických aplikačních rozhraní 
DirectX a OpenGL a každé z nich má vytvořenou svou vlastní grafickou pipeline. 
Současné grafické čipy GeForce 8 a Radeon R600 od společností NVIDIA a ATI 
využívají grafickou pipeline pro DirectX 10. Dalo by se tedy říct, že je pipeline pro 
OpenGL postupňe nahrazena pipeline pro DirecX. Protože je současný grafický 
hardware spojován převážně s pipeline  DirectX a protože se jeví, že tomu tak bude i do 




                
Obr. 2: Klasická grafická pipeline DirectX - viz [6] 
 Nejmodernější grafická  pipeline pro DirectX 10 (viz obr. 3 níže) je na rozdíl od 
klasické pipeline plně programovatelná . Byla navržena pro renderování počítačové 
grafiky v reálném čase, proto jde o velmi flexibilní řešení.  
 
Obr. 3: Schéma renderovací 3D pipeline DirectX 10 - viz [6] 
Postup vytvoření 3D zobrazení  
Objasnění práce renderingu 3D scény ve zjednodušené formě. Rozdělení podle 
bloků ve schématu (viz obr. 3) do jednotlivých fází a popis jejich pracovní náplně. 
Fáze nula 
Na začátku procesu jsou k dispozici vstupní data, která reprezentují 
zpracovávaný model například 3D automobilu. Konstrukce tohoto modelu je rozepsána 
v dalších fázích. 
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Fáze Vstup-Assembler  
V této části se vše teprve připravuje a shromažďují se data potřebná pro 
vytvoření 3D modelu. Tyto data představují základní prvky (anglicky primitives ), 
zejména body a jejich souřadnice, případně linie nebo trojúhelníky.  
Fáze Vertex - Shader  
Vstupní data jsou již připravena a může se začít se stavěním rámu auta. Rám 
vznikne spojením jednotlivých vertexů. Tento rám ovšem ve finále nebude vidět – jen je 
základem pro umístění dalších dílců. Ve vertex procesoru získáme transformací 
jednotlivých vertexů do prostoru dle zadaných souřadnic a jejich propojením se 
sousedními vertexy hrubý 3D model našeho auta.  Každý vertex sebou nese další 
důležité parametry. V mnoha případech se jedná o informace o osvětlení, barvy a 
použité textury. 
Fáze Geometry Shader  
Pokud by bylo nutné model ještě změnit nebo upravit, například vytvořit nové 
vertexy, pak právě Geometry Shader je jednotka, která takové změny provádí. Jde o 
jednotku poprvé se objevující až v 3D pipeline DirectX10. Zatímco vertex shader má na 
výstupu vždy jeden jediný vertex, geometry shader může tyto vertexy podle potřeby 
programově generovat, modifikovat nebo zcela rušit. Geometry shader tedy stále působí 
v rámci geometrické fáze stejně jako Vertex -Shader. 
Stream výstup 
Podobně jako Geometry Shader je také Stream výstup novinkou použitou až 
v 3D pipeline DirectX10. V minulosti bylo možné do paměti grafické karty ukládat jen 
vertexy, nyní je možné díky Stream výstupu ukládat také geometrická data a následně je 
využívat a zpracovávat. Geometry Shader tedy ukládá data do paměti grafické  karty 
přes speciální Stream výstup. 
Fáze Rasterizace  
Na vstupu této fáze se provádí celá řada optimalizací jako třeba Clipping . 
Následuje krok, při kterém se poprvé mezi vertexy objevují plošky. Z  3D prostoru se 
vytvoří "ořezaný a upravený" 2D pohled s odpovídající perspektivou. V tomto kroku se 
poprvé v obraze objevují body "výplně" pixely. Každý bod všech plošek získá jak 
souřadnice pohledu X a Y na ploše tak souřadnici Z, která říká jak "hluboko" daný bod 
od "čelní "plochy kamery leží. Veškeré parametry jsou do jednotlivých pixelů 
elementárních plošek interpolované. V této fázi se pixely spíše vzájemně překrývají a 
jsou tvořeny vrstvičkami vytvořených z jednotlivých elementárních plošek. 
Fáze Pixel Shader  
Pixel shadery, zjednodušeně řečeno, pokrývají povrch modelu našeho auta 
odpovídajícími materiály, včetně stanovení vlastností těchto materiálů. Mezi tyto 
vlastnosti patří druhy textur a jejich umístění, míra průhlednosti a použité efekty. Pixel 
schadery jsou vyvolané předcházející fází rasterizace, aby vypočítaly hodnotu každého 
elementárního bodu všech dále zpracovaných elementárních plošek. Pixel shadery jsou 
dnes natolik pokročilé, že dokáží vytvářet celou řadu efektů, které lze užít na každou 
elementární plošku. Častou aplikací Pixel shaderů je per -pixel displacement mapping. 
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Jedná se o takové zpracování pixelů, které textuře poskytují určitou 3D strukturu 
povrchu.  
Fáze Výstup-Sdružení 
Finální barva pixelů se na konec určuje až v tomto stádiu. Pixel shadery totiž 
generují pouze fragmenty obrazu tak, jak postupně zpracovávají jednotlivé elementární 
části obrazu. Pro pixel o určité souřadnici můžeme mít totiž hned několik různ ých 
hodnot barvy. Výstup-Sdružení tyto hodnoty vyhodnotí a podle výsledku s  nimi potom 
naloží. Provádí se zde takové úkony, jako je Depth-Stencil Test, který má za úkol určit, 
jestli daný pixel bude nebo nebude vykreslen a Blending, což je míchání barev. P okud 







4  Architektura současných mainstream GPU 
Osmá řada grafických karet obsahujících čip G80 z produkce společnosti 
NVIDIA není sice již dnes poslední vydanou řadou, ale protože přináší revoluční změny 
oproti předešlým grafickým kartám, jako radikální změnu architektury a velkou spoustu 
inovací a novinek ve vývoji tohoto grafického hardwaru, bude právě tato podrobněji 
popsána v následující části. Další popis je věnován grafickým kartám z produkce 
ATI/AMD obsahujících čipovou řadu R600, která přináší také spoustu novinek oproti 
předchozím řadám.  
U současných GPU se poprvé vyskytuje unifikovaná architektura a proto je 
potřeba si tedy před jejich bližším popisem nejdříve vysvětlit, co to  ta unifikovaná 
architektura je. 
4.1 Unifikovaná architektura 
Velká spousta dřívějších her a dalších grafických aplikací stále využívá dřívější 
fixní architekturu, ve které je  pevně daný počet výpočetních jednotek, což přestává být 
v současné době optimální. Průběh vytíženosti Pixel a Vertex shaderů (viz obr. 4), 
jejichž limity kolísají i  v rámci jedné hry, v rámci jedné scény a dokonce i na úrovni 
vykreslování jediného snímku. Takže při plném vytížený Vertex Shaderů nastává 
situace, kdy Pixel Shadery téměř nepracují a naopak. Téměř vždy totiž zůstanou některé 
výpočetní jednotky nevytížené. 
 
Obr. 4: Vytíženost Pixel a Vertex shaderů - viz [6] 
Až doposud zpracovávaly prakticky všechny GPU použité v PC data víceméně 
stejným způsobem – sekvenčně. Unifikovaný shader nemá přesně určeno místo v rámci 
renderovací pipeline a může být nasazen kdekoli je potřeba. Podmínkou skutečného 
dosažení maximálního výkonu je dostatečná rezerva výkonu ROP a velmi rychlý přístup 
k pamětem. Unifikovaný shader “zaskočí” tam, kde je zrovna nejvíce práce, takže 
prakticky stále jede celé GPU na plný výkon. Plné vytížení Unifikovaných shaderů (viz 




Obr. 5: Vytíženost Unifikovaných Shaderů  - viz [6] 
4.2  NVIDIA G80 – GeForce 8800 GTX 
Hlavním důvodem vedoucím k podrobnějšímu seznámení s touto grafickou 
kartou je to, že patří mezi první plně podporované karty vysokoúrovňovým 
programovacím rozhraním NVIDIA CUDA (viz kap. 7.1). 
Tato grafická karta se zapisuje do historie stejně jako GeForce 3 či Radeon 
9700Pro. Tyto karty byly prvními podporující nadcházej ící verzi DirectX. V případě 
GeForce to byl DirectX 8 a v případě Radeonu 9700Pro DirectX 9. Nejvýkonnější 
model osmé řady nVidie GeForce 8800 GTX je první kartou oficiálně podporující 
standart DirectX 10. Čipová řada G80 přináší spoustu nových věcí jako je vysoce 
kvalitní filtrace. Novinkou je také širší 384–bitová paměťová sběrnice. Celková velikost 
paměti karty je 12x 512Mbit ( 768Mb )  - viz [7]. Jde o paměti typu GDDR3.  
Specifikace G80 
 Jádro G80 je vyráběno 90nm technologií. Ve specifikách má toto jádro uvedeny 
dva takty. 575MHz je takt celého jádra kromě 128 shader core jednotek běžících na 
taktu až 1350Mhz. Tabulka specifikací tohoto čipu je uvedena v příloze A 
 
G80 stojí na kompletně nové architektuře s plnou podporou DirectX10. Největší 
změna přichází zejména s použitím unifikovaných shaderů, které nahradily starší 
architekturu rozdělenou na vertex a pixel shadery, což často vedlo k  neúplnému využití 
čipu. 
4.2.1 Struktura GPU G80 
Ve strukturě G80 (viz příloha D) jsou zeleně vyznačeny shader procesory, 
modře (hned pod nimi) texturovací jednotky, oranžově vyrovnávací paměti (cache) a 
modré bloky ve spodní části jsou ROPs. Všechny hlavní části budou následovně 
podrobněji rozebrány.  
Stream Processors - jádro unifikovaných shaderů. Následuje seznámení se 
samotným Stream Procesorem (SP). Čip G80 jich nese celkem 128 a jsou uspořádány 
v osmi skupinách po šestnácti. Samotné šestnáctice jsou ještě rozdělené do dvou skupin 





Obr. 6: Detail shader-core čipu G80 - viz [6] 
Každý SP je jednoduchý unifikovaný skalární (1D) procesor. Unifikovaný 
znamená použitelný pro pixel/vertex i geometry shading. Skalární znamená, že dokáže 
pracovat pouze s jednou složkou.  
Data se do karty dostávají přes PCIe sběrnici (viz příloha D blok Hositel). Vstup 
assembleru se stará o příjem geometrických dat, konvertuje je do FP32 a provádí též 
indexovaní. Zelené jednotky jsou označovány jako skalární stream procesory  (procesory 
pro skalární proudové zpracování dat) – (viz obr. 6 bloky SP). Právě ony jsou srdce 
karty, které se stará o všechny shaderové operace. Tyto stavební kameny jsou sdruženy 
do bloků po šestnácti (viz obr. 6), přičemž každý blok sdílí jednotky pro adresování 
textur a filtrování textur a blok L1 cache.  
Díky oddělení výpočtů a texturovacích operací se tak redukují latence při 
shaderových výpočtech. To by mělo přispět k omezení latencí u komplikovanější 
výpočtů v shaderech. 
 
 
Obr. 7: GeForce 7 matematické a texturové operace prokládá, nová řada  GeForce 8 je 
má oddělené - viz [6] 
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Výstup ze SP může být přesměrován na vstup dalšího SP, nebo může být poslán 
do ROP. Průchod dat shadery tak může být dle současného schématu vertex – pixel 
shaderů ale také mnohem komplikovanější, se zapojením geometry shaderů a 
několikanásobných návratů dat na začátek pipeline.  
 
GeForce 8800 GTX má 6 ROP, každá může zpracovávat najednou 4 pixely (16 
subpixelů). Pokud se zpracovávají zároveň barvy a Z souřadnice, zvládá tedy ROP 24 
pixelů za takt. Jestliže se ovšem pracuje pouze se Z souřadnicemi, tak při 4x 
multisamplingu je výstup 48 pixelů - viz [6]. 
SP jsou univerzální procesory, které mohou být využity v  podstatě pro jakékoli 
účely. Krom operací s pixely / vertexy a geometrií je lze využít k  akceleraci fyziky, 
multimediálním výpočtům a GP-GPU aplikacím. Vzhledem ke své skalární architektuře 
jsou velice univerzální a pro podobné účely vhodné. 
Čip G80 nese 6 bloků ROP jednotek. Každý z šesti bloků umí pracovat se 4 
pixely ( G80 má celkem 24 ROPs), 16 sub-pixely (FSAA) a pokud nepracují s barevnou 
hodnotou, je každý blok schopen zpracovat až 32 Z-vzorků za takt - viz [6]. 
ROPs G80 podporují FP16 a FP32 blending. V obou případech dokonce zároveň 
s FSAA. Vylepšení doznala i barevná a Z-komprese při FSAA, což v kombinaci 
s architekturou ROPs znamená citelné snížení propadu výkonu při zapnutí FSAA.  
G80 je prvním čipem společnosti NVIDIA, který podporuje programovatelnou 
mřížku pro rozložení AA vzorků. To přináší především mnohem lepší poměr kvalita 
obrazu/propad výkonu v režimech FSAA vyšších než 4x a hlavně při SLI. 
Proč je ale G80 rychlejší než předchozí čipy  
 skalární 1D architektura  
 samostatná ALU pro texture adressing, která neubír á výkon pixel shaderům 
 oddělená (nezávislá) texturovací jednotka  
 více než dvojnásobná frekvence, na které běží všech 128 SP  
 efektivnější dynamic branching  
Výhody: 
 unifikovaná architektura 
 efektivní texturing (oddělená TMU, konečně vyřešený texture adressin g) 
 vysoký výkon ve skalárních operacích 
 kvalitní anizotropní filtrace - "HQ-AF" 
 kvalitní a rychlý antialiasing (až 16x) - v současnosti to "nej" 
 programovatelné rozložení vzorků při FSAA  
 384-bit sběrnice 
 FSAA + HDR 
 efektivní dynamic branching 
 výkon v současných i starších hrách 






 vyšší pořizovací cena 
 jednoduchá přesnost při práci s plovoucí desetinou čárkou 
 složitá koordinace datových struktur  
4.3 ATI/AMD R600 – Radeon HD 2900 XT 
Před samotným popisem je potřeba uvést, že v roce 2006 byla společnost ATI 
koupena společností Advanced Micro Devices  (AMD) a proto by se mělo uvádět pouze 
AMD. Protože je ale v popisu tohoto hardwaru mnohokrát odkázáno na historii, kdy 
byly ATI a AMD ještě dvě značky bez společné souvislosti, bude uváděn pouze název 
ATI. 
Hlavním důvodem podrobnějšího seznámení s grafickou kartou Radeon HD 
2900 XT je podobně jako u předchozí konkurenční grafické karty Geforce 8800 GTX 
to, že tato karta obsahuje čip podporující program ovatelné rozhranní CTM (popsáno v 
kapitole 8.2). 
Grafická karta ATI Radeon HD 2900 XT patří mezi prví karty čipové řady 
R600. Řada R600 vznikla skloubením toho nejlepšího z dosavadních architektur ATI. 
Plně asociativní cache pro textury, rychlé dynamické v ětvení a možnosti proudového 
zpracování jsou použity ze série X1000. Použití unifikovaných vertex a pix el shaderů, 
vyvažování zátěže (vertex/ pixel) a stream out z Xenosu (herní konzole X-box 360). 
K tomu všemu ATI přidává rychlejší super-skalární shader jednotky, nově navržený 
ultra dispach procesor, vyšší propustnost paměťových sběrnic a plnou podporu DirectX 
10. R600 první grafický čip s interní kilobitovou a externí 512-bitovou sběrnicí.  
Specifikace R600 
Jádro R600 je vyráběno 80nm technologií. Podle specifik (viz  tab. A2 příloha 
A) je Radeon HD 2900 XT silným protivníkem konkurenční řady NVIDIA GeForce 8 
(8800).   
4.3.1 Struktura GPU R600 
R600 je, jak již bylo uvedeno, kombinací architektury grafického čipu Xenos 
(herní konzole X-box 360), s architekturou předchozích generací R520, R580, X1000 a 
nových prvků specifických jen pro R600 jako je vylepšený paměťový řadič a  vylepšený 
řídící procesor – viz [9]. Programovatelná jednotka zvaná tessellar (viz příloha E) 
převzatá s Xenoxu slouží ke snižování “hranatost i“ 3D modelů bez použití CPU. 
Ve střední části schématu (viz příloha E) je vyznačeno 64 výpočetních jednotek, 
z nichž se každá skládá z celkem 5 unifikovaných procesorů, které mohou zastávat 
pixel, vertex i geometry shading. Tato pětice obsahuje jeden proc esor, který navíc 




Obr. 8: Schéma stream procesoru - viz [9] 
Každá výpočetní jednotka je schopna zpracovat pět operací na pěti 
komponentách (hodnotách), což je výrazný nárůst oproti předchozí generaci, její ž 
výpočetní jednotky zvládaly 1 až 2 operace na 4 komponentách. Unifikace a nové 
výpočetní jednotky tak znamenají zvýšení efektivity čipu – za prvé se nemůže stát, že 
by některé výpočetní jednotky zahálely, když je není potřeba (např. vertex shadery ve 
hře náročné na pixel shading) a za druhé jsou i více vytíženy části jednotlivých 
výpočetních jednotek. 
Schopnosti texturovacích jednotek se změnily i kvalitativně - například filtrace 
textur s přesností plovoucí desetinné čárky, kterou Radeony X1800/X1900 prováděly 
přes pixel shadery, má R600 již fixně implementovanou na úrovni texturovacích 
jednotek a v těchto operacích díky tomu může být až 7x rychlejší, než jeho předchůdci.  
Nejkvalitnější režim anizotropní fitlrace, který nabízela a kterým se proslavila 
řada X1000, je nyní implementován jako standard, takže textury ve všech úhlech jsou 
již standardně filtrovány v plné kvalitě.  
Jednotky ROPs (či render back-ends, jak je ATi/AMD nazývá), které jsou mj. 
zodpovědné za vyhlazování (anti-aliasing, FSAA), vykreslování některých ty pů stínů a 
částečně za HDR rendering, byly taktéž výrazně zlepšeny. Většinu operací nyní 
zastávají s dvojnásobným výkonem oproti X1000 a díky tomu nabízejí plnohodnotný 
FSAA 8x a ve spojení s novým režimem nazvaným CFAA i vyhlazení kvalitativně 




Obr. 9: Řídící procesor čipu R600 - viz [9] 
R600 nese mnohem komplexnější řídící procesor, než řada X1000. Mimo to, že 
musí zásobovat výpočty mnohem větší množství výpočetních jednotek, již neoperuje 
jen s požadavky pro pixel shading a texturing, ale zároveň se musí starat i o řazení a 
přípravu požadavků pro vertex a geometry shading  – viz [9]. 
   Výhody:  
 unifikovaná architektura 
 texturovací jednotka optimalizovaná pro DX10  
 efektivní superskalární architektura  
 sofistikovaný řídící procesor 
 programovatelný MSAA 8x 
 CFAA až 16x 
 FSAA až 24x 
 všechny režimy FSAA kompatibilní s HDR 
 kilobitový Ring-Bus 
 512bit sběrnice 
 architektura vhodná pro další použití (fyzika, GP -GPU...) 
   Nevýhody: 
 složitá koordinace datových struktur  
 jednoduchá přesnost při práci s plovoucí desetinou čárkou 
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4.4 Propojení dvou nebo více GPU 
Moderní základní desky v PC mohou mít více než jeden PCI Express slot,což  
umožňuje použít zapojení více grafických karet v  jednom PC. Takové řešení vede ke 
zvýšení grafického výkonu a zlepšení reality 3D simulací. Hlavní výhodou tohoto 
propojení je možnost použití jednoho GPU jako výpočetní jednotku, která se bude 
specializovat pouze na negrafické výpočty. ATI/AMD a NVIDIA nabízí každá své 
vlastní řešení pro tento druh propoje ní grafických karet. 
4.4.1 ATI/AMD Crossfire 
ATI/AMDI Crossfire je pokročilá technologie umožňující zkombinovat sílu více 
GPU v jednom PC. Zpočátku se jednalo pouze o zvyšování grafické kvality v  3D hrách. 
Hráči pak mohou používat vysokého rozlišení a celkově vysokého obrazového 
nastavení. Protože se GPU stávají čím dál více flexibilnější, je možné zvýšení jejich 
potenciálu pomocí Crossfire tak, že se paralelně propojí dvě nebo více GPU. Tím se 
může až několikanásobně zvýšit výpočetní výkon. Toto spojení se využí vá pro paralelní 
výpočty nejrůznějších úloh, jakou jsou například výpočty pohybu těles a působení 
nejrůznějších vlivů na ně v 3D počítačových hrách (Po světě jsou tyto výpočty 
označovány pojmem herní fyzika. Ve skutečnosti se, ale o fyzikální výpočty nejed ná). 
Rozhranní umožňuje propojit dvě ATI grafické karty, z nichž se jedna bude 
specializovat na grafické výpočty a druhá na výpočty spojené s chováním těles 
v počítačových hrách. 
Pro dosažení ještě lepšího výpočetního zisku se doporučuje propojit mezi sebo u 
GPU se stejnými parametry. Pokud se do Crossfire zapojí grafické karty s  rozdílnými 
GPU, nemuselo by mezi nimi dojít k rovnoměrnému rozložení pracovní náplně.  
4.4.2 NVIDIA SLI Physics 
SLI Physics umožňuje počítat fyziku pomocí dvou grafických čipů propojených  
do páru, kdy speciální softwarový ovladač umožní, aby jedno GPU počítalo grafiku a 
druhé se staralo o výpočty týkající se pohybů těles a jejich chování v reálném čase - viz 
[29].  
Obě technologie jsou si velmi podobné a případné výhody a nevýhody se ve své 
podstatě shodují. 
   Výhody: 
 zvýšení rychlosti při zpracování dat 
 možnost použít jednu grafickou kartu jako akcelerátoru výpočtů pohybů těles  
   Nevýhody: 
 Crossfire využívá pouze grafické karty s  GPU ATI/AMD 
 SLI Physics využívá pouze grafické kartys GPU  NVIDIA 
 při použití rozdílných GPU může dojít k celkovému oslabení výpočetního výkonu 




5 Paralelizace GPU a CPU 
V posledních letech je čím dál větší zájem o využití paralelního výkonu GPU. 
GPU vývoj prošel od jednoduše implementované grafické pipeline k flexibilním, 
programovatelným, paralelním procesorům. Nejenom GPU, ale i CPU procház í 
vývojem ubírajícím se ke stále větší paralelizaci. Jedno -jádrové CPU jsou postupně 
nahrazována dvou, čtyř a více jádrovými.  Tyto více-jádrové CPU jsou nejvíce 
využívány v HPC serverech, kde v malých okamžicích zpracovávají desetitisíce 
požadavků. GPU se pro HPC serverové stanice využívají jen zřídka.  
GPU se skládá z mnoha paralelních výpočetních jednotek. Ačkoliv je využití 
GPU pro řadu paralelních výpočetních úkonů přirozeným vývojem, snaha o propojení 
paralelního výkonu grafiky s více-jádrovými procesory je náročná. Sdružení tolika 
procesorů nedá dohromady integrovaný paralelní procesor. Současný čip GeForce 8800 
má celkem 128 procesorových jader a každé z nich může zpracovávat zároveň mnoho 
vláken. GeForce 8800 zpracovává najednou více než 12000 vláken, z  nichž každé 
zpracovává pixely a vertexy. Tak velká paralelní činnost na čtyř a více-jádrovém CPU 
dnes není možná. Existují další souběžné operace, které jsou zpracovávány pomocí 
GPU a využívají víc než 12000 vláken. Výpočty texturových map, rasterizace a 
antialiasing probíhají pomocí GPU současně. Bez tohoto specializovaného hardwaru 
obsaženého v každém GPU by nebylo možné tyto operace vykonávat. GPU jsou velmi 
efektivní v maticové aritmetice a podobných převážně paralelních datových operacích. 
Problémy naopak mají s běžnými úlohami jako je běh operačního systému, spouštění 
programů a podobně. Efektivita paralelního zpracování  dat pomocí CPU je omezena 
jeho architekturou i přes jeho rozšíření o technologie umožňující určitou paralelizaci 
jako 3DNow a SSE. 
28 
 
6 Projekt GPGPU 
Na základě vývoje a zjištění, že výpočetní výkon grafických karet roste mnohem 
rychleji než výkon CPU vznikla myšlenka k mnohem většímu využití tohoto potenciálu. 
Projekt GPGPU znamená trend využití grafického čipu pro operace převážně 
negrafického charakteru, které byly dosud prováděny výhradně na CPU. Je to 
umožněno hlavně tím, že je grafická pipeline extrémně paralelní a je vhodná pro použití 
v programech využívajících tzv. stream processingu nebo reálných výpočtů.  
      Grafické karty jsou určeny a navrženy speciálně pro grafiku a jsou tak 
omezeny v používání operací a v programování. Důvodem je to, že GPU je efektivní 
pouze u problémů, které mohou být řešeny pomocí tzv. stream processingu. Jinými 
slovy GPU může řešit pouze nezávislé vektory a zlomky, ale zároveň jich může řešit 
hodně a paralelně. Takže se vytváří tzv. stream (proud), což je jednoduchá množina 
(pole) záznamů (prvků, elements), které vyžadují podobný výp očet a jsou řízeny jádrem 
(kernel – tím jsou dnes shadery (vertex, fragment a nově geometry). Stream tak 
poskytuje datový paralelismus. Nevýhodou je, že jednotlivé prvky nesdílí svá data – 
může pouze číst ze vstupu, provést operaci a zapsat na výstup (tj. neexistuje paměť pro 
čtení a zápis současně). Z toho plyne jedna nevýhoda. A to, že ideální aplikace by měla 
pracovat s velkými datovými množinami, vysokým paralelismem, ale minimální 
závislostí mezi datovými elementy (prvky).  
      Problémem je, v případě snahy využívat GPU při vědeckých výpočtech, 
pouze 32-bitová přesnost při práci s  plovoucí desetinou čárkou (floating point). 
Mnohým aplikacím totiž nestačí tato přesnost a vyžadují minimálně dvojnásobnou tj. 
64-bitovou přesnost. V současné době je zde proto snaha o určitou emulaci při 
portování aplikací využívající jádra grafických karet.  
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7 Programovací rozhranní pro GPGPU 
7.1 NVIDIA CUDA 
CUDA je API vyšší úrovně a skládá se z ovladače (ovladač grafické karty), 
runtime knihovny, knihoven vyšší úrovně a souvisejících aplikací (viz obr. 13). 
CUDA je hardwarová a softwarová architektura, kterou vyvinula společnost 
NVIDIA a je určena pro obecné paralelní výpočty pomocí GPU. CUDA podporuje 
grafické karty GeForce 8 řady a novější. Grafické karty ATI podpor ovány nejsou. 
NVIDIA má přímo na svých čipech část této architektury implementovanou a část se 
nachází v dodávaných ovladačích grafických karet. NVIDA ji nabízí jako SDK volně ke 
stažení – viz [30]. Velkou výhodou je, že uživatelé nemusí mít znalosti z oblasti 
grafického API k výpočtům podporovaných CUDA.  
 
 
Obr. 10: CUDA a jeho implementace - viz [11] 
CUDA ovladač plní funkci prostředníka mezi kompilovaným kódem a GPU. 
CUDA Runtime je prostředník mezi vývojářem a ovladačem usnadňující programování 
maskováním některých detailů. Je možné užití buď API runtime nebo přímého přístupu 
 Aplikace do CUDA ovladače. Na běh API je možné se dívat jako na programovací 
jazyk vysoké úrovně a na API ovladač jako na prostředníka mezi vysokou a nízkou 
úrovní dovolující ruční a hlubší optimalizaci kódu.  
Princip fungování CUDA 
Toto specifické API se skládá z  pár rozšíření jazyka C a systémových součástí. 
Hostitel v podobě CPU slouží k řízení celého procesu. Cuda běží pomocí CPU a ovládá 
GPU, je jejich společnou součástí zahrnující určité druhy vektorů a skupinu funkcí 
standardních C knihoven, která může být zpracovávána systémem stejně jako GPU.  
Další text se zaměřuje na jednotlivá rozšíření CUDA a princip jeho fungování 
bez zacházení do úplných podrobností  
Základem principu fungování této architektury je určení, na které z komponent 
se bude daný soubor funkcí zpracovávat. Tyto funkce, které provádí velké množství 
nezávisle paralelních výpočtu, jsou s pomocí jader posílány do zařízení a následně 
30 
 
spouštěny v podobě mnoha vláken obsažených v blocích na GPU. Bloky jsou uloženy 
v mřížkách (viz obr. 11). Každý z těchto bloků se skládá z jeho podbloků, ve kterých se 
nachází vlákna zpracovávaná pomocí jader. Tato vlákna představují počet vláken 
v daném bloku a mohou spolu navzájem komunikovat přes sdílenou paměť a díky této 
paměti mohou také synchronizovat prováděné výpočty.  Nevýhodou je, že není možná 
komunikace mezi vláky v blocích nacházejících se v různých mřížkách.  
Hlavička funkce a pojmenování jader vypadá následovně: 
Function(parameter); 
Function<<<bloky, vlákna, paměť>>>(parametry); 
 
Vlákna jsou v blocích rozdělena do skupin podle velikostí tak, aby každá 
skupina obsahovala vlákna stejné velikosti (viz obr. 11). Každé z těchto vláken 
přistupuje do DRAM paměti zařízení a do lokální paměti GP U. Lokální a globální 
paměť jsou součástí systémové paměti zařízení, která umožňuje čtení a zápis. Další 
součásti jako paměť textur a konstantní paměť umožňují jenom čtení. Skupiny vláken 
stejné velikosti jsou zpracovávány pomocí SIMD multiprocesoru. Pro m aximální 
využití výkonu tohoto multiprocesoru existuje plánovač vláken, který mezi skupinami  
vláken periodicky přepíná.  
CUDA architektura obsahuje překladač “nvcc” starající se o překlad zdrojových 
souborů s CUDA rozšířenou syntaxí. Jeho hlavním úkolem je oddělení kódů, které jsou 
určeny pro spuštění na zařízení, a jejich překlad do binárních kódů.  
 
Obr. 11: CUDA programovací model - viz [12] 
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Při bližším pohledu na rychlost výpočtů u GPU při různém uspořádání, je vidět, 
že rychlost se zvyšuje s počtem „balíků“ dat. V případě jednoho velkého balíku je 
použit právě jeden multiprocesor, v případě dvou již se využijí dva multiprocesory atd . - 
viz [11]. 
 
Obr. 12: Test využití bloků - viz [11] 
 
Výkon se podstatně zvýší při rozdělení na 16 balíků a optimální je při 32 - viz [11]. Pro 
srovnání je zde test (viz obr. 12) porovnávající schopnost využití bloků při složitém 
výpočtu provedeném na GPU a jedno-jádrovém CPU – viz [11]. V případě jedno-
jádrového CPU je jedno, jakým způsobem jsou data uspořádána, počítá je vždy sériově. 
V případě více-jádrového procesoru by se rychlost výpočtu adekvátně zvýšila. 
 
Pro dvě jádra (nehledě na to že více-jádrové procesory ještě nejsou příliš rozšířeny) není 
zatím optimalizace kódu tak nutná, neboť je pro napsání takového kódu potřeba 
mnohem více času, ale v případě více-jádrových CPU, které nastupují, se to už určitě 
vyplatí. U grafických karet, které jsou zaměřeny právě na paralelní počítání, je tedy 





Obr. 13: Test zvýšení složitosti jádra  - viz [11] 
 
V případě testu zvýšení komplexnosti jádra (viz obr. 13) délka výpočetního času při 32 
balících se vzrůstajícím počtem operací stoupá u CPU téměř lineárně, u GPU ale spíše 
hyperbolicky – viz [11]. Samotná organizace si zřejmě vyžádá dost výpočetní síly, při 
velkém počtu operací je však rozdíl takřka absorbován  - viz [11]. 
Využití CUDA v praxi: 
Možností využití  CUDA v praxi je v dnešní době celá řada. Zde je uvedeno 
několik příkladů, ve kterých je toto prostředí využíváno 
 Výpočty v počítačových hrách - výpočty týkající se pohybů těles a jejich chování v 
reálném čase  
 Biofyzikální výpočty - VMD ( Visual Molecular Dinamics) – je nástroj využívající 
CUDA pro simulaci a analýzu organických molekul na Universitě v  Illionis 
na Beckmanově ústavu pro pokročilou vědu a technologii  - viz [11]  
 Matematické výpočty - maticové rovnice a FFT- rychlá Fourierova transformace  
 Fyzikální výpočty - vlnové rovnice 
 Ekonomické výpočty - počítání financí 
 Geofyzikální výpočty - seizmická analýza 
 
NVIDIA také poskytuje pro CUDA speciální rozšíření. Jedná se o volně 
stažitelný plug-in pro majitele výpočetního prostředí MATLAB, který podporuje 
akceleraci výpočtů 2D rychlé Fourierovy transformace. Nabízí rovněž vývojové 
prostředí vzniklé na Washingtonské universitě  - viz [17]. 
Současná verze zvládá jednoduchou přesnost, tedy nikoli 64bitovou přesnost, 
kterou MATLAB standardně bez použití CUDA plug-in umí. Nicméně nárůst rychlosti 




    Výhody 
 použití standardního C jazyka s  jednoduchými rozšířeními 
 komunikace a synchronizace mezi vlákny pomocí přístupu do rychlé (16KB) sdílené 
paměti 
 možnost zápisu kódu do libovolné volné adresy v paměti  
 podpora pro celočíselné a bitové operace  
    Nevýhody 
 podpora pouze bilineárního filtrování textur  
 nepodporuje rekurzivní funkce 
 může dojít k zúžení šířky pásma datové sběrnice a latence mezi GPU a CPU  
 možnost použití CUDA pouze na čipech NVIDIA G80 a vyšších 
7.2 ATI/AMD CTM 
První myšlenky využití GPU pro jiné než grafické výpočty se objevovaly již 
před mnoha lety. V roce 2005 se společnost ATI během uvedení Radeonu X1800 
rozhodla, že tyto myšlenky začne realizovat  - viz [15]. Vznikl projekt nazvaný DPTM 
(z anglického Data Parallel Virtual Machine) později přejmenovaný na CTM ( z 
anglického Close To Metal). Jedná se o architekturu, která podobně jako konkurenční 
CUDA umožňuje obecné pralalelní výpočty pomocí GPU. Díky ní mohou vývojáři 
snáze pracovat s instrukcemi podporovanými čipem a zároveň umožňuje úlohám pro 
Stream procesor přímý přístup k hardwaru, zjednodušeně řečeno z aplikace přímo 
k úrovni, na níž se nachází ovladače. Hlavní devizou je ale AMD CTM Driver (viz obr. 
14) 
 
Obr. 14: ATI CTM Driver - viz [16] 
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CTM poskytuje vývojářům svobodný přístup k nativnímu souboru instrukcí a 
paměť na masivně paralelní výpočtové prvky u AMD Stream procesorů  - viz [17]. 
Používáním CTM se stream procesory stávají efektivnějšími a programovatelnými a s 
použitím otevřené architektury jsou podobné dnešním CPU. Tato otevřená architektura, 
nabízí vývojářům nízko-úrovňový, deterministický a opakovatelný přístup k hardwaru, 
a proto je nezbytné pro API vyvinout základní, vysokoúrovňově programovací nástroje  
jako jsou kompilátory, ladící programy, matematické knihovny a aplikační platformy  - 
viz [18]. Tato architektura je také určena k tomu, aby skryla veškeré znaky spojené 
s grafikou, jako je podpora video výstupu.  
Skrze CTM hodlá AMD podpořit silný růst sof twarového průmyslu určeného 
pro stream výpočty, čímž umožní vývoj ještě lepších nástrojů, odbourá tak mnoho 
výkonových bariér, kódovacích překážek a některé méně srozumitelné závislosti na 
ovladačích - viz [16].  
Technologie CTM je navržena tak, aby byla vysoce účinná, umožňovala práci s 
plovoucí desetinnou čárkou a aby spolupracovala s polem paralelního procesoru 
nalézajícího se na grafických kartách ATI. Paralelní pole procesoru je kontrolováno a 
zaměstnáváno několika málo podporovanými součástmi CTM.  
CTM je určeno pro paralelní pole procesorů pracujících s plovoucí desetinnou 
čárkou. Je řízeno několika příkazy určenými pro nastavení parametrů, rozhodují o 
využití a nevyužití vyrovnávací paměti a aktivují procesory v poli procesů. Tyto příkazy 
jsou uložené v paměti grafické karty - viz [18]. 
Následující text stručně popisuje, jak CTM tyto příkazy čte a jak reaguje na 
každé zpracování. 
Blokové schéma CTM  je zobrazeno níže (viz obr. 15). Kromě ATI datového 
pole procesorů (DPP) se CTM skládá ze tří hlavních součástí : výpočetní procesorové 








Výpočetní procesorová jednotka čte příkazy ze specifické paměťové oblasti a 
mimo příkazy směrované do dalších jednotek uvnitř CTM  dále šíří procesní práci do 
DPP. Počítání na samotném procesoru podléhá podmínce vrácené CO. Výsledky na 
výstupu programu jsou zapisovány do paměti, která rovněž podléhá podmínce vrácené 
CO. Paměť instrukcí, konstant, pro výstupy a vstupy programu a vyrovnávací paměť je 
využívána CO a je přístupná skrze MC. Kromě plnění požadavků čtení a zápisu, spočítá 
MC výchylku paměťové adresy založené na popisu formy požadovaných dat v paměti.  
Závěrem popisu CTM by bylo vhodné uvést zde zjištěné výhody a nevýhody a 
případné srovnání s konkurenční technologií NVIDIA CUDA. Aktuální informace o 






8 Obecné výpočty s využitím třetích stran 
8.1 HAVOK FX 
Havok FX je první API, které simuluje interakci mezi tisíci pevnými tělesy, 
přičemž umožňuje použít realistické zobrazení trosek, tekutin, oble čení, kouře a dalších 
efektů v počítačových hrách pomocí GPU. Havok FX podporuje herní konzole 
Playsation 3 a XBOX 360, ale hlavně také grafické karty RADEON X1000, GeForce 7 
a novější - viz [22]. Použitím SLI paralelního zapojení více GPU je pak možné celé 
jedno GPU specializovat pouze pro výpočty využívající Havok FX.  
Nový vlasník Irské společnosti Havok, stojící za vývojem Havok FX, je od roku 
2007 společnost Intel, která bližší informace o tomto projektu přestala veřejnosti 
poskytovat. Intel v současné době pracuje na projektu pod názvem Larrabee. Jde o 
vývoj nového čipu, který má vzniknout zkombinováním GPU a CPU - viz [25]. Je tedy 
velmi pravděpodobné, že se bude další vývoj Havok FX specializovat pouze pro tento 
nový hardware.  
8.2 AGEIA PhysX 
Společnost AGEIA byla založena v roce 2002 s jednoduchým záměrem - viz 
[24]. Vyvinula první PPU. Jméno společnosti je tvořeno počátečními písmeny zemí, ze 
kterých zakladatelé pochází: Amerika, Německo (Germany), Egypt, Indie, Amerika  - 
viz [27].  
 Protože jsou nároky na reálnost her stále vyšší, a to zahrnuje nejen reálnost 
grafické a zvukové stránky počítačových her ale také právě v  poslední době narůstající 
nároky na reálné chování objektů a interakci s nimi v uměle vytvořeném virtuálním 
světě. Společnost Ageia přišla s myšlenkou přídavného akcelerátoru specializovaného 
pouze na výpočty chování a pohybu těles v hrách. Tuto myšlenku na konečný produkt 
se snažila rozvíjet a podařilo se ji zrealizovat - viz [24].   
PPU jako akcelerátor fyziky pojmenovala společnost Ageia názvem PhysX. 
Samotný procesor je složen ze 125 milionů tranzistorů a zvládne spočíat 
20x109 instrukcí za sekundu (20 GIPS) - viz [24]. Takový výkon by s přehledem stačil 
ke spočítání deformaci osobního automobilu po čelní srážce s překážkou nebo 
roztříštění bezpečnostního skla na tisíce kousíčků tak, aby to ve výsledku vypadalo 
reálně. 
 
Obr. 16: Budoucí představa běžného uspořádání herního počítače dle  Ageia - viz [24] 
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První PhysX Akcelerátor 
PhysX z dílen společnosti BFG Tech je karta, která na první pohled zaujme jako 
běžná grafická karta. Rozdíl je ale v tom, že jde o první kartu osazenou čipem Ageia 
PhysX a slouží pouze pro výpočty chování těles v hrách. Karta komunikuje se základní 
deskou skrze 32-bitové rozhraní PCI a je osazena 128MB GDDR3 pamětí  - viz [28]. 
Samotný čip PhysX pracuje na frekvenci 500Mhz, což vzhledem k  výrobnímu procesu 
130nm není zrovna málo. Interní datová propustnost akcelerátoru činí až 2Tb/s. Pro 
srovnání datová propustnost hi-end grafického akcelerátoru Radeon 3870 X2 činí 115 
Gb/s - viz [28].  
Výhodou této karty je její obrovský potenciál. Již teď je jisté, že bude 
v budoucnu možno jednoduše realizovat reálné dynamické prostředí měnící se podle 
podmínek pomocí PPU. Navíc PhysX jakož to snadno programovatelný procesor 
s unifikovanými shader jednotkami, nebude v budoucnu počítat pouze fyziku, ale 
GPGPU obecně. Mezi nevýhody patří malá podpora her a programů, které PhysX 
využívají a její použití dnes není až tak viditelné.  
Ageia uvedla na světlo světa v pravdě revoluční věc, která se dá srovnat 
s uvedením prvního přídavného 3D akcelerátoru Voodoo 1. Samostatný čip má velmi 
vysoký teoretický výkon a jeho ambice jsou do budoucna velké. Nyní však existuje 
pramálo důvodů ke koupi, neboť aplikace podporující PhysX jsou spíše nositeli loga 
podpory, což ovšem není žádným překvapením vzhledem k rychle a uměle zapracované 
podpoře této novinky. Ageia PhysX bych nyní neváhal označit za nadějný prototyp, 
který bude mít velké využití a díky novému vlastníkovy Ageia společnosti nVidia 
velkou podporu rozvoje do budoucna. 
Informace o tom, jak hodlá s PhysX společnost NVIDIA naložit nebyly zatím 
zveřejněny. Nejpravděpodobnější je vnik nové hardwarové kombinace, skládající se 
z grafického čipu a čipu PhysX. Jisté ovšem je, že na vývoji tohoto revolučního 







9 Využití GPGPU v praxi 
9.1 Realizace výpočtů pomocí CUDA v prostředí Matlab 
V prostředí Matlab je možné pomocí tzv. MEX souborů využít programový kód 
napsaný např. v jazyce C, který máme k dispozici ve formě dll knihovny. MEX soubory 
rovněž umožňují provádění výpočtů s využitím CUDA na GPU. Tyto soubory rozlišují, 
zda jde o kód vytvořený v C,C++ nebo ve Fortranu, což umožňuje lepší optimalizaci 
pro GPU – viz [30]. 
MEX soubory jsou nástroje určené pro volání kódu vytvořeného buď  v jazyce C 
nebo ve Fortranu. I když je volání optimalizačních knihoven prováděno uvnitř Matlabu 
stále zůstává dostatek prostoru i pro další optimalizace.  
Následující text popisuje techniku volání MEX souborů do GPU a způsob 
ovládání přenosu dat mezi GPU a koncovým zařízením - viz [30]. 
9.1.1  Obvyklý MEX soubor 
Základní MEX soubor musí obsahovat tyto 4 části – viz [30]: 
1. obsahuje  mex.h (pro C a C++ MEX soubory) 
2.  každý MEX soubor je volán pomocí mex Funkce (mexFunction) 
Tento bod je důležití pro přístup DLL a jiných knihovan do Matlabu.  
V jazyce C/C++ je to vždy: 
 




nlhs = počet očekávaných mx polí tzv. mxArrays (levá strana)  
plhs = pole ukazatelů očekávaných výstupů  
nrhs = počet vstupů (pravá strana) 
prhs = pole ukazatelů výstupných dat. Vstupní data jsou určena po uze ke čtení. 
 
3.  mxArray 
MxArray je zvláštní struktura obsahující data z  Matlabu, která reprezentuje C v poli 
Matlabu. 
Všechny typy polí Matlabu jsou označeny jako mxArrays a mohou v  sobě obsahovat 
skaláry, matice, řetězce, vektory a jiné číselné hodnoty. 
 
4.  APi funkce (mohou například přidělovat místa v paměti)  
 
Kód běžného MEX souboru (viz příloha B) představuje jednoduchý MEX soubor, který 
převádí vstupní hodnoty na jejich druhé mocniny 
 
 
V Matlabu je možné tento kód okamžitě vyvolat pomocí  
 
>> mex square_me.c 
 
Následujícím příkazem se vygeneruje zkompilovaný MEX soubor (jeho koncová 




square_me.mexw32 (Windows 32 bit)  
square_me.mexglx (Linux 32 bit)  
square_me.mexa64 (Linux 64 bit) 
 
Pak už je možné v Matlabu následujícím způsobem zadat například vektor a obdržet 
jeho druhou mocninu - viz [30] 
 
>> a = linspace(1,10,10)  
a=  
1 2 3 4 5 6 7 8 9 10  
>> a2 = square_me(a) 
a2=  
1 4 9 16 25 36 49 64 81 100  
 
9.1.2  CUDA Mex soubor  
Tento Mex soubor obsahuje ve většině případů CUDA kód (jádro funkce, 
konfigurace) proto, aby mohl být zpracován pomocí “nvcc” (popsáno v kap. 7.1). 
Takový soubor musí mít koncovou příponu “.cu”. Soubor s touto koncovou příponou 
nemohl mex skript v Matlabu dříve rozeznat, proto NVIDIA vyvinula nový skript, který 
již tento problém odstranil, jedná se o zmíněné nvcc. Existují také zvláštní případy, kdy 
je možné použít standardní C kód, díky němuž je možné data zpracovat pomocí GPU. 
K tomu se využívá funkcí CUBLAST a CUFFT.  
Pro vytvoření zkompilovaného MEX souboru s koncovou příponou “.cu” se v 
Matlabu používá následující příkaz – viz [30]: 
 
nvmex -f nvmexopts.bat jméno_souboru.cu -IC:\cuda\include -
LC:\cuda\lib-lcudart 
 
Základní CUDA MEX soubory obsahují tyto části  – viz [30]: 
 
1. Přidělení paměti určené pro GPU 
2. Přesun dat z paměti koncového zařízení do GPU. Je důležité vědět, že číselné 
hodnoty s plovoucí desetinou čárkou mají v  Matlabu dvojitou přesnost, zatímco 
CUDA a základní technická podpora pro GPU pouze jednoduchou. Takže pokud 
jsou na vstup GPU posílány data ve dvojité přesnosti, je zapotřebí tyto data převést 
na přesnost jednoduchou.  
3. V současné době není možné použít “vyznačenou” paměť pro koncové zařízení, 
protože data na straně tohoto zařízení musí být přidělovány pomocí speci ální 
mxMalloc funkce 
4. Cuda kód je možné využít při zpracování dat ve chvíli, kdy jsou data připraveny pro 
GPU 
5. Přesunutí dat z GPU do koncového zařízení. Data musí být převedeny zpět do formy 
dvojité přesnosti 
6. Vyprázdnění paměti určené pro GPU 
 
Ukázka kódu CUDA MEX souboru (viz příloha C) 
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9.1.3  Vzorová aplikace 
Příklad dynamiky víru 
 
Tento příklad pochází ze třídy zabývající se atmosférickým tlakem  na 
Washingtonské universitě a je zahrnut ve speciálním balíku CUDA podpory pro Matlab 
společně s nvmex skriptem 3, který NVIDIA poskytuje - viz [30]. Jde o řešení víření 
proudů pomocí Eulerovy rovnice a skriptů v matlabu s využitím pseudo-spektrální 
metody. Pseudo-spektrální metoda je výhodná hlavně proto, že umožňuje bezpečně 
vykonávat operace s jednoduchou přesností bez narušení celkové kvality řešení - viz 
[30]. 
Kód Matlabu lze v tomto případě snadno upravit pro řešení s  různými 
počátečními podmínkami a je založen na základě FFT. Všechny výsledky byly získány 
v Matlabu R2006b běžícím pod operačními systémy Windows a Linux, jak uvádí 
NVIDIA - viz [30]. 
NVIDIA si rozdělila práci do dvou kroků. V prvním kroku se jednalo o napsání 
MEX souborů pro FFT2 a IFFT2 funkce, které jsou v  Matlabu volány pomocí CUFFT 
knihovny. Ve druhém kroku šlo o přesun funkcí řešících nelineární č ást Eulerovy 
rovnice do CUDA - viz [30]. 
Kód v Matlabu běží s dvojitou přesností a proto musí být data 
přetransformována na jednoduchou přesnost ještě před tím, než jsou poslána do GPU. 
Samotné GPU počítá pouze s jednoduchou přesností, takže výsledky zpětně odeslané do 
Matlabu musí být přetransformovány na dvojitou přesnost. 
NVIDIA testovala tento příklad pro dva různé systémy. V  A-systému byl použit 
procesor Opteron 250 (2,45GHz) a v B-systému procesor Opteron 2210 (Dual-Core 
1,86GHz). V obou byla zapojena grafická karta s GPU Quadro FX 5600. Vedle 
taktovací frekvence měli tyto systémy různou šířku pásem PCI Express sběrnicí. V  testu 
rychlosti přenosu dat ("Bandwith Test") pro čtení a zápis dat se zjišťovala výkonnost 
těchto čipů. A-systém dosáhl při zápisu hodnoty 1 135MB/s (přenos dat do GPU) a při 
čtení 1 003MB/s (přenos dat z GPU). B-systém dosáhl při zápisu 1 483 MB/s a 1 223 
MB/s při čtení. 
Následující tabulka 2 ukazuje výsledné časové údaje obou systému pří výpočtu 
400 Runge-Kutta kroků  












Standardní MATLAB 8 098 s  9 525 s  
Zatížení FFT2 a IFFT2 4 496 s 1,8 x 4 937s 1,9 x 
Zatížení nelineární částí  735 s 11 x 789 s 12 x 
Zatížení nelineární částí, FFT2 
a IFFT2 




9.2 Projekt Folding@home 
Tento projekt Standfordské University využívá GPU pro distribuované výpočty 
určené pro vědecké účely - viz [20]. Hlavním cílem je urychlení vývoje léčby 
Alzheimerovy a Parkinsonovy choroby a dalších forem rakoviny. Takové výpočty jsou 
nesmírně náročné na výpočetní výkon, a proto je nutné naráz zpracovávat velké 
množství dat. Pro tyto účely byl vyvinut software nazvaný Folding@home využívající 
systému přidělování výpočtů jednotlivým jedno tkám (typ sítě klient/server). Tento 
projekt existuje již dlouho a původně byl vyvinut pouze pro výpočty využívající CPU, 
nyní již ale existuje jeho novější verze, která je přepracována pro GPGPU.  Každý, kdo 
má počítač s grafickou kartou ATI/AMD čipové řady R580 a vyšší nebo vlastní herní 
konzoly PLAYSTATION 3 s přístupem na internet si může tento software zdarma 
stáhnout – viz [31] a podílet se tak na nalezení léků na zákeřné choroby. Podmínkou je 
mít tento program zapnutý pokud zrovna na svém PC nebo kon zoly uživatel napracuje. 
Výpočty totiž probíhají při nečinnosti aktivního počítače.  
Tyto výpočty by mohli být ještě více urychleny, kdyby se do programu mohli 
zapojit také majitelé počítačů s grafickými kartami NVIDIA GeForce. Jejich podpora 
pro tento program ale zatím neexistuje. Důvodem je, že GeForce podporuje pouze 
rozhranní CUDA a není vyvinutí žádný klient, který by byl schopen obsloužit všechna 







Práce se zabývá rešeršní studií provádění negrafických  výpočtů pomocí 
procesorů grafických karet. 
První tři kapitoly se postupně věnují technologickým základům a stručnému 
popisu základních pojmů z počítačové grafiky. Dále popisují historii, vývoj a princip 
fungování GPU. Čtvrtá kapitola obsahuje podrobnější popis architektur dvou 
konkurenčních grafických karet osazenými GPU z produkce společností NVIDA a 
ATI/AMD. Důvodem popisu těchto dvou architektur GPU je jejich revoluční 
technologická inovace oproti předchozím architekturám  a také skutečnost, že jsou tyto 
GPU jako první výrazně podporovány ze strany výrobce pro obecné výpočty. Současné 
a budoucí GPU a CPU se ubírají cestou čím dál větší paralelizace, proto bylo vhodné se 
v šesté kapitole o tomto efektu krácení celkové doby výpočtů zmínit. V sedmé kapitole 
jsou podrobně popsány programovací rozhraní NVIDIA CUDA a ATI/AMD CTM 
umožňující právě GPGPU provádět obecné výpočty.  Následující osmá kapitola uvádí 
další možnosti počítání negrafických výpočtů pomocí GPU a nově také pomocí PPU. 
Konkrétně se jednalo o API HAVOK FX a čip Ageia PhysX. V deváté kapitole jsou 
uvedeny příklady využití GPGPU v praxi.  
Prvním hlavním cílem této práce bylo popsat princip fungování GPGPU, hlavní 
výhody a nevýhody této technologie a cílovou oblast použití. Princip fungování GPGPU 
se podařilo podrobně popsat v kapitole 4 společně s jeho hlavními výhodami i 
nevýhodami. Mezi uvedené výhody patří například: 
- nově používaná unifikovaná architektura vhodná právě pro GPGPU  
- vysoký výkon ve skalárních operacích  
- zvýšený počet paralelních výpočetních jednotek vedoucí ke zvýšení výpočetního 
výkonu při paralelním počítání  
Mezi nevýhody patří například jednoduchá přesnost  při práci GPU s plovoucí desetinou 
čárkou a složitá koordinace datových struktur mezi GPU a CPU . 
Cílová oblast použití GPGPU je uvedena ve 4 a 7 kapitole a mezi několik uvedených 
příkladů patří: 
- fyzikální výpočty - vlnové rovnice 
- geofyzikální výpočty - např. seizmická analýza 
- výpočty pohybu a chování těles v počítačových hrách 
- Matematické výpočty - maticové rovnice a FFT- rychlá Fourierova transformace 
Druhým cílem bylo porovnat řešení, které nabízí společnost ATI/AMD a 
NVIDIA. NVIDIA řeší GPGPU s pomocí vlastního rozhraní CUDA. Toto rozhranní je 
podrobně rozebráno v kapitole 7, ve které jsou uvedeny i jeho případné výhody 
nevýhody. Konkurenční řešení, které nabízí ATI/AMD v podobě rozhranní CTM je 
rovněž podrobně popsáno v této kapitole. Aktuální informace o CTM, ale nejsou 
dostačující k tomu, aby bylo možné obě rozhranní objektivně porovnat.  
Posledním z hlavních cílů bylo nalézt i jiné způsoby řešení než ty, které 
v současné době nabízí obě již zmiňované společnosti. Podařilo se nalézt dva další 
způsoby řešení. Prvním z nich je API  HAVOK FX využívající GPU výhradně pro 
výpočty pohybů a chování těles v reálném čase. Druhým řešením je PPU Ageia PhysX, 
které je rovněž učeno pro tento druh výpočtů. Obě řešení jsou popsány v  kapitole 8. 
Novými majiteli těchto dalších řešení se v nedávné době staly společnosti INTEL a 
NVIDIA. Doposud obě veřejnosti neposkytly informace o tom, jak s těmito projekty 
hodlají do budoucna pokračovat. Jisté je, že vývoj obou těchto velmi slibných projektů 
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bude nadále pokračovat. Není zde vyloučena možnost vzniku nového procesoru 
sloužícího pro obecné výpočty založeného na kombinaci PPU a GPU. 
Možnosti využití GPGPU jsou v dnešní době velké, jak dokazují uvedené 
příklady v deváté kapitole. První příklad ukazuje, jak je možné docílit zrychlení výpočtů 
v Matlabu použitím CUDA MEX souborů. Druhý z nich je velmi užitečný projekt 
Folding@home umožňující běžnému uživateli GPU ATI/AMD čipové řady R580 a 
vyšší podílení se na výpočtech urychlujících vývoj léčby nebezpečných lidských 
chorob. GPGPU má, jak už z těchto příkladů vyplývá, před sebou velkou budoucnost a 
možnosti jeho využití, se budou nadále rozšiřovat.  
Předložená rešeršní studie ukázala, že problematika výpočtů pomocí procesorů 
grafických karet je poměrně složitá záležitost. Pro její pochopení je potřeba nastudovat 
značné množství informací, které vyžadují znalosti z dalších oborů, mj. programování. 
Teprve po té je vůbec možné přistoupit k vlastní realizaci výpočtů ze specifické oblasti, 
např. porovnávání scanů při lokalizaci robotu. Tento fakt považuji za hlavní omezení při 
snaze prakticky realizovat libovolné výpočty pomocí GPU. Za další omezení pak lze 
považovat bouřlivý rozvoj v celé oblasti výpočtů pomocí grafických karet, změny 
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Seznam použitých zkratek 
ALU     (Arithmetic Logic Unit) - jedna ze základních komponent počítačového procesoru, ve 
které se provádějí všechny aritmetické a logické výpočty  
API       (Application Programming Interface) - rozhraní pro programování aplikací. Jde o 
sbírku procedur, funkcí a tříd knihoven, které může využívat programátor, který 
knihovnu využívá. API určuje, jakým způsobem se funkce knihovny mají volat ze 
zdrojového kódu programu 
CFAA   (Custom Filter Antialiasing ) - filter zdokonalující antialising, který si může uživatel 
libovolně nastavit 
CO        (Conditional Operation Unit) - jednotka podmíněných operací, která je jednou 
z hlavních částí  achytektury CTM 
CPU      (Central Processing Unit) -  základní řídící a výpočetní jednotka počítače  
CTM     (Close To metal) – architektura umožňující grafickým čipům ATI/AMD provádět 
obecné výpočty 
CUDA  (Compute Unified Device Architecture ) – unifikovaná architektura pro p rovádění 
obecných paralelních výpočtů 
DDR     (Double Data Rate) - je typ pamětí používaný v počítačích 
DPP      (Data Parallel Procesor) - procesor, který zpracovává data paralelním způsobem 
DPTM  (Data Parallel Virtual Machine ) - dřívější název použitý pro označení architektury 
společnosti ATI umožňující grafickým procesorům obecné výpočty (nynější název je 
CTM) 
FFT       (Fast Fourier Transform) - Fourierova transformace 
FFT2     2-D Fourierova transformace 
FP32     32-bitová plovoucí desetinná čárka  
FSAA   (Full-Scene AntiAliasing ) - dokonalejší antialising odstraňující rušivé vlivy obrazu 
(zubaté hrany, nepatrné změny velikosti objektů, ztráta malých detailů)  
GDDR  (Graphic Double Data Rate) - je typ paměti používaný na grafických kartách  
GPU      (Graphic Processing Unit)  - je čip na grafické kartě počítače obsahující stovky 
milionů tranzistorů, mozek grafické karty. Je v podstatě grafický procesor, tedy 
procesor určení k počítání grafiky  
GPGPU (General Purpose Computation on GPUs) - je označení pro počítání obecných 
(negrafických) výpočtů pomocí GPU 
HDR     (High Dynamic Range) - Technologie nasvícení scény využívající místo klasických 
světel simulujících reálné světelné zdroje speciální bitmapu HDR. Jedná se o 
realistické vykreslování světelných efektů 
HPC      (High Performance Computing) - odvětví nauky o počítačích, která se soustřeďuje na 
vývoj superpočítačů a programů pro použití v superpočítačích. Důležitou oblastí této 
disciplíny je vývoj algoritmů pro paralelní zpracov ání a softwaru, který je využívá  
HQ-AF (High Quality Anisotropic Filtering ) - vysoká kvality anizotropní filtrace slouží pro 
žvýšení kvality zobrazení 3D scény 
HS TSMC - označení technologie výroby grafického čipu   
IFFT2    2-D inverzní diskrétní Fourierova transformace  
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MC        (Memory Contoller Unit) - jednotka paměťového řízení, která je jednou z  hlavních 
částí CTM 
MSAA  (Multisample anti-aliasing) - druh atialiasingu, kdy se barva daného pixelu na hraně  
objektu smíchá z barev, které do pixelu zasahuj í, a to v poměru, v jakém se na něm 
vyskytují 
PCI-E, PCI Express - je označení typu sběrnice určené grafickým kartám  
PE         (Processor Execution Unit) - výpočetní procesorová jednotky, který je jednou 
z hlavních  částí architektury CTM  
PPU      (Physics Processing Unit) - samostatná výpočetní jednotka specializovaná na výpočty 
pohybu chování v reálném čase 
RGMS (Rotating Grid MultiSampling ) - druh antialiasingu, kdy je změněn odstín jednotlivých  
              vyhlazovaných pixelů tak, aby rozdíly mezi  nimi byly plynulejší 
SDK     (Software Development Kit) - název balíku vývojových nástrojů určených k v ytváření 
programového vybavení aplikací 
SIMD   ( Single Instruction Single Data ) - jeden procesor provádí jeden instrukční proud nad 
daty uloženými v  paměti 
SLI        (Scalable Link Interface) - je technologie umožňující kombinaci více grafických karet 
na sběrnicích PCI-E 
SP         (Stream procesor) - "proudový procesor", což ale není úplně přesné, protože jde o 
"procesor pro proudové zpracování sad a skupin vstupních a výstupních dat". Je to 
základní výpočetní jednotka jádra a je jich opravdu hodně.  
ROP     (Raster Operator) - jedná se o jednotku pro rastrové  operace, která provádí antialiasing, 
stará se o komprese barev 
TMU    (Texture Mapping Unit) - jednotky, které nanášejí a filtrují textury  
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Tabulky specifikačních údajů  pro čipy G80 a R600 
Tab. A1: Specifické parametry jádra G80 - viz [8] 
 GeForce 8800GTX 
VPU G80 
Výrobní proces 90 nm TSMC 
Počet transistorů 681 milionů 
Paměťová sběrnice 384-bit DDR 
Paměť 768 MB 
Takt čipu 575 (1350) MHz 
Takt pamětí 900 MHz 
(1800 DDR) 
Paměťová propustnost  86.4 GB/s 
Fill-rate (pixel) 13800 Mpixel/s 
Fill-rate (texture) 36800 Mtexel/s 
Vertex Shaderů 128* 
Pixel Shaderů 128* 
Geometry shaderů 128* 
Text. filtering units 64 
Text. adressing units 32 
Text. sampling units 64 
Počet ROP's 24 
Vertex Shader verze 4.0 
Pixel Shader verze 4.0 
DirectX 10 
AntiAliasingDirectX 2-4x RGMS 
8-16x CSAA 
AA speciality Transparent AA 
Coverage Sampled AA 
Integrované RAMDACy 2x 400MHz 





Tab. A2: Specifické parametry jádra R600 - viz [8] 
 Radeon HD 2900 XT 
VPU R600 
Výrobní proces 80 nm HS TSMC 
Počet transistorů 700 milionů 
Paměťová sběrnice 512-bit DDR 
Paměť 512 MB 
Takt čipu 740 MHz 
Takt pamětí 825 MHz 
(1650) DDR) 
Paměťová propustnost  86.4 GB/s 
Fill-rate (pixel) 13800 Mpixel/s 
Fill-rate (texture) 36800 Mtexel/s 
Vertex Shaderů 320* 
Pixel Shaderů 320* 
Geometry Shaderů 320* 
Text. filtering units 16 
Text. adressing units 32 
Text. sampling units 80 
Počet ROP's 16 
Vertex Shader verze 4.0 
Pixel Shader verze 4.0 
DirectX 10 
AntiAliasingDirectX 2-4x RGMS 
8-16x CFAA 
24 x EDAA 




Integrované RAMDACy 2x 400MHz 






Běžný MEX soubor 
Ukázka kódu  1: MEX soubor square_me.c (celý kód přejat viz [30])  
#include "mex.h"  
void mexFunction(int nlhs, mxArray *plhs[],  
int nrhs, const mxArray *prhs[]) 
{ 
int i, j, m, n; 
double *data1, *data2;  
 
/* Kontrola chyb */ 
if (nrhs != nlhs) mexErrMsgTxt  
("Počet vstupních a výstupních argumentů musí být shodný.");  
 
for (i = 0; i < nrhs; i++)  
 
/* Zjištění rozměrů dat */ 
m = mxGetM(prhs[i]); 
n = mxGetN(prhs[i]);  
 
/* Vytrvoření mxArray pro výstupní data */  
plhs[i] = mxCreateDoubleMatrix(m, n, mxREAL);  
 
/* Znovuzískání vstupních údajů */ 
data1 = mxGetPr(prhs[i]);  
 
/* Vytvoření ukazatele výstupních dat */  
data2 = mxGetPr(plhs[i]);  
 
/* Po umocnění uložit data  do výstupního pole */ 
for (j = 0; j < m*n; j++) 
{ 
 








CUDA MEX soubor 
Ukázka kódu 2: MEX soubor square_me.c (celý kód přejat viz [30]) 
#include "cuda.h"  
#include "mex.h"  
 
/* Jádro umocněných prvku v poli pro GPU */ 




int idx = blockIdx.x*blockDim.x+threadIdx.x;  
if ( idx < N) out[idx]=in[idx]*in[idx];  
}  
 
/* Průchozí funkce */ 
void mexFunction(int nlhs, mxArray *plhs[],  
int nrhs, const mxArray *prhs[]) 
 
{ 
int i, j, m, n; 
double *data1, *data2;  
float *data1f, *data2f;  
float *data1f_gpu, *data2f_gpu;  
mxClassID category; 
if (nrhs != nlhs) 
mexErrMsgTxt("Počet vstupních a výstupních argumentů musí být shodný.")  
 
for (i = 0; i < nrhs; i++) 
 
{ 
/* Zjištění rozměrů dat */ 
m = mxGetM(prhs[i]); 
n = mxGetN(prhs[i]);  
 
/* Vytrvoření mxArray pro výstupní data */  
plhs[i] = mxCreateDoubleMatrix(m, n, mxREAL);  
 
/* Vytvoření pole vstupných a výstupních dat pro GPU*/  
cudaMalloc( (void **) &data1f_gpu,sizeof(float) *m*n); 
cudaMalloc( (void **) &data2f_gpu,sizeof(float)*m*n);  
 
/* Znovuzískání vstupních údajů */ 
data1 = mxGetPr(prhs[i]);  
 
/* Kontrola jestli se jedná o data jednoduché nebo dvojité přesnosti */  




if( category == mxSINGLE_CLASS) 
{  
/*Data jsou jednoduché přesnosti, mohou být poslány rovnou na vstup karty*/  





if( category == mxDOUBLE_CLASS)  
{  
/* Vstupní data mají dvojitou přesnost, je nutné př evedení na jednoduchou přesnost před 
posláním na vstup karty */ 
data1f = (float *) mxMalloc(sizeof(float)*m*n);  
for (j = 0; j < m*n; j++) 
 
{  
data1f[j] = (float) data1[j]; 
} 




data2f = (float *) mxMalloc(sizeof(float)*m*n);  
 
/* Výpočet konfigurace s využitím 128 vláken na blok */  
dim3 dimBlock(128); 
dim3 dimGrid((m*n)/dimBlock.x);  
 
if ( (n*m) % 128 !=0 ) dimGrid.x+=1;  
 
/* Volání funkce pomocí GPU */ 
square_elements<<<dimGrid,dimBlock>>>(data1f_gpu, 
data2f_gpu, n*m);  
 
/* Zkopírování výsledku zpět do koncového zařízení */  




 /* Vytvoření ukazatele  výstupních dat */  
data2 = mxGetPr(plhs[i]);  
 
 
/* Před vrácením dat je potřeba jejich převedení z jednoduché přesnosti na dvojitou*/  
for (j = 0; j < m*n; j++) 
{  























Struktura čipu ATI/AMD R600 – viz [9] 
 
 
 
