The acoustic startle reflex (ASR), a defensive response, is a contraction of the skeletal and facial muscles in response to an abrupt, intense (>80 db) auditory stimulus, which has been extensively studied in rats and humans. Prepulse inhibition (PPI) of ASR is the normal suppression of the startle reflex when an intense stimulus is preceded by a weak non-starting pre-stimulus. PPI, a measure of sensory motor gating, is impaired in various neuropsychiatric disorders, including schizophrenia, and is modulated by cognitive and emotional contexts such as fear and attention. We have modeled the fear modulation of PPI of ASR based on its anatomical substrates and taking into account data from behaving rats and humans. The model replicates the principal features of both phenomena and predicts underlying neural mechanisms. In addition, the model yields testable predictions.
Introduction
The startle reflex occurs in response to intense and abrupt auditory, visual or tactile stimuli. The focus of our model is on the acoustic startle reflex (ASR). The startle reflex is suppressed when an intense stimulus is preceded by a weak non-starting prestimulus. In rats, PPI is severely reduced after manipulations of limbic cortex, striatum, pallidum or pontine tegmentum (Fendt et al. 2001) .
PPI of the ASR has been extensively studied; in particular, there exists an extensive neuropharmacological literature associated with the disruption, inhibition, and facilitation of PPI (Bast et al. 2001; Braff et al. 2001; Depoortere et al. 1997; Geyer et al. 2001) , and computational modeling (Leumann et al. 2001; Schmajuk et al. 2006) . Physical, emotional, or cognitive states can modify PPI through the activity in cortical and subcortical structures. There is evidence for the modulation of PPI of ASR due to emotional contexts (Li et al. 2009; Winslow et al. 2002) . Processing structures for fear (Grillon 1998; Grillon et al. 1997 ) and attention (Heekeren et al. 2004; Lang et al. 1990) and their influence on the activity of the nuclei related or connected to PPI pathway have been extensively studied.
This study will focus on a continuum of states that span from extreme emotional fear to extreme security. These two extreme states are incompatible, but between these extremes, intermediate states occur with varying degrees of fear and security.
We will postulate that separate groups of neurons in amygdala are active in the extreme states and develop a model of the fear regulation of PPI, which itself modulates ASR. The model will display the major characteristics observed in these phenomena and will predict general features of the biological network responsible for this behavior.
Models

Model neural network for acoustic startle reflex and prepulse inhibition
The models for ASR and PPI presented in this study are based on neuroanatomical studies of the biological substrates. ASR pathway in the bottom line of Fig. 1 starts from the cochlea (C), through the cochlear root nucleus (CRN) (Lee et al. 1996; Koch et al. 1997) to the nucleus reticularis pontine caudalis (NRPC) (Koch et al. 1992) , and to the motor neurons (MN) at the spinal level. These connections are excitatory. PPI pathway begins at the projection from the CRN and dorsal cochlear nucleus to the inferior colliculus (IC) (Leitner et al. 1985; Li et al. 1998 ), continues to the superior colliculus (SC) (Swerdlow 1992; Swerdlow et al. 2001) to the pontine tegmental nucleus (PTN) (Swerdlow and Geyer 1993) , and ends at the NRPC (Fendt et al. 2001 ). This last connection is inhibitory, and the others are excitatory. The central issue is the slower flow of prepulse information through the PPI pathway, such that the faster flow of the startle pulse signal through its pathway, just two synapses between the cochlea and the motoneurons, converges at the same time at the nucleus NRPC (Koch et al. 1992) , responsible for the output of ASR response. Besides, the model meets the goal of reproducing accurately ASR response and PPI effect as determined by the intensities of the acoustic stimuli and the time interval durations. An outline of the model network is shown in Fig. 1 , where every neuronal nucleus is represented by a unique neuron, the activity, state, or dynamics of which is taken close enough to a representative state of the whole assembly of neurons in that nucleus. It is usual in computational neuroscience to develop models in which it is not necessary to simulate a neural nucleus or an entire natural neural population through a much smaller model neural assembly. For some purposes, for instance, particular simple information processes, not complex processing, there are not compelling reasons to consider Fig. 1 Network for ASR and PPI: C cochlea, CRN cochlear root nucleus, NRPC nucleus reticularis pontine caudalis, IC inferior colliculus, SC superior colliculus, PTN pontine tegmental nucleus, MN motor neurons, RESP motor response, MOD modulatory network the internal dynamics of these subsystems since the essentials can be captured using a very simple model, with an appropriate dimensionality and accurate results, as can be seen from this study and other studies too.
The modulatory network proposed projects onto PTN from amygdala. This pathway provides an output related with the emotional context emerging from cortical structures within the brain. A model of the modulatory structure (MOD) in Fig. 1 is developed later in this article.
At the level of CRN, acoustic stimuli that exceed a threshold corresponding to 80-85 dB (Koch 1999 ) are transmitted as a startle signal for triggering ASR in NRPC. Weaker stimuli (<85 dB) are sent to IC for a more complex processing. The prepulse, non-triggering ASR by itself, temporarily inhibits ASR pathway by means of a loop through IC, SC, and PTN. Stronger stimuli (>85 dB) are prevented from propagating through the loop.
There is a critical time interval, called the lead time interval T or the interstimulus interval, between 20 and 800 ms in rodents (Hoffman and Ison 1980; Yeomans et al. 2006; Plappert et al. 2004) or between 45 and 2,020 ms in monkeys (Winslow et al. 2002) , between the prepulse onset and the pulse onset, relation (8), which comes from the transmission time difference between PPI pathway and ASR pathway, converging at the NRPC. The strongest inhibition of ASR occurs when the prepulse, with 10-30-ms duration, precedes the startle stimulus by the lead interval (Swerdlow 1992) . The modulatory signal, named F, coming from amygdala in the emotional regulatory network projecting onto PTN, will be examined after establishing the dynamics of ASR and PPI.
The mathematical model developed in this study employs mean firing rates as variables describing the neuronal nuclei states, which are thought to be representative states among those corresponding to the neuronal assemblies forming every nucleus. The dynamics of the model for PPI of ASR based on mean firing rates z j is summarized in Eqs. (1)-(6). These equations arise from the basic integrate-and-fire model, Lapicque (1907) : written here in terms of mean firing rates. Equation (1) describes nucleus 1 (CRN) activity and the dependence of nucleus 1 activity on the stimulus x through a fraction term, sigmoidal in shape, and resembling the Naka-Rushton response-stimulus functions. Equation (2) shows nucleus 2 (NRPC) activity and the excitatory action of nucleus 1 if nucleus 1 activity stays above the threshold a, and the inhibitory action of nucleus 6 on nucleus 2. Equation (3) depicts nucleus 3 (MN) as well as the afferent excitatory projection from nucleus 2. Equation (4) determines nucleus 4 (IC) activity and the excitatory action of nucleus 1 on nucleus 4, if nucleus 1 activity stays below the threshold a. Equation (5) defines nucleus 5 (SC) activity and the excitatory action of nucleus 4 on nucleus 5. Equation (6) explains nucleus 6 (PTN) activity and the excitatory action of nucleus 5 on nucleus 6, along with the modulatory factor F, describing the emotional neural circuit modulatory influence to be considered later.
where z 1 is associated to the CRN, z 2 to the NRPC, z 3 to MN, z 4 to IC, z 5 to SC, and z 6 to PTN. Notations P1 and P2 correspond to the prepulse and pulse intensities, with durations, (T 2 − T 1 ) and (T 4 − T 3 ), being 30 ms in our particular simulations. Relation (7) represents the successive occurrence of the prepulse and pulse at T 1 and T 3 , respectively, one after another. Constants A, B, C, and D are the semisaturation values for the fractions where they are, which are similar in shape to the Naka-Rushton sigmoidal functions (Naka and Rushton 1966) . Constant b determines the maximum slope for the term where it is in. Constant a acts as a threshold for the terms where it appears in, taking into consideration the definition given for the suffix + in the relation (9). We added noise as a background signal in z 1 using a uniform distribution with a mean value reaching a tenth of the maximum value.
The parameters values are as follows: Semisaturation constants:
For some neurons/units in this model, not directly connected to the stimuli source but located as internal units (see Eqs. (3) and (5)), it is possible to simplify the transfer function to the linear identity function because it can be considered that these neurons/units responses fall in the first quasi-linear segment of a sigmoid function, and besides, there is no concern on an unbounded growing external stimulus. Prepulse and pulse intensities:
Threshold a, slope b, and time constants:
The ASR pathway supports a reflex answer to possible aversive or dangerous stimuli, and therefore it has to be a fast pathway, ensuring the shortest latency motor response observed in the startle reflex. That is the reason for having τ 1 = 10 ms in this 3-synapses circuit. On the other hand, the prepulse inhibition (PPI) pathway is participating in protecting a mild prepulse processing from disrupting by second pulses, and consequently, it has to provide an appropriate time-window delay for coinciding and inhibiting the second signal at the NRPC level in the ASR pathway. That is the reason for having τ 2 = 15 ms in two synapses out of four in the PPI circuit.
The CRN unit has a sigmoid transfer function. For x = A, the transfer function reaches half of its maximum value, i.e., 0.5. Stimulus x runs over the interval dB . Then, for the transfer function to easily reach values around 1 for stimulus values in the superior half of the interval, i.e., dB, the semi-saturation constant A has to have a value much smaller than 60. This is expected from the CRN sensibility for acoustic stimuli intensities inside the interval [0,120] dB.
The semisaturation constant B value determines that nucleus 2, NRPC, responds with short attenuation and high sensibility to the afferent projection from nucleus 1, as long as this one surpasses threshold a. Semisaturation constant C value, along with slope b, allows the inhibition signal from nucleus 6, PTN, onto nucleus 2, NRPC-studying as a modulatory factor in reducing nucleus 2 activity, as seen from the experimental data (Fendt et al. 2001 ) about PPI of ASR. The unit representing the IC, equation (4) is receiving an excitatory projection from the CRN, and is the gate for the PPI pathway. As with other units not connected with the acoustic source signal, its semi-saturation constant C has a value smaller than 0.5, since its afferent is the CRN activity value constrained to be smaller than 1.0. The same applies for NRPC and PTN. Semisaturation constant D value provides nucleus 6, PTN, with a high sensitivity to the afferent signal coming from nucleus 5, SC.
Factor F in Eq. (6) establishes the modulation on PPI due to emotional contexts, processed by the cortex or by subcortical nuclei associated or connected to the limbic cortex, such as the amygdala complex. Nucleus 3, representing MN in the brain stem and the spinal cord, MN, finally projects the motor behavior's signal onto the face and body skeletal muscles, expressing the startle reflex.
As mentioned before, ASR pathway engages just two nuclei between cochlea and MN in the spinal cord: the CRN and the nucleus reticularis pontine caudalis, NRPC. This small number of synapses is expected from a neural circuit involved into a reflex response.
The pathway carrying out the prepulse responsible for PPI involves IC, SC, and PTN. These nuclei are represented in the model by units 4, 5, and 6. In this model, we propose that IC does not process stimuli triggering ASR. This hypothesis appears in Eq. (4) with the presence of the threshold a. Nuclei 5 and 6 play the role not only of relaying units but also processing units for the signals coming from the modulatory network, as it will be seen later.
Model neural network for modulation of PPI
PPI is affected by emotional states, and specifically in different ways by fear conditioning and by innate fear stimuli (Ishii et al. 2010; Grillon 1998; Grillon et al. 1997 ). Fear conditioning has been studied as a source of enhancement of PPI (Ishii et al. 2010) while innate fear appears to be related with the potentiation of ASR and the attenuation of PPI (Davis 2006) . PPI is considered a sensorimotor gating mechanism protecting the processing of the first weaker signal (prepulse) from disruptive interruptions produced by the stronger signal (pulse). PPI is enhanced under fear conditioning probably because the subjects become more attentive to detect, recognize, and process a fear source in weak stimuli, once the subjects have established context memories associated to aversive situations. On the other hand, innate fear seems to trigger a potentiation of the reflex defensive responses. In this model, innate fear is represented as a continuous variable taking values over some range which might correspond in human subjects to recordings of blood pressure elevation, perspiration, Fig. 2 The model neural network for the emotional modulation of the PPI by fear. EN1 and EN2 are excitatory neurons, IN1 and IN2 are the inhibitory interneurons, FIN is an inhibitory unit, and FEN is an excitatory one. O is the output unit piloerection, skin electrical conductance, and other objective measures correlated with fear. Keeping this constraint in mind, we developed a simple model of modulation of the PPI. Attenuation of PPI due to an emotional context of fear takes place when amygdala's activity influences the neural pathway for ASR via projections from amygdala to NRPC or via connections between amygdala and PTN, through nucleus accumbens (Iversen et al. 2000; Wilson 2004 ). This model considers the last pathway for the amygdala modulation over PPI. There are two ways for affecting PPI of the ASR: modulating the ASR pathway or modulating the PPI pathway. Our unique objective was to consider and model the emotional modulation of PPI via the projection from amygdala to PTN through nucleus accumbens, which is considered here as a relay stage in this process. It was interesting for us to focus on the modulatory network action directly onto the PPI pathway rather than exploring the other way. The PPI pathway is protecting, in some way, the prepulse processing from being disturbed by a disrupting second pulse. That is the importance of this circuit.
A biologically inspired network model for the modulation of PPI is shown in Fig. 2 . There is an input unit that provides the emotional context in a very first processing stage, there are two excitatory pools of neurons (EN1 and EN2), two inhibitory pools of units (IN1 and IN2), two additional nuclei, named FIN and FEN, and finally, there is an output unit (O) signal or mean firing rate, which produces the modulatory factor F into the PPI network.
The output firing rates of each unit in the network are denoted by R j . An input nucleus or contextual condition source provides an emotional context, variable y in Eq. (10), which can be thought of as a product of the interactions between cortices or nuclei involved in the first stage of the processing of the emotional charge of the external environment and internal states, and projected to units EN1 and EN2. In this model, the variable y runs over the interval [1, 10] where y → 1 describes conditions of the security and the absence of fear and y → 10 describes extreme fear. The output of EN1, R 1 , is quite sensitive to mild fear conditions and secure states, but the output of EN2, R 2 , responds strongly to extreme fear conditions. This is represented mathematically by the dynamics in Eqs. (10) and (11), where for y → 1, and θ 1 = 5.0, EN1 is more activated than EN2, but for y → 10 and θ 1 = 5.0, EN2 is more activated. The units IN1 and IN2 have inhibitory outputs R 3 and R 4 , and receive excitatory inputs from EN2 and EN1, respectively. Thus, EN1 and EN2 reciprocally inhibit each other through IN1 and IN2 inhibitory projections as seen in Fig. 2 .
The outputs of units EN1 and EN2, R 1 and R 2 , respectively, have feedforward excitatory inputs to FEN and FIN, and the output neuron O receives excitatory input R 5 from FEN and an inhibitory input R 6 from FIN. The output O neuron modulates the PPI network.
We propose that EN1 and EN2 correspond to neuronal assemblies in the cingulate cortex, taking into account data from Vogt (2005) , and that IN1 and IN2 correspond to local GABAergic interneurons there. FIN and FEN as well as O correspond to nuclei inside the amygdala.
The network's dynamics is described by the Eqs. (10)- (16):
. (16) The values chosen for the unitless parameters are: α = 10, θ = 0.5, θ 1 = 5.0, β = 0.91, and τ = 5.0.
Equation (10) describes the dynamics of nucleus EN1, which responds largely to values of the variable y corresponding to absence of fear or security conditions, and receives an incoming inhibitory signal R 3 from nucleus IN1. It also shows a significant recurrence weighed by parameter β. Equation (11) shows the response of nucleus EN2, increasing for values of y corresponding to fear-generating conditions and decreasing for the inhibitory signal R 4 from nucleus IN2. As before, there is also an important recurrence in EN2 mediated by parameter β. Values for θ 1 and θ are heuristically tuned such that nuclei EN1 and EN2 responses in the interval [0, 1] , are centered for centered values of the afferent signal y, R 3 , and R 4 through their respective intervals of variation.
Equations (12) and (13) show the activation states R 3 and R 4 dynamics of the inhibitory nuclei IN1 and IN2 respectively, under their excitatory inputs coming from EN2 and EN1. Equations (14) and (15) 
Results
Experiments and results from the model for ASR and PPI
We first proved that for prepulse intensities below the threshold of 85 dB, the network model responded with PPI as long as the pulse intensity is above this threshold. Next, we observed how PPI is affected by the lead time interval T (Figs. 3, 4) . Finally, we explored how PPI varied with the prepulse intensity (Fig. 5) . When the prepulse intensity was 85 dB, the prepulse itself triggered ASR, but for prepulse intensities smaller than the threshold and with the pulse intensity at 85 dB, the PPI as quantified in Eq. (17) followed the expected behavior shown in Fig. 3 .
where P is the percent PPI, R PP is the response to an intense pulse after a mild prepulse, and R P is the response to the pulse alone. R P is defined as the maximum activity value in the stimulus interval. When the lead time interval T or interstimulus interval, was varied, P was maximal in our model at 40 ms, as in Figs. 3 Fig. 3 Percent prepulse inhibition P as function of the lead time interval T for pulse intensity set to 85 dB and prepulse intensity to 80 dB Fig. 4 Normalized activity on unit NRPC depending on the lead time interval T and time t. The pulse intensity was set to 85 dB and the prepulse intensity to 80 dB. On the x axis T is the lead time interval. On the y axis t is time Fig. 5 Normalized activity on unit NRPC depending on the prepulse intensity I and time t. The pulse intensity was set to 85 dB and the lead time interval to 40 ms dB. On the x axis, I is the prepulse intensity. On the y axis, t is time and 4. This replicates the essential features of the PPI of the ASR in rats and humans (Braff et al. 2001; Geyer et al. 2001) . As it can be seen from Figs. 3 and 4, there was a decrease in P for lead intervals lower than 35 ms and higher than 100 Fig. 6 Response from the output neuron O in the modulatory neural network depending on the arbitrary fear scale parameter ms and, consequently, an increasing activity level on NRPC was observed as P decreased. Besides, this model shows a decreasing response on NRPC to the pulse with increasing prepulse intensities (Fig. 5) , i.e., a greater value in P for increasing prepulse intensities, consistent with experimental results (Hoffman and Searle 1965) .
Experiments and results from the model modulatory network
The input to the modulatory network varied from 1 to 10, corresponding to emotional conditions ranging from security to fear. For each value of y, the output neuron O produced a mean firing rate R 7 that determined the modulatory factor F into the PTN nucleus, given by the Eq. (18). The curve correlating the y values and the F modulatory factor values is shown in Fig. 6 .
Equation (18) describes the modulatory factor F onto the PTN nucleus (Fig. 1) , which is the bridge between PPI network and ASR network. The modulatory neural network proposed complies with the previously established criteria, type of connectivity, and interactivity seen in the brain, and the same can be experimentally tested.
The network performed correctly because of the reciprocal inhibitory interaction between EN1 and EN2. The output unit received the inhibitory input from FIN and excitatory input from FEN, which produced the expected output. The effect of the signal R 7 on PTN is given through parameter F in Eq. (6). Figure 7 shows the results provided by our models for small values of F approaching 0.
For F = 1.0, PPI of ASR takes place without attenuation as seen before in Figs. 4 and 5. For this value of F, security conditions are in place, corresponding to bottom values Fig. 7 Normalized activity on unit NRPC depending on the lead time interval T and time t under modulatory factor F = 0.1. The pulse intensity was set to 85 dB and the prepulse intensity to 80 dB. On the x axis, T is the lead time interval. On the y axis, t is time (y → 1) of y, as shown in Fig. 6 , and according with experimental data showing normal PPI under emotional states relating with security or tranquility (Swerdlow 1992) . Our model network keeps the dependence form of PPI on the lead temporal interval, showing the greatest inhibition of ASR for a lead interval of 40 ms, as mentioned before in Swerdlow (1992) . The model network shows a decreasing response to the pulse with increasing prepulse intensities, as seen above. For F = 0.1, PPI of ASR shows sharp attenuation or disruption as shown in Fig. 7 . For this value of F, fear-related stimuli are acting, corresponding to top values (y → 10) of y, as shown in Fig. 6 . These results agree with observations and experimental data, showing strong attenuation of PPI under fear-related emotional states (Winslow et al. 2002; Lang et al. 2000) .
Conclusions and discussion
The attenuation of PPI of the startle reflex due to innate fear occurs when some activity in the amygdala influences indirectly on the neural circuit involved in the startle reflex via the projection from the amygdala to the Caudal Pontine Reticular nucleus (NRPC). There are also anatomical connections between the amygdala and the pedunculo PTN via the nucleus accumbens involved in the PPI (Iversen et al. 2000; Wilson 2004) .
At the core of our model is the exclusion between emotional neural representations associated to opposed emotions or feelings, like extreme fear and absolute security, and the coexistence of intermediate emotional states between those extremes, along an arbitrary scale, proposed for quantifying a continuous variation in the intensity of superpositions of those emotions.
The dynamic model defined by Eqs. (10)-(16) describes the processing in time of physiological conditions [variable y in (10)] associated with triggering an innate emotional state of fear or security. The deployment or display of any innate emotional state is not instantaneous; it requires the engagement of the particular neural substrates necessary for processing those activating conditions for this emotional state. The relevance of this detailed dynamic model lies in applying a well-known canonical circuit of competitive structures (Shepherd 2004 ) encoding different parts of the full range of the variable y with different degrees of sensitivity and obtaining a suitable modulatory parameter F.
The emotional modulation of PPI coming from amygdala and cingulate cortex via PTN as shown in Fig. 1 first requires the processing of the emotional context in which ASR and PPI would take place. Consequently, the modulatory factor F in Eq. (6) does not appear instantaneously since it exists or comes into existence from the above mentioned dynamics depicted by Eqs. (10)-(16) . Therefore, the relationship between y and F shown in Fig. 6 should not be considered as an instantaneous functional relationship but as a causal relationship in time between them. Taking into consideration what is mentioned here, this implies as a necessary assumption that in absence of a particular innate fear emotional condition, the subject experiences an emotional state of security as a background emotional condition or pre-existing emotional condition which, can be altered at any moment by emotional processes responding to particular stimuli.
The goal was met in the modulatory network by introducing two nuclei EN1 and EN2 with mutual inhibition, each one sensitive to a different extreme of the fear-security scale. This type of interaction between nuclei is common when there are two incompatible neural state representations. Describing the regulation of the PPI process as a gain modulation at the level of the Pedunculo PTN reproduces the natural behavior observed in rats and humans. The functional achievement of the proposed two models based on simple but plausible assumptions over the interactions between the neural substrates, described by dynamic equations, allows for a broader theoretical approach for research on sensorimotor gating of the startle reflex and its emotional modulation. Although the mathematical models in this study do not constitute the ultimate approximation, their resemblance to neurobiology is closer than other models seen in the specialized literature (Schmajuk et al. 2006; Leumann et al. 2001) . Besides, different possible theoretically driven speculations about the neurophysiology implied can be experimentally tested; furthermore, neuropharmacology facts and results could be connected with parameters in our models. Future study can be devoted to model the well-known modulations of PPI and ASR by different drugs considering detailed dynamics into the parameters of this model.
