Min-max systems, or min-max-plus systems are algebraic models of Discrete Event Dynamic Systems. They are non-linear extensions of the well known linear max-plus system models. The structural property 'inseparability' of min-max systems was proposed by us in a recent paper. It turns out that inseparability is equivalent to the property of 'irreducibility' proposed recently by van der Woude and Subiono, although the two properties appear in very different forms. We will prove this fact here.
The structural property inseparability of min-max systems was proposed in [5] . The existence of global cycle time was established for inseparable min-max systems. Based on this property, we presented a feedback stabilization policy in [6] for a class of min-max systems such that the closed-loop systems have a global cycle time which is the same as the maximal Lyapunov exponent of the open-loop systems.
We note that in a recent paper [7] , another structural property 'irreducibility' was proposed as a sufficient condition for the existence of global cycle time for min-max systems. Although this property is quite different from inseparability in shape, we will prove that irreducibility and inseparability are equivalent. We hope this connection can lead to deeper understanding of structures of min-max systems.
II. PRELIMINARY
To motive the real-world background of min-max models, let us take a simple circuit model as shown in Fig. 1 . The circuit contains one AND gate and two NOT gates. Choosing the rising (indicated by superscript +) and falling (indicated by superscript −) of signals of a, b and z as events, we can establish the so called event-rule model (whose graphical representation is given in Fig. 2 ) for analyzing the timing constraints of the circuit. The formalism of event-rule systems was first introduced in [8] and widely applied to analysis performance of digital circuits (See e.g. [9] for some recent applications). An event-rule system is a labelled directed graph at the time that all input event-rules are satisfied. Minimum nodes occur at the time that one of the input event-rules is satisfied. It has been proved formally that all event-rule systems can be modelled as min-max systems [1] . For the specific circuit in Fig.1 , we suppose that the gate delay of the AND gate is δ z , and the gate delays of the NOT gates are δ a and δ b . The white dot z − is a minimum event, the black dots (z + ,a − and b − ) are maximum events and the white circles containing black dots (a + and b + ) are boundary events 1 . The time constraints of the circuit in Fig. 1 are modelled as
Examples from manufacturing systems can be found in [4] .
To describe min-max systems formally, we follow the notations used in [2] , [5] and [7] . The operations a ∨ b and a ∧ b are used to stand for maximum and minimum respectively: a ∨ b = max(a, b) and a ∧ b = min(a, b). We also write R for the set of real numbers and B for the Boolean space {0, 1} and R E for R ∪ {−∞}, R J for R ∪ {+∞}. We use a prime ( ) to denote the transpose of a vector, i.e., (x 1 , . . . , x n ) is the column vector formed by transposing (x 1 , . . . , x n ). The upper case English letters X and Y will be used in the rest of this paper to stand for vectors (x 1 , . . . , x n ) and (y 1 , . . . , y m ) . The notations 1 and 0 represent the vectors whose components are uniformly 1 and 0 respectively.
Definition 1:
A min-max function of type (n, 1) is any function f : R n → R, which can be written as a term in the grammar:
where a ∈ R will be understood as parameters.
Note that the expressions like 1∧x, 1∨x should not be regarded as min-max functions according to this definition. Monotone Boolean functions are min-max functions when AND and OR are understood as '∧' and '∨' respectively.
Definition 2:
A min-max function of type (n, m) is any function F : R n → R m , such that each component F i is a min-max function of type (n, 1).
The set of min-max functions of type (n, m) will be denoted by MM(n, m). Max-plus functions are special types of min-max functions.
Definition 3:
A min-max system Σ of dimension n defined by a min-max function F ∈ MM(n, n) is a dynamic system whose states X(k), k = 0, 1, 2, . . . are give by
with X(0) as the initial state.
By substituting (3) to (4) and (5), then (4) and (5) to (6) and further more (6) to (1) and (2), it is straightforward to verify that the dynamics of X(k) = (x a + (k), x b + (k)) can be given in form of (7).
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Definition 4:
The cycle time vector χ(Σ) of a min-max system Σ is defined as
Σ is said to have a global cycle time, if there is a real λ such that χ(Σ) = (λ, . . . , λ) . This λ is also known as the eigenvalue of Σ.
It is clear that min-max functions depend on parameters. In the sequel, we always assume that the number of parameters is p and put all parameters in a parameter vector P . So, P ∈ R p .
The notation of F (X; P ) will be used to indicate the dependency of the values of F (X) on parameters. The min-max functions F i (X; P ) have equivalent finite expressions called disjunctive normal form (DNF) expansions in which the maximum operations are outermost and connect the minimum items whose operands are sums of parameters and a single argument as the following.
where
t are partial sums of parameters in P . The expressions f (P ) i,k t will be called the coefficients of x s(k,t) . Notice the expansion does not depend on P or X in the sense that for any other parameter vector Q ∈ R p and vector
.,k t = 0. Example 1: Let P = (α j , j = 1, . . . , 11) be the parameter vector. Consider a min-max system given by
with state vector X(k) = (x 1 (k), x 2 (k)) . This system is generated from the event-rule system example in [1] which is less trivial than the circuit system in Fig.1 . A DNF of the min-max function F 1 (X; P ) is
DRAFT where l(1,
Definition 5: [5] A min-max system Σ (7) is inseparable, if the monotone Boolean equation F (X; 0) = X has only two trivial solutions 0 and 1. A min-max system is separable if it is not inseparable.
Remark: Recently, the computational complexity of checking inseparability has been determined [10] . The problem that whether there is a non-trivial solution to the equation F (X; 0) = X is NP-complete. Thus, there will be no polynomial algorithm for checking inseparability unless P=NP. Generally, the existence of non-trivial solutions can be found by symbolic model checking tools like SMV [11] .
Example 1: (continued) The Boolean equation F (X; 0) = X for the min-max system can be established as a result of setting all α j , j = 1, 2, . . . 11 to zero:
This equation has only trivial solutions since all solutions X have the property that x 1 = x 2 .
Thus the min-max system in Example 1 is inseparable.
It has been shown in [5] that inseparable systems admit the existence of global cycle times for all parameter vectors P . Now let us present the notion of irreducibility for min-max systems. It is based on the bipartite form introduced in [12] . By introducing auxiliary variables Y = (y 1 . . . , y m ) , every min-max function F can be written in form
where A and B are matrices in max-plus algebra and min-plus algebra, '⊗' and ' ' are matrix multiplications in max-plus algebra and min-plus algebra. That is, if A = (a ij ) and B = (b ji ),
(a ij +y j ) for i = 1, . . . , n, and (B X) j ≡ ∧ n i=1 (b ji +x i ) for j = 1, . . . , m. A min-max function given in form (11) is called a bipartite min-max function [12] [7] . As usual, we assume that each row of A and B contains at least one finite entry. DRAFT Denote the index set {1, . . . , n} by n and {1, . . . , m} by m. For an n × m matrix W , a permutation σ of n and a permutation τ of m, we write W (σ, τ ) for the matrix obtained by permuting the rows and columns of W according to σ and τ , respectively. More specifically, the (i, j)th entry of W (σ; τ ) is equal to W σ(i)τ (j) . [7] A pair (A, B) is reducible if there is a permutation σ of n and a permutation τ of m such that
Definition 6:
, for (i, j) = (1, 1), (1, 2), (2, 2), with n 1 , n 2 , m 1 , m 2 > 0.
• every row of A 11 contains at least one finite entry.
• every row of B 22 contains at least one finite entry.
• E denotes a n 2 × m 1 matrix containing −∞ only.
• J denotes a m 1 × n 2 matrix containing +∞ only.
Definition 7: [7]
A min-max system Σ (7) is reducible, if F can be written in a bipartite form of (11) in which the pair (A, B) is reducible. A min-max system is irreducible, if it is not reducible.
It has been shown in [7] that irreducible systems admit the existence of global cycle times for all parameter vectors P . The power of structural properties of inseparability and irreducibility lies in the fact that their test does not dependent on the numerical values of the parameters. This will be especially useful when the values are not known or yet to be decided.
III. RESULT
Our main result is the following Theorem.
Theorem 1: For min-max systems, inseparability is equivalent to irreducibility.
Proof: It is sufficient to show that a min-max system is separable if and only if it is reducible.
Firstly, we shall prove that separability implies reducibility.
Suppose F (X; 0) = X holds for a Boolean vector X = 0, 1. Without loss of generality, assume that F is given in a bipartite form as (11) . It is easy to see that we can always construct (11) DRAFT in a way such that for each row of A and B, there is at least one finite element. In fact, let us assume that F (X) is given in DNF as follows.
We can introduce Y corresponding to the collection of minimal terms of the DNF of F . That is, for every j ∈ {1, . . . , n i=1 m i }, we define
where the pair of positive integers (i 0 , k 0 ) are uniquely determined by j such that 1 ≤ i 0 ≤ n,
Here we assume that
Obviously Y can be expressed in form Y = B X. It is straightforward to see from the construction of DNF that F (X) can be expressed as F (X) = A ⊗ Y . Matrices B and A have the desired property that there is at least one finite element for each row since for each i, F i (X) contains at least t) ) (thus one element of Y ) and each minimal item in F i (X), i.e., y j contains one variable x s(k 0 ,1) which belongs to {x 1 , . . . , x n }.
We have from F (X; 0) = X that
where A(0) and B(0) are matrices obtained by setting all (finite) parameters to zero. Since X is a Boolean vector, and each row of B(0) has at least one finite element zero, Y is also a Boolean vector. To find desired permutations σ and τ , let us define four index sets I 1 ,I 2 and J 1 ,J 2 .
It is clear that I 0 ∪ I 1 = n and J 0 ∪ J 1 = m. From (14) we know for i ∈ I 0 ,
Since a ij (0) is either 0 (if and only if a ij is finite) or −∞, it follows from (16) that for all j ∈ J 1 , it must hold that a ij (0) = −∞ which implies
DRAFT Consider (15) for j ∈ J 1 .
It follows that for all i ∈ I 0 , b ji (0) = +∞ which implies
We can thus conclude that any permutation σ of n and permutation τ of m such that {1, . . . , ) and B(τ, σ) have the desired form for reducibility. In fact,
That is A 21 = E and B 12 = J . Here n 1 = |I 1 | > 0,n 2 = |I 0 | > 0 and
Secondly, we shall prove the reverse, namely, that reducibility implies separability.
Suppose a min-max system is reducible. We have a pair (A, B) such that the reducibility condition satisfied. Define components of two Boolean vectors X and Y as follows.
where i ∈ n and j ∈ m. It is then straightforward to verify that X and Y satisfy
which are equivalent to
In the above, X(σ) and Y (τ ) are the vectors obtained from X and Y by applying permutations σ and τ to their index sets n and m respectively.
From (24) and (25) we can conclude that X = F (X; 0). Since n 1 > 0, n 2 > 0, X = 0, 1.
This implies Σ is separable.
Let us illustrate this result with some examples. We begin with an example from [7] .
As has been shown in [7] , the bipartite form (11) with A and B has a structural eigenvalue and structural eigenvector. Thus it is irreducible. From Theorem 1, we can then deduce that it is also inseparable. A direct check of inseparability agrees with this conclusion. In fact, we have the min-max function
The corresponding monotone Boolean equation X = F (X; 0)) is X = (x 3 , x 1 , x 2 ) , which has only trivial solutions.
Next let us present an example of reducible min-max system.
Example 3:
Consider the min-max system Σ defined by
It is straightforward to verify that Σ is not inseparable since X = (1, 0) is a non-trivial solution to the Boolean function F (X) = X. Let us find a reducible pair for it along the line of the first half of the proof of Theorem 1. Note F (X) is given in DNF form. Following the construction of (13), we introduce a vector Y = (y 1 , y 2 , y 3 ) as the collection of the minimal terms in the DNF of F , namely, (y 1 , y 2 , y 3 ) = (x 1 , x 2 , x 1 ∧ x 2 ) or in matrix form
As a result, F (X) can be expressed in terms of Y as Remark: From computational point of view, Theorem 1 has the following implication. Whenever it is easy to find a structural eigenvalue and the corresponding structural eigenvector in the (min,max,+)-algebra sense, as shown in Theorem 2 in [7] , we can decide the irreducibility of a given min-max system and as a result establish the inseparability property. This will save us from the work of solving Boolean equations. On the other hand, if a min-max system is given directly in the general form of (7), it might be difficult to decide the irreducibility by rewriting the system in bipartite form and finding its structural eigenvalue. One potential difficulty is that the conversion to bipartite form may introduce an exponential many auxiliary variables, i.e., m = O(2 n ). For some of such cases, it might be easier to test inseparability.
Example 1: (continued) According to Theorem 1 and the inseparability we already established, we can deduce that the min-max system in Example 1 is irreducible. Note, we establish the irreducibility of this system without explicitly identifying a structural eigenvalue which seems a non-trivial task for this example. It should be made clear that the irreducibility means that there is no reducible pair (A, B) such that F (X) = A ⊗ (B X).
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