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CHAPTER 1. INTRODUCTION 
This thesis describes how statistical coding (source 
coding) may be applied to a digital representation of human 
speech. The data rate required for recoded transmission in 
real time is less than the rate required for direct trans­
mission. The r-rsulr.." constitute the first known 
application of source coding to any problem of this class= 
The techniques developed should have application to sources 
other than speech, but the fact that efficient transmission 
of speech is in itself a worthwhile problem makes the results 
all the more interesting. It is important to note that 
except for occasional data loss explained below there is no 
reduction in fidelity due to compression. 
It is demonstrated that a 20% reduction in the data rate 
required for the speech sources used may be obtained by 
applying a Huffman code to the output of a delta modulator. 
Such application requires the solution of several practical 
problems. Chapter 2 provides a formal definition of the 
problem along with a review of the prior art. The method of 
taking the required data and the basic results are presented 
in Chapters 3 and 4. It is shown in Chapter 9 that complete 
use of the information gathered in this thesis would yield 
about a 40% reduction in the data rate, but no such scheme 
was implemented. 
A hardware system is proposed in Chapter 5 to implement 
2 
the scheme which was used. It is shown that practical appli­
cation of Huffman coding requires some extensions of pre­
viously existing theory, and the necessary modifications are 
made. The performance of the resulting system depends on the 
amount of data lost when the capacity of the buffer stores, 
which are required in any such system, is exceeded. Any 
finite length buffer store will have some probability of 
overflow, and the system must be designed in such a way 
that the resulting data loss does not produce catastrophic 
failure. 
Even though data losses must be anticipated in any 
such system, they must be held to an acceptable level. The 
amount of buffer storage necessary to produce an acceptable 
amount of data loss was investigated extensively and was 
found to be surprisingly small. 
In Chapter 6 the system is modeled off-line using simu­
lated speech based on a sixth-order, binary, symmetric Markov 
model of the output of the delta modulator. The modeling 
technique presented ought to have application beyond the 
problem at hand. 
The results obtained from simulation were favorable, 
and so a working model of the system was built, which is 
discussed in Chapter 7. Most of this model was implemented 
by programming in a PDP-15 computer working on-line in real­
time. This system used speech as an input and produced an 
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audio output for qualitative evaluation. Numerical results 
were also produced. The amount of buffer storage required 
was demonstrated to be modest. 
Chapter 8 presents some results which demonstrate 
that very good approximations to more general differential 
pulse code modulation systems can be obtained by recoding 
the output of a delta modulator. The techniques presented 
appear to have certain technical and economic advantages 
over conventional techniques. 
No matter how large the buffer store, some data loss 
may occur, and a mechanism must be provided to deal with it. 
The mechanism proposed in Chapter 5 and used for the work 
reported in Chapters 6 and 7 is simple and generalizes to 
data sources other than speech. The optimum general treat­
ment of lost data is discussed in Chapter 10. If the data 
source is speech then the methods of Chapter 8 offer an 
attractive solution which is also discussed. 
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CHAPTER 2. ORIGIN AND DEFINITION OF THE PROBLEM 
This chapter is divided into three parts. The first is 
a discussion of the problems which must be solved in applying 
Huffman codes to practical sources. The second is an 
explanation of why delta-modulated speech is a good choice 
for a data source. The last outlines the plan of attack 
step by step and provides a formal definition of the results 
desired, 
Huffman Coding 
The Huffman code generates unequal length code blocks 
of minimum average length for constant length source blocks. 
The primary reference is of course Huffman (1), but a better 
tutorial source is Abramson (2). 
Textbook discussions of source coding seldom consider 
practical application to any problem. An example is given 
showing the theoretical compression which might be achieved, 
and the discussion ends. The application of source coding 
to a practical problem requires a characterization of the 
source, channel, and receiver. 
The most restrictive case is that of a constant data 
rate source, constant data rate channel, and constant rate 
receiver. That is the case in this thesis. One may as well 
admit at the outset that this case is so restrictive that 
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the problem cannot be solved perfectly, and most of this 
thesis is a discussion of what the imperfections are and 
how they may be minimized or corrected. 
Consider the data source with the alphabet A, B, C, 
and D. This source may be recoded as 00, 01, 10, and 11. 
Unless the source symbols are statistically independent, 
each with probability of occurrence 0.25, this code may be 
improved upon- Suppose that the true probabilities are 
0-5, 0.25, 0.125, and 0.125. Then a Huffman code for this 
source is Q, 10, 110, and 111. This code is instantaneous, 
but not comma free, and in the case of statistical inde­
pendence the efficiency is one. In any event only 1.75 
bits per symbol are required to represent the source on 
the average. Suppose that exactly 1.75 bits of channel 
capacity are provided in a constant rate channel for each 
source symbol. Suppose that the source rate is constant 
as well. Then we are immediately in trouble no matter what 
happens. If, due to the perversity of nature, the first 
thousand symbols happen to be D, only the first 583 will 
have been transmitted by the time the one-thousandth D 
appears. Unless buffer storage has been provided for at 
least 417 source symbols ahead of the encoder, some will be 
lost. 
If, on the other hand, the first 1000 symbols are A, we 
are in worse trouble. The encoder, immediately after the 
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first A is sent, is confronted with the problem of having 
no data to send. A constant rate binary channel cannot send 
"nothing, " for that implies a ternary system. This problem 
is solved later by modifying the Huffman code to include a 
filler code word. The discussion of this occurs in the 
chapter on a proposed hardware system. 
The first problem is in fact worse because it is clear 
that no finite amount of storage can insure that overflow 
will never occur. The source must be such that some data 
loss can be tolerated. It should be pointed out that if the 
constant rate source, constant rate channel restriction is 
relaxed these problems do not arise. A variable rate source, 
variable rate channel situation corresponds to the problem 
of recoding data for efficient storage on magnetic tape/ 
for example. There has been some recent application in this 
area (3). 
Suppose that the receiver is required to supply data 
for some use at a constant rate. Such is the case in this 
thesis. It was demonstrated above that the source data 
is transmitted at a variable rate, and it must therefore 
come out of the decoder at a variable rate. It is clear 
that buffer storage must also be provided at the receiver 
and that this output buffer might also overflow and underflow. 
No overflow need occur, but underflow is unavoidable and 
results in some error. The problem of output buffer underflow 
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is tightly related to input buffer overflow and is discussed 
in the chapter on a proposed hardware system. 
At least one further problem exists. "Source codes," 
which is the most convenient term, also are called "re­
dundancy-reducing codes" and "noiseless codes." The term 
noiseless codes refers to the fact that in an error-free or 
noiseless channel any redundancy (which if structured 
properly can be used to detect or correct errors) is wasteful 
and should be eliminated. Thus, a noiseless code is a code 
for the noiseless channel. Now any practical, physical 
"noiseless" channel will never be entirely error free. The 
effect of isolated errors must always be considered. The 
effect of any error on a Huffman coded message can be 
catastrophic failure. Huffman codes are unequal block length 
codes and require correct decoding of each block in order 
to determine its length, and from that the start of the next 
block. This synchronization problem may also occur when 
the channel is first established. A solution to the 
synchronization problem is discussed in the chapter on a 
proposed hardware system. Another solution is the use of 
equal block length codes (4). 
The only previous reference to the practical problems 
associated with the application of redundancy-reducing coding 
schemes appears to be a paper by Jelinek (5), the results of 
which also appear in his book (6). The problems of a constant 
8 
rate source and channel are considered. The problems of a 
constant rate receiver are not discussed. 
The amount of buffer storage required and the amount of 
data loss for a given buffer length are the critical problems. 
Jelinek attacks this problem analytically and, in order to 
do this, restricts himself to a zero-order Markov (memory-
less) data source. The only zero-order Markov source of 
interest to humans is a roulette wheel or the device on 
which some other game of chance is based. Speech, on the 
other hand, is a source with a large amount of inter-
symbol dependence, and the data to be given supports this. 
The overflow problem does not appear to be analytically 
tractable using any worthwhile model for speech. Even the 
models used in this thesis are admittedly approximations, and 
it can be argued that speech is not truly a random process 
and that no random model could be completely valid. It was 
for this reason that an experimental approach was adopted. 
Jelinek bases his approach on a coding scheme due to 
Elias. Reference to this scheme will also be found in 
Abramson (2). If encoding speed is not a problem, the Elias 
scheme, which is sequential, may offer a hardware advantage 
when it is desired to encode long code blocks. The Huffman 
scheme, on the other hand, always requires some form of code 
book (perhaps read only memory). When short source blocks 
are to be encoded, a code book would be used for both schemes. 
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Moreover, the Elias scheme is never more efficient than the 
Huffman scheme, and in general approaches the efficiency of 
the Huffman scheme only for long source blocks. 
The Source 
Delta-modulated speech is a constant rate data source, 
and the channel is to be a constant rate channel. The decoder 
must also supply the demodulator with data at a constant 
rate. It was pointed out that, with finite length buffer 
storage, source coding in this case will occasionally 
produce some data loss. Speech is a highly redundant source, 
and even after a significant amount of compression it is 
still highly redundant. Therefore, it was correctly supposed 
that occasional data loss could be made up from context. 
Speech, therefore, meets the most fundamental criteria. 
The problem was suggested by the suitability of the 
delta-modulation technique for study. A delta modulator 
could be easily constructed and seemed likely to generate 
data with considerable redundancy. Moreover, it was apparent 
that meaningful off-line simulation could be done. 
It was pointed out previously that the amount of buffer 
storage required might have to be very large if unlikely 
source symbols occurred in runs. In order to study the 
buffer length requirements it is necessary to obtain a model 
for the source which includes such statistical dependencies 
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between symbols. The output of a delta modulator is serial, 
and binary. If one measures the probability of occurrence 
of, for example, the 128 seven-tuples (which is what was 
done), then one can not only find a Huffman code for these 
seven-bit source blocks, but also find a sixth-order Markov 
model for the bit stream. The bit stream can then be 
simulated by Monte Carlo techniques so that each bit occurs 
with the correct conditional probability with respect to the 
preceding six bits- Thus, worthwhile work can be done with 
off-line simulation. 
The data required above can be taken with simple, 
easily-constructed hardware. It is worth noting that the 
coding techniques to be developed can be applied to other 
sources, perhaps ordinary PCM speech. Other digital modula­
tion schemes^for speech are not, however, inherently binary, 
and so models from which worthwhile results could be ex­
pected would be harder to obtain. Ordinary seven-bit PCM 
is binary in representation but has 128 different code words. 
Even a simple model for the statistical dependencies between 
that many words would have been difficult to obtain. 
Plan of Attack 
Step 1. A delta modulator was constructed and checked 
for adequate performance. (Optimal performance is not 
easily obtained and was not considered important.) 
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step 2î A device was constructed which allowed the 
measurement of the probability of occurrence of n-tuples, 
l£n£l6/ in the serial output. Measurements of the 
probability of seven-tuples were made for seveial different 
speakers at several amplitude levels. 
Step 3. A FORTRAN program was written which generates 
Huffman codes. The amount of compression obtainable by re-
coding seven-tuples was determined for the various speakers 
and levels. 
Step 4. A complete hardware system for utilizing Huff­
man coding to compress delta-modulated speech was proposed. 
It is believed that all practical problems were taken into 
account. 
Step 5. The amount of buffer storage needed in the 
proposed system was investigated by Monte Carlo means, using 
a sixth-order Markov model of the source. 
Step 6. Real time simulation of the system with actual 
speech was performed, using an on-line PDP-15 computer. The 
results of this simulation are exactly the same as the re­
sults to be expected with fixed wired hardware. 
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CHAPTER 3. INITIAL EQUIPMENT 
The first step in this project was to obtain a statistical 
characterization of the serial binary output of the delta 
modulator operating on representative samples of speech. 
Eventually the output was treated as a sequence of seven-bit 
blocks, and the probabilities of these blocks were measured 
for nine different samples of the same one minute spoken text. 
The equipment used involved a delta modulator, a demodulator 
and monitor amplifier, a shift register connected by switches 
to an AND gate, a counter, and a tape recorder equipped with 
an endless tape loop and an automatic switch for the counter. 
All the equipment except the tape recorder and counter was 
constructed by the author. The rest of this chapter is a 
description of the equipment and the method of measurement. 
The following chapter is a discussion of the results. 
The Delta Modulator and Demodulator 
Delta modulation is a degenerate case of differential 
pulse code modulation (DPCM). In any form of DPCM a 
quantized sample of the difference between the input and a 
prediction of the input is sent. The predictor operates on 
the quantized samples. The receiver is provided with an 
identical predictor and adds the predicted value, subtracted 
at the transmitter, to the received signal and recovers the 
original input (plus quantization noise). 
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Delta modulation is perhaps the simplest form ..i- DPCM. 
It was invented by de Jager (7). A recent tutor^^i paper 
by Schindler (3) summarizes the current state of the art. 
In delta modulation only the sign bit of the sampled dif­
ference is sent. Furthermore, the predictor can be a simple 
integrator. A block diagram of a delta-modulation system 
is shown in Figure 3.1. 
An integrator, in this case, is a predictor which pre­
dicts that the input signal will not change from sample to 
sample. This is a rather good prediction when the only 
information available about the input is that the highest 
frequency present in the input is small with respect to 
the sampling rate. 
Suppose that the representation of the binary data at 
point B of Figure 3.1 is a narrow +1 volt pulse for one and 
a narrow -1 volt pulse for zero and that these pulses occur 
at the sampling times. At other times the value at point 
B is zero. It is clear that the integrator outputs are 
constant (predicting no change) except at the sampling times 
when they execute a quick jump up or down. This is the most 
commonly discussed form of delta modulation and is known as 
a narrow-pulse system. The output is a sort of "staircase" 
approximation to the input. 
If the pulses representing the ones and zeros are widened 
to extend over the entire time between samples, a wide pulse 
CLOCK 
UTPUT A INPUT 
SAMPLER CHANNEL 
DEMODULATOR TWO-LEVEL 
QUANTIZER 
Figure 3.1. A delta modulator, channel, and demodulator 
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system results. The outputs of the integrators are then 
always going up or down at a constant slope and a "zig-zag" 
approximation to the input is produced. The binary output 
is the same in either case. The latter system is easier to 
implement and was chosen for this thesis. The physical 
realization of the system actually used is discussed in 
Appendix A. Briefly, the integrators are mechanized with 
National Semiconductor LMlOl operational amplifiers. The 
binary sampler is mechanized with a Fairchild 710 comparator, 
a TTL gate, and a JK flip-flop. The resulting logic levels 
are nominally 0.4 volts for a zero and 4 volts for a one. 
This requires adjustment of the DC level at the integrator 
inputs. 
The performance of the delta modulator is governed by 
the sampling rate and the ratio of the input amplitude to the 
step size, which is the voltage excursion (up or down) at 
the output of the modulator integrator due to a single one 
or zero. 
Ordinary pulse code modulation (PCM) systems in common 
use have a 56,000 bit per second (56 kbps) data rate for 
speech. The performance of a delta modulator should be 
slightly superior, due to its incorporation of prediction, 
and so a 50 kbps rate was chosen for this system. 
Secondary considerations, involving the maintenance of an 
equal number of ones and zeros on the average in the output. 
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required a circuit which resulted in an initial step size 
of 75 mV and subsequent steps of 100 mV. Initial step size 
here means the voltage excursion resulting from the first 
one in a run of ones (first zero in a run of zeros), and 
subsequent step size means the voltage excursion resulting 
from subsequent ones (subsequent zeros) in the same run. 
The effective step size was then changed by changing the 
input amplitude. High, medium, and low input amplitudes 
are 3.5, 2.5, and 1.5 volts peak-to-peak on the extreme 
peaks of the voice signal as viewed on a scope, where medium 
is the point of best quality and high and low are of notice­
ably inferior quality. A more thorough discussion of effec­
tive step size accompanies the results in the next chapter. 
A detailed discussion of the hardware appears in Appendix A, 
as well as oscilloscope photographs of representative wave­
forms . 
Shift Register 
The serial, binary output of the delta-modulator is fed 
through a 16-bit shift register mechanized with TTL JK flip-
flops. A 16 input AND gate is provided. Each input is pro­
vided with a three-position switch which can select either 
the true or false output of its corresponding flip-flop or a 
logic 1 level. Selection of the logic 1 means that the 
contents of the corresponding flip-flop are ignored. The 
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output of the AND gate comes true only when the content of 
the shift register coiicapoiiclo Lhc. settings of those 
switches not in the fixed logic 1 position. The shift 
register and the delta modulator are both driven by the 
same clock/ which is a 50 kHz symmetric square wave. The 
shift register shifts on the one-zero transition of the 
clock. The output of the AND gate is ANDed with the clock 
to insure that the content of the shift register is valid. 
The resulting output from the second AND gate is a single 
10 y sec pulse in each bit time that the content of the 
shift register corresponds to the switch setting. 
Counter 
The resulting pulses were then counted on a Hewlett-
Packard Model 5216A counter. This counter may be started 
and stopped by the output of a TTL g^te. (The counter 
is also provided with an internal clock which permits 
counting for 0.01, 0.1, 1, or 10 seconds and in this mode 
presents the count for that period of time as a frequency.) 
Method of Measurement 
A tape approximately one minute in duration of a test 
speech was spliced into an endless loop. This tape loop was 
then played to the delta modulator by a Roberts Model 990 tape 
recorder. A small piece of aluminum foil was taped to the 
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magnetic tape and the tape arranged to pass by a set of 
contacts. The aluminum foil passing over the contacts caused 
a TTL flip-flop to be set or reset depending on a manually-
controlled switch. The flip-flop then controlled the counter. 
This system worked very well. A block diagram is shown in 
Figure 3.2. 
With the flip-flop in the stop state, the previous 
count was first recorded, and the shift register switches set 
to the next data sequence. Next, the counter was zeroed by 
pushing its reset button, and finally the control switch 
placed in the start position. The next contact closure 
starts the counter, sometime during that pass through the 
tape the switch is thrown to stop, and the contact closure 
at the beginning of the next pass stops the counter. 
ENDLESS 
TAPE 
SPEAKER 
SHIFT REGISTER 
UNIT 
AliUMINUM FOIL 
MARKER ON TAPE 
50 Hz 
CLOCK 
COUNTER READ 
VISUALLY AND 
RESET BY HAND 
SWITCHES 
AMPLIFIER DE­MODULATOR 
TAPE 
RECORDER 
DELTA 
MODULATOR 
COUNTER 
SHIFT REGISTER 
COUNTER 
START/STOP 
FLIP-FLOP 
Figure 3.2. A block diagram of the probability measuring equipment 
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CHAPTER 4. PROBABILITY DATA AND CODES 
This chapter deals with the results obtained from the 
equipment described in the previous chapter. The first 
section discusses the data requirements, the details of 
measurement, and associated problems. The second presents 
the results obtained and Huffman codes based on those results. 
The third section discusses the choice of a single code. 
Data Required and Method 
of Measurement 
The purpose of this part of the investigation was to 
obtain a characterization of the source from which one could 
obtain both a source coding scheme and a method of modeling 
the source to test the performance of that scheme. 
Equipment was designed to measure the probability of 
occurrence of n-tuples. From the probabilities of the 
n-tuples Markov models of order n-1 can be constructed for 
the serial bit stream, and Huffman codes based on the 
probabilities of the n-tuples can also be constructed. An 
n-tuple and its complement are equally likely; due to this 
symmetry only one half the n-tuples of a given length need 
be measured. Measurements of some complementary n-tuples are 
needed to adjust the symmetry of the delta modulator. 
As described in the previous chapter, the bit stream 
passes through a shift register so that a count is produced 
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whenever a specified n-fcuple occurs. Suppose an all-zero 
n-tuple is specified. A run of n+1 zeros produces two counts, 
a run of n+2 zeros produces three counts, etc. Because the 
clock is not synchronized with the source in any way, the 
number of counts registered is just n times the number of 
counts which would be registered if the output were broken 
up into non-overlapping n-bit groups. This fact was verified 
through construction of a device which permitted the counter ,, 
to count only every seventh bit time, and the measurement 
of some seven-tuples in both ways. The measurements given 
in the next section are based on the possibility of a count 
every bit time. 
Ideally one would wish to measure the number of occur­
rences of every seven-tuple in a single pass through a test 
speech. Instead, the number of occurrences of a single 
seven-tuple was counted in each run. This procedure is all 
right provided one can argue that the number of occurrences 
of any particular seven-tuple from run to run is about 
constant. This is the case. Consecutive measurements are 
not exactly repeatable due to slight variations in tape 
speed, clock frequency, and tape stretch, and because the 
clock is not synchronized with the tape, so that the sampling 
points are not at the same points in the speech each time. 
For example, thirteen runs of the test speech were made 
counting the 0000000 seven-tuple. The mean count was 19501 
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with a standard deviation of 282 counts or about 1.5%. This 
sort of measurement is sufficient for the purpose because 
the differences due to speakers are much greater than this. 
The counts of the 0000000 seven-tuple for the nine speakers 
and input amplitudes described in the next sections were 
20715, 10476, 2106, 3040, 21050, 59380, 33499, and 19449. 
It was decided that, at a minimum, men's and women's 
voices should be examined. Eventually measurements were made 
on the voices of the author's wife, Kathleen Nicholas, 
Clifford K. Day, and the author. The author's voice is 
believed to be in the high pitch range for a man and Day's 
in the low range. Mrs. Nicholas's voice is in the high range 
for women. The statistics are quite different for the three. 
In addition the ratio of input amplitude to step size in 
the delta modulator also affects the statistics. Nine runs 
were made, three runs of different step size for each voice. 
A test speech of one minute duration was chosen for all 
runs. The speech is as follows; 
HOW TO ORDER: SUHL I and SUHL il integrated circuits 
are identified by basic series numbers (SG40, SFIOO, 
etc.). Within each series, individual circuits are 
available for operation over Military or Industrial 
temperature ranges. In each of these ranges, choice 
of prime or standard fanout is offered. The first two 
type numbers in a given series indicate Military, prime 
or standard product. The third and fourth type numbers, 
in the series, designate Industrial, prime or standard 
product. Thus, using the SG40 as an example, the 
Sylvania numbering system breaks down like this: SG40, 
Military, Prime fanout; SG41, Military, Standard fanout; 
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SG42, Industrial, Prime fanout, (SG43, Industrial, 
Standard Fanout. To specify package style, add the 
appropriate suffix to the type number as follows: 
-02, Hermetic flat pack, -03, Hermetic plug-in 
package, P, Plastic plug-in package.) 
This speech was chosen from a piece of Sylvania literature 
which happened to be available. The last part of the speech, 
in parenthesis, was not included for the work of this chapter 
but was used for the work of Chapter 7. The portion used 
for this chapter was about sixty seconds long. The entire 
speech is about eighty seconds long. 
It was decided to measure the probabilities of occurrence 
of seven-tuples in the output of the delta modulator. The 
choice of seven-tuples was initially based on the following 
considerations. There are 128 binary seven-tuples, and due 
to the assumption of symmetry only 64 need be counted. One 
can be counted per run, but due to the necessity of changing 
the setting of switches and recording the count by hand the 
tape was simply permitted to make two passes per run, the 
first to make the measurement and the second to set up for 
the next measurement. Thus about two hours per speech were 
required to take data with the tape running continually. 
Only one hour would be required for six-tuples, but four • 
hours would be required for eight-tuples. Seven-tuples were 
chosen as a reasonable compromise. 
The results of Chapter 9 give the entropy of the sources 
modeled as binary, symmetric Markov sources from zero through 
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sixth order. It can be seen from these results that the in­
cremental amount of information gained in going from the 
measurement of the probabilities of six-tuples to seven-tuples 
is small, and it is reasonable to suppose that the incremental 
amount of information gained by going to eight-tuples would 
be smaller still. 
This thesis deals with a rather large amount of data. 
The programs written to handle this data are discussed in 
Appendix B. In particular, the Huffman coding program 
appears in Appendix B. The results of the initial measure­
ments are used in three ways. First, Huffman codes were 
found for the source treated as seven-bit blocks, and a single 
code was chosen. Those results are presented in this chapter. 
Second, the same data was used to obtain a sixth-order binary 
symmetric model of the source for off-line simulation. The 
presentation of those results is deferred until Chapter 6, 
so that the system to be modeled can be presented in Chapter 
5. Third, the entropy of Markov models is presented in 
Chapter 9 because, although of great interest, it does not 
bear directly on the other work. 
Huffman Codes for the Sources 
Statistics were taken at three input amplitudes for three 
speakers making nine sets of data. A count of the number of 
occurrences for each of the seven-tuples with the most 
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significant bit (trailing bit in time) equal to zero was ob­
tained. That count was then assigned to the complement of 
the seven-tuple as well. Each seven-tuple was assigned a 
probability equal to its count divided by the sum of all the 
counts. The Huffman coding program then generated a code 
word for each of the 12 8 elements of the source. 
Selected results appear in Table 4.1. The most likely 
code word was always 0101010. This seven-tuple represents 
the idle channel condition. The complement, 1010101. has 
the same probability. The least likely code word was either 
0000011, 0000110, 0001110, 0011000, or 0011100. The most 
likely word occurs with a probability ranging from about 11% 
to 21%. The least likely word occurs with a probability of 
about 0.01%. The Huffman code words for these sources range 
in length from two to sixteen bits and achieve compression 
ratios of 0.63 to 0.79. The compression ratio, C, is given 
by 
where is the average code word length and is the source 
block length (in this case, seven). If the source blocks 
were independent with probabilities then 
H = - Z P. log,(P.) 4.2 
i=0 ^ ^ 
Table 4.1. Characteristics of Huffman codes for nine sources 
"Range of Probabilities' Ratio of 
, , . P-P Most Likely Least Likely 
Speaker ° amplitude 7-tuple Probability Code 7-tuple Probability Code 
tuae to word word 
step size length length 
Low 
C.K. Day 
Male, Med 
Low 
High 
20 
33 
50 
0101010 
0101010 
0101010 
0.212203 
0.173674 
0.125120 
2 
3 
3 
0011100 0.556004 (10)"'^ 15 
-3 0011000 0.144500(10) 
0001110 0.177951(10) -3 
13 
13 
Low 19 0101010 0.203413 
D.C. 
Nicholas Med 26 0101010 0.167238 
Male, 
High High 30 0101010 0.151392 
2 0001110 0.485145(10) 
3 0001110 0.101733(10) 
3 0011100 0.100347(10) 
-4 
-3 
-3 
14 
13 
13 
Low 
K.J. 
Nicholas Med 
Female, 
High High 
19 
26 
40 
0101010 
0101010 
0101010 
0.162340 
0.144444 
0.115136 
3 
3 
3 
0000011 0 .116621(10)"4 16  
0000110 0.185584(10)"^ 12 
-3 0011000 0.283282(10) 12 
Table 4.1 (Continued) 
Speaker Ampli­tude 
Entropy of 
the source 
in bits 
per 7-bit 
source word 
Average code 
word length Efficiency Compression Ratio 
Low 
O.K. Day 
Male, Med 
Low 
High 
4.37985 
4.99609 
5.32948 
4.42203 
5.03968 
5.34262 
0.990461 
0.991350 
0.997541 
0.631718 
0.719955 
0.763231 
Low 
D.C. 
Nicholas Med 
Male, 
High High 
4.36831 
4.82747 
5.08548 
4.41372 
4.86771 
5.10685 
0.989711 
0.991732 
0.995815 
0.630532 
0.695388 
0.729550 
Low 
K.J. 
Nicholas Med 
Female, 
High High 
4.52097 
5.09076 
5.51768 
4.56815 
5.10970 
5.54918 
0.989673 
0.996293 
0.994322 
0.652593 
0.729958 
0.792741 
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would be the entropy of the source. By this measure the 
efficiency of the Huffman codes, is nearly one. 
Since H/L^ cannot exceed one, appreciably better codes 
could not be obtained by coding two or more source blocks 
at once, assuming them to be statistically independent. In 
fact the blocks are not independent, and it is shown in 
Chapter 8 that longer codes based on a Markov model can be 
substantially better. 
Notice that the larger the relative input amplitude, 
and the higher the pitch of the speaker, the higher the 
compression ratio and the less the compression achieved. 
Choice of a Single Code 
In a simple system one would wish to choose a single 
code for use with any speaker. Therefore, the average code 
word length was computed for all codes operating on all 
sources. These 81 average lengths are presented in Table 
4.2. In the absence of knowledge about the speaker one 
would design a system for the worst case. One therefore 
chooses the code with the best performance in the worst 
casa. Poor performance corresponds to a long average code 
word length. One therefore finds the largest number in each 
row of Table 4.2, and then chooses the code corresponding 
to the smallest of these. 
Table 4.2. Performance of all codes on all sources 
Code for: 
Speaker Amp 
Source 
Maie Low Pitch 
Low Med High 
Male 
Low 
Pitch 
Low 
Med 
High 
4.422099 5.232507 5.765576 
4.554733 5.039843 5.356652 
4.580021 5.057907 5.342803 
Male 
High 
Pitch 
Low 
Med 
High 
4.444862 5.132060 5.559811 
4.536903 5.058333 5.381464 
4.555464 5.049177 5.350371 
Female 
Low 
Med 
High 
4.519222 5.255726 5.624027 
4.534509 5.061399 5.387079 
4.590755 5.065706 5.369534 
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Source 
Male High Pitch " 
Low Med Low 
4.433479 
4.515362 
4.540531 
4.413786 
4.498059 
4.515240 
4.517375 
4.501746 
4.565187 
Med 
5.004419 
4.878078 
4.897814 
4.898859 
4.867826 
4.876245 
5.002920 
4.880236 
4.918324 
High 
5.369122 
5.113016 
5.117088 
5.214323 
5.118483 
5.106969 
5.321510 
5.130121 
5.139218 
4.664638 
4.666124 
4.690492 
4.590728 
4.640924 
4.663672 
4.568180 
4.631277 
4.721096 
Female 
5.361256 
5.125512 
5.148895 
5.218925 
5.128551 
5.131814 
5.240967 
5.109910 
5.138710 
High 
6.137217 
5.582414 
5.569752 
5.881130 
5.627178 
5.585929 
5.925250 
5.593072 
5.549501 
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They all happen to fall in a single column^ correspond­
ing to a high amplitude female voice. The smallest is, of 
course, the one corresponding to the code designed for that 
case. The chosen code is therefore the one corresponding 
to a loud female voice—the hardest to compress. 
This code gives the best worst-case performance. It 
happens that the worst case is the source from which it came. 
The source seven-tuples, their probabilities, the Huffman 
code words, and their lengths are shown in Table 4.3. Notice 
that an extra 129th code word has been added to the source. 
It is assigned a small probability, 0.000001, and is needed 
to solve the input buffer underflow problem explained in 
the next chapter. The Huffman code for just the 128 source 
blocks has code words ranging in length from three to twelve 
with an average length of 5.549186. Addition of the 129th 
word results in a code with lengths ranging in length from 
three to thirteen with an average length of 5.549506. This 
is a tiny penalty of 0.00577% in the theoretical performance 
of the new code. 
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TABLE 4.3 A SOURCE AND CODE 
SOURCE PROBABILITY CODE CODE 
BLOCK WORD WORD 
LENGTH 
0000000 G. 2210429E- 01 6 100110 
1111111 0.  2210429E- 01 6 100101 
0000001 G. 2820550E- 02 9 100100110 
1111110 0.  2820550E- 02 9 100100101 
0000010 0.  2886438E-•02 9 100010011 
1111101 0.  2886438E-•02 9 100010010 
0000011 0.  7917788E-•03 10 0100111101 
1111100 0.  7917788E-03 10 0100111100 
0000100 0.  3576592E- 02 8 00100010 
1111011 0.  3576592E-•02 8 00100001 
0000101 0.  6466007E-•03 11 10100101010 
1111010 0.  6466007E-•03 11 lOlOOlOOlOl 
0000110 0.  3420990E-•03 12 101001000101 
1111001 0.  3420990E-•03 12 101001000100 
0000111 0.  1260443E-•02 10 1010010111 
1111000 0. 1260443E-•02 10 1010010110 
0001000 0.  3311922E-•02 8 01000111 
1110111 0. 3311922E-•02 8 01000110 
0001001 0. 3502142E-•02 8 00110000 
1110110 0. 3502142E-•02 8 00100111 
0001010 0. 1023691E- 02 10 llOlOOOOll 
1110101 0. L023691E-•02 10 1101000010 
0001011 0. 7281238E-•03 11 10010010001 
1110100 0* 7281238E-•03 11 10010010000 
0001100 0.  8144861E- 03 10 0100110001 
1110011 0. 8144861&-•03 10 0100110000 
0001101 0.  9228115E-•03 10 1101111001 
1110010 0. 9228115E-•03 10 1101111000 
0001110 0. 5795953E-•03 11 10110110010 
1110001 0. 5795953E-•03 11 10101001101 
0001111 0. 1416045E-•02 10 1001001110 
1110000 0. 1416045E-•02 10 lOOlÔOlOOl 
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TABLE 4.3 CONT. 
0010000 0, 2503391E- 02 9 101001101 
1101111 0. 2503391E-02 9 101001100 
0010001 0. 35282C0E-02 8 00100100 
1101110 0. 3528200E-02 8 00100011 
0010010 0. 9390041E-•02 7 1010110 
1101101 0. 9390041E- 02 7 1010101 
0010011 0. 3729216E- 02 8 11011101 
1101100 0.  3729216E- 02 8 11011100 
0010100 c.  6424688E- 02 7 0100101 
1101011 0. 6424688E-•02 7 0100100 
0010101 0. 1358792E-•01 6 001110 
1101010 0. 1358792E- 01 6 ooiibi 
0010110 0. 3502514E- 02 6 00100110 
1101001 0. 3502514E-•02 8 00100101 
0010111 0. 9492412E-•03 10 1101001111 
1101000 0. 9492412E-•03 10 1101001110 
0011000 0. 2832832E-•03 13 1011011001100 
1100111 0.  2832832E-•03 12 101101100111 
0011001 0. 4796274E-•01 5 10000 
1100110 0. 4796274E- 01 4 0111 
0011010 0. 13905&8E-•01 6 OClOll 
1100101 0.  1390508E-•01 6 001010 
0011011 0.  3448165E- 02 8 00110010 
1100100 0.  3448165E-•02 8 00110001 
0011100 0. 7396Ô34E- 03 11 10001000111 
1100011 0.  7396634E-•03 11 10001000110 
0011101 0.  6488340E- 03 11 10100100100 
1100010 0.  6489340E-•03 11 10100100011 
0011110 0. 8390548E-•03 10 OlOOOlOlOl 
1100001 0.  839054EE-•03 10 0100010100 
0011111 G. 1197161E-•02 10 1011011000 
1100000 0.  1197161E-•02 10 1010100111 
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TABLE 4.3 CÛNT. 
0100000 0 .2076047E- 02 9 110100000 
1011111 0 .2076047E-•02 9 101101111 
0100001 0 .1334L49E-•02 10 1010010000 
1011110 0 .1334149E- 02 10 1001001111 
0100010 0 .3611584E-•02 8 00100000 
1011101 0 .3611584E- 02 8 11011111 
0100011 0 .1205723E-•02 10 1010100101 
1011100 0 .1205723E- 02 10 1010100100 
0100100 0 .907214CE-•02 7 1011000 
1011011 0 .9072140E-•02 7 1010111 
0100101 0 .9012207E-•02 7 1011010 
1011010 0 .9012207E-•02 7 1011001 
OlOOllO 0 .1344349E-•01 6 010000 
1011001 0 .1344349E-•01 6 001111 
0100111 0 .1047516E-•02 10 1011011101 
1011000 0 -1047516E-•02 10 1011011100 
0101000 0 .1218007E-•02 10 1010100001 
1010111 0 .1218007E-•02 10 1010100000 
0101001 0 .1658938e-•01 6 101111 
1010110 0 .1658938E- 01 6 101110 
0101010 0 .1151358E 00 3 000 
1010101 0 .1151358E 00 3 111 
0101011 0 .1653169E-•01 6 110001 
1010100 0 .1653169E-•01 6 110000 
0101100 0 .1529730E-•01 6 110110 
1010011 0 .1529730E-•01 6 110101 
0101101 0 .1151634E-•01 7 1001000 
1010010 0 .1151634E- 01 7 1000111 
0101110 0 .1520275E-•02 10 1000100010 
1010001 0 .1520275E-•02 10 1000100001 
0101111 0 .8245369E-•03 10 0100010111 
1010000 0 .8245369E-•03 10 0100010110 
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TABLE 4.  3 CONT. 
0110000 0 .6235212E-•03 11 
1001111 0 •6235212E-•03 11 
0110001 0 .9049433E-•03 10 
1001110 0 .9049433E-•03 10 
0110010 0 .1610807Ê-•01 6 
1001101 0 .1610807E-•01 6 
0110011 0 .5019290E-•01 4 
1001100 0 .5019290E-•01 4 
0110100 0 .3179400E-•02 8 
1001011 0 .3179400E-•02 8 
0110101 0 .2175922E-•01 6 
1001010 0 .2175922E-•01 6 
0110110 0 .  1167231E-•01 7 
1001001 0 .1167231E- 01 7 
0110111 0 .3418386E-•02 8 
1001000 0 .o t x o o o o c -•02 8 
0111000 0 .7936400E-•03 10 
1000111 0 .7936400E-•03 10 
0111001 0 .1271239E-•02 10 
1000110 0 .1271239E-•02 10 
0111010 0 .1210190E-•02 10 
1000101 0 .1210190È- 02 10 
0111011 0 .40102646-•02 8 
1000100 0 .4010264E-02 8 
0111100 0 .1001356E-•02 10 
1000011 0 .1001356E-02 10 
0111101 0 .1521764E-•02 10 
1000010 0 .1521764Ê-02 9 
0111110 0 .1082135E-•02 10 
1000001 o ,I082135E-•02 10 
0111111 0 .2449043E- 02 9 
1000000 0 .2449043 5= 02 9 
DUMMY 0 .1000002E-•05 13 
lOlOiOOllOO 
10100101011 
1101111011 
1101111010 
110011 
110010 
0110 
0101 
01001110 
01001101 
101000 
100111 
1000110 
1000101 
01000100 
00110011 
0100110011 
0100110010 
1010010100 
1010010011 
1010100011 
1010100010 
11010010 
11010001 
1101001101 
1101001100 
1000100000 
010011111 
1011011011 
1011011010 
101001111 
101001110 
1011011001101 
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CHAPTER 5. A PROPOSED HARDWARE SYSTEM 
This chapter describes the system modeled in the next 
two chapters and discusses some hardware considerations. 
It was shown in Chapter 2 that buffer storage is re­
quired at both the transmitter and receiver of any system 
using a fixed rate source, channel, and receiver, and a 
Huffman code. It was also shown that the Huffman code must 
be modified to include a special filler code word to be 
sent when the source falls behind the channel. This word 
is recognized by the decoder as representing no data, and 
thus input buffer underflow produces no error. 
The example of Chapter 2 was the source A, B, C, and D 
with probabilities 0.5, 0.25, 0.125, and 0.125. This source 
has Huffman code words 1, 01, 001, and 000. Now it is not 
possible to add to this set of code words a fifth code 
word which would not be decoded as some sequence of the 
original four. It is clear that the filler code word must 
be generated along with the code words for data by adding 
some symbol, f, to the source prior to encoding. Some 
probability must be arbitrarily assigned to f. If a high 
probability is assigned then the filler code word will be 
short, if a low probability is assigned it will be long. 
The purpose of the filler code word is to fill excess channel 
capacity, but it makes no difference if excess capacity is 
filled by sending one long filler word, or a short filler 
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word several times. On the other hand, the Huffman code 
achieves its efficiency by assigning high probability data 
to short code words. The short code words are precious 
and ought not to be squandered for other purposes. The 
dummy source symbol f is, therefore, assigned probability 
zero and is assigned the longest code word. The source of 
Chapter 2 becomes A, B, C, D, and f with probabilities 0.5, 
0.25, 0.125, 0.125/ and 0. The resulting Huffman code is 
1, 01, 001, 0001, and 0000. Addition of a filler word in 
this case increases the average code word length from 1.75 
to 1.875 bits per data symbol—a considerable penalty. The 
penalty becomes less severe as the size of the source in­
creases. The output of the delta modulator is treated as 
a source of 128 seven-tuples. It was shown in the previous 
chapter that the addition of a 129th word increased the 
average code word length by only about 0.005%. 
A practical system can now be discussed. This system 
is shown in Figure 5.1. A seven-bit word from the 50 Kbps 
serial binary output of the delta modulator is accumulated 
in a seven-bit shift register and then transferred to a 
first-in-first-out queue called the input buffer, unless 
the input buffer is full, in which case the word is lost. 
Next, the encoder removes the word at the bottom of the 
buffer, which is the next word to be transmitted, and 
generates a Huffman code word ranging in length from three to 
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Figure 5.1. Block diagram of the system 
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thirteen bits. The length of the Huffman code word is also 
produced. The code word is placed right justified in a 
thirteen-bit shift register, and the length of the code 
word is placed in the output counter. The thirteen-bit 
shift register is then shifted out into the channel at a 
constant rate (40 kbps if the compression is to be 0.8). 
The output counter is decremented by one on each shift; it 
calls for a new code word and length when it reaches zero. 
If no data word is available in the buffer then the encoder 
supplies the filler code word. 
The reverse of this process takes place at the receiver. 
The code words from the channel enter a thirteen-bit shift 
register at 40 kbps. Whenever the first bit of a code word 
reaches the right end of this shift register, the word is 
decoded and the resulting seven-bit data word is placed in 
another first-in-first-out queue called the output buffer. 
No data word is produced for the filler code word. The 
length of the code word is also placed in a counter. This 
counter is decremented at the channel clock rate, and when 
it reaches zero indicates that the previously decoded code 
word has been shifted out and the next code word is right 
justified in the shift register ready for decoding. The 
output buffer will never overflow provided it is as long 
as the input buffer. That is, there will always be space 
for the decoded data. The 50 kbps serial binary output to 
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the demodulator comes from a seven-bit shift register which 
is kept supplied with seven-bit data words from the output 
buffer if data is available. Data may not always be avail­
able—that is, the output buffer can underflow. In this 
case the words 0101010 and 1010101 are supplied alternately 
until data again becomes available. 
It is clear from the above discussion that should an 
error in the channel occur the decoder may not only decode 
an erroneous seven-bit data word, but also determine the 
length of the current code word incorrectly. In this case 
the beginning of the next code word will not be correctly 
located, and a catastrophic failure will result due to loss 
of decoder synchronization. Moreover, initial synchroni­
zation must be established when the channel is first ener­
gized even if it is entirely error free. Suppose that a 
second extra symbol, s, is added to the source along with 
f prior to encoding and is also assigned probability zero. 
Then s and f will be assigned the two longest Huffman code 
words. Suppose the length of these words is n. Then s can 
always be assigned n zeros and the code word for f will be 
n-1 zeros and the last bit a one. Then the longest run of 
zeros which can occur in encoded data has length 2n-3, 
no matter what the source probabilities and other code word 
assignments. Transmission of a synchronizing word consisting 
of at least 2n-2 zeros followed by a one permits the receiver 
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to synchronize (resynchronize) itself. The receiver is 
provided with an input shift register 2n-2 bits long- The 
shift register is examined, and, if it is ail zaros- it is 
shifted (at the channel rate of course) until a one is found, 
and the next valid code word follows that one. Notice here 
that transmission of the synchronizing sequence not only 
resynchronizes the decoder if it has failed, but also 
produces no error if transmitted when not needed. This is 
important because the transmitter has no method to determine 
if a synchronization failure has occurred. Suppose that 
the system for delta-modulated speech, with a 40 kbps 
channel, is to be resynchronized every 100 ms on the specu­
lation that an error might have occurred. If the dummy 
source symbol, s, is assigned a thirteen-bit code word then 
the synchronizing sequence is 25 bits long and may be sent 
ten times per second using 250 bits out of 40,000 or 0.0625% 
of the channel capacity. 
The encoder and decoder are mechanized with a code book, 
perhaps a read only memory. Suppose that the length of the 
source block is n and the length of the longest code word is 
m. Then for a binary source and code a read only memory for 
the encoder would have 2^ words each of length m + T(loggm) 
bits. ( r(x) = X if X is an integer, r(x) = the integer 
portion of x + 1 if x is not an integer.) The complexity of 
the decoding logic is proportional to Z 2 . The decoder 
i=0 
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is also a read only memory having 2^ words of n + r(log2 m) 
bits. It might be supposed that because of the code word 
length the complexity of the decoding logic for the decoder 
memory would grow in the same fashion as that of the encoder. 
In fact ttie decoding logic can correspond to the Huffman 
m-1 
code tree and is therefore much less complicated than Z 2 
i=0 
would indicate. 
The system as modeled in the next two chapters does not 
require synchronization and so a thirteen-bit filler word 
corresponding to the dummy source symbol f was actually used. 
It has already been pointed out that a long or short code 
word can be used as filler. One could instead use the 
synchronizing sequence as filler. Then, only the dummy symbol 
s would be inserted into the source. This sequence would 
be sent at least ten times per second and when underflow 
occurred as well. When using it for underflow as many 
zeros as needed, above the minimum number, could be sent 
preceding the one. This provides for less loss of channel 
capacity than sending the minimum length sequence an integral 
number of times. 
The only error mechanism in the system is input buffer 
overflow resulting in loss of data. This loss means that at 
some time the output buffer will underflow and a number of 
data words equal to the number lost must be generated at the 
decoder. The inserted filler is alternately 0101010 and 
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1010101 in. the system above. In general the output buffer 
will not run out of data at exactly the point at which some 
loss occurred. One might think of this error mechanism in 
terms of a tape recording. The original overflow corresponds 
to cutting out a piece of tape and splicing the remainder 
together. Then at some other point a piece equal in size 
to the piece cut out, but containing data invented by the 
receiver (noise), is spliced in. 
It is easy to conjecture how one might provide the 
receiver with the size and location of the overflow so that 
the invented data could be inserted at the point of loss 
rather than at some arbitrary point. The dummy symbol f 
might well be retained for this purpose even though the 
synchronizing sequence is used as channel filler. One such 
error handling mechanism is discussed in the last chapter. 
It can make use of some material presented in Chapter 8. 
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CHAPTER 6. MONTE CARLO SIMULATION 
OF THE SYSTEM 
The performance of the system described in Chapter 5 was 
investigated in two ways. The first, which is discussed in 
this chapter, used a model for speech rather than actual 
speech. The second, which is discussed in Chapter 7, used 
actual speech as an input and mechanized the system with an 
on-line computer in real time. 
The performance of the system depends on the amount of 
data lost to overflow. The amount of overflow depends in 
turn on the buffer length and the amount of channel capacity 
provided. Before embarking on real-time, on-line modeling 
it was necessary to determine if the amount of buffer storage 
required was reasonable. The probabilities of the seven-bit 
words had been measured and a Huffman code found. Any 
statistical dependence among the data words does not affect 
the compression obtainable, but it does affect the buffer 
requirement. Even though loss of data due to buffer over­
flow cannot be avoided entirely, sufficient buffer capacity 
must be provided to reduce the loss to an acceptable level. 
Unlikely data words require an above average amount of 
channel capacity for transmission. If they tend to occur 
in bursts then a very large amount of buffer storage might 
be required. The statistical dependencies between data 
words must be taken into account. 
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No model is available for the statistics of the seven-
bit words except their probability of occurrence. The source 
is, however, binary and is grouped arbitrarily into seven-bit 
words. It is reasonable to model the underlying binary 
source and group the result into seven-bit words for study. 
The measured probabilities of the seven-tuples provide a sixth 
order, binary, symmetric Markov model for the source. 
The conditional probability of a one (or a zero) based on 
the six bits which precede it is computed for each of the 
sixty-four possible six-bit combinations. A specific example 
will illustrate the method. The probability of occurrence 
of the seven-tuple 0000000 for the female voice at high 
volume (the case corresponding to the code used in the system) 
is 0.0221042. The probability of 1000000 is 0.00244904. 
The probability of the six-tuple 000000 is the sum, 
0.0245532. The conditional probability that one follows 
000000 is therefore 0.00244904/0.0245532 or 0.0997437. The 
conditional probability of zero is 0.900256. 
Sixty-four pairs of conditional probabilities were com­
puted. They will be written when needed as P(0|000000). 
They show several interesting things. The oscillating con­
dition is most common, P(0101010) = 0.119716, and it tends to 
persist, P(l|010101) = 0.894441. We have seen that a run 
of zeros is less common, P (0000000) = 0.0221042, but once it 
is established it tends to persist as well, P(0|000000) 
= 0.900256. 
The binary symmetric sixth-order Markov source based 
on the conditional probabilities was used as a source for 
the simulation of the system. Each bit was generated on 
the basis of the correct conditional probability determined 
from the six preceding bits , and a uniformly distributed 
pseudo-random number. The most likely seven-tuple was chosen 
as a starting point. 
Another part of the same program modeled the system of 
Chapter 5. Up to twenty systems with different compression 
ratios or buffer lengths can be modeled operating on the 
same stream of data words obtained above. The program 
was written in FORTRAN. 
The program operates as follows. during one pass in one 
channel. A data word is supplied. This data word is placed 
in a queue provided its insertion will not cause the number 
of words in the queue to exceed the modeled buffer length. 
If it will, one overflow is counted. Next a counter called 
CBA is incremented by seven times the modeled compression 
ratio. CBA represents the number of bits available for 
transmission through the channel. 
Next the length of the code word corresponding to the 
bottom data word of the input queue is looked up in a table. 
If CBA is greater than or equal to the length, then CBA is 
decremented by that amount, the number of words in the output 
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queue is incremented by one, and the bottom word is removed 
from the input buffer. This process corresponds to trans­
mission, and is repeated until either CBA is not greater 
than the code word length for the data word at the bottom 
of the input queue, or until the input queue is empty. If 
the above terminates because the queue is empty this corres­
ponds to underflow, and CBA is repetitively decremented by 
thirteen bits, so long as the result is non-negative. This 
process corresponds to transmission of the thirteen-bit 
filler word. 
When a word is transmitted the number of data words in 
the output queue is incremented by one. The program watches 
for output buffer overflow when words are transmitted, but 
it never occurs. The next step is to decrement the number 
of words in the output queue by one, unless the result would 
be negative, in which case an output buffer underflow is 
counted. 
Only the number of data words which would be in the 
output queue is required. The transmitted data itself is 
not retained. 
Simulation of twenty systems operating on the same data 
and generation of the data required about one second of 
central processor time per simulated second of the system per 
channel. The computer used was the Iowa State IBM 360/65/ 
and the program was input as an object deck compiled with 
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the IBM H Level FORTRAN Compiler (OPT 2) . The compile time 
and the time for input-output are not included in the above 
figure. 
Some of the results obtained are given in Table 6.1. 
They show that buffer storage on the order of tens of seven-
bit words is required in order to achieve low overflow 
rates. They also show that the overflow rate is a sensitive 
function of the amount of excess channel capacity provided 
beyond the theoretical amount required. 
Table 6.1 shows the results of simulation of the system 
using the code which gives the best performance in the 
worst case. This is the code for a woman's voice at high 
volume. The source used is based on the probabilities 
measured for the author's voice at medium volume. 
Table 6.1 shows the following; the modeled buffer 
length (input and output buffers are the same length) , the 
modeled compression ratio (the theoretical compression ratio 
is 4.86783 bits transmitted per seven-bit data word 
= 0.695404.)/ the accumulated totals of seven-bit data words 
input, the number lost to overflow, the number of input 
buffer underflows (uses of thirteen-bit channel filler word), 
and the number of output buffer underflows (insertion of 
noise at the decoder while waiting fop data). The amount of 
output buffer overflow was always zero. 
Notice that the amount of output buffer underflow, which 
Table 6.1. Simulation of four systems 
Data 
Words 
Input 
System A 
Buffer length=20 
Comp Ratio =0.71 
System B 
Buffer length=20 
Comp Ratio =0.72 
System C 
Buffer length=20 
Comp Ratio =0.73 
IBOF IBUF OBUF IBOF IBUF OBUF IBOF IBUF OBUF 
System D 
Buffer length=30 
Comp Ratio =0.71 
IBOF IBUF OBUF 
1000 0 10 9 0 15 8 0 21 5 0 10 9 
5000 8 34 26 0 56 16 0 82 15 0 31 26 
6000 14 45 32 0 72 17 0 104 15 0 40 26 
7000 21 55 39 2 85 20 0 120 15 0 50 26 
8000 26 57 44 5 92 23 0 133 15 2 50 30 
9000 28 63 46 5 101 23 0 148 15 2 54 30 
10000 30 70 48 5 113 23 0 163 15 2 61 30 
18000 34 140 52 5 225 23 0 319 15 2 128 30 
19000 47 142 65 9 229 27 0 326 16 3 128 31 
20000 50 149 68 9 242 27 0 346 16 3 131 31 
24000 59 186 77 14 229 32 0 422 18 4 169 32 
25000 66 187 84 16 304 34 0 431 18 9 169 37 
29000 73 207 91 16 342 34 0 491 18 9 184 37 
30000 88 214 106 22 352 40 1 504 19 13 191 41 
50 
should equal the number of input buffer overflows, actually 
exceeds the number of overflows by an amount which tends 
toward a constant. This is due to an initial transient and 
the fact that underflow precedes overflow in time. This 
phenomenon is discussed in the last chapter along with optimal 
treatment of the error mechanism. 
The program also computes the average code word length 
based on the 30,000 word data sequence actually generated. 
This figure, 4.89372, is slightly different from the expected 
value given above and yields a compression ratio of 0.699103. 
Twenty systems were modeled on this particular run, 
with four buffer lengths of 20, 30, 40, and 50 words, and 
five compression ratios, 0.71, 0.72, 0.73, 0.74, and 0.75. 
Only four systems had any overflow at all, and they are 
the four reported in Table 6.1. They are the systems with 
twenty-word buffers at compression ratios 0.71, 0,72, and 
0.73, and the system with the thirty-word buffer at 0.71. 
These are referred to as systems A, B, C, and D. Input buffer 
overflow, input buffer underflow, and output buffer underflow 
are abbreviated IBOF, IBUP, and OBUF. The accumulated totals 
were printed cut after every 1000 words. Only those points 
at which the amount of overflow changes are reported. 
The results presented in Table 6.1 reveal several 
interesting things. The most important fact is not shown in 
the table. The sixteen other systems with slightly higher 
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compression ratios or slightly longer buffers had no over­
flow. The worst performing system. System A, achieves a 
compression ratio of 0.71 with a buffer length of twenty 
words. Clearly even in the worst case not much of this 
efficiency is gained by throwing away data. The 0.71 
compression ratio represents a 29% saving in channel capacity 
over uncoded transmission and yet only 88 of 30,000 words, 
or 0.26%, are lost. 
Other sources and codes were modeled as well. The re­
sults were not significantly different. For example, the 
code used above was tried on the source from which it came. 
In this case the expected code word length was 5.54951, which 
would yield a compression ratio of 0.792787. The actual 
average code word length based on the 30,000 data words 
generated was 5.38242, yielding a compression of 0.768917. 
After 30,000 words, systems with a twenty-bit buffer and 
compression ratios of 0.79, 0.80, 0.81, 0.82, and 0.83 lost 
19, 9, 5, 3, and 0 words to overflow. For the same com­
pression ratios and a thirty-word buffer only the system 
with a compression of 0.79 lost any data. It lost one word 
after 20,000 words and none from then on. 
Some general discussion of the above results is in 
order. The results must necessarily be optimistic esti­
mates of the amount of buffer storage required in a practical 
system unless one wishes to suppose that the output of a 
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delta modulator operating on speech actually is a binary 
symmetric sixth-order Markov process. Moreover, they were 
based on only about four seconds of simulated speech. 
Clearly, no four-second sample of speech would be representa­
tive. 
The purpose of performing the above simulations was not 
to prove that compression of speech by source coding was 
practical. The purpose,was to find out if it was not practical. 
If even an optimistic estimate of the amount of buffer 
storage required turned out to be tens of thousands of words 
then the impracticality of the system would have been proved 
quite neatly. Happily, the experiment was a failure. Even 
if the above results underestimate the amount of buffer 
storage required by a factor of 100, a practical system 
might be built. The construction of a working model of 
such a system which operates on actual speech in real time 
is the subject of the next chapter. 
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CHAPTER 7. RESULTS PROM A WORKING MODEL 
The results of the last chapter demonstrated that a 
system operating on speech might not require an excessive 
amount of buffer memory. This chapter reports the results 
obtained from a model of the system operating on actual 
speech. 
It is clear that the system described in Chapter 5 
could be constructed; however, construction of such a system 
using specially-designed hardware would not have been 
economically feasible. Moreover, in the absence of knowledge 
about how much buffer storage to provide, it would have been 
foolish. It was only necessary to construct some system 
which emulated exactly the behavior of the buffer stores 
and the results of error due to overflow. Accordingly, most 
of the system was mechanized using a PDP-15 computer. 
Using this method it was possible to achieve any input 
and output buffer length up to about 5000 words. Any 
compression ratio could be achieved. The system operated 
on-line in real time. The number of data words lost to over­
flow could be counted, and the system provided an audio 
output including overflow errors so the qualitative effect 
of overflow error could be evaluated by a listener. The 
audio output and overflow rates were identical with a system 
which might have been constructed with fixed wired hardware. 
The first section of this chapter discusses the hardware 
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and program. The second section presents the results ob­
tained. Appendix C gives a detailed description of the 
interface hardware and machine language program. 
The System 
The on-line modeling of the system is similar to the 
off-line modeling described in the previous chapter. A seven-
bit data word goes into the input buffer. A seven-bit 
data word is supplied to the demodulator from the output 
buffer. Each seven-bit data word input increases the number 
of bits available for transmission in the channel by seven 
times the compression ratio (5.6 bits for a compression 
ratio of 0.8). The next step is to transfer as many words 
as possible from the input buffer to the output buffer. 
The number transferred is governed by the number of bits 
available for transmission and the lengths of the code 
words assigned to the particular data words at the bottom 
of the input buffer. 
Input buffer underflow is handled by decrementing the 
number of bits available for transmission by thirteen (the 
length of the filler word) whenever thirteen are available 
but no data is available. Input buffer overflow is handled 
by throwing away the input data word when the input buffer 
is full. Output buffer underflow is handled by supplying 
alternately 0101010 or 1010101 to the demodulator whenever 
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the output buffer runs out of data. 
It is important to notice that only the length of a code 
word is required. The actual Huffman encoding and decoding 
need not be performed. 
The computer modeling scheme used and some of the 
considerations from which it evolved will now be discussed. 
The computer must handle a data rate of fifty kbps, which 
allows twenty microseconds per bit. It is clear that even 
a relatively fast computer could perform little of the 
necessary manipulations in twenty microseconds. However, 
the modeling described above treats seven-bit data words 
as units, so that if seven-bit words were input to the com­
puter, each word would be allowed 140 microseconds. All 
computers considered had word lengths in excess of seven 
bits. One might therefore input the data stream in words 
longer than seven bits, improving storage efficiency. The 
computer would then rearrange them into seven-bit words. 
This rearranging would have required an excessive amount of 
time, and so only seven-bit words were input. 
The particular computer used was a PDP-15. This is an 
eighteen-bit single address machine with a basic memory cycle 
time of about one microsecond. The execution time for most 
instructions is governed entirely by the number of memory 
cycles required by that instruction. The particular machine 
used had 12,2 88 words of core memory. 
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The next most difficult feature of the modeling might 
have been the table look-up required to determine the length 
of the Huffman code word. The data word is used as an 
address which points to a table containing the word lengths. 
The data, treated as a binary number, ranges from 0 to 127. 
Some of the low numbered addresses of the PDP-15 are dedi­
cated to special functions. In particular, when an interrupt 
occurs the address of the next instruction in the program 
interrupted is stored in location zero, and the instruction 
in location one is executed. For this reason it was 
especially desirable to start the modeling program at loca­
tion one, and the look-up table could not then be at locations 
0 through 127. For this reason 256 was added by the interface 
hardware to the data at input. The eighteen-bit input data 
format was 000 000 000 10(seven data bits). The output format 
was the same. The interface to the modulator and demodulator 
operated on only the least significant seven bits. The look­
up table was in locations 256 through 383. 
Although a detailed description of the interface hardware 
and machine language program is deferred to Appendix C, there 
is one feature sufficiently significant to be mentioned here. 
The bit time of the delta modulator is twenty microseconds. 
The computer is sufficiently fast to recognize an interrupt, 
read in a word from the interface, store it away, fetch a 
word to be output, and output that word in about eighteen 
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microseconds. Thus the input-cutput portion of the modeling 
program could be handled within bit time. This led to an 
extremely simple configuration for the interface. The inter­
face. may be thought to be a seven-bit shift register, shift­
ing at the clock rate of the delta modulator, interposed 
between the modulator and demodulator. During each seventh 
bit time the content of this register, which is the new data 
word, is exchanged for an output word from the computer. 
Although a one-bit serial buffer is required at the de­
modulator, parallel buffering of the seven-bit input and 
output words is not required. 
When the computer finishes the modeling, it enters a 
tight, trivial loop and waits for an interrupt which is 
received from the interface every 140 microseconds if the 
delta modulator is run at a fifty kHz clock rate. When the 
interrupt is received the next address of the trivial loop 
is stored at location zero and execution of the modeling 
program at location one is commenced. The first instructions 
complete the input-output portion of the modeling within 
eighteen microseconds. This requires a one-word delay in the 
modeling in order to make available the output word at the 
beginning of the program, but this is insignificant. The 
worst case execution time of the modeling program is about 130 
microseconds, and so the computer enters the trivial loop and 
waits for the next interrupt with ten microseconds to spare. 
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The only statement above which is not completely truth­
ful is that any arbitrary compression ratio may be achieved. 
In fact, this would not be true of any computer with finite 
precision, but the problem is more serious with an integer 
machine such as the PDP-15. When a seven-bit word is input 
the number of channel bits available (CBA) must be incre­
mented by an integer. Six would correspond to 85% compression 
while five would correspond to 72%. The problem was there­
fore scaled by a factor of ten. A seven-bit data word 
enters and is modeled as seventy tenths of bits. A three-
bit Huffman word is modeled as thirty tenths. If 80% com­
pression is desired, CBA is then incremented by 56. The 
program actually requires the negative of the word length, 
and so the look-up table in locations 256 through 3 83 actually 
contains minus ten times the lengths of the Huffman words. 
Figure 7.1 shows a block diagram of the system. 
It is useful to think of the way the program works in 
terms of a circular list; that is, an endless loop of core 
memory. Figure 7.2 shows such a circular list with three 
pointers NIN (next in), NOT (next out) and MID. These 
pointers are moved clockwise around the list. Such a logical 
structure is achieved by using a block of memory defined by 
a start and an end address. A pointer is moved by incre­
menting it unless the result would exceed the end address, 
in which case it is set back to the starting address. This 
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INTERFACE 
UNIT DEMODULATOR 
DELTA 
MODULATOR 
PDP-15 
COMPUTER 
Figure 7.1. Data flow in the model 
.NIN INPUT 
BUFFER 
ID 
OUTPUT 
BUFFER 
NOT 
Figure 7.2. The circular list 
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is referred to as wraparound. In the following discussion 
it is assumed that NIN, NOT, and MID are always incremented 
with wraparound. 
The circular list contains the data in both the input 
and output buffers of the system. The data words between MID 
and NIN are in the input buffer. The words between NOT and 
MID are the data in the output buffer. The distance between 
MID and NIN is constrained to some maximum value which is 
the length of the buffer modeled. Transmission is the move­
ment of data from the input to the output buffer and is 
accomplished by moving the pointers rather than the data. 
A listing of the machine language program will be found 
in Appendix C along with a more detailed explanation. The 
basic operation will be discussed here. 
The program waits in a tight trivial loop for the inter­
rupt. When it occurs the input word is placed in the loca­
tion indicated by NIN. The output word is taken from loca­
tion NOT. This completes the input-output. 
Next WIN is incremented unless doing so would cause it 
to get further than the modeled buffer length ahead of MID. 
If the latter is the case the index register is incremented 
by one, counting overflow. The contents of the index 
register can be continuously displayed on the control con­
sole of the computer. 
Next CBA is increased by an amount corresponding to the 
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compression ratio, CBA is then decremented by the length 
of the Huffman code word corresponding to the data word 
indicated by MID, and MID is incremented. This process 
corresponds to transmission and is repeated until either MID 
equals NIN or until CBA would be negative. If the latter is 
the case this corresponds to having used all the available 
channel capacity, and the program proceeds to the part ex­
plained in the next paragraph. If CBA becomes equal to NIN 
this corresponds to underflow. In this case CBA is decre­
mented by thirteen if it would still be greater than or 
equal to zero. This models transmission of the thirteen-
bit filler word. 
Next NOT is incremented unless that would make NOT equal 
to MID. If it would be equal that corresponds to output 
buffer underflow. In this case the data location indicated 
by NOT is loaded with GARB. GARB is then complemented. 
GARB is initially 0101010. Thus the words 0101010 and 
1010101 are used alternately for input buffer underflow. 
The last step is to clear the interrupt, which permits 
the machine to recognize the next interrupt, and wait for it. 
Figure 7.3 shows two photographs of the equipment. 
Figure 7.3a shows the equipment (on the cart and leftmost 
rack), the PDP-15 computer, and the author. Figure 7.3b 
shows a closer view of the equipment. All the equipment with 
the exception of the interface unit is on the cart. The 
Figure 7.3a. The author and the equipment used for the real 
time model 
Figure 7.3b. Another view showing part of the PDP-15 computer 
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interface unit is mounted in the leftmost rack and is 
connected to the other equipment by a cable. 
Detailed photographs of the delta modulator, demodulator, 
and interface will be found in Appendices A and C. 
The Results 
The test speech of Chapter 4 was played to the system. 
It is approximately 80 seconds long, and at a 50 kHz clock 
rate is composed of some 570,000 seven-bit words. The be­
ginning and end of the speech are quiet. Quiet time produces 
the oscillating sequence, which is easily compressed. There­
fore, this quiet time at the beginning and end does not 
produce overflow, and so using exactly the same amount of 
leader and trailer from run to run is not important. 
The code used for all runs was the code chosen using 
the minimax philosophy explained in Chapter 4, the code for 
a female voice at high volume. 
It was found that compression was greatly facilitated by 
rolling off the high frequency components of the input. 
Runs were made with the tape recorder set for flat frequency 
response, and also with the frequency response set to atten­
uate the high frequencies. The latter response was flat at 
low frequencies and produced about 3 db of attenuation at 
1400 hz and 8 db at 3 kHz. 
Table 7.1 shows the relationship between the amount of 
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Table 7.1. Overflow for various conditions 
Input 
vol. 
Comp. 
Ratio 
Buffer Lengths 
64 128 256 512 1024 2048 4096 
Low 
Med 
High 
0.9 83 0 
0.85 0 
0. 80 833 128 0 
0.75 4263 1938 570 
0.9 4106 1004 214 0 
0.85 1847 467 0 
0.80 17057 9190 6095 1770 326 z 
0.75 32640 33710 31019 27570 
0.9 15598 8904 4656 1876 0 
0.85 6561 
0. 80 44184 42776 38614 30673 18143 13827 
0.75 
Low 
Med 
High 
Male Speaker, Attenuated High Frequencies 
0.9 0 0 
0.85 0 
0 . 8 0  2 6  0  
0.75 833 260 0 
0.9 476 29 0 
0.85 2785 5 z 
0.80 6357 2682 911 11 
0.75 12645 4553 
0.9 6948 3016 905 0 0 
0.85 8024 636 
0.80 19321 
z 
1359 
z 
6 2 6 0  
0.75 
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Table 7.1 (Continued) 
Input Comp. Buffer Lengths 
vol. Ratio 64 123 256 512 1024 2048 4096 
Low 
High 
Low 
Med 
High 
Female Voice, Flat Response 
0.9 0 0 
0.85 48 0 
0 .  8 0  
0.75 1326 0 
0.9 4333 385 0 
0.85 3921 1773 0 
0.80 11770 5762 
0.75 
0.9 11960 
0.85 39034 
0 . 8 0  
0. 75 
Female Voice, Attenuated High Frequencies 
0.9 
0.85 
0 . 8 0  0  
0.75 241 
0.9 1805 193 z 
0.85 6418 887 182 z 
0.80 12979 8011 1711 0 
0.75 15588 12749 8721 
0.9 337 0 
0.85 6014 
0 .  80  
0.75 
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data lost to overflow and the speaker, frequency response at 
the input, input volume (step size), buffer length, and 
compression ratio. The table has four major sections corres­
ponding to male or female speakers with flat response or 
attenuated high frequency response. Each major section has 
three minor sections for low, medium, and high input volume. 
Within each minor section the relationship of overflow to 
compression ratio and buffer length is reported. 
Each entry in the table represents one playing of the 
test speech through the system. Because of the time involved 
in obtaining each data point the table is not fully populated. 
Other things being equal, it can be seen that increasing 
the buffer length or compression ratio reduces the amount 
of overflow. Once a point of zero overflow is found it can 
be assumed that any points with less compression or more 
buffer length will also be zero. It can also be assumed 
that no overflow occurs at points with the same compression 
for which the amount of overflow at the previous point is 
less than the increase in buffer length. Such points are 
designated by a letter z. The reduction in the amount of 
overflow obtained by increasing the buffer length becomes 
less dramatic as the amount of compression increases and 
the compression ratio decreases. This is most graphically 
illustrated at medium input volume for the rolled-off female 
voice. 
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It can be seen from the table that the amount of over­
flow for a given buffer length and compression ratio is a 
strong function of input volume. 
Considering the four major sections of the table it can 
be seen that the amount of compression obtainable for a given 
overflow rate, compression, and buffer length is a strong 
function of the sex of the speaker with women's voices being 
more difficult to handle. The effect, of rolling off the high 
frequencies of the input is even stronger. Consider only 
medium input levels. It can be seen that for a flat response, 
most of the systems modeled perform best with a male voice. 
With the high frequency attenuated some of the systems 
actually perform better with a female voice. 
The qualitative effect of an overflow error is much mbre 
difficult to deal with in words. It could be seen by watching 
the total overflow accumulate and heard by listening to the 
output that overflow tends to occur in bursts. It was some­
times possible to count the number of bursts when the total 
overflow was low. For the male speaker, low volume, and 
flat input, the 83 words lost to overflow in a system with 
a 128 word buffer and a compression ratio of 0.9 all occurred 
in one short burst. Another system lost 570 words in two 
bursts. At medium input volume 467 words were lost in one 
burst. At high input volume at a compression ratio of 0.9 
the losses of 8904, 4656, and 1876 words occurred in 55, 28, 
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and 11 bursts respectively. 
When the total amount of overflow loss is only one or 
two percent it tends to occur in bursts. The length of each 
burst tends to be a significant fraction of the buffer 
length. 
These losses, because they occur in bursts, do not 
produce either a general slight degradation in quality or a 
catastrophic loss of the entire message. Instead, syllables 
and parts of syllables are lost. These losses tend to occur 
for loud syllables or phrases containing consonant sounds 
such as the first syllable of "plastic", and occasionally 
on long, loud vowels. 
When the overflow rate increases to several percent 
the loss becomes frequent and results in a general loss in 
quality. However, there are few, if any, points of Table 
7.1 at which the overflow loss was severe enough to render 
the message completely unintelligible. 
It can be concluded from Table 7.1 that a practical 
system should incorporate as much attenuation of high 
frequencies in the input as possible and that the input 
volume should be constrained to a moderate level. In this 
case a system might operate with little loss at a compression 
ratio of 0.8 with a 1024 word buffer or 0.85 with a 512 word 
buffer. 
The optimum treatment of overflow when it occurs is de­
ferred to the last chapter. 
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CHAPTER 8. A CONSTANT COMPRESSION SCHEME 
The previous chapters have described how Huffman coding 
may be applied to the output of a delta modulator. During 
the course of that investigation another discovery was made 
which is believed to be significant- but which is not directly 
related to the previously presented work. A constant amount 
of compression is achieved for each word encoded so no buffer 
storage is necessary. Some information loss takes place, 
but the result is quite intelligible. 
The first section of this chapter presents the basic 
method. The second shows how an approximation to a general­
ized differential pulse code modulation (DPCM) scheme may be 
obtained. 
The Basic Method 
The binary serial output of the delta modulator is 
grouped into seven-bit words, and the number of ones in 
each word is counted. There are eight possibilities, since 
there may be zero through seven ones. The number of ones 
in each word can, therefore, be transmitted using three bits 
instead of seven. Thus, the number 000 is transmitted for 
0000000; the number 001 is transmitted for 1000000, 0100000, 
0010000, etc. The receiver selects some single seven-bit 
sequence for each received three-bit code word. The seven-
tuple 0000000 would be supplied to the demodulator when 000 
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was received; 0001000 might be supplied whenever 001 is 
received. The delta modulator was run at 50 kbps, so the 
effective data rate after recoding was 21.4 kbps. 
It is clear that the output of the demodulator at the 
end of each seven-bit sequence is the same as it would have 
been if the source sequence had been used, because the 
sequence actually used has the same number of ones (and 
zeros). The waveform of the output simply travels a possibly 
different path to reach the correct endpoint. The error is 
committed by taking the same path for any word with the 
same number of ones rather than the path indicated by the 
pattern of the ones. 
At a 50 kbps rate the output of the demodulator matches 
the correct output every seven bits, which is every 140 
microseconds. One might say that the correct output is 
matched at a 7.1 kHz rate. It is reasonable to suppose 
that much of the noise introduced by an error in a path 
this short would be out of the voice band which is usually 
about 3. 5 kHz. 
The computer and system described in the last chapter 
were used to model this scheme. The following eight output 
words were used; 0000000, 0001000, 0100010, 0101010, 
1010101, 1011101, 1110111, and 1111111. Each of the 128 
input words was assigned to one of the eight words according 
to its number of ones, by a simple table look-up. 
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The result was described as surprisingly good by several 
listeners. There is some increase in the background noise 
level of the output during speech. 
A coding in which any seven-bit word with six or seven 
ones was mapped into a single six-one word, any word with 
four or five ones was mapped into a single four-one word, 
etc., was also tried. The four output words used were 
0001000, 0101010, 1010101, and 1110111. This scheme achieves 
a compression of two bits/seven bits corresponding to an 
effective data rate of 14 kbps. The performance of the 
scheme was poor although the result was still intelligible. 
In this case not only an ^rror in path but also an error 
in endpoint (and therefore the starting point of the next 
word) can be committed. Because of the symmetry of the 
source and code the recoded result is also symmetric, and 
the dc balance of the receiver integrator is not affected. 
In a wide pulse system the slope (gain of the inte­
grator) is not affected by changing the clock rate. An 
interesting experiment was performed. The clock rate of the 
delta modulator was reduced to the effective data rate of 
the above schemes and the uncoded result listened to. It 
was observed that the quality of the uncoded output of the 
system at a 21 kHz clock rate was similar to the output 
obtained at a 50 kHz clock rate using the first scheme 
which reduced the effective data rate to 21 kbps. A 
72 
corresponding result was obtained for the second scheme. 
The effect of reducing the clock rate when one of the 
above compression schemes was also in use was more severe, 
as would be expected. 
These schemes can form the basis of a method for deal­
ing with data which would otherwise be lost to overflow in 
the system of Chapter 5- This method is described in the 
last chapter. They are also useful in their own right, and 
that is explained in the next section. 
Relationship to DPCM 
A delta modulator produces a digital output from which 
its approximation to the input may be recovered at the 
receiver by integration. This integration is also done at 
the transmitter, and the result is used as a prediction. 
This prediction will be referred to as the analog output of 
the delta modulator. The analog output, identical at 
transmitter and receiver, is the approximation which a delta 
modulator makes to the input. 
The method presented in the preceding section of trans­
mitting the number of ones in a block of the digital output 
is equivalent to multi-level DPCM of the analog output of the 
delta modulator. This result is in turn an approximation to 
DPCM of the input to the delta modulator, and the quality 
of the approximation depends on the quality of the delta 
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modulation. 
The truth of the above is easily seen in the first case 
of the last section. Each seven-bit word from the delta 
modulator has from zero through seven ones. Seven ones 
implies a net change in the analog output of plus seven 
steps. Six ones (and one zero) implies a net change of plus 
five steps. The other relations are five ones, plus three; 
four, plus one; three, minus one; two, minus three; one, 
minus five; and no ones (seven zeros), minus seven. Thus the 
net change in the analog output is transmitted every seventh 
bit time. This is exactly what a DPCM system would do if 
it had steps of +7, +5, +3, and +1 and operated at a sampling 
rate of exactly one-seventh of the delta modulator clock 
rate. The analog output always falls exactly on one of the 
steps so that the DPCM of the analog output is error free. 
The second system of the last section groups counts of 
seven and six, five and four, three and two, and one and 
zero together. The transmitted values are six, four, three, 
and one. This does not result in DPCM because the endpoints 
of the analog outputs are not always the same. Consider a 
sequence of counts five, five, five .... The first five 
is •:"ansmitted as four, resulting in a one-step error between 
transmitter and receiver. The next five is transmitted as 
four resulting in an accumulated error of two steps. 
This is no longer DPCM because in DPCM the predictor of 
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the transmitter and receiver must follow one another. The 
problem may be easily solved by keeping track of the number 
of steps by which the transmitter predictor differs from 
the predictor in the receiver and including this error in 
the count for the next word. A five is counted and is trans­
mitted as four. The next five is counted and prior to 
transmission the deficient one from the previous step is 
added in. Six is transmitted. Thus successive counts of 
5, 5, 5, ... are transmitted as 4, 6, 4, 6, ... This is 
now once again equivalent to DPCM because the approximate 
difference between the input to the system (the analog output 
of the delta modulator) and the value held in the receiver 
integrator is transmitted. Such a correction is always 
required when counts are grouped and every count is not 
assigned a unique code word. 
The principal advantage of DPCM lies in its ability to 
use quantization levels which are not uniformly spaced. Thus 
large steps can be provided to minimize slope overload, and 
small steps can be provided to minimize granular distortion. 
Such systems can be approximated using the above techniques. 
The quality of the multi-level DPCM obtained by this 
system as an approximation to DPCM of the original input is 
only as good as the delta modulation. The first step is to 
obtain high quality delta modulation which is done by using a 
small step and a high clock rate. This high data rate is not 
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a serious restriction because the output of the delta modulator 
is not transmitted. 
The next step is to divide the serial output of the delta 
modulator into words which are as long as the sampling period 
of the DPCM system. The final step is to divide the set of all 
possible counts into subsets of non-uniform size and assign 
some nominal value to each subset. 
Suppose it is desired to construct a DPCM system with 
step sizes of +1, 3, 9, and 21. The maximum step size per­
mitted in the delta modulator is one unit. Suppose that 31 
bits per DPCM sampling period are required to give high 
quality delta modulation. The resulting groupings of counts 
of ones in the 31-bit words are shown in Table 8.1 along with 
the range of net changes which they represent. The counts 
corresponding to the specified step sizes are underlined. 
A DPCM sampling rate of 10 kHz would be achieved by 
operating the delta modulator at 310 kHz. 
The delta modulator can only make a net change of an odd 
number of steps when an odd word size is selected. For example, 
input changes of exactly 14 units result in a net change in the 
delta modulator of either 15 or 13. Therefore the analog 
decision levels between the steps of 1, 3, 9, and 21 are 
2, 6, and 14. 
The demodulation of the DPCM signal may be performed by 
integrating some nominal 31-bit sequence at 310 kbps for each 
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Table 8.1. Count groupings 
Count Subsets Change Range 
31/ 30, 2 9 ,  28/ 27, 26, 2 5 ,  24, 23 +15 through +31 
2 2 ,  21, 20, 19 +7 through +13 
18, 17 +3 through +5 
16 +1 
15 -1 
14, 13 -3 through -5 
12, 11, 10, 9 -7 through -13 
8, 7, 6, 5, 4, 3, 2, 1, 0 -15 through -31 
received DPCM word or demodulation may be performed in the 
regular way — by integration of an analog level proportional 
to the size of the step received. 
There are several advantages to mechanizing a DPCM system 
by recoding the output of a delta modulator. It is necessary 
first to consider what is required in any DPCM system. 
In any DPCM system the ratios of the quantization levels 
to one another must be the same in the receiver and the trans­
mitter. When a system is built the actual ratios used in 
both the transmitter and receiver will differ slightly from 
the specification and from each other giving rise to dis­
tortion. 
A special case of the problem of maintaining exact step 
size ratios is the problem of symmetry. That is, the 
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quantizer is designed with complementary pairs of steps of 
opposite sign which are supposed to have the same magnitude. 
The receiver in the simplest case is a D to A converter 
feeding an integrator. In a practical system the D to A 
converter will always have some slight DC bias and so the 
predictor in the receiver must not be an integrator at DC. 
An asymmetric quantizer in the transmitter feeding a 
symmetric quantizer in the receiver produces an additional 
erroneous DC level aggravating the distortion problem. 
If the DPCM is performed by recoding the output of a 
delta modulator the ratios of the transmitted step sizes are 
exact because they are obtained by counting the number of 
ones in a block of the output of the delta modulator. The 
symmetry of all pairs of levels in the DPCM system may be 
maintained by maintaining the symmetry of the underlying 
delta modulator. 
In a direct DPCM system, symmetry (absence of DC output) 
requires proper adjustment of n step sizes and n-1 decision 
levels. The symmetry of the output of a delta modulator 
involves the adjustment of only one decision level. This 
adjustment may be made very simply by providing a circuit 
which keeps track of the long term difference between the 
number of ones and zeros in the output and adjusts the 
decision level to drive that difference to zero. 
Moreover, it is believed that the absolute cost of 
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mechanizing a DPCM system by recoding the output of a delta 
modulator could be less than direct DPCM using a multilevel 
analog quantizer. One is trading analog hardware for digital 
hardware which is sometimes less expensive. 
In summary, DPCM may be obtained by recoding the output 
of a delta modulator. The error committed in such a system 
depends only on the quality of tha underlying delta modulation. 
By using a small step size and a high clock rate the quality 
of the delta modulation can be made as high as is desired. 
The output of the delta modulator is not transmitted directly 
so the high clock rate is not a disadvantage. The actual per­
formance of any n level DPCM system depends on maintaining 
precisely n-1 decision levels. In delta modulation only one 
decision level need be adjusted precisely, and the required 
adjustment is obtained by a simple counting process. The 
hardware cost of mechanizing generalized DPCM systems by 
recoding the output of a delta modulator is believed to be 
less than direct mechanization. 
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CHAPTER 9. ENTROPY OF THE MARKOV MODELS 
In Chapter 6 the results of an off-line simulation of 
the hardware of Chapter 5 were presented. This simulation 
used seven-tuples coming not from actual speech but from a 
pseudo-random approximation to speech based on a sixth order 
binary symmetric Markov model for the output of the delta 
modulator. This was done in order to obtain seven-tuples 
with not only the right probabilities but also with approxi­
mately the correct serial correlation. The correct serial 
correlation is necessary to the study of buffer overflow. 
The Huffman code used was based only on the probability 
of occurrence of the seven-tuples. The entropy of the source 
of seven-tuples was computed under the assumption of statis­
tical independence, and it was found that the Huffman codes 
generated were nearly 100% efficient by that standard. 
The entropy of sixth-order binary symmetric models 
was also computed. These models take into account the 
additional information about the source gained from a knowl­
edge of the conditional probability of a bit based on the 
preceding bits, and reveal up to twice as much redundancy as 
that which can be found by assuming independent blocks. 
The sixth-order model can be reduced to a fifth-order 
model/ the fifth to a fourth, and so on. The higher the 
order of the model, the greater the predictability and the 
lower the entropy. The entropy computed by assuming 
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statistically independent seven-tuples lies somewhere be­
tween the entropy of the second and third order binary 
symmetric models. The entropy of the sixth-order model is 
always much less. 
Since entropy is a lower bound on compression, a coding 
scheme based on the sixth-order model must exist which would 
about double the saving in channel capacity achieved by the 
code based on the simple probability of occurrence of seven-
tuples. One way would be to encode blocks considerably 
longer than seven bits, say fifteen bits, using a Huffman 
code. The required probabilities could be computed from the 
sixth-order Markov model. Such a scheme would require a 
large code book. An alternative would be to base a sequential 
scheme directly on the Markov model, which reduces the memory 
requirement of the encoder. The result could never be superior 
to a Huffman code for source blocks of the same length unless 
the encoder remembered the previous block. Actual measurement 
of the probabilities of the fifteen-bit blocks followed by 
Huffman coding could be done. Such a scheme would perform 
better than either of the above. Of course the measured 
fifteen-tuple probabilities would also yield a fourteenth-
order Markov model and a still lower bound on compression. 
Another attractive possibility is the use of an equal block 
length code. The entropy of the Markov models and the method 
of computation will now be presented. 
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Suppose that the ordered pair (n,k) represents the n-
tuple having binary value k. Suppose that the least signifi­
cant bit occurs first in time. 1, (n,k) represents the 
binary (n+1)-tuple consisting of (n,k) followed by one. 
(n,k) is denoted by P(n,k). The probability that a one 
follows (n,k) is denoted as P(l|(n,k)). 
The probabilities of the seven-tuples (7,i), i=0, 1, 
...63 were measured. Complementary symmetry was assumed 
and the probabilities of the (7,i) , i=64, . ., 127 were thus 
obtained. 
The conditional probabilities 
were computed. 
These probabilities specify the sixth-order binary 
symmetric Markov model. A fifth-order model would require 
the probabilities of the (6,i), i=l, 2, ... 64. These are 
obtained using the relation 
1, (n-k) is equivalent to (n+1, 2^+k)• The probability of 
9.1 
and 
P(0| (6,i)) = 1-P(1| (6,i) ) 9.2 
P(n,i) = P((n,i),l) + P((n,i),0) 9.3 
The entropy of the nth-order binary symmetric Markov 
model is just 
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2^-1 
H = Z P(n,i)h(P(l| (n,i))) 9.4 
^ i=0 
where 
h(p) = -p loçg p-(l-p) log (1-p) and n=l,2,... 9.5 
through Hg are given in bits per bit for the nine sources 
of Chapter 6 in Table 9.1. In addition the entropy of the 
source assumed to be a sequence of statistically independent 
n-tuples is designated h^ and is given for n from one through 
seven. The moael of statistically independent one-tuples 
is of course a zero order binary symmetric Markov model, so 
h-, could be written H^. 
Some interesting general observations can be made about 
the data of Table 9.1. It ought to be remembered that each 
of the nine data points in a column is a different estimate 
of the entropy of the same source and all are based on the 
same data. The entropy decreases as the sophistication of 
the model increases. The following statements apply. 
The biggest decreases in entropy occur in moving from 
HQ to and from to H^. The latter sometimes exceeds 
the former. The jumps from to tend to be relatively 
small as do the jumps from to to Hg to Hg. The small 
jump from H^ to Hg followed by the large jump from H^ to 
Hg is an important exception to the general rule that tîie 
incremental amount of redundancy revealed by an increase in 
Table 9.1. Entropy of various models of nine sources (in bits of information per 
bit of data) 
Speaker c. Day D. Nicholas K. Nicholas 
Volume Low Med High Low Med High Low Med High 
«6 0 .4902 0. 5258 0.5913 0 .4470 0 .4985 0. 5533 0. 4604 0. 5380 0.6084 
«5 0 .5040 0. 5506 0.6133 0 .4597 0 .5172 0. 5725 0. 4777 0. 5631 0.6357 
«4 0 .5250 0. 5820 0.6589 0 .4766 0 .5427 0. 6084 0. 5048 0. 5952 0.6777 
«3 0 .5482 0. 6298 0.6988 0 .4990 0 .5762 0. 6415 0. 5236 0. 6356 0.7227 
«2 0 .7230 0. 8140 0.8871 0 .7346 0 .8042 0. 8391 0. 7583 0. 8231 0.9002 
«1 0 .7569 0. 8209 0.8986 0 .7747 0 .8275 0. 8512 0. 82 87 0. 8436 0.9030 
hi(Ho) 1 .0 1. 0 1.0 1 .0 1 .0 1. 0 1. 0 1. 0 1.0 
^2 0 .8785 0. 9104 0.9493 0 .8874 0 .9138 0. 9256 0. 9144 0. 9218 0.9515 
^3 0 .8190 0. 8837 0.9284 0 .8370 e .8820 0. 8985 0. 8531 0. 8950 0.9403 
^4 0 .7400 0. 8204 0.8666 0 .7486 0 .8031 0. 8334 0. 7630 0. 8280 0.8852 
^5 0 .6935 0. 7791 0.8271 0 .6965 0 .7582 0. 7910 0. 7164 0. 7913 0.8508 
^6 0 .6489 0. 7404 0.7842 0 .6511 0 .7165 0. 7526 0. 6680 0. 7520 0.8138 
^7 0 .6257 0. 7137 0.7614 0 .6240 0 .6896 0. 7265 0. 6459 0. 7273 0.7883 
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the order of the model is a decreasing function. The author 
offers no explanation for this, but it leads to the conclu­
sion that first-order models are worthwhile, that second-
order models are not very worthwhile unless one wishes also 
to make third-order models, and that the payoff in going 
beyond a third-order model is small. 
H is based on the same size data word as h .,. Notice 
n n+i 
that the sizes of the decreases in entropy of the models based 
on statistically independent n-tuples correspond to the 
Markov models. That is, large jumps occur between h^ and ^2 
and between hg and h^ and smaller jumps occur elsewhere. The 
differences are, however, much less pronounced. 
Notice also that the Markov models always reveal much 
more redundancy than the models based on simple probability 
of occurrence of the same n-tuples. A simple generalization 
is that the sixth-order Markov models show that the entropy 
of the source is not more than about 50%, whereas the models 
based on the probability of occurrence of the seven-tuples 
assuming statistical independence yield about 75% entropy. 
This leads to the conclusion that codes based on the Markov 
models could yield about twice the improvement in the data 
rate as the codes used in this thesis. 
Notice that for all sources is usually less than 
but never less than Hg. A code using seven-bit blocks assumed 
to be independent is better than a code based on a second-
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order binary symmetric Markov model, but maybe not better 
than one based on a third-order model. 
In summary, more compression than that which was 
actually obtained is possible either from schemes similar to 
the one used but working on longer source blocks, or from a 
scheme based directly on the Markov models = 
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CHAPTER 10. SUGGESTED EXTENSIONS 
AND CONCLUSIONS 
This chapter concludes with a short summary of the entire 
thesis, but the first sections describe certain obvious ex­
tensions of the work and suggest topics for further study. 
The Overflow Problem 
The method of handling buffer overflow described in 
Chapters 5 and 7 results in the noise used by the receiver 
to make up data loss being inserted at a point different from 
that loss. By using a second dummy code word, similar to that 
used for channel filler, it would be possible to specify to 
the receiver the point and amount of data lost to overflow 
so that the required noise could be inserted at the point of 
loss. There are several problems associated with this tech­
nique but they are all soluble. 
Not more than two consecutive words will ever be lost to 
overflow in the system of Chapter 7. Sending the overflow 
code word described above is useless unless it requires less 
channel capacity than the expected channel capacity required 
to transmit the lost data it represents. It is desirable to 
assign the overflow word a long code sequence in order to 
affect as little as possible the theoretical performance of 
the code. Unless the amount of overflow is constant at each 
occurrence, it is necessary to append to the overflow code 
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word a binary sequence specifying how much overflow occurred. 
For these reasons it is desirable to throw away a constant 
relatively large number of data words (say ten words) when­
ever any overflow at all occurs. 
Input buffer overflow and output buffer underflow are 
both caused by a clog of high information data, which is 
difficult to transmit, at the bottom of the input buffer. 
They tend to occur at aibout the same point in time. If the 
data which are "lost to overflow" are literally taken out 
of the top of the input buffer and a marker which causes 
transmission of the overflow code word is inserted at the 
point of loss, then that will do no good. The marker is be­
hind a buffer full of data, and by the time it is transmitted 
the receiver will have long since underflowed and filled in 
noise. 
A simple solution is to provide the receiver with an 
extra buffer containing a reserve of data for such a con­
tingency. This solution is undesirable because for the sys­
tem of Chapter 5 the reserve buffer must be slightly more 
than twice as long as the regular buffer, increasing both 
the cost of the system and its time delay. Analysis leading 
to this conclusion is not presented because a reserve buffer 
can be avoided anyway. 
An improved solution is never to literally lose data to 
overflow but rather sense when overflow is about to occur and 
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throw away data at the bottom of the input buffer to prevent 
it. Information about losses at that point is transmitted 
immediately, and no receiver reserve buffer is required. 
A better solution to the overflow problem for speech 
would be to let the dummy code word indicate that the next n 
data words which would have been lost to overflow will instead 
be transmitted according to one of the highly compressive but 
slightly noisy schemes of Chapter 8, where n might be the 
entire buffer length. In this case the system does not fail 
in overflow but simply degenerates gracefully to a noisy 
system for a while. No data word is entirely lost. 
Further Topics for Study 
It was demonstrated in Chapter 9 that if coding schemes 
based on the Markov models could be devised they might achieve 
more compression than the scheme actually used in this thesis. 
Such a scheme might be either an unequal length data word to 
equal length code word method, or a sequentially encoded equal 
length data word to unequal length code word method. Either 
of these can conceivably be based directly on the binary 
Markov model. The performance of the sequential scheme can­
not be superior to Huffman encoded source blocks of the same 
length but could possibly be implemented with a smaller code 
book. Thus very long source blocks could be handled which 
would otherwise require an enormous code book. 
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The work of Chapters 6 and 7 was based entirely on 
Huffman encoded seven-bit words. Smaller word length and 
simpler codes might have been studied in addition. This 
omission was due to time, effort, and the fact that at 
least seven-bit words had to be used with the PDP-15 in order 
to have enough time between interrupts to do the modeling. 
Although the schemes using shorter data word length yield 
less compression, there is reason to believe the buffer 
storage requirements might be more modest as well. Table 9.1 
indicates that the majority of the compression obtained by 
encoding seven-tuples can be achieved by encoding four or 
five bit source blocks. 
The length of the buffer store represents a period of 
time over which the data may be averaged. The longer the 
store, the better the average, and the less often the moving 
average channel capacity required exceeds that which is 
supplied. It may be that the more complex the statistics on 
which the code is based, the greater the amount of data 
(buffer length) needed to obtain reasonably small deviations 
from the average compression. 
If the above is true then there is a trade-off between 
not only complexity of the code and compression, but also the 
amount of storage required. In a practical system the trade­
off might not be in favor of using the most complex coding 
scheme. 
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The off-line modeling of the system using simulated 
speech in Chapter 6 yields very optimistic estimates of the 
amount of buffer storage required, but it might well be a 
very useful tool for determining the relative amounts of 
storage required for different codes. 
Ordinary vocoders in common use compress speech by 
specifying to the receiver the gross characteristics of 
the signal (frequency and amplitude). Delta modulation offers 
a simple method of specifying the fine structure of the signal. 
A vocoder based on delta modulation which periodically trans­
mitted short, detailed samples might work. The receiver 
would store the most recent sample and use it repetitively 
until the transmitter sent another. 
Conclusions 
The objective of this thesis was to investigate the 
possibility of applying redundancy-reducing coding techniques 
to digitized speech. It has been demonstrated successfully 
that the output of a delta modulator operating on speech may 
be recoded using a modified Huffman code and that a 20% 
improvement in the data rate may be realized. The elastic 
stores or buffers required in any such system were studied 
both by off-line modeling using simulated speech based on a 
sixth-order, binary, symmetric, pseudo-random model of the 
output of the delta modulator and, more importantly, using a 
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real-time, on-line, computer model of the system with actual 
speech input and producing a speech output. The buffer 
storage required to achieve a very low data loss due to 
buffer overflow was demonstrated to be surprisingly small. 
The significance of the above results is that they 
constitute the first known application of redundancy-reducing 
coding techniques to a data source of practical interest in 
real time. 
A secondary result of this investigation was the develop­
ment of a method for recoding the output of a delta modulator 
which yields a result which can be closely related to multi­
level differential pulse code modulation. This result 
appears to be in some respects an economically and technically 
superior alternative to direct mechanizations of DPCM. 
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APPENDIX A. DELTA MODULATOR 
AND DEMODULATOR 
This appendix gives a detailed description of the delta 
modulator and demodulator used. 
Figure A.l shows a circuit diagram of the delta modulator 
used. The input signal is compared with the output of the 
integrator by a Fairchild 710 comparator. The resulting logic 
level is fed both in true and inverted form to a JK flip-flop 
which is clocked by the system clock and acts as a digital 
sample hold circuit. The NAND gates are each one-fourth 
of a 6G222 Westinghouse integrated circuit; the flip-flop 
is a 6F261. These are TTL circuits which are equivalent to 
the Sylvania SUHL line. The integrator is mechanized with a 
National Semiconductor LMlOl op amp. 
There are two problems worthy of mention. It is extremely 
important to stabilize the logic levels at the input to the 
integrator as well as the bias level at the plus input. 
Accordingly, the logic circuits and the bias supply are 
derived from the +12 volt supply by means of a zener diode 
regulator, and no other loads in the system are driven from 
the resulting five-volt supply. 
The other problem involves maintaining a symmetric output 
(an equal number of ones and zeros over the long term). Be­
cause of the negative feedback in the delta modulator the 
logic signal will always adjust itself to have a DC level equal 
+12 DIGITAL OUTPUT 
FALSE TRUE 
9fi 9 CLOCK FAIRCHILD 
710 COMPARATOR 
5V 
lOK 
vAAA-
2.2K 
lOK 
6F261K 0.002 yfd +5v 
27K 
NAND GATES 
6G222's IK NATIONAL 
LMlOl OP AMP 
+12 
BIAS 
> 5K 
— 0 . 0 5  u f d  
68 pfd 15K 
lOK 
-12 
ANALOG 
OUTPUT 0.05 yfd 
Figure A.l. Circuit of the delta modulator 
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to the bias voltage supplied to the integrator. Only one 
bias voltage will yield a symmetric logic signal in the 
ideal case—a bias half-way between the logic levels. Un­
fortunately, the logic signal is not ideal because the zero-
one transition and the one-zero transitions are not symmetric. 
Because of this the bias levels actually required to main­
tain symmetry for logic signals which are nominally 
01010101 ... and 001100110011 ... are not the same. In 
order to solve this problem the transients were rounded-off 
by an RC filter with a time constant of 4.4 microseconds. 
This resulted in nearly symmetric transients and an approxi­
mately symmetric digital output for all input conditions; 
however, due to this filter the initial one in a run of ones 
causes only about 75% of the voltage change in the output 
of the integrator as do succeeding ones. 
The demodulator shown in Figure A.2 just integrates the 
received logic signal. An integrator will eventually saturate 
if any DC component is present in its input, and this is one 
of the reasons that it is important that the delta modulator 
have a symmetric output. Even so, the bias adjustment would 
have to be perfect, and so a 500K resistor is used across 
the feedback capacitor to make the gain finite at DC. The 
time constant of this circuit is 25 milliseconds, resulting 
in a 3db point of 6.36 Hz. This produces no distortion of 
interest but yields some small range of bias voltage over 
500K 
MOTOROLA 
914 GATES AND 
922 FLIP-FLOP 
0.05 yfd 
9 +12 
FAIRCHILD 
710 COMPARATOR 
IK lOK 
OUTPUT 
lOK NATIONAL 
LMlOl OP AMP 
+12 Q 
-12 
THRESHOLD IK CLOCK 
-12 BIAS lOK 
Figure A.2. Circuit of the demodulator 
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which the integrator will not saturate. 
The demodulator was initially operated with only the 
comparator for reshaping the input signal. It was found 
that the logic signal coming from the computer interface 
(over eight feet of unshielded cable) was too noisy to use 
directly, so the flip-flop was added. The flip-flop inserts 
one bit of delay and reclocks the input. The input has one 
full clock time to stabilize before it is sampled. 
Figures A.3a and A.3b are photographs of dual-beam 
oscilloscope traces. The first shows a typical audio input 
signal with the analog output of the delta modulator super­
imposed on it. The second photograph shows the analog and 
digital outputs of the delta modulator. Figure A.4a shows 
the delta modulator and demodulator. The demodulator is on 
the right. Figure A.4b again shows both units, but with 
the covers removed. 
Figure A.3a. An input and analog output of the delta 
modulator 
Figure A.3b. Analog and digital output of the delta 
modulator 

Figure A.4a. The delta modulator (left) and demodulator 
Figure A.4b. The delta modulator and demodulator (covers 
removed) 
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APPENDIX B. DATA MANAGEMENT 
Four principal FORTRAN programs were written to perform 
the computation and simulation required in this thesis. 
They are discussed in turn, and listings are provided for 
two of them. 
The counts measured for the seven-tuples in Chapter 4 
were recorded by hand directly on the cards on which they 
were later key-punched. The first program took that data 
and generated sixth through first order Markov models. The 
entropy of those models was also computed. The program also 
punched out on cards the counts, including those obtained 
by assuming symmetry, for use by the Huffman coding program. 
In addition, counts were generated and punched based on the 
counts of the seven-tuples, for six-tuples, five-tuples, 
etc. This program is straight-forward and is not listed. 
The second program is the Huffman coding program. This 
program is sufficiently general to be of conceivable use to 
future investigators and is listed immediately following 
the discussion. It accepts up to 256 numbers, proportional 
to probabilities of occurrence of the equal length source 
blocks, and generates a Huffman code word for each probability. 
The binary Huffman word is output provided no code word is 
longer than twenty bits. The length of the Huffman code word 
is computed and output whatever its length. In addition, 
this program computes the average code word length and the 
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efficiency of the code based on the computed entropy. 
The above tasks are performed twice, the first time for 
the source probabilities as input, and the second time with a 
dummy probability which is approximately zero appended to 
the set. In this second case the probabilities and the lengths 
of their associated code words are also punched on cards. 
Huffman codes for each of the nine sources were obtained 
for all source block lengths from two through seven, not just 
seven. 
The next program took the nine decks containing the 
probabilities and code word lengths for the nine sources and 
produced the results in Table 4.2. 
The last program to be discussed is the simulation pro­
gram which produced the results of Chapter 6. It is listed 
following the Huffman Coding program. The method of modeling 
the system was discussed in Chapter 6. The simulation of 
speech using the sixth-order Markov model was not discussed 
in detail. 
The most likely seven-tuple, 0101010, is taken as a 
starting point. The next bit generated, x, is a one if 
P(li010101) is greater than or equal to a pseudo-random 
number uniformly distributed between zero and one. The next 
bit, y, is based on P(l|x01010), the next bit is based on 
P{l|yx0101), etc. The program can handle simulations of 
n-bit source blocks with n from two through eight. Only 
1C4 
blocks of length seven were actually used. The n-tuples are 
always represented as FORTRAN integer variables. The re­
quired right shift is obtained by integer division by two. 
Appending a one at the left is accomplished by addition of 
two raised to the appropriate power. 
The main program handles tne modeling. The pseudo-
randomly generated source blocks are formed in a sub-routine. 
The sub-routine used the random number generator RANDU. 
RANDU is peculiar to IBM system 360. RANDU is not called from 
the system software. Rather, the FORTRAN statements for 
RANDU are written into the sub-routine. The sub-routine 
generates a number of source blocks each time called, rather 
than just one, in order to minimize the percentage of time 
spent in calling in the sub-routine. 
Up to twenty systems operating on the same data and 
using the same code but with possibly different buffer 
lengths and compression ratios may be simulated at once. 
The order of the Markov model used must be one less than the 
length of the source blocks to be used. This was, of course, 
the case in this thesis. The program could be easily modi­
fied to relax this restriction. 
The first time it is called, the sub-routine reads in and 
prints out the conditional probabilities used. The main pro­
gram periodically prints out accumulated overflow and under­
flow data for each channel. In addition to this a table 
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showing the actual relative frequency of occurrence of the 
source blocks up to that time and the compression ratio 
which would be expected based on those values is printed out. 
These values can then be compared with the probabilities 
of occurrence on which the Markov model is based. This served 
as a check on the quality of the modeling. Good agreement 
was obtained. 
The Huffman coding program and the modeling program 
which is titled the Code Simulator now follow. 
c 
c H U F F M A N  C O D I N G  P R O G R A M  
C  
C  T H I S  P R O G R A M  A C C E P T S  A N Y  N U M B E R  O F  D A T A  P A C K E T S .  T H E  F O R M  O F  
C  T H E  D A T A  P A C K E T  I S  F I R S T  C A R D  1 3  T O  S P E C I F Y  T H E  N U M B E R  O F  S O U R C E  B L O C K S  T O  
C  F O L L O W  I N  T H E  P A C K E T .  E A C H  O F  T H E  F O L L O W I N G  C A R D S  I S  R E A D  U N D E R  l O F l O . O  
C  A N D  E A C H  N U M B E R  R E P R E S E N T S  O N E  E Q U A L  L E N G T H  S O U R C E  B L O C K .  
C  T H E  P R O G R A M  N O R M A L I S E S  T H E  S U M  O F  T H E  N U M B E R S  T O  O N E .  
C  
C  T H E  P R O G R A M  D O E S  A  B I N A R Y  H U F F M A N  E N C O D I N G  O F  T H E  S O U R C E  
C  T H E  M A X I M U M  N U M B E R  O F  S O U R C E  B L O C K S  I S  2 5 6 .  T H E  P R O G R A M  I S  U N A B L E  
C  T O  G E N E R A T E  T H E  C O D E  W O R D  I T S E L F  I F  T H E  L E N G T H  O F  A N Y  C O D E  W O R D  
C  E X C E E D S  2 0 .  T H E  P R O G R A M  W I L L ,  H O W E V E R ,  F I N D  T H E  L E N G T S  O F  A L L  C O D E  
C  W O R D S .  
C  
C  T H E  F O L L O W I N G  A R E  O U T P U T :  P R O B A B I L I T Y  O F  S O U R C E  B L O C K ,  L E N G T H  
C  O F  H U F F M A N  C O D E  W O R D  A S S I G N E D  T O  T H A T  B L O C K ,  C O D E  W O R D (  I F  A N D  O N L Y  
C  I F  N O  C O D E  W O R D  E X C E E D S  L E N G T H  2 0 ) ,  T H E  E N T R O R Y  O F  T H E  S O U R C E ,  T H E  ^  
C  A V E R A G E  C O D E  W O R D  L E N G T H ,  T H E  E F F I C I E N C Y  O F  T H E  C O D E ,  A N D  T H E  N U M B E R  o n  
C  O F  S O U R C E  B L O C K S  A N D  C O D E  W O R D S .  
C  
C  
D I M E N S I O N  P ( 2 5 7 , 2 1 , I A ( 2 5 7 » , I B ( 2 5 7 ) , I C ( 2 5 7 ) , I C O D E ( 2 5 7 , 2 0 )  
C  R E A D  N  N  I S  T H E  N U M B E R  O F  S O U R C E  B L O C K S  
5 0  R E A D ! 1 , 1 , E N D = 1 0 0 0 )  N  
1  F O R M A T ! 1 3 )  
I 2 F G = 0  
C  R E A D  N  N U M B E R S .  E A C H  N U M B E R  R E A D  I S  P R O P O R T I O N A L  T O  T H E  P R O B A B I L I T Y .  
R E A D ( 1 , 2 I  ( P ( K , 1 ) , K = 1 , N )  
2  F 0 R M A T < 8 F 1 0 . 0 )  
C  N O R M A L I Z E  D A T A  T O  S U M  T O  O N E  
1 0 3  S U M = 0 . 0  
D O  3  K = 1 , N  
3  S U H = S U M + P ( K , 1 )  
D O  4  K = 1 , N  
P ( K , 1 ) = P ( K , 1 ) / S U M  
4  P ( K , 2 ) = P ( K , i ;  
C  I N I T I A L I Z E  A R R A Y S  P ( K , 1 >  H O L D S  O R I G I O N A L  P R O S .  P ( K , 2 »  H O L D S  G R O U P  
C  P R O B .  I A ( K )  H O L D S  L E V E L .  I B ( K )  H O L D S  G R O U P  N U M B E R S , I C ( K )  I S  C O D E  L E N G T H  
D O  5  K = 1 , N  
I A ( K ) = 1  
I 8 ( K ) = K  
5  1 C ( K I = 1  
! C 0 D S = 0  
C  C H E C K  T O  S E E  I F  T H E R E  A R E  M O R E  T H A N  
C  B R A N C H  B A C K  T O  H E R E  A F T E R  C O M B I N I N G  
6 0  K I " I B { 1 J  
K P 1 L  =  1  
D O  6  K = 2 , N  
K 2 = I B ( K )  
K P ? . = K  
I F ( K 2 - K 1 )  7 , 6 , 7  
6  C O N T I N U E  
C  K I  A N D  K 2  A R E  T W O  D I F F E R E N T  G R O U P  N U M B E R S  
C  N E X T  S T E P  T R I E S  T O  F I N D  A  T H I R D  G R O U P  
7  D O  8  K = 1 , N  
I F 4 I B ( K I - K 1 )  9 , 8 , 9  
9  I F U B ( K » - K 2 )  2 0 , 8 , 2 0  
8  C O N T I N U E  
G O  T O  3 0  
C  F I N D  T H E  T W O  G R O U P S  O F  L O W E S T  P R O B .  C O M B I N E .  I N C R E A S E  L E V E L  O F  A L L  
C  M E M B E R S  B Y  O N E .  A S S I G N  C O D E  S E T  I C O D S  = 1  I F  A N Y  C O D E  W O R D  
C  W O U L D  B E  L O N G E R  T H A N  2 0 .  
20  11=1  
D O  8 0  K = 1 , N  
I F (  I B ( K | - I B ( U ) )  8 1 , 8 0 , 8 1  
8 1  I F ( P ( K , 2 ) - P ( 1 1 , 2 ) )  8 2 , 8 0 , 8 0  
8 2  I 1 = K  
8 0  C O N T I N U E  
D O  8 3  K = 1 , N  
I F (  I B ( K ) - I B ( I I ) »  8 4 , 8 3 , 8 4  
8 4  I 2 = K  
G O  T O  8 5  
8 3  C O N T I N U E  
T W O  G R O U P S  I F  Y E S  G O  T O  2 0  
T W O  G R O U P S  I F  N O  G O  T O  3 0  
8 5  0 0  8 6  K = l t N  
8 7 , 8 6 , 8 7  
8 7  I F ( I B ( I 2 ) - I B ( K ) )  8 8 , 8 6 , 8 8  
8 8  I F ( P ( K , 2 » - P ( 1 2 , 2 ) 1  8 9 , 8 6 , 8 6  
8 9  I 2 = K  
8 6  C O N T I N U E  
I B 2 T = I B ( I 2 )  
P S U M = P ( I 1 , 2 ) + P ( I 2 , 2 )  
D O  4 5  K = 1 , N  
I F ( I B ( K ) - I B ( I 1 ) )  4 1 , 4 2 , 4 1  
4 2  P ( K , 2 I = P S U M  
I A ( K ) = I A ( K ) + 1  
I F U C O D S )  7 0 , 7 1 , 7 0  
7 1  I 4 = I C ( K )  
I C O D E ( K , 1 4 1 = 1  
7 0  I C ( K ) = I C ( K * + 1  
G O  T O  4 0  
4 1  I F ( I 8 ( K ) - I B 2 T )  4 5 , 4 3 , 4 5  
4 3  P ( K , 2 ) = P S U M  
I B ( K ) = I B ( I 1 )  
I A ( K ) = I A C K Î + 1  
I F ( I C O D S )  7 4 , 7 3 , 7 4  
7 3  I 4 = I C ( K )  
I C O D E ( K , I 4 ) = 0  
7 4  I C ( K ) = I C ( K J + 1  
4 0  I F ( I C ( K ) - 2 0 )  4 5 , 4 7 , 4 7  
4 7  I C 0 D S = 1  .  
4 5  C O N T I N U E  
G O  T O  6 0  
T H E , A B O V E . L O O P  C O M B I N E S  T H E  T W O  G R O U P S  A N D  A S S I G N S  O N E  O F  T H E  O L D  G R O U P  
N U M B E R S  T O  B O T H  G R O U P S  A N D  A L S O  A S S I G N S  C O D E  W O R D S .  
I F  C O D E  W O R D  L E N G T H  W O U L ^ )  E X C E E D  3 0  C O D I N G  I S  S T O P P E D  A N D  O U T P U T  
S U P P R E S S E D  
3 0  C O N T I N U E  
T H E R E  A R E  O N L Y  T W O  G R O U P S  L E F T  A T  T H I S  P O I N T  K 1  A N D  K 2  
I F ( I C O D S )  6 2 , 6 1 , 6 2  
6 1  D O  6 3  K = 1 , N  
I 4 = I C ( K )  
C  A S S I G N  L A 5 T  C O D E  B I T  
i F ( I B t K ) - K l l  6 5 , 6 4 , 6 5  
6 4  I C O D E ( K , 1 4 1 = 1  
G O  T O  6 3  
6 5  I C 0 D E ( K , I 4 ) = 0  
6 3  C O N T I N U E  
6 2  H = 0 . 0  
A L O G 2 = A L 0 G ( 2 . 0 )  
D O  6 6  K = 1 , N  
6 6  H = H -  A L 0 G ( P ( K , 1 ) ) / A L 0 G 2 )  
C  C O M P U T E  E N T R O P Y  A N D  A V E R A G E  L E N G T H  
A L C = 0 . 0  
D O  6 7  K = 1 , N  
A L 1 = I C ( K )  
6 7  A L C = A L C +  P ( K , 1 I * A L 1  
E F F = H / A L C  
W R I T E ( 3 , 9 0 »  
9 0  F 0 R M A T ( 1 H 1 , ' T H E  F O L L O W I N G  A R E  T H E  R E S U L T S  O F  A  H U F F M A N  C O D I N G  O F  T  
I H E  I N P U T  D A T A ' / / '  I F  T H E  C O D E  W O R D S  A R E  S U P P R E S S E D  S O M E  C O D E  W O R D  
2 H A S  A  L E N G T H  O V E R  2 0 ' / /  
3 *  P R O B A B I L I T Y  O F  L E N G T H  O F  C O D E  W O R D ' /  
4 «  S O U R C E  S Y M B O L  C O D E  W O R D  F I R S T  B I T  T R A N S M I T T E D  O N  L E F T ' /  
5 / / )  
D O  9 2  K = 1 , N  
I F ( I C O D S )  9 3 7 9 - 1 9 3  
9 4  J = I C ( K ) + 1  
K I C = I C ( K »  
W R I T E ( 3 , 9 5 )  P ( K , 1 ) , I A ( K ) ,  ( I C O D E C K , J - L ) , L = I , K I C  )  
G O  T O  9 2  
9 3  W R I T E ( 3 , 9 5 I  P ( K , 1 ) , I A ( K )  
9 2  C O N T I N U E  
9 5  F O R M A T d H  , E 1 5 . 8 , 4 X , E 3 , 7 X , 3 0 I 1 )  
C  U S E  O N E  O F  T W O  W R I T E  S T A T E M E N T S  D E P E N D I N G  O N  S U P P R E S S I O N  O F  C O D E  W O R D S  
W R I T E ( 3 , 9 6 )  H , A L C , E F F , N  
9 6  F O R M A T d H O , ' T H E  E N T R O P Y  O F  T H I &  S O U R C E  I S ' E I 5 . 8 / '  T H E  A V E R A G E  C O D E  
I W O R D  L E N G T H  I S » E 1 5 . 8 / '  T H E  E F F I C I E N C Y  O F  T H I S  C O D E  I S ' E I 5 . 8 /  
2 *  T H E  N U M B E R  O F  S O U R C E  B L O C K S  A N D  C O D E  W O R D S  I S ' 1 4 )  
I F ( I 2 F G )  1 0 2 , 1 0 1 , 1 0 2  
1 0 1  I 2 F G = 1  
P ( N + 1 , 1 ) = 0 . 0 0 0 0 0 1  
N = N + 1  
G O  T O  1 0 3  
1 0 2  W R I T E ( 2 , 1 0 4 )  N  
1 0 4  F 0 R M A T ( I 3 )  
N = N - 1  
1 0 6  W R I T E C 2 , 1 0 7 ) ( I A ( K ) , P ( K , 1 ) , K = 1 , N , 2 ) , ( l A ( N + l - K ) , P ( N + 1 - K , 1 ) , K = 1 , N , 2 ) ,  
1 I A ( N + 1 > , P ( N + 1 , 1 )  
1 0 7  F 0 R M A T ( 4 ( 1 3 , E 1 5 . 8 ) »  
W R I T E ( 3 , 1 0 5 J  
1 0 5  F O R M A T ( I H  , ' T H E  R E S U L T S  A B O V E  H A V E  A N  E X T R A  S O U R C E  B L O C K  W I T H  P R O B  
l A B I L I T Y  =  0 . 0 0 0 0 0 1  A D D E D  T O  T H E  D A T A  S E T . " J  
G O  T O  5 0  
1 0 0 0  S T O P  
E N D  
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
C O D E  S I M U L A T O R  
T H I S  P R O G R A M  S I M U L A T E S  U P  T O  2 0  C H A N N E L S  O F  E Q U A L  S O U R C E  B L O C K  
L E N G T H  C O D E R S  O P E R A T I N G  O N  T H E  S A M E  D A T A  S O U R C E .  T H I S  D A T A  S O U R C E  I S  
S U P P L I E D  B Y  A  S U B R O U T I N E  W H I C H  L O A D S  A N  A R R A Y  
I N P U T  D A T A  T O  T H E  M A I N  P R O G R A M  A R E  S U P P L I E D  A S  S H O W N  B E L O W .  
N D A T A  T H E  N U M B E R  O F  T I M E S  T H E  D A T A  A R R A Y  I S  T O  B E  F I L L E D  
L D A T A  T H E  N U M B E R  L E N S B - T U P L E S  I N  T H E  A R R A Y  N D A T A  
L E N S B  T H E  L E N G T H  I N  B I T S  O F  A  S O U R C E  B L O C K  E A C H  S O U R C E  B L O C K  I S  
C O N V E R T E D  T O  A N  I N T E G E R  W H E N  L O A D E D  I N T O  T H E  D A T A  A R R A Y  
I P R I N T  T H E  R A T I O  T H E  N U M B E R  O F  S E T S  O F  O U T P U T  D A T A  T O  T H E  N U M B E R  O F  
D A T A  A R R A Y S  U S E D  
C 0 M P ( 6 I  T H E  C O M P R E S S I O N  R A T I O  S I M U L A T E D  ( R E A D  J U S T  B E F O R E  C O D E )  
P O S S I B L Y  D I F F E R E N T  C O M P R E S S I O N  R A T I O S  F O R  E A C H  C H A N N E L  
N C H A N  T H E  N U M B E R  O F  C H A N N E L S  S I M U L A T E D  
M A X B L ( l )  T H R O U G H  M A X B H 6 1  A R E  T H E  L E N G T H S  O F  T H E  I / O  B U F F E R S  F O R  
E A C H  C H A N N E L  
T H E  N A M E  O F  T H E  S U B R O U T I N E  T O  L O A D  T H E  D A T A  A R R A Y  I S  T O  B E  L O A D D A T  
T H E  A R R A Y  I D A T A ,  A N D  T H E  V A R I A B L E S  I N I T ,  A N D  L E N S B  A R E  P A S S E D  
I N I T  I S  I N I T I A L I Z E D  T O  Z E R O  B Y  T H I S  P R O G  A N D  N O T  C H A N G E D  
L D A T A  I S  A L S O  P A S S E D  I R A N D  A L S O  P A S S E D  
T H E  D I M E N S I O N  S T A T E M E N T  M A Y  H A V E  T O  B E  C H A N G E D  T O  F I T  D A T A .  T H E  
D I M E N S I O N  F O R  I D A T A  M U S T  B E  G . T .  O R  E Q U A L  L D A T A  
T H E  D I M E N S I O N  F O R  I B  M U S T  B E  G . T .  O R  E Q U A L  T O  T H E  S U M  O F  I B M A X ( I )  
T H R O U G H  I B M A X ( N C H A N ) .  
I N P U T  D A T A  P A C K E T  M A I N  P R O G R A M  
T H E  F O R M  O F  T H E  I N P U T  D A T A  P A C K E T  I S  A S  F O L L O W S  
T H R E E  C A R D S  W H I C H  A R E  W R I T T E N  A S  R E A D  F O R  A  L A B L E  O N  T H E  O U T P U T  
n o  T H E  N U M B E R  O F  D A T A  S E T S  T O  B E  G E N E R A T E D  A N D  P R O C E S S E D . —  N D A T A  
H 
H 
c 1 1 0  T H E  L E N G T H  I N  W O R D S  O F  E A C H  D A T A  S E T  L D A T A  
C  n o  T H E  L E N G T H  I N  B I T S  O F  E A C H  S O U R C E  W O R D ( B L O C K |  I N  T H E  D A T A  S E T —  L E N S B  
C  n o  T H E  A M O U N T  O F  O U T P U T  T O  B E  P R I N T E D ,  1  P R I N T S  E V E R Y  D A T A  S E T ,  
C  N  P R I N T S  E V E R Y  N - T H  D A T A  S E T  
C  n o  T H E  N U M B E R  O F  C H A N N E L S  T O  B E  S I M U L A T E D  —  N C H A N  
C  N C H A N  n o  T H E  B U F F E R  L E N G T H S  F O R  E A C H  C H A N N E L  —  M A X B L i  )  
C  n o  T H E  I N I T I A L  V A L U E  F O R  T H E  R A N D O M  N U M B E R  G E N E R A T O R  —  I R A N D  
C  V A L U E  M U S T  B E  O D D  W I T H  9  O R  L E S S  D I G I T S .  
C  N C H A N  F I O . O  T H E  C O M P R E S S I O N  R A T I O S  C H A N N E L  B I T S / S O U R C E  B I T S  
C  F O R  E A C H  C H A N N E L  —  C O M P (  )  
C  U N D E R  ( 4 ( 1 3 , 1 5 X ) )  F O R M A T  T H E  L E N G T H S  O F  T H E  C O D E  W O R D S  F O R  S T A T E S  
C  Z E R O  T H R O U G H  2 * * L E N S B ^ 1  T H E  L A S T  O F  T H E S E  I S  
C  T H E  C H A N N E L  F I L L E R  W O R D  L E N G T H .  
C  
C  I N P U T  D A T A  P A C K E T  —  L O D A T  S U B R O U T I N E  
C  U N D E R  4 E 2 0 . 8  F O R M A T  2 * » ( L E N S B - 1 )  C O N D I T I O N A L  P R O B A B I L I T I E S  T H A T  
C  A  O N E  F O L L O W S  S T A T E  Z E R O ,  O N E , T W O , E T C .  
C  ^  
C  C O N S T R A I N T S  O N  I N P U T  D A T A  t o  
C  N C H A N  —  M A X  V A L U E  I S  2 0  
C  L D A T A  —  M A X  V A L U E  I S  D I M E N S I O N  O F  I D A T A  I N  M A I N  P R O G R A M  
C  >  L E N S B  —  M A X  V A L U E  I S  8  
C  T H E  C O M B I N E D  L E N G T H S  O F  A L L  T H E  B U F F E R  L E N G T H S  
C  M A X B L (  )  M U S T  N O T  E X C E E D  T H E  D I M E N S I O N  O F  I B  I N  T H E  M A I N  P R O G  
C  I  PR I  N T  M A Y  N O T  B E  Z E R O  
C  
C  
R E A L  C 0 M P ( 2 0 ) , C B A ( 2 0 ) , P R 0 B ( 2 5 7 )  
D I M E N S I O N  I B ( 8 0 0 0 ) , I D A T A ( 5 0 0 0 )  
I N T E G E R  M A X B L { 2 0 » , I B T ( 2 0 ) , I B B ( 2 0 ) , I B T P ( 2 0 » , I B B P ( 2 0 ) ,  L 0 B ( 2  
1 0 ) , I 0 U T 0 F ( 2 0 ) , I 0 U T U F ( 2 0 ) , I N U F ( 2 0 » , I N 0 F ( 2 0 ) , I C O D E C  5 1 4 )  
2 , I C 0 U N T ( 2 5 7 ) , N U M B C 2 5 7 )  
L O G I C A L * !  C A R D ( 8 0 )  
W R I T E ( 3 , 4 0 5 )  
4 0 5  F O R M A T f l H l l  
D O  4 0 1  K K K K = 1 » 3  
R E A D ( 1 , 4 0 2 )  ( C A R D ( J K L ) , J K L = 1 , 8 0 )  
4 0 1  H R I T E ( 3 , 4 0 3 )  ( C A R D ( J K L ) , J K L = 1 , 8 0 )  
4 0 2  F Q R M A T ( 8 0 A 1 )  
4 0 3  F 0 R M A T < 1 H  , 8 0 A 1 )  
R E A D ( 1 , 2 )  N D A T A , L D A T A , L E N S B , I P R I N T , N C H A N , ( M A X B L ( K ) , K = 1 , N C H A N )  
I f l R A N D  
2  F O R M A T d l O J  
R E A D ( 1 , 1 )  ( C 0 M P ( K ) , K = 1 , N C H A N Ï  
1  F O R M A T ( F 1 0 , 0  )  
K = 2 * * L E N S B + 1  
R E A D ( l , 3 »  ( I C O O E (  I I ,  I = l , K l l  
3  F 0 R M A T ( 4 ( I 3 t 1 5 X ) >  
C  I C 0 D E ( 5 1 4 )  I S  F I L L E D  W I T H  T H E  L E N G T H S  O F  T H E  C O D E  W O R D S  F O R  T H E  
C  T H E  C O R E S P O N D I N G  S O U R C E  B L O C K S .  L A S T  W O R D  I S  L E N G T H  O P  F U L L E R  W O R D  
C  A L L  D A T A  N O W  I N *  I N I T I A L I Z E  S T U F F  
I B T ( 1 Î = 1  
I F ( N C H A N - l )  7 ,  6 , 7  
7  D O  5  I = 2 , N C H A N  
5  I B T ( I ) = I B T ( I - 1 ) + M A X B L ( I - 1 )  
6  D O  8  I = 1 , N C H A N  
8  I B B < I i = I B T ( I ) + M A X B L ( n - 1  
I N I T = 0  
D O  9  I = 1 , N C H A N  
L 0 B ( I ) = 0  
l O U T O F d  ) = 0  
I 0 V T U F ( I ) = 0  
I N O F ( I J = 0  
I N U F ( i a = 0  
C B A < I ) = 0 .  
I B T P (  n  =  I B B (  I  )  
9  I B B P ( I ) = I 8 B ( I )  
I D W U = 0  
I 0 C N T = 0  
W R I T E  ( 3 , 1 0 )  N C H A N , L E N S B , I P . R I N T , L D A T A  
1 0  F O R M A T U H O . ' T H E  F O L L O W I N G  I S  A  S I M U L A T I O N  O F  A * , 1 3 , '  C H A N N E L  S Y S T E  
I M  U S I N G  T H E  F O L L O W I N G  C O D E . ' / / '  T H E  C O D E  I S  W R I T T E N  A S  A  P A I R  O F  N  
2 U M B E R S .  T H E  F I R S T  N U M B E R  I S  T H E  B I N A R Y  V A L U E  O F  T H E ' , 1 3 , '  B I T  S O U R  
3 C E  B L O C K . ' / / '  T H E  S E C O N D  N U M B E R  I S  T H E  L E N G T H  O F  T H E  C O D E  W O R D  A S S  
4 I G N E D  T O  T H A T  S O U R C E  B L O C K . ' / / '  S T A T I S T I C S  W I L L  B E  P R I N T E D  O U T  A F T  
5 E R  E A C H  S E T  O F ' , 1 5 , '  G R O U P S  O P ' , 1 1 0 , '  S O U R C E  B L O C K S . ' / / '  T H E  C O D E  
6 , U S E D  F O L L O W S . ' / / / J  
U S E  I D A T A  A R R A Y  H E R E  T O  S T O R E  N U M B E R S  O F  S O U R C E  B L O C K S  
K = 2 * * L E N S B + 1  
D O  1 2  1 = 1 , K  
1 2  I D A T A ( I ) = I - 1  
W R I T E ( 3 , 1 3 1  ( I D A T A ( J » , I C O D £ < J } , J = 1 , K )  
1 3  F O R M A T O C  '  ,  1 3 ,  2 X , I 2 , 3 X n  
I C S B = 1  
M A I N  L O O P  
D O  1 0 0  I I I = 1 , N D A T A  
C A L L  L O D D A T ( I D A T A , I N I T , L E N S B , L D A T A , I R A N D , I C O U N T , N U M B )  
D O  9 8  1 1 = 1 , L D A T A  
D O  9 9  N = 1 , N C H A N  
C B A ( N ) = C B A ( N ) + C O M P ( N ) * L E N S B  
I B ( I B = P ( N ) ; = I D A T A ( I I  »  
I T E M P = I B B P ( N l  
I B B P ( N ) = I B B P ( N ) + 1  
I F (  I B B P ( N ) - I B B< N n  1 8 , 1 8 , 1 7  
1 7  I B B P ( N ) = I B T ( N )  
1 8  I F ( I B B P ( N ) - I B T P ( N ) >  2 1 , 2 0 , 2 1  
2 0  I B B P ( N t = I T E M P  
I N 0 F ( N ) = I N 0 F ( N ; + 1  
2 1  C O N T I N U E  
I N P U T  B U F F E R  P O I N T E R  I B B P ( N )  N O W  P O I N T S  T O  N E X T  A V A I L A B L E  L O C  
I N P U T  B U F F E R  P O I N T E R  I B T P ( N I  N O W  P O I N T S  T O  N E X T  W O R D  T O  B E  D E C O D E D  
K T = 2 * * L E N S B + 1  
3 7  I F < I B T P ( N I - I B B P ( N ) )  2 3 , 2 4 , 2 3  
2 4  I F ( C B A ( N ) - I C O D E (  K T  J  )  2 5 , 2 6 , 2 6  
U N D E R F L O W  
2 6  C B A < N l = C B A ( N I - I C O D E ( K T )  
I N U F ( N ) = I N U F ( N ) + 1  
G O  T O  2 4  
2 5  G O  T O  5 0  
2 3  I F < C B A ( N ) -  I C O D E ( I B ( I B T P ( N »  )  +  U )  3 1 , 3 0 , 3 0  
3 1  G O  T O  5 0  
3 0  C B A ( N ) = C B A { N > - I C O D E ( I B ( I B T P ( N ) )  + 1 )  
L 0 B ( N ) = L 0 8 ( N ) + 1  
I F ( L O B ( N ) - M A X B L ( N » )  3 2 , 3 2 , 3 3  
3 3  L 0 B ( N ) = L 0 B ( N ) - 1  
I 0 U T 0 F ( N ) = I 0 U T 0 F ( N ) + 1  
3 2  I T E M P = I B T P < N )  
I B T P ( N ) = I B T P ( N » + 1  
I F ( I B T P C N ) - I B B ( N ) J  3 6 , 3 6 , 3 5  
3 5  I B T P ( N J = I B T ( N )  
3 6  G O  T O  3 7  
5 0  L 0 B ( N ) = L C B ( N ) - 1  
I F ( L O B ( N I )  5 1 , 5 2 , 5 2  
5 1  L 0 B ( N ) = 0  
I 0 U T U F ( N ) = I 0 U T U F ( N » + 1  
5 2  C O N T I N U E  
9 9  C O N T I N U E  
9 8  C O N T I N U E  
I F < M O D ( I I I  , I P R I N T )  >  6 1 , 6 0 , 6 1  
6 0  W R I T E ( 3 , 6 2 I  I I I  
6 2  F 0 R M A T ( 1 H 1 , ' T H E  R E S U L T S  A F T E R ' , 1 1 0 , ' D A T A  S E T S  A R E  A S  F O L L O W S ' / '  C H  
l A N N E L  C O M P  R A T I O  B U F F E R  L E N G T H  I N P U T  O V E R F L O W  I N P U T  U N D E R F L O W  
2  O U T P U T  O V E R F L O W  O U T P U T  U N D E R F L O W " / / )  
D O  6 3  I = 1 , N C H A N  
6 3  W R I T E i  3 , 6 4 )  I , C O M P ( I ) , M A X B L ( I ) , I N O F ( I ) , I N U F { I ) , l O U T O F ( I ) , I O U T U F ( I )  
6 4  F O R M A T d H  ,  I  5 , 2 X  , F 8  .  5  , 4 X ,  3 X ,  1 1 0 ,  2 X ,  3 X  ,  1 1 0 , 3 X ,  3 X ,  1 1 0 , 4 X , 3 X ,  1 1 0 , 4 X ,  
1 3 X , I 1 0 , 4 X )  
S U M = 0 .  
L E N = 2 * * L E N S B  
D O  7 0  1 = 1 , L E N  
P R O B ( I ) = I C O U N T ( I )  
7 0  S U M = S U M + P R O B ( I )  
D O  7 1  1 = 1 , L E N  
7 1  P R O B ( n  =  P R O B C n / S U M  
W R I T E ( 3 , 7 2 )  L E N S B  
7 2  F O R M A T d H O , ' T H E  P R O B A B I L I T I E S  O F  O C C U R A N C E  O F  T H E ' , 1 5 , '  T U P L E S  A R E  
1  S H O W N  B E L O W ' / / )  
W R I T E ( 3 , 7 3 )  ( N U M B ( I ) , P P 0 B ( I ) , I = 1 , L E N )  
7 3  F 0 R M A T { 6 ( '  • , 1 3 , I X , E 1 5 . 8 ) »  
R L C = 0 .  
D O  7 4  1 = 1 , L E N  
R L C = R L C + I C O D E ( I »  * P R O B ( 1 1  
7 4  C R = R L C / L E N S B  
W R I T E ( 3 , 7 5 »  C R , R L C , L E N S B  
7 5  F O R M A T C O T H E  C O M P R E S S I O N  R A T I O  A T  T H I S  P O I N T  I S * , E 1 5 . 8 , '  0 R * , E 1 5 . 8  
1 , «  B I T S  P E R * , 1 5 , *  B I T S . M  
I W G = I I I * L D A T A  
I B G = I W G * L E N S B  
W R I T E ( 3 , 7 6 )  I R A N D , I W G , I B G  
7 6  F O R M A T * '  T H E  V A L U E  O F  I R A N D = ' , I 1 5 , '  T O T A L  W O R D S  I N P U T = * , I 1 5 , '  
I T O T A L  B I T S  I N P U T = ' I 1 5 )  
6 1  G O  T O  1 0 0  
1 0 0  C O N T I N U E  
S T O P  
E N D  
S U B R O U T I N E  L O D D A T < I D A T A , I N I T , L E N S B , L D A T A , I R A N D , I C O U N T , N U M B )  ^  
D I M E N S I O N  I D A T A ( l ) , I S T A R T ( 1 0 ) , P R O B ( 2 5 7 » , N U M B ( 2 5 7 ) , I C 0 U N T t 2 5 7 »  
I F ( I N I T ) 1 , 2 , 1  
2  I N I T = 1  
I S T A R T ( 1 ) = 0  
I S T A R T ( 2 } = 1  
I S T A R T ( 3 ) = 2  
I S T A R T { 4 I = 5  
I S T A R T ( 5 ) = 1 0  
I S T A R T < 6 ) = 2 1  
I S T A R T ( 7 ) = = 4 2  
I S T A R T ( 8 ) = 8 5  
I S T A R T ( 9 ) = 1 7 0  
I S T A R T ( 1 0 1 = 3 4 1  
I D A T A ( L D A T A I  =  I S V A R T ( L E N S i B )  
C  P R O B A B I L I T Y  T O  B E  R E A D  I S  P d F O L L O W S  S T A T E )  R E A D  A S  4 E 2 0 . 8  
K = 2 * * ( L E N S B - 1 )  
K 1 = 2 * * L E N S B  
D O  2 0  1 = 1 , K 1  
2 0  I C O U N T  (  I  ) = : 0  
R E A D ! 1 , 3 )  ( P R 0 B ( I ) , I = 1 , K )  
3  F 0 R M A T ( 4 E 2 0 . 8 )  
K 0 R D E R = L E N S B - 1  
W R I T E ( 3 , 4 )  K O R D E R  
4  F O R M A T C O T H E  F O L L O W I N G  A R E  T H E  C O N D I T I O N A L  P R O B A B I L I T I E S  T H A T  A  O N  
I E  F O L L O W S  T H E  S T A T E  S H O W N ' / / '  T H E  O R D E R  O F  T H E  S O U R C E  I S ' , 1 2 , / / '  
2 S T A T E  C O N D I T I O N A L  P R O B .  S T A T E  C O N D I T I O N A L  P R O B .  S T A T E  C O N D I T I  
3 0 N A L  P R O B .  S T A T E  C O N D I T I O N A L  P R O B . ' )  
D O  5  1 = 1 , 2 5 7  
5  N U M B ( I ) = I - 1  
W R I T E ( 3 , 6 )  ( N U M B ( I ) , P R 0 B ( I ) , I = 1 , K )  
6  F 0 R M A T ( 4 ( '  • , I 5 , E 2 0 . B ) I  
1  C O N T I N U E  
I L A S T = I D A T A ( L D A T A )  
D O  1 0 0  K = 1 , L D A T A  
D O  7  I = 1 , L E N S B  
I Y = I R A N D * 6 5 5 3 9  
I F ( I Y )  8 , 9 , 9  
8  I Y = I Y + 2 1 4 7 4 8 3 6 4 7 + 1  
9  Y F L = I Y  
Y F L = Y F L * . 4 6 5 6 6 1 3 E - 9  
I R A N D = I Y  
I L A S T  = 1 1  A S T / 2  
I F ( Y F L - P R O B ( I L A S T + 1 ) )  1 0 , 1 0 , 7  
1 0  I L A S T = I L A S T + 2 * * ( L E N S B - 1 )  
7  C O N T I N U E  
I C O U N T { I L A S T + 1 ) = I C O U N T ( I L A S T + 1 9 + 1  
1 0 0  I D A T A C K I = I L A S T  
R E T U R N  
E N D  
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APPENDIX C. HARDWARE AND SOFTWARE 
FOR THE PDP-15 
This appendix describes the hardware and program devised 
to permit real-time on-line modeling of the system of Chapter 
5 on the PDP-15 computer. The results of this work were 
reported in Chapter 7. This appendix is divided into three 
sections. The first describes the hardware, the second 
discusses the program, and the third is a listing of the 
program. 
The PDP-15 computer is manufactured by the Digital Equip­
ment Corporation, Maynard, Massachusetts. The machine used 
is located in the basement of the Chemistry Building on the 
Iowa State campus. It is nominally a PDP-15 Model 40. Con­
siderable knowledge of the PDP-15 hardware and software is 
presumed in the following sections. 
The Interface Unit 
This section discusses the construction and function of 
the interface unit (lU). 
The function of the lU is to accumulate seven-bit data 
words from the binary, serial output of the delta modulator 
and to transfer these words to the PDP-15 computer for 
processing. The lU then receives a processed seven-bit word 
from the computer and transmits it in serial form to the 
demodulator. The lU may be thought of as a seven-bit shift 
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register interposed between the delta modulator and de­
modulator. Each seventh-bit time the new input data word 
in the shift register is exchanged for an output data word 
from the computer. This exchange takes place entirely with­
in a single, twenty-microsecond clock period, and so no 
parallel buffers are needed. A one-bit serial buffer is 
needed so that the output of the lU to the demodulator can 
be constant during the exchange. 
The control console of the computer communicates 
directly with the processor. All peripheral equipment 
communicates over a two-way 72-bit input-output bus. The 
lU was to be connected to this bus. Several mechanisms for 
data transfer are available on the bus. The one used by 
the lU was the program interrupt facility. 
The operation of the program interrupt mechanism is 
as follows. No interrupts will be recognized unless an 
instruction known as ION in Macro-1.5 assembly language is 
executed. Execution of ION permits the processor to recognize 
an interrupt when it occurs. No further interrupts may be 
recognized until ION is executed again. When an interrupt 
is recognized the address of the instruction which would be 
executed next in the interrupted program is stored in memory 
location zero and the instruction in location one is 
executed. Address one is normally the beginning polling 
routine which interrogates each of the peripheral devices in 
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turn until the one requesting service is found. Each peri­
pheral device is assigned a code for that purpose. 
The construction of the lU was greatly simplified by 
the fact that during the modeling no other peripheral de­
vices would be active. No polling routine is needed because 
all interrupts come from the lU. The modeling program 
simply starts in location one. Moreover, the lU did not need 
to be assigned a device code or contain a decoder because 
all information coming from the computer over the bus was 
intended for it. The device code used for the lU could 
have been any unused code which would not elicit a response 
from one of the regular devices. 14g was selected. 
Lacking a decoder, during regular operation of the 
computer the lU would respond to requests from the processor 
to any peripheral device. In order to prevent this the lU 
was provided with five three-pole slide switches which com­
pletely disconnected it from the computer when noirmal opera­
tion was desired. 
The PDP-15 is an eighteen-bit word length machine. During 
program interrupts data are passed over the bus between the 
accumulator of the processor and the peripherals over eighteen 
bits designated 10 BUS 0-17. Bit zero is the most signifi­
cant bit. The lU passed the data word over IQ BUS 11-17. 
In addition 10 BUS 9 was always a one for input data. 
Logically, the 10 BUS is a false bus in positive logic. 
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Electrically, the 10 BUS lines are supplied by the processor 
from about a three-volt source with a 100 ma capability. The 
bus is terminated with a 68 ohm resister. Data are placed on 
the bus by pulling the bus down with the collector of a sat­
urated transistor. 10 BUS 0-8 and 10 BUS 10 were not 
connected to the lU and always indicated logic zero. 
In addition to the eight connections required above, 
five control lines were required. Interrupt request (IN RQ) 
and read request (RD RQ) were required for signaling from the 
lU to the computer and lOP 1, 2, and 4 were required for 
signals from the computer. IN RQ and RD RQ are normally 
high. Pulling IN RQ low causes the interrupt. Pulling RD RQ 
low indicates to the computer that data are to be supplied 
to tlie computer. lOP 1/ 2, and 4 are normally low and carry 
programable pulses during execution of the input-output 
instruction (the PDP-15 may be tlxought of as having only a 
single micro-programmable input-output instruction). These 
micro-programable pulses lOP 1, 2, and 4 are controlled by 
the least significant three bits of the input-output instruc­
tion, hence their designation 1, 2, and 4. They make con­
struction of peripheral interfaces very simple, because 
they can be used to control operation of the interface units. 
The voltage levels on the bus are directly compatible 
with Motorola 914 RTL NOR gates and 923 JK flip-flops which 
were used in the construction of the lU. The 923 has one DC 
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input but not both set and reset, and so a discrete transistor 
was used to obtain the other. For simplicity the combination 
is shown as a single component with both DC inputs. No more 
than one load could be driven from any of the bus lines but 
the buffers are not shown. 
Figure C.l shows one bit of the seven-bit shift register 
and the divide-by-seven counter used to generate the 
interrupts. 
Each seventh bit time a flip-flop is set, generating 
an interrupt. It is reset by lOP 4. It ought to be men­
tioned here that lOP 1, 2, and 4, if they occur, are about 
half microsecond pulses which occur about one microsecond 
apart during the first three microseconds of the input-
output instruction which takes about 4.25 microseconds total. 
Any or all of the pulses may occur depending on the least 
significant three bits of the instruction. An input-output 
instruction containing lOP 2 will cause data to be read into 
the accumulator from the lU, while an input-output instruc­
tion containing lOP 1 and 4 reads data into the shift register 
from the accumulator. 
Data are not jam-set into the shift register. Rather, 
lOP 1 clears the register to zero, and lOP 4 ORs in the data. 
This leads to less hardware. A similar mechanism is used in 
the processor, and bit fourteen of the instruction used to 
read data from the lU must be set to clear the accumulator 
10 BUS X 
CLOCK 
IN RQ 
: 
lOI I 
lOPl 
I0P4 
RD RQ 
I0P2 
to (jj 
Figure C.l. Interface unit logic 
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initially. 
The ION instruction which re-enables the program inter­
rupt facility at the end of the modeling program is, in 
effect, an input-output instruction with a special address 
and an lOP 2 pulse. This is ignored by the lU because lOP 2 
is ANDed with the interrupt flip-flop which was reset during 
the data-transfer to the lU by lOP 4. 
Physically, the 72-bit input-output bus consists of 72 
twisted pairs. Each regular peripheral device has an input 
and an output female connector for the bus. The bus con­
sists of a series of short jumper cables chaining the 
peripherals together. The output connector of the last 
peripheral in the chain contains four plug-in cards with 
eighteen terminating resistors each (M 909 cards) . Spare 
M 909 cards were available. All of the thirteen connections 
required happened to be on two cards. The terminating 
resistors corresponding to those lines were clipped from 
the cards and eighteen-inch long twisted pairs attached. 
These terminated in new terminating resistors in the lU and 
the M 909 cards served as connectors. The last peripheral 
in the chain was the upper disk unit located in the left­
most rack of the computer. The lU was located in a spare 
rack next to that so an eighteen-inch cable was sufficient. 
(See Figure 7.3). 
Figures C.2a and C.2b show front and rear closeup views 
Figure C.2a. The interface unit (front view) 
Figure C.2b. The interface unit (rear view) 
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of the lU. The terminating resistors are on the perforated 
board at the left of the rear view. The switches are to 
the right of that. The channel-like structure projecting 
back from the panel contains 5-44 pin edge card connectors in­
to which the printed circuit boards containing the integrated 
circuits and transistors plug. One of these cards has been 
pulled out and is shown in both front and rear views. Connec­
tion to the delta modulator, demodulator, clock, and power 
supplies was by means of an eight-conductor twisted cable 
and a plug for which a female connector is provided on the 
front of the panel. The other equipment was located on a 
cart as shown in Figure 7.3. 
The Modeling Program 
The modeling program is given at the end of this section. 
The listing is on two pages and has five columns per page. 
All numbers are octal in columns 1 and 2. The first column 
gives the memory location number, the second column gives 
the eighteen-bit machine language instruction in that loca­
tion. Columns three, four, and five give the program in 
terms of the MACRO-15 assembly language of the PDP-15 system. 
The functions of some of the variables will be explained. 
NIN holds the location in the circular list into which in­
coming data is put; NOT is the location of the next word out; 
MID is the address of the bottom of the input buffer; CBA is 
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the number of simulated channel bits available; SLI is a 
temporary storage location used to obtain two levels of 
indirect addressing when the length of the code word is 
looked-up; QLI and QLH define the limits of the block of 
memory used for the circular list; GARB stands for garbage 
and holds the noise word inserted in the output stream when 
data are lost to overflow. LIB is the amount of data in 
the input buffer; LMAX is the modeled buffer length. 
It should be remembered that incoming eighteen-bit words 
use the least significant seven bits for the data; bit nine 
is a one, and 10 BUS bits zero through eight and ten are zero. 
Thus, incoming data ranges from 256 to 383. These locations 
contain a table containing the twos complements of ten times 
the length of tiie corresponding Huffman code word. 
The program and table are loaded by full binary paper 
tapes using the hardware read-in feature of the machine. 
Execution of the program starts at START, location 105g. The 
index register is cleared and the interrupt facility enabled 
by the program and the program waits in a tight loop. Next 
the operator closes the switches connecting the energized 
lU to the bus. The switch connecting IN RQ and RD RQ is 
closed last and opened first. 
The next interrupt causes instruction one to be executed 
and instructions one through four do the input-output. 
Instructions 5 through 20g conditionally increment NIN and 
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LIB and increment the index register if overflow occurs. 
Instructions 21g through 53g model the transmission of 
data or filler according to the rules described in Chapter 7. 
Instructions 54g through 67g increment the output pointer 
and insert GARB when needed. The interrupt facility is re-
enabled by instruction 70g and the program enters a trivial 
loop in instructions 71g and 72G waiting for the next 
interrupt. 
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GE 1 SIMWOF 
, F U L L  
iûlûiô^ i  . L O G  
. O C T  
1  
0 0 0 0 1  7 0 1 4 1 2  7 0 1  4 1 2  
2 0 0 0 2  0 6 0 0 7 3  D A C *  N I N  
0 0 0 0 3  2 2 0 0 7 5  L A C *  N O T  
0 0 0 0 4  7 0 1 4 0 5  7 0 1 4 0 5  
. D E C  
0 0 0 0 5  2 0 0 1 0 0  L A C  L I B  
0 0 0 0 6  7 4 0 0 3 0  l A C  
0 0 0 0 7  5 4 0 1 0 1  S A D  L M A X  
0 0 0 1 0  6 0 0 0 2 0  J  M P  O V F L  
0 0 0 1 1  0 4 0 1 0 0  D A C  L I B  
0 0 0 1 2  2 0 9 4 7 3  L A C  N I N  
0 0 0 1 3  7 4 0 0 3 0  l A C  
0 0 0 1 4  5 4 0 1 0 3  S A D  Q L H  
0 0 0 1 3  2 0 0 1 0 2  L A C  Q L L  
0 0 0 1 6  0 4 0 0 7 3  D A C  N I N  
0 0 0 1 7  7 4 1 0 0 0  S K P  
0 0 0 2 0  7 3 7 0 0 1  O V F L  A X R  +  1  
0 0 0 2 1  2 0 0 0 7 6  C H I N  L A C  C B A  
0 0 0 2 2  7 2 3 1 0 6  A A C  + 7 0  
0 0 0 2 3  0 4 0 0 7 6  D A C  C B A  
0 0 0 2 4  2 2 0 0 7 4  P R O  L A C *  M I D  
0 0 0 2 5  0 4 0 0 7 7  D A C  S L I  
0 0 0 2 6  2 0 0 0 7 6  L A C  C B A  
0 0 0 2 7  3 6 0 0 7 7  T A D *  S L I  
0 0 0 3 0  7 4 1 1 0 0  S P A  
0 0 0 3 1  6 0 0 0 5 4  J M P  O U T  
0 0 0 3 2  0 4 0 0 7 6  D A C  C B A  
0 0 0 3 3  2 0 0 1 0 0  L A C  L I B  
0 0 0 3 4  7 2 3 7 7 7  A A C  - 1  
0 0 0 3 5  0 4 0 1 0 0  D A C  L I B  
0 0 0 3 6  2 0 0 0 7 4  L A C  M I D  
0 0 0 3 7  7 4 0 0 3 0  l A C  
0 0 0 4 0  5 4 0 1 0 3  S A D  Q L H  
0 0 0 4 1  2 0 0 1 0 2  L A C  Q L L  
0 0 0 4 2  0 4 0 0 7 4  D A C  M I D  
0 0 0 4 3  5 4 0 0 7 3  S A D  N I N  
0 0 0 4 4  7 4 1 0 0 0  S K P  
0 0 0 4 5  6 0 0 0 2 4  J M P  P R O  
0 0 0 4 6  2 0 0 0 7 6  F I L L  L A C  C B A  
0 0 0 4 7  7 2 3 5 7 6  A A C  - 1 3 0  
0 0 0 5 0  7 4 1 1 0 0  S P A  
0 0 0 5 1  6 0 0 0 5 4  J M P  O U T  
0 0 0 5 2  0 4 0 0 7 6  D A C  C B A  
0 0 0 5 3  6 0 0 0  4 6  J M P  F I L L  
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0 0 0 5 4  2 0 0 0 7 5  
0 0 0 5 5  7 4 0 0 3 0  
0 0 0 5 6  5 4 0 1 0 3  
0 0 0 5 7  2 0 0 1 0 2  
0 0 0 6 0  5 4 0 0 7 4  
0 0 0 6 1  6 0 0 0 6 4  
0 0 0 6 2  0 4 0 0 7 5  
0 0 0 6 3  6 0 0 0 7 0  
0 0 0 6 4  2 0 0 1 0 4  
0 0 0 6 5  0 6 0 0 7 5  
0 0 0 6 6  7 4 0 0 0 1  
0 0 0 6 7  0 4 0 1 0 4  
0 0 0 7 0  7 0 0 0 4 2  
0 0 0 7 1  7 4 0 0 0 0  
0 0 0 7 2  6 0 0 0 7 1  
0 0 0 7 3  0 1 0 0 0 1  
0 0 0 7 4  0 1 0 0 0 1  
0 0 0 7 5  0 1 0 0 0 0  
0 0 0 7 6  0 0 0 0 0 0  
0 0 0 7 7  0 0 0 0 0 0  
0 0 1 0 0  0 0 0 0 0 0  
0 0 1 0 1  0 0 1 0 0 0  
0 0 1 0 2  0 0 1 0 0 0  
0 0 1 0 3  0 2 7 7 7 6  
0 0 1 0 4  2 5 2 5 2 5  
0 0 1 0 5  7 0 0 0 4 2  
0 0 1 0 6  7 3 5 0 0 0  
0 0 1 0 7  7 4 0 0 0 0  
0 0 1 1 0  6 0 0 1 0 7  
0 0 0 0 0 0  
S I Z E = 0 0 1 1 l  N O  
O U T  L A C  N O T  
l A C  
S A D  Q L H  
L A C  Q L L  
S A D  M I D  
J  M P  U N D F  
D A G  N O T  
J M P  W A I T  
U N D F  L A C  G A R B  
D A C *  N O T  
C M A  
D A C  G A R S  
W A I T  I O N  
N O P  
J  M P  . - i  
. O C T  
N I N  0 1 0 0 0 1  
M I D  0 1 0 0 0 1  
not 010000 
C S A  0  
S L I  0  
L I B  0  
L M A X  0 0 1 0 0 0  
Q L L  0 0 1 0 0 0  
Q L H  0 2 7 7 7 6  
G A R B  2 5 2 5 2 5  
S T A R T  I O N  
C L X  
N O P  
J M P  . - 1  
. E N D  
L I N E S  
M A C R O - 1 5  V I A  
>  
