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En la presente investigación se analizó 
varias técnicas de clusterización con el 
fin de identificar y determinar la cantidad 
y la ubicación óptima de Unidades de 
Medición Fasorial (PMUs) en un sistema 
eléctrico de potencia (SEP), buscando 
determinar la menor cantidad de 
dispositivos a ser utilizados y por ende 
reducir los costos de implementación del 
sistema de medición sincrofasorial. En el 
estado del arte se detallan varios métodos 
que se pueden desarrollar para la 
predicción de dichos lugares óptimos, 
pero la presente investigación se centró 
en estudiar los algoritmos K-means y K-
medoids que son métodos de agrupación 
basados en distancias, es decir, para el 
caso de estudio se agruparon cierta 
cantidad de dispositivos basándose en la 
mínima distancia que existe entre ellos. 
Una vez simulados los dos métodos de 
clusterización propuestos en esta 
investigación, se determinó cuáles son las 
barras óptimas para alojar los PMUs 
según los métodos estudiados en el 
presente documento. 
 
Palabras Clave: K-means, K-medoids, 
Líneas de Transmisión, Observabilidad, 
Técnicas de clusterización, Ubicación de 
PMUs. 
 
In this research several clustering 
techniques were performed in order to 
identify and determine the quantity and 
the optimal location of Phasor 
Measurement Units (PMUs) in an 
electrical power system (EPS), seeking to 
determine the least amount of devices to 
be used and thus reducing the 
implementation cost of the synchro-
phasorial measurement system. There are 
several methods that are detailed in the 
literature review that can be developed in 
order to predict these optimal locations, 
but the present research is focused on 
studying the K-means and K- medoids 
algorithms that are clustering methods 
based on distances, that is, in our case a 
certain number of devices are grouped 
based on the minimum distance between 
them. 
Once simulated the two clustering 
methods proposed in this investigation, it 
will be determined which are the optimal 
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Una de las metas de la estimación de 
estados en un Sistema Eléctrico de 
Potencia (SEP) es calcular precisamente 
dichos estados que están directamente 
inmedibles, a partir de conjuntos de 
mediciones disponibles sobre la base de las 
relaciones físicas entre ellos o mejorar la 
precisión de los estados observables 
utilizando las matemáticas [1]. Hasta hace 
poco, estos conjuntos de medición no 
contenían medidas de ángulo de fase 
debido a las dificultades técnicas asociadas 
con la sincronización de estas medidas en 
localizaciones remotas. La introducción de 
la tecnología de Sistema de 
Posicionamiento Global (GPS) aminoró 
estas dificultades y condujo al desarrollo 
de Unidades de Medición Fasorial (PMU) 
con las cuales se mejoró significativamente 
la estimación de estados en los SEP [2].  
      La idea de usar mediciones fasoriales 
directas en aplicaciones de monitoreo de 
sistemas, incluyendo el caso específico de 
la estimación de estados no es nueva, ya 
por los años 1986, en las investigaciones 
realizadas por Phadke y sus colaboradores 
[3]-[4] se introduce el uso de PMUs para 
tales aplicaciones. La literatura cita dos 
importantes métodos para la ubicación 
óptima de PMUs: métodos basados en la 
topología y métodos numéricos. Los 
métodos basados en la topología usan un 
modelo de medición desacoplado y teoría 
de grafos. En estos métodos las decisiones 
tomadas son basadas en operaciones 
lógicas, por lo tanto, solo requieren 
información sobre la conectividad de la 
red, tipos de medición y sus ubicaciones. 
Los métodos numéricos, por otra parte, 
utilizan modelos de medición, ya sea 
completamente acoplados o desacoplados. 
Estos métodos se basan en la factorización 
numérica de la matriz Jacobiana. Los 
métodos numéricos no son muy eficientes 
para sistemas grandes porque están 
intrínsecamente relacionados con el 
manejo de grandes matrices y tienen mayor 
complejidad computacional.  Por lo tanto, 
los métodos basados en la topología son 
mucho más utilizados [5]. T. L. Baldwin y 
L. Mili plantean en [6] que cada PMU es 
capaz de medir los valores de voltaje y 
corriente de la barra asociada a la misma y 
además de todas las ramas incidentes. Por 
lo tanto, es posible reducir 
significativamente el número de PMUs a 
ubicar en el sistema y aun así lograr la 
observabilidad completa del sistema. 
      El problema de la ubicación óptima de 
PMUs ha sido abordado en la literatura 
científica desde diferentes perspectivas y 
se han usado disímiles métodos y 
algoritmos tales como la teoría de grafos 
[7], el procedimiento de búsqueda dual 
(Dual Search) [6], la programación entera 
[2], algoritmos genéticos de clasificación 
no dominada [8], programación lineal 
entera [9] y Simulated anneling algorithm  
[10]. 
      El objetivo de este trabajo es encontrar 
el mínimo número de PMUs de tal forma 
que el sistema sea completamente 
observable usando técnicas de 
clusterización. La validez del método 
propuesto fue probada en los sistemas 
IEEE de 14 y 30 barras.  
      En adelante el documento se encuentra 
organizado de la siguiente manera: en la 
sección 2 se realizó un estudio de las 
PMUs y los criterios de observabilidad 
más usados. En la sección 3 se expone 
sobre las técnicas de clusterización, 
específicamente de los métodos k-means y 
k-medoids, que son los algoritmos 
utilizados en el desarrollo de la presente 
investigación; la que fue llevada a cabo en 
los sistemas IEEE de 14 y 30 barras los 
cuales son mostrados en la sección 4 y 
obteniendo los resultados requeridos, éstos 
fueron analizados en la sección 5. 
Finalmente se realizan las conclusiones de 
la investigación en la sección 6. 
2. Ubicación Óptima de PMUs 
El uso e implementación de sistemas de 
monitoreo utilizando PMUs se ha 
extendido a diferentes países y regiones 
alrededor de todo el mundo con muy 
buenos resultados, ofreciendo la 
posibilidad de desarrollar un control más 
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avanzado basado en la toma de decisiones 
dentro de un sistema eléctrico en tiempo 
real, un ejemplo de esto son los Sistemas 
de Monitoreo en Áreas Extendidas 
(WAMS), en las cuales diferentes 
compañías del sector eléctrico han 
ampliado el uso de PMUs para el 
desarrollo de aplicaciones como el 
monitoreo de la estabilidad de tensión, 
análisis post falla, la validación de 
modelos, la restauración de sistemas y 
otras como la protección adaptativa, el 
control en tiempo real y la ya mencionada 
estimación de estados [11]. 
      Además, el análisis de la 
observabilidad del Sistema Eléctrico de 
Potencia tiene un rol fundamental en el 
desarrollo de algoritmos basados en la 
topología de la red en busca de optimizar 
la cantidad y ubicación de PMUs para el 
efectivo análisis del SEP. Es además el 
criterio que debe cumplir cada algoritmo 
para que este sea debidamente validado. 
 
2.1 Ubicación Óptima de PMUs en 
Sistemas de Transmisión 
Como criterio principal para determinar la 
ubicación óptima de las PMUs, debe 
mantenerse un compromiso entre cantidad 
de PMUs ubicadas y la observabilidad del 
sistema.  
      Para el análisis de la observabilidad en 
métodos del tipo topológico, han sido 
definidas ciertas reglas que simplifican el 
análisis del sistema. En los siguientes 
párrafos se pueden encontrar las reglas de 
observabilidad más usadas en este tipo de 
aproximación [6]. 
      Para barras con PMUs, siempre serán 
conocidos los fasores de voltaje y corriente 
de todas las barras incidentes y si dichos 
fasores son conocidos a un extremo de la 
barra, entonces el fasor de voltaje al otro 
extremo de la barra puede ser obtenido. 
Además, si los fasores de voltajes de 
ambos extremos de una barra son 
conocidos, entonces el fasor de corriente 
de esa barra puede obtenerse directamente. 
      Para una barra de inyección cero en un 





= 0                         (1) 
 
donde 𝑌𝑖𝑗 es el elemento ij de la matriz de 
admitancia del sistema y 𝑉𝑗 es el fasor de 
voltaje para la barra j. 
      Si el fasor de voltaje de una barra de 
inyección cero es desconocido, y los 
fasores de voltaje de las barras adyacentes 
son todos conocidos, entonces el fasor de 
voltaje de la barra de inyección cero puede 
ser encontrado con (1); por lo tanto, si 
existe un grupo de barras de inyección cero 
adyacentes, cuyos fasores de voltajes se 
desconocen, pero los fasores de voltaje de 
todas las barras adyacentes al grupo son 
conocidos, entonces los fasores de voltaje 
de las barras de inyección cero pueden ser 
encontrados también con (1). 
      Para lograr la completa observabilidad 
del sistema se ha estimado que las PMUs 
deben estar ubicadas en un mínimo de un 
30% a un 40% de las barras [12]. 
      Uno de los algoritmos utilizados para 
la ubicación de las PMUs es el conocido 
como Ramificación y acotamiento (Branch 
and Bound) [2]-[13]-[14] el mismo plantea 
que para un sistema de N barras el modelo 






𝑠𝑡.𝑓(𝑥) ≥  1�  
 
(2) 
donde 𝑤𝑖 es el costo de instalación de la 
PMU en el bus 𝑖, X es una variable binaria 
que queda definida en (3) y 𝑓(𝑥) es una 




1 𝑠𝑖 𝑙𝑎 𝑏𝑎𝑟𝑟𝑎 𝑡𝑖𝑒𝑛𝑒 𝑢𝑛 𝑃𝑀𝑈
0  𝑐𝑎𝑠𝑜 𝑐𝑜𝑛𝑡𝑟𝑎𝑟𝑖𝑜                    (3) 
 
 
2.2 Unidades de Medición Fasorial 
(PMU) 
 3 
Las unidades de medición fasorial, son 
dispositivos electrónicos inteligentes 
(IED’s) por sus siglas en inglés, que nos 
permiten medir sincrofasores de las ondas 
sinusoidales de corriente y voltaje AC en 
las diferentes barras de un sistema 
eléctrico. 
      Después de tomar dichas medidas la 
PMU calcula las corrientes y voltajes de 
secuencia positiva y de acuerdo a la señal 
que obtiene del GPS se asignan a estos 
nuevos datos calculados un tiempo exacto 
y único en el que han realizado las 
mediciones. Dicho sistema GPS es 
utilizado para identificar la ubicación 
precisa de la PMU y además como señal de 
tiempo para dar a conocer de manera 
exacta el microsegundo en el cual se 
realizó la medición para que toda esta 
información que recoge la PMU pueda ser 
enviada a un concentrador de datos que se 
encuentra ubicado en un lugar apropiado 
para que ahí dichos datos puedan ser 
monitoreados, analizados y corregidos en 




Figura 1.  Recogimiento de datos mediante PMU. 
En la Figura 1 se puede observar los pasos 
que siguen los PMU para la sincronización 
y la obtención de los datos. 
 
3. Técnicas de Clusterización 
Analizando el problema presentado en esta 
investigación desde una aproximación 
basada en la topología de la red, la teoría 
de grafos aporta importantes elementos 
que complementan el estudio realizado. 
Esta ha sido ampliamente utilizada para 
dar solución a diferentes problemas en el 
campo de la Ingeniería. En [15] se presenta 
un algoritmo para encontrar el camino más 
corto para el enrutamiento de potencia 
entre dos nodos de una red eléctrica usada 
en las aerolíneas. S. Tsuzuki expone en 
[16] la metodología del árbol de mínima 
expansión para el análisis de 
observabilidad de redes basadas en 
topología. En 1977 se analiza en [17] la 
reducción de pérdidas de energía en 
sistemas de distribución aplicando un 
algoritmo de búsqueda general a una red 
de potencia de Brasil. La investigación 
realizada en [18] debate sobre la 
utilización del algoritmo de Dijkstra en 
varias aplicaciones como redes eléctricas 
de aerolíneas la cual es la principal ventaja 
del algoritmo. 
      De la teoría de grafos nace un conjunto 
de algoritmos que son llamados algoritmos 
voraces o codiciosos (greedy algorithms) 
que, para resolver un determinado 
problema, siguen una heurística 
consistente en elegir la opción óptima en 
cada paso local con la finalidad de llegar a 
una solución general óptima. Este esquema 
algorítmico es el que menos dificultades 
plantea a la hora de diseñar y comprobar su 
funcionamiento y normalmente se aplica a 
los problemas de optimización. Dentro de 
este grupo podemos citar a tres de los más 
utilizados. 
1) Algoritmo de Prim: Este es un algoritmo 
de la teoría de grafos que encuentra un 
árbol de expansión mínima para un grafo 
conexo, no dirigido y cuyas aristas están 
etiquetadas [19].  
2) Algoritmo de Dijkstra: Este algoritmo, 
también llamado algoritmo de caminos 
mínimos, es utilizado para determinar el 
camino más corto dado un vértice origen al 
resto de los vértices en un grafo con pesos 
en cada arista. Su nombre se refiere a 
Edsger Dijkstra, quien lo describió por 
primera vez en 1959.  
3) Algoritmo de Kruskal: Este algoritmo, 
al igual que el de Prim, es usado para 
encontrar el árbol de expansión mínima en 
un grafo conexo y ponderado. Es decir, 
busca un subconjunto de aristas que, 
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formando un árbol, incluyen todos los 
vértices y donde el valor total de todas las 
aristas del árbol es el mínimo. Si el grafo 
no es conexo, entonces busca un bosque 
expandido mínimo (un árbol expandido 
mínimo para cada componente conexa) 
[20]-[21]. 
      Dentro del proceso de clusterización o 
clustering, que consiste en la división de 
los datos en grupos de objetos similares. 
Para medir la similaridad entre objetos se 
suelen utilizar diferentes formas de 
distancia: distancia euclídea, de 
Manhattan, de Mahalanobis, etc. El 
presentar los datos por una serie de 
clústeres, conlleva a la pérdida de detalles, 
pero consigue la amplificación de los 
mismos. La clusterización es una técnica 
de aprendizaje no supervisado y su campo 
de aplicación es muy diverso [22]. 
      Dentro de los métodos de 
agrupamiento o clusterización existen 
varios algoritmos por los cuales se puede 
llegar a determinar la ubicación óptima de 
un PMU en sistemas eléctricos de 
potencia. Esta investigación se centró en 
las técnicas de clusterización, dentro de las 
cuales se estudiaron dos algoritmos que 
ayudaron a agrupar de manera óptima los 
PMU utilizando como modelo los sistemas 
propuestos por la IEEE. Estos algoritmos 
son: k-means y k-medoids. 
 
3.1 K-means 
K-means es un método de agrupamiento 
que realiza una repartición de n números 
de datos en k conjuntos tomando en cuenta 
que cada dato debe pertenecer al conjunto 
más cercano con la media encontrada. 
      Este método de agrupamiento 
heurístico toma la distancia Euclídea como 
principal ecuación para calcular la 
distancia entre los puntos vectoriales. 
      Este algoritmo empieza determinando 
el número de k grupos y se asume el centro 
de éstos para luego determinar la distancia 
desde cada dato al centro de cada grupo y 
agruparlos con base a la distancia mínima 
que se encuentre. Estos pasos son 
repetitivos hasta que los datos ya no se 
muevan de grupo. A continuación, 
describimos el algoritmo [23]: 
 
 
Algoritmo de k-means 
 
Paso 1: Inicialización del centro de los 
clústeres 
 
𝑢𝑖 = 𝑎𝑙𝑔ú𝑛 𝑣𝑎𝑙𝑜𝑟;  𝑖 = 1,2, … , 𝑘  
 
Paso 2: Selección del medoide más 
cercano a cada elemento 
 
𝑐𝑖 = �𝑗:𝑑�𝑥𝑗𝑢𝑖� ≤  𝑑�𝑥𝑗𝑢𝑙�, 𝑙 ≠ 𝑖, 𝑗 = 1 …𝑛�  









|𝑐𝑖| 𝑒𝑠 𝑒𝑙 𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑜𝑠 𝑑𝑒𝑙 𝑐𝑙ú𝑠𝑡𝑒𝑟 
 




La distancia de cada dato utilizando la 
distancia euclídea (4): 
 








donde 𝐷ij, es la matriz que almacena las 
distancias de cada punto de la matriz de 
datos a cada centro de grupo o centroide, 




El algoritmo k-medoids es un método de 
agrupación parecido al k-means; éstos dos 
algoritmos son particionales, es decir, que 
rompen un conjunto de datos para formar 
subgrupos y ambos tienen como objetivo 
principal minimizar la distancia entre los 
puntos marcados y el centro de cada grupo 
o clúster formado. A diferencia del 
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algoritmo k-means, el k-medoids elige 
puntos como medoides y no como centros, 
es decir, toma como referencia un objeto 
ya existente en el clúster pudiendo ser este 
medoide el objeto más central de dicho 
clúster. Además, el número de grupos a 
formar son conocidos a priori. 
      Una herramienta útil para determinar la 
cantidad k de grupos es la silhouette que es 
un método de interpretación y validación 
de coherencia dentro del grupo de datos 
que tenemos. 
      Este método se vuelve más robusto a 
diferencia del método k means debido a 
que en lugar de minimizar la suma de las 
distancias euclidianas al cuadrado, solo se 
encarga de minimizar una suma de 
diferencias por pares. 
      El proceso que usa este algoritmo está 
basado en la creación de particiones 
alrededor de los medoides (PAM) por sus 
siglas en inglés y el algoritmo es el 
siguiente [23]: 
 
Algoritmo de k-medoids 
 
Paso 1: Inicialización del centro de los 
clústeres 
 
𝑢𝑖 = 𝑎𝑙𝑔ú𝑛 𝑣𝑎𝑙𝑜𝑟;  𝑖 = 1,2, … ,𝑘  
 
Paso 2: Selección del medoide más 
cercano a cada elemento 
 
𝑐𝑖 = �𝑗:𝑑�𝜑, 𝛾𝑗 ,𝑢𝑖� ≤  𝑑�𝜑, 𝛾𝑗 ,𝑢𝑙�, 𝑙 ≠ 𝑖, 𝑗 = 1 …𝑛�  
 









|𝑐𝑖| 𝑒𝑠 𝑒𝑙 𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑜𝑠 𝑑𝑒𝑙 𝑐𝑙ú𝑠𝑡𝑒𝑟 
 




El costo se calcula empleando la distancia 
de Manhattan (5): 
 
𝑐𝑜𝑠𝑡(𝑥, 𝑐) = �|𝑥𝑖 − 𝑐𝑖|
𝑑
𝑖=1
       (5) 
 
 donde 𝑥 es cualquier objeto de datos, 𝑐 es 
el medoide, y 𝑑 es la dimensión del objeto. 
 
4. Caso de Estudio 
Como se mencionó anteriormente, el uso 
de PMUs en el análisis y monitoreo de 
Sistemas Eléctricos de Potencia va 
tomando cada vez más terreno, pero se 
mantiene constante la problemática de 
cuántas y dónde ubicarlas, atendiendo a un 
compromiso entre cantidad mínima de 
PMUs y observabilidad del sistema. 
      En la presente investigación se analiza 
el SEP desde un enfoque topológico y a 
través de la teoría de grafos se elabora un 
gráfico del mismo a partir de la matriz de 
conectividad del sistema, lo que permita 
agrupar coherentemente sus barras 
mediante los métodos de clusterización 
descritos anteriormente y finalmente ubicar 
las PMUs en las barras seleccionadas por 
el Algoritmo. 
      A partir de los modelos de la IEEE de 
14 y 30 barras mostrados en las figuras 3 y 
4 respectivamente, haciendo uso de la 
herramienta computacional Matlab, se 
procesa la matriz de conectividad de estos 
sistemas, a partir de la cual se procede a 









Figura 3.  Topología del Sistema IEEE de 30 barras [25] 
 
Una vez generado el grafo se extraen las 
coordenadas cartesianas de cada barra o 
vértice y se pasan estos datos a los 
algoritmos k-means y k-medoids, para que 
estos ubiquen las PMUs en las barras más 
óptimas en base a la mínima distancia 
entre las barras de un clúster y el centroide 
del mismo. 
 
5. Análisis de Resultados 
Para evaluar el método propuesto se 
corrieron los algoritmos en los Sistemas 
IEEE de 14 y 30 barras. En este 
documento se presentará en detalles los 
resultados para el sistema de 14 barras, 
mientras que para el de 30 barras solo se 
presentarán los resultados finales. 
      El Algoritmo K-means particiona el set 
de datos en la cantidad de clústeres 
definidos por el usuario, y asigna un 
centroide aleatorio y un subconjunto de 
datos a cada uno de estos clústeres, 
moviendo los centroides en cada iteración 
hasta que el algoritmo converja y cada 
subconjunto de datos se encuentre más 
cerca de su centroide que de los restantes. 
      En este punto habría que encontrar cuál 
de las barras de cada clúster se encuentra 
más cerca del centroide, para esto se usa 
un algoritmo de Prim, el que se encarga de 
ubicar finalmente cada PMU en la barra 
más cercana de cada centroide. En la figura 
6 puede observarse la ubicación final de 
los PMUs en el Sistema IEEE de 14 barras 




Figura 4.  Ubicación de 4 PMUs en el Sistema IEEE de 
14 barras mediante algoritmo K-means 
      Por otra parte, el Algoritmo K-
medoids, ubica directamente los centroides 
en una de las barras de cada clúster, y 
como puede observarse en la figura 7, se 
obtienen los mismos resultados que con K-





Figura 5.  Ubicación de 4 PMUs en el Sistema IEEE de 
14 barras mediante algoritmo K-medoids 
 
      Con el mismo procedimiento se 
muestran los resultados obtenidos para el 
sistema IEEE de 30 barras en las figuras 8 
y 9 con los algoritmos k-means y k-
medoids respectivamente. 
 





























































































Figura 6.  Ubicación de 10 PMUs en el Sistema IEEE de 





Figura 7.  Ubicación de 10 PMUs en el Sistema IEEE de 
14 barras mediante algoritmo K-medoids 
 
Tabla1.  Resultado de los algoritmos. Sistema IEEE de 14 
barras 
Algoritmo Barras en las que se ubican las PMUs 
K-means 2, 8, 13 y 14 
K-medoids 2, 7, 13 y 14 
 
Tabla2.  Resultado de los algoritmos. Sistema IEEE de 
30 barras 
Algoritmo Barras en las que se ubican las PMUs 
K-means 3, 7, 8, 9, 12, 15, 19, 22, 26, y 30   
K-medoids 3, 7, 8, 9, 10, 14, 19, 22, 25, y 30   
 
      Los resultados finales de los algoritmos 
propuestos para los dos sistemas de prueba 
analizados son mostrados en las tablas 1 y 
2. 
6. Conclusiones 
En la presente investigación se presentó 
una nueva aproximación a la problemática 
de la ubicación óptima de Unidades de 
Medición Fasorial en Sistemas Eléctricos 
de Potencia, basada fundamentalmente en 
una optimización en base a distancias y 
mediante técnicas de clusterización. 
      A partir de los algoritmos k-means y k-
medoids, y con una aproximación 
topológica, se elaboraron dos programas 
para el análisis de los sistemas de la IEEE 
de 14 y 30 barras, y con ellos se optimizó 
la ubicación de PMUs en los mismos 
basados en la mínima distancia entre las 
barras. 
      Al comparar los dos algoritmos 
utilizados es posible apreciar que ambos 
arrojan los resultados similares, y son 
efectivos en tanto que convergen en los 
vértices más cercanos de cada centroide; 
pero se pudiera destacar la ventaja del 
algoritmo k-medoids sobre el k-means ya 
que el primero ubica directamente las 
PMUs en la barra calculada, mientras que 
en el segundo es necesario introducir un 
algoritmo adicional para la selección final 
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