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Zusammenfassung
Wir untersuchen das Entstehen von kollektiver Dynamik in einem inte-
grablen Modell bestehend aus zwei Ensembles mit einer endlichen Anzahl
von gekoppelten Oszillatoren. Nachdem wir einen kollektiven Freiheitsgrad
identifiziert haben, wird der Hamiltonian auf ein Caldeira-Leggett-artiges
Modell abgebildet, bei dem die Kollektivkoordinate an ein internes Bad von
Phononen gekoppelt ist. Im Gegensatz zum gewo¨hnlichen Caldeira-Leggett
Modell ist das vorhandene Bad Teil des Gesamtsystems. Wir leiten eine
Bewegungsgleichung fu¨r die Kollektivkoordinate ab, die einem geda¨mpften
harmonischem Oszillator entspricht. Wir demonstrieren dann, dass die
Verteilung der quantenmechanischen U¨bergangssta¨rken fu¨r die Kollektiv-
mode durch seine klassische Dynamik bestimmt ist.
Nachfolgend untersuchen wir das Zusammenspiel zwischen Kollektivbe-
wegung und den inkoha¨renten Einteilchenbewegungen in einem Modell beste-
hend aus zwei Ensembles von Teilchen deren Wechselwirkung einen nicht-
integrablen Teil entha¨lt. Im sto¨rungstheoretischen Bereich, aber fu¨r eine
allgemeine Form der Wechselwirkung, berechnen wir die Fouriertransforma-
tion des Zeitkorrelators fu¨r die kollektiven Anregungen. Wir erhalten das
bemerkenswerte Resultat, dass diese immer eine semiklassische Interpreta-
tion besitzt. Wir zeigen dies unter Durchfu¨hrung einer geeigneten Renormal-
isierungsvorschrift, welche es uns unter anderem erlaubt, das nichtintegrable
System ebenfalls auf ein Caldeira-Leggett-artiges Modell abzubilden, in dem
wiederum das Bad Teil des Gesamtsystems ist.

Abstract
We study the emergence of collective dynamics in the integrable Hamilto-
nian system of two finite ensembles of coupled harmonic oscillators. After
identification of a collective degree of freedom, the Hamiltonian is mapped
onto a model of Caldeira-Leggett type, where the collective coordinate is
coupled to an internal bath of phonons. In contrast to the usual Caldeira-
Leggett model, the bath in the present case is part of the system. We derive
an equation of motion for the collective coordinate which takes the form
of a damped harmonic oscillator. We show that the distribution of quan-
tum transition strengths induced by the collective mode is determined by its
classical dynamics. This allows us to derive the spreading for the collective
coordinate from first principles.
After that we study the interplay between collective and incoherent
single–particle motion in a model of two chains of particles whose inter-
action comprises a non–integrable part. In the perturbative regime, but for
a general form of the interaction, we calculate the Fourier transform of the
time correlation for the collective coordinate. We obtain the remarkable
result that it always has a unique semi-classical interpretation. We show
this by a proper renormalization procedure which also allows us to map
the non-integrable system to the integrable model of Caldeira–Leggett–type
considered previously in which the bath is part of the system.
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Chapter 1
Prelude
We study collective motion in quantum many particle systems which is de-
fined as coherent collective behavior of single particle degrees of freedom.
Below we give a short overview regarding the major issues of collective de-
grees of freedom in the context of nuclear physics. Although this represents
an important example for collective motion in quantum many body sys-
tems we stress that the investigation of collective behavior in this thesis was
motivated in a much broader context because collective degrees of freedom
appear in many different branches of physics.
In 1947 it was observed in photon-induced reactions that at high exci-
tation energies of about 15 to 20 MeV, the atomic nucleus acts as a strong
absorber of the incident photons [1]. This phenomenon was called giant
dipole resonance (GDR) and described as an excitation of the nucleus in
which the protons coherently move against the neutrons [2]. Such a collec-
tive shift of the nucleons against each other separates the centers of mass and
charge and effectively causes a dipole moment. This behavior can schemat-
ically be displayed in the form of figure (1.1). In all studied atomic nuclei
these resonances were found to exist.
GDR excitations can be modeled as harmonic oscillators and the quanti-
zation of these vibrations introduces the concept of phonons. One therefore
refers to a first (giant resonance) excitation of the nucleus from the ground
state as the 1-phonon state and the second excitation as the 2-phonon state.
In figure (1.2) we show the cross section of one-phonon and two-phonon giant
dipole resonances that was obtained by scattering with relativistic 208Pb on
a xenon nucleus. Most of the empirical information regarding these modes
was obtained from photo-nuclear reactions (photoabsorbtion) and heavy ion
inelastic scattering experiments. Besides the GDR there is also a wealth of
other collective excitations of atomic nuclei like the giant quadrupole reso-
nance (GQR), breathing modes, scissor modes and others [3], [4], [5].
The atomic nucleus is a complicated many-body system that is very dif-
ficult to describe on a microscopic level. The reasons for this are diverse.
1
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Figure 1.1: The protons and neutrons are schematically represented by red
and blue areas respectively, the figure was taken from [10].
Figure 1.2: Scattering cross section of 208Pb on a Xenon nucleus. The black
line represents a theoretical prediction and the red points correspond to
measurements. The figure was taken from [10].
On the one hand protons and neutrons which are the constituents of atomic
nuclei have to be described themselves as composite particles. These fun-
damental building blocks of matter are the quarks and gluons that obey
the rules of quantum chromodynamics (QCD) which is currently the most
fundamental theory for the strong interaction that physicists possess (for a
detailed introduction to QCD, see Refs. [6, 7, 8]). Numerous analytical and
numerical studies have supplied us with fascinating details regarding the
physics of atomic nuclei. Although tested to very high degrees of accuracy
in high energy and low energy experiments it is nevertheless a tremendously
difficult task to obtain the exact physical behavior of nucleons from first
principles (i.e. starting from QCD). The problem does not simplify suffi-
ciently even if taken to the next highest level of abstraction where effective
interactions between nucleons are considered. To put it differently, although
the picture of an atomic nucleus consisting of protons and neutrons reduces
the amount of complexity it is still a Herculean task to address questions
3regarding collective behavior due to the fact that one has to deal with a
quantum many particle problem governed by very complicated interactions
(i.e. nuclear forces) between the constituents.
Because of the above reasons many nuclear models use to a certain extent
a phenomenological framework where the collective dynamics is introduced
ad hoc without direct connection to the microscopic structure of the atomic
nucleus. In order to illustrate some of the motivations involved in our studies
related to collective behavior in complex systems we will outline some of the
main issues related to collective motion in atomic nuclei. In this survey of
collective aspects in nuclear physics we follow Refs. [5, 9, 10].
As a first phenomenological model one can imagine atomic nuclei as self-
bound systems of protons and neutrons. The broader theoretical framework
in which this model is embedded is the so called liquid drop model of atomic
nuclei. Basically it treats the nucleus as a drop of a uniformly dense liquid.
Such an approach in particular serves as a useful tool since it gives an
illustrative description for different contributions to the binding energy B(A)
of nuclei which can be modeled by the semi-empirical Bethe-Weizsa¨cker
formula:
B(A) = avolA+ asurfA
2/3 + acoulZ
2A−1/3 + asym
(N − Z)2
A
, (1.1)
with empirical constants given by
avol ≈ −16 MeV, asurf ≈ 20 MeV (1.2)
acoul ≈ 0.751 MeV, asym ≈ 21.4 MeV. (1.3)
Here A is the total number of nucleons, Z the number of protons and N the
number of neutrons. The first term models the binding energy per nucleon
under the assumption that the density of protons coincides with the density
of neutrons. The term is known as volume term. The second term is known
as the surface term. It describes the decrease/increase of a nucleon’s binding
energy caused by the nuclear forces due to its geometrical position in the
nucleus. For example, a nucleon at the center of the atomic nucleus has
a bigger binding energy than nucleons on the surface because it interacts
with more other particles. Term three stands for the Coulomb energy which
originates from the electric charges of the protons. The last term is called
symmetry energy and it is strongly related to the fermionic properties of
nucleons (i.e. Pauli principle).
Contrary to the first three terms in (1.1) the understanding of the nuclear
symmetry energy requires taking into account the single-particle nature of
nuclei. In a first approximation the last term can be explained qualitatively
using the Fermi-gas model, where the atomic nucleus is described as a gas of
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noninteracting fermions. These free particles are put in a box with lengths
a and are thus described by the wave functions
Ψk(r) ∼ sin(k · r) (1.4)
with
kx =
pi
a
nx, ky =
pi
a
ny, kz =
pi
a
nz, (1.5)
and
r =
 xy
z
 , (1.6)
with the variables taking values from
nx, ny, nz = 1, 2, ... (1.7)
as well as
x, y, z = 0, ..., a. (1.8)
The energies of those states are then given by
Enxnynz =
~2pi2
2ma2
(n2x + n
2
y + n
2
z). (1.9)
The Pauli principle determines the distribution of identical particles among
the energy levels, filling them up with growing density. In the limit of large
a we obtain for the density of particles
ρ =
1
pi2
√
2
(m
~2
)3/2 EF∫
0
√
E dE, (1.10)
where EF is the Fermi energy. Taking into account degeneracy (due to the
spin all states can be filled twice) by using a degeneracy factor g we obtain
EF =
~2
2m
(
3pi2
ρ/g
)3/2
. (1.11)
In this simplified model there is no binding potential because the particles
move freely. However for our purpose it will be sufficient to stay in the above
framework of a free Fermi-gas. The average energy per particle in that case
is then given by
E¯ =
3
5
EF ∼ ρ2/3. (1.12)
5The total nucleon density of the nucleus is given by
ρ0 = ρp + ρn =
Zρ0
A
+
Nρ0
A
=
ρ0
2
(
1 +
Z −N
A
)
+
ρ0
2
(
1− Z −N
A
)
, (1.13)
with the proton and neutron densities ρp, ρn. Since ρp and ρn can be different
it is necessary to change (1.12) accordingly. Taking differing proton and
neutron densities into account we obtain for the average energy
E¯ =
3
5
NEnF + ZE
p
F
A
, (1.14)
where EnF and E
p
F represent the Fermion energy of the protons and neutrons
respectively. Inserting the expression for proton and neutron density from
(1.13) into their corresponding Fermi energies and expanding in (Z −N)/A
we obtain
E¯ ≈ 3
5
~2
2m
(
3pi2ρ0
2
)2/3
︸ ︷︷ ︸
≈21MeV
(
1 +
5
9
(Z −N)2
A2
)
. (1.15)
Comparing this expression with the part describing the symmetry energy in
(1.1) one recognizes the (Z −N)2-dependency. That explains qualitatively
the appearance of the nuclear symmetry energy from its single-particle prop-
erties. However quantitatively the two energies do not agree, which is due to
the too simplistic assumption of a noninteracting Fermi-gas. The difference
can be accounted for in more refined models. The Bethe-Weizsa¨cker formula
is only one example in the list of so called semi-empirical mass formulae.
As already mentioned the theoretical framework in which it can be em-
bedded is the liquid drop model in which the nucleus is described as a
charged classical liquid drop with constant density. Due to its phenomeno-
logical character the liquid drop model is far from fully extensive regarding
the physical behavior of atomic nuclei but can still be used to describe var-
ious nuclear collective excitations. Apart from the GDR which needs two
liquid drops corresponding to protons and neutrons that oscillate against
each other, there are resonances that can be described by a simple single
liquid drop model (e.g. GQR). In this context the distortion of the atomic
nucleus is modeled by an expansion of the quantity R(θ, φ, t) (which deter-
mines points on the drop surface) in spherical harmonics
R(θ, φ, t) = R0
1 +∑
λµ
Qλµ(t)Y
∗
λµ(θ, φ)
 (1.16)
where Qλµ(t) are timed-dependent shape parameters, Yλµ(θ, φ) spherical
harmonics and R0 is the radius of an undeformed (i.e. spherical) nucleus
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when all Qλµ(t) = 0, and the indices run from λ = 0, ...,∞ and µ = −λ, ..., λ.
The coefficients Qλµ(t) account for the time evolution (change of geometry)
of the nuclear surface and may therefore serve as collective coordinates.
The different modes Qλµ(t) of R(θ, φ, t) give rise to a diverse spectrum of
geometrical deformations. We will mention here some of the most important.
The first mode is the so called breathing mode (monopole mode) λ = 0.
Since R(θ, φ, t) does not depend on θ and φ and
Qµν = 0, ∀ µ, ν 6= 0, (1.17)
Q00 can be interpreted as a homogeneous changing (breathing) of the nuclear
radius. Since this mode is responsible for a change of volume it does not
appear in the incompressible liquid model.
For λ = 1 we do not obtain a deformation of the drop but translation of
the entire drop, see figure 1.3.
Figure 1.3: Multipole deformation for λ = 1, translation of the nucleus. The
figure was taken from [5].
Collective excitations with λ = 2 are the so called quadrupole defor-
mations of the nuclear surface. These degrees of freedom are illustrated in
figure 1.4.
Figure 1.4: Multipole deformation for λ = 2, quadrupole deformation. The
figure was taken from [5].
The next step in the treatment of the liquid drop model is the quantiza-
tion of the multipole modes Qµν , which is performed in the usual way. For
the quantization procedure we need to set up a Hamiltonian for the liquid
drop energy. The total energy of a classical drop of liquid is
E = T + V (1.18)
7with T being the kinetic energy and V the potential energy of the liquid. In
the hydrodynamical description (liquid drop model) the forces that interplay
with each other are the surface tension that attempts to restore a spherical
configuration of a perturbed drop of liquid and the Coulomb forces of the
protons that act as a deforming net force of the nucleus. Correspondingly,
the potential energy is given by
V = ES + ECoul, (1.19)
where
ES = σ
∫
surface
dS (1.20)
is the surface energy with the surface tension σ and the surface element dS
and
ECoul =
1
2
ρ2q
∫
Vol
dr3
∫
Vol
dr′3
1
|r− r′| (1.21)
represents the Coulomb energy with proton charge density ρq. The integra-
tion is performed over a finite volume.
An increase of the drops surface causes an increase of the surface energy.
Since the increase of the surface is given by the deformation parameter Qλµ
one obtains for the increase of surface energy ES to first order in Q
∆ES =
σ
2
∑
λµ
(λ− 1)(λ+ 2)|Qλµ|2. (1.22)
The change of the Coulomb energy that is due to a geometrical deformation
of the (uniformly-charged) drop of liquid is at lowest order α given by
∆ECoul = −
4piρ2qR
5
0
3
∑
λµ
(λ− 1)
(2λ+ 1)
|Qλµ|2. (1.23)
Putting these expressions together we obtain for the total change of energy
in a geometrically perturbed drop,
V = ∆ES + ∆ECoul =
1
2
∑
λµ
Kλ|Qλµ|2 (1.24)
with coefficients Kλ expressed through Z, σ and R0.
If we assume an irrotational flow and an incompressible fluid then for
small values of Q one obtains
T =
∑
λµ
Mλ
2
|Q˙λµ|2, (1.25)
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with a collective mass parameter
Mλ =
ρmR
5
0
λ
(1.26)
and the mass density ρm. With this the Hamiltonian becomes
H =
∑
λµ
Mλ
2
|Pλµ|2 + 1
2
Kλ|Qλµ|2, (1.27)
with the momentum Pλµ = MλQ˙
∗
λµ. We recognize this as the Hamilto-
nian for harmonic oscillators with frequencies Ωλ =
√
Kλ/Mλ which can be
brought to canonical form using raising and lowering operators
Qˆ =
√
Ω/2K (Bˆ† + Bˆ) (1.28)
and
Pˆ = i
√
ΩM/2 (Bˆ† − Bˆ), (1.29)
with creation and annihilation operators, Bˆ† and Bˆ, see Refs. [11, 12]. The
spectrum of the Hamiltonian (1.27) can be interpreted as single and multiple
phonon excitations. This model gives a qualitative explanation for the giant
resonances within the liquid drop model framework. Within this paradigm
it is also possible to understand the emergence of the widths of resonances
like the GDR in figure 1.2. If there is no friction between the two drops of
protons and neutrons that vibrate collectively against each other one would
expect just a single spike in the absorption spectra corresponding to a sharp
excitation energy of the collective state. The broad width of the 1-phonon
excitation of the GDR in atomic nuclei can be modeled by introducing the
concept of viscosity into the liquid drop model.
Probably one of the most influential attempts to describe the dynam-
ics of collective motion alongside the single particle degrees of freedom in
an atomic nucleus was made by A.Bohr in his paper [13]. Bohr modeled
the coupling of single particle and collective excitations by an interaction
Hamiltonian
Hint = −
∑
λµ
cλµQλµ
∑
i
f(ri)Yλµ(θi, φi), (1.30)
where Qλµ describes the strength of the nuclear deformation (collective co-
ordinate), cλµ are the coupling constants mediating the interaction between
collective modes and single particle modes and f(ri)Yλµ(θi, φi) representing
the multipole moment of the i-th (valence) nucleon. Such a coupling was
introduced in order to account for the splitting of the collective vibrational
levels. The degeneracy of the collective states is lifted by an interaction be-
tween collective degrees and single particle degrees of freedom of the atomic
nucleus.
9Although very successful in describing (qualitatively) quantum proper-
ties of atomic nuclei such an approach poses certain problems on a concep-
tual level since there is no logical reason why one should start with a classical
drop model and quantize it when the underlying system is composed of single
quantum particles.
An important disadvantage of such an analysis is that one does not
obtain couplings of the form (1.30) from first principles. Rather one pos-
tulates the existence (a priori there is no collective degree) of the collective
mode and introduces its coupling with the single particle excitations in a
phenomenological manner. We already mentioned that it is a horrendous
difficult task to derive this form of the interaction from first principles in
nuclear physics. As we have seen here as well, there is a certain kind of
ambiguity in the treatment of collective and single particle modes in nu-
clear physics. While these two kinds of excitation are often observed at the
same energies, a common theoretical approach describing both phenomena
is currently lacking.
It would be much more desirable to obtain the collective coordinate and
a justification for effective models like the liquid drop model from a mi-
croscopic starting point that only involves the single particles which build
complex systems like nuclei and their interactions. In such a framework the
above mentioned viscosity of the liquid drops has also effectively to emerge
out of the interaction between individual degrees of freedom. The basic
physical picture is that the nucleons move around coherently and transfer
their collective energy within a certain time to incoherent single particle
motion. The width is thus connected to the question of how fast the en-
ergy is transfered from the collective degree to the single particle degrees
of freedom. Although too difficult for any realistic system like an atomic
nucleus we studied a simple model where we were able to derive the collec-
tive coordinate and its coupling with the coexisting single particle degrees
of freedom. Furthermore we were able to show that the equations of motion
for the quantum system have a certain classical interpretation which might
be seen as a microscopic justification of the usage of phenomenological (e.g.
liquid-drop-like) effective models in complex systems.
10 CHAPTER 1. PRELUDE
Chapter 2
Introduction
Many-body systems show incoherent, single-particle-motion, as well as co-
herent collective motion. Historically this phenomenon received much atten-
tion in nuclear physics where there is a wealth of data providing information
on the coexistence of collective excitations, such as the Giant Dipole Res-
onance (GDR), and single particle excitations [14]. There is also strong
experimental [15] and theoretical [16] evidence that similar effects occur in
fermionic systems different from atomic nuclei. Other examples for collec-
tive motion are vortex-generating rotations and oscillations in Bose-Einstein
condensates [17, 18, 19]. Furthermore collective behavior can also be present
in confined systems such as quantum dots [20, 21].
Coherent, collective motion emerges out of incoherent, single-particle
motion whenever favored by energy conditions. Statistical analysis of spec-
tra in nuclei indicates that chaotic fluctuations are due to single-particle
motion, while collective motion is predominantly regular, for a review see
Ref. [22] and more recent results in Refs. [23, 24]. This generic occurrence
and the coexistence of the two forms of motion pose a fundamental chal-
lenge. Strictly speaking, in a generic many-body system there is not an a
priori separation of the collective motion from the single-particle dynamics.
Taking the three-dimensional Boltzmann gas with hard-wall interactions as
an example, one observes that the dynamics in the phase space of the system
is completely chaotic [25]. Still, we know that the system exhibits regular
collective motion in the form of sound waves. The deep and fascinating
question in this context is therefore to understand from first principles how
the regular motion emerges out of the full phase space chaos [26].
Whenever collective dynamics arises on the classical level one might ex-
pect on the basis of quantum-classical correspondence that this phenomena
should be reflected in the spectral properties of the corresponding quan-
tum many-body Hamiltonian. One way to probe the existence of collective
excitations is to couple the system to a weak external periodic potential
V (X) exp(iωt) depending on a collective mode X. The presence of a collec-
11
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tive excitation can then be usually registered as a spike at certain energies
in the distribution of the transition strengths T (En) between the ground
and other states of the system. Such a large peak can be observed, for in-
stance, in the cross section of electric dipole radiation in atomic nuclei at
high excitation energies, when the GDR is excited. On a phenomenological
level one can obtain such a distribution of the transition strengths from a
doorway-type of Hamiltonian [14, 27]:
H =
N0∑
nc=1
Enc |nc〉〈nc|+
N∑
n,m=1
Hnm|n〉〈m|+
∑
nc,n
Vnnc |nc〉〈n|+ c.c. . (2.1)
Here, the first term describes N0 collective states |nc〉 with energies Enc , the
second term describes the environment of single particle states |n〉 with Hnm
typically modeled by a random matrix. The last term models the interaction
Vnnc between collective and single-particle excitations. The collective states
act as doorways into the other levels of the system. A recent discussion can
be found in Ref. [28]. Although successful in the qualitative description of
collective excitation in nuclei, this model does not provide any explanation of
the physical reasons that lead to the collective behavior. We notice that the
collective and single-particle excitations are separated here from the start,
while collectivity is in fact an emergent phenomena.
Having a classical Hamiltonian whose dynamics exhibits collective mo-
tion, what can be stated about the distribution of the transition strengths
T (En) for the corresponding quantum problem? In particular, it makes
sense to ask under what conditions it is possible to use models like (2.1)
and how the parameters there are related to the classical problem. It is
also of considerable interest to understand the role of chaos in this con-
text [29]. Unfortunately, at present we are lacking a genuine “semi-classical
theory” for the emergence of collective excitations which would allow us
to tackle the problem starting from the corresponding classical dynamics.
The main goal of this thesis is to provide answers to some of the questions
posed above in the framework of a simple integrable model of linearly cou-
pled harmonic oscillators and its non-integrable extension. Integrability of
the system simplifies the treatment immensely. It allows for a clear identi-
fication of a collective coordinate X and an investigation of its dynamical
evolution employing an analogy with the Caldeira-Leggett model [30]. After
we fix the collective coordinate the remaining degrees of freedom are consid-
ered as a bath which is internal, not external as in standard models of the
Caldeira-Leggett-type [31, 32, 33, 34]. As a result, it turns out that the time
evolution of X(t) is fully governed by the equation of motion for a damped
harmonic oscillator of some frequency Ω0 determined by the parameters of
the many-body Hamiltonian. After this we show that under certain condi-
tions on the Hamiltonian of the system the averaged distribution of T (En) is
directly connected to the corresponding classical problem for time evolution
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of X(t). In particular, the distribution of the transition strengths T (En) ex-
hibit spikes at energies En which are close to the energies En = E0 + n~Ω0
— where E0 is the ground state energy — of the collective oscillations, while
the width of these spikes is controlled by the classical decay rate γ of these
oscillations. Even though the considered model does not involve chaotic
features it serves as a testing ground to address the emergence of collective
dynamics in a many-body system. Furthermore, it allows to see the effect
of the absence of dynamical chaos on the distribution of T (En) and to set
up the ground for a perturbative analysis of a non-integrable model.
Beyond the integrable case it turns out that the quantum-classical corre-
spondence can also be established for the non-integrable model as long as one
studies perturbation theory to linear order. The non-integrable model can
in linear order perturbation theory be mapped to the integrable Caldeira-
Leggett model with renormalized Hamiltonian HˆR0 . This means that the
renormalized spreading kernel γR(t) , the oscillator frequency ΩR0 and the
spectral density of the perturbed non-integrable case are fully determined
by the classical dynamics of a renormalized Hamiltonian HˆR0 . Since higher
order terms in the perturbative treatment of the correlation function S(t)
come with higher powers of ~ we take the point of view that the renormalized
Hamiltonian HˆR0 provides the first semi-classical correction to the spectrum
of the collective modes. It is thus possible for us to study the emergence of
collectivity from first principles instead of starting from an effective model.
We actually obtain an effective description of collective phenomena by relat-
ing the time correlator of the collective operator and its Fourier transform
to a purely classical equation. At the same time we keep full control over
the original degrees of freedom. Even though we do this with a simple model
it can be viewed as a justification of the routinely used strategy in nuclear
physics, where effective models are set up classically and then quantized
(e.g. the liquid drop model). Therefore we consider our investigation as an
essential step towards an understanding of the interplay between chaos and
regularity in quantum many body systems.
The thesis is organized as follows. In Sec. 3.1 we introduce our model and
map it to a Caldeira-Leggett-like system. In order to illustrate the general
procedure we treat the special configuration of two simple coupled chains
in Sec. 3.2. In Sec. 3.3 we derive the equation of motion for the collective
coordinate and obtain an expression for the spectral density which encodes
the crucial physical properties of our model. In Sec. 3.4 we investigate the
distribution of transition strengths between the ground state and excited
states and relate the result to the dynamics of collective motion. In Sec. 4.1
we derive a generally valid expression for the correlation function S(t) up to
second order perturbation theory in λ and test the formalism in the Caldeira-
Legget case in Sec. 4.2. After that, in Sec. 4.3 follows a general discussion
about the treatment of a non-integrable model in that framework. In chapter
5 we investigate the full non-integrable case up to leading order perturbation
14 CHAPTER 2. INTRODUCTION
theory and analyze its connection to classical dynamics. In appendix A we
introduce the Feynman-Vernon theory which was used for the analysis of
the Caldeira-Leggett model in appendix B. In appendix C we calculate the
Fourier transform of the correlation function S(t) for the Caldeira-Leggett
model as a test case. In appendix D we calculate the Fourier transform of
S(t) in an alternative way in order to identify the information regarding the
spreading kernel in a perturbative framework.
Chapter 3
Integrable model
In Sec. 3.1 we introduce our model and map it to a Caldeira-Leggett-like
system. For the convenience of the reader the Caldeira-Leggett model is
briefly reviewed in appendix B. In order to illustrate the general procedure
we treat the special configuration of two simple coupled chains in Sec. 3.2.
In Sec. 3.3 we derive the equation of motion for the collective coordinate
and obtain an expression for the spectral density which encodes the crucial
physical properties of our model. In Sec. 3.4 we investigate the distribution
of transition strengths between the ground state and excited states and
relate the result with the dynamics of collective motion.
3.1 Coupled chains of oscillators
In Sec. 3.1.1 we define the model. After defining a collective coordinate we
map the system onto a Caldeira-Leggett-like model in Sec. 3.1.2.
3.1.1 The model
We consider two identical chains of one-dimensional coupled harmonic os-
cillators each consisting of N particles with positions x
(1)
j , j = 1 . . . N and
momenta p
(1)
j , j = 1 . . . N as well as x
(2)
j and p
(2)
j , respectively. They are
ordered in vectors x(1), x(2), p(1) and p(2). The chains are coupled by an
interaction Hint. When the coupling is “switched off” i.e., Hint = 0 these
two chains are governed by the Hamiltonians
HI =
1
2m
(
p(1),p(1)
)
+
(
x(1),W x(1)
)
,
HII =
1
2m
(
p(2),p(2)
)
+
(
x(2),W x(2)
)
, (3.1)
15
16 CHAPTER 3. INTEGRABLE MODEL
where the notation (·, ·) stands for the scalar product. In the coordinate
representation, we have
(
p(1),p(1)
)
=
N∑
i=1
(p
(1)
i )
2,
(
p(2),p(2)
)
=
N∑
i=1
(p
(2)
i )
2, (3.2)
while the potential terms describing the interactions of different particles
within the chains can be written as(
x(1),W x(1)
)
=
N∑
i,j=1
x
(1)
i Wijx
(1)
j ,
(
x(2),W x(2)
)
=
N∑
i,j=1
x
(2)
i Wijx
(2)
j . (3.3)
We assume that such interactions are given by a shift invariant matrix Wij =
W(i+n)modN (j+n)modN which, in addition, satisfies translational symmetry
condition
∑N
i=1Wij = 0. This implies that for uncoupled chains the non-
interacting degrees of freedom are phonons.
After introducing the coupling between the two chains the total Hamil-
tonian of the system becomes
H = HI +HII +Hint, (3.4)
where the interaction term
Hint =
N∑
i,j=1
Kij
(
x
(1)
i − x(2)j
)2
=
N∑
i,j=1
Kij
(
(x
(1)
i )
2 + (x
(2)
j )
2
)
− 2
N∑
i,j=1
Kijx
(1)
i x
(2)
j (3.5)
is determined by positive symmetric coupling constantsKij . In what follows,
we assume that H(x(1),p(1),x(2),p(2)) is a non-negative function. This guar-
antees that the motion of the whole system remains bounded for all times.
We notice that we do not make a similar requirement for HI(p
(1),x(1)) and
HII(p
(2),x(2)).
3.1.2 Mapping onto a Caldeira-Leggett-like model
In what follows we study the dynamics of the collective coordinate X defined
as the difference between the center of masses of two chains scaled with the
factor
√
N/2
X =
1√
2N
N∑
i=1
x
(1)
i −
1√
2N
N∑
i=1
x
(2)
i . (3.6)
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To this end we map the general problem (3.4) of two coupled chains of har-
monic oscillators to a model of Caldeira-Leggett type, where X is coupled to
the “bath” provided by the remaining degrees of freedom. This formulation
provides an intuitive description for the dynamics of the collective coordi-
nate in the process of transferring energy from X to the bath coordinates.
Such an interpretation, however, has to be used carefully because the en-
ergy transfer happens inside the full system and a precise definition of the
bath depends not only on the form of the Hamiltonian (3.4), but also on the
choice of the collective coordinate.
As a first step, we introduce the new set of canonical coordinates and
momenta
c
(1)
i =
N∑
n=1
Ainx
(1)
n , χ
(1)
i =
N∑
n=1
Ainp
(1)
n , (3.7)
c
(2)
i =
N∑
n=1
Ainx
(2)
n , χ
(2)
i =
N∑
n=1
Ainp
(2)
n , (3.8)
such that HI and HII become diagonal
HI =
N∑
i=1
(
(χ
(1)
i )
2
2m
+
mω2i (c
(1)
i )
2
2
)
, (3.9)
HII =
N∑
i=1
(
(χ
(2)
i )
2
2m
+
mω2i (c
(2)
i )
2
2
)
, (3.10)
where Ain are the elements of the matrix A that diagonalizes W
AWAT =
m
2
Ω2, Ω = diag(ω1, . . . , ωN ). (3.11)
For the translational invariant matrix W used in this model the diagonal-
ization matrix A is given by [35]
Aj1 =
√
1
N
, Ajm =
√
2
N
cos
(
pi(m− 1)
N
(
j − 1
2
))
, (3.12)
with indices m = 2, . . . N and j = 1, . . . N .
We express the interaction part of the two chains in the new coordinates.
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For the first term in equation (3.5) we obtain
N∑
i,j=1
Kij((x
(1)
i )
2 + (x
(2)
j )
2) =
N∑
i,j=1
Kij(x
(1)
i )
2 +
N∑
i,j=1
Kji(x
(2)
j )
2
︸ ︷︷ ︸∑
i,j=1 Kij(x
(2)
i )
2
=
N∑
i,j,m,n=1
Kij(AinAimc
(1)
n c
(1)
m +AinAimc
(2)
n c
(2)
m )
=
N∑
n,m=1
N∑
i=1
kˆiAinAim(c
(1)
n c
(1)
m + c
(2)
n c
(2)
m ) (3.13)
where we introduced kˆi =
∑N
j=1 Kˆij and Kˆij = δij kˆj . Simplifying this
further via
N∑
i=1
kˆiAinAim =
N∑
i=1
kˆiA
T
niAim =
N∑
i=1
ATnikˆiAim
=
N∑
i,l=1
ATniδilkˆlAlm =
N∑
i,l=1
ATniKˆilAlm
= AT KˆA = K˜α (3.14)
we get
N∑
i,j=1
Kij((x
(1)
i )
2 + (x
(2)
j )
2) =
N∑
n,m=1
K˜αn,m(c
(1)
n c
(1)
m + c
(2)
n c
(2)
m ). (3.15)
Treating the second term in equation (3.5) in an analogous way we obtain
N∑
i,j=1
Kijx
(1)
i x
(2)
j =
N∑
i,j,n,m=1
KijAniAjm c
(1)
n c
(2)
m
=
N∑
i,j=1
N∑
n,m=1
KijAniAjm︸ ︷︷ ︸
K˜βnm=
∑
i,j=1KijA
T
niAjm
c(1)n c
(2)
m
=
N∑
n,m=1
K˜βnmc
(1)
n c
(2)
m
=
1
2
N∑
n,m=1
K˜βnm(c
(1)
n c
(2)
m + c
(1)
m c
(2)
n )
=
1
2
(
(c(1), ATKA c(2)) + (c(1), ATKA c(2))
)
=
1
2
(
(c(1), K˜β c(2)) + (c(1), K˜β c(2))
)
, (3.16)
3.1. COUPLED CHAINS OF OSCILLATORS 19
where we used that
∑N
n,m=1 K˜
β
nmc
(1)
n c
(2)
m =
∑N
i,j=1 K˜
β
nmc
(1)
m c
(2)
n .
Thus we get for the interaction part of the Hamiltonian
Hint =
(
c(1), K˜αc(1)
)
+
(
c(2), K˜αc(2)
)
−
(
c(1), K˜βc(2)
)
−
(
c(1), K˜βc(2)
)
,
(3.17)
where c(1), c(2) are vectors with components c
(1)
n , c
(2)
n and K˜α, K˜β are the
matrices defined by
K˜α = AT KˆA, K˜β = ATKA, (3.18)
with Kˆij = δij kˆj . After transforming the coordinates and momenta accord-
ing to
d(1)n =
(
c
(1)
n − c(2)n
)
√
2
, d(2)n =
(
c
(1)
n + c
(2)
n
)
√
2
, (3.19)
η(1)n =
(
χ
(1)
n − χ(2)n
)
√
2
, η(2)n =
(
χ
(1)
n + χ
(2)
n
)
√
2
(3.20)
we obtain
c(1)n c
(2)
m + c
(1)
m c
(2)
n =
1
2
(
(d(1)n + d
(2)
n )(d
(2)
m − d(2)m ) + (d(1)m + d(2)m )(d(2)n − d(2)n )
)
= d(2)m d
(2)
n − d(1)n d(1)m . (3.21)
The momenta transform in an analogous way. With this we get
N∑
ij=1
Kij
(
(x
(1)
i )
2 + (x
(2)
i )
2
)
=
N∑
nm=1
K˜αnm
(
d(1)n d
(1)
m − d(2)n d(2)m
)
(3.22)
and
N∑
ij=1
Kij x
(1)
i x
(2)
j =
1
2
N∑
nm=1
K˜βnm
(
d(2)m d
(2)
n − d(1)n d(1)m
)
. (3.23)
From this we obtain for Hint
N∑
ij=1
Kij
(
(x
(1)
i )
2 + (x
(2)
i )
2
)− 2 N∑
ij=1
Kij x
(1)
i x
(2)
j
=
N∑
nm=1
K˜αnm
(
d(1)n d
(1)
m − d(2)n d(2)m
)− N∑
nm=1
K˜βnm
(
d(2)m d
(2)
n − d(1)n d(1)m
)
=
N∑
nm=1
(
K˜αnm + K˜
β
nm
)
d(1)n d
(1)
m +
(
K˜αnm − K˜βnm
)
d(2)n d
(2)
m , (3.24)
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where we defined K˜ = K˜α + K˜β, K¯ = K˜α− K˜β, hence the interaction term
can be cast into the form
Hint =
(
d(1), K˜d(1)
)
+
(
d(2), K¯d(2)
)
. (3.25)
With this new set of canonical coordinates the Hamiltonian becomes
H =
N∑
i=1
(
(η
(1)
i )
2
2m
+
(η
(2)
i )
2
2m
)
+
m
2
N∑
i=1
(
ω2i (d
(2)
i )
2 + ω2i (d
(1)
i )
2
)
+
N∑
n,m=1
K˜nmd
(1)
n d
(1)
m +
N∑
n,m=1
K¯nmd
(2)
n d
(2)
m
=
1
2m
(
η(1), η(1)
)
+
(
d(1),
m
2
Ω2 + K˜d(1)
)
+
1
2m
(
η(2), η(2)
)
+
(
d(2),
m
2
Ω2 + K¯d(2)
)
. (3.26)
We notice that the collective coordinate and momentum are just
X = d
(1)
1 , P = η
(1)
1 (3.27)
and the corresponding frequency is ω1 = 0. We therefore find
N∑
m,n=1
K˜nm d
(1)
n d
(1)
m =
N∑
m=1
(
K˜1m d
(1)
1 d
(1)
m +
N∑
n=2
K˜nm d
(1)
m d
(1)
n
)
= K˜11d
(1)
1 d
(1)
1 +
N∑
n=2
K˜n1d
(1)
1 d
(1)
n +
N∑
m=2
K˜1m︸︷︷︸
K˜m1
d
(1)
1 d
(1)
m
+
N∑
m,n=2
K˜nmd
(1)
m d
(1)
n
= K˜11(d
(1)
1 )
2 + 2
N∑
n=2
K˜n1d
(1)
1 d
(1)
n +
N∑
m=2
K˜nmd
(1)
m d
(1)
n
= K˜11X
2 +X
N∑
n=2
K˜n1d
(1)
n +
N∑
m=2
K˜nmd
(1)
m d
(1)
n . (3.28)
Since X couples only to the coordinates d
(1)
n , the part of H which depends
on d(2), η(2) can be disregarded when the dynamics of the collective mode is
considered. Consequently, the relevant part of the Hamiltonian is given by
H ′ =
P 2
2m
+ K˜11X
2 +X
N∑
n=2
K˜n1d
(1)
n +
N∑
n=2
(η
(1)
n )2
2m
+
N∑
m,n=2
(
K˜nm +
mω2nδnm
2
)
d(1)n d
(1)
m ., (3.29)
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This already strongly resembles the Caldeira-Legget model but with the
non-diagonal bath Hamiltonian
Hbath =
N−1∑
n=1
(η
(1)
n+1)
2
2m
+
N−1∑
n,m=1
Bnmd
(1)
n+1d
(1)
m+1, (3.30)
where the elements of the (N − 1)× (N − 1) matrix B are given by
B(n−1)(m−1) = K˜nm +
mω2nδnm
2
, n,m = 2, . . . N. (3.31)
To cast the bath Hamiltonian into diagonal form, we introduce yet another
set of the coordinates ξi =
∑N−1
j=1 Ujid
(1)
j+1 ⇔ d(1)i+1 =
∑N−1
j=1 Ui,jξj and νi =∑N−1
j=1 Ujiη
(1)
j+1 ⇔ η(1)i+1 =
∑N−1
j=1 Ui,jνj , where U is the orthogonal matrix
(Uji = U
T
ij ) diagonalizing B,
UTBU =
m
2
Ω˜2, (3.32)
Ω˜ = diag(ω˜1, . . . ω˜N−1). With this choice of coordinates Hbath reads
Hbath =
N−1∑
n=1
(η
(1)
n+1)
2
2m
+
m
2
N−1∑
n,m=1
Bnmd
(1)
n+1d
(1)
m+1
=
N−1∑
n,l,k=1
Un,lνl Un,kνk
2m
+
m
2
N−1∑
n,m,l,k=1
(
BnmUm,lξlUn,kξk
)
=
N−1∑
n,l,k=1
Un,l Un,kνlνk
2m
+
m
2
N−1∑
n,m,l,k=1
UTk,nBnmUm,lξlξk
=
N−1∑
n,l,k=1
1
2m
δlk︷ ︸︸ ︷
N−1∑
n=1
Ul,n Un,k νlνk
+
m
2
N−1∑
n,m,l,k=1
ξTk U
T
k,nBnmUm,l︸ ︷︷ ︸
ω˜2n δnm
ξl
=
N−1∑
l=1
ν2l
2m
+
m
2
N−1∑
n,m,l,k=1
ω˜2nδnmξ
2
l δlk
=
N−1∑
l=1
ν2l
2m
+
m
2
N−1∑
n,m=1
ω˜2nδnm
N−1∑
l,k=1
ξ2l δlk
=
N−1∑
n=1
ν2n
2m
+
m
2
N−1∑
n=1
ω˜2n
N−1∑
l=1
ξ2l =
N−1∑
n=1
ν2n
2m
+
m
2
N−1∑
n=1
ω˜2nξ
2
n,
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which gives us
Hbath =
N−1∑
n=1
(
ν2n
2m
+
m
2
ω˜2nξ
2
n
)
. (3.33)
Now we have to perform the transformation in the part of the Hamilto-
nian that represents the interaction between the bath coordinates and the
collective degree of freedom,
X
N−1∑
n=1
kndn+1 = X
N−1∑
n,m=1
Unmknξm = X(l, ξ) , (3.34)
where we defined the vectors k and l = UTk with the components
lm =
N−1∑
n=1
UTmnkn, kn = K˜1(n+1), n = 1, . . . N − 1. (3.35)
Putting all the expressions together we finally arrive at the following Caldeira-
Legget form for our model
H ′ =
P 2
2m
+ K˜11X
2 +X
N−1∑
m=1
lmξm +
N−1∑
n=1
(
ν2n
2m
+
1
2
mω˜2nξ
2
n
)
. (3.36)
This Hamiltonian describes an effective particle moving in a harmonic po-
tential and also interacting with a heat bath. We emphasize again that
contrary to the Caldeira-Legget model the bath is part of the system and
not an external configuration of particles. The spreading of the collective
motion is a result of a redistribution of energy and not an actual loss of en-
ergy as in models with an external bath. Furthermore, our model possesses
only a finite number of degrees of freedom which eventually causes a return
of energy into the collective mode. However, since the volume of available
phase space grows exponentially, the recurrence time will be much longer
than the spreading time for a sufficiently large number of particles.
3.2 Chain with next neighbor coupling
Below we illustrate the above mapping procedure for a simple example,
where the resulting Hamiltonian (3.36) can be written down explicitly. We
consider a system of two chains with next neighbor interaction coupled at
one point. The Hamiltonian for that system reads
H =
N∑
j=1
1
2m
(
(p
(1)
j )
2 + (p
(2)
j )
2
)
+
α
2
(
x
(1)
1 − x(2)1
)2
+
mω20
2
N∑
j=1
(
(x
(1)
j − x(1)(j+1)modN )2 + (x
(2)
j − x(2)(j+1)modN )2
)
, (3.37)
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where Kij = (α/2)δi1δj1 are the coupling constants.
The eigenfrequencies for a free chain of N oscillators with the next-
neighbor interaction as in (3.37) are given by [35]
ωk = 2ω0
∣∣∣∣sin pi(k − 1)2N
∣∣∣∣ , k = 1, ..., N. (3.38)
with the corresponding eigenvectors given by (3.12). As described in section
3.1.2 we define the set of new coordinates di and consider the part of the
Hamiltonian H ′ which only contains the couplings between the dj ’s and
X = d1. Straightforward calculations then yield
H ′ =
P 2
2m
+
α
N
X2 +
α√
N
X(a,d) +Hbath , (3.39)
where a = (A12, ..., A1N ) and the bath Hamiltonian is given by
Hbath =
1
2m
(η, η) +
(
d,
(m
2
Ω2 + α a⊗ aT
)
d
)
(3.40)
with Ω2 being the diagonal matrix of the eigenvalues ω2k and “⊗” being the
ordinary tensor product. Diagonalization of the bath leads to
H ′ =
P 2
2m
+
2α
N
X2 +X
N∑
n=2
Cn(α)ξn +
N∑
n=2
(
ν2n
2m
+
mω˜2nξ
2
n
2
)
(3.41)
with the coupling coefficients
Cn(α) =
√
2α
N
(
N∑
k=2
cos2(pi(k−1)2N )
(ω˜2n − ω2k)2
)−1/2 N∑
k=2
cos2(pi(k−1)2N )
ω˜2n − ω2k
, (3.42)
where the implicit equation
4α
Nm
N∑
k=2
cos2
(
pi(k−1)
2N
)
ω˜2j − ω2k
= 1 (3.43)
yields the eigenfrequencies ω˜j .
3.3 Dynamics of the collective coordinate
We return to the general case. So far we mapped the Hamiltonian system of
two coupled chains of harmonic oscillators to the Caldeira-Leggett model.
The next step is to consider the time evolution of the collective mode X(t)
induced by the Hamiltonian (3.36). The full quantum mechanical solution
of the problem would require calculating the time evolution for a reduced
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density-matrix ρˆrd(X) of the collective coordinate. While such an analysis
is certainly possible along the lines of Ref. [30, 36, 37, 38] (see also Appendix
B), for our purposes it will be sufficient to consider the most basic collective
dynamical properties captured by the time evolution of the expectation value
for the quantized collective observable Xˆ
〈Xˆ(t)〉 := Tr(ρˆXˆ(t)) , (3.44)
where ρˆ is the full density matrix. In this case the problem simplifies, since
one can deduce the time evolution equation for 〈Xˆ(t)〉 from the correspond-
ing equation for the time evolution of the quantum operator Xˆ(t) [39]. It
is worthwhile to mention that, since Hˆ ′ contains only quadratic terms, the
resulting equation of motion for 〈Xˆ(t)〉 coincides with the corresponding
equation of motions for the classical observable X(t) obtained for the clas-
sical Hamiltonian H ′. Below we give a short derivation of this equation and
analyze its solution for certain types of initial conditions for ρˆ.
The Heisenberg equations for our system read
˙ˆ
X(t) =
i
~
[Hˆ ′, Xˆ(t)] =
Pˆ
m
, (3.45)
˙ˆ
P (t) =
i
~
[Hˆ ′, Pˆ (t)] = −2K˜11Xˆ +
N−1∑
n=1
lnξˆn(t), (3.46)
˙ˆ
ξn(t) =
i
~
[Hˆ ′, ξˆn(t)] =
νˆn
m
, (3.47)
˙ˆνn(t) =
i
~
[Hˆ ′, ξˆn(t)] = −mω˜2nξˆn(t) + lnXˆ(t). (3.48)
From these equations one immediately obtains
m
¨ˆ
X(t) + 2K˜11Xˆ −
N−1∑
n=1
lnξˆn(t) = 0 (3.49)
and
m
¨ˆ
ξn(t) +mω˜
2
nξˆn(t)− lnXˆ(t) = 0, n = 1, . . . N − 1. (3.50)
We now use the representation of the momentum and coordinate operators
at time zero in terms of creation and annihilation operators
ξˆn(0) =
√
~
2mω˜n
(bˆn + bˆ
†
n), νˆn(0) = −i
√
m~ω˜n
2
(bˆn − bˆ†n). (3.51)
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With these initial conditions the solution of equation (3.50) takes the form
ξˆn(t) =
√
~
2mω˜n
(e−iω˜ntbˆn + eiω˜ntbˆ†n)
+
ln
mω˜n
t∫
0
ds sin(ω˜n(t− s))Xˆ(s). (3.52)
Using this to eliminate the bath-modes from the equation (3.49), we obtain
¨ˆ
X(t) +
2K˜11
m
Xˆ − 2
m
t∫
0
∞∫
0
ds dω˜ σ(ω˜) sin(ω˜(t− s)) Xˆ(s) = Fˆ (t)
m
(3.53)
where
Fˆ (t) =
N−1∑
n=1
ln
√
~
2mω˜n
(e−iω˜ntbˆn + eiω˜ntbˆ†n) (3.54)
is the force operator that acts on the collective coordinate and
σ(ω˜) =
N−1∑
n=1
l2n
2mω˜n
δ(ω˜ − ω˜n) (3.55)
is the spectral density. We further rewrite the part describing the dissipation
as
− 2
m
t∫
0
∞∫
0
ds dω˜ σ(ω˜) sin(ω˜(t− s))Xˆ(s) =
t∫
0
dγ(t− s)
dt
Xˆ(s)ds, (3.56)
where we defined the damping-kernel as
γ(t− s) = 2
m
∞∫
0
dω˜
σ(ω˜)
ω˜
cos(ω˜(t− s)). (3.57)
After inserting this term into equation (3.53) we arrive at
d2Xˆ(t)
dt2
+
2K˜11
m
Xˆ(t) +
t∫
0
ds γ˙(t− s)Xˆ(s) = 1
m
Fˆ (t) . (3.58)
We now use equation (3.58) to obtain the evolution equation for the expec-
tation value (3.44) of Xˆ for some class of initial states ρˆ. We assume that
the initial conditions for ρˆ satisfy
〈Xˆ(0)〉 = 0 , 〈Pˆ (0)〉 = P0 , 〈bˆn〉 = 〈bˆ†n〉 = 0 . (3.59)
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Here we have used the notation 〈Aˆ〉 := Tr(ρˆAˆ) for the expectation value
of an observable Aˆ. Under these assumptions equation (3.58) yields for the
expectation value of Xˆ
d2〈Xˆ(t)〉
dt2
+ Ω20〈Xˆ(t)〉+
t∫
0
ds γ(t− s)d〈Xˆ(s)〉
ds
= 0 , (3.60)
where Ω20 = 2K˜11/m − γ(0) and the term γ(0) is a renormalization of the
potential resulting from the interaction between the collective mode and the
bath. Equation (3.60) is a classical damping equation which together with
the initial conditions (3.59) describes the time development of the collective
mode. It is straightforward to see that one obtains precisely the same equa-
tion for classical time evolution of X under the classical Hamiltonian flow
induced by H ′ if the initial conditions are fixed as
X(0) = 0 , P (0) = P0 , ξi = 0 , νi = 0 , i = 1, . . . N − 1 . (3.61)
We notice that the entire information on the time evolution of 〈Xˆ(t)〉 is
encoded in the damping kernel γ. If γ(t) = γ0δ(t), that is, if the system has
no “memory”, the above equation describes the damped harmonic oscillator
of frequency Ω0 with the damping coefficient γ0.
Since (3.60) is a linear equation, we can easily construct its solution for
a general kernel γ(t). To this end we consider a slightly different equation
d2〈Xˆ(t)〉
dt2
+ Ω20〈Xˆ(t)〉+
∞∫
−∞
ds Θ(t− s)γ(t− s)d〈Xˆ(s)〉
ds
=
P0
m
δ(t), (3.62)
with the initial conditions
〈Xˆ(−∞)〉 = 0, 〈Pˆ (−∞)〉 = 0. (3.63)
at time t = −∞. Θ(t − s) denotes the Heaviside step function. Equation
(3.62) describes thus the system which stays at rest for all times t < 0 and
then gets a “kick” at the time t = 0. After this it acquires a momentum P0
and continues to evolve according to equation (3.60). Obviously both, equa-
tion (3.60) and equation (3.62), give the same solution for positive times.
We can solve equation (3.62) employing the pair of Fourier transforms
〈Xˆ(t)〉 =
∞∫
−∞
X˜(ω) e−iωtdω, X˜(ω) =
1
2pi
∞∫
−∞
〈Xˆ(t)〉 eiωtdt. (3.64)
Applying the Fourier transformation to both sides of equation (3.62) we find
the following expression
X˜(ω) =
P0
2pim(Ω20 − ω2 − iωγ˜(ω))
, (3.65)
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where γ˜(ω) is defined as
γ˜(ω) :=
∞∫
0
γ(s)eiωsds. (3.66)
Therefore the solution of the homogeneous system becomes
〈Xˆ(t)〉 = P0
2pim
∞∫
−∞
eiωt
Ω20 − ω2 − iωγ˜(ω)
dω . (3.67)
As one can see from equations (3.66) and (3.67), the dynamics of the
collective mode is encoded in the spectral density σ(ω). It is thus impor-
tant to relate σ(ω) to the interaction matrix K˜ appearing in the original
Hamiltonian (3.29). Recalling the definition (3.55) of σ and using k = U l
we obtain
σ(ω) = − 1
2pimω
Im
(
N−1∑
n=1
lnl
∗
n
ω − ω˜n + i
)
= − 1
2pimω
Im
(
N−1∑
n=1
[
l⊗ lT ]
n,n
ω − ω˜n + i
)
= − 1
2pimω
ImTr
[
k⊗ kT
ω1− ( 2mB)1/2 + i
]
(3.68)
where l ⊗ lT , k ⊗ kT stands for the tensor product between l and lT
(resp. k and kT ). The last expression can be rewritten in terms of a scalar
product,
σ(ω) = − 1
2pimω
Im
(
k,
1
ω1− (Ω2r + 2mK˜r)1/2 + i
k
)
, (3.69)
where Ωr, K˜r are (N−1)×(N−1) matrices obtained from Ω, K˜ by deleting
the first row and the first column, respectively. We have now a formal
expression for the spectral density of our general model. Two remarks are
in order. First the collective coordinate becomes completely decoupled from
the bath if and only if k = 0. Since the components of k can be written as
ki =
2√
N
N∑
j=1
kˆjAj(i+1) , (3.70)
the above condition is equivalent to the requirement that the kˆi =
∑N
j=1Kij
take the same value for all i. In particular, there is no damping if Kij =
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const. We notice that given a splitting of the interactions: Kij = K + δKij
into “constant” and “fluctuating” parts of the interaction, only δKij con-
tributes to k. Second, by adding the term K0X
2 to the Hamiltonian (4.1)
one can adjust the collective frequency Ω˜0 without changing the spectral
density σ. This additional term can be incorporated into HI , HII , Hint such
that the overall structural form of H remains intact. Note that this “renor-
malization” results in a shift of the spectrum Ωr of the chain Hamiltonians
HI , HII which is compensated by the shift of the interaction term K˜r by a
diagonal matrix, such that the matrix B (resp. σ) does not change.
The form (3.69) for the density σ hinders an exact treatment for a general
form of interaction matrix K. However, if we assume that the fluctuation
part of couplings matrix elements are small |δKij |  m|ω2n+1 − ω2n|, we can
approximate the density function by
σ(ω) =
N−1∑
n=1
k2n
2mω
δ
(
ω −
√
ω2n + 2NK/m
)
, (3.71)
where {ωn} is the phononic spectrum of the noninteracting chains and the
kn’s are determined solely by δKij . The expression (3.71) can be interpreted
to the extent that after introducing the interaction between the two chains
the phonons acquire a “mass”. Assuming that kn are uniformly distributed,
the behavior of σ(ω) is determined by the spectral density of the phonon
frequencies ωn. In particular, in the case of an Ohmic law distribution for
the ωn this leads to σ(ω) ∼ ωΘ(ω− 2Nm K) at low frequencies. Furthermore, if
K = 0 this in turn implies that γ(t) is localized at t = 0 and equation (3.60)
can be approximated by the differential equation describing time evolution
of a harmonic oscillator with a friction.
3.4 Transition strength and collective excitation
In the previous section, we derived an equation of motion that describes
the damping of the collective excitation. As we mentioned already, the
quantum evolution governed by equation (3.60) coincides with the classical
evolution of X(t) if the initial conditions are defined in an appropriate way.
In this section we consider the problem of existence of quantum collective
states in the spectrum of the system. One way to probe such collective
excitations is to couple the system to an external weak periodic potential
v(X, t) ∼ A(X) cos(ωt) depending on the collective variable X. Assuming
that the coupling is weak, the energy absorption rate in the first order
perturbation theory will be determined by the following spectral function
S˜A(ω) =
∞∑
n=0
〈0|A(Xˆ)|n〉|2 δ
(
ω − En − E0
~
)
, (3.72)
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with Tn = |〈0|A(Xˆ)|n〉|2 being the transition strengths between the ground
state with energy E0 and n-th state with energy En. The collective states can
then be defined, as states having large transition strengths Tn. Accordingly,
the spectral function (3.72) keeps the information about the existence of
collective modes in the system. Equivalently, one can consider the Fourier
transform of S˜A(ω), which is given by the time correlation of A(Xˆ)
SA(t) = 〈0|A(Xˆ(t))A(Xˆ(0))|0〉. (3.73)
On an intuitive level one might expect that the averaged transition strengths
Tn should exhibit spikes for the energies En corresponding to collective mo-
tion. Below we show that under certain conditions this is indeed the case
and the dynamical equation (3.60), in fact, determines the form of the time
correlations SA(t).
3.4.1 Transition strengths induced by Xˆ
Let us first consider the case of the observable A(X) = X. We calculate the
time correlator
S(t) = 〈0|Xˆ(t)Xˆ(0)|0〉. (3.74)
Since we are dealing here with a system of coupled harmonic oscillators
it is useful to consider the set of normal coordinates (qn, pn) where the
Hamiltonian (3.26) becomes diagonal [40],
Hˆ =
2N∑
i=1
(
pˆ2i
2m
+
mω¯2i qˆ
2
i
2
)
=
2N∑
i=1
~ω¯i
(
aˆ†i aˆi +
1
2
)
(3.75)
Here qˆi, pˆi are the position and the momentum operators corresponding
to (qi, pi), with aˆ
†
i , aˆi being the creation and the annihilation operators,
respectively. The frequencies ω¯i are the eigenfrequencies of the full system.
Since the connection between old coordinates X, {di}, {d¯i} and new {qi}
coordinates is given by a linear transformation, we can assume that
Xˆ =
2N∑
i=1
c˜iqˆi (3.76)
with some coefficients c˜i. Substituting (3.76) into (3.74) we obtain
S(t) = 〈0|Xˆ(t)Xˆ(0)|0〉
= 〈0| exp(iHˆt/~)Xˆ(0) exp(−iHˆt/~)Xˆ(0)|0〉
=
∞∑
n=0
|〈0|Xˆ(0)|n〉|2 exp
(
i
(E0 − En)t
~
)
=
~
2m
2N∑
n=1
c˜2n
ω¯n
exp(−iω¯nt) , (3.77)
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where we used the relations qˆi =
√
~/2mω¯i(aˆ†i+aˆi) to calculate the transition
strength between the ground state |0102 . . . 02N 〉 = |0〉 and excited states
|n1n2 . . . n2N 〉 = |n〉. Taking then the Fourier transform of S(t) leads to
S˜(ω) =
∞∑
n=0
|〈0|Xˆ(0)|n〉|2δ(ω − ω¯n) = ~
2m
2N∑
n=1
c˜2n
ω¯n
δ(ω − ω¯n) . (3.78)
Although S˜(ω) is a quantum mechanical object, we will show now that it
is possible to relate it to the dynamics of a purely classical damped har-
monic oscillator. To this end we consider the time evolution of the collective
coordinate X under the Hamiltonian H with the following initial conditions:
X˙(0) =
P0
m
, X(0) = 0, di = 0, d˙i(0) = 0, ∀i > 1. (3.79)
As has been explained in the previous section, the dynamical evolution of
X(t) with such boundary conditions is governed by equation (3.60) for the
classical damped oscillator. On the other hand, we can express this solution
in the diagonalizing coordinates q as follows. The time evolution of qn(t) is
given by
qn = An sin(ω¯nt) . (3.80)
where the constants An are fixed by the initial conditions (3.79):
q˙n(0) = Anω¯n =
P0
m
c˜∗n. (3.81)
Accordingly, for the time evolution of X(t) we obtain
X(t) =
2N∑
n=1
c˜nqn(t) =
P0
m
2N∑
n=1
|c˜n|2
ω¯n
sin(ωnt). (3.82)
Comparing equations (3.82) and (3.78), we see that the classical quantity
X(t) and the imaginary part of S(t) are related via
S1(t) := ImS(t) = − ~
2m
2N∑
n=1
|c˜n|2
ω¯n
sin(ω¯nt) = − ~
2P0
X(t). (3.83)
Taking the Fourier transform of S1(t) yields
S˜1(ω) =
i~
2m
2N∑
n=1
|c˜n|2
2ω¯n
(δ(ω − ω¯n)− δ(ω + ω¯n)) = − i~
P0
ImX˜+(ω) (3.84)
where X˜+(ω) is given by the right-hand side of equation (3.65) via X˜(ω) =
X˜+(ω) + X˜−(ω) . This can be seen by taking the Fourier transform of X(t)
X˜(ω) =
1
2pi
∞∫
−∞
dt exp(iωt)X(t) (3.85)
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from which follows that
X˜+(ω) =
1
2pi
∞∫
0
dt exp(iωt)X(t) (3.86)
and
X˜−(ω) =
1
2pi
0∫
−∞
dt exp(iωt)X(t) =
1
2pi
0∫
∞
(−dt) exp(−iωt)X(−t)
= − 1
2pi
∞∫
0
dt exp(−iωt)X(t) = −(X˜+(ω))∗, (3.87)
where we used that X(t) = −X(−t). Thus we have
X˜(ω) = X˜+(ω)− (X˜+(ω))∗ = 2i ImX˜+(ω),
from which we conclude that
S1(t) = − ~
2P0
X(t)⇒ S˜1(ω) = − ~
2P0
X˜(ω) = − i~
P0
ImX˜+(ω), (3.88)
which is precisely relation (3.84). Furthermore, comparing the expression
(3.84) with (3.78) we recognize the connection
S˜(ω) = 2iΘ(ω)S˜1(ω) =
2~
P0
Θ(ω)ImX˜+(ω), (3.89)
where Θ(ω) denotes the Heaviside step function. This can be also written
explicitly as
S˜(ω) =
~
pim
Θ(ω)Im
(
1
Ω20 − ω2 − iωγ˜(ω)
)
. (3.90)
It is worth noticing that this expression for S˜(ω) can also be derived using
the fluctuation-dissipation theorem. Suppose at a certain moment a weak
time dependent perturbation δHˆ = Xˆ Fext(t) is added to the Hamiltonian
(4.1). Under this external perturbation the system will be driven away from
the ground state. Considering the linear response of the system to δHˆ,
it follows (see e.g., [39]) that the averaged displacement of the collective
coordinate is given by
〈Xˆ(t)〉 =
∞∫
−∞
dt′ χ(t− t′)Fext(t′), (3.91)
32 CHAPTER 3. INTEGRABLE MODEL
where the integration kernel is given by ~χ(t) = −2Θ(t)Im〈0|Xˆ(t)Xˆ(0)|0〉 =
−2Θ(t)S1(t). On the other hand, from the previous section we know that for
any force Fext(t) (not necessary weak) the evolution of 〈Xˆ(t)〉 is described
by the equation:
d2〈Xˆ(t)〉
dt2
+ Ω20〈Xˆ(t)〉+
t∫
0
ds γ(t− s)d〈Xˆ(s)〉
ds
=
Fext(t)
m
. (3.92)
Taking the Fourier transform from both sides of this expression and com-
paring the result with the Fourier transformed equation (3.91) leads then to
(3.90).
From equation (3.90) we clearly see that the information on the distri-
bution of the transition strengths is stored in the damping kernel γ(t) of
the purely classical equation for the time evolution of the collective mode.
One should note, however, that S˜(ω) is not a smooth function but a sum
of distributions with wildly fluctuating strength. It is easy to see, for in-
stance, that most of the states are actually not coupled at all to the ground
state through the operator Xˆ. Thus, in order to see a structural emer-
gence of collective excitations, we need to consider a smoothened version
of the spectral function S˜(ω) where the average is taken over some interval
[ω − ∆ω/2, ω + ∆ω/2], such that ∆ω  δω¯, with δω¯ := |ω¯n+1 − ω¯n| be-
ing the difference between two adjacent frequencies. We can define such a
smoothened spectral function as the convolution
S˜
(ε)
1 (ω) :=
1
pi
∞∫
−∞
dω˜
εS˜1(ω˜)
(ω − ω˜)2 + ε2 , (3.93)
where the parameter ε satisfies Ω0  ε  δω¯. Using then the dynamical
equation (3.60) one obtains
S˜(ε)(ω) =
~
mpi
θ(ω)Im
(
1
Ω20 − (ω − iε)2 − i(ω − iε)γ˜ε(ω)
)
, (3.94)
where γ˜ε(ω) is the smoothened damping kernel
γ˜ε(ω) =
∞∫
0
exp ((iω − ) t) γ(t) dt. (3.95)
In the case when the spectral density σ obeys the Ohmic law, γ˜ε(ω) = γ0 is
constant and we find for the averaged S˜(ω) the expression
S˜(ε)(ω) ≈ ~
mpi
θ(ω)
(
ωγ0
(Ω20 − ω2)2 + (ωγ0)2
)
. (3.96)
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Here we choose the parameter ε to be small compared to γ0. In the case of an
underdamped oscillator Ω0 > γ0/2, the above expression can be conveniently
represented through the parameters of the corresponding classical evolution
of the collective coordinate described by equation (3.60). Hence we have
X(t) =
P
mΩ¯0
exp(−γ¯0t) sin(Ω¯0t), Ω¯0 =
√
Ω20 −
γ20
4
, γ¯0 = γ0/2 . (3.97)
With the parameters Ω¯0, γ¯0 equation (3.96) takes the form
S˜(ω) = θ(ω)
~γ¯0
2pimΩ¯0
(
1
(ω − Ω¯0)2 + γ¯20
− 1
(ω + Ω¯0)2 + γ¯20
)
, (3.98)
where we dropped the index ε. In a strongly underdamped regime Ω0 
γ0/2 the transition strength distribution (3.98) has a maximum at the fre-
quency ω ≈ Ω0 ≈ Ω¯0 of the collective motion, and the width of the distribu-
tion is controlled by γ0, see fig. (3.1). On the other hand, in the overdamped
regime Ω0 < γ0/2 the maximum is shifted away from Ω0 and the distribution
becomes very broad i.e., there are no pronounced collective excitations.
3.4.2 Transition strengths for general couplings
We notice that the function S˜(ω), derived in the previous section, has only
one maximum at a frequency near Ω0. Translating this into the energy
domain one concludes that the collective excitations show up only for the
first energy level E1 = E0 + Ω0~ of the damped harmonic oscillator, rather
than for all energies En = E0 + nΩ0~. This is directly connected with
the choice of the coupling A(Xˆ) and the linear nature of our model, since
in a harmonic oscillator the transitions induced by Xˆ only happen between
neighboring states. Let us show that for a more general choice of the coupling
A(Xˆ) other collective excitations show up at energies En, n > 1 of the
collective oscillator mode. For the sake of simplicity of exposition we will
first consider the case A(Xˆ) = Xˆ2 and then comment on the general case.
We thus consider the time correlator
S(2)(t) := 〈0|Xˆ2(t)Xˆ2(0)|0〉 − 〈0|Xˆ2(0)|0〉2, (3.99)
whose Fourier transform keeps information about the transition strengths
induced by the operator Xˆ2,
S˜(2)(ω) :=
1
2pi
∞∫
−∞
dt eiωtS(2)(t)
=
2N∑
m 6=0
|〈0|Xˆ2|m〉|2δ
(
ω − Em − E0
~
)
. (3.100)
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It is easy to show that this quantity can be expressed in terms of S˜(ω).
Indeed, separating the collective mode into annihilation and creation parts,
Xˆ(t) = Xˆ+(t) + Xˆ−(t), Xˆ+(t)|0〉 = 0 , 〈0|Xˆ−(t) = 0 , (3.101)
and using their commutation relation leads to
S(2)(t) = 〈0|Xˆ2(t)Xˆ2(0)|0〉 − 〈0|Xˆ2(0)|0〉2 = 2S2(t) . (3.102)
This immediately implies
S˜(2)(ω) =
1
pi
∞∫
−∞
dt exp(iωt)S2(t) = 2
∞∫
−∞
S˜(ω′)S˜(ω − ω′)dω′. (3.103)
Using then equation (3.89), we obtain
S˜(2)(ω) = −8
ω∫
0
S˜1(ω
′)S˜1(ω − ω′)dω′. (3.104)
If σ obeys an Ohmic law and if we are in the underdamped regime, the last
expression takes the form
S˜(2)(ω) = 2
(
~γ¯
2pimΩ¯0
)2 ω∫
0
(
1
(ω′ + Ω¯0)2 + γ¯20
− 1
(ω′ − Ω¯0)2 + γ¯20
)
(
1
(ω − ω′ + Ω¯0)2 + γ¯20
− 1
(ω − ω′ − Ω¯0)2 + γ¯20
)
dω′. (3.105)
The function S˜(2)(ω) is depicted in figure (3.1). For Ω0  2γ0 (i.e., strongly
underdamped regime) one can clearly see a spike in the vicinity of the os-
cillator frequency 2Ω0 with the width of the spike being twice the width of
S˜(ω) for the same parameters γ0, Ω0.
It is straightforward to generalize the above discussion to generic observ-
ables of the form A(Xˆ) using the Taylor expansion
A(Xˆ) =
∞∑
n=0
αnXˆ
n. (3.106)
After substituting this into the definition of the time correlator, and applying
Wick’s theorem to the products of X(t) we obtain
SA(t) = 〈0|A(Xˆ(t))A(Xˆ)|0〉 =
∞∑
n=0
βnS
n(t), (3.107)
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Figure 3.1: The dimensionless functions
(
pimΩ¯20/~
)
S˜(ω),(
pimΩ¯
3/2
0 /~
√
2
)2
S˜(2)(ω) are plotted on the left-hand side (red) and
the right-hand side (blue) for the parameters Ω¯0 = 1, γ¯0 = 0.1. The
spikes at the bottom of the figure schematically depict the states which are
coupled to the ground state through the operator Xˆ and Xˆ2, respectively.
where βn are some coefficients having dimension of inverse length in power
2n. Taking now the Fourier transform from both sides of this expression we
obtain for the spectral function
S˜A(ω) =
1
2pi
∞∫
−∞
dt eitωSA(t) =
∞∑
n=0
βn S˜(ω) ∗ S˜(ω) ∗ · · · ∗ S˜(ω)︸ ︷︷ ︸
n times
, (3.108)
where the symbol ∗ stands for the convolution. It is quickly seen that, in
the underdamped regime, the n-th term of the sum (3.108) has a maximum
at the vicinity of nΩ0 with a width given by nγ.
3.4.3 Generic collective coordinate
It is worth noticing that in our model any linear combination of xi, x¯i, that
is,
Y =
N∑
i=1
(
Cix
(1)
i + C¯ix
(2)
i
)
, (3.109)
can, in principle be used as a collective coordinate in the same way as X.
Specifically, for any such choice of Y we can map the model to Caldeira-
Leggett form by applying the arguments of section 3.1. Furthermore, the
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connection between the dynamics of Y and the corresponding transition
strength is given again by (3.90), (3.108), where the collective frequency Ω0
and the damping kernel γ˜(ω) are determined by the choice of the constants
Ci, C¯i. Clearly, not every choice of Y would be appropriate for the definition
of the collective coordinate. If, for instance, the resulting dynamics of Y (t)
becomes overdamped, no visible spike can be observed in the corresponding
transition strength. On the other hand, it seems that there is no “unique”
choice for the collective coordinate based on the requirement of “minimal
friction”. Since our system is integrable, we can take Y to be one of the
normal coordinates completely decoupled from the rest 2N − 1 degrees of
freedom. This would lead to a “collective” motion without friction at all.
Let us emphasize, that such a pathological choice of the collective coordinate
would be impossible for non-integrable systems. It would be of interest to
investigate whether for non-integrable systems a dynamical criterion for the
collective coordinate based on “minimal friction” principle is possible.
We now consider a more general (non-linear) choice of a collective coor-
dinate Y˜ ({xi, x¯i}). To leading order in ~ the correlator
〈0| ˆ˜Y (t) ˆ˜Y (0)|0〉 = 〈0|Yˆ (t)Yˆ (0)|0〉+O(~2) (3.110)
is determined by the linearization
Y ({xi, x¯i}) =
N∑
i=1
(
xi
∂Y˜
∂xi
∣∣∣
{xi=x¯i=0}
+ x¯i
∂Y˜
∂x¯i
∣∣∣
{xi=x¯i=0}
)
(3.111)
of Y˜ , where we assumed that Y˜ ({xi, x¯i})|{xi=x¯i=0} = 0. Using then the
previous line of arguing, the leading order of the transition strengths for ˆ˜Y
can be connected with the classical dynamics of the linearization of Y (t).
Finally, we note that in a typical physical situation the choice of a col-
lective coordinate is crucially dictated by the method of probing the system.
In the case of two oppositely charged particle clouds subjected to an elec-
tromagnetic external potential, the transitions from the ground state to a
higher energy state are induced by the dipole moment operator. From this
perspective the choice of the collective coordinate as the difference of the
center masses of two “clouds” seems to be the natural one.
Chapter 4
Non-integrable case
In this chapter we extend our previously integrable model into the non-
integrable domain. In Sec. 4.1 we derive a perturbative expression for
the imaginary part of S(t). We test the perturbative expression in the
case of the Caldeira-Leggett model in Sec. 4.2. In Sec. 4.3 we discuss the
straightforward application of the obtained perturbative expression for S1(t)
to the non-integrable case.
We already emphasized that collective motion, i.e., coherent motion of
the particles in phase space, is a fundamental feature of many–body sys-
tems and it emerges out of the incoherent, single–particle motion when-
ever favored by energy and kinematic conditions. Due to the quantum–
classical correspondence principle, the collective dynamics on the classical
level should be reflected in the spectral properties of the corresponding quan-
tum many–body system. Hence, the spectrum of a many–body system com-
prises states of single–particle and of collective character, mixed forms with
a partial degree of collectivity exist as well. The details strongly depend on
how the system is probed as we demonstrated in the previous chapter for
the integrable case.
We mention here again the Giant Dipole Resonance in heavier nuclei as
an example that served as an inspiration for our model. As we already laid
out in the prelude the cross section of electric dipole radiation and the spec-
tral density of the excitations show at a certain energy a huge peak whose
spreading width is orders of magnitudes larger than the mean level spacing.
It can be understood in terms of the following picture: the neutrons are con-
fined to one sphere, the protons to another one. There is no or very little
relative motion of the nucleons inside these spheres. The two spheres, how-
ever, move against each other, resulting in an enormous response function.
The difference between the center–of–mass coordinates of the two spheres is
the proper collective coordinate.
We explained that it is a demanding challenge to understand the emer-
gence of collective motion and its interplay with the incoherent single–
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particle motion. The vast majority of studies in this context relies on effec-
tive models whose justification is often mainly phenomenological or even on
the level of hand waving if the system in question is too complex. Better
understanding of these issues is called for. In the present chapters, we have
three goals: (i) We want to address the interplay between collective and
single–particle motion from first principles in the framework of a tractable,
yet sufficiently general and complex (non-integrable) model. (ii) We aim at
doing this analytically in such a way that we identify the collective coordi-
nate, but always keep full control over the single–particle degrees of freedom.
(iii) We wish to deliver the important insight that the spectral density of
the collective excitations is directly related to classical motion.
We begin with setting up our model which considerably generalizes the
integrable model which we studied previously. In one dimension, two chains
a = 1, 2 of N interacting particles each with positions x
(a)
i , i = 1, . . . , N
and momenta p
(a)
i , i = 1, . . . , N are coupled to one another. The total
Hamiltonian reads
H = H0 + λH1 . (4.1)
Here, H0 = H
(1)
0 +H
(2)
0 +H
(12)
0 is the integrable part considered in chapter
(3.1.1). The first two terms
H
(a)
0 =
1
2m
(
p(a),p(a)
)
+
(
x(a),W x(a)
)
=
1
2m
N∑
i=1
(
p
(a)
i
)2
+
N∑
i,j=1
x
(a)
i Wijx
(a)
j (4.2)
model the two chains a = 1, 2 before they are coupled. The interaction
within each chain is harmonic and described by the matrix W which we
assume equal in both chains. We are mainly interested in self-bound sys-
tems such as nuclei, where unlike Bose–Einstein condensates, no external
confining potential is needed. When we treated the integrable case we also
imposed conditions on the matrix W which ensured that the interaction is
invariant under translations and the system is bounded. We then coupled
the two chains by an interaction which depended on the differences between
their coordinates,
H
(12)
0 =
N∑
i,j=1
Kij
(
x
(1)
i − x(2)j
)2
. (4.3)
For every choice of the coupling matrix K, the Hamiltonian H0 is translation
invariant. Clearly, the model is up to now integrable.
We generalize the model by adding the translation invariant term λH1
which breaks integrability,
H1 =
N∑
i,j=1
f(x
(1)
i − x(2)j ) , (4.4)
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where f is an arbitrary, positive analytical function. We introduce the pa-
rameter λ, because we aim at a perturbative discussion.
To quantize our model, we replace coordinates and momenta by oper-
ators xˆ
(a)
i and pˆ
(a)
i . Importantly, we make this step on the level of the
original particle degrees of freedom. Motivated by the above mentioned
Giant Dipole Resonance, we aim at studying collective excitations and the
associated spectral density. We expect that it shows a pronounced peak,
which we wish to understand in (semi-)classical terms. Naturally, the col-
lective coordinate X is the difference between the mass centers of the two
chains, and it is convenient to rescale it with a factor
√
N/2,
X =
1√
2N
(
N∑
i=1
x
(1)
i −
N∑
i=1
x
(2)
i
)
(4.5)
and accordingly for the collective operator Xˆ. To probe the existence of
quantum collective states in the excitation spectrum, we investigate the
correlator
S(t) = 〈Φ0|Xˆ(t)Xˆ(0)|Φ0〉 , (4.6)
where |Φ0〉 is the ground state of the total Hamiltonian Hˆ. Here, Xˆ(t) is
the Heisenberg picture of the operator Xˆ with the time evolution governed
by the total Hamiltonian Hˆ. The Fourier transform of the correlator (4.6),
S˜(ω) =
∞∑
µ=0
|〈Φ0|Xˆ|Φµ〉|2δ
(
ω − Eµ − E0
~
)
, (4.7)
is the desired spectral density of the collective excitations. It measures the
strength of the transitions between the ground and the excited states |Φµ〉
of the whole system and can be interpreted as the response of the system
that is excited by the transition operator Xˆ. Following the terminology in
many–body physics, we say that there is a collective quantum state for an
energy Ecol = E0 + ~ω if S˜(ω) (smoothened over some energy interval) has
a pronounced spike at the corresponding frequency ω.
4.1 Perturbation theory
In order to extract information regarding the non-integrable case, that we
can not solve exactly we have to take refuge in perturbation theory. Our goal
is to obtain a perturbative expression for the correlator 〈Φ0|XˆI(t)XˆI(0)|Φ0〉.
In perturbation theory one deals with problems of the form
Hˆ = Hˆ0 + λHˆ1, (4.8)
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where Hˆ0 denotes the unperturbed Hamiltonian and Hˆ1 the perturba-
tion part. Following the philosophy of perturbation theory [41] we want to
express the Eigenvalues
En = E
0
n + λE
1
n + λ
2E2n + . . . (4.9)
and Eigenstates
|un〉 = |u0n〉+ λ|u1n〉+ λ2|u2n〉+ . . . (4.10)
of the perturbed problem Hˆ|un〉 = En|un〉 in terms of the unperturbed
problem Hˆ0|u0n〉 = E0n|u0n〉. The states |uin〉 are given by perturbation theory.
For the first corrections we get
|u1n〉 =
∑
k
a1kn|u0k〉, a1kn = 〈u0k|u1n〉 =
〈u0k|Hˆ1|u0n〉
E0n − E0k
, a1nn = 0. (4.11)
For the second we obtain
|u2n〉 =
∑
k
a2kn|u0k〉, (4.12)
with
a2kn =
∑
k′ 6=n
=
〈u0k|Hˆ1|u0k′〉〈u0k′ |Hˆ1|u0n〉
(E0n − E0k)(E0n − E0k′)
− 〈u
0
k|Hˆ1|u0n〉〈u0n|Hˆ1|u0n〉
(E0n − E0k)2
, ∀k 6= n
(4.13)
and
a2nn = −
1
2
∑
k′ 6=n
|〈u0k′ |Hˆ1|u0n〉|2
(E0n − E0k′)2
. (4.14)
In our context the correlator 〈Φ0|Xˆ(t)Xˆ(0)|Φ0〉 plays the central role of iden-
tifying the collective dynamics. Thus we start the perturbative investigation
of this quantity by sandwiching the operator Xˆ(t)Xˆ(0) with the expanded
vacuum states
|Φ0〉 ≈ |u00〉+ λ|u10〉+ λ2|u20〉 = |u00〉+ λ
∑
k 6=0
a1k0|u0k〉+ λ2
∑
k=0
a2k0|u0k〉 (4.15)
and its dual
〈Φ0| ≈ 〈u00|+λ〈u10+λ2〈u20| = 〈u00|+λ
∑
k 6=0
(a1k0)
∗〈u0k|+λ2
∑
k=0
(a2k0)
∗〈u0k| (4.16)
up to second order. From this we obtain
〈Φ0|Xˆ(t)Xˆ(0)|Φ0〉 ≈
〈u00|+ λ∑
k 6=0
(a1k0)
∗〈u0k|+ λ2
∑
k=0
(a2k0)
∗〈u0k|

×
(
Xˆ(t)Xˆ(0)
)|u00〉+ λ∑
k 6=0
a1k0|u0k〉+ λ2
∑
k=0
a2k0|u0k〉
 . (4.17)
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After multiplication this transforms into
〈Φ0|Xˆ(t)Xˆ(0)|Φ0〉 ≈ 〈u00|Xˆ(t)Xˆ(0)|u00〉+ λ
∑
l 6=0
a1l0〈u00|Xˆ(t)Xˆ(0)|u0l 〉
+ λ
∑
k 6=0
(a1k0)
∗〈u0k|Xˆ(t)Xˆ(0)|u00〉+ λ2
∑
l=0
a2l0〈u00|Xˆ(t)Xˆ(0)|u0l 〉
+ λ2
∑
k=0
(a2k0)
∗〈u0k|Xˆ(t)Xˆ(0)|u00〉+ λ2
∑
k,l 6=0
a1l0(a
1
k0)
∗〈u0k|Xˆ(t)Xˆ(0)|u0l 〉,
(4.18)
where the operator for the collective degree is propagated in the Heisenberg
picture via
Xˆ(t) = exp
(
iHˆt
~
)
Xˆ(0) exp
(
−iHˆt
~
)
, (4.19)
where Hˆ = Hˆ0 + λHˆ1 is the full (perturbed) Hamiltonian. It is worth
mentioning that up to this point we have only expanded the correlator in
terms of the states (perturbing the ground state |0〉). We have not yet taken
into account the corrections that arise from the time propagation of the
operator Xˆ(0). Since we are interested in perturbation theory up to second
order of λ it is clear by looking at the expansion of the time propagator
exp
(
iHˆt
~
)
≈ 1 + it
~
(
Hˆ0 + λHˆ1
)
+
1
2~2
(it(Hˆ0 + λHˆ1))
2, (4.20)
that we have to anticipate further corrections to the correlator
〈Φ0|XˆI(t)XˆI(0)|Φ0〉. (4.21)
To calculate the contributions that result from terms of the form
〈u0k|Xˆ(t)Xˆ(0)|u0l 〉 (4.22)
we switch to the interaction picture. Thus these correlators take the follow-
ing form
〈u0k|Xˆ(t)Xˆ(0)|u0l 〉 = 〈u0k|Uˆ †(t, 0)XˆI(t)Uˆ(t, 0)Xˆ(0)|u0l 〉, (4.23)
where
Uˆ(t, 0) = Tˆ exp
− i
~
t∫
0
dt′HˆI(t′)
 , (4.24)
is the time ordered evolution operator in the interaction picture and
Uˆ †(t, 0) = Tˆ exp
 i
~
t∫
0
dt′Hˆ†I (t
′)
 , (4.25)
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its adjoint. The new Operators
XˆI(t) = exp
(
i
~
Hˆ0t
)
Xˆ(0) exp
(
− i
~
Hˆ0t
)
, (4.26)
and
HˆI(t
′) = λ exp
(
i
~
Hˆ0t
′
)
Hˆ1(0) exp
(
− i
~
Hˆ0t
′
)
, (4.27)
are the time evolved operators for the collective coordinate and the pertur-
bation part of the Hamiltonian in the interaction picture. It is important
to mention that we propagate these only with the unperturbed Hamiltonian
Hˆ0. If we expand Uˆ(t, 0), Uˆ
†(t, 0) in λ we get
〈u0k|Uˆ †(t, 0)XˆI(t)Uˆ(t, 0)Xˆ(0)|u0l 〉 = 〈u0k|
1 + iλ
~
t∫
0
dt′1Hˆ
†
I (t1)
+
(
iλ√
2~
)2 t∫
0
dt1dt
′
1 Tˆ
†
(
HˆI(t1)HˆI(t2)
) XˆI(t)
1 − iλ
~
t∫
0
dt′1HˆI(t1)
+
(
iλ√
2~
)2 t∫
0
dt1dt
′
1 Tˆ
(
HˆI(t1)HˆI(t2)
) XˆI(0)|u0l 〉. (4.28)
Keeping track of the order of operators leads us then to
〈u0k|Uˆ †(t, 0)XˆI(t)Uˆ(t, 0)Xˆ(0)|u0l 〉 = 〈u0k|
(
XˆI(t)XˆI(0)
− iλ
~
t∫
0
dt′2 XˆI(t)Hˆ
†
I (t2)XˆI(0)
+
(
iλ√
2~
)2 t∫
0
dt2dt
′
2 XˆI(t)Tˆ (HˆI(t2)HˆI(t
′
2))Xˆ(0)
+
iλ
~
t∫
0
dt′1 Hˆ
†
I (t1)XˆI(t)XˆI(0)
−
(
iλ
~
)2 t∫
0
dt1dt2 (Hˆ
†
I (t1)XˆI(t)HˆI(t2))Xˆ(0)
+
(
iλ√
2~
)2 t∫
0
dt1dt
′
1 Tˆ
†(HˆI(t1)HˆI(t′1))XˆI(t)Xˆ(0)
)
|u0l 〉. (4.29)
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Since HˆI(t) = Hˆ
†
I (t) is hermitian we can simplify this further to
〈u0k|Uˆ †(t, 0)XˆI(t)Uˆ(t, 0)Xˆ(0)|u0l 〉 = 〈u0k|XˆI(t)XˆI(0)|u0l 〉
+
iλ
~
t∫
0
dt1〈u0k|
[
HˆI(t1), XˆI(t)
]
XˆI(0)|u0l 〉
+
(
iλ√
2~
)2 t∫
0
dt1dt2 〈u0k|XˆI(t)Tˆ
(
HˆI(t2), HˆI(t1)
)
XˆI(0)|u0l 〉︸ ︷︷ ︸
I
+
(
iλ√
2~
)2 t∫
0
dt1dt2 〈u0k|Tˆ †
(
HˆI(t2)HˆI(t1)
)
XˆI(t)XˆI(0)|u0l 〉︸ ︷︷ ︸
II
−
(
iλ
~
)2 t∫
0
dt1dt2 〈u0k|HˆI(t1)
)
XˆI(t)HˆI(t2)XˆI(0)|u0l 〉︸ ︷︷ ︸
III
, (4.30)
where the symbol [ , ] denotes the commutator. Using the definition of the
time ordering the terms I, II, III become
I =
(
iλ√
2~
)2 t∫
0
dt1dt2 〈u0k|XˆI(t)
(
HˆI(t2)HˆI(t1) Θ(t2 − t1)
+ HˆI(t1)HˆI(t2) Θ(t1 − t2)
)
XˆI(0)|u0l 〉 (4.31)
II =
(
iλ√
2~
)2 t∫
0
dt1dt2 〈u0k|
(
HˆI(t2)HˆI(t1) Θ(t2 − t1)
+ HˆI(t1)HˆI(t2) Θ(t1 − t2)
)†
XˆI(t)XˆI(0)|u0l 〉
=
(
iλ√
2~
)2 t∫
0
dt1dt2 〈u0k|
(
HˆI(t2)HˆI(t1)
† Θ(t2 − t1)
+ (HˆI(t1)HˆI(t2))
† Θ(t1 − t2)
)
XˆI(t)XˆI(0)|u0l 〉
=
(
iλ√
2~
)2 t∫
0
dt1dt2 〈u0k|
(
HˆI(t1)HˆI(t2) Θ(t2 − t1)
+ (HˆI(t2)HˆI(t1)) Θ(t1 − t2)
)
XˆI(t)XˆI(0)|u0l 〉 (4.32)
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III = −
(
iλ
~
)2 t∫
0
dt1dt2 〈u0k|
1
2
(
HˆI(t1)XˆI(t)HˆI(t2)XˆI(0)
)
+
1
2
(
HˆI(t1)XˆI(t)HˆI(t2)XˆI(0)
)|u0l 〉
= −
(
iλ
~
)2 t∫
0
dt1dt2 〈u0k|
(
1
2
(
HˆI(t1)XˆI(t)HˆI(t2)XˆI(0)
)
(
Θ(t2 − t1) + Θ(t1 − t2)
))
+
(
1
2
(
HˆI(t1)XˆI(t)HˆI(t2)XˆI(0)
)
(
Θ(t2 − t1) + Θ(t1 − t2)
))|u0l 〉. (4.33)
Adding I, II, III together we obtain
I+II+III =
(
iλ√
2~
)2 t∫
0
dt1dt2 〈u0k|
(
XˆI(t)HˆI(t2)HˆI(t1)XˆI(0)Θ(t2 − t1)︸ ︷︷ ︸
a
+ XˆI(t)HˆI(t1)HˆI(t2)XˆI(0)Θ(t1 − t2)︸ ︷︷ ︸
b
+ HˆI(t1)HˆI(t2)XˆI(t)XˆI(0)Θ(t2 − t1)︸ ︷︷ ︸
c
+ HˆI(t2)HˆI(t1)XˆI(t)XˆI(0)Θ(t1 − t2)︸ ︷︷ ︸
d
− HˆI(t1)XˆI(t)HˆI(t1)XˆI(0)Θ(t2 − t1)︸ ︷︷ ︸
c′
− HˆI(t1)XˆI(t)HˆI(t2)XˆI(0)Θ(t1 − t2)︸ ︷︷ ︸
b′
− HˆI(t2)XˆI(t)HˆI(t1)XˆI(0)Θ(t1 − t2)︸ ︷︷ ︸
d′
− HˆI(t2)XˆI(t)HˆI(t1)XˆI(0)Θ(t2 − t1)︸ ︷︷ ︸
a′
)
|u0l 〉, (4.34)
where we used that
HˆI(t1)XˆI(t)HˆI(t2)XˆI(0)(Θ(t2−t1)+Θ(t1−t2)) = HˆI(t2)XˆI(t)HˆI(t1)XˆI(0)
(Θ(t1 − t2) + Θ(t2 − t1)). (4.35)
Adding together a, a′, b, b′, c, c′ and d, d′ separately we obtain
I+II+III =
(
iλ√
2~
)2 t∫
0
dt1dt2 〈u0k|
([
XˆI(t), HˆI(t2)
]
HˆI(t1)XˆI(0)Θ(t2−t1)
+ HˆI(t1)
[
HˆI(t2), XˆI(t)
]
XˆI(0)Θ(t2 − t1)
+ HˆI(t2)
[
HˆI(t1), XˆI(t)
]
XˆI(0)Θ(t1 − t2)
+
[
XˆI(t), HˆI(t1)
]
HˆI(t2)XˆI(0)Θ(t1 − t2)
)
|u0l 〉. (4.36)
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This can be rewritten as
I + II + III =
(
iλ√
2~
)2 t∫
0
dt1dt2 〈u0k|
(([
XˆI(t), HˆI(t2)
]
HˆI(t1)XˆI(0)
− HˆI(t1)
[
XˆI(t), HˆI(t2)
]
XˆI(0)
)
Θ(t2 − t1)
+
(
HˆI(t2)
[
HˆI(t1), XˆI(t)
]
XˆI(0)
)
[
HˆI(t2), XˆI(t)
]
HˆI(t1)XˆI(0)
)
Θ(t1 − t2)
)
|u0l 〉 (4.37)
and further simplified to
I + II + III =
(
iλ√
2~
)2 t∫
0
dt1dt2 〈u0k|
([[
XˆI(t), HˆI(t2)
]
, HˆI(t1)
]
XˆI(0)
Θ(t2 − t1) +
[
HˆI(t2),
[
HˆI(t1), XˆI(t)
]]
XˆI(0) Θ(t1 − t2)
)
|u0l 〉. (4.38)
Since
[
HˆI(t2),
[
HˆI(t1), XˆI(t)
]]
=
[[
XˆI(t), HˆI(t1)
]
, HˆI(t2)
]
we recognize the
definition for the time ordering operator and obtain
I+II+III =
(
iλ√
2~
)2 t∫
0
dt1dt2 〈u0k|Tˆ
([[
XˆI(t), HˆI(t2)
]
, HˆI(t1)
])
Xˆ(0)|u0l 〉.
(4.39)
Using the symmetry of the time ordering
t∫
0
dt2
t2∫
0
dt1Hˆ(t2)Hˆ(t1) =
t∫
0
du1
t∫
u1
du2Hˆ(u2)Hˆ(u1)
=
1
2
t∫
0
dt2dt1
(
Hˆ(t2)Hˆ(t1)Θ(t2 − t1)
+ Hˆ(t1)Hˆ(t2)Θ(t1 − t2)
)
, (4.40)
we obtain for the sum
I + II + III =
(
iλ
~
)2 t∫
0
dt2
t2∫
0
dt1 〈u0k|
[[
XˆI(t), HˆI(t2)
]
, HˆI(t1)
]
Xˆ(0)|u0l 〉.
(4.41)
Thus we have to second order perturbation theory O(λ2) for the correlator
〈u0k|Xˆ(t)Xˆ(0)|u0l 〉 the following expression
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〈u0k|Xˆ(t)Xˆ(0)|u0l 〉 ≈ 〈u0k|XˆI(t)XˆI(0)|u0l 〉
+
(
iλ
~
) t∫
0
dt1 〈u0k|
[
HˆI(t2), XˆI(t)
]
XˆI(0)|u0l 〉
+
(
iλ
~
)2 t∫
0
dt2
t2∫
0
dt1 〈u0k|
[[
XˆI(t), HˆI(t2)
]
, HˆI(t1)
]
Xˆ(0)|u0l 〉. (4.42)
We therefore obtained a general expression that is valid for all states
|u0l 〉, |u0k〉. Plugging this expression into (4.18) while choosing the appropri-
ate states we obtain the expression for the vacuum to vacuum correlator
〈Φ0|Xˆ(t)Xˆ(0)|Φ0〉 ≈ 〈u00|XˆI(t)XˆI(0)|u00〉︸ ︷︷ ︸
1
+
(
iλ
~
) t∫
0
dt1 〈u00|
[
HˆI(t1), XˆI(t)
]
XˆI(0)|u00〉︸ ︷︷ ︸
2
+ λ
∑
l 6=0
a1l0 〈u00|XˆI(t)XˆI(0)|u0l 〉︸ ︷︷ ︸
3
+λ
∑
k 6=0
(a1l0)
∗ 〈u0k|XˆI(t)XˆI(0)|u00〉︸ ︷︷ ︸
4
+ λ2
∑
l 6=0
a2l0 〈u00|XˆI(t)XˆI(0)|u0l 〉︸ ︷︷ ︸
5
+λ2
∑
k 6=0
(a2k0)
∗ 〈u0k|XˆI(t)XˆI(0)|u00〉︸ ︷︷ ︸
6
+ λ2
∑
k,l 6=0
a1l0 (a
1
k0)
∗ 〈u0k|XˆI(t)XˆI(0)|u0l 〉︸ ︷︷ ︸
7
+
(
iλ2
~
)∑
l 6=0
a1l0
t∫
0
dt1 〈u00|
[
HˆI(t1), XˆI(t)
]
XˆI(0)|u0l 〉︸ ︷︷ ︸
8
+
(
iλ2
~
)∑
k 6=0
(a1k0)
∗
t∫
0
dt1 〈u0k|
[
HˆI(t1), XˆI(t)
]
XˆI(0)|u00〉︸ ︷︷ ︸
9
+
(
iλ
~
)2 t∫
0
dt2
t2∫
0
dt1 〈u00|
[[
XˆI(t), HˆI(t2)
]
, HˆI(t1)
]
Xˆ(0)|u00〉︸ ︷︷ ︸
10
. (4.43)
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In order to simplify this expression we remind again of expression (4.18),
which was the full correlator (propagated with the full Hamiltonian) up to
second order perturbation theory. Furthermore we pose here a restriction
on the generality of the considered expression. We require the unperturbed
System to be time reversal invariant. This ensures that the coefficients
akl = alk are symmetric. Furthermore we require that the unperturbed
Hamiltonian will deliver linear Heisenberg equations of motion ensuring
the commutator [XˆI(t), XˆI(0)] to be a C-number. Since the full correla-
tor S(t) = 〈Φ0|Xˆ(t)Xˆ(0)|Φ0〉 is a complex number we have
2i ImS(t) = 〈Φ0|[Xˆ(t), Xˆ(0)]|Φ0〉. (4.44)
The same relation holds for Im〈Φ0|XˆI(t)XˆI(0)|Φ0〉. If we now write (4.18)
propagated with the unperturbed Hamiltonian Hˆ0 we get
〈Φ0|XˆI(t)XˆI(0)|Φ0〉 = 〈u00|XˆI(t)XˆI(0)|u00〉
+ terms of structure
(〈u0l |XˆI(t)XˆI(0)|u0k〉). (4.45)
We now consider
Im〈Φ0|XˆI(t)XˆI(0)|Φ0〉 = 1
2i
〈Φ0|[XˆI(t), XˆI(0)]|Φ0〉
=
1
2i
〈u00|[XˆI(t), XˆI(0)]|u00〉+ terms. (4.46)
If as we mentioned above the commutator
[XˆI(t), XˆI(0)] = c ∈ C⇒ (c/2i) 〈Φ0|Φ0〉︸ ︷︷ ︸
1
= (c/2i) 〈u00|u00〉︸ ︷︷ ︸
1
+ terms. (4.47)
From this we can conclude that only the first term contributes and all other
disappear if we take the imaginary part. Thus if we take the imaginary part
in (4.43) we see that Im(3, 4, 5, 6, 7) = 0 because these terms originate from
〈u00|[XˆI(t), XˆI(0)]|u00〉. Therefore we obtain for the imaginary part of the
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correlator
S1(t) = Im〈Φ0|Xˆ(t)Xˆ(0)|Φ0〉 = 1
2i
〈Φ0|[Xˆ(t), Xˆ(0)]|Φ0〉
≈ 1
2i
〈u00|[XˆI(t), XˆI(0)]|u00〉+Im
((
iλ
~
) t∫
0
dt1 〈u00|
[
HˆI(t1), XˆI(t)
]
XˆI(0)|u00〉
)
+ Im
((
iλ2
~
)∑
l 6=0
a1l0
t∫
0
dt1 〈u00|
[
HˆI(t1), XˆI(t)
]
XˆI(0)|u0l 〉
)
︸ ︷︷ ︸
α
+ Im
((
iλ2
~
)∑
k 6=0
(a1k0)
∗
t∫
0
dt1 〈u0k|
[
HˆI(t1), XˆI(t)
]
XˆI(0)|u00〉
)
︸ ︷︷ ︸
β
+ Im
((
iλ
~
)2 t∫
0
dt2
t2∫
0
dt1 〈u00|
[[
XˆI(t), HˆI(t2)
]
, HˆI(t1)
]
Xˆ(0)|u00〉
)
(4.48)
We simplify the sum α+ β
α+ β =
(
iλ2
~
)∑
l 6=0
a1l0
t∫
0
dt1 〈u00|
[
HˆI(t1), XˆI(t)
]
XˆI(0)|u0l 〉
+
(
iλ2
~
)∑
k 6=0
(a1k0)
∗
t∫
0
dt1 〈u0k|
[
HˆI(t1), XˆI(t)
]
XˆI(0)|u00〉
=
(
iλ2
~
)∑
l 6=0
a1l0
t∫
0
dt1 〈u00|
[
HˆI(t1), XˆI(t)
]
XˆI(0)|u0l 〉
+
(
iλ2
~
)∑
k 6=0
(a1k0)
∗
t∫
0
dt1
(
〈u00|Xˆ†I (0)
[
HˆI(t1), XˆI(t)
]†|u0k〉)∗.(4.49)
Since
(〈u00|Xˆ†I (0)[HˆI(t1), XˆI(t)]†|u0k〉)∗ = (〈u00|XˆI(0)[XˆI(t), HˆI(t1)]|u0k〉)∗,
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we obtain for the sum
α+ β =
(
iλ2
~
)∑
l 6=0
a1l0
t∫
0
dt1 〈u00|
[
HˆI(t1), XˆI(t)
]
XˆI(0)|u0l 〉
−
(
iλ2
~
)(∑
k 6=0
a1k0
t∫
0
dt1 〈u0k|XˆI(0)
[
HˆI(t1), XˆI(t)
]|u00〉)∗
=
(
iλ2
~
)∑
l 6=0
a1l0
t∫
0
dt1 〈u00|
[
HˆI(t1), XˆI(t)︸ ︷︷ ︸
Aˆ
]
XˆI(0)︸ ︷︷ ︸
Bˆ
|u0l 〉
+
((
iλ2
~
)∑
k 6=0
a1k0
t∫
0
dt1
〈u00| XˆI(0)︸ ︷︷ ︸
Bˆ
[
HˆI(t1), XˆI(t)︸ ︷︷ ︸
Aˆ
]|u0k〉)∗. (4.50)
Using now the relations
(i〈0|AˆBˆ|l〉) + (i〈0|AˆBˆ|l〉)∗ = (i〈0|AˆBˆ|l〉) + (i〈0|[Aˆ, Bˆ]|l〉+ i〈0|AˆBˆ|l〉)∗
= (i〈0|AˆBˆ|l〉)︸ ︷︷ ︸
z
+ (i〈0|AˆBˆ|l〉)∗︸ ︷︷ ︸
z∗
+ (i〈0|[Bˆ, Aˆ]|l〉)∗ (4.51)
and the well-known fact that Im z + Im z∗ = 0 we get
Im
(
(i〈0|AˆBˆ|l〉) + (i〈0|AˆBˆ|l〉)∗) = Im(i〈0|[Bˆ, Aˆ]|l〉)∗. (4.52)
Putting everything together we obtain for the imaginary part of α + β in
(4.48)
Im(α+ β) = Im
((
iλ2
~
)∑
l 6=0
a1l0
t∫
0
dt1 〈u00|
[
XˆI(0),
[
HˆI(t1), XˆI(t)
]]|u0l 〉)∗
= Im
((
iλ2
~
)∑
l 6=0
a1l0
t∫
0
dt1
〈u00|
[[
HˆI(t1), XˆI(t)
]
, XˆI(0)
]|u0l 〉). (4.53)
Thus we finally obtain
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S1(t) = Im〈Φ0|Xˆ(t)Xˆ(0)|Φ0〉 = 1
2i
〈Φ0|[Xˆ(t)Xˆ(0)]|Φ0〉
≈ 1
2i
〈u00|[XˆI(t), XˆI(0)]|u00〉+Im
((
iλ
~
) t∫
0
dt1 〈u00|
[
HˆI(t1), XˆI(t)
]
XˆI(0)|u00〉
)
+ Im
((
iλ2
~
)∑
l 6=0
a1l0
t∫
0
dt1 〈u00|
[[
HˆI(t1), XˆI(t)
]
, XˆI(0)
]|u0l 〉)
+ Im
((
iλ
~
)2 t∫
0
dt2
t2∫
0
dt1 〈u00|
[[
XˆI(t), HˆI(t2)
]
, HˆI(t1)
]
Xˆ(0)|u00〉
)
.
(4.54)
This expression is generally valid up to second order perturbation theory
and does not depend on the particular form of Hˆ0 and HˆI . The only restric-
tions we forced upon the model was that the commutator [Xˆ(t), Xˆ(0)] is a
C-number and that the coefficients a1kl are symmetric, which implies time
reversal invariance of the model.
4.2 Comparison with the integrable case
We are now in a position where we can attack with the help of (4.54) the
extraction of information regarding collective motion. More explicitly we
are interested in the recognition of spreading in this perturbative framework
when the Hamiltonian is not integrable anymore. The immediate problem
with an expression like (4.54) is that it is not obvious which parts contain the
information regarding spreading. It is therefore helpful to test this approach
with a known model. Such a testing ground is provided by the Caldeira-
Leggett model (see Appendix B) . In this particular case we know what to
expect and this is of decisive support for the recognition of the spreading in
a perturbative framework. Thus the first term in (4.54) becomes
1
2i
〈u00|[XˆI(t), XˆI(0)]|u00〉 =
1
2i
〈0E |〈0S |[XˆI(t), XˆI(0)]|0S〉|0E〉
=
1
2i
〈0S |[XˆI(t), XˆI(0)]|0S〉, (4.55)
where |0S〉, |0E〉 describe the ground state of the system
HˆS =
Pˆ 2
2M
+
MΩ
2
Xˆ2 (4.56)
and the environment
HˆE =
∑
k
(
pˆ2k
2m
+
mω2kqˆ
2
k
2
)
(4.57)
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respectively. With this the commutator becomes
[XˆI(t), XˆI(0)] =
[
exp
(
i
~
HˆSt
)
Xˆ(0) exp
(
− i
~
HˆSt
)
, XˆI(0)
]
, (4.58)
where the time propagation is given by
Xˆ(t) = Xˆ(0) cos(Ωt) +
Pˆ (0)
MΩ
sin(Ωt). (4.59)
Using this we obtain
1
2i
〈0S |[XˆI(t), XˆI(0)]|0S〉 = − ~
2MΩ
sin(Ωt). (4.60)
For the term
Im
((
iλ
~
) t∫
0
dt1 〈u00|
[
HˆI(t1), XˆI(t)
]
XˆI(0)|u00〉
)
(4.61)
we need to calculate the commutator[
HˆI(t1), XˆI(t)
]
=
∑
i
ciqˆi(t1)[Xˆ(t1), Xˆ(t)], (4.62)
where we used that
HˆI(t1) = exp
(
i
~
(HˆS + HˆE)t1
)
Hˆ1(0) exp
(
− i
~
(HˆS + HˆE)t1
)
(4.63)
and
XˆI(t) = exp
(
i
~
HˆSt
)
Xˆ(0) exp
(
− i
~
HˆSt
)
(4.64)
with
Hˆ1 = Xˆ
∑
k
ckqˆk. (4.65)
Using (4.60) we obtain for (4.61)
Im
((
λ
MΩ
) t∫
0
dt1 sin(Ω(t1 − t))〈0S |Xˆ(0)|0S〉
)
= 0 (4.66)
since for the harmonic oscillator we have 〈0S |Xˆ(0)|0S〉 = 0. A similar argu-
ment can be pushed forward for the term
Im
((
iλ2
~
)∑
l 6=0
a1l0
t∫
0
dt1 〈u00|
[[
HˆI(t1), XˆI(t)
]
, XˆI(0)
]|u0l 〉). (4.67)
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We notice that for the commutator under the integral we obtain[[
HˆI(t1), XˆI(t)
]
, XˆI(0)
]
=
[∑
i
ciqˆi(t1)
[
Xˆ(t1), Xˆ(t)
]︸ ︷︷ ︸
− i~
MΩ
sin(Ω(t1−t))
, Xˆ(0)
]
(4.68)
= − i~
MΩ
sin(Ω(t1 − t))
∑
i
ci
[
qˆi(t1), Xˆ(0)
]
= 0, (4.69)
because qˆi(t1) and Xˆ(0) commute with each other. We thus see that (4.67)
disappears as well. At this point we turn to the last term in (4.54)
Im
((
iλ
~
)2 t∫
0
dt2
t2∫
0
dt1 〈u00|
[[
XˆI(t), HˆI(t2)
]
, HˆI(t1)
]
Xˆ(0)|u00〉
)
, (4.70)
which we need to evaluate the interaction term Hˆ1 = Xˆ
∑
k ckqˆk. This gives
Im
((
iλ
~
)2 t∫
0
dt2
t2∫
0
dt1 〈u00|
[[
XˆI(t), Xˆ(t2)
∑
k
ckqˆk(t2)
]
,
Xˆ(t1)
∑
k
ckqˆk(t1)
]
Xˆ(0)|u00〉
)
= Im
((
iλ
~
)2 t∫
0
dt2
t2∫
0
dt1 〈u00|
[∑
k
ckqˆk(t2)
[
Xˆ(t), Xˆ(t2)
]
,
Xˆ(t1)
∑
k
ckqˆk(t1)
]
Xˆ(0)|u00〉
)
, (4.71)
where we use the previous result for the commutator
[Xˆ(t), Xˆ(t2)
]
= − i~
MΩ
sin(Ω(t− t2)) (4.72)
and obtain
Im
((
iλ
~
)2 t∫
0
dt2
t2∫
0
dt1
(−i~)
MΩ
sin(Ω(t− t2))
〈u00|
([∑
k
ckqˆk(t2), Xˆ(t1)
]∑
k
ckqˆk(t1)
+ Xˆ(t1)
[∑
k
ckqˆk(t2),
∑
k
ckqˆk(t1)
])
Xˆ(0)|u00〉
)
. (4.73)
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In the upper expression we also used that [Aˆ, BˆCˆ] = [Aˆ, Bˆ]Cˆ + Bˆ[Aˆ, Cˆ].
Since [qˆk(t2), Xˆ(t1)] = 0 this reduces to
Im
((
iλ
~
)2 t∫
0
dt2
t2∫
0
dt1
(−i~)
MΩ
sin(Ω(t− t2))
∑
k
c2k 〈u00|Xˆ(t1)
[
qˆk(t2), qˆk(t1)
]
Xˆ(0)|u00〉
)
. (4.74)
Inserting [
qˆk(t2), qˆk(t1)
]
= − i~
mωk
sin(ωk(t2 − t1)) (4.75)
and
〈0S |Xˆ(t1)Xˆ(0)|0S〉 = ~
2MΩ
exp(−iΩt1) (4.76)
leads then to
Im
(
1
2
(
λ
MΩ
)2∑
k
c2k~
mωk
t∫
0
dt2
t2∫
0
dt1 sin(ωk(t2 − t1)) sin(Ω(t− t2))
exp(−iΩt1)
)
. (4.77)
After performing the time integrations we obtain
Im
(
− 1
8
(
λ
MΩ
)2∑
k
c2k~
mωk
(
− 2ωk
Ω(Ω2 − ω2k)
sin(Ωt)
+
2
(Ω2 − ω2k)
sin(ωkt) +
2ωk
(Ω2 − ω2k)
t cos(Ωt)
+
(
1
(Ω + ωk)2
+
1
(Ω− ωk)2
)
sin(ωkt)
+
(
1
(Ω + ωk)2
− 1
(Ω− ωk)2
)
sin(Ωt)
)
, (4.78)
which after taking the imaginary part provides us with
− 1
8
(
λ
MΩ
)2∑
k
c2k~
mωk
(
4Ω2
(Ω2 − ω2k)2
sin(ωkt) +
2ω3k − 6Ω2ωk
Ω(Ω2 − ω2k)2
sin(Ωt)
+
2ωk
(Ω2 − ω2k)
t cos(Ωt)
)
. (4.79)
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Putting (4.60) and (4.79) together we obtain for the imaginary part of the
correlation function for the Caldeira-Leggett Hamiltonian up to O(λ2)
S1(t) ≈ 1
2i
〈u00|[XˆI(t), XˆI(0)]|u00〉+ Im
((
iλ
~
)2 t∫
0
dt2
t2∫
0
dt1 〈u00|
[[
XˆI(t), HˆI(t2)
]
, HˆI(t1)
]
Xˆ(0)|u00〉
)
, (4.80)
which explicitly takes the form
S1(t) ≈ − ~
2MΩ
sin(Ωt)− 1
8
(
λ
MΩ
)2∑
k
c2k~
mωk
(
4Ω2
(Ω2 − ω2k)2
sin(ωkt)
+
2ω3k − 6Ω2ωk
Ω(Ω2 − ω2k)2
sin(Ωt) +
2ωk
(Ω2 − ω2k)
t cos(Ωt)
)
. (4.81)
In this expression it is still not easy to extract the information regarding
the spreading. The first term describes the free particle oscillating. The
spreading has to be extracted from the other terms. For a more detailed
investigation of this issue we switch to the frequency domain. From (4.81)
we obtain
S˜(ω) =
~
2MΩ
δ(Ω− ω) + 1
8
(
λ
MΩ
)2∑
n
~c2n
mωn
((
2ω3n − 6Ω2ωn
Ω(Ω2 − ω2n)2
)
δ(Ω− ω)
− 2ωn
(Ω2 − ω2n)
∂
∂ω
δ(Ω− ω)
)
+
λ2
2M2
∑
n
~c2n
mωn
δ(ωn − ω)
(Ω2 − ω2n)2
, (4.82)
where we put the explicit calculation into Appendix C. In order to recog-
nize the physical meaning of the different terms in (4.82) we re-derive the
expression from a different point of view since it can also be obtained from
S˜(ω) =
~Θ(ω)
piM
lim
→0
Im
(
(Ω2 − γ(0))− (ω + i)2
− i(ω + i)γ˜(ω + i))−1, (4.83)
as demonstrated in Appendix D. Here
γ˜(ω + i) =
∞∫
0
γ(s) exp(i(ω + i)s)ds (4.84)
encodes the information regarding the damping kernel and γ(s) is given by
γ(s) =
2
M
∞∫
0
dω
σ(ω)
ω
cos(ωs), (4.85)
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where the spectral density
σ(ω) =
∑
n
c2n
2mωn
δ(ω − ωn). (4.86)
was taken into account. From this it follows that
γ(0) =
1
Mm
∑
n
c2n
ω2n
. (4.87)
which is of singular nature when performing a continuum limit for the fre-
quencies as required in the Caldeira-Leggett case. From the calculation in
Appendix D it can thus be seen that the last term in (4.82) encodes the
information connected with γ˜(ω+ i) which in turn is the Fourier transform
of
− 1
8
(
λ
MΩ
)2∑
k
c2k~
mωk
4Ω2
(Ω2 − ω2k)2
sin(ωkt) (4.88)
in expression (4.81). The second and third term in (4.82) are connected
with γ(0). The first term just corresponds to free oscillation. In order
to reproduce (perturbatively) the results of quantum Brownian motion (a
kernel without memory) one has to perform an averaging along the lines of
Caldeira-Leggett [30], where our spectral σ(ω) density takes the form
σ(ω) =
Mγω
pi
, (4.89)
with γ˜(ω+ i) = γ being a damping constant which also originates from the
above spectral density. We will not demonstrate the details of the exact av-
eraging procedure since it was our task to connect the different terms of the
perturbation series (4.82) with the spreading and dynamics encoding quan-
tity γ˜(ω + i) in a perturbative framework of the Caldeira-Leggett model.
The reason for this was to test our developed formalism for a well understood
model in order to apply it to a non-integrable setup with a noninteracting
system as starting point for the perturbative expansion.
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4.3 Beyond the integrable case
In order to investigate collective motion in a bound system using our per-
turbative expression
S1(t) = Im〈Φ0|Xˆ(t)Xˆ(0)|Φ0〉 = 1
2i
〈Φ0|[Xˆ(t)Xˆ(0)]|Φ0〉
≈ 1
2i
〈u00|[XˆI(t), XˆI(0)]|u00〉+Im
((
iλ
~
) t∫
0
dt1 〈u00|
[
HˆI(t1), XˆI(t)
]
XˆI(0)|u00〉
)
+ Im
((
iλ2
~
)∑
l 6=0
a1l0
t∫
0
dt1 〈u00|
[[
HˆI(t1), XˆI(t)
]
, XˆI(0)
]|u0l 〉)
+ Im
((
iλ
~
)2 t∫
0
dt2
t2∫
0
dt1 〈u00|
[[
XˆI(t), HˆI(t2)
]
, HˆI(t1)
]
Xˆ(0)|u00〉
)
.
(4.90)
we also have to chose an appropriate interaction that is still sufficiently
complicated and describes a bounded system. We already specified the
system to be
H = H0 + λH1, (4.91)
where H0 = H
(1)
0 + H
(2)
0 + H
(12)
0 is the integrable Hamiltonian with (4.2)
and (4.3). One can chose an interaction of the form
H1 =
∑
n
an f
n({x(1)i }, {x(2)j }) (4.92)
which is a polynomial with coefficients an. This interaction makes the system
non-integrable. In order to investigate the contributions in our perturbation
series of such an interaction it is necessary to bring it into a form that
reflects the coupling of the Collective coordinate with the remaining degrees
of freedom. For this to happen the center of mass coordinates of the two
clouds have to decouple from the other degrees of freedom. Therefore we
chose a translational invariant potential
fn({x(1)i }, {x(2)j }) =
∑
ij
(x
(1)
i − x(2)j )n. (4.93)
With this property we can cast
H1 =
∑
ijn
an (x
(1)
i − x(2)j )n (4.94)
into the form
H1 =
∑
n
XnFn
(
{d(1)i }, {d(2)i }
)
, (4.95)
4.3. BEYOND THE INTEGRABLE CASE 57
where X is the collective coordinate and Fn({d(1)i }, {d(2)i }) are polynomials
of the single particle degrees of freedom of H
(1)
0 and H
(2)
0 respectively which
decouple from Xn. While it is possible to perform such a transformation it
will result in a much more complicated expression for the Interaction term
Hˆ1 to be inserted into (4.90) than in the case of Caldeira-Leggett that we
analyzed previously. This means that the already elaborate evaluation of
(4.90) in the Caldeira-Leggett case will be much more complicated for the
interaction (4.92) and only be feasible with further approximations. Fortu-
nately, while in principle possible to follow this path it turns out that there
is a much more illuminating approach for the general coherent physical pic-
ture. Instead of performing a perturbative analysis up to second order in λ
with the mapped Hamiltonian (4.95) it turns out that we only have to study
perturbations up to linear order to extract corrections of the spreading in a
non-integrable setup if we introduce a renormalization of Hˆ0. This will be
presented in the next chapter.
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Chapter 5
Perturbation theory to linear
order
We derived a general expression for the correlator S(t) which is valid up
to second order perturbation theory for a very general class of Hamilto-
nians. In order to expand our investigation from the integrable into the
non-integrable regime we will have to chose an appropriate starting point
for the perturbative analysis. For the investigation of collective dynamics
in quantum many-body systems in our perturbative framework there are
two approaches which are quite natural. The first choice is to start from
the Hamiltonian H, map it to generalized Caldeira-Leggett-form (i.e. cou-
pling of collective coordinate with remaining degrees of freedom) and start
to evaluate the correlator perturbatively. This approach contains immediate
complications on a technical level (the calculations become very extensive).
These calculations even dwarf the level of complexity that our example with
the integrable Caldeira-Leggett model had in stock for us, where the anal-
ysis of S(t) was already rather elaborate. But as we already mentioned it
is sufficient to go only up to linear order perturbation theory and there-
fore to avoid problems that arise from mapping the non-integrable H1 to
Caldeira-Leggett form altogether.
It will become evident that we can avoid all technical complications in
such an approach and get a much clearer picture of what is going on on a
physical level if we perform a renormalization of H0. Furthermore in such
a framework we obtain a beautiful connection to classical physics. Here we
specify the form of the interaction. In order to obtain a bounded model we
chose the interaction
H1 =
N∑
i,j=1
f(x
(1)
i − x(2)i ), (5.1)
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with f being a positive and even analytical function of the form
f(x) =
∞∑
n=2
fnx
2n . (5.2)
To leading order λ in perturbation theory, we obtain the following ex-
pression for the correlator
S(t) ≈ 〈0|XˆI(t)XˆI(0)|0〉
+ λ
∑
l 6=0
(
a1l0〈0|XˆI(t)XˆI(0)|l〉+ (a1l0)∗〈l|XˆI(t)XˆI(0)|0〉
)
+
iλ
~
t∫
0
dt1〈0|[H1I(t1), XˆI(t)]XˆI(0)|0〉+O(λ2) , (5.3)
where the sum runs over the eigenstates |l〉 of Hˆ0, and where |0〉 is the
ground state of Hˆ0. The coefficients a
1
l0 = 〈l|Hˆ1|0〉/(E0 − El) turn out
to be real due to time reversal invariance. The sum in Eq. (5.3) arises
from the correction to the ground state while the last term results from the
perturbation of the Hamiltonian. The collective operator XˆI and the non–
integrable part Hˆ1I of the Hamiltonian, whose time evolution is governed by
the integrable Hamiltonian Hˆ0 appear in the interaction picture. For any
operator Fˆ , we have
FˆI(t) = exp
(
i
~
Hˆ0t
)
Fˆ exp
(
− i
~
Hˆ0t
)
. (5.4)
We consider the imaginary part of the correlator, ImS(t) = S1(t). We
notice again that, by virtue of Eq. (4.7), the Fourier transforms of S(t) and
S1(t) are connected through
S˜(ω) = 2iΘ(ω)S˜1(ω) , (5.5)
where Θ(ω) denotes the Heaviside step function. Since Im〈0|XˆI(t)XˆI(0)|l〉
vanishes for l 6= 0, the imaginary part of the correlator simplifies, and we
find
S1(t) ≈ Im〈0|XˆI(t)XˆI(0)|0〉
+
λ
2~
t∫
0
dt1〈0|
[
[Hˆ1I(t1), XˆI(t)], XˆI(0)
]
|0〉+O(λ2) . (5.6)
At this point, we may use our previous results from the integrable setup.
The first term of Eq. (5.6) was evaluated by mapping H0 into the form of
a Caldeira–Leggett–like model, in which X can be viewed as the coordinate
61
of a “big” particle in a harmonic potential which is coupled to a “bath”
of harmonic oscillators. The interpretation of the “bath”, however, differs
significantly form the standard Caldeira–Leggett situation [30]. In our case,
the “bath” is not external, it is part of the system and formed by the internal
degrees of freedom. The resulting expression for the spectral function S˜(ω)
in that case was
S˜(ω) ≈ ~
pim
Θ(ω) Im
1
Ω20 − ω2 − iωγ˜(ω)
, (5.7)
where γ˜ formally coincides with the classical “damping” kernel, but here
it describes the spreading of the collective excitation over the spectrum. We
repeat once more that there is not an energy loss or any kind of dissipation
in our system. The resonance frequency Ω¯0 is the fundamental oscillator
frequency of the corresponding classical problem. To illustrate this result,
we mention that, when the collective degree of freedom X interacts with an
ohmic “bath” (see Ref. [39]), the spreading kernel γ˜(ω) = γ0 is a constant
and S˜(ω) has a Lorentzian shape with the width γ0 at the position of the
classical oscillator frequency Ω¯0 =
√
Ω20 − (γ0/2)2.
Next we consider the crucial second term on the right hand side of
Eq. (5.6). As we mentioned a naive continuation of the approach that was
used in the integrable case quickly becomes cumbersome. Luckily, there
is much better way of tackling this term which eventually leads to a new
insight to our problem. The second term is easily seen to be of the form
λ
2~
∫ t
0 dt1χ(t1, t), with the kernel χ(t1, t) given by
χ(t1, t) =
∑
ij
〈0|
[
[f(xˆ
(1)
i (t1)− xˆ(2)j (t1)), Xˆ(t)], Xˆ(0)
]
|0〉 . (5.8)
The harmonic form of Hˆ0 means that Xˆ and xˆ
(1),(2)
i can be decomposed
into a sum of eigenmodes Xˆ =
∑
j aj cˆj and xˆi =
∑
j bjicˆj we find the identity
[(xˆ
(1)
i (0)− xˆ(2)j (0))n, Xˆ(−t)] = n(xˆ(1)i − xˆ(2)j )n−1βij(t) (5.9)
for the commutator of the n–th powers of differences with the collective
operator. Here we used that we have for general operators Aˆ, Bˆ, Cˆ
[Aˆ, BˆCˆ] = [Aˆ, Bˆ]Cˆ + Bˆ[Aˆ, Cˆ] (5.10)
and for operators Pˆ , Qˆ
[Pˆ (t), Qˆn(0)] = [Pˆ (t), Qˆn−1(0)Qˆ(0)]
= [Pˆ (t), Qˆn−1(0)]Qˆ(0) + Qˆn−1(0)[Pˆ (t), Qˆ(0)]
= [Pˆ (t), 1 ]Qˆ3(0)︸ ︷︷ ︸
0
+ 3Qˆn−1(0)︸ ︷︷ ︸
Qˆ′(0)
[Pˆ (t), Qˆ(0)], (5.11)
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where we assumed that the operator Pˆ (t) is a linear function of Pˆ (0) and
Qˆ(0).
Labeling Pˆ (t) = Xˆ(t) and Qˆ(0) = (xˆ
(1)
i (0)− xˆ(2)j (0)) we define
[(xˆ
(1)
i − xˆ(2)j )(t1), Xˆ(t2)] = βij(t1 − t2)1, (5.12)
where βij(t1 − t2) is a function. This can be seen because we can write the
commutator in normal coordinates cˆk of the harmonic oscillator with
Xˆ(t2) =
2N∑
k
ak cˆk(t2) (5.13)
and
xˆ
(1)
i (t1) =
2N∑
k
bik cˆk(t1), xˆ
(2)
j (t1) =
2N∑
k
γjkcˆk(t1). (5.14)
With this we can write the commutator (5.12) as∑
k
(bikak) [cˆk(t1), cˆk(t2)]− (γjkak) [cˆk(t1), cˆk(t2)]
=
∑
k
(bikak − γjkak)[cˆk(t1), cˆk(t2)] = βij(t1 − t2) (5.15)
because the commutator [cˆk(t1), cˆk(t2)] is a C-number for the case of a har-
monic oscillator. Hence we demonstrated that for all n the commutator in
(5.9) can be reduced to the operator (xˆ
(1)
i − xˆ(2)j )n−1 multiplied with the
function βij(t) which is defined by [(xˆ
(1)
i − xˆ(2)j ), Xˆ(−t)] = βij(t)1. We no-
tice that the commutator in the latter expression is proportional to the unit
operator 1. Applying this formula twice yields∑
i,j
〈0|
[
[f(xˆ
(1)
i (t1)− xˆ(2)j (t1)), Xˆ(t)], Xˆ(0)
]
|0〉
=
∑
i,j
〈0|
[(
f ′(xˆ(1)i (t1)− xˆ(2)j (t1))βij(t1 − t)
)
, Xˆ(0)
]
|0〉
=
∑
i,j
βij(t1 − t) 〈0|
[(
f ′(xˆ(1)i (t1)− xˆ(2)j (t1))
)
, Xˆ(0)
]
|0〉
=
∑
i,j
βij(t1 − t) βij(t1) 〈0|
(
f ′′(xˆ(1)i (t1)− xˆ(2)j (t1))
)|0〉. (5.16)
Hence we obtain
χ(t1, t) =
∑
i,j
βij(t1 − t)βij(t1)Cij(0) , (5.17)
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where the elements of the matrix C are given by the ground state expectation
values involving the second derivative of the arbitrary function f defining
the non–integrable part of the interaction in Eq. (5.2)
Cij = 〈0|f ′′(xˆ(1)i − xˆ(2)j )|0〉 . (5.18)
The matrix is time independent because for an operator Aˆ we have
〈0|Aˆ(t)|0〉 = 〈0| exp
(
iHˆ0t
~
)
Aˆ(0) exp
(
− iHˆ0t
~
)
|0〉
= 〈0|Aˆ(0)|0〉. (5.19)
For the linear term of the perturbation expansion we get
λ
2~
t∫
0
dt1
∑
i,j
Cij βij(t1 − t)βij(t1) . (5.20)
We emphasize that this result is not due to an expansion of the function
f(x), it applies in leading order λ to all functions of the form (5.2).
We arrive at the important insight anticipated above: precisely the same
equation for the kernel χ(t1, t) follows when using the harmonic Hamiltonian
HˆR0 = Hˆ0 +
λ
2
N∑
i,j=1
Cij(xˆ
(1)
i − xˆ(2)j )2 . (5.21)
We demonstrate this explicitly by inserting the harmonic part into our ex-
pression for the first order perturbation correction λ2~
∫ t
0 dt1 χ(t1, t)
λ
2~
∑
i,j
〈0|
[[
1
2
t∫
0
dt1 Cij (xˆ
(1)
i (t1)− xˆ(2)j (t1))2, Xˆ(t)
]
, Xˆ(0)
]
|0〉
=
λ
2~
∑
i,j
1
2
t∫
0
dt1 Cij 〈0|
[[
(xˆ
(1)
i (t1)− xˆ(2)j (t1))2, Xˆ(t)
]
, Xˆ(0)
]|0〉
=
λ
2~
∑
i,j
t∫
0
dt1 Cij 〈0|
[
(xˆ
(1)
i (t1)− xˆ(2)j (t1))βij(t1 − t), Xˆ(0)
]|0〉
=
λ
2~
∑
i,j
t∫
0
dt1 Cij βij(t1 − t) 〈0|
[
(xˆ
(1)
i (t1)− xˆ(2)j (t1)), Xˆ(0)
]|0〉
=
λ
2~
∑
i,j
t∫
0
dt1 Cij βij(t1 − t)βij(t1), (5.22)
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which has the same form as (5.20). In other words, the effect of a gen-
eral, non–integrable perturbation can, to leading order λ, be fully accounted
for by a proper renormalization of the integrable Hamiltonian Hˆ0. Since
the renormalized HˆR0 is harmonic, the spectral function S˜(ω) is given by
Eq. (5.7), where the renormalized oscillation frequency ΩR0 and the spread-
ing kernel γR depend on the constant matrix elements Cij .
The Cij themselves depend on the parameters of the integrable Hamil-
tonian Hˆ0. We therefore have to derive an explicit expression for them.
Introducing the Fourier transform of the function f ′′ we get
Cij = 〈0|f ′′(xˆ(1)i − xˆ(2)j )|0〉 =
1√
2pi
∞∫
−∞
dkf˜ ′′(k)〈0| exp (ik(xˆ(1)i − xˆ(2)j ))|0〉
=
1√
2pi
∞∫
−∞
dkf˜ ′′(k) exp
(
− k
2
2
〈0|(xˆ(1)i − xˆ(2)j )2|0〉
)
=
1
2pi
∞∫
−∞
dxf ′′(x)
∞∫
−∞
dk exp
(
ikx− k
2
2
〈0|(xˆ(1)i − xˆ(2)j )2|0〉
)
=
1√
2pi
∞∫
−∞
dx
f ′′(x)√
〈0|(xˆ(1)i − xˆ(2)j )2|0〉
exp
(
− x
2
2〈0|(xˆ(1)i − xˆ(2)j )2|0〉
)
=
1√
2pi
∞∫
−∞
du f ′′(
√
〈0|(xˆ(1)i − xˆ(2)j )2|0〉 u) exp
(
− u
2
2
)
, (5.23)
where we have used the relation 〈exp(−iqx)〉 = exp(−q2〈x2〉/2). The next
step is to express the quantity αij := 〈0|(xˆ(1)i − xˆ(2)j )|0〉 in terms of the
original interaction matrices W, Kˆ,K of the unperturbed model. In order to
achieve that we express our quantity in the set of coordinates that separated
the center of mass coordinates and the relative coordinates
x
(1)
i =
1√
2
(
x
(1)
i − x(2)i√
2
+
x
(1)
i + x
(2)
i√
2
)
=
c
(1)
i + c
(2)
i√
2
(5.24)
and
x
(2)
j =
1√
2
(
x
(1)
j + x
(2)
j√
2
−
(
x
(1)
j − x(2)j√
2
))
=
c
(2)
j − c(1)j√
2
. (5.25)
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Substituting these expressions into αij we get
αij = 〈0|(xˆ(1)i − xˆ(2)j )2|0〉 = 〈0|
(
cˆ
(1)
i + cˆ
(2)
i√
2
− cˆ
(2)
j − cˆ(1)j√
2
)2
|0〉
= 〈0|1
2
(cˆ
(1)
i + cˆ
(2)
i )
2 +
1
2
(cˆ
(2)
j + cˆ
(1)
j )
2
−(cˆ(1)i + cˆ(2)i )(cˆ(2)j + cˆ(1)j )|0〉
= 〈0(1)|〈0(2)| 1
2
(cˆ
(1)
i + cˆ
(2)
i )
2 +
1
2
(cˆ
(2)
j + cˆ
(1)
j )
2
−(cˆ(1)i + cˆ(2)i )(cˆ(2)j + cˆ(1)j )|0(2)〉|0(1)〉
= 〈0(1)|1
2
((
cˆ
(1)
i
)2
+
(
cˆ
(1)
j
)2)|0(1)〉+ 〈0(2)|1
2
((
cˆ
(2)
i
)2
+
(
cˆ
(2)
j
)2)|0(2)〉
−〈0(1)|〈0(2)|{cˆ(1)i cˆ(2)j , cˆ(2)i cˆ(1)j }|0(2)〉|0(1)〉 , (5.26)
where |0(1)〉 and |0(2)〉 denote the vacuum states of the subsystems with
the coordinates {c(1)i } and {c(2)i } respectively. In order to evaluate the ex-
pression (5.26) we switch to coordinates that diagonalize the Hamiltonians
of these subsystems Hc(1)({c(1)i }) and Hc(2)({c(2)i }) (H0 = Hc(1)({c(1)i }) +
Hc(2)({c(2)i })) with the transformations
y
(1)
i =
N∑
j
B
(1)
ij c
(1)
j ⇔ c(1)i =
N∑
j
B
(1)T
ij y
(1)
j , (5.27)
y
(2)
i =
N∑
j
B
(2)
ij c
(2)
j ⇔ c(2)i =
N∑
j
B
(2)T
ij y
(2)
j . (5.28)
In this basis it is very simple to evaluate the terms in (5.26). The mixed
terms
〈0(1)|〈0(2)|cˆ(1)i cˆ(2)j |0(2)〉|0(1)〉 = 〈0(1)|cˆ(1)i |0(1)〉〈0(2)|cˆ(2)j |0(2)〉
=
∑
l
B
(1)
il 〈0(1)|yˆ(1)i |0(1)〉
∑
k
B
(2)
ik 〈0(2)|yˆ(2)j |0(2)〉 = 0 (5.29)
disappear since we are dealing with harmonic oscillators. Therefore αij takes
the form
αij = 〈0|(x(1)i − x(2)j )2|0〉 =
1
2
(
〈0(1)|((cˆ(1)i )2 + (cˆ(1)j )2)|0(1)〉
+ 〈0(2)|((cˆ(2)i )2 + (cˆ(2)j )2)|0(2)〉). (5.30)
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Since
〈0(1)|(cˆ(1)i )2|0(1)〉 =
N∑
jk
B
(1)T
ij B
(1)T
ik 〈0(1)|yˆ(1)j yˆ(1)k |0(1)〉
=
N∑
jk
B
(1)T
ij B
(1)T
ik
(
~
2mω
(1)
j
)
δjk =
N∑
j
B
(1)T
ij B
(1)T
ij
(
~
2mω
(1)
j
)
=
N∑
j
B
(1)T
ij B
(1)
ji
(
~
2mω
(1)
j
)
= [B(1)TD(1)B(1)]ii, (5.31)
with D(1) =
{ ~
2mω
(1)
j
}
1 . Furthermore we obtain
〈0(1)|(cˆ(1)j )2|0(1)〉 = [B(1)TD(1)B(1)]jj (5.32)
and therefore
〈0(1)|((cˆ(1)i )2 +(cˆ(1)j )2)|0(1)〉 = [B(1)TD(1)B(1)]ii+[B(1)TD(1)B(1)]jj . (5.33)
Using the same argument we get similar expressions for
〈0(2)|((cˆ(2)i )2 + (cˆ(2)j )2)|0(2)〉 = [B(2)TD(2)B(2)]ii + [B(2)TD(2)B(2)]jj (5.34)
with D(2) =
{ ~
2mω
(2)
j
}
1 . Putting all these terms together we obtain for αij
αij =
1
2
(
[B(1)TD(1)B(1)]ii + [B
(2)TD(2)B(2)]ii︸ ︷︷ ︸
Γii
+ [B(1)TD(1)B(1)]jj + [B
(2)TD(2)B(2)]jj︸ ︷︷ ︸
Γjj
)
, (5.35)
where Γii,Γjj are the matrices that we have to connect to the interac-
tion matrices Kij , Kˆij ,Wij . In order to do that we consider the potential
V (x(1), x(2)) (the kinetic part is trivial) of the unperturbed Hamiltonian H0
V0 =
∑
ij
Wij
(
x
(1)
i x
(1)
j + x
(2)
i x
(2)
j
)
︸ ︷︷ ︸
I
+
∑
ij
Kij
(
x
(1)
i − x(2)j
)2
︸ ︷︷ ︸
II
. (5.36)
To evaluate this expression we need the following relations
x
(1)
i x
(1)
j =
1
2
(
c
(1)
i +c
(2)
i
)(
c
(1)
j +c
(2)
j
)
=
1
2
(
cˆ
(1)
i c
(1)
j +c
(1)
i c
(2)
j +c
(2)
i c
(1)
j +c
(2)
i c
(2)
i
)
(5.37)
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x
(2)
i x
(2)
j =
1
2
(
c
(2)
i −c(1)i
)(
cˆ
(2)
j − cˆ(1)j
)
=
1
2
(
c
(2)
i c
(2)
j −c(2)i c(1)j −c(1)i c(2)j +c(1)i c(1)i
)
(5.38)
x
(1)
i x
(2)
j =
1
2
(
c
(1)
i +c
(2)
i
)(
c
(2)
j −c(1)j
)
=
1
2
(
c
(1)
i c
(2)
j −c(1)i c(1)j +c(2)i c(2)j −c(2)i c(1)j
)
(5.39)
Putting (5.37) and (5.38) into (I) gives us
∑
ij
Wij
(
x
(1)
i x
(1)
j + x
(2)
i x
(2)
j
)
=
∑
ij
Wij
(
c
(1)
i c
(1)
j + c
(2)
i c
(2)
j
)
. (5.40)
The second term (II) can be rewritten as
∑
ij
Kij
(
x
(1)
i − x(2)j
)2
=
∑
ij
Kij
((
x
(1)
i
)2
+
(
x
(2)
j
)2)
︸ ︷︷ ︸
(a)
− 2
∑
ij
Kij x
(1)
i x
(2)
j︸ ︷︷ ︸
(b)
.
(5.41)
The evaluation of the term (a) gives,
(a) =
∑
ijk
Kij
(
δik x
(1)
i x
(1)
k + δik x
(2)
i x
(2)
k
)
=
∑
ik
δik
∑
j
Kij︸ ︷︷ ︸
Kˆik
(
x
(1)
i x
(1)
k + x
(2)
i x
(2)
k
)
=
∑
ij
Kˆij
(
x
(1)
i x
(1)
j + x
(2)
i x
(2)
j
)
=
∑
ij
Kˆij
(
c
(1)
i c
(1)
j + c
(2)
i c
(2)
j
)
, (5.42)
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where we used (5.37) and (5.38) again. The term (b) becomes
(b) = −2
∑
ij
Kij x
(1)
i x
(2)
j
= −2
∑
ij
Kij
(
c
(1)
i c
(2)
j − c(1)i c(1)j + c(2)i c(2)i − c(2)i c(1)j
)
= 2
∑
ij
Kij
(
c
(1)
i c
(1)
j − c(2)i c(2)j
)− 2∑
ij
Kij c
(1)
i c
(2)
j
+ 2
∑
ij
Kij c
(2)
i c
(1)
j︸ ︷︷ ︸
= 2
∑
ij Kji c
(2)
j c
(1)
i = 2
∑
ij Kij c
(1)
i c
(2)
j
= 2
∑
ij
Kij
(
c
(1)
i c
(1)
j − c(2)i c(2)j
)
. (5.43)
We employed the symmetry of Kji and the relation (5.39). Putting (a) and
(b) together and substituting (I) and (II) into (5.36) leads us therefore to
a representation of the potential V0 = V
(1)({c(1)i }) + V (2)({c(2)i }) that reads
V0 =
∑
ij
( (
Wij + Kˆij + 2Kij
)︸ ︷︷ ︸
V
(1)
ij
c
(1)
i c
(1)
j +
(
Wij + Kˆij − 2Kij
)︸ ︷︷ ︸
V
(2)
ij
c
(2)
i c
(2)
j
)
.
(5.44)
In this expression we have separated the potential into parts containing
only c
(1)
i and c
(2)
i without mixed terms. In order to establish the connection
between the matrices V (1), V (2) and Γii, Γjj we need to diagonalize the
matrices V (1), V (2). We will demonstrate this for V (1), the calculation for
V (2) will then be analogous. We will introduce the normal coordinates B c =
y⇔ c = BTy, which leads to
V (1) =
∑
ij
V
(1)
ij c
(1)
i c
(1)
j =
∑
ij
∑
lk
V
(1)
ij B
(1)T
il y
(1)
l B
(1)T
jk y
(1)
k
=
∑
ijlk
B
(1)T
il B
(1)
kj V
(1)
ij y
(1)
l y
(1)
k =
∑
ijk
B
(1)T
ik B
(1)
kj V
(1)
ij
(
y
(1)
k
)2
=
∑
ijk
B
(1)
ki V
(1)
ij B
(1)T
jk
(
y
(1)
k
)2
=
∑
k
(∑
ij
B
(1)
ki V
(1)
ij B
(1)T
jk
)(
y
(1)
k
)2
= y(1)T B(1)V (1)B(1)T︸ ︷︷ ︸
diagonal
y(1), (5.45)
from which we can conclude that
B(1)V (1)B(1)T =
{
m(ω
(1)
i )
2
2
}
1 =
(
~2
8m
)
(D(1))−2, (5.46)
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with
D(1) =
{
~
2mω
(1)
i
}
1 . (5.47)
An equivalent relation holds for V
(2)
0
B(2)V (2)B(2)T =
{
m(ω
(2)
i )
2
2
}
1 =
(
~2
8m
)
(D(2))−2, (5.48)
with
D(2) =
{
~
2mω
(2)
i
}
1 . (5.49)
From these relations we deduce by multiplying B(1),(2)T from the left
and B(1),(2) from the right and using orthogonality that
V (1) =
~2
8m
B(1)T (D(1))−2B(1) (5.50)
and
V (2) =
~2
8m
B(2)T (D(2))−2B(2). (5.51)
This yields
B(1)TD(1)B(1) =
(
8m
~2V (1)
)1/2
(5.52)
and
B(2)TD(2)B(2) =
(
8m
~2V (2)
)1/2
, (5.53)
which can be seen from the following relation
V ((1),(2)) =
~2
8m
B((1),(2))T
(
D((1),(2))
)−2
B((1),(2))
=
√
~2
8m
B((1),(2))T
(
D((1),(2))
)−1
B((1),(2))︸ ︷︷ ︸
Θ((1),(2))
×
√
~2
8m
B((1),(2))T
(
D((1),(2))
)−1
B((1),(2))︸ ︷︷ ︸
Θ((1),(2))
= (Θ((1),(2)))2, (5.54)
where we used that B((1),(2)) are orthogonal matrices with B((1),(2))T =
(B((1),(2)))−1. From this we deduce that
(V ((1),(2)))1/2 = Θ((1),(2))
=
√
~2
8m
B((1),(2))T
(
D((1),(2))
)−1
B((1),(2)). (5.55)
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Applying B((1),(2)) from the left and B((1),(2))T from the right gives us
B((1),(2))
(
8m
~2
V ((1),(2))
)1/2
B((1),(2))T =
(
D((1),(2))
)−1
. (5.56)
Furthermore taking the inverse provides us with
D((1),(2)) =
(
B((1),(2))
(
8m
~2
V ((1),(2))
)1/2
B((1),(2))T
)−1
= B((1),(2))
(
8m
~2
V ((1),(2))
)−1/2
B((1),(2))T , (5.57)
where we used orthogonality and the relation (AB)−1 = B−1A−1 which is
valid for general matrices. Multiplying (5.57) from the left with B((1),(2))T
and from the right with B((1),(2)) leads us then to(
~2
8m
V ((1),(2))
)−1/2
= B((1),(2))TD((1),(2))B((1),(2)), (5.58)
which are the relations (5.52) and (5.53). We thus connected the matri-
ces V ((1),(2)) with the matrices B((1),(2))TD((1),(2))B((1),(2)) and can therefore
represent the quantity αij using the matrices V
((1),(2)). This means that
(5.35) transforms into
αij =
√
2m
~
((
1
W + Kˆ + 2K
)1/2
ii
+
(
1
W + Kˆ − 2K
)1/2
ii
+
(
1
W + Kˆ + 2K
)1/2
jj
+
(
1
W + Kˆ − 2K
)1/2
jj
)
. (5.59)
After this rather technical discussion, it is worthwhile to recapitulate
quickly what we did up to this point in the present section. Starting from
the definition (5.18), we derived
Cij =
1√
2pi
+∞∫
−∞
f ′′(x√αij) exp
(
−x
2
2
)
dx , (5.60)
where the quantities αij = 〈0|(x(1)i − x(2)j )2|0〉 can be related to the param-
eters of Hˆ0. They are given by αij = (Γii + Γjj)/4, where Γkk is the k-th
diagonal element of the matrix
Γ =
~√
2m
((
1
W + Kˆ − 2K
)1/2
+
(
1
W + Kˆ + 2K
)1/2)
, (5.61)
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and Kˆ is a diagonal matrix whose elements read Kˆij = δij
∑
lKil. The
coefficients Cij depend on ~ since they result from sandwiching the function
f with the ground states of the integrable Hamiltonian.
If we restrict ourselves to leading order ~, only the first term of the
expansion (5.2) enters. In such a semi-classical regime Eq. (5.60) simplifies
and we have Cij = 3f2(Γii + Γjj).
Since HR0 is harmonic, the spectral function S˜(ω) can now be calculated
using Eq. (5.7). The renormalized oscillator frequency ΩR0 and the renor-
malized spreading kernel γR are determined by the renormalized coupling
constants KRij = Kij + λCij/2 and by Wij . The spreading kernel can be
expressed through the spectral density function σR(ω) [39],
γR(t) =
2
m
∞∫
0
σR(ω)
ω
cos(ωt)dω . (5.62)
Employing our previous results from the integrable case, we express the spec-
tral density function through the parameters of the harmonic Hamiltonian.
This yields
σR(ω) = − 1
2pimω
Im kT
1
(ω + i)1 − (2Kr/m)1/2
k, (5.63)
where Kr and k are obtained from the matrix K˜
R = AT (W + KˆR +2KR)A,
with A being a discrete N ×N cosine transform, that we introduced in the
integrable set up. More precisely, Kr is the (N−1)×(N−1) matrix obtained
from K˜R by deleting the first row and the first column while the vector k
is the first column (excluding the first element) of K˜R. The renormalized
oscillator frequency turns out to be
ΩR0 =
√
2K˜R11/m+ γ
R(0) . (5.64)
It is important to notice that the spreading kernel (5.62), the oscillator fre-
quency (5.64) and therefore the spectral density S˜(ω) are fully determined
by the classical dynamics of the renormalized Hamiltonian HˆR0 . In particu-
lar, using our previous results, the equation for the classical time evolution
of the collective coordinate reads
d2X(t)
dt2
+ (ΩR0 )
2X(t) +
t∫
0
γR(t− s)dX(s)
ds
ds = F (t) , (5.65)
with F (t) being a force term. A homogeneous differential equation holds
for the expectation value 〈Xˆ〉(t) if the initial state of the system is properly
chosen
d2〈X〉(t)
dt2
+ (ΩR0 )
2〈X〉(t) +
t∫
0
γR(t− s)d〈X〉(s)
ds
ds = 0. (5.66)
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Equation (5.66) describes a damped, i.e. in our case spread, harmonic oscil-
lator whose spreading kernel γR(t) and oscillator frequency ΩR0 are given by
Eqs. (5.62) and (5.64), respectively. Importantly, the solution of Eq. (5.66)
also determines, for properly chosen initial conditions, the spectral density
of the collective excitations. We notice, however, that HˆR0 itself contains
quantum corrections which depend on ~. Put differently, HˆR0 is identified
as the proper effective Hamiltonian whose classical dynamics — rather than
the classical dynamics of the original, total Hamiltonian Hˆ — determines
the spectrum of collective excitations in leading order λ. We also notice
that higher order terms in the perturbative treatment of S(t) come with
higher powers of ~. Indeed, it is straightforward to see that in the case of
f(x) = f2x
4 the n–th term of the perturbative expansion scales as (~λ)n. In
this sense the renormalized Hamiltonian HˆR0 provides the first semi-classical
correction to the spectrum of the collective modes.
We briefly discuss the conditions for the validity of our perturbative
approach. The approximation (5.3) can be used if the following conditions
are satisfied, see Ref. [42]. First, the gap between the ground state and
the first excited state of Hˆ0 must be sufficiently large, i.e., λ|〈0|Hˆ1|0〉| 
~ωmin, where ωmin is the minimal oscillator frequency of the classical system
given by the lowest eigenvalue of the matrix W + Kˆ + 2K. Second, the
time t of propagation must be bounded by λ|〈0|Hˆ1|0〉|t/~  1. As we
are interested in time scales of order t ∼ Ω−10 , the first condition implies
the second one. Under these conditions the spectral characteristics such as
energy and spreading width of the collective excitations are close to their
values for the unperturbed Hamiltonian Hˆ0. We notice, however, that such
a “small” perturbation λH1 might be quite large on the scale of the mean
level spacing which is of the order ~N . This means that the local distribution
of the energy levels of the Hamiltonian H might be essentially different from
the energy level distribution of the integrable Hamiltonian H0.
Chapter 6
Summary
In the first part (chapter 3) we studied collective behavior in an integrable
model consisting of two coupled chains of harmonic oscillators. We chose the
rescaled difference of the center of mass modes of the chains as a collective co-
ordinate X, and mapped our system onto a model of Caldeira-Leggett-type.
The resemblance with the well-known Caldeira-Leggett model provided an
intuitive physical picture of the energy exchange between the collective coor-
dinate and the remaining degrees of freedom playing the role of the internal
bath. As a result, the dynamics of the collective mode is described by
the spread harmonic oscillator equation. We then related this dynamical
equation to the problem of the existence of collective quantum excitations
in the spectrum of the corresponding quantum Hamiltonian. These col-
lective excitations are probed through the transition strengths induced by
observables A(Xˆ), depending on the collective coordinate. As we showed,
for the dynamically underdamped regime the spikes in the distribution of
the transition strengths appear precisely at the energies En = E0 + n~Ω0
(E0 = ground state energy) of the quantized collective harmonic oscillator,
while the width of the spikes is controlled by the spreading coefficient γ0 of
the corresponding dynamical problem. It is worth mentioning that based
on fluctuation-dissipation type of arguments we can extend the present ap-
proach to any Hamiltonian system with quadratic interactions.
One of the important features of the integrable model is the freedom
of choice for the collective coordinate. Note that our definition of X in a
technical sense was somewhat arbitrary. In principle, we could take any
linear combination Y as a collective coordinate, and implement the same
type of mapping procedure (as in the case of X) onto the model of Caldeira-
Leggett-type. We would get then precisely the same equation of motion
for Y (t), but with a different collective frequency Ω0 and spreading kernel
γ(t). Not every choice for Y would be, of course, appropriate in order to
regard it as a collective coordinate. If, for instance, the resulting dynamics
becomes overdamped, no clear spikes will be visible at the corresponding
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spectral function. On the other hand, it seems that there exists no “unique”
choice for the collective coordinate. This means the parameters Ω0, γ0 are
not intrinsic properties of the considered integrable model but are rather
affected by the definition of the collective coordinate. In real experiments
the choice of the collective coordinate is dictated by the way the system of
interest is probed. For example, in the case of the GDR the photon-induced
reaction causes the separation of centers of mass and charge in the nucleus
that leads to a dipole moment coupling. This interaction between photons
and the nucleus implies that the difference of centers of masses of protons
and neutrons serves as a natural choice for the collective degree of freedom.
Beside the fundamental aspects just mentioned, there is further motiva-
tion for our study: Statistical analysis of the spectra indicates that collective
motion is typically regular while the incoherent single–particle motion yields
spectral statistics described by random matrices, see Refs. [22, 23, 24]. This
coexistence of both regular and chaotic dynamics in the same system is a
truly intriguing dynamical aspect of many–body systems [29]. The regular-
ity of collective motion implies that the recent arguments [43] strongly sup-
porting the Bohigas–Giannoni–Schmit conjecture for single–particle systems
do not carry over in a straightforward manner to many–body systems. In
short, this conjecture states that the spectral statistics of the single–particle
system is of random–matrix type if the corresponding classical system is
chaotic. Our study is thus needed when addressing the role of collectivity
in quantum chaos.
An important step towards the resolution of this question is the per-
turbative approach that we undertook in the second part (chapter 4 and
chapter 5) of the thesis. There we recognized that the quantum-classical
relation can even be pushed beyond the limits of the integrable model as
long as one studies perturbation theory to linear order in the expansion pa-
rameter λ. In such a framework the equation for the time evolution of the
collective coordinate is still determined by a classical equation
d2X(t)
dt2
+ (ΩR0 )
2X(t) +
t∫
0
γR(t− s)dX(s)
ds
ds = F (t) , (6.1)
with the renormalized dynamical quantities that are determined by the clas-
sical dynamics of a renormalized Hamiltonian HˆR0 . We obtain a homoge-
neous equation for the quantum mechanical expectation value 〈Xˆ〉(t) if we
choose the initial state properly
d2〈X〉(t)
dt2
+ (ΩR0 )
2〈X〉(t) +
t∫
0
γR(t− s)d〈X〉(s)
ds
ds = 0 . (6.2)
This means that the spreading kernel γR(t) , the oscillator frequency ΩR0
and the spectral function S˜(ω) are determined by the classical dynamics
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of the renormalized Hamiltonian HˆR0 . Thus we obtain a description for
a damped, i.e. in our case spread, harmonic oscillator with renormalized
spreading kernel γR(t) and oscillator frequency ΩR0 . In addition the solution
of Eq. (6.2) determines the spectral density of the collective excitations if
we chose the initial conditions properly.
Because HˆR0 itself contains quantum corrections which depend on ~, we
can identify it as an effective Hamiltonian whose classical dynamics deter-
mines the spectrum of collective excitations in leading order λ. Furthermore,
higher order terms in the perturbative treatment of S(t) come with higher
powers of ~. From that perspective it is therefore legitimate to say that the
renormalized Hamiltonian HˆR0 provides the first semi-classical correction to
the spectrum of the collective modes.
In conclusion, we studied, in the framework of a simple model, the emer-
gence of collectivity from first principles. We did not start from an effective
model, we rather derived an effective description and still kept full control
over the original degrees of freedom. In doing so, we related the expectation
value of the collective operator and the spectral density of the collective
excitations to a purely classical equation. We consider that to be impor-
tant, as it can be viewed as a justification of the routinely used strategy
in many–body physics, where effective models are set up classically and are
then quantized (e.g. the liquid drop model in nuclear physics). In that
sense the above “semi-classical” connection between the classical dynamics
of a collective mode and collective excitations of the corresponding quantum
problem can be extended to a more general class of non-integrable systems.
We think that our detailed study of the emergence of collective motion in a
(relatively simple) many body model establishes a solid basis for further re-
search that aims to shed light on the interplay between chaos and regularity
in quantum many body systems. Our approach contains the possibility to
see both phenomena (integrable and non-integrable dynamics) in the set-up
of a relatively simple model.
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Appendix A
Feynman-Vernon theory
The Caldeira-Leggett model is is a prominent integrable model that allows
to study phenomenologically the physics of an open quantum system. It
is fully analytically solvable and therefore serves as a useful testing ground
for studies related to damping, spreading and dissipation in a quantum
mechanically context. We will give an overview about the major physical
aspects of the model and follow the path of A. Caldeira and A. Leggett in
their original research paper [30]. Everything we can possibly know about
the dynamics of the full quantum system is encoded in the density matrix
ρ(t) = exp
(
− iHt
~
)
ρ(0) exp
(
iHt
~
)
. (A.1)
In the coordinate representation this becomes
〈xR|ρ(t)|yQ〉 =
∞∫
−∞
dx′dy′dR′dQ′ 〈xR| exp
(
− iHt
~
)
|x′R′〉
〈x′R′|ρ(0)|y′Q′〉〈y′Q′| exp
(
iHt
~
)
|yQ〉, (A.2)
where R,Q represent the vectors with components Rk, Qk. We rewrite the
propagators as path integrals
〈xR| exp
(
− iHt
~
)
|x′R′〉 =
x(t)=x∫
x(0)=x′
Dx(t′)
R(t)=R∫
R(0)=R′
DR(t′) exp
(
iS[x,R]
~
)
= K(x,R, t;x′R′, 0) (A.3)
and
〈y′Q′| exp
(
iHt
~
)
|yQ〉 =
y(t)=y∫
y(0)=y′
Dy(t′)
Q(t)=Q∫
Q(0)=Q′
DQ(t′) exp
(
− iS[y,Q]
~
)
= K∗(y,Q, t; y′Q′, 0). (A.4)
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Therefore we obtain for the density matrix in the coordinate basis
〈xR|ρ(t)|yQ〉 =
∞∫
−∞
dx′dy′dR′dQ′ K(x,R, t;x′R′, 0)
K∗(y,Q, t; y′Q′, 0)〈x′R′|ρ(0)|y′Q′〉. (A.5)
We are particular interested in the dynamics of the coordinate x which is
embedded into the environmental degrees of freedom. Hence we have to get
rid of the other degrees of freedom by tracing out the environment. This
operation provides us with the reduced density matrix of the system
ρ˜(x, y, t) =
∞∫
−∞
dR 〈xR|ρ(t)|yR〉
=
∞∫
−∞
dx′dy′dR′dQ′dR K(x,R, t;x′R′, 0)K∗(y,R, t; y′Q′, 0)
〈x′R′|ρ(0)|y′Q′〉, (A.6)
with
〈y′Q′| exp
(
iHt
~
)
|yR〉 =
y(t)=y∫
y(0)=y′
Dy(t′)
Q(t)=R∫
Q(0)=Q′
DQ(t′) exp
(
− iS[y,Q
′]
~
)
= K∗(y,R, t; y′Q′, 0). (A.7)
We assume that the systems are initially uncoupled which means for the
density matrix that
ρ(0) = ρS(0)⊗ ρR(0)
and therefore for the reduced density matrix
ρ˜(x, y, t) =
∞∫
−∞
dx′dy′dR′dQ′dR
x(t)=x∫
x(0)=x′
Dx(t′)
R(t)=R∫
R(0)=R′
DR(t′)
×
y(t)=y∫
y(0)=y′
Dy(t′)
Q(t)=R∫
Q(0)=Q′
DQ(t′) exp
(
iS[x,R]
~
)
× exp
(
− iS[y,Q]
~
)
ρS(x
′, y′, 0)ρR(R′,Q′, 0). (A.8)
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The action is analogous to the Hamiltonian S = SS + SR + SI =
∫ t
0 Ldt.
With this the reduced density matrix becomes
ρ˜(x, y, t) =
∞∫
−∞
dx′dy′J(x, y, t;x′, y′, 0)ρS(x′, y′, 0), (A.9)
where
J(x, y, t;x′, y′, 0) =
x(t)=x∫
x(0)=x′
Dx(t′)
y(t)=y∫
y(0)=y′
Dy(t′) exp
(
i
~
(
SS [x]− SS [y]
))
×F [x, y], (A.10)
with the influence functional
F [x, y] =
∞∫
−∞
dR′dQ′dR ρR(R′,Q′, 0)
Q(t)=R∫
Q(0)=Q′
DQ(t′)
R(t)=R∫
R(0)=R′
DR(t′)
× exp
(
i
~
(
SI [x,R]− SI [y,Q] + SR[R]− SR[Q]
))
. (A.11)
In the case of no interaction between the system and the bath the influence
functional becomes
F [x, y] =
∞∫
−∞
dR′dQ′dR ρR(R′,Q′, 0)
Q(t)=R∫
Q(0)=Q′
DQ(t′)
R(t)=R∫
R(0)=R′
DR(t′)
× exp
(
i
~
(
SR[R]− SR[Q]
))
, (A.12)
which can be recast as
F [x, y] =
∞∫
−∞
dR′dQ′dR 〈Q′| exp
(
iHR
~
)
|R〉〈R| exp
(
− iHR
~
)
|R′〉
×〈R′|ρ(0)|Q′〉
=
∞∫
−∞
dQ′〈Q′|ρ(0)|Q′〉 = Trρ = 1. (A.13)
Thus the expression for J(x, y, t;x′, y′, 0) takes a product structure of two
propagators which propagates the system in positive and negative time direc-
tion respectively. In the above free case this propagation happens therefore
independently but in the case of a non-vanishing interaction the influence
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functional couples the two propagators. Any information regarding the im-
pact of the interaction between bath and system on the quantum dynamics
of the system is therefore encoded in the influence functional. One has just
to evaluate (A.10) in order to obtain the time evolution for the reduced den-
sity matrix, which in turn encodes all the necessary information to calculate
the physical observables of the system S.
Appendix B
The Caldeira-Leggett model
The formulas that have been provided are valid for a much more general
class of Hamiltonians than the integrable Caldeira-Leggett case. Unfortu-
nately only a few models can be solved exactly analytically. Nevertheless
the Caldeira-Leggett model serves as an important testing ground for ques-
tions ranging from dissipation to decoherence and also served us in our
investigation of collective motion in many body systems as an important
guideline. We will therefore evaluate the influence functional for the inte-
grable Caldeira-Leggett model still following the path that A. Caldeira and
A. Leggett layed out in their paper [30]. After that we will give a short
overview of the main physical aspects of the model and their relation to our
investigation regarding collective degrees of freedom. The model consists of
a System S that interacts with a system R described by the Hamiltonian
H = HS +HR +HI , (B.1)
with
HS =
P 2
2M
+ V (x) (B.2)
HR =
∑
k
p2k
2m
+
∑
k
mω2kR
2
k
2
(B.3)
HI = x
∑
k
ckRk. (B.4)
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The influence functional for this system is
F [x, y] =
∞∫
−∞
dR′dQ′dR ρR(R′,Q′, 0)
×
Q(t)=R∫
Q(0)=Q′
DQ(t′) exp
(
− i
~
(
SR[Q] + SI [y,Q]
))
×
R(t)=R∫
R(0)=R′
DR(t′) exp
(
i
~
(
SR[R]− SI [x,R]
))
. (B.5)
for the Caldeira-Leggett model takes the form
F [x, y] =
∞∫
−∞
dR′dQ′dR ρR(R′,Q′, 0)
Q(t)=R∫
Q(0)=Q′
DQ(t′)
× exp
(
− i
2~
t∫
0
dt
∑
k
(
mQ˙2k −mω2kQ2k − 2yckQk
))
×
R(t)=R∫
R(0)=R′
DR(t′) exp
(
i
2~
t∫
0
dt
∑
k
(
mR˙2k −mω2kR2k − 2yckRk
))
. (B.6)
The two path integrals in this expression are of standard form. A system
with the classical action
Scl =
tb∫
ta
(
mq˙2(t)
2
− mω
2x2(t)
2
+ f(t)x
)
dt (B.7)
has the propagator
G(xb, tb;xa, ta) =
√
mω
2pii~ sin(ω(tb − ta)) exp
(
imω
2~ sinωT
(
(x2b − x2a)
× cos(ωT )− 2xaxb + 2xb
mω
tb∫
ta
f(t) sin(ω(t− ta))dt
+
2xa
mω
tb∫
ta
f(t) sin(ω(tb − t))dt
− 2
m2ω2
tb∫
ta
t∫
ta
f(t)f(s) sin(ω(tb − t)) sin(ω(s− ta)) dsdt
))
, (B.8)
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with T = (tb − ta), see Refs. [44, 45, 46].
Thus after performing the path integration we obtain for the influence
functional
F [x, y] =
∏
k=1
∞∫
−∞
dR′kdQ
′
kdRk ρ
k
R(R
′
k, Q
′
k, 0)
(
mωk
2pii~| sin(ωk(tb − ta))|
)
× exp
(
− imωk
2~ sinωkt
(
(Q′2k −R′2k ) cos(ωkt) + 2Rk(R′k −Q′k)
+
2Rkck
mωk
t∫
0
(x(t′)− y(t′)) sin(ωk(t′))dt′
+
2ck
mωk
t∫
0
(R′kx(t
′)−Q′ky(t′)) sin(ωk(t− t′))dt′
+
2c2k
m2ω2k
t∫
0
τ∫
0
(x(τ)x(s)− y(τ)y(s)) sin(ωk(t− τ)) sin(ωks) dsdτ
))
. (B.9)
Into this we substitute the expression for the density matrix of a system
that is in equilibrium at a temperature T
ρkR(R
′
k, Q
′
k, 0) =
√
mωk
2pi~ sinh(~ωk/kT )
× exp
(
− mωk
2~ sinh(~ωk/kT )
(
(R′2k +Q
′2
k ) cosh(~ωk/kT )− 2R′kQ′k
))
(B.10)
and obtain
F [x, y] = exp
(
− 1
~
t∫
0
τ∫
0
(x(τ)−y(τ))(α(τ−s)x(s)−α∗(τ−s)y(s))
)
dsdτ
(B.11)
with
α(τ − s) =
∑
k
c2k
2mωk
(
exp(−iωk(τ − s)) + exp(iωk(τ − s))
exp(~ωk/kT )− 1
+
exp(−iωk(τ − s))
exp(~ωk/kT )− 1
)
. (B.12)
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The propagator for the reduced density matrix can then be expressed as
J(x, y, t;x′, y′, 0) =
x(t)=x∫
x(0)=x′
Dx(t′)
y(t)=y∫
y(0)=y′
Dy(t′) exp
(
i
~
(
SS [x]− SS [y]
−
t∫
0
τ∫
0
(x(τ)− y(τ))αI(τ − s)(x(s) + y(s))dτds
)
× exp
(
− i
~
t∫
0
τ∫
0
(x(τ)− y(τ))(x(s)− y(s))αR(τ − s)dτds
)
, (B.13)
with
αR(τ − s) =
∑
k
c2k
2mωk
coth(~ω¯k/2KT ) cos(ωk(τ − s)) (B.14)
and
αI(τ − s) = −
∑
k
c2k
2mωk
sin(ωk(τ − s)). (B.15)
The investigation of Caldeira and Leggett [30] proceeded with the explo-
ration of the exact conditions that are necessary in order to obtain classical
Brownian motion from the Hamiltonian (B.1). This is not a trivial task
since the Hamiltonian is integrable and it is not a priori clear how to extract
an irreversible process from this. For this it is necessary to consider the high
temperature behavior of ~αR(τ − s) which is given by
~αR(τ − s) ≈ kT
m
∑
k
c2k
ω2k
cos(ωk(τ − s)) +O(~2) (B.16)
and compare it with the correlation of forces
〈F (τ)F (s)〉 = 2ηkTδ(τ − s) (B.17)
that one obtains in the classical theory of Brownian motion with a damping
constant η. This is necessary because the real part of B.13 corresponds to
the density matrix where instead of coupling System S to a bath one excites
it by a classical external force F (τ). This produces the following Kernel of
the reduced density matrix
J(x, y, t;x′, y′, 0) =
x(t)=x∫
x(0)=x′
Dx(t′)
y(t)=y∫
y(0)=y′
Dy(t′) exp
(
i
~
(
SS [x]− SS [y]
+
t∫
0
(x(τ)− y(τ))F (τ)dτ
))
, (B.18)
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which becomes
J(x, y, t;x′, y′, 0) =
x(t)=x∫
x(0)=x′
Dx(t′)
y(t)=y∫
y(0)=y′
Dy(t′) exp
(
i
~
(
SS [x]− SS [y]
))
× exp
(
− 1
~2
( t∫
0
τ∫
0
(x(τ)− y(τ))〈F (τ)F (s)〉(x(s)− y(s))dτds
))
,
(B.19)
if we assume that the external force is Gaussian distributed. This on the
other hand is of the same form as (B.13) apart from the extra complex part
in its exponent. Thus we obtain
~αR(τ − s) ≈ kT
m
∞∫
o
σD(ω)
c2(ω)
ω2
cos(ωk(τ − s))dω (B.20)
if we assume a continuous distribution of oscillators with density σD(ω). In
order to obtain the classical theory of Brownian motion from the Hamilto-
nian (B.1) we have to require
σD(ω)c
2(ω) =

2mηω2
pi , ω < Ω,
0, ω > Ω,
(B.21)
with a cutoff Ω. Hence the integral (B.20) gives
~αR(τ − s) = 2ηkT
pi
sin(Ω(τ − s))
(τ − s) . (B.22)
If we sent the cutoff Ω in this expression to infinity we obtain the correlation
of forces for the case of classical Brownian motion
lim
Ω→∞
~αR(τ − s) = 2ηkT
pi
lim
Ω→∞
sin(Ω(τ − s))
(τ − s)
= 2ηkTδ(τ − s)
= 〈F (τ)F (s)〉. (B.23)
We mention that we obtain the classical case of Brownian motion if we
introduce a continuum of oscillators which means that the recurrence time
of the system becomes infinite and therefore enables the system to loose its
energy to the environment. Furthermore it is critical that we consider times
that are much longer than the typical time Ω−1 in order to obtain (B.17).
This means that the important contributions for the Brownian motion stem
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from the low-frequency behavior of σD(ω)c
2(ω). We briefly mention here
the connection to to our investigation. In chapter 3.3 we investigated the
dynamics of the collective coordinate in our system which was mapped to
a model of Caldeira-Leggett-type. We obtained the equation of motion
for the collective degree of freedom from the Heisenberg equations, where
we eliminated the bath-modes. The expectation values for the collective
observable Xˆ(t) where then given by
〈Xˆ(t)〉 = Tr(ρˆXˆ(t)), (B.24)
where ρˆ was the full density matrix of the system. The original Caldeira-
Leggett approach is basically equivalent since one derives an expression of
the time evolution of the reduced density matrix (which can be technically
difficult) of the system, with which one calculates then the time evolution
of expectation values of observables. This method is particularly powerful
in the context of dynamical questions. The situation in our analysis is
somewhat different though. We are interest in the quantity
〈0|Xˆ(t)Xˆ(0)|0〉 = Tr(ρˆ0Xˆ(t)Xˆ(0)), (B.25)
with ρˆ0 = |0〉〈0| and its relation between spectral and dynamical proper-
ties. As we have demonstrated in this work, the connection with semi-
classics is somewhat different to the case of the original Caldeira-Leggett
work. For example as demonstrated here previously, in the Caldeira-Leggett-
model the classical limit arises from the high energy/high temperature case
(density matrix in thermal equilibrium) whereas our correlation function
〈0|Xˆ(t)Xˆ(0)|0〉 connects low energy states (the ground state) with spectral
properties using semi-classics in a more subtle way.
Appendix C
S˜(ω) for the Caldeira-Leggett
case
We obtained the imaginary part of the correlation function
S1(t) ≈ − ~
2MΩ
sin(Ωt)︸ ︷︷ ︸
(I)
−1
8
(
λ
MΩ
)2∑
k
c2k~
mωk
(
4Ω2
(Ω2 − ω2k)2
sin(ωkt)︸ ︷︷ ︸
(II)
+
2ω3k − 6Ω2ωk
Ω(Ω2 − ω2k)2
sin(Ωt)︸ ︷︷ ︸
(III)
+
2ωk
(Ω2 − ω2k)
t cos(Ωt)︸ ︷︷ ︸
(IV )
)
. (C.1)
which encodes the frequency domain of the correlation function via
S˜(ω) = 2iΘ(ω)S˜1(ω) =
2~
P0
Θ(ω)ImX˜†(ω). (C.2)
We know that
S1(t) = − ~
2P0
X(t), (C.3)
with the initial conditions X(0) = X(−∞), X˙(−∞) = X(0) and X˙(0) =
P0/M . With this we get
X˜†(ω) =
1
2pi
∞∫
0
X(t) exp(iωt)dt =
1
2pi
∞∫
0
(
− 2P0
~
)
S1(t) exp(iωt)dt (C.4)
and thus
S˜(ω) = −2Θ(ω)
pi
Im
( ∞∫
0
S1(t) exp(iωt)dt
)
. (C.5)
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We will evaluate the different terms in (C.1). The first term gives
S˜(I)(ω) =
2Θ(ω)
pi
Im
( ∞∫
0
(I) exp(iωt)dt
)
=
~Θ(ω)
MΩpi
Im
( ∞∫
0
sin(Ωt) exp(iωt)dt
)
=
~θ(ω)
MΩpi
lim
→0
Im
( ∞∫
0
sin(Ωt) exp(−) exp(iωt)dt
)
=
~Θ(ω)
MΩpi
lim
→0
Im
(
1
2i
(
exp(i(Ω + (ω + i))t)
i(Ω + (ω + i))
∣∣∣∣∞
0
+
exp(−i(Ω− (ω + i))t)
i(Ω− (ω + i))
∣∣∣∣∞
0
))
=
~Θ(ω)
2MΩpi
lim
→0
Im
(
(Ω− ω) + i
(Ω− ω)2 + 2 +
(Ω + ω)− i
(Ω + ω)2 + 2
)
=
~Θ(ω)
2MΩpi
(piδ(Ω− ω))− piδ(Ω + ω)) = ~
2MΩ
δ(Ω− ω).(C.6)
From the term
IV = −1
8
(
λ
MΩ
)2∑
k
c2k~
mωk
(
2ωk(Ω
2 − ω2k)
(Ω2 − ω2k)2
t cos(Ωt)
)
(C.7)
we obtain
S˜(IV ) = 2iΘ(ω)
(
− 1
8
)(
λ
MΩ
)2∑
k
c2k~
mωk
(
2ωk(Ω
2 − ω2k)
(Ω2 − ω2k)
)
× 1
2pi
∞∫
−∞
t cos(Ωt) exp(iωt)dt. (C.8)
This can be reformulated as
S˜(IV ) = 2iΘ(ω)
(
− 1
8
)(
λ
MΩ
)2∑
k
c2k~
mωk
(
2ωk(Ω
2 − ω2k)
(Ω2 − ω2k)
)
× 1
2pii
∂
∂ω
∞∫
−∞
cos(Ωt) exp(iωt)dt
︸ ︷︷ ︸
1
2
∞∫
−∞
(exp(i(Ω+ω)t)+exp(−i(Ω−ω)t))dt
, (C.9)
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which turns into
S˜(IV )(ω) = Θ(ω)
(
− 1
8
)(
λ
MΩ
)2∑
k
c2k~
mωk
(
2ωk(Ω
2 − ω2k)
(Ω2 − ω2k)
)
× ∂
∂ω
(δ(Ω + ω) + δ(Ω− ω)). (C.10)
Using the step function leads to
S˜(IV )(ω) =
(
− 1
8
)(
λ
MΩ
)2∑
k
c2k~
mωk
(
2ωk(Ω
2 − ω2k)
(Ω2 − ω2k)
)
× ∂
∂ω
(δ(Ω− ω)). (C.11)
Applying the Fourier transform to the third term
− 1
8
(
λ
MΩ
)2∑
k
c2k~
mωk
(
2ω3k − 6Ω2ωk
Ω(Ω2 − ω2k)2
)
sin(Ωt) (C.12)
gives
S˜(III)(ω) = 2iΘ(ω)
(
− 1
8
)(
λ
MΩ
)2∑
k
c2k~
mωk
(
2ω3k − 6Ω2ωk
Ω(Ω2 − ω2k)2
)
× 1
4pii
∞∫
−∞
(
exp(i(Ω + ω)t)− exp(−i(Ω− ω)t))dt. (C.13)
Performing the integration leads to
S˜(III)(ω) = 2iΘ(ω)
(
− 1
8
)(
λ
MΩ
)2∑
k
c2k~
mωk
(
2ω3k − 6Ω2ωk
Ω(Ω2 − ω2k)2
)
× 1
2i
(
δ(Ω + ω)− δ(Ω− ω)), (C.14)
which reduces to
S˜(III)(ω) =
1
8
(
λ
MΩ
)2∑
k
c2k~
mωk
(
2ω3k − 6Ω2ωk
Ω(Ω2 − ω2k)2
)
δ(Ω− ω). (C.15)
We treat the Fourier transform of (II) in an analogous way and obtain
S˜(II)(ω) =
1
8
(
λ
MΩ
)2∑
k
c2k~
mωk
(
4Ω2
(Ω2 − ω2k)2
)
δ(ωk − ω). (C.16)
Putting S˜(I), S˜(II), S˜(III) and S˜(IV ) together we finally obtain
S˜(ω) =
~
2MΩ
δ(Ω− ω) + 1
8
(
λ
MΩ
)2∑
n
~c2n
mωn
((
2ω3n − 6Ω2ωn
Ω(Ω2 − ω2n)2
)
δ(Ω− ω)
− 2ωn
(Ω2 − ω2n)
∂
∂ω
δ(Ω− ω)
)
+
λ2
2M2
∑
n
~c2n
mωn
δ(ωn − ω)
(Ω2 − ω2n)2
. (C.17)
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Appendix D
Identification of the
spreading kernel
We calculate S˜(ω) in an alternative way in order to check the correctness
of the previous obtained results for the Caldeira-Leggett case. Instead of
evaluating perturbatively the correlation function as in Appendix C we use
an expansion of
S˜(ω) =
~Θ(ω)
piM
lim
→0
Im
(
(Ω2 − γ(0))− (ω + i)2
− i(ω + i)γ˜(ω + i))−1, (D.1)
where
γ˜(ω + i) =
∞∫
0
γ(s) exp(i(ω + i)s)ds. (D.2)
The function γ(s) in this expression is given by
γ(s) =
2
M
∞∫
0
dω
σ(ω)
ω
cos(ωs), (D.3)
with the spectral density
σ(ω) =
∑
n
c2n
2mωn
δ(ω − ωn). (D.4)
Together this gives
γ(s) =
1
Mm
∑
n
c2n
∞∫
0
dω
1
ω
1
ωn
δ(ω − ωn) cos(ωs)
=
1
Mm
∑
n
c2n
ω2n
cos(ωns), (D.5)
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from which follows
γ(0) =
1
Mm
∑
n
c2n
ω2n
. (D.6)
Thus for (D.2) we obtain
γ˜(ω + i) =
1
Mm
∑
n
c2n
ω2n
∞∫
0
cos(ωns) exp(i(ω + i)s)ds
=
1
2Mm
∑
n
c2n
ω2n
(
exp(i((ω + ωn) + i)s)
i((ω + ωn) + i)
∣∣∣∣∞
0
−exp(−i((ωn − ω)− i)s)
i((ωn − ω)− i)
∣∣∣∣∞
0
)
=
1
Mm
∑
n
c2n
ω2n
i(ω + i)
(ω + i)2 − ω2n
. (D.7)
Because the coefficients are cn = (λc
′
n)
2 we omit the prime and obtain
S˜(ω) =
~Θ(ω)
piM
lim
→0
Im
((
Ω2 − (ω + i)2)− λ2
Mm
∑
n
c2n
ω2n
+
λ2
Mm
∑
n
c2n
ω2n
(ω + i)2
(ω + i)2 − ω2n
)−1
, (D.8)
which can be expressed as
S˜(ω) =
~Θ(ω)
piM
lim
→0
Im
((
Ω2 − (ω + i)2)
− λ
2
Mm
∑
n
c2n
ω2n
(
1− (ω + i)
2
(ω + i)2 − ω2n
))−1
. (D.9)
Using the familiar approximation
(a− x)−m ≈ a−m
(
1 +
mx
a
)
(D.10)
we get
S˜(ω) =
~Θ(ω)
piM
lim
→0
Im
((
Ω2 − (ω + i)2)−1
− λ
2
(
Ω2 − (ω + i)2)−2
Mm
∑
n
c2n
ω2n
(
1− (ω + i)
2
(ω + i)2 − ω2n
))
. (D.11)
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This can be simplified to
S˜(ω) =
~Θ(ω)
piM
lim
→0
Im
((
Ω2 − (ω + i)2)−1
− λ
2
Mm
∑
n
c2n
(
1
(Ω2 − (ω + i)2)2((ω + i)2 − ω2n)
))
, (D.12)
and rewritten as
S˜(ω) =
~Θ(ω)
piM
lim
→0
Im
((
Ω2 − (ω + i)2)−1
− λ
2
Mm
∑
n
c2n
(
− 1
2Ω
)
∂
∂Ω
(
1
(Ω2 − (ω + i)2)((ω + i)2 − ω2n)
))
. (D.13)
We can further condense this expression to
S˜(ω) =
~Θ(ω)
piM
lim
→0
Im
((
Ω2 − (ω + i)2)−1
+
λ2
Mm
∑
n
c2n
(
1
2Ω
)
∂
∂Ω
(
1
(Ω2 − ω2n)
(
1
(Ω2 − (ω + i)2)
+
1
((ω + i)2 − ω2n)
)))
, (D.14)
which can be expressed as
S˜(ω) =
~Θ(ω)
piM
lim
→0
Im
((
Ω2 − ω + i)2)−1 + λ2
Mm
∑
n
c2n
(
1
2Ω
)
× ∂
∂Ω
(
1
(Ω2 − ω2n)
(
1
2Ω
(
1
((Ω− ω)− i) +
1
((Ω + ω) + i))
)
− 1
2ωn
(
1
((ωn − ω)− i) +
1
(ωn + ω) + i))
)))
(D.15)
and reformulated as
S˜(ω) =
~Θ(ω)
piM
lim
→0
Im
((
Ω2 − (ω + i)2)−1 + λ2
Mm
∑
n
c2n
(
1
2Ω
)
× ∂
∂Ω
(
1
(Ω2 − ω2n)
(
1
2Ω
(
((Ω− ω) + i)
((Ω− ω)2 + 2) +
(Ω + ω)− i))
((Ω + ω)2 + i))
)
− 1
2ωn
(
((ωn − ω) + i)
((ωn − ω)2 + 2) +
(ωn + ω)− i))
(ωn + ω)2 + 2))
)))
. (D.16)
We evaluate the derivative
∂
∂Ω
(
1
(Ω2 − ω2n)
(
1
2Ω
(
((Ω− ω) + i)
((Ω− ω)2 + 2)
)))
=
Ω(ωn − ω + i)
ωn(Ω2 − ω2n)2((ωn − ω)2 + 2)
, (D.17)
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where the other terms can be obtained by ω → −ω and i → −i. With this
we obtain
S˜(ω) =
~Θ(ω)
piM
lim
→0
Im
((
Ω2 − (ω + i)2)−1)
+ lim
→0
(
λ2~
piM2m
∑
n
c2n
2Ω
(
− 1
(Ω2 − ω2n)2

((Ω− ω)2 + 2)
− 1
(Ω2 − ω2n)Ω
(Ω− ω)
((Ω− ω)2 + 2)2 −
1
(Ω2 − ω2n)2Ω2

((Ω− ω)2 + 2)
+
1
(Ω2 − ω2n)2ωn
Ω
((ωn − ω)2 + 2)
))
. (D.18)
Evaluating the imaginary part of the first term
Im
((
Ω2 − (ω + i)2)−1) = Im( 1
2Ω
(
1
(Ω− (ω + i))
+
1
(Ω + (ω + i))
)
=
1
2Ω
(

(Ω− ω)2 + 2
− 
(Ω + ω)2 + 2
)
(D.19)
and using the relations
δ(Ω− ω) = lim
→0
1
pi

(Ω− ω)2 + 2 (D.20)
and
∂
∂ω
δ(Ω− ω) = lim
→0
1
pi
2(Ω− ω)
((Ω− ω)2 + 2)2 (D.21)
then leads to
S˜(ω) =
~
2MΩ
δ(Ω− ω) + 1
8
(
λ
MΩ
)2∑
n
~c2n
mωn
((
2ω3n − 6Ω2ωn
Ω(Ω2 − ω2n)2
)
δ(Ω− ω)
− 2ωn
(Ω2 − ω2n)
∂
∂ω
δ(Ω− ω)
)
+
λ2
2M2
∑
n
~c2n
mωn
δ(ωn − ω)
(Ω2 − ω2n)2
, (D.22)
which is the previously obtained relation (C.17).
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