Correlation functions in the O(n) models below the critical temperature are considered. Based on Monte Carlo (MC) data, we confirm the fact stated earlier by Engels and Vogt, that the transverse two-plane correlation function of the O(4) model for lattice sizes about L = 120 and small external fields h is very well described by a Gaussian approximation. However, we show that fits of not lower quality are provided by certain non-Gaussian approximation. We have also tested larger lattice sizes, up to L = 512. The Fourier-transformed transverse and longitudinal two-point correlation functions have Goldstone mode singularities in the thermodynamic limit at k → 0 and h = +0, i. e., G ⊥ (k) ≃ ak −λ ⊥ and G (k) ≃ bk −λ , respectively. Here a and b are the amplitudes, k =| k | is the magnitude of the wave vector k. The exponents λ ⊥ , λ and the ratio bM 2 /a 2 , where M is the spontaneous magnetization, are universal according to the GFD (grouping of Feynman diagrams) approach. Here we find that the universality follows also from the standard (Gaussian) theory, yielding bM 2 /a 2 = (n − 1)/16. Our MC estimates of this ratio are 0.06 ± 0.01 for n = 2, 0.17 ± 0.01 for n = 4 and 0.498 ± 0.010 for n = 10. According to these and our earlier MC results, the asymptotic behavior and Goldstone mode singularities are not exactly described by the standard theory. This is expected from the GFD theory. We have found appropriate analytic approximations for G ⊥ (k) and G (k), well fitting the simulation data for small k. We have used them to test the Patashinski-Pokrovski relation and have found that it holds approximately.
Introduction
The n-component vector-spin models (called also n-vector models or O(n) models), have attracted significant interest in recent decades as the models, where the so-called Goldstone mode singularities are observed. The Hamiltonian of the n-vector model H is given by
where T is temperature, s i ≡ s(x i ) is the n-component vector of unit length, i. e., the spin variable of the i-th lattice site with coordinate x i , β is the coupling constant, and h is the external field. The summation takes place over all nearest neighbors in the lattice. Periodic boundary conditions are considered here.
In the thermodynamic limit below the critical temperature (at β > β c ), the magnetization M (h) (where h =| h |), the Fourier-transformed transverse (G ⊥ (k)) and longitudinal (G (k)) two-point correlation functions exhibit Goldstone mode power-law singularities:
G ⊥ (k) = a k −λ ⊥ at h = +0 and k → 0 ,
at h = +0 and k → 0
with certain exponents ρ, λ ⊥ , λ and the amplitudes a, b of the Fourier-transformed two-point correlation functions. In a series of theoretical works (e. g., [1] [2] [3] [4] [5] [6] [7] ), it has been claimed that the exponents in (2) -(4) are exactly ρ = 1/2 at d = 3, λ ⊥ = 2 and λ = 4 − d, where d is the spatial dimensionality 2 < d < 4. These theoretical approaches are further referred here as the standard theory. Several MC simulations have been performed earlier [8] [9] [10] [11] to verify the compatibility of MC data with standard-theoretical expressions, where the exponents are fixed. In recent years, we have performed a series of accurate MC simulations [12] [13] [14] [15] for remarkably larger lattices than previously were available, with an aim to evaluate the exponents in (2) - (4) . Some deviations from the standard-theoretical values have been observed, in agreement with an alternative theoretical approach, known as the GFD (grouping of Feynman diagrams) theory [16] , where the relations d/2 < λ ⊥ < 2, λ = 2λ ⊥ − d and ρ = (d/λ ⊥ ) − 1 have been found for 2 < d < 4.
Here we focus on the relations, which have not been tested in the previous MC studies (see Sec. 2). In particular, the two-plane correlation function, studied in [11] , is reexamined in Sec. 3. Furthermore, we have also evaluated in Sec. 4 the universal ratio bM 2 /a 2 for n = 2, 4, 10 and have compared the MC estimates with the values calculated here from the standard theory. Finally, in Sec. 5 we have proposed and tested certain analytical approximations for the two-point correlation functions, and in Sec. 6 have tested the Patashinski-Pokrovski relation (PP relation).
Correlation functions
In presence of an external field h, the longitudinal (parallel to h) and the transverse (perpendicular to h) spin components have to be distinguished. The Fourier-transformed longitudinal and transverse two-point correlation functions are
where i = 1 refers to the longitudinal component and i = 2, . . . , n -to the transverse ones. HereG
are the two-point correlation functions in the coordinate space. (Note that the factor N −1 in Eqs. (1.2)-(1.3) of [15] and (28)- (29) of [14] is N −1 = 1 according to the actual definitions (5)- (6) .) The inverse transform of (5) is
where L is the linear lattice size. In the following, the cumulant correlation functioñ
will also be considered. It agrees withG i (x) for the transverse components, whereas a nonzero constant contribution s 1 2 = M 2 is subtracted in the longitudinal case. Following [11] , the two-plane correlation function is defined as
where
is the spin component s i , which is averaged over the plane z = τ , denoting x = (x, y, τ ). Using the definition of D i (τ ), as well as the relations (6) and (7), we obtain
whereG i (x, y, τ ) ≡G i (x) with x = (x, y, τ ) and 
is the Fourier-transformed two-point correlation function in the 100 crystallographic direction, and
The transverse two-plane correlation function in the Gaussian approximation
is obtained by setting the Gaussian two-point correlation function into (12) 
The parameter m in (13)- (14) is interpreted as mass, and the known relation G ⊥ (0) = χ ⊥ between the transverse correlation function G ⊥ (0) and the transverse susceptibility χ ⊥ is used here.
A different formula has been proposed in [11] , i. e.,
Eq. (15) is obtained assuming that D ⊥ (τ ) is proportional to e −mτ + e −m(L−τ ) [11] , as in the case of the continuum limit, where the summation over wave vectors 2πℓ/L runs from ℓ = −∞ to ℓ = ∞. Besides, the proportionality coefficient is determined from the normalization condition
Note that this condition is automatically satisfied in (12) and (13) according to G ⊥ (0) = χ ⊥ , since all terms cancel each other after the summation over τ , except only those with k = 0. It is clear that (15) is not exactly consistent with (13) , as it can be easily checked by writing down all terms in (13), e. g., at L = 2 (where only terms with ℓ = 0 and ℓ = 1 appear). However, the difference appears to be rather small for large L and small m. In Fig. 1 , we have shown the ratio D
for the lattice size L = 120 simulated in [11] at a typical value of mass m = 0.02 considered there. As we can see, the largest difference, about 0.3%, appears at τ = 0. It turns out that (15) slightly better fits the simulation data around τ = 0, although the quality of the overall fit is practically the same for (13) and (15) . Since our aim is to test the consistency with the Gaussian spin-wave theory rather than to find a very good fit formula for D ⊥ (τ ), we have used (13) .
It is interesting to mention that D Eng ⊥ (τ ) corresponds to certain approximation for (12), i. e., to
Indeed, an infinite sum over all integer values of ℓ is obtained when inserting the approximation (17) for G ⊥ (k) into (12), yielding (15) (see [11] for treatment of such sums). The correct normalization is ensured here by the factor
The fact that (15) better than (13) fits the simulation data for D ⊥ (τ ) near τ = 0 can be understood based on (17) . The data points for G ⊥ (k) lie on a smooth curve with a minimum at k = π -see Fig. 5 in [13] . It is consistent with the fact that G i (k) = G i (2π − k) holds and the data lie on a curve having no singularity at k = π. The Gaussian approximation (14) does not have, but (17) does have this property. Since it refers to large-k behavior, the most significant difference between (13) and (15) appears at small τ values.
Fits of the two-plane correlation function
The two-point correlation functions G i (k) for n = 2, 4, 10 have been extracted from MC simulations by a modified Wolff cluster algorithm in our earlier works [13] [14] [15] . According to (12) , it allows us to evaluate also the two-plane correlation functions and compare the results and conclusions with those of [11] . In this case, it is meaningful to determine the G ⊥ (0) value from the relation
which holds owing to the rotational symmetry of the model. The statistical error for χ ⊥ , calculated as M (h)/(βh), is much smaller than that for χ * ⊥ = G ⊥ (0), calculated from the common formulas for G ⊥ (k) in [13] , although the agreement within the error bars is expected according to (18) .
We have calculated D ⊥ (τ ) (equal to D i (τ ) for i ≥ 2) from (12) and have fit the results to the Gaussian form (13) with χ ⊥ being determined directly from simulations as M (h)/(βh). In this case, the only fit parameter is m. Our fit results for m, together with the above discussed values of χ ⊥ and χ * ⊥ for O(n) models with n = 2, 4, 10 are collected in Tabs. 1 to 3. The results for different lattice sizes L at the smallest h values in our simulations are shown here, providing also the χ 2 /d.o.f. (χ 2 of the fit per degree of freedom) values, characterizing the quality of the fits. A comparison between χ ⊥ and χ * ⊥ for the O(4) model has been provided already in [13] . In distinction from [13] , here we do not use extra runs for χ ⊥ , i. e., both quantities are extracted from the same simulation runs.
We have found it convenient to split any simulation run in 110 bins, each including about 7.7 × 10 5 /L cluster algorithm steps, discarding first 10 bins for equilibration [13] . The statistical error of a quantity X is evaluated by the jackknife method [17] as 2 , where X i is the X value, obtained by omitting the i-th bin. Here the binaverages are considered as statistically independent (or almost independent) quantities. It is well justified, since the number of MC steps of one bin is much larger than that of the autocorrelation time. We have verified it by checking that the estimated statistical errors are practically the same when twice larger bins are used. The discarded 10 bins comprise a remarkable fraction of a simulation. It ensures a very accurate equilibration. We have verified it by comparing the estimates extracted from separate parts of a simulation. The statistical errors in G ⊥ (k) at different k values are correlated, since G ⊥ (k) is measured simultaneously for all k. Hence, the statistical errors in D ⊥ (τ ) are correlated, as well.
The fit curves for L = 128 and for a larger size, L = 350 or L = 384, are plotted by solid lines in Fig. 2 . The fits look perfect for L = 128 (short curves). In such a way, we confirm the results of [11] , where perfect fits for a similar size L = 120 have been obtained in the case of n = 4. However, our fits are less perfect for larger sizes (longer curves). In Table 1 : The estimates of transverse susceptibility χ ⊥ and χ * ⊥ (see text) and the fit parameter m (mass) in (13) Table 2 : The susceptibility estimates χ ⊥ and χ * ⊥ , the fit parameter m in (13) (57) 1386(16) 0.51 Table 3 : The susceptibility estimates χ ⊥ and χ * ⊥ , the fit parameter m in (13), and the χ 2 /d.o.f. values of the fit for the O(10) model at β = 3 and h = 0.00021875 vs size L. the cases of n = 2 and n = 4, the discrepancies about one standard error can be explained by correlated statistical errors in the D ⊥ (τ ) data. However, the deviations of the data points from the fit curve are remarkably larger for n = 10 and L = 350, as it can be seen from the lower plots in Fig. 2 , as well as from the relatively large χ 2 /d.o.f. value 4.63 in this case -see Tab. 3. The authors of [11] tend to interpret the very good fits of D ⊥ (τ ) to the ansatz (15) for the O(4) model at L = 120 as an evidence that the model is essentially Gaussian, implying that the exponent in (3) is λ ⊥ = 2. Recall that (15) is not exactly the same as (13) , but the difference is insignificant, as discussed in Sec. 2.
A serious reason why, in our opinion, the argument of [11] cannot be regarded as a real proof or evidence that λ ⊥ = 2 really lies with the fact that practically the same or even better fit is provided by a non-Gaussian approximation of the form
for the transverse two-point correlation function in (12) with certain values of λ ⊥ < 2. This approximation will be discussed in detail in Sec 5. Here we only note that it is consistent with the Gaussian form atã = m 2 and λ ⊥ = 2, as well as with the general power-law asymptotic ak −λ ⊥ at h → 0 under an appropriate choice ofã =ã(h). We have consideredã as the only fit parameter at a fixed exponent λ ⊥ = 1.955, consistent with the estimation for n = 4 in [13] . The χ 2 /d.o.f. value of the resulting D ⊥ (τ ) fit for the O(4) model at L = 128 is 0.23. It is smaller than the value 0.4 of the Gaussian fit (see Tab. 2) and even smaller than the value 0.36 of the fit to (15) . We have considered also the non-Gaussian fits with λ ⊥ = 1.929 for n = 2 and λ ⊥ = 1.972 for n = 10, as consistent with our estimation of the exponents in [12, 15] . The non-Gaussian fits are shown by dotted lines in Fig. 2 . As we can see, the Gaussian and non-Gaussian fit curves lie almost on top of each other. It means the analysis of the two-plane correlation functions hardly can give any serious evidence about the exponent λ ⊥ .
It refers also to the spectral analysis of [11] , where the transverse spectral function A(ω) is defined as the solution of the integral equation
with the kernelK
According to [11] , the solution isĀ(ω) ≈ χ ⊥ δ(ω − m). Numerically we never get the delta function, so that practically the spectrum consists of a sharp peak at ω = m. In fact,
According to the discussed here consistency of different fits, the latter is possible if the small-k asymptotic of G ⊥ (k) is given either by (14) , or by (17) , or by (19) with appropriate value of λ ⊥ < 2. Thus, no clear conclusion concerning λ ⊥ can be drawn here.
In fact, we need a direct estimation of the exponents, as in our papers [12] [13] [14] [15] , to judge seriously whether or not the asymptotic behavior of correlation functions and related quantities are Gaussian. Our estimation suggests that these are non-Gaussian.
Deviations of the simulated data points from the lower fit curves in Fig. 2 are practically the same for λ ⊥ = 2 and λ ⊥ = 1.972 in (19) (solid and dotted lines). Hence, if these deviations are not caused mainly by correlated and larger than usually statistical fluctuations, then one has to conclude that corrections to the form (19) are relevant in this case.
Universal ratios
The ratio bM 2 /a 2 , composed of the amplitudes a, b and magnetization M = M (+0) in (2) - (4), is universal according to [16] . The ratio BM 2 /A 2 , where A and B are the corresponding amplitudes of the real-space correlation functions, can be easily related to bM 2 /a 2 . In the thermodynamic limit L → ∞ for large x =| x | we havẽ
in three dimensions, where f (k) is the cut-off function, which we choose as
where Λ is a constant. This result is obtained by subtracting the constant contribution from (7), provided by k = 0, and replacing the remaining sum over k by the corresponding integral, taking into account that the correlation functions are asymptotically (at x → ∞ or k → 0) isotropic in the thermodynamic limit. Here we use a smooth cut-off in the k-space, which can be chosen quite arbitrary (however, ensuring the convergence of the integral), since only the small-k contribution is relevant for the large-x behavior. Hence, (22) is valid with
As everywhere in this paper, i = 1 can be replaced with " " and i ≥ 2 -with "⊥". The asymptotic ofG ⊥ (x) = Ax λ ⊥ −3 at x → ∞, corresponding to G ⊥ (k) = ak −λ ⊥ at k → 0, as well asG (x) = Bx λ −3 at x → ∞, corresponding to G (k) = bk −λ at k → 0, can be easily calculated from (22), using the known relation [18, 19] 
for α > 0 (the Erdélyi Lemma [18] applied to our particular case). It yields
for η * = 2 − λ ⊥ > 0 and λ = 2λ ⊥ − 3, corresponding to the relations of the GFD theory at d = 3 [16] . The ratio bM 2 /a 2 and, consequently, also BM 2 /A 2 are universal in this theory. The standard-theoretical case η * = 0 is recovered at η * → 0 in (25), as it can be checked by direct calculations. In this case, the usage of (24) at α = 0 is avoided, applying the known relation between the 1/(k 2 + m 2 ) asymptotic in k-space and the e −mx /(4πx) asymptotic in x-space and taking the limit m → 0. Thus, we obtain
where the subscript "st" indicates that the quantity is calculated within the standard theory.
One of the cornerstones of the standard theory is the Patashinski-Pokrovski (PP) relation (see, e. g., [11] and references therein)
It is supposed that (27) holds in the ordered phase in the thermodynamic limit for large distances, i. e., x can be replaced by x =| x | here. According to (27) and (26), we have
It turns out that these amplitude ratios can be precisely calculated in the standard theory, and they appear to be universal, as predicted by the GFD theory. The accuracy of the standard theory can be checked by comparing (28)- (29) with Monte Carlo estimates. According to the relation λ = 2λ ⊥ − d, which holds in the GFD theory [16] and also in the standard theory (where λ ⊥ = 2 and λ = 4 − d), in 3D case we have where the quantity
is calculated in the thermodynamic limit at h = +0. In order to estimate R(0) in this limit, we consider appropriate range of k values, i. e. k > k * , for small fields h and large system sizes L, where the finite-size effects are very small or practically negligible and the finite-h effects are also small. Then, we extrapolate the R(k) plots to k = 0 at several h values to find the required asymptotic value of R(0) = bM 2 /a 2 . Such analysis has been already performed in [15] for the O(4) model at β = 1.1 and β = 1.2, with an aim to test the universality of bM 2 /a 2 predicted in [16] . It has been confirmed, providing an estimate bM 2 /a 2 = 0.17 ± 0.01 valid for both values of β. Now we can see from (29) that this estimate is slightly smaller than the standard-theoretical value 3/16 = 0.1875. Here we consider the cases n = 2 and n = 10. The choice of the k-interval for the O(2) model is illustrated in Fig. 3 , where we can see that the finite-size and finite-h effects are small for k ≥ k 20 with k ℓ = 2πℓ/512, as indicated by a dashed line. Similarly, we have found that the region k ≥ k 15 with k ℓ = 2πℓ/350 is appropriate for our analysis at n = 10. The plots similar to those in Fig. 3 for n = 10 are given in [15] (see Figs. 1 and 2 there). We will start our estimation just with n = 10, since the results are more precise and convincing in this case. According to the corrections to scaling of the standard theory, the correlation functions are expanded in powers of k 4−d and k d−2 [1, 5] , i. e., in powers of k at small wave vectors in three dimensions. It means that the ratio R(k) is expected to be linear function of k at k → 0. We indeed observe a very good linearity for the O(10) model within k 15 ≤ k ≤ k 75 (k ℓ = 2πℓ/350), as it can be seen from shown depending on h. The three data points almost precisely fit on a straight line, which gives the asymptotic estimate R(0) = 0.4979(33) for h = +0. This fit is plausible from the point of view that the h-dependence is, indeed, expected to be smooth (analytic) for a fixed interval of nonzero k values, where R(k) has been calculated. Note, however, that the indicated here error bars ±0.0033 include only the statistical error. A systematic error can arise from a weak nonlinearity of the plot and also from finite-size effects, which seem to be smaller than the statistical error bars in this case. Since the possible non-linearity is not well controlled having only three data points, we have set remarkably larger error bars ±0.01 for our final estimate R(0) = bM 2 /a 2 = 0.498 ± 0.010. This estimate shows a small, but very remarkable as compared to the error bars, deviation from the standardtheoretical value (29) bM 2 /a 2 = 9/16 = 0.5625, indicated in Fig. 5 by a dashed line. A similar estimation is performed here for the O(2) model, with an essential difference that the R(k) plots appear to be rather non-linear, well fit to a parabola instead of a straight line. Besides, in this case we have used the data for larger fields h = 2h min , h = 4h min and h = 8h min , since the agreement between the results for different lattice sizes at h = h min was not as good (although the estimate R(0) = 0.0590(24) at the largest size L = 512 and h = h min , probably, is good). In such a way, based on the fits shown in Fig. 6 , we have made a rough estimation R(0) = bM 2 /a 2 = 0.06 ± 0.01 for the O(2) model. It agrees within the error bars with the standard-theoretical value 1/16 = 0.0625. 
Analytic approximations for G ⊥ (k) and G (k)
Let us now consider the approximation (19) in more detail. This approximation does not uniquely follow from the theory in [16] , since the letter refers mainly to the case h = +0 in the thermodynamic limit. However, this approximation for non-zero h together with an analogous one for the longitudinal correlation function, i. e.,
have the expected properties under appropriate choice of parametersã =ã(h) andb = b(h). The formulas (32) and (33) ensure that the correlation functions can be expanded in powers of k 2 in vicinity of k = 0 for any nonzero h. At the same time they ensure the power-law asymptotic
The latter one is true at h → 0 according to Eq. (9.25) in [16] . This
where ξ ⊥ and ξ are the transverse and the longitudinal correlation lengths. Similar conclusion follows from the PP relation (27), i. e., ξ ⊥ /ξ = 2. However, according to (32)-(33), the ratio ξ ⊥ /ξ is expected to be a constant at h → 0, but not necessarily two. Apparently, Eqs. (32)-(33) represent the simplest possible form having the above discussed properties. Therefore, this form might be a very reasonable first approximation. Recall that the simulated quantities G ⊥ (k) and G (k) are the correlation functions in the 100 crystallographic direction. However, since the two-point correlation functions are isotropic at small k, the expressions in the right hand side of (32) and (33) are generally meaningful approximations for G ⊥ (k) and G (k) with k =| k |.
In the following, we have consideredã(h) andb(h), as well as the exponents λ ⊥ and λ as fit parameters in (32) and (33). In such a way, (32) is consistent also with the standard theory if λ ⊥ = 2 holds within the error bars. We have found that (32) fairly well fits our data for O(n) models at various parameters within k < 0.55. The fit results are collected in Tab. 4. The results of fits to (33) for the longitudinal two-point correlation function are presented in Tab. 5. In this case, it is not always possible to fit well the data within k < 0.55, but the fits improve significantly (on average) for a narrower interval k < 0.28.
If we consider such fits as a method of estimation of the exponents λ ⊥ and λ , then it has certain advantage as compared to the estimations in [14, 15] , i. e., it is not necessary to discard the smallest k values in order to ensure the smallness of the finite-h effects. However, a disadvantage is that no corrections to scaling are included in (32)-(33). Therefore, the values reported in [12] [13] [14] [15] are preferable as asymptotic estimates. The exponents in Tabs. 4 and 5 slightly depend on the fit range, as well as on the field h. One can expect that they converge to the values of [12] [13] [14] [15] . Indeed, at the smallest fields, the estimates of λ ⊥ for O(4) and O(10) models in Tab. 4 are consistent with the corresponding values 1.955±0.020 and 1.960(10) for n = 4 and 1.9723(90) for n = 10 reported in [13, 15] . Moreover, in this case the longitudinal exponent λ = 2λ ⊥ −d, calculated from these asymptotic estimates, is consistent with λ for relatively small k values (k max = 0.28) at the smallest fields h in Tab. 5. For the O(2) model, the agreement between λ ⊥ = 1.929(21), obtained Table 4 : Parameters used in (32),ã(h) and λ ⊥ being evaluated from fits within k < 0.55. . The discrepancies indicate that corrections to scaling, including non-trivial ones of the GFD theory (discussed in [14, 15] ), which have not been taken into account in the fitting procedures, are larger for the O(2) model as compared to the O(4) and O(10) models. In Figs. 7 and 8, some of our fit curves at h = 0.0004375 are shown, which are relatively good, especially for n = 4 and n = 10.
Test of the Patashinski-Pokrovski relation
Since the fit curves for the O(4) and O(10) models in Figs. 7 and 8 provide good approximations for the correlation functions in the thermodynamic limit at the given parameters and small k values, we have applied these analytic approximations to test the PP relation (27) for large distances x. We have used Eqs. (22) and (23) for this purpose. In the case of a finite lattice, the wave vectors belong to a cube with −π ≤ k x ≤ π, −π ≤ k y ≤ π, −π ≤ k z ≤ π. Therefore a reasonable choice of the cut-off parameter is Λ = π. The precise value of Λ, however, is not important, since the result forG i (x) is insensitive to the variation of Λ at large enough x. We calculate functions f ⊥ (x) and f (x) given by
which have to be equal if the PP relation holds. In the Gaussian approximation (14) we haveG ⊥ (x) ∝ e −mx /x at x → ∞, implying the linearity of these functions at large x. The magnetization M for the actual parameters are taken from [13, 15] . We have considered the distances x ≥ 6, as in this case the f (x) curves at Λ = π and Λ = π/2 lie practically on top of each other. The function f ⊥ (x) is even much less influenced by the change of Λ. The used here fits in Fig. 7 are perfect, whereas those in Fig 8 show some systematic variations depending on the fit interval. The fits over k < 0.28 are better for small k, therefore they could provide a better approximation of f (x) for large x, although the fits over a wider interval k < 0.55 look better on average. We have compared the results in both cases to judge about the magnitude of systematic errors. The resulting curves of f ⊥ (x) and f (x) within 6 ≤ x ≤ 50 are shown in Fig. 9 . The errors due to statistical and systematic uncertainties in the fit parameters increase significantly for x > 50, therefore no larger distances are considered here. As we can judge from Fig. 9 , the PP relation holds approximately (within 10% or 15% accuracy) in these examples at a finite external field h = 0.0004375.
Another case, where the PP relation can be tested, is the large-x behavior in the thermodynamic limit at h = +0. It is closely related to the universal ratio test in Sec. 4. The PP relation states that (28) must hold for the ratio BM 2 /A 2 . As it is shown in Sec. 4, this requirement is equivalent to (29) for the ratio bM 2 /a 2 , if the transverse exponent is λ ⊥ = 2, as predicted by the standard theory. Tests in Sec. 4 show certain inconsistencies with (29) (see Fig. 5 ) and, consequently, with the PP relation if λ ⊥ = 2. Assuming that λ ⊥ = 2 holds at n = 10, the ratio BM 2 /A 2 = 8bM 2 /a 2 = 3.984 ± 0.080 (see Eq. (26)) appears to be somewhat smaller than the value 4.5 expected from the PP relation. One can use (25) to calculate BM 2 /A 2 from bM 2 /a 2 at our numerically estimated values of the exponent λ ⊥ < 2. It leads to slightly (by ∼ 1%) smaller values of BM 2 /A 2 . Thus, we find that the PP relation holds approximately (within about 12% accuracy in our examples) in the thermodynamic limit for large x → ∞ at h = +0. 
Conclusions
In the current paper, we have considered the behavior of the longitudinal and transverse correlation functions and Goldstone mode singularities in O(n) models from different aspects compared to our earlier Monte Carlo studies [12] [13] [14] [15] . Apart from the two-point correlation functions, here we have calculated the two-plane correlation functions, which are very important for the provided here discussions related to the recent work by Engels and Vogt [11] . We confirm the stated in [11] fact that the transverse two-plane correlation function of the O(4) model for lattice sizes about L = 120 and small external fields h is very well described by a Gaussian approximation with λ ⊥ = 2 in (3). However, we have shown in Sec. 3 that fits of not lower quality are provided by certain non-Gaussian approximation, where λ ⊥ < 2. Thus, the behavior of the two-plane correlation functions does not imply that the O(4) model is essentially Gaussian with λ ⊥ = 2. We have also tested the cases n = 2, 4, 10 for larger lattice sizes (e. g., L = 350 and L = 512), where not as good agreement with the Gaussian model has been observed. The ratio bM 2 /a 2 has been considered in Sec. 4 , showing that its universality follows not only from the GFD theory [16] , but also from the standard theory, yielding bM 2 /a 2 = (n − 1)/16. Our MC estimates of this ratio are 0.06 ± 0.01 for n = 2, 0.17 ± 0.01 for n = 4 and 0.498 ± 0.010 for n = 10. The latter estimate shows a very remarkable, as compared to the error bars, deviation from the standard-theoretical value 9/16 = 0.5625. Our MC estimation in [12, 13, 15] points to small deviations from the standard-theoretical predictions in favor of the GFD theory. A clear evidence that the standard theory is not asymptotically exact (as one often claims) at large length scales has been provided in [14] , showing that a self consistent (within the standard theory) estimation of the longitudinal exponent λ from MC data of the three-dimensional O(2) model at β = 0.55 > β c yields λ = 0.69 ± 0.10 in disagreement with the expected value λ = 1. The current MC estimation of the ratio bM 2 /a 2 provides one more such evidence.
In Sec. 5, we have proposed and tested certain analytic approximations for the two-point correlation functions G ⊥ (k) and G (k) in 100 direction and also for G ⊥ (k) and G (k) at small k =| k |, which are consistent with the expected behavior at h = +0 and are valid also at a finite external field h. We have found that these approximations (Eqs. (32) and (33)) fit reasonably well the simulation data for small k. The exponents λ ⊥ and λ in (32)-(33) have been discussed as fit parameters, showing that these are comparable with our earlier estimates. In Sec. 6, we have used our analytic approximations to test the Patashinski-Pokrovski relation (27), and have found that it holds approximately within the accuracy of about 10% or 15% in the examples considered.
