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ABSTRACT
REAL TIME PHYSICS-BASED AUGMENTED
FITTING ROOM USING TIME-OF-FLIGHT CAMERAS
Umut Gu¨ltepe
M.S. in Computer Engineering
Supervisor: Assoc. Prof. Dr. Ug˘ur Gu¨du¨kbay
July, 2013
This thesis proposes a framework for a real-time physically-based augmented
cloth fitting environment. The required 3D meshes for the human avatar and
apparels are modeled with specific constraints. The models are then animated
in real-time using input from a user tracked by a depth sensor. A set of motion
filters are introduced in order to improve the quality of the simulation. The
physical effects such as inertia, external and forces and collision are imposed on
the apparel meshes. The avatar and the apparels can be customized according to
the user. The system runs in real-time on a high-end consumer PC with realistic
rendering results.
Keywords: cloth simulation, computer vision, natural interaction, virtual fitting
room, kinect, depth sensor.
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O¨ZET
UC¸US¸ ZAMANI KAMERALARI KULLANAN
GERC¸EK ZAMANLI FI˙ZI˙K TABANLI
ARTTIRILMIS¸ GI˙YI˙NME KABI˙NI˙
Umut Gu¨ltepe
Bilgisayar Mu¨hendislig˘i, Yu¨ksek Lisans
Tez Yo¨neticisi: Doc¸. Dr. Ug˘ur Gu¨du¨kbay
Temmuz, 2013
Bu tezde gerc¸ek zamanlı fizik tabanlı bir artırılmıs¸ giyinme kabini ortamı
ic¸in bir c¸alıs¸ma c¸erc¸evesi o¨nerilmektedir. I˙nsan avatarı ve kıyafet ic¸in gerekli u¨c¸
boyutlu modeller o¨zel sınırlar c¸erc¸evesinde modellenmis¸tir. Bu modeller daha
sonra bir derinlik alıcısı tarafından takip edilen bir kullanıcıdan alınan girdi ile
gerc¸ek zamanlı olarak hareket ettirilmektedir. Simu¨lasyon kalitesini arttırmak
amacı ile hareketler c¸es¸itli filtrelerden gec¸irilmektedir. Eylemsizlik, dıs¸ kuvvetler
ve c¸arpıs¸ma gibi dıs¸ etkenler kıyafet modeline uygulanmaktadır. Avatar ve kıyafet
modelleri, kullanıcının boyutlarına go¨re o¨zelles¸tirilebilir. Sistem u¨st kalite bir
kis¸isel bilgisayar u¨zerinde gerc¸ek zamanlı olarak gerc¸ekc¸i go¨ru¨ntu¨ler olus¸turarak
c¸alıs¸maktadır.
Anahtar so¨zcu¨kler : kıyafet simu¨lasyonu, bilgisayarla go¨ru¨, dog˘al etkiles¸im, sanal
giyinme kabini, kinect, derinlik senso¨ru¨.
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Chapter 1
Introduction
Computer graphics are being used in more and more areas today to help with
visualization of data, such as in big data and crowd simulation. Human body
animation and cloth simulation have been two significant subjects of the field
for a while. Although there are cases where the simulation results are incredibly
life-like, the task is still nothing trivial.
One of the most time-consuming stages of apparel shopping is the customer
trying the apparels by putting them on, which is not even possible in online stores.
With the advances in augmented reality technologies, virtual fitting rooms are
slowly taking their places in both real and virtual stores [1, 2] to improve the
quality of apparel trial experience while also making it faster. These frameworks
utilize both humanoid and cloth animation features, hence they are limited by
the bottlenecks in both fields. The demand for virtual dressing frameworks is
increasing with the spread of online apparel commerce and the interactive ad-
vertisement platforms. There are various features of virtual fitting frameworks,
where each has different priorities in different types of applications:
• The apparel can be displayed on a virtual avatar or on real photos or videos
of the user. The former is used more in design stages, the latter more in
online and in-store try-on frameworks. Avatars can be static or dynamic,
animated with the motions of the user or with pre-recorded animations.
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• A virtual fitting room framework can utilize an apparel image database
which consists of pre-recorded two dimensional photos of apparels in vari-
ous poses to render the apparel, or it can utilize a virtual three dimensional
model. Former approach is considered to require more preprocessing and
cause lapses between poses, however the rendered apparel looks realistic as
it is a two dimensional photo. Latter approach enables rapid three dimen-
sional apparel model generation and more realistic material and physical
simulations.
• If the three dimensional approach is used, the apparel mesh can be pro-
cessed with physical simulation or can be stagnant. The former requires
more advanced frameworks and more powerful hardware, making them more
suitable for desktop applications rather than online fitting rooms.
• A virtual fitting room framework can scale the apparel and meshes accord-
ing to the active user. The scaling can be standardized where a fixed size
among possible size options would be offered to the customer, or it can be
detailed scaling similar to made-to-measure tailoring. The latter approach
is more complex compared to the former, because a larger set of measure-
ments are needed with higher precision.
On the low-end of the virtual fitting room spectrum, there are super positioned
2D images of the user and the apparel without any animation. Advanced virtual
fitting rooms, on the other hand, show the apparel items either on the video of the
user or on a virtual avatar, both scaled to reflect the user’s body characteristics [3].
Physics-based garment simulation for a better fitting experience is included in
the high end frameworks [2]. Our approach utilizes a three dimensional virtual
avatar which is updated with user motions captured through a depth sensor. The
apparels are rendered as three dimensional models and updated with physical
simulation.
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1.1 Our Approach
This study is aimed to develop a novel virtual fitting room framework that pro-
vides all the basic features expected from such an application, along with en-
hancements in various aspects for higher realism. These enhancements include
motion filtering, customized user scaling, and physics engine. Motion filtering
process starts with temporal averaging of joint positions in order to overcome the
high noise of the depth sensor. However, temporal averaging does not prove to
be sufficient because unnatural movements take place due to limited recognition
capabilities and self-occlusion. Customized joint angle filters, along with bone
splitting to let limbs twist in a more natural way and footskate correction filters
are implemented.
The avatar utilizes a skeleton that conforms with the LOA 2 of H-ANIM
200x specification [4], although not all bones are used for animation because of
the data received from the depth sensor. The skeleton and mesh are modeled in
Blender [5], exported and used in binary format. The simulated apparel pieces are
also modeled in Blender, although they are exported in Wavefront OBJ format
in order to be parsed by the physics engine. They are binarized on-the-run to be
used by the game engine.
The cloth pieces to be fitted on the user’s avatar must first be scaled accord-
ingly. To this end, a body measurement process is implemented, which starts
with depth map smoothing, in order to reduce the noise. Afterwards, the filtered
depth map is utilize along with filtered user joints to measure a set of parame-
ters, which are used in conjunction to estimate the body height and width. These
parameters are averaged over time to minimize the error.
The physics engine utilizes collision spheres and capsules to perform collision
detection. The correct sphere radii and positions are determined during body
measurements. The virtual avatar is aligned with a set of invisible spheres and
capsules are aligned with joints and limbs, which are updated in real time and
used in collision detection. Cloth particles are also affected by gravity and inertia.
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Figure 1.1: The overall virtual dressing framework
1.2 System Architecture
The framework operates in two distinct stages: modeling and simulation. The
modeling stage consists of preparing the avatar and cloth meshes for the sim-
ulation. The base low-detail avatar meshes, a male and a female, are ac-
quired from online sources [6, 7], rigged with a skeleton, and painted with ma-
terials and textures. The base apparel meshes are also acquired from online
sources [8, 9, 10, 11, 12, 13]. They are aligned with the avatar meshes, painted,
and their physical properties are specified. After the models are ready for simula-
tion, they are exported in appropriate file formats to be loaded by the simulation
stage.
The simulation stage starts after a user is identified. It is initialized by per-
forming user body measurements and scaling the avatar and apparel meshes ac-
cordingly. The render cycle starts with fetching the user skeletal joint informa-
tion from the depth sensor. The virtual avatar and the static apparel meshes
are updated by applying the acquired joint orientations. The collision spheres
that coincide with the skeleton joints are also updated during this process. The
dynamic apparel meshes are updated with new positions and orientations and
the collision data and the updated topology information are transferred from
the physics environment to the virtual environment, followed by rendering. The
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overall virtual dressing framework is shown in Figure 1.1.
1.3 Organization of the Thesis
The thesis is organized as follows. Chapter 2, we give related work on virtual
fitting rooms and depth sensors. Chapter 3 describes the human and cloth mod-
eling for virtual fitting room. Chapter 4 focuses on the animation techniques
along with various optimizations for a realistic experience. Chapter 5 discusses
the physics engine and cloth simulation process. Chapter 6 deals with the cloth
resizing process for a customized fitting experience. The experiments, perfor-
mance qualities and results are presented in 7. Chapter 8 outlines the thesis
and shows the future direction of this research. Appendix A describes the game
engine that provides the boilerplate functions for our framework. Appendix B
gives information about the depth sensor and its user tracking capabilities. A
user interaction feature, depth-based hand tracking is explained in Appendix C.
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Chapter 2
Related Work
Virtual fitting frameworks are complex systems composed of many modules. The
related works on the major components of the used framework are summarized
in this chapter, along with a general history of the field. The overall framework
can be divided into three major modules: human body modeling and animation,
motion capture systems and cloth modeling and simulation. Although these top-
ics are connected in many ways, their foundations are distinct and should be
discussed separately, followed by the discussion of the work on virtual fitting
rooms.
2.1 Human Body Modeling And Animation
Although the human and apparel modeling both have foundations in 3D mesh
creation, they require different traits and qualities. Human body modeling utilizes
disciplines such as rigging and skinning, whereas apparel modeling is mostly based
on physics simulations.
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2.1.1 Human Body Modeling
As the humans are mostly the main characters in virtual worlds, various methods
and techniques exist for human body models and animations. Determining the
suitable one depends on the requirements of the application. Real-time applica-
tions require a certain level of simplicity, as the simulation time cannot exceed the
frame duration. Oﬄine applications can utilize highly detailed models, looking
much more realistic. The basis for both extremes however, is the same, which is
a skeleton. The approach is starting with a connected set of rigid objects named
as bones, continuing by adding layers of muscle, skin, hair and others, depend-
ing on the required quality level. This is a very common modeling technique
used in computer graphics, which is called layered modeling technique [14]. The
animation is achieved by rotating the bones, which is followed by upper layers.
This technique also improves the reusability of the framework because the same
animation sequence can be used for multiple body models with different detail
levels utilizing the same base skeleton.
The articulated skeleton consists of a hierarchical structure of joints and limbs
to model a human-like skeleton. Joints are the points that act as the origin of
the respective local coordinate space. The limbs are the rigid segments that
connect the joints in the hierarchy. Rotation in the local coordinate systems
defined by the joints cause the rigid limbs to be rotated, creating the motion.
The complexity of the model can be determined by the number of joints and the
degrees of freedom (DOFs). The DOF is the number of independent parameters
that define the configuration of a joint; a joint can rotate and translate in at most
three orthogonal directions, hence, the maximum DOF a joint can have is six.
Having the maximum number of DOFs in a human body model might seem like
a good way to improve the realism, however this also increases the complexity
of the structure, resulting in more mathematical operations. As most human-
body joints can only rotate, not translate, assigning six DOFs to every joint is
redundant. Furthermore, angular and axis constraints with certain joints (such
as knee or elbow) further simplify the model while making it more realistic.
In order to provide a common basis and a standard for modeling of 3D humans
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with hierarchical skeletons, Humanoid Animation (H-Anim) specification was de-
veloped by Web3D Consortium [4]. Different levels of articulation are provided
in X3D/VRML format, focusing specifically on humanoid objects rather than
random articulated figures. H-Anim standard provides a common ground for
applications to be classified depending on their humanoid animation complexity,
mainly by the number of joints and DOFs.
2.1.2 Human Body Animation
Animating humanoid meshes is a complex and old subject of computer science, as
there are many factors which contribute to the way humans move. The task gets
even harder with the ability of the human eye to distinguish very minor unnatural
motions. The first approaches on humanoid animation are stick figures, which
have led to multi-layered high resolution meshes.
Stick figured animation dates back to 1970s, where the technology would
limit the qualities of animation to one dimensional limbs [15]. With the advances
in computer hardware, the details have improved and the complexities are in-
creased. Surface models were the first improvement on top of the original stick
figure animation. A surface or “skin”, which envelopes the articulated skeleton
is introduced to the model. The translation of the surface varies depending on
how the vertices are assigned to the bones. The process of assigning vertices to
a specific joint or set of joints is called skinning. The quality of the animation
depends on both the complexity of the skeleton as well as the skinning quality
and technique.
The initial approach to the animation of enveloped surface was assigning
weights to the individual polygons. However, this approach resulted in broken
surfaces almost every frame. The first solution to this problem was introduced
by Komatsu [16], where a continuous deformation function is used with respect
to the joints. Another study introduced a new skinning process by assigning ver-
tices to joints instead of polygons [17]. This simple difference allowed a polygon
to be assigned to multiple bones, preventing two polygons from separating as the
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common vertices would not get ripped.
Although assigning vertices instead of polygons to bones improved the realism
significantly, it produced artifacts in extreme rotations. Inspired by the true
nature of human skin and deformation, the new solution introduced assigning
a vertex to multiple joints. Called linear blend skinning, this technique further
improved the quality of character animations. However, it still was not sufficient
with certain parts of body such as forearm and elbow, where the bone positioning
and configuration are more complex than a single series of connected bones. An
example of this situation can be seen in Figure 4.3. A single bone cannot imitate
the twisting motion enabled by two parallel bones. Various solutions to this
problem has been proposed, the proposed solution in this study is described in
Section 4.4.3.
A new deformation technique called double quaternion skinning overcomes
these artifacts without introducing additional time complexity [18], even improv-
ing the performance. Quaternions, which are primarily used as a notation for ro-
tations can also be used to define translations. Dual quaternions can be blended
for rigid transformations and produce much more realistic results.
Another approach to fixing the extreme rotation situations was proposed by
Kavan et al. [19], where the bones which could not produce realistic results would
be split into child bones in runtime. This approach, although successfully cor-
recting the otherwise present artifacts, required significantly more computational
power and was not suitable for real-time applications.
2.2 Motion Capture Systems
2.2.1 Non-Optical Motion Capture Systems
Non-optical systems are based on mechanics, inertia [20] and magnetics [21]. Me-
chanical systems were the earliest examples of motion capture systems and their
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cumbersome hardware requirements make them hard to use. Inertial systems uti-
lize inertia sensors to determine the global orientation of the body part they are
attached to, which can later be converted to local orientations in post processing.
Magnetic systems perform the same operation, except they do so by measuring
the magnetic field emitted by the magnetic markers. Non-optical systems tend
to deliver more accurate results than optical motion capture systems, although
their hardware requirements and hardness to use are two major drawbacks.
2.2.2 Optical Motion Capture Systems
Optical systems are based on recording the target in action by one or more
cameras. The most common approaches in optical motion capture systems utilize
some sort of markers placed on key positions of the target. Markers can be passive
[22] or active [23], depending on whether they just reflect the light or they emit
light themselves. Regardless, their task is identical in both cases, providing the
camera with the positional information of key parts of the body.
With the advances in computer processing power and camera technology,
markerless motion capture systems have emerged [24]. Theobalt et al. have
contributed to the markerless human motion capture systems subject with multi
view video sequences [25, 26, 27]. Their framework utilizes 8 or more cameras
placed on a circle around the target. They construct a volumetric visual hull by
getting the intersection of extruded 2D silhouettes - which is called shape from
silhouette technique [28, 29]. Using a set of cameras rather than a single camera
is a remedy to the self-occlusion problem. After the visual hull of the user is ac-
quired, the hull is segmented into body parts by fitting a pre-defined body model.
Accurate as they are, these applications require immense computing power and
are not suitable for real time applications.
The emergence of the consumer-level depth sensors at affordable costs cre-
ated a new possibility for markerless motion capturing [30]. As the depth sensors
operate in real time and the visual hull is the input rather than a processing prod-
uct, the computation time for skeletal position estimation is considerably lower,
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enabling real-time motion transferring from actors to virtual avatars. However,
depth sensors suffer from the same disadvantage as single-camera systems, self
occlusion, although this problem can be solved partially by utilizing multiple
depth sensors [31]. Furthermore, the IR and TOF depth sensing technologies
are not evolved enough yet to provide high resolution depth frames and produce
quite a bit of noise, hence reducing the output motion quality. This problem is
analyzed in depth by Khoshelham and Elberink [32] and concluded that the stan-
dard deviation reaches two centimeters in a measuring distance of three meters.
Matyunin et al. [33] attempted to improve the quality by filtering with additional
information from the attached RGB camera.
2.3 Cloth Modeling and Simulation
A number of industries, mainly entertainment and apparel commerce, created
a demand for rapid virtual apparel design and realistic simulation along with
the advances in computer graphics. As every other physical phenomenon, gar-
ment simulation is no simple task to perform in virtual worlds. To be able to
create realistic render results for entertainment industry while keeping the physi-
cal properties accurate requires very complex simulation frameworks and physics
engines.
2.3.1 Cloth Design and Modeling
Garment design aims at creating meshes that look realistic. Furthermore, de-
signing for virtual simulation environments require the garment to be suitable
for physics simulation. The two approaches to creating 3D garment meshes are
straightforward 3D design and combining 2D designed patches by “stitching”.
However, the main distinction between garment design suites and techniques
comes from the desired outcome, whether it is a production sample or a virtual
model for simulation.
11
2.3.1.1 Production-oriented Design Systems
The design suites explained in this section focus on product creation and indus-
trial usage of the apparel design, rather than virtual simulation. As the goals of
two systems are different, other design techniques are used for simulation pur-
poses. However, the underlying 2D and 3D design principles are quite similar.
The initial approaches of 2D garment design consisted of two parts where each
part has several steps [34]:
1. Parametric design-based pattern generation
2. Pattern alteration-based on grading techniques
A widely used CAD suite with this approach is Gerbert Technologies’ Ac-
cuMark solution [35]. A major drawback of 2D garment design systems is the
necessity of a certain level of expertise with pattern design, as the 2D patches
are not easy to visualize for an inexperienced person. 3D garment design is the
solution to this problem as the apparel can be modeled on virtual human models
directly and then separated into multiple parts for production. In order to create
realistic apparels, the underlying 3D human model must be realistic itself; best
way is to obtain the mesh from a 3D full body scan. Assyst-Bullmer’s design
software is an example of such CAD suites [36].
2.3.1.2 Simulation-oriented Design Systems
Simulation oriented design systems aim at creating garment meshes which are
suitable for using in virtual environments, mainly in entertainment software such
as video games, and recently, in virtual fitting rooms. The output of these suites
must not be too complex to be simulated in real time, while being as realistic as
possible.
One of the first physics-enabled 2D garment design systems was introduced by
Yang et al. [37]. The suite included 2D design panels, deformable cloth modeling
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and a human body model which could be used to simulate the designed apparel
on. Chittaro and Corvaglio [38] aimed to develop a platform which would connect
the textile industry with computer graphics and simulation world via defining an
interchangeable format with VRML-based 3D meshes from 2D patterns. Turquin
et al. [39] developed a sketch based interface for tailoring, dressing and simulating
clothing pieces on virtual characters.
3D CAD systems suit simulation oriented design better than 2D by the nature
of the general applications. The system developed by Bonte et al. [40] reverses
the process defined in the previous examples, where the garment is designed in 3D
and 2D patterns are generated from it. Garments are modeled on a mannequin to
conform with the body characteristics of humans. The framework also includes a
particle-based simulation feature. Cugini and Rizzi developed a framework [41]
for the design of men apparel items with a 2D/3D hybrid approach using Autodesk
Maya [42] for 3D modeling and simulation. A similar system was proposed by
Durupınar and Gu¨du¨kbay [43] where the 3D garments would be created from 2D
patterns and simulated using a mass-spring system.
The GPU company NVIDIA’s PhysX physics engine is one the best options
for real-time physics simulation available [44]. An extension of this engine, APEX
is a scalable dynamics framework with specialized physic based utilities such as
destruction, particles, turbulence (fluids) and clothing [45]. The modeling exten-
sion of this framework is available as an extension for 3dsMax [46] and Maya [42]
design suites. The extensions provide an interface which are aimed at creating an
artist-oriented environment as possible, abstracting all the programming work.
As the PhysX engine is optimized for NVIDIA GPUs, the easiness of the APEX
along with its performance make it one of the best options for real-time clothing
design-and-simulation framework.
With the advances in virtual try on systems, various frameworks for apparel
design solely for the use with such environments emerged. The state of these
frameworks are discussed in Section 2.4 along with virtual fitting room frame-
works.
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2.3.2 Garment Simulation
Garment simulation is mainly deforming an apparel mesh in a way which feels
natural to the eye. It also includes collision detection and support for tearing be-
havior. The nature of the garment simulation depends on the used modeling ap-
proach. Two common garment modeling approaches are geometrical models [47]
and physics-based models.
2.3.2.1 Geometric Garment Modeling
Geometric models do not take the physical properties such as stiffness and stretch-
ing into account. Instead, the apparel is modeled as a collection of cables and hy-
perbolic cosine curves, Weil added the stiffness factor as a distance constraint [47].
As the physical properties of clothes are omitted or not accurate, geometric mod-
els do not work well with dynamic models as well as they do with stationary
renders [47].
2.3.2.2 Physical Garment Modeling
Physical approaches model the cloth as systems of springs-masses or particles, or
as a continuous flexible material to be solved as a elasticity problem. The spring-
mass system is first presented by Haumann and Parent [48], which converts each
vertex into a point mass and converts each edge into a spring. The simulation is
attained by solving the spring-mass equations. Further improvements on spring-
mass systems include different sets of springs for orthogonal axes and distance
constraints to achieve more garment-like simulations [49]. The NVIDIA PhysX
engine utilizes an enhanced spring-mass system for its cloth solver [50].
Terzopoulos et al. [51] presented elastically deformable models based on con-
tinuum mechanics and differential geometry. Another continuum-based approach
that sacrifices accuracy for performance by focusing on numerical solutions was
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described by Baraff and Witkin [52]. Elasticity solutions rely on energy interac-
tions between the particles and achieve a solution by minimizing the total energy
stored within the whole mesh.
2.4 Virtual Fitting Rooms
Virtual fitting rooms have been a research subject for more than a decade. Pro-
topsaltou et al. [53] developed an Internet-based approach for virtual fitting
rooms, although it was not real time and required marker-based motion capture
systems for animation. Zhang et al. [54] used a multi-camera system utilizing
shell fitting space (SFS) [29] techniques to build a real time intelligent fitting
room.
Advances in time-of-flight technology made depth sensors available at
consumer-level prices with better performance. This prompted a wave of re-
search based on depth sensors in various fields, such as rehabilitation [55], indoor
modeling [56], and medicine [57]. Another topic that attracted significant atten-
tion from both researchers and companies is real-time virtual fitting rooms [58].
Giovanni et al. [59] developed a virtual try-on system utilizing a calibrated set
of Kinect and high definition cameras, while comparing the two state-of-the-
art depth sensing software development kits (SDKs)-OpenNI [60] and Kinect for
Windows SDK [61]. While most frameworks utilize garment meshes with physics
simulation [1, 2], another intriguing approach is using a pre-recorded apparel im-
age database, from which the images are superpositioned onto the RGB video of
the user [62, 63].
A key purpose of both virtual and real fitting rooms is giving the customer
the look and feel of a cloth with a specific size on the user’s body, so the user can
choose the appropriate size for him. Embedding the feature of matching cloth
sizes with users requires capturing the users’ body dimensions. More advanced
frameworks even construct virtual avatars with input from only one depth sen-
sor [64, 65]. On the other hand, despite these works provide higher detail avatars
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and keener measurements, which might be more suitable for made-to-measure
type of framework, the process requires too much time to work with a real-
time ‘fixed-size try-on’ virtual fitting room application where simple body height
and width measurements are sufficient. These applications require a faster ap-
proach along with a specialized garment design framework such as the works of
Yasseen et al. [66] or Meng et al. [58]. There are also notable studies for made-
to-measure technologies for online clothing stores [67], shape control techniques
for automatic resizing of apparel products [68], modeling a 3D garment on a 3D
human model by 2D sketches [69], and garment pattern design using 3D body
scan data [70]. A recent study [71] shows that such applications are well-received
by public and have potential commercial uses.
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Chapter 3
Human and Cloth Modeling
The simulation software utilizes 3D models as the main displayed components.
Since the quality of the models are a significant factor in the overall quality of the
simulation, they must be prepared specifically for the purposes of the application,
with attention to details. Two distinct sets of 3D meshes are required in general
for the simulation:
• A cloth mesh to be processed by the embedded physics engine.
• A full body human mesh to act as an avatar for the simulated cloth mesh.
3.1 Human Avatar
After taking the complexity of both 3D CAD programs and the human body it-
self into consideration, designing a complete full human body mesh is deemed to
be a laborious and inessential task. Through researching various digital sources,
evaluating the quality and cost of various potential candidate meshes, a female [6]
model and a male model [7] are elected, due to their realistic appearance, accu-
rate proportions and fine details. For the purpose of improving the realism of
the simulation, details are introduced to the base model with the Blender CAD
software [5].
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3.1.1 Rigging
Animating a 3D mesh requires skinning, which is moving the vertices with respect
to a bone on a skeleton. Because the base models have no skinning or material
properties, they require custom rigging and painting. For the purposes of this
research a manual rigging and painting would be preferred, in order to be able
to integrate the model easily into the software. The rigging is performed in
Blender [5], where the base human skeleton is provided, detailed in H-ANIM2
level with a simplified spine (Figure 3.1).
Figure 3.1: The rigging base skeleton.
Prior to rigging, the skeleton needs to be in perfect alignment with the mesh.
After modifying the initial bone positions, the vertex groups are assigned to
the bones with proper weights (Figure 3.2). After assigning every vertex to the
appropriate bones, there are no cracked surfaces with motions which are natural
for humans. In the end, the models are exported in OGRE .mesh format along
with the skeleton it used.
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Figure 3.2: The vertex weights for the Humerus.R bone.
3.1.2 Material Properties
The base models come with no material properties. In order to improve the
realism of the model, texturing/painting tasks for various parts of the body are
performed. These parts include the general skin, hair, eyes and lips (Figure 3.3).
Other additions include accessories such as hair sticks and earrings to achieve
more realistic results.
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Figure 3.3: Detailed appearance of the face.
3.2 Cloth Mesh
As one of the major pieces of this study is accurate cloth simulation, accurately
modeled cloth meshes which are suitable for simulation for required. After a
thorough research through a variety of available models, a set of base apparel
meshes for both male and female models are selected [8, 9, 10, 11, 12, 13]. The
models vary in detail and quality, all of them are optimized and enhanced for the
framework.
3.2.1 Body Positioning and Splitting the Dress Mesh
For a successful animation and simulation of the dress on a human avatar, both
meshes must be in proportion with each other and properly aligned. The required
modifications to the meshes are performed in Blender(Figure 3.4). The initial
approach is to include all the vertices of the clothing mesh in the simulation.
However, after various attempts to simulate all vertices on the dress mesh, this
approach failed to achieve a realistic looking result because of two reasons:
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• Whole meshes contain too many vertices, the dress mesh for instance con-
sists of 4088 vertices. The simulation Runs in real-time, however the topog-
raphy of the mesh is not appropriate for the physics engine because of the
very large number of vertices in the cloth. It shifted from a fabric structure
to more of a jelly form, over stretching and tearing with its own weight.
• The friction necessary to keep the dress on the human avatar’s shoulders
is not sufficient enough to keep the dress on the avatar. The dress keeps
sliding, stretching and acting unnaturally. The design of the used physics
engine is not appropriate for this approach.
In order to overcome these problems, we split the dress mesh into two parts
and utilize different animation techniques for each.
• The static part, which should be attached to the body and not affected
by the wind, is modeled as a static mesh with skinning, like the human
avatar. It is animated with the same transformations as the human avatar,
matching its position and staying on the body perfectly.
• The dynamic part is the part to be simulated, affected by inertia, wind and
other factors. Their attachment line is just above the waist of the human
avatar, which is pinpointed through try-and-error experiments with other
locations (Figure 3.4). Keeping the line very low resulted in both unnatural
collisions and the cloth being too rigid. Keeping it too high brought out
the problems in the first approach. With its current setting, the dress mesh
is animated naturally on the virtual avatar.
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Figure 3.4: The dress, positioned on the body, along with the upper-part of the
skeleton. In this shot, the dynamic part is highlighted with orange border.
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Chapter 4
Animation
The animation in the system consists of moving the virtual avatar and the cloth
mesh in a realistic manner, with the addition of physical simulaton of the apparel
meshes. This chapter focuses on the animation of human avatar and the static
cloth meshes, the physical animation is explained in Chapter 5.
The rigged human body mesh ready to be animated is exported from Blender
in Ogre XML format. The XML files are converted to binary skeleton and mesh
files by the OgreXML serializer and imported natively into the software. Prior
to animation, the bones are set up to be updated by the data from depth sensor.
Afterwards, they are updated with the orientation data.
4.1 Initialization
Animatable meshes are loaded and maintained via the custom SkeletalMesh class,
which is the middleware between Ogre skeletal animating system and the input
from Kinect sensor. An instance of the SkeletalMesh class is initialized with a
mesh file. After the mesh is loaded with the skeleton data, the bone list is iterated
through, given the initial orientation uniquely for each animatable bone with the
Kinect sensor.
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The animatable bones are set to be manually controlled and set to their initial
orientations. The lower part of the body inherits orientations as they are filtered
for footskating and use different orientation mechanisms. The upper part of the
body is rotated in global space. The bones are set to their initial state, to be reset
at every frame and updated with new orientations. The non-animated bones are
left to be automatically controlled in order to keep them aligned with their parent
bones.
4.2 Animation
Every frame, the orientation information from the bones are extracted in quater-
nion form, along with the confidence of the sensor in that orientation. If the
confidence is less than 0.5 over 1, the bones are left as they were in the previ-
ous frame to avoid unnatural movements. The root bone is translated in local
space at the end to simulate the translation above rotation. This technique is
used with the static parts of the apparel meshes as well. The linear weighted skin
blending [72] is used in order to simulate deformation on the characters skin. The
effects of four bones with different weights are combined linearly to change the
positions and normal of vertices.
Algorithm 1 is executed during the pre-render cycle. The bone orientations are
set to be ready for animation, deformation and rendering. At every render cycle,
update Skeleton function is called, which automatically fetches the coordinates
from the Kinect and sets up the skeleton for vertex blending.
Algorithm 2 is executed prior to rendering, to update the vertices of the skin.
The vertex blending function is where the deformation actually occurs. Every
vertex is assigned to at most four different bones. In order to speed up the defor-
mation process, the transformation matrices for the corresponding matrices are
collapsed into one. Collapsing is simply weighted addition of the four weighting
matrices for a vertex.
After four weighting matrices for each of four vertices are collapsed into four
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Algorithm 1: Bone transformation algorithm
1 function transformBone(bone)
Input: A bone and the corresponding orientation matrix from Kinect
Output: The same bone with updated orientation
2 qI = initial orientation of bone
3 qN = relative orientation
4 qK = 3× 3 Orientation matrix from Kinect
5 if kinectconfidence > 0.5 then
6 qQ = toQuaternion(qK)
7 qN = toLocalSpace(qQ)
8 q = qN × qI
9 bone.orientation = q.normalise()
10 if user is new then
11 ptorso.initialize() /* Initialize torso position */
12
13 foreach bone do
14 if boneorientation is new then
15 transformBone(bone)
16 skeleton.needsUpdate()
matrices, the following matrix operations are performed. Four vertices are pro-
cessed together in order to fully utilize the parallel matrix multiplication features.
Let us take the weighted matrix for vertex i:
Mi =

mi00 m
i
01 m
i
02 m
i
03
mi10 m
i
11 m
i
12 m
i
13
mi20 m
i
21 m
i
22 m
i
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0 0 0 1
 (4.1)
It should be noted that this matrix is a linear combination of four linear
transformation matrices from four weighting bones; hence, the 3rd row is by
default [0 0 0 1]. We also have the initial positions for the four vertices as
[pix p
i
y p
i
z 1].3
rd value, which is one is not included in the vertex buffer and it will
not be taken into account with the calculations. In order to generate an efficient
SIMD process, we perform 4×3 dot product calculations in each instruction.
Dot products are commanded in the machine language, which makes it more
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efficient compared to higher level matrix calculations. To compute the simulated
x coordinates for four vertices, we combine the first rows of all collapsed matrices
into a 4 × 4 matrix and transpose it:
MT =

m000 m
1
00 m
2
00 m
3
00
m001 m
1
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2
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03 m
2
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3
03
 (4.2)
We construct a position matrix of size 4 × 3 with the positions of all vertices:
PT =

p0x p
1
x p
2
x p
3
x
p0y p
1
y p
2
y p
3
y
p0z p
1
z p
2
z p
3
z
 (4.3)
Next, the matrices MT and PT are multiplied in a row-by-row fashion and
summed together to calculate the x-coordinate displacements of four vertices:
dx = MT0 × PT0 +MT1 × PT1MT2 × PT2 +MT3 (4.4)
The result vector dx is a 4 × 1 vector, which has the post-blended vertex x-
coordinates: [P 0x P
1
x P
2
x P
3
x ]. The same procedure is applied to the normal of a
vertex. Process continues with the next set of four vertices.
4.3 Interaction Between the Body and Cloth
The movements of the user are passed on the pieces of cloth separately. Non
simulated parts of the clothes are the ones which do not get separated from the
body most of the time. Most parts of our clothes usually stick to the body and
experience the same deformation as our skin. In order to increase performance
and get better results, detailed simulation on these parts are not run, instead
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they are deformed the same as the remained of human body. For instance, in the
full-body dress mesh, the part above the waist has a skeleton similar to the body
and the information from the Kinect is passed on to this portion as well. It is
treated as a part of the actual avatar.
The movements of the body are transferred into the simulated section of
the cloth through transformation, collision and inertia. The fixed vertices are
transformed to match the remainder of the cloth. The transformation is done on
the rendering level, the physx world experiences no difference in transformation
manner. This process keeps the cloth aligned with the rest of the visible world.
The colliding body is updated and collided with the cloth. The colliding body
consists of 16 spheres and the capsules connecting the spheres. The details of
the colliding body is explained in Section 3.1. This process keeps the cloth out
of the avatar’s way. The Inertia of transformations is passed onto the simulated
cloth, increasing the realism. The passed on inertia comes from the rotation and
the transformation of the root bone of the human skeleton. With this process,
although there is no actual transformation in the physics world, the resulting
inertia effects are visible on the cloth itself.
4.4 Motion Filtering
Application of the raw data from the sensor causes unnatural movements due
to the noise in the sensor input, self-occlusions of the body and inadequate IK
solvers. In order to present a more realistic avatar animation, a series of filters
and constraints are applied to the sensor data.
4.4.1 Position Filtering
The most severe disruption of the self-occlusion problem takes place in the joint
position acquisition. There is no possible way of acquiring the correct position
of a limb when the sensor has no vision of it. However, the way humans move
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their limbs under normal conditions follow certain principles and trends, which
can be used to estimate the locations of occluded body parts. The nature of these
motions, demonstrating traits similar to seasonal behavior, makes them suitable
for applying a variety of filters [73]. The framework utilizes the Holt-Winters
double exponential smoothing [74, 75] as it comes with the middleware, easy to
use and delivers good quality results with acceptable latency for the purposes of
this application.
4.4.2 Rotation Filtering and Constraints
The joint orientations are acquired from the sensor middleware directly, however
the data is not smooth. Although the middleware enforces certain constraints
(such as allowing only pitch rotations on ulna), there are often significant gaps
in the estimated angles that produce unnatural tremor-like movements on the
avatar. Furthermore, there is no filtering of unnatural rotations that take place
when an occluded body part is estimated to be in a wrong location.
The inferior quality of the orientation data is improved in two stages: applying
another set of constraints on the joint data based on the natural limits of human
bones, followed by an asymptotic smoothing of the joint angles to prevent the
effect of gaps in the angles (see Figure 4.1).
Figure 4.1: The row and filtered samples for right the humerus roll angle.
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4.4.3 Bone Splitting
The lower sections of human limbs contain two parallel bones allowing the twisting
rotation on the hands and feet. The configurations of bones allow all portions of
the lower limbs follow the bones in pitch and roll rotations, although the effect of
yaw rotation decreases as it gets closer to the mid-section joint (elbow or knee).
This effect is not possible to achieve with a single bone fore-arm representation,
as specified in the highest level of detail in the H-ANIM standard [4], using unified
weights (same for all types of rotations, transformations and scaling) and linear
skinning. On the other hand, applying a different set of weights for each possible
transformation, rotation or scaling requires additional space and time, which can
be considered redundant as it is not going to be used in most parts of the skeleton
and surface mesh; thus, it is not implemented in most of the popular rendering
engines. This problem is addressed by Kavan et al. [19], proposing a method of
introducing additional blending bones to simulate non-linear skinning. However,
this approach is not suitable for a real-time application with previously unknown
motions.
Since the only problematic bones for this particular case are the upper limbs,
this problem is solved using a novel approach by introducing an additional bone
connected in series for the upper limbs. The ulna bones are split halfway and
the lower sections are labeled as ulna-extension. The vertex weights in the corre-
sponding sections are divided linearly among two sections, as seen in Figure 4.2.
During runtime, the filtered local rotation of the upper limb bones are sepa-
rated into two distinct rotations, one containing the yaw and the other containing
pitch and roll rotations, which are applied to the extension bone and the original
bone, respectively. With proper weights, the rotation of the users arm is trans-
ferred to the virtual avatar naturally without introducing any artifacts. As seen
in Figure 4.3, the vertices on the forearm twist in a more natural way resembling
the real motion.
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(a)
(b)
Figure 4.2: The vertex weights for (a) the upper ulna and (b) the lower ulna bone
(weight increases from blue to yellow).
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(a)
(b)
Figure 4.3: Comparison of a -90◦ yaw rotation on the forearm with: (a) single
and (b) double-boned skinning.
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4.5 Handling the Foot Skating Problem
The virtual model is animated by changing bone orientations and root bone po-
sition. If the orientations and root position are applied to the bones respectively,
the feet of the character appear to be floating on the ground that deteriorates the
realism. This problem, known as footskating, is not limited to depth sensor appli-
cations. It shows up in motion-capture-based animation systems and solved in a
reasonable way with approaches, such as Kovar et al. [76] and Ikemoto et al. [77].
However, these methods rely on some sort of preprocessing or supervised learn-
ing, which is not suitable for our system, as the motion is captured and applied
im real time. Hence, a solution that does not require a training process is needed
for such applications. Mankyu and Choi [78] propose a similar method that does
not require training for real-time depth sensor applications. Their approach is
adopted into our framework to overcome the footskating problem. However, it re-
quires additional filters and constraints in order to be usable in our framework. It
is assumed that one foot is always on the ground; otherwise, artifacts may occur,
for example, if the user attempts jumping. The footskating handling algorithm
consists of two parts: constraint checking and adaptation (cf. Algorithm 3) and
joint angle determination and application (cf. Algorithm 4). The whole algorithm
consists of the following four steps.
1. Determine which foot is constrained by checking speed and location thresh-
olds. The thresholds are changed adaptively in order to compensate for
different sensor and user placements.
2. Place the constrained foot at its last recorded position and solve the inverse
kinematics problem to determine the orientations of the hip and knee joints.
Solving an inverse kinematic problem is no trivial task. There are various
numerical and analytical methods for inverse kinematic problems and many
implementations focusing on each. We use the IKAN library by University
of Pennsylvania [79], which uses the approach described in [80].
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3. Check if the foot coincides with its intended position after the inverse kine-
matic orientations are applied to the bones. If there is a positional mis-
match, relocate the root joint to complete alignment.
4. Smooth the joint orientation difference in order to avoid jumps from frame
to frame. This is especially important when the constraint switches, as the
source of the orientations are different in two cases and they do not always
overlap. Smoothing parameters are optimized using trial and error; they
are not viable for adaptive nature. Smoothing also helps to overcome the
self-occlusion and data-noisiness.
Joint smoothing consists of interpolating between frames, especially when
there is a significant change in orientations, which would normally cause a non-
continuous animation. Old joint orientations are always recorded in the global
coordinate system and updated everyframe. After we get the new orientation from
the new frame, we calculate the quaternion that would rotate the old orientation
to the new one:
Qd = Qnew ×Q−1old (4.5)
When we compute the delta quaternion, we get its axis-angle representation.
Because we are interested in rotating the joint partially, we build up a new quater-
nion with the same axis and a fraction of the same angle. The fraction varies
with whether the constraint is switched recently.
Qd = Quaternion((x, y, z), α)
Q∗d = Quaternion((x, y, z), α/k)
(4.6)
The fractional rotations are then applied to the joints to get a smoother move-
ment. Other implicit operations include coordinate system transformations, as we
are working with three different coordinate systems: Global-Render Coordinate
System, Local-Render Coordinate System, and IKAN Coordinate System.
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Algorithm 2: Mesh update algorithm called at every frame
1 function prepareBlendMatrices(mesh)
2 foreach bone do
3 bone.applyScale()
4 bone.applyTransform()
5 bone.applyOrientation()
6 i = 0
7 foreach bone do
8 m[i] = bone.getTransformationMatrix 4× 4
9 i+ +
/* Index map contains the bone pointers for every vertex
*/
10
11 mapIndex=mesh.getIndexMap() i = 0
/* Blend matrices are pointers to the individual bone
matrices */
12
13 foreach indexSet in mapIndex do
14 mb[i] = indexSet[i] +m i+ +
15 return mb
16 function vertexBlend(mb)
17 pos=*mesh.positions /* Pointer to position matrix */
18
19 norm=*mesh.normals /* Pointer to normal matrix */
20
21 bi =*mesh.blendIndices /* Pointer to blend index matrix */
22
23 bw =*mesh.blendWeights /* Pointer to blend weight matrix */
24
25 foreach 4 vertices in pos do
26 foreach vertex in 4 vertices do
27 m[1, 2, 3, 4] = mb[bi[vertex]] /* Weighting Bones */
28
29 mc[j] = collapseMatrix(m, bw[vertex])(i)
30 pos[4vertex] = mc × pos[4vertex]
norm[4vertex] = mc × norm[4vertex]
31 if skeleton needs update then
32 mb = prepareBlendMatrices(skeleton.mesh)
33 vertexBlend(mb)
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Algorithm 3: Constrained foot determination
1 if isFirstFrame then
2 if pyleft < p
y
right then
3 constrained = left
4 ythreshold = p
y
left
5 else
6 constrained = right
7 ythreshold = p
y
right
8 if constrainedisleft then
/* Check if constraints still hold */
9 if pyleft > ythreshold and vleft > vthreshold then
/* Foot is not constrained anymore, check other foot */
10 if pyright > ythreshold and vright > vthreshold then
/* Neither foot are constrained */
11 updateThresholds() /* Thresholds should be updated */
restart
12 else /* Right foot is constrained, feet switched */
13 constrained=right
14 recordRightFootPosition()
15 constraintSwitched = True
16 else
/* Check if constraints still hold */
17 if pyright > ythreshold and vright > vthreshold then
/* Foot is not constrained anymore, check other foot */
18 if pyleft > ythreshold and vleft > vthreshold then
/* Neither foot are constrained */
19 updateThresholds() /* Thresholds should be updated */
restart
20 else /* Left foot is constrained, feet switched */
21 constrained = left
22 recordRightFootPosition()
23 constraintSwitched = True
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Algorithm 4: Foot skating filtering
1 checkFootConstraints() /* Check which foot is constrained */
pfootconstrained = getRecordedFootPosition()
2 targetik = p
foot
constrained − phipconstrained
/* Get the rotation quaternions for constrained hip and knee
*/
3 qhip, qknee = solveIkan(constrained, target ik)
4 hipconstrained.rotate(qhip)
5 footconstrained.rotate(qhip)
6 pfootnew = calculateForwardKinematics()
/* Calculate the root displacement vector */
7 droot = p
foot
constrained - p
foot
new
8 root.translate(droot)
/* Proceed with joint smoothing */
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Chapter 5
Cloth Simulation
Rendering physically accurate apparel meshes is the goal of the physics com-
ponent of the framework. Because the construction of a real-time high quality
physics engine that supports collision detection is a study subject on its own,
The Nvidia PhysX engine is utilized as the physics solver [50] in the simula-
tion software. The quality of the simulation depends on a number of different
steps; the model preparation, physics environment initialization and the real-time
simulation including numerical solution of the spring mass sytems and collision
handling.
5.1 Model Setup
The mesh to be simulated is the dynamic part of the modeled dresses that contains
vertices in the order of thousands. It is aligned precisely with the static part and
the human body to be simulated realistically. The PhysX framework requires
vertex and topology information delivered separately and manually, instead of a
binary file or an automatic parser. For this purpose, a custom Wavefront object
file (OBJ) parser is implemented to acquire the information exported from a
modeling suite, and feed the data into the physics engine.
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Other than the vertex and topology information, an inverse weight property
needs to be specified for every vertex. This information could be embedded into
the wavefront object as a second set of texture coordinates. On the other hand,
this method adds too much data to the file, which brings extra computational
overhead. Therefore, the vertex weight information is embedded into the model
by specifying the material properties separately for vertex groups with different
weights. The vertices that have a non-zero inverse weight have the suffix “Free”
attached to their material properties. The vertices are selected manually and
their material properties are attached. The current simulation required only two
sets of weights, which can be seen in Figure 5.1. After the weight information is
implemented, the model is exported as a Wavefront object file (OBJ) along with
the material file (MTL) and parsed into the software.
Figure 5.1: The fixed vertices of the cloth.
5.2 The Initialization
Following the parsing of the model from the object file, it is stored within the
memory to be used in different frames. The object file is converted into the
native mesh format for the rendering engine to be loaded and rendered. The
process includes feeding the vertex, topology and material information into the
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OGRE framework as submeshes, to be combined as a mesh. Prior to creating the
simulated cloth, the PhysX engine needs to be initialized:
1. The foundation and SDK objects are created.
2. In order to implement the GPU solver for the cloth and collision, the PhysX
engine needs to bind with the CUDA context to deliver the GPU tasks. The
CUDA Context manager object is created and given to the SDK object.
3. Afterwards, the virtual floor and the environment are created with the
gravity specified as 9.8 m/s2.
After the initialization, the cloth is loaded with specific stiffness, stretch,
damping, friction, inertia, bending, and collision parameters. These parameters
are decided through numerous try-and-error experiments in order to acquire the
most realistic simulation results. After creating the environment and the virtual
cloth, the collision spheres are created, which is explained in Section 5.5.
5.3 The Animation
At each frame, the following steps are performed:
1. The passed time since the last frame is added to the counter.
2. The Kinect sensor is checked for new data. If the data is not new, next
frame is called.
3. If there is an active user with the Kinect, the sensor middleware pointer
is sent to the human body and the upper cloth SkeletalMesh objects to be
updated. If there are none, the bones are reset to their initial state.
4. The upper body mesh and the human body mesh are updated. The details
of the update process can be found in Section 4.2. This function returns
the translation of the root node.
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5. The returned vector from step 4 is used to translate the dynamic cloth
handle. After the translation, the orientation is updated with the root
bone orientation.
6. The colliding human capsules are updated with the human body bone ori-
entation. The orientation and the position of the dynamic cloth handle is
synchronized with the virtual cloth. This input automatically introduces
the inertia effect on the cloth.
7. At the end, the cloth is simulated as follows:
(a) PhysX is ordered to start the simulation on the GPU. The details of
the simulation algorithm are explained in Section 5.4.
(b) The vertex data is read from the output, and the vectors of the object
file are updated, except the fixed mesh vertices. The reason for omit-
ting the fixed vertices is to avoid unnatural bends and cracks on the
fixed vertices.
(c) The updated object file vectors are transformed into the native mesh
buffers, to be rendered.
The cloth simulation algorithm is based on the position-based dynamics, in-
troduced by Mu¨ller et al. [81]. The main approach is to calculate the position
of the particles from their previous positions and applying constraints on mutual
distance and angle. The collision is also calculated as a force and applied to both
particles. The approach is stable and efficient for real time applications. The
dynamics are stable as long as the constraint solvers converge. When this crite-
ria is not met, rendering anomalies occur, such as a vertex being pulled too far
away from the cloth. The solution is parallelized by fibers, as Single Instruction
Multiple Data (SIMD) process. With CUDA support, however, this is even par-
allelized more with Single Instruction Multiple Thread (SIMT) processes, where
each thread works on one fiber.
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5.4 Numerical Solution
The position of a particle in the next time interval is acquired by performing
explicit Euler integration over δt, where the velocity and the force are assumed
to be constant during the interval. The pseudo code of the integration procedure
is given in Algorithm 5.
Algorithm 5: Position-based dynamics solver
1 foreach vertices i do
2 initialize xi = x
0
i , vi = v
0
i , wi = 1/mi
3 while true do
4 foreach vertices i do
5 vi ← vi + ∆twifext(xi)
6 dampVelocities(v1, . . . ., vN)
7 foreach vertices i do
8 pi ← xi + ∆tvi
9 foreach vertices i do
10 generateCollisionConstraints(xi → pi)
11 while solverIterates do
12 projectConstraints(C1, . . . , CM+Mcoll , p1, . . . , pN)
13 foreach vertices i do
14 vi ← (pi − xi)/∆t
15 xi ← pi
16 velocityUpdate(v1, . . . , vN)
Algorithm 5 predicts the next position and velocity (lines 1-2), performs the
corrections by solving the constraints (lines 3-12), updates the position and ve-
locities accordingly (lines 13-15), adds damping to velocities (line 16). The key
issue in the simulation is the position correction due to the constraints. Each
vertex is moved either towards or away from each other, the distance is scaled by
the inverse mass of the vertices. If a vertex position needs to be fixed, the inverse
weight should be set to zero
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5.4.1 Constraints, Fibers and Sets
In order to simulate the cloth, all constraints should be solved, which is achieved
through linearizing the non-linear problem. This linearization results in a sparse
matrix problem. Although the problem is solvable in real-time, performance is
increased further by pivoting vertical and horizontal constraints, solving sepa-
rately. The vertical and horizontal constraints are divided in the input sense by
fibers and sets. Fibers represent independent sets of connected constraints and
sets are non-overlapping fibers, which are solved in parallel. A fiber is either a
horizontal, vertical or a diagonal line, and the set is the collection of parallel lines.
These fibers and sets are generated for both shear and stretch constraints by the
PhysX mesh cooker, which auto-generates the fibers and sets from a given mesh
topology.
5.4.2 Set Solvers
There are two possible solvers to apply on fiber block (set) which come with
PhysX:
• The Gauss-Seidel solver continues along the fiber after completing a con-
straint solution and updating the results. This solver is easy to tweak and
use, has low-cost for iteration, however the convergence factor is low due to
sequential update, which results in a stretchy cloth.
• Semi-implicit solver factorizes the tri-diagonal system with LDLT and solves
the overall system. This method preserves momentum since it is not sequen-
tial and converges ten times more than Gauss-Seidel solver. However, the
matrices can be ill conditioned, which requires special treatment, iteration
cost is higher and tweaking is more difficult.
In order to get the best performance from these solvers, they are applied on
different sets, taking advantage of parallel implementation. The Gauss-Seidel
solver is used for horizontal stretch fibers and the shear fibers, which do not
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experience too much stretching, taking advantage of its low cost. A semi-implicit
solver is applied only to the vertical stretch fibers, resulting in both a fast and
robust solution.
5.5 Collision Handling
Preventing the apparel meshes intersecting with the virtual avatar and itself is
attained with collision detection and prevention. Cloth vertices can collide with
pre-defined spheres, capsules or planes. In order to keep the program stable and
running at real-time, it is important to find the balance between collision detail
and performance.
The female body bone information is extracted from the input skeletal mesh
class, and the colliding capsules are generated automatically, although the radii of
the bones are either specified manually or input through the user measurement
process 7. The collision information is specified in two arrays, one being the
positions and radii of the spheres and the second defining pairs of spheres which
form capsules. A total of 28 capsules and spheres are used in the whole collision
model, which simulates all the movable bones of the human body (see Figure 5.2)
plus a few additional bones for regions which are not close enough to a bone. The
collision data is prepared before the cloth creation, and given as a parameter.
Other than the defined collision spheres and capsules, the cloth naturally
collides with the floor actor of the PhysX environment as well. This, however,
introduces a problem: the models from Blender are exported as root joint coin-
ciding with the origin. This is required for successful animation. However, in the
PhysX environment, the floor is created automatically at (0,0,0), and the initial
position of the lower part of the apparel is penetrates the floor, which produces
unrealistic visuals. In order to overcome this issue, the lower cloth vertices are
introduced into the software with modified y coordinates, in order to keep them
above ground. In the rendering process, the lower part of the apparel is attached
to a scene node with negative y offset equal to the boost in the vertices, which
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Figure 5.2: Character formed with collision spheres and capsules.
places the lower part of the apparel exactly where it should be. Every frame,
the collision sphere positions are updated with the data from the updated body
skeleton, prior to the cloth simulation.
PhysX provides two options for collision detection: discrete and continuous
collision. The framework works with the latter due to more robust results, al-
though it takes twice as long to do the calculation. The solution is performed
for the trajectory of the capsule or sphere and the particle for frame interval.
This approach is especially robust in fast motion, which is important because the
motion is created in real time. The required solution is a sixth degree polynomial,
which is approximated with a quadratic equation. The solution is performed on
the GPU, which increases the performance greatly, allowing for frame rates of
600+ frames per second (fps). The cloth is discretized as a triangle mesh, and
because the collision is only detected on vertices, the density must be high enough
in order to avoid penetration [50], [82].
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Chapter 6
Cloth Resizing
For a realistic fitting experience, another requirement is acquiring a set of sim-
ulation parameters from a human test-subject for a pre-modeled apparel mesh,
which is to be displayed on a virtual avatar reflecting the body characteristics of
the aforementioned subject. The set of parameters for the simulation includes
the body height and width, and the radii for the collision spheres, which have
their centers coinciding with the joints of the virtual avatar’s skeleton. The body
width and height are then utilized to estimate the body size of the user, collision
spheres are used in the dressing room simulation to detect and resolve collision
with the cloth particles.
As opposed to the studies focusing on acquiring high-detail avatars of subjects
for made-to measure applications, this study focuses on the speed of the overall
algorithm for real-time purposes and acquire just enough measurements for a
‘fixed-size try-on’ system. The cloth resizing algorithm consists of three stages:
1. Improve the raw depth map from Kinect by filtering.
2. Fit the contour on the user blob and perform measurements. Compare with
known human body proportions to acquire required scaling parameters.
3. Perform the same measurements over a time frame in order to smooth the
results. Scale the avatar along with the cloth mesh prior to simulation.
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Distance of Point 1m 3m 5m
Error in measurement 0.5cm 1.5cm 4cm
Table 6.1: Kinect depth accuracy.
6.1 Depth Map Optimization
At 30 frames per second (fps), Kinect provides a depth map and a user map,
both at 640 × 480 resolution. The depth map contains the distances of pixels
from the sensor in millimeters. The depth measurement of the Kinect sensor is
not very accurate compared to high-end 3D depth systems such as laser scanners.
The error in the depth value increases quadratically with the distance. The error
values for different distances are shown in Table 6.1 (please see [83] for details of
the accuracy and resolution of Kinect depth data).
For the purposes of this study, the Kinect sensor needs to be able to see the
whole human body, which requires at least 3m away from the sensor for a person
with 1.7m height, resulting in an erroneous depth map. In order to acquire a
better depth map, the following operations are performed: Let us take the depth
map D as a 640 × 480 matrix. Initially, the user pixels are extracted by a pixel-
by-pixel comparison with the user map. The user map is another acquired map
from the sensor, with the same size as depth map. The value of a pixel is set to a
non-zero value if the pixel belongs to a recognized user. In this case, we are only
interested in one user; D1 represents the depth pixels of the user and U1 is the
bit map of the user. Besides, the non-user pixels must be filled with the mean
value of the user pixels in order to perform Gaussian filtering on the image.
D1 = (D − (D × U1))× 1
n
×
n∑
i=0
((D × U1)i + d× U1) (6.1)
Next, we perform Gaussian filtering on the user’s depth map, to normalize
and improve the quality of the depth map. The size and sigma parameters of
the Gaussian filter are selected through try-and-error experimentations in order
46
to maximize the performance and the quality of the results.
DG = D1 ∗G, (6.2)
where ‘∗’ is the convolution operator. The Gaussian filtering completes the en-
hancement of the input depth map. After these operations, we have a normalized
and filtered depth map, which also has better planar values (x and y) since the
holes due to depth stream will be filled.
Algorithm 6: Depth map optimization algorithm
Input: Raw Depth Stream From Kinect
Output: Depth Stream With Patched Holes and Gaussian Optimization
1 depthsum = 0
2 nuser = 0
3 for i from 0 to dwidth do
4 for j from 0 to dheight do
5 if U(i, j) then
6 depthsum = depthsum +D(i, j)
7 nuser+ = 1
8 depthaverage = depthsum/nuser
9 for i from 0 to dwidth do
10 for j from 0 to dheight do
11 if not U(i, j) then
12 D(i, j) = depthaverage
13 for i from 0 to dwidth do
14 for j from 0 to dheight do
15 if U(i, j) then
16 D(i, j) = D(i−m : i+m, j − n : j +m) ∗Gaussian(m,n, e)
17 return D
6.2 Parameter Measurement
In parameter measurement, there are two objectives to be handled: To determine
the optimal sizes of collision spheres for cloth simulation and the required scaling
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parameters for the cloth to optimally fit the user. It is important that these
algorithms do not take more than a thirtieth seconds on a high-end consumer
computer in order to keep the real time experience smooth, since there is an
averaging over time is involved.
The first step is fitting spheres in various locations in the optimized body
map. These fitted spheres provide the radii for the collision spheres, which are
used to simulate the cloth. Locations of the machine-provided user joints are
where spheres are located. The pseudo-code of the sphere fitting is given in
Algorithm 7. It performs the following steps:
1. Take vector Ji, which represents the coordinates of the i
th joint. First,
initialize the radius of the sphere by the difference of z-dimension with the
overlaying point in the depth map.
rzi = J
z
i −Dz(Jxi , Jyi ) (6.3)
2. Repeat the same process for the x and y dimensions in both negative and
positive directions. Take the bigger radius. If there are no points on either
side, set it to zero.
rx,yi = max(‖ ± Jx,yi ∓Dx,y(Jy,xi , Jzi )‖) (6.4)
3. The radius of the sphere is equal to the minimum of these three values.
ri = min(r
x,y,z
i ) (6.5)
6.3 Human Body Parameters
The next step will be acquiring the optimal scaling parameters for the cloth.
The width and height of the subject is important for determining the proper
actual size for the cloth. However, a straightforward estimation of the body
height and shoulder width is prone to errors due to the noise and quality of the
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Algorithm 7: Sphere fitting algorithm
Input: Optimized depth stream from Kinect
Output: Collision sphere radii for each joint
1 foreach joint do
2 p = posJm
3 rz =
√
P 2z −Dz(Px, Py)2 for i from Px to 0 do
4 if D(i, Py) equals Pz then
5 r−x = i
6 break
7 for i from Px to depthwidth do
8 if D(i, Py) equals Pz then
9 r+x = i
10 break
11 for j from Py to 0 do
12 if D(Px, j) equals Pz then
13 r−y = j
14 break
15 for j from Py to depthheight do
16 if D(Px, j) equals Pz then
17 r+y = j
18 break
19 rm = min(rz, r
−
x , r
+
x , r
−
y , r
+
y )
20 return (r0, r1 . . . rn)
incoming depth map. In order to minimize this error, an upscaled version of the
subject’s body is measured, to be used in width-height estimation later. We use
the human body proportions specified in [84], which are shown in Table 6.2. In
these proportions, the unit width and height are taken as the width and height
of the head. The measurement source column in the table represents the source
for the estimation of the respective parameter:
• The joint location represents that the measurement will take the input
subject joint locations as the reference.
• The depth map represents the measurement will instead perform measure-
ments based on the pixel distribution in the filtered subject depth map.
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Distance Width Height Measure Source
Head 1w (1) 1h (2) Depth Map+Joint Location
Body Height - 7 (3) Depth Map
Hip Height - 4 (4) Joint Location
Elbow-Fingertip - 2 (5) Depth Map+Joint Location
Wrist to Fingertip - 1 (6) Depth Map+Joint Location
Shoulder Width 3 (7) - Depth Map+Joint Location
Hip Width - (8) - Depth Map
Torso Height - - (9) Joint Location
Table 6.2: Human body proportions. Numbers in parenthesis represent the lines
on Figure 6.1.
Type of Cloth Primary Height
Proportions
Primary Width
Proportions
Trousers Hip Height Hip Width
Long Sleeves Body Height Elbow-Fingertip
Height, Shoulder
Width
Short Sleeves-
Sleeveless
Torso Height Shoulder Width
Table 6.3: Primary proportions for different cloth types.
They are often used together for better performance. Please note that some of
these parameters are not standard to be used as relative references, such as the
hip width. These parameters do not effect others in the estimation process and
vice versa.
Along with the ratios, the actual size in meters in height and width will be
measured and recorded as well because the cloth needs to be scaled according to
the user. In the proposed approach, the whole cloth is scaled as a whole, with
different parameters for three dimensions. This approach qualifies as the best
option for the purposes of this application, as most shops do not offer extensive
customization. Because different types of cloth focus on different portions of
the body, the human body proportions from different areas should not affect the
scaling parameters in the same way. The main body parameters for different types
of clothes are listed in Table 3. The pseudo-code of the parameter estimation is
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Figure 6.1: Proportions of the body.
given in Algorithm 7. It performs the following steps:
1. For a particular cloth, take the primary measured proportion as P 0i . This
will be the measured dimension of the corresponding proportion. This pro-
cess will be repeated for width (W ) and height (H).
2. With all other measured proportions, calculate the estimated value of Pi as
P ji . Here, R denotes the ratio from Table 6.2.
(W,H)ji = (W,H)j ×Rji , j = 1, . . . , N (6.6)
3. Find the optimized value of the main width parameter as the average:
(W,H)i =
1
(n+ 1)
×
n∑
j=0
(W,H)ji (6.7)
4. After finding the optimized value of the main parameter in meters, it can
be used to scale the virtual cloth by calculating the ratio.
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Algorithm 8: Cloth resizing algorithm
1 tproportion = import(Table 6.2)
2 tprimary = import(Table 6.3)
3 ct = clothtype
4 widthmain = tproportion.width(ct)
5 widthsum = 0
6 counteffector = 0
7 foreach width in tproportion do
8 wi = measure(pi)
9 wji = w × tproportion.ratio(pi, parametermain)
10 widthsum = widthsum + w
j
i
11 counteffector + +
12 widthweighted =
widthsum
counteffector
13 xs =
widthweighted
widthcloth
14 heightmain = tproportion.height(ct)
15 heightsum = 0
16 counteffector = 0
17 foreach height in tproportion do
18 hi = measure(pi)
19 hji = h× tproportion. ratio(pi, parametermain)
20 heightsum = heightsum + h
j
i
21 counteffector + +
22 heightweighted =
heightsum
counteffector
23 ys =
heightweighted
heightcloth
24 return (xs, ys)
6.4 Temporal Optimization and Scaling
After performing Step 2 of the cloth resizing algorithm (cf. Algorithm 7), we
acquire the following usable parameters:
• collision sphere radii, (ri) and
• cloth and avatar scaling parameters (xs, ys).
By now, the required body dimensions and collision sphere parameters for
a realistic simulation are acquired. Yet, the measurements are performed on a
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filtered version of a depth sensor with high error rates. In order to overcome
the noise and overall depth-sense faults, the prior measurements are repeated
for the duration of one second, which corresponds to 30 frames of input depth
map. A considerably different approach here would be to employ the temporal
averaging on the depth map instead of the measured parameters. However it is
observed that the results suffer due to the motions of the subject because most
subjects fail to keep their exact form for one second. To overcome these problems,
temporal averaging that takes the mean of the specified parameters for the frames
in one second is used. This step finalizes the parameters and delivers the required
parameters for simulation environment synthesis. The averaging process includes
summing up all the information from previous time frames and dividing the result
buy the number of samples. After the optimized parameters are acquired, the
cloth and body meshes are scaled accordingly. The mesh parameters for three
axis will be as (xs, ys, avg(xs, xy)), because there is not enough information on
z-dimension to make accurate calculations. Therefore the value will be according
to the scaling factors for x and y dimensions.
Algorithm 9: Temporal averaging
Input: Raw depth stream from Kinect
Output: Depth stream with patched holes and Gaussian optimization
1 s = 2× 30 Array for x and y scaling parameters for 30 frames
2 r = 16× 30 Array for joint radii for 30 frames
3 for i from 0 to 30 frames do
4 r[i]=fitSpheres()
5 s[i]=optimizeScaleParameters()
6 rfinal=avg(r)
7 sfinal=avg(s)
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Chapter 7
Experiments
Experiments are performed on a high-end PC with Intel i7-2600 and NVIDIA
GeForce GTX560Ti. The frame rate of the application varies, depending on the
complexity of the apparel mesh and whether the avatar is female or male. If the
apparel mesh contains a large number of vertices, the physics simulation takes
more time and the frame rate drops. The accessories of the female mesh such as
the hair and earrings are very highly detailed and cause a considerable drop in
the frame rate. The minimum acceptable frame rate is determined by the simula-
tion rate of the physics environment. Simulation rate of the physics environment
determines the timestep in the numerical solution of apparel simulation and col-
lision solutions. Higher simulation rates produce better physical results, however
they also increase the required computational power, decreasing the overall frame
rate. If the simulation rate is specified higher than 150 frames per second(fps),
the overall frame rate drops below 150 fps in the complicated models, nullifying
the benefit of higher number of iterations of the physics solver. Through try-
and-error experimentation, 120 fps is found to be the optimal physical simulation
rate, producing good quality physical results with sufficiently high frame rates.
Two sets of frame rates across the simulation can be seen in Figure 7.1. Notice
the common pattern in both of the simulations. The first drop corresponds to the
start of the animation of the avatar with the input from depth sensor. Until that
point, the avatar is static, the motion filters do not run and the simulation runs
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at a higher speed. Approximately 600 fps is lost due to the motion filtering and
skinning. The first cliff in the graph corresponds to the point where the physics
simulation is stopped. The second cliff starts when the input from the depth
sensor is stopped and the simulation is stagnant.
Figure 7.1: The frame rates for two different apparel meshes.
Figure 7.2: The corrected displacement of feet. The local minima correspond to
constrained foot changes and subsequent position smoothing. The zig zag regions
correspond to time intervals where the user performing body yaw motion where
the foot are considerably sliding.
Aside from the overall motion smoothing, the main motion filters are dominant
over the arms and the legs. The effects of motion filtering and smoothing on the
arm can be seen in Figures 4.3 and 4.1, respectively. The filters on the legs focus
on solving the foot skating problem. The corrected displacement values can be
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1 43 43.6 1.0 7.8 172 170.8 0.6 2.5
2 46 44.3 3.0 8.5 176 172.1 2.0 1.4
3 51 48.8 4.0 12.1 176 174.0 1.0 6.6
4 48 50.0 4.0 2.5 188 191.0 1.5 7.1
5 44 42.6 3.0 4.2 178 175.8 1.2 3.1
Table 7.1: Performance figures for five different subjects.
seen in Figure 7.2. The virtual unit is the unit step in the virtual world. For
reference, the virtual avatars’ height is 55 virtual units. Hence, a virtual unit
corresponds close to 3.5 cm.
The measurement process to identify the body parameters starts after a sub-
ject is recognized, identified and calibrated for tracking. Following the parameter
estimation, the virtual avatar and cloth are created and the simulation starts.
The total time for the measurement of body parameters and resizing the cloth
does not exceed 1.005 seconds. Considering the time for acquiring 30 frames of
input from the depth sensor is 1.0 second, it is safe to say that the measurement
algorithm does not introduce any delays for a real time application because it
needs to run only once at the beginning of the simulation. The body sizes are
estimated with error rates less than 4%, which is sufficient for the realism of
the simulation and determining the appropriate apparel size. Table 7.1 presents
the measurements of the body dimensions, as well as the errors and standard
deviations of the measurements in 30 frames for three subjects. The results are
compared with the results from [59] and [85], which are also real-time body size
estimation techniques using Kinect depth sensor for virtual try-on applications,
in Table 7.2.
For the collision spheres, the quality of the results can be assessed by the
smoothness of the collision simulation, as seen in Figure 7.3. Throughout the
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Our Approach 2.13 1.20 1.00 Fixed
Giovanni et al. [59] 4.00 3.00 1.00 None
Samejima et al. [85] 6.72 4.68 n/a PCA
Table 7.2: Performance comparison with other state-of-the-art approaches re-
garding height measurements.
simulation, unnatural intersections between the cloth and the avatar never take
place, while the cloth appears to rest on the skin naturally, without space between
the two meshes. Figure 7.4 shows examples of three garments on a model with
different postures generated with our implementation. The six apparel meshes,
three for female avatar and three for male avatar can be seen in Figure 7.5.
Figure 7.3: An example depth map data and the corresponding posture of the
subject with a virtual cloth on it.
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(a)
(b)
(c)
Figure 7.4: Examples of different garments on a model with different postures:
(a) sun dress, (b) jeans and vest, and (c) flight suit.
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(a)
(b)
Figure 7.5: The designed apparel meshes for the male and female avatars.
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Chapter 8
Conclusions and Future Work
We present a real-time physics-based virtual fitting room framework. The sim-
ulation software simulates of a set of apparels on customized virtual avatars,
including the effects of wind, inertia, gravity and collision on the apparel pieces.
In addition, the framework includes a set of animation filters such as joint angle
constraints, motion smoothing and foot-skate correction. The total framework
consists of two distinct stages:
• The design stage where the avatar mesh and the apparel meshes are de-
signed.
• The simulation stage where the apparel meshes are simulated on a virtual
avatar which imitates the motions of the active user in real-time.
The framework utilizes a set of external third party software packages includ-
ing design suites and libraries. The Blender software [5] is used as the design
suite, with a set of specific design principles for the use of meshes within the sim-
ulation system. The simulation software is built on top of the Open-Source 3D
Rendering Engine [86], which serves as the boilerplate including window manage-
ment, peripheral input handling, low-level rendering and skeletal animation. The
physics simulations including garment animation and collision detection are han-
dled using the NVIDIA Physx Engine [44]. Kinect for Windows SDK [61] is used
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as the middleware for acquiring depth maps and user skeletal information. For
computer-vision related functions, Open Computer Vision project (OpenCV) [87]
is included. The IKAN library by Pennsylvenia University is used as the inverse
kinematics solver [79]. The motions filters, user measurements functions, model-
ing approaches and the bundling framework are in the scope of this thesis study.
Modeling of the human meshes enables convenient creation and modification
of the virtual avatars used in the simulation, including construction, skinning and
painting. The avatar meshes also serve as the modeling mannequin of the apparel
meshes, which must be aligned accordingly prior to being exported for simulation.
Apparel meshes are first modeled as a whole, to be split into a dynamic part and
a static part later. The vertices of the dynamic part are subsequently labeled as
fixed or free, determining the effect of external forces during the simulation.
The motion filters in the software are a substantial part of the overall system,
as the input quality from the depth sensors is quite low compared to high-end
motion capture systems. The correction in the upper limbs of the body employs
angle constraints and bone splitting, in order to prevent the manifestation of
unnatural orientations, especially in the lower part of the upper limbs. The lower
limbs motion filter focus on the solution of foot skating problem, that is the sliding
movement of the feet across the floor. Foot skate solution first constraints one of
the feet to be stationary, followed by inverse kinematic solution to determine the
orientations of the hip and knee joints.
User measurement feature provides accurate dimensions of the current user,
enabling the avatar to be customized accordingly in real-time. The process takes
advantage of both the depth map and extracted skeletal joint coordinates to
estimate the various dimensions in the human body. Using a set of different
parameters (such as torso height and head height) to estimate the target pa-
rameter(body height) rather than a single measurement of the target parameter
reduces the error. The final step is temporal averaging, for purpose of overcoming
the possible temporal noises and errors.
The simulation system is a complex software, because of many bundled li-
braries and the implemented custom features. There are a total of three different
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coordinate systems used in general, for rendering, physics simulation and inverse
kinematics solution. The skeletal animation is achieved through a custom class
which acts as the connector between the rendering engine and the depth sensor
middleware. In addition to the motion filtering and user measurement features, a
custom hand tracking feature is implemented, however not embedded within the
system.
8.1 Future Work
The modeling of the apparel meshes are currently done manually, with custom
placement, separation and labeling, which makes the creation of new apparel
models extremely expensive. On the other hand, all the steps in the process is
automizable, hence a suite for rapid apparel mesh designing must be implemented
before considering a commercial application for the framework.
The most prominent problem within the overall framework is the inferior
quality of the motion capture input. This problem manifests itself especially
in lateral views of the user in larger distances. The solution of this problem
requires fixes on both hardware and software sides. The resolution and quality
of depth sensors are expected to increase in the future, resulting in better depth
maps and skeletal joint information. Another important aspect on the hardware
side is the introduction of multiple depth sensors configured to cooperate and
construct a single depth map, in order to overcome the self-occlusion problem.
More motion filters and optimizations will help the quality of the animation
from the software side. Additional improvements include multi-threaded motion
filtering, improving the quality of physics simulations and rendering, however
such subjects are secondary in priority.
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Appendix A
OGRE Framework
We embrace the “do not repeat yourself” mindset and extreme programming
methodology in the implementation of the simulation software. Furthermore,
since this study required utilization of many different techniques in different fields
in Computer Science, we required various third party software development kits
(SDKs) to cover the lowest level code. The search for the most appropriate
rendering engine yielded the following requirements:
1. must be code-oriented rather than designer-oriented;
2. must be able to utilize both DirectX and OpenGL (for compatibility rea-
sons);
3. must take care of mundane and routine programming such as the rendering
pipeline and input handling;
4. must be able to integrate easily with 3rd party libraries;
5. must be stable and mature;
6. must have an associated 3-D designing program which can be used to easily
produce content and load into the program; and
7. must have accurate and extensive documentation.
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Other than these, automatic material rendering, skeletal animation support
were considered as extra useful features. After evaluating Unity, UDK and native
OpenGL programming, we decided on Object-Oriented Rendering Engine (will
be referred as OGRE in the rest of the paper) for it fits the requirements of the
software best.
A.1 The Features
OGRE is more than just a rendering engine, despite what name implies. Among
all the features, the ones utilized considerably in the software are as follows [86],
which led us to choose OGRE as the base of our framework.
• Render state management.
• Spatial culling and transparency handling.
• Material rendering:
– easy material and shader management, custom shader support,
– multitexture and multi pass blending,
– lighting shader and different shadow rendering techniques,
– material level of detail support,
– support for a variety of image formats, volumetric textures and DXT
textures, and
– render-to-texture (frame rendering buffer) support.
• Meshes:
– native mesh format, which can be exported from Blender Designer,
– level of detail support,
– skeletal animation feature, can be used with models exported from
Blender:
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∗ multiple-bone weighted skinning,
∗ hardware acceleration.
• Easy scene management.
• Easy camera and input management.
• Easy integration with third party libraries due to code-based nature.
• Overlay feature which enables easy information tracking about the feature.
A.2 High Level Overview
A.2.1 The Root Object
The root object is the entry point and core of the framework.
• It is created first and destroyed last in the application life cycle.
• It configures the system, delivers pointers to the managers for various re-
sources.
• Provides automatic rendering cycle, continued until an interrupt from
FrameListener objects.
A.2.2 The RenderSystem Object
RenderSystem is an abstract class to define the underlying 3D API (either Di-
rect 3D or OpenGL). This class is not accessed and modified by the application
programmer.
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A.2.3 The SceneManager Object
SceneManager is the most frequently used object by the application programmer
because it is in charge of the contents in the scene to be rendered.
• It is used to create, destroy and update the objects.
• It sends the scene to the RenderSystem object for rendering.
• Multiple SceneManagers can be used to create other visual resources (e.g.,
RenderToTexture environment).
A.2.4 Resource Manager
ReosurceManager object is an abstract class, which used to create, keep and
dispatch a type of resource it is associated with.
• The associated type is defined by the class inheriting the ResourceManager,
such as MaterialManager.
• There is always only one instance of every child of ResourceManager in an
application.
• Resource managers search the pre-defined locations of the file system and
automatically indexes the resources available, ready to be loaded upon de-
mand.
A.2.5 Entities, Meshes, Materials and Overlays
Entities are the instances of movable objects in the scene. They are based on
meshes, which define the geometric and material properties of the entity. Materi-
als describe material properties of objects that determine the color and intensity
of pixels during rendering.
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• Entities are attached to scene nodes for moving and rendering. Scene nodes
can be nested, which greatly simplifies the process of rendering complex
scenes.
• Meshes consist of sub meshes, which can have different material associa-
tions. Therefore, a mesh can be composed of various parts with various
materials.
• Materials are defined either in run-time or in .material scripts, with detailed
information. They also support custom shaders.
• Mesh files can be created and saved with manual objects, or exported
through designer programs such as Blender. The .mesh files are in binary
format.
Overlays are used to create panels for control and Head-Up-Display (HUD),
which are rendered above the scene. They are 2D elements are placed either
by screen proportion or pixel size and rendered orthographically, last in the ren-
dering pipeline by default (this can be overridden).
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Appendix B
User Tracking
B.1 Hardware
User tracking has always been both a challenge and a valued feature in image
processing. Until the availability of time-of-flight cameras, user tracking was de-
pendent on RGB cameras. Although RGB cameras are sufficient for user tracking,
they are proven to be harder to use for body articulation and joint estimation,
mostly because of the complexity of human body, self occlusions, and the dif-
ficulties of body segmentation based on pixel colors alone. Researchers started
with still images, than experimented with image sequences from multiple cam-
eras. Most common technique, called Shape From Silhouette (SFS), extracts the
body silhouette from the image and constructs a body shape with silhouettes
from multiple calibrated cameras [29]. SFS algorithms evolved from spatial to
temporal tracking and their accuracy improved even more [29].
However, RGB based accurate user articulation techniques required many
cameras-a financial problem. After the need for extensive imaging hardware, the
processes required to calibrate the cameras initially, extract and combine the
silhouettes, build a shape and articulate the result. These processes require very
complex algorithms, many man-hours to implement and very powerful computing
infrastructure. Instead of RGB imaging, we searched for an alternate type of
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device which can capture the depth of the field. Although there are a variety of
such devices, from sonars to Laser Scanners, the one most appropriate for user
tracking is time-of-flight cameras. They have significant advantages over stereo
vision and laser tracking, such as simplicity, speed (up to 100 frames per second),
and accuracy in distance [83].
Choosing the most accurate time-of-flight camera is easy, as Microsoft Kinect
is not only the cheapest and the most available of them all, it is also the most
powerful and have an extensive developer community. We utilize the Kinect for
XBOX rather than Kinect for Windows in this study because of its distance and
performance characteristics.
B.2 Software
The user tracking process with Kinect is much simpler compared to SFS tech-
niques, due to the shape being available mostly with the depth field output.
However, proper articulation still requires lots of different algorithms and time.
In order to speed up the user tracking and articulation, we utilize the Kinect for
Windows SDK framework. KFW provides the framework for capturing and uti-
lizing the various types of streams from natural interaction devices, also provides
abstract modules for accessing complex functionalities, such as skeletal track-
ing [60].
With the integration of these modules to the simulation software, we are
able to acquire the joint positions and orientations from the depth sensor with
almost no effort except the integration itself. With the current hardware/software
configuration, we acquire 20 joint positions and orientations at 30 frames per
second, enough to reproduce the movement of the user on the virtual model.
Other than the joint information, we also acquire the depth and image streams
from the depth camera for user body measurement purposes. We also use the
image stream to present the obtained results, comparing the user movement with
the simulated environment.
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Appendix C
Hand Tracking
C.1 OpenCV
The user interface within a natural interaction framework requires functions such
as hand state recognition or hand swipe filters, which are omitted in the Kinect
for Windows SDK. In order to simulate mouse-clicking behavior, we track the
hands of the user to be used as cursors, notice open/close hand gestures for
clicking events. In order to implement the algorithms for the proposed hand-
track solution, we selected to work with OpenCV, due to its maturity, community
and integration with other libraries. OpenCV not only provides basic functions
to perform complex and processor-intensive image processing functions such as,
facial recognition system, gesture recognition, stereoscopic 3D and segmentation,
it also has a very vast machine learning aspect, including boosting, decision three
learning and many more features [87].
C.2 The Process
Utilizing such a powerful middleware as a depth sensor, we are able to perform
very robust background subtraction with almost no effort. Skeletal body tracking
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is another embedded property of the software that we use, giving a speed boost.
We implemented two different techniques: hand state recognition and hand swipe
recognition. Hand swipe recognition is simpler compared to hand state recogni-
tion. It is just a matter of keeping track of the 3D position of the hand, and
keeping a listener that is activated when the 3D velocity of the hand exceeds a
certain threshold. We also perform a number of optimizations to make it invari-
ant with the size and location of the user. Open/close hand recognition is harder
than hand swipe recognition. We perform image processing in order to determine
the state of the hand successfully at relatively low resolutions and large distances.
Figure C.1 shows the overview of the hand recognition algorithm. The steps of
the algorithm are as follows:
Figure C.1: The overview of the hand recognition algorithm
1. The size information for the region of interest is drawn from the distance
between the user’s head and neck.
2. The hand is located using skeletal body tracking.
3. The marked region is copied from the depth stream.
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4. Two dilation and one erosion operations are performed to smooth the hand
image.
5. The contour is found on the filtered image.
6. The convex hull of the found contour is calculated.
7. The depth difference between the hull and the actual contour is taken as
the reference for hand-state.
Figure C.2: Images and contours of hand regions from the depth stream. Left:
open hand and right: closed hand.
Figure C.2 depicts the results of experiments for hand recognition. The hand
tracking feature is not implemented within the simulation framework yet, as the
consumer level usage requires an extensive amount of available apparel meshes as
well as better user tracking and motion smoothing. Hence, the user interaction
based on hand gestures is left as a future work.
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