This paper studies the problem of a company that adjusts its stochastic production capacity in reversible investments with controls of expansion and contraction. The company may also decide on the activation time of its production. The profit production function is of a very general form satisfying minimal standard assumptions. The objective of the company is to find an optimal entry and production decision to maximize its expected total net profit over an infinite time horizon. The resulting dynamic programming principle is a two-step formulation of a singular stochastic control problem and an optimal stopping problem. The analysis of value functions relies on viscosity solutions of the associated Bellman variational inequations. We first state several general properties and in particular smoothness results on the value functions. We then provide a complete solution with explicit expressions of the value functions and the optimal controls: the company activates its production once a fixed entry-threshold of the capacity is reached, and invests in capital so as to maintain its capacity in a closed bounded interval. The boundaries of these regions can be computed explicitly and their behavior is studied in terms of the parameters of the model. r
Introduction
Consider the following model. A company wishes to adjust its production capacity according to market fluctuations. Specifically, the company is given the option to invest in producing a single commodity. The company is free to choose the exact time at which the production would be activated. Activating a production incurs a cost, and the production itself yields a profit which is the function of the product capacity. The objective of the company is to find the optimal investment and entry time decision in order to maximize its overall expected net profit. An extensive review of such problems can be found in the book by Dixit and Pindyck [5] .
The underlying motivation to study such investment models is to offer companies some flexibility in their production levels according to market demand fluctuations. Ideally, when the market improves and the demand increases, companies should be able to expand their production levels. Similarly, when the market falls, companies should be able to reduce production or by abandon the production. Regrettably, very few models have explicitly incorporated the two important factors in this scenario-expansion and contraction! In many existing models, the possibility of varying capacity was captured either by adding choices of entry and exit times (as in [6] ) or by focusing on the possibility of only purchasing capital (irreversible investment), an unreasonable simplification. For instance, based on the model of Pindyck [13] , Oksendal [12] considers the problem of a company which expands its capacity in irreversible investment over an infinite horizon. Recently, Chiarolla and Haussmann [3] have studied an irreversible investment model in a finite time horizon, without entry decision, by introducing the singular control on the capital expansion. Their approach is to solve the singular control problem by studying an associated optimal stopping problem; they use a verification theorem argument and obtain an explicit solution only for the special case of the power production function.
We propose a general investment model that incorporates expansion and contraction according to the market change, in addition to the entry decision of activating production. Therefore, the overall model of the company is the same as stated earlier, except that once the production is activated, the company can adjust its capital level by proper controls of expansion and contraction, reflecting a partially reversible investment. The net profit of such an investment depends on the running production function of the actual capacity, the profit of contraction (e.g. via spinning off part of the business), and the cost of expanding the capital. The production function is of a very general form, satisfying minimal standard assumptions; it includes the special case of power or Cobb-Douglas functions usually considered in many investment models. The expansion and contraction decisions are modeled by a pair of singular controls. The company's objective is to maximize the expected profit over an infinite time horizon, with choices of the entry time and controls of expansion and contraction.
Using the dynamic programming principle, we reduce the original control problem into a two-stage procedure. First, we introduce an auxiliary singular stochastic control problem corresponding to an immediate entry decision. The value function of the original problem is then formulated as an optimal stopping time problem on the entry decision, with payoff function equal to the auxiliary value function. The two value functions are analyzed based on viscosity solutions of the associated Bellman variational inequalities. We first derive general properties and, in particular, regularity results on the value functions. We then provide a complete and explicit solution to the value functions and the optimal policies: the company activates its production once a fixed entry-threshold of the capacity is reached, and invests in capital so as to maintain its capacity in a closed bounded interval. The boundaries of these regions can be computed quite explicitly and their behavior is discussed in terms of the parameters of the model.
From a mathematical viewpoint, we make extensive use of viscosity solutions approach. This allows us to go beyond the classical approach on optimal investment models where the principal effort is to first construct (by ad hoc methods) a solution to the Bellman equation, and then validate the optimality of the solution by a sufficient verification theorem for smooth functions. Explicit solutions to the associated Bellman equation may then be derived only for special cases, typically for power or logarithmic profit functions. We, on the other hand, start by studying and deriving the general properties on the value functions via the dynamic programming principle and viscosity arguments. Using the concavity property of the auxiliary value function, we prove that it satisfies necessarily the Hamilton-Jacobi-Bellman (HJB) equation in a classical C 2 sense. (A similar approach can be found in the papers by Shreve and Soner [16] and Choulli et al. [4] .) Moreover, it appears that the value function for the optimal stopping problem is not concave in general. However, we are able to prove the smooth-fit condition, i.e., the continuous differentiability C 1 of this value function. From a detailed analysis, we explicitly solve the two control problems and construct the optimal controls-the entry decision and the expansion and contraction policies.
The rest of the paper goes as follows. In Section 2, we give a mathematical formulation of the problem. In Section 3, we show how the problem can be reduced into a two-stage procedure by solving first an auxiliary singular control problem and then a related optimal stopping problem. We analyze and derive some general properties of the auxiliary value function in Section 4. Using viscosity solutions arguments, we state in Section 5 the C 2 smoothness of this value function that satisfies the associated Bellman equation in a classical sense. Section 6 is devoted to the explicit construction of the solution to the auxiliary singular control problem. In Section 7, we return to the original problem by proving the C 1 smoothness of the value function and explicitly solving the associated optimal stopping problem. As a by-product, we give a construction of the optimal entry decision and the optimal expansion and contraction controls. Finally, Section 8 gives some economic interpretations of our mathematical results, along with concluding remarks.
Formulation of the problem
We consider a company producing a single commodity. In the absence of intervention and control, the production capacity K t evolves according to
The process W is a standard Brownian on a filtered probability space ðO; F; F ¼ ðF t Þ tX0 ; PÞ: We assume that F is the augmented filtration of the s-algebra generated by W. d is the appreciation (when dX0) or depreciation (when do0) rate of the production capacity, and g40 represents the volatility of the capital stock. We denote by T the set of all F-stopping times. The company's decision for production is made at some stopping time t I 2 T and incurs a fixed cost C I X0: From that time, the company can increase its capital level. We assume that increased capacity will be converted to p units of investment cost. In order to allow no-arbitrage, we assume that the reduction of investment generates a profit with conversion factor ð1 À lÞp; where l 2 ð0; 1Þ: The possibility for the company to reduce capital reflects partial reversibility. The production process, which is the control of investment, is then described by a pair ðL; MÞ 2 Pðt I Þ; a set of right-continuous with left-hand limits adapted processes, nonnegative and nondecreasing, with L t ¼ M t ¼ 0 for tot I : Hence, L t and M t ; respectively, represent the cumulative expansion and reduction of capital until time t, once the production is active.
Given an initial capital kX0; and controls t I 2 T; ðL; MÞ 2 Pðt I Þ; the company's production capacity evolves according to
Given the initial capital k and the entry decision t I 2 T; we say that the policy ðL; MÞ 2 Pðt I Þ is admissible if the nonbankruptcy constraint
is satisfied and if the integrability condition
holds, where r40 is a fixed positive discount factor. We denote by A t I ðkÞ the set of all such admissible policies ðL; MÞ: This set is clearly nonempty since it contains the zero control
The instantaneous operating profit of the company is a function PðK t Þ of the production capacity. The production profit function P is assumed to be continuous on R þ ; nondecreasing, concave on ð0; 1Þ; with Pð0Þ ¼ 0: And we denote by P À1 the inverse of P:
Moreover, we impose two standing assumptions on P:
A1. P satisfies the Inada condition at 0, i.e., Finally, for ease of exposition, we will assume
We will see later in Lemma 4.2 that this last condition, together with A2, ensures that the value function v is finite. This assumption makes economic sense in that most investment models actually assume do0; r40 which naturally satisfies A3. Moreover, one can verify that when rod; vðkÞ is infinite for all k40: Indeed, by considering for any n 2 N; the decision t I ¼ 0; and the admissible policy ðL n ; M n Þ defined by L n ¼ 0 and M n t ¼ 0; ton; M n t ¼ K n ; tXn; we have
Sending n to infinity shows that vðkÞ ¼ 1:
Auxiliary optimization problem
Let us first consider the auxiliary value function associated with the optimal problem when the decision for producing is made immediately, namely t I ¼ 0: 
Moreover, for all e40; one can find ðL e ; M e Þ 2 A 0 ðkÞ such that
In fact, one can replace the initial time 0 in the above relations by an arbitrary stopping time t I 2 T: More precisely, let k40 and t I 2 T: Then, for all ðL; MÞ 2 Pðt I Þ \ A 0 ðkÞ; we have
Moreover, for all e40; one can find ðL e ; M e Þ 2 Pðt I Þ \ A 0 ðkÞ such that
3)
The details of this replacement involve measurability issues that are quite technical and will be addressed later. Instead, the validity of the two inequalities (3.2) and (3.3) will be justified a posteriori in Section 7.
Let us denote the capital in the absence of trading byK: Then,
Note that for all t I 2 T; ðL; MÞ 2 Pðt I Þ; K t À I ¼K t I : Consider the optimal stopping problem wðkÞ ¼ sup
Then, from (3.2), we get wXv: Moreover, assuming (3.3), we would have wðkÞpvðkÞ þ e; for all e40: Therefore w ¼ v:
The equality v ¼ w has not been rigorously proved yet, but will be proved later in Theorem 7.3. As a by-product, we will also construct the optimal entry decision and optimal policies. Hence, we decompose the control problem (2.8) into the successive resolution of a singular control problem (3.1) and then of an optimal stopping problem (3.5).
The HJB equation associated with the singular control problem (3.1) is minfrv À Lv À P; Àv 0 þ p;v 0 À ð1 À lÞpg ¼ 0; on ð0; 1Þ; (3.6) while the HJB equation associated with the optimal stopping problem (3.5) is minfrw À Lw; w þ C I Àvg ¼ 0; on ð0; 1Þ:
Here L is the second-order operator associated to the diffusion systemK; i.e., for any C 2 function j:
4. Some properties on the auxiliary value function
We first state a standard comparison theorem, which says that any smooth function, which is a supersolution to the Bellman equation (3.6) , is a majorant ofv:
To this end, first recall in our context Itoˆ's formula for cadlag semimartingales (cf. [11] where
are the continuous and discontinuous parts of L and M.
Proposition 4.1. Let j be a nonnegative C 2 function, supersolution on ð0; 1Þ to (3.6), i.e., minfrj À Lj À PðkÞ; Àj 0 þ p; j 0 À ð1 À lÞpgX0; k40:
Then,v ðkÞpjðkÞ 8k40:
Proof. For ðL; MÞ 2 A 0 ðkÞ; set t n ¼ infftX0 : K t Xng^n; n 2 N; and apply Itoˆ's formula (4.1) between the a.s. finite stopping times 0 and t n : Then, taking expectation and noting that the integrand in the stochastic integral is bounded on ½0; t n ; we get
Using again the inequality pð1 À lÞpj 0 pp in the integrals in dL c À dM c in (4.3), and recalling Àrj þ LjpÀP; we then obtain
Therefore,
Since j is nonnegative, we then get
Applying Fatou's lemma, by taking n ! 1 in the last inequality, yields
Now,vðkÞpjðkÞ follows immediately from the arbitrariness of ðL; MÞ: & We now list a few properties on the value functionv:
Lemma 4.1. For all kX0 and l; mX0 such that k þ l À mX0; we havê
ARTICLE IN PRESS
Proof. For any ðL; MÞ 2 A 0 ðk þ l À mÞ; consider the control ðL;MÞ defined bỹ
for tX0: LetK be the solution of (2.2) with control ðL;MÞ and initial conditionK 0 
We obtain the required result from the arbitrariness of ðL; MÞ: & Furthermore, recalling assumption A2 on P; we obtain 
This inequality implies that the function jðkÞ ¼ kq þ C satisfies rj À Lj À PX0; and therefore is a supersolution to (3.6). &
Lemma 4.3. (a)
The value functionv is nondecreasing, concave, and continuous on ð0; 1Þ:
Proof. (a) From Lemma 4.1, we havê
This proves in particular thatv is nondecreasing. The proof of concavity ofv is standard. It is established by considering convex combinations of initial states and control and using the linearity of dynamics (2.2) and the concavity of P: Sincev is finite and concave on ð0; 1Þ; it is continuous on ð0; 1Þ:
(b) The limitvð0 þ Þ exists from the nondecreasing property ofv: By taking q ¼ p in the inequality of Lemma 4.2, we obtain the required estimation on this limit. & Sincev is concave on ð0; 1Þ; it admits a right derivativev Together with (4.6), this proves (4.8) and (4.9). Finally, the concavity ofv leads to (4.7). & Remark 4.1. We will see later that 0 ok b ok s o1; and the optimal strategy for the company consists of (i) neither increasing nor reducing capitals when it is in the region NT ¼ ðk b ; k s Þ; (ii) increasing capital when it is below k b in order to reach the threshold k b ; and (iii) reducing capital when it is above k s ; in order to attain the level k s : The region B ¼ ð0; k b Þ is called the expansion region, and S ¼ ðk s ; 1Þ; the contraction region.
Viscosity solutions and regularity of the auxiliary value function
The concept of viscosity solutions is known to be a general and powerful tool for characterizing the value function of a stochastic control problem (cf. [7] ). It is based on the dynamic programming principle, which we now recall in our context. Dynamic programming principle. For all k40; we havê
for any y 2 T possibly depending on ðL; MÞ in the supremum in (5.1). Here, we used the convention that e ÀryðoÞ ¼ 0 when yðoÞ ¼ 1: Although this result is standard, we are not able to find a precise reference covering exactly this situation (see however [18] for a finite horizon case). Thus, we provide for the sake of completeness a quick proof in Appendix A.
Theorem 5.1. The value functionv is a continuous viscosity solution on ð0; 1Þ of the Bellman equation (3.6), i.e.,v satisfies:
(i) Supersolution Viscosity Property: for any k 0 40 and any C 2 function j in a neighborhood of k 0 s.t. k 0 is a local minimum ofv À j with ðv À jÞðk 0 Þ ¼ 0;
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(ii) Subsolution Viscosity Property: for any k 0 40 and any C 2 function j in a neighborhood of k 0 s.t. k 0 is a local maximum ofv À j with ðv À jÞðk 0 Þ ¼ 0;
Proof. The proof is based on the dynamic programming principle and Itoˆ's formula. It is standard, but somewhat technical in this singular control context, and is deferred to the Appendix B. & Based on the property that the value function is a concave viscosity solution of the Bellman equation, we can now prove that it is in fact C 2 :
Theorem 5.2. The value functionv is a classical C 2 solution on ð0; 1Þ to the Bellman equation
Proof.
Step 1: We first prove thatv is a C 1 function on ð0; 1Þ: Sincev is concave, the left and right derivativesv This proves thatv is a viscosity supersolution of (5.5) on ðk b ; k s Þ: The proof of the supersolution viscosity property is similar. Now for arbitrary k 1 pk 2 2 ðk b ; k s Þ; consider the Dirichlet boundary problem:
Classical results provide the existence and uniqueness of a C 2 function V on ðk 1 ; k 2 Þ as a solution to (5.6) and (5.7). In particular, this smooth function V is a viscosity solution of (5.5) on ðk 1 ; k 2 Þ: From standard uniqueness results on viscosity solutions (here, for a linear PDE in a bounded domain), we deduce thatv ¼ V on ðk 1 ; k 2 Þ: From the arbitrariness of k 1 and k 2 ; it is clear thatv is C 2 on ðk b ; k s Þ and satisfies (5.5) in the classical sense.
Step 3: It remains to prove the C 2 property at k b and k s in the case 0ok b ok s o1:
On the other hand, from the C 1 smooth-fit at k b ; we have, by sending k downwards k b in (5.5)
From the concavity ofv; the RHS of (5.9) is nonpositive, which combined with (5. 
Some preliminary results on an ODE
We recall some useful results on the second-order linear differential equation
arising in the Bellman equation (3.6) . It is well known that the general solution to the ODE (6.1) with P ¼ 0 is given bŷ
where under A3: r4d
are the roots of
Moreover, the ODE (6.1) admits a twice continuously differentiable particular solution on ð0; 1Þ given by (cf.
Note that the integrals defining G 1 and G 2 are well-defined and finite for k40 by the linear growth condition (2.6) on P:
Under assumptions A1 and A2, the limiting behavior ofV 0 when k goes to zero is stated as follows.
Proof. (i) From (2.6), we have for all s; k40;
We then get for all k40;
It follows that
Recalling the well-known duality relationPð1Þ ¼ Pð0Þ (cf. [15] ), and since Pð0Þ ¼ 0; we deduce by sending k to zero in the last inequality that
On the other hand, using the nondecreasing property of P; it is easy to see that 
This proves the required result. &
Construction of the auxiliary value function
Lemma 6.2. The expansion and contraction thresholds satisfy
Proof. We first check that k s 40: Otherwise, the expansion and no-transaction regions are empty andv is of the form
Sincev satisfies the Bellman equation (3.6), we must have rv À Lv À PX0; which implies 
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By the concavity ofv; this implies:
We also get that q :¼ lim k!1v 0 ðkÞ exists and lies in ½pð1 À lÞ; p; so that by the L'Hopital rule,vðkÞ=k goes to q as k goes to infinity. Moreover, from (2.6), we know that PðkÞ=k goes to 0 as k tends to infinity. Hence, by sending k to infinity in (6.4), we obtain dqXrq; a contradiction to A3.
Finally, sincev is C 1 ; we havev resulting from the continuity and smooth-fit C 1 and C 2 conditions ofv at k b and k s :
Proof. We know from Lemma 4.4 that on ð0; k b Þ and ðk s ; 1Þ (which are nonempty sets by Lemma 6.2),v has the structure described in (6.5). Moreover, on ðk b ; k s Þ; we have pð1 À lÞov 0 op from Lemma 4.4. Therefore, by Theorem 5.2,v satisfies rv À Lv À P ¼ 0; and from the previous Theorem 6.1, has the form written in (6.5). We know the existence of a six-tuple ðA; B; k b ; k s ;vð0 þ Þ; C 1 Þ solution to the system of equations (6.6)-(6.11). Indeed, this results from the continuity and smooth-fit C 
From the continuity and smooth C 1 and C 2 conditions ofv at
Similarly, the threshold k s satisfies ðr À dÞk s pð1 À lÞ þ rC 1 ¼ Pðk s Þ: (6.14) We proceed similarly for Eqs. (6.9) and (6.11) and get 
Special case of power profit function
We consider the case where P is a Cobb-Douglas profit function. Without loss of generality, we assume that PðkÞ ¼ k a ; with 0oao 1. Then
Two Eqs. (6.19) and (6.20) determining k b and k s are written as 
By comparing both expressions of Dak a b in these two previous equations, we obtain an equation for y: By the continuity of F ðyÞ; we get that the existence of y l 41 s.t. Eq. (6.23) holds, i.e.
The uniqueness of such y l follows from Remark 6.2.
We can then express all the parameters A, B, k b ; k s ;vð0 þ Þ and C 1 in terms of y l :
ARTICLE IN PRESS Remark 6.3. From the above expression of k b ; we see that k b is decreasing with respect to p and goes to 1 when p goes to 0. We also see numerically that the ratio k s =k b increases with l: Moreover, from (6.24), k s =k b goes to 1 when l goes to 0, and goes to infinity when l goes to 1. We discuss the corresponding economic interpretation later in Section 8. 7. Solution to the original problem and construction of optimal policies and entry decision
Solution to the optimal stopping problem
We now return to the original value function w given by the optimal stopping problem (3.5). We first state some elementary properties of w. (c) w satisfies
In particular, we have wð0
Proof. (a) That v is nondecreasing follows from the corresponding properties ofv; together with the fact that the solution to (3.4) is written explicitly asK t ¼ ke dt N t ; where N is the exponential martingale given by 
We conclude by noting that
From classical results on optimal stopping theory, we have the following characterization of w. Theorem 7.1. w is a continuous viscosity solution of
We introduce the entry region E ¼ fk40 : wðkÞ ¼vðkÞ À C I g and the infimum of this set
E is a closed subset in ð0; 1Þ and corresponds to the region where it is optimal for the company to activate its production. It is well-known that in the continuation region, i.e. the complement set E c of E in ð0; 1Þ;
the value function w is smooth C 2 and satisfies rwðkÞ À LwðkÞ ¼ 0 8k 2 E c :
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However, w does not inherit the concavity property ofv: Therefore, the regularity property of w and connected property of E cannot be proved directly from classical results. We will carefully analyze the entry region and the value function w. We first recall a well-known useful result on the entry region.
Lemma 7.2.
Proof. For the sake of completeness, we outline the key idea for the proof. Let k 0 2 E: Then, k 0 is a minimum of w À j with wðk 0 Þ ¼ jðk 0 Þ; where j ¼v À C I is C 2 : By the supersolution viscosity property of w, we deduce that rjðk 0 Þ À Ljðk 0 ÞX0; i.e., k 0 2 Q: & Lemma 7.3. We have the following characterization of Q:
Proof. We partition the subset Q into three regions
where
sincev satisfies rv À Lv À P ¼ 0 on ðk b ; k s Þ; and
sincevðkÞ ¼ kpð1 À lÞ þ C 1 on ðk s ; 1Þ:
We now distinguish the following three cases. Case 1: rC I pPðk b Þ: Then from expression (6.13) of k b ; we have rC I pðr À dÞk b p þ vð0 þ Þ; and thus
Moreover, since P is nondecreasing, we have Q 2 ¼ ðk b ; k s Þ: Finally, from expression (6.14) of k s ; we have for all kXk s ; ðr À dÞkpð1 À lÞ þ rC 1 XPðk s ÞXPðk b ÞXrC I ; and hence Q 3 ¼ ðk s ; 1Þ: This proves equality (7.4). Case 2: Pðk b ÞorC I oPðk s Þ: Then from expression (6.13) of k b ; Q 1 ¼ ;: We also have that Q 2 ¼ ½P À1 ðrC I Þ; k s Þ since P is nondecreasing. Finally, by the same argument as in the previous case, from expression (6.14) of k s ; we have Q 3 ¼ ðk s ; 1Þ: This proves equality (7.5).
Case 3: rC I XPðk s Þ: Then, Q 1 and Q 2 are empty and again using expression (6.14) of k s ; we have
This completes the proof. & Remark 7.1. When C I pvð0 þ Þ; we have rC I pPðk b Þ by (6.13). Therefore, by Lemma 7.3, Q ¼ ð0; 1Þ: When C I 4vð0 þ Þ; the previous Lemma shows that Q ¼ ½k I ; 1Þ; with k I 40 given bȳ
We can now provide an explicit solution to the optimal stopping problem (3.5). The entry-threshold k I is the unique solution in ð0; 1Þ to Gðk I Þ ¼ C I where
GðkÞ ¼vðkÞ À k nv 0 ðkÞ: (7.7) (3) In both cases, the optimal entry decision is given by t
Then, we have seen in Remark 7.1 that Q ¼ ð0; 1Þ: By definition of Q, this implies that the C 2 functionw ¼v À C I is solution to (7.2) on ð0; 1Þ: Standard verification result then showsw ¼ w: This means k I ¼ 0; E ¼ ð0; 1Þ and w ¼v À C I :
(2) Case C I 4vð0 þ Þ:
By the continuity of functions w andv À C I ; we have k I 40: We claim that k I o1: Otherwise, we should have E c ¼ ð0; 1Þ; and so the function w is smooth on ð0; 1Þ and satisfies rw À Lw ¼ 0; on ð0; 1Þ:
Hence, w would be of the form wðkÞ ¼ Ak m þ Bk n ; k40: Since mo0 and wð0 þ Þ ¼ 0; A is equal to zero, and so wðkÞ ¼ Bk n : Since n41; this contradicts the linear growth condition of w stated in Lemma 7.1(c). From the continuity of w andv; we deduce that k I 2 E and lies in Q, from Lemma 7.2. Moreover, we know from Remark 7.3 that Q ¼ ½k I ; 1Þ: Therefore, we get k I Xk I and ½k I ; 1Þ & Q, which means that rvðkÞ À LvðkÞ À rC I X0 8kXk I : (7.8)
Step 2: We now prove that w is C 1 at k I : Recall that w is smooth C 2 on E c and in the interior of E: Hence, it admits a left and right derivative w 
with e40: Here k I is a local minimum of w À j e ; with j e ðk I Þ ¼ wðk I Þ ¼vðk I Þ À C I : Hence, the supersolution viscosity property of w for the Bellman equation (7.2) implies that
Choosing e as sufficiently small leads to a contradiction. So w is C 1 at k I with w 0 ðk I Þ ¼v 0 ðk I Þ:
Step 3: For kok I ; we recall that w satisfies rw À Lw ¼ 0; and wð0 þ Þ ¼ 0: Hence, there exists a constant B s.t. wðkÞ ¼ Bk n ; 0okok I : The continuity and the smoothfit C 1 condition on w at k I imply that k I satisfies (7.7) and B ¼ ðvðk I Þ À C I Þ=k n I : So, on ð0; k I Þ; we have wðkÞ ¼ ðvðk I Þ À C I Þðk=k I Þ n : We now prove that on ½k I ; 1Þ; we have w ¼v À C I ; i.e., E ¼ ½k I ; 1Þ: To this end, let us consider the functioñ
vðkÞ À C I ; kXk I :
Clearly,w is C 1 on ð0; 1Þ; C 2 on ð0; k I Þ [ ðk I ; 1Þ; and, according to (7.8) , is a solution to the Bellman equation minfrw À Lw;w þ C I Àvg ¼ 0:
A standard verification argument will lead tow ¼ w; with an optimal stopping time given by t Ã I ¼ infftX0 :K t Xk I g:
Step 4: It remains to check the uniqueness of the solution in ð0; 1Þ to (7.7) . Consider then the function defined on ð0; 1Þ by GðkÞ ¼vðkÞ À ðk=nÞv 0 ðkÞ: We have Gð0 þ Þ ¼vð0 þ ÞoC I ; and GðkÞ $ kpð1 À lÞð1 À 1=nÞ as k goes to infinity, so that G goes to infinity as k goes to infinity. Moreover, since G 0 ðkÞ ¼ ð1 À 1=nÞv 0 ðkÞ À k=nv 00 ðkÞ40 by the strict increasing monotonicity and concavity ofv; we obtain the required result, i.e. the existence and uniqueness of a solution k I in ð0; 1Þ to 
In this case, we have 
(1) We recall from Theorem 7.2 that k I is the unique solution in ð0; 1Þ to Eq. (7.7): Gðk I Þ ¼ C I : We have already seen in the proof of this last theorem that G is strictly increasing. This means that k I is strictly increasing with C I : (2) From expression (6.5) ofv 2 ð0; k b Þ; we deduce that k I solution to Gðk I Þ ¼ C I lies in ð0; k b Þ if and only if
The above bound is satisfied iff C I oðn À 1Þ=npk b þvð0 þ Þ: The case where k I 4k s can be studied similarly. And finally, the last case is a consequence of the two previous ones. &
Optimal policies and entry decision
Let us first recall the following Skorohod Lemma.
Lemma 7.4. For any finite a.s. stopping time t I ; any initial state kX0 and given two boundaries 0pk b ok s o1; there exist unique cadlag adapted processes K Ã and nondecreasing processes ðL Ã ; M Ã Þ 2 Pðt I Þ satisfying the following Skorohod problem
; we get
Therefore, wðkÞXJðk; L; M; t I Þ by letting n ! 1: We obtain the result for any t I in T by truncating with t I^T ; and sending T to infinity. From the arbitrariness of ðL; M; t I Þ; it is clear that wðkÞXvðkÞ:
to maintain its production capacity in a closed bounded interval ½k b ; k s : The value function and the boundaries k I ; k b ; and k s can be computed quite explicitly. The entry-threshold k I is increasing with respect to the entry cost. The expansion threshold k b decreases with respect to the conversion factor p. This is in accordance with the intuition that the more expensive the expansion, the smaller window of chances which means the smaller expansion region ½0; k b : For a fixed p, when l is decreasing, then k s is decreasing. This confirms that the intuition the contraction region ½k s ; 1Þ should be increasing with a higher contraction ratio. Moreover, when l goes to zero, i.e. expansion and contraction ratios are close, k s converges to k b ; while in the opposite extreme case when l goes to 1, i.e. contraction factor goes to zero, k s goes to infinity.
Our analysis is carried out in a one-dimensional context, and relies crucially on the concavity of the auxiliary value function that in turn implies its smoothness. This is a result of a compromise between complicated economic issues and mathematical tractability. We admit that an even more realistic and general model should be a multidimensional one that incorporates, for instance, stochastic variable inputs in the production function other than the production capacity, and a nondeterministic cost function. This would be an interesting direction for future research. (1) For any k40; ðL; MÞ 2 A 0 ðkÞ and y 2 T; we havê We then havê vðkÞXĴðk;L;MÞ Applying Itoˆ's formula to the process e Àrt jðK t Þ between 0 and t e^h ; and taking expectation, we obtain similarly as in the proof of Proposition 4.1 by noting also that dL
Combining relations (B.1) and (B.2), we see 
B.2. Subsolution Viscosity Property
We prove this part by contradiction. Suppose the claim is not true. Then, there exist k 0 40; 0oeok 0 ; a C 2 function j with jðk 0 Þ ¼vðk 0 Þ and jXv inB e ðk 0 Þ ¼ ½k 0 À e; k 0 þ e; and n40 such that for all k 2B e ðk 0 Þ rjðkÞ À LjðkÞ À PðkÞXn; (B.9)
pð1 À lÞ þ npj 0 ðkÞpp À n: (B.10) 
