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Abstract
We propose an approach to design a Model Predictive Controller (MPC) for constrained uncertain Linear
Time Invariant systems. The uncertainty is modeled as an additive disturbance and an additive error on the
system dynamics matrices. Set based bounds for each component of the model uncertainty are assumed to
be known. We propose a novel optimization based constraint tightening strategy around a predicted nominal
trajectory which utilizes these bounds. The resulting MPC controller guarantees robust satisfaction of state
and input constraints in closed-loop with the uncertain system, while avoiding restrictive constraint tightenings
around the optimal predicted nominal trajectory. With appropriately designed terminal cost function and
constraint set, and an adaptive horizon strategy, we prove the recursive feasibility of the controller in closed-
loop and Input to State Stability of the origin. We highlight the efficacy of our proposed approach via a
detailed numerical example.
1 Introduction
Model Predictive Control (MPC) is a well established optimal control strategy that is able to handle imposed
constraints on system states and inputs [1–7]. The MPC approach is based on solving a constrained finite
horizon optimal control problem at each time step and then applying the first optimal input to the plant in
closed-loop. A key challenge in MPC design is the presence of uncertainty in the prediction model.
For uncertain Linear Time Invariant (LTI) systems in presence of only an additive disturbance in the system
model, finding the optimal policy is NP-hard and typically involves dynamic programming [6, Chapter 15], or
Min-Max feedback [8] approaches. Computationally tractable suboptimal robust MPC techniques such as tube
MPC [5, 6, 9–12] is well understood and widely used. The key idea is to restrict the input policy to the space
of affine state feedback policies and then tightening the imposed constraints around a predicted nominal (i.e.,
certainty-equivalent) trajectory within a “tube”. This ensures that the realized system trajectory satisfies
imposed constraints robustly for all possible disturbances in the system.
On the other hand, robust MPC design for uncertain LTI systems in presence of both a mismatch in the
system dynamics matrices and an additive disturbance is more involved and is a topic of active research [13].
Min-Max MPC strategies such as [6, Chapter 15] can theoretically be used, but their computational complexity
scales exponentially with the prediction horizon. Restricting the input policy parametrization to affine state
feedback policies leads to computationally tractable ellipsoidal region of attraction [14, 15]. Such methods are
presented in [16–18], but they highly overestimate the system uncertainty [2, 5]. Polytopic and parametric
tube MPC methods with affine or piecewise affine state feedback policy parametrizations are introduced in
[10, 19–24] to address conservative uncertainty estimates. But the computational complexity of these methods
can noticeably increase while lowering conservatism, as shown in [25] and [5, Chapter 5].
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On the other hand, the work [25,26] utilizes a System Level Synthesis [27,28] based approach which obtains
robust satisfaction of the imposed constraints with lower conservatism compared to [16–18]. The approach is also
computationally more efficient than methods such as [10,20–22], as demonstrated in [25]. Therefore, motivated
by the work of [25, 26, 29], in this paper we propose a novel robust MPC approach for an LTI system that can
handle the presence of both a mismatch in the system matrices and an additive disturbance. Instead of using
the worst-case constraint tightening tubes around any predicted nominal trajectory, we propose an optimization
based constraint tightening strategy which is a function of decision variables in the control synthesis problem,
similar to [10,19–24,30]. Our contributions are summarized as:
• We propose a novel constraint tightening strategy which is decoupled into two phases. In the first phase, we
bound the effect of model uncertainty on any predicted nominal trajectory. This is motivated by [25,26,29].
We present a method to compute these bounds without resorting to a nonlinear optimization solver. In
the second phase, the MPC controller is designed utilizing the above bounds, so that the constraint
tightenings are functions of decision variables in the control synthesis problem. This is motivated by tube
MPC works such as [10,19–22,24,30].
• We solve a set of tractable convex optimization problems online using an adaptive horizon approach for
the MPC controller synthesis. With an appropriately constructed terminal set and a terminal cost, we
prove recursive feasibility of the controller synthesis problem and Input to State stability of the origin.
• We compare our proposed MPC approach with the constrained LQR algorithm of [26], which uses a System
Level Synthesis [27,28] approach. Via a detailed numerical example, we demonstrate lower conservatism of
our control synthesis problem for the considered scenarios by comparing the sets of feasible initial states.
The paper is organized as follows: In Section 2 we formulate the constrained optimal control problem, after
introducing the system dynamics, and the state and input constraints. The novel constraint tightening is
introduced and the robust MPC problem is presented in Section 3. Section 4 proves the feasibility and stability
properties of the proposed robust MPC algorithm. Section 5 contains discussions on key aspects of the proposed
approach and then detailed numerical results are presented in Section 6.
Notation
We use ‖ · ‖ to denote the norm of a vector. The dual norm of any vector norm ‖x‖ for a vector x is defined
as ‖x‖∗ = sup‖v‖≤1(v>x). The induced p-norm of any matrix A is given by ‖A‖p = supx 6=0 ‖Ax‖p‖x‖p , where ‖ · ‖p
is the p-norm of a vector. The operation A⊗ B denotes the Kronecker product of the matrices A and B, and
A⊕ B denotes the Minkowski sum of the two sets A and B. The set BK denotes the set of elements obtained
from multiplying each element in the set B with K. A continuous function α : [0, a)→ [0,∞) is called a class-K
function if it is strictly increasing in its domain and if α(0) = 0. The class-K function belongs to class-K∞ if
a =∞ and limr→∞ α(r) =∞. A continuous function β : [0, a)× [0,∞) 7→ [0,∞) is called a class-KL function
if for each fixed s, the function β(r, s) belongs to class-K, and for each fixed r, the function β(r, s) is decreasing
with respect to s and β(r, s) → 0 for s → ∞. A real valued function α : [a, b] 7→ R is called Lipschitz with a
Lipschitz constant L, if for all x, y ∈ [a, b], we have ‖α(x) − α(y)‖ ≤ L‖x − y‖. The sign u ≥ v between two
vectors u, v denotes element-wise inequality. Notation conv(X,Y, . . . , Z) denotes the set of matrices that can be
written as a convex combination of the matrices X,Y, . . . , Z. Notation In is used to denote an identity matrix
of dimension n.
2 Problem Formulation
In this section we formulate the infinite horizon robust optimal control problem which is subject of our studies.
In the next sections we will approximate its solution by repeatedly solving a finite horizon optimal control
problem in a receding horizon fashion.
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2.1 System Dynamics
We consider linear system dynamics
xt+1 = Axt +But + wt, (1)
where xt ∈ Rd is the state at time step t, ut ∈ Rm is the input, and A and B are system dynamics matrices of
appropriate dimensions. We assume that A and B are unknown matrices with estimates A¯ and B¯ available for
control design. In particular we assume
A = A¯+ ∆trA, B = B¯ + ∆
tr
B, (2)
where the matrices ∆trA and ∆
tr
B are unknown and belong to convex and compact sets
∆trA ∈ PA, ∆trB ∈ PB. (3)
We further assume that PA and PB are convex hulls of known vertex matrices {∆(1)A ,∆(2)A , . . . ,∆(na)A } and
{∆(1)B ,∆(2)B , . . . ,∆(nb)B }, with fixed na, nb > 0:
PA = conv(∆(1)A ,∆(2)A , . . . ,∆(na)A ), PB = conv(∆(1)B ,∆(2)B , . . . ,∆(nb)B ). (4)
At each time step t, the system (1) is also affected by a disturbance wt with a convex and compact support
W ⊂ Rd, i.e., wt ∈W, ∀ t ≥ 0.
Remark 1. The proposed framework applies also to norm bounded description of uncertainty [31, 32] as used
in [25,26,29, 33]. In this case one needs to replace (3), with ∆trA ∈ ΦA,p and ∆trB ∈ ΦB,p, where the uncertainty
domain is described as ΦA,p = {φ ∈ Rd×d : maxx 6=0 ‖φx‖p‖x‖p ≤ aφ} and ΦB,p = {φ ∈ Rd×m : maxx 6=0
‖φx‖p
‖x‖p ≤ bφ}
with known bounds aφ, bφ for any induced norm p with p = 1, 2,∞. Given such a norm based description of the
matrix uncertainty, sets PA ⊇ ΦA,p and PB ⊇ ΦB,p can be constructed by appropriately choosing the vertices
{∆(1)A ,∆(2)A , . . . ,∆(na)A } and {∆(1)B ,∆(2)B , . . . ,∆(nb)B } in (4), with na = (2d)d and nb = (2m)d or (2d)m in the
worst case. However, if any further information is available about the structure of the uncertainty ∆trA and ∆
tr
B
(e.g., availability of additional information of a physical system), then the number of vertex matrices na and
nb can be lowered in our framework. In such a case, the norm based representation is unable to exploit such
system structures. We demonstrate this in Section 6 with a detailed numerical example.
2.2 Constrained Optimal Control Problem
State and input constraints are defined as
X = {x : Hxx ≤ hx}, U = {u : Huu ≤ hu}, (5)
where Hx ∈ Rs×d, hx ∈ Rs, Hu ∈ Ro×m and hu ∈ Ro. Our goal is to design a controller that solves the following
infinite horizon robust optimal control problem:
V ?(xS ,PA,PB) =
min
u0,u1(·),...
∑
t≥0
` (x¯t, ut (x¯t))
x¯t+1 = A¯x¯t + B¯ut(x¯t),
s.t. xt+1 = Axt +But(xt) + wt, with A = A¯+ ∆A, B = B¯ + ∆B,
Hxxt ≤ hx, Huut(xt) ≤ hu, ∀wt ∈W, ∀∆A ∈ PA, ∀∆B ∈ PB, t ≥ 0
x0 = xS , x¯0 = xS
(6)
where xt, ut(xt) and wt denote the realized system state, control input, and disturbance at time step t, respec-
tively, and (x¯t, ut(x¯t)) denote the certainty-equivalent nominal state and corresponding nominal input. Notice
3
that (6) minimizes the nominal cost. We compute a feasible solution to the optimal control problem (6) by
solving the following constrained optimal control problem with prediction horizon N , in a receding horizon
fashion:
V MPCt→t+N (xt,PA,PB, N) :=
min
Ut(·),x¯t
t+N−1∑
k=t
`(x¯k|t, uk|t(x¯k|t)) +Q(x¯t+N |t)
s.t. xk+1|t = Axk|t +Buk|t(xk|t) + wk|t, with A = A¯+ ∆A, B = B¯ + ∆B,
x¯k+1|t = A¯x¯k|t + B¯uk|t(x¯k|t),
Hxxk|t ≤ hx, Huuk|t(xk|t) ≤ hu, xt+N |t ∈ XN , ∀wk|t ∈W, ∀∆A ∈ PA, ∀∆B ∈ PB,
∀k = {t, t+ 1, . . . , t+N − 1},
xt|t = xt, x¯t|t = xt,
(7)
where xt is the measured state at time step t, xk|t is the prediction of state at time step k under all pos-
sible uncertainty realizations, obtained by applying predicted input policies {ut|t, ut+1|t(·), . . . , uk−1|t(·)} to
system (1), and decision variables {x¯k|t, u¯k|t} with u¯k|t = uk|t(x¯k|t) denote the certainty-equivalent nomi-
nal state and corresponding input respectively. We denote Ut(·) = [u>t|t, u>t+1|t(·), . . . , u>t+N−1|t(·)]> and x¯t =
[x¯>t|t, x¯
>
t+1|t, . . . , x¯
>
t+N−1|t]
>. The MPC controller minimizes the cost over the predicted disturbance-free nominal
trajectory
{
{x¯k|t, u¯k|t}t+N−1k=t , x¯t+N |t
}
. The construction of the terminal set XN = {x : HxNx ≤ hxN}, with
HxN ∈ Rr×d, hxN ∈ Rr is elaborated in Section 3.4. After finding solutions to (7) at each time step t, the MPC
controller applied to (1) in closed-loop is given by
ut(xt) = u
?
t|t(xt). (8)
3 Robust MPC Design
In this section we present the steps of the proposed robust MPC design approach, which approximates solutions
to the constrained optimal control problem (7). The three key challenges associated with solving problem (7)
are
(A) The state and input constraints are to be satisfied robustly under the presence of mismatch in the system
dynamics matrices.
(B) Optimizing over policies Ut(·) involves solving the optimization problem (7) over infinite dimensional func-
tion spaces. This is not computationally tractable, as shown in Min-Max feedback model predictive control
[6, Chapter 15] for constrained linear systems.
(C) The feasibility of (7) is to be guaranteed at all time steps t ≥ 0 and the resulting controller (8) must
stabilize system (1) in closed-loop.
In our work, the Challenge (B) is addressed by restricting Ut(·) to the class of affine state feedback policies (see
Section 3.3), Challenge (C) is addressed by appropriately constructing the terminal conditions XN and Q(·),
and using an adaptive horizon approach (see Section 3.4 and Section 4). In the next following sections, we show
how to address Challenge (A) with a novel approach. This is the main technical contribution of our work.
3.1 Predicted State Evolution
In this section, we use the following two observations: First, keeping the nominal state trajectory x¯t =
[x¯>t|t, x¯
>
t+1|t, . . . , x¯
>
t+N−1|t]
> as a decision variable of the optimization problem (7) maintains certain structure in
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the prediction dynamics matrices. This structure can be exploited to bound the effect of model uncertainty
on a predicted nominal trajectory, similar to [25, 26, 29]. And second, the predicted nominal trajectory and
its associated inputs along the horizon are computed by solving a robust finite time optimal control problem,
similar to tube MPC approaches such as [5,9,10,20–22,24,30]. We thus attempt to merge the benefits of both
ideas in this work. Next we detail the proposed approach.
Recall the nominal system dynamics from (6)-(7) given as x¯t+1 = A¯x¯t + B¯u¯t, with u¯t = ut(x¯t). Denote the
vectors
x¯t =

x¯t|t
x¯t+1|t
...
x¯t+N−1|t
 , wt =

wt|t
wt+1|t
...
wt+N−1|t
 ∈ RdN , and ut =

ut|t
ut+1|t(·)
...
ut+N−1|t(·)
 , ∆ut =

∆ut|t
∆ut+1|t(·)
...
∆ut+N−1|t(·)
 ∈ RmN , (9)
where ∆uk|t(·) = uk|t(·)− u¯k|t for k = {t, t+ 1, . . . , t+N − 1}. Using (9), we can write the state evolution along
the prediction horizon as: 
xt+1|t
xt+2|t
...
xt+N |t
 = Axx¯t + Auut + A∆u∆ut + Awwt, (10)
where the predicted nominal states along the horizon, i.e., x¯t = {x¯t|t, x¯t+1|t, . . . , x¯t+N−1|t} appears directly and
not expressed in terms of {xt, ut|t, ut+1|t(·), . . . , ut+N−1|t(·)}, as done in [11]. The prediction dynamics matrices
Ax,Au,A∆u and Aw in (10) depend on B¯,∆A,∆B and (A¯+ ∆A), (A¯+ ∆A)
2, . . . , (A¯+ ∆A)
N−1. We define the
matrices
A∆ ∈ PA∆ ,with PA∆ = {Am : Am = A¯+ ∆A, ∀∆A ∈ PA}, (11)
and rewrite the prediction dynamics matrices in (10) as follows:
Ax = A¯ +
(
A¯1 + Aδ
)
∆A,
Au = B¯ +
(
A¯1 + Aδ
)
∆B,
A∆u =
(
A¯1 − Id + Aδ
)
B¯, and
Aw = Id + A¯vA∆,
(12)
where Id = (IN⊗Id) ∈ RdN×dN , A¯ = (IN⊗A¯) ∈ RdN×dN , B¯ = (IN⊗B¯) ∈ RdN×mN ,∆A = (IN⊗∆A) ∈ RdN×dN ,
and ∆B = (IN ⊗ ∆B) ∈ RdN×mN . The matrices A¯1, Aδ and A¯v =
[
A
(1)
v A
(2)
v . . . A
(N−1)
v
]
, with the
associated matrices {A(1)v , A(2)v , . . . , A(N−1)v } are defined in the Appendix. In (12) we have also used
A∆ =

IN ⊗A∆
IN ⊗A2∆
...
IN ⊗AN−1∆
 ∈ RdN(N−1)×dN . (13)
In the next sections, we substitute the matrices from (12) in (10) in order to design a control policy that can
satisfy (5) robustly.
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3.2 Bounding Nominal Trajectory Perturbations
We first bound the effect of model mismatch on predicted nominal states in this section. These bounds are
subsequently utilized in the tractable optimal control synthesis problem in Section 3.5. The state constraints
in (7) along the prediction horizon can be written using (9) and (10) as
F x
(
A¯x¯t + A¯1∆Ax¯t + (Aδ∆A)x¯t + B¯ut + A¯1∆But + (Aδ∆B)ut + (A¯1 − Id + Aδ)B¯∆ut + · · ·
· · ·+ wt + A¯vA∆wt
)
≤ fx, (14)
∀∆A ∈ PA, ∀∆B ∈ PB, ∀wt ∈W,
where F x = diag(IN−1 ⊗ Hx, HxN ) ∈ R(s(N−1)+r)×dN and fx = [(hx)>, (hx)>, . . . , (hxN )>]> ∈ Rs(N−1)+r. We
upper bound the left hand side of inequality (14) row-wise as follows:
F xi (A¯x¯t + B¯ut + (A¯1 − Id)B¯∆ut + wt) + F xi A¯1∆Ax¯t + F xi A¯1∆But + F xi Aδ∆Ax¯t + F xi Aδ∆But + · · ·
· · ·+ F xi AδB¯∆ut + F xi A¯vA∆wt,
≤ F xi (A¯x¯t + B¯ut + (A¯1 − Id)B¯∆ut + wt) + F xi A¯1∆Ax¯t + F xi A¯1∆But + ‖F xi Aδ∆A‖∗‖x¯t‖+ · · ·
· · ·+ ‖F xi Aδ∆B‖∗‖ut‖+ ‖F xi AδB¯‖∗‖∆ut‖+ ‖F xi A¯vA∆‖∗‖wt‖, (15)
for rows i ∈ {1, 2, . . . , s(N − 1) + r}, where we have used the Ho¨lder’s inequality and ‖ · ‖∗ is the dual norm
[34, Chapter 3] of any vector norm ‖ · ‖. We first bound the term
max
A∆∈PA∆
‖F xi Aδ‖∗, where using (11) we have Aδ = A¯v

IN ⊗ (A∆ − A¯)
IN ⊗ (A2∆ − A¯2)
...
IN ⊗ (AN−1∆ − A¯N−1)
 .
Note that for all A∆ ∈ PA∆ =⇒ An∆ ∈ PnA∆ , for n ∈ {1, 2, . . . , N − 1}, where PnA∆ is the set of all matrices
that can be written as a convex combination of matrices obtained with the product of all possible combinations
of n matrices out of {(A¯ + ∆(1)A ), (A¯ + ∆(2)A ), . . . , (A¯ + ∆(na)A )}. See Section 5 on computationally tractable
alternatives to avoid handling an exponential number of vertices. Hence
max
A∆∈PA∆
‖F xi A¯v

IN ⊗ (A∆ − A¯)
IN ⊗ (A2∆ − A¯2)
...
IN ⊗ (AN−1∆ − A¯N−1)
 ‖∗ ≤ max∆1∈PA∆
∆2∈P2A∆
...
∆N−1∈PN−1A∆
‖F xi A¯v

IN ⊗ (∆1 − A¯)
IN ⊗ (∆2 − A¯2)
...
IN ⊗ (∆N−1 − A¯N−1)
 ‖∗ = ti0, (16)
where we have relaxed all the equality constraints among the matrices {∆1,∆2, . . . ,∆N−1}. Using the above
bound (16), now for the term
max
A∆∈PA∆
∆A∈PA
‖F xi Aδ∆A‖∗,
a bound can be computed as
max
A∆∈PA∆
∆A∈PA
‖F xi A¯v

IN ⊗ (A∆ − A¯)
IN ⊗ (A2∆ − A¯2)
...
IN ⊗ (AN−1∆ − A¯N−1)
∆A‖∗ ≤ ti0 max∆A∈PA ‖∆A‖p = ti1, (17)
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where we have used the consistency1 property of induced norms, for any p = 1, 2,∞. Similarly, bounding the
terms
max
A∆∈PA∆
∆B∈PB
‖F xi Aδ∆B‖∗ ≤ ti0 max
∆B∈PB
‖∆B‖p = ti2, (18)
and
max
A∆∈PA∆
‖F xi AδB¯‖∗ ≤ max
∆1∈PA∆
∆2∈P2A∆
...
∆N−1∈PN−1A∆
‖F xi
(
A¯v

IN ⊗ (∆1 − A¯)
IN ⊗ (∆2 − A¯2)
...
IN ⊗ (∆N−1 − A¯N−1)
 B¯)‖∗ = ti3, (19)
and finally
max
A∆∈PA∆
‖F xi A¯vA∆‖∗ ≤ max
∆1∈PA∆
∆2∈P2A∆
...
∆N−1∈PN−1A∆
‖F xi A¯v

IN ⊗∆1
IN ⊗∆2
...
IN ⊗∆N−1
 ‖∗ = tiw, (20)
Problems (16)-(20) are maximizing convex functions of the decision variables over convex and compact do-
mains. Therefore, these maximum bounds are attained at the extreme points, i.e., vertices of the convex sets
{PA∆ ,P2A∆ , . . . ,PN−1A∆ }, PA and PB. Consequently, the optimal values of (16)-(20) can be obtained by evalu-
ating the values of each of the terms in (16)-(20) at all possible combinations of such extreme points. Since
such a vertex enumeration and function evaluation strategy scales poorly with the horizon length N , a com-
putationally cheaper alternative to obtaining alternatives to bounds (16)-(20) is presented in Section 5. The
bounds (16)-(20) can be computed offline and the robust state constraints (15) for all time steps t ≥ 0 can be
rewritten row-wise as:
F xi ((A¯ + A¯1∆A)x¯t + (B¯ + A¯1∆B)ut + (A¯1 − Id)B¯∆ut + wt) + ti1‖x¯t‖+ ti2‖ut‖+ ti3‖∆ut‖+ tiw‖wt‖ ≤ fxi ,
∀∆A ∈ PA, ∀∆B ∈ PB, ∀wt ∈W, (21)
for i ∈ {1, 2, . . . , s(N − 1) + r}.
In constraint (21), note that the decision variables are the predicted nominal trajectory x¯t, and the sequence
of input policies ut. These decision variables multiply effects of the bounds t
i
1, t
i
2 and t
i
3. In conclusion, the
tightening of the original constraint (5) proposed in (21) depends on the optimization variables, x¯t, ut, and ∆ut.
Alternatively in [25,26], the constraint tightening is obtained bounding the closed-loop system response, which
involves norm of product between the decision variables and the uncertainty. Thus, bounds such as (16)-(20)
which are decoupled from decision variables are not obtained. Therefore the method needs to resort to a grid
search over parameters to obtain sufficient conditions for satisfying (5) robustly. On the other hand, tube MPC
methods such as [10,21,23,24], summarized in [5, Chapter 5], could lead to tightenings equivalent to (21) under
appropriately chosen parametrization of tube cross sections. However, these methods are prone to a trade-off
between conservatism and required online computations.
1The property for any induced p-norm and vector q-norm is given by ‖Xy‖q ≤ ‖X‖p‖y‖q, for any X ∈ Rd1×d2 and y ∈ Rd2 .
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3.3 Control Policy Parametrization
Recall Challenge (B) mentioned in Section 3. To address this, we restrict ourselves to the affine disturbance
feedback parametrization [11,35] for MPC control synthesis. For all predicted steps k ∈ {t, t+ 1, . . . , t+N − 1}
over the MPC horizon (of length N), the control policy is chosen as:
uk|t(xk|t) =
k−1∑
l=t
Mk,l|twl|t + u¯k|t, (22)
where Mk|t are the planned feedback gains at time t and u¯k|t = uk|t(x¯k|t) are the auxiliary nominal inputs.
Then the sequence of predicted inputs from (22) can be written as ut = M
(N)
t wt + u¯
(N)
t at any time t, where
M
(N)
t ∈ RmN×dN and u¯(N)t ∈ RmN are
M
(N)
t =

0 . . . . . . 0
Mt+1,t 0 . . . 0
...
. . .
. . .
...
Mt+N−1,t . . . Mt+N−1,t+N−2 0
 , u¯(N)t = [u¯>t|t, u¯>t+1|t, . . . , u¯>t+N−1|t]>.
Note that given the policy parametrization (22) for system (1), one can find an equivalent set of state feedback
gains Kk|t ∈ Rm×d and auxiliary inputs vk|t ∈ Rm, such that
uk|t(xk|t) = Kk|txk|t + vk|t,
for k ∈ {t, t+ 1, . . . , t+N − 1}. See [11,35] for further details on this equivalence.
3.4 Terminal Set Construction
We present the construction of the terminal set XN in this section to address Challenge (C) mentioned in
Section 3. Consider a linear state feedback policy for constructing the terminal set
κN (x) = Kx, (23)
where K ∈ Rm×d is the feedback gain. Recall the sets PA and PB from (4) and PA∆ from (11). Now consider
the set PB∆ defined as
PB∆ = {Bm : Bm = B¯ + ∆B, ∀∆B ∈ PB}.
Under feedback policy (23), the closed-loop system dynamics matrix considered for constructing the terminal
set satisfies
Acl = A+BK ∈ PA∆ ⊕ PB∆K.
The following assumption guarantees that K robustly stabilizes the system and analogous assumptions are
common in robust MPC literature [10,16,22,30,36–41] (some need even stronger λ-contractivity [42] property).
Assumption 1. Aclm = (Am +BmK) is stable for all Am ∈ PA∆ and Bm ∈ PB∆.
Using Assumption 1, the terminal set XN can then be computed as the maximal robust positive invariant
set for the autonomous dynamics
xt+1 = (Am +BmK)xt + wt, (24)
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for all Am ∈ PA∆ , Bm ∈ PB∆ , and for all wt ∈W. That is
XN ⊆ {x|Hxx ≤ hx, HuKx ≤ hu},
(Am +BmK)x+ w ∈ XN ,
∀x ∈ XN , ∀Am ∈ PA∆ , ∀Bm ∈ PB∆ , ∀w ∈W.
(25)
Algorithm 1 illustrates the computation of this set. This is motivated by [6, Section 10.3.3, Example 10.10].
Here we introduce the following two definitions that will be useful in Algorithm 1.
Definition 1 (Robust Precursor Set). Given a control policy pi(·) and the closed-loop system xt+1 = Axt +
Bpi(xt) + wt with wt ∈W for all t ≥ 0, we denote the robust precursor set to the set S under a policy pi(·) as
Pre(S,A,B,W, pi(·)) = {x ∈ Rd : Ax+Bpi(x) + w ∈ S,∀w ∈W}. (26)
Pre(S,A,B,W, pi(·)) defines the set of states of the system xt+1 = Axt + Bpi(xt) + wt, which evolve into the
target set S in one time step for all possible disturbance wt ∈W.
Algorithm 1 Computation of Terminal Set XN
Inputs: PA∆ ,PB∆ ,X ,W
Output: XN
Initialize: Ω0 ← X , k ← −1
repeat
k ← k + 1
Ωk+1 ←
∏na
i=1
∏nb
j=1
(
Pre(Ωk, [A∆]i, [B∆]j ,W, κN (x))
)
∩ Ωk
until Ωk = Ωk+1
XN ← Ωk.
In Algorithm 1 the notation [A∆]i, [B∆]j denotes the i
th and jth vertices of sets PA∆ and PB∆ , respectively.
3.5 Tractable MPC Problem with Adaptive Horizon
In this section we present a reformulation of the MPC optimization problem (7) which guarantees persistent
feasibility and Input to State Stability. We start with the following observation: the terminal set XN in
Algorithm 1 is robustly invariant to all uncertainty of the form
∀∆A ∈ PA, ∀∆B ∈ PB, ∀w ∈W, ∀t ≥ 0,
when the state feedback policy κN (x) = Kx is used in (1). However, the above is not true along the prediction
horizon, where we synthesize bounds from (16)-(20) using more conservative tightenings from Ho¨lder’s and
triangle inequalities, and induced norm consistency and submultiplicativity properties. Thus the uncertainty
bounds will be tighter along the horizon compared to the bounds used for the terminal set. This implies that
the classical shifting argument [6, Chapter 12] for recursive MPC feasibility cannot be used.
To resolve this issue, we use the adaptive horizon strategy as used in [10, 43, 44]. At any given time
step t, we solve a set of N convex optimization problems for control synthesis, with the prediction horizon
Nt ∈ {1, 2, . . . , N}. If at least one of these N problems is feasible at time step 0, we guarantee feasibility of at
least one of the N problems at any time step t > 0. This is proven in detail in Section 4, Theorem 1. Note
that the number of optimization problems solved can be reduced from N to two, while maintaining all the
guarantees of Section 4 (see Section 5 for further details).
Denote the set W = {w ∈ Rd : Hww ≤ hw} with Hw ∈ Ra×d and hw ∈ Ra. For a chosen hori-
zon length of Nt, this gives W = {w ∈ RdNt : Hww ≤ hw}, with Hw = INt ⊗ Hw ∈ RaNt×dNt and
hw = [(hw)>, (hw)>, . . . , (hw)>]> ∈ RaNt . Also denote the matrices Hu = INt ⊗ Hu ∈ RoNt×mNt , and
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hu = [(hu)>, (hu)>, . . . , (hu)>]> ∈ RoNt . Moreover, we denote vectors t(Nt)j = [t1j , t2j , . . . , ts(Nt−1)+rj ]> for
indices j ∈ {w, 1, 2, 3}. We use the notation x¯(Nt)t for each horizon length Nt, to explicitly indicate the varying
dimension of the vector x¯t previously introduced in (9). At time step t we must solve
V MPCt→t+Nt(xt, t
(Nt)
w , t
(Nt)
1 , t
(Nt)
2 , t
(Nt)
3 , Nt) :=
min
M
(Nt)
t ,u¯
(Nt)
t
x¯
(Nt)
t
t+Nt−1∑
k=t
`(x¯k|t, u¯k|t) +Q(x¯t+Nt|t)
s.t. xk+1|t = Axk|t +Buk|t(xk|t) + wk|t, with A = A¯+ ∆A, B = B¯ + ∆B,
x¯k+1|t = A¯x¯k|t + B¯u¯k|t,
uk|t(xk|t) =
k−1∑
l=t
Mk,l|twl|t + u¯k|t,
max
wt∈W
∆A∈PA
∆B∈PB
F x
(
(A¯ + A¯1∆A)x¯
(Nt)
t + (B¯ + A¯1∆B)(M
(Nt)
t wt + u¯
(Nt)
t ) + · · ·
· · ·+ (A¯1 − Id)B¯M(Nt)t wt + wt
) ≤ fxtight, (27a)
max
wt∈W
Hu
(
M
(Nt)
t wt + u¯
(Nt)
t
)
≤ hu, (27b)
∀k = {t, t+ 1, . . . , t+Nt − 1},
xt|t = x¯t|t = xt,
for Nt ∈ {1, 2, . . . , N}, where (27b) represents the robust input constraints, and in the robust state constraints
(27a) the tightened constraints fxtight are chosen as
fxtight = f
x − t(Nt)1 x¯max − (t(Nt)2 + t(Nt)3 )‖M(Nt)t ‖pwmax − t(Nt)2 ‖u¯(Nt)t ‖ − t(Nt)w wmax, (28)
where ‖wt‖ ≤ wmax, and ‖x¯(Nt)t ‖ ≤ x¯max for all t ≥ 0. The values wmax and xmax can be computed from the
matrices Hw, hw, F x and fx. For obtaining (28), we have used the induced norm consistency property and the
triangle inequality in (21) as
t
(Nt)
2 ‖M(Nt)t wt + u¯(Nt)t ‖+ t(Nt)3 ‖M(Nt)t wt‖ ≤ (t(Nt)2 + t(Nt)3 )‖M(Nt)t ‖pwmax + t(Nt)2 ‖u¯(Nt)t ‖,
for any p = 1, 2,∞.
Remark 2. A less conservative constraint tightening strategy compared to (28), which leaves x¯
(Nt)
t as a decision
variable and not using the worst-case bound x¯max is discussed in Section 5.
Problem (27) can be solved exactly by imposing constraints (27a)-(27b) at all the vertices of the sets PA, PB
and W. However, we avoid such vertex enumerations altogether by considering a slightly more conservative
reformulated version of (27a) for Nt ∈ {2, 3, . . . , N}, and then utilizing duality of convex programs [45,46]. This
approach is detailed in the Appendix and is used to prove the feasibility and stability results presented later in
Section 4. The robust state constraint (27a) highlights that the constraint tightenings in (28) are functions of
the decision variables. This is the key contribution of our proposed approach.
After solving the reformulation of (27) with tightened constraints (28) for Nt ∈ {1, 2, . . . , N}, we pick the
solution yielding the lowest nominal open-loop cost, and apply the corresponding optimal control command
u?t|t(xt) = u
?
t (xt) = u¯
?
t|t, (29)
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Algorithm 2 The Robust MPC for LTI Systems with Parametric and Additive Uncertainty
Inputs: xt, N,W,XN , t(Nt)w , t(Nt)1 , t(Nt)2 , t(Nt)3 for Nt ∈ {1, 2, . . . , N}
Initialize: t = 0
while t ≥ 0 do
for Nt = 1 : N do
Solve the reformulation of (27) with (28). Compute optimal cost V ?,MPCt→t+Nt(xt, t
(Nt)
w , t
(Nt)
1 , t
(Nt)
2 , t
(Nt)
3 , Nt)
end for
Pick N?t = arg minNt V
?,MPC
t→t+Nt(xt, t
(Nt)
w , t
(Nt)
1 , t
(Nt)
2 , t
(Nt)
3 , Nt)
Set the corresponding optimal cost as J?(xt, t
(N?t ))
Apply optimal input (29) to (1)
Set t = t+ 1
end while
to system (1). We then resolve the reformulation of (27) at the next time step (t+1) for horizon lengths Nt+1 ∈
{1, 2, . . . , N}. This yields a receding horizon strategy. The control algorithm is summarized in Algorithm 2.
Note that the notation t(N
?) is introduced in the optimal cost for the sake of brevity to refer to the bounds
{t(N?t )w , t(N
?
t )
1 , t
(N?t )
2 , t
(N?t )
3 }, as this optimal cost will be used later to prove Input to State Stability of the origin
in Theorem 2.
4 Feasibility and Stability Properties
In this section we prove the feasibility and stability properties of the proposed robust MPC in Algorithm 2.
Feasibility
Lemma 1. Let the reformulation of optimization problem (27) be feasible at time step t for some Nt ∈
{2, 3, . . . , N}, with tightened constraints (28). Let us denote the corresponding sequence of optimal input policies
as {u?t|t, u?t+1|t(·), · · · , u?t+N?t −1|t(·)}. After the MPC controller u
?
t|t(xt) is applied to (1) in closed-loop, consider
a candidate policy sequence at the next time instant as
Ut+1(·) = {u?t+1|t(·), . . . , u?t+N?t −1|t(·)}. (30)
Then, (30) is a feasible policy sequence at time step (t+1) for the reformulation of problem (27) under constraint
tightening (28), with horizon length Nt+1 = N
?
t − 1, for any N?t ≥ 2.
Proof. See Appendix.
Theorem 1. Let Assumption 1 hold. Let the reformulation2 of optimization problem (27) with tightened
constraints (28) be feasible at time step t = 0 for some horizon length Nt ∈ {1, 2, . . . , N}, where the bounds
{t(Nt)w , t(Nt)1 , t(Nt)2 , t(Nt)3 } are obtained by solving (16)-(20). Then, the reformulation of problem (27) remains
feasible at all time steps t ≥ 1 with at least a horizon length Nt ∈ {1, 2, 3, . . . , N}, if the state xt is obtained by
applying the closed-loop MPC control law (29) to system (1).
Proof. We proceed by induction. Assume that at time step t the reformulation of problem (27) is feasible with
(28), and let N?t be the optimal horizon. We then prove feasibility of the reformulation of (27) at time step
(t+ 1) by considering the following two cases:
Case 1: (N?t = 1) Consider the robust state constraints in (27) for N
?
t = 1. Notice that the effects of the bounds
from (16)-(20) are absent for this case, as they affect the constraints only for Nt ≥ 2 (see the Appendix for the
2See Appendix.
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structure of the dynamics matrices). Moreover, the matrix M
(Nt)
t is strictly lower triangular (see Section 3.3).
Thus, (27a) can be simplified and written as
max
wt∈W
∆A∈PA
∆B∈PB
F x((A¯+ ∆A)x¯
(1)
t + (B + ∆B)u¯
(1)
t + wt) ≤ fx. (31)
We solve (31) exactly (i.e. find fx where the max is attained) by using duality arguments (details can be found
in the Appendix). We note that this “exact computation” is required in order for the persistent feasibility of
(27) to hold when the terminal constrain set in Algorithm 1 is computed propagating the uncertainty exactly.
Any outer approximation of uncertainty in the finite time optimal control problem might result in infeasibility
at the next time step, as discussed at the beginning of Section 3.5. Now, let the optimization problem (27) be
feasible, i.e., (31) be satisfied at time step t = 0. Let us denote the corresponding optimal input policy as
u?t|t(xt) = u¯
?
t|t. (32)
Now, let policy (32) be applied to (1) in closed-loop, so that the system reaches the terminal set XN at time
step (t + 1). Consider solving (31) at this step with a horizon length of Nt+1 = 1. As, problem (31) uses the
same representation of the system uncertainty in satisfying (5) robustly as done in Algorithm 1, we can infer
that a candidate policy at time step (t+ 1) is
ut+1|t+1(xt+1) = Kxt+1, (33)
which is a feasible solution to the robust optimization problem (27) under constraint (31). Thus, (27) is
guaranteed to remain feasible at (t+ 1) with horizon Nt+1 = 1.
Case 2: (N?t ≥ 2) For this case, we obtain a conservative reformulation of (27) to avoid enumerations of the
vertices of the sets ∆A and ∆B. This reformulation is shown in the Appendix. Now let this reformulation of
optimization problem (27) be feasible at time step t for some Nt ∈ {2, 3, . . . , N}, with tightened constraints
(28). Let us denote the corresponding optimal input policies as {u?t|t, u?t+1|t(·), · · · , u?t+N?t −1|t(·)}. Now the MPC
controller u?t|t(xt) is applied to (1) in closed-loop. Consider a candidate policy sequence at the next time instant
given by (30). From Lemma 1 we conclude that the candidate policy sequence (30) is a feasible policy sequence
at time step (t + 1) for the reformulation of problem (27). For N?t = 1, feasibility is proven in Case 1. This
completes the proof.
Stability
To prove the stability of origin with closed-loop MPC control law (29), we first introduce the following set of
definitions and assumptions.
Assumption 2. We assume that the convex and compact sets X ,U and W contain the origin in their interior.
Definition 2 (N -Step Robust Controllable Set). Given a control policy pi(·) and the closed-loop system xt+1 =
Axt + Bpi(xt) + wt with wt ∈ W for all t ≥ 0, we recursively define the N -Step Robust Controllable set to the
set S as
Ct→t+k+1(S) = Pre(Ct→t+k(S), A,B,W, pi(·)) ∩ X , with Ct→t(S) = S,
for k = {0, 1, . . . , N − 1}.
Given a Linear Time Invariant system, the N -Step Robust Controllable set Ct→t+N (S) collects the states
satisfying the state constraints which can be steered to the set S in N steps under the policy pi(·). An algorithm
to compute an inner approximation of such a set is presented subsequently in Section 5.
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Definition 3 (Region of Attraction (ROA)). The Region of Attraction (ROA) for Algorithm 2, denoted by R,
is defined as the union of the Nt-Step Robust Controllable Sets to the terminal set XN under the policy (29),
for Nt ∈ {1, 2, . . . , N}. This ensures that X ⊇ R ⊇ XN , and from Theorem 1,
x0 ∈ R =⇒ xt ∈ R, ∀t ≥ 0,
where xt+1 = Axt +Bu¯
?
t|t + wt for all t ≥ 0.
The Region of Attraction contains the origin due to Assumption 2, and all the states from where the
reformulation of problem (27)-(28) is feasible with at least one horizon length Nt ∈ {1, 2, . . . , N}. The fact
R ⊇ XN is inferred from the candidate policy (33) (see case 1, proof of Theorem 1).
Remark 3. The N1-Step Robust Controllable Set to XN under the MPC policy
pi(x) = u?t (xt) = u¯
?
t|t, ∀t ≥ 0, (34)
synthesized by solving the reformulation of (27)-(28) for a fixed horizon length N1, is not necessarily a subset
of the corresponding N2-Step Robust Controllable Set, for any N2 > N1. In other words, any N -Step Robust
Controllable set to XN under MPC policy (34) is not a robust control invariant set [6, Chapter 10]. This is
different than standard robust MPC methods [9–11] because the description of the uncertainty along the horizon
(16)-(20) is different and more conservative compared to the one used in the calculation of the terminal robust
positive invariant set in Algorithm 1.
Assumption 3. The stage cost `(·, ·) in (27) is chosen as `(x, u) = x>Px+ u>Ru for some P = P>  0 and
R = R>  0, which is continuous and positive definite in domain R× U .
Assumption 4. The terminal cost Q(·) in (27) is chosen as
Q(x) = x>PNx, (35)
where the matrix PN  0 satisfies
x>(−PN + (P +K>RK) + (A¯+ B¯K)>PN (A¯+ B¯K))x ≤ 0, (36)
∀x ∈ XN .
The condition (36) can be satisfied by solving a Linear Matrix Inequality [47].
Definition 4 (Input to State Stability (ISS) [48]). Consider system (1) in closed-loop with the MPC controller
(29), obtained from (16)-(20) and the reformulation of (27)-(28), given by
xt+1 = Axt +Bu¯
?
t|t + wt, ∀t ≥ 0. (37)
We say that the closed-loop system (37) is ISS with respect to the origin if for all ‖w˜t‖∞ ≤ w˜max, t ≥ 0, x0 ∈ R
‖xt+1‖ ≤ β(‖x0‖, t+ 1) + γ
(‖w˜i‖L∞),
where w˜i = ∆
tr
Axi+∆
tr
Bui+wi, ‖·‖ denotes any vector norm, signal norm is given by ‖w˜i‖L∞ = supi={0,1,...,t} ‖w˜i‖,
and β(·, ·) is a class-KL function and γ(·) is a class-K function.
Note that in standard MPC strategies with quadratic cost, the finite time optimal control problem can be
reformulated as a parametric Quadratic Program (QP). This fact is used in [11] to show continuity of the value
function and then to prove ISS of the origin. In the proposed approach, the value function from Algorithm 2,
i.e., optimal cost J?(xt, t
(N?t )) is not given by the solution to a parametric QP. Therefore its continuity cannot
be guaranteed, and the standard technique from [11] cannot be used to prove ISS of the origin. Instead, we
use the the following modified definition of an ISS Lyapunov function, which requires continuity of the value
function only at the origin.
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Definition 5 (ISS Lyapunov Function [48]). Consider system (1) in closed-loop with the MPC controller (29),
given by (37). Then the origin is Input to State Stable (ISS), with a region of attraction R ⊂ Rd, if there exists
class-K∞ functions α1(·), α2(·), α3(·), a class-K function σ(·) and a function V (·) : Rd 7→ R≥0 continuous at
the origin, such that,
α1(‖x‖) ≤ V (x) ≤ α2(‖x‖), ∀x ∈ R,
V (xt+1)− V (xt) ≤ −α3(‖xt‖) + σ(‖w˜i‖L∞),
where w˜i = ∆
tr
Axi + ∆
tr
Bui + wi. Function V (·) is called an ISS Lyapunov function for (37).
Theorem 2. Let Assumptions 1-4 hold and let x0 ∈ R. Then, the optimal cost of the reformulation of (27),
i.e., J?(xt, t
(N?t )) is an ISS Lyapunov function for closed-loop system (37). This guarantees Input to State
Stability of the origin.
Proof. Similar to the proof of Theorem 1, we prove this by considering the following two cases:
Case 1: (N?t = 1) Consider the case of N
?
t = 1. The optimal nominal cost at time step t is written as
J?(xt, t
(1)) = `(x¯?t|t, u¯
?
t|t) +Q(x¯
?
t+1|t)
= `(x¯?t|t, u¯
?
t|t) + (x¯
?
t+1|t)
>PN x¯?t+1|t,
≥ `(x¯?t|t, u¯?t|t) + `(x¯?t+1|t, u¯?t+1|t) + ((A¯+ B¯K)x¯?t+1|t)>PN ((A¯+ B¯K)x¯?t+1|t), (38a)
= `(x¯?t|t, u¯
?
t|t) + q(x¯
?
t+1|t), (38b)
where in (38a) we have used Assumption 4, and at time step (t + 1) the feasible input u¯t+1|t = Kx¯?t+1|t as
discussed in (33). As (33) is a feasible policy at time step (t + 1) with horizon length Nt+1 = 1, the optimal
cost of the MPC problem for any horizon length N?t+1 = {1, 2, . . . , N} can be upper bounded as,
J?(xt+1, t
(N?t+1)) ≤ `(x¯t+1|t+1, u¯t+1|t(x¯t+1|t+1)) +Q(x¯t+2|t+1)
= q(x¯t+1|t+1), (39)
with x¯t+1|t+1 = x¯?t+1|t + w˜t, with w˜t = ∆
tr
Axt + ∆
tr
Bu¯
?
t|t + wt. Combining (38b)–(39) we obtain,
J?(xt+1, t
(N?t+1))− J?(xt, t(1))
≤ q(x¯?t+1|t + w˜t)− `(x¯?t|t, u¯?t|t)− q(x¯?t+1|t),
≤ −`(x¯?t|t, u¯?t|t) + Lq‖w˜t‖,
≤ −`(x¯?t|t, 0) + Lq‖w˜t‖,
≤ −α3(‖xt‖2) + Lq‖w˜i‖L∞ , with α1(·) = α3(·),
(40)
where q(·) is Lq-Lipschitz as it is a sum of quadratic terms in compact set X .
Case 2: (N?t ≥ 2) Consider the case of N?t ≥ 2. From Assumption 3 we know that, α1(‖xt‖2) ≤ `(x, 0) ≤
J?(xt, t
(N?t )) for some α1(·) ∈ K∞ and for all x ∈ R. Moreover, since (27) can be reformulated into a parametric
QP for each horizon length Nt, constraint set (5) is compact, and J
?(0, t(N
?
t )) = 0, from [11, Theorem 23], we
know J?(xt, t
(N?t )) ≤ α2(‖xt‖2) for some α2(·) ∈ K∞ and for all xt ∈ R. Now say
J?(xt, t
(N?t )) =
t+N?t −1∑
k=t
`(x¯?k|t, u¯
?
k|t) +Q(x¯
?
t+N?t |t)
= `(x¯?t|t, u¯
?
t|t) + q(x¯
?
t+1|t), (41)
where {x¯?t|t, x¯?t+1|t, . . . , x¯?t+N?t |t} is the optimal predicted nominal trajectory under the optimal nominal input
sequence {u¯?t|t, u¯?t+1|t, . . . , u¯?t+N?t −1|t}, where u¯
?
k|t = u
?
k|t(x¯
?
k|t) for all k ∈ {t, t+ 1, . . . , t+ (N?t − 1)}. The quantity
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q(x¯?t+1|t) provides the total nominal cost from time step (t+ 1) to (t+N
?
t ) under the following optimal control
policy
{u?t+1|t(·), . . . , u?t+N∗t −1|t(·)}. (42)
We prove (see proof of Lemma 1 in the Appendix) that (30) is a feasible policy sequence for the reformulation of
(27) with constraint tightening (28), at time step (t+1) with horizon length Nt+1 = (N
?
t −1). After x¯t+1 = xt+1
is obtained with closed-loop system evolution (37), with this feasible policy sequence (42), the optimal nominal
cost of the reformulation of (27) at time step (t+1) for any possible optimal horizon length N?t+1 ∈ {1, 2, . . . , N}
can be bounded as
J?(xt+1, t
(N?t+1)) ≤
t+N?t −1∑
k=t+1
`(x¯k|t+1, u?k|t(x¯k|t+1)) +Q(x¯t+N?t |t+1),
= q(x¯t+1|t+1), (43)
where we have used the feasible nominal trajectory obtained with the policy (42), given as
x¯k|t+1 = A¯k−t−1(A¯xt + B¯u?t|t(xt) + w˜t) +
k−1∑
i=t+1
A¯k−1−iB¯u?i|t(x¯k|t+1),
for k = {t+ 2, t+ 3, . . . , t+N?t }, Moreover, we know that
x¯t+1|t+1 = x¯?t+1|t + w˜t, with w˜t = ∆
tr
Axt + ∆
tr
Bu¯
?
t|t + wt. (44)
Combining (41)–(44) we obtain,
J?(xt+1, t
(N?t+1))− J?(xt, t(N?t ))
= q(x¯?t+1|t + w˜t)− `(x¯?t|t, u¯?t|t)− q(x¯?t+1|t),
≤ −`(x¯?t|t, u¯?t|t) + Lq‖w˜t‖, with w˜t = ∆trAxt + ∆trBu¯?t|t + wt
≤ −`(x¯?t|t, 0) + Lq‖w˜t‖,
≤ −α3(‖xt‖2) + Lq‖w˜i‖L∞ , with α1(·) = α3(·),
(45)
where q(·) is Lq-Lipschitz, as q(·) is a sum of quadratic terms in compact set X . Combining (40) and (45), the
origin of (37) is ISS.
Corollary 1. There exist matrices P  0 and R  0 used for the stage cost in Assumption 3, such that the
origin of (37) is Input to State stable w.r.t. the disturbance signal w.
Proof. From (45) or (40) consider
J?(xt+1, t
(N?t+1))− J?(xt, t(N?t ))
≤ −`(x¯?t|t, u¯?t|t) + Lq‖w˜t‖, with w˜t = ∆trAxt + ∆trBu¯?t|t + wt,
≤ −`(x¯?t|t, u¯?t|t) + Lq‖∆Axi + ∆Bui‖L∞ + Lq‖wi‖L∞ , (triangle inequality),
≤ −α4(‖xt‖2) + Lq‖wi‖L∞ , with |`(x¯?t|t, u¯?t|t)| > Lq‖∆Axi + ∆Bui‖L∞ , (46a)
where (46a) can be ensured with sufficiently large choice of matrices P,R  0. Equation (46) implies that the
origin of (37) is ISS w.r.t. the disturbance.
Corollary 1 verifies the intuition that in the absence of additive disturbance in system (1), a sufficient condition
for asymptotic convergence to the origin can be achieved by incurring added cost. This extra cost is to be paid
due to the presence of uncertainty in the system matrices.
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Remark 4. Note that Assumption 1 is used for constructing a robust positive invariant terminal set for system
(24). This enables a choice of terminal cost Q(·) in Assumption 4, which is used for proving Theorem 2. If
one wishes to relinquish such Input to State Stability properties, Assumption 1 can be disposed off and a robust
control invariant terminal set XN can be chosen for system (1), following [6, Chapter 10]. Feasibility guarantees
of Theorem 1 would remain unaltered.
5 Discussion
5.1 On Obtaining Computationally Efficient Bounds (16)-(20)
Since the vertex enumeration and evaluation based approach mentioned in Section 3.2 does not scale well with
the horizon length N , motivated by [25, Proof of Theorem 4] one can opt for an alternative bounding strategy,
where such evaluation is restricted up to only a cut-off horizon length N¯ . Recall the optimization problem from
(16), given by
max
A∆∈PA∆
‖F xi Aδ‖∗, with Aδ = A¯v

IN ⊗ (A∆ − A¯)
IN ⊗ (A2∆ − A¯2)
...
IN ⊗ (AN−1∆ − A¯N−1)
 . (47)
Using the triangle and Ho¨lder’s inequalities, and the submultiplicative3 and consistency properties of induced
norms, (47) can be upper bounded (see Appendix for a derivation) for any cut-off horizon N¯ < N as follows:
max
A∆∈PA∆
‖F xi Aδ‖∗ ≤ t¯i0 + max
∆A∈PA
(
N∑
j=N¯+1
‖F xi [(j − 1)d+ 1 : jd]‖∗
( j−N¯∑
k=1
(
j−k∑
l=1
(
j − k
l
)
‖A¯‖j−k−lp ‖∆A‖lp)
))
,
= ti0, (48)
with
t¯i0 = max
∆1∈PA∆
...
∆N¯−1∈PN¯−1A∆
‖F xi A¯1:(N¯−1)v

IN ⊗ (∆1 − A¯)
IN ⊗ (∆2 − A¯2)
...
IN ⊗ (∆N¯−1 − A¯N¯−1)
 ‖∗,
where A¯n1:n2v denotes
[
A
(n1)
v A
(n1+1)
v . . . A
(n2)
v
]
, with the associated matrices defined in the Appendix, and
F xi [n1 : n2] denotes the n1 to n2 columns of the row vector F
x
i , for i ∈ {1, 2, . . . , s(N − 1) + r}. Using the above
derived bound (48) we obtain:
max
A∆∈PA∆
∆A∈PA
‖F xi Aδ∆A‖∗ ≤ ti0 max
∆A∈PA
‖∆A‖p = ti1, (49)
where we have used the consistency property of induced norms, for any p = 1, 2,∞. Similarly, we bound
max
A∆∈PA∆
∆B∈PB
‖F xi Aδ∆B‖∗ ≤ ti0 max
∆B∈PB
‖∆B‖p = ti2, (50)
and,
max
A∆∈PA∆
‖F xi AδB¯‖∗ ≤ ti0‖B¯‖p = ti3, (51)
3The property is given by ‖XY ‖p ≤ ‖X‖p‖Y ‖p for any induced p-norm of two matrices X,Y
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and finally
max
A∆∈PA∆
‖F xi A¯vA∆‖∗, with A∆ from (13),
≤ t¯iw + max
A∆∈PA∆
(
N−1∑
j=N¯
‖F xi A(j)v ‖∗‖(IN ⊗A∆)j‖p
)
, with t¯iw = max
∆1∈PA∆
...
∆N¯−1∈PN¯−1A∆
‖F xi A¯1:(N¯−1)v

IN ⊗∆1
IN ⊗∆2
...
IN ⊗∆N¯−1
 ‖∗
= t¯iw + max
∆A∈PA
(
N−1∑
j=N¯
‖F xi A(j)v ‖∗
∥∥∥((IN ⊗ A¯) + (IN ⊗∆A))j∥∥∥
p
)
,
≤ t¯iw + max
∆A∈PA
(
N−1∑
j=N¯
‖F xi A(j)v ‖∗
(
‖(IN ⊗ A¯)j‖p +
j∑
k=1
(
j
k
)
‖(IN ⊗ A¯)‖j−kp ‖(IN ⊗∆A)‖kp
))
,
= tiw, (52)
for all i ∈ {1, 2, . . . , s(N − 1) + r}, where in (52) we have used the property of two matrices X and Y
‖(X + Y )n‖p ≤ ‖Xn‖p +
n∑
k=1
(
n
k
)
‖X‖n−kp ‖Y ‖kp, ∀n ∈ {N¯ , N¯ + 1, . . . , N − 1}.
This cut-off horizon N¯ can be chosen based on the available computational resources at the expense of more
conservatism of the bounds (48)-(52) over (16)-(20).
5.2 On Computationally Efficient Alternatives to (27)
There are several computationally cheaper options that can be opted for to lower the computational burden of
solving (27), while maintaining robust satisfaction guarantees of (5). Next we list two such key methods:
(I) Once the reformulation of (27) yields a feasible solution with any horizon length Nt = N¯ , from time step
(t+ 1) onward, instead of solving N optimization problems in the reformulation of (27), it is sufficient to solve
just two problems: with horizon length Nt+1 chosen as N¯ and (N¯ − 1), for any N¯ ≥ 2. In this case (30) is a
guaranteed feasible input sequence at time step (t+1). On the other hand, if N¯ = 1, then Nt+1 = 1 is sufficient
for solving (27). The guarantees of feasibility in this case follow from Case 1 in the proof of Theorem 1.
(II) Following [10, Section 3.4], another computationally cheap alternative is to solve (27) only at time step
t = 0 and then using a computed open-loop policy sequence with system (1) without resolving (27) for all t ≥ 1.
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That is, at time step t = 0, we solve
V MPC0→0+N0(x0, t
(N0)
w , t
(N0)
1 , t
(N0)
2 , t
(N0)
3 , N0) :=
min
M
(N0)
0 ,u¯
(N0)
0
x¯
(Nt)
0
N0−1∑
k=0
`(x¯k|0, u¯k|0) +Q(x¯N0|0)
s.t. xk+1|0 = Axk|0 +Buk|0(xk|0) + wk|0, with A = A¯+ ∆A, B = B¯ + ∆B,
x¯k+1|0 = A¯x¯k|0 + B¯u¯k|0,
uk|0(xk|0) =
k−1∑
l=0
Mk,l|0wl|0 + u¯k|0,
max
w0∈W
∆A∈PA
∆B∈PB
F x
(
(A¯ + A¯1∆A)x¯
(N0)
0 + (B¯ + A¯1∆B)(M
(N0)
0 w0 + u¯
(N0)
0 ) + · · ·
· · ·+ (A¯1 − Id)B¯M(N0)0 w0 + w0
) ≤ fxtight, (53)
max
w0∈W
Hu
(
M
(N0)
0 w0 + u¯
(N0)
0
)
≤ hu,
∀k = {0, 1, . . . , (N0 − 1)},
x0|0 = xS , x¯0|0 = xS ,
where the tightened state constraints fxtight are given by
fxtight = f
x − t(N0)1 ‖x¯(N0)t ‖ − (t(N0)2 + t(N0)3 )‖M(N0)0 ‖pwmax − t(N0)2 ‖u¯(N0)0 ‖ − t(N0)w wmax. (54)
Once (53)-(54) is feasible at time step t = 0 for some N0 ∈ {1, 2, . . . , N}, an appropriate horizon length Nol ≤ N
is chosen along with the corresponding optimal policy sequence
{u?0|t, u?1|t(·), . . . , u?(Nol−1)|t(·)}. (55)
From time step t = 1 onward the computed optimal policy sequence (55) can be rolled-out until reaching the
terminal set. Then after Nol time steps onward the safe terminal policy (23) can be applied to (1). That is, a
safe open-loop policy is obtained as
Πsafeol (xt) =
{
u?t|0(xt) if t ≤ (Nol − 1).
Kxt otherwise.
(56)
This safe policy in (56) continues to maintain the guarantees of robust satisfaction of (5) for all time steps,
without solving any optimization problem repeatedly.
Remark 5. The term x¯max in (28) is replaced with x¯
(N0)
t in (54). So in (54) the predicted nominal trajectory
x¯
(N0)
0 is an optimization variable and this might reduce conservatism compared to (28). Note that the constraint
tightening strategy (54) in (27) would result in the loss of the guarantees from Theorem 1 (a detailed proof of
this fact is included in the Appendix).
5.3 Obtaining an Inner Approximation of the N-Step Robust Controllable Set
In this section, we present an algorithm following [44] which may be used to inner approximate the N -Step
Robust Controllable set to the terminal set XN under the policy
u?t (xt) = u¯
?
t|t, ∀t ≥ 0, (57)
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synthesized by solving the reformulation of problem (27)-(28), or problem (53)-(54) for a fixed horizon length N .
For (27)-(28), the union of these sets for N0 ∈ {1, 2, . . . , N} provides an inner approximation to the Region of
Attraction, from where guarantees of Theorem 1 hold. On the other hand for (53)-(54) such a set approximation
gives an inner estimate of the region where safe policy (56) is valid (using N = Nol). Given a vector v ∈ Rd,
we define the following optimization problem at time step t = 0:
P (N, v) =
min
x0,M
(N)
0 ,u¯
(N)
0
x¯N0
v>x0
s.t. (v⊥)>x0 = 0,
x0|0 = x¯0|0 = x0,
xk+1|0 = Axk|0 +Buk|0(xk|0) + wk|0, with A = A¯+ ∆A, B = B¯ + ∆B,
x¯k+1|0 = A¯x¯k|0 + B¯u¯k|0,
uk|0(xk|0) =
k−1∑
l=0
Mk,l|0wl|0 + u¯k|0,
max
w0∈W
∆A∈PA
∆B∈PB
F x((A¯ + A¯1∆A)x¯
(N)
0 + (B¯ + A¯1∆B)(M
(N)
0 w0 + u¯
(N)
0 ) + (A¯1 − Id)B¯M(N)0 w0 + w0) ≤ fxtight,
max
w0∈W
Hu
(
M
(N)
0 w0 + u¯
(N)
0
)
≤ hu,
∀k = {0, 1, . . . , N − 1},
(58)
with fxtight chosen as per (28) or (54), where v
⊥ ∈ Rd is a vector perpendicular to v ∈ Rd. Therefore, given a
user-defined set of vectors D = {v(1), v(2), . . . , v(n)}, problem (58) can be solved repeatedly and the convex hull
of the optimal initial states x?0 provides an inner approximation to the N -step Robust Controllable set to XN
under (57). Algorithm 3 summarizes this procedure.
Algorithm 3 Approximate N -Step Robust Controllable Set
Inputs: Set of vectors D = {v(1), v(2), . . . , v(n)} and horizon N
Initialize: N -Step Robust Controllable Set RN = ∅
for v(i) ∈ D do
Solve P (N, v(i)) from (58). Let x?0 be the optimal initial state from P (N, v
(i))
Set RN = conv{RN ∪ {x?0}}
end for
Output: Approximate N -Step Robust Controllable Set RN .
Applying Algorithm 3 for each horizon length N0 ∈ {1, 2, . . . , N} and taking a union of the outputs provides
an inner approximation to the Region of Attraction of Algorithm 2. That is,
R ⊆
N⋃
N0=1
RN0 . (59)
We use Algorithm 3 and (59) for our numerical comparisons presented in Section 6.
6 Numerical Simulations
We present our numerical simulations for two different scenarios. For the first considered scenario, we go from
a norm representation of the matrix uncertainty as considered in [25,26,33] to a sufficient vertex representation
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in (4). See Remark 1 in Section 2 for further details. In the second example we assume additional information
on the structure of the uncertainty in (4), thus lowering the number of vertex matrices na and nb, while
keeping the norm of the worst-case uncertainty unchanged. Algorithm 2 is implemented with control horizons
of Nt ∈ {1, 2, 3, 4, 5} for all t ≥ 0, and using the computationally efficient boundings (48)-(51). Based on
computational limitations, cut-off horizon length is chosen as N¯ = 3 for the case of N = 5 in Section 6.1. We
solve all the resulting quadratic programs with the YALMIP interface [49] in MATLAB and using the Gurobi
solver [50].
6.1 No Structure Information on Uncertainty
In this section we compare the performance of our Algorithm 2 with that of the finite dimensional algorithm
of [26, Section 2.3] For our comparisons, we compute approximate solutions to the following infinite horizon
robust optimal control problem
min
u0,u1(·),...
∑
t≥0
10 ‖x¯t‖22 + 2 ‖ut(x¯t)‖22
s.t. xt+1 = Axt +But(xt) + wt, with A = A¯+ ∆A, B = B¯ + ∆B,
x¯t+1 = A¯x¯t + B¯ut(x¯t),−8−8
−4
 ≤ [ xt
ut(xt)
]
≤
88
4
 ,
∀wt ∈W, ∀∆A ∈ PA, ∀∆B ∈ PB,
x0 = xS , t = 0, 1, . . . ,
(60)
with disturbance set W = {w : ‖w‖∞ ≤ 0.1}, where
A¯ =
[
1 0.15
0.1 1
]
, B¯ =
[
0.1
1.1
]
, and A =
[
1 0.1
0 1
]
, B =
[
0
1
]
.
For solving (60), assuming the presence of uncertainty in each entry of matrices A¯ and B¯, we consider the
uncertainty sets
PA = conv
([±0.1 0
0 ±0.1
]
,
[±0.1 0
±0.1 0
]
,
[
0 ±0.1
±0.1 0
]
,
[
0 ±0.1
0 ±0.1
])
, (16 matrices)
PB = conv
([ 0
±0.1
]
,
[±0.1
0
])
(4 matrices),
which include the uncertainty sets considered in [26], given by
ΦA,∞ = {φ ∈ R2×2 : max
x6=0
‖φx‖∞
‖x‖∞ ≤ 0.1}, ΦB,∞ = {φ ∈ R
2×1 : max
x 6=0
‖φx‖∞
‖x‖∞ ≤ 0.1}. (61)
The feedback gain K satisfying Assumption 1 is chosen to be K = −[0.6537, 0.5133]. Recall the notion of the
Region of Attraction of Algorithm 2 from Definition 3 and also its inner approximation introduced in (59). The
following comparison demonstrates that for the considered example, with a very high probability, the Region
of Attraction of the proposed Algorithm 2 is larger than the set of points from where the constrained LQR
algorithm of [26, Section 2.3] is feasible4. This is shown by comparing the approximate Region of Attraction
of Algorithm 2 (see (59)) to the approximate Region of Attraction of the controller in [26, Section 2.3]. The
latter is approximated by considering Ninit  0 samples of initial conditions xS , and then taking a convex
hull of the initial conditions for which the control synthesis problem [26, Equation 2.8] is feasible. This verifies
the effectiveness of our novel bounds (16)-(19)/(48)-(51) and the corresponding constraint tightening strategy
(28)/(54).
4Note that we do not show a cost comparison in this case, since [26] minimizes an expected cost and we minimize a nominal cost
in (60).
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Solving (27)-(28)
We now choose a set of Ninit = 1600 initial states xS , created by a 40× 40 uniformly spaced grid of the set of
state constraints in (60). From each of these initial state samples we check the feasibility of the constrained
LQR synthesis problem in [26, Section 2.3]. We run all the simulations for an FIR length (same as control
horizon length) of L = 15. The values of parameters for constraint tightenings are chosen as τ = 0.99 and
τ∞ = 0.2 after a grid search. See [26, Problem 2.8] for further details on these parameters. The convex hull of
 Approx. ROA of Algorithm 2  Approx. ROA of Controller in [26]
Figure 1: Comparison of the Approximate Region of Attraction of Algorithm 2 and the convex hull of the
feasible initial state samples with [26, Section 2.3]. The Approximate Region of Attraction of Algorithm 2 is
obtained as per (59) with N0 ∈ {1, 2, 3, 4, 5}. The convex hull of the set of feasible initial state samples with
the constrained LQR algorithm of [26, Section 2.3] approximates its Region of Attraction.
the feasible initial state samples with the algorithm of [26, Section 2.3], which inner approximates its Region
of Attraction, is then compared to the approximate Region of Attraction of Algorithm 2. This comparison is
shown in Fig. 1. The approximate Region of Attraction of Algorithm 2 is about 13 times as large in volume and
is a superset of the approximate Region of Attraction of the algorithm of [26, Section 2.3], as shown in Fig. 1.
This indicates that the proposed Algorithm 2 is able to attain a set of feasible initial conditions larger than the
System Level Synthesis based approach in [26], with very high probability (due to the use of samples).
Solving (53)-(54)
As the constrained LQR algorithm of [26, Section 2.3] does not solve an optimization problem at every time
step, the computational burden of our Algorithm 2 to obtain the results in Fig. 1 might be higher. For an
appropriate comparison, we resort to a computationally cheaper strategy as described in (II) of Section 5.2. We
solve the control synthesis problem (53)-(54) at time step t = 0 for N0 ∈ {1, 2, 3, 4, 5}, and then consider the
cases of Nol ∈ {2, 3, 4, 5}. We call the inner approximation of the corresponding N -step Robust Controllable
Set to XN for N = Nol obtained from Algorithm 3 as the approximate Nol-Step Robust Controllable Set. Inside
this approximate Nol-Step Robust Controllable Set, we have the guarantee of robust satisfaction of (5) for all
time steps t ≥ 0 by applying the safe policy (56).
The comparison of the approximate Nol-Step Robust Controllable Sets and the approximate Region of
Attraction of the algorithm of [26, Section 2.3] is shown in Fig. 2. We see that as Nol increases, the volume
of the approximate Nol-Step Robust Controllable Set shrinks. See Remark 3 in Section 4 for an explanation
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 Approx. Nol-Step Robust Controllable Set  Approx. ROA of Controller in [26]
Nol = 2 Nol = 3, 4 (comparable sets) Nol = 5
Figure 2: Comparison of the approximate Nol-Step Robust Controllable Sets and the convex hull of the feasible
initial state samples with [26, Section 2.3]. Feasibility for problem (53)-(54) is considered with Nol ∈ {2, 3, 4, 5}.
A safe open-loop policy (56) is guaranteed to exist at all times with initial states in the blue regions, which are
the approximate Nol-Step Robust Controllable Sets. The red region is the approximate Region of Attraction of
the controller in [26, Section 2.3].
to this atypical behavior. For Nol = 2, the set is a superset and is still about 12 times bigger in volume to
the approximate Region of Attraction of the controller in [26, Section 2.3]. But for Nol = 5, the volume of the
set is only about 1.8 times larger compared to that of the approximate Region of Attraction of the controller
in [26, Section 2.3]. For Nol ≥ 8, the approximate Nol-Step Robust Controllable Sets become empty. This is
because our computationally cheap approach (II) in Section 5.2 faces extra conservatism for longer horizons
Nol ≥ 5, due to boundings (48)-(52) taking effect after cut-off horizon N¯ = 3.
Thus we conclude that the System Level Synthesis based approaches such as [25, 26, 33] obtain improved
constraint tightenings for such long horizons, compared to our proposed (28) and (54). This improvement comes
at the expense of additional grid search of parameters τ, τ∞ for deciding the constraint tightenings, which is
absent in (16)-(19) or (48)-(51). However, notice that in the above comparisons, the FIR length (i.e., the control
horizon) of the algorithm in [26, Section 2.3] is kept constant at L = 15. Thus, the comparison of the trend in
Fig. 2 is not the same if the FIR length L is lowered. Upon lowering L from 15 to 6, the approximate Region of
Attraction of the algorithm in [26, Section 2.3] becomes empty, implying its limitation in shorter horizons due
to higher uncertainty in the truncated FIR response tail.
Remark 6. As Fig. 2 suggests, choice of shorter horizons are preferable in the considered example for obtaining
a larger size of an approximate Nol-Step Robust Controllable Set. This is explained by the properties discussed in
Remark 3, which suggest that longer horizon choices may not be beneficial for enlarging the Region of Attraction
of Algorithm 2.
6.2 Exploiting Structure Information on Uncertainty
For this case we still find solutions to (60) with
A¯ =
[
1 0.15
0.1 1
]
, B¯ =
[
0.1
1.1
]
, and A =
[
1 0.1
0 1
]
, B =
[
0
1
]
,
but now with the uncertainty sets
PA = conv
([ 0 0.1
0.1 0
]
,
[
0 −0.1
0.1 0
]
,
[
0 0.1
−0.1 0
]
,
[
0 −0.1
−0.1 0
])
, (4 matrices) (62)
PB = conv
([ 0
±0.1
]
,
[±0.1
0
])
(4 matrices).
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That is, we consider uncertainty in only the off-diagonal terms of A¯, assuming that the diagonal terms are
known. The uncertainty set considered in [26] is still given by
ΦA,∞ = {φ ∈ R2×2 : max
x6=0
‖φx‖∞
‖x‖∞ ≤ 0.1}, ΦB,∞ = {φ ∈ R
2×1 : max
x 6=0
‖φx‖∞
‖x‖∞ ≤ 0.1}.
The feedback gain K satisfying Assumption 1 is chosen to be K = −[0.4667, 0.4258].
Solving (27)-(28)
The comparison of the approximate Region of Attraction of Algorithm 2 and the approximate Region of At-
traction of the controller in [26, Section 2.3] is shown in Fig. 3. We see that in this case the volume of the
 Approx. ROA of Algorithm 2  Approx. ROA of Controller in [26]
Figure 3: Comparison of the Approximate Region of Attraction of Algorithm 2 and the convex hull of the
feasible initial state samples with [26, Section 2.3]. The Approximate Region of Attraction of Algorithm 2 is
obtained as per (59) with N0 ∈ {1, 2, 3, 4, 5}. The convex hull of the set of feasible initial state samples with
the constrained LQR algorithm of [26, Section 2.3] approximates its Region of Attraction.
approximate Region of Attraction of Algorithm 2 is about 14 times bigger than the approximate Region of
Attraction of the controller in [26, Section 2.3]. This improvement over Fig. 1 is a consequence of exploiting
structural information on the uncertainty which leads to a lower number of vertex matrices in (62) compared
to the example in Section 6.1. The System Level Synthesis based method in [26] does not utilize such structure
information, rendering the norm representation of uncertainty more conservative in this situation.
Solving (53)-(54)
Considering our computationally efficient strategy (II) in Section 5.2, the comparison of the approximate Nol-
Step Robust Controllable Sets for Nol ∈ {2, 3, 4, 5}, and the approximate Region of Attraction of the algorithm
of [26, Section 2.3] is shown in Fig. 4. All the approximate Nol-Step Robust Controllable Sets for Nol ∈ {2, 3, 4, 5}
are larger in volume than the approximate Region of Attraction of the controller in [26, Section 2.3]. Compared
to Fig. 2, this significant improvement is again a consequence of exploiting structural information on the
uncertainty which leads to a lower number of vertex matrices in (62). This allows us to use bounds (16)-(20)
which involve vertex enumerations, and avoid the more conservative bounds (48)-(52).
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 Approx. Nol-Step Robust Controllable Set  Approx. ROA of Controller in [26]
Nol = 2 Nol = 3, 4, 5 (comparable sets)
Figure 4: Comparison of the Approximate Nol-Step Robust Controllable Sets and the convex hull of the feasible
initial state samples with [26, Section 2.3]. Feasibility for problem (53)-(54) is considered with Nol ∈ {2, 3, 4, 5}.
A safe open-loop policy (56) is guaranteed to exist at all times with initial states in the blue regions, which are
the approximate Nol-Step Robust Controllable Sets. The red region is the approximate Region of Attraction of
the controller in [26, Section 2.3].
7 Conclusions
We proposed an approach to design a Model Predictive Controller (MPC) for constrained uncertain Linear
Time Invariant systems. The uncertainty considered included both mismatch in the system dynamics matrices,
and an additive disturbance in the system model. With set based bounds for each component of the model
uncertainty being known at the time of control design, we proposed a novel optimization based constraint
tightening strategy utilizing these bounds. The MPC controller achieved robust satisfaction of the imposed
state and input constraints for all realizations of the uncertainty, while planning over nominal trajectories that
avoid restrictive constraint tightenings. We further proved the recursive feasibility of the controller in closed-
loop and Input to State Stability of the origin with appropriate choice of terminal conditions and an adaptive
horizon strategy. Moreover, via a detailed numerical example we demonstrated that for the considered scenario
our controller obtained a larger set of feasible initial conditions compared to the System Level Synthesis based
constrained LQR algorithm of [26].
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Appendix
Prediction Dynamics Matrices in (10)
The matrices Ax,Au,A∆u and Aw in (10) are given by
Ax =

A¯+ ∆A 0 0 . . . 0
(A¯+ ∆A)∆A A¯+ ∆A 0 . . . 0
(A¯+ ∆A)
2∆A (A¯+ ∆A)∆A A¯+ ∆A . . . 0
...
...
...
. . .
...
(A¯+ ∆A)
N−1∆A (A¯+ ∆A)N−2∆A . . . . . . A¯+ ∆A
 ∈ RdN×dN ,
Au =

B¯ + ∆B 0 0 . . . 0
(A¯+ ∆A)∆B B¯ + ∆B 0 . . . 0
(A¯+ ∆A)
2∆B (A¯+ ∆A)∆B B¯ + ∆B . . . 0
...
...
...
. . .
...
(A¯+ ∆A)
N−1∆B (A¯+ ∆A)N−2∆B . . . . . . B¯ + ∆B
 ∈ RmN×dN ,
A∆u =

0 0 0 . . . 0
(A¯+ ∆A)B¯ 0 0 . . . 0
(A¯+ ∆A)
2B¯ (A¯+ ∆A)B¯ 0 . . . 0
...
...
...
. . .
...
(A¯+ ∆A)
N−1B¯ (A¯+ ∆A)N−2B¯ . . . (A¯+ ∆A)B¯ 0
 ∈ RdN×mN ,
Aw =

Id 0 0 . . . 0
(A¯+ ∆A) Id 0 . . . 0
(A¯+ ∆A)
2 (A¯+ ∆A) Id . . . 0
...
...
...
. . .
...
(A¯+ ∆A)
N−1 (A¯+ ∆A)N−2 . . . . . . Id
 ∈ RdN×dN .
We write matrices A¯1 and Aδ as:
A¯1 =

Id 0 0 . . . 0
A¯ Id 0 . . . 0
A¯2 A¯ Id . . . 0
...
...
...
. . .
...
A¯N−1 A¯N−2 . . . . . . Id
 ∈ RdN×dN , and Aδ = (Aw − A¯1) ∈ RdN×dN ,
which gives
Ax = A¯ +
(
A¯1 + Aδ
)
∆A, A
u = B¯ +
(
A¯1 + Aδ
)
∆B, and, A
∆u =
(
A¯1 − Id + Aδ
)
B¯.
The matrix A¯v is written as A¯v =
[
A
(1)
v A
(2)
v . . . A
(N−1)
v
]
, where matrices {A(1)v , A(2)v , . . . , A(N−1)v } are given
as
A(1)v =

0 0 0 . . . 0
Id 0 0 . . . 0
0 Id 0 . . . 0
...
...
...
. . .
...
0 0 . . . Id 0
 ∈ RdN×dN , A(2)v =

0 0 0 . . . 0
0 0 0 . . . 0
Id 0 0 . . . 0
0 Id 0 . . . 0
...
...
...
. . .
...
0 0 Id 0 0

∈ RdN×dN ,
and analogously for A(3)v , A
(4)
v , . . . , A
(N−1)
v .
(63)
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This gives
Aw = Id + A¯vA∆, with A∆ =

IN ⊗A∆
IN ⊗A2∆
...
IN ⊗AN−1∆
 , where A∆ = (A¯+ ∆A).
Reformulation of (27) via Duality of Convex Programs
We again consider the following two cases for satisfying the robust state constraints (27a).
Case 1: (Nt = 1) Consider the case of Nt = 1. As pointed out in (31), the robust state constraint in (27) for
this case can be simplified and written as
max
wt∈W
∆A∈PA
∆B∈PB
F x((A¯+ ∆A)x¯
(1)
t + (B¯ + ∆B)u¯
(1)
t + wt) ≤ fx, (64)
which we must solve exactly (i.e. find fx where the max is attained) for the uncertainty representation wt ∈
W, ∆A ∈ PA and ∆B ∈ PB, in order for guarantees of Theorem 1 to hold. First, consider row-wise, a part
from the left hand side of the inequality (64) which depend on wt, i.e.,
max
Hwwt≤hw
F xi wt.
Using duality of convex programs [46], this is equivalent to solving
min
λ
(1)
i
(λ
(1)
i )
>hw
s.t. λ
(1)
i ∈ Ra ≥ 0,
F xi = λ
(1)
i H
w,
(65)
for i ∈ {1, 2, . . . , r}. Using (65) in (64), one can write the robust state constraints in (27) for Nt = 1 equivalently
as
F x((A¯+ ∆
(j)
A )x¯
(1)
t + (B¯ + ∆
(k)
B )u¯
(1)
t ) + Λ
(1)hw ≤ fx,
Λ(1) ≥ 0,
F x = Λ(1)Hw,
∀j ∈ {1, 2, . . . , na}, ∀k ∈ {1, 2, . . . , nb}, (all vertices of ∆A and ∆B. Note, Nt = 1)
(66)
where
Λ(1) =

(λ
(1)
1 )
>
(λ
(1)
2 )
>
...
(λ
(1)
r )>
 ∈ Rr×a.
Case 2: (Nt ≥ 2) For this case we use a slightly conservative version of constraint tightening given by (28).
Offline before control synthesis, along with (16)-(20), we find the bounds
max
∆A∈PA
‖F xi A¯1∆A‖∗ ≤ ‖F xi A¯1‖∗ max
∆A∈PA
‖∆A‖p = t(Nt),iδA , (67a)
max
∆B∈PB
‖F xi A¯1∆B‖∗ ≤ ‖F xi A¯1‖∗ max
∆B∈PB
‖∆B‖p = t(Nt),iδB , (67b)
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for i ∈ {1, 2, . . . , s(Nt − 1) + r}, for any vector norm ‖ · ‖. For notational convenience let us define
t
(Nt)
δ1 = t
(Nt)
δA + t
(Nt)
1 ,
t
(Nt)
δ2 = t
(Nt)
δB + t
(Nt)
2 ,
tNtδ3 = t
(Nt)
δB + t
(Nt)
2 + t
(Nt)
3 ,
(68)
Using tightening (28), the robust state constraints (27a) can then be satisfied by imposing the sufficient condition
given as
max
wt∈W
(
F xi (A¯x¯
(Nt)
t + B¯(M
(Nt)
t wt + u¯
(Nt)
t ) + (A¯1 − Id)B¯M(Nt)t wt + wt) + t(Nt),iδ1 x¯max + t(Nt),iδ3 ‖M(Nt)t ‖pwmax+
· · ·+ t(Nt),iδ2 ‖u¯(Nt)t ‖+ t(Nt),iw wmax
)
≤ fxi , (69)
where we have used the Ho¨lder’s and the triangle inequality to bound F xi A¯1∆Ax¯
(Nt)
t and F
x
i A¯1∆B(M
(Nt)
t wt+
u¯
(Nt)
t ) for i ∈ {1, 2, . . . , s(Nt−1)+r}. Consider the part from the left hand side of the inequality which depends
on the disturbance value wt, i.e.,
max
wt∈W
(a
(Nt)
i )
>wt, (70)
with (a
(Nt)
i )
> = F xi (B¯M
(Nt)
t + (A¯1 − Id)B¯M(Nt)t + Id) ∈ R1×dNt . We can write (70) equivalently as
min
λ
(Nt)
i
(λ
(Nt)
i )
>hw
s.t. λ
(Nt)
i ∈ RaNt ≥ 0,
(Hw)>λ(Nt)i = a
(Nt)
i ,
for i ∈ {1, 2, . . . , s(Nt − 1) + r}. Therefore the robust state constraint in (27) can be replaced with the the
following sufficient constraints for any Nt ∈ {2, 3, . . . , N}:
F x(A¯x¯
(Nt)
t + B¯u¯
(Nt)
t ) + t
(Nt)
δ1 x¯max + t
(Nt)
δ2 ‖u¯(Nt)t ‖+ t(Nt)δ3 ‖M(Nt)t ‖pwmax + t(Nt),iw wmax + Λ(Nt)hw ≤ fx, (71a)
Λ(Nt) ≥ 0,
(Hw)>(Λ(Nt))> =
(
F x(B¯M
(Nt)
t + (A¯1 − Id)B¯M(Nt)t + Id)
)>
,
where
Λ(Nt) =

(λ
(Nt)
1 )
>
(λ
(Nt)
2 )
>
...
(λ
(Nt)
s(Nt−1)+r)
>
 ∈ R(s(Nt−1)+r)×aNt .
Note that using the tightening (54) would have changed t
(Nt)
δ1 x¯max in (71a) to t
(Nt)
δ1 ‖x¯t‖. The rest would remain
unaltered. This is used in solving (53).
For satisfying the robust input constraints (27b), the following scenario suffices:
Input Constraints: (Nt ≥ 1) Now considering the robust input constraints for any Nt ∈ {1, 2, . . . , N}, given
by
max
wt∈W
Hu
(
M
(Nt)
t wt + u¯
(Nt)
t
)
≤ hu, with Hu = INt ⊗Hu, hu = [(hu)>, (hu)>, . . . , (hu)>]>, (72)
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one can similarly show that (72) can be replaced by the following constraints:
(γ(Nt))>hw ≤ hu −Huu¯(Nt)t ,
(HuM
(Nt)
t )
> = (Hw)>γ(Nt),
γ(Nt) ∈ RaNt×oNt ≥ 0,
(73)
by introducing additional decision variables of γ(Nt) in (27) for each horizon length Nt ∈ {1, 2, . . . , N}. Note
that problems (66), (71) and (73) are all convex optimization problems that can be solved efficiently by existing
numerical solvers [50].
Proof of Lemma 1: Proving Feasibility of Sequence (30) for (69)
Without loss of generality, consider the case of a fixed horizon length N . Recall matrix F x from Section 3.2.
Let the matrix F xBi denote the (s(i− 1) + 1)-th to (s.i)-th rows of the matrix F x for i = {1, 2, . . . , N − 1}, and
F xBN denote the (s(N − 1) + 1)-th to the last, i.e., (s(N − 1) + r)-th rows of F x. Consider the matrices
F xBiAδ = F
x
BiA¯v

IN ⊗ (A∆ − A¯)
IN ⊗ (A2∆ − A¯2)
...
IN ⊗ (AN−1∆ − A¯N−1)
 = F xBi

0 0 0 . . . 0
(A∆ − A¯) 0 0 . . . 0
(A2∆ − A¯2) (A∆ − A¯) 0 . . . 0
...
...
...
. . .
...
(AN−1∆ − A¯N−1) (AN−2∆ − A¯N−2) . . . (A∆ − A¯) 0
 ,
for i = {1, 2, . . . , N}. These matrices can be written as
F xB1Aδ =
[
0 0 0 . . . 0
]
,
F xB2Aδ =
[
Hx(A∆ − A¯) 0 0 . . . 0
]
,
F xB3Aδ =
[
Hx(A2∆ − A¯2) Hx(A∆ − A¯) 0 . . . 0
]
,
F xB4Aδ =
[
Hx(A3∆ − A¯3) Hx(A2∆ − A¯2) Hx(A∆ − A¯) . . . 0
]
,
...
F xBNAδ =
[
HxN (A
N−1
∆ − A¯N−1) HxN (AN−2∆ − A¯N−2) HxN (AN−3∆ − A¯N−3) . . . 0
]
.
(74)
Let us denote the column vectors formed with row-wise ‖ · ‖∗ norm of each of the above matrices in (74) as tBiv ,
for any vector norm ‖ · ‖, and for i = {1, 2, . . . , N − 1}. It is easy to see that
tBiv ≥ tBjv , ∀i ≥ j. (75)
Recall t0 from (16), then from (75) we can infer that
tBi0 ≥ tBj0 , ∀i ≥ j, (76)
where tBiq denotes the (s(i− 1) + 1)-th to (s.i)-th rows of the vector tq for i = {1, 2, . . . , N − 1}. Here consider
indices q = {0, 1, 2, 3}. Using (76), from (17) and (18) we can infer that for block indices i = {1, 2, . . . , N − 1}:
tBi1 ≥ tBj1 , tBi2 ≥ tBj2 , and tBi3 ≥ tBj3 , ∀i ≥ j. (77)
Similarly, Consider the matrices
F xBiA¯vA∆ = F
x
BiA¯v

IN ⊗A∆
IN ⊗A2∆
...
IN ⊗AN−1∆
 = F xBi

0 0 0 . . . 0
A∆ 0 0 . . . 0
A2∆ A∆ 0 . . . 0
...
...
...
. . .
...
AN−1∆ A
N−2
∆ . . . A∆ 0
 ∈ Rs×dN ,
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for i = {1, 2, . . . , N}. These matrices can be written as
F xB1A¯vA∆ =
[
0 0 0 . . . 0
]
,
F xB2A¯vA∆ =
[
HxA∆ 0 0 . . . 0
]
,
F xB3A¯vA∆ =
[
HxA2∆ H
xA∆ 0 . . . 0
]
,
...
F xBNA¯vA∆ =
[
HxNA
N−1
∆ H
x
NA
N−2
∆ H
x
NA
N−3
∆ . . . 0
]
.
(78)
Recall tw from (20), then from (78) we can infer that for i = {1, 2, . . . , N − 1}:
tBiw ≥ tBjw , ∀i ≥ j. (79)
And finally we consider the matrices F xBiA¯1, for i = {1, 2, . . . , N}, which can be written as
F xB1A¯1 =
[
HxId 0 0 . . . 0
]
,
F xB2A¯1 =
[
HxA¯ HxId 0 . . . 0
]
,
F xB3A¯1 =
[
HxA¯2 HxA¯ HxId . . . 0
]
,
...
F xBNA¯1 =
[
HxN A¯
N−1 HxN A¯
N−2 HxN A¯
N−3 . . . HxId
]
.
(80)
Using (80) in (67) we obtain that for i = {1, 2, . . . , N − 1}:
tBiδA ≥ tBjδA, and tBiδB ≥ tBjδB, ∀i ≥ j. (81)
From (68), (77) and (81) we can finally conclude that for i = {1, 2, . . . , N − 1}:
tBiδ1 ≥ tBjδ1 , tBiδ2 ≥ tBjδ2 , and tBiδ3 ≥ tBjδ3 , ∀i ≥ j. (82)
Now consider time step t, and the robust state constraints5 (69) that uses tightening (28), given by
max
wt∈W
F x(A¯x¯t + B¯(Mtwt + u¯t) + (A¯1 − Id)B¯Mtwt + wt) ≤ fx − tδ1x¯max − tδ3‖Mt‖pwmax + · · ·
· · · − tδ2‖u¯t‖ − twwmax. (83)
As (79) and (82) hold, we see that the constraint tightenings on the RHS of (83) progressively increase along
the prediction horizon. This is in accordance with the properties of classical tube MPC [9, 10, 22, 30]. Let (83)
be feasible at time step t and let the corresponding optimal solutions be
U?t (·) = {u?t|t, u?t+1|t(·), . . . , u?t+N−1|t(·)}, (84a)
x¯?t = {x¯?t|t, x¯?t+1|t, . . . , x¯?t+N−1|t}, (84b)
where the optimal nominal trajectory {x¯?t , x¯?t+N |t} is obtained by applying the optimal nominal input sequence
given by {u?t|t, u?t+1|t(x¯?t+1|t), . . . , u?t+N−1|t(x¯?t+N−1)} = {u?t|t, u¯?t+1|t, . . . , u¯?t+N−1|t}, and x¯?t|t = xt. The first input
u?t|t is applied to system (1) in closed-loop. Consider the candidate policy sequence (30) at time step (t + 1)
with horizon length (N − 1), given by
{ut+1|t+1, ut+2|t+1(·), . . . , ut+N−1|t+1(·)} = {u?t+1|t, u?t+2|t(·), . . . , u?t+N−1|t(·)}, (85)
5We have dropped the horizon length superscript here for simplicity of the notations
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applied from x¯?t+1|t+1 = Axt +Bu
?
t|t(xt) + wt. Let the corresponding nominal candidate trajectory be given by
{x¯t+1, x¯t+N |t+1}, with x¯t+1 = {x¯?t+1|t+1, x¯t+2|t+1, . . . , x¯t+N−1|t+1}. (86)
This gives
x¯?t+1|t+1 − x¯?t+1|t = ∆trAxt + ∆trBu?t|t + wt,
x¯t+2|t+1 − x¯?t+2|t = (A¯x¯?t+1|t+1 + B¯u?t+1|t(x¯?t+1|t+1))− (A¯x¯?t+1|t + B¯u?t+1|t(x¯?t+1|t)),
= (A¯x¯?t+1|t+1 + B¯u¯
?
t+1|t)− (A¯x¯?t+1|t + B¯u¯?t+1|t),
= A¯(∆trAxt + ∆
tr
Bu
?
t|t + wt),
x¯t+3|t+1 − x¯?t+3|t = (A¯x¯t+2|t+1 + B¯u¯?t+2|t)− (A¯x¯?t+2|t + B¯u¯?t+2|t),
= A¯(x¯t+2|t+1 − x¯?t+2|t),
= A¯2(∆trAxt + ∆
tr
Bu
?
t|t + wt),
...
x¯t+N |t+1 − x¯?t+N |t = A¯N−1(∆trAxt + ∆trBu?t|t + wt).
(87)
We need to prove that (85)-(86) satisfy (83) at time step (t+ 1). Notice that the horizon length N has shrunk
by one for time step (t+ 1). We denote the vectors
x˜?t =

x¯?t+1|t
x¯?t+2|t
...
x¯?t+N−1|t
 ∈ Rd(N−1), u˜?t =

u¯?t+1|t
u¯?t+2|t
...
u¯?t+N−1|t
 ∈ Rm(N−1), and U˜?t (·) =

u?t+1|t(·)
u?t+2|t(·)
...
u?t+N−1|t(·)
 ∈ Rm(N−1),
where
U˜?t (·) = M˜?twt + u˜?t , wt =
[
wt
wt+1
]
∈ RdN , with wt+1 =

wt+1|t+1
wt+2|t+1
...
wt+N−1|t+1
 ∈ Rd(N−1),
and M˜?t ∈ Rm(N−1)×dN denotes the matrix formed from the mth to the last rows of the matrix M?t , which is the
optimal solution of Mt in (27). We denote the set W˜ = {w ∈ Rd(N−1) : H˜ww ≤ h˜w}, with H˜w = I(N−1)⊗Hw ∈
Ra(N−1)×d(N−1) and h˜w = [(hw)>, (hw)>, . . . , (hw)>]> ∈ Ra(N−1). Consider any block F xBi at this time step for
i ∈ {1, 2, . . . , N − 1}. Note that when (83) was feasible at time step t, the corresponding constraint tightenings
were indexed to the block B(i+ 1) for i ∈ {1, 2, . . . , N − 1}, due to the time step shift of one index. Therefore
we introduce the following notation from here on: tBiq|t, which denotes the (Bi)-th block of the vector tq, when
the vector was formed at time step t (with horizon length N). Now for the (Bi)-th block at time step (t+ 1),
while checking the feasibility of (85)-(86), the LHS of (83) can be written as
max
wt+1∈W˜
F xBi(A¯(x˜
?
t + (x¯t+1 − x˜?t )) + B¯U˜?t (·) + (A¯1 − Id)B¯∆U˜?t (·) + wt+1)
≤ fxBi + (−tB(i+1)δ1|t + t
B(i+1)
δ1|t − tBiδ1|t+1)x¯max + (−t
B(i+1)
δ3|t + t
B(i+1)
δ3|t − tBiδ3|t+1)‖M˜?t ‖pwmax + · · ·
· · ·+ (−tB(i+1)δ2|t + t
B(i+1)
δ2|t − tBiδ2|t+1)‖u˜?t ‖+ (−t
B(i+1)
w|t + t
B(i+1)
w|t − tBiw|t+1)wmax,
(88)
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with ∆U˜?t (·) = U˜?t (·) − u˜?t . Note that matrices A¯, A¯1, B¯ and Id in (88) are now formed with horizon length
(N − 1). We know that the problem
max
wt+1∈W˜
F xBi(A¯x˜
?
t + B¯U˜
?
t (·) + (A¯1 − Id)B¯∆U˜?t (·) + wt+1) ≤ fxBi − tB(i+1)δ1|t x¯max + · · ·
· · · − tB(i+1)δ3|t ‖M?t ‖pwmax − t
B(i+1)
δ2|t ‖u¯?t ‖ − t
B(i+1)
w|t wmax, (89)
was feasible at time step t, as (69) was satisfied robustly in (71) along the prediction horizon of length N . This
implies that (89) was also feasible with M˜?t and u˜
?
t . Using this, we can see that in order to prove feasibility of
(88), it is simply sufficient to show that
F xBi(A¯(x¯t+1 − x˜?t )) ≤ (tB(i+1)δ1|t − tBiδ1|t+1)x¯max + (t
B(i+1)
δ3|t − tBiδ3|t+1)‖M?t ‖pwmax + · · ·
· · ·+ (tB(i+1)δ2|t − tBiδ2|t+1)‖u¯?t ‖+ (t
B(i+1)
w|t − tBiw|t+1)wmax.
(90)
Recall matrix Hx from (5). Utilizing (87) and writing the LHS of (90) for the rows j = {1, 2, . . . , s} in each of
the blocks Bi with i = {1, 2, . . . , N − 2} at time step (t+ 1), we have
Hxj A¯
i(∆trAxt + ∆
tr
Bu
?
t|t + wt) ≤ max
wt∈W
∆A∈PA
∆B∈PB
Hxj A¯
i(∆Axt + ∆Bu
?
t|t + wt),
≤ max
wt∈W
∆A∈PA
∆B∈PB
(
‖Hxj A¯i‖∗‖∆A‖p‖xt‖+ ‖Hxj A¯i‖∗‖∆B‖p‖u?t|t‖+ ‖Hxj A¯i‖∗‖wt‖
)
,
= TBij,LHS,
(91)
where we have used the Ho¨lder’s inequality and the consistency property of induced norms. Now considering
the RHS of (90), and utilizing the structures in (74), (78) and (80) for each successive block along a prediction
horizon, we can write for each row j ∈ {1, 2, . . . , s} in any block Bi with i ∈ {1, 2, . . . , N − 2}:
TBij,RHS =
[
(t
B(i+1)
δ1|t − tBiδ1|t+1)x¯max + (t
B(i+1)
δ3|t − tBiδ3|t+1)‖M?t ‖pwmax + (t
B(i+1)
δ2|t − tBiδ2|t+1)‖u¯?t ‖+ · · ·
· · ·+ (tB(i+1)w|t − tBiw|t+1)wmax
]
j
≥ max
∆A∈PA
∆B∈PB
(
(‖Hxj ((A¯+ ∆A)i − A¯i)‖∗ + ‖Hxj A¯i‖∗)‖∆A‖px¯max + · · ·
· · ·+ (‖Hxj ((A¯+ ∆A)i − A¯i)‖∗ + ‖Hxj A¯i‖∗)‖∆B‖p(‖M?t ‖pwmax + ‖u¯?t ‖) + ‖Hxj ((A¯+ ∆A)i)‖∗wmax
)
,
≥ TBij,LHS, ∀i ∈ {1, 2, . . . , N − 2}, ∀j ∈ {1, 2, . . . , s}.
(92)
For block B(N − 1), the matrix Hx in (91) and (92) is replaced with HxN , and the inequalities still hold, for
each row in this block j ∈ {1, 2, . . . , r}. Thus, a sufficient condition to (90) is proven. This proves that (30) is
a feasible policy sequence for (71) under constraint tightening (28). This proves Lemma 1. 
The validity of inequality (92) cannot be concluded, if tightening (54) is used, as a relationship between
‖xt‖ and ‖x¯?t+1‖ for any t ≥ 0 cannot be inferred trivially from the feasibility of (71) at time step t.
Remark 7. The proof holds true for the modified bounding strategy presented in Section 5, as these preserve
all the inequalities in (79)-(82) and (91)-(92).
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Obtaining Bound (48)
For obtaining the bound (48) we have
max
A∆∈PA∆
‖F xi Aδ‖∗ ≤ t¯i0 + max
A∆∈PA∆
‖F xi A¯N¯ :(N−1)v

IN ⊗ (AN¯∆ − A¯N¯ )
IN ⊗ (AN¯+1∆ − A¯N¯+1)
...
IN ⊗ (AN−1∆ − A¯N−1)
 ‖∗, (93)
with
t¯i0 = max
∆1∈PA∆
...
∆N¯−1∈PN¯−1A∆
‖F xi A¯1:(N¯−1)v

IN ⊗ (∆1 − A¯)
IN ⊗ (∆2 − A¯2)
...
IN ⊗ (∆N¯−1 − A¯N¯−1)
 ‖∗,
where A¯n1:n2v denotes
[
A
(n1)
v A
(n1+1)
v . . . A
(n2)
v
]
, with the associated matrices defined in (63). The second
term in (93) can be upper bounded as follows:
max
A∆∈PA∆
‖F xi A¯N¯ :(N−1)v

IN ⊗ (AN¯∆ − A¯N¯ )
IN ⊗ (AN¯+1∆ − A¯N¯+1)
...
IN ⊗ (AN−1∆ − A¯N−1)
 ‖∗,
= max
A∆∈PA∆
‖F xi

0 0 . . . 0 . . . 0
...
...
. . .
...
. . .
...
(AN¯∆ − A¯N¯ ) 0 . . . 0 . . . 0
...
...
. . .
...
. . .
...
(AN−1∆ − A¯N−1) (AN−2∆ − A¯N−2) . . . (AN¯∆ − A¯N¯ ) . . . 0
 ‖∗,
= max
A∆∈PA∆
‖

F xi

0
...
(AN¯∆ − A¯N¯ )
...
(AN−1∆ − A¯N−1)
 F
x
i

0
...
0
(AN¯∆ − A¯N¯ )
...
(AN−2∆ − A¯N−2)

. . . F xi

0
0
0
...
(AN¯∆ − A¯N¯ )


‖∗,
≤ max
A∆∈PA∆
(
‖F xi

0
...
(AN¯∆ − A¯N¯ )
...
(AN−1∆ − A¯N−1)
 ‖∗ + ‖F
x
i

0
...
0
(AN¯∆ − A¯N¯ )
...
(AN−2∆ − A¯N−2)

‖∗ + · · ·+ ‖F xi

0
0
0
...
(AN¯∆ − A¯N¯ )
 ‖∗
)
. (94)
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Considering the first term above in (94), we can bound it using triangle inequality and consistency property of
vector norms as follows:
max
A∆∈PA∆
‖F xi

0
...
(AN¯∆ − A¯N¯ )
...
(AN−1∆ − A¯N−1)
 ‖∗,
= max
A∆∈PA∆
(
‖F xi [N¯d+ 1 : (N¯ + 1)d](AN¯∆ − A¯N¯ ) + · · ·+ F xi [(N − 1)d+ 1 : dN ](AN−1∆ − A¯N−1)‖∗
)
,
≤ max
A∆∈PA∆
(
‖F xi [N¯d+ 1 : (N¯ + 1)d](AN¯∆ − A¯N¯ )‖∗ + · · ·+ ‖F xi [(N − 1)d+ 1 : dN ](AN−1∆ − A¯N−1)‖∗
)
,
≤ max
A∆∈PA∆
(
‖F xi [N¯d+ 1 : (N¯ + 1)d]‖∗‖(AN¯∆ − A¯N¯ )‖p + · · ·+ ‖F xi [(N − 1)d+ 1 : dN ]‖∗‖(AN−1∆ − A¯N−1)‖p
)
,
where F xi [n1 : n2] denotes the n1 to n2 columns of the row vector F
x
i , for i ∈ {1, 2, . . . , s(N − 1) + r}. For
obtaining an upper bound to each of the terms in the RHS, we then use submultiplicativity property of vector
norms for any power n ∈ {N¯ , N¯ + 1, . . . , (N − 1)} as follows:
max
A∆∈PA∆
‖An∆ − A¯n‖p ≤ max
∆A∈PA
n∑
k=1
(
n
k
)
‖A¯‖n−kp ‖∆A‖kp.
Continuing the same for each of the terms in (94) and collecting all the terms one can verify that
max
A∆∈PA∆
‖F xi A¯N¯ :(N−1)v

IN ⊗ (AN¯∆ − A¯N¯ )
IN ⊗ (AN¯+1∆ − A¯N¯+1)
...
IN ⊗ (AN−1∆ − A¯N−1)
 ‖∗
≤ max
∆A∈PA
(
N∑
j=N¯+1
‖F xi [(j − 1)d+ 1 : jd]‖∗
( j−N¯∑
k=1
(
j−k∑
l=1
(
j − k
l
)
‖A¯‖j−k−lp ‖∆A‖lp)
))
,
which yields the bound in (48).
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