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Abstract 
Given a set of points S, a t-spanner for S is a subgraph G of the complete Euclidean graph 
determined by S having the property that C&(X, y)/d(x, y) < t for all x,y ES, x # y, where 
d&x, y) is the distance from point x to point y along edges in G, and d(x, y) is the Euclidean 
distance from x to y. Dobkin, Friedman, and Supowit posed the problem of determining 
whether every planar point set S admits a t-spanner having maximum vertex degree 3, for some 
constant t. We show that for each k >, 2, there is a constant t(k) such that every point set in Sk 
admits a t(k)-spanner with vertex degree at most 4. 
1. Introduction 
Given a set of points S c ‘91k, a complete Euclidean graphfor S is a complete graph 
whose vertex set is S and whose edge weights are given by the L, distance between the 
corresponding vertices. A t-spanner for S is a subgraph G of the complete Euclidean 
graph determined by S having the property that dc(x, y)/d(x, y) d t for all x, y ES, 
x # y, where d,(x, y) is the distance from point x to point y using edges in G, and 
d(x,y) is the Euclidean distance from point x to point y. 
It is possible to organize much of the literature on spanners by considering the 
following five parameters: 
(1) the spanning factor t, 
(2) the construction time, 
(3) the size of the spanner, which is the number of edges, 
(4) the weight of the spanner, which is the sum of the individual edge weights, and 
(5) the maximum vertex degree v. 
The spanner literature is also orthogonally divided into four areas: 
(1) complete Euclidean graphs, 
(2) unweighted graphs, 
(3) weighted graphs, and 
(4) other graphs. 
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Results for complete Euclidean graphs are generally stronger than results for 
weighted graphs. We restrict our literature survey to complete Euclidean graphs 
and note that Soares [14] has assembled a survey covering all the above four 
areas. 
The first papers on Euclidean spanner graphs centered on proving that certain 
well-known graphs have spanner properties with respect to the L2 norm. Chew [3] 
showed that the L1 Delaunay triangulation is a a-spanner, and Dobkin et al. [6] 
showed that the L2 Delaunay triangulation is a ((1 + fi)/2)n-spanner, a result 
subsequently improved by Keil and Gutwin [IS]. Das and Joseph [4] showed that 
some other well-known graphs are also t-spanners, for some constants r. 
A second line of research concentrated on the efficient construction of small-sized 
spanner graphs with arbitrarily small spanning factors. Keil and Gutwin [S] described 
a family of graphs for planar point sets. Once the target spanning factor is chosen, the 
graph contains O(n) edges and can be constructed in O(nlogn) time. Ruppert and 
Seidel [lo] discovered a generalization to k-dimensional space. The Ruppert and 
Seidel graph can be constructed in O(nlogd-’ n) time. Spanners for k-dimensional 
complete Euclidean graphs, constructed in O(n log n) time, were described by Vaidya 
[lS] and Salowe [ll]; Vaidya’s algorithm is slightly more efficient. The reader is 
referred to the individual papers for a precise statement of the results. In particular, 
the construction time and the size of the spanner do depend on the spanning factor. 
A third line of research included the weight constraint along with the size and 
spanning factor constraints. Levcopoulos and Lingas [9] showed that it was possible 
to prune the L2 planar Delaunay triangulation to construct a graph whose weight is at 
most a constant factor greater than the weight of a minimum spanning tree, without 
significantly affecting the spanning factor. Chandra et al. [2] considered k-dimen- 
sional complete Euclidean graphs. They showed how to construct spanners with O(n) 
edges in O(n log n) time whose weight is at most a factor O(log n) greater than the 
weight of a minimum spanning tree. Das et al. [7] recently proved that for every point 
set in 3-dimensional space, there is a spanner with size O(n) and weight at most 
a constant factor greater than the weight of a minimum spanning tree. 
This paper contributes to a fourth line of research, where the degree constraint is 
paramount. Dobkin et al. [6] posed an open problem relating to the vertex degree of 
a t-spanner for S. Define a v-degree-constrained t-spanner to be a t-spanner such that 
every vertex has degree v or less. Dobkin et al. asked for the minimum value of v such 
that every point set S in the plane possesses a v-degree-constrained t-spanner for some 
constant t. Denote this number by v*(2), and let v*(k) be the corresponding value for 
point sets in k-dimensional space. We show that v*(k) < 4, k 2 2. 
This improves results reported in the plane; Dobkin et al. state that 2 < v*(2) d 7, 
and they allude to the possibility that v*(2) < 5. Soares [13] provides a proof that 
v*(2) < 5. There are several relevant results for point sets in dimension k 3 3. The 
construction due to the Feder and Nisan, reported in Vaidya [ 151, has a degree 
constraint exponential in k, as do the constructions of Althiifer et al. [l], Chandra 
et al. [2], and Ruppert and Seidel [lo]. 
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Our result is based on a technique that, given a method to construct a v-de- 
gree-constrained t-spanner, constructs a (Lv/Z] + 2)-degree-constrained t’-spanner. 
The value of t’ is at most 117t + 32.3k+‘. We therefore begin by deriving upper 
bounds on the degree and spanning factor constraints in the Feder and Nisan 
construction. We then show how to halve the degree. We conclude with some remarks 
on the difficulty of proving that v*(k) = 3 using the technique espoused in this paper 
and the apparent trade-off between spanning factor and vertex degree. 
2. Spanners with exponential degree 
In this section, we prove that there exists v-degree-constrained t-spanners for 
k-dimensional complete Euclidean graphs, where v is an exponential function of k. 
According to Vaidya [15], these results were obtained by Feder and Nisan. Since no 
paper was referenced, we provide proofs to ensure correctness. We note that Althofer 
et al. [l] and Chandra et al. [Z] also derive the degree constraints of their construc- 
tions, results similar to the one in this section. Their work was done independently of 
ours. 
Consider a set of points S in Sk. Choose a parameter 8, where 8 < 1~14. We show 
there is a v-degree-constrained t-spanner H, where 
rr2k 1 1 1 v= sink-‘8 ’ t= cos6 - sin0’ 
It is constructed in the following fashion. Sort all the interdistances into increasing 
order by length, and attempt to add new edges to H in that order. Specifically, a new 
edge (x, y) is added to H if there is no z such that either (x, z) is in H and the angle zxy is 
less than 0, or (z,y) is in H and the angle zyx is less than 8. 
Lemma 1. The graph H is a l/(cos 0 - sin Q-spanner. 
Proof. Consider a pair of points x and y, and let t = l/(cos 8 - sin (3). The proof is by 
induction on the rank of the interdistance from x to y. As a basis, the edge between the 
closest pair of points is included, so dH(x, y) = d(x, y). 
In general, either (x, y) is in H, or there is some other edge incident to either x or y, 
say (x,z), that is in H, has length less than the distance from x to y, and has the 
property that zxy < 8 < 7c/4. Since zxy < 6’ and d(x, z) < d(x, y), d(z, y) < d(x, y), and, 
applying the inductive hypothesis, 
4&Y) < 4x,4 + t.@,y). 
It is easy to show that 
d(z, y) d d(x, y) + d(x, z) (sin 8 - cos d), 
so since t = l/(cos 8 - sin e), dH(x, y) < t. d(x, y). 0 
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Lemma 2. The graph H has maximum degree Lrr2’/sinkm ’ 0 J. 
Proof. Consider a point x. If an edge (x, y) is in H, then no edge (x, z) can be included 
in H unless zxy is greater than 8. This means that the presence of (x, y) forbids edges 
incident to x from appearing in the cone C(y) described above. Therefore, consider 
a small k-ball B centered at X; without loss of generality, assume B has radius 1. The 
inclusion of (x, y) implies that no edge (x, z) lies in C(y), z # y; C(y) intersects the 
surface of B in a (k - 1)-dimensional curved surface g(y). Let the diameter of h(y) be 
the greatest distance between points in 6(y). Let B(y) be the (k - 1)-dimensional 
curved surface on C(y) homothetic to B(y), having half the diameter of g(y), and 
centered at the intersection of ray xy with g(y). It is clear that the surfaces B(y) form 
a packing of the surface of B, i.e., no B(y) intersect. 
The volume V,(r) of a k-ball of radius r is 
vkk) = 
,.k&2 
I-(k/2 + 1)’ 
where T(U) is the gamma function [12]. The surface area Sk(r) of a k-ball of radius r is 
closely related to the volume and is given by 
Sk(r) = !+ vk + 1 k). 
Bounds can be placed on the maximum number of surfaces B(y) because they form 
a packing of the surface of B. The surface area corresponding to each B(y) is at least 
the volume of a k - 1 ball with radius sin d/2, so the number of B(y) is at most 
Sk(l) rr2k 
Vk_l(sin8/2)=sink-‘8’ 
This is an upper bound on the maximum degree. (A slightly better bound can be 
obtained by a tighter analysis of the packing.) 0 
3. Preliminaries 
Our construction is based on a nearest-neighbor digraph, which is formed in the 
following way. Assume without loss of generality that no two interdistances among 
points in S are identical. (If two interdistances are identical, the points can be 
perturbed slightly without affecting a graph’s t-spanning property.) A nearest-neigh- 
bor digraph is a directed graph on vertices in S, where there is a directed arc from 
a vertex u to its nearest neighbor in S, n(u). Define a short cycle in a directed graph to 
be a cycle consisting of exactly two vertices. That is, u and v form a short cycle if both 
(u,v) and (v,u) are present. 
The following facts about nearest-neighbor digraphs are pertinent. 
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Lemma 3. In a nearest-neighbor digraph, the edge-weights do not increase as a path is 
traversed. In a simple path, the edge-weights decrease. 
Proof. Consider a vertex U. There is an arc in the digraph from vertex u to vertex n(u), 
the nearest neighbor to U. The vertex n(u) is connected to its nearest neighbor, n(n(u)). 
However, d(n(u), n(n(u))) d d(u, n(u)). By the assumption on unique interdistances, 
equality only holds when u = n(n(u)), and u and n(u) form a short cycle. 0 
Lemma 4. If a cycle appears in a nearest-neighbors digraph, it is a short cycle. 
Proof. By Lemma 3, arc lengths on a simple path monotonically decrease. Suppose 
a simple cycle vo, v1,v2, . . . , vj, v. contains at least three distinct vertices. Then 
d(vj_,,vj) < d(vo,vl). Also, d(vj,v,) < d(vj-l,vj), implying that d(vj,vo) < d(vo,vl). 
This is a contradiction, as n(v,,) = vl. 0 
Lemma 5. Exactly one short cycle appears in a simply connected component of a near- 
est-neighbor digraph. 
Proof. By Lemma 4, all cycles are short cycles. Since each vertex has outdegree 1, 
there must be a cycle reachable from each vertex, and this cycle must be a short cycle. 
Therefore, every simply connected component contains a short cycle. If a simply 
connected component consisting of vertex set X contained two or more short cycles, it 
would require at least 1x1 + 1 arcs to be connected, a contradiction. El 
Lemma 5 implies that each simply connected component of a nearest-neighbor 
digraph contains at least two vertices. 
We form an undirected graph based on the nearest-neighbor digraph. This graph, 
called the undirected nearest-neighbor-forest, is formed by replacing directed arc (u,v) 
with undirected edge (u, v). If both (u, v) and (v, u) are present in the nearest-neighbor 
digraph, then only one undirected edge is added to the undirected nearest-neighbor 
forest. Lemma 5 implies that the undirected nearest-neighbor forest is actually a forest. 
The following lemma will also be used, based on the results of Day and Edels- 
brunner [S]. 
Lemma 6. In the plane, the vertex degree of an undirected nearest-neighbor forest is at 
most 7. In k dimensions, the vertex degree is at most 3k (3k - 1 for the root). 
4. Halving the vertex degree 
Now that an undirected nearest-neighbor forest has been defined, we describe an 
algorithm that, given a method to construct a v-degree-constrained t-spanner, con- 
structs a (Lv/21 + 2)-degree-constrained t’-spanner, where t’ will be determined later. 
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(1) Compute the nearest-neighbor digraph. 
(2) For each simply connected component in the nearest-neighbor digraph, find the 
short cycle, and designate one of the two vertices on the short cycle as the root of the 
corresponding tree in the undirected nearest-neighbor forest. 
(3) Subdivided each tree Tin the undirected nearest-neighbor forest into a forest in 
the following way. Consider each edge (u, u) in T, and assume u is the parent of u in T. 
Edge (u, v) is short if v is the root or if the length of (u, v) is less than c times the length of 
the edge (0, w), where w is the parent of v. (The constant c > 1 will be determined later.) 
All other edges are long. Repeat the following step until no tree in the forest 
corresponding to T contains three consecutive short edges on a root-to-leaf path. 
Select an arbitrary tree T’ from the forest. Starting at the root of T’, locate a root-to- 
leaf path containing three consecutive short edges. Let (u, v) be the middle short edge, 
assuming u is the parent of U. Then remove (u, v) from the forest, breaking T’ into two 
trees, and establish u as a new root. 
Call the resulting forest the intermediate nearest-neighbor forest; note that each tree 
in the intermediate nearest-neighbor forest contains at least two vertices, and there is 
at least one short edge incident to each root. 
(4) For each tree in the intermediate nearest-neighbor forest, order the children of 
a node u in terms of increasing distance from U. Connect the children of u in a chain in 
this order from the closest vertex U, say v, to the furthest vertex from U. Remove all 
edges between u and its children, with the exception of the edge (u, v). The resulting 
forest is called a semi-modified nearest-neighbor forest. 
(5) Construct a modified nearest-neighbor forest from the semi-modified and inter- 
mediate nearest-neighbor forests as described below. The purpose of this step is to 
ensure that the root of each tree Tin the modified nearest-neighbor forest has degree 
1, and the vertex in T nearest the root has degree at most 2. 
(6) Compute a v-degree-constrained t-spanner c of the set of roots. 
(7) Construct G, a (Lv/2 J + 2)-degree-constrained t’-spanner for S. It consists of the 
union of the modified nearest-neighbor forest with additional edges corresponding to 
those in G. Specifically, if y edges in G are associated with vertex u, a root of some tree 
in the modified nearest-neighbor forest, select [y/21 of these edges to be incident to 
u in G, and associate the remaining L y/2 J edges with vertex ul, the nearest neighbor of 
u in its tree in the modified nearest-neighbor forest. 
In the succeeding sections, we show that this construction actually computes 
a (/-v/2 J + 2)-degree-constrained t’-spanner, and we determine a value of c to minimize t’. 
5. Modified nearest-neighbor forests 
We describe the algorithm to compute the modified nearest-neighbor forest, and we 
analyze the properties of this forest. In particular, we study properties of the inter- 
mediate nearest-neighbor forest and the semi-modified nearest-neighbor forest. Then, 
we describe and analyze the modified nearest-neighbor forest. 
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First, we bound the distance in an intermediate nearest-neighbor forest from an 
arbitrary node x to its root. Assume that c > 1 is a constant. 
Lemma 7. Let S be a set of points in % k, let T be a tree in an intermediate 
est-neighbor forest for S with root r, and let x be a nonroot vertex in T. 
&(x, r) -c (34~ - l)Mx, 44). 
near- 
Then 
Proof. In any root-to-leaf path in the intermediate nearest-neighbor forest, no three 
consecutive edges are short. Suppose the root-to-leaf path consists of vertices 
r = vo,v1,v2 ,,.., v1 = x, where n(x) = vI_ 1. Let 6 = d(x, n(x)). Then the path from r to 
x has length 
l-l 
i~od(vi,Vi+l)<‘i%~=~6. ’ 
Note, however, that Lemma 6 implies that the vertex degree of a node in the 
intermediate nearest-neighbor forest may be as large as 3k, so it is not a suitable 
component in a low-degree spanner. We therefore consider the semi-modified near- 
est-neighbor forest. We show that the vertices in a semi-modified nearest-neighbor 
forest have small vertex degree, and then we prove a suitable distance property. 
Lemma 8. Let S be a set of points in !Uk, and let T be a tree in a semi-modified 
nearest-neighbor forest for S with root r. Then the vertex degree of r is 1, and the vertex 
degree of any other node in T is at most 3. 
Lemma 9. Let S be a set of points in ‘% k, let T be a tree in a semi-modified near- 
est-neighbor forest for S with root r, and let x be a nonroot vertex in T. Then 
dT(x,r) < 2.(3k - 1)(3c/(c - l))d(x,n(x)). 
Proof. The semi-modified nearest-neighbor forest is constructed from the intermedi- 
ate nearest-neighbor forest by linking siblings in a chain. By Lemma 6, there are at 
most 3k - 1 siblings in an intermediate nearest-neighbor forest, and they are connec- 
ted in order of increasing distance from their parent. This implies that an edge from 
u to n(u) of length 6’ in the intermediate nearest-neighbor forest is replaced by a chain 
containing at most 3k vertices, each at most 2.6’ apart. The result then follows from 
Lemma 7. 0 
In the semi-modified nearest-neighbor forest, the degree of the vertex nearest the 
root can be as large as 3. We can reduce the vertex degree to 2 without significantly 
affecting the statement of Lemma 9. Specifically, we construct a modified nearest- 
neighbor forest by connecting two vertices near the root in a three-vertex chain, 
r,vl ,v2. Let v1 be the nearest neighbor of r in its tree in the intermediate nearest- 
neighbor forest, and let v2 be the nearest neighbor to r among the siblings of v, and the 
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children of vi. The remaining children of Y, vi, and v2 (in the intermediate near- 
est-neighbor forest) are connected into a chain according to increasing distance from 
v2, with the closest connected to v2. This construction implies that r has degree 1, vi 
has degree at most 2, and v1 has degree at most 3. 
We must prove a result analogous to Lemma 9 for modified nearest-neighbor 
forests. 
Lemma 10. Let S be a set of points in Sk, let T be a tree in a modijied nearest-neighbor 
forestfor S with root r, and let x be a nonroot vertex in T. Then dT(x,r) < (16.3k - 12) 
.(3c/(c - l))d(x, n(x)). 
Proof. We consider a vertex x that is either (1) a child of r, (2) a child of vi, or (3) 
a child of v2 in the intermediate nearest-neighbor forest. Once the stated bound is 
established for these x values, the remaining vertices can be handled as in the proof of 
Lemma 9. 
Suppose that x was a child of r in the intermediate nearest-neighbor forest, but is 
neither vi nor v2. Then 
d(x,u2) d d(x,r) + d(r,vJ 
< 2d(x, r) 
= 2d(x, n(x)). 
This follows by the triangle inequality and because d(r, v2) < d(x, r). 
If x was a child of vi in the intermediate nearest-neighbor forest, 
d(x, v2) < 4d(x, vl) = 4d(x, n(x)). 
This is because d(x, v2) < d(x, r) + d(r, v2), d(r, v2) < d(x, r), and d(x, r) d d(x, vl) + 
d(v, ,I-) < 2d(x, vl). The latter inequality stems from Lemma 3. 
Also, it is clear that if x was a child of v2 in the intermediate nearest-neighbor forest, 
then d(x, v2) = d(x, n(x)). Therefore, d(x, v2) < 4d(x, n(x)) for all x # r. 
The path from vertex x, x # r and x # vi, to v2 in the modified nearest-neighbor 
forest has length at most 4.(3k - l)d( x, v,), which is bounded by 16.(3k - l)d(x, n(x)) 
by the analysis above. The remainder of the path consists of edges from v2 to vi to r. 
The sum of the lengths of these edges is d(r, vl) + d(vl, v2). Lemma 3 implies that for 
all vertices x # r, d(r, vl) < d(x, n(x)). We show that for all vertices x not equal to r or 
ul, d(vl, VA < 34x, 44. 
We first note that d(vl, v2) < d(r, vl) + d(r, u2). Consider a child x # u1 of r in the 
intermediate nearest-neighbor forest. Since v2 is closer to r than any of these children 
are to r, d(r, v2) < d(x, r) = d(x, n(x)). This implies that d(vl, v2) < 2d(x, n(x)). 
Now consider a child x of vi. It is evident that 
d(r, v2) < d(r, x) < d(x, vi) + d(r, nl) < 2d(x, vl) = 2% n(x)), 
and we conclude that d(vl, u2) < 3d(x, n(x)). 
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Therefore, for any vertex x not equal to r or ul, the length of the path from r to c1 to 
v2 has length at most 4d(x,n(x)). The upper bound then follows from the proof of 
Lemma 9. 0 
Finally, we need a bound on the minimum separation between vertices in two 
separate trees in the modified nearest-neighbor forest. 
Lemma 11. Let u and v be vertices in diferent trees in a modijied nearest-neighbor 
forest. If u is not the root of its tree, then d(u, v) > d(u,n(u)). If u is the root, then 
d(u, v) > (l/c)d(u, vl), where v1 is the vertex nearest to u in its tree. 
Proof. The first claim is obvious since both u and its nearest neighbor n(u) are in the 
same tree. If u is the root, it is either the root of a tree f in the undirected 
nearest-neighbor forest, or it became the root because it is incident to two short edges 
on a root-to-leaf path in ?. In the former case, d(u, v) > d(u, n(u)) since an original 
root is never disconnected from its nearest neighbor, and in the latter case, 
c.d(u,v) 3 c.d(u,n(u)) > d(u,vi) since (u,vi) is a short edge. 0 
6. Spanner analysis 
Let I = (16.3k - 12) (3c/(c - 1)). In this section, we determine t’, the spanning 
factor of the newly constructed graph. We perform a case analysis for each pair of 
vertices u and v. Either u and v are in the same tree in the modified nearest-neighbor 
forest, or they are in different trees. If u and v are in different trees, then either u, v, or 
both can be roots. Each case will have a different spanning factor. We will use these 
factors to compute the choice of c to minimize t’. 
Lemma 12. Zfu and v are in the same tree, then do(u,v)/d(u,v) < 21c(k). 
Proof. Suppose that one of u and v is the root of a tree T in the modified near- 
est-neighbor forest, say v. Then Lemma 10 states that dT(u, v) < K(k)d(u, n(u)). Since 
d(u,n(u)) < d(u,v), the result follows. 
Now suppose neither u nor v is the root. Call the root r. Then 
ddu, 4 6 &(u, 4 + ddr, 4 
< K(k)@, n(u)) + K-(&k n(v)) 
< 2tc(k)d(u,v). 0 
Lemma 13. Ifu and v are both roots, then do(u, v)/d(u, v) < 4ct + t. 
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Proof. Suppose that u is in tree T, and v is in tree Tz. The length of a shortest path 
from u to v in G depends on the length of a shortest path from u to v in t-spanner G. 
Let a shortest path Pc(u, v) from u to v in G be 
Ll= U(),U~,U~ )...) Uk = v. 
This path has length at most t.d(u, v). 
Consider edge (ui, Ui+ i) in P&u, 0). In G, this edge corresponds to either (ui, Ui+ i), 
(Ui, uf+ i), (ai, Ui+ i), or (ui, ui+ i), where ui is the nearest neighbor of Ui in its tree. It is 
possible to bound the lengths of these edges in terms of d(ui, Ui+ i), since Lemma 11 
implies 
d(Ui$dj) < C’d(Ui,Ui+l). 
Therefore, edge (Ui, Ui+ i) corresponds to a path with length at most 
(l + 4c).d(ui,ui+l), 
and 
&(u, a) < (4ct + t)d(u, v). 0 
Lemma 14. Zf one of u and v is a root, then &(u,v)/d(u, 0) < I + t(1 + 4c) 
‘((3C/(C - 1)) + 1). 
Proof. Suppose that one of u and O, say v, is a root. Also suppose that u is in tree 
T with root r,. Then there is a path from u to v consisting of a path from u to r,, in T, 
followed by a path from I, to v, as in the proof of the preceding lemma. The path from 
u to ru has length at most 
r#)d(u, n(u)) < k-(k)@, n), 
and the path from ru to v has length at most (4ct + t)d(r,, 0). To bound this, we need 
a bound on d(r,, v). The actual distance from u to ru is less than (3c/(c - l))d(u, n(u)) by 
Lemma 7. Therefore, d(r,,u) < (3c/(c - l))d(u,v). By the triangle inequality, 
d(r,, v) < d(r,, u) + d(u, v), implying that d(r,, v) < ((3c/(c - 1)) + l)d(u, a). 
We therefore conclude that 
&(u,v) < (K(k) + t(4c + l)(& + l))d(u,o). q 
Lemma 15. If neither u nor v is a root, then &(u,u)/d(u,v) < 2rc(k) + t(1 + 4c) 
.((6c/(c - 1)) + 1). 
Proof. Suppose that neither u nor v is a root. Let u be in tree T, with root r,,, and let 
v be in tree Tz with root r,. Then an upper bound on the length of a path from u to v is 
@)d(n, n(u)) + (4cr + t)d(r,, r,) + k-&Mu, n)(v)). 
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Observe that 
d(u, n(u)) d d(u, ul, +, n(r)) d d(u, u), 
and 
d(r,, r,) < d(u, r,) + d(u, u) + d(r,, U) 
d (s+ l)d(u.u). 
This implies that 
d&V) < (ZK(k) + t(4c + ll(& + l))d(u.U). 0 
To minimize t’, choose c to be approximately equal to 2. (The actual value of c is 
found by minimizing the function in Lemma 15, which for large t turns out to be 
slightly larger than 2.) Under this choice t’ is at most 117t + 32.3k+‘. 
We conclude with the following result, which is immediate from Lemmas 12-15. 
Theorem 16. Suppose there is a v-degree-constrained t-spanner G for the complete 
Euclidean graph determined by point set S. Then there is a P-spanner for S with 
maximum vertex degree Lv/2J + 2, where t’ d 117t + 32.3k+‘. 
Theorem 17. For any jixed dimension k, there is a constant t such that there exists 
a t-spanner with maximum vertex degree 4 for the complete Euclidean graph determined 
by point set S. 
Proof. Using the construction of Feder and Nisan cited by Vaidya [15], a v-de- 
gree-constrained t-spanner can be constructed for some constants v and t, derived in 
Lemmas 1 and 2. Successive application of Theorem 16 proves Theorem 17. 0 
7. Remarks 
We show how to roughly halve the vertex degree of a t-spanner, increasing the 
spanning factor by roughly a constant factor. This result implies there are t-spanners 
with degree 4 in every dimension, for some constant t. An open problem is to 
determine if v*(k) = 3. Our approach does not prove this result since we have no 
guarantees on the distance of the second closest vertex to the root in each of the 
components. In fact, it is possible that each of the connected components in an 
undirected nearest-neighbor forest have size 3, with two vertices near each other 
and one far away. Without an understanding of the edges of c?, it may be difficult to 
associate any edges with the distant vertex. We conjecture that v*(k) = 3. 
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Our bounds on the spanning factor are not the best possible; in some proofs, we 
have overestimated path lengths. In fact, it is likely that there is a family of spanner 
graphs in the plane with a small spanning factor and maximum degree 3. We did not 
attempt to obtain a small spanning factor for graphs with maximum degree 4 since the 
planar Feder and Nisan construction yields a graph with small degree and small 
spanning factor. An interesting problem, however, is to find a lower bound on the 
spanning factor-maximum degree trade-off. We conjecture that for a k-dimensional 
complete Euclidean graph, the product of the spanning factor and the degree con- 
straint must be exponential in k. 
Note added in proof. Das and Hefferman recently proved that v*(k) = 3, k >, 2. 
References 
[I] I. Althofer, G. Das, D. Dobkin, D. Joseph and J. Soares, On sparse spanners of weighted graphs, 
Discrete Comput. Geom., to appear. 
[2] B. Chandra, G. Das, G. Narasimhan and J. Soares, New sparseness results on graph spanners, in: 
Proceedings Eighth ACM Symposium on Computational Geometry (1992) 1922201. 
[3] P. Chew, There are planar graphs almost as good as the complete graph, J. Comput. System Sci. 39 
(1989) 205-219. 
[4] G. Das and D. Joseph, Which triangulations approximate the complete graph, International Sympo- 
sium on Optimal Algorithms (1989) 168-192. 
[S] W.H.E. Day and H. Edelsbrunner, Efficient algorithms for agglomerative hierarchical clustering 
methods, J. Classification 1 (1984) l-24. 
[6] D.P. Dobkin, S.J. Friedman and K.J. Supowit, Delaunay graphs are almost as good as complete 
graphs, Discrete Comput. Geom. 5 (1990) 3999408. 
[7] P. Heffernan, Personal communication. 
[8] J.M. Keil and C.A. Gutwin, Classes of graphs which approximate the complete Euclidean graph, 
Discrete Comput. Geom. 7 (1992) 13-28. 
[9] C. Levcopoulos and A. Lingas, There are planar graphs almost as good as the complete graph and as 
short as the minimum spanning trees, in: Symposium on Optimal Algorithms (1989) 9-13. 
[lo] J. Ruppert and R. Seidel, Approximating the d-dimensional complete Euclidean graph, in: Pro- 
ceedings of the 3rd Canadian Conference on Computational Geometry (1991) 207-210. 
[11] J.S. Salowe, Constructing multidimensional spanner graphs, Internat. J. Comput. Geom. Appl. 
1 (1991) 999107. 
[12] D.J. Smith and M.K. Vamanamurthy, How small is a unit ball?, Math. Mag. 62 (1989) 101-107. 
[13] J. Soares, Approximating Euclidean distances by small degree graphs, Tech. Rept. CS 92-05, Univer- 
sity of Chicago (1992). 
[14] J. Soares, Graph spanners: a survey, manuscript (1992). 
[lS] P.M. Vaidya, A sparse graph almost as good as the complete graph on points in K dimensions, 
Discrete Comput. Geom. 6 (1991) 369-381. 
