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Abstract—In search applications, autonomous unmanned ve-
hicles must be able to efficiently reacquire and localize mobile
targets that can remain out of view for long periods of time
in large spaces. As such, all available information sources
must be actively leveraged – including imprecise but readily
available semantic observations provided by humans. To achieve
this, this work develops and validates a novel collaborative
human-machine sensing solution for dynamic target search. Our
approach uses continuous partially observable Markov decision
process (CPOMDP) planning to generate vehicle trajectories that
optimally exploit imperfect detection data from onboard sensors,
as well as semantic natural language observations that can be
specifically requested from human sensors. The key innovation
is a scalable hierarchical Gaussian mixture model formulation
for efficiently solving CPOMDPs with semantic observations in
continuous dynamic state spaces. The approach is demonstrated
and validated with a real human-robot team engaged in dynamic
indoor target search and capture scenarios on a custom testbed.
I. INTRODUCTION
Dynamic target search and localization remains a very active
research area for unmanned autonomous vehicle systems.
Solutions typically leverage joint state space models of target
dynamics, mobile sensor platform motion, and sensor obser-
vations to solve challenging combined optimal control and
estimation problems. However, practical algorithms for data
fusion and decision making can still be too computationally
expensive and brittle to ensure full vehicle autonomy.
In many cases, human operators and users can act as ‘human
sensors’ that contribute valuable information beyond the reach
of autonomous vehicle sensors. For instance, operators in
search and tracking missions using small unmanned aerial
systems (UAS) can provide ‘soft data’ to narrow down possible
survivor locations using semantic natural language observa-
tions (e.g. ‘Nothing is around the lake’; ‘Something is moving
towards the fence’), or provide estimates of physical quantities
(e.g. masses/sizes of obstacles, distances from landmarks) to
help autonomous vehicles better understand search areas and
improve online decision making with limited computational re-
sources. This naturally raises the question of how autonomous
reasoning can actively and opportunistically engage human
reasoning to improve their own performance.
We present a rigorous framework for intelligent human-
autonomy interaction that not only leverages combined robot-
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Fig. 1: Closed-loop collaborative Bayesian target search using a non-myopic policy
for simultaneous semantic querying and sensor vehicle motion planning.
human sensing, but is also tightly integrated with dynamic
platform decision making and planning. Our approach uses
Bayesian data fusion to exploit soft data with minimal effort
on the part of human sensors and autonomous robotic sensor
platforms. Such ‘plug and play’ human sensing for robot state
estimation was explored in [1], [2] for restricted types of
human observations, and has received increased attention in
recent years [3], [4]. In this paper, we combine our recent work
on Bayesian semantic natural language human data fusion [5],
[6] with concepts from optimal active sensing, in order to
develop new methods for interactive human-robot semantic
sensing. Here we focus on the challenging problem of non-
myopic decision making for simultaneous (tightly coupled)
vehicle motion planning and human sensor querying in contin-
uous dynamic search environments. As shown in Figure 1, our
approach leads to joint action-query policies (i.e. control laws).
The policies tell the robot how to respond to target location
uncertainty, so that it simultaneously makes optimal decisions
about how to move/sense on its own in the environment and
about which semantic natural language questions it should
ask human sensors in order to ‘pull’ useful information. The
human only needs to act as a (voluntary) sensor, and does not
need to actively control or plan for the robot; furthermore, the
policy lets the robot conduct an optimal search with complex
non-Gaussian uncertainties, even without human input.
Our technical approach builds on recent foundational work
for efficiently finding policies based on continuous partially
observable Markov decision process (CPOMDP) models [7].
While this CPOMDP approach provides several nice theo-
retical features for collaborative dynamic target search, we
address some open issues that are crucial for real practical
system deployment. In particular, we present a scalable hi-
erarchical CPOMDP solution that allows our framework to
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be deployed in arbitrarily complex environments, e.g. large
indoor settings with multiple rooms/search areas, many possi-
ble semantic grounding references, and moving targets, which
would otherwise be intractable for a single CPOMDP policy
to handle. We also present test demonstration results that
validate our approach with a real human-robot team engaged in
dynamic indoor target search and capture scenarios. While our
presentation is grounded in dynamic target search problems,
our human-autonomy collaboration framework can be applied
to other interactive dynamic data fusion problems as well.
This paper is structured as follows. Section II reviews
background and related work. Section III presents our new
hierarchical CPOMDP framework for optimal search and
interactive semantic soft data querying, in the context of indoor
dynamic target search. Section IV provides demonstration
results on our custom human-robot team target search testbed,
and Section V presents conclusions and future work.
II. BACKGROUND AND RELATED WORK
In this work, we focus on search and localization problems
where the number and type of targets are known, and where
mobile sensor platform dynamics and observation models are
known. Several fundamental difficulties become apparent even
in this setting, which lead to brittleness in practice. Firstly,
vehicles are subject to constraints on motion, size, weight,
power, and cost; this limits their computing and sensing pay-
loads as well as their operating time and range. Secondly, the
sensing and planning horizons for approximate optimal search
algorithms are inherently limited. This not only restricts the
ability to correctly detect and sense targets, but also the ability
to execute adaptive long term information gathering strategies
in complex dynamic environments. Finally, sensing platforms
may only have access to imperfect/highly uncertain target
behavior models. This can lead to non-Gaussian probability
distributions over target states, and make online planning and
sensing/data fusion even more difficult.
Formal integration of robotic and human perception can
greatly improve the efficiency and robustness of autonomous
decision making, especially in situations where uncertainties
cannot be well-characterized in advance and must be adapted
on the fly. Soft data can be broadly related to either ‘abstract’
phenomena that cannot be measured by robotic sensors (e.g.
labels for occupied/unoccupied rooms, object categories and
behaviors) or measurable dynamical physical states that must
be monitored continuously (object position, velocity, attitude,
temperature, size, mass, etc.) [8]. We examine the problem of
active soft data fusion, and build on methods for addressing
the following key issues: (i) soft semantic data modeling; and
(ii) active semantic sensing for intelligent planning.
A. Mixture-based Bayesian Soft Data Fusion
Ref. [5] showed how to model and fuse flexible semantic
natural language data to provide a broad range of posi-
tive/negative information for Bayesian state estimation, e.g.
‘The target is parked near the tree in front of you’, ‘Nothing is
next to the truck heading North’. This fusion algorithm directly
plugs into Gaussian mixture filters for robotic state estimation,
which can accurately represent complex posterior pdfs while
avoiding the curse of dimensionality. Suppose sk ∈ Rn is a
random vector representing some continuous state of interest
at discrete time k (e.g. target location, velocity, heading)
with prior pdf p(sk), which may already be conditioned on
hard/soft sensor data and predicted forward in time from
according to known a stochastic state transition pdf via the
Chapman-Kolmogorov equation. Let let Dk be a discrete
random variable representing a human-generated semantic
observation related to sk. Bayes’ rule gives the posterior pdf
p(sk|Dk = i) = P (Dk = i|sk)p(sk)∫
P (Dk = i|sk)p(sk)dsk (1)
where the likelihood function P (Dk|sk) captures the human’s
semantic classification behavior conditioned on the true state
sk. If Dk = i corresponds to one of m exclusive semantic
categories for a known dictionary of state observations, then
a softmax function (i.e. multinomial logistic function) can be
used to model P (Dk = i|sk),
P (Dk = i|sk) = e
wTi sk+bi∑m
j=1 e
wTj sk+bj
(2)
where wj and bj are vector weight and scalar bias for
class label i. For a sufficiently rich dictionary of semantic
observations Dk, multiple softmax models can be defined via
eq. (2) with m = 2 for different binary sets of semantically
similar class labels (‘nearby’ vs. ‘not nearby’, ‘next to’ vs. ‘not
next to’, ‘close by’ vs. ‘not close by’, etc.), so that they need
not be treated as mutually exclusive labels within a single
large softmax model. The likelihood parameters wj and bj
can be learned from semantic human sensor calibration data
[5] and algebraically manipulated to shift, dilate, rotate, and
geometrically constrain semantic class boundaries in Rn [6].
Eq. (1) must be approximated for recursive Bayesian data
fusion with softmax likelihoods, since the exact posterior pdf
p(sk|Dk) cannot be obtained in closed-form for any p(sk).
If P (Dk = i|sk) is generally given by a softmax model for
observation label i and the prior is given by a finite Gaussian
mixture (GM) with mp prior components,
p(sk) =
mp∑
p=1
wpNxk(µp,Σp)
(where wp, µp ∈ Rn, and Σp ∈ Rn×n are the weights, mean
vector and covariance for mixand p), then p(sk|Dk = i) can
be well-approximated by an mp component GM,
p(sk|Dk = i) ≈
mp∑
q=1
wqNxk(µq,Σq). (3)
The weights, means and covariances of posterior component q
can be determined by fast numerical approximations methods
[5], and mixture compression methods can be used to manage
the growth of mixture terms due to non-linear dynamics or
application of non-convex ‘multimodal’ softmax models [9].
B. Active Semantic Sensing for Planning Under Uncertainty
A major challenge for problems like target localization is
that dynamics and uncertainties can quickly become quite non-
linear and non-Gaussian, given the types of semantic infor-
mation available for fusion (e.g. negative information from
‘no detection’ readings [10]). As a result, typical stovepiped
approaches to control/planning and sensing/estimation can
lead to poor performance, since they rely on overly simplistic
uncertainty assumptions. Constraints on human and robot
performance also place premiums on when and how often
collaborative data fusion can occur. This can be cast as an
active sensing problem where value of information (VOI) must
be evaluated [11]. Put loosely, this implies that costly but
valuable sensor observations should only be collected if (no
matter their outcome) they lead to an improvement in utility
for decision making under uncertainty.
Target search problems in uncertain environments can
be cast as Partially Observable Markov Decision Processes
(POMDPs) to non-myopically integrate VOI-based reasoning.
In general, POMDPs solvers seek a policy, which maps a
belief over the state space (i.e. a pdf) to a recommended
action. These actions seek to maximize the expected time-
discounted reward over time. Exact solutions to POMDPs
are impractical in all but the most trival of problems, and
a variety of approximate solutions have been proposed. One
class of POMDP approximation known as Point-Based Value
Iteration [12] and various related algorithms [13] [14] rely
on recursively solving the corresponding Bellman equations
with known observation and transition models for some subset
of possible beliefs that might be encountered during policy
execution. When specified over discrete state, observation, and
action spaces, the computational complexity explodes quickly
with the number of joint configurations across each space.
The introduction of the CPOMDP method [15] showed
that sets of Gaussian Mixture (GM) models can be used
to approximate the policy over a continuous state space,
while Switching-Mode POMDPs [16] further extended the
CPOMDP framework to account for non-constant transition
functions such as those caused by the presence of obstruc-
tions in the space. Finally, Variational Bayes POMDPs (VB-
POMDPs) [7] were developed to handle non-Gaussian obser-
vation models in the form of softmax models, which easily
model semantic observation statements and excel at parsing
semantic input statements over a continuous space while
significantly decreasing the computational cost of finding and
implementing a policy.
In many realistic applications, it is impractical to construct
the problem as a single POMDP. While continuous state spaces
address the issue of large state spaces, they do not naturally ac-
count for discontinuous transitions, e.g. such as those involving
obstacles for mobile platform motion planning. While this was
addressed by the Switching-Mode POMDP framework [16],
the presence of many objects and/or separate rooms can add
prohibitively more computation to the policy solution. Having
large numbers of objects which can act as anchors for semantic
human sensor observations also leads to a large observation
space, which also increases computational costs. Even with
recent advances in scalability such as those showcased by
VB-POMDP, existing policy approximation methods are ill-
suited to handle the kind of complex and informationally dense
settings found in real world applications.
Consider the problem of tracking a target through a typical
indoor environment, which we refer to here as the ‘Cops
and Robbers’ (CNR) problem. The primary robotic agent,
referred to here as the cop, is tracking the robber with
the aid of a human viewing the scene through a series of
security cameras. With its separate but connected rooms, and
information-dense environment filled with objects that can be
referenced for observations, this scenario presents a challenge
for typical POMDP approaches. CPOMDP methods struggle
with the number and complexity of switching-modes required
to encapsulate objects and walls. In principle, online POMDP
solvers could be used to come up with acceptable approx-
imations for such problems using policy search techniques.
But online solvers struggle with problems like CNR, since
rewards can only be obtained at a single point in the state
space, i.e. when the robber is caught. This causes problems
for large state spaces as positive reward states will often lie
beyond an online solver’s effective planning horizon, and thus
intermediate rewards cannot be obtained to promote adequate
policy exploration. However, since the continuous indoor
environments is easily separable into connected regions, this
suggests exploring the use of multiple connected CPOMDP
policies that can be obtained offline.
III. HIERARCHICAL CONTINUOUS POMDPS
We address this scalability problem in the context of the
CNR problem for target search in complex indoor search
spaces, e.g. see Fig. 4. Our approach is to find a sepa-
rate continuous POMDP policy for each distinct room in
a particular map, where obstacles are sparse enough not to
necessitate the switching modes used in [16]. Each of these
room level policies is then treated as an action selection by
a discrete POMDP policy over the rooms. This leads to a
novel hierarchical CPOMDP policy that can not only take
fuse low-level semantic soft information about target locations
in metric physical space (e.g. ‘next to the chair’; ‘not by
the cooler’), but also exploit higher-level semantic data about
target locations in abstract label spaces, i.e. room designations
(‘in the kitchen’; ‘not in the dining room’). By accounting
for the dependencies between these different types of high-
level and low-level semantic data, we arrive at an intelligent
hierarchical decision making policy that enables top-down
motion planning (i.e. determine which areas to search, and
then how to search them), as well as determination of the best
set of high-level and low-level semantic queries for a human
sensor that will ensure rapid capture of the robber.
A. Lower Level CPOMDP
The lower level CPOMDP for each room is specified over
a state S = R4, which consists of two bounded continuous
random variables for each agent at each time step t. The cop’s
state variables are changed deterministically with actions while
the robber’s are assumed to be a Gaussian random walk. The
cop can choose from among 5 noisy movement actions Am =
{East,West,North, South, Stay}, and can ask questions
about the robber’s spatial relation to each object in the room
such that Aq = {Objects}×{Left,Right, Front,Behind}.
The full discrete action space is then A = Am × Aq . An
example action might be ”Move East and ask ’Is the robber
in front of the fern?’”.
The cop relies on two sources of observations. First is the
viewcone, which supplies binary observations in the form of
Ov = {Detection,NoDetection}, depending on whether the
robber is physically located within the specified viewcone.
In this implementation, the viewcone is approximated by a
1 meter square box centered on the cops position. Including
orientation into the state vector would remove the need for
this approximation, but further increase the dimensionality of
the state. Secondly, the cop receives answers to it’s questions
Aq , in the binary form Oq = {Y es,No}. The full discrete
observation space is given as O = Ov × Oq , with a set size
|O| = 4. In this work continuous space observation models
were constructed using softmax models as in [7].
The reward function is specified by an action dependent
Gaussian mixture function (i.e. which can be thought of as
an unnormalized GM pdf that may contain negative mixing
weights). Rewards are given for the co-location of the cop and
the robber to within a meter of each other, with the mean of
each mixand shifted by the cops per action movement distance.
This is to further encourage the cop to take an action directly
toward the robber, which effectively improves the viewcone
approximation mentioned above by increasing the chance the
robber’s position in the approximated viewcone will fall within
the real viewcone.
In describing the action and observations spaces of the
problem for implementation it would be perfectly valid to
solve the CPOMDP over the combined action and observation
space without mentioning that each is factored into two distinct
sets. However, this increases the difficulty of implementation
when trying to account for the diverse results of the combined
action/observation. In this case, the cop’s movement actions
Am primarily effect the state without changing the observa-
tions, while the cop’s ‘question actions’ Aq have no effect on
the state at the current time, and fully dictate the meaning of
the observations Oq . Similarly, the viewcone observations Ov
are only state dependent and thus independent of either action,
while Oq depends on both state and action. Factoring each
space into it’s constituent parts allows for simpler handling
of these dependencies, and increases the explainability of the
cop’s actions and the changes in it’s beliefs. The differences
in the two approaches are summed up in Figure 2.
B. Higher Level Discrete POMDP
The higher level discrete POMDP is specified on a state
vector consisting of all rooms. The state represents the robber’s
current position, and the robber randomly transitions according
to the particular connections between rooms in the map being
used. The cops position is not represented in the state vector.
The cop can choose movement actions Am corresponding to
each room, which will deterministically move the cop to that
(a) Standard POMDP (b) Factored POMDP
Fig. 2: POMDP graphical models with different action/observation factorizations.
room, as well as questions actions Aq , which will ask the
human if the robber is in a particular room. As with lower
level policies, the full action space is A = Am × Aq . An
example action would be “Search the Library and ask ’Is the
robber in the Kitchen?’”.
In the higher level discrete POMDP, the cop is rewarded
for choosing to move to the room the containing the robber,
and penalized for choosing the wrong room. The cop receives
viewcone observations Ov at each time step, similar to the
lower level CPOMDP. Given that being in the same room as
the robber does not guarantee a viewcone detection, likeli-
hoods for Ov = Detection are fairly low for any given time
step. The cop can also receive responses to it’s questions Aq
in the form of human observations Oq .
We use the Point-Based Value Iteration approach from [12]
to find the policy for the discrete layer.
C. Hierarchy and Question Lists
At each time step, the policy chooses an action consisting
of a room to search and a room to query. If the cop is outside
the search room, it is directed to go there. Otherwise, if the
cop is already in the search room, the lower level CPOMDP
policy is queried to provide a movement action. The query
room is asked about in the form“Is the robber in (room)?”, and
low level CPOMDP policy for that room gives an additional
question about the robber’s relation to an object in that room.
In this implementation the human sensor receives a question
from the cop at every time step. Because the policy was trained
to expect responses from the human sensor, steps were the
human fails to answer are unknown events from the system’s
standpoint, i.e. they are not accounted for when solving for
the policy. One method for handling these failures would be to
include a“Null” observation with a uniform likelihood across
states to represent a lack of human observation. Further steps
could be taken by incorporating a form of human attention
model into the state vector and an option to ask a “Null”
question when the policy believes the human would not be
able to answer.
In most applications, the desired result of a POMDP query
is the action with the highest value for the current belief.
This makes sense in most contexts as only one action can be
taken at a time. However, in our problem multiple questions
could be displayed to the human at each time step, and so we
want to ask the N most valuable questions. In both discrete
and continuous policies using PBVI-type approximations each
policy element, or α-element, contained in Γ corresponds to an
action and encodes part of the approximate value function over
beliefs. As each α-element is specified over the entire belief
space, it can provide a value for its action at any belief, even
were it does not provide the maximum value. Therefore, the
α-elements with the top N values can be said to correspond
to the top N actions. As multi α-elements might correspond
to the same action, this does not guarantee N unique actions.
However, as all α-elements must be evaluated to choose the
correct action for a belief, the top N unique actions can still
be chosen. This also implies that choosing a list of actions
requires only the minimal extra computation of a sorting
function substituted for an argmax, as in Algorithm 1.
Choose N actions
Input : b(s), Γ, N
for ∀α ∈ Γ:
V(α) =
∫
α(s)b(s)ds
list = sort(V)
return list[0:N]
Algorithm 1: Choose the best N actions recommended by the policy.
D. Belief Updates
The cop maintains a belief over the lower level continuous
state using a GM pdf. This is converted to a discrete belief over
rooms by carrying out a hard classification of each mixand to
whichever room it’s mean is contained in for the robber state
dimensions. The belief for each room r then becomes the sum
of the weights of the mixands assigned to it.
E. Dynamic Target Models
The CPOMDP framework shown in [15] is equipped to
handle transition functions which can be modeled as Gaus-
sian distributions with their mean shifted by the actions ∆a
expected effect on the state s:
p(s′|s, a) = φ(s′|s+ ∆a,Σa) (4)
When only a limited number of state components are directly
controllable, the others are forced to execute a Gaussian
random walk with the given variance. This prevents the use of
target trajectories in search problems such as the one described
here. In order to incorporate target dynamics, it is desirable to
have a transition function of the form,
p(s′|s, a) = φ(s′|As+ ∆a,Σa) (5)
where A is the state transition matrix which encapsulates
changes in the state independent of actions. Bellman backups
can be easily resolved with this alteration in the CPOMDP
framework, thus permitting solutions to a broad class of
continuous space planning problems.
IV. APPLICATION DEMONSTRATION
Hierarchical CPOMDPs were implemented and tested on
the Cops and Robots (CNR) Hardware platform at the Uni-
veristy of Colorado at Boulder’s Research and Engineering
Fig. 3: Cops and Robots user interface: ‘robot pull’ queries are answered in the lower
middle panel with ‘Yes/No’ buttons; voluntary ‘human push’ sensor inputs are provided
with the structured text input on the lower right panel.
Center for Unmanned Vehicles. Individual agents playing the
part of the cop and robber were instantiated on Turtlebots
running from an Odroid U3 microcontroller on iRobot Create
platforms. Cops and Robots is a physical simulation of a
home environment, with semantic labels assigned to the rooms
and objects within. These labels are known to both the cop
and human, which allows for communication of information
through a fixed codebook of possible observations.
The human interface, shown in Figure 3, visualizes the cop’s
belief about the robber’s position as a heatmap, as well as the
cop’s position and viewcone detection range. The interface
also displays a real-time feed from the cop’s camera and
various security cameras placed throughout the space. The
security cameras each allow the human a fixed view of a
room, while the cops camera facilitates observations in the
cop’s immediate area as well as a visual robber detection
system. The human plays the role of a sensor, voluntarily
passing information to the cop through the semantic codebook
embedded in the interface and answering binary ‘yes/no’
questions passed from the cop (e.g. ‘Is the robber in the
kitchen?’; ‘Is robber in front of fern?’). The human is also
required to validate visual detections of the robber, where a
correct validation leads to successful capture of the robber.
(a) First/familiar map
(b) Second/unfamiliar map
Fig. 4: Layouts for first (above) and second (below) maps
(a) (b)
Fig. 5: Run times for first (a) and second (b) maps.
The Hierarchical CPOMDP method was tested on two CNR
maps, each with a different rooms structure. The first map,
shown in 4a, consisted primarily of a hallway running the
length of the space, with rooms branching off on both sides.
The second map, shown in 4b, had the rooms in a semi-
bipartite arrangement, with two sets connected through a long
hallway and conservatory on the margins. In data collection,
the human participant was fully familiarized with the first
map beforehand, while the second map was presented as a
previously unknown environment.
Each map was tested under 4 input conditions. As a
baseline, the Hierarchical CPOMDP policy was implemented
without human input, with the cop relying only on it’s visual
sensor to gather information about the world. Second, the
policy was implemented with a human who didn’t respond
to the robot pull questions, and only provided human push
statements at their own discretion. Third, the policy received
a human who only responded to robot pull questions, and
ignored human push. Finally, the policy was implemented
with a human who used both the robot pull questions and
human push statements to give information. The resulting
times required to catch the robber are summarized in Fig. 5.
A. The Familiar Map
Across each input condition, tests were run with the robber’s
initial position in 3 different rooms, the Library, the Study, and
the Kitchen. The cop’s initial position was constant throughout
all tests as the far right end of the hallway. The cop’s also held
an identical initial belief for each test, with belief dispersed
equally between rooms.
The tests showed that across starting positions, either the
”Only Robot Pull”, or ”Both Robot Pull and Human Push”
input conditions tended to require less time to catch the robber
than either the ”Only Human Push” or ”No Human” input
conditions. This is expected as the policy was trained assuming
it would be able to pull information from the human, and the
policies questions should logically be the most valuable to the
cop for a given belief. Furthermore, the ”Only Human Push”
input condition universally improved on the times for the
”No Human” input condition, demonstrating that unexpected
human data can be useful.
Over all tests in the first map 79 observations were given,
averaging approximately 9 human inputs per test excluding
the ”No Human” condition. About 53% of all statements
were positive relations, eg. ”I know the Robber is in the
Study”. Limited to observations about rooms, the human
Fig. 6: Heatmap of observations for the first map.
Fig. 7: Summary of cop’s beliefs for the first map. Mean and 2-sigma bounds of
the cop’s belief are plotted against robber’s true position (dashed line). Vertical lines are
color coded for positive (green) and negative (red) human statements.
observer only gave positive observations 40% of the time.
When referencing objects 78% of observations were positive.
The human referenced rooms about twice as much as they did
objects, as shown in Figure 6.
The cop’s beliefs are summarized in Figure 7 for the 4 test
runs with the robber starting in the Study. For each input type,
the mixture mean and 2-sigma bounds are plotted along with
the robber’s actual position. The ”No Human” input condition
sees the belief expanding faster than the cop’s viewcone can
clear it, as the robber dynamics are taken into account at each
step. Human observations, shown as vertical lines in the plot,
can cause dramatic shifts. The robber’s position is can be seen
to be generally well bounded by the cop’s belief, which can
correct for errors through additional human observations.
B. The Unfamiliar Map
For the second map, the human observer was familiar with
the task and platform, but not with the map itself, shown in
Figure 4b. The locations of the rooms and positions of the
objects within were kept unfamiliar until the beginning of
testing. As in the first map, 4 input conditions were tested over
Fig. 8: Heatmap of observations for the second map.
Fig. 9: Summary of cop’s beliefs for the second map. Mean and 2-sigma bounds of
the cop’s belief are plotted against robber’s true position (dashed line). Vertical lines are
color coded for positive (green) and negative (red) human statements. As expected, the
unfamiliar environment leads to less accurate beliefs in the Human Push scenario.
multiple initial robber positions, in this case the Billiard Room
and the Study. Across all tests, the cop’s initial position was set
in the Kitchen, and the belief was evenly distributed between
rooms. The timing results from the test, summarized in Figure
5b, are generally comparable with those of the first map, taking
an additional 11 seconds to catch the robber on average. The
comparison between input conditions also remains consistent,
with the unfamiliar map results even suggesting an additional
advantage for the ”Both” condition over ”Robot Pull Only”.
For all tests in the second map there were a total of 66
observations, with an average of 11 human inputs per test
excluding the ”No Human” condition. In this case about 47%
of all statements were positive relations, with 42% positives
for room observations and 58% positive for objects. Rooms
were referenced almost 3 times as much as objects, with
frequencies for each statement shown in Figure 8. The cop’s
beliefs, summarized in Figure 9, are once again a reasonable
estimate of the robber’s position despite slightly more errors.
C. Discussion
The cop using the Hierarchical CPOMDP approach suc-
ceeded in all cases at catching the robber, and was demon-
strably quicker in cases where it received and fused human
information. Of particular note is the improvement of the
”Robot Pull Only” input condition over the ”Human Push
Only” condition. This implies that information delivered at the
policy’s request was more valuable than that which the human
decided to volunteer. As the policy is meant to approximate the
optimal value function for the problem, this serves as evidence
of its efficacy.
The system was also able to adapt to false information
from the human sensor, as displayed in Figure 10. In Figure
10a, after the robber passed in front of the security camera
in the Study while moving into the Kitchen, the human
unintentionally gave a series of false observations, rapidly
shifting the belief from an uncertain but reasonable one to
one that was decidedly inaccurate. Later in the same run, the
human was able to combine visual information from both the
Hallway camera and the cop’s viewcone to indicate correctly
that the robber had moved into the Dining Room, as shown
in Figure 10b.
With human information, the policy was able to direct the
cop more efficiently. As shown in Figure 11a, without any
human sensor data the policy primarily directs the cop to
patrol the Hallway, popping in and out of individual rooms
along the way. This behavior is reasonable considering the
Hallway’s position as a hub room, where the cop could expect
to eventually stumble upon the robber as it moves from room
to room. This displays the robustness of the policy’s action
selection in the absence of expected information. However,
when a human operator is able to provide information as in
Figure 11b, the policy chooses a path through the Library,
and ends up tracking the robber directly through the Study,
and into the Hallway, finally cornering it in the Dining Room.
V. CONCLUSION
We developed and validated a novel collaborative human-
machine sensing solution for dynamic target search. Our ap-
proach used continuous partially observable Markov decision
process (CPOMDP) planning to generate vehicle trajectories
that optimally exploit imperfect detection data from onboard
sensors and semantic natural language observations that can
be requested from human sensors. The main innovation was a
scalable hierarchical Gaussian mixture model formulation for
efficiently solving CPOMDPs with semantic observations in
continuous dynamic state spaces. The approach was demon-
strated with a real human-robot team engaged in dynamic
indoor target search and capture scenarios on a custom testbed.
The results showed that combined human-robot sensing not
only enhances target localization quality (as expected), but that
the resulting CPOMDP policies provide sensible simultaneous
search movements and semantic human sensor queries that
allow the search vehicle to intercept the target more efficiently.
The resulting CPOMDP policies are robust and effective even
with irregular/unpredictable inputs and occasional errors from
the human sensor.
Ongoing and future research will focus on semantic data
fusion in problems where we relax our assumptions of: known
(a) Human gives inaccurate series of observations (b) Human shifts belief with information unavailable to the cop
Fig. 10: Left: The human gives a series of mistaken observations. Right: The human gives a helpful statement
(a) Example paths for ”No Human” input condition
(b) Example paths for ”Human Push Only” input condition
Fig. 11: Cop (green) and robber (red) paths without vs. with human sensor input.
number of targets; known search environment/map and seman-
tic reference objects; known search vehicle states; and known
human sensor parameters. These problems are significantly
more challenging to solve, but also have important practical
implications for applications involving target search in highly
uncertain environments, e.g. search and rescue or disaster
relief. Building on the work here and in [7], we will investigate
how semantic human sensor data can be actively leveraged for
online interactive learning and planning, as well as online state
estimation and perception.
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