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a b s t r a c t
Latent Semantic Indexing (LSI) is a standard approach for extracting and representing the
meaning of words in a large set of documents. Recently it has been shown that it is also
useful for identifying concerns in source code. The tree cutting strategy plays an important
role in obtaining the clusters, which identify the concerns. In this contribution the authors
compare two tree cutting strategies: the Dynamic Hybrid cut and the commonly used
fixed height threshold. Two case studies have been performed on the source code of
Philips Healthcare to compare the results using both approaches. While some of the
settings are particular to the Philips-case, the results show that applying a dynamic
threshold, implemented by the Dynamic Hybrid cut, is an improvement over the fixed
height threshold in the detection of clusters representing relevant concerns. This makes
the approach as a whole more usable in practice.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
To developers software often appears as a large number of modules each containing hundreds of lines of code. It is, in
general, not obvious which parts of the source code implement a given concern. This fact poses various problems when it
comes tomaintaining the software. The software records knowledge, expertise, and business rules thatmay not be available
anywhere else than in the source code. Typically, existing documentation is outdated (if it exists at all), the system’s original
architects are no longer available, or their view is outdated due to changesmade by others. So, due to a lack of understanding,
maintenance introduces incoherent changes which cause the system’s overall structure to degrade [1]. Understanding the
system in turn becomes harder any time a change is made to it.
A technique which has been used to provide a view on the system is Latent Semantic Indexing (LSI) [2–4]. This view
is used to regain some of the long lost knowledge and aid in the maintenance on the system. LSI is used to identify the
associations between words used in source code. The associations are used to cluster the source code documents together.
These clusters are interpreted as concerns which reveal the intention of the code [5–9].
The approach as such has been described by various authors [4,6] including the authors of this paper [9], but still
a lot of questions remain with respect to choosing various settings. An important aspect of the approach is obtaining
the clusters, which provide information on the concerns in the code. The clusters are obtained by having a hierarchical
clustering algorithm construct a tree structure called a dendrogram. Subsequently, by cutting the dendrogram the source
code documents are grouped into individual clusters.
Usually, the dendrogram is cut using a fixed height threshold. However, there is no such thing as a cutting threshold
that works in all circumstances. For instance Kuhn et al. [6] use 0.5, while Maletic et al. [4] use 0.7. The appropriate value,
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therefore, depends on the particular software system under investigation. The ‘‘easiest’’ way for determining this value is by
means of visual inspection of the dendrogram resulting from the hierarchical clustering algorithm, which is difficult when
the tree becomes large.
Furthermore, in our experiments at Philips Healthcare it turned out that this threshold results in mostly meaningless
clusters as this approach creates one or two disproportionally large clusters and several smaller ones, confirming similar
experiences reported in other studies [6,7]. By taking the shape of the dendrogram into account it should be possible to
obtain better clusters. This can be done by using a dynamic threshold, which varies in different sections of the tree.
To overcome these deficiencies we have used the Dynamic Hybrid cut [10], which does take the shape of the dendrogram
into account. We have performed two case studies on the source code of Philips Healthcare where we applied the approach
and compared the outcome of the fixed height threshold to the results obtained by using the Dynamic Hybrid cut.
Wemake no claims about the generalization of the specific numbers mentioned in this article, but in time they can form
part of a broader picture. Themethod described in this article, however, is more generally applicable and is relevant in other
companies and for different software portfolios. In short, the main contributions of this work are as follows.
• We show that the de facto standard for cutting dendrograms, the fixed height cut, is not always the most appropriate
choice.
• We evaluate the Dynamic Hybrid cut as an alternative to the de facto standard for cutting dendrograms, the fixed height
cut.
• Wepresent the results from two case studies performed at Philips Healthcare comparing the results from the fixed height
cut to those of the Dynamic Hybrid cut.
Structure of the paper. In Section 2 we present some related work. Next, in Section 3, we provide an introduction to LSI
and its application to source code. Section 4 introduces the Dynamic Hybrid cut, while Section 5 provides the setup for the
two case studies. Sections 6 and 7 present the two case studies and their results. Subsequently, in Section 8 we discuss
some practical applications of the approach. Finally, in Section 9 we provide some thoughts on possible limitations of the
algorithm and our experiments and in Section 10 we present our conclusions.
2. Related work
Many papers report on using LSI for software engineering tasks. Some of the software engineering problems, related
to concept location, which have been addressed using LSI are program understanding [4,8,6], high-level concept clones
identification [11], conceptual cohesion [12], coupling [13], and traceability (e.g. requirements or documents) [14–16].
Outside the domain of LSI-based approaches, various other approaches have been developed using program slicing [17],
dynamic analysis [18], historical information [19], and even simple string pattern matching [20].
A technique which is gaining popularity as an alternative information retrieval technique to LSI is Latent Dirichlet
Allocation (LDA) [21–24]. As it does not rely on a hierarchical clustering technique, but rather assigns a probability that
a context belongs to a concern, it should be able to identify crosscutting concerns. However, a disadvantage of LDA is that
is does not derive any interrelationship between extracted concerns [24,25]. The correlated topic model [26], which builds
on LDA, should resolve this issue but has not yet been applied to source code. A hierarchical clustering algorithm does allow
for identifying such relationships. Using the Concern Tree they are visualized in an easy-to-understand manner.
Most, if not all, of the approaches using LSI apply clustering and a tree cutting strategy for detecting clusters. An extensive
overview of clustering approaches, which are available for software maintenance tasks, is presented in [27]. Clustering
approaches have been used in a wide variety of ways to aid software maintenance usually as a means for understanding
the (structure of) code. They have been used on their own [28–30] or in combination with other techniques such as
formal concept analysis [31,32]. Formal concept analysis on its own turned out to be less suitable for such tasks, especially
when applied to large software archives [33]. Furthermore, several researchers have provided methods for evaluating the
clusterings made using these algorithms [34,35].
Tree cutting is usually done by means of a single, horizontal cut of the tree structure resulting from the hierarchical
clustering. However, often there is no single horizontal cut which accurately reproduces the desired clustering, even
when the clusters are easily spotted by means of visual inspection [36]. In this paper, therefore, we have investigated an
alternative tree cutting strategy and compared the results to those obtained by using a horizontal cut. Various alternative
cutting strategies are available in the literature, such as runt pruning [37], and minimum discrepancy [38]. However,
these algorithms use some kind of background knowledge to determine the clusters in the tree. The alternative algorithm
evaluated in this paper does not use such knowledge and is therefore ideally suited to be used together with the tree created
from the information gathered as part of our approach.
Thus, our work complements existing working using hierarchical clustering as well as our ownwork presented in [9]. By
providing a more flexible tree cutting strategy we overcome the deficiency in existing approaches which use a fixed height
threshold even when there is not a single, suitable threshold. The Dynamic Hybrid cut presented in this paper dynamically
chooses different thresholds in different parts of the dendrogram resulting in a set of clusters which reflect the structure
the dendrogram.
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3. Locating concerns in source code using LSI
Latent Semantic Indexing is only part of the entire approach which is divided into the following steps:
1. selection of the input
2. preprocessing and indexing
3. Latent Semantic Indexing
4. computing similarities and clustering
5. visualization.
In the remainder of this paragraph we will explain each step. We will limit ourselves to those steps which have proved
to be successful in the case of Philips Healthcare. We previously covered most of these steps in more detail [9]. For the
remainder of this paper we will be focusing on the clustering step which is discussed in greater detail in Section 4. While
some steps, such as visualization, are not required for the approach as such, they are necessary when applying the approach
in an industrial setting. They provide ameans to convey the information to the peoplewho need to use it and, as such, cannot
be ignored. We have implemented this approach in a custom application. We have used this application to test the different
cutting strategies described in this article.
3.1. Input selection
The first choice that has to bemade is a choice for the input in terms of the level of granularity of the input. Usually, either
functions or classes are used depending on the programming language in which the application was written. However, in
our case the source code consisted of several different languages supporting different programming paradigms. We have
examined various different levels of granularity such as functions and classes. From our experimentswe found that themost
appropriate level of granularity is the level of functions as this mitigates the problem of multiple concerns being combined
in a class or interface. Furthermore, by examining the code at the level of functions, instance variables are only taken into
account where they are used. While they are usually declared all together in a dedicated part (at the start) of the source file,
we are only interested in the relevant combinations of these variables as they are used in a function.
3.2. Preprocessing and indexing
With the appropriate input, the set of functions extracted from the source code, at hand we proceed to the next step:
preprocessing the input. Although variable names are most likely the best choice for using as terms, their vocabulary is not
as well-defined as is the case with for instance English words. Their meaning is obscured by abbreviations and various
(programmer-specific) word combinations. Therefore, extracting variable names from the source code and using them
without modification as input for LSI most likely will not provide us with a good result. Therefore, when applying LSI on
source code, usually several preprocessing steps are taken in order to improve the effectiveness of the approach. From our
experiments the following steps proved helpful.
• Splitting variable names into individual words. In order to do this, various programming styles are taken into account in
order to recognize the individual words. Examples are camelcasing and the use of hyphens and underscores. By using
the approach a variable name like NrOfSlices or nr_of_sliceswill be split into the words nr, of, and slices.
• Identify compound words. In addition to the common practice of splitting variable names, we introduce an additional
preprocessing step based on our experiences with applying this approach at Philips Healthcare. While even at the most
recent working conference on mining software repositories (MSR’09), a popular venue for presenting work on source
code analysis, several papers use splitting as a preprocessing technique [39–41], in practice it actually happens quite often
that two or more words are best kept together even though based on the use of some convention such as camelcase they
should be split. Examples in the case of Philips Healthcare are DataObject, ImageFrame, and ResourceManager. For
now, we manually create a list of these words, but we are investigating techniques to automate this step as well.
• Filtering stopwords and programming language keywords. This list filters out stopwords, programming language keywords
and variable names consisting of only one or two characters. The latter are usually of the form i or x and are only used
as loop counters or temporary variables.
• Applying a weighting scheme. The weighting scheme automatically balances out the influence of very rare and very
common words.
Furthermore, we do not use stemming although this is customary to do [4,6]. We found that stemming does not provide
additional benefit when analyzing source code, which confirms what others [42,43] have found when using a stemming-
algorithm for analyzing natural texts using LSI. Whenwe applied stemming, we ran into several problems such as themixed
use of British and American English and words being taken together such as present and presentation while this is
clearly wrong.
Using the individual words we create an index of the input. This index, as we will discuss next, is represented as a word-
by-function matrix in which each cell indicates how often a word occurs in that function. More generally, the matrix is
referred to as a term-by-context matrix. We use ‘‘term’’ to refer to the preprocessed words. Similarly, we use ‘‘context’’ to
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Fig. 1. Average rankings. For each term (context) pair of interest, one term (context) was treated as a query in the space. Vectors for other terms (contexts)
were ranked in relationship to this query, based on the cosine measure between those vectors and the query vector. The rank of the paired term (context)
in this list was used as the measure of relatedness between the two terms (contexts).
abstract from whether we actually use functions or some other level of granularity for providing the relevant contexts for
the terms.
3.3. Latent Semantic Indexing
The matrix resulting from preprocessing and indexing is subsequently processed using Latent Semantic Indexing. LSI is
an (almost) fully automated approach and uses no humanly constructed dictionaries, knowledge bases etc. It takes as its
input only raw text parsed into terms and separated into meaningful contexts such as sentences or paragraphs, in case of
text written in natural languages, or functions or classes, in case of source code written in programming languages.
In the first step of the approach the text is represented as a term-by-context matrix, M , in which each row stands for
a unique term and each column stands for a context. In this matrix the [i, j]th element indicates the weighted number of
occurrences of the ith term in the jth context. This number can be different from the actual number of times a term occurs
within a context.
Once we have built our term-by-context matrix, we call upon a powerful technique called Singular Value Decomposition
(SVD) to analyze the matrix. The matrix M is decomposed into a matrix describing the original column entries, another
matrix describing the original row entries and a diagonal matrix containing scaling values such that when the three
components are matrix-multiplied, the original matrix is reconstructed. These special matrices show a breakdown of the
original relationships into linearly independent components.
However, many of the elements in the diagonal matrix are very small and may be ignored, leading to an approximation
which has many fewer dimensions. Each of the original contexts’ similarity behavior is now approximated by its values on
this smaller number of factors. Due to this reduction in the number of dimensions, the reconstructed matrix Mk, where k
denotes the number of dimensions that have been retained, it is possible for contexts with somewhat different profiles of
term usage to be mapped into the same vector of factor values.
The value of k has a profound effect on the effectiveness of the entire approach. An often used rule of thumb is the magic
number of 100 dimensions [44], but various other heuristics have been proposed as well [43]. However, as in our case the
number of documents is a lot smaller compared to those studies, it seems logical to choose a value lower than that. We
therefore use a heuristic suggested by Kuhn et al. [6], which provides good results. This heuristic automatically calculates
the appropriate number of dimensions using the following formula: (m× n)0.2 wherem represents the number of contexts
and n the number of terms.
Wehave conducted various experiments to evaluate this heuristic.We only present the results here as a description of the
complete experiment is outside the scope of this paper. Fig. 1 shows the average rank for 100 pairs of associated terms and
contexts, for which we knew that they were correct and thus their ranks should be low, in the context collection at different
values of k. The results indicate that the best average performance might be obtained with k ≈ 12 (see Section 6). As such,
these results indicate that values calculated using the heuristic proposed by Kuhn et al. [6] correspond quite well to the
optimal number of dimensions and is therefore considered a good rule of thumb when choosing the number of dimensions
for applying LSI to source code.
3.4. Computing similarities and clustering
The result of applying LSI is a vector space, based on which we compute the similarity between both contexts and terms.
We use this similarity measurement to identify concerns in the source code. To compute the similarity values, an often
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used measure is the cosine between the vectors. Although several alternatives exist, the cosine similarity measure works
well [3]. Using the similarity measure it is possible to cluster the related contexts. We implemented this in R [45] using the
dist-function from the proxy package, which actually calculates the dissimilarity. We used this as input for the hierarchical
clustering function in R, hclust.Weuse the complete-link clustering algorithm [27]. In order to identify the individual clusters
from the tree-structure created by the clustering algorithmwe use a tree cutting strategy.Wewill be going further into how
to cut the tree in Section 4.
3.5. Visualization
Several authors [6,46,47] have developed ways to visualize the clusters identified by LSI. These visualizations, however,
have several drawbacks. First, although it is possible to use them for larger software systems, they tend to become cluttered
in such cases. Furthermore, it is difficult to relate the information to the software system, as these visualizations do
not present the identified concerns according the structure of the software system, making it more difficult to discern
patterns. Therefore, we have developed an alternative visualization called Concern Trees. Its main advantage over existing
visualizations is that it maps the clustering onto the familiar structure of the software archive.
The idea behind the concern trees has been derived from the 100% stacked bar chart. This type of chart is used when you
have three ormore data series andwant to compare distributionswithin categories, and at the same time display differences
between the categories. As categories, we have opted for the directories in the directory-hierarchy of the software archive.
Each bar represents 100% of the contexts implemented in the source code files of a directory.
For each cluster, we calculate its size in a certain directory by counting the number of contexts which originate from that
directory. Thus, if 5 contexts in cluster A originate from directory X which contains 15 contexts in total, the concern tree
will show a bar for cluster 1 which occupies one-third of the space. If the remaining 10 contexts are clustered in cluster 2,
the remaining two-third of the space will be used to color the bar for cluster 2 in directory X. The bars, therefore, not only
represent a cluster, but also its size relative to the other clusters in that directory.
Finally, by mapping the clusters onto the more familiar directory hierarchy together with a legend for each concern, it is
easier for the software designer to interpret the results and use them to his advantage. An example is shown in Fig. 3.
4. Dynamic Hybrid cut
As has been observed by various authors [6,7] LSI often identifies a large domain concern and several smaller concerns.
In fact, we observed similar results when applying our approach to the source code at Philips Healthcare (e.g. Fig. 7(a) which
shows the fixed height threshold still with several large clusters which were broken down further by the dynamic hybrid
cut). Althoughwe do not knowwhether these observations are the exception or the rule, our findings combinedwith earlier
results in different circumstances,make clear this problem ismore general than just the Philips-case and isworth addressing.
Although it has been taken for granted until now, we observed that the way in which the clusters are being identified from
the dendrogram plays an important role.
As we explained previously, an hierarchical clustering algorithm is used for creating the dendrogram. Hierarchical
clustering organizes objects into a dendrogram whose branches are the desired clusters. The process of cluster detection
is referred to as tree cutting. The most common, and perhaps naive, way of doing this is by using a fixed height threshold.
While distinct clustersmay be recognizable by visual inspection, computational cluster definition by a fixed height threshold
does not always identify satisfactory clusters. As long as the dendrogram is reasonably symmetric, this will work just fine.
However, in our experimentswe found that the tree is often asymmetric.With asymmetric dendrograms the fixed height
threshold is not able to identify clusters representing concerns with the same relevance level. It tends to uncover a large
domain concern, which in reality consists of several subconcerns. These subconcerns are closely related compared to the
generic topics clustered in other parts of the tree. The fixed height threshold is not able to copewith these different relevance
levels.
Thus, a fixed height threshold, in this case, results in a few large clusters as shown by the top bar in Fig. 2. Alternatively,
a lower threshold results in a lot of singleton clusters and leaves which cannot be clustered at all as they do not meet the
threshold, as shown by the lower two bars. Neither result is desirable. In short, with the fixed height threshold, it is not
possible to account for the different kinds of concerns, i.e. domain and generic, implemented in the code.
Algorithmdescription. To overcome this problem,we use a tree cuttingmethod based on analyzing the shape of the branches
of a dendrogram. Langfelder et al. [10] have developed a bottom-up algorithm, called the Dynamic Hybrid cut, which we
have used as an alternative to the fixed height threshold. The Dynamic Hybrid cut builds clusters in a bottom-to-topmanner
in two steps. First, the method identifies preliminary clusters as branches that satisfy four criteria: (1) they contain a certain
minimum number of objects; (2) objects too far from a cluster are excluded from it even if they belong to the same branch
of the dendrogram; (3) each cluster should be separated from its surroundings by a gap; and (4) the core of each cluster
should be tightly connected, where by core the lowest-merged objects in the cluster are meant. These criteria are supplied
to the algorithm as input parameters by the user. Apart from the first criterion, however, they are best left at their default
settings. For the second criterion, this means that it is set to the maximum dissimilarity level so that the entire dendrogram
is considered. This has the effect that the algorithm will examine the dendrogram all the way to the top to identify clusters.
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(a) Example of different tree cutting strategies. This
example is based on a dendrogram build from analysis on
source code.
(b) A simulated dendrogram example [10]. The first color band ‘Simulated’
shows the simulated true cluster membership; color band ‘Dynamic Hybrid’
shows the results of the proposed tree cuttingmethod; the color band ‘Static
@ 0.92’ shows the results of the standard, constant height cut-off method at
height 0.92. The height refers to the y-axis of the dendrogram.
Fig. 2. Tree cutting strategies. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Although under certain circumstances thismay lead to some detected clusters being larger than optimal – as some unrelated
objects near the top of the dendrogram being added to the cluster – it also makes sure that there are no items which get
overlooked.
The third and fourth parameter are both derived from the second. In case of the maximum core scatter, this means at
most five percent of the maximum dissimilarity. The gap, in that case, is the distance between the maximum core scatter
and the maximum dissimilarity. Again, this has the effect that the entire dendrogram is considered thus taking each and
every item into consideration for clustering.
Based on these criteria, the algorithm will proceed with merging branches of the dendrogram until it arrives at a point
where two branches, selected to be merged together, both satisfy these criteria. In that case, both branches are declared
‘‘closed’’ and no further objects will be added as part of this step. This ‘‘branch pruning’’ step is based on the merging
information of the dendrogram (but not on the order of the clustered objects).
The second, optional, step of the algorithm will assign previously unassigned objects (either singleton objects or
branches) to the nearest cluster. The algorithm uses the average dissimilarity to determine the cluster to which to assign
the unassigned object. In the case that the left-over object is too far away from any other cluster, as defined by the second
criterion mentioned above, the object will remain unassigned.
Relevance level. Thus, the only setting which needs to be provided is the desired minimum cluster size as the other setting
is best left at its default value. While the appropriate minimum cluster size will differ per software system, the values used
in this paper are useful as a reference. By taking the minimum cluster size and the shape of the tree into account, instead
of using a fixed height threshold, we treat the different parts of the tree differently. As depicted by the examples in Fig. 2,
the Dynamic Hybrid cut cuts the tree at different heights in the two parts of the tree. A simulated example in Fig. 2(b)
shows the difference between the actual, simulated clusters. This example was taken from [10] and displays a simulated
gene expression data set. This type of data results in more clearly recognizable branches compared to a clustering based on
source code. The top bar shows the clusters as generated from the simulation. The second bar shows the clusters as identified
by the Dynamic Hybrid cut. Some of the smaller clusters aremissing, but overall the detection rate is very good. The last two
bars show two different fixed height thresholds. These cuts are not able to deal with different relevance levels in the tree
and the detected clusters look nothing like the actual, simulated clusters. Although, as shown in Fig. 4, with dendrograms
resulting from source code the differences are not as large, the Dynamic Hybrid cut still is an improvement over the fixed
height threshold.
The larger differences in similarity in the right part of the tree are treated differently compared to the left part of the tree.
With the fixed height threshold, this would have been impossible. In practice, domain concerns are clustered more closely
together compared to generic topics such as logging and user interface handling, due to a greater overlap in the terms being
used. The fixed height threshold is not able to cope with this phenomenon. The Dynamic Hybrid cut, however, treats these
concerns differently and is therefore able to distinguish more specific domain concerns while still recognizing more loosely
coupled generic concerns.
Limitations. The Dynamic Hybrid cut is not without its own drawbacks, however. First, in a sense we substitute the difficult
choice for a fixed height threshold with that of a minimum cluster size. Neither of these choices is backed by any kind of
heuristic or othermethod of choosing a ‘good’ value.Moreover, we have chosen to use the default settings for the other three
parameters to the algorithm, but changing these settings might help in obtaining even better results. Although this does not
seem like much of an improvement, we consider this to be an acceptable price to pay for improved flexibility. The fixed
height threshold, although easy to use, simply lacks the flexibility required for dealing with the asymmetric dendrograms.
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A second drawback is that the algorithm for the Dynamic Hybrid cut is more complex compared to the straightforward
fixed height threshold. It depends on the number of objects in the dendrogram, the minimum cluster size and, in case
the optional step two is performed, on the number of steps required to assign each left-over branch or object to an existing
cluster. However, as the algorithmhas been applied to dendrogramswith several thousands of objects by the original author,
we are confident that this will not be a problem when combined in the approach as described in this article.
5. Experimental setup
To test the effectiveness of the Dynamic Hybrid cut, we have performed two separate case studies on the source code of
Philips Healthcare. For the description of the case study protocol we use the components of research design as presented by
Yin [48]. We will posit the research questions of the study, the unit of analysis, and the criteria for interpreting the findings.
Questions. The goal of these two case studies is to evaluate the Dynamic Hybrid cutting strategy and compare its results
to the fixed height threshold cutting strategy. Our primary interest is the relative difference of the Dynamic Hybrid cut
compared to the fixed height threshold. The two case studies should thus answer two fundamental questions. First, how
does the performance of the two cutting strategies differ and, second, why do they differ. Our hypothesis is that the
Dynamic Hybrid cutting strategy will perform better compared to the fixed height threshold as it is better capable of cutting
asymmetric dendrograms.
Unit of analysis. For this purpose,we analyzed two distinct software systems using our approach.We describe both software
systems in detail in Sections 6 and 7.We analyzed each software system twice: once using the Dynamic Hybrid cut and once
using the fixed height threshold.We presented the results to two experts – one for each software system– and asked them to
rate the quality of the clusters. The rating indicates howwell a cluster matches an actual concern in that particular software
system according to the expert.
We did not inform them which cutting strategy produced which set of clusters. We only explained the two different
cutting strategies and their advantages and drawbacks. By not mentioning which set of clusters was produced by which
algorithm, we think this did not interfere with their evaluation. In our experience, it even made them more perceptive of
any differences and the possible merit of those differences.
Interpretation. In order to rate a cluster we use a 5-point Likert scale [49], where 1 indicates a cluster is completely wrong
(i.e. the associated terms have nothing in common and do not relate to any concern in the code) and 5 indicates the cluster is
a perfectmatch to a concern in the code (i.e. the associated terms belong to the same concern and the algorithm indicates the
correct places in the archive where it occurs). The other values indicate varying degrees of a partial match (e.g. not all terms
are relevant and/or the cluster occurs in places where it should not). We subsequently calculate the average. The higher this
value, the better the performance of the clustering algorithm. More detailed evaluation such as an internal evaluation of the
clusters (e.g. by identifying specific contexts which should not be part of a cluster), was not part of the evaluation. This was
considered too labor-intensive by the experts and thus not feasible from a practical perspective.
Validation. As the first case study was performed on a relatively small application it was possible for the expert to manually
generate a set of reference clusters which we could compare to the generated ones. He indicated the name (as a short
description), a rough estimate of the relative size and the location of 14 concerns in the package. The resulting Concern Tree
is shown in Fig. 3.
It was too labor-intensive to assign every context to a cluster manually. The expert also did not examine the contexts
grouped in the generated clusters for the same reason. This means that the expert did not assign any functions to the
reference clusters. He only indicated which clusters are present and their location in the software archive. He also provided
a rough indication of their size. Thus, it was not possible to automatically calculate how well the clusters, identified by
our approach, matched a particular reference cluster for instance by using the overlap in the amount of contexts. We did
compute the overlap between clusters generated by the two cutting strategies, which the expert mapped onto the same
reference cluster. This number is not a measure for the quality of the clusters, as we cannot compare the generated clusters
to the reference clusters. It does, however, provide some insight into the relative difference between the clusters generated
by the different cutting strategies. We used the Jaccard similarity coefficient [50] to compute the overlap. The coefficient, J ,
is given as:
J = M11
M01 +M10 +M11 . (1)
For two clusters A and B the variables are specified as follows:
• M11 represents the total number of contexts the clusters A and B have in common.
• M01 represents the total number of contexts present in cluster B, but not in cluster A.
• M10 represents the total number of contexts present in cluster A, but not in cluster B.
Furthermore, the reference clustering is useful for validating the generated clusters and gaining insight in how well
the two algorithms are capable of detecting all relevant knowledge in the software. For this purpose, in addition to the
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Fig. 3. Concerns in diffusion processing package as identified by the expert.
rating, the expert provided a mapping between the automatically identified clusters onto his own reference concerns. This
activity provided us with a list of true positives, false positives, and false negatives. In this case, false positives are clusters
which cannot be mapped to an actual concern. False negatives are those concerns identified by the expert, which were not
uncovered by our approach. Using these statistics, we calculated precision and recall for both cutting strategies as part of
the first case study.
The second case study was already too large for manually listing a set of reference concerns, let alone specifying their
distribution. Thus, for the second case study we could not provide insight into any false positives or false negatives. In this
case, we only show the relative difference between the two tree cutting strategies.
6. Case study: diffusion processing
6.1. Application description
For the first case study, we have chosen a relatively small clinical application which has been developed by the
business unit MRI at Philips Healthcare. The clinical applications constitute a subset of the software and are primarily used
for performing post processing operations on previously performed scans. Examples of such applications are diffusion,
angiography, spectroscopy and functional MRI.1 Due to their relatively small size, a single person is responsible for an
application. As a contingency, several other persons are available in the event that an immediate repair needs to be made
when this expert is not available.
We have chosen an application which is used for diffusion MRI. The diffusion processing clinical application consists of
approximately 17.000 SLOC (written in C# and C) and contains various concerns related either directly or indirectly to its
main task of computing and displaying the various types of diffusion images.
We have explained some of the general settings already in Section 3. There are also some settings which are specific
to the piece of software being analyzed. After preprocessing the input, 407 terms and 819 documents remained. Using the
heuristic for calculating the number of dimensions, this results in 12 dimensions to be retained. Furthermore, we have set
theminimum cluster size to 32. The choice for this value is based on our knowledge of the system. The smallest set of related
functions grouped in a single module consists of 32 functions. Under different circumstances, where this minimum size is
not well known, the number can be chosen experimentally. A statistic like the average number of functions in a class is a
good starting point. It is reasonable to assume that clusters are not smaller than the average class.
The fixed height threshold was set to 0.9. This value has been chosen such that the resulting number of clusters was
almost the same as the number of clusters in the reference set. While this automatically results in less false positives, it
might also result in less relevant clusters. A lower threshold, for instance, results in more clusters with potentially a higher
coverage of the reference set. In other words, we would be increasing the recall. However, this would come at the cost of
precision. The correct clusters would become buried in a pile of nonsense. Such a characteristic is not beneficial for the
industrial acceptance of any approach. Thus, our choice was in favor of precision over recall.
6.2. Evaluation results
The two algorithms produce roughly the same amount of clusters. We have chosen the fixed height threshold in such
a way that it produced 15 clusters. The Dynamic Hybrid cut resulted in 16 clusters being identified. Fig. 4 shows how the
clusters identified by the two algorithms are spread over the dendrogram. Figs. 5 and 6 show the concern trees for both
algorithms. It should be noted that the colors are not shared between the different concern trees. Each has its own unique
set of colors.
1 An introduction into these topics can be found here: http://en.wikipedia.org/wiki/MRI.
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Fig. 4. Hierarchical clustering applied to the diffusion processing package.
Fig. 5. Concern tree for fixed height threshold.
Fig. 6. Concern tree for Dynamic Hybrid cut.
We have performed the evaluation together with the expert on the diffusion processing application. Table 1 shows the
scores awarded to the clusters in case of the Dynamic Hybrid cut and fixed height threshold.
We make several observations based on this table. The first and foremost conclusion is that the Dynamic Hybrid cut
outperforms the fixed height cut as the average score is 0.7 point higher. The improved performance is also expressed in
the higher precision, recall and the resulting F-score. The F-score is calculated as shown in the formula below. The F-score
is interpreted as an average of the precision and recall.
F = 2 · precision · recall
precision+ recall . (2)
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Table 1
Likert item scores for both algorithms based on the diffusion case study.
Expert Dynamic Hybrid Fixed height Overlap
ID Score ID Score
1 13 3 – – –
2 14 4 – – –
3 11 4 2 4 0.6212 4
4 9 4 3 4 0.53
5 5 3 1 3 0.48
6 2 5 4 5 13 4 5 4
7 15 5 6 5 1
8 7 4 7 4 18 4 8 4
10 1 4 13 3 0.514 4 10 3
11 6 3 12 3 0.59
Avg. score 3.9 3.2
False positives 2 4




The Dynamic Hybrid cut results in a 10% higher precision and recall. In other words, by using the Dynamic Hybrid cut the
expert is presented with more relevant clusters. Also, there are less clusters which do not represent a concern in the source
code. In the experience of the expert, the main improvement of the Dynamic Hybrid cut was that it split up some concerns
which the fixed height threshold kept together improving the relevance level as explained in Section 4. This difference is
also expressed by the numbers showing the overlap. Unfortunately, because we could not compute this number comparing
it to the reference clusters, we were not able to identify the reason for the differences in these numbers. We discuss some
explicit examples in the coming paragraphs.
The fact that both strategies overlook some concerns has several causes. For instance, cluster 9 in Fig. 3 will never be
detected with the current approach, unless steps are taken to improve the approach. The word b-values is currently
always split into b and valuesmaking it impossible for the approach to detect this concern regardless of the tree cutting
strategy being used. Improvements to the approach such as detecting compound words, as explained in Section 3, should
resolve this issue.
However, Table 1 shows that with the Dynamic Hybrid cut two additional concerns (clusters 13 and 14) are identified
which were not detected using the fixed height threshold. In Fig. 4 we have indicated these two concerns using their cluster
number. As depicted there, both of these clusters are a result from the dynamic threshold. Where using the fixed height
threshold resulted in two large clusters with relatively low scores, the Dynamic Hybrid cut identifies 5 smaller clusters
which mostly received a higher score compared to the scores awarded in case of the fixed height threshold.
The opposite also occurs. Fig. 4 shows how, in the case of the Dynamic Hybrid cut, clusters 5 and 9 aggregate several
contexts, which the fixed height threshold kept separate. In both cases, several clusters which were indicated as false
negatives in the case of the fixed height threshold (11, 14 and 15), are now aggregated. The result is a single cluster which
is recognized by the expert as a valid concern.
In short, from this case studywe conclude that the Dynamic Hybrid cut is an improvement over the de facto standard, the
fixed height threshold. It results in considerably less wrongly identified concerns, making it less cumbersome to evaluate
the results. Also, the average score for the correctly identified concerns is higher. Thus, the Dynamic Hybrid cut improved
the approach by presenting more concerns and more relevant clusters. The case study also shows where the improvement
comes from. The dynamically calculated threshold is able to cut the dendrogram at varying heights which results in more
relevant clusters.
7. Case study: application development environment
7.1. Application description
For the second case study, we have chosen a coherent part of the software archive developed by the Healthcare
Informatics business unit at Philips Healthcare. This business unit is responsible for the maintenance and development
of a set of libraries, called Philips Healthcare Informatics Infrastructure (PII). PII is the product family that has been adopted
by Philips Healthcare as a software product line engineering approach for medical imaging solutions. It provides a base set
of functions which modalities such as MRI, CT and X-Ray can use.
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(a) Hierarchical clustering applied to the ADE. (b) Statistics for the ADE evaluation.
Fig. 7. Results from the ADE case study.
We have chosen a single subsystem from the entire software system, called the Application Development Environment
(ADE), for our case study. Compared to the diffusion processing application, the ADE is somewhat larger in terms of lines of
code. The ADE measures 57.493 SLOC. Mainly this is in C#, but there are also a little over 7000 lines of code written in C++.
Some of the parameters are therefore different as well. After preprocessing the source code, 965 terms and 3468 documents
were left. Using Kuhn’s heuristic for calculating the number of dimensions yields 20 dimensions to be retained. Furthermore,
we have set the minimum cluster size to 35. In this case, we did not have sufficient information on the system to determine
an accurate value. Thus, we chose a value similar to that in the previous case study. It is slightly higher as the expert expected
the minimal set of related functions to be slightly higher due to a difference in programming practices between the PII and
MR department. Similar to the previous experiment, the fixed height threshold was set to 0.9. This choice was based on
experiments with different settings for the fixed height threshold, where this value produced the best results. While we did
not have a set of reference clusters, we knew of a few key concerns that should at least be identified. Using this threshold,
resulted in themost hits. Althoughwe have not investigated this any further, this thresholdmight bemorewidely applicable
at Philips Healthcare.
7.2. Evaluation results
Using the fixed height thresholdwe found 29 clusterswhile the Dynamic Hybrid cut produced 38 clusters. Fig. 7(a) shows
how the clusters identified by the two algorithms are spread over the dendrogram. As we do not know the actual number
of concerns in this software system, we could not calculate precision and recall.
Another concern is the fact that there is a large difference between the retrieved number of clusters. Indeed, in our
experiments we found that a different fixed height threshold would result in a number of clusters similar to the number
retrieved by the Dynamic Hybrid cut. However, as we already mentioned, this came at the cost of more clusters which did
not mean anything to the expert and, even worse, somemeaningful clusters were lost. The expert felt that the particular set
of clusters resulting from this fixed height threshold resulted in the best outcome compared to other fixed height thresholds
we tried. It does give the fixed height threshold a disadvantage compared to the Dynamic Hybrid cut, as it is very likely that
this also results in less concerns being identified. However, in our opinion this directly points to the Achilles’ Heel of the
fixed height threshold: it cannot adapt to variations in the dendrogram and thus cannot keep some clusters together while
splitting up other clusters at another similarity level.
The results obtained using these two algorithms already showed much less overlap compared to our findings for the
diffusion processing package. The main difference between the two cutting strategies is that the Dynamic Hybrid cut was
able to split some clusters into smaller ones without the side effect that a lower threshold has, namely generating additional
small, meaningless clusters.
Together with an expert we evaluated the relevance of the clusters generated using both algorithms. As we did not have
a set of reference concerns at hand, we only evaluated the relevance of the clusters as such, using the same scale as we used
in the previous case study. On average the fixed height threshold scored 2.6 whereas the Dynamic Hybrid cut scored 3.1.
However, these numbers only tell part of the story. Fig. 7(b) shows an overview of the scores by means of a boxplot. From
this plot it is clear that the distribution of the scores for the clusters identified using the Dynamic Hybrid cut is clearly an
improvement compared to the fixed height threshold. This confirms the results of the diffusion processing case study. It
shows that the Dynamic Hybrid cut is an improvement over the fixed height threshold.
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8. Practical applicability of the results
The results of the ADE case study were not only used for evaluating the effect of a dynamic threshold compared to a fixed
threshold. For PII an important goal was to use the results, that is the clusters identified by the approach, to see whether
they could be used for improving the documentation on the ADE.
Currently, the documentation on the ADE is written by the engineers responsible for its development. In addition, the
supportmailing-list is monitored for frequently recurring questionswhich could indicate a lack of documentation regarding
a specific concern. A third method for improving the documentation is that users of the ADE can suggest new concerns. In
short, the engineers provide an initial set of documentation and there are two reactive measures in place to continuously
improve the existing documentation.
However, the PII organizationwould also like a proactiveway of improving the documentation, i.e. findmissing concerns
before the users of their software do. As LSI is able to identify the concerns in a particular part of the source code, we used
the results of the case study to see whether the clusters identified by LSI could be used to find concerns which were not yet
documented.
As the results of the Dynamic Hybrid cutwere consideredmore useful, we used the generated clusters from this approach
to construct a list of concerns in the source code. We manually compared those against the list of existing concerns in the
documentation. Using this approach, we were able to identify two concerns which were identified by the LSI-approach
which were not yet documented. It should be noted that neither of these concerns was part of the list of clusters generated
using the fixed height threshold.
So not only did this case study show that the Dynamic Hybrid cut is an improvement in general over the fixed height
threshold, but in this particular case we were also able to show a practical use case for the LSI approach as a whole. At the
time of writing, the prototype-application used for this study is being reworked by a company to be applied both inside
Philips Healthcare and at other companies.
9. Threats to validity
Internal validity. A limitation of these two case studies is that we only had one expert available per case study. It was
therefore not possible to compensate for a learning effect. That is, when an expert completed the evaluation of the results
from either cutting strategy, his evaluation of the other strategy might be influenced by his prior experience. Also personal
bias of the person performing the evaluation plays a role. This could result in an overly negative or positive evaluation.
Finally, a lack of sufficient in-depth knowledge on every aspect of the software is of influence on the results. A commonway
for compensating for such effects is by using multiple persons for the evaluation and presenting them with the two sets
of results in different orders, such that the mean score will accurately reflect the difference in performance between the
two cutting strategies. However, in practice, application domain knowledge, in most organizations, is thin spread [51]. Also
in Philips Healthcare few people combine a broad overview with sufficient in-depth knowledge of the system in order to
judge the results fromour approach.We compensated for the learning effect and lack of knowledge by allowing the expert to
reconsider a prior score. In this way, comparable clusters in both cases received the same score. We countered any personal
bias either towards the approach as a whole as well as to the evaluation of the clusters, by explaining in detail the goals of
the approach and the evaluation. This makes that the scores are at least comparable and provide an accurate insight into the
relative differences between the two strategies.
External validity. Our conclusions are based on two experiments both of which have been conducted at Philips Healthcare.
This raises the question whether the conclusions generalize to different software systems and different companies. While
the specific settings used in this article are not likely to be useful outside of Philips Healthcare, the approach does not rely
on any specific characteristics of the organization Philips Healthcare or its software systems. Moreover, the approach has
been applied already on various other occasions as described in Section 2. Finally, as wementioned in Section 4, others have
observed the same limitation of the fixed height threshold as we did. Therefore, it is reasonable to assume that a dynamic
threshold is also an improvement in other environments.
Construct validity. A threat to consider is the use of the average Likert score. The average scores are both fractions while the
scores that can be awarded are integers. Indeed often the median is used instead of the average to compare groups of Likert
scores. However, in our case the median is the same in both cases and thus fails to show the difference between the cutting
strategies even though they produce different results. Thus, in our case the average Likert score is more appropriate.
Another possible threat is the clustering algorithm we used. In the two case studies we compared the Dynamic Hybrid
cut to the de facto standard, the fixed height threshold. Both algorithms were applied to a dendrogram obtained by using
a hierarchical clustering algorithm. Hierarchical clustering is the common approach to clustering used for information
retrieval. However, hierarchical clustering has several drawbacks such as sensitivity to noise and outliers, and computational
complexity [52]. Flat clustering might be a viable alternative to hierarchical clustering. A well-known flat clustering
algorithm is k-means. Flat clustering is efficient and conceptually simple, but it has a number of drawbacks. The algorithms
return a flat unstructured set of clusters, require a prespecified number of clusters as input (although algorithms exist
to calculate the number of clusters automatically such as X-means [53] or G-means [54]) and are nondeterministic [55].
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Hierarchical clustering does not require us to prespecify the number of clusters and most hierarchical algorithms that have
been used in information retrieval are deterministic. Furthermore, the dendrogram produced by the hierarchical clustering
algorithm holds information on the ordering of the individual objects, and it shows the relations between clusters. This
information cannot be obtained from the flat clustering of an algorithm such as k-means. While we currently do not use
this information, we recognize a potential use for this information as it allows to evaluate the clusters at different levels of
abstractions.
Another limitation of the hierarchical clustering algorithm is that each context is assigned to only one cluster. However,
in practice a context might belong to multiple clusters as it implements multiple, crosscutting concerns. The current
implementation of our approach ignores this possibility and assigns a context to themost prominent concern. However, the
approach as presented in this article clusters documents, but it is also possible to cluster the terms. Via the term-by-context
matrix the contexts associatedwith a term can be retrieved togetherwith a probability similar to LDA,whichwe described in
Section 2. Thus, LSI can be modified to behave in a way similar to LDA which is capable of identifying crosscutting concerns.
The downside is that it makes the results harder to interpret and convey to the user due to the added layer of abstraction.
Therefore, we decided not to cluster the terms. Also, because the users preferred being presentedwith a single,main concern
as opposed to a more nuanced view.
10. Conclusion
In this paper we have shown that the Dynamic Hybrid cut is an improvement over the de facto standard, the fixed height
threshold, for cutting the dendrogram. We have performed two case studies at Philips Healthcare in which we compared
the Dynamic Hybrid cut to the fixed height threshold. In both cases the Dynamic Hybrid cut outperformed the fixed height
threshold. Moreover, in the case of the Application Development Environment of PII these results have successfully been
used to improve their documentation of the software.
Overall, we conclude that the Dynamic Hybrid cut improves the effectiveness of the LSI approach for detecting concerns
in source code and makes the approach even more usable in practice. The prototype used for the study described in this
article, has been transferred to a company to be applied outside of Philips Healthcare as well.
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