Abstract. In this paper, we give an affirmative answer of the third problem of the ten problems of Hilbert space given by P. R. Halmos [6] .
Introduction
Let H be a complex separable Hilbert space and L(H) denote the set of bounded linear operators on H. An operator T ∈ L(H) is called intransitive if it leaves invariant some subspace other than 0 or the whole space; otherwise it is transitive. In [6] , P. R. Halmos listed ten problems in Hilbert spaces. In 1974, Problem 7 was solved by C. Apostol and D. Voiculescu [1] . In 1976, Problem 8 was solved by D. Voiculescu [13] . In 1997, Problem 6 was solved by G. Pisier [9] . In 1983, Problem 5 was essentially resolved by S. Sun and the readers refer to references [2] , [11] , [12] .
The third problem is the following:
Problem 3 If an intransitive operator has an inverse, is its inverse also intransitive?
Thus this problem is closely related to the invariant subspace problem of Hilbert spaces. Another problem asked by P. R. Halmos is: if T ∈ L(H) is such that T 2 has a nontrivial invariant closed subspace, must it be the case for T too? In 2007, C. Foias, I. B. Jung, E. Ko. and C. Pearcy study the relation between the Invariant subspace problem and this problem (See in [4] ). To know more progress in this problem, we recommend a survey paper by V. I. Lomonosov and V. S. Shulman (See in [8] . ) In this paper, we give an affirmative answer to Problem 3 (See in Theorem 2.1). Before we state our main theorem, we need to introduce the following concepts and lemmas.
Let Ω be a bounded open connected subset of C. In [3] , M. J. Cowen and R. G. Douglas introduced a class of operators denoted by B n (Ω) which contains Ω as eigenvalues of constant multiplicity n. The class of Cowen-Douglas operators with rank n: B n (Ω) is defined as follows [3] :
B n (Ω) := {T ∈ L(H) : (1) Ω ⊂ σ(T ) := {w ∈ C : T − wI is not invertible},
Proposition 1.2 (1.7.1, [3] ). Let T ∈ B n (Ω) and w 0 ∈ Ω. Then ∞ k=0 ker(T − w 0 ) k = H. Lemma 1.3 (Lemma 1.22, [3] ). Let T ∈ B n (Ω) and holomorphic H-valued functions {e i (w)} n i=1 a basis of ker(T − w), then {e 1 (w), · · · , e n (w), · · · , e In the following, we will introduce some concepts and notations: Definition 1.4. [7] If K(H) denotes the set of all compact operators acting on H and π : L(H) → L(H)/K(H) is the projection of L(H) onto the Calkin algebra, then σ e (T ), the essential spectrum of T , is the spectrum of π(T ) in L(H)/K(H) and C\σ e (T ) is called the Fredholm domain of T and is denoted by ρ F (T ). Thus, σ e (T ) = σ le (T ) ∪ σ re (T ), where σ le (T ) = σ l (π(T )) (left essential spectrum of T ) and σ re (T ) = σ r (π(T )) (right essential spectrum of T ).
On the other hand, the intersection σ lre (T ) := σ le (T )∩σ re (T ) is called Wolf spectrum and it includes the boundary ∂σ e (T ) of σ e (T ). Therefore, it is a non-empty compact subset of C. Its complement C\σ lre (T ) coincides with ρ s−F (T ) := {w ∈ C : T − w is semi-Fredholm }. ρ s−F (T ) is the disjoint union of the (possibly empty) open sets {ρ n s−F (T ) : −∞ ≤ n ≤ +∞}, where ρ Before answering Halmos' problem, the authors would like to express their gratitude to Dr. Yuanhang Zhang and Dr. Jinsong Wu. It is precisely because of their careful reading and suggestions that we have a complete proof. Before the proof of the main theorem, we make several remarks as follows.
Main Theorem
(1) Notice that if T is transitive, then λT are also transitive. Thus, we will assume that T < 1 2 .
(2) By Lemma 1.7, we will assume that σ(T ) = σ lre (T ) and σ p (T ) ∪ σ p (T * ) = ∅. (3) By Lemma 2.3, we can assume that σ(T ) is connected.
In order to proceed the proof, we need introduce the following lemmas first. Throughout the section, we will denoted by Span{x : x ∈ S} the norm closure of the set of all finitely linear combinations of elements in a set S.
Lemma 2.2. Let T ∈ L(H). Then T is transitive if and only if
Span{T n x, n ≥ 0} = H, for any x ∈ H, x = 0.
Proof. It directly follows by the definition of transitive operator.
, where O δ denotes the set {w ∈ C : |w| < δ}, and A| H 1 denotes the operator which is the operator A restricted to the invariant subspace H 1 .
Proof. Since 0 ∈ int(ρ F (A) ∩ σ(A)), then there exists some δ > 0 such that O δ ⊂ ρ F (A) ∩ σ(A). That means dimker(A − w) = 1 and ran(A − w) = H, for any w ∈ O δ . By Proposition 1.11 in [3] , there exists holomorphic H-valued function e(w) such that ker(A − w) = {e(w)}, w ∈ O δ . Since e(w) is holomorphic H-valued function, then we can assume that e(w) = ∞ n=0 e (n) (0) n! w n . Thus, we know that
Thus, we have that
Let T ∈ L(H) be transitive, and {e k } ∞ k=0 be the orthogonal normal basis of H (denoted by "ONB"). Let S * 1 be the backward shift operator defined as S * 1 (e 0 ) = 0, S * 1 (e k+1 ) = e k , k = 0, 1, 2, · · · . For any x ∈ H, x = 0, define an operator T x ∈ L(H ⊕ H) as the following
where (x ⊗ e 0 )(y) := y, e 0 x, for any y ∈ H. 
Proof. Choose e(w) := ∞ k=0 w k e k , then e(w) ∈ ker(S * 1 − w), w ∈ D. Then we have the following claim:
.
Obviously, π(T x −w) is invertible in the Calkin algebra. Thus, π(T −w) is also invertible and w ∈ ρ F (T ). That means w ∈ σ lre (T ). However, as we assume in the beginning of the section, σ(T ) = σ lre (T ). Thus, w ∈ σ(T ). Thus T − w is invertible. Since T − w is invertible and e(w), e 0 = 1, for w ∈ ρ F (T x ) ∩ σ(T x ), then there exists y(w) ∈ H such that (T − w)y(w) = − e(w), e 0 x = −x.
Thus, we have that y(w) = −(T − w) −1 x. Let f x (w) denote y(w) ⊕ e(w). By a direct computation, we can see that f x (w) ∈ ker(T x − w), and dim ker(T x − w) = 1.
For
Thus we only need to prove that
In fact, if there exists x 1 ⊕ x 2 ∈ H ⊕ H such that y(w) ⊕ e(w), x 1 ⊕ x 2 = 0, that means y(w), x 1 + e(w), x 2 = 0. Then we will prove that y(w), x 1 = e(w), x 2 = 0, w ∈ Ω.
Since e(.), x 2 is analytic on D and (w − T )
Thus, by the analytic continuation theorem, we know that y(.), x 1 is analytic on C. Since lim |w|→∞ y(w), x 1 = 0, we can see y(.), x 1 is a bounded entire function on C. That means y(.), x 1 and e(.), x 2 are both constant functions.
Recall that lim |w|→∞ y(w), x 1 = 0. Thus, we have that
Notice that e(w), e 0 = 0, w = 0. Then we have that (
It follows that T n x, x 1 = 0, n = 0, 1, · · · . Since T is transitive, by Lemma 2.2, we have that x 1 = 0. On the other hand, by Lemma 1.1, we have that
Thus we have that Span{e(w) : w ∈ Ω} = H. That means x 2 = 0. This finishes the proof of this lemma.
Proof. Notice that S * 1 (e 0 ) = 0 and S 1 (e n ) = e n+1 , n ≥ 0. Then we have (x ⊗ e 0 )S 1 = x ⊗ S * 1 (e 0 ) = 0, and
Proof. Since S * (e 0 ) = 0, by a directly computation, we have T x f x = 0. Notice that 0 ∈ D\σ(T ) ∧ . Then one can find a positive number δ < 
Set e x (w) :
. By Lemma 2.4, we have that T x ∈ B 1 (D\σ(T ) ∧ ). By Lemma 1.2 and Lemma 1.3, we have
this completes the proof of this lemma.
Proof. If M = {0} or H, then the conclusion follows immediately. Choose y = 0 ∈ M, we will prove T y ∈ M. Since y ∈ M 2 , for any ε > 0, there exists
It follows that T y ∈ M 1 . Notice the fact y also belongs to M 3 , there exists exists
Thus, we have that T y ∈ M 2 . The rest can be deduced by by a similar argument and T y ∈ M k , k ≥ 1.
be an invertible operator and {e n } ∞ n=0 be the ONB of H. Then
Proof. Since
then we have that
Span{e n : n ≥ k}
Thus, there exists some closed subspace of Proof. "=⇒" Since A ∈ B 1 (Ω), then we can find a right inverse B of A such that e(w) = ∞ n=0 w n B n (e 0 ), where e 0 ∈ kerA. Then we have that e (n) (0) =
Span{B n (e 0 ) : n ≥ k} = {0}. Notice that AB = I, B is injective. So {B n (e 0 )} ∞ n=0 is linear independed. Without loss of generality, we can assume that B * (e 0 ) = 0.
Span{B n (e 0 ) : n ≥ k} = {0}, we have ∞ k=0 (Span{B n (e 0 ) : n ≥ k}) ⊥ = H. Notice that Span{B n (e 0 ) : n ≥ k} = Ran(B k | Span{B i (e 0 ),i≥0} ). Since A ∈ B 1 (Ω), and AB = I, then we have B n (e 0 ) ∈ kerA n+1 , n ≥ 0. By Lemma 1.2 and 1.3, we have that Span{B n (e 0 ), n ≥ 0} = H.
Notice that
and Span{B n (e 0 ), n ≥ 0} = H. Then we have Span{B n (e 0 ) : n ≥ k} = RanB k . Since e 0 ∈ kerB * , we have that
On the other hand, since AB = I, we have that B * A * = I and B * is surjective. Furthermore, choose any f x ∈ ker(B * ) = RanB ⊥ , then we have
and AB = I, by the property of Fredholm index, we have that ind(A) = −ind(B) = ind(B * ) = 1.
That means dimker(B * − w) = 1, w ∈ Ω. Also notice that
we have B * ∈ B 1 (Ω). "⇐=" Suppose that there exists a right inverse of A denoted by B such that B * ∈ B 1 (Ω) and kerA = kerB * . Since 0 ∈ Ω, by Lemma 3.10 in [7] , there exists a ONB {e n } ∞ n=0 of H such that B * has the following matrix form: 
By a direct computation, we have that B(e k ) = ∞ i=kā k,i e i . Thus, we can see that
Span{e n : n ≥ k} = {0}.
Set e(w) = ∞ n=0 w n B n (e 0 ), then we have e(w) ∈ ker(A − w) and
Span{e (n) (0) : n ≥ k} = {0}.
Lemma 2.10. For any bounded open connected subset
Proof. When A ∈ B 1 (Ω), it can be shown that there exists no non-trivial idempotents in the commutant of A. In fact, suppose that AP = P A, P 2 = P . Suppose e(w) ∈ ker(A − w), w ∈ Ω is a holomorphic H valued function, then we can find a holomorphic function φ(w) on Ω such that P (e(w)) = φ(w)e(w), w ∈ Ω. Since P 2 = P , we have that P 2 (e(w)) = φ 2 (w)e(w) = φ(w)e(w) = P (e(w)).
Notice that φ is holomorphic on Ω, then we have φ(w) is constant and φ(w) = 0 or φ(w) = 1, w ∈ Ω. Then we have P (e(w)) = 0 or P (e(w)) = e(w), w ∈ Ω. Since w∈Ω {e(w)} = H. It follows that P = 0 or P = I, ( see another proof in Proposition 2.28 in [7] ). If σ(A) is not connected, by Riesz splitting theorem (or Riesz decomposition theorem, [5] ), one can construct an non-trivial idempotent by using some connected component Ω 0 of Ω as follows
where Γ is a contour in the resolvent set of A with Ω 0 in its interior and separating Ω 0 from σ(A)\Ω 0 . This is a contradiction.
then S x − S x is an rank one operator.
Proof. Suppose that S x = S 1,1 S 1,2 S 2,1 S 2,2 , then we have
Since S * 1 S 2,2 = I, it follows that S * 1 S 2,2 (e n ) = e n . Notice that S * 1 (e n+1 ) = e n . Then we have that S 2,2 (e n ) − e n+1 ∈ kerS * 1 = {e 0 }. Thus, we have that S 2,2 = S 1 + e 0 ⊗ f, for some f ∈ H. Also notice that T S 1,2 + (x ⊗ e 0 )S 2,2 = T S 1,2 + (x ⊗ e 0 )(S 1 + e 0 ⊗ f ) = 0, we have that T S 1,2 + (x ⊗ e 0 )(e 0 ⊗ f ) = 0, it follows that S 1,2 = −T −1 x ⊗ f. Since S * 1 S 2,1 = 0, we can find some g ∈ H such that S 2,1 = e 0 ⊗ g. Furthermore, we have
By a similar calculation, we have that
Then we have
and Ran( S x − S x ) = {(−T −1 x ⊕ e 0 )}. Thus it is an operator with rank one.
Lemma 2.12.
Proof. Firstly we will show M ∈ Lat(T x ) ∩ Lat(S x ). Since
and
for some δ > 0. With the decomposition H ⊕ H = M ⊕ M ⊥ , we have the following operator matrix representations of S x and T x respectively:
Furthermore, we also have T 2 S 2 = I.
Recall that A(H) = L(H)/K(H) denotes the Calkin algebra, π : L(H) → A(H) is the quotient map.
Also notice that T x = T x ⊗ e 0 0 S *
1
. Then we have that
Thus,
Now we have the following claim:
Claim T x ∈ B 1 (D). Assume that T x ∈ B 1 (D). Now we will prove the following fact: if |w| < 1 and w ∈ σ(T ), then we have w ∈ ρ(T 2 ).
In fact, when w = 0, since T 2 S 2 = I, we can see S 2 is injective. Thus, S * 2 is surjective. If S * 2 is not injective, then there exists some x 0 = 0 such that S * 2 x 0 = 0. Notice that
However, this is impossible. That means S * 2 is injective and also invertible. That means S 2 is invertible. Thus T 2 is invertible and 0 ∈ ρ(T 2 ).
On the other hand, we have
If w ∈ σ(π(T 2 )), then w ∈ σ e (T 2 ). Thus, w −1 ∈ σ e (S 2 ) and w −1 ∈ σ e (S x ). Since w ∈ σ(T ), then we have w −1 ∈ σ(T −1 ). By the assumptions mentioned in the beginning of this section, we know that σ(T −1 ) = σ e (T −1 ). Since 0 ∈ σ(T ) ∧ and σ e (T ) = σ(T ), we have that
Notice that |w| < 1, we have w −1 ∈ σ e (S x ). This is a contradiction. So we have w ∈ σ(π(T 2 )) and then w ∈ ρ F (T 2 ).
Since T x − w is surjective, it follows that T 2 − w is surjective. Suppose that dimker(T 2 − w) = 0. Since T x ∈ B 1 (D), T x − w is surjective, then it follows that dim(T x − w) ≥ 2. By Lemma 2.4, we know dimker(T x − w) = 1. This is a contradiction. So for any w ∈ σ(T ), |w| < 1, T 2 − w is invertible. By the statement (1) of Lemma 2.4, we have that
we can see that ker(T x − w) = ker( T x − w), then
This is a contradiction. So it follows that that T x ∈ B 1 (D). This finishes the proof of claim. If we assume that T x ∈ B 1 (Ω), where Ω is an open connected component of ρ F ( T x ), ∂Ω = ∂D and 0 ∈ Ω ⊂D. Since T < 1 2 , 0 ∈ σ(T ) ∧ , then we have |λ| < 1 2 for any λ ∈ σ(T ) ∧ . That means |w| > 2, w ∈ σ(T −1 ) ∧ . Thus, we have thatD ⊂ σ(T −1 ). On the other hand, since S x = T −1 ⊕ S 1 , then we have that σ(S x ) ∧ = σ(T −1 ) ∧ . And also notice that σ( S x ) ⊆ σ(S x ) ∧ . Then we have that
Since T x S x = I, π( T x )π( S x ) = I, and ∂Ω ⊆ σ e ( T x ), then we have that ∂Ω −1 ⊆ σ e ( S x ), where
Now assume that there exists some δ > 0 such that S * x ∈ B 1 (O δ ), then there exists an open connected component Ω 1 of ρ F ( T x ) such that 0 ∈ Ω 1 , S * x ∈ B 1 (Ω 1 ) and ∂Ω 1 ⊂ σ e ( S * x ). In the following, there only exist four cases and we will prove each of them is impossible.
. This is a contradiction according to the claim.
Case 2 ∂Ω 1 ∩ D = ∅. In this case, there exists λ ∈ D such that λ −1 ∈ ∂Ω −1
1 ⊂ σ e ( T x ). However, σ e ( T x ) = ∂D ∪ σ(T ). This contradicts to the fact |λ −1 | > 1.
and Ω 1 is a connected open set, this contradicts to the fact
Furthermore, notice that
Thus, we have
Ran T −k ) ⊥ ⊕ H ⊆ M, and also {0} ⊕ H ⊂ M. Since {0} ⊕ H ∈ LatS x , and
. This is impossible, since S * x ∈ B 1 (Ω 1 ) and
Finally, we can see that S * x ∈ B 1 (O δ ), for any δ > 0. Proof. Similar to the proof of Lemma 2.12, we assume that there exists some δ > 0 such that S * x +K * ∈ B 1 (O δ ), then there exists an open connected subset of C with 0 ∈ Ω 1 such that S * x + K * ∈ B 1 (Ω 1 ) and ∂Ω 1 ⊂ σ e ( S * x + K * ). Repeating the proof of Lemma 2.12, we also have similarly four cases. Since K is a rank-one operator, σ e ( S * x + K * ) = σ e ( S * x ), we only need to prove the case 4 in the previous lemma. In this case,D ⊂ Ω 1 . By Equation 2.1 and M ⊂ H ⊕ {0}, we have that
Notice ∂D ⊂ σ e ( S * x ), we also have that ∂D ⊂ σ e ( S * x + K * ), this is a contradiction to the fact S * x + K * ∈ B 1 (Ω 1 ).
The proof of Theorem
Proof. In order to prove an invertible operator T ∈ L(H) is intransitive implies T −1 is also intransitive, we only need to prove that if T is transitive then T −1 is also transitive.
In the following proof,We will prove the theorem in two cases: Case 1 Assume that 0 ∈ σ(T ) ∧ . We only need to prove if T is transitive and invertible, T −1 is also transitive. Without loss of generality, we can assume that T < Repeating this calculation, we have that S k x f x = −T −(k+1) x ⊕ e k , k ≥ 0. Thus, by Lemma 2.6, we have that
Thus, it follows that Span{T −k x : k ≥ 1} = H. By Lemma 2.2 and x is arbitrary, we know that T −1 is also transitive. Case 2 In this case, 0 ∈ σ(T ) ∧ . We need to prove that for any 0 = x ∈ H, Span{T −(n+1) x : n ≥ 0} = H. Now for any x = 0, we will consider the following two cases. If Span{−T −(n+1) x ⊕ e n : n ≥ 0} = H ⊕ H, then we can see that Span{T −(n+1) x : n ≥ 0} = H. Thus, we only consider the other case:
Span{−T −(n+1) x ⊕ e n : n ≥ 0} = M ⊂ H ⊕ H.
In this case, we will show that the set Span{T −(n+1) x : n ≥ 0} is still equal to H. By Lemma 2.8, we have that
Span{−T −(n+1) x ⊕ e n : n ≥ k} = H 1 ⊕ {0}.
Suppose that {0} = H 1 ⊂ H. Notice that if
Span{−T −(n+1) x : n ≥ k} = H, then T −1 has a cyclic vector i.e. Span{T −(n+1) x : n ≥ 0} = H. Then the proof is finished. Now we suppose that
Span{−T −(n+1) x : n ≥ k} = H. By Lemma 2.7,
Span{−T −(n+1) x : n ≥ k} ∈ Lat(T ).
Then we can see T has a nontrivial invariant subspace. This is impossible, since T is transitive.
Thus, we only need to prove the last case
Span{−T −(n+1) x ⊕ e n : n ≥ k} = {0} ⊕ {0} can not holds.
Recall T x = T x | M . Since S x is a right inverse of T x and satisfies the following Span{ S n x (f x ) : n ≥ k} = Span{−T −(n+1) x ⊕ e n : n ≥ k}.
Span{−T −(n+1) x ⊕ e n : n ≥ k} = {0} ⊕ {0}, by Lemma 2.9 and 2.11, we can see there exists a rank-one operator K such that S x + K is a right inverse of T x , ker( S * x + K * ) = ker( T x ) and S * x + K * ∈ B 1 (O δ ). However, by Lemma 2.12 and 2.13, this is impossible. In summary, we can see the only possible case is H 1 = H. In this case, Span{T −n x : n ≥ k} = H for any x ∈ H, k ≥ 0. Thus we can see T −1 is also transitive. This finishes the proof of Case 2.
