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0. Introduction
This paper is a first attempt to generalize results of A. Berenstein, S. Fomin and
A. Zelevinsky on total positivity of matrices over commutative rings to matrices
over noncommutative rings.
The classical theory of total positivity studies matrices whose minors all are
nonnegative. Motivated by a surprising connection discovered by G. Lusztig [10, 11]
between total positivity of matrices and canonical bases for quantum groups, A.
Berenstein, S. Fomin and A. Zelevinsky in a series of papers [3, 1, 2, 4] systematically
investigated the problem of total positivity from a representation-theoretic point of
view.
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In particular, they showed that a natural framework for the study of totally
positive matrices is provided by the decomposition of a reductive group G into the
disjoint union of double Bruhat cells Gu,v = BuB ∩ B−vB− where B and B− are
two opposite Borel subgroups in G, and u and v belong to the Weyl group W of G.
According to [3, 2, 4] there exist families of birational parametrizations of Gu,v,
one for each reduced expression of the element (u, v) in the Coxeter group W ×W .
Every such parametrization can be thought of as a system of local coordinates in
Gu,v. Such coordinates are called the factorization parameters associated to the
reduced expression of (u, v). The coordinates are obtained by expressing a generic
element x ∈ G as an element of the maximal torus H = B ∩ B− multiplied by
the product of elements of various one-parameter subgroups in G associated with
simple roots and their negatives; the reduced expression prescribes the order of
factors in this product. An explicit formula for these factorization parameters as
rational functions on the double Bruhat cell Gu,v was given.
As we said, Berenstein, Fomin and Zelevinsky came to factorization parame-
ters (first, for GLn and then for other classical groups) from representation theory.
For the noncommutative case our program is to go into opposite direction: from
factorization parameters for GLn to “total positivity”, canonical bases and repre-
sentations. This paper is a beginning of the program.
For G = GLn(F ) where F is a field of characteristic zero, the explicit formulas
for factorization parameters are given through the classical determinant calculus.
As a first step toward noncommutative representation theory and noncommutative
total positivity, we generalize here the results from [4] and [2] to G = GLn(F)
where F is a (noncommutative) skew field by using the quasideterminantal calculus
of matrices over (noncommutative) rings introduced by I. Gelfand and V. Retakh
[5, 6, 7, 8].
The noncommutative point of view has many advantages. Let wo ∈ W be
the element of the maximal length. In the commutative case the factorization
parameters for x ∈ Gu,v, G = GLn, u = id, v = wo are given as ratios ab/cd or a/b
where a, b, c, d are minors of matrix x (see [3]). In the noncommutative case, for
any u and v = wo, the factorization parameters can be written as f
−1g where f, g
are quasiminors for matrix x. The paper contains other noncommutative formulas
and constructions for GLn that are new even in the commutative case.
Our results confirm the Gelfand principle: noncommutative algebra (properly
understood) is simpler than its commutative counterpart.
The paper is organized as follows.
In Section 1 we recall some facts about quasideterminants and introduce our
main tool - positive quasiminors ∆iu,v. In Section 2 we study basic factorizations
in GLn and its Borel subgroup. Section 3 contains examples of such factorizations.
Section 4 section is central for the paper. First, we introduce “noncommutative
SL2-subgroups” in GLn. For a generic matrix x we define special quasiminors
∆iu,v(x), where u, v ∈ W and show that they satisfy certain “Plu¨cker relations”.
We note that ∆iu,v(x) is always positive for positive real matrices x. Section 4
also contains the main result: it gives formulas for factorization coordinates for
reduced double Bruhat cells. For a matrix x ∈ Gu,v these coordinates are written as
products of quasiminors ∆is,t(y) where the matrix y is the so called noncommutative
twist of x. In Section 5 we study relations between quasiminors of x ∈ Gu,wo and
the corresponding twisted matrix. In this case the quasiminors ∆i·,·(y) in the main
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theorem can be replaced by quasiminors ∆i·,·(x). Studying twisted matrices is an
important problem by itself and we present several approaches to computations of
such matrices. These results are new even in the commutative case.
1. Quasideterminants and Quasiminors
A notion of quasideterminants for matrices over a noncommutative ring was
introduced in [5, 6] and developed in [7]. It has been effective in many areas
(see, for the example, the survey article [8]). Here we remind a few facts about
quasideterminants which will be used in this paper.
1.1. Definition of quasideterminants. Let A = (aij), i ∈ I, j ∈ J be a matrix
of order n over a ring R. Construct the following submatrices of A: submatrix
Aij , i ∈ I, j ∈ J obtained from A by deleting its i-th row and j-th column; row
submatrix ri obtained from i-th row of A by deleting the element aij ; column
submatrix cj obtained from j-th column of A by deleting the element aij .
Definition 1.1. If n = 1 the quasideterminant |A|ij equals to aij . If n > 1 the
quasideterminant |A|ij is defined if the submatrix A
ij is invertible over the ring R.
In this case one has
|A|ij = aij − ri(A
ij)−1cj .
For a generic matrix A over a skew field F , one has
|A|ij = aij −
∑
aiq |A
ij |−1pq apj .
Here the sum is taken over all p ∈ I r {i}, q ∈ J r {j}.
If A is an n× n-matrix there exist up to n2 quasideterminants of A.
By definition, an r-quasiminor of a square matrix A is a quasideterminant of an
r × r-submatrix of A.
Sometimes it is convenient to adopt a more graphic notation for the quaside-
terminant |A|pq by boxing the element apq. For A = (aij), i, j = 1, . . . , n, we
write
|A|pq =
∣∣∣∣∣∣∣∣∣∣
a11 . . . a1q . . . a1n
. . . . . .
ap1 . . . apq . . . a1n
. . . . . .
an1 . . . anq . . . ann
∣∣∣∣∣∣∣∣∣∣
.
Example 1.2. 1) For a matrix A = (aij), i, j = 1, 2 there exist four quasidetermi-
nants if the corresponding entries are invertible
|A|11 = a11 − a12 · a
−1
22 · a21, |A|12 = a12 − a11 · a
−1
21 · a22,
|A|21 = a21 − a22 · a
−1
12 · a11, |A|22 = a22 − a21 · a
−1
11 · a12.
2) For a matrix A = (aij), i, j = 1, 2, 3 there exist nine quasideterminants but
we will write here only
|A|11 = a11 − a12(a22 − a23a
−1
33 a32)
−1a21 −a12(a32 − a33 · a
−1
23 a22)
−1a31
−a13(a23 − a22a
−1
32 a33)
−1a21 −a13(a33 − a32 · a
−1
22 a23)
−1a31
provided all inverses are defined.
Quasideterminant is not a generalization of a determinant over a commutative
ring but a generalization of a ratio of two determinants.
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Example 1.3. If A is a matrix over a commutative ring then
|A|pq = (−1)
p+q detA
detApq
.
Also, if A is invertible and A−1 = (bij) then
b−1ij = |A|ji
if the element bij is invertible.
Remark 1.4. If each aij is an invertible morphism Vj → Vi in an additive category,
then the quasideterminant |A|pq is also a morphism from the object Vq to the object
Vp.
1.2. Elementary properties of quasideterminants. Here is a list of elementary
properties of quasideterminants.
i) The quasideterminant |A|pq does not depend on the permutation of rows and
columns in the matrix A if the p-th row and the q-th column are not changed;
ii) The multiplication of rows and columns. Let the matrix B be constructed
from the matrix A by multiplication of its i-th row by a scalar λ from the left.
Then
|B|kj =
{
λ|A|ij if k = i
|A|kj if k 6= i and λ is invertible.
Let the matrix C be constructed from the matrix A by multiplication of its j-th
column by a scalar µ from the right. Then
|C|iℓ =
{
|A|ijµ if ℓ = j
|A|iℓ if ℓ 6= j and µ is invertible.
iii) The addition of rows and columns. Let the matrix B be constructed by
adding to some row of the matrix A its k-th row multiplied by a scalar λ from the
left. Then
|A|ij = |B|ij , i = 1, . . . k − 1, k + 1, . . . n, j = 1, . . . , n.
Let the matrix C be constructed by addition to some column of the matrix A its
ℓ-th column multiplied by a scalar λ from the right. Then
|A|ij = |C|ij , i = 1, . . . , n, j = 1, . . . , ℓ− 1, ℓ+ 1, . . . n.
The following homological relations play an important role in the theory.
Theorem 1.5. a) Row homological relations:
−|A|ij · |A
iℓ|−1sj = |A|iℓ · |A
ij |−1sℓ ∀s 6= i
b) Column homological relations:
−|Akj |−1it · |A|ij = |A
ij |−1kt · |A|kj ∀r 6= j
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1.3. Noncommutative Sylvester formula. The following noncommutative ver-
sion of the famous Sylvester identity found in [5, 6] is closely related with the
fundamental Heredity principle (see [7, 8]).
Let A = (Aij), i, j = 1, . . . , n be a matrix over a skew field F . Let k < n − 1.
Suppose k × k-submatrix A0 = (aij), i ∈ I0, j ∈ J0 is invertible. For p /∈ I0, q /∈ J0
construct (k + 1)× (k + 1)-submatrix Apq = (aij) where i ∈ I0 ∪ {p}, j ∈ J0 ∪ {q}.
Set
bpq = |Apq|pq
and construct matrix B = (bpq), p /∈ I0, q /∈ J0.
We call the submatrix A0 a pivot for matrix B.
Theorem 1.6. For s /∈ I0, t /∈ J0
|A|st = |B|st.
A particular case of the theorem when I0 = J0 = {2, . . . , n − 1} is called non-
commutative Lewis Carroll identity.
Example 1.7. Let n = 3, I0 = J0 = {2}. Then |A|11 equals to∣∣∣∣ a11 a12a21 a22
∣∣∣∣− ∣∣∣∣a12 a13a22 a23
∣∣∣∣ ∣∣∣∣ a21 a22a31 a32
∣∣∣∣ ∣∣∣∣a22 a23a32 a33
∣∣∣∣ .
1.4. Quasi-Plu¨cker coordinates and Gauss LDU-factorization. Here we re-
mind some definitions and results from [7, 8].
Let A = (apq), p = 1, . . . , k, q = 1, . . . , n, k < n be a matrix over a skew field F .
Fix
1 ≤ i, j, i1, . . . , ik−1 ≤ n such that i /∈ I = {i1, . . . , ik−1}. For 1 ≤ s ≤ k set
qIij(A) =
∣∣∣∣∣∣
a1i a1i1 . . . a1ik−1
. . .
aki aki1 . . . akik−1
∣∣∣∣∣∣
−1
si
·
∣∣∣∣∣∣
a1j a1i1 . . . a1ik−1
. . .
akj aki1 . . . akik−1
∣∣∣∣∣∣
sj
.
Proposition 1.8. i) qIij(A) does not depend on s;
ii) qIij(gA) = q
I
ij(A) for any invertible k × k matrix g over F .
We call qIij(A) left quasi-Plu¨cker coordinates of the matrix A.
In the commutative case qIij =
pjI
piI
, where pα1...αk is the standard Plu¨cker coor-
dinate.
Similarly, one can introduce right quasi-Plu¨cker coordinates. Consider a ma-
trix B = (bij), i = 1, . . . , n; j = 1, . . . , k, k < n over a skew field F . Fix 1 ≤
i, j, i1, . . . , ik−1 ≤ n such that j /∈ I = (i1, . . . , ik−1). Also fix 1 ≤ t ≤ k and set
rIij(B) =
∣∣∣∣∣∣∣∣
bi1 . . . bik
bi11 . . . bi1k
. . .
bik−11 . . . bik−1k
∣∣∣∣∣∣∣∣
it
·
∣∣∣∣∣∣∣∣
bj1 . . . bjk
bi11 . . . bi1k
. . .
bik−11 . . . bik−1k
∣∣∣∣∣∣∣∣
−1
jt
.
Proposition 1.9. i) rIij(B) does not depend of t;
ii) rIij(Bg) = r
I
ij(B) for any invertible k × k-matrix g over F .
We call rIij(B) right quasi-Plu¨cker coordinates of the matrix B.
To describe the Gauss decomposition we need the following notations. Let A =
(aij), i, j = 1, . . . , n. Set A
k = (aij), i, j = k, . . . n, B
k = (aij), i = 1, . . . n, j =
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k, . . . n, and Ck = (aij), i = k, . . . n, j = 1, . . . n. These are submatrices of sizes
(n− k + 1)× (n− k + 1), n× (n− k + 1), and (n− k + 1)× n respectively.
Suppose that the quasideterminants
yk = |A
k|kk, k = 1, . . . , n
are defined and invertible.
Theorem 1.10.
A =
 1 0. . .
xβα 1

y1 0. . .
0 yn

1 zαβ. . .
0 1
 ,
where
xβα = r
1...α−1
βα (B
α), 1 ≤ α < β ≤ n
zαβ = q
1...α−1
αβ (C
α), 1 ≤ α < β ≤ n
A noncommutative analog of the Bruhat decomposition was given in [8].
Example 1.11. For n = 2
A =
(
1 0
a21a
−1
11 1
)(
a11 0
0 |A|22
)(
1 a−111 a12
0 1
)
.
1.5. Positive quasiminors. Most of results in this subsection are new.
For a given matrix x ∈Matn(R) and I, J ⊂ [1, n] = {1, 2, . . . , n} denote by xI,J
the sub-matrix with the rows I and the columns J . And, if |I| = |J |, i.e., when xI,J
is a square matrix, for any i ∈ I, j ∈ J denote by |xI,J |i,j the quasideterminant of
the submatrix xI,J with the marked position (i, j).
Let us denote by ∆i(x) the principal i× i-quasiminor of x ∈Matn(R), i.e.,
∆i(x) = |x{1,2,...,i},{1,2,...,i}|i,i .
The following fact is obvious.
Lemma 1.12. For any I, J ⊂ {1, 2, . . . , n} such that |I| = |J | = k and any i ∈ I,
j ∈ J there exist permutations u, v of {1, 2, . . . , n} such that I = u{1, . . . , k},
J = v{1, . . . , k}, i = u(k), j = v(k), and for any x ∈Matn(R) we have:
∆k(u−1 · x · v) = |xI,J |i,j .
(where we identified the permutations u and v with the corresponding n× n matri-
ces).
Definition 1.13. For for I, J ⊂ [1, n], |I| = |J |, i ∈ I, j ∈ J define the positive
quasiminor ∆i,jI,J as follows.
∆i,jI,J(x) = (−1)
di(I)+dj(J)|xI,J |i,j
where di(I) (resp. dj(J)) is the number of those elements of I (resp. of J) which
are greater than i (resp. than j).
The definition is motivated by the fact that for a commutative ring R one has
∆i,jI,J(x) =
det(xI,J )
det(xI′,J′)
,
where I ′ = I \ {i}, J ′ = J \ {j}. That is, a positive quasiminor is a positive ratio
of minors.
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Let Sn be the group of permutations on {1, 2, . . . , n}. Clearly, for any subsets
I, J ⊂ [1, n] with |I| = |J | = k and elements i ∈ I, j ∈ J there exists a pair
of permutations u, v ∈ Sn such that I = u({1, 2, . . . , k}), J = v({1, 2, . . . , k}),
i = u(k), j = v(k). For any such pair u, v ∈ Sn we denote
(1.1) ∆ku,v := ∆
i,j
I,J
Denote by Dn = Dn(R) the set of all diagonal n× n matrices over R.
Clearly, positive quasiminors satisfy the relations:
(1.2) ∆iu,v(hxh
′) = hu(i)∆
i
u,v(x)h
′
v(i)
for h = diag(h1, . . . , hn), h
′ = diag(h′1, . . . , h
′
n) ∈ Dn and
(1.3) ∆iu,v(x) = ∆
i
v,u(x
T ) ,
where x 7→ xT is the “transpose” involutive antiautomorphism of Matn(R).
Let σ be an involutive automorphism of of Matn(R) defined by
(1.4) σ(x)ij = xn+1−i,n+1−j ,
The following fact is obvious.
Let wo = (n, n− 1, . . . , 1) be the longest permutation in Sn.
Lemma 1.14. For any u, v ∈ Sn, and x ∈Matn(R) we have
(1.5) ∆iu,v(σ(x)) = ∆
i
wou,wov
(x)
Now we present some less obvious identities for positive quasiminors. For each
permutation v ∈ Sn denote by ℓ(v) the number of inversions of v. Also for i =
1, 2, . . . , n− 1 denote by si the simple transposition (i, i+ 1) ∈ Sn.
Proposition 1.15. Let u, v ∈ Sn and i ∈ [1, n− 1] be such that ℓ(usi) = ℓ(u) + 1
and ℓ(vsi) = ℓ(v) + 1. Then
∆iusi,vsi = ∆
i
usi,v
(∆iu,v)
−1∆iu,vsi +∆
i+1
u,v ,(1.6)
(∆iusi,v)
−1∆i+1u,v = (∆
i
u,v)
−1∆i+1usi,v ,∆
i+1
u,v (∆
i
u,vsi
)−1 = ∆i+1u,vsi (∆
i
u,v)
−1,
∆i+1u,v (∆
i+1
usi,v
)−1 = ∆iusi,v(∆
i
u,v)
−1 , (∆i+1u,vsi)
−1∆i+1u,v = (∆
i
u,v)
−1∆iu,vsi .
Proof. Clearly, the fourth and the fifth identities follow from the second and the
third. Using Lemma 1.12 and the Gauss factorization it suffices to take u = v = 1,
i = 1 in the first three identities, i.e., work with 2×2 matrices. Then the first three
identities will take respectively the following obvious form:
x22 = x21x
−1
11 x12 +
∣∣∣∣x11 x12x21 x22
∣∣∣∣ ,
x−121
∣∣∣∣x11 x12x21 x22
∣∣∣∣ = −x−111 ∣∣∣∣x11 x12x21 x22
∣∣∣∣ , ∣∣∣∣x11 x12x21 x22
∣∣∣∣ x−112 = − ∣∣∣∣ x11 x12x21 x22
∣∣∣∣ x−111 .

One can prove the next proposition presenting some generalized Plu¨cker rela-
tions.
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Proposition 1.16. Let u, v ∈ Sn and i ∈ [1, n − 2]. If ℓ(usisi+1si) = ℓ(u) + 3,
then
∆i+1usi+1,v = ∆
i+1
usisi+1,v
+∆iusi+1si,v(∆
i
usi,v
)−1∆i+1u,v .
If ℓ(vsisi+1si) = ℓ(v) + 3, then
∆i+1u,vsi+1 = ∆
i+1
u,vsisi+1
+∆i+1u,v (∆
i
u,vsi
)−1∆iu,vsi+1si .
2. Basic factorizations in GLn(F)
For i, j = 1, 2, . . . , n denote by Eij the n × n matrix unit in the intersection of
the i-th row and the j-th column.
Then we abbreviate Ei := Ei,i+1 for i = 1, . . . , n− 1.
The matrix units E1, . . . , En−1 satisfy the relations: E
2
i = 0 for i = 1, . . . , n− 1
and
EiEj = EjEi
if |i− j| ≥ 2,
EiEi±1Ei = 0 .
Let i = (i1, . . . , im) be a sequence of indices ik ∈ {1, 2, . . . , n− 1} and x = (xij),
i, j = 1, . . . , n be an n × n-matrix over a skew field F . For such an i and x let us
write the formal factorization,
(2.1) x = (1 + t1Ei1 )(1 + t2Ei2) · · · (1 + tmEim) ,
where all tk belong to the skew field F .
Let kij can be the position of i-th occurrence of the index j − i in the sequence
i = (1, . . . , n− 1; 1, . . . , n− 2; . . . ; 1, 2; 1). That is,
kij = n(i − 1)−
(
i+ 1
2
)
+ j
for 1 ≤ i < j ≤ n.
Proposition 2.1. Let i = (1, . . . , n−1; 1, . . . , n−2; . . . ; 1, 2; 1). We set temporarily
tij := tkij for 1 ≤ i < j ≤ n (where tk are as in the factorization (2.1)). Then the
matrix entries of the product x satisfy (1 ≤ i ≤ n− k ≤ n− 1):
(2.2) xi,i+k =
∑
1≤i1≤i2≤···≤ik≤n+1−i−k
ti1,i1+iti2,i2+i+1ti3,i3+i+2 · · · tik,ik+i+k−1 .
Remark 2.2. In particular, after the specialization tkij := yj (for 1 ≤ i < j ≤ n)
in (2.2) for some elements y2, . . . , yn, we obtain:
xi,i+k =
∑
i<j1<j2<···<jk≤n
yj1yj2 · · · yjk .
That is, each matrix entry of so specialized matrix x is an elementary symmetric
function in y2, . . . , yn.
Proposition 2.3. The system (2.2) has a unique solution of the form:
(2.3) tij = |xi,j−1|j−i,n−i+1 · |xij |
−1
j−i+1,n−i+1
for 1 ≤ i < j ≤ n, where xij is the i×i-submatrix of x with the rows {j−i+1, . . . , j}
and the columns {n− i+ 1, . . . , n}.
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Proof. First of all, we have the relations
xi,n = t1,i+1t1,i+2 · · · t1,n
for i = 1, . . . , n− 1. Therefore,
t1,i+1 = xi,nx
−1
i+1,n
for all j = 2, . . . , n which is verifies (2.3).
Let us define a sequence x(0), x(1), . . . , x(n−1) of matrices inductively by setting
x(0) = I and
x(m) = (I + tn−m,n+1−mE12)(I + tn−m,n+2−mE23) · · · (I + tn−m,nEm,m+1) · x
(m−1)
for m = 1, 2, . . . , n− 1.
Clearly, x(n−1) = x.
Lemma 2.4. One has for all i ≤ j ≤ m+ 1 ≤ n:
(2.4) x
(m)
ij = |x
m
ij |ij .
where xmij is the (n −m) × (n −m) submatrix of x with the rows {i, i + 1, . . . , i +
n−m− 1} and the columns {j;m+ 2,m+ 3, . . . , n}.
Proof. We proceed by induction on n − m. By definition of x(m), we have a
recursion for the matrix entries of x(m):
x
(m)
i,j = tn−m,i+n−m · x
(m)
i+1,j + x
(m−1)
ij
for 1 ≤ i ≤ j ≤ m+ 1.
Taking j = m+ 1, we obtain
(2.5) tn−m,i+n−m = x
(m)
i,m+1 · (x
(m)
i+1,m+1)
−1
Therefore,
x
(m−1)
ij = x
(m)
i,j − x
(m)
i,m+1 · (x
(m)
i+1,m+1)
−1x
(m)
i+1,j =
∣∣∣∣∣∣ x
(m)
i,j x
(m)
i,m+1
x
(m)
i+1,j x
(m)
i+1,m+1
∣∣∣∣∣∣ .
Furthermore, let us use the inductive hypotheses precisely in the form (2.4).
Then, by the above,
x
(m−1)
ij =
∣∣∣∣∣ |xmij |ij |xmi,m+1|i,m+1|xmi+1,j |i+1,j |xmi+1,m+1|i+1,m+1
∣∣∣∣∣ .
Using the Sylvester formula (Theorem 1.6) with A = xi,j,m−1 and A0 being a
submatrix of x with the rows {i+1, . . . , i+n−m−1} and the columns {m+2,m+
3, . . . , n}, we obtain:
x
(m−1)
ij =
∣∣∣∣∣ |xmij |i,j |xmi,m+1|i,m+1|xmi+1,j |i+1,j |xmi+1,m+1|i+1,m+1
∣∣∣∣∣ = |xm−1ij |ij .
This finishes the induction. The lemma is proved. 
Finally, using (2.4), (2.5), and the fact that xi,m+1 = x
m
i,m+1 form = 0, 1, . . . , n−
1, we obtain (2.3).
The proposition is proved. 
Another natural factorization of generic matrices is given by the following theo-
rem.
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For a generic matrix x = (xij), i, j = 1, . . . , n over a skew field F define the
sequence of rational functions tm,k = tm,k(x), 1 ≤ m ≤ k ≤ n− 1 by the formula:
tm,k =
∣∣∣∣∣∣
x1,k−m+1 . . . x1k
. . .
xm,k−m+1 . . . xmk
∣∣∣∣∣∣
−1
·
∣∣∣∣∣∣
x1,k−m+2 . . . x1,k+1
. . .
xm,k−m+2 . . . xm,k+1
∣∣∣∣∣∣
Clearly, in terms of positive quasiminors, one has:
tm,k = (∆
m,k
{1,...,m},{k−m+1,...,k})
−1∆m,k+1{1,...,m},{k−m+2,...,k+1} .
Then define a sequence of matrices x(m, k) = (x
(m,k)
ij ), 1 ≤ m ≤ k ≤ n − 1 by
the inductive formula:
x(1, n− 1) = x · (1− t1,n−1En−1)
x(m, k) = x(m, k + 1) · (1− tm,kEk)
x(m+ 1, n− 1) = x(m,m) · (1− tm+1,n−1En−1) .
In other words,
x(m, k) ·
∏
(i,j)(m,k)
(1 + ti,jEj) = x ,
where the order ≺ on all pairs (m, k), 1 ≤ m ≤ k ≤ n − 1, is defined by: (i, j) ≺
(m, k) if and only if either i < m or i = m, j > k.
Theorem 2.5. (a) For a generic matrix x = (xij), i, j = 1, . . . , n over a skew field
F one has
x
(m,k)
ij = 0
for all i, j such that (i, j − 1)  (m, k) (i.e., for i < j, i < m and for i = m, j > k).
In particular, x(n− 1, n− 1) is lower triangular.
b) The entries x
(m,k)
ij are given by the following formulas: For i ≥ m, 2 ≤ j ≤ k
x
(m,k)
ij =
∣∣∣∣∣∣∣∣
x1,j−m+1 . . . x1j
. . .
xm−1,j−m+1 . . . xm−1,j
xi,j−m+1 . . . xi,j
∣∣∣∣∣∣∣∣ ,
for i > m, j > k
x
(m,k)
ij =
∣∣∣∣∣∣∣∣
x1,j−m . . . x1,j
. . .
xm,j−m . . . xm,j
xi,j−m . . . xi,j
∣∣∣∣∣∣∣∣ ,
and x
(m,k)
ij = xij otherwise.
Proof. It is enough to show that matrices x(m, k) satisfy conditions i)-iv) listed
below.
i) x
(m,k)
ij = 0 for i < j, i < m and for i = m, j > k,
ii) x(1, n− 1) = x(1 + En−1t1,n−1),
iii) x(m, k) = x(m, k + 1))(1 + Ektm,k),
iv) x(m+ 1, n− 1) = x(m,m)(1 + En−1tm+1,n−1).
We proceed by induction over a totally ordered set of indices (1, n−1), . . . , (1, 1),
(2, n− 1), . . . , (2, 2), . . . , (n− 1, n− 1).
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It is easy to check that the entries of matrix x(1, n− 1) satisfy conditions i)-iv).
Suppose that these conditions are satisfied for for matrix x(m, l). We consider then
two cases: l > m and l = m.
If l > m then l = k + 1 for k ≥ m). Define matrix x(m, k) by formula iii).
Evidently, the corresponding entries of matrices x(m, k) and x(m, k + 1) coincide
except the entries with indices i, k for i ≥ m which are given by the formula
x
(m,k)
ik = x
(m,k+1)
ik tm,k + x
(m,k+1)
ik+1 .
For i ≥ m the product x
(m,k+1)
ik tm,k equals to
−
∣∣∣∣∣∣∣∣
x1,k−m+1 . . . x1,j
. . .
xm−1,k−m+1 . . . xm−1,j
xi,k−m+1 . . . xi,j
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣
x1,k−m+1 . . . x1k
. . .
xm,k−m+1 . . . xmk
∣∣∣∣∣∣
−1 ∣∣∣∣∣∣
x1,k−m+2 . . . x1,k+1
. . .
xm,k−m+2 . . . xm,k+1
∣∣∣∣∣∣ .
According to the homological relations for quasideterminants the last expression
can be written as
−
∣∣∣∣∣∣∣∣
x1,k−m+1 . . . x1,j
. . .
xm−1,k−m+1 . . . xm−1,j
xi,k−m+1 . . . xi,j
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣
x1,k−m+1 . . . x1k
. . .
xm,k−m+1 . . . xmk
∣∣∣∣∣∣
−1 ∣∣∣∣∣∣
x1,k−m+2 . . . x1,k+1
. . .
xm,k−m+2 . . . xm,k+1
∣∣∣∣∣∣ .
It follows that the element x
(m,k)
ik = x
(m,k+1)
ik t(m, k)+ x
(m,k+1)
ik+1 is zero for i = m. If
i > m
x
(m,k)
ij =
∣∣∣∣∣∣∣∣
x1,k−m+1 . . . x1,k+1
. . .
xm,k−m+1 . . . xm,k+1
xi,k−m+1 . . . xi,k+1
∣∣∣∣∣∣∣∣ .
It follows from the Sylvester identity applied to the corresponding matrix with the
pivot equal to  x1,k−m+2 . . . x1,k. . .
xm−1,k−m+2 . . . xm−1,k
 .
It shows that the entries of matrix x(m, k) satisfy part b) of the theorem.
If l = m one can check in a similar way that the entries of matrix x(m+1, n−1)
satisfy part b) of the theorem.
The theorem is proved. 
Remark 2.6. It follows from the proof that matrices x(m, k) and elements tm,k
are uniquely defined.
Example 2.7. Let n = 3. Then
t1,2 = −x
−1
12 x13, t1,1 = −x
−1
11 x12,
t2,2 = −
∣∣∣∣x11 x12x21 x22
∣∣∣∣−1 · ∣∣∣∣x12 x13x22 x23
∣∣∣∣ ,
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x(1, 2) =

x11 x12 0
x21 x22
∣∣∣∣x12 x13x22 x23
∣∣∣∣
x31 x32
∣∣∣∣x12 x13x32 x33
∣∣∣∣

x(1, 1) =

x11 0 0
x21
∣∣∣∣x11 x12x21 x22
∣∣∣∣ ∣∣∣∣x12 x13x22 x23
∣∣∣∣
x31
∣∣∣∣x11 x12x31 x32
∣∣∣∣ ∣∣∣∣x12 x13x32 x33
∣∣∣∣

x(2, 2) =

x11 0 0
x21
∣∣∣∣x11 x12x21 x22
∣∣∣∣ 0
x31
∣∣∣∣x11 x12x31 x32
∣∣∣∣ |x|33

3. Examples
3.1. A factorization in the Borel subgroup of GL3(F). Let us write the formal
factorizationx11 x12 x130 x22 x23
0 0 x33
 =
x11 0 00 x22 0
0 0 x33
1 t12 + t23 t12t130 1 t13
0 0 1

=
x11 0 00 x22 0
0 0 x33
1 t12 00 1 0
0 0 1
1 0 00 1 t13
0 0 1
1 t23 00 1 0
0 0 1

(assuming that all xij , tij are elements of a skew field F).
Then we can express tij as follows.
t13 = x
−1
22 x23, t12 = x
−1
11 x13x
−1
23 x22, t23 = x
−1
11 x12−x
−1
11 x13x
−1
23 x22 = x
−1
11
∣∣∣∣ x12 x13x22 x23
∣∣∣∣ .
Remark 3.1. The above factorization exists (and, therefore, is unique) if and only
if each of x11, x22, x33, and x23 is invertible.
3.2. A factorization in GL3(F). Let us write the formal factorization over a skew
field F .
x =
x11 x12 x13x21 x22 x23
x31 x32 x33
 = hx−2(t1)x−1(t2)x−2(t3)x2(t4)x1(t5)x2(t6)
where
h =
h1 0 00 h2 0
0 0 h3
 , x1(t) =
1 t 00 1 0
0 0 1
 , x2(t) =
1 0 00 1 t
0 0 1
 ,
x−1(t) =
t−1 0 01 t 0
0 0 1
 , x−2(t) =
1 0 00 t−1 0
0 1 t
 .
Then we can express hi and tk as follows.
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h3 = x31, h2 = −
∣∣∣∣x21 x22x31 x32
∣∣∣∣ , h1 =
∣∣∣∣∣∣
x11 x12 x13
x21 x22 x23
x31 x32 x33
∣∣∣∣∣∣ ,
t6 = x
−1
12 x13, t5 = x
−1
11 x12,
t4 = (x22 − x21x
−1
11 x12)
−1(x23 − x22x
−1
12 x13) =
∣∣∣∣x11 x12x21 x22
∣∣∣∣−1 ∣∣∣∣x12 x13x22 x23
∣∣∣∣ ,
t1 = −x
−1
21
∣∣∣∣x21 x22x31 x32
∣∣∣∣ , t2 = x−111
∣∣∣∣∣∣
x11 x12 x13
x21 x22 x23
x31 x32 x33
∣∣∣∣∣∣ , t3 = −
∣∣∣∣x11 x12x21 x22
∣∣∣∣−1
∣∣∣∣∣∣
x11 x12 x13
x21 x22 x23
x31 x32 x33
∣∣∣∣∣∣ .
In fact, if we define a sequence of matrices
x(5) = x · x2(t6)
−1, x(4) = x(5)x1(t5)
−1, x(3) = x(4)x1(t4)
−1
then x(k−1) will have exactly one more zero entry in the upper part than x(k):
x(5) =
x11 x12 0x21 x22 x′23
x31 x32 x
′
33
 , x(4) =
x11 0 0x21 x′′22 x′23
x31 x
′′
32 x
′
33
 , x(3) =
x11 0 0x21 x′′22 0
x31 x
′′
32 x
′′′
33
 .
This determines t6, t5, t4.
And the rest of parameters h1, h2, h3, t1, t2, t3 are obtained from the equation:
x(3) = hx−2(t1)x−1(t2)x−2(t3) =
h1t−12 0 0h2t−11 h2t−11 t2t−13 0
h3 h3(t1 + t2t
−1
3 ) h3t1t3

3.3. A factorization in the unipotent subgroup of GL4(F). Let us write the
formal factorization
1 x12 x13 x14
0 1 x23 x24
0 0 1 x34
0 0 0 1
 =

1 t12 + t23 + t34 t12t13 + t12t24 + t23t24 t12t13t14
0 1 t13 + t24 t13t14
0 0 1 t14
0 0 0 1

=

1 t12 0 0
0 1 0 0
0 0 1 0
0 0 0 1


1 0 0 0
0 1 t13 0
0 0 1 0
0 0 0 1


1 0 0 0
0 1 0 0
0 0 1 t14
0 0 0 1
×
×

1 t23 0 0
0 1 0 0
0 0 1 0
0 0 0 1


1 0 0 0
0 1 t24 0
0 0 1 0
0 0 0 1
 ·

1 t34 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(assuming that all xij , tij are elements of a skew field F).
Then we can express tk as follows.
t14 = x34, t13 = x24x
−1
34 , t12 = x14x
−1
24 , t24 = x23 − x24x
−1
34 =
∣∣∣∣ x23 x241 x34
∣∣∣∣ ,
t23 = (x13 − x14x
−1
24 x23)(x23 − x24x
−1
34 )
−1 =
∣∣∣∣ x13 x14x23 x24
∣∣∣∣ ∣∣∣∣ x23 x241 x34
∣∣∣∣−1 ,
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t34 = x12 − x13(x23 − x24x
−1
34 )
−1 + x14x
−1
34 (x23 − x24x
−1
34 )
−1 =
∣∣∣∣∣∣
x12 x13 x14
1 x23 x24
0 1 x34
∣∣∣∣∣∣ .
Remark 3.2. The above factorization exists (and, therefore, is unique) if and only
if x24, x34, and
∣∣∣∣ x23 x241 x34
∣∣∣∣ are invertible in F .
4. Double Bruhat cells in GLn(F) and their factorizations
4.1. Structure of GLn(F). Throughout this and the next section we denote G :=
GLn(F) and will use the abbreviation (for a, b ∈ Z):
(4.1) [a, b] =
{
{a, a+ 1, . . . , b} if a ≤ b
∅ otherwise
Let U (resp. U−) be the upper (resp. lower) unitriangular subgroup of G. For
i ∈ [1, r], we define the elementary unitriangular matrices xi(t) and yi(t) by:
xi(t) = I + tEi , yi(t) = I + tFi
for i ∈ [1, n−1], where Ei = Ei,i+1, Fi = Ei+1,i are the corresponding matrix units
(in the notation of Section 2).
Let H denote the subgroup of all diagonal matrices in G. Let B (resp. B−) be
the subgroup of all upper (resp. lower) triangular matrices in G. Clearly, B = HU ,
B− = HU−, and H = B− ∩B.
We denote by G0 = B
−U the open subset of elements x ∈ G that have Gaussian
LDU -decomposition; this (unique) decomposition will be written as x = [x]−[x]+
(where [x]− ∈ B−, but not necessarily in U−) For any x in the Gauss cell G0 =
B− ·U denote by [x]0 the diagonal component of the Gauss LDU -factorization. In
particular, [x]0 = [[x]−]0 for any x ∈ G0.
For each i ∈ [1, n−1], let ϕi : GL2(F)→ G denote the embedding corresponding
to the 2× 2 block at the intersection of the i-th and (i+1)st rows and the i-th and
(i+ 1)st columns. Thus we have
xi(t) = ϕi
(
1 t
0 1
)
, yi(t) = ϕi
(
1 0
t 1
)
.
We also set
hi(t) = ϕi
(
t 0
0 t−1
)
∈ H,x−i(t) = ϕi
(
t−1 0
1 t
)
for any i and any t ∈ F×. By definition,
x−i(t) = yi(t)hi(t
−1) = hi(t
−1)yi(t
−1) .
More generally, it is easy to see that for each i ∈ [1, n− 1] and any diagonal matrix
h = diag(h1, . . . , hn) ∈ H one has:
(4.2) hxi(t)h
−1 = xi(hith
−1
i+1), h
−1yi(t)h = yi(h
−1
i+1thi)
Hence
(4.3) hj(s)xi(t) = xi(s
εji tsεij )hj(s), yi(t)hj(s) = hj(s)yi(s
εij tsεji)
for any i, j ∈ [1, n− 1], where εij = δij − δi,j−1.
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Lemma 4.1.
(i) For each i ∈ [1, n− 1] we have: x−i(s)xi(t) = xi(s−1t(s+ t)−1)x−i(s+ t).
(ii) For each i ∈ [1, n− 2] we have: x−i(s)xi+1(t) = xi+1(st)x−i(s).
(iii) For each i ∈ [2, n− 1] we have: x−i(s)xi−1(t) = xi−1(ts)x−i(s).
(iv) For any i, j ∈ [1, n− 1] such that |i− j| > 1 we have:
x−i(s)xj(t) = xj(t)x−i(s) .
Proof. Part (i) follows from the obvious identity:(
s−1 0
1 s
)(
1 t
0 1
)
=
(
s−1 s−1t
1 s+ t
)
=
(
1 s−1t(s+ t)−1
0 1
)(
(s+ t)−1 0
1 s+ t
)
for s, t ∈ F×.
Part (ii) follows froms−1 0 01 s 0
0 0 1
1 0 00 1 t
0 0 1
 =
s−1 0 01 s st
0 0 1
 =
1 0 00 1 st
0 0 1
s−1 0 01 s 0
0 0 1

for s, t ∈ F×.
Part (iii) follows from1 0 00 s−1 0
0 1 s
1 t 00 1 0
0 0 1
 =
1 t 00 s−1 0
0 1 s
 =
1 ts 00 1 0
0 0 1
1 0 00 s−1 0
0 1 s

for s, t ∈ F×.
And part (iv) is obvious. 
The symmetric group Sn of G is naturally embedded into G via
(i, i+ 1) 7→ ϕi
(
0 1
1 0
)
for i ∈ [1, n− 1]. We also define a representative si of the transposition (i, i+1) by
si = ϕi
(
0 −1
1 0
)
.
The elements si satisfy the braid relations in W ; thus the representative w can
be unambiguously defined for any w ∈ W by requiring that uv = u · v whenever
ℓ(uv) = ℓ(u) + ℓ(v).
4.2. Bruhat cells and Double Bruhat cells. The group G has two Bruhat
decompositions, with respect to opposite Borel subgroups B and B− :
G =
⋃
u∈Sn
BuB =
⋃
v∈Sn
B−vB− .
Now define the Schubert cell U(w) := wU−w−1 ∩ U for w ∈ Sn. Then the
following obvious fact demonstrates that the Bruhat cells BuB and B−vB− behave
similarly to their commutative counterparts.
Lemma 4.2. (a) For each u ∈ Sn one has:
BuB = U(u)uB = BuU(u), UuU = U(u)uU = UuU(u−1) .
(b) For each v ∈ Sn one has:
B−vB− = B−U(v)v = B−U(v)v−1
−1
= vU(v−1)B− = v−1
−1
U(v−1)B− .
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Definition 4.3. For any permutations u, v ∈ Sn define the double Bruhat cell Gu,v
by Gu,v = BuB ∩B−vB− .
In this section we shall concentrate on the following subset Lu,v ⊂ Gu,v which
we call a reduced double Bruhat cell :
(4.4) Lu,v = UuU ∩B−vB− .
Remark 4.4. In the commutative case the reduced double Bruhat cells are sim-
plectic leafs of the Poisson-Lie structure on GLn(C) (see e.g., [9]). These cells also
emerge in the study of total positivity ([2]) on GLn.
The equations defining Lu,v inside Gu,v look as follows.
Proposition 4.5. An element x ∈ Gu,v belongs to Lu,v if and only if [u −1x]0 = 1,
or equivalently if ∆iu,e(x) = 1 for each i ∈ [1, n].
The maximal torus H acts freely on Gu,v by left (or right) translations, and Lu,v
is a section of this action. Thus Lu,v is naturally identified with Gu,v/H , and all
properties of Gu,v can be translated in a straightforward way into the corresponding
properties of Lu,v.
A double reduced word for a pair u, v ∈ Sn is a reduced word for an element
(u, v) of the group Sn × Sn. To avoid confusion, we will use the indices −1, . . . ,−r
for the simple reflections in the first copy of W , and 1, . . . , r for the second copy. A
double reduced word for (u, v) is simply a shuffle of a reduced word i for u written
in the alphabet [−1,−r] (we will denote such a word by −i) and a reduced word i′
for v written in the alphabet [1, r]. We denote the set of double reduced words for
(u, v) by R(u, v).
For any sequence i = (i1, . . . , im) of indices from the alphabet [1, r] ∪ [−1,−r],
let us define the product map xi : (F×)m → G by
(4.5) xi(t1, . . . , tm) = xi1 (t1) · · ·xim(tm) .
4.3. Factorization problem for reduced double Bruhat cells. In this section,
we address the following factorization problem for Lu,v: for any double reduced
word i ∈ R(u, v), find explicit formulas for the inverse birational isomorphism x−1
i
between Lu,v and (F×)m, thus expressing the factorization parameters tk in terms
of the product x = xi(t1, . . . , tm) ∈ Lu,v.
Definition 4.6. Let x 7→ xι be the involutive antiautomorphism of G given by
xι = Jnx
−1Jn
for any x ∈ G, where Jn = diag(−1, 1,−1, . . . , (−1)n).
We will refer to the anti-automorphism x 7→ xι as to the positive inverse in G.
It is easy to see that
(4.6) aι = a−1 (a ∈ H) , xi(t)
ι = xi(t) , yi(t)
ι = yi(t) .
The following fact is a direct noncommutative analogue of Theorem 1.6 from [4].
Lemma 4.7. For any u, v ∈ Sn one has:
(BuB)ι = Bu−1B, (UuU)ι = Uu−1U, (B−vB−)ι = B−v−1B .
In particular, (Gu,v)ι = Gu
−1,v−1 .
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Definition 4.8. For any u, v ∈W , the twist map ψu,v : Lu,v → G is defined by
(4.7) ψu,v(x) = ([xv−1 ]−)
ι (xι)−1 ([u −1x]+)
ι .
Theorem 4.9. The twist map ψu,v is an isomorphism between Lu,v and Lv,u. The
inverse isomorphism is ψv,u.
Proof. The proof essentially follows the pattern of the commutative case from [4]
and [2]. We need the following obvious fact.
Lemma 4.10. The twist map ψu,v is satisfies:
(4.8) ψu,v(x) = [(vxι)−1]+ v ([u
−1x]+)
ι = ([xv−1 ]−)
ι u−1
−1
[u −1((x)ι)−1]− .
The restriction of ψu,v to Lu,v ∩B−U is a map Lu,v ∩B−U → Lu,v ∩ B−U given
by the formula:
(4.9) ψu,v(x− · x+) = ([x+v−1]−)
ι · ([u −1x−]+)
ι .
In particular, the twist map ψu,e : Lu,e → Le,u is given by
(4.10) ψu,e(x) = ([u −1x]+)
ι .
And ψe,v : Le,v → Lv,e is given by
(4.11) ψe,v(x) = ([xv−1]−)
ι .
The formula (4.8) guarantees that ψu,v(Lu,v) ⊂ UvU ∩B−uB− = Lv,u, i.e., ψu,v
is a well-defined map Lu,v → Lv,u.
Finally, we prove that ψv,u is the inverse of ψu,v, i.e., ψv,u ◦ ψu,v = id. Given
x ∈ Lu,v, denote y = ψu,v(x). By definition (4.7), we have
y = ([xv−1 ]−)
ι (xι)−1 ([u −1x]+)
ι .
Or, equivalently,
(yι)−1 = (([xv−1 ]−)
−1 x ([u −1x]+)
−1 ,
and
x = [xv−1 ]− (y
ι)−1 [u −1x]+ .
Since
ψv,u(y) = ([yu−1 ]−)
ι (yι)−1 ([v −1y]+)
ι ,
in order to prove that ψv,u(y) = x it suffices to show that
([yu−1 ]−)
ι = [xv−1 ]−, ([v
−1y]+)
ι = [u −1x]+ ,
or, equivalently,
(4.12) [yu−1 ]− = ([xv−1 ]−)
ι, [v −1y]+ = [u
−1x]+)
ι .
Let us prove the first identity (4.12). Denote temporarily z = ([xv−1 ]−)
ι. Then
(4.8) implies that
yu−1 = z · u−1
−1
[u −1((x)ι)−1]−u−1 .
According to Lemma 4.7, for any x ∈ UuU we have: ((x)ι)−1 ∈ Uu−1
−1
U ,
and, furthermore, by Lemma 4.2(a), u −1xι ∈ u −1U(u)u−1
−1
U ⊂ U− · U , and
[u −1((x)ι)−1]− ∈ u −1U(u)u−1
−1
. Hence u−1
−1
[u −1((x)ι)−1]−u−1 ∈ U . There-
fore,
[yu−1]− = [z · u−1
−1
[u −1((x)ι)−1]−u−1]− = [z]− = z .
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This proves the first identity in (4.12). Now let us prove the second identity in
(4.12). Again denote temporarily t = ([u −1x]+)
ι. Then (4.8) implies that
v −1y = v −1[(vxι)−1]+ v · t .
According to Lemma 4.2(b), for any x ∈ B−vB− one has xv−1 ∈ B · U(v), and
[(vxι)−1]+ ∈ U(v). Hence v
−1[(vxι)−1]+ v ∈ v
−1U(v)v ⊂ U−. Therefore,
[v −1y]+ = [v
−1[(vxι)−1]+ v · t]+ = [t]+ = t .
This proves the second identity in (4.12).
Theorem 4.9 is proved. 
Now let us fix a pair (u, v) ∈ Sn×Sn and a double reduced word i = (i1, . . . , im) ∈
R(u, v). Recall that i is a shuffle of a reduced word for u written in the alphabet
[−1,−r] and a reduced word for v written in the alphabet [1, r]. In particular, the
length m of i is equal to ℓ(u) + ℓ(v).
We will use the convention that s−i = 1 for each i ∈ [1, n − 1]. For k ∈ [1,m],
denote
(4.13) u≥k = s−ims−im−1 · · · s−ik , u>k = s−ims−im−1 · · · s−ik+1 ,
(4.14) v≤k = si1si2 · · · sik , v<k = si1si2 · · · sik−1 .
For example, if i = (−2, 1,−3, 3, 2,−1,−2, 1,−1), then, say, u≥7 = s1s2 and v<7 =
s1s3s2 .
Now we are ready to state our solution to the factorization problem.
Theorem 4.11. Let i = (i1, . . . , im) be a double reduced word for (u, v), and sup-
pose an element x ∈ Lu,v can be factored as x = xi1 (t1) · · ·xim(tm), with all tk
nonzero elements of F . Then the factorization parameters tk are determined by the
following formula:
(4.15) tk =
{
∆iv<k,u>k(y)
−1∆iv<k,u≥k(y) = ∆
i+1
v<k,u≥k
(y)−1∆i+1v<k,u>k(y) if ik < 0
∆iv≤k,u>k(y)
−1∆i+1v<k,u>k(y) = ∆
i
v<k,u>k
(y)−1∆i+1v≤k,u>k(y) if ik > 0
where y = ψu,v(x) and i = |ik|.
Proof. First, let us list some important properties of positive quasiminors. Recall
that in Section 1.5, for i ∈ [1, n] we defined the principal quasi-minor ∆i by:
∆i(x) = |x[1,i],[1,i]|i,i
for any x ∈ G, where x[1,i],[1,i] denotes the principal i × i submatrix of x. In
particular, ∆1(x) = x11 and ∆
n(x) = |x|n,n.
The following fact is obvious.
Lemma 4.12. The principal quasi-minors are invariant under the left multiplica-
tion by U− and the right multiplication by U , i.e.,
∆i(x−xx+) = ∆
i(x)
for any x+ ∈ U , x− ∈ U−, x ∈ G (in particular, ∆i(x) = ∆i([x]0) = ([x]0)ii).
Furthermore, for any u, v ∈ Sn one has
(4.16) ∆iu,v(x) = ∆
i(u −1xv) .
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Also one has:
∆iu,v(x
ι) = ∆n+1−iwovwo,wouwo(x)
−1 .
We will prove (4.15) by the induction in the l(u)+l(v). The base of the induction
with u = v = e is obvious.
We will consider the following four cases:
Case I. u 6= e, v 6= e and i is separated, i.e, −i1, . . . ,−iℓ ∈ [1, n − 1] and
iℓ+1, . . . , im ∈ [1, n − 1] for some ℓ, or, equivalently, u = s−i1 · · · s−iℓ and v =
siℓ+1 · · · sim .
Case II. u 6= e, v 6= e and i is not separated.
Case III u = e, v 6= e.
Case IV. u 6= e, v = e.
Consider Case I first.
Denote
x− := xi1(t1) · · ·xiℓ(tℓ), x+ := xiℓ+1(tℓ+1) · · ·xim(tm) .
Clearly, x− ∈ Lu,e, x+ ∈ Le,v, and x = x− · x+ ∈ Lu,v. Furthermore, the inductive
hypothesis (4.15) for x− says that:
tk = ∆
i
e,u>k
(y+)
−1∆iv<k,u≥k(y+) = ∆
i+1
e,u≥k
(y+)
−1∆i+1e,u>k(y+)
for k ∈ [1, ℓ], where y+ = ψu,e(x−), i = |ik|.
And the inductive hypothesis (4.15) for x+ says that
tk = ∆
i
v≤k,e
(y−)
−1∆i+1v<k,e(y−) = ∆
i
v<k,e
(y−)
−1∆i+1v≤k,e(y−)
for k ∈ [ℓ+ 1,m], where y− = ψ
e,v(x+), i = |ik|.
According to (4.9), (4.10), and (4.11),
ψu,v(x) = ([x+v−1]−)
ι · ([u −1x−]+)
ι = y−y+ .
Note also that ∆je,w(y+) = ∆
j
e,w(y−y+) and ∆
j
w,e(y−) = ∆
j
w,e(y−y+) for any w ∈ Sn
and j ∈ [1, n]. Finally, taking into the account that v≤k = v<k = e for each k ≤ ℓ,
and u≥k = u>k = e for each k > ℓ, we obtain (4.15) for x = x−x+. This finishes
Case I.
Now consider Case II. We say that given i, a pair (iℓ, iℓ+1) is an inversion if
iℓ > 0 and iℓ+1 < 0. Clearly, i has no inversions if and only if i is separated.
Here we will proceed by the induction in the number of inversions. The base of
the induction is the already considered Case I – no inversions. Assume that i′ has
an inversion (i′ℓ, i
′
ℓ+1) = (i,−j), where i, j ∈ [1, n − 1]. Let i be obtained form i
′
by switching iℓ and iℓ+1, that is, i has one inversion less than i. According to the
inductive hypothesis, (4.15) holds for the factorization (relative to i):
x = xi1 (t1) · · ·xiℓ−1(tℓ−1)x−j(tℓ)xi(tℓ+1)xiℓ+2(tℓ+2) · · ·xim (tm) .
Note that, according to Lemma 4.1,
x−j(tℓ)xi(tℓ+1) = xi(t
′
ℓ)x−j(t
′
ℓ+1) ,
where
(4.17) (t′ℓ, t
′
ℓ+1) =

(tℓ+1, tℓ) if |i− j| > 1
(tℓtℓ+1, tℓ) if i− j = 1
(tℓ+1tℓ, tℓ) if i− j = −1
(t−1ℓ tℓ+1(tℓ + tℓ+1)
−1, tℓ + tℓ+1) if i = j
.
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We have to prove that each of the parameters t1, . . . , tℓ−1, t
′
ℓ, t
′
ℓ+1, tl+2, . . . , tm in
the factorization (relative to i′)
x = xi1(t1) · · ·xiℓ−1 (tℓ−1)xi(t
′
ℓ)x−j(t
′
ℓ+1)xiℓ+2 (tℓ+2) · · ·xim(tm)
is given by (4.15) for i′.
Obviously, if k 6= ℓ, ℓ + 1, then vi
′
<k = v
i
<k, v
i
′
≤k = v
i
≤k, u
i
′
>k = u
i
>k, u
i
′
≥k = u
i
≥k.
Therefore, each tk, k 6= ℓ, ℓ+1 in the latter decomposition is given by (4.15) for i′.
It remains prove that t′ℓ and t
′
ℓ+1 are both given by (4.15) for i
′. Denote temporarily
u′ = u>l, v
′ = v<l so that (taking into account that iℓ = i
′
ℓ+1− j, iℓ+1 = i
′
ℓ = i) we
have vi≤ℓ = v
i
<ℓ+1 = v
′, vi≤ℓ+1 = v
′si, u
i
≥ℓ+1 = u
i
>ℓ+1 = u
′, ui≥ℓ = u
′sj . Therefore,
(4.15) for i with k = ℓ and k = ℓ + 1 becomes (with the convention y = ψu,v(x),
y′ = v′
−1
yu′):
tℓ = ∆
j
e,e(y
′)−1∆je,sj (y
′) = ∆j+1e,sj (y
′)−1∆j+1e,e (y
′) ,
tℓ+1 = ∆
i
si,e
(y′)−1∆i+1e,e (y
′) = ∆ie,e(y
′)−1∆i+1si,e(y
′) .
Taking into the account that vi
′
<ℓ = v
′, vi
′
≤ℓ = v
i
′
<ℓ+1 = v
i
≤ℓ+1 = v
′si, u
i
′
>ℓ+1 = u
′,
ui
′
≥ℓ+1 = u
i
′
>ℓ+1 = u
i
′
≥ℓ = u
′sj we have only to prove that
(4.18) t′ℓ = ∆
i
si,sj
(y′)−1∆i+1e,sj (y
′) ,= ∆ie,sj (y
′)−1∆i+1si,sj (y
′) .
(4.19) t′ℓ+1 = ∆
j
si,e
(y′)−1∆jsi,sj (y
′) = ∆j+1si,sj (y
′)−1∆j+1si,e (y
′)
Consider the following four sub-cases:
1. |i − j| > 1. Then clearly, ∆isi,sj (y
′) = ∆isi,e(y
′), ∆i+1e,sj (y
′) = ∆i+1e,e (y
′), and
∆jsi,sj (y
′) = ∆je,sj (y
′), ∆jsi,e(y
′) = ∆je,e(y
′). Finally, by (4.17), t′ℓ = tℓtℓ+1 and
t′ℓ+1 = t
′
ℓ. All these immediately imply (4.18) and (4.19).
2. j = i− 1. According to (4.17),
tℓ = ∆
i
e,sj
(y′)−1∆ie,e(y
′), tℓ+1 = ∆
i
e,e(y
′)−1∆i+1si,e(y
′) ,
t′ℓ = tℓtℓ+1 = ∆
i
e,sj
(y′)−1∆i+1si,e(y
′) = ∆ie,sj (y
′)−1∆i+1si,sj (y
′) ,
which proves (4.18). Similarly, we obtain
t′ℓ+1 = tℓ = ∆
j
e,e(y
′)−1∆je,sj (y
′) = ∆jsi,e(y
′)−1∆jsi,sj (y
′) ,
which proves (4.19).
3. j = i+ 1. According to (4.17),
t′ℓ = tℓ+1tℓ =
(
∆isi,e(y
′)−1∆i+1e,e (y
′)
) (
∆je,e(y
′)−1∆je,sj (y
′)
)
= ∆isi,e(y
′)−1∆je,sj (y
′) ,
which proves (4.18) because ∆isi,e(y
′) = ∆isi,si+1(y
′). Similarly, we obtain
t′ℓ+1 = tℓ = ∆
j+1
e,sj
(y′)−1∆j+1e,e (y
′) = ∆j+1si,sj (y
′)−1∆j+1si,e(y
′) ,
which proves (4.19).
4. i = j. According to (4.17),
t′ℓ+1 = tℓ + tℓ+1 = ∆
i
e,e(y
′)−1∆ie,si(y
′) + ∆isi,e(y
′)−1∆i+1e,e (y
′) =
∆isi,e(y
′)−1
(
∆isi,e(y
′)∆ie,e(y
′)−1∆ie,si(y
′) + ∆i+1e,e (y
′)
)
= ∆isi,e(y
′)−1∆isi,si(y
′)
by (1.6). This proves (4.19).
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Furthermore, according to (4.17),
t′lt
′
l+1 = t
−1
ℓ tℓ+1 =
(
∆ie,si(y
′)−1∆ie,e(y
′)
) (
∆ie,e(y
′)−1∆i+1si,e(y
′)
)
= ∆ie,si(y
′)−1∆i+1si,e(y
′) .
Therefore, using already proved (4.19), we obtain:
t′ℓ = ∆
i
e,si
(y′)−1∆i+1si,e(y
′)(t′ℓ)
−1 = ∆ie,si(y
′)−1∆i+1si,e(y
′)
(
∆i+1si,e(y
′)−1∆i+1si,si(y
′)
)
= ∆ie,si(y
′)−1∆i+1si,si(y
′) ,
which proves (4.18). This finishes Case II.
Now we consider Case III: i = (i1, . . . , im), where all ik > 0, i.e, i is a reduced
word for v. And let i = im so that v = v
′si and l(v) = l(v
′) + 1. Let
x = xi(t1) · · ·xim (tm), x
′ = xi(t1) · · ·xim−1(tm−1)x−i(t
−1
m ) .
It is easy to see that
xsixi(t
−1
m ) = x
′ .
Indeed, this follows from
(4.20) x−i(t
−1) = xi(t)sixi(−t
−1) ,
which, in its turn, follows from the obvious identity:(
1 t
0 1
)(
0 −1
1 0
)
=
(
t −1
1 0
)
=
(
t 0
1 t−1
)(
1 −t−1
0 1
)
.
Note that x′ is factored along the reduced word i′ = (i1, . . . , im−1;−i) for (si, v′).
Therefore, we can use the already proved Case II for the i′-factorization of x′.
Formula (4.15) for the factorization parameters t1, . . . , tm−1, t
−1
m of x
′ takes the
form:
tk = ∆
ik
v≤k,si
(y′)−1∆ik+1v<k,si(y
′) = ∆ikv<k,si(y
′)−1∆ik+1v≤k,si(y
′)
for k ∈ [1,m− 1], and
t−1m = ∆
i
v′,e(y
′)−1∆iv′,si(y
′) = ∆i+1v′,si(y)
−1∆i+1v′,e(y
′) ,
where y′ = ψsi,v
′
(x′).
Clearly, in order to finish Case III, i.e., to verify formula (4.15) for the i-
factorization parameters t1, . . . , tm of x ∈ Le,v, it will suffice to prove that for
any w ∈ Sn, j ∈ [1, n] one has:
∆jw,si(y
′) = ∆jw,e(y) ,
where y = ψe,v(x). Note that ∆jw,si(y
′) = ∆jw,e(y
′si). Thus, it will suffice to prove
[y′si]− = y .
Taking into the account that
xsixi(t
−1) = x′ ,
all we need to prove is the following fact.
Lemma 4.13. Let v = v′si for some i such that l(v) = l(v
′) + 1. Then for any
x′′ ∈ Le,v
′
and any t ∈ F× one has
ψe,v(x′′xi(t)) = [ψ
si,v
′
(x′′x−i(t
−1))si]− .
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Proof. Indeed, by Lemma 4.10,
ψe,v(x′′xi(t)) = ([x
′′xi(t)v−1 ]−)
ι .
Using (4.20), we obtain:
x′′xi(t)v−1 = x
′′xi(t)siv′
−1 = x′′x−i(t
−1)xi(−t
−1)v′−1 = x′x−i(t
−1)v′−1u+
for some u+ ∈ U .
Therefore,
[x′′xi(t)v−1]− = [x
′′x−i(t
−1)v′−1u+]− = [x
′′x−i(t
−1)v′−1]− .
Summarizing, we obtain:
ψe,v(x′′xi(t)) = ([x
′′x−i(t
−1)v′−1 ]−)
ι
On the other hand, by the second identity of (4.8) we have for any x′ ∈ Lsi,v
′
:
[ψsi,v
′
(x′)si]− = [([x
′v′−1 ]−)
ι si
−1 [si((x
′)ι)−1]+si]− = ([x
′v′−1 ]−)
ι
because z = [si((x
′)ι)−1]+ ∈ U ∩ ϕi(GL2) and, therefore, si
−1 zsi ∈ B−. Thus,
taking x′ = x′′x−i(t
−1), we obtain
[ψsi,v
′
(x′′x−i(t
−1)si]− = ([x
′′x−i(t
−1)v′−1 ]−)
ι = ψe,v(x′xi(t)) .
Lemma is proved. 
This finishes Case III.
Case IV is almost identical to the Case III.
Therefore, Theorem 4.11 is proved. 
Remark 4.14. The commutative version of (4.15) is
(4.21) tk =

∆v<kωi,u≥kωi(y)
∆v<kωi,u>kωi(y)
if ik < 0
∆v<kωi−1,u≥kωi−1(y)∆v<kωi+1,u≥kωi+1(y)
∆v<kωi,u≥kωi(y)∆v≤kωi,u>kωi(y)
if ik > 0
4.4. Factorizations of Gu,v. In this section we extend the result of Theorem 4.11
to factorizations in Gu,v. In order to do so we first have to extend the twist ψu,v
to an isomorphism Gu,v→˜Gv,u (which we will denote in the same way) by
(4.22) ψu,v(hx) = hψu,v(x)
for any h ∈ H and any x ∈ Lu,v.
In fact, formula (4.22) means that the twist ψu,v is a left H-equivariant map
Gu,v→˜Gv,u.
Recall that for any g in the Gauss cell G0 = B
− ·U we denote by [g]0 the diagonal
component of the Gauss factorization.
Lemma 4.15. The general twist ψu,v : Gu,v→˜Gv,u is given by:
(4.23) ψu,v(g) = u([u −1g]0) · ([gv−1 ]−)
ι (gι)−1 ([u −1g]+)
ι .
for any g ∈ Gu,v. Other formulas for ψu,v are:
ψu,v(g) = u([u −1g]0)[(vg
ι)−1]+ v ([u
−1g]+)
ι .
ψu,v(g) = u([u −1g]0) · ([gv−1 ]−)
ι u−1
−1
[u −1((g)ι)−1]− .
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Also ψu,v is symmetric: (ψu,v)−1 = ψv,u. In particular, for u = v the twist ψv,v
is an involution on Gv,v.
Proof. Clearly, for any h ∈ H and x ∈ UuU we have
[u −1hx]0 = [(u
−1hu) · u −1hx]0 = (u
−1hu) · [u −1hx]0 = u
−1hu = u−1(h) .
Therefore, taking g = hx, where h ∈ H and x ∈ Lu,v, and taking into the account
(4.7) and (4.8), we obtain the desirable formulas. 
Theorem 4.11 admits the following obvious generalization.
Theorem 4.16. Let i = (i1, . . . , im) be a double reduced word for (u, v), and sup-
pose an element x ∈ Gu,v can be factored as x = hxi1(t1) · · ·xim(tm), with all tk
nonzero elements of F , and h = diag(h1, . . . , hn) ∈ H. Then the factorization
parameters h1, . . . , hn, t1, . . . , tm are determined by the following formulas:
(4.24) hi = ∆
u−1(i)
u,e (x)
for i ∈ [1, n], and
(4.25) tk =
{
∆iv<k,u>k(y)
−1∆iv<k,u≥k(y) = ∆
i+1
v<k,u≥k
(y)−1∆i+1v<k,u>k(y) if ik < 0
∆iv≤k,u>k(y)
−1∆i+1v<k,u>k(y) = ∆
i
v<k,u>k
(y)−1∆i+1v≤k,u>k(y) if ik > 0
where y = ψu,v(x) and i = |ik|.
The following two special cases of Theorem 4.16 will be of particular importance:
(u, v) = (e, w0) and (u, v) = (w), e) where w0 is the longest element in Sn. In these
cases, Definition 4.8 and Theorem 4.9 can be simplified as follows.
The formula (4.15) now takes the following form.
Corollary 4.17. Let i = (i1, . . . , im) be a reduced word for w ∈ Sn, and t1, . . . , tm
be non-zero elements of F .
(i) If x = xi1(t1) · · ·xim(tm) then the factorization parameters h1, . . . , hn and
t1, . . . , tm are given by
hi = ∆
i
e,e(x) = xii
for i ∈ [1, n], and
tk = ∆
i
si1 ···sik ,e
(y)−1∆i+1si1 ···sik−1 ,e
(y) = ∆isi1 ···sik−1 ,e
(y)−1∆i+1si1 ···sik ,e
(y) ,
where y = ψe,w(x) is given by (4.11), and i = ik.
(ii) If x = hx−i1(t1) · · ·x−im(tm) then the factorization parameters h1, . . . , hn and
t1, . . . , tm are given by
hi = ∆
w−1(i)
w,e (x)
for i ∈ [1, n], and
tk = ∆
i
e,sim ···sik+1
(y)−1∆ie,sim ···sik
(y) = ∆i+1e,sim ···sik
(y)−1∆i+1e,sim ···sik+1
(y) ,
where y = ψw,e(x) is given by (4.10).
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5. Other factorizations in GLn(F) and the maximal twist ψwo,wo
In this section we will provide some explicit factorizations in Gu,wo and Gwo,v.
Let us consider a factorization of x ∈ Gu,wo of the form:
(5.1) x = x− · x
(n−1)x(n−2) · · ·x(1) ,
where x− ∈ Gu,e and x(m) ∈ Le,smsm+1···sn−1 is given by:
x(m) = xm(tm,m)xm+1(tm,m+1) · · ·xn−1(tm,n−1)
for m ∈ [1, n− 1].
Lemma 5.1. In the notation of (5.1), we have:
tm,k = ∆
m,k
[1,m],[k−m+1,k](x)
−1∆m,k+1[1,m],[k−m+2,k+1](x)
for all 1 ≤ m ≤ k ≤ n− 1.
Proof. Follows immediately from Theorem 2.5. 
Lemma 5.2. In the notation of (5.1), we have:
tij = ∆
i,j
[1,i]∪[n+i+1−j,n],[1,j](y)
−1∆i,j+1[1,i]∪[n+i−j,n],[1,j+1](y)
for all 1 ≤ i ≤ j < n, where y = ψu,wo(x).
Proof. Denote by i0 the following standard reduced word for wo:
i0 = (n− 1;n− 2, n− 1; . . . ; 1, 2, . . . , n− 1) .
It is convenient to identify i0 with the sequence of pairs:
(n− 1, n− 1); (n− 2, n− 2), (n− 2, n− 1); . . . ; (1, 1), (1, 2), . . . , (1, n− 1) .
Let i− be any reduced word for u ∈ Sn. Then we put i− and i0 into a sep-
arated word i = (i−, i0) for the element (u,wo) ∈ Sn × Sn. Denote by w
(i,n)
o
the longest element of the subgroup of Sn generated by the simple transpositions
si, si+1, . . . , sn−1.
Then in the notation of (4.14) we have for the position k of i corresponding to
the pair (i, j):
v≤k = w
(i+1,n)
o sisi+1 · · · sj , v<k = w
(i+1,n)
o sisi+1 · · · sj−1,
v≤k(j + 1) = w
(i+1,n)
o sisi+1 · · · sj(j + 1) = w
(i+1,n)
o (i) = i
v<k(j) = w
(i+1,n)
o sisi+1 · · · sj−1(j) = w
(i+1,n)
o (i) = i
v≤k[1, j+1] = w
(i+1,n)
o sisi+1 · · · sj−1[1, j+1] = w
(i+1,n)
o [1, j+1] = [1, i]∪[n+i−j, n]
v<k[1, j] = w
(i+1,n)
o sisi+1 · · · sj−1[1, j] = w
(i+1,n)
o [1, j] = [1, i] ∪ [n+ i + 1− j, n]
On the other hand, taking (4.25) for i = (i−, i0) with ik = j, yields the following
formula
tk = ∆
j
v<k,e
(y)−1∆j+1v≤k,e(y)
which, after substituting the results of the above computations, implies the desirable
formula for tk = tij .
The lemma is proved. 
The above facts imply an immediate corollary.
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Corollary 5.3. For any u ∈ Sn the twist map ψu,wo satisfies:
∆i,j[1,i]∪[n+i+1−j,n],[1,j](ψ
u,wo(x))−1∆i,j+1[1,i]∪[n+i−j,n],[1,j+1](ψ
u,wo(x)) =
= ∆i,j[1,i],[j+1−i,j](x)
−1∆i,j+1[1,i],[j−i+2,j+1](x)
for all 1 ≤ i ≤ j ≤ n− 1.
Let us consider a factorization of x ∈ Gwo,v of the form
(5.2) x− = h · x
(n−1)
− x
(n−2)
− · · ·x
(1)
− · x+
where x+ ∈ Le,v, h ∈ H , and x
(m)
− ∈ L
sm···sn−1sm,e is of the form:
x
(m)
− = x−m(τm,m)x−(m−1)(τm,m+1) · · ·x−(n−1)(τm,n−1)
for m ∈ [1, n− 1].
The following result generalizes the factorization from Section 3.2.
Proposition 5.4. In the notation of (5.2) we have
hn = xn1, hn−1 = −
∣∣∣∣∣xn−1,1 xn−1,2xn,1 xn,2
∣∣∣∣∣ , . . . , h1 = (−1)n−1|x|1n ,
that is,
hm = ∆
m,n+1−m
[m,n],[1,n+1−m](x)
for m ∈ [1, n],
and
τm,k = (−1)
k−m
∣∣∣∣∣∣
xm,1 . . . xm,k+1−m
. . .
xk,1 . . . xk,k+1−m
∣∣∣∣∣∣
−1
hm
for all 1 ≤ m ≤ k < n, i.e.,
τm,k = ∆
m,k+1−m
[m,k],[1,k+1−m](x)
−1∆m,n+1−m[m,n],[1,n+1−m](x) .
The proof is similar to the proof of Theorem 2.5.
Example 5.5. Let n = 3. Then in the factorization
x = h · x−2(τ22)x−1(τ11)x−2(τ12) · x+ ,
where h ∈ H and x+ ∈ U , we have:
τ11 = x
−1
11 ∆
1,3
123,123(x), τ12 = ∆
1,2
12,12(x)
−1∆1,3123,123(x), τ22 = x
−1
21 ∆
2,1
23,12(x) .
Our next result is a direct consequence of Theorem 4.25.
Lemma 5.6. In the notation of (5.2), we have:
τij = ∆
j,j+1−i
[1,j],[n+2−i,n]∪[1,j+1−i](y)
−1∆j,n+1−i[1,j],[n+1−i,n]∪[1,j−i](y)
for all 1 ≤ i ≤ j < n, where y = ψwo,e(x).
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Proof. Recall that i0 = (n − 1;n − 2, n − 1; . . . ; 1, 2, . . . , n − 1) is the standard
reduced word for wo and that we conveniently identified i0 with the sequence of
pairs:
(n− 1, n− 1); (n− 2, n− 2), (n− 2, n− 1); . . . ; (1, 1), (1, 2), . . . , (1, n− 1) .
Let i+ be any reduced word for v ∈ Sn. Then we put −i0 and i+ into a separated
word i = (−i0, i+) for the element (wo, v) ∈ Sn × Sn. Recall that w
(i,n)
o denotes
the longest element of the subgroup of Sn generated by the simple transpositions
si, si+1, . . . , sn−1.
Then in the notation of (4.13) we have for the position k of i corresponding to
the pair (i, j):
u≥k = wow
(i,n)
o sn−1sn−2 · · · sj , u>k = wow
(i,n)
o sn−1sn−2 · · · sj+1,
u≥k(j) = wow
(i,n)
o (n) = wo(i) = n+ 1− i
u>k(j) = wow
(i,n)
o (j) = wo(n+ i− j) = j + 1− i
u≥k[1, j] = wow
(i,n)
o ([1, j−1]∪{n}) = wo([1, i]∪[n+i−j, n]) = [n+1−i, n]∪[1, j−i]
u>k[1, j] = wow
(i,n)
o ([1, j]) = wo([1, i−1]∪ [n+ i− j, n]) = [n+2− i, n]∪ [1, j+1− i]
On the other hand, taking (4.25) for i = (−i0, i+) with ik = −j, yields the
following formula
tk = ∆
j
e,u>k
(y)−1∆je,u≥k(y) ,
which, after substituting the results of the above computations, implies the desirable
formula for τk = τij .
The lemma is proved. 
The above facts imply an immediate corollary.
Corollary 5.7. For any v ∈ Sn the twist map ψwo,v satisfies:
∆j,j+1−i[1,j],[n+2−i,n]∪[1,j+1−i](ψ
wo,v(x))−1∆j,n+1−i[1,j],[n+1−i,n]∪[1,j−i](ψ
wo,v(x)) =
∆i,j+1−i[i,j],[1,j+1−i](x)
−1∆i,n+1−i[i,n],[1,n+1−i](x)
for all 1 ≤ i ≤ j ≤ n− 1.
The above results allow us to completely compute the twist ψwo,wo in terms of
positive quasiminors.
Theorem 5.8. For each x ∈ G we have (with the notation y = ψwo,wo(x)):
∆n+1−i,i[n+1−i,n],[1,i](y) = ∆
n+1−i,i
[n+1−i,n],[1,i](x)
for i ∈ [1, n], and:
∆i,j[1,i]∪[n+i+1−j,n],[1,j](y)
−1∆i,j+1[1,i]∪[n+i−j,n],[1,j+1](y) = ∆
i,j
[1,i],[j+1−i,j](x)
−1∆i,j+1[1,i],[j−i+2,j+1](x),
∆i,j[1,i],[j+1−i,j](y)
−1∆i,j+1[1,i],[j−i+2,j+1](y) = ∆
i,j
[1,i]∪[n+i+1−j,n],[1,j](x)
−1∆i,j+1[1,i]∪[n+i−j,n],[1,j+1](x),
∆j,j+1−i[1,j],[n+2−i,n]∪[1,j+1−i](y)
−1∆j,n+1−i[1,j],[n+1−i,n]∪[1,j−i](y) = ∆
i,j+1−i
[i,j],[1,j+1−i](x)
−1∆i,n+1−i[i,n],[1,n+1−i](x),
∆i,j+1−i[i,j],[1,j+1−i](y)
−1∆i,n+1−i[i,n],[1,n+1−i](y) = ∆
j,j+1−i
[1,j],[n+2−i,n]∪[1,j+1−i](x)
−1∆j,n+1−i[1,j],[n+1−i,n]∪[1,j−i](x)
for all 1 ≤ i ≤ j ≤ n− 1.
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The above result allows to compute explicitly a large number of positive quasimi-
nors for maximally twisted matrices and to get other relations.
Corollary 5.9. In the notation of Theorem 5.8 we have
∆i,j+1−i[i,j],[1,j+1−i](y) = ∆
i,n+1−i
[i,n],[1,n+1−i](x)∆
j,n+1−i
[1,j],[n+1−i,n]∪[1,j−i](x)
−1∆j,j+1−i[1,j],[n+2−i,n]∪[1,j+1−i(x)
for all 1 ≤ i ≤ j ≤ n− 1.
Also,
∆i,i[1,i],[1,i](y)
−1∆i,j[1,i]∪[n+i−j+1,n],[1,j](y) = ∆
i,i
[1,i],[1,i](x)
−1∆i,j[1,i],[j−i+1,j](y),
∆i,i[1,i],[1,i](y)
−1∆i,j[1,i],[j−i+1,j](y) = ∆
i,i
[1,i],[1,i](x)
−1∆i,j[1,i]∪[n+i−j+1],[j−i+1,j](y).
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