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Abstract
For a general class of hyperbolic-parabolic systems including the compressible Navier-
Stokes and compressible MHD equations, we prove existence and stability of noncharac-
teristic viscous boundary layers for a variety of boundary conditions including classical
Navier-Stokes boundary conditions. Our first main result, using the abstract framework
established by the authors in the companion work [GMWZ6], is to show that existence
and stability of arbitrary amplitude exact boundary-layer solutions follow from a uni-
form spectral stability condition on layer profiles that is expressible in terms of an Evans
function (uniform Evans stability). Whenever this condition holds we give a rigorous
description of the small viscosity limit as the solution of a hyperbolic problem with
“residual” boundary conditions. Our second is to show that uniform Evans stability for
small-amplitude layers is equivalent to Evans stability of the limiting constant layer,
which in turn can be checked by a linear-algebraic computation. Finally, for a class
of symmetric-dissipative systems including the physical examples mentioned above, we
carry out energy estimates showing that constant (and thus small-amplitude) layers
always satisfy uniform Evans stability. This yields existence of small-amplitude multi-
dimensional boundary layers for the compressible Navier-Stokes and MHD equations.
For both equations these appear to be the first such results in the compressible case.
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1 Introduction
In this paper, we study existence and stability of noncharacteristic viscous boundary
layers of hyperbolic–parabolic systems of the type arising in fluid and magnetohydrody-
namics (MHD). In a companion paper [GMWZ6], we have shown under mild structural
assumptions that for such layers, maximal linearized stability estimates, transversality of
layer profiles, and satisfaction of the uniform Lopatinski condition by the associated residual
hyperbolic system all follow from a uniform spectral stability condition on layer profiles that
is expressible in terms of an Evans function (uniform Evans stability, Definition 3.4). Here
we use these abstract results to obtain existence and stability in interesting physical appli-
cations. Our structural hypotheses are general enough to allow van der Waals equations of
state.
In contrast to our previous joint papers, our main concern here is to give an analytic
verification of the uniform Evans hypothesis for small amplitude layers (after construct-
ing such layers), and to give explicit calculations for important physical systems (isentropic
Navier-Stokes, full Navier-Stokes, and viscous MHD). For the isentropic Navier-Stokes equa-
tions we are also able to construct transversal large amplitude layers, and to check maximal
dissipativity of the associated residual hyperbolic boundary conditions.
The main results of this paper are as follows: (i) assuming the uniform Lopatinski condi-
tion and transversality of layer profiles (Definitions 1.16 and 1.11), we construct arbitrarily
high-order approximate boundary-layer solutions matching an inner boundary-layer profile
to an outer hyperbolic solution; (ii) assuming uniform Evans stability, we use results of
[GMWZ4, GMWZ6] to show existence and stability of exact boundary-layer solutions close
to the approximate solutions, and consequently we obtain convergence of viscous solutions
to solutions of the residual hyperbolic problem in the small viscosity limit; (iii) we show that
uniform Evans stability of small-amplitude boundary layers is equivalent to uniform Evans
stability of the associated limiting constant layer; and (iv), we use (iii) to verify the uniform
Evans condition for small amplitude layers for a class of symmetric-dissipative systems that
includes the above physical examples as well as the class introduced by Rousset [R3].
In connection with (iii) and (iv) above, we prove existence of small-amplitude layer
profiles for a variety of boundary conditions, including mixed Dirichlet-Neumann conditions.
These profiles appear in the leading term of the approximate solutions referred to in (i).
The above results yield existence and stability of multi-dimensional small-amplitude non-
characteristic boundary-layer solutions of the compressible Navier-Stokes and viscous MHD
equations. In both cases these appear to be the first such results. For large-amplitude lay-
ers, the questions of existence and stability are reduced to verification of the uniform Evans
condition. Efficient numerical methods for such verification are presented, for example, in
[CHNZ, HLyZ2, HLyZ2].
Although most of the important physical examples can be written in conservative form,
the general theory is presented for the more general nonconservative case in sections 2, 3, 4
and the appendices. As we noted in [GMWZ6, GMWZ7], the theory is clearer and in many
ways simpler in the more general setting.
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For results on stability of boundary layers for the incompressible Navier-Stokes equations
we refer to [TW, IS].
1.1 Equations and assumptions
Consider as in [GMWZ6] a quasilinear hyperbolic–parabolic system
(1.1) Lε(u) := A0(u)ut +
d∑
j=1
Aj(u)∂j(u)− ε
d∑
j,k=1
∂j
(
Bjk(u)∂ku
)
= 0,
on [−T, T ]×Ω, where Ω ⊂ Rd is an open set. We assume the block structure
(1.2) A0(u) =
(
A110 0
A210 A
22
0
)
, Bjk(u) =
(
0 0
0 B22jk
)
,
a corresponding splitting
(1.3) u = (u1, u2) ∈ RN−N ′ × RN ′ ,
and decoupled boundary conditions
(1.4)


Υ1(u
1)|x∈∂Ω = g1(t, x),
Υ2(u
2)|x∈∂Ω = g2(t, x),
Υ3(u, ∂Tu
2, ∂νu
2)|x∈∂Ω = 0,
where ∂T and ∂ν denote tangential and inward normal derivatives with respect to ∂Ω and
Υ3(u, ∂Tu
2, ∂νu
2) = Kν∂νu
2 +
∑p
j=1Kj(u)Vju
2, where the Vj(x) are smooth vector fields
tangent to ∂Ω and Kν is constant. Unless otherwise noted we take Ω bounded with smooth
(that is, Ck for k large) boundary, but our results apply with no essential change to other
situations such as the case where ∂Ω coincides with a half-space outside a compact set.
Setting ε = 0 in (1.1) we obtain L0, a first-order operator assumed to hyperbolic. The
parameter ε plays the role of a non-dimensional viscosity and for ε > 0, the system is
assumed to be parabolic or at least partially parabolic. Classical examples are the Navier-
Stokes equations of gas dynamics and the equations of magneto-hydrodynamics (MHD).
We set
Aj = A
−1
0 Aj , Bjk = A
−1
0 Bjk,(1.5)
A(u, ξ) =
d∑
j=1
ξjAj(u) and B(u, ξ) =
d∑
j,k=1
ξjξkBjk(u),(1.6)
and systematically use the notation Mαβ for the sub-blocks of a matrix M corresponding
to the splitting u = (u1, u2). Note that
(1.7) Bj,k(u) := A0(u)
−1Bjk(u) =
(
0 0
0 B
22
jk(u),
)
,
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so it is natural to define the high-frequency principal part of (1.1) by
(1.8)
{
∂tu
1 +A
11
(u, ∂)u1 = 0,
∂tu
2 − εB22(u, ∂)u2 = 0.
Our main structural assumptions are modeled on the fundamental example of the Navier-
Stokes equations with general, possibly van der Waals type equation of state. For applica-
tions it is important to allow the states assumed by solutions of (1.1) when ε > 0 or when
ε = 0 to vary in overlapping but not necessarily identical regions of state space. More-
over, these regions must be allowed to depend on (t, x). These considerations motivate the
following definition of U , U∂ , and U∗.
For some T > 0 let O(t, x) be a continuous set-valued function from [−T, T ]×Ω to open
sets in RN , and define graphs
U = {(t, x,O(t, x)) : (t, x) ∈ [−T, T ]× Ω}
U∂ = {(t, x0,O(t, x0)) : (t, x0) ∈ [−T, T ]× ∂Ω}.
(1.9)
For (t, x0) ∈ [−T, T ] × ∂Ω let O∗(t, x0) be another continuous open-set-valued function
satisfying O∗(t, x0) ⊃ O(t, x0) and define
U∗ = {(t, x0,O∗(t, x0)) : (t, x0) ∈ [−T, T ]× ∂Ω}.(1.10)
Observe that we have
U∂ ⊂ U ∩ U∗,(1.11)
but neither U nor U∗ is a subset of the other. For elements of U define
π(t, x,O(t, x)) = O(t, x)(1.12)
and define π similarly for elements of U∂ and U∗. Finally, denote by πU (resp. πU∗, πU∂)
the union of the open sets obtained by applying π to elements of U (resp. U∗, U∂).
The set πU is the “hyperbolic set” where solutions of the inviscid equation L0(u) = 0
take their values; πU∗ is the set where boundary layer solutions uε of the viscous equations,
restricted to a small neighborhood of the boundary, take their values. In particular, the
layer profiles (Definition 1.14) take values in πU∗. The set πU∂ ⊂ πU ∩ πU∗ is the set of
profile endstates where matching of the two types of solutions occurs; more precisely, it
contains the limits as z → ∞ of layer profiles (see (1.15)), or equivalently, the boundary
values of solutions of the associated residual hyperbolic problem (see 1.27).
Assumptions 1.1.
(H1) The matrices Aj and Bjk are C
∞ N×N real matrix-valued funtions of the variable
u ∈ πU ∪ πU∗ ⊂ RN . Moreover, for all u ∈ πU ∪ πU∗, detA0(u) 6= 0.
(H2) There is c > 0 such that for all u ∈ πU ∪ πU∗ and ξ ∈ Rd, the eigenvalues of
B
22
(u, ξ) satisfy Reµ ≥ c|ξ|2.
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(H3) For all u ∈ πU ∪ πU∗ and ξ ∈ Rd\{0}, the eigenvalues of A11(u, ξ) are real,
semi-simple and of constant multiplicity. Moreover, for u ∈ πU∗, detA11(u, ν) 6= 0, with
the eigenvalues of the normal matrix A
11
(u, ν) 6= 0 all positive (inflow) or all negative
(outflow), where ν denotes the inward normal to ∂Ω.
(H4) For all u ∈ πU and ξ ∈ Rd\{0}, the eigenvalues of A(u, ξ) are real, semisimple, and
of constant multiplicity. Moreover, for u ∈ πU∂, detA(u, ν) 6= 0, with number of positive
(negative) eigenvalues of A(u, ν) independent of u.
(H5) There is c > 0 such that for u ∈ πU and ξ ∈ Rd, the eigenvalues of iA(u, ξ)+B(u, ξ)
satisfy Reµ ≥ c |ξ|21+|ξ|2 .
Remark 1.2. 1.)In Hypothesis (H4) the statement “for u ∈ πU∂, detA(u, ν) 6= 0” should
be interpreted as asserting that for (t, x0, u) ∈ U∂, we have detA(u, ν(x0)) 6= 0. A similar
remark applies to (H3) and to later statements of this sort.
2.) Hypothesis (H4) is a hyperbolicity condition on the inviscid equation L0(u) = 0,
while (H2),(H4) implies hyperbolic–parabolicity of the viscous equation Lε(u) = 0 when
ε > 0. (H3) is a hyperbolicity condition on the first equation in (1.8). The conditions on
the normal matrices in (H3)–(H4) mean that the boundary is noncharacteristic for both the
inviscid and the viscous equations. Hypothesis (H5) is a dissipativity condition reflecting
genuine coupling of hyperbolic and parabolic parts for u ∈ πU .
3.)Later we will occasionally drop the π on πU in statements like u ∈ U below.
Symmetry plays an important role in applications such as those to the Navier-Stokes
and MHD equations considered here. In particular, (H5) holds always when the conditions
in the following two definitions are satisfied [KaS1, KaS2].
Definition 1.3. The system (1.1) is said to be symmetric dissipative if there exists a
real matrix S(u), which depends smoothly on u ∈ πU , such that for all u ∈ πU and
all ξ ∈ Rd\{0}, the matrix S(u)A0(u) is symmetric definite positive and block-diagonal,
S(u)A(u, ξ) is symmetric, and the symmetric matrix ReS(u)B(u, ξ) is nonnegative with
kernel of dimension N −N ′.
Given that A0 and the matrices Bjk have the structure (1.2), observe that we have the
equivalences:
SA0 block diagonal ⇔ S lower block triangular ⇔ SB block diagonal.1
Definition 1.4. A symmetric–dissipative system satisfies the genuine coupling condition
if for all u ∈ πU and all ξ ∈ Rd\{0}, no eigenvector of ∑j Ajξj lies in the kernel of∑
j,kBjkξjξk.
The constant multiplicity condition in Hypothesis (H4) holds for the compressible Navier–
Stokes equations whenever A(u, ξ) is hyperbolic. We are able to treat symmetric-dissipative
systems like the equations of viscous MHD, for which the constant multiplicity condition
fails, under the following relaxed hypothesis.
1 The block-diagonal assumption repairs a minor omission in [GMWZ6]; this is needed to conclude (H5)
from symmetric dissipativity plus the genuine coupling condition.
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Hypothesis H4′. For all u ∈ πU and ξ ∈ Rd \ {0}, the eigenvalues of A(u, ξ) are
real and are either semisimple and of constant multiplicity or are totally nonglancing in the
sense of [GMWZ6], Definition 4.3. Moreover, for u ∈ πU∂ we have detA(u, ν) 6= 0, with the
number of positive (negative) eigenvalues of A(u, ν) independent of u.
Remark 1.5. The condition of constant multiplicity in (H3) can probably be dropped for
symmetric–dissipative systems. For sufficiently small-amplitude boundary layers, we expect
that the condition in (H3) that eigenvalues have a common sign may be dropped as well; see
Remark 4.2.2.
Notations 1.6. With assumptions as above, N+ (constant) denotes the number of positive
eigenvalues of Aν(u) := A(u, ν) for u ∈ πU∂ and N1+ the number of positive eigenvalues of
A
11
ν (u) := A
11
(u, ν) for u ∈ πU∗. We also set Nb = N ′ +N1+.
As indicated by block structure (1.8), Nb is the correct number of boundary conditions
for the well posedness of (1.1), for solutions with values in U∗ ∪ U , with N ′ boundary
conditions for u2 and N1+ boundary conditions for u
1. On the other hand, N+ is the correct
number of boundary conditions for the inviscid equation for solutions with values in U .
Assumption 1.7. (H6)Υ1, Υ2 and Υ3 are smooth functions of their arguments with values
in RN
1
+ , RN
′−N ′′ and RN
′′
respectively, where N ′′ ∈ {0, 1, . . . , N ′}. Moreover, KN has
maximal rank N ′′ and for all u ∈ U∗ the Jacobian matrices Υ′1(u1) and Υ′2(u2) have maximal
rank N1+ and N
′ −N ′′ respectively.
Examples 1.8. Hypotheses (H1)–(H5) are satisfied by the compressible Navier–Stokes
equations, provided the normal velocity of the fluid is nonvanishing on U∗ and the normal
characteristic speeds (eigenvalues of A(u, ν)) are nonvanishing on U∂ . We have N1+ = 1
or 0 according as normal velocity is positive with respect to inward normal (inflow) or
negative (outflow). Recalling that U∗ is the set where boundary layer solutions of the
viscous equations, restricted to a small neighborhood of the boundary, take their values, we
see that these velocity restrictions correspond to having a porous boundary through which
fluid is pumped in or out, in contrast to the characteristic, no-flux boundary conditions
encountered at a solid material interface for which normal velocity is set to zero.
Hypotheses (H1)-(H5), with (H4) replaced by (H4′), are satisfied by the viscous MHD
equations with ideal gas equation of state under similar velocity restrictions on the plasma.
See Remark 5.6 and the discussion following it for the precise velocity requirements and for
examples of boundary conditions for viscous MHD and the corresponding reduced hyper-
bolic problem.
We note that our structural hypotheses are sometimes satisfied under much weaker
assumptions on the equation of state, which may be of van der Waals type on U∗ and just
thermodynamically stable on U ; see [GMWZ4, Z3].
Boundary conditions of the type we consider for the compressible Navier-Stokes equa-
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tions are of considerable practical importance. Recall the equations are
(1.13)


∂tρ+ div(ρu) = 0
∂t(ρu) + div(ρu
tu) +∇p = εµ∆u+ ε(µ+ η)∇divu
∂t(ρE) + div
(
(ρE + p)u
)
= κ∆T + εµdiv
(
(u · ∇)u)
+ ε(µ + η)∇(u · divu)
where ρ denotes density, u velocity, e specific internal energy, E = e + |u|
2
2 specific total
energy, p = p(ρ, e) pressure, and T = T (ρ, e) temperature. Take the unknowns to be
(ρ, u, T ), and consider the problem on the exterior Ω = αc of a bounded set α with smooth
boundary, with no-slip suction-type boundary conditions on the velocity,
uT |∂Ω = 0, uν |∂Ω = V (x) < 0,
and either prescribed or insulative boundary conditions on the temperature,
T |∂Ω = Twall(x) or ∂νT |∂Ω = 0.
This corresponds to the situation of an airfoil with microscopic holes through which gas is
pumped from the surrounding flow, the microscopic suction imposing a fixed normal veloc-
ity while the macroscopic surface imposes standard temperature conditions as in flow past
a (nonporous) plate. This configuration was suggested by Prandtl and tested experimen-
tally by G.I. Taylor as a means to reduce drag by stabilizing laminar flow; see [S, Br]. It
was implemented in the NASA F-16XL experimental aircraft program in the 1990’s with
reported 25% reduction in drag at supersonic speeds [Br].2
Remark 1.9. At the expense of further bookkeeping, we could equally well define separate
U∂,j ⊂ U∗j for each connected component (∂Ω)j of the boundary ∂Ω, each with distinct values
of N+, N
1
+. where now the sets U∂,j are to be thought of as the sets of possible boundary
values for the hyperbolic problem at each (∂Ω)j . This would allow, for example, the situation
that fluid is pumped in through one boundary and out another as considered in [TW] for the
incompressible case.
We follow hypotheses (H1)–(H6), in some cases with (H4′) in place of (H4), throughout
the paper; unless otherwise indicated, they are assumed in all statements and propositions
that follow.
1.2 Layer profiles, transversality, and C manifolds
To match solutions of the inviscid problem approaching a constant value u at x0 ∈ ∂Ω
to solutions satisfying the hyperbolic–parabolic boundary conditions, one looks for exact
solutions of (1.1) (1.4) on the half-space (x−x0) ·ν(x0) ≥ 0 tangent to ∂Ω at x0 of the form
(1.14) uε(t, x) = w
((x− x0) · ν
ε
)
,
2 See also NASA site http://www.dfrc.nasa.gov/Gallery/photo/F-16XL2/index.html
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ν(x0) the inward unit normal to ∂Ω at x0, such that
(1.15) lim
z→+∞
w(z) = u .
Solutions are called layer profiles.
The equation for w reads
(1.16)
{
Aν(w)∂zw − ∂z
(
Bν(w)∂zw
)
= 0, z ≥ 0,
Υ(w, 0, ∂zw
2)|z=0 = (g1(t, x0), g2(t, x0), 0),
where Aν(u) =
∑d
j=1Aj(u)νj and Bν(u) :=
∑
Bjk(u)νjνk. The natural limiting boundary
conditions for the inviscid problem should be satisfied precisely by those states u that are
the endstates of layer profiles. This leads us to define
C(t, x0) = {u : there is a layer profile w ∈ C∞(R+;U∗) satisfying (1.15), (1.16) .(1.17)
The profile equation (1.16) can be written as a first order system for U = (w, ∂zw
2),
which is nonsingular if and only if A11ν is invertible, (H3):
(1.18)
∂zw
1 = −(A11ν )−1A12ν w3,
∂zw
2 = w3,
∂z
(
B22ν w
3) =
(
A22ν −A21ν (A11ν )−1A12ν
)
w3,
and the matrices are evaluated at w = (w1, w2).
Consider now the linearized equations of (1.16) about w(z), written as a first-order
system
(1.19) ∂zW˙ − Gν(z)W˙ = 0, z ≥ 0,
(1.20) ΓνW˙|z=0 = 0
in W˙ = (w˙1, w˙2, w˙3), where
(1.21) Gν(+∞) := lim
z→+∞
Gν(z) =

0 0 −(A11ν )−1A12ν0 0 I
0 0 (B22ν )
−1(A22ν −A21ν (A11ν )−1A12ν )

 (u)
and (note decoupling between u1 and (u2, u3) := (u2, ∂νu
2) variables)
(1.22) ΓνU =
(
Γ1u
1,Γ2u
2,Kνu
3
)
.
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Lemma 1.10 ([GMWZ6, MaZ3]). Let N2− denote the number of stable eigenvalues ℜµ < 0
of Gν(+∞), N2+ the number of unstable eigenvalues ℜµ > 0, S the subspace of solutions of
(1.19) that approach finite limits as z →∞, and S0 the subspace of solutions of (1.19) that
decay to 0. Then,
(i) N2− +N
2
+ = N
′ and
(1.23) N+ +N
2
− = Nb := N
′ +N1+,
(ii) profile w(·) decays exponentially to its limit u as z → +∞ in all derivatives, and
(iii) dimS = N +N2− and dimS0 = N2−.
Proof. A proof is given in [GMWZ6], Lemma 2.12.
Definition 1.11. The profile w is said to be transversal if
i) there is no nontrivial solution w˙ ∈ S0 which satisfies the boundary conditions
Γν(w˙, ∂zw˙
2)|z=0 = 0,
ii) the mapping w˙ 7→ Γν(w˙, ∂zw˙2)|z=0 from S to CNb has rank Nb.
Definition 1.11(i) and (ii) corresponds to the geometric conditions that the level set
{W : Υ(W ) = Υ(w(0), 0, ∂zw2(0))} have transversal intersections in phase space W =
(w, ∂zw
2) at W0 := (w(0), ∂zw
2(0)) with the stable and center–stable manifolds, respec-
tively, of W∞ := (u, 0); see Lemma 5.3 below.
The following assumption is the starting point for our construction of exact boundary
layer solutions to (1.1).
Assumption 1.12. Fix a choice of (g1, g2) as in (1.4). For U∂ as in (1.9) we are given a
smooth manifold C defined as the graph
C = {(t, x0, C(t, x0)) : (t, x0) ∈ [−T, T ]× ∂Ω} ⊂ U∂ ,(1.24)
where each C(t, x0), defined as in (1.17), is now assumed to be a smooth manifold of dimen-
sion N −N+ . In addition we are given a smooth function
W : [0,∞) × C → πU∗(1.25)
such that for all (t, x0, q) ∈ C, W (z, t, x0, q) is a transversal layer profile satisfying (1.16)
with ν = ν(t, x0) and converging to q as z → ∞ at an exponential rate that can be taken
uniform on compact subsets of C.
This assumption is hard to check in general. However, in Proposition 2.6 we show that
for a large class of problems including the Navier-Stokes and MHD equations with vari-
ous boundary conditions, Assumption 1.12 is always satisfied for small-amplitude profiles.
In Proposition 2.4 we give necessary and sufficient conditions on boundary operators of
the form (1.4) in order for Assumption 1.12 to hold in the small-amplitude case. These
boundary conditions include the standard noncharacteristic boundary conditions for the
Navier-Stokes and viscous MHD equations. In Proposition 2.8 we give a local construction
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of a C manifold with associated profiles near a given, possibly large amplitude, transversal
profile. In Proposition 2.10 we give a global construction of a C manifold with associated
profiles near a given family of large-amplitude profiles, assuming such a family exists (not
clear in general).
As regards the failure of Assumption 1.12, Proposition 2.6 implies, for example, the
following nontransversality result.
Proposition 1.13. Whenever rankΥ3 = N
′′ > N2−, small-amplitude profiles are not
transversal. Equivalently, whenever the number of scalar Dirichlet conditions for the parabolic
problem, (N ′−N ′′)+N1+, is strictly less than the number of scalar boundary conditions for
the residual hyperbolic problem, N+ (see (1.27)), small-amplitude profiles are not transver-
sal.
1.3 Inviscid solutions, residual boundary conditions, and the uniform
Lopatinski condition.
Under suitable assumptions we will study the small viscosity limit of solutions to
Lε(u) := A0(u)ut +
d∑
j=1
Aj(u)∂ju− ε
d∑
j,k=1
∂j
(
Bjk(u)∂ku
)
= 0,
Υ(u, ∂Tu
2, ∂νu
2) = (g1, g2, 0) on [0, T0]× ∂Ω
(1.26)
and demonstrate convergence to a solution u0(t, x) of the inviscid hyperbolic problem:
L0(u0) = 0 on [0, T0]× Ω
u0(t, x0) ∈ C(t, x0) for (t, x0) ∈ [0, T0]× ∂Ω,
(1.27)
where C(t, x0) is the endstate manifold defined in Assumption 1.12 (see also Prop. 2.6).
Definition 1.14. We refer to the boundary condition in (1.27) as the residual hyperbolic
boundary condition.
For (t, x0) ∈ [0, T0] × ∂Ω we freeze a state p := u0(t, x0) and, working in coordinates
where the boundary is xd = 0, we define
H(p, ζ) := −Ad(p)−1

(iτ + γ)A0(p) + d−1∑
j=1
iηjAj(p)

 .(1.28)
Here we have suppressed the dependence of the frozen Aj on spatial coordinates in the
notation. Let
ψ : RN → RN+(1.29)
11
be a defining function for C(t, x0) near p, i.e., C(t, x0) = {u : ψ(u) = 0}, with ∇ψ full
rank N+. Then, the residual boundary condition (1.27) may be expressed, locally to p, as
Υres(u) := ψ(u), hence the linearized residual boundary condition at p takes the form
Γres(p)u˙ = 0⇔ ψ′(p)u˙ = 0⇔ u˙ ∈ TpC(t, x0).(1.30)
Remark 1.15. Suppose w(z) is a solution of (1.16) converging to p = u0(t, x0) ∈ C(t, x0)
as z →∞. Let us write the linearized equations of (1.16) around w(z) as
L(t, x0, z, ∂z)w˙ = 0, Γν(x0)(w˙, w˙
2
z) = 0.(1.31)
Observe that the tangent space TpC(t, x0) may be characterized as the set of limits at z =∞
of solutions to (1.31). This follows readily from the definition of C(t, x0); see [Met4], Prop.
5.5.5.
Definition 1.16. 1) The inviscid problem (1.27) satisfies the uniform Lopatinski condition
at p = u(t, x0) provided there exists C > 0 such that for all ζ with γ > 0
|DLop(p, ζ)| := |det
(
E
−(H(p, ζ)), ker Γres(p)
) | ≥ C.(1.32)
2) The inviscid problem (1.27) satisfies the uniform Lopatinski condition provided (1.32)
holds with a constant that can be chosen independently of (t, x0) ∈ [0, T0]× ∂Ω.
Here by a determinant of subspaces we mean the determinant of the matrix with sub-
spaces replaced by smoothly chosen bases of column vectors, specifyingDLop up to a smooth
nonvanishing factor; for example, if the bases are taken to be orthonormal, then |DLop| is
independent of the choice of bases. We refer to [GMWZ7], section 4.1 for equivalent formu-
lations and further discussion of the uniform Lopatinski condition.
Theorem 1.17. Given a smooth manifold C as in Assumption 1.12, consider the hyperbolic
problem (1.27)
(i) under hypotheses (H1)-(H5), or alternatively,
(ii) assuming (H1)-(H5), except that (H4) is replaced by (H4’) in the symmetric-dissipative
case.
Let s > d2 + 1 and suppose that we are given initial data v
0(x) ∈ Hs+1(Ω) at t = 0
satisfying corner compatibility conditions to order s − 1 for (1.27). Suppose also that the
uniform Lopatinski condition is satisfied at all points x0 ∈ ∂Ω, t = 0. Then there exists a
T0 > 0 and a function u
0(t, x) ∈ Hs([0, T0]× Ω) satisfying (1.27) with
u0|t=0 = v
0,(1.33)
and so that the uniform Lopatinski condition holds on [0, T0]× ∂Ω.
Proof. We refer to [CP], Chapter 7 for a discussion of corner compatibility conditions. For
the proof in the case of constant multiplicity (i.e., when (H4) holds) see [CP], Chapter 7
and [Met2]. For the case of variable multiplicities (including situations more general than
those considered here) see [MZ2].
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1.4 Approximate solutions to the viscous problem
The first step in constructing exact solutions to the viscous problem (1.26) that converge
to a given solution u0 of the hyperbolic problem (1.27) in the small viscosity limit is to
construct high order approximate solutions of (1.26) with that property. Following the ap-
proach of [GMWZ4, GMWZ7] we construct approximate solutions using a WKB expansion
as described in the following result. A more precise statement of Proposition 1.18 and the
proof are given in Appendix A.
Let
(1.34) (x0, z) : Ω→ ∂Ω ×R+
be a smooth map defined for d(x, ∂Ω) ≤ r, r > 0 sufficiently small, such that
(x0, z)
−1(x0, z) = x0 + zν(x0),
where ν(x0) is the inward normal to ∂Ω at x0, i.e., (x0, z) are normal coordinates and
∇z = ν on ∂Ω. Let χ(x) be a smooth cutoff function vanishing for d(x, ∂Ω) ≥ 2r and
identically one for d(x, ∂Ω) ≤ r.
Proposition 1.18 (Approximate solutions). Suppose we are given a C manifold and asso-
ciated transversal profiles W (z, t, x0, q) as in Assumption 1.12, and also a solution u
0 ∈ Hs0
to the inviscid problem (1.27) as described in Theorem 1.17. (In particular, the uniform
Lopatinski condition is satisfied on [0, T0] × ∂Ω). Fix positive integers M and s with
M ≥ s ≥ 1. Provided s0 is sufficiently large relative to M and s (see (A.25)), there
exists an approximate solution uεa(t, x) to the viscous problem (1.26) on [0, T0] × Ω of the
form
uεa(t, x) =
∑
0≤j≤M
εjU j(t, x, z
ǫ
) + ǫM+1uM (t, x),
U j(t, x, z
ǫ
) = χ(x)
(
W j(
z
ε
, t, x0)−W j(+∞, t, x0)
)
+ uj(t, x).
(1.35)
Here u0 is the given inviscid solution, the leading profile W 0 is given by
W 0(Z, t, x0) :=W (Z, t, x0, u
0(t, x0))(1.36)
for W (Z, t, x0, q) as in Assumption 1.12, and the higher profiles W
j(Z, t, x0) converge ex-
ponentially to their limits as Z → +∞. The approximate solution uεa satisfies
‖Lε(ua)‖Hs([0,T0]×Ω) ≤ CεM
Υ(ua, ∂Tu
2
a, ∂νu
2
a) = (g1, g2, 0) on [0, T0]× ∂Ω
(1.37)
for (g1, g2, 0) as in the original viscous problem (1.26).
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Examples 1.19. The combination of Theorem 1.17 (for inviscid solutions u0), Proposition
2.6 (for C manifolds and transversal profiles), and Corollary 1.29 (for satisfaction of the
uniform Evans condition which implies transversality and uniform Lopatinski) provides us
with a variety of examples, involving both Dirichlet and Neumann conditions for the Navier
Stokes and viscous MHD equations and including all cases mentioned in Examples 1.8,
where the hypotheses of Proposition 1.18 are satisfied for small-amplitude profiles.
The large-amplitude case is more difficult. In section 5.1 we construct C manifolds with
associated large-amplitude profiles for the isentropic Navier-Stokes equations. Transversal-
ity of those profiles is verified in Proposition 5.5 and maximal dissipativity of the residual
hyperbolic problem, which implies the uniform Lopatinski condition, is verified in section
5.1.1. Thus, here again the hypotheses of Proposition 1.18 are satisfied.
Large-amplitude C manifolds and transversal profiles are constructed locally near the
endstate of a given transversal profile in Proposition 2.8. In problems with rotational sym-
metry it may be possible to promote locally constructed large-amplitude C manifolds to
global ones by using that symmetry. For large-amplitude layers there are now efficient nu-
merical methods available for verification of the uniform Evans condition. [CHNZ, HLyZ2,
HLyZ2]
1.5 The Evans condition, stability and transversality, and the small vis-
cosity limit
We refer to the approximate solution uεa described in Proposition 1.18 as an approximate
boundary-layer solution. Under a suitable Evans condition (Definition 1.20), we will produce
a nearby exact boundary-layer solution uε of (1.1), (1.4) of the form
uε = uεa + v
ε,(1.38)
where vε satisfies the “error problem”
(1.39) Lε(ua + v)− Lε(ua) = −Lε(ua),
derived from the problems satisfied by uε and uεa, with boundary data
(1.40)
(
Υ(ua + v, ∂T,ν(u
2
a + v
2))−Υ(ua, ∂T,νu2a)
)|x∈∂Ω = 0
and forcing term −Lε(ua) small of order εM in Hs as described in (1.37), with M and s
large. Here v|t=0 satisfies high order corner compatibility conditions depending on ua.
Evidently, the problem of estimating convergence error ‖vε‖Hs in terms of truncation
error (1.39) amounts to determining Hs → Hs stability estimates for (1.39)–(1.40), for
which the main obstacle is rapid variation of coefficients in the boundary-layer region. We
focus now on this region, and stability of associated layer-profiles, i.e., the “microscopic”
stability problem.
Fix a point (t, x0), x0 ∈ ∂Ω and consider again the viscous problem (1.26). We work in
local spatial coordinates (y, xd) where x0 is (0, 0) and ∂Ω is given by xd = 0. Consider a
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planar layer profile
uε(t, y, xd) = w(xd/ε)(1.41)
as in (1.14), which is an exact solution to (1.26) on xd ≥ 0 when the coefficients and
boundary data (g1, g2, 0) are frozen at (t, x0). Without loss of generality we take ε = 1, set
z = xd, and write the linearized equations of (1.26) about w:
(1.42) L′wu˙ = f˙ , Υ′(u˙, ∂yu˙2, ∂zu˙2)|x=0 = g˙.
Here Υ′ is the differential of Υ at (w(0), 0, ∂zw
2(0)) and L′w is a differential operator with
coefficients that are smooth functions of xd.
Performing a Laplace-Fourier transform of (1.42) in (t, y), with frequency variables
denoted by γ + iτ and η respectively, yields the family of ordinary differential systems
(1.43) L(z, γ + iτ, iη, ∂z)u = f, Υ
′(u, iηu2, ∂zu
2)|z=0 = g,
(1.44) L = −B(z)∂2z +A(z, ζ)∂z +M(z, ζ),
with in particular, B(z) = Bd,d(w(z)) and A11(z, ζ) = A11d (w(z)). The matrices A(z, ζ),
M(z, ζ) are written out explicitly in (B.30).
The problem (1.43) may be written as a first order system
(1.45) ∂zU − G(z, ζ)U = F, Γ(ζ)U|z=0 = G,
where U = (u, ∂zu
2) = (u1, u2, u3) ∈ CN+N ′ and ζ = (τ, γ, η). The components of G(z, ζ)
are given explicitly in (B.33) and we have
Γ(ζ)U = (Γ1u1,Γ2u2,Γ3(ζ)u3)(1.46)
with
Γ1u1 = Υ′1(w
1(0))u1, Γ2u2 = Υ′2(w
2(0))u2,
Γ3(η)U = Kdu
3 +KT (w(0))iηu
2.
(1.47)
Observe that when ζ = 0 (1.45) coincides with (1.19)–(1.20) in the case when ν = (0, 1).
A necessary condition for stability of the inhomogeneous equations (1.45) is stability of
the homogeneous case F = 0, G = 0, i.e., nonexistence for γ ≥ 0, ζ 6= 0 of solutions U
decaying as z → +∞ and satisfying Γ(ζ)U(0) = 0. These may be detected by vanishing of
the Evans function
(1.48) D(ζ) := det
N+N ′
(E−(ζ), ker Γ(ζ)),
where E−(ζ) is the subspace of initial data at z = 0 for which the solution of ∂zU−G(z, ζ)U =
0 decays at z = +∞. For high frequencies |ζ| ≥ R > 0 we also define in (3.14) a rescaled
Evans function Dsc(ζ).
Given a C manifold and associated layer profiles W (Z, t, x0, q) as in Assumption 1.12,
along with an inviscid solution u0 as in Theorem 1.17, we define in the same way D(t, x0, ζ)
andDsc(t, x0, ζ) for every (t, x0) ∈ [0, T0]×∂Ω using the associated profile w(Z) =W (Z, t, x0, u(t, x0)).
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Definition 1.20. 1.) We say that the uniform Evans condition is satisfied by the profile
w(z) provided there exist positive constants R, C such that
|D(ζ)| ≥ C for 0 < |ζ| ≤ R, γ ≥ 0 and
|Dsc(ζ)| ≥ C for |ζ| ≥ R, γ ≥ 0.(1.49)
2.)We say that the uniform Evans condition holds on [0, T0]×∂Ω provided there exist pos-
itive constants R, C such that the estimates (1.49) hold for the Evans functions D(t, x0, ζ)
and Dsc(t, x0, ζ) defined above, uniformly for all (t, x0) ∈ [0, T0]× ∂Ω.
In order to understand the behavior of D(ζ) near ζ = 0 it is helpful to introduce polar
coordinates
ζ = ρζˆ, ρ = |ζ|, for ζ 6= 0, γ ≥ 0(1.50)
and to write
D(ζ) = D(ζˆ , ρ), E−(ζ) = E−(ζˆ , ρ) for ζ 6= 0, γ ≥ 0.(1.51)
It is shown in [MZ3], Theorem 3.3 and [GMWZ6], Remark 2.31 that the spaces E−(ζ) =
E
−(ζˆ, ρ) have continuous extensions to ρ = 0 under our structural hypotheses (and, more
generally, when there exist K−families of symmetrizers for the linearized viscous problem.)
Hence, under our assumptions on Γ, D(ζˆ , ρ) extends continuously to ρ = 0 for ζˆ with
γˆ ≥ 0. This continuity allows us to rephrase the low frequency uniform Evans condition
equivalently as
D(ζˆ , 0) 6= 0 for |ζˆ| = 1, γˆ ≥ 0.(1.52)
The following elementary result allows us to verify Evans conditions by proving trace
estimates.
Lemma 1.21 ([GMWZ6], Lemma 2.19). Suppose that E ⊂ Cn and Γ : Cn → Cm, with
rank Γ = dimE = m. If |det(E, ker Γ)| ≥ c > 0, then there is C, which depends only on c
and |Γ∗(ΓΓ∗)−1| such that
|U | ≤ C|ΓU | for all U ∈ E.(1.53)
Conversely, if this estimate is satisfied then |det(E, ker Γ)| ≥ c > 0, where c > 0 depends
only on C and |Γ|.
Remark 1.22. By Lemma 1.21, the uniform Evans condition |D(ζ)| ≥ C > 0 on some
subset S of frequencies is equivalent to
(1.54) |U | ≤ C|ΓU | for all U ∈ E−(ζ)
for some constant C > 0 independent of ζ ∈ S.
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We now recall two results from [GMWZ6]. The first extends an earlier result of Rousset
[R2] and shows that only the low frequency Evans condition is needed for the construction
of high order approximate viscous solutions uεa.
Lemma 1.23 ([GMWZ6] Theorem. 2.28). Assume (H1)-(H6) (with (H4′) replacing (H4)
in the symmetric-dissipative case), and consider a layer profile w(z) → p as z → ∞. The
uniform Evans condition holds for low frequencies, that is, there exist positive constants r,
c such that
|D(ζ)| ≥ c for |ζ| ≤ r,(1.55)
if and only if w is transversal and the uniform Lopatinski condition (Definition 1.16) holds
at p for the residual hyperbolic problem (1.28)-(1.30).
The next result shows that the full uniform Evans condition implies maximal linearized
stability estimates for the viscous problem.
Proposition 1.24 ([GMWZ6], Theorems 3.9 and 7.2). Assume (H1)-(H6) (with (H4′)
replacing (H4) in the symmetric dissipative case) and consider the problem (1.42) defined
by linearization around a layer profile w(z). If the uniform Evans condition is satisfied
by w(z) (Definition 1.20), then solutions to (1.42) satisfy the maximal stability estimates
(3.16) and (3.8).
Proposition 1.24 is proved by constructing smooth Kreiss-type symmetrizers for the
Laplace–Fourier transformed equations (1.45) in the low-, medium-, and high-frequency
regimes. This method of proof is just as important as the result, since the same sym-
metrizer construction may be used to obtain maximal stability estimates for the linearized
equations about general (nonplanar) solutions of the form (1.35). The procedure, which
is used in [MZ1, GMWZ3, GMWZ4], is to freeze slow variables in the original linearized
viscous problem, take the Laplace-Fourier transform to obtain ODEs depending on fre-
quency like (1.45), construct symmetrizers for the transformed problem, and then quantize
those symbols to produce paradifferential operator symmetrizers for the original (unfrozen)
problem. The resulting linear estimates can be used to prove convergence of a nonlinear
iteration scheme that yields existence of an exact solution to the viscous problem (1.26)
that is close to the approximate solution uεa, as stated in the following theorem.
Collecting these observations and combining with Lemma 1.23 and Theorem 1.18, we
obtain the following main result, which reduces the problem of proving existence and non-
linear stability of boundary-layer solutions to verification of the uniform Evans condition.
Theorem 1.25. Consider the viscous problem (1.26) under assumptions (H1)-(H6) (or
with (H4′) replacing (H4) in the symmetric-dissipative case). Given an inviscid solution
u0 ∈ Hs0([0, T0]× Ω) as in Theorem 1.17, suppose that the uniform Evans condition holds
on [0, T0]× ∂Ω (Defn. 1.20). Suppose the constants k, M , and s0 satisfy
k >
d
2
+ 4, M > k + 2, s0 > k +
7
2
+ 2M +
d+ 1
2
.(1.56)
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Then there exists ε0 > 0, an approximate solution u
ε
a as in (1.35) satisfying (1.37), and an
exact solution uε of (1.26) such that for 0 < ε ≤ ε0
‖uε − uεa‖W 1,∞([0,T0]×Ω) ≤ CεM−k,
‖u− u0‖L2(Ω×[0,T ]) ≤ Cε1/2,
uε − u0 = O(ε) in L∞loc([0, T0]× Ω◦)
(1.57)
where Ω◦ denotes the interior of Ω. Moreover, the linearized equations about either uεa or
uε satisfy maximal stability estimates.
Proof. The proof is by the same iteration scheme as the corresponding result for shocks,
Theorem 6.18 in [GMWZ4], except that it is simpler because the function ψ defining the
free transmission boundary in [GMWZ4] is absent in the present fixed boundary problem.
In the partially parabolic case the iteration scheme, which is explained in [GMWZ4] section
6.1.1, must be designed carefully, because the linearized estimates give weaker control over
the “hyperbolic component” u1 than the “parabolic component” u2. Higher W s,∞ norms
of uε − uεa can be estimated by increasing k, M , and s0.
The proof of Theorem 6.18 in [GMWZ4] used the constant multiplicity assumption (H4)
to construct symmetrizers. The proof of our Proposition 1.24 yields symmetrizers under
the weaker assumption (H4′) when (H4) fails in the symmetric-dissipative case. Those
symmetrizers are then used exactly as in the constant multiplicity case.
1.6 Verification of the Evans condition for small-amplitude layers
For large-amplitude boundary-layers, the Evans condition may be checked numeri-
cally; see [CHNZ, HLyZ1] in the one-dimensional case, [HLyZ2] in the multi-dimensional
shock case. For small-amplitude layers, it may be verified analytically in several inter-
esting cases. In particular, we will show that the uniform Evans condition always holds
for small-amplitude layers of symmetric–dissipative systems with Dirichlet boundary con-
ditions, and never (by Proposition 2.5(ii) together with Lemma 1.23) for constant layers of
systems with mixed Dirichlet–Neumann conditions for which the number N+ of incoming
hyperbolic characteristics on U exceeds the number of Dirichlet conditions imposed on U∗,
or, equivalently, the number of Neumann conditions exceeds Nb −N+ = N2−.
Our main spectral stability result is the following Theorem established in Section 3,
which implies that Evans stability of small-amplitude layers w(z) is equivalent to Evans
stability of the constant-layer limit w ≡ w(∞), a linear-algebraic condition that can in
principle be computed by hand. This is in sharp contrast to the shock wave case, for which
the small-amplitude limit is a complicated singular-perturbation problem [Met3, PZ, FS1,
FS2].
Definition 1.26 (Small amplitude profiles). With U∂ as in (1.9) define
U∂,ν = {(u, ν(t, x0)) : (t, x0, u) ∈ U∂}.(1.58)
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For ε > 0 and any compact set D ⊂ U∂,ν, the set of ε-amplitude profiles associated to D is
the set of functions w(z) = w(z, u, ν) for which there exist (u, ν) ∈ D such that:
a) Aν(w)∂zw − ∂z(Bν(w)∂zw) = 0 on z ≥ 0,
b) w(z, u, ν)→ u as z →∞,
c) ‖(w,w2z )− (u, 0)‖L∞(0,∞) ≤ ε, |ν − ν| ≤ ε.
When ε is small we refer to such profiles as small amplitude profiles.
Remark 1.27. Observe that small amplitude profiles are defined without specifying any
boundary condition at z = 0. We define the Evans function for such a w(z, u, ν) using the
same formula as before (1.48), where E−(ζ) and Γ(ζ) are now defined using linearization
of (1.26) around w(z, u, ν).
Theorem 1.28. For any compact subset D ⊂ U∂,ν there exists an ε > 0 such that the
uniform Evans condition is satisfied for the set of ε-amplitude profiles associated to D
(Definition 1.26) if and only if it is satisfied for the set of constant layers {w(z, u, ν) : w =
u for all z, (u, ν) ∈ D}.
For any bounded set of frequencies the equivalence in the above theorem can be checked
by showing that the Evans function depends continuously on parameters, including param-
eters that measure deviation of profiles from constant layers. Thus, the main difficulty is to
deal with the unbounded high frequency region. Here our strategy, carried out in Theorem
3.6, is to show that high frequency Evans stability for (1.45) (the second condition in (1.49))
is equivalent to high frequency Evans stability of the quasihomogeneous, decoupled, frozen
coefficient system (3.17). By virtue of the quasihomogeneity and frozen coefficients, the
latter condition can be checked by relatively simple energy estimates for a compact set of
frequencies, namely the parabolic unit sphere.
As a corollary we obtain the following result, established by energy estimates in Sec-
tion 4, which establishes uniform Evans stability for small amplitude layers in a variety of
situations.
Corollary 1.29. (a) In the strictly parabolic case (N = N ′) the uniform Evans condi-
tion is satisfied for sufficiently small-amplitude layers (in the sense of Definition 1.26) of
symmetric–dissipative systems with pure Dirichlet boundary conditions,
rankΥ3 = 0,
or with pure Neumann boundary conditions when rankΥ3 = N = N2−.
(b)In the partially parabolic case (N ′ < N), the uniform Evans condition is satisfied
for sufficiently small-amplitude layers of symmetric–dissipative systems with pure Dirichlet
boundary conditions or with mixed boundary conditions when rankΥ3 = N ′ = N2− and A
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ν
is totally outgoing (N1+ = 0).
(c)In the partially parabolic case when rankΥ3 = N ′ = N2− and A
11
ν is totally incoming
(N1+ = N − N ′), Evans stability fails in general even for small amplitude profiles (see
Example 4.3).
(d)The uniform Evans condition fails for sufficiently small amplitude solutions with
mixed boundary conditions whenever rankΥ3 > N2−; see Corollary 2.5.
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Combining Theorem 1.25, Proposition 2.6, and Corollary 1.29, we obtain the follow-
ing result asserting existence and stability of small-amplitude boundary-layer solutions for
symmetric–dissipative systems with various types of boundary conditions. Suppose we are
given a smooth, global assignment of states
(t, x0, p(t, x0)) ∈ U∂ for all (t, x0) ∈ [−T, T ]× ∂Ω(1.59)
satisfying the viscous boundary condition (1.4):
(Υ1(p
1(t, x0)),Υ2(p
2(t, x0),Υ3(p(t, x0), 0, 0)) = (g1(t, x0), g2(t, x0), 0)(1.60)
for each (t, x0). Note that the image of p is compact by compactness of ∂Ω.
Theorem 1.30. Consider a symmetric-dissipative system (1.26) with boundary conditions
of the type described in Corollary 1.29 (a),(b) under hypotheses (H1)-(H6), but with (H4′)
in place of (H4). Given a smooth global assignment of states p(t, x0) as in (1.59)–(1.60),
there exists a C manifold satisfying Assumption (1.12) with p(t, x0) ∈ C(t, x0) ⊂ πU∂ for all
(t, x0), and associated small amplitude profiles W (z, t, x0, q) satisfying the uniform Evans
condition on [−T, T ]×∂Ω. The manifold C defines a residual hyperbolic boundary condition
as in (1.27).
Given initial data v0 satisfying appropriate corner compatibility conditions for the hyper-
bolic problem (1.27), there exists an inviscid solution u0 as in Theorem 1.17, an approximate
solution uεa as in Proposition 1.35, and an exact boundary layer solution u
ε satisfying all
the conclusions of Theorem 1.25 for constants s0, k, M as described there.
1.7 Application to identifying small viscosity limits.
The exact viscous solutions in Theorems 1.25 and 1.30 are chosen to satisfy high-order
corner compatibility conditions at t = 0 that depend on the approximate solution uεa; the
construction of uεa depends in turn on having a C manifold with associated layer profiles
and an inviscid solution u0 to start with. In this section we show how Theorem 1.25 can
sometimes be used together with Corollary 1.29 and our results on C manifolds in section 2
to identify small viscosity limits of solutions to viscous boundary problems like (1.26), even
when neither the C manifold nor the inviscid solution is given in advance.
Consider the viscous problem (1.26) on a half-space Ω = {x ∈ Rd : xd ≥ 0}:
Lε(u) := A0(u)ut +
d∑
j=1
Aj(u)∂ju− ε
d∑
j,k=1
∂j
(
Bjk(u)∂ku
)
= 0,
Υ(u, ∂Tu
2, ∂νu
2) = (g1, g2, 0) on [−T, T ]× ∂Ω,
u = u ∈ πU∂ in t < 0,
(1.61)
where u is a constant state and the (nonconstant) boundary data (g1(t, x0), g
2(t, x0), 0) is
C∞, equal in t < 0 to the constant
Υ(u, ∂Tu, ∂νu) = Υ(u, 0, 0) := (g, 0),(1.62)
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and also equal to (g, 0) outside a compact set in [−T, T ] × Ω. We suppose that (1.26) is
a symmetric-dissipative system satisfying (H1)-(H6) with (H4′) in place of (H4), and that
the boundary conditions are of the type described in Corollary 1.29(a)(b).
Set ν = (0, 1) and note that the constant profile w(z) ≡ u satisfies the uniform Evans
condition by Corollary 1.29; so in particular, it is transversal. Now apply Proposition 2.8
to find neighborhoods O ⊂ RN of u and O ⊂ RNb−N ′′ of g, smoothly varying manifolds
Cν,g ⊂ O for g ∈ O, and transversal small-amplitude profiles
Wν,g(·, q) : [0,∞) × Cν,g → πU∗(1.63)
such that for each q ∈ Cν,g, w =Wν,g(·, q) satisfies
Aν(w)∂zw − ∂z(Bν(w)∂zw) = 0 on z ≥ 0
Υ(w, 0, w2z )(0) = (g, 0)
w(z)→ q as z →∞.
(1.64)
Provided T0 is sufficiently small, our assumptions on the boundary data imply that
(g1(t, x0), g
2(t, x0)) ∈ O for all (t, x0) ∈ [−T0, T0]× ∂Ω.(1.65)
If we now define
C(t, x0) := Cν,g(t,x0) and
W (z, t, x0, q) := Wν,g(t,x0)(z, q) for (t, x0) ∈ [−T0, T0]× ∂Ω,
(1.66)
the manifolds C(t, x0) and profiles W (z, t, x0, q) satisfy the conditions of Assumption 1.12.
Moreover, by Corollary 1.29 the uniform Evans condition holds on [−T0, T0]× ∂Ω.
Next, recalling Lemma 1.23 we apply Theorem 1.17 to construct the unique solution
u0(t, x) ∈ Hs0([−T0, T0]× Ω) to the inviscid hyperbolic problem
L0(u0) = 0 on [−T0, T0]× Ω
u0(t, x0) ∈ C(t, x0) on [−T0, T0]× ∂Ω,
u0 = u in t < 0.
(1.67)
on a possibly shorter time interval. From (1.62) and (1.66) we see that
C(t, x0) = Cν,g in t < 0,(1.68)
so corner compatibility conditions are satisfied in (1.67) to infinite order.
We now apply Theorem 1.25 to obtain approximate and exact solutions uεa and u
ε to
the viscous problem (1.61) satisfying the estimates (1.57) for constants ε0, M , k, and s0 as
in that Theorem. Note that uε, uεa, and u
0 are all equal to u in t < 0. Finally notice that
smooth solutions uε to the initial boundary value problem (1.61) are uniquely determined
from the start. They must therefore equal the solutions obtained from Theorem 1.25 by the
above procedure. The estimates involving u0 in (1.57) now allow us to identify the unique
u0 solution to (1.67) as the small viscosity limit of the uε.
21
1.8 Discussion and open problems
Theorem 1.30 generalizes to the case of “real”, or partially parabolic viscosity, the small-
amplitude results obtained in [GG] for Laplacian second-order terms, and to multi-dimensions
those obtained in [R3] for one-dimensional symmetric–dissipative systems. It includes as a
physical application existence of small-amplitude boundary-layer solutions for the equations
of compressible gas dynamics with specified in- or outflow velocity, temperature, and, in the
inflow case, specified density or pressure, a result analogous to those obtained in [TW] for
the incompressible case. It includes also the corresponding result for the compressible MHD
equations with specified inflow or outflow velocity, temperature, magnetic field, and, in the
inflow case, density or pressure, for parameter regimes satisfying the structural conditions
described in Remark 5.6. See Sections 5.1, 5.2, and 5.3 for physical examples. For a general
physical survey of boundary-layer behavior, see [S].
Together with pointwise Green function analyses [YZ, NZ] showing that uniform Evans
stability is sufficient for long-time (i.e., time-asymptotic) stability of planar boundary-layer
profiles, Theorem 1.28 yields also long-time stability of small-amplitude planar profiles
with sharp pointwise rates of decay, sharpening previous results obtained by Rousset [R3]
by energy methods.
Theorem 1.25 generalizes to the case of real viscosity the large-amplitude results obtained
in [MZ1] and [GR] for strictly parabolic viscosities in the multi- and one-dimensional case,
respectively, giving a sharp criterion for existence and stability of boundary-layer solutions
in the small-viscosity limit. Determination of Evans stability in the large-amplitude case
is an outstanding open problem. (The uniform Evans condition may fail in general for
large-amplitude layers, as demonstrated in [SZ].) Numerical testing of the Evans condition
for large-amplitude layers in multi-dimensions would be an interesting direction for further
investigation; see [CHNZ, HLyZ1] for the one-dimensional case, [HLyZ2] for the multi-
dimensional shock case.
We note that small-amplitude stability for symmetric–dissipative systems might be prov-
able for variable-multiplicity systems under weaker structural assumptions than those of
Theorem 1.30, which are tailored for large-amplitude layers, by direct energy estimates as
in [GG, R3] rather than by first passing to the constant-layer limit. This approach becomes
quite complicated in the multidimensional case, but would yield existence without hard-
to-verify structural conditions, and would apply to some physical cases such as MHD for
parameter regimes different from that described in Remark 5.6.
Finally, we discuss the meaning of the somewhat unexpected instability result of Propo-
sitions 1.13 and Corollary 1.29, parts (c) and (d). In cases where N ′′ > N2−, or equiv-
alently, when the number of scalar Dirichlet conditions imposed in the viscous problem
(N ′−N ′′+N1+) is strictly less than the number of scalar boundary conditions for the resid-
ual hyperbolic problem (N+), this seems to indicate a failure of our basic Ansatz, which
assumes that the residual hyperbolic problems should involve only Dirichlet boundary con-
ditions. For example, in the extreme case N = N ′ (strict parabolicity), N+ = N = Nb
(so N2− = 0 and all characteristics are incoming), with full Neumann boundary conditions
∂νu(0) = 0 on ∂Ω (so N
′′ = N), work in progress indicates that solutions converge in the
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small-viscosity limit to solutions of the inviscid problem L0(u0) = 0 with Neumann bound-
ary conditions ∂νu(0) = 0 on ∂Ω , and with no intervening boundary layer. In other cases
where N ′′ > N2−, we conjecture that the correct model for limiting behavior is a residual
hyperbolic problem with mixed Dirichlet–Neumann conditions of appropriate ranks. We
plan to address this issue in a future work.
Plan of the paper. In Section 2 we investigate the existence and transversality of
boundary layers, in particular in the small-amplitude limit, and construct both small and
large amplitude C-manifolds. In Section 3, we review the construction of the Evans function,
and examine its high-frequency and small-amplitude limits, establishing the key reduction
of Theorem 1.28 for small-amplitude profiles. In Section 4, we establish Corollary 1.29 for
symmetric dissipative systems using energy estimates. In Section 4.3, we digress slightly
to show maximal dissipativity of hyperbolic boundary conditions associated with small-
amplitude layers of symmetric dissipative systems when full Dirichlet conditions are imposed
in the viscous problem (N ′′ = 0). In Sections 5.1–5.3, we carry out explicit computations
for the example systems of isentropic gas dynamics, full gas dynamics, and MHD. The
construction of approximate solutions is presented in Appendix A. The tracking lemma
and its connection to construction of high-frequency symmetrizers are given in Appendix
B.
Notations 1.31. We do not distinguish between u2 and u2, J
∗ and J∗, etc.. Sometimes,
especially when other subscripts or superscripts are involved, one choice is more convenient
than the other (e.g., u2z).
2 Existence of C-manifolds and layer profiles
In this section we will show that it is possible to construct smooth C-manifolds as in As-
sumption 1.12, globally defined on ∂Ω with corresponding global smooth families of small-
amplitude layer profiles. We will also show that it is possible to give a local verification
of Assumption 1.12 if one starts with a given, possibly large amplitude, transversal layer
profile.
2.1 Global C-manifolds and families of profiles in the small-amplitude
case
Here we verify Assumption 1.12 in the small-amplitude case for a variety of boundary
conditions of the form (1.4). We begin by defining a family of constant layers by giving a
smooth presciption of states p(t, x0) ∈ RN with
(t, x0, p(t, x0)) ∈ U∂ for all (t, x0) ∈ [−T, T ]× ∂Ω.(2.1)
We shall not try to show that such smooth global prescriptions are always possible under
structural Assumption 1.1, but they clearly exist for the Navier-Stokes and MHD equations
(see sections 5.1, 5.2, and 5.3), where one has a simple characterization of the domains
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of hyperbolicity and non-characteristicity in terms of physical quantities like pressure and
velocity. The prescription (2.1) determines a choice of boundary data in (1.4) or (1.16),
namely
(g1(t, x0), g2(t, x0), 0) := (Υ1(p
1(t, x0)),Υ2(p
2(t, x0)), 0).(2.2)
Remark 2.1. When Ω is a half-space, so that ν is constant, prescription (2.1) is trivially
constructed, consisting of a single state p.
Given p(t, x0) as in (2.1), define the compact set
B := {(ν(x0), p(t, x0)) : (t, x0) ∈ [−T, T ]× ∂Ω} ⊂ Sd−1 × πU∂ .(2.3)
Fix (ν, p) ∈ B. The next Proposition, which is a slight modification of Proposition 5.3.5 in
[Met4], characterizes all possible “small-amplitude” solutions w(z) of
Aν(w)∂zw − ∂z(Bν(w)∂zw) = 0 on z ≥ 0,
w(z)→ q as z →∞(2.4)
for (ν, q) near (ν, p). Define the N ′ ×N ′ matrix
Gν(q) := (B
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ν )
−1
(
A22ν −A21ν (A11ν )−1A12ν
)
(q)(2.5)
and let E∓(Gν(q)) denote the generalized eigenspace of Gν(q) associated to eigenvalues µ
with ±ℜµ < 0. Denote by Πν±(q) the projections associated to the decomposition
R
N ′ = E+(Gν(q))⊕ E−(Gν(q)),(2.6)
and fix isomorphisms α(ν, q; a) linear in a ∈ E−(Gν(p)) and C∞ in (ν, q):
α(ν, q; a) : E−(Gν(p))→ E−(Gν(q))(2.7)
such that α(ν, p; a) = a.
Proposition 2.2. There exists a neighborhood ω ⊂ Sd−1 × RN of (ν, p) and constants
R > 0, r > 0 such that for (ν, q) ∈ ω, all solutions w of (2.4) satisfying
‖(w,w2z )− (p, 0)‖L∞ [0,∞] ≤ R,(2.8)
are parametrized by a C∞ function w = Φ(z, ν, q, a) on [0,∞) × ω∗, where ω∗ is the set of
(ν, q, a) with (ν, q) ∈ ω and a ∈ E−(Gν(p)) with |a| ≤ r. The function Φ(z, ν, q, a) is the
unique solution of (2.4) satisfying the boundary condition
Πν−w
2
z(0) = α(ν, q; a),(2.9)
and Φ2 has the expansion
Φ2(z, ν, q, a) = q2 + ezGν(q)G−1ν (q)α(ν, q; a) +O(|a|2)(2.10)
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uniformly with respect to (z, q, ν). Moreover, there exist positive constants δ and C such
that for all z ∈ [0,∞) and (q, ν, a) ∈ ω∗:
|∂zΦ2(z, ν, q, a)| + |Φ(z, ν, q, a) − q| ≤ Ce−δz.(2.11)
We also denote by Φ(z, ν, q, a) the maximal extension of Φ to z < 0 as a solution of (2.4).
Proof. 1. First we claim there exists a neighborhood ω′ ⊂ Sd−1×RN of (ν, p) and constants
R′ > 0, r′ > 0 such that for (ν, q) ∈ ω′, all solutions w of (2.4) satisfying
(2.12) ‖w2z‖L1[0,∞] ≤ R′ and ‖w2z‖L∞[0,∞] ≤ R′,
are parametrized by a C∞ function w = Φ(z, ν, q, a) on [0,∞) × ω′∗, where ω′∗ is the set of
(ν, q, a) with (ν, q) ∈ ω′ and a ∈ E−(Gν(p)) with |a| ≤ r′. This may be established by a
contraction mapping argument identical to that given in Proposition 2.2 and Appendix A
(both) of [GMWZ7]. This argument corrects a minor error in [Met4], Proposition 5.3.5 and
extends that Proposition to the case of partial viscosity.
2. For ν near ν, after shrinking ω′ and r′ if necessary and renaming as ω and r, the
map (q, a)→ (Φ,Φ2z)(0, ν, q, a) defined for (ν, q) ∈ ω, |a| ≤ r, defines a diffeomorphism onto
the local center–stable manifold of (p, 0) for (2.4) considered as a first-order system (1.18).
On the other hand for ν near ν all solutions of (2.4) for which
‖(w,w2z)− (p, 0)‖L∞ [0,∞) is small(2.13)
lie on that center-stable manifold. Thus, for R small enough the assertion in the Proposition
holds.
Remark 2.3. Alternatively, the result of Proposition 2.2 may be obtained directly by in-
variant manifold theory, working with the first-order system (1.18). For, noting that any
constant function is an equilibrium of the system, and recalling that equilibria lie on any cen-
ter manifold, we find by a dimensional count that the center manifold of the system consists
entirely of equilibria, and the center–stable manifold is foliated by the union of stable man-
ifolds through each equilibrium (constant state). Thus, the only profiles satisfying (2.8) are
those lying on stable manifolds of rest points q, whence we obtain both the parametrization
by Φ and the decay estimate (2.11) by an application of the Stable Manifold Theorem.
The next Proposition gives necessary and sufficient conditions on the boundary condi-
tions Υ(w, 0, ∂zw
2) in (1.16) for the local (with respect to (ν, p)) existence of transversal
profiles and corresponding C manifolds. The local objects will then be patched together
using an argument based on local uniqueness.
For (ν, q, a, p) near (ν, p, 0, p), define
Ψ(ν, q, a, p) := Υ(Φ(0, ν, q, a), 0, ∂zΦ
2(0, ν, q, a)) − (Υ1(p1),Υ2(p2), 0)(2.14)
Observe that Ψ(ν, p, 0, p) = 0 and that every solution of (2.4) which also satisfies
Υ(w, 0, w2z )(0) = (Υ1(p
1),Υ2(p
2), 0)(2.15)
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corresponds to a solution of Ψ(ν, q, a, p) = 0 and vice versa. Using (1.18) and the expansion
(2.10), we readily compute the Nb × (N +N ′) derivative matrix
Ψq1,q2,a(ν, p, 0, p) =

Υ′1(p1) 0 Υ′1(p1)
(−(A11ν )−1(p)A12ν (p)G−1ν (p))
0 Υ′2(p
2) Υ′2(p
2)G−1ν (p)
0 0 Kν

 ,(2.16)
where, for example, the matrix entries in the third column, reading down, have sizes N+1 ×
N ′, (N ′ −N ′′)×N ′, and N ′′ ×N ′ respectively.
Proposition 2.4. (a) For B as in (2.3), let (ν, p) ∈ B. The constant layer Φ(z, ν, p, 0) = p
is transversal if and only if
(i)the Nb ×N ′ third column of (2.16) is injective on E−(Gν(p)), and
(ii) if N ′′ > 0,Kν is of full rank N
′′ on E−(Gν(p)).
(2.17)
(b) Suppose (2.17) holds. There is a neighborhood ω ⊂ Sd−1 × πU∂ of (ν, p) and for each
(ν, p) ∈ ω, there is a manifold Cν,p of dimension N −N+ and a smooth map
wν,p : [0,∞) × Cν,p → πU∂ ,(2.18)
such that for each q ∈ Cν,p, wν,p(·, q) satisfies (2.4),(2.15) and converges at an exponential
rate to q as z →∞. Moreover, the manifolds Cν,p vary smoothly with (ν, p) ∈ ω.
(c)The endstate-manifolds Cν,p and profiles wν,p(·, q) are uniquely determined by this
construction for (q, ν, p) near (p, ν, p). More precisely, when (ν, p) lies in charts centered
at two distinct base points (νk, pk) ∈ B, k = 1, 2, the corresponding manifolds Ckν,p are the
same near p ∈ C1ν,p ∩ C2ν,p and for each q ∈ C1ν,p ∩ C2ν,p, the profiles wkν,p(·, q) constructed in
the separate charts coincide.
Proof. (a). The first transversality condition in Definition 1.11 is equivalent to injectivity
of Ψa(ν, p, 0, p) on E−(Gν(p)), while the second transversality condition there is equivalent
to surjectivity of
Ψq,a(ν, p, 0, p) : R
N × E−(Gν(p))→ RNb(2.19)
(for more detail see [Met4], Prop. 5.5.3). Condition (i) in (2.17) is equivalent to the first of
these conditions, and in view of Assumption 1.7 condition (ii) is equivalent to the second.
(b). Since Ψa(ν, p, 0, p) has rank N
2
− on E−(Gν(p)) and Ψq,a as in (2.19) has rank
Nb = N+ + N
2
−, the Implicit Function Theorem implies that there exist smooth functions
q(q−, ν, p), a(q−, ν, p), where q− ∈ RN−N+ is a vector consisting of N−N+ of the coordinates
of q, such that the solutions of Ψ(ν, q, a, p) = 0 near (ν, p, 0, p) are given precisely by
(ν, q(q−, ν, p), a(q−, ν, p), p) for (q−, ν, p) near (p−, ν, p).(2.20)
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For each (ν, p) the manifold Cν,p is defined by q = q(q−, ν, p) and the profiles are given by
wν,p(z, q) = Φ(z, ν, q(q−, ν, p), a(q−, ν, p)).(2.21)
(c). Suppose (ν, p) lies in charts centered at two different base points (νk, pk) ∈ B,
k = 1, 2. Let Ckν,p and wkν,p denote the corresponding manifolds and profiles. The properties
of the functions Φ and Ψ described in Proposition 2.2 and the discussion following 2.14
show that each of Ckν,p, k = 1, 2 coincides near p with the set of q such that there exists a
w(z) satisfying (2.4), (2.15), and
‖(w,w2z)− (q, 0)‖L∞(0,∞] is small .(2.22)
This description is chart-independent so the manifolds must agree near p.
Suppose q ∈ C1ν,p ∩ C2ν,p. Working in chart 2 and using the properties of the functions Φ
and Ψ just referred to, we conclude that any small amplitude profile satisfying (2.4), (2.15),
and (2.22) must be given by w2ν,p(z, q). In particular, we must have w
1
ν,p(z, q) = w
2
ν,p(z, q).
Corollary 2.5. 1. For pure Dirichlet conditions (N ′′ = rankΥ3 = 0), sufficiently small-
amplitude layers are transversal, and likewise for mixed Dirichlet–Neumann conditions in
the extreme case rankΥ3 = N
2
− = N
′.
2. When the number of Neumann boundary conditions rankΥ3 exceeds N
2
−, constant
layers are non-transversal. Equivalently, a necessary condition for transversality of constant
layers is that the number of (scalar) Dirichlet conditions for the parabolic problem, (N ′ −
N ′′) + N1+, is greater than or equal to the number of Dirichlet conditions for the residual
hyperbolic problem, N+.
Proof. When N ′′ = 0, the condition (2.17)(i) holds since Υ′2(p
2)G−1ν (p) is an invertible
N ′ × N ′ matrix. When N ′′ = N ′ = N2−, Assumption 1.7 together with the fact that
dimE−(Gν(p)) = N
2
− imply that Kν is invertible on E−(Gν(p)). Thus, both conditions in
(2.17) hold. When N ′′ > N2−, it is impossible for (2.17)(ii) to hold. The final assertion
follows by noting
Nb = N
′′ + (N ′ −N ′′) +N1+ = N+ +N2− so
N ′′ ≤ N2− ⇔ (N ′ −N ′′) +N1+ ≥ N+.
(2.23)
Proposition 2.6. Given a smooth global assignment of states
(t, x0, p(t, x0)) ∈ U∂ for all (t, x0) ∈ [−T, T ]× ∂Ω,(2.24)
suppose that transversality (equivalently, condition (2.17) of Proposition 2.4) holds at every
point of
B := {(ν(x0), p(t, x0)) : (t, x0) ∈ [−T, T ]× ∂Ω} ⊂ Sd−1 × πU∂ .(2.25)
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Then for boundary data
(g1(t, x0), g2(t, x0), 0) :=
(
Υ1(p
1(t, x0)),Υ2(p
2(t, x0)), 0
)
,(2.26)
there exists a global C manifold and family of profiles W satisfying the conditions of As-
sumption 1.12.
Proof. Use the compactness of B to cover B with a finite number of open patches centered
at basepoints (ν, p)k. Carry out the construction of Proposition 2.4, part (b), in each patch
and use the local uniqueness described in part (c) to define manifolds Cν,p and profiles
wν,p(·, q) for all (ν, p) in the covering and smoothly varying with (ν, p). Then the conditions
of Assumption 1.12 are satisfied by taking
C(t, x0) := Cν(x0),p(t,x0)
W (z, t, x0, q) := wν(x0),p(t,x0)(z, q).
(2.27)
Remark 2.7. 1. Part (a) of Proposition 2.4 can be used to produce many examples of
transversal constant layers involving mixed Dirichlet-Neumann conditions for any triple
(N ′′, N2−, N
′) satisfying 0 ≤ N ′′ ≤ N2− ≤ N ′. Together with Proposition 2.6, this yields
examples where Assumption 1.12 is satisfied for the Navier-Stokes and MHD systems with
a variety of boundary conditions.
2. In the case rankΥ3 = N
2
− = N
′, the matrix Kν is an invertible N
′ ×N ′ matrix, so
the Υ3 boundary condition in (1.16) is equivalent to w
2
z(0) = 0. With (1.18) this shows that
the only solutions of the profile ODE (1.16) are constant layers. Since N ′ −N ′′ = 0, Υ2 is
absent and we have
C(t, x0) = {q : Υ1(q) = g1(t, x0)}.(2.28)
Thus, the residual hyperbolic boundary conditions in this case are the same as the Dirichlet
boundary conditions for the parabolic problem, with Neumann conditions ignored. The lead-
ing term in the approximate solution (1.35) is given by U0(t, x, zε ) = u0(t, x), the hyperbolic
solution with no intervening boundary layer.
2.2 Local C-manifold associated to a given transversal profile
Proposition 2.8. Suppose that w is a given, not necessarily small amplitude, transversal
layer profile satisfying
(a) Aν(w)∂zw − ∂z(Bν(w)∂zw) = 0 on z ≥ 0
(b) Υ(w, 0, w2z )(0) = (g
1, g2, 0) := (g, 0)
(c) w(z)→ p as z →∞.
(2.29)
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Then in a neighborhood O ⊂ RN of p and for (ν, g) near (ν, g), there is a smooth manifold
Cν,g ⊂ O of dimension N −N+ and a smooth map
Wν,g : [0,∞) × Cν,g → πU∗,(2.30)
such that for each q ∈ Cν,g, Wν,g(·, q) satisfies (2.29)(a),(b) with (ν, g, q) in place of (ν, g, p)
and converges at an exponential rate to q as z →∞. Moreover, these manifolds and profiles
vary smoothly as (ν, g) varies near (ν, g).
Proof. 1. For Φ(z, ν, q, a) and α(ν, q; a) as in Proposition 2.2, the given profile must satisfy
for some sufficiently large z0
w(z) = Φ(z − z0, ν, p, a) for a such that Πν,−w2z(z0) = α(ν, p; a).(2.31)
This follows from the fact that for some z0 sufficiently large, the condition (2.8) of that
Proposition holds with [0,∞) replaced by [z0,∞) (see Prop. 5.3.6 of [Met4] for details).
2. For (ν, q, a, g) near (ν, p, a, g), instead of (2.14) we now define
Ψ(ν, q, a, g) := Υ(Φ(0, ν, q, a), 0, ∂zΦ
2(0, ν, q, a)) − (g1, g2, 0)(2.32)
and observe that Ψ(ν, p, a, g) = 0. Transversality of w implies that
Ψa(ν, p, a, g) : E−(Gν(p))→ RNb and
Ψq,a(ν, p, a, g) : R
N × E−(Gν(p))→ RNb
(2.33)
have ranks N2− and Nb = N++N
2
− respectively. The Implicit Function theorem implies that
there exist smooth, locally unique, functions q(q−, ν, g), a(q−, ν, g), where q− ∈ RN−N+ is a
vector consisting of N−N+ of the coordinates of q, such that the solutions of Ψ(ν, q, a, g) = 0
near (ν, p, a, g) are given precisely by
(ν, q(q−, ν, g), a(q−, ν, g), g) for (q−, ν, g) near (p−, ν, g).(2.34)
For each (ν, g) the manifold Cν,g is defined by q = q(q−, ν, g) and the profiles are given by
Wν,g(z, q) = Φ(z − z0, ν, q(q−, ν, g), a(q−, ν, g)).(2.35)
2.3 Global C-manifold for a family of transversal profiles
Similarly as in (2.1) for the small-amplitude case, assume that we are given a smooth
prescription of large-amplitude profiles, in the form of a C∞ function
w(z, t, x0) : [0,∞) × [−T, T ]× ∂Ω→ RN(2.36)
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that defines a transversal layer profile for each (t, x0):
(a) Aν(x0)(w)∂zw − ∂z(Bν(x0)∂zw) = 0
(b) Υ(w, 0, w2z)|z=0 = (Υ
1(w1(0, t, x0)),Υ
2(w2(0, t, x0)), 0)
:= (g1(t, x0), g
2(t, x0), 0)
(c) w(z)→ w(∞, t, x0) := q(t, x0) as z →∞.
(2.37)
Remark 2.9. When Ω is a half-space, so that ν is constant, assignment (2.24) exists
trivially, consisting of a single profile.
Corollary 2.10. Given a smooth transversal family (2.36), there is a smooth manifold C
defined as the graph
C = {(t, x0, C(t, x0)) : (t, x0) ∈ [−T, T ]× ∂Ω} ⊂ U∂ ,(2.38)
where C(t, x0) ⊂ RN is an N −N+ dimensional manifold containing q(t, x0) and consisting
of states r near q(t, x0) for which there exists a transversal layer profile
W (z, t, x0, r) : [0,∞) × C → πU∗(2.39)
satisfying (2.37) with q(t, x0) in (c) replaced by r and
‖W (z, t, x0, r)− w(z, t, x0), ∂z(W 2(z, t, x0, r)− w2(z, t, x0))‖L∞ small .(2.40)
The profiles W (z, t, x0, r) are C
∞ in all arguments and converge to their endstates at
an exponential rate that can be taken uniform on compact subsets of C.
Proof. 1. Cover the compact set B = {(ν(x0), q(t, x0)) : (t, x0) ∈ [−T, T ]× ∂Ω} by a finite
number of charts centered at points (ν, q)k for which we have defined
α(ν, q; a) : E−(Gνk(qk))→ E−(Gν(q))(2.41)
as in (2.7). Fix (t, x0). As in the proof of Proposition 2.8, we have for some k
w(z, t, x0) = Φ(z − T, ν(x0), q(t, x0), a), a ∈ E−(Gνk(qk))(2.42)
for some large T , where a is such that
Πν(x0),−(q(t, x0)) ∂zw
2(T, t, x0) = α(ν(x0), q(t, x0), a) ∈ E−(Gν(x0)(q(t, x0))),(2.43)
with Πν,−(q) the projection of C
N ′ onto E−(Gν(q)) along E
+(Gν(q)).
2. Setting W (z) = (w(z), w2z (z)) we rewrite (2.37)(a) as a first-order system:
∂zW = Hν(x0)(W ).(2.44)
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The stable manifold of (q(t, x0), 0) for (2.44) near (w(z, t, x0), w
2
z(z, t, x0)) for any fixed
z ∈ [0,∞), can be parametrized:
(2.45)
Ws(q(t, x0); ν(x0); z) =
{
(
Φ(z − T, ν(x0), q(t, x0), a)
Φ2z(z − T, ν(x0), q(t, x0), a)
)
: a ∈ E−(Gνk(qk)) near a}
Similarly, the center-stable manifold of (q(t, x0), 0) near (w(z, t, x0), w
2
z(z, t, x0)) is
Wcs(q(t, x0); ν(x0); z) =
{
(
Φ(z − T, ν(x0), q, a)
Φ2z(z − T, ν(x0), q, a)
)
: q near q(t, x0), a ∈ E−(Gνk(qk)) near a}.
(2.46)
If z = T we get the parts of the respective manifolds near
(w(T, t, x0), w
2
z(T, t, x0)).
If z = 0 we get the parts near (w(0, t, x0), w
2
z(0, t, x0)). (Here we use that Φ(z, ν, q, a) is
a maximal extension to z < 0). Note that for any fixed z, these manifolds are uniquely
determined locally near (w(z, t, x0), w
2
z(z, t, x0)).
3. The set
{(r, 0) : r ∈ C(t, x0)}(2.47)
is, near (w(∞, t, x0), 0), the set of endstates at infinity under the flow of (2.44) of theN−N+
dimensional initial manifold
Cinitial(t, x0) :=
{U = (u1, u2, u3) : (Υ1(u1),Υ2(u2), 0) = (g1(t, x0), g2(t, x0), 0)}∩
Wcs(q(t, x0); ν(x0); 0) ⊂ RN+N ′ ,
(2.48)
where we have evaluated (2.46) at z = 0. As a check observe that the intersection (2.48) is
transversal and has dimension
(N +N ′ −Nb) + (N +N2−)− (N +N ′) = N −N+.(2.49)
Considering the uniqueness of Wcs(q(t, x0); ν(x0); 0) near
(w(0, t, x0), w
2
z(0, t, x0)),
this description of C(t, x0) establishes that it is uniquely determined by the local construction
of Proposition 2.8 near w(∞, t, x0). This allows the global C manifold of Corollary 2.10 to
be constructed by patching together local C manifolds.
4. The profiles W (z, t, x0, r) in (2.39) are given by
W (z, t, x0, r) =Wν(x0),g(t,x0)(z, r)(2.50)
forWν,g as in (2.33) of GMWZ5. For each point (r, 0) in (2.47), there is a unique point U0 =
(u0, u
3
0) ∈ Cinitial(t, x0) that is mapped to it under the flow of (2.44). w(z) =W (z, t, x0, r)
is uniquely characterized by the properties that:
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a)(w,wz) satisfies (2.44)
b)Υ(w, 0, w2z )|z=0 = (g
1(t, x0), g
2(t, x0), 0)
c)(w,w2z )→ (r, 0) as z → +∞.
d) (w,w2z )(0) = U0 ∈ Cinitial(t, x0).
This characterization shows that the locally constructed profiles
W (z, t, x0, r)
in (2.50) patch together consistently. The local construction of Prop. 2.8 then shows that
they are C∞ in all arguments.
3 The Evans function and asymptotic limits
We now study the Evans function and its high-frequency and small-amplitude limits. We
first recall the conjugation lemma of [MZ1], which implies that a first-order system U ′ =
G(z, ζ, p)U whose coefficient matrix converges exponentially to its limit G(∞, ζ, p) as z →
+∞, may be converted by a smooth, exponentially trivial local change of coordinates
(3.1) U = P (z, ζ, p)V = (I +Q(z, ζ, p))V
to its limiting constant-coefficient equation V ′ = G(∞, ζ, p)V . Here, we have adjoined to the
arguments ζ, z also dependence on model parameters p, assumed to be at least continuous.
Let G(z, ζ, p) be as in (1.45), a frequency-dependent matrix arising from linearization
around a profile w(z) such that for some positive constants C, β, uniform with respect to
model parameters p,
|w(z) − w(∞)| ≤ Ce−βz,(3.2)
and also p→ (w, ∂zw2)(·, p) is continuous as a function from p to L∞(0,+∞). Thus, also,
|G(z, ·) − G(∞, ·)| ≤ Ce−βz(3.3)
and G(·, ζ, p) is continuous as a function from p to L∞(0,+∞).
Lemma 3.1 ([MZ1], Lemma 2.6). Let β > 0 be as in (3.2). For all ζ ∈ Rd+1 and model
parameters p, there are a neighborhood ω × P of (ζ, p), a matrix P (z, ζ, p) = I +Q(z, ζ, p)
that is C∞ on [0,∞)×ω with derivatives uniformly continuous in p, and positive constants
C, α with 0 < α < β such that
(i) P and P−1 are C∞ and bounded with bounded derivatives:
|∂jz∂kζQ| ≤ Cjke−αz,(3.4)
(ii) P (z, ζ, p) satisfies
∂zP = G(z, ζ, p)P − PG(∞, ζ, p) on z ≥ 0.(3.5)
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Observe that U satisfies (1.45) on z ≥ 0 if and only if V defined by U = P (z, ζ, p)V
satisfies
∂zV = G(∞, ζ, p)V + P−1F, ΓP (0, ζ, p)V |z=0 = G.(3.6)
This implies that the decaying space E−(ζ, p) as in (1.48) is exactly the image under
P (0, ζ, p) of the stable subspace of G(∞, ζ, p), denoted E−∞(ζ, p). Thus, by the calcula-
tion of [GMWZ6], Lemma 2.12, E−(ζ, p) has dimension Nb = rank Γ for γ ≥ 0, ζ 6= 0. The
Evans determinant (1.48)
Dp(ζ) = det(E
−(ζ, p), ker Γ(ζ, p)),(3.7)
now denoted with additional dependence on model parameters p, is then well-defined on
γ ≥ 0, ζ 6= 0 and depends smoothly on ζ and continuously (in all ζ-derivatives) on p. We
record this as a corollary, of which we shall later make important use. For quantitative
bounds estimating the modulus of continuity in p, see [PZ] Prop. 2.4 or Cor. C.3, [HLZ].
Remark 3.2. The conjugator P (z, ζ, p) is constructed by a fixed point argument as the
solution of an integral equation. The exponential decay (3.3) is needed to make the in-
tegral equation contractive in L∞[M,+∞) for M sufficiently large. The continuity of P
with respect to p is then immediate, by continuous dependence on parameters of fixed point
solutions, a quite general result.
Corollary 3.3. Let w(z, p) be a family of layer profiles depending continuously on parame-
ters p in the sense that p→ (w(·, p), w2z (·, p)) is a continuous function from p to L∞[0,+∞),
and let Γ(ζ, p) be as in (3.7). Then, the Evans function (3.7) depends continuously on p.
Proof. 1. Set W (z, p) := (w(z, p), w2z (z, p)). Continuity in p, by boundedness of Aj, Bjk,
and derivatives, is inherited by the coefficient matrices G(·, ζ, p) appearing in the linearized
eigenvalue equations from continuity of W . Likewise, continuity of the linearized boundary
operator Γ(ζ, p) follows from boundedness of Υ and derivatives. In view of our rank condi-
tions on Γ(ζ, p) and the continuity of P (0, ζ, p) for all ζ ∈ Rd+1, we see from the definition of
the Evans function (3.7) that it is sufficient to establish continuity of E−∞(ζ, p) with respect
to p for ζ 6= 0 and continuity of E−∞(ζˆ , ρ, p) with respect to p at ρ = 0 (recall (1.51),(1.52)).
2. For ζ 6= 0, the continuity of E−∞(ζ, p) follows by the fact that the limiting coefficient
matrix G∞(ζ, p) has a spectral gap, whence the stable subspace varies continuously by
standard matrix perturbation theory [Kat]. Continuity E−∞(ζˆ , ρ, p) at ρ = 0 is more difficult
to show and follows from the existence of K-families of viscous symmetrizers as in [MZ3],
Theorem 3.3.
3.1 Maximal stability estimates and high-frequency scaling
We next recall from [GMWZ6] the appropriate scaling of the Evans function for high-
frequencies |ζ| ≥ R > 0. The maximal stability estimate for (1.45) on this frequency
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domain is (see [GMWZ6])
(3.8)
(1 + γ)‖u1‖L2(R+)+Λ‖u2‖L2(R+) + ‖∂zu2‖L2(R+)
+(1 + γ)
1
2 |u1(0)|+Λ 12 |u2(0)|+ Λ− 12 |∂zu2(0)| ≤
C
(‖f1‖L2(R+) + Λ−1‖f2‖L2(R+))
+ C
(
(1 + γ)
1
2 |g1|+ Λ 12 |g2|+ Λ− 12 |g3|),
where C is an independent constant and Λ is the natural parabolic weight
(3.9) Λ(ζ) =
(
τ2 + γ2 + |η|4)1/4.
Together with corresponding low-frequency estimates (see (3.16) below), this yields maximal
spatio-temporal stability estimates by Parseval’s identity [GMWZ4, GMWZ6].
Taking f = 0 in (3.8) yields the necessary condition
(3.10) (1 + γ)
1
2 |u1|+ Λ 12 |u2)|+ Λ− 12 |u3| ≤
C
(
(1 + γ)
1
2 |Γ1u1|+ Λ
1
2 |Γ2u2)|+ Λ−
1
2 |Γ3(ζ)(u2, u3)|
)
∀ζ ∈ Rd+1+ , |ζ| ≥ R, ∀U = (u1, u2, u3) ∈ E−(ζ). This can be reformulated in terms of a
rescaled Evans function (see [MZ1]). Introduce maps defined on CN+N
′
and CNb respectively
by
(3.11)
Jζ(u
1, u2, u3) :=
(
(1 + γ)
1
2u1,Λ
1
2u2,Λ−
1
2u3
)
Jζ(g
1, g2, g3) :=
(
(1 + γ)
1
2 g1,Λ
1
2 g2,Λ−
1
2 g3
)
.
Note that JζΓ(ζ)U = Γ
sc(ζ)JζU with
(3.12) ΓscU =
(
Γ1u
1,Γ2u
2,Kdu
3 + Λ−1KT (η)u
2
)
(note: decoupled, bounded). Thus (3.10) reads
(3.13) ∀U ∈ JζE−(ζ) : |U | ≤ C|JζΓ(ζ)J−1ζ U | = C|ΓscU |.
Introducing the rescaled Evans function
(3.14) Dsc(ζ) :=
∣∣det (JζE−(ζ), Jζ ker Γ(ζ))∣∣ = ∣∣det (JζE−(ζ), ker Γsc(ζ))∣∣,
and using Lemma 1.21, we see that this stability condition is equivalent to the following
definition.
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Definition 3.4. (a) Given a profile w, the linearized equation (1.42) satisfies the uniform
Evans condition for high frequencies when there are c > 0 and R > 0 such that |Dsc(ζ)| ≥ c
for all ζ ∈ Rd+1+ with |ζ| ≥ R.
(b) The linearized equation (1.42) satisfies the uniform Evans condition when there are
c > 0 and R > 0 such that
|D(ζ)| ≥ c for |ζ| ≤ R and |Dsc(ζ)| ≥ c for |ζ| ≥ R.(3.15)
For completeness, we recall also the maximal stability estimates for low- and medium-
frequencies |ζ| ≤ R, of
(3.16)
ϕ‖u‖L2(R+) + ‖∂zu2‖L2(R+) + |u(0)|+ |∂zu2(0)| ≤
C
( 1
ϕ
‖f‖L2(R+) + |g|
)
,
where ϕ = (γ + |ζ|2) 12 , for ζ ∈ Rd+1+ \{0}, |ζ| ≤ R. Taking f = 0 yields the necessary
condition |u(0)| + |∂zu2(0)| ≤ C|g| corresponding to the standard Evans condition (1.48).
Remark 3.5. By Theorem 3.9 of [GMWZ6] the uniform Evans condition for low and
medium frequencies implies the maximal estimate (3.16). Taking f = 0 in (3.16) and using
Remark 1.22, we see that the following are equivalent for |ζ| ≤ R:
a) the uniform Evans condition for |ζ| ≤ R,
b) the full bounded frequency estimate (3.16),
c) the trace estimate in (3.16) when f = 0.
Similarly, by Theorem 7.2 of [GMWZ6] the uniform Evans condition for high frequencies
implies the maximal estimate (3.8). Using Remark 1.22 again, we deduce the equivalence
of:
a)the uniform Evans condition for |ζ| ≥ R,
b) the full high frequency estimate (3.8),
c) the trace estimate in (3.8) when f = 0.
3.2 The high-frequency limit
In this section we show that the rather complicated high-frequency condition of Definition
3.4 may be reduced to a simple and natural linear algebraic condition corresponding roughly
to well-posedness of the principal part (1.8) of equations (1.1), frozen at z = 0, under
boundary conditions (1.4). Using the fact that the linearized boundary conditions are fully
decoupled, we prove in Theorem 3.6 that satisfaction of the uniform Evans condition for
sufficiently high frequencies is equivalent to satisfaction of the uniform Evans condition for
the decoupled system
(a) u1t +
∑
j
A
11
j (w(0))∂ju
1 = 0,
(b) u2t −
∑
j,k
B
22
jk(w(0))∂j∂ku
2 = 0,
(3.17)
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with boundary conditions Γ1 and (Γ2,Γ3), respectively.
Let E−(ζ) denote as before the set of initial data at z = 0 of decaying solutions of
∂zU − G(z, ζ)U = 0. Our proof of Theorem 3.6 is based on showing that in the limit as
|ζ| → ∞, the space JζE−(ζ) approaches, or “tracks”, the rescaled stable subspace of an
appropriate frozen coefficient problem.
Since subsystems (3.17)(a)–(b) are quasi-homogeneous, the uniform Evans condition is
equivalent simply to nonvanishing of the decoupled Evans functions on the unit sphere in
γ ≥ 0, a linear algebraic computation. This reduction to a compact set of frequencies
(Corollary 3.7) is essential in our later verifications of high frequency stability.
To state these results precisely we write the first order systems obtained from (3.17)(a),
(b) by Fourier-Laplace transform as
(a)∂zu
1 − G1(ζ)u1 = 0, Γ1u1 = g1
(b)∂zU
∗ − G2(ζ)U∗ = 0, Γ∗U∗ = (g2, 0),
(3.18)
where U∗ = (u2, u2z) and Γ∗ = (Γ2,Γ3). Let e−,h(ζ) and e−,p(ζ) denote the stable subspaces
of the matrices G1(ζ) and G2(ζ) respectively. Setting
J1ζ (u
1) = (1 + γ)
1
2u1, Γsc1 u
1 = Γ1u
1
J∗ζ (u
2, u3) :=
(
Λ
1
2u2,Λ−
1
2u3
)
Γsc∗ (ζ)(u
2, u3) =
(
Γ2u
2,Kdu
3 + Λ−1KT (η)u
2
)
,
(3.19)
we define rescaled Evans functions for (3.18)(a) and (b) by
Dsc1 (ζ) = det
CN−N
′
(
J1ζ e−,h(ζ), ker Γ1
)
(= det (e−,h(ζ), ker Γ1) clearly),
Dsc2 (ζ) := det
C2N
′
(
J∗ζ e−,p(ζ), ker Γ
sc
∗ (ζ)
)
.
(3.20)
The main result of this section is the following theorem.
Theorem 3.6. Let Dsc be the rescaled Evans function defined in (3.14). Then frozen-
coefficients stability for (3.18), that is, the existence of positive constants c1,c2, R
′ such
that
|Dsc1 (ζ)| ≥ c1 and |Dsc2 (ζ)| ≥ c2 for all |ζ| ≥ R′,(3.21)
is equivalent to the rescaled uniform Evans condition, that is, the existence of positive con-
stants c, R such that
|Dsc(ζ)| ≥ c for all |ζ| ≥ R.(3.22)
Proof. 1. Frequency zones. There are two frequency zones to consider. For δ > 0
sufficiently small we define the elliptic zone
Eδ := {ζ = (τ, γ, η) : γ ≥ δ|ζ|, |η| ≥ δ|ζ|}(3.23)
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and the complementary coupling zone
Cδ := {ζ : 0 ≤ γ ≤ δ|ζ|} ∪ {ζ : |η| ≤ δ|ζ|}.(3.24)
Here we show how the discussion of [GMWZ6], section 7 can be adapted to prove Theorem
3.6 in the more difficult case where ζ ∈ Cδ. The elliptic case is proved in Appendix B, which
also includes a new discussion (see Proposition B.4) of the connections between symmetrizer
estimates and tracking.
2. Symbols. Let Γm denote the space of homogeneous symbols of order m, that is, C∞
functions h(z, ζ) such that for all α ∈ Nd+1, all k ∈ N, and some θ > 0, there are constants
Cα,k such that for |ζ| ≥ 1,
|∂αζ h| ≤ Cα,0|ζ|m−|α|, if k = 0,
|∂kz ∂αζ h| ≤ Cα,ke−θz|ζ|m−|α|, if k > 0.
(3.25)
Let PΓm denote the space of parabolic symbols of order m, that is, C∞ functions h(z, ζ)
satisfying similar estimates with |ζ| replaced by Λ.
3. Conjugation to block diagonal form in Cδ. Consider again the linearized
problem (1.45)
∂zU = G(z, ζ)U + F, Γ(ζ)U(0) = G.(3.26)
where the components of G are given explicitly in (B.33). Set
P22 =
(
0 |ζ|I
|ζ|−1G32 G33
)
.(3.27)
In Lemma 7.3 of [GMWZ6] it is shown that there exist positive constants c, R, and δ such
the distance between the spectrum of G11(z, ζ) and the spectrum of P22(z, ζ) is larger than
c|ζ| for ζ ∈ Cδ, |ζ| ≥ R. For such ζ Lemmas 7.5 and 7.6 of [GMWZ6] use this spectral
separation to construct a change of variables U = VUˆ , F = VFˆ that transforms (3.26) to
∂zUˆ = Gˆ(z, ζ)Uˆ + Fˆ , Γˆ(ζ)Uˆ(0) = G.(3.28)
Here Gˆ = Gˆp + G′ and with obvious notation
Gˆp =

Gˆ11 0 00 0 I
0 G32 − V31G12 G33

 , G′ =

Γ−1 Γ0 Γ−1Γ−1 Γ0 Γ−1
Γ0 Γ0 Γ0

 .(3.29)
We have V = VI(z, ζ)VII(z, ζ), where
VI =

 I 0 0|ζ|−1V21 I 0
V31 0 I

 ,

I V12 |ζ|−1V130 I 0
0 0 I

 , V ij ∈ Γ0.(3.30)
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4. Rescaling. It is helpful to work with an equivalent rescaled system. Let J := Jζ be
the scaling operator introduced in (3.11) (There are really two such operators, but we use
J to denote both.) For any matrix M of size (N +N ′)× (N +N ′) or Nb × (N +N ′), and
for any U ∈ CN+N ′ or U ∈ CNb define
Ms = JMJ
−1, Us = JU.(3.31)
In expressions like Uˆs or Gˆs where the order of the “hat” and scaling operators may be
unclear, the scaling operator always comes last.
With V = Uˆs the system (3.28) is then equivalent to
∂zV = Gˆs(z, ζ)V + V−1s Fs, Γˆs(ζ)V (0) = Gs.(3.32)
Observe that Γˆs = ΓsVs and that Γs is the same as the operator Γsc defined in (3.12). We
may write Gˆs = Gˆps + G′s where
Gˆps =

Gˆ11 0 00 0 Λ
0 Λ−1(G32 − V31G12) G33

 ,
G′s =

 Γ
−1 (1 + γ)
1
2Λ−
1
2Γ0 (1 + γ)
1
2Λ
1
2Γ−1
Λ
1
2 (1 + γ)−
1
2Γ−1 Γ0 ΛΓ−1
Λ−
1
2 (1 + γ)−
1
2Γ0 Λ−1Γ0 Γ0

 .
(3.33)
It will be important to know the exact form of Vs. Direct computation of JVJ−1 gives
Vs = 
 1 (1 + γ)
1
2Λ−
1
2V12 0
0 I 0
Λ−
1
2 (1 + γ)−
1
2V31 Λ−1V31V12 I

 .(3.34)
The only entry of this matrix that is not obviously bounded as |ζ| → ∞ is the (12)-entry.
By equation (7.36) of [GMWZ6] we have
V12(z, ζ) = O(|η|/|ζ|),(3.35)
so boundedness of the (12)-entry follows from
(1 + γ)
1
2 |η|/|ζ| = (1 + γ)
1
2
|ζ| 12
|η|
|ζ| 12
≤ |η| 12 ≤ Λ 12 .(3.36)
A similar computation of V−1s shows
|Vs| ≤ C, |V−1s | ≤ C uniformly for z ≥ 0, ζ ∈ Cδ,(3.37)
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and furthermore
Vs ≈

1 O(1) O(1)0 1 0
0 0 1

 , V−1s ≈

1 O(1) O(1)0 1 0
0 0 1

 for |ζ| large.(3.38)
5. Incoming-outgoing estimates. Consider now the principal part of (3.32):
∂zV = Gˆps(z, ζ)V + V−1s Fs, ΓsVsV (0) = Gs.(3.39)
By Lemma 7.13 of [GMWZ6] there is a smooth change of variables W ∈ PΓ0 such that, if
we set
T (z, ζ) :=
(
I 0
0 W
)
,(3.40)
then
T−1GˆpsT =

Gˆ11 0 00 P+ 0
0 0 P−

 := GB,p(z, ζ),(3.41)
with P± having their eigenvalues satisfying ±ℜµ ≥ cΛ. Defining W by
V = TW, W = (w1, w+, w−),(3.42)
we can write (3.39) equivalently as
∂zW = GB(z, ζ)W + T−1V−1s Fs, ΓsVsTW = Gs,(3.43)
where now GB = GB,p − T−1Tz.
Define the outgoing (W+) and incoming (W−) parts of W by
W+ =

w1+w+
0

 , W− =

w1−0
w−

 ,(3.44)
where w1+ = w1, w1− = 0 when N1+ = 0, w
1+ = 0, w1− = w1 when N1+ = N − N ′. With
‖U‖ := ‖U‖L2(R+) we define norms
(a)‖W‖s = (1 + γ)
1
2 ‖w1‖+ Λ 12 ‖w+‖+ Λ 12 ‖w−‖
(b)‖F‖′s = (1 + γ)−
1
2‖F 1‖+ Λ− 12 ‖F 2‖+ Λ− 12 ‖F 3‖
(c)|W (0)|s = |W (0)|.
(3.45)
Proposition 7.11 and Corollary 7.14 of [GMWZ6] imply that for large enough R and
ζ ∈ Cδ with |ζ| ≥ R, we have the following estimates:
‖W+‖s + |W+(0)| ≤ C‖(∂z − GB,p)W+‖′s
‖W−‖s ≤ C‖(∂z − GB,p)W−‖′s + |W−(0)|.
(3.46)
39
Suppose now that V is a solution of (3.32). Let T be exactly as above and define W by
V = TW , W = (w1, w+, w−). Now W satisfies
∂zW = GB(z, ζ)W + T−1G′sTW + T−1V−1s Fs, ΓsVsTW = Gs,(3.47)
¿From (3.46) we deduce the following estimates forW by treating the extra terms T−1G′sTW
and T−1TzW as forcing terms:
‖W+‖s + |W+(0)| ≤ C‖(∂z − GB,p)W+‖′s + ε(ζ)‖W‖s
‖W−‖s ≤ C‖(∂z − GB,p)W−‖′s + |W−(0)|+ ε(ζ)‖W‖s.
(3.48)
Here we have used the explicit forms of G′s (3.33) and T . For example, the first row of
T−1G′sTW contributes (recall (3.45)(b))
(1 + γ)−
1
2 ‖Γ−1w1‖+ C‖Λ− 12Γ0(w+, w−)‖+ C‖Λ 12Γ−1(w+, w−)‖,(3.49)
which is a term of the form ε(ζ)‖W‖s.
Defining the outgoing and incoming parts of V by
V + = TW+, V − = TW−,(3.50)
we deduce from (3.48) and (3.37) the following estimates for solutions to (3.32):
(a) ‖V +‖s + |V +(0)| ≤ C‖Fs‖′s + ε(ζ)‖V ‖s
(b) ‖V −‖s ≤ C‖Fs‖′s + C|V −(0)| + ε(ζ)‖V ‖s,
(3.51)
where ε(ζ)→ 0 as |ζ| → ∞.
6. The stable subspace of Gˆps(0, ζ). Let Ef−(ζ) be the stable subspace of the frozen
operator Gˆps(0, ζ). ¿From (3.41) we see that when N1+ = 0 (resp. N1+ = N −N ′)
Ef−(ζ) = {T (0, ζ)

 00
w−

 : w− ∈ CN ′},
(resp., , Ef−(ζ) = {T (0, ζ)

w1−0
w−

 : w1− ∈ CN−N ′ , w− ∈ CN ′}),
(3.52)
¿From this and (3.44) we conclude that for V − as in (3.50)
V −(0) ∈ Ef−(ζ).(3.53)
Proposition 7.10 of [GMWZ6] shows that, just like G1(ζ) in (3.18)(a), the matrix Gˆ11 has
eigenvalues with only positive, respectively negative, real part if A
11
d is outgoing (N
1
+ = 0),
respectively incoming (N1+ = N − N ′). Moreover, for J∗ := J∗ζ as in (3.19) and G2 as
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(3.18)(b), the (32)-entry of Gˆps differs from that of J∗G2(ζ)J−1∗ by a term that is O(1).
These observations imply that for |ζ| large
Ef−(ζ) is close to
(
J1ζ e−,h(ζ)
0
)
⊕
(
0
J∗ζ e−,p(ζ)
)
(recall (3.20)).(3.54)
7. Incoming-outgoing estimates imply tracking. Suppose that U(z) is a decaying
solution of
∂z − G(z, ζ)U = 0.(3.55)
Then U(0) ∈ E−(ζ), or equivalently,
V (0) = JV−1U(0) ∈ JV−1E−(0).(3.56)
¿From (3.51) we easily obtain
‖V −‖s ≤ C|V −(0)| + ε(ζ)‖V +‖s
‖V +‖s + |V +(0)| ≤ C|V −(0)| + ε(ζ)‖V +‖s,
(3.57)
and thus
|V +(0)| ≤ ε(ζ)|V −(0)|.(3.58)
Using (3.58), (3.56), and (3.52) we obtain
JV−1E−(ζ) ≈ Ef−(ζ) for ζ ∈ Cδ, |ζ| ≥ R.(3.59)
Applying JVJ−1 to (3.59) we find
JE−(ζ) ≈ JVJ−1Ef−(ζ) = VsEf−(ζ).(3.60)
Since Vs has the upper triangular form (3.38) as |ζ| → ∞, we conclude from (3.60) and
(3.54) that
JE−(ζ) ≈
(
J1ζ e−,h(ζ)
0
)
⊕
(
0
J∗ζ e−,p(ζ)
)
for |ζ| ≥ R, ζ ∈ Cδ.(3.61)
8. Conclusion. Since
ker Γs =
(
ker Γ1
0
)
⊕
(
0
ker Γsc∗
)
,(3.62)
(3.61) implies the equivalence in Theorem 3.6 for |ζ| ≥ R, ζ ∈ Cδ. Together with the proof
for the elliptic zone Eδ in Appendix B, this concludes the proof of Theorem 3.6.
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As a corollary we obtain the following simple criterion for high-frequencies,
Corollary 3.7. Under (H1)–(H6), satisfaction of the high-frequency uniform Evans con-
dition for |ζ| ≥ R, R > 0 sufficiently large, is equivalent to nonvanishing on the positive
parabolic sphere γ ≥ 0, |λ|+ |η|2 = 1 (equivalently, the positive unit sphere γ ≥ 0, |ζ| = 1)
of the parabolic Evans function
d2(ζ) := det
C2N
′
(
e−,p(ζ), ker Γ
sc
∗ (ζ)
)
.(3.63)
Proof. The system (3.18)(b) has the form
∂zU
∗ = G2(ζ)U∗ :=
(
0 1
M A
)
U∗,(3.64)
where M(ζ) and A(ζ) are quasihomogeneous of degrees two and one respectively. The
equation (3.64) can be written equivalently as
∂z(J
∗
ζU
∗) = ΛGˆ2(ζ)J∗ζU∗, where
Gˆ2(ζ) :=
(
0 1
M
Λ2
A
Λ
)
.
(3.65)
This shows that U∗ ∈ e−,p(ζ) if and only if J∗ζU∗ is in the stable subspace of Gˆ2(ζ). With
ζˆ := ζ/Λ and writing E−(M) for the stable subspace of any matrix M , we thus have
J∗ζ e−,p(ζ) = E−(Gˆ2(ζ)) = E−(Gˆ2(ζˆ)) = e−,p(ζˆ).(3.66)
Since we clearly have
ker Γsc∗ (ζ) = ker Γ
sc
∗ (ζˆ),(3.67)
it follows from (3.66) that |D2(ζ)| ≥ C > 0 for |ζ| large if and only if d2(ζ) is nonvanishing
on the parabolic unit sphere.
Since the eigenvalues of A
11
d were assumed all positive (totally incoming) or all negative
(totally outgoing), we have either ker Γ1 = {0}, e−,h(ζ) = CN−N ′ or else ker Γ1 = CN−N ′ ,
e−,h(ζ) = {0}. In either case the hyperbolic stability condition is trivially satisfied.
The following result verifies high-frequency stability for many physical cases, including
the applications we will consider here.
Proposition 3.8. Consider a layer profile w(z) as in (1.41) and the linearized equations
about w(z) given by (1.42) (or (1.45). In the symmetric-dissipative case (Defn. 1.3)
the uniform high-frequency Evans condition is satisfied either for full Dirichlet conditions
rankΥ3 = 0 or full Neumann conditions rankΥ3 = N
′ on the parabolic variable u2.
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Proof. 1. By Corollary 3.7 and Remark 1.22, the uniform high-frequency Evans condition
in the case of full Dirichlet (resp. full Neumann) boundary conditions on u2 is equivalent
to the estimate
|u2z(0)| ≤ C|g| (resp. |u2(0)| ≤ C|h|)(3.68)
for decaying solutions of
λu2 −B22ddu2zz − i
∑
k 6=d
(B22dk +B
22
kd)ηku
2
z +
∑
j,k 6=d
ηjηkB
22
jk = 0
u2(0) = g (resp. u2z(0) = h),
(3.69)
where the constant C in (3.68) is independent of (λ, η) in the positive parabolic unit sphere.
As in (3.17) the coefficients in (3.69) are evaluated at w(0).
The estimates below are similar, but not identical, to those given in section 4.1. Here
we highlight the differences and refer to that section for extra detail. We now take
|λ|+ |η|2 = 1.(3.70)
2. Dirichlet conditions. Taking the real part of the inner product of u2 with (3.69),
we obtain after integration by parts as in (4.7):
(3.71) (ℜλ+ |η|2)|u2|22 + |u′2|22 ≤ C(|g||u′2(0)|+ |η||g|2).
Here the last term on the right is a “Garding error” that is explained just below (4.6).
Similarly, taking the real part of the inner product of −u′′2 with (3.69), we obtain as in
(4.8)
(3.72) (ℜλ+ |η|2)|u′2|22 + |u′′2 |22 ≤ C
(
(|λ|+ |η|2) |g||u′2(0)| + |η||u′2(0)|2).
The small differences between the estimates here and in section 4.1 reflect the absence of
the matrices Ak in (3.69).
Using the Sobolev bound
(3.73) |u′2(0)|2 ≤ |u′2|2|u′′2 |2 ≤ Cδ|u′2|22 + δ|u′′|22
we immediately deduce
|u′2(0)| ≤ C|g|(3.74)
from (3.71), (3.72), and (1.46).
3. Neumann conditions. Taking inner products as above, but now taking imaginary
parts in order to estimate |ℑλ||u2|22 and |ℑλ||u′2|22, we obtain after combining estimates:
(|λ|+ |η|2)|u2|22 + |u′2|22 ≤ C(|g||u′2(0)| + |η||g|2)(3.75)
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and
(3.76) (|λ|+ |η|2)|u′2|22 + |u′′2 |22 ≤ C
(
(|λ|+ |η|2) |g||u′2(0)| + |η||u′2(0)|2).
Using the Sobolev inequality
|u2(0)|2 ≤ |u2|2|u′2|22 ≤ δ|u2|22 + Cδ|u′2|22.(3.77)
and the estimates on u2 and u
′
2 coming from the first terms on the left in (3.75) and (3.76)
respectively, we obtain
|u2(0)| ≤ C|h|.(3.78)
Remark 3.9. Recalling (see Remark 3.5) that the Evans condition is equivalent to max-
imal stability estimates, we find from the reduction to (3.17) that for decoupled boundary
conditions the assumed ranks of Γ1 and (Γ2,Γ3) are necessary in order to obtain maximal
high-frequency stability estimates. For example, specifying density or pressure rather than
velocity for outgoing isentropic gas-dynamical flow (see Section 5.1) would result in degraded
stability estimates.
Note that the above results hold for arbitrary-amplitude layers.
3.3 The small-amplitude limit
With Corollary 3.7 we are now able to verify the uniform Evans condition for high frequen-
cies (Definition 3.4) by reducing to the consideration of a bounded set of frequencies. This
puts us in position to prove Theorem 1.28.
Proof of Theorem 1.28. 1. Preliminaries. It is sufficient to show that uniform Evans
stability of the constant layers w(z, u, ν) ≡ u, (u, ν) ∈ D implies uniform Evans stability for
sufficiently small amplitude profiles associated to elements of D. (The reverse direction is
trivial, zero-amplitude being included in the set of small-amplitude profiles.) By compact-
ness of D, it is sufficient to establish stability of small-amplitude layers in the vicinity of
the constant layer w(z) = w(z, u, ν) ≡ u associated to a single element (u, ν) ∈ D. Recall
that ε-amplitude profiles w(z, u, ν) as in Definition 1.26 satisfy
(a) Aν(w)∂zw − ∂z(Bν(w)∂zw) = 0 on z ≥ 0
(b) w → u as z →∞,
(c) ‖(w,w2z)− (u, 0)‖L∞ ≤ ε, |ν − ν| ≤ ε
(3.79)
for some ε > 0.
2. Parameters. From the assumed Evans stability of w ≡ u, we have transversality of
the constant layer by Lemma 1.23. Thus, by Proposition 2.2 specialized to the vicinity of
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a single point, there exists a neighborhood ω ⊂ RN × Sd−1 of (u, ν) and constants R > 0,
r > 0 such that for (ν, q) ∈ ω, all solutions w of (3.79)(a),(b) satisfying
‖(w,w2z )− (u, 0)‖L∞ [0,∞] ≤ R,
are parametrized by a C∞ function w = Φ(z, ν, q, a) on [0,∞) × ω∗, where ω∗ is the set of
parameters (ν, q, a) with (ν, q) ∈ ω and a ∈ E−(Gν(p)) with |a| ≤ r.
Let Du,ν(ζ) denote the Evans function for (1.26) corresponding to linearization around
the constant state u, letDν,q,a(ζ) be the Evans function arising from a profile w = Φ(z, ν, q, a).
and note that
(3.80) Du,ν = Dν,u,0.
Using similar notation for the Evans function d2(ζ) defined in (3.63) we have:
(a)d2k(ζ) = det
(
e−,p,k(ζ), ker Γ
sc
∗,k(ζ)
)
, k = (u, ν), (ν, q, a)
(b)Dk(ζ) = det
(
E
−
k (ζ), ker Γk(ζ)
)
, k = (u, ν), (ν, q, a).
(3.81)
Observe that for ν near ν, given δ > 0 there exists 0 < ε < R such that
‖(w,w2z)− (u, 0)‖L∞ [0,∞] ≤ ε, |ν − ν| < ε⇒ |ν − ν|+ |q − u|+ |a| < δ.(3.82)
This follows from the fact that by Proposition 2.2, for ν near ν, (Φ,Φ2z) defines a diffeo-
morphism from a neighborhood of (q, a) = (u, 0) into the center-stable manifold of (u, 0)
for (3.79)(a), written as a first-order system.
2. High frequencies. By Proposition 3.7 the uniform Evans condition for high fre-
quencies is equivalent to the existence of c > 0 such that |d2(ζ)| ≥ c for ζ on the positive
unit sphere S+ := {ζ : |ζ| = 1, γ ≥ 0}, a compact set. Thus, it suffices to show that in a
small neighborhood of any ζ ∈ S+, the subspaces e−,p,k(ζ), k = u, (ν, q, a) (resp. ker Γsc∗,k(ζ),
k = u, (ν, q, a)) are close when |ν−ν|+|q−u|+|a| is small enough. Recall from (3.17)(b) and
(1.47) that those spaces depend on the profile only through w(0). When |ν−ν|+ |q−u|+ |a|
is small, we have w(0) ≈ u, so
d2ν,q,a(ζ) ≈ d2u,ν(ζ).(3.83)
3. Bounded frequencies. By compactness it suffices to show that for ζ near some
fixed ζ, the corresponding spaces appearing in (3.81)(b) are close for |ν − ν|+ |q − u|+ |a|
sufficiently small. This is true for the spaces ker Γk(ζ), k = (u, ν), (ν, q, a), since they
depend on the profile only through w(0). The treatment of E−k (ζ) requires the conjugator
P (z, ζ, k) of Lemma 3.1, where now we write k instead of p for parameters..
For ζ 6= 0 let E−∞(ζ, k) be the stable subspace of G(∞, ζ, k), which depends on the profile
only through w(∞), and recall from the discussion below (3.6) that
E
−(ζ, k) = P (0, ζ, k)E−∞(ζ, k), k = (ν, q, a), (u, ν).(3.84)
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The dependence of P (0, ζ, k) on the profile is not through w(0) alone but on the entire
profile. However, recalling from Lemma 3.1 and (the proof of) Corollary 3.3 that P (0, ζ, k)
and E−∞(ζ, k) depend continuously on the parameter k, we conclude from (3.84) and the
definition of the Evans function that
Dν,q,a(ζ) ≈ Du,ν(ζ),
for |ν − ν|+ |q− u|+ |a| sufficiently small. For ζ near 0, we replace E−∞(ζ, k) by E−∞(ζˆ , ρ, k)
(recall (1.51)) in this argument. (This bounded frequency argument is the same as the proof
of Corollary 3.3, but with the relevant parameters now explicitly identified.)
4 Uniform Evans stability of small-amplitude layers for symmetric–
dissipative systems
In this section we prove Corollary 1.29, which shows that the uniform Evans condition
Definition 3.4(b) holds for small-amplitude layers for symmetric-dissipative systems under
several types of boundary conditions. By Theorem 1.28 it suffices to show stability of
constant layers for symmetric–dissipative systems.
4.1 The strictly parabolic case
For clarity, we first carry out the simpler strictly parabolic case.
Proof of Corollary 1.29 in the case N = N ′.
Instability for rankΥ3 > N
2
− follows again by Proposition 2.5 combined with Lemma
1.23,.
1. Dirichlet boundary conditions. By Theorem 1.28 it is sufficient to prove
stability of the constant layer w(z) = p. The matrix Y ′2(p) is now an invertible N × N
matrix, so the boundary condition Y ′2(p)u(0) = h can be written u(0) = Y
′−1
2 (p)h := g.
With λ = iτ+γ we consider decaying solutions u(xd, λ, η) of the Fourier-Laplace transformed
problem with coefficients evaluated at p:
(a) λA0u+Adu
′ + i
∑
k 6=d
Akηku
−Bddu′′ − i
∑
k 6=d
(Bdk +Bkd)ηku
′ +
∑
j,k 6=d
ηjηkBjku = 0,
(b) u(0) = g,
(4.1)
where the Aj are symmetric, A0 is positive definite, and Bjk is dissipative:
(4.2) ℜ
∑
jk
Bjkξjξk ≥ θ|ξ|2, θ > 0, for all ξ ∈ Rd.
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Note that by the coordinate change
u = (A0)
−1/2w(4.3)
we can take A0 = I without loss of generality, another advantage of constant-coefficients.
We do this in the remainder of section 4.
By Remark 3.5 we must establish the trace estimate
(4.4) |u′(0)| ≤ CΛ|g|,
where Λ ∼ |1, τ, γ|1/2 + |η|. In this case it is easy to treat frequencies of all sizes, so here we
do not make use of the reduction to bounded frequencies effected by Corollary 3.8.
Taking the real part of the inner product of u with (4.1), we obtain
(4.5)
ℜλ〈u, u〉 − 1
2
g ·Adg −ℜg ·Bddu′(0) + 〈u′,ℜBddu′〉
−
∑
k 6=1
〈ηku,ℜi(Bdk +Bkd)u′〉+
∑
j,k 6=d
ηkηj〈u,ℜBjku〉 = 0.
By (4.2), we obtain, extending to the whole line by u ≡ 0 on x ≤ − 1|η| and u = (x|η|+1)u(0)
on − 1|η| ≤ x ≤ 0, taking the Fourier transform, and accounting for errors introduced by
extension, the Ga¨rding inequality
(4.6)
〈u′,ℜBddu′〉+
∑
k 6=d
〈ηku,ℜi(Bdk +Bkd)u′〉
+
∑
j,k 6=d
ηkηj〈u,ℜBjku〉 ≥ θ(|u′|22 + |η|2|u|22)− C|η||u(0)|2,
where θ > 0. Here C|η||u(0)|2 is the error due to extension in the Ga¨rding inequality. It
is an upper bound for the left side of (4.6), computed using the explicit formula for the
extension of u and inner products in x ≤ 0. Combining (4.6) with (4.5), we obtain
(4.7) (ℜλ+ |η|2)|u|22 + |u′|22 ≤ C(|g||u′(0)| + (1 + |η|)|g|2).
Similarly, taking the real part of the inner product of −u′′ with (4.1), we obtain after
integration by parts,
(4.8) (ℜλ+ |η|2)|u′|22 + |u′′|22 ≤ C
(
(|λ|+ |η|+ |η|2) |g||u′(0)|+ (1 + |η|)|u′(0)|2).
Using the Sobolev bound
(4.9) |u′(0)|2 ≤ |u′|2|u′′|2 ≤ CδΛ|u′|22 + δ|u′′|22/Λ,
and the estimates on |u′|22 and |u′′|22 coming from (4.7) and (4.8) respectively, we obtain
Λ|u′(0)|2 ≤ C(Λ2|g||u′(0)| + Λ3|g|2).(4.10)
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Since
Λ2|g||u′(0)| ≤ CδΛ3|g|2 + δΛ|u′(0)|2,(4.11)
we find that (4.10) implies
Λ|u′(0)|2 ≤ CΛ3|g|2.(4.12)
2. Neumann boundary conditions. In place of (4.1)(b) we now have the boundary
condition
u′(0) = h,(4.13)
and we will continue to write u(0) = g in what follows. By Remark 3.5 it suffices to establish
the trace estimate
Λ|u(0)| ≤ C|h|(4.14)
for a constant C independent of ζ. To shorten the argument we now make use of the
reduction to bounded frequencies |ζ| ≤ R provided by Proposition 3.8. In this regime the
estimate (4.14) is equivalent to
|u(0)| ≤ CΛ2|h|,(4.15)
so we proceed now to prove the latter estimate.
Again we use the Sobolev inequality
|u(0)|2 ≤ |u|2|u′|22 ≤ δ|u|22 + Cδ|u′|22.(4.16)
Letting Λ′ := γ
1
2 + |η|, for Λ′ ≥ c > 0 we have from (4.7) and (4.8)
|u|22 ≤
C
Λ′2
|g||h| + C
Λ′
|g|2
|u′|22 ≤ CΛ2|g||h| +
C
Λ′
|h|2.
(4.17)
Substituting into (4.16) and taking δ small enough, we absorb the terms involving g to
obtain
|u(0)|2 ≤ CΛ4|h|2.(4.18)
By assumption N2− = N
′ = N and the fact that N+ = Nb−N2− = 0, the boundary term
−Adg · g in (4.5) has favorable sign. Instead of (4.7) we find
(ℜλ+ |η|2)|u|22 + |u′|22 + |u(0)|2 ≤ C(|g||h| + |η||g|2).(4.19)
For Λ′ ≤ c with c > 0 small enough, we can absorb the terms involving g in (4.19) to deduce
(4.18). This completes the proof of (4.15) for bounded frequencies.
3. Instability. The fact that the Evans condition fails for rankΥ3 > N
2
− follows by
Corollary 2.5 combined with Lemma 1.23.
48
Remark 4.1. The argument of [GG] establishing stability of small-amplitude Dirichlet pro-
files in the non-constant coefficient, Laplacian-viscosity case required the weighted Poincare´
estimate ∫ +∞
0
|w′(z)||u(z)|2 dz ≤ ‖zw′‖L1(0,+∞)‖u′‖L2(0,+∞),(4.20)
established there for u(0) = 0. This estimate was also used in the one-dimensional treat-
ments of [GS, R3]. In the multidimensional case of general Bjk, the approach of [GG]
also requires a careful estimate of the error due to extension in the application of Garding’s
inequality. These technicalities disappear in the constant-coefficient limit, a major simplifi-
cation. However, it may be possible to use the argument of [GG] in certain cases involving
variable multiplicities not covered by our structural assumptions.
4.2 The partially parabolic case
We now treat the case that Bjk is only semidefinite.
Proof of Corollary 1.29 (N > N ′). Instability for rankΥ3 > N
2
− follows again by Corollary
2.5 combined with Lemma 1.23.
1. Dirichlet boundary conditions. It is sufficient to consider the constant-
coefficient equation
(4.21) λu+Adu
′ + i
∑
k 6=d
Akηku−Bddu′′ − i
∑
k 6=d
(Bdk +Bkd)ηku
′ +
∑
j,k 6=d
ηjηkBjku = 0,
where Aj are symmetric, A0 positive definite, and Bjk is now block-diagonal and dissipative:
(4.22) ℜ
∑
ξjξkB
22
jk > 0 for ξ ∈ Rd \ {0}.
For later reference we record the first and second components of (4.21):
(a) (iτ + γ)u1 + i
∑
k 6=d
A11k ηku1 + i
∑
k 6=d
A12k ηku2 +A
11
d u
′
1 +A
12
d u
′
2 = 0
(b) (iτ + γ)u2 + i
∑
k 6=d
A21k ηku1 + i
∑
k 6=d
A22k ηku2 +A
21
d u
′
1 +A
22
d u
′
2
−B22ddu′′2 − i
∑
k 6=d
(B22dk +B
22
kd)ηku
′
2 +
∑
j,k 6=d
ηjηkB
22
jku2 = 0.
(4.23)
By Proposition 3.8, we need only consider bounded frequencies |ζ| ≤ R; this greatly sim-
plifies the analysis.
Case (i) Totally outgoing flow. We first consider the totally outgoing case A11d < 0, for
which the boundary conditions in (4.21) are
u2(0) = g.(4.24)
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By Remark 3.5 a trace estimate that is equivalent to the (bounded-frequency) Evans hy-
pothesis is
|u1(0)| + |u′2(0)| ≤ CΛ|g|,(4.25)
where Λ ∼ |1, τ, γ|1/2 + |η|. We proceed to prove (4.25) assuming (4.22) and A11d < 0.
Pairing (4.21) with u we obtain the usual Friedrichs estimate
γ|u|2 + |η|2|u2|2 + |u′2|2 + |u1(0)|2 ≤
C(|u′2(0)||u2(0)| + |u2(0)|2 + |η||u2(0)|2),
(4.26)
where | · | denotes an L2(x) norm for interior terms and a Cn norm for boundary terms,
and we have dropped the subscript “2” on interior norms. Here the last term on the right
represents the Ga¨rding error (from extension) as well as a boundary term from integration
by parts. The |u1(0)|2 on the left is there because of the favorable sign of A11d . From (4.26)
we obtain
|u1(0)|2 ≤ CΛ|g|2 + δ|u′2(0)|2.(4.27)
Similarly, differentiating (4.21) and pairing with u′ we obtain
γ|u′|2 + |η|2|u′2|2 + |u′′2|2 + |u′1(0)|2 ≤
C
(|u′′2(0)||u′2(0)| + (1 + |η|)|u′2(0)|2) ,(4.28)
where again the terms on the right represent either Ga¨rding error or boundary terms from
integration by parts.
We now examine |u′2(0)|. First we have
|u′2(0)|2 ≤ |u′2||u′′2 | ≤ CδΛ|u′2|2 +
δ
Λ
|u′′2 |2.(4.29)
¿From (4.26) we find easily
CδΛ|u′2|2 ≤ CΛ2|g|2 + δ|u′2(0)|2.(4.30)
We claim that the last term in (4.29) satisfies
δ
Λ
|u′′2 |2 ≤ CΛ2|g|2 + δ|u′2(0)|2 + δ|u1(0)|2.(4.31)
With (4.27) this will complete the proof of (4.25).
To analyze the last term in (4.29) we first use (4.23)(b) to estimate |u′′2(0)|:
|u′′2(0)| ≤ C
(|λ||u2(0)| + |η||u(0)| + |u′1(0)| + |u′2(0)|+ |η|2|u2(0)| + |η||u′2(0)|) ,(4.32)
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and then substitute in (4.28) to get
γ|u′|2 + |η|2|u′2|2 + |u′′2|2 + |u′1(0)|2 ≤
C
(
(|λ||u2(0)|+ |η||u(0)| + |u′1(0)|+ |u′2(0)|
+ |η|2|u2(0)| + |η||u′2(0)|)|u′2(0)|+ (1 + |η|)|u′2(0)|2
) ≤
C
(|λ||u2(0)| + |η||u(0)| + |η|2|u2(0)|+ (1 + |η|)|u′2(0)|)|u′2(0)|.
(4.33)
Here we have used the |u′1(0)|2 on the left to absorb a term, and then enlarged C.
¿From (4.33) we have
δ
Λ
|u′′2 |2 ≤
δ
Λ
(
(|λ||u2(0)| + |η||u(0)| + |η|2|u2(0)|)|u′2(0)|
)
+
δ
Λ
(1 + |η|)|u′2(0)|2,(4.34)
and the second term on the right can be absorbed in (4.29). We have
δ
Λ
|λ||u2(0)||u′2(0)| ≤ δΛ|u2(0)||u′2(0)| ≤ δΛ2|g|2 + δ|u′2(0)|2.(4.35)
The other terms in the estimate of δΛ |u′′2 |2 are similar or easier to handle, so this concludes
the proof of (4.25).
Case (ii) Totally incoming flow. It remains to treat the totally incoming case A11d > 0,
with full Dirichlet boundary conditions u(0) = (u1(0), u2(0)) = g. A trace estimate that is
equivalent to the (bounded-frequency) Evans hypothesis is
|u′2(0)| ≤ CΛ
3
2 |g|,(4.36)
where Λ ∼ |1, τ, γ|1/2 + |η|.
Making the same energy estimates as in the totally outgoing case, we find that the only
differences are that (i) there now appears a term C|u1(0)|2 in the righthand side of (4.26),
and (ii) there now appears a term C|u′1(0)|2 in the righthand side of (4.33). Difference (i) is
harmless, since C|u1(0)|2 ≤ C|g|2 is of the same order as C|u2(0)|2 terms already appearing
on the righthand side of (4.26).
Difference (ii) can be handled by estimating |u′1(0)| using (4.23)(a) as
|u′1(0)| ≤ |(A111 )−1|
(
C|ζ||u(0)|+ C|u′2(0)|
) ≤ C((|λ|+ |η|)|g| + |u′2(0)|)
to see that C|u′1(0)|2 contributes terms of order C((|λ|+ |η|)2|g|2 + |u′2(0)|2). Following the
previous argument and using (|λ|+ |η|)2 ≤ Λ4, we obtain (4.36) as claimed.
2. Neumann boundary conditions. We now assume N2− = N
′ = rankΥ3. Consider
first the totally outgoing case, so A11d < 0 and N+ = N
1
+ = 0. The boundary conditions for
(4.21) are now
u′2(0) = h(4.37)
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and for bounded frequencies it suffices to show
|u1(0)| + |u2(0)| ≤ CΛ2|h|.(4.38)
Writing u2(0) = g and Λ
′ = γ
1
2 + |η|, since N+ = 0 we have now in place of (4.26)
γ|u|2 + |η|2|u2|2 + |u′2|2 + |u(0)|2 ≤ C(|u′2(0)||u2(0)| + |η||u2(0)|2).(4.39)
As before for Λ′ ≤ c with c > 0 small enough, we easily absorb the terms involving g in
(4.39) to obtain (4.38).
To estimate u2(0) we use
|u2(0)|2 ≤ δ|u2|2 + Cδ|u′2|2.(4.40)
For Λ′ ≥ c > 0 we have from (4.39) and (4.33)
|u2|2 ≤ C
Λ′2
|h||g| + C
Λ′
|g|2
|u′2|2 ≤
C
Λ′2
|h| (|λ||g| + |η||u(0)| + |η|2|g|+ (1 + |η|)|h|)
≤ CΛ2|g||h| + C
Λ′
|u(0)||h| + C|g||h| + C
Λ′
|h|2
(4.41)
¿From (4.40), (4.41) we obtain, after absorbing some terms from the right
|u2(0)|2 ≤ CΛ4|h|2 + C|u1(0)||h|.(4.42)
Substituting the estimate on |u1(0)| from (4.39) into (4.42), we easily obtain (4.38) after
adding the estimates for u1(0) and u2(0) and absorbing terms.
Consider finally the totally incoming case where A11d > 0. We have rankΥ3 = N
2
− = N
′,
so N+ = N
1
+ = N −N ′ and the boundary conditions for (4.21) are
u1(0) = g1, u
′
2(0) = h.(4.43)
Evans stability can fail in this case, even for small amplitude profiles. See Example 4.3.
Remarks 4.2. 1.) We note that the argument in the partially parabolic case is even simpler
than the treatment of the one-dimensional case in [R3], thanks mainly to the reduction to
finite frequencies and to trace rather than interior estimates. In particular, we do not require
the “Kawashima-type” estimate used in [R3] to obtain an interior estimate on |u′1|. Nor do
we require a weighted Poincare estimate of the type (4.20) used in [R3].
2.) In the small-amplitude analysis we expect that one may drop the constant-sign as-
sumption on A11d , substituting as in [R3] the assumption that that Γ1 be maximally dissipa-
tive with respect to A11d , i.e., that A
11
d be negative definite on ker Γ1. For bounded frequencies
the above arguments go through in this case essentially unchanged. For high frequencies the
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exponential weights of [GMWZ6, Z3] are not necessary in the small-amplitude case. It
may be possible to modify the high-frequency argument of [GMWZ6] to work without the
constant-sign assumption.
3.) In the case of Dirichlet boundary conditions (rankΥ3 = 0), the arguments of this
section may be simplified still further by making use of Proposition 4.4 below. This Proposi-
tion together with Lemma 1.23 yields uniform Evans stability for small frequencies |ζ| ≤ r,
r > 0 sufficiently small. Using also the reduction to bounded frequencies (Cor. 3.8), it fol-
lows that in order to show uniform Evans stability we must only show nonvanishing of the
Evans function D(ζ); that is, nonexistence of nontrivial solutions of the eigenvalue equation
(4.21) with homogeneous forcing and boundary data, f = g = 0. Under these conditions the
required estimates become almost trivial.
Example 4.3 (A counterexample). Finally, we show that stability may fail in general
for Neumann boundary conditions with N2− = N
′ = rankΥ3, in the totally incoming case
A11d > 0. Consider the linear constant-coefficient system
ut +A1ux1 +A2ux2 =
(
0
∆xu2
)
, A1 =
(
0 1
1 0
)
, A2 =
(
1 a
a b
)
on x2 > 0 with boundary conditions
u1|x2=0 = 0, ∂x2u2|x2=0 = 0,
under the assumptions
b > 0, b− a2 < 0.
Then, A112 > 0, and N
2
− = 1 = rankΥ3. Seeking layer profiles for this linear system, we have
immediately, since these satisfy a first-order ODE in u2 with initial value at x2 = 0 by the
Neumann condition an equilibrium value, that these are exactly the constant solutions, from
which we deduce immediately that the residual hyperbolic boundary condition is exactly
u1 = 0.
Applying now Lemma 1.23, we find that a necessary condition for uniform low-frequency
stability is satisfaction of the uniform Lopatinski condition for
ut +A1ux1 +A2ux2 = 0
with boundary condition u1|x2=0 = 0, or
(4.44) r1 6= 0 for r ∈ E−
(
− (A2)−1(γ + iτ + iηA1)
)
for each τ, η ∈ R, γ ∈ R+, where E− as usual denotes the limit of the stable subspace as
γ → 0+. But, (4.44) is clearly violated for
r = (0, 1)T , η = 1, γ = 0, τ = b/a,
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in which case −(A2)−1(γ + iτ + iηA1)r = µr for µ = i/a. Continuing eigenvector and
eigenvalue r = r(γ), µ = µ(γ) while varying γ in the positive direction, we obtain by
standard matrix perturbation theory, noting that rTA2 by symmetry is an associated left
eigenvector, that
(dµ/dγ)|γ=0 = −r
TA2(A2)
−1∂γ(γ + iτ + iηA1)r
rTA2r
= −A222 < 0,
verifying that r ∈ E−.
Alternatively, we may recall from [MZ2] that 2×2 two-dimensional hyperbolic constant-
coefficient systems with both outgoing and incoming characteristics and for which A1 and A2
do not commute satisfy the uniform Lopatinski condition if and only if they are maximally
dissipative, i.e., A2 < 0 on the kernel span{(0, 1)} of the residual boundary condition, or
A222 < 0, to make the same conclusion without calculation.
Note that this example does not yield one-dimensional low-frequency instability, and
in fact is one-dimensionally stable. For, taking the real part of the inner product of u
against the associated eigenvalue equation λu + A2u
′ = u′′2, we obtain ℜλ|u|22 + |u′2|22 = 0,
yielding u2 ≡ 0. Substituting into the u1 equation, we find by direct computation that
u1 = e
−λzu1(0) = 0. This gives one-dimensional Evans stability for bounded frequencies;
the result for high frequencies follows by Proposition 3.8.
4.3 Maximal dissipativity of residual hyperbolic boundary conditions
Before presenting calculations for example systems, we digress slightly to complete the
picture of qualitative behavior. Transversality and uniform Lopatinski condition follow
for small-amplitude profiles of symmetric dissipative systems by Evans stability combined
with Lemma 1.23, under mild structural conditions on multiplicity of characteristics. Here,
we note that they may alternatively be verified directly, and without any assumptions
on multiplicity of characteristics. Proposition 4.4 yields the additional information that
residual boundary conditions for small-amplitude layers of symmetric dissipative systems
satisfy not only the uniform Lopatinski condition, but also the stronger condition of maximal
dissipativity: SAd < 0 on the kernel of the linearized hyperbolic boundary conditions Γres,
where S > 0 is the symmetric positive definite matrix symmetrizing Aj.
This result was established first in [BRa] for the case of symmetric, strictly parabolic
Bjk. It was established in Lemma 4.3.1, [Met4] for the strictly parabolic (not necessarily
symmetric) case; see also Lemma 7 [BSZ]. The argument is based on dissipative integral
estimates of a similar flavor to those used to establish uniform Evans stability in Section 4.
Proposition 4.4. Consider the class of symmetrizable dissipative systems (Definition 1.3)
and the class of decoupled boundary conditions (1.4) that are full Dirichlet in the parabolic
variable u2 (N
′′ = 0) and maximally dissipative in the hyperbolic variable u1: that is,
(SAd)
11 is negative definite on ker Γ1. Then sufficiently small-amplitude noncharacteristic
boundary layers are transverse, and the associated residual boundary conditions are maxi-
mally dissipative.
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Proof. 1. By continuity both assertions reduce to the corresponding assertions for the
limiting constant layer, say w(z) = p = (p1, p2). Transversality was already proved in
Corollary 2.5, which applies also for the case of variable multiplicities. As in section 4 (see
(4.3)) we may without loss of generality take S = A0 = I and Aν = Ad (or ν = (0, . . . , 0, 1)).
We must show that Ad < 0 on the kernel of the residual boundary condition Γres for the
linearized hyperbolic problem at p.
Let Cν,p denote the manifold of states q near p such that there exists a profile W (z, q)
satisfying (1.16) with
(g1, g2) := (Υ1(p
1),Υ2(p
2))(4.45)
and W (z, q)→ q as z →∞. Let C˙ν,p be the space of q˙ such that there is a solution w˙(z, q˙)
of the linearized profile problem (1.19), (1.20) with w˙(z, q˙) → q˙ as z → ∞. The entries of
G+(ν) in (1.21) are now evaluated at w(z) = p. It is not hard to check (see [Met4], Prop.
5.5.5) that
TpCν,p = C˙ν,p := ker Γres.(4.46)
The linearized hyperbolic problem at p is
vt +
d∑
j=1
Aj(p)∂jv = f
v|xd=0 ∈ TpCν,p.
(4.47)
Therefore, we must show
Ad < 0 on C˙ν,p.(4.48)
2. Set Γ1 := Υ
′
1(p
1) and define
N = {(n, 0) ∈ RN : n ∈ ker Γ1}.(4.49)
In Lemma 4.6 below we show
C˙ν,p = N ⊕ E−(A−1d Bdd),(4.50)
where E−(M) denotes the stable subspace of M . Since N ⊂ kerBdd and Ad < 0 on N
(recall A11d < 0 on ker Γ1), the result thus follows by Lemma 4.5 below.
Lemma 4.5 ([Z1]). Let A and B be N ×N matrices, where A is symmetric and invertible,
and B is positive semidefinite, ℜ(B) ≥ 0, satisfying in addition the block structure condition
kerB = kerℜ(B). Given any subspace N on which A is negative definite, then A is negative
definite also on the subspace E−(A
−1B) ⊕ (N ∩ kerB), where E−(M) denotes the stable
subspace of M .
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Proof. Suppose that x0 6= 0 lies in the subspace E−(A−1B)⊕ (N ∩ kerB), i.e.,
x0 = x1 + x2
where x1 ∈ E−(A−1B), x2 ∈ (N ∩ kerB). Define x(t) by the ordinary differential equation
x′ = A−1Bx, x(0) = x0. Then x(t)→ x2 as t→ +∞ and thus
lim
t→+∞
〈x(t), Ax(t)〉 = 〈x2, Ax2〉 ≤ 0,
with equality only if x2 = 0. On the other hand,
〈x,Ax〉′ = 2ℜ〈A−1Bx,Ax〉 = 2ℜ〈Bx, x〉 ≥ 0,
yielding 〈x0, Ax0〉 ≤ 〈x2, Ax2〉 ≤ 0. Thus, 〈x0, Ax0〉 < 0 unless x2 = 0 and 〈ℜ(B)x, x〉 ≡ 0,
in particular, 〈ℜ(B)x1, x1〉, so that x1 ∈ kerℜ(B) = ker(B) ⊂ kerA−1B. But, this is
impossible, since x1 ∈ E−(A−1B).
It just remains to prove:
Lemma 4.6. Let C˙ν,p be as in (4.46), the space of q such that there is a solution w˙(z, q) of
the linearized profile problem (1.19), (1.20) with w˙(z, q)→ q as z →∞. Then
C˙ν,p = N ⊕ E−(A−1d Bdd),(4.51)
for N as in (4.49).
Proof. 1. With w(z) = p the constant layer, define as in (2.5) the N ′ ×N ′ matrix
Gd(p) := (B
22
dd)
−1
(
A22d −A21d (A11d )−1A12d
)
(p).(4.52)
A short computation shows
E−(A
−1
d Bdd(p)) = {
(−(A11d )−1A12d r2
r2
)
: r2 ∈ E−(Gd(p))}.(4.53)
2. Consider the linearized profile equation (1.19) at p with W˙ = (w˙1, w˙2, w˙3). For any
(q1, q2) ∈ RN , this equation is easily integrated to yield a solution with (w˙1(z), w˙2(z)) →
(q1, q2) as z →∞:
w˙1(z) = −(A11d )−1A12d ezGd(p)(Gd(p))−1r2 + q1
w˙2(z) = e
zGd(p)(Gd(p))
−1r2 + q2
w˙3(z) = e
zGd(p)r2, where r2 ∈ E−(Gd(p)).
(4.54)
Setting Υ′1(p
1)w˙1(0) = 0 and Υ
′
2(p
2)w˙2(0) = 0 we find
Υ′1(p
1)q1 = Υ′1(p
1)(A11d )
−1A12d (Gd(p))
−1r2
q2 = −(Gd(p))−1r2.
(4.55)
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This gives
C˙ν,p = {(q1, q2) : Υ′1(p1)
(
q1 + (A11d )
−1A12d q
2
)
= 0, q2 ∈ E−(Gd(p))}.(4.56)
Together with (4.53), this implies the result.
Remark 4.7. A theorem of Rauch [Ra] asserts the converse result that any maximally
dissipative boundary condition may be realized as the residual boundary condition associated
with some symmetric dissipative viscosity. See also the interesting recent investigations
of Sueur [Su] in which he establishes that any (nonstrictly) dissipative boundary condition
may be realized as the residual boundary condition associated with some (not necessarily
symmetric) dissipative viscosity.
5 The compressible Navier-Stokes and viscous MHD equa-
tions
In this section we present computations of C manifolds for some classical symmetric-dissipative
systems with various boundary conditions, including standard inflow/outflow conditions for
Navier-Stokes. For the small-amplitude case the results of sections 2.1 and 4 apply and
give much information about when profiles satisfy the uniform Evans stability condition or
transversality, and when the reduced hyperbolic boundary conditions, which are expressed
in terms of C manifolds, satisfy the maximal dissipativity or uniform Lopatinski conditions.
In a few cases we will say something about such properties for large amplitude profiles.
5.1 Isentropic Navier–Stokes equations
We start with the simplest case of noncharacteristic boundary layers for the isentropic
compressible Navier–Stokes equations. In this case we are able to give a detailed description
of possible boundary-layer connections, including large amplitude layers, and the resulting
residual boundary conditions.
.
Computation of residual boundary conditions. Consider the isentropic Navier–
Stokes equations
ρt + (ρu)x + (ρv)y = 0,(5.1)
(ρu)t + (ρu
2)x + (ρuv)y + Px = (2µ + η)uxx + µuyy + (µ+ η)vxy,(5.2)
(ρv)t + (ρuv)x + (ρv
2)y + Py = µvxx + (2µ + η)vyy + (µ+ η)uyx(5.3)
on the half-space y > 0, where ρ is density, u and v are velocities in x and y directions,
and P = P (ρ) is pressure, and µ > |η| ≥ 0 are coefficients of first (“dynamic”) and second
viscosity. We assume a monotone pressure function
(5.4) P ′(ρ) > 0.
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Seeking boundary-layer solutions (ρ, u, v)(y), and setting z := y, we obtain profile equa-
tions
(ρv)′ = 0
(ρuv)′ = µu′′
(ρv2)′ + P (ρ)′ = ǫv′′,
(5.5)
where “′” denotes d/dz, and ǫ := 2µ + η. Integrating
∫ z
+∞, we obtain
ρv(z) = ρ∞v∞ := m∞
µu′ = ρuv − ρ∞u∞v∞
ǫv′ = ρv2 + P (ρ)− (ρ∞v2∞ + P (ρ∞),
(5.6)
where (ρ∞, u∞, v∞) := (ρ, u, v)(+∞) and m := ρv denotes momentum in the normal (z)
direction. Within the set of allowable boundary conditions at z = 0 in our abstract frame-
work, we consider a subset consisting of linear conditions
ΓU(0) = g = (g1, g2, 0)(5.7)
that are pure Dirichlet (N ′′ = 0) or else mixed Dirichlet–homogeneous Neumann boundary
conditions (N ′′ = N ′ = 2), and which includes some of the most commonly used conditions.
With R3+ = {(ρ∞, u∞, v∞) : ρ∞ > 0}, U(z) = (ρ(z), u(z), v(z)), U∞ = (ρ∞, u∞, v∞),
and U0 = (ρ0, u0, v0), let
CΓ,g = {U∞ ∈ R3+ : there exists U(z) satisfying (5.6) together with
U(+∞) = U∞ and the boundary conditions (5.7) at z = 0 }.
(5.8)
For arbitrary U0 with ρ0 > 0 note that the constant profile
U(z) = U0
determines an element U∞ = U0 ∈ CΓ,g, where g = ΓU0. The goal here is to determine
CΓ,g in some (not necessarily small) neighborhood of U∞ = U0, and to understand how CΓ,g
changes with g. We consider separately the outflow and inflow case.
Outflow with Dirichlet conditions. We first consider the outflow case v0 < 0, with
Dirichlet boundary conditions. We have A
11
d < 0 now, so N
1
+ = 0, Nb = 2 and thus we
prescribe only the parabolic variables on the boundary:
(5.9) ΓU(0) = g = (u0, v0).
Noting that m∞ = m0 < 0 since v0 < 0 and ρ0 > 0, and rewriting the second equation
in (5.6) as
µu′ = m∞(u− u∞),(5.10)
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we obtain solutions
u(z) = u∞
(
1− (1− u0
u∞
)e
m∞
µ
z
)
(5.11)
satisfying the conditions (on u(z)) in (5.8) with no restrictions so far except ρ0 > 0, u∞ ∈ R.
Rewrite the third equation in (5.6) using the first equation to get
ǫv′ = m∞v + P
(m∞
v
)
−
(
m∞v∞ + P
(
m∞
v∞
))
=
m∞(v − v∞) + c2(ρ, ρ∞)
(
m∞
v
− m∞
v∞
)
=(
m∞ − m∞c
2(ρ, ρ∞)
vv∞
)
(v − v∞),
(5.12)
where
(5.13) c2(ρ, ρ∞) :=
P (ρ)− P (ρ∞)
ρ− ρ∞ > 0
by assumption (5.4). Note that if we set
c∞ =
√
P ′(ρ∞)(5.14)
we have c(ρ∞, ρ∞) = c∞.
With (u0, v0) fixed, consider first a candidate state U∞ for membership in CΓ,g satisfying
v∞ < 0, v∞ + c∞ > 0, so |v∞| < c∞.(5.15)
For z large we have v ≈ v∞, ρ ≈ ρ∞ and thus
(5.16) m∞ − m∞c
2(ρ, ρ∞)
vv∞
> 0.
This implies that (5.12) has no nontrivial bounded solution with limit v∞ as z → +∞. In
this case, the manifold CΓ,g is an N − N+ = 2 dimensional manifold defined by the single
condition
v∞ ≡ v0,(5.17)
which is the right number of conditions (N+ = 1) for the Euler equations at a value U∞
satisfying (5.15). Indeed, this is the classical (specified-normal velocity) Euler boundary
condition corresponding to the (specified-normal velocity, no-slip) Navier–Stokes boundary
conditions (u, v)(0) = (u0, v0).
In the case that
v∞ + c∞ < 0, so |v∞| > c∞ (N+ = 0),(5.18)
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we obtain the opposite inequality
(5.19) m∞ − m∞c
2(ρ, ρ∞)
vv∞
< 0.
Thus, in this case we have nontrivial solutions (5.12) with v(∞) = v∞. Provided v0 is close
enough to v∞, CΓ,g is a full neighborhood of U∞, as expected from the general theory. That
is, there are no incoming hyperbolic characteristics and no boundary conditions imposed
on the Euler equations in this case (dim CΓ,g = N −N+ = 3).
Uniform Evans stability of the above layers in the small amplitude case follows by
Corollary 1.29(b).
Examining further, we see that connections to such states U∞ exist for boundary data
U0 such that
v1∗ < v0 ≤ v∞ or v∞ ≤ v0 < v2∗ ,(5.20)
where the vj∗ are the nearest rest points of (5.12) to v∞. This is because all states v in the
closed interval between v0 and v∞ then satisfy
(5.21) m∞ − m∞c
2(m∞/v,m∞/v∞)
vv∞
< 0.
In the typical (genuinely nonlinear) case that P ′′(ρ) > 0, there is a single such rest state
v2∗ > v∞. The states v
2
∗ and v∞ then correspond to endstates of stationary viscous shock
waves on the whole line. Layers with v < v0 are in this case “compressive”, consisting
of pieces of the viscous shock from v2∗ to v∞, while layers with v > v0 are “expansive”
(decreasing ρ), analogous more to rarefactions; see [MN, CHNZ] for further discussion.
Remarks 5.1. There are two transitions worth mentioning. One is when the number of
hyperbolic characteristics changes; that is, at the boundary where inequality (5.15) changes
its sense. Note that this transition has to do with the outer, hyperbolic solution U∞ and
so we cannot deduce that such a transition occurs from knowledge of the Navier-Stokes
boundary data U0 alone, but must know the solution of the hyperbolic equation.
A second transition has to do with the “inner”, boundary-layer structure, when U0 goes
out of range of (5.20), with U∞ held fixed satisfying (5.19). Consider a solution of the
Navier-Stokes system with boundary data that includes states U0 with some in and some
out of range of (5.20). In this case our description of the solution as boundary layer plus
outer smooth solution fails, and it is a natural question to ask what happens instead. This
question has been answered for the one-dimensional case in [MN]. The resolution is that in
this case there is a more complicated structure at the boundary consisting of boundary layer
plus shock or rarefaction waves incoming to the domain: that is, a (nonsmooth) boundary–
Riemann solution.
Outflow with Neumann conditions. We next consider the case of homogeneous
Neumann conditions in the outflow case:
ΓU(0) = (u′, v′)(0) = (0, 0) = g.(5.22)
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Again consider a candidate state U∞ satisfying v∞ < 0 for membership in CΓ,g. The
vanishing of u′(0) and v′(0) implies that u(0) and v(0) are rest points of (5.10) and (5.12)
respectively. Thus u(z) ≡ u∞, v(z) ≡ v∞, so U∞ can only be the endstate of a constant
layer, and
CΓ,g = {U∞ ∈ R3 : ρ∞ > 0, v∞ < 0}.(5.23)
In the case (5.15) we have N+ = N
2
− = 1, so N
′′ = 2 > N2−; thus, by Corollary 2.5 these
layers are not transversal, and thus are not even low frequency Evans stable by Lemma
1.23. Observe that the “correct” dimension for CΓ,g in this case is N −N+ = 2.
In the case when U∞ satisfies (5.18), we have N+ = 0, so N
′′ = N2− = 2 and CΓ,g has
the right dimension. As expected there are no Euler boundary conditions and by Corollary
1.29(b), the constant layers are Evans stable.
Inflow with Dirichlet conditions. In the case of inflow v0 > 0, so N
1
+ = 1, N+ = 3
and we prescribe
ΓU(0) = (ρ0, u0, v0) = g.(5.24)
Let U∞ be a candidate state for CΓ,g with v∞ > 0. The equation for the transverse velocity
u decouples as (5.10); however, due to the opposite sign m∞ > 0, this equation now has no
nonconstant solutions converging to u∞. Hence, the transverse velocity is specified as
u∞ = u0.
Continuing as before, we find two cases, according as v∞ − c∞ ≷ 0, i.e.,
v∞ ≷ c∞.
In the first case N+ = 3 and we find as before that there are no nontrivial solutions of
(5.12), whence v∞ = v0, and ρ∞ = m∞/v∞ = m0/v0 = ρ0. Thus, only the constant layer
is possible, and the induced hyperbolic boundary conditions are full Dirichlet,
U∞ = U0, CΓ,g = {U0}
in agreement with the classical Euler conditions.
In the second case N+ = 2 and there exist nontrivial connections on the range specified
by (5.21). The induced hyperbolic boundary conditions defining CΓ,g are
u∞ = u0, m∞ = m0,
specifying transverse velocity and momentum, an interesting variation on (5.17) in the
outflow case.
Uniform Evans stability of the above layers in the small amplitude case follows from
Corollary 1.29(b).
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Inflow with mixed boundary conditions. Finally, we consider the case of mixed
Dirichlet-homogeneous Neumann conditions
ΓU(0) = (ρ(0), u′(0), v′(0)) = (ρ0, 0, 0) = g(5.25)
for the inflow case. Again, u(z) ≡ u∞ and v(z) ≡ u∞, since u(0) and v(0) are rest points of
(5.10) and (5.12) respectively. The mass equation then implies ρ(z) ≡ ρ∞, so in particular
ρ∞ = ρ0. Therefore, a candidate state U∞ can belong to CΓ,g only if it is the endpoint of a
constant layer, and we have
CΓ,g = {U∞ ∈ R3 : v∞ > 0, ρ∞ = ρ0}, dim CΓ,g = 2.(5.26)
Consider the cases
v∞ − c∞ ≷ 0,(5.27)
and recall that Nb = 3 = N+ +N
2
−. In these cases N+ = 3, N
2
− = 0 and N+ = 2, N
2
− = 1
respectively, so in both cases N ′′ = 2 > N2−. Corollary 2.5 implies that these constant layers
are never transversal; hence they fail to satisfy even low frequency Evans stability. Observe
that in both cases CΓ,g fails to have the “correct” dimension N −N+.
5.1.1 Maximal dissipativity/uniform Lopatinski condition.
The question of uniform Evans stability for large amplitude layers remains a mostly open
question. For the one-dimensional isentropic case with γ-law equation of state, it has been
shown numerically for Dirichlet boundary conditions that noncharacteristic boundary layers
are stable, independent of amplitude [CHNZ]. For the full, nonisentropic case on the other
hand, it has been shown for Dirichlet boundary conditions that, even in one dimension and
for γ-law equation of state, instabilities may occur [SZ]. Here we show that the residual
boundary conditions determined in the previous subsection are maximally dissipative (and
thus satisfy the uniform Lopatinski condition) for all amplitudes. When Γ is a full Dirichlet
condition (N ′′ = 0), this conclusion follows without any computation, since the residual
boundary conditions by the analysis of the previous subsection have form independent of
the amplitude of the boundary layer, and for small amplitudes are known (Theorem 4.4) to
be maximally dissipative. We carry out the computations nonetheless, to show how they
work out in this simplest case. See [SZ] for one-dimensional calculations involving more
general, not necessarily decoupled, boundary conditions.
1. Dirichlet conditions, outflow, v∞ + c∞ > 0 > v∞. The hyperbolic problem is
symmetric, with one incoming, and two outgoing characteristics. Rewriting the isentropic
Euler equations in U := (ρ, u, v) coordinates and linearizing about (ρ∞, u∞, v∞), we obtain
Ut +A
1Ux +A
2Uy, where
A2 =

 v∞ 0 ρ∞0 v∞ 0
c2∞/ρ∞ 0 v∞

 ,
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while the residual boundary condition (linear, in this case) is
ΓresU = g, Γ =
(
0 0 1
)
,
hence the kernel of the linearized boundary condition is the set of vectors (a, b, 0). Applying
the positive definite symmetrizer S = diag{c2∞/ρ2∞, 1, 1}, we obtain
SA2 =

v∞c2∞/ρ2∞ 0 c2∞/ρ∞0 v∞ 0
c2∞/ρ∞ 0 v∞

 ,(5.28)
which is evidently negative definite on the kernel of Γres; hence Γres is maximally dissipative.
2. Dirichlet conditions, outflow, v∞+c∞ < 0. In this case SA2 is negative definite,
so the residual boundary conditions are automatically maximally dissipative.
3. Dirichlet conditions, inflow, v∞ − c∞ > 0. Again, this is a trivial case, in which
all hyperbolic modes are incoming, and the residual boundary conditions are ΓresU = U .
So ker Γres = {0}, and thus Γres is maximally dissipative.
4. Dirichlet conditions, inflow, v∞ − c∞ < 0 < v∞. In this final case, we have
prescription of momentum m∞ and transverse velocity u∞, and the kernel of the linearized
boundary condition is spanned by w := (ρ∞, 0,−v∞). Computing
wTSA2w = v∞(v
2
∞ − c2∞) < 0,
we find that the restriction of SA2 to the kernel is again negative definite, so that the
residual boundary condition is indeed maximally dissipative in agreement with the abstract
theory.
Remark 5.2. 1. We remark on the contrast between specification of velocity vs. momentum
in outgoing vs. incoming case. (Specifying ρ or v along with u in the incoming case wouldn’t
be dissipative in general.)
2. Neumann or mixed conditions. The only case in section 5.1 involving Neumann
conditions that was Evans stable was the outflow case when v∞ + c∞ < 0. Again, SA2 is
negative definite so the residual conditions are maximally dissipative. In the remaining three
cases involving Neumann or mixed conditions, maximal dissipativity fails. For example, in
the inflow case (v∞ > 0) Γres = (1, 0, 0), and so SA2 is positive definite on ker Γres.
5.1.2 Transversality of large amplitude layers
We now show how to verify that transversality holds in the three cases where we constructed
large amplitude layers:
(a) outflow/Dirichlet/v∞ + c∞ > 0;
(b) outflow/Dirichlet/v∞ + c∞ < 0;
(c) inflow/Dirichlet/v∞ − c∞ < 0.
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It is helpful first to reformulate the definition of transversality geometrically. Let w(z)
be a possibly large amplitude layer profile converging to q∞ := (ρ∞, u∞, v∞). Set
W0 := (w(0), w
2
z (0)), W∞ = (q∞, 0)(5.29)
and observe thatW0 ∈ R5 lies in both the stable manifold ofW∞, denotedWs(W∞), and the
center-stable manifold of W∞, denoted Wcs(W∞). The conditions defining transversality
of w(z) in Definition 1.11 can be rephrased:
(i) Γ : TW0 (Ws(W∞))→ RNb is injective,
(ii) Γ : TW0 (Wcs(W∞))→ RNb is surjective.
These may be recognized as the conditions that Υ be full rank on the stable and center–
stable manifolds, respectively, of W∞, which correspond by definition to the following geo-
metric version of transversality.
Lemma 5.3 (Geometric transversality conditions). The transversality conditions of Defi-
nition 1.11 are equivalent to the conditions that
(i’) the level set {W : Υ(W ) = Υ(W0)} meets the stable manifold of W∞ transversally
in phase space W = (w,w2z).
(ii’) the level set {W : Υ(W ) = Υ(W0)} meets the center-stable manifold of W∞
transversally in phase space W = (w,w2z).
Remark 5.4. The use of the word “transversal” in (i’) is perhaps nonstandard; it is used
to suggest a minimal intersection. We mean {W : Υ(W ) = Υ(W0)} ∩ Ws(W∞) = {W0};
that is, the intersection is a single point.
The stable and center-stable manifolds are easily parametrized in each of cases (a), (b),
and (c) above, so conditions (i) and (ii) can be checked explicitly. For example, consider
case (c), where Nb = N+ +N
2
− = 2 + 1 = 3, the viscous boundary condition is
ΓU(0) = (ρ0, u0, v0) := U0(5.30)
with U0 fixed, w(0) = U0, w(∞) = q∞ is fixed, and the dimensions of the stable and center-
stable manifolds above are 1 and 4 respectively. Recalling the induced hyperbolic boundary
conditions
u∞ = u0, ρ∞v∞ = ρ0v0,(5.31)
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we see that those manifolds can be parametrized as follows:
Ws(W∞) =
{


ρ∞v∞
a
u∞
a
0
f(a, ρ∞, v∞)

 : a ∈ A
}
Wcs(W∞) =
{


bd
a
c
a
0
f(a, b, d)

 : a ∈ A ⊂ R, (b, c, d) ∈ B ⊂ R3
}
(5.32)
where B is a neighborhood of q∞, A is a neighborhood of v0 determined by (5.20), and the
function f (whose form turns out not to be important for verifying transversality) can be
read off from (5.12). Independent vectors spanning the tangent spaces to Ws(W∞) (resp.
Wcs(W∞)) at W0 may be computed by differentiating the formulas (5.32) with respect to
a (resp. a, b, c, d). With these explicit formulas the injectivity and surjectivity conditions
above are immediately obvious.
We summarize this discussion in the following
Proposition 5.5. The isentropic Navier-Stokes large-amplitude layer profiles described in
cases (a), (b), (c) at the beginning of this section are transversal.
5.2 Full Navier-Stokes equations
Next we consider the full (nonisentropic) Navier–Stokes equations
(a) ρt + (ρu)x + (ρv)y = 0,
(b) (ρu)t + (ρu
2)x + (ρuv)y + px = (2µ+ η)uxx + µuyy + (µ + η)vxy,
(c) (ρv)t + (ρuv)x + (ρv
2)y + py = µvxx + (2µ+ η)vyy + (µ+ η)uyx,
(d) (ρE)t + (uρE)x + (vρE)y + (pu)x + (pv)y =
κTxx + κTyy +
(
(2µ + η)uux + µv(vx + uy) + ηuvy
)
x
+(
(2µ+ η)vvy + µu(vx + uy) + ηvux
)
y
(5.33)
where ρ is density, u and v are velocities in the x and y directions, p is pressure, and e and
E = e+ u
2
2 +
v2
2 are specific internal and total energy respectively. The constants µ > |η| ≥ 0
and κ > 0 are coefficients of first (“dynamic”) and second viscosity and heat conductivity.
Finally, T is the temperature and we assume that the internal energy e and the pressure p
are known functions of density and temperature:
p = p(ρ, T ), e = e(ρ, T ).
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It is clear for full (nonisentropic) gas dynamics that the uniform Lopatinski condition
does not hold for arbitrary amplitudes, even for the simplest case of a γ-law gas. The
proof of one-dimensional (η = 0) viscous instability in [SZ] for compressive boundary-layers
of such a gas 3 was based on showing that the Lopatinski determinant (a multiple of λ)
restricted to the positive real axis could change sign as parameters, including amplitude,
were varied; in particular, the determinant could vanish, yielding hyperbolic instability. So
we cannot hope to show that the residual boundary conditions independent of amplitude
as before. A brief examination reveals, likewise, that the residual boundary conditions
are rather complicated to describe: in short, there appears to be no hope of other than a
local analysis near the limiting constant layer. We carry this out below, and compute the
linearized boundary condition for the linearized hyperbolic problem at a constant layer.
The profile equations are, setting ν := 2µ+ η:
(ρv)′ = 0
(ρuv)′ = µu′′
(ρv2)′ + p′ = νv′′(
ρv(e+
u2 + v2
2
) + pv
)′
= κT ′′ +
1
2
(µu2 + νv2)′′
Let us introduce the unknown m = ρv. Writing the equations in terms of the unknowns
(m,u, v, T ) and integrating once gives the following equations with p = P (v, T ) and p∞ =
P (v∞, T∞):
(a) m = m∞(5.34)
(b) u′ =
m∞
µ
(u− u∞)
(c) v′ =
m∞
ν
(v − v∞) + p− p∞
ν
(d) T ′ =
m∞
κ
(e− e∞)− m∞
2κ
(u− u∞)2
−m∞
2κ
(v − v∞)2 + p∞
κ
(v − v∞)
The equation for X = (u, v, T ) reads X ′ = F (X;m∞,X∞) where X∞ and m∞ are param-
eters.
Case of an outgoing flow. Let U = (m,u, v, T ) = (m,X) and consider an outgoing
flow, v < 0, so Nb = N
′+N1+ = 3+0 = 3. We fix a state U0 ∈ U∂ for which v0 < 0 consider
boundary conditions that are just Dirichlet conditions on X:
ΓU(0) = X(0) = X0.(5.35)
3 Specifically, for γ > 2 and 2µ + η > κ, in the inflow case v∞ > 0 > v∞ − c∞ with full Dirichlet
conditions imposed at the boundary, instability was shown for layers consisting of a sufficiently large portion
of a sufficiently large-amplitude 1-shock.
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As usual we define CΓ,X0 as the set of states (m∞,X∞) such that there exists a solution
(m,X) of the equations (5.34) on [0,+∞[, such that X(0) = X0 and U(∞) = (m∞,X∞).
Clearly, U0 ∈ CΓ,X0 , and near U0 we can write CΓ,X0 as the union
(5.36) CΓ,X0 = ∪m∞Cm∞,X0
where Cm∞,X0 is the set of X∞ ∈ R3 such that there exists a solution to equations 5.34 (b-c)
on [0,+∞[ satisfying X(0) = X0 and X(∞) = X∞. Corollary 2.5 shows that the constant
layer U(z) = U0 is transversal, and thus CΓ,X0 is a C∞ manifold near U0. By the argument
of [Se], Lemma 15.2.5 (or alternatively, by an argument similar to our proof of Lemma 4.6),
the tangent space TU0CΓ,X0 is given by
TU0CΓ,X0 = R× E−
(
DXF (X0;m0,X0)
)
.(5.37)
Hence we are lead to calculate the stable invariant subspace of DXF (X0;m0,X0). One
finds
(5.38) DXF (X;m,X) =


m
µ 0 0
0 1ν (m+ P
′
v)
1
νP
′
T
0 1κ(P∞ +me
′
v)
m
κ e
′
T


Since m0 < 0, the matrix DXF (X0;m0,X0) has at least one negative eigenvalue which
is m0/µ. It has exactly two eigenvalues with negative real part (in fact real negative
eigenvalues) if and only if
(5.39) det

 1ν (m+ P ′v) 1νP ′T
1
κ(P∞ +me
′
v)
m
κ e
′
T

 < 0.
In that case E−
(
DXF (X0;m0,X0)
)
has dimension 2 and TU0CΓ,X0 has dimension 3. Let us
call λ− the second negative eigenvalue of DXF (X0;m0,X0). Then, the tangent space to
CΓ,X0 at the point (m0,X0) is defined by the equations:
(5.40) (m˙, u˙, v˙, T˙ ) ∈ T(m0,X0)CΓ,X0 ⇐⇒
(
1
ν (m0 + P
′
v)− λ−)
)
v˙ + 1νP
′
T T˙ = 0.
We do not know whether these boundary conditions have already appeared in the theory of
the Euler equations, or if they have a special physical meaning. As we already know from
the general theory, they are maximally dissipative for the Euler equations.
5.3 MHD equations
The equations of isentropic magnetohydrodynamics (MHD) are
(5.41)


∂tρ+ div(ρu) = 0
∂t(ρu) + div(ρu
tu) +∇p+H × curlH = εµ∆u+ ε(µ + η)∇divu
∂tH + curl(H × u) = εσ∆H
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(5.42) divH = 0,
where ρ ∈ R represents density, u ∈ R3 fluid velocity, p = p(ρ) ∈ R pressure, and H ∈ R3
magnetic field, with viscosities µ > |η| ≥ 0 and magnetic resistivity σ ≥ 0; for simplicity,
we consider here the case σ = 0. When H ≡ 0 (5.41) reduces to the equations of isentropic
fluid dynamics.
The equations (5.41) are not yet in a form that satisfies the assumptions of section
1.1. For example, the noncharacteristic condition is violated for every state (ρ, u,H). The
equations may be put in conservative form using identity
(5.43) H × curlH = (1/2)div(|H|2I − 2HtH)tr +HdivH
together with constraint (5.42) to express the second equation as
(5.44) ∂t(ρu) + div(ρu
tu) +∇p+ (1/2)div(|H|2I − 2HtH)tr = εµ∆u+ ε(µ+ η)∇divu.
They may be put in symmetrizable (but no longer conservative) form by a further change,
using identity
(5.45) curl(H × u) = (divu)H + (u · ∇)H − (divH)u− (H · ∇)u
together with constraint (5.42) to express the third equation as
(5.46) ∂tH + (divu)H + (u · ∇)H − (H · ∇)u = σε∆H.
Forgetting the constraint equation, we get a 7 × 7 symmetric system that satisfies all our
structural assumptions except for (H4).
Remark 5.6. 1) Define
c2 = p′(ρ) > 0, v = H/
√
ρ, b = |ξˆ × v|, ξˆ = ξ/|ξ|,(5.47)
c2f :=
1
2
(
c2 + |v|2 +
√
(c2 − |v|2)2 + 4b2c2
)
,
c2s :=
1
2
(
c2 + |v|2 −
√
(c2 − |v|2)2 + 4b2c2
)
.
The boundary x3 = 0 is noncharacteristic for the hyperbolic part when
u3 /∈ {0,±v3,±cs(n),±cf (n)},(5.48)
where cs(n) and cf (n) are the slow and fast speeds computed in the normal direction n =
(0, 0, 1). Lemma 8.2 of [GMWZ6] shows that if we assume in addition
0 < |v| 6= c, |u3| > |v3|,(5.49)
then Hypothesis (H4′) is satisfied. For the stability analysis, which requires the construction
of K-families of symmetrizers ([GMWZ6], Definition 3.5), we must use (5.44), (5.46). For
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the purposes of deriving profile equations, describing C manifolds, and computing linearized
residual boundary conditions, the form (5.41), (5.42) is more convenient to use.
2) As the divergence-free condition is preserved by the evolution of the equations, we are
free to ignore it in establishing stability of solutions. Results on instability, however, must be
examined to check whether associated unstable modes are true, divergence-free instabilities
or only apparent, spurious instabilities.
With ν := 2µ + η the profile equations are:
(ρu3)
′ = 0(5.50)
(ρu1u3 −H1H3)′ = µu′′1
(ρu2u3 −H2H3)′ = µu′′2(
ρu23 + p+
1
2
(H21 +H
2
2 −H23 )
)′
= νu′′3
(H1u3 − u1H3)′ = 0
(H2u3 − u2H3)′ = 0
H ′3 = 0
By choosing the set of new unknowns m := ρu3, α := (H1u3 − u1H3), β := (H2u3 − u2H3),
H3, u1, u2, u3 and integrating once, the system reduces to a system on u = (u1, u2, u3),
where M := (m,α, β,H3) ∈ R4 and u∞ = (u1∞, u2∞, u3∞) ∈ R3 are parameters:
M = M∞
u′1 =
m
µ
(
u1 − u1∞
)− αH3
µ
( 1
u3
− 1
u3∞
)− H23
µ
(u1
u3
− u1∞
u3∞
)
(5.51)
u′2 =
m
µ
(
u2 − u2∞
)− βH3
µ
( 1
u3
− 1
u3∞
)− H23
µ
(u2
u3
− u2∞
u3∞
)
u′3 =
m
ν
(
u3 − u3∞
)
+
1
ν
(
p(
m
u3
)− p( m
u3∞
)
)
+
+
1
2ν
(
H21 −H21∞
)
+
1
2ν
(
H22 −H22∞
)− 1
2ν
(
H23 −H23∞
)
.
In the last equation it is understood that H1 =
α+u1H3
u3
and H2 =
β+u2H3
u3
. As in the
calculations of section 5.2, the system has the form u′ = F (u;M,u∞). The Jacobian matrix
is
DuF (u;M,u) =

 a 0 e/µ0 a d/µ
e/µ d/ν b

 ,
where M := (m,α, β,H3) and
(5.52)
a := mµ −
H2
3
µu3
b := mν
(
1− P ′(ρ)
u2
3
)− H21+H22νu3
e := H1H3u3 d :=
H2H3
u3
.
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The eigenvalues of DuF (u;M,u) are
(5.53) a and λ± :=
a+ b
2
±
√
(a− b)2
4
+
e2 + d2
µν
,
and we have
(5.54) λ+λ− = ab− (e2 + d2)/µν.
Case of an outgoing flow. Let U = (m,α, β,H3, u) = (M,u) and fix a state U0 =
(M0, u0) ∈ U∂ which satisfies the conditions (5.48) and (5.49) and for which the flow is
outgoing, u3 < 0, so Nb = N
′+N1+ = 3+0 = 3. We consider boundary conditions that are
just Dirichlet conditions on u:
ΓU(0) = u(0) = u0.(5.55)
As usual we define CΓ,u0 as the set of states (M∞, u∞) such that there exists a solution
(M,u) of the equations (5.51) on [0,+∞[, such that u(0) = u0 and U(∞) = (M∞, u∞).
Clearly, U0 ∈ CΓ,u0 , and near U0 we can write CΓ,u0 as the union
(5.56) CΓ,u0 = ∪M∞CM∞,u0 ,
where CM∞,u0 is the set of u∞ ∈ R3 such that there exists a solution to the last three
equations in (5.51) on [0,+∞[ satisfying u(0) = u0 and u(∞) = u∞. Corollary 2.5 shows
that the constant layer U(z) = U0 is transversal, and thus CΓ,X0 is a C∞ manifold near U0.
By the argument of section 5.2, the tangent space TU0CΓ,u0 is given by
TU0CΓ,u0 = R4 × E−
(
DuF (u0;M0,X0)
)
.(5.57)
We proceed to compute the stable subspace of F0 := DuF (u0;M0,X0).
The condition (5.49) implies that F0 has at least one negative eigenvalue, namely a,
with corresponding eigenvector (− dν , eµ , 0). The matrix F0 will have exactly one, two, or
three negative eigenvalues depending on whether
λ− > 0, λ− < 0 < λ+, or λ+ < 0(5.58)
respectively. From (5.57) we see that the corresponding dimensions of CΓ,u0 are 5, 6, and 7
respectively. By Proposition 2.4 the dimension of CΓ,u0 is N −N+, where N+ is the number
of positive eigenvalues of A3. The eigenvalues of A3 are
λ0 = u3, λ±s = u3 ± cs(n), λ±2 = u3 ± v3, λ±f = u3 ± cf (n),(5.59)
so we observe that the cases (5.58) correspond to the cases
|u3| < cs(n), cs(n) < |u3| < cf (n), cf (n) < |u3|(5.60)
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respectively. For example, consider the case λ− < 0 < λ+, which by formula (5.54) occurs
if and only if
ab− e
2 + d2
µν
< 0.(5.61)
A short computation now shows that the stable subspace of F0 is spanned by
{(−d
ν
,
e
µ
, 0), (
e
µ
,
d
µ
, λ− − a)},
where λ− − a = b− a
2
−
√
(a− b)2
4
+
e2 + d2
µν
(5.62)
The linearized residual boundary condition is thus expressed by
(M˙, u˙) ∈ TU0CΓ,u0 ⇔ u˙ ·
(
e
µ
(a− λ−), d
ν
(a− λ−), d
2
µν
+
e2
µ2
)
= 0,(5.63)
where a,b,e,d are evaluated at U0.
Remark 5.7. The hypotheses and conclusions of Theorem 1.30 on Evans stability and
the existence of small viscosity limits apply to small amplitude layers for all the physical
examples considered in section 5 except
a)isentropic NS/inflow (v0 > 0)/mixed Dirichlet-Neumann boundary conditions (5.25)
b)isentropic NS/outflow (v0 < 0)/v∞ + c∞ > 0/Neumann boundary conditions (5.22).
Additional examples for the full Navier Stokes and viscous MHD equations where The-
orem 1.30 applies can be deduced from Corollary 1.29(b).
A Construction of Approximate solutions
In this appendix, we give the construction of approximate solutions, following an approach
similar to that used in [GG, GMWZ7]. A new feature here is that we obtain global ap-
proximate solutions on a domain Ω with compact closure and smooth boundary. The same
construction works on unbounded domains whose boundary coincides with a half-space
outside a compact set.
We seek high-order approximate solutions to
(a)Lε(u) := A0(u)ut +
d∑
j=1
Aj(u)∂ju− ε
d∑
j,k=1
∂j
(
Bjk(u)∂ku
)
= 0,
(b)Υ(u, ∂T u
2, ∂νu
2) = (g1, g2, 0) on ∂Ω
(A.1)
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which converge to a given solution u0(t, x) of the inviscid hyperbolic problem:
L0(u0) = 0 on [−T0, T0]× Ω
u0(t, x0) ∈ C(t, x0) for (t, x0) ∈ [−T0, T0]× ∂Ω,
(A.2)
where C(t, x0) is the endstate manifold defined in Assumption 1.12 (see also Prop. 2.6).
Using the cutoff χ(x) and the normal coordinates (x0, z) in a collar neighborhood of ∂Ω
defined in section 1.4, we look for an approximate solution of the form
ua(t, x) =
∑
0≤j≤M
εjU j(t, x, z
ǫ
) + ǫM+1uM+1(t, x),
U j(t, x, z
ǫ
) = χ(x)V j(t, x0,
z
ǫ
) + uj(t, x).
(A.3)
Here u0 satisfies(A.2) and V 0 is given by
V 0(t, x0, Z) =W (Z, t, x0, u
0(t, x0))− u0(t, x0),(A.4)
for a profile W (Z, t, x0, u
0(t, x0)) as in Assumption 1.12.
The V j±(Z, x0, t) are boundary layer profiles constructed to be exponentially decreasing
to 0 as Z → ±∞. For the moment we just assume enough regularity so that all the
operations involved in the construction make sense. A precise statement is given in Prop.
A.2.
A.1 Profile equations
We substitute (A.3) into (A.1) and write the result as
M∑
−1
ǫjF j(t, x, Z)|Z= z
ǫ
+ ǫMRǫ,M(t, x),(A.5)
where we separate F j into slow and fast parts
F j(t, x, Z) = F j(t, x) +Gj(t, x0, Z),(A.6)
and the Gj decrease exponentially to 0 as Z → ±∞.
The interior profile equations are obtained by setting the F j, Gj equal to zero. In
the following expressions for Gj(t, x0, Z), the functions u
j(t, x) and their derivatives are
evaluated at (t, x0). With W =W (Z, t, x0, u
0(t, x0)) set
L(t, x0, Z, ∂Z )v := Aν(x0)(W )vZ + (duAν(W ) · v)WZ−
d
dZ
(Bν(W )vZ)− d
dZ
((v · duBν(W ))WZ) ,
(A.7)
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the operator determined by the linearizing the profile equations about W , and
L0v := A0(u0)vt +
d∑
j=1
Aj(u
0)∂jv.(A.8)
We have
F−1(t, x) = 0
G−1(t, x0, Z) = Aν(W )WZ − d
dZ
(Bν(W )WZ),
(A.9)
F 0(t, x) = L0u0
G0(t, x0, Z) = L(t, x0, Z, ∂Z)U1 −Q0(t, x0, Z),
(A.10)
where Q0 decays exponentially as Z → +∞ and depends only on (u0, V 0). For j ≥ 1 we
have
F j(t, x) = L0uj − P j−1(t, x)
Gj(t, x0, Z) = L(t, x0, Z, ∂Z)U j+1 −Qj(t, x0, Z),
(A.11)
where Qj decays exponentially as Z → +∞ and P j, Qj depend only on (uk, V k) for k ≤ j.
Note that dependence on the cutoff χ(x) occurs only in the P j.
In writing out the boundary profile equations, we note first that the boundary condition
(A.1)(b) is equivalent for ǫ > 0 to
Υ(u, ǫ∂Tu
2, ǫ∂νu
2) = (g1, g2, 0).(A.12)
With U j(t, x, Z) = (U j,1,U j,2) always evaluated at (t, x0, 0) and
Υ′(U0)(v, 0, v2Z ) :=

Υ′1(U0)v1Υ′2(U0)v2
KN∂Zv
2

 ,(A.13)
the boundary profile equations at order ǫj take the form:
Υ(U0, 0, ∂ZU0,2) = (g1, g2, 0) (order ǫ0),(A.14)
Υ′(U0)(U1, 0, ∂ZU1,2) = (0, 0, c1,3(t, x0)) (order ǫ1),(A.15)
Υ′(U0)(U j , 0, ∂ZU j,2) = (cj,1, cj,2, cj,3) (order ǫj, j ≥ 2),(A.16)
where the cj,k(t, x0) depend just on the Up and their first derivatives for p ≤ j − 1.
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A.2 Solution of the profile equations
The solution of the profile equations given below assumes transversality of W (Z, u0(t, x0))
and the uniform Lopatinski condition, as well as the existence of a K-family of smooth
inviscid symmetrizers. Recall from Lemma 1.23 that the first two conditions both follow
from the low frequency uniform Evans condition.
1. The interior equations G−1 = 0 and F 0 = 0 and the boundary equation (A.14) are
satisfied because of our assumptions about u0 and W (Z, t, x0, u
0(t, x0)).
2. Construction of (U1, u1). We construct the functions U1(t, x, Z) and u1(t, x) from
the equations G0 = 0, F 1 = 0, and the boundary equation (A.15). U1 will be a sum of
three parts
U1(t, x, Z) = U1a + U1b + U1c , where
U1k (t, x, Z) = u1k(t, x) + V 1k (t, x0, Z), k = a, b, c.
(A.17)
First use the exponential decay ofQ0 to find an exponentially decaying solution V 1a (t, x0, Z)
to
L(t, x0, Z, ∂Z)V
1
a = Q
0(t, x0, Z) on ± Z ≥ 0
V 1a → 0 as Z → +∞,
(A.18)
and define u1a(t, x) ≡ 0. This problem is easily solved after first conjugating to a constant
coefficient ODE using the operators P defined in Lemma 3.1.
Next, for U1a fixed as above, use part (ii) of the definition of transversality (Definition
1.11) to see that we can solve for U1b (t, x0, Z) ∈ S satisfying
L(t, x0, Z, ∂Z)U1b = 0 on Z ≥ 0
Υ′(U0)
(
U1a + U1b , 0, ∂Z(U1,2a + U1,2b )
)
= (0, 0, c1,3(t, x0)).
(A.19)
Recalling the definition of S from Lemma 1.10, we see that U1b has limits as Z →∞. Define
u1b(t, x0) := lim
Z→∞
U1b (t, x0, Z),
V 1b (t, x0, Z) := U1b (t, x0, Z)− u1b(t, x0),
(A.20)
and let u1b(t, x) be any smooth extension of u
1
b(t, x0) to [−T0, T0]× Ω.
Finally, for an appropriate choice of u1c(t, x0) we need U1c (t, x0, Z) to satisfy
L(t, x0, Z, ∂Z)U1c = 0
Υ′(U0)(U1c , 0, ∂ZU1,2c ) = 0
lim
z→+∞
U1c (t, x0, Z) = u1c(t, x0).
(A.21)
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According to the characterization of TqC(t, x0) given in Remark 1.15, this is possible if and
only if u1c(t, x0) ∈ Tu0(t,x0)C(t, x0). Thus, we first solve for u1c(t, x) satisfying the linearized
inviscid problem
L0u1c = P 0 − L0u1b
u1c(t, x0) ∈ Tu0(t,x0)C(t, x0).
(A.22)
This problem requires an initial condition in order to be well-posed. The right side in
the interior equation of (A.22) is initially defined just for t ∈ [−T0, T0]. With a C∞ cutoff
that is identically one in t ≥ −T0/2, we can modify the right side to be zero in t ≤ −T0+ δ,
say. Requiring u1c to be identically zero in t ≤ −T0+ δ, we thereby obtain a problem for u1c
that is forward well-posed since u0 satisfies the uniform Lopatinski condition. Thus, there
exists a solution to (A.22) on [−T02 , T0]. This allows us to obtain U1c (t, x0, Z)) satisfying
(A.21) and to define
V 1c (t, x0, Z) := U1c (t, x0, Z)− u1c(t, x0).(A.23)
By construction the functions (U1, u1) satisfy the equations G0 = 0, F 1 = 0, and the
boundary conditions (A.15).
3. Contruction of (U j , uj), j ≥ 2. In the same way, for j ≥ 2 we use the equations
Gj−1 = 0, F j = 0, and the boundary conditions (A.16) to determine the functions (U j, uj).
The corrector ǫM+1uM+1 is chosen simply to solve away an O(ǫM+1) error that remains in
the boundary conditions after the construction of UM .
In the next Proposition we formulate a precise statement summarizing the construction
of this section. The regularity assertions in the Proposition are justified as in [GMWZ4],
Prop. 5.7. Regularity is expressed in terms of the following spaces:
Definition A.1. 1. Let Hs (resp. Hsb ) be the standard Sobolev space on [−T0, T0] × Ω
(resp. [−T0, T0]× ∂Ω).
2. Let H˜s be the set of functions V (t, x0, Z) on [−T0, T0] × ∂Ω × R+ such that V ∈
C∞(R+,H
s([−T0, T0]× ∂Ω)) and satisfies
|∂kZV (t, x0, Z)|Hsb ≤ Ck,se−δ|Z| for all k(A.24)
for some δ > 0.
Proposition A.2 (Approximate solutions). Assume (H1)-(H6) (with (H4′) replacing (H4)
in the symmetric-dissipative case). For given integers m ≥ 0 and M ≥ 1 let
s0 > m+
7
2
+ 2M +
d+ 1
2
.(A.25)
Suppose that the inviscid solution u0 as in (A.2) satisfies the uniform Lopatinski condition
and that the profiles W (Z, u0(t, x0)) are transversal. Assume u
0 ∈ Hs0 and u0|∂Ω ∈ Hs0b .
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Then one can construct ua as in (A.3) satisfying:
Lǫua = ǫMRM (t, x) on [−T0
2
, T0]× Ω
Υ(ua, ∂Tu
2
a, ∂νu
2
a) = (g1, g2, 0) on ∂Ω.
(A.26)
We have
uj(t, x) ∈ Hs0−2j , V j(t, x0, Z) ∈ H˜s0−2j,(A.27)
and RM(t, x) satisfies
(a) |(∂t, ∂x0 , ǫ∂z)αRM |L2 ≤ Cα for |α| ≤ m+
d+ 1
2
(b) |(∂t, ∂x0 , ǫ∂z)αRM |L∞ ≤ Cα for |α| ≤ m.
(A.28)
In a collar neighborhood of ∂Ω, ∂x0 denotes an arbitrary vector field tangent to ∂Ω . Away
from such a neighborhood, ∂x0 can be a completely arbitrary vector field.
B The Tracking Lemma and construction of symmetrizers
In this appendix, we discuss further the high-frequency analysis of Section 3.2, in particular
completing the proof of Theorem 3.6 by a treatment of the remaining (much easier) elliptic
case. Recall that Theorem 3.6, together with its easy consequences Corollary 3.7 and
Proposition 3.8, allows us to reduce to considering only a compact set of frequencies in the
stability analysis of many kinds of layers. We applied this result in showing, for example,
that Evans stability of small amplitude layers follows from Evans stability of the limiting
constant layer.
In the process we prove a useful and previously unremarked relation between the track-
ing lemma of [ZH, MaZ3, PZ] and the construction of high-frequency symmetrizers as in
[MZ1, GMWZ3, GMWZ4, GMWZ6]. In particular, we state the result (used implicitly
in [GMWZ6]) that existence of a k-family of symmetrizers implies continuity of decaying
subspaces in the high-frequency limit (tracking). A similar argument was used in [MZ3] to
establish continuity of subspaces in the low-frequency limit.
B.1 Abstract setting
Consider a generalized resolvent ODE
(B.1) U ′ − Gˇ(z, p, ε)U = F,
where ′ denotes ∂z and (p, ε) comprise frequencies and model parameters, in the limit as
ε→ 0. We are interested in the situation, as in the high-frequency regime, that Gˇ is “slowly
varying” in the sense that Gˇ′ is small in an appropriate sense compared to Gˇ.
The following proposition gives one version of this notion in a simple case.
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Proposition B.1. (a) Assume the M ×M matrix Gˇ(z, p, ε) is a C∞ function of
(z, p, ε) ∈ [0,∞) × P × (0, 1](B.2)
for some parameter set P , and that |Gˇ| ≥ c1 > 0 for c1 independent of (z, p, ε). Suppose
|∂z Gˇ|
|Gˇ|2 → 0 as ε→ 0 uniformly with respect to (z, p),(B.3)
and suppose
gap(Gˇ)
|Gˇ| ≥ c0 > 0 for c0 independent of (z, p, ε).(B.4)
Here, gap(M) denotes the spectral gap of a matrix M , defined as the minimum absolute
value of the real parts of the eigenvalues of M . There exists a conjugating transformation
T (Gˇ) taking Gˇ to block-diagonal form
(B.5) T GˇT−1 =
(
M+ 0
0 M−
)
, ℜM+ > η(z, p, ε) and ℜM− < −η(z, p, ε),
where η := gap(Gˇ) ≥ c0|Gˇ|. For fixed c0 > 0 as in (B.4) the matrix T (Gˇ(z, p, ε)) satisfies
(a) |T | ≤ C, (b) |T−1| ≤ C, (c) |Tz| ≤ C|Gˇz|/|Gˇ|,(B.6)
uniformly with respect to (z, p, ε).
(b) Setting U = T−1V in (B.1), we obtain
(B.7)
V ′ − G˜(z, p, ε)V = F˜ ,
G˜ := G˜p +Θ(z, p, ε),
G˜p :=
(
M+ 0
0 M−
)
, |Θ| ≤ δ,
where δ(z, p, ε) = δ := C|∂zGˇ|/|Gˇ|, and so
δ/η → 0 as ε→ 0 uniformly with respect to (z, p).(B.8)
Proof. (a). Consider the matrix K := Gˇ/|Gˇ| which has a spectral gap uniformly bounded
away from 0 by assumption. It follows by standard matrix perturbation theory [Kat] that
there exists a smooth transformation T (K) taking K to block-diagonal form
(B.9) TKT−1 =
(
N+ 0
0 N−
)
, ℜN+ > c0 and ℜN− < −c0
and satisfying (B.6)(a), (b). Clearly the same T satisfies (B.5). Moreover, with obvious
notation we have
|Tz| ≤ |dT/dK| |dK/dGˇ | |Gˇz| ≤ C|Gˇz|/|Gˇ|.(B.10)
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(b). Defining V by U = T−1V , substituting in (B.1), and using (B.9) yields (B.7)
with
F˜ = TF, Θ = −T (T−1)z,(B.11)
so by (B.6) |Θ| ≤ C|Gˇz|/|Gˇ|. Thus, (B.8) follows from the assumption (B.3).
For example, in the application of Proposition B.1 to the “elliptic zone” in section B.4.1,
we will have
ε = |ζ|−1, |Gˇ| ∼ |ζ|, |Gˇz| ∼ |ζ|, and so δ ∼ 1, η ∼ |ζ|.(B.12)
Depending on the application, η may be bounded, go to zero, or go to infinity as ε → 0,
and likewise |Gˇ|. In some sense this is artificial, since the scale of Gˇ (and thus of η) may be
changed arbitrarily by rescaling the independent variable z; however, it is convenient not
to have to rescale.
More generally, following [MaZ3], we take the existence of a transformation to form
(B.7)–(B.8) as defining the notion of a slowly-varying coefficient G. The construction of
such transformations must in general be done quite carefully by hand, and does not follow
by a simple argument like that of Proposition B.1; see for example the treatment in Section
7, [GMWZ6], and here in the proof of Theorem 3.6 of the general case away from the
elliptic zone. Proposition B.1 suffices to treat strictly parabolic systems, as pointed out in
[GZ, ZH, Z3].
B.2 Tracking
For systems (B.1) as above, we have the following version of the “tracking lemma” of [MaZ3].
The lemma implies that in the modified coordinates of (B.7), under assumption (B.8), the
subspace of initial data at z0 ∈ R of decaying (resp. growing) solutions of the homogeneous
equation approximately “tracks” the stable (resp. unstable) subspace of the principal part
G˜p = blockdiag{M+,M−} evaluated at z0 in the sense that one subspace approaches the
other uniformly as ε→ 0.
In view of (B.8) we will often suppress the dependence of δ and η on (z, p) in what
follows and simply write δ(ε), η(ε).
Proposition B.2 ([MaZ3]). Consider an approximately diagonalized system (B.7) with
F˜ ≡ 0 satisfying bound (B.8).
(i) For all 0 < ǫ ≤ ǫ0, there exist (unique) linear transformations Φǫ1(z, p) and Φǫ2(z, p),
with C∞ dependence on (z, p, ε) for which the graphs
{(Z1,Φǫ2(z, p)Z1)} and {(Φǫ1(z, p)Z2, Z2)}
are invariant under the flow of (B.7). The graphs consist precisely of the initial data
at z = z0 of solutions of (B.7) that are respectively exponentially growing and decaying.
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Moreover, the functions Φεj satisfy
|Φǫ1|, |Φǫ2| ≤ Cδ(ǫ)/η(ǫ) for all z.
(ii)In particular, the subspace E−(p, ε) of data at z = 0 for which the solution of (B.7)
decays as z → +∞ is given by the graph {(Φε1(0, p)v−, v−) : v− ∈ CdimM−} and converges
as ε→ 0 to E˜− := {(0, v−) : v− ∈ CdimM−}.
Proof. This can be proved by a contraction mapping argument carried out on the
“lifted” equations governing the flow of the conjugating matrices Φεj ; see Appendix C,
[MaZ3] for details. Proposition B.4 provides an alternative proof of part(ii), which is the only
part we use in this paper, in the case that G˜ exponentially approaches a limit as z → +∞
for each fixed p, ε (not necessarily uniformly), which holds always in our applications. A
related proof based on energy estimates/invariant cones appears in [ZH, Z1].
B.3 Symmetrizers
With the same initial preparations (i.e., reduction to form (B.7)), one may also obtain
directly bounds on the inhomogeneous resolvent equation by the method of Kreiss sym-
metrizers [K, MZ1]. Consider (B.1) on [0,+∞), augmented with some specified boundary
condition
(B.13) Γ(p, ε)U = G, where |Γ(p, ε)| ≤ C,
uniformly for p ∈ P , ε ∈ (0, 1]. The corresponding boundary condition for the conjugated
problem (B.7) is then
Γ˜(p, ε)V := Γ(p, ε)T−1(0, p, ε)V = G.(B.14)
Defining E˜−(p, ε) as the stable subspace of the principal part blockdiag{M+,M−} evaluated
at z0 = 0 (i.e., E˜− := {(0, v) : v ∈ CdimM−}) and defining the “frozen-coefficients Evans
function”
(B.15) D˜(p, ε) := det(E˜−, ker Γ˜),
we have the following result.
Proposition B.3. Consider the problem (B.1), (B.13) under the assumptions of Proposi-
tion B.2. Assume this problem is “frozen-coefficients stable” in the sense that |D˜| ≥ c0 > 0
for ε > 0 sufficiently small, uniformly with respect to p ∈ P . Then for some C > 0 that can
be taken independent of p ∈ P and ε sufficiently small,
(B.16)
√
η‖U‖L2(R+) + |U(0)| ≤ C(‖F˜‖L2(R+)/
√
η + |G|).
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Proof. 1. In view of the properties (B.5), (B.6) of the conjugating transformation T , it
suffices to prove the estimate (B.16) for V satisfying the conjugated problem (B.7) and the
boundary condition (B.14).
2. Defining Sk := blockdiag{kId,−Id}, k ≥ 1, we have for ε > 0 sufficiently small,
(i)Sk = S
∗
k , |Sk| ≤ k;
(ii)ℜSkG˜p ≥ η(ε);
(iii)Skv · v ≥ k|Π+v|2 − |Π−v|2,
Here Π± are the projections onto the unstable and stable subspaces of G˜p(0, p, ε). Writing
v = (v+, v−) we have
Π+v = (v+, 0), Π− = (0, v−).(B.17)
Thus Sk is a k-family of symmetrizers in the sense of [GMWZ6].
Taking the real part of the L2 inner product of −SkV with (B.7) and integrating by
parts, we obtain
(1/2)SkV (0) · V (0) + 〈V,ℜ(SkG˜)V 〉 = ℜ〈−SkV,ΘV 〉+ ℜ〈−SkV, F˜ 〉
≤ |Sk|(δ‖V ‖2 + ‖V ‖‖F˜‖).
¿From this we may deduce using (i)–(iii) and δ/η → 0 that, for ε > 0 sufficiently small,
(B.18) k|Π+V (0)|2 + (η/2)‖V ‖2 ≤ k‖V ‖‖F˜‖+ |Π−V (0)|2.
But |det(E˜−, ker Γ˜)| ≥ c0 implies that |Γ˜v| ≥ c|v| for v ∈ E˜−, where c = c(c0, |Γ˜|) > 0.
Thus,
|Π−V (0)| ≤ |Γ˜Π−V (0)| ≤ |Γ˜V (0)|+ |Γ˜Π+V (0)| ≤ |G| + |Γ˜||Π+V (0)|.
Combining with (B.18), taking k sufficiently large relative to |Γ˜|, and using Young’s in-
equality to bound k‖F˜‖‖V ‖ ≤ (η/4)‖V ‖2 + (|k|2/η)‖F˜ ‖2, we obtain the result.
The next Proposition (more precisely, its proof) formulates the new observation that
the conclusion of part (ii) of Proposition B.2 is a consequence of the estimate (B.16); that
is, information provided by the tracking lemma may be deduced as a consequence of the
basic symmetrizer construction.
Proposition B.4. Consider an M ×M system (B.1) satisfying the assumptions of Propo-
sition B.2. Let E−(p, ε) denote the subspace of initial data at z = 0 for which the solution
of
U ′ − Gˇ(z, p, ε)U = 0(B.19)
decays to 0 as z →∞. Let E˜−(p, ε) denote the stable subspace of Gˇ(0, p, ε). Assuming
dimE−(p, ε) = dim E˜−(p, ε) for p ∈ P, ε small.(B.20)
we have
E−(p, ε)→ E˜−(p, ε) as ε→ 0.(B.21)
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Remark B.5. Condition (B.20) holds, for example, if G˜ exponentially approaches a limit
as z → +∞ for each fixed p, ε (not necessarily as z → +∞, by the conjugation lemma,
Lemma 3.1. This is always the case for our applications here.
Proof. 1. Let E−(p, ε) and E˜−(p, ε) be the spaces appearing in Proposition B.2. They are
the exact analogues of E− and E˜− for the conjugated system V
′− G˜V = 0. From (B.5) and
the properties of the conjugator T we have
E−(p, ε) = T
−1(0, p, ε)E−(p, ε)
E˜−(p, ε) = T
−1(0, p, ε)E˜−(p, ε),
(B.22)
so it is equivalent to show
E−(p, ε)→ E˜−(p, ε) = {(0, v−) : v− ∈ CdimM−} as ε→ 0.(B.23)
2. The proof depends on the fact that the estimate (B.16) holds for any boundary
condition satisfying the hypotheses of Proposition B.3. Let W ⊂ CM be any subspace
transverse to the fixed space E˜−(p, ε) and such that dimW
⊥ = dim E˜−(p, ε). Defining ΓW
to be orthogonal projection onto W⊥, we have
ker ΓW =W, rank ΓW = dim E˜−(p, ε).(B.24)
Since |det(E˜−, ker ΓW )| ≥ c0 > 0, the hypotheses of Proposition B.3 are satisfied by the
conjugated system (B.7) with the boundary condition ΓW . Assuming that V is any decaying
solution of V ′ − G˜V = 0, we have V (0) ∈ E−(p, ε). From the estimate (B.16) for the
conjugated problem with F˜ = 0 we deduce
|V (0)| ≤ C|ΓWV (0)| for ε sufficiently small.(B.25)
By (B.20) and Lemma 1.21 this implies
|det(E−(p, ε), ker ΓW | ≥ c > 0,(B.26)
where c depends on C and |ΓW | = 1. Therefore, W is also transverse to E−(p, ε) for ε
sufficiently small. Since we are free to make different choices of W tranverse to E˜(p, ε), this
can only be true if (B.21) holds.
As an immediate consequence of Proposition B.3 and Proposition B.2, part (ii), we
obtain
Corollary B.6. Suppose (B.1) satisfies the assumptions of Proposition B.2, and let
D(p, ε) := det(E−, ker Γ).(B.27)
Then (B.1), (B.13) is “uniformly Evans stable” in the sense that |D| ≥ c0 > 0 for ε > 0
sufficiently small if and only if (B.1), (B.13) is “frozen coefficients” stable in the sense that
D˜(p, ε) := det(E˜−, ker Γ) ≥ c1 > 0(B.28)
for ε sufficiently small. In either case the estimate (B.16) holds.
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Remark B.7. In this presentation, we have subsumed large parts of the usual symmetrizer
construction into the preparatory transformations to the approximately block-diagonal form
(B.7). One of the main points of this development is to demonstrate that tracking and
symmetrizer estimates are essentially automatic once we can reduce a system to form (B.7)–
(B.8). Moreover, all high-frequency estimates derived in [ZH, Z3, GMWZ4, GMWZ6] were
either obtained originally in this way, or may be rephrased in this form.
Remark B.8. Another consequence of Corollary B.6 is that uniform high-frequency Evans
stability implies the maximal estimate (3.8) for ζ ∈ E. Indeed, the estimate (B.16) is
equivalent to (3.8) in this application.
B.4 Application to High Frequencies: Proof of Theorem 3.6
We conclude by illustrating through explicit computations the application of these methods
to the high-frequency analysis of Section 3.2.
Recall from (1.43) the linearized eigenvalue equation Lu = f , where
L = −B(z)∂2z +A(z, ζ)∂z +M(z, ζ)(B.29)
with coefficients given by
(B.30)
B(z) = Bdd(w(z))
A(z, ζ) = Ad(w(z)) −
d−1∑
j=1
iηj
(
Bjd +Bd,j
)
(w(z)) + Ed(z)
M(z, ζ) = (iτ + γ)A0(w(z)) +
d−1∑
j=1
iηj
(
Aj(w(z)) + Ej(z)
)
+
d−1∑
j,k=1
ηjηkBj,k(w(z)) + E0(z).
The Ek are functions independent of ζ which involve derivatives of w and thus converge to
0 at an exponential rate when z tends to infinity. Moreover, we note that
(B.31) E11k = 0, E
12
k = 0 for k > 0.
With (1.2), we also remark that M12 does not depend on τ and γ.
As in (1.45) we rewrite the linearized problem as a first-order system
(B.32) ∂zU − G(z, ζ)U = F, Γ(ζ)U|z=0 = G,
(B.33) G =

G11 G12 G130 0 Id
G31 G32 G33

 ,
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where U = (u, ∂zu
2) = (u1, u2, ∂zu
2) ∈ CN+N ′ and ζ = (γ, τ, η).
Here,
G11 = −(A11)−1M11, G31 = (B22)−1(A21G11 +M21),
G12 = −(A11)−1M12, G32 = (B22)−1(A21G12 +M22),
G13 = −(A11)−1A12, G33 = (B22)−1(A21G13 +A22),
Note that G11, G12, G31 and G33 are first order (linear or affine in ζ), that G32 is second
order (at most quadratic in ζ) and that G13 is of order zero (independent of ζ). We denote
by Gabp their principal part (leading order part as polynomials). We note that
(B.34) Gabp (z, ζ) = Gabp (w(z), ζ) when (a, b) 6= (3, 1),
with
G11p (u, ζ) = −(A11d (u))−1
(
(γ + iτ)A110 (u) +
∑d−1
j=1 iηjA
11
j (u)
)
,
G12p (u, ζ) = −(A11d (u))−1
∑d−1
j=1 iηjA
12
j (u)
G13p (u) = −(A11d (u))−1A12d (u)
G32p (u, ζ) = (B
22(u))−1
∑d−1
j,k=1 ηjηkB
22
j,k(u)
)
,
G33p (u, ζ) = −(B22(u))−1
∑d−1
j=1 iηj
(
B22j,d(u) +B
22
d,j(u)
)
.
The principal term of G3,1 involves derivatives of the profile w. Denoting by p = limz→+∞w(z) =
w(∞) the end state of the profile w, we note that the end state of G31p is
G31p (∞, ζ) = (B22(p))−1
(
(γ + iτ)A210 (p) +
d−1∑
j=1
iηjA
21
j (p) +A
21
d (p)G
11
p (p, ζ)
)
.
There are similar formulas using the matrices Aj and Bj,k of (1.5).
B.4.1 The elliptic zone
We now prove Theorem 3.6 in the easiest case, which is for frequencies ζ lying in the elliptic
zone
(B.35) E := {(τ, γ, η) : γ ≥ δ|ζ| and |η| ≥ δ|ζ|} with δ > 0,
with |ζ| sufficiently large. (Recall that this is the final remaining case not treated in Section
3.2.)
In this case, the factors (1+γ) and Λ(ζ) =
(
τ2+γ2+ |η|4)1/4 appearing in scaling (3.11)
are both of order |ζ|, and so we may replace (3.11) by the simpler rescaling
(B.36)
Jζ(u
1, u2, u3) :=
(|ζ| 12u1, |ζ| 12u2, |ζ|− 12u3) := Uˇ
Jζ(g
1, g2, g3) :=
(|ζ| 12 g1, |ζ| 12 g2, |ζ|− 12 g3) := Gˇ.
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If we define
Γsce (u
1, u2, u3) := (Γ1u
1,Γ2u
2,Kdu
3 + |ζ|−1KT (η)u2),(B.37)
then (B.32) may be written equivalently as
∂zUˇ − Gˇ(z, ζ)Uˇ = Fˇ , Γsce (ζ)Uˇ = Gˇ(B.38)
where
(B.39) Gˇ =

 G11 G12 |ζ|G130 0 |ζ|Id
|ζ|−1G31 |ζ|−1G32 G33

 := (G11 P12P21 P22
)
with obvious definitions of Pab. Note that Gˇ is of order one, while P21 is of order zero.
Thus
(B.40) Gˇ(z, ζ) = Gˇp(z, ζ) +O(1), Gˇp =
(G11p P12p
0 P22p
)
= O(|ζ|),
where the principal part Gˇp is in fact homogeneous degree one in |ζ|, and depends on z only
through the profile w(z) and not its derivatives.
Consider now the Fourier-Laplace transform of the upper triangular system
u1t +
∑
j
A
11
j (w(0))∂ju
1 +
∑
j
A
12
j (w(0))∂ju
2 = 0,
u2t −
∑
j,k
B
22
jk(w(0))∂j∂ku
2 = 0
(B.41)
written as a first-order system:
∂zU − Gut(0, ζ)U = 0.(B.42)
With Uˇ as above observe that we can write (B.42) equivalently as
∂zUˇ − Gˇp(0, ζ)Uˇ = 0.(B.43)
Proposition B.9. Suppose ζ lies in the elliptic zone. Let Eˇ−(ζ) denote the space of initial
data at z = 0 of decaying solutions of ∂zUˇ − Gˇ(z, ζ)Uˇ = 0, and let E˜−(ζ) be the stable
subspace of Gˇp(0, ζ). Then
Eˇ−(ζ)→ E˜−(ζ) as |ζ| → ∞.(B.44)
Proof. With p := |ζ|−1ζ and ε := |ζ|−1 we can write (with slight abuse)
Gˇ(z, ζ) = Gˇ(z, p, ε) and Gˇp(z, ζ) = Gˇp(z, p, ε).(B.45)
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The system (B.38) thus has the form (B.1). By Lemma 7.3(i) of [GMWZ6]) the matrix
Gˇ(z, p, ε) has a spectral gap η(ε) ∼ |ζ| = 1ε . Since
|Gˇ(z, ζ)| ∼ |ζ| and |Gˇz(z, ζ)| ∼ |ζ|,(B.46)
Proposition B.1 implies there is a conjugator T satisfying (B.5),(B.6). Hence δ(ε) ∼ 1 by
(B.10),(B.11), and thus δ/η → 0 as ε→ 0.
By Remark B.5 we can now apply Proposition B.4 to conclude that Eˇ−(ζ) approaches
the stable subspace of Gˇ(0, p, ε) as ε → 0. The O(1) term in (B.40) introduces an O(ε)
difference between the stable subspace of Gˇ(0, p, ε) and that of Gˇp(0, p, ε) (there is an O(ε)
difference between the corresponding conjugators T ), so we conclude (B.44).
Proof of Theorem 3.6 for the elliptic zone. Here we use the notation of the previous Propo-
sition.
1. For ζ ∈ E and Γsce as in (B.38) define a slightly modified rescaled Evans function
Dsce (ζ) = det(Eˇ−(ζ), ker Γ
sc
e ).(B.47)
Using Lemma 1.21 in the same argument that showed the equivalence of estimate (3.10)
and the uniform Evans stability condition Definition 3.4, we see that for ζ ∈ E ,
there exist c0, R such that |Dsc(ζ)| ≥ c0 for |ζ| ≥ R⇔
there exist c1, R
′ such that |Dsce (ζ)| ≥ c1 for |ζ| ≥ R′.
(B.48)
2. Defining a frozen-coefficient Evans function
D˜sc(ζ) = det(E˜−(ζ), ker Γ
sc
e ),(B.49)
we conclude from Corollary B.6 and Proposition B.9 that the conditions (B.48) are equiv-
alent to
there exist c2, R
′′ such that |˜Dsc(ζ)| ≥ c2 for |ζ| ≥ R′′.(B.50)
Recall that E˜−(ζ) is the stable subspace of Gˇp(0, ζ), which defines the problem (B.43)
equivalent to the upper triangular system (B.41).
3. To complete the proof we write
Γsce = (Γ1,Γ
sc
∗ )(B.51)
and observe that
ker Γsce =
(
ker Γ1
0
)
⊕
(
0
ker Γsc∗
)
¿From the form of Gˇp we see that E˜−(ζ) consists of vectors of the form(
va
0
)
, va ∈ S(G11p ) and
( ∗
vb
)
, vb ∈ S(P22p ),(B.52)
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where S(M) denotes the stable subspace ofM . After performing obvious column operations
on D˜sc(ζ) to express the determinant in upper block triangular form, we thus obtain (up
to a sign)
D˜sc(ζ) = det
(
S(G11p ), ker Γ1
)
× det
(
S(P22p ), ker Γsc∗
)
.(B.53)
Although Γsc∗ (ζ) here differs slightly from Γ
sc
∗ (ζ) in (3.20), the argument that established
the equivalence (B.48) allows us to conclude that D2(ζ) (3.20) is bounded away from 0 for
|ζ| large if and only if the second factor on the right in (B.53) is. The first factor equals
D1(ζ) (3.20), so this completes the proof.
Remark B.10. For coupled boundary conditions, the above analysis shows that the high-
frequency Evans condition is more complicated, involving at least the upper triangular system
(B.41) rather than the decoupled (1.8).
B.4.2 The general case
In the remaining frequency regimes
Cδ := {ζ : 0 ≤ γ ≤ δ|ζ|} ∪ {ζ : |η| ≤ δ|ζ|},
δ > 0 sufficiently small, the reduction to form (B.7) is considerably more complicated,
in particular involving multiplication of hyperbolic modes u1 by an exponential weighting
function to obtain definiteness of M±. Moreover, the resulting terms M± depend in hyper-
bolic modes both on derivatives of the profile and on the chosen exponential weight. Thus,
it is no longer true that the effective principal part G˜ after rescaling/appropriate coordinate
transformations involves only frozen coefficients of the triangular system (B.41) as in the
previous case. However, it is still true that the associated stable (resp. unstable) subspaces
of G˜ depend only on those coefficients: indeed, only on the coefficients of the fully decoupled
system (3.17). Thus, the above conclusions about the rescaled Evans function and uniform
high-frequency stability (based on the form of the stable subspaces and not on M±) hold
true in this case as well. The maximal estimates follow likewise from Proposition B.3 as
before, once form (B.7) has been achieved. For detailed treatments, including in particular
an implicit reduction to form (B.7), see Section 3.2 of this paper and Sections 7.2–7.4 of
[GMWZ6].
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