Quaternion Graph Neural Networks by Nguyen, Dai Quoc et al.
Quaternion Graph Neural Networks
Dai Quoc Nguyen Tu Dinh Nguyen Dinh Phung
Monash University, Australia
dai.nguyen@monash.edu
nguyendinhtu@gmail.com Monash University, Australia
dinh.phung@monash.edu
Abstract
We consider reducing model parameters and
moving beyond the Euclidean space to a
hyper-complex space in graph neural net-
works (GNNs). To this end, we uti-
lize the Quaternion space to learn quater-
nion node and graph embeddings. The
Quaternion space, a hyper-complex space,
provides highly meaningful computations
through Hamilton product compared to the
Euclidean and complex spaces. In particu-
lar, we propose QGNN – a new architecture
for graph neural networks which is a gen-
eralization of GCNs within the Quaternion
space. QGNN reduces the model size up to
four times and enhances learning graph rep-
resentations. Experimental results show that
our proposed QGNN produces state-of-the-
art performances on a range of benchmark
datasets for three downstream tasks, includ-
ing graph classification, semi-supervised node
classification, and text classification.
1 Introduction
Graph representation learning is one of the most im-
portant topics for graph-structured data (Hamilton
et al., 2017b; Zhou et al., 2018; Wu et al., 2019; Zhang
et al., 2020), where it aims to construct vector em-
beddings for nodes and graphs. Graph neural network
(GNN)-based approaches become an essential strand
to learn low-dimensional continuous embeddings of the
entire graphs to predict graph labels (Scarselli et al.,
2009; Hamilton et al., 2017b; Zhou et al., 2018; Wu
et al., 2019; Zhang et al., 2020). These approaches
use an Aggregation function (Kipf & Welling, 2017;
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Hamilton et al., 2017a; Velicˇkovic´ et al., 2018) over
neighbors of each node to update its vector represen-
tation iteratively, and then apply a ReadOut pool-
ing function to obtain the embedding of entire graph
(Gilmer et al., 2017; Zhang et al., 2018; Ying et al.,
2018; Verma & Zhang, 2018; Xu et al., 2019). We note
that the GNN-based approaches have been producing
state-of-the-art performances for node and graph clas-
sification tasks.
Nevertheless, as discussed in (Ravasz & Baraba´si,
2003; Liu et al., 2019; Chami et al., 2019), Euclidean
embeddings have high distortion when modeling com-
plex graphs with scale-free and hierarchical structures
such as protein interaction networks and social net-
works. It also has been noted in (Xu et al., 2019; Pei
et al., 2020) that the Euclidean embeddings of differ-
ent nodes (or different graphs) can become increas-
ingly more similar when constructing multiple GNN
layers, hence degrading the representation quality of
the embeddings. Furthermore, existing GNNs (Kipf &
Welling, 2017; Hamilton et al., 2017a; Velicˇkovic´ et al.,
2018; Xu et al., 2019) are not very efficient with the
high number of weight parameters when increasing the
number of layers.
While it has been considered under other contexts, in
this paper, we address the following questions specif-
ically for graph representation learning: (i) Can we
move beyond the Euclidean space to enhance learning
better graph representations? and (ii) Can we reduce
the model parameters encoded in the Aggregation
function, especially in the matrix-vector transforma-
tions between the different Euclidean spaces at the
different GNN layers?
To this end, we propose a novel approach to em-
bed nodes and graphs into the Quaternion space, a
hyper-complex space, with Hamilton product. Some
quaternion-based methods have been applied in im-
age classification (Gaudet & Maida, 2018; Zhu et al.,
2018), speech recognition (Parcollet et al., 2018,
2019b) and knowledge graph (Zhang et al., 2019). The
closely related work is applying quaternion networks
for natural language processing (Tay et al., 2019).
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However, to the best of our knowledge, our work is the
first to investigate quaternion embeddings for general
graphs that could have diverse and different structures,
hence requiring a different solution approach.
Specifically, we present a new architecture for graph
neural networks, named QGNN, which aims to learn
plausible node and graph embeddings within the
Quaternion space. Our approach represents each node
or graph by a quaternion vector, where each vector ele-
ment is a quaternion – a hyper-complex number – con-
sisting of one real and three separate imaginary com-
ponents. In general, we consider the Hamilton product
⊗ in the matrix-vector quaternion multiplications to
transform a given graph between the different Quater-
nion spaces at the different quaternion GNN layers.
We note that this strategy can be flexibly applied to
most of the existing Aggregation functions.
Graph Convolutional Network (GCN) (Kipf &
Welling, 2017) is one of the current state-of-the-art
GNNs for the semi-supervised node classification task.
As noted in (Xu et al., 2019; Chen et al., 2019),
GCN outperforms GSAGE (Hamilton et al., 2017a)
and GAT (Velicˇkovic´ et al., 2018), and produces com-
petitive results compared to other up-to-date GNN
models (Xu et al., 2019; Du et al., 2019) for the
graph classification task. Our proposed QGNN can be
viewed as a generalization of GCNs to the Quaternion
space. Mathematically, the Hamilton product shares
the weight matrix’s quaternion components across the
input vector’s quaternion components during multipli-
cation. This helps to reduce the number of model pa-
rameters up to four times. Besides, any slight change
in any of the four components in the quaternion input
results in an entirely different output (Parcollet et al.,
2019a). This enhances to capture the potential rela-
tions between and within the hidden quaternion lay-
ers to increase the representation quality of the node
and graph embeddings. Through extensive experimen-
tal evaluation, our proposed QGNN has demonstrated
to achieve superior performances, making the state-
of-the-art performances in a wide range of benchmark
datasets for three downstream tasks.
In summary, our contributions can be highlighted as
follows:
• We propose to learn the node and graph em-
beddings within the Quaternion space and in-
troduce our quaternion graph neural networks
QGNN which can be seen as a generalization of
GCNs within the Quaternion space. Our method
reduces the model size up to four times and in-
creases the representation quality of node and
graph embeddings.
• We evaluate the effectiveness of our proposed
QGNN on a variety of benchmark datasets for the
tasks of graph classification, semi-supervised node
classification, and text classification.
• Experimental results show that QGNN obtains
superior accuracies compared to GCN and up-to-
date baseline models, especially producing state-
of-the-art accuracies these benchmark datasets.
2 Related work
We represent each graph G = (V, E , {hv}v∈V), where V
is a set of nodes, E is a set of edges, and hv represents
the Euclidean feature vector of node v ∈ V.
Recent work on graph representation learning has fo-
cused on using graph neural networks (GNNs). In gen-
eral, GNNs aim to update the vector representation of
each node by recursively aggregating and transform-
ing the vector representations of its neighbors (Kipf
& Welling, 2017; Hamilton et al., 2017a; Velicˇkovic´
et al., 2018). After that, GNNs use a ReadOut pool-
ing function to obtain the vector representation of the
entire graph (Gilmer et al., 2017; Zhang et al., 2018;
Ying et al., 2018; Verma & Zhang, 2018; Xu et al.,
2019). Mathematically, given a graph G, we formulate
GNNs as follows:
h(l)v = Aggregation
({
h(l−1)u
}
u∈Nv∪{v}
)
(1)
eG = ReadOut
({ev}∀v∈V) (2)
where h(l)v is the vector representation of node v at the
l-th iteration/layer, Nv is the set of neighbors of node
v, and h(0)v = hv.
There have been many designs for the Aggregation
functions proposed in recent literature. The widely-
used one is introduced in Graph Convolutional Net-
work (GCN) (Kipf & Welling, 2017) as:
h(l)v = g
 ∑
u∈Nv∪{v}
W(l)h(l−1)u
 ,∀v ∈ V (3)
where W(l) is a weight matrix, and g is an activation
function. Besides, a more powerful aggregation func-
tion based on multi-layer perceptrons (MLPs) (e.g.,
two fully-connected layers) is used in Graph Isomor-
phism Network (GIN-0) (Xu et al., 2019):
h(l)v = MLP
(l)
 ∑
u∈Nv∪{v}
h(l−1)u
 ,∀v ∈ V (4)
Following the GIN-0 architecture, we employ a con-
catenation over the vector representations of node v
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at the different layers to construct the node embed-
ding ev as:
ev =
[
h(1)v ;h
(2)
v ; ...;h
(L)
v
]
,∀v ∈ V (5)
where L is the index of the last layer. The graph-level
ReadOut function can be a simple sum pooling or
a more advanced pooling such as sort pooling (Zhang
et al., 2018), hierarchical pooling (Cangea et al., 2018),
and differentiable pooling (Ying et al., 2018). As the
sum pooling often produce the state-of-the-art perfor-
mance (Xu et al., 2019), we utilize the sum pooling to
obtain the embedding eG of the entire graph G as:
eG = ReadOut
({ev}∀v∈V) = ∑
v∈V
[
h(1)v ;h
(2)
v ; ...;h
(L)
v
]
(6)
3 Quaternion graph neural networks
3.1 Quaternion background
Recently the use of hyper-complex vector space has
considered on the Quaternion space (Hamilton, 1844)
consisting of one real and three separate imaginary
axes. It provides highly expressive computations
through the Hamilton product compared to the real-
valued and complex vector spaces. The Quaternion
space has been applied to image classification (Zhu
et al., 2018; Gaudet & Maida, 2018), speech recogni-
tion (Parcollet et al., 2018, 2019b), knowledge graph
(Zhang et al., 2019), and natural language processing
(Tay et al., 2019).
We provide key notations and operations related to
quaternion space required for our later development.
Additional details can further be found in (Parcollet
et al., 2019a).
A quaternion q ∈ H is a hyper-complex number con-
sisting of one real and three separate imaginary com-
ponents (Hamilton, 1844) defined as:
q = qr + qii + qj j + qkk (7)
where qr, qi, qj , qk ∈ R, and i, j, k are imaginary units
that i2 = j2 = k2 = ijk = −1. Correspondingly, a
n-dimensional quaternion vector q ∈ Hn is defined as:
q = qr + qii + qj j + qkk (8)
where qr, qi, qj , qk ∈ Rn. The operations for the
Quaternion algebra are defined as follows:
Addition. The addition of two quaternions q and p
is defined as:
q+p = (qr+pr)+(qi+pi)i+(qj+pj)j+(qk+pk)k (9)
Norm. The norm ‖q‖ of a quaternion q is defined
as: ‖q‖ =
√
q2r + q
2
i + q
2
j + q
2
k . And the normalized
or unit quaternion q/ is defined as: q/ = q‖q‖
Scalar multiplication. The multiplication of a
scalar λ and a quaternion q is defined as:
λq = λqr + λqii + λqj j + λqkk (10)
Conjugate. The conjugate q∗ of a quaternion q is
defined as: q∗ = qr − qii− qj j− qkk
Hamilton product. The Hamilton product ⊗ (i.e.,
the quaternion multiplication) of two quaternions q
and p is defined as:
q ⊗ p = (qrpr − qipi − qjpj − qkpk)
+ (qipr + qrpi − qkpj + qjpk)i
+ (qjpr + qkpi + qrpj − qipk)j
+ (qkpr − qjpi + qipj + qrpk)k (11)
We can express the Hamilton product of q and p in
the following form:
q ⊗ p =

1
i
j
k

> 
qr −qi −qj −qk
qi qr −qk qj
qj qk qr −qi
qk −qj qi qr


pr
pi
pj
pk
 (12)
We note that the Hamilton product is not commuta-
tive, i.e., q ⊗ p 6= p⊗ q.
Concatenation. In our approach, we further define
a concatenation of two quaternion vectors q and p as:
[q;p] = [qr;pr]+ [qi;pi] i+
[
qj ;pj
]
j+[qk;pk] k (13)
3.2 The proposed QGNN
Note that we use the superscript Q to denote the
Quaternion space in the later part of this section.
3.2.1 Node classification
We consider a graph G where each node belongs to one
of class labels. We are given the labels of a subset of V.
The task is to predict the labels of remaining nodes.
3.2.2 Graph classification
Given a set of M disjoint graphs {Gm}Mm=1 and their
corresponding class labels {ym}Mm=1 ⊆ Y, the task is
to learn an embedding eGm for each entire graph Gm
to predict its label ym.
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Figure 1: Illustration of our QGNN.
3.2.3 The proposed QGNN
It can be seen that existing GNNs (Kipf & Welling,
2017; Hamilton et al., 2017a; Velicˇkovic´ et al., 2018;
Xu et al., 2019) are not very efficient with the explo-
sive number of parameters when increasing the number
of layers. Furthermore, as mentioned in (Xu et al.,
2019; Pei et al., 2020), the Euclidean embeddings of
the different nodes (or the different graphs) become
more and more similar when we increase the num-
ber of layers. This is partially explained in Ravasz &
Baraba´si (2003); Liu et al. (2019); Chami et al. (2019)
that the Euclidean embeddings have high distortion
when modeling the complex graphs with scale-free and
hierarchical structures. This motivates us to consider
the hyper-complex space and propose QGNN, a gen-
eralized variant of GCNs within the Quaternion space,
to deal with these issues.
Specifically, in our proposed QGNN as illustrated in
Figure 1, the Aggregation function at the l-th layer
is defined as:
h(l),Qv = g
 ∑
u∈Nv∪{v}
W(l),Q ⊗ h(l−1),Qu
 ,∀v ∈ V
(14)
where we use the superscript Q to denote the Quater-
nion space; h(0),Qv is the quaternion feature vector of
node v; W(l),Q is a quaternion weight matrix; and g
can be a nonlinear activation function such as ReLU
and can be adopted to each quaternion element (Par-
collet et al., 2019b) as:
g(q) = g(qr) + g(qi)i + g(qj)j + g(qk)k (15)
Correspondingly, we represent the quaternion vector
hQu ∈ Hn and the quaternion weight matrix WQ ∈
Hm×n, where we omit the layer index (l) for the sake
of clarity, as:
hQu = hu,r + hu,ii + hu,j j + hu,kk (16)
WQ = Wr + Wii + Wj j + Wkk (17)
where hu,r,hu,i,hu,j ,hu,k ∈ Rn; and
Wr,Wi,Wj ,Wk ∈ Rm×n. We now express the
Hamilton product ⊗ between WQ and hQu derived
from Equation 12 as: WQ ⊗ hQu =
1
i
j
k

> 
Wr −Wi −Wj −Wk
Wi Wr −Wk Wj
Wj Wk Wr −Wi
Wk −Wj Wi Wr


hu,r
hu,i
hu,j
hu,k
 (18)
As we can see in Equation 18, the weight quaternion
components Wr,Wi,Wj , and Wk are shared when
performing the Hamilton product; while in the Eu-
clidean space, all the elements of the weight matrix
are different parameter variables (Tay et al., 2019).
Thus, within the Quaternion space, the number of pa-
rameters is reduced up to four times, similar to the
parameter saving reported in (Parcollet et al., 2019b;
Tay et al., 2019). Note that this parameter reduction
can also be applied to most of the other existing Ag-
gregation functions, such as in GIN-0 (Equation 4).
Furthermore, the quaternion components
Wr,Wi,Wj , and Wk of the weight matrix W
Q
are also shared across the quaternion components
hu,r,hu,i,hu,j , and hu,k of the input h
Q
u in the
Hamilton product. Therefore, if we use any slight
Dai Quoc Nguyen, Tu Dinh Nguyen, Dinh Phung
change in the input, we get an entirely different
output (Parcollet et al., 2019a), leading to a different
performance. This phenomenon enforces the model to
learn the potential relations within a hidden layer and
among the different hidden layers, hence increasing
the representation quality of the node and graph
embeddings. Our qualitative and accuracy results (in
Section 5) verify that this learning helps our QGNN
to outperform GCN using the same base architecture.
QGNN for node classification. We consider
h(L),Qv , which is the quaternion vector representation
of node v at the last QGNN layer. Because the learning
process to predict the class labels is in the Euclidean
space, we vectorize h(L),Qv to obtain the node represen-
tation xv as:
xv = Vec
(
h(L),Qv
)
=
[
h(L)v,r ;h
(L)
v,i ;h
(L)
v,j ;h
(L)
v,k
]
(19)
where Vec(.) denotes a concatenation of the four com-
ponents of the quaternion vector. To perform the semi-
supervised node classification task, we follow (Kipf &
Welling, 2017) to construct (on top of the last QGNN
layer) a GCN layer followed by a softmax activation
function as follows:
yˆv = softmax
 ∑
u∈Nv∪{v}
W1xu
 ,∀v ∈ V (20)
QGNN for graph classification. Following Equa-
tion 6, we obtain the quaternion embedding eQG of the
entire graph G as:
eQG =
∑
v∈V
[
h(1),Qv ;h
(2),Q
v ; ...;h
(L),Q
v
]
(21)
xG = Vec
(
eQG
)
(22)
To perform the graph classification task, we also use
the Vec(.) to vectorize eQG to obtain the final graph
embedding xG , which is fed to a single fully-connected
layer followed by the softmax layer to predict the graph
label as:
yˆG = softmax (W2xG + b) (23)
We then learn the model parameters for both the clas-
sification tasks by minimizing the cross-entropy loss
function.
Parameter initialization . Parcollet et al. (2019b)
and Zhang et al. (2019) used a specialized scheme to
initialize the parameters in the quaternion weight ma-
trices, while Zhu et al. (2018) and Tay et al. (2019) ap-
plied the Glorot initialization (Glorot & Bengio, 2010)
that is also used in previous GNN works such as GCN
(Kipf & Welling, 2017); hence we use the Glorot initial-
ization for a fair comparison with the previous works.
The quaternion feature vectors h(0),Qv . As shown
in Equation 14, we consider how to initialize the
quaternion feature vectors h(0),Qv of nodes v. Note that
we evaluate our QGNN on benchmark datasets where
the Euclidean feature vectors hv are typically given
and pre-fixed (as mentioned in Section 2). An option
is to set hv for h
(0)
v,r ; and the three imaginary compo-
nents h
(0)
v,i ,h
(0)
v,j , and h
(0)
v,k can be initialized using the
Glorot initialization and then updated during train-
ing. But we see that each vector element within the
Euclidean feature vector hv specifies an individual at-
tribute that lives in an independent space. Thus, one
of our goals is to transfer hv into the the Quaternion
space to learn latent relations among these attributes
in higher quaternion layers to strengthen the graph
representations. To this end, we set the same hv to
the four components of h(0),Qv as:
h(0)v,r = h
(0)
v,i = h
(0)
v,j = h
(0)
v,k = hv (24)
In our pilot experiments, we find that using this simple
mapping scheme can produce competitive accuracies.
Discussion. We refrained from constructing a com-
plex architecture within the Quaternion space using
the advanced Aggregation and ReadOut func-
tions, as our main goal is to introduce a simple and
effective framework that can work well and produce
competitive performances on the benchmark datasets.
Therefore, it is reasonable to propose our QGNN as
a generalized variant of GCNs within the Quaternion
space.
4 Experimental setup
We conduct experiments to evaluate our QGNN on
the tasks of graph classification, semi-supervised node
classification, and text classification. Table 1 reports
the statistics of benchmark datasets used for the three
tasks.
Furthermore, we aim to demonstrate that our QGNN
can strengthen the representation quality of the
learned node and graph embeddings. Thus we use the
same optimal hyper-parameters taken from the origi-
nal papers that we follow for the tasks of node clas-
sification and text classification (i.e., we do not tune
our QGNN’s hyper-parameters for these two tasks), as
presented in Sections 4.2 and 4.3.
4.1 Graph classification
Datasets. We use well-known datasets that are
three social network datasets (consisting of COLLAB,
IMDB-B and IMDB-M) (Yanardag & Vishwanathan,
2015) and four bioinformatics datasets (consisting of
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Table 1: Statistics of the benchmark datasets.
#Avg.N denotes the average number of nodes per
graph. #F denotes the dimension of feature vectors.
#Cls denotes the number of class labels.
Graph #Graphs #Avg.N #F #Cls
COLLAB 5,000 74.5 – 3
IMDB-B 1,000 19.8 – 2
IMDB-M 1,500 13.0 – 3
DD 1,178 284.3 82 2
PROTEINS 1,113 39.1 3 2
PTC 344 25.6 19 2
MUTAG 188 17.9 7 2
Node #Nodes #Edges #F #Cls
Cora 2,708 5,429 1,433 7
Citeseer 3,327 4,732 3,703 6
Pubmed 19,717 44,338 500 3
Text #Training #Test #Words #Cls
20NG 11,314 7,532 42,757 20
R8 5,485 2,189 7,688 8
R52 6,532 2,568 8,892 52
Ohsumed 3,357 4,043 14,157 23
MR 7,108 3,554 18,764 2
DD, MUTAG, PROTEINS, and PTC). The social net-
work datasets do not have available node features;
thus, we follow (Niepert et al., 2016; Zhang et al., 2018)
to use node degrees as features on these datasets.
Evaluation protocol. We follow (Xu et al., 2019;
Xinyi & Chen, 2019; Maron et al., 2019a; Seo et al.,
2019; Chen et al., 2019) to use the same data splits
and the same 10-fold cross-validation scheme to calcu-
late the classification performance for a fair compari-
son. We compare our QGNN with up-to-date strong
baselines and report the baseline results published in
the original papers or reported in (Ivanov & Burnaev,
2018; Verma & Zhang, 2018; Xinyi & Chen, 2019; Chen
et al., 2019; Seo et al., 2019).
Training protocol. We vary the number of hidden
layers in {1, 2, 3, 4, 5}, and the hidden size (i.e., the
number of quaternions in the hidden layers) in {8, 16,
32, 64}. We set the batch size to 4 and use the Adam
optimizer (Kingma & Ba, 2015) with the initial learn-
ing rate ∈ {5e−5, 1e−4, 5e−4, 1e−3}. We run up to 100
epochs to evaluate our trained model.
4.2 Node classification
Datasets. We use three benchmark datasets con-
sisting of Cora, Citeseer (Sen et al., 2008) and
Pubmed (Namata et al., 2012) that are citation net-
works. In each dataset, each node represents a docu-
ment, and each edge represents a citation link between
two documents. Each node is also associated with a
feature vector of a bag-of-words. Each node is assigned
a class label representing the main topic of the docu-
ment.
Evaluation protocol. As mentioned in (Fey &
Lenssen, 2019), the experimental setup used in (Kipf
& Welling, 2017; Velicˇkovic´ et al., 2018) is not fair to
show the effectiveness of existing GNN models when
only using one fixed data split of training, validation
and test sets from (Yang et al., 2016). Therefore, for
a fair comparison, we use the same 10 random data
splits used in (Pei et al., 2020), where each data split
consists of 60%, 20%, 20% numbers of nodes, equally
distributed for each node class, for training, validation
and testing respectively. We also follow (Pei et al.,
2020) to report the average accuracy on the test sets
across the 10 data splits.
Training protocol. The architecture used by Pei
et al. (2020) is a 2-layer GCN, wherein the hidden
sizes are 16 for Cora and Citeseer, and 64 for
Pubmed. Hence, for fair comparison, here, we con-
struct 1-layer QGNN followed by 1-layer GCN (refer
to our QGNN for node classification described in Sec-
tion 3.2); and four times less numbers of quaternion
hidden units which are 4 for Cora and Citeseer,
and 16 on Pubmed, so that, after flattening and con-
catenating, we obtain the embedding vectors with the
same dimension. We also set the same Adam initial
learning rate to 0.05, and the same number of epochs
to 100 for both Cora and Citeseer; while they are
0.1 and 200 respectively for Pubmed.
4.3 Text classification
Datasets. Yao et al. (2019) proposed to transform a
collection of text documents into a graph representing
words and documents as nodes. Each edge between
two word nodes is weighted using point-wise mutual
information, and each edge between a document node
and a word node is weighted using the term frequency-
inverse document frequency. Hence they could use
GCN to predict the class labels of the document nodes
(i.e., becoming the node classification task). Thus we
follow them to use five benchmark datasets consisting
of 20NG, R8, R52, Ohsumed, and MR.
Evaluation protocol. Following (Yao et al., 2019),
we report the mean and standard deviation over 10
runs.
Training protocol. Yao et al. (2019) also used 2-
layer GCN to perform the text classification with the
hidden size of 200. Therefore, we use 1-layer QGNN
followed by 1-layer GCN with the quaternion hidden
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Figure 2: Visualization of node representations on Cora.
Table 2: Graph classification accuracies (%). The best scores are in bold.
Model COLLAB IMDB-B IMDB-M DD PROTEINS MUTAG PTC
DGK (2015) 73.09 ± 0.25 66.96 ± 0.56 44.55 ± 0.52 73.50 ± 1.01 75.68 ± 0.54 87.44 ± 2.72 60.08 ± 2.55
PSCN (2016) 72.60 ± 2.15 71.00 ± 2.29 45.23 ± 2.84 77.12 ± 2.41 75.89 ± 2.76 92.63 ± 4.21 62.29 ± 5.68
GSAGE (2017a) 79.70 ± 1.70 72.40 ± 3.60 49.90 ± 5.00 65.80 ± 4.90 65.90 ± 2.70 79.80 ± 13.9 –
GAT (2018) 75.80 ± 1.60 70.50 ± 2.30 47.80 ± 3.10 – 74.70 ± 2.20 89.40 ± 6.10 66.70 ± 5.10
GCAPS (2018) 77.71 ± 2.51 71.69 ± 3.40 48.50 ± 4.10 77.62 ± 4.99 76.40 ± 4.17 – 66.01 ± 5.91
DGCNN (2018) 73.76 ± 0.49 70.03 ± 0.86 47.83 ± 0.85 79.37 ± 0.94 75.54 ± 0.94 85.83 ± 1.66 58.59 ± 2.47
AWE (2018) 73.93 ± 1.94 74.45 ± 5.83 51.54 ± 3.61 71.51 ± 4.02 – 87.87 ± 9.76 –
CapsGNN (2019) 79.62 ± 0.91 73.10 ± 4.83 50.27 ± 2.65 75.38 ± 4.17 76.28 ± 3.63 86.67 ± 6.88 –
IEGN (2019b) 77.92 ± 1.70 71.27 ± 4.50 48.55 ± 3.90 – 75.19 ± 4.30 84.61 ± 10.0 59.47 ± 7.30
DSGC (2019) 79.20 ± 1.60 73.20 ± 4.90 48.50 ± 4.80 77.40 ± 6.40 74.20 ± 3.80 86.70 ± 7.60 –
PPGN (2019a) 81.38 ± 1.42 73.00 ± 5.77 50.46 ± 3.59 – 77.20 ± 4.73 90.55 ± 8.70 66.17 ± 6.54
GIN-0 (2019) 80.20 ± 1.90 75.10 ± 5.10 52.30 ± 2.80 – 76.20 ± 2.80 89.40 ± 5.60 64.60 ± 7.00
GCN (2017) 81.72 ± 1.64 73.30 ± 5.29 51.20 ± 5.13 79.12 ± 3.07 75.65 ± 3.24 87.20 ± 5.11 –
QGNN 81.36 ± 1.31 81.60 ± 4.25 56.87 ± 2.92 83.28 ± 2.45 79.79 ± 3.03 92.59 ± 3.59 77.92 ± 2.59
size of 50. We also use the same hyper-parameter set-
tings, those are 0.02 Adam learning rate and 200 train-
ing epochs.
5 Experimental results
Qualitative result. To qualitatively demonstrate
the effectiveness of our QGNN, we use t-SNE (Maaten
& Hinton, 2008) to visualize the node representations
learned at the first layer of GCN and QGNN on Cora
in Figure 2, where colors denote the class labels. Note
that we vectorize the quaternion representations of
nodes to have real-valued vector inputs for t-SNE. The
figure shows that our QGNN has a better class sepa-
ration, implying the higher quality of the learned node
representations.
Model size. We report the total number of learn-
able parameters for both the GCN and QGNN us-
ing similar architectures on IMDB-B in Table 3. The
GCN’s hidden size is 256; accordingly, the QGNN’s
hidden size is 64. As mentioned in Equation 24, we
Table 3: Number of learnable parameters on IMDB-B
with using the hidden size of 256 in GCN, and corre-
sponding to the hidden size of 64 in our QGNN.
Model GCN QGNN
1-layer 17,152 17,152
2-layer 83,200 34,048
3-layer 149,248 50,944
4-layer 215,296 67,840
5-layer 281,344 84,736
set the Euclidean feature vectors hv to the four compo-
nents of the quaternion feature vectors h(0),Qv of nodes
v, hence the 1-layer QGNN and the 1-layer GCN have
the same number of parameters. For deeper archi-
tectures, we see a remarkable difference between the
model sizes of GCN and QGNN. For example, the size
of the 5-layer GCN is approximately four times larger
than that of the 5-layer QGNN. For this reason, our
proposal of employing the Quaternion space helps to
reduce the model parameters significantly.
Quaternion Graph Neural Networks
Graph classification. Table 2 presents the graph
classification results of our QGNN and other up-to-
date baselines.1 In general, our QGNN produces
state-of-the-art accuracies on most datasets; hence
this demonstrates a notable impact of our model. In
particular, QGNN outperforms all baseline models
on IMDB-B, IMDB-M, DD, PROTEINS and PTC.
QGNN obtains competitive accuracies on COLLAB
and MUTAG, but there are no significant differences
between our U2GNN and the best models on these two
datasets.
Furthermore, our QGNN achieves 4+% absolute
higher accuracies than GCN except for COLLAB,
where we get similar results. But we note that we
found the best results of GCN in (Chen et al., 2019),
where, after obtaining the graph embeddings, Chen
et al. (2019) used two fully-connected layers to predict
the graph labels. This is different from other models
such as GIN-0 and our QGNN where we constructed
a single fully-connected layer.
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Figure 3: Effects of the hidden sizes.
We investigate the effects of the quaternion hidden
sizes for the graph classification task in Figure 3. As
can be seen, the larger hidden sizes result in better
performance for social network data, but there is no
apparent difference in bioinformatics graphs. The pos-
sible reason is that the social networks are denser than
bioinformatics ones, hence requiring larger representa-
tions.
Table 4: Node classification accuracies (%).
Dataset GCN QGNN
Cora 85.77 87.48 ± 1.08
Citeseer 73.68 76.03 ± 1.89
Pubmed 88.13 87.65 ± 0.47
Node classification. Table 4 presents the node
classification accuracies, where the results of GCN are
also taken from (Pei et al., 2020).2 Note that, as men-
tioned in Section 4.2, for a fair comparison, we use the
1Liu et al. (2019) proposed Hyperbolic graph neural net-
works (HGNNs), but not aimed for the well-known bench-
mark datasets in Table 2.
2Pei et al. (2020) did not report the standard deviation.
exactly same experimental setting used in (Pei et al.,
2020), where each dataset has 10 random data splits,
wherein each data split consists of 60%, 20%, 20%
numbers of nodes, equally distributed for each node
class, for training, validation and testing respectively.
We achieve the accuracies of 87.48%, 76.03%, and
87.65% on Cora, Citeseer, and Pubmed respec-
tively. In particular, our QGNN outperforms GCN
on Cora and Citeseer, and produces competitive
results on Pubmed.
Table 5: Text classification accuracies (%).
Dataset GCN QGNN
20NG 86.34 ± 0.09 86.40 ± 0.12
R8 97.07 ± 0.10 97.09 ± 0.15
R52 93.56 ± 0.18 93.97 ± 0.20
Ohsumed 68.32 ± 0.56 68.49 ± 0.42
MR 76.74 ± 0.20 76.67 ± 0.21
Text classification. Table 5 presents the text clas-
sification accuracies our QGNN and GCN, wherein the
results of GCN are also taken from (Yao et al., 2019).
We can see that QGNN works better than GCN on
four datasets, except MR.
Compared with GCN. Our QGNN generalizes
GCN within the Quaternion space. Note that, as
mentioned in Sections 4.2 and 4.3, we use the simi-
lar network architectures and the same optimal hyper-
parameters directly taken from (Pei et al., 2020) and
(Yao et al., 2019) for the tasks of node classification
and text classification respectively (i.e., we do not tune
our QGNN’s hyper-parameters for these two tasks).
In general, the superior performance of our method
over GCN on the three tasks indicates that QGNN
strengthens the node and graph embeddings.
6 Conclusion
In this paper, we propose an effective strategy for em-
bedding nodes and graphs into the Quaternion space,
which can be applied in most of the existing ap-
proaches to reduce the model parameters up to four
times and to increase the representation quality of the
node and graph embeddings. We study this strategy
by introducing our novel quaternion graph neural net-
works, named QGNN, which can be seen as the gener-
alization of GCNs within the Quaternion space. The
experimental results show that our QGNN obtains the
state-of-the-art performances for the tasks of graph
classification, semi-supervised node classification, and
text classification.
Dai Quoc Nguyen, Tu Dinh Nguyen, Dinh Phung
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