In this invited paper we examine the role of Service Function Chaining (SFC) and Network Slicing in providing support for emerging 5G services as data is carried across backhaul and metro networks.
FORWARDING PLANE APPROACHES TO SERVICE FUNCTION CHAINING
In SFC, traffic flows made up of data packets must be steered between service functions instantiated at different places in the network. This is addressed as a two-layer networking problem where transport connectivity (such as IP tunnels, MPLS LSPs, or pseudowires) is use to build pipes between "Service Function Forwarders" (SFFs) in the overlay SFC network, and an SFC encapsulation is used to indicate to which chain of service functions the packet has been assigned and which specific function should be exercised next.
Three SFC encapsulations have been proposed within the IETF:
Network Service Header (NSH)
The IETF's SFC working group has defined the NSH [5] as a layer-independent encapsulation for SFC. The NSH may be seen as a "shim" header that is inserted between the transport encapsulation and the header of the end-to-end user packet. The NSH carries an identifier of the chain that the packet is traversing, an indication of the point on the chain that has been reached (i.e., the next function to be executed), a TTL field that prevents packet loops, and a container for metadata. The NSH is agnostic of the type of payload packet (it may carry IP, MPLS, Ethernet, or anything) and uses a "next protocol" field so that service functions know how to process the payload. Similarly, the NSH can be carried by any transport protocol as packets are routed across the network.
Support for the NSH may require the development of new hardware capabilities as well as extensions to existing software realizations of network functions.
MPLS Logical Representation of the NSH
Multiprotocol Label Switching (MPLS) is a widely deployed forwarding technology that uses labels placed in a packet in a label stack to identify the forwarding actions to be taken at each hop through a network. Actions may include swapping or popping the labels as well, as using the labels to determine the next hop for forwarding the packet. Labels may also be used to establish the context under which the packet is forwarded. [6] New work in the IETF's MPLS working group provides a mechanism to achieve SFC in an MPLS network by means of a logical representation of the NSH in an MPLS label stack. [7] An approach is also provided to install metadata specific to data flows or service chains and to reference it from within data packets.
This technique has the potential to work with existing MPLS forwarding equipment such that SFC features can be more quickly deployed into existing networks using existing equipment.
Segment Routing (SR)
An old paradigm in packet forwarding -source routing -is seeing a renaissance in the form of Segment Routing (SR) under the care of the IETF's SPRING working group. [8] SR places a list of identifiers in a packet header and uses these sequentially to determine the next routing hop or processing function to be applied to the packet. This list is applied to packets when they enter the network so that the routing state is carried in the packets rather than being distributed through the network.
From its inception, SR has included applicability to SFC amongst its objectives. A service function chain may be encoded as a list service functions and their locations. This list can be applied as the user packets as an encapsulation so that all of the information in order to deliver a packet to the service functions is carried along with the packet.
PATH SELECTION AND NETWORK CONTROL FOR SFC
As well as forwarding packets to deliver them to a series of service functions, an SFC system needs to include some other key features. It must provision service function instances within the network, instantiating them on servers or virtual machines, and configuring them to function correctly; it must discover and announce the locations of service functions so that packets can be routed to them; and it must plan and configure service chains so that the correct sequence of functions is executed with consideration of load-balancing and end-to-end delivery characteristics.
Instantiating and Configuring Service Instances
Instantiation of service functions is a classic NFV orchestration issue. That is, a service function is a software component that is loaded, configured, and executed on a virtual machine hosted on a server.
This type of orchestration requires planning both for CPU load and network load: the service function must be instantiated on a server that can support it; sufficient service function instances must be created to support the demands of the traffic (assuming adequate load balancing across the instances); and the service functions must be present where they are needed in the network so that path lengths are not increased unreasonably by steering traffic to the service functions.
It is this last point that makes placement of service function instances more than just a hypervisor operation: awareness of traffic demands, SFC needs, network topology, and the status of network resources are all important.
Service Function Discovery and Advertisement
Once service functions have been instantiated and configured, they must be made available for use. In an SFC network, this involves binding each of them to an SFF (usually a process of discovery) and advertising their location so that packets on a specific SFC can be routed between SFFs for delivery to the service functions, and so that service function chains can be planned. A mechanism for advertising the reachability of service function instances using the BGP routing protocol is being developed by the IETF's BESS working group. [9] 
Planning Service Function Chains
The planning of service function chains can be simple or complex depending on the network features available. A given traffic flow needs to be passed through a sequence of service functions according to the service being delivered and the policies of the network operator; the ordering of the service functions is critical, and the choice of service function instances will depend on current and predicted loads as well as the location of those instances in relation to each other and considering the end points of the traffic flow; the planning process may be made to produce more optimal chains by enhancing it to allow the creation of additional service function instances.
From many aspects, the SFC planning operation is similar to traffic engineering path computation and so may be performed by a suitably enhanced Path Computation Element (PCE). [10] 
Programming SFC Network Components
Once a service function chain has been planned and the necessary service functions have been instantiated, the network must be programmed to forward packets along the chain. In all cases, a Classifier function at the ingress to the network must be instructed how to map packets to a specific chain: this may be a management operation using, for example, a YANG model; or it may use extensions to the PCE communications Protocol (PCEP) such as those suggested in the IETF's PCE working group. [11] Once the Classifier has been programmed it can start encapsulating packets to traverse the service function chain. This may involve adding an NSH, applying MPLS labels, or adding an SR instruction list. The Classifier can then forward packets towards the first SFF either as a direct operation (such as IP forwarding) or by tunnelling them across the underlay network.
Note that, if the SR approach is not used, the SFFs must also be programmed to know how to forward SFC packets to the locally attached service function instances and then onwards to the next SFF. This information can reach the SFFs from a central controller's southbound interface, or may use a protocol such as BGP [9] .
NETWORK SLICING AS A RESOURCE MANAGEMENT TOOL
Network slicing is a mechanism for partitioning network resources for specific uses. This may reserve capacity for certain traffic flows (as in traffic engineering), or it may serve to keep traffic from different users separate as is the case with virtual routing and forwarding (VRF) and layer three virtual private networks (L3VPN).
In the context of the support for different services, network slicing may be a useful resource management tool. For example, it can be utilised to construct a virtual network that can be operated by a service provider's customer as though it was a real and private network. Alternatively, a network operator may use network slicing to reserve resources and dedicate them to the support of an application, service, or customer. Thus, a network slice might be constructed to guarantee bandwidth, low latency, and resiliency for a class of service or a specific user -a feature that is seeing a lot of attention in the context of 5G networking.
The IETF has researched various aspects of network slicing to attempt to determine what work may be applicable within its scope. This has led to several "Birds of a Feather" (BoF) meetings that have discussed potential work. The most recent of these meetings (termed the COMS BoF) investigated Common Operations and Management of Slices as set out in [12] . Other proposals have looked for a narrower scope and aim to re-use existing architecture and protocol tools [4] .
USE CASES IMPACTING THE OPTICAL METRO NETWORK
Although it is possible to conceive of components like amplifiers and opto-electronic converters as chainable network functions within an optical network (such that an optical path must be routed through a sequence of these functions to allow end-to-end delivery), this is not SFC as normally envisioned. That is, SFC is not a process used to apply functions to a path (that is more usually considered as traffic engineering), but is intended to apply those functions to the data (i.e., packets) that travels along a path.
However, many use cases for SFC impact the optical metro network. [13] For example, a large content distribution may require the selection of CDN sources, the routing of traffic through security functions, and the delivery of the traffic to the intended destination through a choice of access gateways. The path chosen must consider the availability of bandwidth between the possible CDN sources, the service functions, and destination gateways, and that may require the establishment of new optical paths or the modification of existing flexible optical paths.
NETWORK SLICING IN A CONVERGED METRO NETWORK
Network slicing may be a particularly effective tool in a metro network especially when it is called upon to deliver high-feature services for packet demands such as those arising from 5G [14] . For example, in order to provide a guarantee of high-bandwidth low-latency connectivity for varying demands across a number of sites (such as might happen in a metro network connecting 5G edge nodes supporting different 5G cells, and various data centres and connectivity to the wider Internet). In such a case, a slice of the metro network can be used to reserve the resources necessary to guarantee service delivery and allow separate management of the parts of the network that are supporting the service.
OPPORTUNITIES FOR FURTHER WORK
The Metro-Haul project [15] aims to design and build a smart optical metro infrastructure able to support traffic originating from heterogeneous 5G access networks, addressing the anticipated capacity increase and its specific characteristics, e.g., mobility, low latency, low jitter etc. The project has set five targets:
1. 100 times more 5G capacity supported over the same optical fibre infrastructure 2. 10 times less energy consumption 3. Latency-aware metro network in which latency-sensitive slices are handled at the metro edge ensuring the metro network adds no additional latency 4. End-to-end SDN-based management framework enabling fast configuration time to set up or reconfigure services: specifically 1 minute for simple network path set-up, 10 minutes for full installation of a new VNF, and 1 hour for setting up a new virtual network 5. Reduction in CAPEX of a factor of 10, plus a reduction in OPEX of at least 20%.
