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a b s t r a c t
Sylvester double sums, introduced first by Sylvester (see Sylvester
(1840, 1853)), are symmetric expressions of the roots of two poly-
nomials, while subresultants are defined through the coefficients
of these polynomials (see Apery and Jouanolou (2006) and Basu
et al. (2003) for references on subresultants). As pointed out by
Sylvester, the twonotions are very closely related: Sylvester double
sums and subresultants are equal up to a multiplicative non-zero
constant in the ground field. Two proofs are already known: that
of Lascoux and Pragacz (2003), using Schur functions, and that of
d’Andrea et al. (2007), using manipulations of matrices. The pur-
pose of this paper is to give a new simple proof using similar in-
ductive properties of double sums and subresultants.
© 2010 Elsevier Ltd. All rights reserved.
1. Definitions and main result
Throughout the paper, K will be a field of characteristic 0.
In this section, we define Sylvester double sums (see Sylvester (1840, 1853)) and subresultants (see
Apery and Jouanolou (2006) and Basu et al. (2003)). We need first some preliminaries and notation.
Let P and Q be two finite families of elements of K . The resultant of P and Q is
Res(P,Q) :=
∏
x∈P,y∈Q
(x− y).
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In particular, identifying X with the subset {X} of the field K(X),
Res(X, P) :=
∏
x∈P
(X − x).
Note that
• Res(P,∅) = 1,
• if P ∩ Q ≠ ∅, then Res(P,Q) = 0,
• Res(X, P ∩ Q) is a gcd of Res(X, P) and Res(X,Q)).
1.1. Sylvester double sums
If P is a finite set and A is a subset of Pwith cardinality a, we use the notation A ⊂a P. The notation
P \ A denotes as usual the set of elements of Pwhich are not in A and P \ x denotes P \ {x}.
If P and Q are two finite sets, and a and b are two natural numbers, the Sylvester double sum with
exponents a, b of P and Q , denoted as Sylva,b(P,Q), is defined by
Sylva,b(P,Q) :=
−
A⊂aP
B⊂bQ
Res(X,A)Res(X, B)
Res(A, B)Res(P \ A,Q \ B)
Res(A, P \ A)Res(B,Q \ B) .
Remark 1.1. Sylvester double sums enjoy the following properties.
1. The degree of Sylva,b(P,Q)with respect to X is at most a+ b.
2. Sylv0,0(P,Q) = Res(P,Q).
3. The Sylvester double sums which are non-zero and of smallest possible degree are closely related
to the gcd of Res(X, P) and Res(X,Q). More precisely, if j is the number of elements of P ∩ Q,
(a) for every a, b such that j = a+b, Sylva,b(P,Q) is amultiple, by a constant (which could possibly
be zero), of the gcd of Res(X, P) and Res(X,Q),
(b) for every a, b such that j > a+ b, Sylva,b(P,Q) = 0.
Properties 1 and 2 follow from the definition. Properties 3(a) and 3(b) follow from the fact that if
♯(A) = a, ♯(B) = b,
• if a+ b = ♯(P ∩ Q) and A ∪ B = P ∩ Q, then
Res(X,A)Res(X, B) = Res(X, P ∩ Q) = gcd(Res(X, P), Res(X,Q)),
• if (a+ b = ♯(P ∩ Q) and A ∪ B ≠ P ∩ Q) or if a+ b < ♯(P ∩ Q), then
Res(P \ A,Q \ B) = 0,
since (P \ A) ∩ (Q \ B) ≠ ∅.
1.2. Subresultants
Let P = Res(X, P) and Q = Res(X,Q) be two monic polynomials with respective degrees p and q,
with q ≤ p:
P =
p−
k=0
αkXp−k; Q =
q−
k=0
βkXq−k.
For j ≤ min(q, p − 1) (i.e. j = q < p or j < q ≤ p), Sylvj(P,Q ) is the matrix for which the rows
are the coordinates of the polynomials, in this order: Xq−1−jP, . . . , P,Q , . . . , Xp−1−jQ in the basis
{Xp+q−j−1, . . . , 1}. It is a matrix of dimension (p+ q− 2j)× (p+ q− j).
For j ≤ q, the subresultant of index j of P and Q , denoted as Sresj(P,Q ), is the determinant of the
matrixMj(P,Q ), whose first (p+ q− 2j− 1) columns are the columns of Sylvj(P,Q ), and whose last
column (the (p+ q− 2j)-th one) has elements Xq−1−jP, . . . , P , Q , . . . , Xp−1−jQ (in this order).
M.-F. Roy, A. Szpirglas / Journal of Symbolic Computation 46 (2011) 385–395 387
So, we have
Mj(P,Q ) =

1 α1 α2 α3 · · · αp+q−2j−2 Xq−j−1P
0 1 α1 α2 · · · αp+q−2j−3 Xq−j−2P
...
...
...
...
...
...
• • • • · · · αp−j−1 P
• • • • · · · βq−j−1 Q
...
...
...
...
...
...
...
0 1 β1 β2 · · · βp+q−2j−3 Xp−j−2Q
1 β1 β2 β3 · · · βp+q−2j−2 Xp−j−1Q

with the convention: αi = 0 for i > p or i < 0 and βi = 0 for i > q or i < 0.
Denote, for k ≤ j, by µk,j(P,Q ) the minor of order (p + q − 2j) of Sylvj(P,Q ) whose first
(p+ q− 2j− 1) columns are the first (p+ q− 2j− 1) columns of Sylvj(P,Q ), and whose last column
is the (p + q − j − k)-th column of Sylvj(P,Q ). Developing the determinant of the matrix Mj(P,Q )
according to its last column, we get
Sresj(P,Q )(X) =
j−
k=0
µk,jXk.
Notation 1.2. We define εk = (−1)[k/2] = (−1)k(k−1)/2.
Remark 1.3. Subresultants have the following properties:
1. The subresultant Sresj(P,Q ) is a polynomial of degree≤j.
2. Sres0(P,Q ) = εpRes(P,Q).
3. The non-zero subresultant with smallest index is a gcd of P and Q .
4. If q < p, Sresq(P,Q ) = εp−qQ .
Properties 1, 2 and 3 are similar to Properties 1, 2 and 3 of Sylvester double sums given in Remark 1.1;
their proofs can be found in Basu et al. (2003). Property 4 follows from the definition.
Moreover we have the following proposition (see Apery and Jouanolou (2006)).
Proposition 1.4. For every j ≤ min(q, p− 1) and every z,
Sresj+1((X − z)P, (X − z)Q ) = (X − z)Sresj(P,Q ).
Proof. Note that, if (X − z)P = Xp+1 +∑p+1k=1 γkXp+1−k, then γk = αk − zαk−1, for all 1 ≤ k ≤ p
and γp+1 = −zαp. Let Nj(P,Q , z) be the matrix obtained by multiplying the last column of Mj(P,Q )
by (X − z) and denote by Cℓ its ℓ-th column. Replacing, for k from 1 to p + q − 2j − 2, Cp+q−2j−k by
Cp+q−2j−k − zCp+q−2j−k−1 in Nj(P,Q , z)we obtain the matrixMj+1((X − z)P, (X − z)Q ). So,
Sresj+1((X − z)P, (X − z)Q ) = det(Mj+1((X − z)P, (X − z)Q )) = det(Nj(P,Q , z))
= (X − z)Sresj(P,Q ). 
Note that it follows immediately from Proposition 1.4 that for every monic polynomial S of degree d,
Sresj+d(SP, SQ ) = S × Sresj(P,Q ).
1.3. Main result
Let P and Q be two monic polynomials without multiple roots, and P and Q the sets of roots of P
and Q in an algebraically closed field containing K . Then,
P = Res(X, P), Q = Res(X,Q).
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The main theorem of the paper is the equality, up to a multiplicative constant in K \ {0}, between
Sylvester double sums of the sets P and Q and subresultants of P and Q . This was stated by Sylvester
(see Sylvester (1840, 1853)). Note thatwe do not study here the case a+b > q; this is done in d’Andrea
et al. (2009).
Main theorem. Let p, q, j, a, b be natural numbers such that a+b = j ≤ min(q, p−1) and q ≤ p. Let P
and Q be two monic polynomials, with respective degrees p and q, without multiple roots, and P and Q the
sets of roots of P and Q in an algebraically closed field containing K . Then Sresj(P,Q ) and Sylva,b(P,Q)
are equal up to a multiplicative constant in K \ {0}. More precisely,
εp−jSylva,b(P,Q) = (−1)a(p−j)

j
a

Sresj(P,Q ).
An important consequence of the main theorem is that the Sylvester sums of degree a + b are
proportional to the polynomials in the remainder sequence of P and Q , since it is well known that the
subresultants are (see for example Basu et al. (2003)). In particular if j = a+ b is the degree of the gcd
of P and Q , Sylva,b(P,Q) is proportional to the gcd of P and Q , which adds an important precision to
Remark 1.1(3).
Themain theorem is proved in Lascoux and Pragacz (2003), as well as in d’Andrea et al. (2007). The
proof in Lascoux and Pragacz (2003) uses Schur functions and their properties. The proof in d’Andrea
et al. (2007) is based on the manipulation of some matrices.
We present here a simple proof by induction on q.
The main ingredients for this proof are the following pair of parallel inductive properties of double
sums and subresultants.
We use the following notation. For any polynomial T ∈ K [X], the evaluation of T at x is denoted by
T (x) andwe denote by cj(T ) the coefficient of the term of degree j of T (with the convention cj(T ) = 0
when j is bigger than the degree of T , or negative).
Property P
(see Lascoux and Pragacz, 2003, Lemma 2.8):
For all y ∈ Q, 0 ≤ j < q ≤ p Sylva,b(P,Q)(y)
and a, b, such that j = a+ b, = (−1)p−jP(y)cj(Sylva,b(P,Q \ y))
PropertyQ:
For all y root of Q and 0 ≤ j < q ≤ p, Sresj(P,Q )(y)
= (−1)p−jP(y)cj

Sresj

P,
Q
X − y

.
Moreover we need to know the values of Sylvester double sums for a+ b = q.
Property F (see Lascoux and Pragacz, 2003, Proposition 2.9):
if a+ b = q < p, Sylva,b(P,Q) = (−1)a(p−q)

q
a

Q .
2. Proof of the main theorem, knowingP ,Q, andF
We now prove the main theorem, using the pair of parallel inductive propertiesP ,Q, and also F .
Proofs of P ,Q, and F are given in Sections 3 and 4.
Proof of the main theorem. We consider p as fixed and proceed by induction on q ≤ p.
The induction hypothesis is the following.
PropertyHq.
For any family Q of cardinality q ≤ p, ∀j ≤ min(q, p− 1), ∀a, bwith j = a+ b, if Q = Res(X,Q),
εp−jSylva,b(P,Q) = (−1)a(p−j)

j
a

Sresj(P,Q ).
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PropertyH0 is satisfied, since j = a = b = 0, Q = ∅,
Sylv0,0(P,∅) = Res(P,∅) = 1,
Sres0(P, 1) = εpRes(P,∅) = εp
by Remark 1.1(2) and 1.3(2); hence, εpSylv0,0(P,∅) = Sres0(P, 1).
We now prove PropertyHq from PropertyHq−1 for every q ∈ IN, 0 < q ≤ p.
If j = q < p the result follows from Remark 1.3(4) and Property F .
If j < q ≤ p, PropertyHq−1 gives for every y ∈ Q,
εp−jSylva,b(P,Q \ y) = (−1)a(p−j)

j
a

Sresj

P,
Q
X − y

.
Moreover, properties P andQ give for all y ∈ Q,
Sylva,b(P,Q)(y) = (−1)p−jP(y)cj(Sylva,b(P,Q \ y))
Sresj(P,Q )(y) = (−1)p−jP(y)cj

Sresj

P,
Q
X − y

.
Hence, for all y ∈ Q,
εp−jSylva,b(P,Q)(y) = (−1)a(p−j)

j
a

Sresj(P,Q )(y).
The two polynomials εp−jSylva,b(P,Q) and (−1)a(p−j)

j
a

Sresj(P,Q ), which are both of degree≤j <
q, coincide at the q points of Q ; they are thus equal.
3. PropertiesP andF for Sylvester double sums
We now prove propertiesP andF for Sylvester double sums. For technical reasons, we prove also
a few other properties. These properties are already proven in Lascoux and Pragacz (2003).We include
new proofs, which we hope are more transparent, for completeness.
Proposition 3.1. 1. For all p, q, j, a, b with q ≥ 1, j = a+ b < q ≤ p, and y ∈ Q, then
Sylva,b(P,Q)(y) = (−1)p−jP(y)cj(Sylva,b(P,Q \ y)).
This is property P .
2. For all p, q, j, a, b such that j = a+ b ≤ q < p− 1, and x ∈ P, then
Sylva,b(P,Q)(x) = (−1)aQ (x)cj(Sylva,b(P \ x,Q)).
3. For all p, q, a, b such that a+ b = p = q, b ≠ 0, for all x ∈ P,
Sylva,b(P,Q)(x) = (−1)aQ (x)cq−1(Sylva,b−1(Q, P \ x)).
4. For all p, q, a, b such that a+ b = p = q, a ≠ 0, for all y ∈ Q,
Sylva,b(P,Q)(y) = (−1)bP(y)cq−1(Sylvb,a−1(P,Q \ y)).
Proof of Proposition 3.1. We first prove that, for all y ∈ Q, for all a, bwith a+b = j, a ≤ p, b ≤ p−1,
Sylva,b(P,Q)(y) = (−1)p−jP(y)
−
A⊂aP
B⊂bQ\y
Res(A, B)Res(P \ A, (Q \ y) \ B)
Res(A, P \ A)Res(B, (Q \ y) \ B) . (1)
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Indeed, since, if y ∈ B, all the terms containing Res(y, B) are zero,
Sylva,b(P,Q)(y) =
−
A⊂aP
B⊂bQ\y
Res(y,A)Res(y, B)
Res(A, B)Res(P \ A,Q \ B)
Res(A, P \ A)Res(B,Q \ B)
=
−
A⊂aP
B⊂bQ\y
Res(y,A)Res(P \ A, y)Res(A, B)Res(P \ A, (Q \ y) \ B)Res(y, B)
Res(A, P \ A)Res(B,Q \ B)
=
−
A⊂aP
B⊂bQ\y
Res(y,A)(−1)p−aRes(y, P \ A)Res(A, B)Res(P \ A, (Q \ y) \ B)Res(y, B)
Res(A, P \ A)Res(B,Q \ B)
= (−1)p−aRes(y, P)
−
A⊂aP
B⊂bQ\y
Res(A, B)Res(P \ A, (Q \ y) \ B)(−1)bRes(B, y)
Res(A, P \ A)Res(B, y)Res(B, (Q \ y) \ B)
= (−1)p−jP(y)
−
A⊂aP
B⊂bQ\y
Res(A, B)Res(P \ A, (Q \ y) \ B)
Res(A, P \ A)Res(B, (Q \ y) \ B) .
Similarly we prove that, for all x ∈ P, for all a, bwith 0 ≤ a ≤ p− 1 and b ≤ q,
Sylva,b(P,Q)(x) = (−1)aQ (x)
−
A⊂aP\x
B⊂bQ
Res(A, B)Res((P \ x) \ A,Q \ B)
Res(A, (P \ x) \ A)Res(B,Q \ B) . (2)
Indeed, if x ∈ A, all the terms containing Res(x,A) are zero, so
Sylva,b(P,Q)(x) =
−
A⊂aP\x
B⊂bQ
Res(x,A)Res(x, B)
Res(A, B)Res(P \ A,Q \ B)
Res(A, P \ A)Res(B,Q \ B)
=
−
A⊂aP\x
B⊂bQ
Res(x, B)Res(x,Q \ B)Res(x,A)Res(A, B)Res((P \ x) \ A,Q \ B)
Res(A, P \ A)Res(B,Q \ B)
= Res(x,Q)
−
A⊂aP\x
B⊂bQ
(−1)aRes(A, x)Res(A, B)Res((P \ x) \ A,Q \ B)
Res(A, x)Res(A, (P \ x) \ A)Res(B,Q \ B)
= (−1)aQ (x)
−
A⊂aP\x
B⊂bQ
Res(A, B)Res((P \ x) \ A,Q \ B)
Res(A, (P \ x) \ A)Res(B,Q \ B) .
We now prove the four items of Proposition 3.1.
1. The result follows from (1) and the fact that the coefficient of degree j of Sylva,b(P,Q \ y) is−
A⊂aP
B⊂bQ\y
Res(A, B)Res(P \ A, (Q \ y) \ B)
Res(A, P \ A)Res(B, (Q \ y) \ B) .
2. The result follows from (2) and the fact that the coefficient of degree j of Sylva,b(P \ x,Q) is−
A⊂aP\x
B⊂bQ
Res(A, B)Res((P \ x) \ A,Q \ B)
Res(A, (P \ x) \ A)Res(B,Q \ B) .
3. We have p = q = a + b. Using (2) and defining A′ = (P \ x) \ A and B′ = Q \ B, we have
#A′ = q − 1 − a = b − 1 and A′ ⊂b−1 P \ x, as well as #B′ = a and B′ ⊂a Q. Moreover
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A = (P \ x) \ A′ and B = Q \ B′. So,
M = Res(A, B)Res((P \ x) \ A,Q \ B)
Res(A, (P \ x) \ A)Res(B,Q \ B)
= Res((P \ x) \ A
′,Q \ B′)Res(A′, B′)
Res((P \ x) \ A′,A′)Res(Q \ B′, B′)
= (−1)
αRes(B′,A′)(−1)βRes(Q \ B′, (P \ x) \ A′)
(−1)γ Res(A′, (P \ x) \ A′)(−1)δRes(B′,Q \ B′)
with α = (b− 1)a, β = ab, γ = a(b− 1), δ = ab and α + β + γ + δ = 0 (mod 2). Thus,
M = Res(B
′,A′)Res(Q \ B′, (P \ x) \ A′)
Res(A′, (P \ x) \ A′)Res(B′,Q \ B′) .
Since
cq−1(Sylva,b−1(Q, P \ x)) =
−
A′⊂b−1P\x
B′⊂aQ
Res(B′,A′)Res(Q \ B′, (P \ x) \ A′)
Res(A′, (P \ x) \ A′)Res(B′,Q \ B′) ,
it follows that
Sylva,b(P,Q)(x) = (−1)aQ (x)cq−1(Sylva,b−1(Q, P \ x)).
4. We have p = q = a+ b. Using (1) and defining A′ = P \ A and B′ = (Q \ y) \ B, we have A′ ⊂b P,
as well B′ ⊂a−1 Q \ y. Moreover A = P \ A′ and B = (Q \ y) \ B′.
N = Res(A, B)Res(P \ A, (Q \ y) \ B)
Res(A, P \ A)Res(B, (Q \ y) \ B)
= Res(P \ A
′, (Q \ y) \ B′)Res(A′, B′)
Res(P \ A′,A′)Res((Q \ y) \ B′, B′)
= Res(A
′, B′)Res(P \ A′, (Q \ y) \ B′)
(−1)abRes(A′, P \ A′)(−1)(a−1)bRes(B′, (Q \ y) \ B′)
= (−1)b Res(A
′, B′)Res(P \ A′, (Q \ y) \ B′)
Res(A′, P \ A′)Res(B′, (Q \ y) \ B′) .
Since
cq−1(Sylvb,a−1(Q \ y, P)) =
−
A′⊂bP
B′⊂a−1Q\y
Res(A′, B′)Res(P \ A′, (Q \ y) \ B′)
Res(A′, P \ A′)Res(B′, (Q \ y) \ B′ ,
it follows that
Sylva,b(P,Q)(y) = (−1)bP(y)cq−1(Sylvb,a−1(P,Q \ y)). 
Proposition 3.2. 1. For all a, b, q, p, a+ b = q < p
Sylva,b(P,Q) = (−1)a(p−q)

q
a

Q .
This is Property F .
2. For all a, b, q, p, a+ b = q = p, then
Sylva,b(P,Q) =

q− 1
b

P +

q− 1
a

Q .
Proof of Proposition 3.2. The proof uses a double induction on q and p. More precisely, we consider:
1. for 0 ≤ q < p, Property Fp,q:
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for all P and Q of respective cardinalities p and q, for all a, b such that a+ b = q,
Sylva,b(P,Q) = (−1)a(p−q)

q
a

Q ,
2. for q ≥ 1, Property Gq:
for all P and Q , each of them of cardinality q, and all a, b such that a+ b = q,
Sylva,b(P,Q) =

q− 1
b

P +

q− 1
a

Q .
Our aim is to prove that properties Fp,q and Gq hold.
We are going to prove:
(1) Property F1,0,
(2) ∀q ∈ IN, Property Fq+1,q implies Property Gq+1,
(3) ∀q ∈ IN, q ≥ 1,Property Gq implies Property Fq+1,q,
(4) ∀p ∈ IN, p > q+ 1, q < p− 1, Property Fp−1,q implies Property Fp,q.
The proofs of properties Fp,q and Gq, and hence that of Proposition 3.2, follow easily from these
inductive statements.
• Proof of (1). In order to prove Property F1,0, we notice that a + b = q = 0; hence a = b = 0,
Q = 1 and we have on one hand
Sylv0,0({x},∅) = Res({x},∅) = 1,
and on the other hand
(−1)a(p−q)

q
a

1 = 1.
Hence, Property F1,0 is true.• Proof of (2).We want to prove Property Gq+1 under the hypothesis of Property Fq+1,q. Here, both
P and Q are of cardinality q+ 1.
Let a+b = q+1. For every x ∈ P and every y ∈ Q, we compute Sylva,b(P,Q)(x) and Sylva,b(P,Q)(y),
to be compared to

q
b

P +

q
a

Q

(x) and

q
b

P +

q
a

Q

(y).
– If a = 0: Sylv0,q+1(P,Q) = Q , Sylv0,q+1(P,Q)(x) = Q (x) and Sylv0,q+1(P,Q)(y) = 0;
q
q+ 1

P +

q
0

Q

(x) = Q (x) since

q
q+ 1

= 0;
q
q+ 1

P +

q
0

Q

(y) = 0 since

q
q+ 1

= 0.
– If b = 0, Sylvq+1,0(P,Q) = P , Sylvq+1,0(P,Q)(x) = 0 and Sylv0,q+1(P,Q)(y) = P(y);
q
0

P +

q
q+ 1

Q

(x) = 0 since

q
q+ 1

= 0;
q
0

P +

q
q+ 1

Q

(y) = P(y) since

q
q+ 1

= 0.
– If a ≠ 0 and b ≠ 0, using Proposition 3.1(3),
Sylva,b(P,Q)(x) = (−1)aQ (x)cq(Sylva,b−1(Q, P \ x)).
Let us apply Property Fq+1,q to (q+ 1, q, a, b− 1) for Q and P \ x. Thus
Sylva,b−1(Q, P \ x) = (−1)a

q
a

P
X − x
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and hence
cq(Sylva,b−1(Q, P \ x)) = (−1)a

q
a

.
Thus
Sylva,b(P,Q)(x) =

q
a

Q (x).
On the other hand,
q
b

P +

q
a

Q

(x) =

q
a

Q (x).
Similarly, using Proposition 3.1(4),
Sylva,b(P,Q)(y) = (−1)bP(y)cq(Sylvb,a−1(P,Q \ y)).
It is possible to apply Property Fq+1,q to (q+ 1, q, b, a− 1) for P and Q \ y.
Sylvb,a−1(P,Q \ y) = (−1)b

q
b

Q
X − y
Sylva,b(P,Q)(x) =

q
b

P(y).
On the other hand,
q
b

P +

q
a

Q

(y) =

q
b

P(y).
The two polynomials

q
b

P +

q
a

Q and Sylva,b(P,Q), which are both of degree a + b = q + 1,
coincide at the 2(q+ 1) points of P and Q. Hence, they are equal.
• Proof of (3). We want to prove Property Fq+1,q under the hypothesis Property Gq. In order to do
that, we apply Property Gq to P \ x and Q (P is of cardinality q+ 1 and Q is of cardinality q).
Sylva,b(P \ x,Q) =

q− 1
b

P
X − x +

q− 1
a

Q .
We deduce
cq(Sylva,b(P \ x,Q)) =

q− 1
b

+

q− 1
a

=

q
a

and, by Proposition 3.1(1), for all x ∈ P,
Sylva,b(P,Q)(x) = (−1)a

q
a

Q (x) = (−1)a(p−q)

q
a

Q (x)
the last equality coming from p− q = 1.
We have two polynomials of degree a + b = q which coincide at the q + 1 points of P; hence
these two polynomials are equal.
• Proof of (4). If q < p− 1, we want to prove Property Fp,q under the hypothesis of Property Fp−1,q.
By Property Fp−1,q, Sylva,b(P \ x,Q) = (−1)a(p−1−q)

q
a

Q , and hence by Proposition 3.1(2),
Sylva,b(P,Q)(x) = (−1)a(p−q)

q
a

Q (x).
The polynomials Sylva,b(P,Q) and (−1)a(p−q)

q
a

Q , which are of degree a+ b = q < p, take the
same values at the p points of P; hence they are equal. 
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4. PropertyQ for subresultants
Proposition 4.1. If y is a root of Q , then, for all 0 ≤ j < q ≤ p,
Sresj(P,Q )(y) = (−1)p−jP(y)cj

Sresj

P,
Q
X − y

.
This is propertyQ.
Proof. We first prove Sresj(P,Q )(y) = (−1)p−jP(y)cj+1Sresj+1 ((X − y)P,Q ).
Suppose first that j < q− 1. We notice the following facts, if j < q− 1 and 1 ≤ ℓ ≤ q− (j− 1):
1.
Xq−(j+1)−ℓ(X − y)P = Xq−(j+1)−ℓ+1P − yXq−(j+1)−ℓP
= Xq−j−ℓP − yXq−j−(ℓ+1)P;
2. if P =∑mk=0 αkXp−k, then
(X − y)P = α0Xp+1 +
p−
k=1
(αk − αk−1y)Xp+1−k − αpy.
So, replacing in matrixMj(P,Q ), for 1 ≤ ℓ ≤ q − j − 1, the ℓ-th row Lℓ by the linear combination of
rows Lℓ − yLℓ+1, we get a matrixM ′j (P,Q ) such that detM ′j (P,Q ) = detMj(P,Q ) and where:
• the first (q− 1− j) rows are the first (q− 1− j) rows ofMj+1((X − y)P,Q );
• the last (p− j) = (p+ 1− (j+ 1)) rows are the last (p− j) rows ofMj+1((X − y)P,Q ) (a matrix
with one less row thanMj(P,Q )).
The matrixM ′j (P,Q ) is equal to
1 α1 − y α2 − yα1 α3 − yα2 · · · αp+q−2j−2 − yαp+q−2j−3 (X − y)Xq−j−2P
0 1 α1 − y α2 − yα1 · · · αp+q−2j−3 − yαp+q−2j−4 (X − y)Xq−j−3P
...
...
...
...
...
...
• • • • · · · αp−j − yαp−j−1 (X − y)P
• • • • · · · αp−j−1 P
• • • • · · · βq−j−1 Q
...
...
...
...
...
...
...
0 1 β1 β2 · · · βp+q−2j−3 Xp−j−2Q
1 β1 β2 β3 · · · βp+q−2j−2 Xp−j−1Q

.
Specializing the matrix M ′j (P,Q ) at y, or, equivalently, specializing its last column at y, we get the
following matrix:
M ′j (P,Q )(y) =

1 α1 − y α2 − yα1 α3 − yα2 · · · αp+q−2j−2 − yαp+q−2j−3 0
0 1 α1 − y α2 − yα1 · · · αp+q−2j−3 − yαp+q−2j−4 0
...
...
...
...
...
...
• • • • · · · αp−j − bαp−j−1 0
• • • • · · · αp−j−1 P(y)
• • • • · · · βq−j−1 0
...
...
...
...
...
...
...
0 1 β1 β2 · · · βp+q−2j−3 0
1 β1 β2 β3 · · · βp+q−2j−2 0

M.-F. Roy, A. Szpirglas / Journal of Symbolic Computation 46 (2011) 385–395 395
where the last columnhas zeros everywhere except in row q− j, where P(y) can be found. Developing
the determinant ofM ′j (P,Q )(y) according to the last column we get
det(M ′j (P,Q )(y)) = det(Mj(P,Q )(y)) = Sresj(P,Q )(y) = (−1)p−jP(y) det(N)
where N is the matrix obtained from M ′j (P,Q ) by deleting its (q − j)-th row and last column, which
gives exactly N = µj+1,j+1((X − y)P,Q ) and det(N) = cj+1Sresj+1((X − y)P,Q ). This ends the proof
for the case j < q− 1.
For the case j = q− 1, then we have Sresq−1(P,Q )(y) = (−1)p−q+1P(y), Sresq((X − y)P,Q ) = Q ,
so cq(Sresq(X−y)P,Q ) = 1, and Sresq−1(P,Q )(y) = (−1)p−jP(y)cq(Sresq(X−y)P,Q ), since j = q−1.
We have proved
Sresj(P,Q )(y) = (−1)p−jP(y)cj+1(Sresj+1((X − y)P,Q )).
To get Proposition 4.1, it suffices to use
Sresj+1((X − y)P,Q ) = (X − y)Sresj

P,
Q
X − y

,
which follows from Proposition 1.4. 
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