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Abstract：The approach based on the local spatial-temporal features has emerged to be the mainstream method in action
recognition area. And various descriptors of local spatial-temporal feature have been presented by researchers. However,
different local features may reflect different emphasis of human activity. In this paper, the ensemble learning methods are
introduced to perform a late fusion of multiple features so as to enhance the expressing ability of the local features. By the
fusion of features, a more effective and robust action classifier can be built up. And the experimental results demonstrate
the robustness and effectiveness of the proposed method.




























几种不同的方法加以描述。Alexander Klaser 等人 [12]对


































































1. 初始化分类器集合 H ={ }确定最大迭代次数 T选择
SVM分类器为弱分类器；
2. For i = 1 到 T do
2.1 从三个训练集中随机选择选择训练集 SkkÎ{1
23}；
2.2 在 Sk 中进行随机有放回抽样，抽样结果形成本
次训练集 Si ；
2.3 利用 Si 训练本次的弱分类 Ci ；
2.4 更新 H 令 H = H {(Ciki)} 其中 ki = k（k 为步
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C(x) = maxcnt(Ci(x
ki)) i = 12T











































i = 1/N i = 12n 上标
则代表迭代次数；
2.For t = 12T 循环迭代
2.1 调用 RBF-SVM 算法，分别在样本集 C1C2C3 和
权重向量 W t 上的训练分类器 ht ；




wti ||ht(xi) - yi
2.3 将错误率最低的分类器作为本次选中的分类器；




2.5 更新样本权重向量W t ：
wt + 1i = w
t
i ´ β
1 - ||ht(xi) - yi
t
2.6 如果迭代次数已经大于等于 T则转 3，否则转 2，
继续下一次迭代；
End_For







































于 HOF，HOG 和 HOB三种信息的 Cuboid特征描述子作
为行为描述的三种基本特征，用于进行特征融合。本文
还采用 KMeans 聚类算法来生成码本库。为了检验算
法 3.1和算法 3.2的鲁棒性，文中通过选择 5种不同的聚
类参数，让 3 种基本特征分别生成 5 种不同尺度的码本










































表 2为算法 3.1在 KTH数据库中各动作类别上的详
细识别结果，表 3 为算法 3.2 在 KTH 数据中各动作类别
上的详细识别结果。从运行结果上可以看到，这两个算














































































































































































表 4 本文的方法与其他方法在 KTH 上识别结果的比较
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性。实验结果表明本文所提出的算法 3.1 和算法 3.2 所
生成的行为分类器具有较好的鲁棒性和较高的准确率。
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