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Abstract
Let C be an additive subgroup of Zn2k for any k ≥ 1. We define a
Gray map Φ : Zn2k −→ Z
kn
2 such that Φ(C) is a binary propelinear code
and, hence, a Hamming-compatible group code. Moreover, Φ is the unique
Gray map such that Φ(C) is Hamming-compatible group code. Using this
Gray map we discuss about the nonexistence of 1-perfect binary mixed
group code.
1 Introduction
Since the famous paper [3] on Z4-linear codes, a large number of articles about
Z4-linear and Zk-modulo codes have appeared. In more recent papers the Gray
map, binary interpretation and concepts introduced in [3] have been generalized,
as in [2] for example.
In [4], it is shown that linear and Z4-linear codes are subclasses of the more
general class of translation invariant propelinear codes. In this paper we prove
that any Z2k-modulo code is a binary propelinear code, but not translation
invariant for k > 2.
The paper is organized as follows. In Section 2 we give the preliminary con-
cepts on distance compatibility, propelinear codes and translation invariant pro-
pelinear codes. In Section 3 we show the correspondence between Z2k-modulo
codes and binary propelinear codes. In section 4 we define mixed group codes
and we generalize the above correspondence for these codes to study which of
them can be perfect. Finally, in Section 5 we point out some remarks and
conclusions.
2 Propelinear codes
Let F n be the n-dimensional binary vector space. We denote by 0 the all-zero
vector. As usual, the (Hamming) distance between two vectors x, y ∈ F n is the
number of coordinates in which they differ and denoted by d(x, y). The weight
of a vector x ∈ F n is the number of its nonzero entries wt(x) = d(0, x).
The concept of (Hamming) distance-compatible operation in F n is defined in
[5] and [1]. If ∗ : F n × F n −→ F n is such an operation, then for all v ∈ F n it
should verify:
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(i) d(v, v ∗ e) = 1 ∀e ∈ F n with wt(e) = 1;
(ii) v ∗ 0 = 0 ∗ v = v;
(iii) v ∗ e = w ∗ e if and only if v = w, for all e ∈ F n with wt(e) = 1.
If (F n, ∗) is a group, then the operation ∗ is distance-compatible if and only
if d(v, v ∗ u) = wt(u) for all vectors u, v ∈ F n. The ‘if’ part is trivial and the
‘only if’ part is shown in [1, Proposition 14]. A binary code C of length n is a
subset of Fn. If this subset is a linear subspace of Fn, then C will be a linear code.
In any case we will call the vectors in C codewords. We denote by (C, ⋆) a code
in F n with a group structure defined by ⋆. This operation could be nondefined
in the whole space F n, but it could induce an action ⋆ : C × F n −→ F n.
Definition 1 Let (C, ⋆) a code in F n and assume the operation ⋆ induces an
action ⋆ : C × F n −→ F n. The action ⋆ is Hamming-compatible if d(x, x ⋆
v) =wt(v), for all x ∈ C and for all v ∈ F n.
Definition 2 A binary code (C, ⋆) of length n is a Hamming-compatible group
code if (C, ⋆) is a group and it is possible to extend ⋆ : C × F n −→ F n to a
Hamming-compatible action.
Of course, given a code C ⊂ F n among all the different group structures,
we are interested in those being Hamming-compatible (assuming we are work-
ing with the Hamming metric). A very general class of such codes are the
propelinear ones, defined in [6]:
Definition 3 Let Sn be the symmetric group of permutations on n elements. A
(binary) code C of length n is said to be propelinear if for any codeword x ∈ C
there is a coordinate permutation πx ∈ Sn verifying the properties:
1. x+ πx(y) ∈ C if y ∈ C.
2. πx ◦ πy = πz ∀y ∈ C, where z = x+ πx(y).
Now, we can define the binary operation ⋆ : C × F n −→ F n such that
x ⋆ y = x+ πx(y) ∀x ∈ C ∀y ∈ F
n.
This operation is clearly associative and closed in C. Since, for any codeword
x ∈ C, x ⋆ y = x ⋆ z implies y = z, we have that x ⋆ y ∈ C if and only if y ∈ C.
Thus, there must be a codeword e such that x ⋆ e = x. It follows that e = 0 is
a codeword and, from 2, we deduce that π0 is the identity permutation. Hence,
(C, ⋆) is a group, which is not Abelian in general; 0 is the identity element in C
and x−1 = π−1x (x), for all x ∈ C. Note that Π = {πx | x ∈ C} is a subgroup of
Sn with the usual composition of permutations.
Lemma 1 Let (C, ⋆) be a propelinear code, then
d(x ⋆ u, x ⋆ v) = d(u, v) ∀x ∈ C ∀u, v ∈ F n
Proof: The claim is trivial and can be found in [6] or [1]. 
2
Lemma 2 A binary propelinear code is a Hamming-compatible group code.
Proof: Let (C, ⋆) be such a code. We only have to prove that the action
⋆ : C × F n −→ F n is Hamming-compatible. But this is clearly true because for
any x ∈ C and any v ∈ F n we have
d(x, x ⋆ v) = d(x ⋆ 0, x ⋆ v) = d(0, v) = wt(v)
applying Lemma 1. 
A propelinear code (C, ⋆) is said to be a translation invariant code [4] if
d(x, y) = d(x ⋆ u, y ⋆ u) ∀x, y ∈ C ∀u ∈ F n.
As can be seen in [4] the class of translation invariant propelinear codes
includes linear and Z4-linear codes. In fact, any translation invariant propelinear
code of length n can be viewed as a group isomorphic to a subgroup of Zk12 ⊕
Z
k2
4 ⊕Q
k3
8 ; where k1 + 2k2 + 4k3 = n and Q8 is the quaternion group on eight
elements. Clearly, the class of propelinear codes is more general than the class
of linear codes, being in this case πx = Id for any codeword. We can find other
exemples of propelinear structure, for instance, in [3] there are exemples of Z4-
linear codes (Goethals, Preparata like,...) and in [4] we can find the propelinear
structure of the standard Preparata code which is not a Z4-linear code.
3 Z2k-codes as propelinear codes
There are different ways of giving a generalization of a Gray may. For instance,
Carlet gives in [2] a generalization to Z2k . In this paper we will give one preserv-
ing the basic property that the distance beetwen the images of two consecutive
elements is exactly one (see [3]).
Definition 4 The Lee weight of an element x ∈ Zk, wL(x), is defined as the
minimum absolute value of any representative of its class in Zk. The Lee dis-
tance between x, y ∈ Zk is dL(x, y) =wL(x− y). Clearly, wL(x) = dL(x, 0).
Definition 5 A Gray map is an aplication ϕ : Zr −→ Z
m
2 such that
(i) ϕ is one-to-one,
(ii) d(ϕ(i), ϕ(i + 1)) = 1, ∀i ∈ Zr.
Lemma 3 Let ϕ : Zr −→ Z
m
2 a Gray map, then r is even.
Proof: Let ψ : Zr −→ Z2 defined as ψ(i) = wt(ϕ(i)) mod 2. Clearly, we
can write ψ(i) = ψ(0) + i mod 2. By definition of Gray map we have d(ϕ(r −
1), ϕ(0)) = 1 but, if r is odd, ψ(r − 1) = ψ(0) + r − 1 = ψ(0) mod 2 which is a
contradiccion. 
Definition 6 Let ϕ : Z2k −→ Z
m
2 be a Gray map. ϕ is distance-preserving if
d(ϕ(i), ϕ(j)) = dL(i, j) and it is weight-preserving if wt(ϕ(i)) =wL(i).
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Definition 7 Let ϕ : Z2k −→ Z
m
2 a Gray map and let + the usual operation in
Z2k. We define the operation · in ϕ(Z2k) as:
ϕ(i) · ϕ(j) = ϕ(i + j) (1)
for all i, j ∈ Z2k.
Lemma 4 Let ϕ : (Z2k,+) −→ (Z
m
2 , ·) a Gray map such that (ϕ(Z2k), ·) is a
Hamming-compatible code. Then ϕ is distance-preserving if and only if ϕ is
weight-preserving.
Proof: Clearly, if ϕ is distance-preserving then is weight-preserving by
definition of wt and wL.
Suppose ϕ is weight-preserving, then
d(ϕ(i), ϕ(j)) = d(ϕ(i), ϕ(i)ϕ(j − i)) = wt(ϕ(j − i)) = wL(j − i) = dL(i, j)

Lemma 5 Let ϕ : Z2k −→ Z
m
2 be a Gray map such that (ϕ(Z2k), ·) is a
Hamming-compatible code, then ϕ(0) = 0.
Proof: Let a ∈ Z2k. We know (ϕ(Z2k), ·) is Hamming-compatible so,
0 = d(ϕ(a), ϕ(a + 0)) = d(ϕ(a), ϕ(a) · ϕ(0)) = wt(ϕ(0))
Now, by definition of wt(), we have ϕ(0) = 0. 
Theorem 1 Let ϕ : Z2k −→ Z
m
2 be a Gray map. If (ϕ(Z2k), ·) is a Hamming-
compatible code, then ϕ is distance-preserving.
Proof: By the lemma (4), we only must proof that ϕ is weight-preserving.
Clearly, ϕ(0) = 0, ϕ(1) = ei1 and ϕ(2) = ei1 + ei2 where eis ∈ Z
m
2 is the
vector with 1 in the coordinate is and 0 elsewhere. Let j ∈ Z2k such that
ϕ(t) = ei1 + · · · + eit ∀t ≤ j and wt(ϕ(j + 1)) = j − 1 (j exists because
ϕ(2k − 1) = 1).
If j = k then wt(ϕ(i)) = i = wL(i) ∀i ≤ k and wt(ϕ(k+ i)) = d(ϕ(k), ϕ(2k+
i)) = d(ϕ(k), ϕ(i)) = d(ϕ(k), ϕ(k) · ϕ(k − i)) = wt(ϕ(k − i)) = k − i = wL(k +
i) ∀i ≤ k. So, if j = k, the proof is finished.
Suppose j < k. There exists r ≥ 1 such that wt(ϕ(j + i)) = wt(ϕ(j +
i − 1)) − 1 ∀i ≤ r and wt(ϕ(j + r + 1)) = wt(ϕ(j + r)) + 1. As we know,
d(ϕ(i), ϕ(j + i)) = wt(ϕ(j)) = j, therefore wt(ϕ(j + i)) = j − i ∀i ≤ r. If r = j
then wt(ϕ(j + r)) = 0 which is not possible because of the one-to-one condition
of the Gray map. Then r < j and wt(ϕ(j + r)) > 1.
In the same way, there exists s ≥ 1 such that wt(ϕ(j + r + i)) = wt(ϕ(j +
r + i− 1)) + 1 ∀i ≤ s and wt(ϕ(j + r + s+ 1))) = wt(ϕ(j + r + s))− 1. As we
know, d(ϕ(i), ϕ(j + r+ i)) = wt(ϕ(j + r)) = j − r, therefore wt(ϕ(j + r + i)) =
wt(ϕ(j + r)) + i = j − r + i. If s = r then ϕ(j + r + s) = ϕ(j) which is not
possible, so s < r.
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We can use the same argument starting from j+ r+ s and we always obtain
images in Zm2 with weights w such that 1 >w> j. This is a contradiction with
the fact that wt(ϕ(2k − 1)) = 1. 
Let C be a subgroup of (Zn2k,+) for some k, n ≥ 1, where + is the usual
addition in Z2k coordinatewisely extended. We say that C is a Z2k-modulo code
or, briefly, a Z2k-code. We will see a binary representation of any such code as
a propelinear code.
Let 0(i) be the all-zero vector of length i and let 1(j) be the all-one vector
of length j. We denote by ‘|’ the concatenation, i.e. if x = (x1, . . . , xr) and
y = (y1, . . . , ys), then (x | y) = (x1, . . . , xr, y1, . . . , ys).
Define the Gray map φ : Z2k −→ Z
k
2 such that:
(i) φ(i) = (0(k−i) | 1(i)) ∀i = 0, . . . , k − 1, and
(ii) φ(i+ k) = φ(i) + 1(k) ∀i = 0, . . . , k − 1.
(2)
Define also the associated permutation on k coordinates
σj = (1, k, k − 1, . . . , 2)
j (3)
(i.e. j left shifts) for all vector φ(j), j = 0, . . . , 2k − 1.
Note that this Gray map φ is distance-preseving and weight-preserving.
Definition 8 Let φ be the Gray map defined in (2). For any two elements
φ(i), φ(j) ∈ φ(Z2k) define the product
φ(i) · φ(j) = φ(i) + σi(φ(j)) (4)
We are going to prove that the above product is, in fact, the one defined in
(1).
Lemma 6 Let φ be the Gray map defined in (2). Let φ(i) ∈ φ(Z2k) and · the
product defined in (4). Then
φ(i) = φ(1)i
Proof: It is easy to verify that φ(i) = φ(i − 1) · φ(1) = φ(1) · φ(i − 1).
Appliying this repeadly yields the result. 
Proposition 1 (φ(Z2k), ·) is a group, with φ and · defined in (2) and (4) re-
spectively.
Proof: We have that
(φ(i) · φ(j)) · φ(ℓ) = (φ(1)i · φ(1)j) · φ(1)ℓ = φ(1)i+j+ℓ = φ(i) · (φ(j) · φ(ℓ)),
for all i, j, ℓ ∈ Z2k. Therefore, the operation is associative.
It is clear that 0(k) = φ(0) acts as the identity element. On the other hand,
given φ(i) ∈ φ(Zk2), we have that
φ(i) · φ(k − i) = φ(1)i+k−i = φ(1)k = φ(k) = φ(0) = 0(k).

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Corollary 1 Let φ defined in (2) and · the operation given in (4). The map
φ : (Z2k,+) −→ (φ(Z2k), ·) is a group homomorphism and so the operation in
(1) and (4) are the same.
Proof: Given i, j ∈ Z2k, we have
φ(i + j) = φ(1)i+j = φ(1)i · φ(1)j = φ(i) · φ(j).

Theorem 2 Let ϕ : Z2k −→ Z
l
2 be a Gray map. If (ϕ(Z2k), ·) is a Hamming-
compatible code where · is the operation defined in (1), then ϕ is unique up to
coordinate permutation.
Proof: (ϕ(Z2k), ·) is a Hamming-compatible code and, by Theorem 1, ϕ
has the following properties:
• ϕ(j) = ei1 + · · ·+ eij , for j = 1, . . . , k.
• ϕ(j + k) = 1(k) + ei1 + · · ·+ eij , for j = 1, . . . , k.
where eis ∈ Z
l
2 is the vector with 1 in the coordinate is and 0 elsewhere.
For j = 1, . . . , k, let µj be the transposition such that µj(eij ) = ek−j+1. Let µ be
the permutation whose decomposition in product of transpositions is µ1 · . . . ·µk.
Now it is easy to check that φ = µ ◦ ϕ, where φ is the map defined in (2).

Remark: If ϕ : Z2k −→ Z
l
2 is a Gray map, we have l ≥ k and, by the last
theorem, if l > k there are useless coordinates. Thus we can assume l = k.
Definition 9 We define the extended map Φ : Zn2k −→ Z
kn
2 such that Φ(j1, . . . , jn) =
(φ(j1), . . . , φ(jn)), where φ is defined in (2). Finally, we define the permutations
πx = (σj1 | · · · |σjn), for x = Φ(j1, . . . , jn), where σi is defined in (3).
Next theorem will prove that given a Z2k-code of length n, there exists a
propelinear code of lenght kn such that both codes are isomorphic. The isomor-
phism beetwen them extends the usual structure in Z2k (+) to the propelinear
structure in Zk2 .
Theorem 3 If C is a Z2k-code, then Φ(C) is a propelinear code with associated
permutation πx for all codeword x ∈ Φ(C).
Proof: Let x = Φ(j1, . . . , jn) = (φ(j1), . . . , φ(jn)) and y = Φ(i1, . . . , in) =
(φ(i1), . . . , φ(in)) be two codewords. Then,
x+ πx(y) = (φ(j1) + σj1(φ(i1)), . . . , φ(jn) + σjn(φ(in)).
For any coordinate, say r, we have that
φ(jr) + σjr (φ(ir)) = φ(1)
jrφ(1)ir = φ(1)jr+ir = φ(jr + ir).
Thus,
x+ πx(y) = (φ(j1 + i1), . . . , φ(jn + in)) = Φ((j1, . . . , jn) + (i1, . . . , in)).
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Therefore, it is clear that x+ πx(y) ∈ Φ(C).
On the other hand, the associated permutation of φ(jr + ir) is
σjr+ir = (1, k, k − 1, . . . , 2)
jr+ir = σjr ◦ σir ,
hence, if z = x+ πx(y), then πz = πx ◦ πy. 
Corollary 2 The map Φ : (C,+) −→ (Φ(C), ⋆) is a group isomorphism, where
x ⋆ y = x+ πx(y) for all x, y ∈ Φ(C).
Proof: As we have seen in the previous proof, x⋆y = Φ(Φ−1(x)+Φ−1(y))
and, clearly, Φ is bijective. 
In [4] it is shown that linear and Z4-linear codes are translation invariant.
Now, we show that for k > 2 any Z2k-code, viewed as a binary propelinear code,
is not translation invariant according to the classification given in [4].
Proposition 2 If k > 2 and C ∈ Zn2k, then Φ(C) is a propelinear but not
translation invariant code.
Proof: Consider the vector z = (1, 0, . . . , 0, 1) ∈ F k. Then it is easy to
check that d(0(k) ⋆ z, φ(1) ⋆ z) = 3 6= d(0(k), φ(1)) = 1. 
We have seen that starting from a Z2k-code C, of length n, the code Φ(C)
with Φ (see Definition 9) is a propelinear code of length kn and both codes are
isomorphic (Theorem 3). As we defined Φ, the minimum Hamming distance in
Φ(C) is exactly the minimum Lee distance in C but it is at least the minimum
Hamming distance in C.
Let N be the number of codewords of C; clearly, it is also the codewords
number of Φ(C).
Let R =
log2kN
n
=
log2N
n · log22k
=
log2N
n(1 + log2k)
be the information rate of C, and
let R′ the information rate of Φ(C). We can express R′ as
R′ =
log2N
kn
=
1 + log2k
k
R
therefore R′ is getting smaller than R while the value of k is raising; in fact, if
k ≥ 3 we obtain R′ < R.
In this section we have seen that Z2k-codes can be represented as binary
codes. We will use this representation in the next section to give some results
about codes in Zk12i1 × · · · ×Z
kr
2ir
, where × denotes the direct product, and some
necessary conditions to be 1-perfect codes.
4 Perfect propelinear codes
Definition 10 A general mixed group code C is an additive subgroup of G1 ×
· · · × Gr, where G1, . . . , Gr are finite groups. We say that a binary code C of
length n is a mixed group code of type (Zk12i1 , . . . ,Z
kr
2ir
) if C = Φ(C), where
i1, · · · , ir are the minimum value such that C is a subgroup of Z
k1
2i1
× · · · × Zkr2ir
and
∑r
j=1 ijkj = n. We denote C ≤ Z
k1
2i1
× · · · × Zkr2ir .
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Remark: If C ≤ Zk12i1 × · · ·×Z
kr
2ir
then C = C1× · · ·×Cr, with Cj ≤ Z
kj
2ij
. We
can write Φ(C) as (Φ1(C1), · · · ,Φr(Cr)) with Φj : Z
kj
2ij
−→ Z
kj ij
2 as in Definition
9. We will denote x ∈ C as (x1| · · · |xr) where xj ∈ Φj(Cj).
Theorem 4 Let C be a binary mixed group code of type (Zk1i1 , . . . ,Z
kr
ir
) and
length n. If C is 1-perfect, then C is of type (Zk2 ,Z
(n−k)/2
4 ) for some k ∈ N.
Proof: Let C be a binary mixed group code of type (Zk12i1 , . . . ,Z
kr
2ir
).
Suppose there exists j ∈ {1, · · · , r} such that ij > 2. Without loss of generality
we will assume j = 1 and kj = 1.
Let x = (10 · · · 01|0 · · ·0| · · · |0 · · · 0) ∈ Fn. If C is 1-perfect, then there exists
y ∈ C such that d(x,Φ(y)) ≤ 1. As the minimum weight in C is 3 and the
distance of x must be at most 1, the only possibility is i1 = 3 and Φ(y) =
(111|0 · · ·0| · · · |0 · · · 0), therefore C = G1 × · · · ×Gr where G1 is a subgroup of
Z6 and 3 ∈ G1. The only subgroups of Z6 that contain 3 are {0, 3} and Z6.
We assume G1 = Z6; otherwise, G1 = {0, 3} would be isomorphic to Z2. Let
u = (101100 · · ·0), v = (101010 · · ·0) ∈ Fn (where customary commas have been
deleted); u, v 6∈ C. The only codewords at distance 1 of u and v are, respectively,
(111100 · · ·0) and (111010 · · ·0) but the distance beetwen them is 2 which is not
possible if C is 1-perfect. 
1-perfect binary mixed codes of type (Zk2 ,Z
(n−k)/2
4 ) are called 1-perfect ad-
ditive codes and they are studied in [1].
5 Conclusions
It is well known the usual Gray map from Z4 to Z
2
2 (see [2], [3] and [7]) but there
are different ways of giving a generalization from Zr to Z
m
2 . The generalization
given in this paper has the property to be distance-preserving, considering the
Lee distance in Zr and the Hamming distance in Z
m
2 . However there could be
other kind of generalizations, perhaps the most important to be considered are
those where the distance in Zr is different to the Lee distance or, merely, where
the distance beetwen 0 and r − 1 is not 1.
Let φ : Zr −→ Z
m
2 be the Gray map, and let (φ(Zr), ·) (defined in (1)) be
a Hamming-compatible code. We know that r is even (r = 2k) and, without
useless coordinates, m is exactly k. We have proved that such a Gray map is, in
fact, unique up to coordinate permutation and we have used this to give some
results on Z2k-codes.
Given a Z2k-code of length n, there exists a binary propelinear code of length
kn such that both codes are isomorphic. In this way codes in Zk12i1 × · · · × Z
kr
2ir
(or mixed groups of type (Zk12i1 , · · · ,Z
kr
2ir
)) could be represented as binary codes.
Finally we have seen that if such a code is 1-perfect then, necessarily, it is a
code of type (Zk12 ,Z
k2
4 ).
As we have seen at the end of the Section 3, the representation of a Z2k-code
as a binary code is not efficient enough because the information rate wich is R
in the first code, become
1 + log2k
k
R in the second one, that is lower. From this
point of view, as we have seen that the representation of a Z2k-code is unique,
8
we should look for other alternatives, apart from Gray maps, to represent a
Z2k-code as a binary code.
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