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ON SYSTEMS OF HECKE EIGENVALUES IN COHOMOLOGY
OF CERTAIN SUBGROUPS OF GLn(F )
MORTEN S. LARSEN
Abstract. We show how there is a natural action on the cohomology groups
attached to certain subgroups of GLn(F ) of the Hecke operators defined as
elements in an adelic double coset algebra.
Our main result is, that if a system of eigenvalues for Hecke operators
occur in the cohomology groups with coefficients in certain modules, then by
changing the groups the system also occur in the cohomology groups with
coefficients in a 1-dimensional module.
In the following F will be a number field. The ring of integers in F will be denoted
OF , and C will denote the class group of F . We denote by F any given fixed field.
For a ring R, we will denote the multiplicative group of invertible elements by R∗.
Every module here considered will be right modules, though at appropriate places
these may be considered as left modules with inverse action.
The Hecke operators will be defined as elements of an double coset algebra for
a group K. The group K will be certain open subgroups of GLn(A), where A is
the adeles of F , and we show that a double coset algebra of K has a natural action
on the cohomology
⊕
c∈C H
i(Γc, V ) for some subgroups Γc ⊆ GLn(F ) indexed by
the class group C and a coefficient module V . This double coset algebra will have
the corresponding properties to the algebras considered in [Shi, §3.2] for F = Q
the rational numbers. The need to consider the adeles arises due to nontrivial class
group.
This was done in [Byg] for n = 2, who extended a method pioneered and first
developed by J.E. Cremona, [Cre]. Thus, the formalism of Hecke operators as here
defined is inspired by those works, and can in fact also give an action on such maps
on lattices, and this in such a way that the two definitions agree.
If we only consider the part of the double coset algebra corresponding to principal
ideals, then we get an action on Hi(Γc, V ). A system of eigenvalues is ‘almost’
determined by this restricted action. By only considering the action on Hi(Γc, V )
we will be able to use ideas from [Ash92]. That is, we shall define Hecke pairs of
levelN for an ideal N of F and admissible modules V . The module V will be a finite
dimensional vector space over F, and our main result and primary motivation is to
show that any system of eigenvalues occurring in the cohomology with coefficients V
also occur in the cohomology with 1-dimensional coefficients. We give two results,
one valid for any field F, and the other valid only when F has characteristic ℓ > 0.
The motivation to investigate how systems of eigenvalues occur in the cohomol-
ogy for different coefficient modules comes from the case F = Q and n = 2. As in
[AS86b] this corresponds to congruence properties between Hecke eigenvalues for
modular forms of different level and weight. To a system of Hecke eigenvalues for
a modular form is attached a Galois representation, such that the characteristic
polynomial for the Frobenius element of almost all primes is determined by the
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Hecke eigenvalues. In [Ash92] it is then conjectured that any system of eigenvalues
occurring in the cohomology with coefficient an admissible module correspond to a
Galois representation, F = Q. To what extend this is valid for any number field F
would be interesting to find out.
1. Double cosets
Here we bring a summary of double cosets and the corresponding maps on the
cohomology groups.
Let G be a group, and let Γ and Γ′ be subgroups of G. The groups Γ and Γ′
are said to be commensurable if Γ ∩ Γ′ has finite index in both Γ and Γ′. Let ∆
be a set of elements δ ∈ G such that Γ is commensurable to δΓ′δ−1. We will call
the triple (Γ,Γ′,∆) for a Hecke triple. Denote with R(Γ,Γ′,∆) the space of finite
Z-linear combinations of double cosets ΓδΓ′, δ ∈ ∆. Equivalent to the assumption
of commensurability is that ΓδΓ′ =
⋃
Γδj with a finite number of δj ∈ G. Hence
R(Γ,Γ′,∆) can also be described as the space of finite Z-linear combinations of
cosets Γδj, δj ∈ ∆Γ
′, which is right invariant under multiplication with γ′ ∈ Γ′.
Hence we will note an element in R(Γ,Γ′,∆) simply as
∑
ajΓδj a finite sum with
aj ∈ Z. It makes no difference if we assume ∆ = Γ∆Γ
′, so this will be in effect.
Let Γ′′ be a third subgroup of G, and ∆′ be a subset of G such that (Γ′,Γ′′,∆′)
is a Hecke triple. There is a composition
R(Γ,Γ′,∆)×R(Γ′,Γ′′,∆′)→ R(Γ,Γ′′,∆∆′)(1.1)
given by
(
∑
ajΓδj,
∑
a′iΓ
′δ′i) 7→
∑
aja
′
iΓδjδ
′
i
If Γ′ = Γ then we write R(Γ,∆) = R(Γ,Γ,∆). If ∆ is a Semigroup we call (Γ,∆)
for a Hecke pair, and R(Γ,∆) is an Z-algebra.
Let V be a module for some semigroup containing ∆, Γ and Γ′, then the elements
of R(Γ,Γ′,∆) correspond naturally to maps on the cohomology groups
Hi(Γ, V )→ Hi(Γ′, V )
given in the following way. Let f˜ ∈ Hi(Γ, V ) and f : Γi+1 → V be a homogeneous
i-cocycle lying in the cohomology class f˜ , then
∑
ajΓδj ∈ R(Γ,Γ
′,∆) determines
a homogeneous i-cocycle f ′ : Γ′i+1 → V given by
f ′(γ′0, . . . , γ
′
i) =
∑
j
ajf(tj(γ
′
0), . . . , tj(γ
′
i))δj
Here γ′0, . . . , γ
′
i ∈ Γ
′ and tj : Γ
′ → Γ is determined such that tj(γ
′)δr = δjγ
′ for
some r. The cohomology class of f ′ is uniquely determined by
∑
Γδj and will be
denoted f˜ |
∑
ajΓδj . For details in the case Γ = Γ
′ see [RW70] or [KPS81].
If we also have the Hecke triple (Γ′,Γ′′,∆′), and assuming that V is a module
for some semigroup also containing Γ′′ and ∆′, then composition of maps on the
cohomology groups coincides with the composition of the double cosets (1.1). In
particular if (Γ,∆) is a Hecke pair then Hi(Γ, V ) is a R(Γ,∆)-module.
For a Hecke pair (Γ,∆) the long exact cohomology sequence is a exact sequence
of R(Γ,∆)-modules. From [AS86a] we need the notion of compatibility.
Definition 1.1. Two Hecke pairs (Γ,∆) and (Γ′,∆′) are compatible if Γ ⊆ Γ′,
∆ ⊆ ∆′ and
• Γ′ ∩∆∆−1 = Γ,
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• Γ′∆ = ∆′.
If V is a ∆-module and [Γ′ : Γ] <∞ then we will consider the induced Γ′-module
Ind(Γ,Γ′, V ) as the set of functions f : Γ′ → V satisfying f(γγ′) = f(γ′)γ−1 for
every γ ∈ Γ, γ′ ∈ Γ′. The action of γ˜′ ∈ Γ′ is given by (f γ˜′)(γ′) = f(γ′γ˜′−1).
If (Γ,∆) →֒ (Γ′,∆′) are compatible Hecke pairs, then there is an injective ho-
momorphism R(Γ′,∆′)→ R(Γ,∆). The induced module Ind(Γ,Γ′, V ) is naturally
a ∆′-module. The action of δ′ ∈ ∆′ given by
(fδ′)(γ′) = f(γˆ′)δ
with δ ∈ ∆ and γˆ′ ∈ Γ′ satisfying γ′δ′−1 = δ−1γˆ′. This makes the Shapiro isomor-
phism an isomorphism of R(Γ′,∆′)-modules.
Lemma 1.2. Let g, g′ ∈ G and V a right G module. Then there is a bijection
R(Γ,Γ′,∆) → R(gΓg−1, g′Γ′g′−1, g∆g′−1), T 7→ Tˆ , and isomorphisms Hi(Γ, V ) ≃
Hi(gΓg−1, V ), Hi(Γ′, V ) ≃ Hi(g′Γ′g′−1, V ) such that the following diagram com-
mutes
Hi(Γ, V ) ≃ Hi(gΓg−1, V )
↓ T ↓ Tˆ
Hi(Γ′, V ) ≃ Hi(g′Γ′g′−1, V )
Proof. The mapping R(Γ,Γ′,∆)→ R(gΓg−1, g′Γ′g′−1, g∆g′−1) is given by ΓδΓ′ 7→
gΓδΓ′g′−1.
Let f : Γi+1 → V be an homogeneous i-cocycle. Define the i-cocycle fˆ :
(gΓg−1)i+1 → V by fˆ(γ) = f(g−1γg)g−1. This gives an isomorphism commut-
ing with the coboundary, hence an isomorphism of the cohomology groups. In the
same way we have an isomorphism Hi(Γ′, V ) ≃ Hi(g′Γ′g′−1, V ) where an i-cocycle
f ′ correspond to fˆ ′ given by fˆ ′(γ′) = f ′(g′−1γ′g′)g′−1.
Let T =
∑
ajΓδj ∈ R(Γ,Γ
′,∆), then Tˆ =
∑
ajgΓg
−1gδjg
′−1. Writing down the
maps, it is immediately seen that the given diagram commutes. 
2. Hecke action on cohomology groups
We will now for certain adelic Hecke pairs (K,∆) describe how to find subgroups
Γc ⊆ GLn(F ), c ∈ C, such that there is a natural action of the algebra R(K,∆) on⊕
c∈C H
i(Γc, V ) for some module V .
Let A denote the adeles of F . For α ∈ GL1(A) we will write (α) for the fractional
ideal determined by α which only depends upon the finite part. Denote by F∞ the
infinite part of A. Let F ∗∞ = GL1(F∞) and F
+
∞ be the subgroup of F
∗
∞ consisting
of the totally positive elements. Meaning for every real prime the elements of F+∞
are positive. For α ∈ GL1(A) the image in F
∗
∞/F
+
∞ of α will be called the sign of α.
If α has the same sign as 1 then α is totally positive. For any set S ⊆ GLn(A) let
S+ denote the subset of S consisting of elements with totally positive determinant.
The only role the infinity part of GLn(A) will play here, is so we can keep track of
the sign of the determinant.
In the following (K,∆) will be a Hecke pair K,∆ ⊆ GLn(A). Furthermore we
assume that (κ) is a principal ideal for every κ ∈ K.
Set ∆(c) = {δ ∈ ∆|(det δ) ∈ c} for c ∈ C. Then R(K,∆) =
⋃
c∈C R(K,∆
(c)) as
a graded algebra, with the subalgebra R(K,∆(1)).
A system of eigenvalues for R(K,∆) is an algebra homomorphism Φ : R(K,∆)→
F. Let J be the group of ideals for F , and χ : J → F∗ a homomorphism. Define
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χ ⊗ Φ by χ ⊗ Φ(KδK) = χ((det δ))Φ(KδK). Then χ ⊗ Φ is also an algebra
homomorphism.
Lemma 2.1. Let Φ,Ψ : R(K,∆) → F be algebra homomorphisms. If Φ and Ψ is
equal on R(K,∆1), then there exist an character χ : C → F
∗ such that Φ = χ⊗Ψ.
Proof. LetKδK ∈ R(K,∆), and note that Φ(KδK) = 0 if and only if Ψ(KδK) = 0.
Hence we can find a map χ′ : ∆→ F∗ such that Φ(KδK) = χ′(δ)Ψ(KδK).
Let δ1, δ2 ∈ ∆ be such that (det δ1) is in the same ideal class as (det δ2). Choose
δ ∈ ∆ such that (det δδ1) is principal and such that Φ(KδK) 6= 0 if Φ(KδjK) 6= 0
for j = 1 or j = 2. Then
Ψ(KδK ·KδjK) = Φ(KδK)Φ(KδjK) = χ
′(δ)χ′(δj)Ψ(KδK ·KδjK)
and hence we may choose χ′ to satisfy χ′(δj) = χ
′(δ)−1 for j = 1, 2. So χ′ depends
only on the ideal class of the determinant.
Let now δ1 and δ2 be any elements of ∆, and write Kδ1K ·Kδ2K =
∑
KδiK.
Then (det δi) = (det δ1)(det δ2) for every α, so
χ′(δ1)χ
′(δ2)Ψ(Kδ1K)Ψ(Kδ2K) = Φ(Kδ1K ·Kδ2K) =
∑
Φ(KδiK)
= χ′(δ1δ2)(
∑
Ψ(KδiK)) = χ
′(δ1δ2)Ψ(Kδ1K)Ψ(Kδ2K)
Hence we may choose χ′ such that χ′(δ1)χ
′(δ2) = χ
′(δ1δ2). The map χ : C → F
∗
determined by χ′ is then a homomorphism and satisfies Φ = χ⊗Ψ. 
Fix elements αc ∈ GLn(A) for each c ∈ C such that (detαc) ∈ c. We shall
consider open subgroups K of GLn(A) such that the determinant is surjective⋃
c∈C
αcGLn(F )K → GL1(A)
The reason is the following proposition.
Proposition 2.2. Let K be an open subgroup of GLn(A). Then we have the disjoint
union ⋃
c∈C
αcGLn(F )K = GLn(A)
if and only if the determinant ∪c∈CαcGLn(F )K → GL1(A) is surjective.
Proof. The ‘only if’ is clear. We show the ‘if’ part. From strong approximation for
SLn we have, [Kn66],
SLn(F )(SLn(A) ∩K) = SLn(A)(2.1)
Let β ∈ GLn(A). By assumption we have a c ∈ C, α ∈ GLn(F ), and κ ∈ K such
that detβ = det(αcακ). So α
−1α−1c βκ
−1 ∈ SLn(A). By (2.1) we have α˜ ∈ GLn(F )
and κ˜ ∈ K so α−1α−1c βκ
−1 = α˜κ˜ giving
β = αcαα˜κ˜κ ∈ αcGLn(F )K
The union is disjoint by the standing assumption on K, that (κ) is principal for
every κ ∈ K 
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Notice that with the assumption of proposition 2.2 if β1, β2 ∈ GLn(A) with
β1β2 ∈ αcGLn(F )K then
αcGLn(F )K = β1GLn(F )β2K = Kβ1GLn(F )β2
For every c ∈ C set Γ˜c = K ∩ αcGLn(F )α
−1
c and Γc = α
−1
c Γ˜cαc = α
−1
c Kαc ∩
GLn(F ). For every c, c
′ ∈ C let ∆˜c,c′ = ∆∩αcGLn(F )α
−1
c′ and ∆c,c′ = α
−1
c ∆˜c,c′αc′ =
α−1c ∆αc′ ∩GLn(F ).
Proposition 2.3. Let (K,∆) be a Hecke pair with the group K such that the de-
terminant ∪c∈CαcGLn(F )K → GL1(A) is surjective. With the notation as above,
there is an injection
R(K,∆(c))→ R(Γ˜c′ , Γ˜c′c, ∆˜c′,c′c) ≃ R(Γc′ ,Γc′c,∆c′,c′c)(2.2)
for every c, c′ ∈ C given by∑
ajKδj 7→
∑
ajKδj ∩ ∆˜c′,c′c resp.
∑
ajKδj 7→
∑
ajα
−1
c′ Kδjαc′c ∩∆c′,c′c
These maps form together an injective algebra homomorphism
R(K,∆) =
⊕
c∈C
R(K,∆(c)) →
⊕
c∈C
∏
c′∈C
R(Γ˜c′ , Γ˜c′c, ∆˜c′,c′c)
≃
⊕
c∈C
∏
c′∈C
R(Γc′ ,Γc′c,∆c′,c′c)
Proof. Recall that ∆(c) = {δ ∈ ∆|(det δ) ∈ c}. By proposition 2.2 the intersection
Kδ ∩ ∆˜c′,c′c is not empty exactly when δ ∈ ∆
(c). Hence for KδK ∈ R(K,∆(c)) we
may assume δ ∈ ∆˜c′,c′c. Let
∑
ajKδj ∈ R(K,∆
(c)) with δj ∈ ∆˜c′,c′c. For every
γ˜ ∈ Γ˜c′c and every j we have δj γ˜ = κjγi for some κj ∈ K and some i. For κ ∈ K
and δ ∈ ∆˜c′,c′c we have that κδ ∈ ∆˜c′,c′c precisely when κ ∈ Γ˜c′ , hence κj ∈ Γ˜c′ .
This shows that
∑
ajΓ˜c′δj is an element of R(Γ˜c′ , Γ˜c′c,∆c′,c′c). So we do have a
mapping, and it is clearly injective. Note that if c is the principal ideal class, then
this is the same as saying that (Γc′ ,∆c′,c′) →֒ (K,∆
(1)) are compatible Hecke pairs.
To check these maps form an algebra homomorphism, we need to check that it
respects products. This is equivalent to showing that this diagram commutes
R(K,∆(c))⊕R(K,∆(c
′)) //

R(Γ˜c′′ , Γ˜c′′c, ∆˜c′′,c′′c)⊕R(Γ˜c′′c, Γ˜c′′cc′ , ∆˜c′′c,c′′cc′)

R(K,∆(cc
′)) // R(Γ˜c′′ , Γ˜c′′cc′ , ∆˜c′′,c′′cc′)
for every c, c′, c′′ ∈ C. Here the horizontal maps are those described above, and
the vertical maps are the product. For
∑
ajKδj ∈ R(K,∆
(c)) and
∑
aiKδi ∈
R(K,∆(c
′)) we may assume δj ∈ ∆˜c′′,c′′c and δi ∈ ∆˜c′′c,c′′cc′ . Going down and right
gives (
∑
ajKδj,
∑
aiKδi) 7→
∑
ajaiKδjδi 7→
∑
ajaiΓ˜c′′δjδi, and going right and
then down gives (
∑
ajKδj,
∑
aiKδi) 7→ (
∑
ajΓ˜c′′δj ,
∑
aiΓ˜c′′cδi) 7→
∑
ajaiΓ˜c′′δjδi.
From lemma 1.2 we have R(Γ˜c′ , Γ˜c′c, ∆˜c′,c′c) ≃ R(Γc′ ,Γc′c,∆c′,c′c). 
The notation from proposition 2.3 will be used from now on. If V is a right
module for some semigroup containing ∆c,c′ for every c, c
′ ∈ C then we can con-
sider
⊕
c∈C H
r(Γc, V ) with the action of
⊕
c′′∈C
∏
c′∈C R(Γc′ ,Γc′c′′ ,∆c′,c′c′′). Us-
ing the homomorphism from proposition 2.3 we now get an action of R(K,∆)
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on
⊕
c∈C H
r(Γc, V ). This action will simply be denoted f |(
∑
ajKδj), where
f ∈
⊕
c∈C H
r(Γc, V ),
∑
ajKδj ∈ R(K,∆).
Remark 2.4. Let (K,∆) be a Hecke pair such that the determinant is surjective
∪c∈CαcGLn(F )K → GL1(A). The action here defined does in the following sense
not depend on the initial choice of fixed elements αc, c ∈ C. If βc was another choice
then by proposition 2.2 we have βc = κcαcgc for some κc ∈ K and gc ∈ GLn(F ).
So
GLn(F ) ∩ β
−1
c ∆βc′ = g
−1
c (GLn(F ) ∩ α
−1
c ∆αc′)gc′ = g
−1
c ∆c,c′gc′
and
GLn(F ) ∩ β
−1
c Kβc′ = g
−1
c Γcg
−1
c
Hence if V is a right module for some group containing gc and ∆c,c′ for every
c, c′ ∈ C, then we see from lemma 1.2 that using the βc instead of αc doesn’t
change the action of R(K,∆) on
⊕
c∈C H
r(Γc, V ) ≃
⊕
c∈C H
r(g−1c Γcgc, V ).
Definition 2.5. Let Φ : R(K,∆)→ F∗ be a system of eigenvalues. Then Φ is said
to occur in
⊕
c∈C H
i(Γc, V ), if there is a eigenform f ∈
⊕
c∈C H
i(Γc, V ) such that
f |T = Φ(T )f, for all T ∈ R(K,∆)
Proposition 2.6. Let (K,∆) be a Hecke pair with ∪c∈CαcGLn(F )K → GL1(A)
surjective. Suppose V is a module for some semigroup containing ∆c,c′ for every
c, c′ ∈ C, and χ : C → F∗ is a homomorphism. If Φ : R(K,∆)→ F is a system of
eigenvalues occurring in
⊕
c∈C H
i(Γc, V ), then so does χ⊗ Φ.
Proof. Let f =
∑
fc ∈
⊕
Hi(Γc, V ), fc ∈ H
i(Γc, V ), be the eigenform correspond-
ing to Φ. For δ ∈ ∆ with (det δ) ∈ c′ the component of f |KδK in Hi(Γc, V )
is
(f |KδK)c = fcc′−1 |KδK = Φ(KδK)fc
Set fχ =
∑
χ(c)−1fc. Then the component of f
χ|KδK in Hi(Γc, V ) is
(fχ|KδK)c = (f
χ)cc′−1 |KδK = χ(c
′)χ(c)−1fcc′−1 |KδK
= Φ(KδK)χ(c′)χ(c)−1fc = Φ(KδK)χ(c
′)(fχ)c
Hence fχ is an eigenform corresponding to the system of eigenvalues χ⊗ Φ. 
Combining this with lemma 2.1 gives:
Corollary 2.7. If Ψ : R(K,∆)→ F is an algebra homomorphism, and the restric-
tion of Ψ to R(K,∆(1)) is equal to a system of eigenvalues of R(K,∆(1)) acting on
Hi(Γc′ , V ) for any c
′ ∈ C, then Ψ occurs in
⊕
c∈C H
i(Γc, V ).
3. The Hecke operators
In this section we define the Hecke operators. The algebra of the Hecke operators
is an adelic double coset algebras with properties generalizing the double coset
algebras considered in [Shi, §3.2] for Q. The Hecke operators defined in [Weil] can
be seen to be the action of such a double coset algebra.
For a prime ideal p of F let Op be the p-adic integers and πp an uniformizer.
Let Af denote the finite adeles of F . For an element α ∈ GL1(Af ) let (α) denote
the fractional ideal determined by α. For any adelic object a subscript of p will
denote the p-part. Let K0 =
∏
GLn(Op) a subgroup in GLn(Af ), and let ∆0 be
the semigroup consisting of α ∈ GLn(Af ) with αp a matrix with entries in Op for
every prime ideal p.
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Consider the algebra R(K0,∆0). For a prime ideal p and an integer 1 ≤ m ≤ n
set
T
(m)
p = K0 diag(1, . . . , 1, πp, . . . , πp)K0 (with m πp on the diagonal)
and for any ideal a of F let Ta be the element in R(K0,∆0) given by the sum of
the different double cosets of the form K0αK0 with (detα) = a.
The elements T
(m)
p will be called the Hecke operators. The double coset algebras
considered in section 4 will be homomorphic images of R(K0,∆0). We do not con-
sider Hecke operators for primes dividing the level, so the kernel will be generated
by T
(m)
p for all m and some p.
Notice thatR(K0,∆0) is the restricted tensorproduct of the algebrasR(K0,p,∆0,p).
From this and [Shi, Remark 3.25] the following proposition follows, though we will
not need this fact.
Proposition. The ring R(K0,∆0) is a polynomial ring over Z in the indetermi-
nates T
(m)
p , 1 ≤ m ≤ n and every prime ideal p of F . We have
deg(T
(m)
p ) =
(N(p)n − 1)(N(p)n −N(p)) · · · (N(p)n −N(p)m−1)
(N(p)m − 1)(N(p)m −N(p)) · · · (N(p)m −N(p)m−1)
For each prime ideal p we have the formal identity
∞∑
k=0
TpkX
k =

 n∑
j=0
(−1)jN(p)j(j−1)/2T
(j)
p X
j


−1
4. Reduction to 1-dimensional coefficients
The result of corollary 2.7 says, that if we for a certain Hecke pair (K,∆) want
to consider the systems of eigenvalues for R(K,∆) occurring in
⊕
c∈C H
i(Γc, V ),
then it is sufficient to consider the systems of eigenvalues for R(Γc,∆c,c) occurring
in Hi(Γc, V ) for any c ∈ C. This will allow us to transfer the methods of [Ash92]
to this more general context.
Fix an ideal N of F . Let π denote the projection to GLn(OF /N) from the
subgroup of GLn(A) consisting of the elements such that the p’th component is in
GLn(Op) for every prime p|N. Let π̂ denote the projection to F
∗
∞/F
+
∞×GLn(OF /N)
where the image in F ∗∞/F
+
∞ is the sign of the determinant, and the image in
GLn(OF /N) is determined by π.
Fix furthermore an element αc ∈ GLn(A) for every c in the class group C of F
such that (detαc) ∈ c and such that the infinity component and the p’th component
of αc is trivial, for every prime p|N.
Set K1 = GLn(F∞)×K0 and ∆1 = GLn(F∞)×∆0, and consider the following
∆N = {δ ∈ ∆1|(det δ) is prime to N}, ∆N,c,c′ = GLn(F ) ∩ α
−1
c ∆Nαc′
∆(N) = {δ ∈ ∆N|π(δ) = diag(1, . . . , 1, ∗)}, ∆(N)c,c′ = GLn(F ) ∩ α
−1
c ∆(N)αc′
K(N) = K1 ∩∆(N), Γ(N)c = GLn(F ) ∩ α
−1
c K(N)αc′
Lemma 4.1. The Hecke pair (K(N),∆(N)) is compatible with (K1,∆N).
Proof. The elements in ∆N is elements of ∆1 with the restriction that the p’th
component lies in GLn(Op) for every p|N. So for δ ∈ ∆N the p’th component δp
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considered as an element of GLn(A) lies inK1. Likewise considerations can be made
for ∆(N) and K(N). Giving K1∆(N) = ∆N and K1 ∩∆(N)∆(N)
−1 = K(N). 
Definition 4.2. A Hecke pair (K,∆) is of level N if (K(N),∆(N)) →֒ (K,∆) and
(K,∆) →֒ (K1,∆N) are compatible.
For a Hecke pair (K,∆) of levelN we have isomorphismsR(K,∆) ≃ R(K1,∆N) ≃
R(K(n),∆(N)). FurthermoreR(K,∆) is the image of R(K1,∆1) ≃ R(K0,∆0) with
kernel generated by T
(m)
p for p|N.
If (K,∆) is a Hecke pair of level N, then (κ) is a principal ideal for every κ ∈ K,
and the determinant ∪c∈CαcGLn(F )K → GL1(A) is surjective. Hence the results
of section 2 is applicable.
Remark 4.3. Note that we have K(N) = π−1(π(K(N))) ∩ K1. If (K,∆) is a
Hecke pair of level N then π(K) is a subgroup of GLn(OF /N) containing π(K(N)).
Furthermore we have K = π−1(π(K)) ∩ K1 since if κ1 ∈ K1 and κ ∈ K with
π(κ1) = π(κ) then by the above κ1κ
−1 ∈ K(N) ⊆ K. By considerations as in the
proof of lemma 4.1 we have ∆ = π−1(π(K)) ∩∆N.
On the other hand, if H ⊆ GLn(OF /N) is a subgroup containing π(K(N)) then
setting K = π−1(H)∩K1 and ∆ = π
−1(H)∩∆N gives a Hecke pair (K,∆) of level
N. Hence Hecke pairs of level N correspond to such groups H .
Passing to Γc and ∆c,c′ we see that these too are determined as subgroup of Γ(1)c
resp. subset of ∆N,c,c′ by the image of π. In particular, if an element γ ∈ Γ(1)c is
congruent to an element of ∆c,c mod N, then γ ∈ Γc.
Remark 4.4. Denote by PN the group of principal fractional ideals of F prime
to N, and by PN(1) the subgroup consisting of those principal ideals generated
by a totally positive element in F congruent to 1 mod N. Consider the group
PN/PN(1). Let an element a ∈ O
∗
F prime to N map to the ideal (a) in PN/PN(1).
Note that this map factors through F ∗∞/F
+
∞ × (OF /N)
∗, hence there is a natural
surjection F ∗∞/F
+
∞ × (OF /N)
∗ → PN/PN(1). We will consider the determinant as
K
det
→ F ∗∞ ×
∏
pO
∗
p → F
∗
∞/F
+
∞ × (OF /N)
∗.
We may extend the definition of Hecke pairs of level N in the following way. Let
U be a subgroup of F ∗∞/F
+
∞× (OF /N)
∗ such that the restriction U → PN/PN(1) is
surjective. Then a Hecke pair (K,∆) is of level N and determinant group U if there
is a Hecke pair (K ′,∆′) of level N such that K consist of the elements of K ′ with
determinant mapped to U , and ∆ is the elements of ∆′ likewise with determinant
in U . Any result here proven for Hecke pairs of level N can easily be seen valid for
Hecke pairs of level N with determinant group U for any group U as above. For Q
this could for example be the subgroup of positive elements.
Note also that π̂(∆c,c)/π̂(Γc) ≃ PN/PN(1) for a Hecke pair (K,∆) of level N.
This is so since an element of π̂(∆c,c) lies in π̂(Γc) if and only if the ’determinant’
does. This follows from lemma 4.6 below and the obvious fact for ∆(N)c,c and
Γ(N)c.
Remark 4.5. For a Hecke pair (K,∆) of level N, it is possible to show that the maps
(2.2) also are surjections. This can be achieved by showing that for every δ ∈ ∆˜c′,c′c
we have KδK = ∪Kδγ˜j for some γ˜j ∈ Γ˜c′c. Whether two cosets Kδκ1 and Kδκ2
are equal, only depends upon the image of κ1 and κ2 in GLn(OF /(det δ)). In
particular it is sufficient to consider elements that maps to SLn(OF /(det δ)), which
ON SYSTEMS OF HECKE EIGENVALUES 9
follows from the analogue to the Q case in [Shi]. The conclusion now follows, since
the map Γ˜c′c ∩ SLn(A)→ SLn(OF /(det δ)) is surjective.
Lemma 4.6. If (K,∆) →֒ (K ′,∆′) are compatible Hecke pairs of level N, then the
Hecke pairs (Γc,∆c,c) →֒ (Γ
′
c,∆
′
c,c) are compatible.
Proof. The first condition is satisfied, Γc = GLn(F ) ∩ α
−1
c Kαc ⊆ GLn(F ) ∩
α−1c K
′αc = Γ
′
c and ∆c,c = GLn(F ) ∩ α
−1
c ∆αc ⊆ GLn(F ) ∩ α
−1
c ∆
′αc = ∆
′
c,c.
For the second condition we have Γc ⊆ Γ
′
c ∩∆c,c∆
−1
c,c . The other inclusion follows
since an element of Γ′c congruent mod N to an element in ∆c,c lies in Γc by remark
4.3. For the third we have Γ′c∆c,c ⊆ ∆
′
c,c. Since ∆
′
c,c ⊆ α
−1
c ∆
′αc = α
−1
c K
′∆αc we
may write δ′ ∈ ∆′c,c as δ
′ = κ′δ with κ′ ∈ α−1c K
′αc and δ ∈ α
−1
c ∆αc. By theorem
2.2 we have δ ∈ α−1c K
′αcκ
′δGLn(F ) = α
−1
c KαcGLn(F ). So there is κ ∈ α
−1
c Kαc
with κδ ∈ GLn(F ) ∩ α
−1
c ∆αc = ∆c,c. Hence δ
′ = (κ′κ−1)(κδ) ∈ Γ′c∆c,c giving the
other inclusion. 
Recall that αc is chosen such that the p’th component is trivial for every p|N,
and so π(K) = π(∆c,c′) ⊆ GLn(OF /N) for c, c
′ ∈ C. For every c, c′ ∈ C we have
a homomorphism ∆c,c′ → F
∗
∞/F
+
∞ × π(K) determined by π̂. That is image in
F ∗∞/F
+
∞ is the sign of the infinity component of the determinant, and the image in
π(K) is given by π.
Definition 4.7. Let V be a finite dimensional vector space over F, and (K,∆) a
Hecke pair. If V is a right F ∗∞/F
+
∞×π(K) module, we call V an admissible module
for (K,∆).
Hence when V is an admissible module for (K,∆) we have a natural action of
∆c,c′ on V for every c, c
′ ∈ C. An action where ∆+c,c′ acts through its image in
GLn(OF /N).
Let χ : F ∗∞/F
+
∞×(OF /N)
∗ → F∗ be a character. Denote also by χ the composite
with F ∗∞/F
+
∞ ×GLn(OF /N)→ F
∗
∞/F
+
∞ × (OF /N)
∗. If V is an admissible module
for a Hecke pair (K,∆) of level N, let V (χ) denote the admissible module such that
we have a vector space isomorphism ι : V → V (χ) and
ι(v)κˆ = χ(κˆ)ι(vκˆ), κˆ ∈ F ∗∞/F
+
∞ × π(K)
Lemma 4.8. Let (K,∆) be a Hecke pair of level N. If V is a finite F vector space
with a right action of ∆c,c′ for any c, c
′ ∈ C such that the action of ∆+c,c′ only
depends upon the image in GLn(OF /N), then V is in a natural way an admissible
module.
Proof. The homomorphism ∆c,c′ → F
∗
∞/F
+
∞×π(K) is surjective. This is seen since
it is possible to find an element a ∈ OF of any given sign and a ≡ 1 (mod N). So
diag(1, . . . , 1, a) ∈ ∆(N) ⊆ ∆. Hence the action of ∆+c,c′ on V determines the action
of π(K), and the action of F ∗∞/F
+
∞ is given by vδπ(δ)
−1, v ∈ V , which only depends
upon the sign of δ. 
Lemma 4.9. Let (K,∆) →֒ (K ′,∆′) be compatible Hecke pairs and let c ∈ C
be given. If V is an admissible module for (K,∆), then I = Ind(Γc,Γ
′
c, V ) is an
admissible module for (K ′,∆′).
Proof. Using lemma 4.8 we need only show that ∆′+c,c acts through its image in
GLn(OF /N), where the action is given as in section 1.
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For f ∈ I and δ′1, δ
′
2 ∈ ∆
′+
c,c we will show that fδ
′
1 = fδ
′
2 if π(δ
′
1) = π(δ
′
2). For
any γ′ ∈ Γ′c find δj ∈ ∆c,c and γ
′
j ∈ Γ
′
c such that δ
′
jγ
′−1 = γ′−1j δj , j = 1, 2. So
π(γ′−11 δ1) = π(γ
′−1
2 δ2) and by remark 4.3 we get γ
′
1γ
′−1
2 ∈ Γc. Since γ
′
1γ
′−1
2 has
total positive determinant, we get
fδ′1(γ
′) = f(γ′1)δ1 = f(γ
′
1)π(γ
′
1γ
′−1
2 δ2δ
−1
1 )δ1 = f(γ
′
1)γ
′
1γ
′−1
2 δ2π(δ
−1
1 δ1)
= f(γ′2γ
′−1
1 γ
′
1)δ2 = fδ
′
2(γ
′)
hence fδ′1 = fδ
′
2. 
Lemma 4.10. Let (K,∆) →֒ (K ′,∆′) be compatible Hecke pairs, fix c ∈ C, and
let V be an admissible module for (K,∆). The module I = Ind(Γc,Γ
′
c, V ) is as an
admissible module isomorphic to J = Ind(π̂(K), π̂(K ′), V ).
Proof. Let g ∈ J . For κ′ ∈ K ′ there is δ ∈ ∆c,c and γ
′ ∈ Γ′c such that π̂(κ
′) =
π̂(δ)−1π̂(γ′). Since g(π̂(δ)−1π̂(γ′)) = g(π̂(γ′))π̂(δ) the element g ∈ J is uniquely
determined by its restriction (as a map) to π̂(Γ′c).
On the other hand f ∈ I as a map of Γ′c into V then f(γ
′) only depends upon
π̂(γ′), γ′ ∈ Γ′c. This is seen to give a correspondence between I and J . Writing up
the given action, it is immediately seen to be the same. 
Theorem 4.11. Let (K,∆) be a Hecke pair of level N, and V an admissible
module for (K,∆). If Φ : R(K,∆) → F is a system of eigenvalues occurring in⊕
c∈C H
i(Γc, V ), then there is a character χ : F
∗
∞/F
+
∞ × (OF /N)
∗ → F∗ such that
Φ occurs in
⊕
c∈C H
j(Γ(N)c,F(χ)) for some j ≤ i.
Proof. Note first that any irreducible π̂(K(N)) is of the form F(χ) for some χ :
F ∗∞/F
+
∞ × (OF /N)
∗ → F∗.
Using corollary 2.7 we only need to consider the action ofR(K,∆(1)) = R(Γc,∆c,c)
onHi(Γc, V ) for any fixed c ∈ C. By lemma 4.6 the Hecke pairs (Γ(N)c,∆(N)c,c) →֒
(Γc,∆c,c) are compatible, and hence the action respects short exact sequences, and
we may assume V irreducible.
So V is an irreducible module for the finite group π̂(K). Consider the restriction
of V to π̂(K(N)) and let W be an irreducible quotient of this π̂(K(N))-module.
Then V is a submodule of Ind(π̂(K(N)), π̂(K),W ) ≃ Ind(Γ(N)c,Γc,W ) (using
lemma 4.10), e.g. we have an exact sequence
0→ V → Ind(Γ(N)c,Γc,W )→ X → 0
The long exact sequence of cohomology is compatible with the action of R(K,∆(1)).
Hence we have an exact sequence of R(K,∆(1))-modules
Hi−1(Γc, X)→ H
i(Γc, V )→ H
i(Γc, Ind(Γ(N)c,Γc,W ))
The Shapiro isomorphism Hi(Γc, Ind(Γ(N)c,Γc,W )) ≃ H
i(Γ(N)c,W ) is compat-
ible with the action of the Hecke operators, hence if the given eigenvector in
Hi(Γc, V ) maps nonzero into H
i(Γc, Ind(Γ(N)c,Γc,W )) we are done. If this is not
the case, then [AS86a, proposition 1.2.2] says that the system of eigenvalues occurs
in Hi−1(Γc, X). The result follows by induction on the cohomology dimension. 
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5. Characteristic ℓ
Let ℓ denote a prime number. In the following F will denote a field of character-
istic ℓ. Irreducible representations on F-vector spaces might all be 1-dimensional
for a nonabelian group. This gives results which can be seen as generalizing results
from [AS86b].
First we note some representation results.
Lemma 5.1. Let G be a finite group and V a semisimple FG-module. If H is a
normal subgroup of G, then the restriction of V to H is still a semisimple module.
Proof. Assume V an irreducibleGmodule. LetW be an irreducible component of V
considered as aH-module. Since H is normal in G,Wg is likewise an irreducibleH-
submodule of V for every g ∈ G. The G-module V is irreducible, so V =
∑
g∈GWg
showing that V as a H-module must be semisimple. 
Lemma 5.2. Let λ be a prime of F , λ|ℓ. An irreducible representation of GLn(OF /λ
ν)
on a F-vector space factors through GLn(OF /λ), ν any natural number.
Proof. The kernel of the map GLn(OF /λ
ν) → GLn(OF /λ) is an ℓ-group. By 5.1
the restriction of an irreducible representation to this kernel is still semisimple, and
hence the kernel acts trivial. 
Lemma 5.3. Let Fλ be a finite field of characteristic ℓ. Let H be the subgroup
of GLn(Fλ) consisting of upper triangular matrices with the first n − 1 diagonal
entries equal to 1. Any irreducible FH-module is 1-dimensional and the action
factors through the determinant.
Proof. The subgroup of H consisting of upper triangular matrices with all diagonal
entries equal to 1 is a normal subgroup and an ℓ-group. By lemma 5.1 this subgroup
acts trivial on a irreducible FH-module. 
Set L =
∏
λ|ℓ λ where λ is a prime of F . In the following N is an ideal of F
prime to ℓ, and ν will be some natural number.
Theorem 5.4. Let (K,∆) be a Hecke pair of level NLν such that the image of K in
GLn(Fλ) is contained in the subgroup H of lemma 5.3 for every prime λ of F , λ|ℓ
and Fλ = OF /λ. Suppose (K
′,∆′) is a Hecke pair of level NLν such that the image
of K in GLn(OF /N) is a normal subgroup in the image of K
′. If V is an admissible
module for (K ′,∆′) such that K ′+ acts through the image in GLn(OF /L
ν), then a
system of eigenvalues Φ occurring in
⊕
c∈C H
i(Γ′c, V ) occurs in
⊕
c∈C H
j(Γc,F(χ))
for some j ≤ i and some character χ : F ∗∞/F
+
∞ × (OF /L)
∗ → F∗.
Proof. Set K ′′ = K ′ ∩K and ∆′′ = ∆′ ∩∆, then (K ′′,∆′′) is also a Hecke pair of
level NLν . As in the proof of theorem 4.11 we may assume V irreducible, and we
can find an irreducible admissible module W for (K ′′,∆′′) such that we have an
exact sequence
0→ V → Ind(π̂(K ′′), π̂(K ′),W )→ X → 0
of admissible (K ′,∆′) modules. Consider this as a sequence of admissible (K ′′,∆′′)
modules. By assumption K ′′+ acts on V through the image in GLn(OF /L
ν) and
hence likewise on W , a subquotient of V . Since the image of K ′′ in GLn(OF /N)
is a normal subgroup of the image of K ′, we see that the action of K ′′+ on
Ind(π̂(K ′′), π̂(K ′),W ) also only depends upon the image in GLn(OF /L
ν). So this
is also true for X .
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Arguing as in the proof of theorem 4.11 we have that either the system of eigen-
values Φ occurs in
⊕
Hi(Γ′′c ,W ) or
⊕
Hi−1(Γ′c, X). Using induction on the coho-
mology dimension Φ occurs in
⊕
Hj(Γ′′c , Y ) for some admissible (K
′′,∆′′) module
Y , on which K ′′+ acts through its image in GLn(OF /L
ν), and some j ≤ i.
The Shapiro isomorphism gives that Φ occurs in
⊕
Hj(Γc, Ind(π̂(K
′′), π̂(K), Y )).
But then Φ likewise occurs in
⊕
Hj(Γc, Z), where Z in an irreducible π̂(K) module
and a component in the semisimplification of Ind(π̂(K ′′), π̂(K), Y ). This implies
that K+ acts on Z through its image in GLn(OF /L
ν).
To finish the proof we need only notice how the module Z looks like. From
lemma 5.2 we have that K+ acts on Z through the image in GLn(OF /L). By the
assumption of the theorem and lemma 5.3 we now conclude that Z = F(χ) for some
homomorphism χ : F ∗∞/F
+
∞ × (OF /L)
∗. 
A more specific formulation of theorem 5.4 can be given in the following way for
n = 2. For any ideal a of F set
K1(a) = {κ ∈ K1|κ ≡ ( 1 ∗0 ∗ ) (mod a)}, Γ1(a)c = GLn(F ) ∩ α
−1
c K1(a)αc
Let L˜ be an ideal of F dividing Lν for some ν ≥ 1. Then we have a Hecke pair
(K1(NL˜),K1(NL˜)∆(NL
ν )) of level NLν .
Corollary 5.5. Let V be a finite dimensional F vector space and a F∞/F
+
∞ ×
GLn(OF /L) module. If the system of eigenvalues Φ occurs in
⊕
c∈C H
i(Γ1(NL˜)c, V ),
then for some j ≤ i and character χ : F ∗∞/F
+
∞×(OF /L)
∗ → F∗ the system of eigen-
values Φ occurs in
⊕
c∈C H
j(Γ1(NL)c,F(χ)).
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