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TOWARDS THE CLASSIFICATION OF SCALAR INTEGRABLE
EVOLUTION EQUATIONS IN (1+1)-DIMENSIONS
SUMMARY
In the literature, integrable equations are meant to be non-linear equations
which are solvable by a transformation to a linear equation or by an inverse
spectral transformation [22]. The difficulty in constructing an inverse spectral
transformation had motivated the search for other methods which would identify
the equations expected to be solvable by an inverse spectral transformation.
These methods which consist of finding a property shared by all known
integrable equations are called “integrability tests”. The existence of an infinite
number of conserved quantities, infinite number of symmetries, soliton solutions,
Hamiltonian and bi-Hamiltonian structures, Lax pairs, Painleve property, are
well known integrability tests.
“The classification problem” is defined as the classification of families of
integrable differential equations. Recently Wang and Sanders used the existence
of infinitely many symmetries to solve this problem for polynomial scale invariant,
scalar equations, by proving that scale invariant scalar integrable evolution
equations of order greater than seven are symmetries of third and fifth order
equations [3].
The first result towards a classification for arbitrary m’th order evolution
equations is obtained in [1] where it is shown that scalar evolution equations
ut = F [u], of order m = 2k + 1 with k ≥ 3, admitting a nontrivial conserved
density ρ = Pu2n + Qun + R of order n = m + 1, are quasi-linear. This result
indicates that essentially non-linear classes of integrable equations arising at
the third order are absent for equations of order larger than 7 and one may
hope to give a complete classification in the non-polynomial case. This is the
motivation of the present work where the problem of classification of scalar
integrable evolution equations in (1+1) (1 spatial and 1 temporal)-dimensions is
further analyzed.
In this thesis, we use the existence of a formal symmetry introduced by Mikhailov
et al. as the integrability test [2]. We introduce a graded algebra structure “the
level grading” on the derivatives of differential polynomials. Our main result is
the proof that arbitrary (non-polynomial) scalar, integrable evolution equations
of order m, are polynomial in top three derivatives, namely um−i, i = 0, 1, 2. In
the proof of this result, explicit computations are needed at lower orders and
computations for equations of order 7 and 9 are given as examples.
In our computations we used three conserved densities, ρ(1), ρ(2), ρ(3) obtained in
[1]. Computations for the general case and for the lower orders showed that it is
impossible to obtain polynomiality in um−3 by using only these three conserved
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densities. Thus the investigation of polynomials beyond um−3 is postponed to
future work.
The first section is devoted to a general introduction with a literature review, on
conservation laws, symmetries, integrability and classification, beginning from
the discovery of the soliton.
Notation used in this study, basic definitions and preliminary notions about
integrability tests, symmetries and recursion operators with examples on KdV
equations are given in the second section.
Main results are gathered in sections three and four. In section three, we give
basic definitions and properties of graded and filtered algebras, and define the
“level grading” while in section four we present the polynomiality results.
In section three, a graded algebra structure on the polynomials in the derivatives
uk+i over the ring of functions depending on x, t, u, . . . , uk is introduced. This
grading, called “level grading”, is motivated by the fact that derivatives of a
function depending on x, t, u, . . . , uk are polynomial in higher order derivatives
and have a natural scaling by the order of differentiation above the “base level k”.
The crucial point is that, equations relevant for obtaining polynomiality results
involve only the term with top scaling weight with respect to level grading. This
enables to consider top level term only, disregarding the lower ones, and to reduce
symbolic computations to a feasible range.
Polynomiality results on the classification of scalar integrable evolution equations
of order m are given in section four. In our computations we proved that
arbitrary scalar integrable evolution equations of order m ≥ 7 are polynomial in
the derivatives um−i for i = 0, 1, 2.
Section five is devoted to explicit computations for the classification of 7th
and 9th order evolution equations. The purpose of this section is to give an
information about explicit computations and compare with the solutions for
general m. In particular, at order 7, it is shown that no further information
is obtained by the use of all conserved densities ρ(i), i = −1, 1, 2, 3.
The discussion of the results and directions for future research are given in section
six.
Appendices A,B,C,D, give respectively the submodules and quotient submodules
with their generating monomials, used in the classification of 7th and 9th order
evolution equations. One can derive easily the monomials for evolution equations
of order higher than nine using these lists.
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SINIFLANDIRMA YOLUNDA (1+1)-BOYUTTA I˙NTEGRE
EDI˙LEBI˙LI˙R SKALER EVRI˙M DENKLEMLERI˙
O¨ZET
Literatu¨rde, “integre edilebilen denklemler”, lineer denklemlere do¨nu¨s¸tu¨ru¨lebilen
ya da ters spektral do¨nu¨s¸u¨m ile c¸o¨zu¨lebilen denklemler olarak tanımlanır [22].
Ters spektral do¨nu¨s¸u¨mlerin ins¸aasının c¸ok zor olması, ters spektral do¨nu¨s¸u¨m
ile c¸o¨zu¨lmeye aday denklemleri belirleyebilecek yo¨ntemlerin gelis¸tirilmesine
yolac¸mıs¸tır. Bilinen tu¨m integre edilebilen denklemlerin ortak bir o¨zellig˘ini
bulmaya dayalı bu yo¨ntemlere “integrabilite testleri” adı verilir. Sonsuz sayıda
korunan nicelikler, sonsuz sayıda simetriler, soliton c¸o¨zu¨mleri, Hamiltonyen
ve bi-Hamiltonyen yapı, Lax c¸iftleri veya Painleve´ o¨zellig˘inin varlıg˘ı, yaygın
kullanılan integrabilite testleri olarak bilinir.
“Sınıflandırma problemi”, integre edilebilir diferansiyel denklem ailelerinin
sınıflandırılması olarak bilinir. Yakın gec¸mis¸te Wang ve Sanders, sonsuz
sayıda simetrilerin varlıg˘ını kullanarak, o¨lc¸ek bag˘ımsız skaler integre edilebilir,
7 inci mertebeden bu¨yu¨k, evrim denklemlerinin, 3 u¨ncu¨ ve 5 inci mertebeden
denklemlerin simetrileri oldug˘unu go¨stererek sınıflandırma problemini, polinom
o¨lc¸ek bag˘ımsız skaler denklemler ic¸in c¸o¨zmu¨s¸lerdir. [3].
Keyfi m inci mertebeden evrim denklemlerinin sınıflandırılması hakkında, ilk
sonuc¸, [1]’de elde edilmis¸ir. Bu sonuc¸, n = m + 1 mertebeden, trivial olmayan
korunan yog˘unluk (conserved density) olarak ρ = Pu2n + Qun + R yu kabul
eden, m = 2k + 1, ve k ≥ 3 mertebeden, ut = F [u] evrim denklemlerinin
kuazilineer olmasıdır. Elde edilen sonuca go¨re o¨zellikle 3 u¨ncu¨ mertebede
ortaya c¸ıkan, lineer olmayan, integre edilebilir evrim denklemlerinin sınıfları,
7 den bu¨yu¨k mertebelerde go¨zu¨kmez. Bu nedenle polinom olmayan durumlar
ic¸in bir sınıflandırma yapılabileceg˘i du¨s¸u¨nu¨lebilir. Bu du¨s¸u¨nceden yola c¸ıkarak,
bu c¸alıs¸mada, (1+1) boyutta (1 uzaysal 1 zamansal ) integre edilebilir evrim
denklemlerinin sınıflandırılması problemi ele alınmıs¸tır.
Bu tezde, integrabilite testi olarak, Mikhailov ve dig˘erleri tarafından ortaya
konan, bic¸imsel simetrilerinin varlıg˘ı kabul edilmis¸tir [2]. Ayrıca “Level grading”
adı verilen, diferansiyel polinomların tu¨revleri u¨zerine bir kademeli cebir (graded
algebra) yapısı tanımlanmıs¸tır. Bu c¸alıs¸manın esas sonucu, keyfi polinom
olmayan skaler integre edilebilir m inci mertebeden evrim denklemlerinin um−i,
i = 0, 1, 2 olmak u¨zere, en u¨st u¨c¸ mertebeden tu¨reve go¨re polinom oldug˘unun
ispatıdır. Bu sonucun ispatı, du¨s¸u¨k mertebelerde ac¸ık hesaplamaların yapılmasını
gerektirdig˘inden, 7 inci ve 9 uncu mertebeden keyfi skaler evrim denklemleri,
o¨rnek olarak, ac¸ık s¸ekilde hesaplanmıs¸tır.
Bu c¸alıs¸mada, [1]’de hesaplanan ve bic¸imsel simetrinin varlıg˘ının bir sonucu
olan, u¨c¸ korunan yog˘unluk, ρ(1), ρ(2), ρ(3) (conserved densities) kullanılmıs¸tır.
viii
Genel m ve m ≤ 19 ic¸in yapılan hesaplamalarda, sadece bu u¨c¸ korunan
yog˘unluk kullanılarak, daha alt mertebeler (o¨rneg˘in um−3) ic¸in polinomlug˘un
elde edilmesinin imkansız oldug˘u go¨ru¨lmu¨s¸tu¨r. Bo¨ylece problem ile ilgili bundan
bas¸ka yapılacak olan tartıs¸malar ileriki c¸alıs¸malara ertelenmis¸tir.
Birinci bo¨lu¨mde genel bir giris¸ ile birlikte, soliton dalgaların kes¸fi ile bas¸layan
ve gu¨nu¨mu¨ze dek gelen, korunum yasaları, simetriler, integre edilebilirlik ve
sınıflandırma ile ilgili literatu¨r o¨zeti verilmis¸tir.
I˙kinci bo¨lu¨m, c¸alıs¸mada kullanılan notasyon, temel tanımlar, integre edilebilirlik
testleri, simetriler ve reku¨rsyon operato¨rleri hakkında o¨n bilgilere ve KdV
denklemleri ile ilgili o¨rneklere ayrılmıs¸tır.
Esas sonuc¸lar u¨c¸u¨ncu¨ ve do¨rdu¨ncu¨ bo¨lu¨mde toplanmıs¸tır. U¨c¸u¨ncu¨ bo¨lu¨mde,
kademeli (graded) ve filtrelenmis¸ (filtered) cebir ile ilgili temel tanımlar ve
o¨zellikler ile birlikte “level grading” in tanımı yapılmıs¸tır. Do¨rdu¨ncu¨ bo¨lu¨mde
ise polinom sonuc¸lar verilmis¸tir.
Katsayıları, x, t, u, . . . , uk ya bag˘lı fonksiyonlar halkası u¨zerinde, tu¨revleri uk+i
olan polinomlara kademeli cebir (graded algebra) yapısı oturtulmus¸tur. “Level
grading” olarak adlandıracag˘ımız bu yapının olus¸ma nedeni; x, t, u, . . . , uk ya
bag˘lı fonksiyonların tu¨revlerinin yu¨ksek mertebe tu¨revlerde polinom olması ve
tu¨revlenme sırasına go¨re baz seviye k u¨zerinde dog˘al bir o¨lc¸eklemeye sahip
olmasıdır. Bu yapının olus¸masındaki can alıcı nokta, polinom sonuc¸lar ic¸eren
denklemlerin “level grading”’e go¨re, sadece en yu¨ksek mertebeden o¨lc¸ekleme
ag˘ırlıg˘ına sahip terimleri ic¸ermesidir. Bu durum, du¨s¸u¨k seviyedeki terimleri
go¨zardı ederek ve sadece yu¨ksek seviyedeki terimleri dikkate alarak sembolik
hesaplamaların yapılabilir bir seviyeye indirgenmesini sag˘lamıs¸tır.
Skaler, integre edilebilirm inci mertebeden evrim denklemlerinin sınıflandırılması
u¨zerine polinom sonuc¸lar do¨rdu¨ncu¨ bo¨lu¨mde verilmis¸tir. Hesaplamalarda, keyfi
skaler integre edilebilir m ≥ 7 mertebe evrim denklemlerinin um−i, i = 0, 1, 2
tu¨revlerine go¨re polinom oldug˘u ispatlanmıs¸tır.
Bes¸inci bo¨lu¨m ise 7 inci ve 9 uncu mertebeden evrim denklemlerinin
sınıflandırılması ic¸in yapılan ac¸ık hesaplamalara ayrılmıs¸tır. Bu bo¨lu¨mu¨n
amacı, ac¸ık hesaplamaların sonuc¸larını genel m ic¸in elde edilen sonuc¸larla
kars¸ılas¸tırmak olmus¸tur. O¨zel olarak 7 inci mertebede, bilinen tu¨m
korunan yog˘unlukların, ρ(i), i = −1, 1, 2, 3, kullanılmasının elde edilen sonucu
deg˘is¸tirmedig˘i go¨sterilmis¸tir.
Altıncı bo¨lu¨mde sonuc¸lar u¨zerine tartıs¸malar ve ileriki aras¸tırmalar ic¸in
yo¨nlendirmeler verilmis¸tir.
A,B,C ve D, eklerinde sırasıyla, 7 inci ve 9uncu mertebeden evrim denklemlerinin
hesaplamalarında kullanılan alt modu¨l ve kalan alt modu¨lleri u¨reten monomların
listeleri verilmis¸tir. Bu listelerin yardımı ile dokuzuncu mertebeden bu¨yu¨k evrim




In the literature, integrable equations refer to non-linear equations for which
explicit solutions can be obtained by means of a transformation to linear
equations or by the inverse scattering method. Burgers’ and Korteweg de Vries
(KdV) equations are respectively prototypes for these two cases. For example
the Cole-Hopf transformation vx = uv, which is local, linearizes the Burgers
equation ut − 2uux − uxx = 0, to the heat equation vt = vxx, while the KdV
equation requires an inverse spectral transformation [29], [28].
Investigations of the solutions of nonlinear partial differential equations
motivated the discovery of mathematical “soliton” known as solitary wave which
asymptotically preserves its shape and velocity upon nonlinear interaction with
other solitary waves [6]. In 1834 J. Scott Russel was the first who observes, riding
on horse back beside a narrow canal, the formation of a solitary wave. In 1895
Korteweg and de Vries derived the equation for water waves in shallow channels
which bears their name and which confirmed the existence of solitary waves.
The discovery of additional properties of solitons began with the appearance of
computers followed by the numerical calculations carried out on the Maniac I
computer by Fermi, Pasta and Ulam in 1955. They took a chain of harmonic
oscillators coupled with a quadratic nonlinearity and investigated how the energy
in one mode would spread to the rest. They found the system cycled periodically,
implying it was much more integrable than they had thought. The continuum
limit of their model was the KdV equation [30].
The exact solutions of the KdV equation were the solitary wave and cnoidal wave
solutions. While the exact solution of the KdV equation ut + 6uux + uxxx = 0
subject to the initial condition u(x, 0) = f(x) where f(x) decays sufficiently
rapidly as |x| → ∞, was developed by Gardner, Green, Kruakal and Miura
in 1967. The basic idea for this solution is to relate the KdV equation to
the time-independent Schro¨dinger scattering problem [10]. Gardner, Miura and
Kruskal found out that the eigenvalues of the Schro¨dinger operator are integrals
of the Korteweg-de Vries equation. This discovery were succeeded by Laxs’
principle which associates nonlinear equations of evolutions with linear operators
so that the eigenvalues of the linear operator are integrals of the nonlinear
equation [24].
The interest to the integrability problem increased by the discovery of soliton
behavior of the KdV equation and of the inverse spectral transformation for
its analytical solution. In 1965 Zabusky and Kruskal, in numerical studies,
re-derived the KdV equation and they found the remarkable property of solitary
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waves [21]. They give the conjecture that the double wave solutions of the KdV
equation with large |t| behave as the superposition of two solitary waves travelling
at different speeds [24]. These numerical results lead them to search some
analytic explanation. They found out that this behavior can be explained by the
existence of many conservation laws. Therefore the search for the conservation
laws for the KdV equation started. A conservation law has the following form
where U is the conserved density and F is the conserved flux.
DtU +DxF = 0.
First Zabusky and Kruskal found conserved densities of order 2 and 3, after
Miura found a conserved density of order 8. Finally it is proved that there exist
an infinite number of conservation laws and conserved densities at each order [7].
Methods for selecting equations that are considered to be “integrable” among a
general class are called “integrability tests”. Integrability tests use the fact that
integrable equations have a number of remarkable properties such as the existence
of an infinite number of conserved quantities, infinite number of symmetries,
soliton solutions, Hamiltonian and bi-Hamiltonian structure, conserved covariant
(co-symmetries), Lax pairs, Painleve´ property, conservation laws etc. Usually
the requirement of sharing a certain property with known integrable equations
leads to the selection of a finite number of equations from a general class and
the selected equations are expected to be integrable. This method leads to a
“classification” and the criterion used in is called an “integrability test”.
The Korteweg-deVries (KdV) equation
ut = u3 + uu1 (1.1)
is the prototype of integrable evolution equations. There are a number of other
equations related to it involving first order derivatives. These are called the
“modified KdV” or “potential KdV” equations and they are also integrable.
Miura found that the Modified Korteweg de Vries equation
vt = v3 + v
2v1 (1.2)
turn to KdV equation under the transformation
u = v2 +
√−6v1.
Therefore he proved that if v(x, t) is a solution of (1.2), u(x, t) is a solution of
(1.1).
Miura transformations map symmetries to symmetries hence those equations
that are related to a known integrable equation by Miura transformations are
also considered integrable and belonging to the same class.
Sophus Lie was the first who studied the symmetry groups of differential
equations. A symmetry group of a system can be defined as the geometric
transformations of its dependent and independent variables which leave the
system invariant. Geometric transformations on the space of independent and
dependent variables of the system are called geometric symmetries. In 1918
2
Emmy Noether proved the one-to-one correspondence between one-parameter
symmetry groups and conservation laws for the Euler Lagrange equations [12].
This result can not explain the existence of infinitely many conserved densities
for the KdV equation which possessed only a four-parameter symmetry group.
This observation leads to reinterpret higher order analogs of the KdV equation
as “higher order symmetries”. Then the search began for the hidden symmetries
called “generalized symmetries”, which are groups whose infinitesimal generators
depend not only on the dependent and independent variables of the system but
also the derivatives of the dependent variables [5].
In the classical theory, the “symmetry of a differential equation” is defined
in terms of the invariance groups of the differential equation. This definition
is essentially equivalent to defining symmetries as solutions of the linearized
equation. That is if σ is a symmetry of the evolution equation ut =
F (x, t, u, ux, . . . , ux...x), then
σt = F∗σ (1.3)
where F∗ is the Frechet derivative of F . A function f(x, t, u, ux, ut, . . .) is called
symmetry of the partial differential equation H(x, t, u, ux, ut, uxx, uxt, utt, . . .) =

































+ . . .
 (f) = 0 (1.4)
For a nonlinear evolution equation ut = F (x, t, u, ux, . . . , ux...x), symmetries of
the form σ = σ(x, t, u, ux, ut), linear in ux, ut are called “classical symmetries”,
while symmetries depending on higher order derivatives of the dependent variable
u with respect to x are called “generalized symmetries”. For example one of the
simplest general symmetries of the KdV equation ut = uxxx + 6uux
is: f = uxxxxx + 10uuxxx + 20uxuxx + 30u
2ux [2].
The existence of infinitely many generalized symmetries is tied to the existence
of a recursion operator which maps symmetries to symmetries [9].
The recursion operator is in general an integro-differential operator say R such
that Rσ is a symmetry whenever σ is a symmetry, i.e.,
ut = F [u] . (1.5)
(Rσ)t = F∗(Rσ). It follows that for any symmetry σ,
(Rt + [R,F∗]) σ = 0. (1.6)
where F∗, is the Frechet derivative of F. Given a recursion operator R, one may
expand the integral terms in R in an infinite formal series in terms of the inverse
powers of the operator D=d/dx. A “formal recursion operator” is defined as
a formal series in inverse powers of D satisfying the operator equation (1.6).
A truncation of the formal series satisfying equation (1.6) for a given evolution
equation or F∗ is defined to be a formal symmetry in [2].
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The solvability of the coefficients of R in the class of local functions requires
that certain quantities denoted as ρ(i) be conserved densities. The existence of
one higher symmetry permits to construct not one but many conservation laws.
These conservation laws contain a lot of knowledge about the equation under
consideration.
A function ρ = ρ(x, t, u, u1, u2, . . . , un) is called a density of a conservation law of




If ρ = D(h) for any h and σ = ht then σ is a trivial conserved density. These
conserved density conditions give over-determined systems of partial differential
equations for F and lead to a classification.
Integrability tests based on the existence of a formal symmetry has lead to many
strong results on the classification of 3th and 5th order equations [14] [15]. Among
polynomial equations, at the third order the KdV class is unique, while at the
fifth order there are in addition the Sawada-Kotera and Kaup equations [2].
The classification problem for scalar integrable equations is solved in the work of
Wang and Sanders [3], for the polynomial scale invariant case. Their method is
based on the search of higher symmetries and uses number theoretical techniques.
They proved that if λ homogeneous (with respect to the scaling xux + λu, with
λ > 0) equations of the form ut = um + f(u, . . . , um−1) have one generalized
symmetry, they have infinitely many and these can be found using recursion
operators or master symmetries [3]. They proved also that if an equation has a
generalized symmetry, it is enough to be able to solve the symmetry equation up
till quadratic terms to find other symmetries [3]. They showed also that if the
order of the symmetry is > 7, there exists a nontrivial symmetry of order ≤ 7[3].
Their main result is that scale invariant, scalar integrable evolution equations of
order greater than seven are symmetries of third and fifth order equations [3] and
similar results are obtained in the case where negative powers are involved [4].
The problem of classification of arbitrary evolution equations is thus reduced to
proving that such equations have desired polynomiality and scaling properties.
In a recent work, the non-polynomial case is studied in [1] and it is shown that
the existence of a conserved density of order m+1 leads to quasi-linearity. This
is a first step in proving polynomiality, and our motivation is to prove step
by step further polynomiality results and give a complete classification in the
non-polynomial case.
We shall summarize recent works done on the similar field. In 1993 Roberto
Camassa and Darryl Holm derive a new completely integrable dispersive shallow
water equation
ut + 2κux − uxxt + 3uux = 2uxuxx + uxxx
where u is the fluid velocity in the x direction and κ is a constant related to
the critical shallow water wave speed. The equation is obtained by using an
asymptotic expansion directly in the Hamiltonian for Euler’s equation. This
equation is bi-Hamiltonian it can be expressed in Hamiltonian form in two
different ways. The ration of its two Hamiltonian operators is a recursion
operator that produces an infinite sequence of conservation laws [31]. In 2001
Artur Sergyeyev extended the recursion operators with nonlocal terms of special
form for evolution systems in (1+1)-dimensions, to well-defined operators on
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the space of nonlocal symmetries and showed that these extended recursion
operators leave this space invariant [33]. Another study of Sergyeyev published
in 2002 is about conditionally integrable evolution systems. They describe all
(1+1)-dimensional evolution systems that admit a generalized (Lie-Ba¨cklund)
vector field satisfying certain non-degeneracy assumptions, as a generalized
conditional symmetry [34]. Two of several studies about systems of evolution
equations are produced by Wolf. With Sokolov they extend the simplest version
of the symmetry approach to the classification of integrable evolution equations
for (1+1)-dimensional nonlinear PDEs., to the case of vector evolution equations.
They considered systems of evolution equations with one or two vector unknowns
and systems with one vector and one scalar unknown. They gave the list of all
equations having the simplest higher symmetry for these classes [32]. Tsuchida
and Wolf performed a classification of integrable systems mixed scalar and vector
evolution equations with respect to higher symmetries. They consider polynomial
systems that are homogeneous under suitable weighting of variables. They
gave the complete lists of second order systems with a third order or fourth
order symmetry and third order systems with a fifth order symmetry using the
KdV, the Burgers, the Ibrahimov-Shabat and two unfamiliar weightings [35].
Partial differential equations of second order (in time) that possess a hierarchy
of infinitely many higher symmetries are studied in [36]. The classification of
homogeneous integrable evolution equations of fourth and sixth order (in the
space derivative) equations has been done applying the perturbative symmetry
approach in symbolic representation. Three new tenth order integrable equations
has been found. The integrability condition has been proved providing the
corresponding bi-Hamiltonian structures and recursion operators [36]. Recently
number theory results on factorization of polynomials has been used to classify
symmetries of integrable equations [37].
In the present work, the classification of quasi-linear evolution equations of order
m ≥ 7, using the existence of a “formal symmetry” as an integrability test
proposed in [2], is studied.
The presentation is organized as follows: Notation used in this study, basic
definitions and preliminary notions about integrability tests, symmetries and
recursion operators with examples on KdV equations are given in Section 2.
A new structure called “level grading” based on the structure of graded and
filtered algebra accompanied by related definitions, properties and examples
are introduced in Section 3. Polynomiality results in top three derivatives on
classification of scalar integrable evolution equations of order m are given in
Section 4. Section 5 is devoted to the classification of 7th and 9th order evolution
equations. Two different methods are given for the computations of evolution
equation of order 7. Discussions and conclusions are given in Section 6. The
submodules and quotient submodules with their generating monomials, used in
the classification of 7th and 9th order evolution equations are respectively given
in Appendices A,B,C and D.
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2 PRELIMINARIES
The purpose of this section is to introduce notations used in this study. We
also give a brief knowledge about integrability tests, symmetries and recursion
operators which constitute the fundamental part of this study.
2.1 Notation and Basic Definitions
In this study we work with scalar evolution equations in one space dimension
where the independent space and time variables are respectively x and t while
the dependent variable is u = u(x, t).
Definition 2.1.1. A differential function F[u] is a smooth function of x,t, u and
of the derivatives of u with respect to x, up to an arbitrary but finite order.
Evolution equations are of the form
∂
∂t
u(x, t) = F [u] (2.1.1)
where F[u] is a differential function.
We simplify the notation for the derivatives of differential polynomials as follows:








This agreement emphasizes that these quantities are considered as independent
variables.
If F [u] = F (x, t, u, u1, ..., um) is a differential function, the total derivative with



























Definition 2.1.2. The differential polynomial F [u] is said to have fixed scaling
weight s if it transforms as F [u]→ λsF [u] under the scaling (x, u)→ (λ−1x, λdu),
where d is called the weight of u and denote it as wt(u).
Definition 2.1.3. A differential polynomial is called KdV-like if it is a sum
of polynomials with odd scaling weight s, with wt(u) = 2.









and it is called a pseudo-differential operator. The order of the operator is the
highest index n with Ln 6= 0. The operators given in closed form that involve
integral operations will be called integro-differential operators.
In order to define the products of pseudo-differential operators, we need to define
the operator






















ϕDkψ = ϕDk−1ψ −
∫
DϕDk−1ψ
= ϕDk−1ψ −DϕDk−2ψ +
∫
D2ϕDk−2ψ (2.1.6)
The action of D−k is computed by repeated applications of (2.1.6), up to any
desired order.
2.2 Integrability Tests
In this part we shall briefly discuss integrability tests. First of all one
needs a definition of “integrability” for nonlinear partial differential evolution
equations, in order to understand the integrability of known equations, to test
the integrability of new equations and to obtain new integrable equations. This
subject has been discussed in several papers gathered on the book “What is
integrability?”[23]. “There is no precise definition besides the two notions of
“C-integrability” and “S-integrability” ” as stated by Calogero in [22]. The
first one corresponds to the possibility of linearization via an appropriate
“change of variables”, while the second denotes solvability via the “Spectral
transform technique” or the “inverse Scattering method”. The transformation of
a nonlinear equation via an invertible change of coordinates into a linear equation
can also be defined as “C-integrability” [38]. Indirect methods are used to identify
the equations expected to be solvable by an inverse spectral transformation and
they are commonly called “integrability tests”.
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A well known example for equations solvable by an inverse spectral
transformation is the Korteweg de Vries equation. Integrability tests are
inspired by the remarkable properties of the KdV equation such as an infinite
number of conserved quantities, infinite number of symmetries, soliton solutions,
Hamiltonian and bi-Hamiltonian structure, Lax pairs and Painleve´ property.
The existence of an infinite set of conservation laws for the KdV equation suggests
that certain nonlinear partial differential evolution equations might have similar
properties. The existence of the infinite set of conservation laws motivated the
search for a simple way of generating the conserved quantities[11]. This search
led to the Miura-Gardner one parameter family of Backlaund transformations
between the solutions of KdV and of the modified KdV equations. Therefore the
inverse scattering transform for directly linearizing the equation was developed.
In 1968 Lax put the inverse scattering method for solving the KdV equation into
a more general form and found the Lax pair [24].
The Backlaund transformation was an important key to check a given equation
for symmetries. The nonexistence of an infinite number of conservation laws
does not obstruct integrability. There exist integrable equations which have a
finite number of conservation laws, which are not Hamiltonian and which are
dissipative. An appropriate example is the Burgers equation which has only one
conservation law, although an infinite number of symmetries. It can be integrated
using the one parameter family of Backlaund transformation between solutions
of the heat and Burgers equation.
In 1971 Hirota developed a direct method, known as Bilinear Representation,
for finding N-soliton solutions of nonlinear evolution equations [6]. It is shown
that KdV-like equations with non-zero 3rd order part, viewed as perturbations
of the KdV equations can be transformed to the KdV equations up to a certain
order provided that the coefficients satisfy certain conditions. These conditions
are obtained by requiring that the conserved densities of the KdV equations be
extended to higher orders [26], [27].
Kruskal and Zabusky after the re-derivation of the KdV equation discovered the
interaction properties of the soliton and they explain the existence of infinitely
many conservation laws by suggesting the existence of hidden symmetries in this
equation. In 1987, Fokas proposed the existence of one generalized symmetry
as an integrability test [25]. MSS develop a new symmetry, called “formal
symmetry”, using as a base, the locality concept of the Sophus Lie classical theory
of contact transformations and the inverse scattering transform. The existence
of formal symmetries of sufficiently high order is proposed as an integrability
test [2]. A formal symmetry is a pseudo-differential operator which agrees up to
a certain order with some fractional power of a recursion operator expanded in
inverse powers of D, which is the total derivative with respect to x. The existence
of a formal symmetry gives certain conserved density conditions which in turn
lead to a classification. The Painleve´ method, which can be applied to systems
of ordinary and partial differential equations alike, is one of the methods used to
identify integrable systems. The basic idea is to expand each dependent variable
in the system of equations as a Laurent series about a pole manifold [8].
8
2.3 Symmetries and Recursion Operators
In this section we shall give the definitions and interrelations between symmetries,
recursion operators conserved densities and discuss the formal symmetry method.
Definition 2.3.1. A local one parameter group of transformations acting on the
space of variables (x, t, u) is called a symmetry group of the equation ut = F [u],
if it transforms all solutions to solutions.
Definition 2.3.2. The Frechet derivative denoted by F∗ is a linearized operator














Definition 2.3.3. A differential function σ is called a symmetry of the equation
ut = F [u] if it satisfies the linearized equation, σt = F∗σ.
Definition 2.3.4. The symmetries depending linearly on the first derivatives of
the unknown function are called classical symmetries or Lie-point symmetries.
All other symmetries are called non Lie-point or generalized symmetries.
Definition 2.3.5. A differential function ρ is called a conserved density, if there
exists a differential polynomial ϕ such that ρt = Dϕ.
In the solution of the KdV equation via the inverse spectral transformation, it
appears that not only the KdV equation, but the sequence of odd order equations
called the KdV hierarchy are all solvable by the same method. These equations
are symmetries of the KdV equation and they can be defined recursively.
Definition 2.3.6. A recursion operator is a linear operator R such that Rσ is a
symmetry whenever σ is a symmetry. It can also be defined as a solution of the
operator equation Rt + [R,F∗] = 0.
Assuming that σ is a symmetry and using the equation above we have
(Rσ)t = Rtσ +RF∗σ
= (−RF∗σ + F∗Rσ) +RF∗σ
= F∗Rσ (2.3.2)
hence Rσ is a symmetry. We can conclude that R sends symmetries to
symmetries.
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Example 2.3.7: The Recursion operator for the KdV equation of the form:
ut = u3 + uu1 (2.3.3)
is









where D−1 is the left inverse of Dx [13].




















Computations give fifth order KdV equation:










Since recursion operators send symmetries to symmetries, it can be said that
fifth order KdV equation is the symmetry of the third order equation.
Definition 2.3.8. A formal recursion operator for the evolution equation
ut = F [u], is as pseudo-differential operator R satisfying the equation
Rt + [R,F∗] = 0 (2.3.5)
If R is not purely differential operator, it is difficult to determine its
integro-differential part, but the last one can be expand in inverse powers of
D and obtain a pseudo-differential operator. Now the equation (2.3.5) is an
infinite series in inverse powers of D, and only a finite number of these equations
can be solved. If a finite number of terms in the equation (2.3.5) hold, then the
equation will hold identically.
Definition 2.3.9. A formal symmetry is a pseudo-differential operator which
satisfies the operator equation Rt + [R,F∗] = 0 up to a certain order.
If Ord(R) = n, Ord(F∗) = m and in the symmetry equation the coefficients of
Dn+m−1 up toDn+m−1−N are zero, the highest N terms in the symmetry equation
are satisfied, we say that the formal symmetry has order N .
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3 BASIC ALGEBRAIC STRUCTURES
In this section we give the algebraic structures that will be used in our problem.
In the first part we give basic algebraic definitions with some examples, in the
second and third part we give respectively the structure of the graded algebra
and the “level grading” structure that we introduce in this study.
3.1 Basic Definitions
In this part we give fundamental definitions concerning the graded and filtered
algebra.
Definition 3.1.1 A ring 〈K,+, .〉 is a set K together with two binary operations
(+, .), which we call addition and multiplication, defined on K such that the
following axioms are satisfied:
1) 〈K,+〉 is an abelian group.
2) Multiplication is associative.
3) For all a, b, c,∈ K, the left distributive law, a (b+ c) = (ab) + (ac) and
4)The right distributive law, (a+ b) c = (ac) + (bc), hold [17].
Definition 3.1.2. Let K be a ring. A (left) K-module consists of an abelian
group G together with an operation of external multiplication of each element of
G by each element of K on the left such that for all α, β,∈ G and r, s,∈ K, the
following conditions are satisfied:
1) (rα) ∈ G.
2) r(α + β) = rα + rβ.
3) (r + s)α = rα + sα.
4) (rs)α = r(sα).
A K-module is very much like a vector space except that the scalars need only
form a ring [17]. In any left K-module, a family of elements x1, x2, ..., xn is called
linearly independent if for any αi ∈ K the relation ∑αixi = 0 holds only when
α1 = ... = αn = 0. A linearly independent generating set is called a basis.
Definition 3.1.3. A module is said to be free if it has a basis.
It is clear that any basis of a free module is a minimal generating set, i.e. a
generating set such that no proper subset generates the whole module [19].
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Definition 3.1.4. An algebra consists of a vector space V over a field C,
together with a binary operation of multiplication on the set V of vectors, such
that for all a ∈ C and α, β, γ ∈ V , the following conditions are satisfied:
1)(aα)β = a(αβ) = α(aβ).
2)(α + β)γ = αγ + βγ.
3)α(β + γ) = αβ + αγ.
W is an associative algebra over C if, in addition to the preceding three
conditions:
4)(αβ)γ = α(βγ) for all α, β, γ ∈ W [17].
Definition 3.1.5. If for a field C a positive integer n exists such that n.a = 0
for all a ∈ C, then the least such positive integer is the characteristic of the
field C. If no such positive integer exists, then C is of characteristic 0 [17].
Definition 3.1.6. Let C be a field of characteristic 0. A vector space V over C
is called a Lie Algebra over C if there is a map
(X,Y ) 7→ [X,Y ], (X,Y, [X, Y ] ∈ V )
of V × V into V with the following properties:
(i)(X, Y ) 7→ [X, Y ] is bilinear
(ii)[X, Y ] + [Y,X] = 0, (X,Y ∈ V )
(iii)[X, [Y, Z]] + [Y, [Z,X]] + [Z, [Y,X]] = 0, (X,Y, Z ∈ V ) [20].
The following definitions of the graded and filtered algebra are based on the
previous preliminary definitions.
Definition 3.1.7. LetM be an associative algebra over a field C of characteristic
0. M is said to be graded if for each integer n ≥ 0 there is a subspace Mn of M
such that
(i)1 ∈M(0) and M is the direct sum of the Mn,
(ii)M(ni)M(nj) ⊆M(ni+nj)
for all ni, nj ≥ 0
In this case the elements of
⋃∞
ni=0
Mni are called homogeneous, and those of Mn
are called homogeneous of degree n; if v =
∑
n≥0 vn(vn ∈Mn, v ∈M), then vn is
called the homogeneous component of v of degree n [20].
Definition 3.1.8. M is said to be filtered if for each integer n ≥ 0 there is a
subspace M (n) of M such that:
(i)1 ∈M (0), M0 ⊆M1 ⊆ ..., ⋃∞n=0M (n) =M and
(ii)M (ni)M (nj) ⊂M (ni+nj) for all ni, nj ≥ 0.
It is convenient to use the convention that M (−1) = ∅. For v ∈ M, the integer
s ≥ 0 such that M ∈ M (s) but /∈ M (s−1) is called the degree of v, and written
deg(v). For n ≥ 0, M (n) is then the set of all v ∈M with deg(v) ≤ n [20].
We give now certain examples of gradings on polynomial rings. The polynomials
in a single variable x over a field C is a standard example of graded and filtered
algebra.
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Example 3.1.1. Let M be the algebra of polynomials in one indeterminate x
over a field of coefficients C. The degree of the indeterminate x gives a grading
where each submodule Mn = span(xn).
Table 3.1.1:Submodules and their graded elements.
M1 M2 M3 M4 M5 M6
x x2 x3 x4 x5 x6
Example 3.1.2. Let M be the algebra of polynomials in two independent variables
x, y over a field of coefficients C. The total degree gives a grading on this algebra.
Alternatively, we can induce a grading by choosing a weight, wt(x), wt(y), for each
of the variables and then use total degree. For example if the weights of x and y are
respectively 1 and 2, then the grade of xαyβ will be α + 2β. The generators of the
graded modules are given in the table below.
Table 3.1.2: Generators of graded modules
M1 M2 M3 M4 M5 M6
x x2 x3 x4 x5 x6
y xy x2y x3y x4y
y2 xy2 x2y2
y3
Definition 3.1.9. Let S = K[x1, ..., xn] be a commutative ring of polynomials where
xk’s are indeterminates and
f = Σai1...inx
i1
1 , ..., x
in
n (3.1.1)
where ai1...in are real numbers. Each product m(i) = x
i1
1 , ..., x
in
n in f is called a
monomial and the corresponding term ai1...in is called a monomial term. The total




where ik is the degree of xk [18].
Example 3.1.3. S = K[x1, ..., xn] is a commutative ring of polynomials in k











3 are respectively 8, 10 and 12.
If we work with polynomial evolution equations, we can work with a polynomial
algebra where the indeterminates are the derivatives ui’s and the coefficient ring is
K = C∞(x, t). In the case of non-polynomial evolution equations, the expressions of the
time derivatives of the conserved densities are polynomial in higher order derivatives.
For example for quasilinear equations, the indeterminates are {um, um+1, . . .} and the
coefficient ring is the ring of C∞ functions of x,t, u, and the derivatives of u up to
order m− 1.
On this polynomial algebra, the order of the derivative gives a natural grading. In
dealing with this grading, as shown in [1], in order to obtain top two terms of a time
derivative, it is necessary to take top four terms of all expressions, and this necessitates
complicated computations.
The key feature of our work is the use of a different type of grading, that we shall
call the “level” of a monomial. The advantage of using a grading by “levels” is that
the computation of the top terms in time derivatives necessitates the knowledge of the
dependence on a single highest term.
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3.2 The Structure of The Graded Algebra
Let K(k) be the ring of C∞ functions of x, t, u, . . . , uk and M (k) be the polynomial
algebra over K(k) generated by S(k) = {uk+1, uk+2, . . .}. A monomial mi in M (k) is a





We shall call m − 1 as the “base level” and the “level of a derivative term un will be
the number of derivatives above the base level, i.e., n− (m− 1).
Let’s now fix a base level d and denote the submodules generated by elements of level
j above this base level byM jd . Then the polynomial algebraMd over K will be a direct














M4d . . .









. . . .
Full sets of generators are given in the Appendices.
The differentiation with respect to x induces a map on these modules compatible with
the grading as follows. For example, a general term in M1d is of the form φud+1 where
φ is a function of x, t, u and the ui’s for i ≤ d. Then
D(φud+1) = φud+2 +Dφud+1 (3.2.3)
= φud+2 + ud+1[φdud+1 + φd−1ud + . . .]
Thus it has parts in M1d and inM
2
d . Similarly it can be seen that











Note that not all monomials appear in a total derivative, i.e, in each submodule mid
there are monomials that are not in the image of pi. These will be the ”non-integrable”
terms that we shall be searching for. It can be seen that a monomial is non-integrable











It can be seen that the quotient module is generated by the the non-integrable
monomials. These are listed in the Appendices.
The most important feature of this grading is that in the intersection of the image of
pij with the top module only the dependencies on ud appear. That is practically if we
work on the top module, we may assume that our functions depend on ud only. This
allows a considerable reduction in the computational requirements.
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3.3 The Ring of Polynomials and “Level-Grading”
In preliminary analytic computations as well as in explicit symbolic computations, we
have noticed that, although we used dependencies in top four derivatives, polynomiality
results involved only the dependencies on the top derivatives. This remark led to the
definition of an unusual grading on the monomials in the derivatives of u, called the
“level grading”. More precisely, if the unknown functions depend on the derivatives of
u up to order k, the expressions of F [u] and the conserved densities ρ(i) are polynomial
in uk+j , for j ≥ 1, hence they look like polynomials over functions depending on the
derivatives uj with j ≤ k. By defining the “level of uk+j above k” to be j, we can give
a graded algebra structure described below. In this setup, the crucial point is that the
level above k is preserved under differentiations and integrations by parts hence we can
work with the top level part of the expressions. We define the ”level” of a monomial
as follows:
Definition 3.3.1: Let mi = ua1k+j1u
a2
k+j2
. . . uank+jn be a monomial in M
(k) and uk be
the base term of the monomial. The level above k of mi is defined by :
levk(mi) = a1j1 + a2j2 + . . .+ anjn (3.3.1)
The “level above k” gives a graded algebra structure to M (k). Monomials of a fixed
level p form a free module over K(k) that we denote byM (k)p . By definitionM (k)0 = K(k)
and M (k) is the direct sum of these modules, i.e.
S(k)p = {µ ∈ S(k)|levk(µ) = p}
M (k) =M (k)0 ⊕M (k)1 ⊕ . . .⊕M (k)k−1 ⊕ . . . .







and M˜ (k) = M˜ (k)0 + ...+M˜
(k)
p we obtain a corresponding filtered algebra. We illustrate
these structures by an example.
Example 3.3.1. Let k = 5. Then M (5)0 = K(5) is the ring of functions depending on
x, t, u, . . . , u5 and M
(5)






2 = 〈u7, u26〉,
M
(5)
3 = 〈u8, u7u6, u36〉,
M
(5)
4 = 〈u9, u8u6, u27, u7u26, u46〉.







2 = 〈u7, u26, u6〉,
M˜
(5)
3 = 〈u8, u7u6, u36, u7, u26, u6〉,
M˜
(5)
4 = 〈u9, u8u6, u27, u7u26, u46, u8, u7u6, u36, u7, u26, u6〉.
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Now we take a specific monomial and illustrate the effects of differentiation and
integration by parts.
Example 3.3.2. Let k = 5 and M (5) be as in example 3.3.1. We take the following
polynomial of level 3 above 5 in M (5)3
υ = ϕu8 + ψu7u6 + ηu36 ϕ,ψ, η ∈ K(5).
Then, the total derivative Dυ given by
Dυ = ϕu9 + ψu8u6 + ψu27 + 3ηu
2
6u7 + (ϕ5u6 + ϕ4u5 + . . .+ ϕx)u8
+ (ψ5u6 + ψ4u5 + . . .+ ψx)u7u6 + (η5u6 + η4u5 + . . .+ ηx)u36
belongs to M˜ (5)4 as seen below.












and the projection to M (5)4 depends only on the derivatives with respect to u5.
Integrations by parts are treated using (2.1.6) in the preliminaries as below∫

































and we see that the projection onM (5)3 depends on the u5 dependencies only as before.
To see the behavior of the level grading under time derivatives, we let ut = F [u] where
F is of order m and level i = m−k above k. Let ρ be an arbitrary differential function






Dh(F ) + ρt
and ∂ρ∂un and D
nF have orders n and n+m respectively,
|Dtρ| = n+m.
Similarly since the level of the partial derivatives of ρ are at most j, and the level of
DnF is i+ n, it follows that
levk(Dtρ) ≤ j + i+ n
These results allow us to facilitate the computations using top dependencies only.
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4 CLASSIFICATION OF m’th ORDER
EVOLUTION EQUATIONS
4.1 Notation and Terminology, Conserved Densities
Let u = u(x, t). A function ϕ of x, t, u and the derivatives of u up to a fixed but finite
order will be called a “differential function” [9] and denoted by ϕ[u]. We shall assume
that ϕ has partial derivatives of all orders. We shall denote indices by subscripts
or superscripts in parenthesis such as in α(i) or ρ(i) and reserve subscripts without


















If ϕ is a differential function, the total derivative with respect to x is denoted by Dϕ




ϕiui+1 + ϕx. (4.1.1)














In the computation of
∫
Dtρ, we shall use only top two order nonlinear terms, which
come from top 4 derivatives. For this purpose, we need the expression of (4.1.2) only up
to top 4 derivatives which are given in (4.1.3− 4.1.6). The general expression for Dkϕ
given by (4.1.6) is valid for k ≥ 7. It follows that in the present thesis general formulas
are valid for equations of order m ≥ 19, and we have done explicit computations for
equations of lower orders.
We shall denote generic functions ϕ that depend on at most un by O(un) or by |ϕ| = n.
That is
ϕ = O(un) or |ϕ| = n if and only if ∂ϕ
∂un+k
= 0 for k ≥ 1.
If ϕ = O(un), then Dϕ is linear in un+1 and Dkϕ is polynomial in un+i for i ≥ 1. In
order to distinguish polynomial functions we use the notation ϕ = P (un), i.e.,
ϕ = P (un) if and only if ϕ = O(un) and
∂kϕ
∂ukn
= 0 for some k.
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This distinction is used in the expression of derivatives given in (4.1.3− 4.1.6).
Note that even if ϕ = O(un), and ϕ has an arbitrary functional form,Dkϕ is polynomial
in un+i for i ≥ 1. The total derivative with respect to x increases the order by one,
thus if |ϕ| = n then |Dkϕ| = n+ k.






thus if |F | = m, Dt increases the order by m.
Equalities up to total derivatives with respect to x will be denoted by ∼=, i.e.,
ϕ ∼= ψ if and only if ϕ = ψ +Dη
Integration by parts of monomials is defined as follows. Let p1 < p2 < . . . < pl < s−1.
Then










ϕua1p1 . . . u
al
pl
ups−1us ∼= − 1p+1D
(





The integration by parts is repeated until one encounter a monomial which is nonlinear
in the highest derivative,
ua1p1 . . . u
al
pl
ups, p > 1.
The order of a differential monomial is not invariant under integration by parts, but it
is possible to compute when the integration by parts will give a non-integrable term.
Higher order derivatives are computed in [1] as follows:
Dkϕ = ϕnun+k + P (un+k−1), k ≥ 1 (4.1.3)
Dkϕ = ϕnun+k + [ϕn−1 + kDϕn]un+k−1
+ P (un+k−2), k ≥ 3 (4.1.4)
Dkϕ = ϕnun+k + [ϕn−1 + kDϕn]un+k−1
+
[








+ P (un+k−3), k ≥ 5 (4.1.5)
Dkϕ = ϕnun+k + [ϕn−1 + kDϕn]un+k−1
+
[























+ P (un+k−4), k ≥ 7 (4.1.6)
If the evolution equation ut = F [u] is integrable, it is known that the quantities
ρ(−1) = F−1/mm , ρ










are conserved densities for equations of any order [2].
Higher order conserved densities are computed in [1] as below, with the following
notation
a = F 1/mm , α(i) =
Fm−i
Fm
, i = 1, 2, 3, 4 (4.1.9)

































































































4.2 General Results on Classification
In [1], the criterion for integrability is the existence of a formal symmetry in the sense
of [2]. The existence of a formal symmetry requires the existence of certain conserved
densities ρ(i), i = −1, 0, 1, . . .. It is well known that for any m, the first two conserved
densities are
ρ(−1) = F−1/mm and ρ
(0) = Fm−1/Fm.
The explicit expressions of ρ(1) and ρ(2) for m ≥ 5 and of ρ(3) for m ≥ 7 obtained
in [1] are given in Appendix A. In our computations we shall use only conserved
densities which look like ρ(1), ρ(2) and ρ(3), but all conserved densities have been used
in computer algebra computations at lower orders for cross checking purposes.
The coefficients of top two nonlinear terms in Dtρ(1) give a linear homogeneous system






, with coefficients depending on m. The coefficient
matrix is nonsingular for m 6= 5, hence it follows that for m ≥ 7, an evolution
equation of order m admitting a nontrivial conserved density of order m + 1 has to
be quasi-linear. In [1], it is shown that u23k+l+1 is the top nonlinear term in
∫
Dtρ,
for ρ = ρ(x, t, u, . . . , un) and ut = F (x, t, u, . . . , um) where m = 2k + 1, n ≥ m and
n = 2k + l + 1.
In this section first we shall show that the contribution to the top two nonlinear
terms, come from the top 4 derivatives in the expansion of
∫
Dtρ. Then we shall give






This result is based on the expression of the derivatives as in [1].
Proposition 4.2.1. Let ρ = ρ(x, t, u, . . . , un) and ut = F (x, t, u, . . . , um) where
m = 2k + 1, n = 2k + l + 1 and k + l − 1 ≥ 0. Then







iF + ρt (4.2.2)
In Dtρ, the highest order derivative comes from ρnDnF , where ρn and DnF are of
orders 2k + 1 + l and 4k + 2 + l respectively. If we integrate by parts k + 1 times we
obtain
ρnD
nF ∼= (−1)k+1Dk+1ρn Dk+lF
where Dk+1ρ and Dk+lF are now respectively of orders 3k+2+ l and 3k+1+ l. One
more integration by parts gives a term nonlinear in u3k+1+l. Similarly one can see that
in ρn−1Dn−1F , ρn−1 and Dn−1F are of orders 2k + 1 + l and 4k + 1 + l. This time,
integrating by parts k times, we have
ρn−1Dn−1F ∼= (−1)kDkρn Dk+lF,
where Dkρn−1 and Dk+lF are both of orders 3k + 1 + l. Thus the highest order
nonlinear term, in u3k+l+1, comes from top two derivatives in ρnDn and ρn−1Dn−1F .
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By similar counting arguments, one can easily see that top two nonlinear terms are
obtained from top four derivatives and the remaining terms are of order 3k + l − 1.
ρn−2pDn−2pF + ρn−2p−1Dn−2p−1F = ρ2k+l+1−2pD2k+l+1−2pF
+ ρ2k+l−2pD2k+l−2pF (4.2.3)
with 2k + l − 2p > 0. We integrate by parts until the order of the product differ by
one and we get:
(−1)k+1−p[Dk+1−pρn−2p −Dk−pρn−2p−1]Dk+l−pF (4.2.4)
Here, the first and the second term in the brackets are of orders 3k + l + 2 − p and
3k + l + 1 − p respectively, and Dk+l−pF has order 3k + l + 1 − p. Thus after
integration by parts again we get the term u23k+l+1−p. It follows that the top two
nonlinear terms for p = 0, and p = 1 come from ρn, ρn−1, ρn−2 and ρn−3. 2
Remark 4.2.2 As the general expressions for the derivatives given in (4.1.3 − 4.1.6)
are valid for large k, there are restrictions on the validity of the formula (4.2.1). Since
the top four terms of Dk+lF and Dk+1ρn are needed in (4.2.1), from (4.1.6) it follows
that k + 1 and k + l should be both larger than or equal to 7. On the other hand, at
most top two terms of the expressions in the second bracket in (4.2.1) contribute to
the top nonlinearities and it turns out that the restrictions coming from (4.1.3, 4.1.4)
are always satisfied and the crucial restriction is k + 1 ≥ 7 and k + l ≥ 7. Thus for
l = 1, 0, −1 and −2, we need respectively k ≥ 6, 7, 8 and 9 hence m ≥ 13, 15, 17 and
19.
We shall now give the explicit expressions of the coefficients of top two nonlinear terms
for m ≥ 19 and k + l ≥ 7.
Proposition 4.2.3Let ut = F (x, t, u, . . . , um), m = 2k + 1, be an evolution equation
and ρ = ρ(x, t, u, . . . , un) with n = m + l, −2 ≤ l ≤ 2, be a conserved density for
ut = F . For m ≥ 13 and k + l ≥ 7, the coefficients of the top two nonlinear terms
u23k+l+1 for k + l > 0 and u
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+ ρn,n−2 DFm [2k + 2l − 1]
+ ρn,n−2 Fm−1 [2]





(1− 2k − 2l)
]








Proof. The proof is a straightforward computation of the integrations indicated in
Proposition 4.2.1. Writing the first four terms in Dtρ and keeping only the terms
which contribute to the nonlinearities u23k+l+1, u
2
3k+l, we get
(−1)k+1Dtρ ∼= ρn,n Fmu3k+l+1 u3k+l+2
+ ρn,n [Fm−1 + (k + l)DFm] u3k+l u3k+l+2
+ ρn,n
[
























+ (k + 1) Dρn,n Fm u3k+l+1 u3k+l+1
+ (k + 1) Dρn,n [Fm−1 + (k + l)DFm] u3k+l u3k+l+1



























× [Fm−1 + (k + l)DFm] u3k+l u3k+l
+
[






− ρn−1,n−2 − kDρn−1,n−1]Fm u3k+l+1 u3k+l−1
− ρn−2,n Fm u3k+l u3k+l+1
− ρn−2,n [Fm−1 + (k + l − 1)DFm] u3k+l−1 u3k+l+1
22
− [ρn−2,n−1 + kDρn−2,n − ρn−3,n] Fm u3k+l u3k+l. (4.2.7)
After integrations by parts we get (4.2.5) as the coefficient of the first nonlinear term
u23k+l+1 and (4.2.6) as the coefficient of the second nonlinear term u
2
3k+l. 2
From equation (4.2.5) we can easily get a number of results pertaining the form of
the conserved densities. In particular we can see that higher order conserved densities
should be quadratic in the highest derivative and top coefficients of the conserved
densities at every order are proportional to each other [1].
Corollary 4.2.4 Let ρ = ρ(x, t, u, . . . , un) and ut = F (x, t, u, . . . , um), m ≥ 7 and
n > m. Then
ρn,n,n = 0 (4.2.8)
Proof. It can be seen that (4.2.5) uses only top two terms and for l > 0 it is valid for
















we can see that for n > m the highest order term isDρn,n and it follows that ρn,n,n = 0.
2
Remark 4.2.5 From (4.2.9) one can easily see that if ρ and η are both conserved
densities of order n, with ρn,n = P and ηn,n = Q, then DPP =
DQ
Q , hence the ratio of
the top coefficients is independent of x. If ρ and η are conserved densities of consecutive















hence Q = F 2/mm P .
Remark 4.2.6 If the partial derivatives of F and ρ in (4.2.5) and (4.2.6) depend at
most on uj , then these equations are polynomial in uj+i, i > 0. In all the subsequent
computations we have used only the coefficient of the top order derivatives.
4.3 Polynomiality Results in Top Three Derivatives
In this section we give our final results which are the polynomiality in top three
derivatives. We apply Proposition 4.2.3 either directly to a canonical density ρ(i),
i = 1, 2, 3(step 3 and 6), or to generic conserved densities ρ, ν. We also give Tables
showing that at least one of the canonical densities is of the generic form (Tables
(4.3.1)− (4.3.5))
We used generic conserved densities in steps one, two and four. The first step is
to obtain the quasilinearity result for m > 5, which follows from the fact that the
coefficient matrix of a homogeneous system is non-singular for m > 5. At the second
and fourth steps we have a similar structure; we show that the coefficient of um is
independent of um−1 and um−2 respectively, by obtaining nonsingular homogeneous
systems of linear equations.
The third and sixth steps are based on relatively straightforward computations using
the canonical densities. At the third step we complete polynomiality in um−1 while
at the fifth and sixth steps we complete polynomiality in um−2, by using the explicit
form of the canonical densities ρ(1) and ρ(3).
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Step 0:Quasilinearity Fm,m = 0
First we obtain again the quasilinearity result given in [1], for m > 5. Thanks to the
general expressions in Proposition 4.2.3, applying (4.2.5) to ρ(1) the proof given here
is very neat.
Proposition 4.3.1 Let ut = F (x, t, u, . . . , um), m = 2k + 1 > 13, |F | = m, be
an arbitrary evolution equation and ρ(1) = P (0)u2m+1 + Q
(0)um+1 + R(0), l = 1,
|P (0)| = |Q(0)| = |R(0)| = m, P (0) 6= 0 its conserved density, then Fm,m = 0







− (2k + 3) Fm,m
Fm
= 0 (4.3.1)





− (2k + 3)(k + 1)(k + 2)Fm,m
Fm
= 0 (4.3.2)
From (4.3.1) and (4.3.2) we get:[
1 −1
(k2 + k + 6) −(k2 + 3k + 2)
] P (0)mP (0)
Fm,m
Fm




Since k 6= 2 from (4.3.3) we conclude that
Fm,m = P (0)m = 0 (4.3.4)
2
The following steps are valid for m ≥ 19
The aim of the first and second steps is to investigate the dependency on um−1 of the
coefficients A and B in the quasi-linear integrable evolution equation ut = Aum + B.
For this purpose we use the coefficients of the top two nonlinearities in
∫
Dtρ which are
respectively equations 4.2.5 and 4.2.6. The results with their proof are given below.
Step 1:Polynomiality in um−1 1st Result Am−1 = Pm−1 = 0
Proposition 4.3.2 Let
ut = Aum +B,
with A = am and |A| = |B| = m− 1. Then the canonical density ρ(1) reduces to
ρ(1) = P (1)u2m +Q
(1)um +R(1),
with |P (1)| = |Q(1)| = |R(1)| = m− 1, And if ρ(1) is conserved density then
Am−1 = P
(1)
m−1 = 0 (4.3.5)
Proof: Substituting ut = Aum + B in (4.1.10) and integrating by parts if necessary












− (2k + 3) Am−1
A
= 0 (4.3.7)
























From (4.3.7) and (4.3.8) we get:[
2k + 1 −(2k + 3)
2k3 + 3k2 + 13k + 6 −(2k3 + 9k2 + 13k + 6)
] P (1)m−1P (1)
Am−1
A




Since k 6= 2, Am−1 = P (1)m−1 = 0. 2
Now we shall see that the existence of a conserved density determines the form of B.
Step 3:Polinomiality in um−1 2nd Result Bm−1,m−1,m−1 = 0
Proposition 4.3.3 Let
ut = Aum +B,
with |A| = m− 2, |B| = m− 1 and the canonical densities
ρ(1) = P (1)u2m−1 +Q
(1)um−1 +R(1)
ρ(3) = P (3)u2m +Q
(3)um +R(3)
with |P (1)| = m−2 and |P (3)| = m−1 And if ρ(1) and ρ(3) are conserved densities,then
Bm−1,m−1,m−1 = 0 (4.3.10)
Proof: We substitute ut = Aum+B and Am−1 = 0 in (4.1.10), (4.1.12) and integrate
by parts then we get the coefficients P (1) and P (3) respectively:
P (1) =
24
m2 − 1am−2,m−2 + a
2
m−2a
−1(m2 − 1) (4.3.11)
P (3) =
a

























)2AP (1)m−2um−1 − (k −
1
2
)2P (1)Am−2um−1 − 2P (1)Bm−1 = 0 (4.3.13)
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)2AP (3)m−1um − (k +
1
2
)2P (3)Am−2um−1 − 2P (3)Bm−1 = 0 (4.3.14)
Differentiating twice (4.3.13) with respect to um−1 we obtain:
2P (1)Bm−1,m−1,m−1 = 0 (4.3.15)




)2AP (3)m−1 = 0 (4.3.16)
and P (3)m−1 can be written as
Bm−1,m−1,m−1(p1Am−2 + p2Bm−1,m−1) (4.3.17)
where p1 and p2 are independent from um−1. Then from (4.3.15) and (4.3.17) we
conclude that:
Bm−1,m−1,m−1 = 0. (4.3.18)
2
Here is the form of the integrable evolution equation that we obtain which is polynomial
in um−1. ut = Aum +Cu2m−1 +Dum−1 +E. The following three steps investigate the
polynomiality in um−2.
Step 4:Polinomiality in um−2 1st Result Am−2 = Pm−2 = C = 0















m−2 = C = 0 (4.3.21)
Proof: We substitute ut = Aum+Cu2m−1+Dum−1+E, in (4.1.10) and (4.1.12q) and
notice that ρ(1) and ρ(3) have the same form as ρ(1) and ρ(2). We recomputed (4.2.5),
and (4.2.6) for l = −1, 0 and we get respectively:
The coefficient of um−1 in (4.2.5) for ρ(1), l = −1








am−1am−2 = 0 (4.3.22)
The coefficient of um+1 in (4.2.6) for ρ(1), l = −1
12k2C −
(









4k4 − 4k3 + 23k2 + 25k + 6
)
am−1am−2 = 0 (4.3.23)
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Thus (4.3.22) and (4.3.23) give:
(8k2 − 4k − 24)C + (−8k3 + 26k + 12)am−1am−2 = 0 (4.3.24)
The coefficient of um−1 in (4.2.5) for ρ(2), l = 0






4k2 + 4k + 1
)
am−1am−2 = 0 (4.3.25)
The coefficient of um+1 in (4.2.6) for ρ(2), l = 0




+ (4k4 + 9k3 + 28k2 + 49k + 18)am−1am−2 = 0 (4.3.26)
Thus (4.3.25) and (4.3.26) give:
(8k2 + 20k − 36)C + (k3 − 25k2 + 6)am−1am−2 = 0 (4.3.27)
Finally equations (4.3.24) and (4.3.27) give:[
(8k2 − 4k − 24) (−8k3 + 26k + 12)











Since the determinant of the matrix (4.3.28) is different than zero for k 6= 2 and a 6= 0
we have:
am−2 = Am−2 = C = 0 (4.3.29)





m−2 = 0 (4.3.30)
Step 5:Polinomiality in um−2 2nd Result Dm−2,m−2 = 0
Proposition 4.3.5 Let ut = Aum +Dum−1 +E, where Am−2 = 0, and assume that
there exist a conserved density ρ = Pu2m−1 +Qum−1 +R, where Pm−2 = 0. Then
Dm−2,m−2 = 0 (4.3.31)











2P (Am−3)um−2 = 2P (D) (4.3.32)
We differentiate (4.3.32) twice with respect to um−2 and we obtain:
Dm−2,m−2 = 0 (4.3.33)
2
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Step 6:Polinomiality in um−2 3rd Result Em−2,m−2,m−2,m−2 = 0.
Proposition 4.3.6 Let ut = Aum +Gum−1um−2 +Hum−1 + E,
A = am, |A| = |G| = |H| = m − 3, |E| = m − 2 be the evolution equation and ρ(1)
its conserved density. Then
Em−2,m−2,m−2,m−2 = 0. (4.3.34)




























































m(m2 − 1)Em−2,m−2,m−2,m−2 = 0 (4.3.36)
Finally the integrable evolution equation of order m where the coefficients depend on
x, t, u, , . . . , um−3 has the following form:
F = Aum +Gum−2um−1 +Hum−1 + Ju3m−2 + Lu
2
m−2 +Num−2 + S (4.3.37)
where A,G,H, J, L,N, S depend on x, t, u, . . . , um−3
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The following Tables show the correspondence between the generic and canonical
densities for each Step.
Table 4.3.1: Step 1: ut = Aum +B, Polynomiality in um−1 First Result




3kum+2 Am−1 = 0




9 A6 = 0




12u11 A8 = 0




15u13 A10 = 0




18u15 A12 = 0




21u17 A14 = 0




24u19 A16 = 0




27u21 A18 = 0
Table 4.3.2: Step 2: ut = Aum +B, Am−1 = 0 Polynomiality in um−1
Second Result
m = 2k + 1, k = k ρ(um) = Pu2m Eq(7) u
2
3k+1um Bm−1,m−1,m−1 = 0
m = 7, k = 3 ρ(3) = Pu27 Eq(7) u
2
10u7 B6,6,6 = 0
m = 9, k = 4 ρ(3) = Pu29 Eq(7) u
2
13u9 B8,8,8 = 0
m = 11, k = 5 ρ(3) = Pu211 Eq(7) u
2
16u11 B10,10,10 = 0
m = 13, k = 6 ρ(3) = Pu213 Eq(7) u
2
19u13 B12,12,12 = 0
m = 15, k = 7 ρ(3) = Pu215 Eq(7) u
2
22u15 B14,14,14 = 0
m = 17, k = 8 ρ(3) = Pu217 Eq(7) u
2
25u17 B16,16,16 = 0
m = 19, k = 9 ρ(3) = Pu219 Eq(7) u
2
28u19 B18,18,18 = 0
Table 4.3.3: Step 3: ut = Aum + Cu2m−1 +Dum−1 +E, Am−1 = 0
Polynomiality in um−2 First Result.
m = 2k + 1, ρ(um−1) = Pu2m−1 Eq(7), Eq(8) u23kum−1, u
2
3k−1um+1 Am−2 = 0




3kum+1 C = 0




8 A5 = 0




9u8 C = 0




11u10 A7 = 0




12u10 C = 0




14u12 A9 = 0




15u12 C = 0




17u14 A11 = 0




18u14 C = 0




20u16 A13 = 0




21u16 C = 0




23u18 A15 = 0




24u18 C = 0




26u20 A17 = 0




27u20 C = 0
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Table 4.3.4: Step 4: ut = Aum +Dum−1 +E, Am−1 = Am−2 = 0
Polynomiality in um−2 Second Result
m = 2k + 1, k = k ρ(um−1) = Pu2m−1 Eq(7) u3k2um−1 Dm−2,m−2 = 0
m = 7, k = 3 ρ(3) = Pu26 Eq(7) u
2
9u6 D5,5 = 0
m = 9, k = 4 ρ(3) = Pu28 Eq(7) u
2
12u8 D7,7 = 0
m = 11, k = 5 ρ(3) = Pu210 Eq(7) u
2
15u10 D9,9 = 0
m = 13, k = 6 ρ(3) = Pu212 Eq(7) u
2
18u12 D11,11 = 0
m = 15, k = 7 ρ(3) = Pu214 Eq(7) u
2
21u14 D13,13 = 0
m = 17, k = 8 ρ(3) = Pu216 Eq(7) u
2
24u16 D15,15 = 0
m = 19, k = 9 ρ(3) = Pu218 Eq(7) u
2
27u18 D17,17 = 0
Table 4.3.5:Step 5: ut = Aum +Gum−2um−1 +Hum−1 +E, Am−1 = Am−2 = 0
Polynomiality in um−2 Third Result
m = 2k + 1, ρ(um−2) = Pu2m−2 Eq(8) u23k−1um−1 Em−2,m−2,m−2,m−2 = 0
k = k
m = 7, k = 3 ρ(1) = Pu25 Eq(8) u
2
8u6 E5,5,5,5 = 0
m = 9, k = 4 ρ(1) = Pu27 Eq(8) u
2
11u8 E7,7,7,7 = 0
m = 11, k = 5 ρ(1) = Pu29 Eq(8) u
2
14u10 E9,9,9,9 = 0
m = 13, k = 6 ρ(1) = Pu211 Eq(8) u
2
17u12 E11,11,11,11 = 0
m = 15, k = 7 ρ(1) = Pu213 Eq(8) u
2
20u14 E13,13,13,13 = 0
m = 17, k = 8 ρ(1) = Pu215 Eq(8) u
2
23u16 E15,15,15,15 = 0
m = 19, k = 9 ρ(1) = Pu217 Eq(8) u
2
26u18 E17,17,17,17 = 0
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5 SPECIAL CASES
In the application of the integrations by parts to Dtρ we use the expression of the
kth derivatives given by (4.1.6). This expression, which involves top 4 derivatives
is valid for k ≥ 7. In our computations Dk+l−1F for l = −2,−1, 0, 1, 2 appears in
(4.2.1). Although at this place only top 2 derivatives are used, we assume that the
general results obtained in the previous section are valid for k ≥ 9, i.e, for m ≥ 19,
and treat m = 7, 9, 11, 13, 15, 17, 19 as special cases and conserved density conditions
are computed directly, without using 4.2.5 and 4.2.6. The derivations for m = 7 and
m = 9 are given in some detail below. At all other orders, computations are carried
out explicitly. One can compute it using the tables below (Tables 5.1.1−5.1.4) where it
has been shown the steps and quadratic terms to be considered on each computation.
5.1 Classification of 7th order evolution equation
5.1.1 First Method
In this section we give the explicit computations form = 7 using all canonical densities
ρ(i), i = −1, 1, 2, 3 computed in [1].
Step 1. We start with the quasilinear case where
ut = A(x, t, u, . . . , u6)u7 +B(x, t, u, . . . , u6).
Recalling that in the grading by levels we need only the dependency on u6 we write
ut ∼ A(u6)u7 +B(u6).
In the following ∼ will denote equality using the dependency on the top base level
only.
The conserved densities are





















































































The structure of non-integrable terms is given by the following table. The coefficients
of the nonintegrable terms shown with bold face are the ones that lead to a6 = 0.
Table 5.1.1: Structure of non-integrable terms in Step 1. for order m = 7.
ρ(−1) ρ(1) ρ(2) ρ(3)





Order of ρ(i) 6 7 7 8





t u13 u14u7 u14u7 u15u8




t 7 9 9 11






































































































7 (u7)t + ... (5.1.1.5)
where ρ(1)t is of order (1 + 7 + 7) = 15 and level 9. The integrability conditions for
D−1ρ(1)t will be provided by equating to zero the coefficients of the non-integrable
terms in M96 .




t gave respectively the following conditions: for
a 6= 0
u210u7 : 14a6a
5(a66a− 5a26) = 0 (5.1.1.6)
u39 : 7a6a
5(−2a66a+ 11a26) = 0 (5.1.1.7)
The compatibility of (5.1.1.6), (5.1.1.7) gives:
a6 = 0 (5.1.1.8)
Since the coefficient a has to be independent of u6 and A = a7, the dependency of A
is restricted to u5.
Step 2. In our second step the evolution equation is:
ut ∼ A (u5)u7 +B (u5, u6) (5.1.1.9)
and the conserved densities are:


















































































































































































Then we repeated the same computations for (5.1.1.9) with ρ(−1), ρ(1), ρ(2), ρ(3).





7 (u7)t + ... (5.1.1.14)
ρ
(3)
t is of order (7 + 7 + 1) = 15 and level 9. The following conditions came up from













B666 = 0 ⇒ B = Bu26 +Cu6 +D (5.1.1.16)
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Table 5.1.2: Structure of non-integrable terms in Step 2. for order m = 7.
ρ(−1) ρ(1) ρ(2) ρ(3)
Top terms in ρ(i) u5 u7 u7 u27
Order of ρ(i) 5 7 7 7





t u12 u14 u14 u14u7




t 6 8 8 9






































































Step 3. The evolution equation is:
ut ∼ Au7 +Bu26 + Cu6 +D (5.1.1.17)
where A = A(u5), B = B(u5), C = C(u5), D = D(u5). Here we noticed that the
coefficients A, B, C, D, in ut are of order 5, then we choose u5 as our basic term with
level zero. The conserved densities are:




















































































































































































































































































































































In this step the computations has been done for (5.1.1.17) with ρ(−1), ρ(1), ρ(2), ρ(3).
These conserved densities are respectively of order 5, 6, 7 and level 0, 2, 3, and





(3) are respectively 12, 13, 14 and 14 and their
levels are 7, 9, 10, and 11. The integrability conditions came up from the coefficients
of the non-integrable terms: u28u6, u
3
7u6 in ρ















−7a555a8 + 63a55a5a7 + 4a55aB







343a555a20 − 343a55a5a19 − 490a55a13B
− 4116a35a18 + 3136a25a12B + 245a5B5a13







−343a555a20 + 588a55a13B + 3430a35a18
− 2646a25a12B − 196a5B5a13 + 1176a5a6B2







343a55a5a19 − 98a55a13B − 98a25a12B
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686a55a5a19 − 245a55a13B − 2058a35a18
+ 2744a25a
12B − 245a5B5a13 − 616a5a6B2







−2744a55a5a19 + 980a55a13B + 6517a35a18
− 8965a25a12B + 980a5B5a13 + 1694a5a6B2
− 336B5a7B + 192B3
)
(5.1.1.27)





2744a55a5a19 − 294a55a13B − 8232a35a18
+ 2744a25a
12B + 245a5B5a13 − 1344a5a6B2







−3087a55a5a19 + 392a55a13B + 7546a35a18
− 2254a25a12B − 196a5B5a13 + 1176a5a6B2
+ 49B55a14 − 210B5a7B + 72B3
)
(5.1.1.29)
We solve (5.1.1.25) for a55 and replace in (5.1.1.22)- (5.1.1.26) - (5.1.1.27) - (5.1.1.28)





−4116a35a18 + 1176a25a12B + 637a5B5a13







−1176a35a12 + 504a25a6B + 91a5B5a7








18 − 3136a25a12B − 637a5B5a13







−2058a35a18 + 2940a25a12B − 147a5B5a13







−2744a55a5a19 + 980a55a13B + 6517a35a18
− 8965a25a12B + 980a5B5a13 + 1694a5a6B2
− 336B5a7B + 192B3
)
(5.1.1.34)






18 − 588a25a12B + 168a5a6B2









− 42a5a6B2 + 4B3
)
(5.1.1.36)








24B2 − 5684a35a18B3 + 1148a25a12B4


















12B2 − 2618a5a6B3 + 144B4
)
(5.1.1.39)









We solve (5.1.1.40) and find three roots:







1)For B = 0 and B = 147a5a
6


















Computations between (5.1.1.42) and (5.1.1.43) end up with the condition
a5 = 0 (5.1.1.44)
2)For B = 7a5a
6










































−2a5555a5a3 + 12a555a55a3 − 17a555a25a2




























2 − 6a55a25a+ 8a45
)
(5.1.1.51)
After computations between (5.1.1.49), (5.1.1.50) and (5.1.1.49), (5.1.1.51) we get
713583
5190694
a55 = 0 ⇒ a5 = 0 (5.1.1.52)
Thus for all values of B obtained in (5.1.1.41) we get a5 = 0. Then we conclude that
our third and fourth conditions are: a5 = 0 and B = 0
Table 5.1.3: Structure of non-integrable terms in Step 3. for order m = 7.
ρ(−1) ρ(1) ρ(2) ρ(3)





Order of ρ(i) 5 6 6 7





t u12 u14 u14u6 u15u6




t 7 9 10 11










































































































Step 4. The evolution equation is:
ut ∼ Au7 + Cu6 +D (5.1.1.53)
where A = A(u4), C = C(u4, u5), D = D(u4, u5).
In this step the basic term with level zero is u5 and the conserved densities are as
follows:
ρ(−1) = a−1 = A−1/7 (5.1.1.54)




































































































































































































Computations has been done for (5.1.1.53 − 5.1.1.57). We noticed that the conserved





don’t agree with our basic term and level admission; except the conserved density ρ(3)
which is of order 7 and level 2 and its total derivative with respect to t (ρ(3)t ) which is




C55 = 0 ⇒ C = Su5 + T (5.1.1.58)
Step 5. The evolution equation is:
ut ∼ Au7 + Su5u6 + Tu6 +D (5.1.1.59)
where A = A(u4), S = S(u4), T = T (u4), D = D(u4, u5). In this step the basic term
with level zero is u4 and the conserved densities are as follows:
ρ(−1) = a−1 = A−1/7 (5.1.1.60)





















































− 7a24a12Tu25 − a4D5a13u5 + a4S4a13u35












































































































































































































































































Computations showed that the integrability condition came from the coefficient of u28u6
in ρ(1)t . Here we noticed that the level of u
2
8u6 is 10 while ρ
(1)
t is of order 13 and level
9. The condition is:
D5555 = 0 ⇒ D = Eu35 + Fu25 +Gu5 +H (5.1.1.64)
where E = E(u4), F = F (u4), G = G(u4), H = H(u4)
Step 6. The evolution equation is:
ut ∼ Au7 + Su5u6 + Tu6 + Eu35 + Fu25 +Gu5 +H (5.1.1.65)
where all the coefficients depend on u4. The basic term with level zero is still u4 and
the conserved densities are as follows:








































































































































































































































































































































































































































































































The integrability conditions came from the coefficients of u27u5 in ρ
(−1)
t with order 11
and level 7, the coefficients of u37 in ρ
(1)
t with order 12 and level 9, the coefficient of
u28u6 in ρ
(2)











in ρ(3)t with order 12 and level 11.









































































































S = 14a4a6 (5.1.1.77)


















































If df(a, u4) = 0 then E = 0.







We did the same computations for S = 353 a4a
6 and T = 918 a4a




















We choose S = 14a4a6 for computational simplicity. Then the integrable evolution
equation of 7th order has the following form:
ut = a7u7 + 14a4a6u5u6 + Tu6 + 35a24a
5u35 + Fu
2
5 +Gu5 +H (5.1.1.89)
where a, T, F,G,H depend on u4.
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Table 5.1.4: Structure of non-integrable terms in Step 6. for order m = 7.
ρ(−1) ρ(1) ρ(2) ρ(3)





Order of ρ(i) 4 5 5 5





t u11 u12u5 u12u
2
5 u13u6




t 7 9 10 11











































































































We observed that the use of the canonical densities ρ(1) and ρ(3) is sufficient to get the
same results. In this section we give the explicit computations for m = 7 using only
the canonical densities ρ(1) and ρ(3).
Step 1:




The coefficients of the top two nonlinear terms, u210u7 and u
3
9 give respectively:
14a6a5(a66a− 5a26) = 0 (5.1.2.2)














Since the determinant is different than zero
a6 = 0.
Step 2: We compute
∫
Dt(ρ(3)) for (5.1.2.1), and consider a6 = 0. The coefficient








B66) = 0 (5.1.2.5)
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Then







B66 = 0 (5.1.2.7)
Since a6 = 0, the derivative of (5.1.2.7) with respect to u6 gives:
B666 = 0 (5.1.2.8)
Step 3:





Dt(ρ(3)) for (5.1.2.9). The coefficients of u29u6, u
3
8 in∫




















C55a+ 2C5a−6C − 2449a




7 + 6a55C + 35a35a








a−13C3 = 0 (5.1.2.11)
a−11(7a55a5a19 − 52a55a













C3) = 0 (5.1.2.12)

















C3) = 0 (5.1.2.13)
















The coefficient of u27 in ρ
(3) vanishes for C = 73a5a
6 and 72a5a
6. This contradicts our
assumption thus we use only C = 3516a5a
6. We substitute C = 3516a5a
6 in (5.1.2.10),



























a25) = 0 (5.1.2.17)







a25) = 0 (5.1.2.18)













Since the determinant is different than zero a5 = 0. Thus C = 0.
Step 4:




The coefficient of u29u6 gives:
D55 = 0 (5.1.2.21)
Step 5:
ut = Au7 + Fu6u5 +Gu6 + E (5.1.2.22)
We compute
∫
Dt(ρ(3)) for (5.1.2.22). The coefficient of u28u6 gives:
−1
4
E5555a = 0 (5.1.2.23)
Hence the integrable evolution equation of order 7 has to be as follows:
ut = Au7 + Fu6u5 +Gu6 +Hu35 + Ju
2
5 + Lu5 +M (5.1.2.24)
5.2 Classification of 9th order evolution equation
We aim to obtain a general formula for an evolution equation of order m. Then we
did the same computations and the same assumptions for an evolution equation of
order 9 using the same conserved densities in (??) for m = 9. The general form of the
quasi-linear evolution equation of order 9 is:
ut = A(x, t, u, ..., u8)u9 +B(x, t, u, ..., u8) (5.2.1)
In this section we used “level grading”. The corresponding submodules and quotient
submodules are given in Appendix C and Appendix D.
Step 1.As we used the same grading by levels we observed that we need only the
dependency on u8 which is our basic term with level zero. The evolution equation and
the conserved densities used in the first step are:
ut ∼ A(u8)u9 +B(u8). (5.2.2)




















































































The integrability condition came from the coefficients of non-integrable terms, u213u9



















7 = 0 (5.2.9)
Since a 6= 0 we get:
a8 = 0 (5.2.10)
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Table 5.2.1: Structure of non-integrable terms in Step 1. for order m = 9.
ρ(−1) ρ(1) ρ(2) ρ(3)





Order of ρ(i) 8 9 9 10





t u17 u18u9 u18u9 u19u10




t 9 11 11 13


















































































































































































Step 2. In this step the evolution equation is:
ut ∼ Au9 +B (5.2.11)
where A = A(u7) and B = B(u7, u8). Here the basic term with level zero is still u8.
The conserved densities under this condition are as follows:






























































































































































































In this step the integrability condition came from the coefficient of the non-integrable















B888 = 0 (5.2.17)
Step 3. Here our evolution equation is:
ut ∼ Au9 +Bu28 + Cu8 +D (5.2.18)
where A,B,C,D depend only on u7. Since all the coefficients depend only on u7, the
basic term with level zero is u7. And the conserved densities are as follows:













































































































































































































































































































































































Table 5.2.2: Structure of non-integrable terms in Step 3. for order m = 9.
ρ(−1) ρ(1) ρ(2) ρ(3)





Order of ρ(i) 7 8 8 9





t u16 u17u8 u17u
2
8 u18u9




t 9 11 12 13






































































































































































































































−3 (−5a777a10 + 48a77a7a9 + 3a77aB
− 66a37a8 − 6a27B
)
(5.2.24)


















We solve B from (5.2.25):
B = 9a7a8 (5.2.26)
The coefficients of u213u8 and u
2



















9 = 0 (5.2.29)
Since we accept that a 6= 0, we conclude that
a7 = 0 and B = 0 (5.2.30)
Step 4. The evolution equation and the conserved densities under the preceding
conditions are as follows:
ut ∼ Au9 + Cu8 +D (5.2.31)
where A = A(u6), C = C(u6, u7), D = D(u6, u7) and the basic term with level zero is
u7.




















































































































































































































































C77 = 0 ⇒ C = Su7 + T (5.2.37)
Step 5. In this step the evolution equation and the conserved densities are as follows:
ut ∼ Au9 + Su7u8 + Tu8 +D (5.2.38)
where A = A(u6), S = S(u6), T = T (u6) and D = D(u6, u7) .


































































































































































































































































































































































































Here the basic term with level zero is u6. We noticed that the level of u211u8 is 12
while the level of ρ(1)t is 11. The top term of ρ
(1)
t is u17 which has a level of 11. The
condition is:
D7777 = 0 ⇒ D = Eu37 + Fu27 +Gu7H (5.2.44)
Step 6. In this step the evolution equation and the conserved densities are as follows:
ut ∼ Au9 + Su7u8 + Tu8 + Eu37 + Fu27 +Gu7 +H (5.2.45)
where A,S, T,E, F,G,H depend only on u6.




















































































































































































































































































































































































































































































































Table 5.2.3: Structure of non-integrable terms in Step 6. for order m = 9.
ρ(−1) ρ(1) ρ(2) ρ(3)





Order of ρ(i) 6 7 7 8





t u15 u16u7 u16u
2
7 u17u8




t 9 11 12 13




























































































































































































































































































































































































































































−2 (K(1)a66a−K(2)a26) = 0 (5.2.62)
where K(1) and K(2) are constants. Assuming that a6 6= 0
a66 = K(3)a26a
−1 (5.2.63)
where K(3) = K(2)/K(1), and
E = K(4)a26a
7 (5.2.64)
where K(4) is a constant. In conclusion, integrable evolution equations of order 9 have
the following form:




8u7u8 + Tu8 +K(4)a26a
7u37 + Fu
2
7 +Gu7 +H (5.2.65)
where a, T, F,G,H depend on u6.
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6 DISCUSSIONS AND CONCLUSIONS
The aim of this thesis is to classify scalar integrable evolution equations. The
constraints of the integrable equations, to be classified, are to be scalar and
evolutionary. Non-evolutionary equations i.e. utt = F [u], and integrable evolution
systems or vector evolution equations are excluded. The problem is based on an
arbitrary evolution equation ut = F [u] without any functional and scaling assumption.
The integrability test that we used is Mikhailov-Shabat-Sokolov’s “formal symmetry
method”. This integrability test is based on the existence of a truncated expansion of
a formal pseudo-differential operator R, satisfying the operator equation
Rt + [R,F∗] = 0,
where F∗ is the Frechet derivative of F . The solvability of the coefficients in R requires
the existence of canonical conserved densities, denoted as ρ(i), i = −1, 0, 1, 2, 3, . . .
We worked with mth order equations. The order m = 2k + 1 is odd because the
conserved densities of even order equations are trivial [1].
It is known that there are essentially nonlinear integrable 3rd order equations [2]
which need special techniques [16]. There exist also essentially nonlinear fifth order
equations which are not quasi-linear. Since 3rd and 5th order equations remain still
as open problems, our results are valid for m ≥ 7.
The integrability of homogeneous and non-polynomial scalar evolution equations has
been discussed in [3] and [4]. In the former one it has been shown that scale invariant
polynomial evolution equations of order greater than seven are symmetries of third
and fifth order equations, while in the latter similar results are obtained using negative
powers. Thus the problem of classification of arbitrary evolution equations is reduced
to prove the polynomiality and scaling properties of such equations.
We proved that arbitrary (non-polynomial) scalar evolution equations of order m ≥ 7,
that are integrable in the sense of admitting the canonical conserved densities ρ(1),
ρ(2) and ρ(3), introduced in [2], and computed in [1] are polynomial in the derivatives
um−i for i = 0, 1, 2. By the use of these conserved densities we did actually some more
computations and we obtained that the coefficient of um is independent of um−3 and
the coefficient of um−2um−1 is zero. But as it was not possible to obtain polynomiality
in um−3, we didn’t present these in the thesis. The similarity of the results obtained
in explicit computations for m = 7, m = 9 and symbolic computations for general
m assure the consistence of our results. In computations for arbitrary m, we haven’t
used ρ(−1) and ρ(0), while for m = 7 we did the computations in two methods where
respectively we used ρ(−1), ρ(0), ρ(1), ρ(2), ρ(3) and only the conserved densities, ρ(1) and
ρ(3). These two methods showed that ρ(−1) and ρ(0) didn’t give any further information.
We did not use ρ(2) in the computations of 7th order whereas we needed it for the
computations of the general m.
For future work the computation of few more conserved densities is necessary to settle
the classification problem at low orders. But is there any end for the computations of
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the conserved densities? The explicit computations of the conserved densities for 7th
order evolution equations will give an idea.
The use of the graded algebra structure named as “level grading” that we introduced
in this thesis and the scale invariance property seems to be promising for an explicit
formula for general m. The use of “level grading” will be a tool for the assumption of a
fixed level and the form of the conserved densities ρ(k), without explicit computations.
These assumptions will give the proof of the independence of A from uk, ( ∂A∂uk = 0)
which will be sufficient for the polynomiality case.
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Appendix A
The submodules M ld and their generating monomials with level l(mi), where d =
6, 5, 4, 3 and l = 1, 2, 3, ..., 11 used in classification of 7th order evolution equations:
Submodules with base level 6
M16 = 〈u7〉
M26 = 〈u8, u27〉
M36 = 〈u9, u8u7, u37〉
M46 = 〈u10, u9u7, u28, u8u27, u47〉
M56 = 〈u11, u10u7, u9u8, u9u27, u28u7, u8u37, u57〉





























































































































































































































































































































































































































































































































































































































































































































Submodules with base level 5
M15 = 〈u6〉
M25 = 〈u7, u26〉
M35 = 〈u8, u7u6, u36〉
M45 = 〈u9, u8u6, u27, u26u7, u46〉
M55 = 〈u10, u9u6, u8u7, u8u26, u27u6, u7u36, u56〉










































































































































































































































































































































































































































































































































































































































































































Submodules with base level 4
M14 = 〈u5〉
M24 = 〈u6, u25〉
M34 = 〈u7, u6u5, u35〉
M44 = 〈u8, u7u5, u26, u6u25, u45〉
M54 = 〈u9, u8u5, u7u6, u7u25, u26u5, u6u35, u55〉






































































































































































































































































































M124 = 〈u16, u15u5, u14u6, u14u25, u13u7, u13u6u5, u13u35,
u12u8, u12u7u5, u12u
2

































































































































































































































































































































































































Submodules with base level 3
M13 = 〈u4〉
M23 = 〈u5, u24〉
M33 = 〈u6, u5u4, u34〉
M43 = 〈u7, u6u4, u25, u5u24, u44〉
M53 = 〈u8, u7u4, u6u5, u6u24, u25u4, u5u34, u54〉


























































































































































































































































































































































































































































































































































































































































































































The quotient submodules M ld and their generating monomials (that are not total
derivatives), where d = 6, 5, 4, 3 and l = 1, 2, 3, ..., 11 used in classification of 7th
order evolution equations:




M46 = 〈u28, u47〉
M56 = 〈u28u7, u57〉
M66 = 〈u29, u38, u28u27, u67〉
M76 = 〈u29u7, u38u7, u28u37, u77〉
M86 = 〈u210, u29u8, u29u27, u48, u38u27, u28u47, u87〉
M96 = 〈u210u7, u39, u29u8u7, u29u37, u48u7, u38u37, u28u57, u97〉




































































































































































M45 = 〈u27, u46〉
M55 = 〈u27u6, u56〉
M65 = 〈u28, u37, u27u26, u66〉
M75 = 〈u28u6, u37u6, u27u36, u76〉
M85 = 〈u29, u28u7, u28u26, u47, u37u26, u27u46, u86〉
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M44 = 〈u26, u45〉
M54 = 〈u26u5, u55〉
M64 = 〈u27, u36, u26u25, u65〉
M74 = 〈u27u5, u36u5, u26u35, u75〉
M84 = 〈u28, u27u6, u27u25, u46, u36u25, u26u45, u85〉
M94 = 〈u28u5, u37, u27u6u5, u27u35, u46u5, u36u35, u26u55, u95〉

































































































































































M43 = 〈u25, u44〉
M53 = 〈u25u4, u54〉
M63 = 〈u26, u35, u25u24, u64〉
M73 = 〈u26u4, u35u4, u25u34, u74〉
M83 = 〈u27, u26u5, u26u24, u45, u35u24, u25u44, u84〉
M93 = 〈u27u4, u36, u26u5u4, u26u34, u45u4, u35u34, u25u54, u94〉





















































































































































The submodules M ld and their generating monomials with level l(mi), where d = 8, 7
and l = 1, 2, 3, ..., 14 used in classification of 9th order evolution equations:
Submodules with base level 8
M18 = 〈u9〉
M28 = 〈u10, u29〉
M38 = 〈u11, u10u9, u39〉
M48 = 〈u12, u11u9, u210, u10u29, u49〉
M58 = 〈u13, u12u9, u11u10, u11u29, u210u9, u10u39, u59〉


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Submodules with base level 7
M17 = 〈u8〉
M27 = 〈u9, u28〉
M37 = 〈u10, u9u8, u38〉
M47 = 〈u11, u10u8, u29, u9u28, u48〉
M57 = 〈u12, u11u8, u10u9, u10u28, u29u8, u9u38, u58〉

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The quotient submodules M ld and their generating monomials (that are not total
derivatives), where d = 8, 7 and l = 1, 2, 3, ..., 14 used in classification of 9th order
evolution equations:




M48 = 〈u210, u49〉
M58 = 〈u210u9, u59〉
M68 = 〈u211, u310, u210u29, u69〉
M78 = 〈u211u9, u310u9, u210u39, u79〉

























































































































































































































































































































M47 = 〈u29, u48〉
M57 = 〈u29u8, u58〉
M67 = 〈u210, u39, u29u28, u68〉
M77 = 〈u210u8, u39u8, u29u38, u78〉
M87 = 〈u211, u210u9, u210u28, u49, u39u28, u29u48, u88〉
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