Abstract-We consider lossy data compression in capacityconstrained networks with correlated sources. We develop, using dual decomposition, a distributed algorithm that maximizes an aggregate utility measure defined in terms of the distortion levels of the sources. No coordination among sources is required; each source adjusts its distortion level according to distortion prices fed back by the sinks. The algorithm is developed for the case of squared error distortion and high resolution coding where the rate distortion region is known, and is easily extended to consider achievable regions that can be expressed in a related form. Our distributed optimization framework applies to unicast and multicast with and without network coding. Numerical example shows relatively fast convergence, allowing the algorithm to be used in time-varying networks.
I. INTRODUCTION In this paper, we consider a network that has multiple correlated sources with associated distortion measures. In such a situation, we can integrate source coding and rate control by adapting the distortion of the sources to network congestion. Specifically, we consider adaptive lossy source coding for multicast with network coding [1] , where each multicast session contains a set of continuous and possibly correlated sources. For correlated sources, independent data compression is not an optimal strategy. Higher data compression efficiency can be obtained by using distributed source coding techniques. Existing approaches for network optimization with distributed source coding of correlated sources, e.g., [2] , [3] for lossless coding and [4] for lossy coding, require coordination among the sources and do not admit fully distributed implementation.
Motivated by the optimization decomposition and utility maximization framework developed for TCP congestion control (see, e.g., [5] , [6] ), we consider the problem of maximizing an aggregate utility measure defined in terms of the distortion levels of the sources, e.g., minimum mean-square error (MMSE) distortion, and solve the problem to obtain a dualbased joint lossy source coding and network coding algorithm. The receiver-driven source coding algorithm adjusts distortion levels according to the distortion prices fed back from the sinks, and hence does not require coordination among the sources. With random network coding [7] , our algorithm can be implemented in a fully distributed manner.
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Our algorithm is developed for the case of squared error distortion and high resolution coding where the rate distortion region is known [8] , and is easily extended to consider achievable regions that can be expressed in a related form. Our distributed optimization framework applies to unicast and multicast with and without network coding. Numerical examples show relatively fast convergence, allowing the algorithm to be used in time-varying networks.
II. RELATED WORK Joint optimization of source coding and routing/network coding for networks with correlated sources has been considered in a few recent works. In [2] , joint optimization of lossless source coding and routing is proposed, where rate is allocated across sources to minimize a flow cost function under the constraint that the rates of the sources must lie in the Slepian-Wolf region. This approach is extended to lossy source coding in [4] , where high-resolution source coding is assumed. A minimum cost subgraph construction algorithm for lossless source coding and network coding is proposed in [3] , for the case of two sources.
Even though Slepian-Wolf coding is distributed, the optimization problems in [2] [3] [4] still require the coordination of the sources to guarantee that the source rates lie in the SlepianWolf region. Therefore, the algorithms in these works are not fully distributed.
In [9] , [10] , rate control for multicast with network coding has been studied for elastic traffic, with an aggregate utility maximization objective. Network coding allows flows for different destinations of a multicast session to share network capacity by being coded together: for each multicast session m, with coding the actual physical flow on each link needs only be the maximum of the individual destinations' flows [1] . These constraints can be expressed as YSt< fm (i j)EL, mEA, (S,t)C(SmfTm) (2) where fjM gives the physical flow for session m. For the case of multiple sessions sharing a network, achieving optimal throughput requires coding across sessions. However, designing such codes is a complex and largely open problem. Thus, we simply assume that coding is done only across packets of the same session, i.e., intra-session coding. In this case, the set of feasible flow vectors is specified by combining constraints (1)-(2) for each session m with the link capacity constraint: S f2<m<cjj V(i,j)c. (3) mEG In practice, the network codes can be designed using random linear network coding, see, e.g., [7] , where for each node the data on outgoing links are random linear combination of the data on incoming links. If (1)- (2) holds, every sink can recover the transmitted packets with high probability. Please refer to [7] for a detailed description and discussion of overhead in random network coding and other practical implementation issues.
B. Lossy Source Coding
We consider multiterminal lossy source coding for continuous sources. Lossy source coding is data compression with a distortion measure. Wyner-Ziv coding [11] is a technique for distributed lossy source coding, for a single source with uncoded side information at the sink. The general distributed rate-distortion region for coding correlated sources in the general setting is unknown even for Gaussian sources [12] (Recently, the rate-distortion region for quadratic Gaussian two-terminal source-coding is found in [13] ).
It is still an open problem whether or not in general the optimal solution can be separated into a simple quantization for each source followed by Slepian-Wolf lossless coding, but such separation exists in the high-resolution limit: the optimal rate-distortion performance can be achieved by separately quantizing each source, e.g. by dithered lattice quantizers, and then applying Slepian-Wolf lossless encoding to the quantizers' outputs. [8] . In the extreme of high resolution, it is shown in [8] that for squared-error distortion, the asymptotically achievable rate-distortion region for n correlated sources, X1,... ,Xn, is given by E Ri>h(S X\S)-log ((27e)s1fl j Di VSCX, xiEs xiEs (4) where X={X1,...,X,}, Ri and Di are respectively the rate and MMSE distortion of Xi, and h(.) denotes differential entropy. A similar region is derived for more general difference distortion measures satisfying certain conditions. In general, the high-resolution region is an outer bound which becomes tighter as resolution increases. By using the results in [7] , (4) can be readily extended to general networks by quantizing each source separately and then using random network coding.
For ease of exposition, we use the region defined in (4) IV. DISTRIBUTED ALGORITHM We assume for simplicity that each source transmits information over a single given multicast tree connecting it to its corresponding sink nodes. Such a multicast tree can be obtained by using protocols such as the distance vector multicast routing protocol [14] . These trees constitute an uncapacitated coding subgraph for each multicast session. Our distributed algorithm can be readily generalized to the case with multiple trees or without given trees (where the algorithm constructs coding subgraphs via back pressure) as in [10] .
Let T"S denote the multicast tree for source s in session m. Each tree T"5 contains a set Lms CL of links, which defines a ILC x 1 vector ,ms whose l-th entry is given by mn f 1 if lcTmns 0 otherwise. (6) Similar to (2) and (3), with intra-session network coding we have the following two constraints msxms <fm VIlCLMEMCMsCSm,
For lossy source coding, we assume that each source s of session m attains a utility UD (Dis ) when it compresses data at a distortion level Dns, rather than a rate-dependent utility as in [5] . We assume that UrD (.) is continuously differentiable, decreasing, and concave. This assumption enforces some kind of fairness among the sources, as the marginal utility is decreasing with the distortion. Examples of such utility functions are log(Dmax,-Dns) and -Dms, where Dmax is the maximum tolerable distortion.
We formulate the source coding and network resource allocation problem as a utility maximization problem with the rate constraints (6)- (8) (17) with given Z is given by yrn (1) t(q)=h(* (1))-log(2weZm* (1)t) (18) yMr ( 2 ) (19) Substituting (19) into (18), we obtain the optimal ymst(q,A). (20) where ET is a positive scalar stepsize, and + denotes the projection on the set of non-negative real numbers. We will see that An7s can be interpreted as the price resulting from the mismatch between the source distortion and virtual source distortion at the sink. The source distortion is adjusted according to the aggregate distortion price EtAns due to virtual source coding, which is fed back from the sinks of session m.
Rate allocation: To recover the source rate, instead of solving (15) 
where _T is a positive scalar stepsize. Note that (23)- (25) are distributed and can be implemented by individual links and sinks using only local information. The algorithm (18)- (25) is a distributed primal-dual subgradient algorithm for problem (10) and its dual. By using Lyapunov method and extending the techniques for the dual subgradient method as in, e.g., [10] , we can prove that the algorithm (18)- (25) converges to within an arbitrarily small neighborhood of the optimal solution of (10) by using suitable stepsizes ET,yT.
Note that ps results from the rate constraint and thus can be interpreted as a virtual congestion price at the link. qfiS can be interpreted as the price resulting from the mismatch between the physical source rate and virtual source rate at the sink, and At"s as the price resulting from the mismatch between the source distortion and virtual source distortion at the sink. Our adaptive source coding is a receiver-driven scheme. Since the sink receives information from all the sources, it can estimate the rate-distortion region of correlated sources, and solve a virtual joint rate allocation and data compression problem. By adapting to the prices q715 and At"s, the source tries to match the virtual rate and distortion. The source rate also adapts to p" to avoid congestion.
Also, note that in our algorithm the sink does not feedback any information about the source distributions to the sources. Feeding back this information may change the rate-distortion region and improve the solution, but this is beyond the scope of this paper.
B. Numerical Example
In this subsection, we provide numerical examples to complement the analysis in previous sections. We consider a simple network as shown in Fig.l.(a) . For simplicity, we assume that there is only one multicast session with two correlated sources si and 82, and two sinks t, and t2. The capacity of link (si,I) is 0.4 and the capacity of link (S2,1) is 0.3. All the other links have unit capacity. We assume that all the sources have the same utility function UD (D)=log(1-D) . We also assume that h(si s2)=h(s21s,)=0.2 and h(s,)=h(s2)=0.5.
The multicast tree for source s, is chosen as {(si,1),(1,2),(2,t2),(sl,tj)}, and for source S2 is chosen as We can apply the same approach as in Section IV to solve the above problem, and obtain a distributed joint source coding, rate allocation, and network coding/session scheduling algorithm. This resulting algorithm works in a similar way as the algorithm (18)- (25), but with some minor but subtle differences. For example, the session scheduling component will use back-pressure to do optimal scheduling, similarly to [15] . We will not elaborate on these, due to the space limit. 2734 2) Multicast without Network Coding: In current network, multicast is dominated by routing based method without network coding. Our joint rate allocation and source coding framework can also be applied to this case. Mathematically, network coding comes into action through rate constraint (7).
In routing based multicast, (7) is replaced by EZ5r 5mx < fi It is straightforward to carry out joint rate allocation and source coding in the same way as in section IV, with only a slight modification. The case of multiple unicasts can also be included in our framework, as unicast can be seen as a special case of multicast.
3) Practical Source Codes and Network Codes: We have assumed the use of random linear network codes and minimum entropy decoding, which has a high decoding complexity. To reduce the complexity, we can separate source coding and network coding. Random [7] or deterministic [18] network codes can be used for network coding. We can concatenate dithered lattice quantizers to the LDPC based Slepian-Wolf encoders [ 19] . It has been shown in [20] that in many cases, separating network coding and lossless source coding preserves optimality. We expect that separated network coding and lossy source coding is also optimal in many cases, at least in the high-resolution case where quantization can be separated from lossless source coding. 4) Layered Source Coding: In heterogeneous networks, encoded bitstreams may be characterized by a hierarchy of importance layers [21] . Each layer corresponds to a multicast session. In [21] , sinks adjust their reception rate by simply joining and leaving multicast sessions. Note that our proposed algorithm is for multiple session multicast. We can also adapt our algorithm to this layered source coding framework Slepian-Wolf coding can be applied to sources in the same layer. Each sink subscribes to only one layer at first. As the congestion price is an indication of network congestion, if a sink observes that the congestion price converges, it subscribes to another multicast session corresponding to a higher layer. If the congestion price does not converge, the sink drops a layer. 5) Entropy and Probability Density Estimation: State-ofthe-art distributed source codes need the knowledge of joint probability density function (pdf) of all the sources in each session for both encoding and decoding. It is hard for all the sources to learn this information. Our proposed framework relaxes this constraint by requiring that only sinks need it. A possible approach for estimating the joint pdf at the sinks is for the sources to initially transmit quantized data without SlepianWolf coding. On receiving this data, the sinks estimate the joint pdf by using well-developed techniques in multivariate density estimation.Later, the estimated pdf can be refined by the decompressed data. Cyclic redundancy checks can be used to detect errors in the decoded data, in which case the rate-distortion region is conservatively modified such that the next data frame can be decoded correctly. However, as pdf estimation is complicated, it is desirable to have universal distributed source codes.
VI. CONCLUSION
We have presented a fully distributed algorithm for adaptive lossy source coding for multicast with network coding, where each session contains a set of correlated sources. Based on the utility maximization framework and its decomposition, we proposed a distributed algorithm for joint optimization of source coding and network coding. The resulting receiverdriven algorithm adjusts distortion levels according to distortion prices fed back from the sinks, and hence does not require coordination among the sources. With random network coding, the algorithm can be implemented in a fully distributed manner. In this work we have used the known rate distortion region for high resolution lossy source coding; our work easily extends to achievable regions that can be expressed in a related form. It would be interesting to extend our work to other achievable rate distortion regions.
