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Abstract: We present an approach that allows to reduce a system of delay dierential-algebraic
equations to neutral type system with a prescribed additional dynamics. The approach avoids a
transformation that divides the system into dierential-dierence, dierence and algebraic parts.
We show how the result can be applied to the computation of H2 norm for the delay dierential-
algebraic system. We assume that the system is strangeness-free that is less conservative than
the standard assumption on the delay-free part of the system, which does not take into account
the delayed term of the system.
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1. INTRODUCTION
In this paper, we analyze linear time-invariant systems
of delay dierential-algebraic equations (DDAEs), which
are also called singular dierential-dierence systems. One
of the motivations for the reduction of such systems to
the systems of neutral type dierential-dierence equa-
tions (NDDEs) is the fact that some control problems,
like characterizing of H2 norm of transfer function for
systems of DDAEs, and computing exponential estimates,
have never been addressed in the literature to the best
of our knowledge. Also, some problems such as stability
and robust stability analysis (see, e. g., Han et al. (2004);
Michiels and Vyhldal (2005); Kharitonov (2013); Michiels
and Niculescu (2014); Gomez et al. (2016)), construc-
tion of the exponential estimates for the solutions (see,
e. g., Hale and Verduyn-Lunel (1993); Kharitonov (2005);
Kharitonov et al. (2005); Chashnikov and Egorov (2015)),
to name a few, are better investigated for the neutral type
systems than for systems of DDAEs.
In contrast to dierential-dierence systems, for some
classes of linear time-invariant systems of DDAEs one can
not even guarantee some basic properties, like continuabil-
ity and uniqueness of the solutions. The most convenient
systems for analysis are the so-called coupled dierential-
dierence systems; see, e. g., Rasvan (1995); Fridman
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(2002); Pepe et al. (2008); Gu and Liu (2009). In this pa-
per, we consider a broader class { the class of strangeness-
free systems, i. e., systems, which can be divided by a lin-
ear transformation into three parts: dierential-dierence,
dierence and algebraic. Such "triangular" form has been
presented in Du et al. (2013), where the authors also
show, how to reduce the system to the system of NDDEs
by dierentiation and time-shift operation. The dieren-
tiation obviously introduce an additional dynamics into
the system, but, as has been shown in Du et al. (2013),
such dynamics does not break the stability under some
natural constraints on the initial states. The approach has
been applied to prove the fundamental property that the
exponential stability of systems of strangeness-free DDAEs
is equivalent to the negativity of the spectral abscissa.
The idea of reduction of DDAEs to NDDEs by introducing
some additional dynamics is developed in our contribution.
The approach does not rely on the transformation of the
system to triangular form, and leads to the neutral type
systems with a prescribed additional dynamics that allows
to analyze stability and solve some other related problems
via known technics for neutral type dierential-dierence
systems. In this paper, we concern only one application
of the developed method { computation of H2 norm of
transfer function for systems of DDAEs.
We focus on two classes of systems of DDAEs. The rst
class consists of systems, such that the delay-free part is
strangeness-free. The second class is broader than the rst
one, as it consists of all strangeness-free systems, in the
sense of Du et al. (2013). We extract the rst class for
convenience in reading, as all the formulas and proofs are
simpler for such systems, allowing to gain greater insight
into the main ideas of our research.
The organization of the paper is as follows. We introduce
basic denitions in Section 2, some auxiliary results in
Section 3. Section 4 is devoted to reducing the system of
DDAEs to system of NDDEs. In Section 5 we show how
to apply the result to the stability analysis and H2 norm
characterizing for controllable systems. Two illustrative
examples are given in Section 6. Some concluding remarks
end the paper.
2. THE SYSTEM
Consider a linear system of the form
d
dt
 
Ex(t)

= A0x(t) +A1x(t  h); (1)
where E;A0; A1 2 Rnn; x(t) 2 Rn.
We focus on the case of singular E. Moreover, all the
results are also valid for E = 0, i. e., if the system is
dierence-algebraic.
Let
H(s) = sE  A0   e shA1
be the characteristic matrix for system (1), and
 =

s 2 C  detH(s) = 0	
be the spectrum.
In this paper, we consider two classes of such systems. The
second class is considerably broader than the rst one, and
the rst class can be considered like an illustration of our
ideas, as all the formulas are simpler.
The rst class is described by the following assumption.
Assumption 1. The delay-free system
d
dt
 
Ey(t)

= A0y(t) (2)
is strangeness-free, i. e., there exists a nonsingular matrix
T1 =

R
P

2 Rnn;
where R and P are some blocks of rows, such that PE = 0
and the matrix
S1 =

RE
PA0

is invertible.
Introduce an auxiliary result, which shows the equivalence
between this condition and the rather standard assump-
tions on the system.
Lemma 2. The following statements are equivalent:
1. System (2) is strangeness-free.
2. There exist two nonsingular matrices F1, F2 2 Rnn,
such that
F1EF2 =

I 0
0 0

; F1A0F2 =

A
(1)
0 A
(2)
0
0 I

: (3)
3. The pair (E;A0) is regular and impulse-free, i. e., there
exist two nonsingular matrices F3, F4 2 Rnn, such that
F3EF4 =

I 0
0 0

; F3A0F4 =

J 0
0 I

;
where J is a Jordan block matrix.
The dimension of the rst blocks of all these matrices is
r1  r1, where r1 = rank(E).
Here and later I and 0 are identity and null matrices of
appropriate dimension.
Proof. First, both Item 2 and Item 3 imply Item 1, as
for Assumption 1 we can take T1 = F1 or T1 = F3,
respectively. If Item 1 holds true, we can take
F1 = T1; F2 = S
 1
1 ;
F3 =


 1 0
0 I

I  A(2)0
0 I

T1;
F4 = S
 1
1


 0
0 I

to prove Items 2 and 3. Here 
 is such that J = 
 1A(1)0 

is a Jordan canonical form for the square matrix A
(1)
0 , and
A
(1)
0 A
(2)
0

= RA0S
 1
1 :
Remark 3. By Item 2 of the lemma, the system of coupled
dierence-dierential equations
_x(t) = Ax(t) +By(t  h);
y(t) = Cx(t) +Dy(t  h);
is a particular case of the class, described by Assumption 1.
Indeed, the substitution
x(t)
y(t)

=

I 0
C I

~x(t)
~y(t)

reduces the matrices of the system to the form (3).
Item 3 of the lemma is a common assumption, connected
to the Weierstra canonical form for deferential-algebraic
delay-free systems; see, e. g., Kunkel and Mehrmann
(2006).
Dene the second class of systems.
Assumption 4. System (1) is strangeness-free (see, Du
et al. (2013)), i. e., there exists a nonsingular matrix
T2 =
 
R
P1
P2
!
2 Rnn;
such that P1E = 0, P2E = 0, P2A0 = 0, and the matrix
S2 =
 
RE
P1A0
P2A1
!
is invertible.
Note that this assumption, in contrast to the previous
one, takes into account the delayed term of the system.
If system (10) is strangeness-free, premultiplying by T2
leads to the "triangular" form
d
dt
 
REx(t)

= RA0x(t) + RA1x(t  h);
0 = P1A0x(t) + P1A1x(t  h);
0 = P2A1x(t  h);
(4)
which consists of three parts: the set of dierential-
dierence equations, the set of dierence equations, and
the set of algebraic equations. As has been shown in Du
et al. (2013), such system is exponentially stable if and
only if the spectrum  locates in the open left half-plane
and is separated from the imaginary axis.
Next we present a mathematically rigorous approach that
allows to reduce a strangeness-free system of DDAEs to a
system of NDDEs with a prescribed dynamics, but here
we describe the basic idea. The approach is equivalent to
the following four steps:
1. Premultiplying a strangeness-free system by T2 to
reduce it to the "triangular" form (4).
2. Applying a time-shift operation to the third part of (4).
3. Applying an operation which can be formally written as
I
d
dt
 M;
where M is a Hurwitz matrix, to the second and the third
parts of (4).
4. Premultiplying the obtained system by T 12 .
In our algorithm all these steps are hidden. As will be
shown in what follows, the approach does not even need
the computation of T2.
3. AUXILIARY RESULTS
To reduce DDAEs to NDDEs we need to introduce some
auxiliary elements. Consider two classes of systems sepa-
rately.
3.1 The System Under Assumption 1
As r1 = rank(E) < n, there exists a matrix P 2 R(n r1)n
of full rank, such that
PE = 0:
This matrix is a basis of the left null space of matrix E.
In fact, this is a part of matrix T1 in Assumption 1. But
we do not need to compute the rst part R, as we are not
going to make the transformation. Instead, we need the
second element { matrix X 2 Rn(n r1), such that
PX =M 1;
where M is an arbitrary xed real invertible matrix of
dimension (n  r1) (n  r1). As will be clear from what
follows, it is better to choose a Hurwitz matrix.
Now we can prove a necessary and sucient condition that
allows to check, weather the Assumption 1 holds or not,
without transformation of the system.
Theorem 5. Assumption 1 holds true if and only if the
number
r2 = rank(E +XPA0)
is equal to n.
Proof. As rank(X) = n   r1, there exists a matrix
R 2 Rr1n, such that rank(R) = r1 and RX = 0. It is
easy to see that the square matrix
T1 =

R
P

is invertible. Indeed, otherwise there exists a non-zero
vector q = (qT1 q
T
2 )
T , such that
qT1 R+ q
T
2 P = 0:
By denition of R and P
R
P

X =

0
M 1

:
Therefore, qT2 M
 1 = 0 that implies that q2 = 0. Hence,
qT1 6= 0 and qT1 R = 0. This is impossible, as matrix R is of
full rank.
Premultiply E +XPA0 by T1:
T1(E +XPA0) =
=

RE
PE

+

RXPA0
PXPA0

=

RE
0

+

0
M 1PA0

:
Rank of this matrix is equal to n if and only if system (2)
is strangeness-free.
3.2 The System Under Assumption 4
Consider now more general case, which is also more
complicated. Assume that we computed matrices P and
X from the previous subsection, but r2 = rank(E +
XPA0) < n. This means that system (1) does not satisfy
Assumption 1. We need to check now Assumption 4.
Construct an additional element { a full rank matrixeP2 2 R(n r2)(n r1) such thateP2PA0 = 0;
i. e., whose rows are basis vectors of the left null space of
matrix PA0. Choose eP1 2 R(r2 r1)(n r1) such that eP1eP2

is invertible. Now we can dene P1 = eP1P and P2 = eP2P .
Fix two invertible matrices M1 2 R(r2 r1)(r2 r1), M2 2
R(n r2)(n r2), and compute X1 2 Rn(r2 r1), X2 2
Rn(n r2), such that
P1
P2

(X1 X2) =

M 11 0
0 M 12

:
They also can be found as a solution of the system
(X1 X2)

M1 eP1
M2 eP2

= XM:
Theorem 6. Assumption 4 holds true, i. e., system (1) is
strangeness-free, if and only if the number
r3 = rank(E +X1P1A0 +X2P2A1)
is equal to n.
Proof. There exists a full rank matrix R 2 Rr1n, such
that R (X1 X2) = 0. The square matrix
T2 =
 
R
P1
P2
!
is invertible.
Premultiply E +X1P1A0 +X2P2A1 by T2:
T2(E +X1P1A0 +X2P2A1) =
0@ REM 11 P1A0
M 12 P2A1
1A :
This matrix is nonsingular if and only if system (1) is
strangeness-free.
Remark 7. An obvious corollary of the presented theorem
is that the strangeness-free property is invariant with
respect to the choice of matrices M1, M2, P1, P2, X1, X2.
4. REDUCING TO THE NEUTRAL TYPE DELAY
SYSTEMS
Using the introduced elements, we can construct neutral
type system with a prescribed dynamics determined by the
chosen matrices M , M1, M2 for system (1).
4.1 The system under Assumption 1
Introduce the system
d
dt

(E +XPA0)z(t) +XPA1z(t  h)

= A0z(t) +A1z(t  h):
(5)
Theorem 8. The spectrum of system (5) is equal to
 [ (M);
where (M) is the spectrum of matrix M .
Proof. Let
H1(s) = s(E +XPA0) + sXPA1e
 sh  A0  A1e sh
be the characteristic matrix of system (5). It is easy to see
that
H1(s) = H(s) + sXP (A0 +A1e
 sh)
= H(s) + sXP (sE  H(s))
= (I   sXP )H(s) + s2XPE
= (I   sXP )H(s):
(6)
Applying of Schur's formulas nishes the proof:
det (I   sXP ) = det(I   sPX)
= det(I   sM 1) = det(M 1) det(M   sI):
Remark 9. By Theorem 5, system (5) is a non-singular
system of neutral type.
4.2 The System Under Assumption 4
Now we present two neutral type systems, corresponding
to the nominal system (1) under Assumption 4. The form
of the rst system is simpler, whereas the structure of the
spectrum is more complicated than for the second one.
I. The rst neutral type system
Consider the system
d
dt

(E +X1P1A0 +X2P2A1)z(t)
+X1P1A1z(t  h)

= A0z(t) +A1z(t  h):
(7)
Theorem 10. The spectrum of system (7) is equal to
 [ (M1) [ 2;
where 2 is the spectrum of the thoroughly studied re-
tarded type system
_y(t) =M2y(t  h): (8)
Proof. The characteristic matrix of system (7)
H2(s) = s(E +X1P1A0 +X2P2A1)
+se shX1P1A1  A0   e shA1:
By denition of H(s),
H2(s) = H(s) +sX1P1(A0 +A1e
 sh) + sX2P2A1
= H(s) +sX1P1(sE  H(s))
+seshX2P2(sE  A0  H(s)):
Taking into account the denition of matrices P1, P2, we
get
H2(s) = (I   sX1P1   seshX2P2)H(s):
As P2X1 = 0,
I  sX1P1   seshX2P2
= I   sX1P1   seshX2P2 + s2eshX2P2X1P1
= (I   seshX2P2)(I   sX1P1):
Schur's formulas help to prove the desired result.
II. The second neutral type system
Introduce now another system
d
dt

(E +X1P1A0 +X2P2A1)z(t)
+ X1P1A1z(t  h)

= (A0 +X2M2P2A1)z(t)
+ (I  X2M2P2)A1z(t  h):
(9)
Theorem 11. The spectrum of system (9) is equal to
 [ (M1) [ (M2):
Proof. The characteristic matrix of system (9)
H3(s) = s(E +X1P1A0 +X2P2A1) + sX1P1A1e
 sh
 (A0 +X2M2P2A1)  (I  X2M2P2)A1e sh:
It is easy to see that
H3(s) = H(s) + sX1P1(A0 +A1e
 sh)
+sX2P2A1   (1  e sh)X2M2P2A1
= H(s) + sX1P1(sE  H(s))
+seshX2P2(sE  A0  H(s))
 (esh   1)X2M2P2(sE  A0  H(s)):
By the denition of P1, P2, we get
H3(s) = (I   sX1P1   seshX2P2
+(esh   1)X2M2P2)H(s) = Q(s)H(s);
where
Q(s) =
=

I   (X1 X2)

sI 0
0 seshI   (esh   1)M2

P1
P2

:
Compute the determinant of Q(s), using Schur's formulas:
det

I   (X1 X2)

sI 0
0 seshI   (esh   1)M2

P1
P2

= det

I  

sI 0
0 seshI   (esh   1)M2

P1
P2

(X1 X2)

= det

I  

sI 0
0 seshI   (esh   1)M2

M 11 0
0 M 12

= det(I   sM 11 ) det(eshI   seshM 12 ):
Thus, the result is proven.
Remark 12. By Theorem 6, systems (7) and (9) are non-
singular systems of neutral type.
5. APPLICATION TO THE STABILITY ANALYSIS
AND H2 NORM CHARACTERIZING
5.1 Stability Analysis
Assume that system (1) is strangeness-free. We need to
choose matrices M1, M2 from Subsection 3.2. For simplic-
ity, takeM1 = 1I,M2 = 2I, where 1, 2 are some real
constants. Obviously, we have to take (see, Andronov and
Maier (1946)) 1 < 0, 2 2

  
2h
; 0

to guarantee that
the additional spectrum of system (7) is located in the left
half of the complex plane.
In this case systems (1) and (7) are equivalent in the sense
of stability. Applying an existing method for the stability
analysis of the neutral type system (7) (see, e. g., Han et al.
(2004); Michiels and Vyhldal (2005); Kharitonov (2013);
Michiels and Niculescu (2014); Gomez et al. (2016)), we
can dene the stability of (1).
Also, one can estimate the decay rate for the solu-
tions of system (1), using some approaches for neutral
type systems; see, e. g., Hale and Verduyn-Lunel (1993);
Kharitonov (2005); Kharitonov et al. (2005); Michiels and
Niculescu (2014); Chashnikov and Egorov (2015). Obvi-
ously, in this case, it is important to choose additional
spectrum to be located suciently far to the left of the
imaginary axis of the complex plane. In particular, if
h = 1, M1 =  I, M2 =  e 1I, the spectral abscissa
for the additional dynamics is equal to 1.
5.2 The H2 Norm Characterizing
Here, for the sake of simplicity, we consider a controllable
system, satisfying Assumption 1, but the same ideas can
be also applied to the analysis of strangeness-free systems
(i. e., satisfying Assumption 4). Let
d
dt
 
Ex(t)

= A0x(t) +A1x(t  h) +Bu(t);
y(t) = Cx(t);
(10)
where u(t) 2 Rp is the input, y(t) 2 Rv is the output,
B 2 Rnp, C 2 Rvn, be exponentially stable. Construct
the corresponding neutral type system
d
dt

(E +XPA0)z(t) +XPA1z(t  h)

= A0z(t) +A1z(t  h) +Bu(t);
y(t) = Cz(t);
(11)
where matrices X and P computed like in Subsection 3.1
for a Hurwitz matrix M . Also introduce the auxiliary
system
d
dt

(E +XPA0)z(t) +XPA1z(t  h)

= A0z(t) +A1z(t  h) +XPBu(t);
y(t) = Cz(t):
(12)
Proposition 13. If the transfer function of system (12) is
equal to zero, the H2 norm
kGkH2 =
vuuut 1
2
1Z
 1
Tr
 
G(i!)G(i!)

d! (13)
of the transfer function of system (10) is nite and is equal
to the one of system (11).
Proof. To prove the result we just need to explicitly
express the transfer functions
G(s) = CH 1(s)B;
G1(s) = CH
 1
1 (s)B;
G2(s) = CH
 1
1 (s)XPB
for systems (10), (11), (12), respectively. Using equal-
ity (6), one can obtain
G(s) = G1(s)  sG2(s): (14)
Now the desired result follows immediately from the fact
that the H2 norm of the transfer function of any neutral
type system is nite.
Note that the most common assumption on matrix B that
the "non-dierential" part of the system is uncontrollable
is included in the proposition.
Corollary 14. The transfer function of system (12) is equal
to zero, if the "non-dierential" part of the system is not
aected by the input, i. e.,
PB = 0: (15)
Note that the condition of Proposition 13 is necessary and
sucient for the equivalence between transfer matrices of
systems (10) and (11), but this is not necessary for the
niteness of the H2 norm for system (10).
Proposition 15. The H2 norm for system (10) is nite if
and only if the H2 norm of product sG2(s) is nite.
In particular, this is the case, if
C = eCE; (16)
i. e., CT belongs to the image of matrix ET .
Proof. The rst part of the proposition is obvious, as
in (14) G1 is always of nite H2 norm.
If C = eCE, we can express
sG2(s) =s eCEH 11 (s)XPB
= eC(I   sXP ) 1XPB
+ eC(A0 +A1e sh)H 11 (s)XPB
= eCX(I   sM 1) 1PB
+ eC(A0 +A1e sh)H 11 (s)XPB:
The rst summand is of a niteH2 norm, because it can be
considered as the transfer matrix of an exponentially stable
ordinary dierential system whose H2 norm is always
nite. The last summand is also of a niteH2 norm, as this
is the transfer matrix of an exponentially stable neutral
type system with the delayed output.
If the condition of Proposition 13 holds, one can apply the
following formula from Jarlebring et al. (2011) to compute
the H2 norm for system (10):
kGkH2 =
q
Tr (BTU(0)B); (17)
where U(0) is the delay Lyapunov matrix, associated with
W = CTC, at zero point; see, Kharitonov (2013). Note
that the H2 norm for system (12) also can be computed
by similar formula with the same U(0).
6. ILLUSTRATIVE EXAMPLES
Example 16. Consider the following system from Loge-
mann (1998): 1 1
1  1

_x(t) =  x(t)+

1  1
 1 1

x(t h)+

1
 1

u(t):
Let y(t) = x(t). Rank of the matrix E is equal to 1.
Following the algorithm of Section 3, compute
P = (1 1) ;
choose M =  2, and nd
X =
 1
 1

:
The rank of the matrix
E +XPA0 =

0 2
2 0

is equal to 2. By Theorem 5, the system satises Assump-
tion 1, and can be reduced to system (11):
0 2
2 0

_x(t) =  x(t) +

1  1
 1 1

x(t  h) +

1
 1

u(t);
which is of retarded type. The systems is exponentially
stable, if h < 1:209. Take, for instance, h = 1. By
Corollary 14 and formula (17), the H2 norm for the system
kGkH2  1:783:
Example 17. Consider exponentially stable system (10)
with the following matrices:
E =
  2 1 3
4  2  6
 6 3 9
!
;
A0 =
 
0 2 0
3 1  3
 3  3 3
!
;
A1 =
 
0  2  1
 1 4 3
5  4  8
!
;
B =
 
5
 5
2
!
; C = (4 6  3) :
The rank of the matrix E is equal to 1. Compute
P =

3 3 1
 1 1 1

;
choose M =  I, and nd
X =
1
2
 
0 1
 1  1
1 0
!
:
Rank of the matrix
E +XPA0 =
 
0  2  1
 1 4 3
5  4  8
!
is equal to 3. Therefore, by Theorem 5, the system satises
Assumption 1.
Now we can construct neutral type systems (11) and (12).
Note that neither condition (15) nor condition (16) hold,
but the H2 norm for system (10) is nite and is equal
to the H2 norm for system (11), as the transfer function
of (12) is equal to zero. By formula (17), we nd
kGkH2  1:305:
7. CONCLUSION
A neutral type system with a prescribed additional dy-
namics for the nominal strangeness-free system of DDAEs
is constructed. As the spectra of these systems are simply
related, one can analyze stability of the delay dierential-
algebraic system via the analysis of the corresponding
neutral type system. Also characterizing of H2 norm of
transfer matrix and estimation of the decay rate for the
solutions can be achieved by the presented approach.
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