Abstract-In some practical applications of neural networks, fast response to external events within an extremely short time is highly demanded and expected. However, the extensively used gradient-descent-based learning algorithms obviously cannot satisfy the real-time learning needs in many applications, especially for large-scale applications and/or when higher generalization performance is required. Based on Huang's constructive network model, this paper proposes a simple learning algorithm capable of real-time learning which can automatically select appropriate values of neural quantizers and analytically determine the parameters (weights and bias) of the network at one time only. The performance of the proposed algorithm has been systematically investigated on a large batch of benchmark real-world regression and classification problems. The experimental results demonstrate that our algorithm can not only produce good generalization performance but also have real-time learning and prediction capability. Thus, it may provide an alternative approach for the practical applications of neural networks where real-time learning and prediction implementation is required.
I. INTRODUCTION
T HE widespread popularity of multilayer feedforward networks in many fields is mainly due to their ability 1) to approximate complex unknown nonlinear mappings directly from the input training samples [1] - [8] and 2) to form disjoint decision regions with arbitrary shapes and to determine unknown classes [9] . Whether neural networks can have real-time learning capability is still a challenging and open question. A neural network system is called a real-time learning system if it can finish a learning procedure with good generalization performance for a new application within expected fast response time defined by external requirements. This expected response time could be any reasonable time for an application users can wait. It could be microseconds, milliseconds, or even seconds. Real-time learning capability of neural networks is highly expected whenever a new application is faced, where a new knowledge map has to be built.
Iterative searching methodology has been widely used in the learning algorithms of neural networks [10] , e.g., backpropagation (BP) algorithm [11] and its variants [12] - [19] . Since the parameters of the network are updated gradually in each iteration, the learning is apparently time consuming, especially for applications with large-scale observations and/or high accuracy expectation. It is not surprising that this kind of learning algo- rithm may spend hours on training and may also face trivial issues such as learning parameters (learning epochs, learning rate, etc.), stopping criteria, and/or local minima. Thus, these learning algorithms may face unexpected difficulties in timecritical applications. Therefore, an alternative algorithm that can implement realtime learning is highly demanded by time-critical applications and fast changing environments, and can be widely used in human-computer interface, unmanned aerial vehicles, robotics, tracking and navigation, meteorology, geographical information processing, expert systems, intelligent networking, etc. Even for offline applications, speed is still a need, and a real-time learning algorithm that reduces training time and human effort to nearly zero would always be of considerable value.
Some researchers have proposed constructive methods for multilayer feedforward networks that can learn the observations just in one iteration. For instance, Huang and Babri [20] show that a single-hidden layer feedforward neural networks (SLFNs) with at most hidden neurons and with almost any nonlinear activation function can learn distinct observations with zero error. However, the number of hidden neurons required there is too large, especially for large-scale applications, which cannot be supported by the computational capabilities of most current ordinary computers.
Although many applications can be implemented by both SLFNs and two-hidden layer feedforward neural networks (TLFNs) [9] , TLFNs may be more powerful than SLFNs in most cases [1] , [21] , [22] . Huang [1] proved in a novel constructive method that a TLFN can learn any distinct samples with any arbitrarily small error with at most hidden neurons, which remarkably reduces the space complexity of a network especially for large-scale problems and makes it feasible to implement large-scale systems in an ordinary computer. In this method, the observations are divided into several groups, and each group is learned by a common standard TLFN. Furthermore, this trained common standard TLFN and some additional neuron quantizers are combined to form a special nonconventional TLFN, which can finally represent all observations with arbitrarily high accuracy (small error). Huang's network 1 has several features.
1) It has larger first hidden layer and narrower second hidden layer, which comprises a standard TLFN and several neuron quantizers, each linking to the input layer and one or several neurons in the second hidden layer only. 2) All the weights of the connections linking the input layer to the first hidden layer can be simply pre-fixed, and most of them can be assigned randomly. 3) The weights of the connections linking the first hidden layer and second hidden layer can be determined analytically at one time, instead of the conservative iterative adjustment method popularly adopted in most neural network learning algorithms nowadays. 4) The weights of the connections linking the second hidden layer and the output layer can be simply analytically determined and remain as a constant value . 5) It may be trained by only adjusting weight size factor or and quantizer factors and so as to optimize generalization performance. Huang [1] also analyzes that a good generalization performance may be achieved by the network.
During our latest study, the results of some experiments show that the generalization performance of the original constructive method may not be very stable. And the appropriate way to adjust the quantizer factors and in Huang's network are not provided yet. In this paper, an appropriate method to estimate the suitable value for the quantizer factors and are proposed. Further, an improved learning algorithm for Huang's network is suggested, which can finish training procedure with good generalization performance for many applications within seconds or milliseconds. Thus, it may be able to provide an alternative approach for some practical real-time learning applications. Extensive experiments on different types of benchmark real problems have been done to systematically evaluate the performance (learning and prediction speeds and generalization performance) of the proposed algorithm. The experimental results show that our proposed algorithm can not only produce good generalization performance but also have realtime learning and prediction capability. This paper is organized as follows. Section II provides a review on Huang's constructive network model [1] . Based on Huang's constructive method, an appropriate parameters selection method and the proposed new algorithm are given in Section III. The comprehensive and comparative experimental results are shown in Sections IV and V. Conclusions are given in Section VI. The meanings of the notations and symbols used in this paper are the same as those in Huang [1] .
II. REVIEW OF HUANG'S CONSTRUCTIVE NETWORK MODEL

A. Basic Structure of Huang's Network
It has been shown [1] that Huang's network with sigmoid activation function can approximate arbitrary distinct samples , where and , with arbitrarily small error. As shown in Fig. 1 , Huang's network has larger first hidden layer and narrower second hidden layer, which consists of a standard TLFN and neuron quantizers in the first hidden layer, each linking to the input layer and second hidden layer of the sub-TLFN, where is a user-defined constant indicating how many neuron quantizers are used in the network. There are neurons in the first hidden layer and neurons in the second hidden layer in its standard sub-TLFN. Each neuron quantizer consists of two sigmoidal neurons called -type neuron and -type neuron, respectively. -type neuron and -type neuron of the th quantizer are denoted as neuron and neuron . The th neuron quantizer only links to the th neuron group in the second hidden layer, , each group consisting of neurons. The training of Huang's network mainly consists of two phases: 1) determination of weights and bias of standard sub-TLFN and 2) determination of weights and biases of neural quantizers.
B. Determination of Weights and Bias of Standard Sub-TLFN
One of the major features of Huang's network is that weight linking the th neuron in the first hidden layer of the sub-TLFN to all the input neurons and bias of the th neuron in the first hidden layer of the sub-TLFN ( , ) can be chosen randomly. Since all the given are distinctive, a vector can be almost randomly chosen such that are all different [1] , [20] . Without loss of generality, assume that the index is reindexed such that (1) For simplicity, consider to be an integral multiple of userdefined positive integer . The finite inputs are separated into groups consisting of input vectors each. These input vector groups are denoted as (2) where . Randomly choose the weight of the connection linking the input to the th neuron of the first hidden layer of the sub-TLFN and the bias of the th neuron of the first hidden layer of the sub-TLFN, , . Define matrix as
where denotes the weight vector connecting the th neuron in the first hidden-layer of the sub-TLFN to the th neuron group ( neurons) in the second hidden layer, , .
can be determined as
Matrix , , is defined in (5) , as shown at the bottom of the page, and matrix , , is defined in (6) , as shown at the bottom of the page, where and weight size factor can be chosen any value to make (7) All the weights of connections linking to the output layer are set to , and bias of the output neuron is set as 0.5 .
C. Determination of Weights and Biases of Neural Quantizers
As shown in Fig. 1 , the weights of connections linking the inputs to neuron and neuron can be chosen as and , respectively, where parameter is called a quantizer factor by Huang [1] and should be large enough. That is, all the weights of connections linking the inputs to all -type neurons can be chosen as and all the weights of connections linking the inputs to all -type neurons chosen as
. The biases and of neuron and neuron are simply analytically calculated as (8) and (9) Quantizer factor can be chosen large enough such that for any input within input vector group , , only the outputs of both neurons and are almost zero while one of the outputs of neurons and of each neural quantizer is almost one, where . In other words, can be chosen large enough such that for each input vector group , only the output of the th neural quantizer consisting of neurons and is almost zero, and the outputs of the other quantizers are almost one.
All the weights of the connections linking these 2 neurons and to their corresponding second hidden-layer neurons are chosen a same value , where parameter is also called a quantizer factor by Huang [1] and can be set large enough such that the input to the th neuron group in the second hidden layer from neurons and ( th quantizer) has small values for any input within input vector group and large negative values for any input within other vector groups , , and . and can be made arbitrarily large and small, respectively, by setting quantizer factors and sufficiently large. goes to negative infinity and goes to zero (see Fig. 2 ).
Seen from the above review, in Huang's network, the weights (matrix) of the connections linking the first hidden layer of the sub-TLFN to the second hidden layer can be analytically calculated, while all the rest parameters (weights and biases) of Huang's network can be randomly preassigned (e.g., and ) or pre-fixed (e.g., ). One may only adjust the quantizer factors and which may affect the weights of the neurons of each quantizer. In many applications Huang's network may be fast enough to learn new stimuli from and response to external events within an expected short time. It is capable of real-time learning of new knowledge in large-scale time-critical applications; thus, Huang's constructive method and an appropriate estimation of quantizer factors can form a real-time learning algorithm (RLA).
III. PROPOSED REAL-TIME LEARNING ALGORITHM
A. Improved Biases Selection of Neural Quantizers
During the latest study, it is found that the originally proposed selection [1] of biases of neurons and [see (8) and (9)] can be further improved in order to make the generalization performance of Huang's network much more stable.
It is guaranteed that by the originally proposed selection of biases of neurons and , any training input vector will be always within only one of groups , the output of one and only one neural quantizer is almost zero, and the outputs of the rest neural quantizers are almost one. Thus, the training error can be made arbitrarily small using the originally proposed biases selection (refer to Section II-C for detailed discussions). However, when a testing input vector happens to satisfy , the outputs of two neural quantizers would be almost one, instead of one neural quantizer only, which causes the testing error to be possibly larger and affects the generalization performance of the network [see Fig. 3(a) ].
To prevent this worse case happening and to achieve a better generalization performance, the selection of the biases and of neural quantizers can be improved as shown in (10) and (11) at the bottom of the page. By this bias selection of neural quantizers, the probability that a testing input vector happens to make should be zero. Thus, for any testing input vector , the output of one and only one neural quantizer is almost zero and the outputs of the rest neural quantizers are almost one, which improves the generalization performance of the network [see Fig. 3 
if if . 
B. Appropriate Weights Selection of Neural Quantizers
In order to determine the weights of neurons and , one only needs to determine appropriate values for quantizer factors and . In fact, quantizer factors and are the only parameters to be estimated for Huang ' Thus, when , , , the output of th neural quantizer satisfies (20) . Remark 1: Theorem III.1 actually states, consistent with the design concept of Huang's network [1] , that when the quantizer factor , the output of one and only one neural quantizer is near to zero and the outputs of the rest are near to one. is the lower bound of the quantizer factor . Now, we can further determine the appropriate value for quantizer factor . For the sake of simplicity and convenience, we can consider the single output case first.
Theorem III.2: Give arbitrarily small positive value , the quantizer factors and can be set as (23) (24) such that , , the output of Huang's network for single output case satisfies (25) where denotes the th row of the matrix. Proof: According to Theorem III.1, set as where is a small positive value which will be decided later. Let denote the actual output of th neuron in the second hidden layer for the corresponding input , and . Since , we have Hence, if we can make (27) and (28) then (25) can be satisfied. Since we have (29) where , then (27) can be transformed into (30) [In fact, (29) and (30) This completes the proof.
Remark 2:
Observe from the proof of Theorem III.2 that there is a tradeoff of quantizer factor . As reviewed in Section II-C, quantizer factor cannot be set too small. In fact, the lower bound of has been given in (36). Although Huang [1] requires large enough, as shown in (32), there is also an upper bound on , meaning cannot be set too large either. If is set too large, the actual outputs of all the neurons in the second hidden layer may be nearly zero and all the output may be inhibited. Thus, Theorem III.2 gives an appropriate value for quantizer factor .
Theorem III.2 can be easily extended to the multioutput case: 
C. Determination of Weight
In Huang's constructive method, the weight of sub-TLFN is determined as (47)
Huang [1] proved that the is invertible when the number of neurons in the first hidden layer of sub-TLFN is , which means that the total number of hidden neurons is 2 . However, 2 hidden neurons may still be large for some problems, especially for those with large training set. In fact, zero training error is not required in real applications. Huang et al. [23] has the following result for SLFNs. 2 Theorem III.4: [23] For an SLFN with the activation function in the hidden layer, given any constant , there always exists an integer such that an SLFN with hidden neurons and with randomly chosen input weights and hidden biases can learn distinct observations with a training error less than .
Actually, the validity of this theorem is obvious; otherwise one can simply choose . However, may not be invertible when . In this case, for SLFNs, the weights linking the hidden layer and output layer can be calculated by the Moore-Penrose generalized inverse [25] , [26] . Hence, in the proposed new learning algorithm, the weights can be calculated as follows: neurons in the first hidden layer of sub-TLFN no longer needs to be but some appropriate number which can be set by users. Thus, it can help eliminate overfitting in noisy data sets.
D. Proposed Real-Time Learning Algorithm
Based on Huang's constructive method (see Section II) and the estimation on quantizer factors (Theorem III.3), a simple RLA can be proposed as follows. 2) Given the expected learning accuracy < 0.
3) Given the number of groups L. 
Remark 4:
Observe that the basic algorithm of Huang's network [1] has the same form as the new proposed RLA algorithm except that for the basic algorithm 1) the number of neurons of the first hidden layer of the sub-TLFN was set instead of some appropriate number less than , and thus of (50) was always a square matrix; 2) and are manually predefined by users instead of automatically computed as in (51) and (52); and 3) the biases of neurons and were set according to (8) and (9) instead of (54) and (55). In RLA, the limitation that the number of neurons of the first hidden layer of the sub-TLFN is equal to (number of training data in each group ) has been removed. Setting to some appropriate number less than can not only improve the generalization performance by preventing RLA from overfitting in noisy data sets but also further reduce the network complexity of Huang's network.
Remark 5: The proposed algorithm requires very small memory in computation. 1) Huang's network is not a fully-connected standard TLFN. It is a sparse network and it has small number of trainable parameters. (5) as well. The algorithm spends most of its learning time in the matrix computation of and . However, in applications, these two matrices are normally not very large, and the computation is very simple and extremely fast. Thus, in general, the algorithm can provide a seconds or milliseconds learning solution to many applications, including large-scale complex systems.
IV. BENCHMARKING WITH REAL-WORLD REGRESSION PROBLEMS
Numerous real-world regression data sets from the UCI Machine Learning Repository [27] have been tested to verify the performance of the proposed algorithm. All the simulations are conducted in MATLAB 6.5 environment on an ordinary PC with Pentium 4 3.0E and 1 GB RAM. Two algorithms, i.e., the proposed RLA and BP learning algorithm, are compared on regression problems. Levenberg-Marquardt (LM) learning algorithm [18] is used on behalf of BP, as it is known as one of the fastest variants of BP. SLFNs are trained by BP to learn the data sets. The number of hidden neurons of the SLFN is gradually increased for each data set. The results reported in this paper are averaged over 50 trials of simulations for each case. The training and testing sets are randomly regenerated before each trial of simulation. The results listed here are those with the best mean generalization performance. The same process takes place when using the RLA. Different number of groups and number of hidden neurons in the sub-TLFN are also gradually increased and the network architecture of RLA shown in different tables is therefore denoted by . We simple set for all cases. Cross-validation is used in the training of BP to avoid overfitting, and the training time of BP shown in this paper has excluded the time spent on cross-validation. If cross-validation time is considered, the total time spent on training BP would be much longer than the training time shown in this paper. Learning parameter of the LM learning algorithm [18] is divided by some factor after each successful step (reduction in performance function) and is multiplied by only when a tentative step would increase the performance function. As done usually (see MATLAB HELP), the initial value of is set to 0.001 and is set to 10. Maximum learning epochs for BP is set to 1000. In fact, the maximum learning epochs and the target accuracy are not reached in all cases because BP is early stopped by cross-validation so that overfitting can be avoided.
A. Small Real-World Regression Problems
Some small regression data sets (with less than 1000 total instances) are tested here. The specifications of these data set are listed in Table I. As observed from Table II , RLA wins over the BP on most of the data sets in terms of testing accuracy and obtains a much shorter training time on all the data sets. The proposed RLA shows its real-time learning and prediction capability on these data sets. In some data sets like Auto Price,Pyrimidines, etc., the training time of RLA is even less than 0.001 s.
B. Medium to Large Real-World Regression Problems
The performance of RLA is also tested on some medium to large regression data sets. The specifications of these data sets are listed in Table III. As observed from Table IV , RLA achieves the shorter training time and the higher testing accuracy in most data sets as expected. RLA still can complete the training procedure within 1 s for most of these medium to large regression problems. The data sets for classification are also selected from the UCI Machine Learning Repository [27] . The experimental settings of classification problems are the same as regressions. In addition, the performance of RLA and nearest neighbor ( -NN) algorithm are discussed in Section V-E.
A. Small to Medium Classification Problems
The performance of RLA and BP is compared on ten small to medium classification data sets which have less than 10 000 instances. The specifications of these data sets are listed in Table V , and the simulation results are shown in Table VI . In terms of testing accuracy, the performances of the both algorithms are very close in almost all the data sets, though RLA is slightly better than BP. Observed from Table V, RLA learns hundreds of times faster than BP in most cases. RLA learns 6700 times than BP in the Image Segment case. It can be seen that the prediction time spent by RLA is very short as well.
B. Large Classification Application: Letter Recognition
The data set with 16 input attributes and 26 class labels was constructed by Slate [27] . The objective is to classify each of a large number of black and white rectangular pixel displays as one of the 26 capital letters of the English alphabet. The character images produced were based on 20 different fonts, and each letter within these fonts was randomly distorted to produce a file of 20 000 unique images. For each image, 16 numerical attributes were calculated using edge counts and measures of statistical moments which were scaled and discretized into a range of integer values from 1 to 15 (see [28] ). Either training set or testing set has 10 000 instances. As observed from Table VII, the successful classification rate on testing data obtained by RLA is more than 93%, which is much higher than the testing accuracy obtained by BP. The best testing accuracy obtained by BP through cross-validation method is just above 85%. The best testing accuracy obtained by Frey and Slate [29] using other methods is only a little over 80%, which is much lower than the testing accuracies obtained by RLA and BP. 
C. Very Large Classification Application: Forest Cover Type Prediction
This is an extremely large complex classification problem with seven classes. The forest cover type for a 30 30 m cell was obtained from the U.S. Forest Service (USFS) Region 2 Resource Information System data. It has 581 012 total instances and 54 attributes for each instance. As usually done in the literature [30] - [32] , it was modified as a binary classification problem where the goal was to separate class 2 from the other six classes. One hundred thousand instances are used as training data and the rest of the 481 012 instances are used for testing. As observed from Table VIII, the successful prediction rate obtained by RLA is above 92%. Single SVM [30] and SVM modular network [30] spent 480.23 and 25.7 min on training and obtained 89.897% and 89.74% prediction rates, respectively, which are similar to BPs. Hard probabilistic mixture of SVM with 20 SVM experts and an MLP gater with 150 hidden neurons spent 291 min on training and obtained 91.07% prediction rate for this case (see [31, Table 5 ]). SVM [32] , [30] and SVM modular network [30] need more than 30 000 support vectors (SVs), which is much larger than the hidden neurons required by RLA and BP. Thus, SVM needs much longer prediction testing time ( 3.5 h) than BP and RLA.
D. Application Requiring Real-Time Learning: Spam Emails Prediction
This data set consists of spam emails and nonspam emails. Classifiers are used to predict whether an incoming email is spam or not. Sometimes some new types of spam and on-spam emails may be indicated by users explictly; in this case, the classifiers should be able to online learn the new spam and nonspam emails patterns as fast as possible such that it is able to recognize and ban the spam emails from the upcoming emails. There are 4601 instances, and each instance has 57 attributes. In the simulations, 3000 randomly selected instances compose the training set and all the rest are used for testing. As shown in Table IX , the RLA achieves good testing accuracy at very fast learning speed ( 1 s); however, BP needs to spend 4641.9 s on learning, which is not realistic in such a practical real-time application.
E. Comparison Between RLA and -NN Algorithm
RLA is also compared with -nearest neighbor approach ( -NN) on these real-world classification applications. Like the other two algorithms, the parameter of -NN is also gradually increased to search for the best generalization performance. Table X shows the comparison between RLA and -NN on all these classification problems. In this experiment, the testing accuracy achieved by -NN is worse than RLA. Its testing/prediction time is much longer than the other two algorithms especially on the data sets having large numbers of testing data. For example, the forest-type prediction problem which has 100 000 training data and 481 012 testing data, the testing time of -NN can be as long as 26 h, which is more than one day. Single SVM spent more than 3.5 h on predicting such a large number of unknown testing data [30] .
VI. CONCLUSION
Based on our previous theoretical work [1] , an extremely fast learning algorithm has been proposed for Huang's network in this paper. Three improvements have been made in the proposed new algorithm. 1) New selection criteria for the biases of neural quantizer has been proposed to improve the generalization performance. 2) An automatic method to select the appropriate values of the quantizer factors and has been introduced. In fact, the lower bound of and lower and upper bounds of have been derived and given in this paper (see Remarks 1 and 2 for details). 3) Hidden output matrix need not be invertible and the MP generalized inverse of is introduced, so that the number of neurons in the first hidden layer of sub-TLFN can be set to some appropriate number smaller than and thus the network architecture can be further shrinked. The proposed RLA algorithm has been successfully tested on many benchmarking data sets of different types. Huang's network is trained in a simple efficient one-time way instead of gradient-based and/or iterative methods: 1) all the weights of the connections linking the input layer to the first hidden layer of the sub-TLFN are randomly generated; 2) all the biases of the first hidden neurons of the sub-TLFN are also randomly generated; 3) all the rest parameters (weights and biases) of Huang's network can be simply analytically computed based on a small size of first hidden output matrix of the sub-TLFN. Huang's network [1] is a sparse TLFN and needs small memory for computation. Thus, RLA can implement many large-scale systems in an ordinary PC.
Since the proposed RLA algorithm for Huang's network is purely based on analytical method, it outperforms the other conventional gradient-based and/or iterative approaches without requiring stopping criterion and avoiding hidden local minima issues. Local minima problem existing in conventional learning algorithms make networks almost incapable of learning in some applications.
The performance evaluation of the proposed RLA has been systematically investigated in this paper. Seen from the simulation results on many real-world regression and classification problems, the RLA can not only reach good generalization performance but also provide very short learning and prediction time in many cases, which may be within most users' expected time in many applications. In other words, the proposed RLA algorithm or Huang's network would provide real-time alternative solutions to time-critical applications. Thus, the proposed RLA algorithm may be a good candidate to the applications 1) which have large training samples and require high learning accuracy/generalization performance and/or high learning speed and 2) where the application patterns and environments change fast and long time learning is not allowed. Even for those applications where long training time is allowed, the proposed RLA can be used and tried as the first choice since almost zero-time "effort" needs to be made for this trial. If the performance is accepted, tedious time-consuming trials of other algorithms can be prevented.
