ABSTRACT. We obtain multiplicity of positive solutions for the quasilinear equation
INTRODUCTION
Several physical phenomena related to equilibrium of continuous media are modeled by the problem − div(a(x)∇u) = g (x, u) in Ω, u = 0 on ∂Ω, where Ω is a domain of R N , g is a regular function and a is a nonnegative weight (see [15] ). There is an extensive literature about the regularity and spectral theory of the above problem when g(x, u) ≡ g(u) is a linear function (see [3, 5, 8, 23] and references there in). Concerning the nonlinear problem we can cite [9, 10, [24] [25] [26] .
In [11] , Chabrowski studied the problem and being positive in the exterior of some ball B R (0). By using minimization arguments he obtained a nonzero solution of (1.1) belonging in some appropriated subspace of W 1,2 (R N ). In his result, it was also supposed an integrability condition for a (x) and that K ∈ L ∞ (R N ) verified either K(x) ≥ lim |x|→∞ K(x) or K is periodic.
More recently, Lazzo [19] considered the equation ( She proved that, for λ sufficiently large, there is an effect of the topology of the set {x ∈ R N : a(x) = a 0 } on the number of positive solutions of (1.1). Motivated by [19] , we are interested in studying the number of positive solutions of a nonhomogeneous quasilinear form of equation (1.1) under a local condition on the potential a. More precisely, we deal with the problem and M := {x ∈ Λ : a(x) = a 0 } ≠ . Note that the local condition (a 2 ) is weaker than (1.2) in the sense that it does not restrict the behavior of a at infinity. This kind of hypothesis was introduced by Del Pino and Felmer [16] in the study of a semilinear Schrödinger equation.
We also suppose that f ∈ C 1 (R + , R) satisfies (f 1 
If Y is a closed set of a topological space X, we denote by cat X (Y ) the LjusternikSchnirelmann category of Y in X, namely the least number of closed and contractible sets in X which cover Y . We are now ready to state the main result of this paper. 
there exists ε δ > 0 such that, for any ε ∈ (0, ε δ ), the problem (P ε ) has at least
The proof of Theorem 1.1 will be done in three main steps. First, we apply the penalization method introduced by Del Pino and Felmer in [16] . It consists in modifying the function f (u) outside the set Λ in such a way that the energy functional of the modified problem satisfies the Palais-Smale condition.
In the second step, by using a technique due to Benci and Cerami [6] , we relate the category of the set M with the number of positive solutions of the modified problem. It is worthwhile to mention that, since we deal with a nonhomogeneous term f (u), we cannot apply the concentration compactness principle [21] directly as in [6, 13, 19] . This difficulty is overcame by a detailed study of the energy functional restricted to its Nehari manifold.
In the last step we prove that the solutions obtained in the second one are in fact solutions of (P ε ). The main problem here is that, since we are dealing with a quasilinear problem, we cannot argue as in [16, 25] to obtain uniform convergence (on compact sets) of the solutions. Thus, we proceed as in [12] by adapting the Moser's interaction method [22] in order to make careful estimates on the behavior of the solutions obtained in the second step.
To the best of our knowledge, there are no multiplicity results for quasilinear equations via penalization methods. However, our result seems to be new even in the semilinear case p = 2. It extends the results in [19] and complements those of [11, 13, 16, 25] .
We end this introduction by quoting some papers which dealt with the nonlinear Schrödinger problem
In [13] , Cingolani and Lazzo considered K ≡ 1, Q ≡ 0 and V verifying a global condition similar to (1.2). They related the number of solutions of (1.3) with the topology of the set where V attains its minimum. Later, the same authors [14] supposed that Q could change sign and obtained a multiplicity result involving the set of global minima of a function which gave the ground state levels of some autonomous problems related with (1.3). Roughly speaking, this function provides some kind of global median value between the minimum of V and the maximum of K and Q. We finally mention the paper of Ambrosetti, Malchiodi and Secchi [4] , where the case Q ≡ 0 is studied. Among other results, they proved that the number of solutions of (1.3) is related with the set of minima of a function given explicitly in terms of V , K, r , and the dimension N. Since they used a finite dimensional reduction method, it is supposed that
are bounded, with D 2 V also bounded. We emphasize that, unlike the aforementioned works, we make no assumptions on the behavior of a at infinity. In particular, we allow the potential a be unbounded or lim inf |x|→∞ a(x) < a 0 .
The paper is organized as follows: in Section 2, we modify the original problem and also prove some results concerning the autonomous problem related with (P ε ). In Section 3, we present a multiplicity result for the modified problem. Theorem 1.1 is proved in Section 4.
2. SOME NOTATION AND THE PENALIZATION SCHEME Throughout the paper the conditions (a 1 )-(a 2 ) and (f 1 )-(f 4 ) will be assumed. Since we are interested in positive solutions, we extend f to the whole real line by setting f (s) := 0 for s ≤ 0. To simplify notation, we write only u instead of
In order to overcome the lack of compactness of the problem (P ε ) we make a slight adaptation of the penalization method introduced by Del Pino and Felmer in [16] . So, we choose k > θ/(θ − p), where θ is given by (f 3 ), and take a > 0 to be the unique number such that f (a)/a p−1 = 1/k. We set
Let 0 < t a < a < T a and take a function
By using the above functions we can definef ∈ C 1 (R, R) as follows
If χ Λ denotes the characteristic function of the set Λ, we introduce the penalized nonlinearity g :
Notice that, using (f 1 )-(f 4 ) and (η 1 )-(η 3 ), it is easy to check that g(x, s) satisfies the following properties:
Remark 2.1. It is easy to check that, if u ε is a positive solution of the equation
and therefore u ε is also a solution of (P ε ).
In view of the remark above, we deal in the sequel with the penalized problem
and we will look for solutions u ε of (P ε ) verifying
where
For any ε > 0, we denote by X ε the Sobolev space W 1,p (R N ) endowed with the norm
The weak solutions of (P ε ) are the positive critical points of the C 1 -functional
For any given ξ > 0 there exists C ξ > 0 such that
Thus, if
denotes the Nehari manifold of E ε , we can use (2.1) and (g 3 ) to obtain r ε > 0 such that
In what follows, supp u denotes the support of a function u.
Lemma 2.2. Let u ∈ X ε be a nonnegative function such that supp u ∩ Λ ε has positive measure. Then there exists a unique
Proof. If ψ(t) := E ε (tu) for t ≥ 0, inequality (2.4) and the Sobolev embeddings imply that ψ is positive near t = 0. Moreover,
Since the set {x ∈ Λ ε : u(x) > 0} has positive measure, the above expression and (g 3 )(i) imply that ψ(t) → −∞ as t → ∞. Hence, there exists t u > 0 such that ψ (t u ) = 0, namely the point where ψ attains its maximum. A direct computation shows that t u u ∈ N ε . The uniqueness follows from the monotonicity condition (g 4 ). The lemma is proved.
Ë Remark 2.3. If u ∈ N ε , then the last inequality in (g 3 )(ii) implies that supp u ∩ Λ ε has positive measure. Thus, we can argue as above to conclude that
We make now some comments about the autonomous problem (2.6)
whose solutions are the positive critical points of the
be the Nehari manifold of I 0 and consider the minimization problem
It can be proved (see [28, Chapter 4] ) that m 0 is positive and can be characterized as
Moreover, for any u ∈ X \ {0}, there exists a unique t u > 0 such that t u u ∈ M 0 .
The maximum of the function t I 0 (tu) for t ≥ 0 is achieved at t = t u .
The following result presents an interesting property of the minimizing sequences of m 0 .
Proof. The proof is similar to that presented in [2, Theorem 3.1] and it will be omitted.
Ë
We recall that a solution u of (2.6) is called ground state solution if
v is a solution of (2.6)}.
As an easy consequence of the above lemma we have the following useful result. 
MULTIPLICITY OF SOLUTIONS FOR THE MODIFIED PROBLEM
We devote this section to the proof of the following result. Since we are intending to apply critical point theory we need to introduce some compactness property. So, let V be a Banach space, V be a C 1 -manifold of V and I : V → R a C 1 -functional. We say that I| V satisfies the Palais-Smale condition at level c ((PS) c for short) if any sequence (u n ) ⊂ V such that I(u n ) → c and I (u n ) * → 0 contains a convergent subsequence. Here, we are denoting by I (u) * the norm of the derivative of I restricted to V at the point u.
We will use the following Ljusternik-Schnirelmann abstract result for C 1 -manifolds (see [18, Corollary 4.17] Let Φ ε : M → N ε be given by
where t ε > 0 is the unique number such that t ε Ψ ε,y ∈ N ε . Since ψ(|εx−y|) ≡ 1 in B δ/2ε (y/ε) and y/ε ∈ Λ ε , Lemma 2.2 shows that Φ ε is well defined.
Lemma 3.4. Uniformly for y ∈ M, we have
Proof. Arguing by contradiction, we suppose that there exist γ > 0, (y n ) ⊂ M and ε n → 0 + such that
In order to simplify the notation, we write only Φ n , Ψ n and t n to denote Φ ε n (y n ), Ψ ε n ,y n and t ε n , respectively. Since E ε n (t n Ψ n ), t n Ψ n = 0, with the change of variables z := (ε n x − y n )/ε n we get
for any x ∈ Λ and ψ(s) = 0 for s ≥ δ, the above expression yields
for all n ≥ n 0 , where we have used that s f (s)/s p−1 is increasing (see (f 4 )). By using Lebesgue's theorem we may easily check that
If |t n | → ∞, we can use (3.3) and (f 3 ) to conclude that Ψ n p ε n → +∞, contradicting the first assertion above. Thus, up to a subsequence, t n → t 0 ≥ 0.
For any given ξ > 0, we can use (2.4) and t n Ψ n ∈ N ε n to get
Since ξ is arbitrary, if t 0 = 0 the above expression and the boundedness of (Ψ n ) would imply Ψ n p ε n → 0, contradicting (3.4). Hence t 0 > 0 and we can take the limit in (3.2) to obtain
, from which it follows that t 0 ω ∈ M 0 . Since ω also belongs to M 0 , we conclude that t 0 = 1. Thus, letting n → ∞ in
and using the second statement in (3.4), we get
which contradicts (3.1) and proves the lemma. Proof. We start by proving that there exists a sequence (ỹ n ) ⊂ R N and constants R, γ > 0 such that (3.6) lim inf 
and ξ is arbitrary, we conclude that u n ε n → 0.
Moreover, since g(εx, u n )u n → 0, it follows from (g 3 ) that G(εx, u n ) → 0.
Hence, E ε n (u n ) → 0, contradicting m 0 > 0. Thus, (3.6) holds and, along a subsequence,
Let (t n ) ⊂ R + be such that w n := t n v n ∈ M 0 . Defining y n := ε nỹn , changing variables and using u n ∈ N ε n , we get
Hence lim n→∞ I 0 (w n ) = m 0 , from which it follows that w n → 0 in X. Since (w n ) and (v n ) are bounded in X and v n → 0 in X, the sequence (t n ) is bounded. Thus, up to a subsequence, t n → t 0 ≥ 0. If t 0 = 0 then w n X → 0, which does not make sense. Hence t 0 > 0, and therefore the sequence (w n ) satisfies
It follows from Lemma 2.4 that w n → w, or equivalently, v n → v in X. This proves the first part of the lemma.
We claim that (y n ) has a bounded subsequence. Indeed, if this is not the case, then |y n | → ∞. Consider R > 0 such that Λ ⊂ B R (0). Since we may suppose that |y n | > 2R, for any z ∈ B R/ε n (0) we have
If Γ n := B R/ε n (0), we can use (u n ) ⊂ N ε n , (a 1 ), the change of variables x z +ỹ n , the expression above, and (2.1) to get
Sincef (s) ≤ (1/k)s p−1 , the above expression, v n → v in X, and the Lebesgue Dominated Convergence theorem imply that
Letting n → ∞ we conclude that v = 0, which is a contradiction. Thus, up to a subsequence, y n → y ∈ R N . It remains to check that y ∈ M. Arguing by contradiction again, we suppose that a(y) > a 0 . Then, recalling that w n → w, we can use Fatou's lemma to obtain
which does not make sense. The proof is finished.
Ë
Following [13] , we introduce the set (3.8)
where h :
Lemma 3.6. For any δ > 0 we have that
where hereafter o n (1) denotes a quantity which goes to 0 as n → ∞. Thus, it suffices to find a sequence (y n ) ⊂ M δ such that (3.9)
In order to obtain such a sequence, we note that I 0 (tu n ) ≤ E ε n (tu n ) for any t ≥ 0. Thus, recalling that (u n ) ⊂ Σ ε n ⊂ N ε n , we can use (2.7) to get
from which it follows that E ε n (u n ) → m 0 . Thus, we may invoke Lemma 3.5 to obtain a sequence (ỹ n ) ⊂ R N such that (y n ) := (ε nỹn ) ⊂ M δ for n sufficiently large. Hence,
Since ε n z + y n → y ∈ M, we have that β ε n (u n ) = y n + o n (1) and therefore the sequence (y n ) verifies (3.9). The lemma is proved. Proof. Let (u n ) ⊂ N ε be such that E ε (u n ) → c and E ε (u n ) * → 0. Then there exists (λ n ) ⊂ R such that (3.10)
where J ε : X ε → R is given by
Since (u n ) ⊂ N ε , we can use (2.1), (η 3 ) and (f 4 ) to get
where g (x, s) means the derivative with respect to the second variable and the numbers t a and T a were fixed at the beginning of Section 2.
By the above expression, we may suppose that J ε (u n ), u n → ≤ 0. We claim that < 0. If this is the case, it follows from (1) that λ n → 0. Hence, use can use (3.10) to conclude that E ε (u n ) → 0 in the dual space of X ε . Since we already know that the unconstrained functional satisfies Palais-Smale, we conclude that (u n ) has a convergent subsequence.
It remains to prove that < 0. Suppose, by contradiction, that = 0. Then it
The same argument employed in the proof of Lemma 3.5 shows that (1) . This and (g 3 )(ii) provide
and therefore
which contradicts (2.5) and proves the lemma.
We are now ready to present the proof of Theorem 3.1.
Proof of Theorem 3.1. Given δ > 0 such that M δ ⊂ Λ, we can use (3.5), Lemmas 3.4 and 3.6, and argue as in [13, Section 6 ] to obtain ε δ > 0 such that, for any ε ∈ (0, ε δ ), the diagram In order to prove Theorem 1.1 we need to verify that, for ε > 0 small enough, the solutions given by Theorem 3.1 satisfy the estimate in (2.3). As in [16] , the key step for that is the following. Proof of Theorem 1.1. Given δ > 0 such that M δ ⊂ Λ, we can invoke Theorem 3.1 to obtain, for any ε ∈ (0, ε δ ) fixed, cat M δ (M) solution of (P ε The proof now can be done as in [16] . We recall the argument for completeness. The function u ε ∈ W 1,p (R N ) solves the equation
In view of (4.1), we can take v ε as a test function in the above equation to get Proof. For each n ∈ N and L > 0, we define
Since β > 1 and (v n ) is bounded, we can take the limit as m → ∞ to get
Let Ω ⊂ R N be a bounded domain and ξ > 0. The above inequality and (2.4) imply that Since u ε n is a solution of (P ε n ), we can use the above expression and a result of Di Benedetto [17, Theorem 2] to conclude that, for any compact set K ⊂ Ω, there exists a constantC K,Ω , depending only of Arguing by contradiction, we suppose that there exists (ε n ) ⊂ R + such that ε n → 0 and b ε n = ∞. Then we can take a sequence u ε n ∈ Σ ε n of solutions of (P ε n ) such that u ε n (x n ) ≥ b > 0, for some b > 0 and (x n ) ∈ ∂Λ ε n .
As in the proof of Lemma 3.6, we have that E ε n (u n ) → m 0 . If v n := u ε n (· + x n ), then v n v weakly in X. Since v n (0) = u ε n (x n ) ≥ b > 0, Lemma 4.2 implies that v ≠ 0. If t n > 0 is such that w n = t n v n ∈ M 0 , we can argue as in the proof of Lemma 3.5 to conclude that I 0 (w n ) → m 0 . It follows from Lemma 2.4 that w n → w in X and I 0 (w) = m 0 .
Since ∂Λ is compact, we may suppose that ε n x n →x ∈ ∂Λ. In view of (a 2 ), we have that a(x) > a 0 . Thus, the same calculations made in (3.7) give a contradiction and we conclude that b * ε < ∞ for ε > 0 small enough. For the second part we argue by contradiction again and suppose that there exists ε n → 0 + and b > 0 with b * ε n ≥ b > 0. For each n ∈ N there exists a solution u ε n ∈ Σ ε n of the problem (P ε n ) in such a way that
Hence we can take a sequence (x n ) ⊂ ∂Λ ε n such that u ε n (x n ) ≥ b/2 > 0. The same argument employed in the first part of the proof gets a contradiction. This finishes the proof.
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