Abstract. In this paper, we propose a weighted component-based feature descriptor for expression recognition in video sequences. Firstly, we extract the texture features and structural shape features in three facial regions: mouth, cheeks and eyes of each face image. Then, we combine these extracted feature sets using confidence level strategy. Noting that for different facial components, the contributions to the expression recognition are different, we propose a method for automatically learning different weights to components via the multiple kernel learning. Experimental results on the Extended Cohn-Kanade database show that our approach combining component-based spatiotemporal features descriptor and weight learning strategy achieves better recognition performance than the state of the art methods.
Introduction
A goal of automatic facial expression analysis is to determine the emotional state, e.g., happiness, sadness, surprise, neutral, anger, fear, and disgust, of human beings based on facial images, regardless of the identity of the face. To date, there have been some surveys describing the state-of-the-art techniques of facial expression recognition, based on static images or video sequences [1, 2] . The surveys show that dynamic features from video sequences can provide more accurate and robust information than the static features from images.
Feature representation is very important for automatic facial expression analysis. Methods combining geometric and appearance features have been considered earlier [2] . For example, Tian et.al [3] proposed to use facial component shapes and transient features like crow-feet wrinkles and nasal-labial furrows. A framework of combining facial appearance (Scale-invariant feature transform) and shape information (Pyramid histogram of orientated gradient) was proposed for facial expression recognition [6] . Both similarity-normalized shape (SPTS) and canonical appearance (CAPP) were derived from the active appearance models (AAM) to interpret the face images [11] . It is observed that the combination of geometric and appearance information can describe the face in a better way. But most of approaches used complicated geometric information like shapes and the trasient feature [11, 3] . Furthermore some researches [7, 8, 6, 9] cropped the facial image into some sub-regions or components, and then extracted the appearance features from those components. Researches [7, 8] have shown that component-based approach is robust in some cases against pose motion or partial occlusion. But the features in the earlier component-based methods were only extracted from static images, even though some of them [9, 10] In facial expression recognition, it is notable that the facial components take distinct effect on different expressions [13, 12, 14] . Hence, another major task in this paper is to select the most relevant features among the multiple feature sets extracted from the different facial regions. Using boosting algorithm or just simply assign the weight parameters to the corresponding face components [14, 5] would be feasible. Recently, the multiple kernels learning (MKL) in support vector machines (SVM) has been introduced to combine heterogeneous sources of information for decision fusion in computer vision. In addition, recent studies in [15, 16] have shown that the MKL method achieves decent performance in applications of object/image recognition.
In this paper, we focus on combining dynamic texture features and structural features of facial components for describing facial movement. In order to reduce the complexity, we develop a method for fusing multiple feature representations. Motivated by the aforementioned MKL method, we aim to learn weights for multiple feature sets in facial components. We test our approache on the Extended Cohn-Kanade Database which contains 97 subjects with seven emotions. Our person-independent experiment shows that the weighted component-based approach performs better than other approaches. The contributions of this paper include: 1) we applied the dynamic texture and structural shape features [20, 4] from facial components to represent facial dynamic sequences; 2) we developed the framework of feature fusion via confidence level method, and 3) weight learning by MKL was presented.
Component-based feature descriptor
Concerning pose variation and partial occlusion, component-based features [7, 8, 6 ] are more effective for representing facial expressions. Three facial components: mouth, cheeks and eyes are considered in our method and shown in Figure 1(c) . Facial points, shown in Figure 1 (a) in each frame can be obtained by AAM [17] . Then eyes, nose and mouth areas are determined by the detected 62 facial points. Please note that because eyebrows are also important in expression, the eyes component is extended from the blue dashed rectangle to blue solid rectangle, as shown in Figure 1(b) . In order to extract micro-information from components, each component is further divided into a couple of blocks, as shown in Figure 2 (b). In this paper, we use CFD (Component-based F eature Descriptor) as the abbreviation of the proposed framework. 
Dynamic Texture Features For Appearance Representation
The local binary pattern (LBP) operator is a gray-scale invariant texture primitive statistic, which has shown excellent performance in the classification of various kinds of textures [18] . And LBP operator is defined as:
where
and g c is the gray value of the center pixel, g s is the gray values of S equally spaced pixels on a circle of radius R at this center pixel. LBP-TOP has been recently proposed for motion analysis and shown excellent performance in the classification of expression [5] and lip-reading [19] . Features extracted by this method effectively describe the appearance, horizontal motion and vertical motion from the image sequence. We extend to use LBP-TOP to describe the spatiotemporal features (XY, XT, and YT planes) of three components. That is to say, after detecting each component, the LBP-TOP histograms for each component are computed and concatenated into a single histogram to represent the appearance (XY plane) and motion (XT and YT planes) of the facial expression sequence, shown in Figure 2 (a). In our experiments, the radii in axes X, Y and T are set as three; the number of local neighboring points around the central pixel for all three planes is set as eight.
Dynamic Structural Features For Shape Representation
Edge map (EdgeMap) features were recently proposed to describe the edge orientation of the pixel for detecting facial landmarks [20] and also utilized as describing structural features together with LBP (only in XT and YT planes) for speaker identification from lipreading [22] . Given a smoothed image from one video with a set of 16 kernels, the whole set of 16 kernels results from the differences between two oriented Gaussians with shifted kernel: where
and σ is a root mean square deviation of the Gaussian distribution, θ t is angle of the Gaussian rotation, θ t = 22.5 × t, t = 0, · · · , 15; u, v = −3, −2, −1, 0, 1, 2, 3.
In our paper, same to [20] , 10 kernels (t = 2, 3, 4, 5, 6, 10, 11, 12, 13, 14) is used to define the contrast magnitude of a local edge at pixel (p, q). The orientation of a kernel that gave the maximum response is estimated by the orientation of a local edge:
where g p,q denotes the gray level of the image at pixel (p, q); p = 0, · · · , W − 1, q = 0, · · · , H − 1; W and H are the width and height of the image, respectively. After getting the edge orientation for each pixel, a histogram is created to collect up the occurrences of different orientations. Studies in [21, 22] used EdgeMap to describe the structural features in XY plane of a video sequence. Inspired by them, the EdgeMap histograms from XY plane in block volumes (Figure 2(b) ) are concatenated into a single histogram for representing structural features, shown in Figure 2(c) . But different from [22] , in which they only considered LBP texture features in XT and YT planes, in our approach, LBP operation in XY plane is still utilized to describe appearance features and then concatenated into a single histogram together with those from XT and YT planes, shown in Figure 2 (a), in order to avoid the loss of appearance feature.
Multiple Feature Fusion
As shown in Figure 2 , we extract component-based feature sets, which represents texture features from LBP-TOP operation or structural features from EdgeMap in each component. In studies on various feature extraction approaches, it has been suggested that different feature sets could offer complementary information. A fusion scheme that harnesses various representations is likely to improve the overall performance. The outputs of various feature extractors can be fused to obtain decisions that are more accurate than the decisions made by any individual feature representation. As shown in Figure 3 , each feature set of LBP-TOP or EdgeMap is the input of one matching module and the model of weight learning. 
The Weight Learning Framework
The MKL approach [15, 16, 26 ] is used to combine or select relevant representations. The multiple kernel learning tasks in our approach are viewed as an efficient way to learn weights that are optimal for several feature sets. Suppose we have M feature sets
, and the corresponding class label of − → x i,m is y i , where y i ∈ {+1, −1}. Thus, the kernel function of MKL is defined as The MKL task, which is based on the framework of SVM, is considered as a way of optimizing the kernel weights. When a kernel machine for multiple feature sets is used, the dual problem of MKL is defined as
where, α i is the Lagrange coefficient, and the regularization ε determines the trade-off between the margin and the error on training data.
Optimizing over both the Lagrange coefficient α i and the weights for m-th feature set β m is one particular form of semidefinite programming (SDP). MKL algorithm is terminated when a stopping criterion is met. The stop criterion in our implementation is based on the variation of coefficients β m between two consecutive steps. In order to compute the weights for different feature sets from specific expression, we should consider an approach that divides multi-class problem into some one-vs-rest classification problems. Finally, this framework will generate the weight of m-th feature set under c-th class, i.e. β c,m . In our case, we use MKL-WL (MKL for Weight Learning) for abbreviation, which is summarized in Algorithm 1. 
The Fusion Module Framework
For exploiting the complementary information among all feature sets, we investigated one decision rule, i.e. mean rule. Detailed derivation of decision rules can be found e.g. in [23] . Assume that all feature sets are generally statistically independent, and the priori probability of occurrence for c-th class model are under assumption of equal priors, the fusion rule of multiple feature sets [24] is described as:
where − → x and µ represents the testing sample and the corresponding class, respectively. In our framework, LIBSVM [25] is used for modeling matching module and generating voting numbers or probabilities.
Experiments
The proposed approach was evaluated on the Extended Cohn-Kanade facial expression database (CK+) [11] . The orginal Cohn-Kanade database [28] includes 486 FACS-coded sequences from 97 subjects for six basic expressions: happiness, sadness, surprise, anger, disgust and fear. For CK+ distribution, it has been further augmented to include 593 sequences from 123 subjects for seven expressions (additional 107 sequences, 26 subjects and contempt expression), which makes it more challenging than the original database. In our experiments, 325 sequences from 118 subjects were selected from the database for seven basic expression recognition. Leave-one-subject-out method was used in the whole scenario. In our approach, three components are cropped as shown in Figure 1 . However, the size of each facial component is so large that more than one block is needed to describe its local spatiotemporal information. Moreover, as observed from Figure 1(c) , the areas of different parts are different. This means that using the same number of blocks for all components is not reasonable [4] . Thus, different number of blocks is used for three components. Figure 4 shows the performance of using different block numbers of eyes, nose, and mouth. As observed from Figure 4 , the highest recognition rate is achieved when the block size is 9 × 8, 11 × 10, 8 × 8, for eyes, nose and mouth, respectively. Based on the results in Figure 4 , 9 × 8, 11 × 10, 8 × 8 block sizes are used in eyes, nose and mouth, respectively.
In Section 3.1, we proposed dynamic weight learning by using MKL. In order to figure out the importance of the components to different expressions, the weights on three components are shown in Figure 5 . In this figure, these weights clearly show: (1) both eyes and mouth components play important roles in fear and sadness; (2) both mouth and nose components contribute to disgust and happiness; (3) anger and contempt, mostly depend on eyes; (4) mouth component determines surprise.
Below, we give brief comparison with the state-of-the-art works [11, 4] for expression recognition. Figure 6 compares our methods: CFD, CFD with M KL based on linear kernel (CFDM-Linear), Histogram Intersection kernel [27] (CFDM-HI), and Gaussian kernel (CFDM-Gaussian), with SPTS+CAPP [11] , LBP-TOP [4] and EdgeMap [21] . From this figure, we can see that CFD obtained better result (89.85%) than block-based LBP-TOP (87.07%) and EdgeMap (82.77%), with increase of 2.77% and 7.08%, and also better than SPTS+CAPP (88.38%), with an increase 1.47%. Additionally, it is very interesting that dynamic weight using MKL based on linear kernel (93.23%) and HI kernel (93.85%) can improve the performance of CFD. Compared to the other methods, CFDM-HI outperformed on average recognition rate and all expressions except anger. 
Conclusion
In order to boost facial expression recognition, we propose a component-based feature descriptor to describe facial expressions from video sequences. In our approach, three components (eyes, nose and mouth) are cropped from facial image according to automatically detected facial points, and dynamic texture and shape features are extracted by LBP-TOP and EdgeMap, respectively. Then multiple feature sets are combined by fusion strategy. Furthermore, for boosting CFD, we proposed an approach for learning weights for multiple feature sets. In experiments on the CK+ Database, we discussed the roles and significance of components with respect to expressions, through analyzing the weights computed by MKL-WL algorithm. Besides, we also have demonstrated that the CFDM-Linear, CFDM-HI lead to a promising improvement in facial expression classification, comparing with previous works. In future work we plan to explore how our approach could be adopted to the very challenging problems including view variation and partial occlusion.
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