In this paper, we present the correspondence between natural risk statistics on the space of infinite and bounded sequences of real numbers and their associated acceptance sets.
Introduction
In [2] , Artzner and al.(1999) , proposed the notion of coherent risk measures for the first time, and associated it with the notion of acceptance sets. So on, the risk measure families that was presented: Insurance risk measures [8] . (1997) , convex risk measures [5] . (2002) , and natural risk statistics [6] . (2006) , still be concerned with defining its corresponding acceptance sets. In [3] . (2010) , the definition of a natural risk statistics was extended from IR n to l ∞ (IR) the space of infinite and bounded sequences of real numbers. We will show that there is a correspondence between the set of natural risk statistics on the space l ∞ (IR) = {X = (x i ) i=1,2,3,... : x i ∈ IR, X ∞ = Sup i=1,2,3,... |x i | < ∞} and the set of acceptance sets in the same space. If ρ is a natural risk statistics on l ∞ , the acceptance set corresponding to ρ is A ρ = {X ∈ l ∞ : ρ(X) ≤ 0}. Given A ⊂ l ∞ , as an acceptance set, the natural risk statistics corresponding to A, is the map giving every position X ∈ l ∞ the minimal riskless amount that has to be combined with X in order to obtain an acceptable position, formally we have ρ A (X) = Inf{m ∈ IR : X − m1 ∈ A}.
Preliminary Notes
In this section, we recall the definition of a risk measure and an acceptance set, on the space L B (Ω, Γ) of bounded and measurable random variables [2, 5] .
The next theorem, endows us with a corresponding relationship between convex risk measures on L B (Ω, Γ) and the sets of acceptable positions [2] .
Now, we present the definition of a natural risk statistics on l ∞ , as it was extended in [3] , from IR n to l ∞ . 
Definition 2.4 ([3]) A function
Note that every natural risk statistics ρ is normalized (i.e., ρ(0) = 0) and Lipschitz continuous with respect to the usual supremum norm of l ∞ , then it is continuous.
Main Results
The next definition is the analogue in l ∞ , of the definition 2.2 [2, 5] . [2] and [5] , is that here we consider that X is a loss, as in [3] , contrary to [2] and [5] where X is considered as a profit. Now, we are in a position to state the correspondence theorem, between a natural risk statistics on l ∞ and its associated acceptance set.
is said to be an acceptance set, if:
1-A contains the set l ∞ − = {X ∈ l ∞ : x i ≤ 0, i = 1, 2, 3, ...}; 2-A l ∞ ++ = {X ∈ l ∞ : x i > 0, i = 1, 2, 3, ...} = ∅; 3-A is comonotone convex: If X and Y are comonotonic, then (λX + (1 − λ)Y ) ∈ A, ∀λ ∈ [0.1]; 4-A is positively homogeneous: λX ∈ A, ∀X ∈ A and ∀λ ≥ 0; 5-∀X, Y ∈ l ∞ , If X ≤ Y and Y ∈ A, then X ∈ A; 6-π(X) ∈ A ⊂ l ∞ , for every permutation π(X) of X ∈ A.
Remark 3.2 The difference in inequalities and signs between this definition and the definition 2.2 in

Theorem 3.3 1-If ρ is a natural risk statistics on
is a closed acceptance set in the topology of the usual supremum norm of l ∞ .
2-If a set A ⊂ l
∞ is an acceptance set, then ρ A (X) = Inf{m ∈ IR : X − m1 ∈ A} is a natural risk statistics on l ∞ . 
Proof. 1 • ∀X ∈
• ∀X ∈ A ρ , we have ρ(X) ≤ 0. ∀λ ≥ 0, the positive homogeneity of ρ implies that ρ(λX) = λρ(X) ≤ 0, then λX ∈ A ρ . Therefore, A ρ is positively homogeneous.
Therefore, A ρ contains the permutations of its elements.
, which contradicts the fact that X k 0 is an element of A ρ . Finally, we have X ∈ A ρ and A ρ is closed in the topology of the supremum norm of l ∞ .
• Let X ∈ l ∞ and c ∈ IR, we have ρ A (X +c1) = Inf{m ∈ IR : X+c1−m1 ∈ A} = c + Inf{m ∈ IR : X − m1 ∈ A} = c + ρ A (X). Let λ ≥ 0. If λ = 0, then we 
The next corollary shows that the set of acceptable positions associated with the natural risk statistics defined by an acceptance set, is the closure of the set itself. Proof. If X ∈ C, then ρ C (X) ≤ 0, thus X ∈ A ρ C , which means that C ⊂ A ρ C . According to the theorem 3.3, A ρ C is a closed set in the topology of the supremum norm of l ∞ , so C ⊂ A ρ C . ∀X ∈ A ρ C we have ρ C (X) = Inf{m ∈ IR : X − m1 ∈ C} ≤ 0. If Inf{m ∈ IR : X − m1 ∈ C} < 0, then ∃m < 0 such that X − m1 ∈ C, since X is an element of l ∞ such that X < X − m1, then X ∈ C ⊂ C. Now we explicit the natural risk statistics, associated with A ρ .
Proposition 3.5 If ρ is a natural risk statistics on l
∞ , then ∀X ∈ l ∞ ρ(X) = ρ A ρ (X) = Inf{m ∈ IR : X − m1 ∈ A ρ }.
Proof. ∀X = (x 1 , x 2 , x 3 , ...) ∈ l ∞ , we have by translation invariance of ρ ρ A ρ (X) = Inf{m ∈ IR : X − m1 ∈ A ρ } = Inf{m ∈ IR : ρ(X − m1) ≤ 0} = Inf{m ∈ IR : ρ(X) ≤ m} = ρ(X). So, ρ = ρ A ρ .
