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Abstract
The STAR collaboration has reported precision measurements on the transverse single
spin asymmetries for the production of forward pi0 mesons from polarized proton collisions
at
√
s = 200 GeV. To disentangle the contributions to forward asymmetries, one has to look
beyond inclusive pi0 production to the production of forward jets or direct photons. Present
forward detector capabilities are not well matched to the complete reconstruction of forward
jets, but do have sufficient acceptance for ”jet-like” events. ”Jet-like” events are the clustered
response of an electromagnetic calorimeter that is primarily sensitive to incident photons,
electrons and positrons.
During the RHIC running in the year 2006, STAR with the Forward Pion Detector
(FPD++) in place collected 6.8 pb−1 of data with an average polarization of 60%. FPD++
was a modular detector prototype of the Forward Meson Spectrometer (FMS) that consisted
of two detectors placed symmetrically with respect to the beam line at a distance of 7.4 m
from the interaction point. Readout of the FPD++ was triggered when the sum of energies in
the central module of the calorimeter used for pi0 measurements was larger than a threshold.
This trigger minimizes the bias for ”jet-like” events, making it appropriate to disentangling
contributions to the forward transverse spin asymmetries.
This thesis reports on the analysis, giving in specific detail all the calibration and analysis
steps, as well as the final results. It has been demonstrated that the calibration procedures
used earlier to calibrate the previous versions of the detector can be extended to the current
setup. Results from earlier analyses were successfully reproduced and extended as well. It
has been shown that the parts of the detector that were not used earlier have no systematic
influence on the results. After the extraction of the ”jet-like” events, their properties were
carefully explored. The final result shows that the neutral pion asymmetry shows no depen-
dence on the angle with respect to the ”jet-like” event axis, thus showing that there is no
net Collins contribution to the neutral pion asymmetries.
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Chapter 1.
Introduction
Understanding the structure of the proton has been one of the goals of the physics community
for over 50 years. To really understand it, one must also know how the proton constituents
contribute to the overall proton spin of 1/2.
After the unpolarized deep inelastic scattering experiments (UDIS) have revealed the
spatial structure of the proton, polarized deep inelastic scattering (PDIS) experiments tried
to reveal its spin structure. These experiments [1, 2, 3] had shown that quarks and antiquarks
account for only a small fraction of the entire spin of the proton (≈ 20-30%). So, the remaining
part has to come from either the gluons or the orbital motions of the proton constituents.
In unpolarized DIS experiments the probe of the proton is a lepton, typically an electron
or a muon. In polarized DIS, both the lepton and the target proton are polarized. More
generally, spin structure is addressed in polarized hard scattering experiments, that include a
variety of probes where the scattering can be treated by perturbative QCD. So, experiments
doing this research will also be pp experiments. The first greatly unexpected result from
a polarized hard scattering experiment came from the Fermilab E704 experiment [4] where
polarized protons were hitting a polarized fixed target. In this experiment, large values
of analyzing power, defined as the difference of inclusive cross sections for a production of
a particle divided by their sum, were observed for pion production at the center of mass
energy of 20 GeV. The E704 experiment also measured ALL, a longitudinal spin asymmetry
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nominally sensitive to gluon polarization. Although their statistics were never that great,
they found zero for ALL.
The result of the E704 experiment did not at all agree with the naive perturbative Quan-
tum Chromodynamical (pQCD) prediction, which claimed the asymmetry should be very
small. Still, it was not clear whether this was a misprediction of the theory, since the energy
and pT (transverse momentum of the outgoing particle) range at which the experiment was
done may not be within the kinematical range of the theory. After the results were pub-
lished, several theories emerged in an attempt to explain the seen effect. Even though the
mechanisms these theories propose greatly differ, as described later in the text, the net result
they produce is the same for inclusive meson production.
Figure 1.1: The FermiLab E704 experimental result. Shown on the plot are pions, both
neutral and charged, produced at
√
s = 20 GeV at pT = 0.5− 2.0 GeV. AN stands for single
spin asymmetry, defined later in the text. [4]
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Two steps were in place now: first one is to go to higher energy, where one can be sure
of the pQCD predictions, and the other to try to differentiate the theories by means of
experiments.
The first step was completed at RHIC at the center of mass energy of
√
s = 200 GeV. This
experiment was the first to use polarized proton beams using a new magnet technology called
”Siberian snakes” [5]. By using the proton beams, center of mass energy was substantially
larger than in the previous experiments that used fixed polarized targets. Obtaining the
polarized proton beam is not simple since protons are heavy particles. Lighter particles can
develop their polarization due to Sokolov-Ternov effect [6], but the protons are not light
and they will not develop practically any polarization in this way. Polarized protons, once
prepared, have to be stored in the rings and their polarization has to be maintained. The
”Siberian snakes” flip the polarization of protons, keeping them polarized in one direction
half of the accelerator ring, and in the other direction the other half. In the experiment, at
√
s = 200 GeV, it has been shown that the invariant differential cross section for inclusive
pi0 production is in agreement with the next to leading order (NLO) pQCD [7].
Further experiments were then conducted, at RHIC as well at many other sites, at both
higher and lower energies. One of the most notable published results from RHIC came from
a part of the detector this thesis aims to describe. This is a high precision result showing
the single spin asymmetry of the neutral pions [8]. The experiment was also conducted at
√
s = 200 GeV, so one can claim that the underlying theory describing it is NLO pQCD.
The result only confirms what has been seen earlier: a strong rise of the pi0 asymmetry with
rising Feynman x (xF); a quantity proportional with the forward momentum of the pi
0. This
is a clear and concrete proof of the existence of asymmetry at both lower and higher energies;
the question remaining is its origin.
Further efforts were undertaken in both theory and experiment trying to explain single
spin asymmetry. The effort to separate the two leading concurrent models, the Sivers effect
[9, 10] and the Collins effect [11] is still on way. This thesis aims to partially resolve the
question.
3

Chapter 2.
Theoretical background
Presented at the beginning of this chapter are the single spin asymmetry and its measure-
ments. After that, I explain the definitions of quantities relevant to the following sections.
For a general review, refer to [12]. After the definitions, the proton collisions in perturbative
QCD will be described.
2.1. Single spin asymmetries and measurements
To start off with the definition of measurements, we will introduce a coordinate system
and place the beam and the detector in it. Let the polarized proton beam come along the
positive z axis. Since the polarization is transverse, the spin will point in what we will call
±y direction. The positive sign polarization is called ”up” and the negative ”down”. The
detector faces are perpendicular to the direction of the motion of the proton, and span their
own x − y systems. Another way of describing the system is by using cardinal directions.
Putting the proton motion towards W (west), one detector will be N (north) relative to it,
and one will be S (south) relative to it. The north detector is called ”right” and the south
”left”, relative to the polarized beam with momentum pz > 0.
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Figure 2.1: The schematic of the defined coordinate system.
2.1.1. Single spin asymmetry
The single spin asymmetry is defined in terms of ”analyzing power”, which is equal to:
AN =
σ+ − σ−
σ+ + σ−
, (2.1)
where the σ± are the cross sections for protons with spin up(down). ”Cross section” is
proportional to the rate of production of any specified particle, for example the pion or the
eta meson. At this point, it is useful to define a polar coordinate system with the help of
STAR coordinates. With the polarized proton coming along the positive z axis, θ is defined
as the polar angle with respect to that axis, and φ as the azimuthal angle around the axis.
For unpolarized collisions, inclusive particle production in general depends on θ, but must
be independent of φ.
The single spin asymmetry  is the product of the analyzing power AN and the average
polarization of the incoming beam Pav.. In principle,  can be measured by a single detector
at a fixed θ relative to the transversely polarized beam, by counting the number of particles
that hit it for spin up and spin down polarization states. A measurement with a single
detector would give:
 =
N+/L+ −N−/L−
N+/L+ +N−/L−
. (2.2)
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Here, N stands for the number of detected particles and the factor of luminosity (L) is
added since there may be different luminosities for the beam with polarization + vs. the
beam with polarization -.
Now let’s see why making a measurement with two detectors, places symmetrically around
the beam, proves to be more useful. Let these detectors be called L and R, as in the convention
described above. One thing to consider is that these detectors can not be perfectly equal,
so they will have different acceptance factors and efficiencies. To each of them we have to
assign a factor Ω describing that. Looking at the detectors separately, the asymmetry now
becomes:
 =
N
L(R)
+ /(ΩL(R)L+)−NL(R)− /(ΩL(R)L−)
N
L(R)
+ /(ΩL(R)L+) +N
L(R)
− /(ΩL(R)L−)
. (2.3)
Equation (2.3) is in fact two equations, one corresponding to the left detector (L) and one to
the right detector (R). If we now consider rotational invariance, then it has to be true that
NL∓/(ΩLL∓) = N
R
±/(ΩRL±) and this equation can be reduced to:
 =
NL+/ΩL −NR+ /ΩR
NL+/ΩL +N
R
+ /ΩR
=
NR−/ΩR −NL−/ΩL
NR−/ΩR +NL−/ΩL
. (2.4)
In this expression the luminosities cancel out so no error arising from the measurement of
luminosity enters in the error of the result. It would be good if one could cancel out the
acceptance and efficiency factors as well. If one looks at the last equation (which is actually
a set of two equations) it becomes apparent that we can solve this set for the Ω factors and
then place them back in the analyzing power, thus removing it from the expression. However,
it turns out that these equations are linearly dependent and only one of the factors can be
removed in this way. Still, there is a way to remove the other acceptance factor as well by
forming a ”cross ratio” asymmetry. This is the asymmetry defined by:
′ =
√
NL+N
R− −
√
NL−NR+√
NL+N
R− +
√
NL−NR+
. (2.5)
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When calculated, this is exactly equal to . This asymmetry has two benefits; first,
it removes the systematic error arising from the efficiency of the detectors, and second,
it effectively doubles the number of events recorded (assuming the detectors record and
approximately equal number or events) thus doubling the statistics.
A natural question arises at what angle with respect to the polarization vector should
one place the detectors? The beam momentum vector and the detected particle momentum
form a plane. It is only the component of the polarization vector that is perpendicular to
this plane that can give rise to . Hence, to observe the largest asymmetry, the detectors are
best placed in a plane that is perpendicular to the polarization vector.
2.1.2. Differential cross section
The measurement of the cross section, although not directly included in the asymmetry,
is very important since it proves that one understands (or does not) the processes he is
observing. The differential cross section for the initial state of two hadrons is explicitly equal
to [13]:
dσ(α→ β) = (2pi)4u−1|M|2δ4(pβ − pα)dβ . (2.6)
Here, α is the set of two initial states (hadrons), β is the set of final states, u is the relative
speed of the initial states andM is the transition amplitude from states α to states β. In the
experiment, one can not directly measure these quantities, or even directly the cross section,
but only deduce the collected energy or the number of reconstructed particles. This quantity
should be directly proportional to the integrated luminosity of the delivered beam. One has
to take into account many factors, which are summarized in this equation:
E
d3σ
dφdypTdpT
=
1
L
Crc.Npi0
fpi0
1
pav.T ∆pT∆φ∆y
. (2.7)
In this equation, L stands for delivered luminosity, Crc.Npi0 is the number of reconstructed
particles (here chosen to be pions), which also takes into account the factors for loss on
reconstruction of particles, pav.T is the value of pT for which the cross section value equals its
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average over the ∆pT bin, and ∆φ and ∆y are the acceptance factors of the detector (angle
and rapidity). The rapidity, in our specific case, which is at high energies and small polar
angles, is almost equal to the pseudorapidity.
2.2. Spin density matrix
The most important quantities we are dealing with in this work are spin and polarization.
The polarization vector of a single free spin 1/2 particle of momentum Pµ = (P 0, ~P ) = (E, ~P )
is given by:
sµ =
(
λ|P |
m
,
P0λ
m|P |
~P + ~s⊥
)
. (2.8)
λ is twice the helicity of a particle, so in the case of spin 1/2 particles, λ = 1, and ~s⊥ are the
components of the spin vector perpendicular to the axis of movement of the particle.
The high energy limit, which we are mostly interested in, produces:
sµ = λ
pµ
m
+ sµ⊥ , (2.9)
A matrix that describes the spin structure of the system and is valid even when the system
is not in a pure state, which is most often the case, is called the spin density matrix and is
given by:
ρ =
1
2
(1 + ~σ · ~s) = 1
2
 1 + sz sx − isy
sx + isy 1− sz
 , (2.10)
where σ is the set of usual Pauli matrices.
2.3. Parton distribution functions (PDFs) - collinear case
Basically, parton distribution functions are functions that tell us how the quarks are dis-
tributed within a hadron in momentum space. In the case where the hadron constituents
are assumed to move collinearly with the hadron, the probability of finding a quark with a
certain fraction of longitudinal momentum x (regardless of polarization) in a hadron specified
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with impulse and spin P and S is given by:
f(x) =
∫
dζ−
4pi
eiP
+xζ− < PS|Ψ(0)γ+Ψ(0, ζ−, 0⊥)|PS > , (2.11)
which is a form of the more general formal expression for the quark distribution functions;
the light-cone Fourier transformations of the connected matrix of certain quark field bilinears
[14].
Tr(ΓΦ) =
∫
d4ζeik·ζ < PS|Ψ(0)ΓΨ(ζ)|PS > . (2.12)
In these equations γ and Γ are general operators involving products of Dirac matrices, specific
to the observable of interest. There are only two Lorentz vectors describing each state denoted
by Ψ, the momentum of the hadron P and S, where S stands for the spin of the hadron. One
might think that the quark momenta are independent of these quantities, but in the collinear
model, their momenta are proportional to the hadron momentum P , since they move in the
same direction as the hadron. Two more distributions can be inferred from the previous
relation that are useful for this thesis:
∆f(x) =
∫
dζ−
4pi
eiP
+xζ− < PS|Ψ(0)γ+γ5Ψ(0, ζ−, 0⊥)|PS > , (2.13)
∆T f(x) =
∫
dζ−
4pi
eiP
+xζ− < PS|Ψ(0)γ+γ1γ5Ψ(0, ζ−, 0⊥)|PS > , (2.14)
∆f is the difference between the number density of quarks with helicites + and -, and ∆T f is
the difference of number densities of quarks with polarization ↑ and polarization ↓ when the
parent hadron has an ↑ polarization. These will be closely connected to the spin asymmetries.
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2.4. PDFs - beyond the collinear case
Going beyond the collinear terms, one can add transverse motion to the quarks. Now the
quark momentum is not just proportional to hadron momentum, but becomes:
kµ = xPµ + kµ⊥ , (2.15)
where kµ⊥ is the added transverse momentum of the quarks. A very illustrative way to imagine
this is figure 2.2. On the left is a simple proton model with three valence quarks, whereas on
the right there is a more realistic model including valence quarks, some sea quarks, gluons
and orbital momenta of the quarks. In this case there are three independent 4-vectors: the
hadron momentum P , the transverse quark momenta k⊥ and the spin S. For a transversely
polarized hadron, P is perpendicular both to k⊥ and S, which make a 2D basis of their own.
With the hadron momentum placed in the z direction, one can define angle between the
other two vectors to be φk − φS . This is depicted in figure 2.3.
Figure 2.2: Schematic view of the proton in a simple model and a more general model. On
the left is a simple proton model with three valence quarks, whereas on the right there a
more realistic model including valence quarks, some sea quarks, gluons and orbital momenta
of the quarks.
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Figure 2.3: Definition of the azimuthal angles for the non-collinear case.
The probability distributions that were written down in the collinear case now have to be
modified by the inclusion of the perpendicular quark momenta. Without going into details of
all the distributions, the one important to this work is the one connected to the asymmetry
in the ↑ vs. ↓ polarized hadron. This is equal to:
fqN↑(x, k⊥)−fqN↓(x, k⊥) = fqN↑(x, k⊥)−fqN↑(x,−k⊥) = ∆T0 f(x, k2⊥) sin(φk−φS) . (2.16)
In this notation, ∆T0 f(x, k
2
⊥) is directly related to the number density of unpolarized quarks
in a polarized nucleon.
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2.5. Twist expansion
To get non-zero single spin asymmetries, one can either take into account the transverse
motion of quarks inside hadrons, or consider what are called higher twist terms. ”Twist” of
an operator is defined by its ”mass dimension”-”Lorentz spin” [15]. Since the matrix element
relevant to collision of hadrons contains an operator product, one can make the usual operator
product expansion (OPE). Normally ordered operators in such an expansion can be classified
in more than one way, and classifying them by twist proves useful. So, the utility of twist
lies in finding the dominant contributions of operators to specific observables.
One can produce higher twist terms, for example, by including a gluon interaction in the
quark correlation matrix. Schematically, one can draw the leading twist case and this case
(called twist-3) with the help of a diagram, such as figure 2.4.
Figure 2.4: The correlation matrices for the leading twist and the twist-3 case. The twist-3
case, as can be seen, holds an interaction with a gluon.
The probabilistic distribution function now changes and is connected to:
F (k, k′, P, S) =
∫
d4ζ
∫
d4zeik
′·ζei(k−k
′)·z < PS|φj(0)gA(z)φi(ζ)|PS > . (2.17)
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2.6. Fragmentation functions
Just as the distribution functions were correlated to the quark correlation matrix, the frag-
mentation functions are correlated to the decay matrix:
Tr[ΓΞ] =
∑
X
∫
d4ζeik·ζTr < 0|Ψi(ζ)|PhSh, X >< PhSH , X|Ψf (0)Γ|0 > . (2.18)
Also, just like in the distribution functions, one can define three leading-twist fragmentation
functions. Introducing intrinsic transverse momentum in the produced hadron, one can reach
an expression similar to the one in the last section:
Nhq↑(z, κT )−Nhq↓(z, κT ) = z∆0T (z, κ2⊥) sin(φκ − φs′) . (2.19)
In this equation Nhq↑,↓ stand for fragmentation functions of a quark polarized in ↑ or ↓
direction fragmenting into a hadron h and z is the momentum fraction of the hadron in the
quark. Here, again, three independent vectors form a basis: the produced hadron momentum
Ph, the quark momentum κ and its polarization s
′. The angular factor is defined through a
new quantity, the Collins angle:
sin(φκ − φs′) ≡ sin(φC) = (κ× Ph) · s
′
|κ× Ph||s′| . (2.20)
This is the azimuthal angle between the spin vector of the fragmenting quark and the mo-
mentum of the produced hadron.
2.7. Collision of protons in perturbative QCD
One of the components of the Standard Model is Quantum Chromodynamics, the components
of which are the building blocks of protons. Some of the fascinating features of QCD are
confinement and asymptotic freedom. This is directly related to the coupling constant of
QCD, αstrong, which becomes larger at smaller energies, thus confining quarks and gluons
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(partons) into hadrons, and smaller at higher energies, making the particles close to each
other virtually free of interaction. So, just as in Quantum Electrodynamics (QED), at higher
energies in QCD, one can make perturbative expansions and claim it is a good approximation
of reality. The question one should ask is what is the exact energy where you can make such
a claim?
In the experiment, due to confinement, one actually collides hadrons, and not quarks or
gluons. The final states of elementary interactions between quarks and gluons will eventually
have to fragment into hadrons, and this is a process that can not be described well pertur-
batively. Due to the fact that at high energies the particles are virtually interaction free, a
QCD factorization theorem may be applicable (eq. 2.21). This is a claim that states that
our measurement will be a convolution of three parts:
• parton distribution functions for the particles in the initial state f(x),
• hard scattering cross sections for partons in the elementary q-q, q-g and g-g processes,
which can be described perturbatively and
• fragmentation functions F , which describe how partons fragment into final state hadrons.
So, a differential cross section for a collision of two partons ”a” and ”b” into a parton ”c”
that fragments into a hadron ”h” can be written as:
dσ =
∑
abc
fa(xa)⊗ fb(xb)⊗ dσpart. ⊗ Fc→h . (2.21)
Here x denotes the Bjorken x, representing the fraction of proton momenta carried by partons
a,b into the hard scattering. The partonic cross section is given by:
dσ
dt
=
1
32pi2s2
MabcdM∗abcd , (2.22)
withMabcd being the amplitude of the elementary ab→ cd process. Factorization theorems,
such as equation (2.22), have been proven for ”collinear QCD” at leading twist. However, for
the production of hadrons by proton collisions, there is no proof of factorization when using
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transverse momentum dependent distribution or fragmentation functions. Factorization, and
hence the possibility of universality of transverse momentum dependent distribution functions
for calculation of the production of hadrons, appears to be broken because there is no clean
separation of ”soft” and ”hard” processes. So, equation (2.21) is a model statement that has
had phenomenological success in the interrelation of results from SIDIS with inclusive pion
measurements at RHIC, but remains unproven. The work by Collins, Soper and Sterman
[16] is a proof of factorization for transverse momentum dependent distribution functions for
the Drell-Yan process. The key difference between Drell-Yan and the production of hadrons
is whether color charge is in the hard-scattering final state. For Drell-Yan, there is no color
charge in the hard-scattering final state.
A view of two protons colliding and an elementary quark-gluon scattering process, along-
side with fragmentation is illustrated on figure 2.5.
Figure 2.5: Schematic view of a quark-gluon collision from within two protons. Also visible is
the fragmentation process of the scattered partons into hadrons. The colored lines represent
quarks and the black lines the force mediators.
Two jets produced directly from the quark gluon scattering, which carry momenta xqP
and xgP of the parent nucleon are usually described by variables suitable for the detector
system: the pseudorapidity (η = − ln(tan(θ/2))) and the transverse momentum pT . Here, θ
stands for the polar angle with respect to the interaction point when the beam line is placed
in z direction. Based purely on kinematical factors and assuming the collision is collinear
and elastic, it follows due to conservation of momentum that pt1 = pt2 = pT . It then follows
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that the fractions of the momenta carried by the quark and the gluon are:
xq =
pT√
s
(eη1 + eη1) ,
xg =
pT√
s
(e−η1 + e−η1) . (2.23)
Obviously, these numbers have a completely different behavior for different regions of pseu-
dorapidity. Naturally, the model is not so simple, and one can find exact calculations for
the NLO case scattering regime [17, 18]. Still, for the region of interest to this work, which
is large η for the neutral pion production, xg will go to zero, while xq will be large. The
dominant sources of pion production, which is of great importance to us, are primarily
q + g → q + g(2→ 2)→ pi0 +X ,
q + g → q + g + g(2→ 3)→ pi0 +X . (2.24)
Figure 2.6: The dependence of Feynman x for the quark and gluon at high pseudorapidity
vs. the produced pion energy. In this figure the quark is denoted by ”1” and the gluon by
”2”. Figure is a portion of a plot from [19].
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Looking at figure 2.6, one can see that at high pseudorapidities one will mostly see results
of collisions of valence quarks (high x) and sea gluons (low x). This has a twofold advantage:
first, the polarization of the quark will be high since the valence quarks carry most of the
proton polarization, and second, the cross section will be large due to the large number
density of gluons at low x.
Formally adding polarization in the initial state, things have to be rewritten with extra
indices allowing for initial and final polarizations:
dσ =
∑
abc
∑
αα′ββ′
ρaαα′fa(xa)⊗ fb(xb)⊗ dσαα′ββ′ ⊗ F ββ
′
c→h . (2.25)
Compare this with equation (2.21). Here, the indices α and β refer to the helicity of the
initial (final) state and ρ stands for the spin density matrix of parton ”a”. The partonic cross
section is now equal to:
(
dσ
dt
)
αα′ββ′
=
1
32pi2s2
∑
γδ
MαγδβM∗α′γδβ′ . (2.26)
If the produced hadron turns out to be unpolarized, the collinear case expectation is that
the factor F ββ
′
c→h is diagonal, i.e. β = β
′, so F ββ
′
c→h is equal to Fc→h from the unpolarized case.
If one adds the helicity conservation in all the partonic subprocesses, it turns out that there
is no spin dependence on the spin of the initially polarized hadron and any spin asymmetry
would be exactly equal to zero. Spin observables such as single spin asymmetry could be
present, but very small due to the fact they would be suppressed by a factor of αmq/pT ,
where α is the strong force coupling constant and mq is the mass of a quark. So, if one gets
results that are larger than this, one should look beyond the collinear terms in the leading
twist.
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2.8. Collisions of protons with TMD distributions
To produce single spin asymmetries, one can either add transverse motion of partons inside
hadrons [20] or consider higher twist terms [21, 22, 23, 24, 25]. Taking into account transverse
motion of quarks inside hadrons, a factorized expression for the cross section can be written
as:
Eh
d3σ
d3Ph
=
∑
abc
∑
αα′ββ′γγ′
∫
dxa
∫
dxb
∫
d2kT
∫
d2k
′
T
∫
d2κT
1
piz
⊗ Pa(xa, kT)ρaαα′ ⊗ Pb(xb, k
′
T)ρ
b
ββ′ ⊗
(
dσ
dt
)
αα′ββ′γγ′
⊗ F γγ′c→h(z, κT ) . (2.27)
Here, Eh and Ph stand for the energy and the momentum of the hadron. Alongside the
usual indices, transverse variables, denoted by T , have been introduced, referring to intrinsic
transverse momentum of partons in hadrons (kT ,k
′
T ) or of the hadron relative to the frag-
menting quarks (κT ). The functions P are generalized spin density matrices (called ρ in the
leading twist case) that can contain transverse momentum dependence. Finally, a new spin
index γ was added allowing for the difference in spin of the produced hadron with respect
the colliding partons. The following two models taking into account the transverse motion
are described here:
1. The Sivers effect [9].
This model allows for the intrinsic transverse motion of the quarks in one of the mother
hadrons. The equation for the differential cross section (omitting product signs) turns
into:
Eh
d3σ
d3Ph
=
∑
abc
∑
αα′γγ′
∫
dxa
∫
dxb
∫
d2kT
piz
Pa(xa, kT)ρaαα′fb(xb)
(
dσ
dt
)
αα′γγ′
Fc→h(z) .
(2.28)
Compare this with equation (2.27). From definition of our measurement, one can see
that we are mostly interested in the difference of cross section with the hadron having
spin ↑ vs. it having the spin ↓. This will be equal to difference of the cross section
written above for the case when the hadron has spin ST and spin −ST . One can show
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[26, 27, 28] that eq. (2.28) reduces to:
Eh
d3(σ(ST )− σ(−ST ))
d3Ph
=
|ST |
∑
abc
∫
dxa
∫
dxb
∫
d2kT
piz
∆T0 fa(xa, k
2
T )fb(xb)
dσ
dt
(xa, xb, kT )Fc→h(z) (2.29)
So, the Sivers effect relies on the T-odd ∆T0 distribution (defined earlier in the text) to
give rise to the asymmetry. The kinematical variables relevant to the Sivers effect are
given on figure 2.7.
Figure 2.7: The schematic view of the Sivers variables. The Sivers angle, given earlier in the
text, is the angle the quark impulse closes with the hadron collision plane perpendicular to
the spin of the proton.
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2. The Collins effect [11].
Here, intrinsic transverse motion of the produced hadron h is considered, while the
transverse momenta of quarks in the initial state are considered to be zero. The equation
for the cross section becomes:
Eh
d3σ
d3Ph
=
∑
abc
∑
αα′γγ′
∫
dxa
∫
dxb
∫
d2κT
piz
fa(xa)ρ
a
αα′fb(xb)
(
dσ
dt
)
αα′γγ′
F γγ
′
c→h(z, κT ) .
(2.30)
Compare this equation to (2.28). Just as in the previous case, the quantity of interest is
the difference of cross sections for mother hadron having spin ST vs. spin −ST . Again,
similar to the previous case, this reduces to:
Eh
d3(σ(ST )− σ(−ST ))
d3Ph
=
− 2|ST |
∑
abc
∫
dxa
∫
dxb
∫
d2κT
piz
∆T fa(xa)fb(xb)∆σ∆
0
TFc→h(z, κ
2
T ) . (2.31)
Here, the still undefined quantity is:
∆σ =
(
dσ
dt
)
+−+−
sin(φk + φs) +
(
dσ
dt
)
+−−+
sin(φk − φs) . (2.32)
This factor arises from the following fact: since the motions of quarks inside the
mother hadrons are neglected, the spin density matrix elements contributing to the
asymmetry section are only the off diagonal terms in the spin density matrix (++
and – don’t give any asymmetry). So, the contributing cross sections are dσx, where
x = (+−+−,−+−+,+−−+,−+ +−). Further, the first two and the second two
are equal, which leaves only the two mentioned in the formula. Further, if one knows
the direction of the spin of the mother hadron, φs is immediately known (here set to
pi/2), and the equation simplifies even more:
Eh
d3(σ(ST )− σ(−ST ))
d3Ph
=
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2
T ) .
(2.33)
The cross section factor in terms of partons is equal to:
∆TTσ =
dσ(a↑b→ c↑d)− σ(a↑b→ c↓d)
dt
. (2.34)
The Collins effect relies on the T-odd fragmentation function to give rise to the asym-
metry. This is the key difference between the two effects that gives the possibility to
separate them. The schematic view of the Collins variables is give on figure 2.8.
Figure 2.8: The schematic view of the Collins variables. The Collins angle is seen to be the
angle the outgoing particle closes with the hadron collision plane perpendicular to the spin
of the proton.
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Finally, one can make an extension beyond leading twist not by including transverse
motion, but adding a gluon to the quark correlation matrix. This case is known as the
twist-3 case. This can be investigated in [21, 22, 23, 24, 25]. In principle, the twist-3 cross
section is rewritten with the inclusion of the gluon term and a twist-3 fragmentation function
is defined. There are three important terms in this new expression, the initial state twist-3
effect, the transversity dependent term and the final state twist-3 effect. It turns out that
the transversity dependent term is negligible [25] and that the first and the third term can
give rise to the asymmetries. In fact, it is proven that moments of transverse momentum
dependent distribution functions (specifically the Sivers function) are interrelated with the
matrix elements of the quark-gluon correlators [29]. Also, there are other possibilities for
structure functions and fragmentation functions that can give rise to the asymmetries. The
field is large, and a nice experimental and theoretical overview can be found in [30].
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Chapter 3.
Experiment
3.1. Relativistic heavy ion collider
The Relativistic Heavy Ion Collider (RHIC) [5] is a part of the Brookhaven National Labo-
ratory (BNL) located in Upton, New York. RHIC can essentially accelerate and collide all
positive ions. It is an accelerator with two-fold purpose; one is to collide polarized proton
beams with variable center of mass energy (currently up to 500 GeV), the other to collide
heavy ions, like copper or gold. The second mode is intended for research of phenomena
such as the quark gluon plasma (QGP), which is a high temperature, high density quantum
chromodynamic phase. This mode of research goes beyond the scope of this thesis and will
not be discussed here.
The design parameters of the polarized proton-proton (pp) mode are the luminosity of
2×1032 cm−2s−1 at center of mass energy of 500 GeV with the polarization of 70%. The goal
of this mode of running is primarily to understand the origin and the behavior of the proton
spin. The actual parameters that RHIC is running with change on a yearly basis and will be
given later. The layout of the RHIC detector is given in figure 3.1.
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Figure 3.1: The Relativistic heavy ion collider layout. The blind map on the figure shows
in white the location of supporting facilities needed to operate the collider. The black line
represents the path of the accelerated particles.
3.2. An overview of RHIC pp Runs
The construction of the RHIC began in 1991 after a proposal made in 1984. It was a
significant upgrade to an already existing accelerator at BNL, the Alternating Gradient
Synchrotron. The new collider was built in part in an already existing tunnel dug to hold
the ISABELLE collider. This project got cancelled since the magnets for it could not be
produced. It then became the RHIC project. First operations began in 2001 by colliding
gold ions. The same year a test run of polarized protons was done at particle energies of
24.3 GeV and 25.1 GeV. [31] A year after that, called Run 2, collisions of polarized protons
at the particle energy of 100 GeV first took place. This thesis in particular deals with data
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from Run 6, details of which will be specified later. Throughout the Runs, RHIC increased
both the luminosity of the beam, as well as its average polarization. [32, 33, 34, 35, 36]
In the table, FOM stands for Figure of Merit, which is a number that is equal to P 2L,
where P is the average polarization over all Run segments and L is the integrated luminosity
delivered to a detector. This number gives a measure of how useful the dataset is. One can
see improvements in the FOM when we go from Run 2 to Run 6.
Run
√
s [GeV] Lint. at STAR [pb
−1] Av. polarization (%) 100 ×FOM
Run 1 200 0.15 15 0.3
Run 2 200 0.15 15 0.3
Run 3 200 0.25 30 2.3
Run 5 200 0.1 45-50 2.5
Run 6 200 6.8 60 244.8
Run 8 200 7.8 50-55 235.9
Table 3.1: Operational parameters of the RHIC pp Runs.
√
s stands for the center of mass
energy and Lint. the delivered integrated luminosity to the STAR detector.
3.3. The polarized proton beam
The RHIC tunnel is made up of two 3833 m long rings, approximately circular in shape, with
six crossing point called interaction points (IPs). Two main interaction points hold detectors
called Solenoidal Tracker at RHIC (STAR) and A Physics Experiment at RHIC (PHENIX),
as drawn on the blind map. The two rings are called ”Yellow” and ”Blue” and the beam
circulates counterclockwise in the Yellow ring and clockwise in the Blue ring. Figure 3.1 on
the previous page shows the location of the STAR (Solenoidal Tracker at RHIC) detector.
The beam path of the polarized protons is as follows. In the OPPIS (Optically pumped
polarized ion source) [37] protons are passed through an optically pumped alkali-metal vapor
where they capture polarized electrons. In a weak magnetic field the protons themselves
become polarized by interacting with the already polarized electrons. Finally, they are once
again passed through the alkali-metal vapor to catch another electron and become H− ions.
The final result is 500 µA current of polarized ions in a 300 µs pulse.
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The pulse is then accelerated to the energy of 200 MeV by a 200 MHz Linear Accelerator
(LINAC) and focused by a Radio Frequency Quadrupole (RFQ) magnet. After there is no
more need to keep the ions, they are stripped of their electrons and fed in the Alternating
Gradient Synchrotron (AGS) booster. The stripping of the electrons from H− ions is done
at the injection point to the Booster synchrotron by a carbon foil. ”Stripping injection” is
a method of filling the Booster synchrotron, and is why H− ions are required from OPPIS.
The ”RF injection” (so-called ”bucket-to-bucket” transfers) is how beam is injected into the
AGS and then transferred into the RHIC rings. In the AGS booster the beam reaches the
energy of 2.465 GeV/proton. Continuing from the booster, the beam enters the AGS and
is further accelerated to 24.3 GeV/proton. Finally, at this energy, the beam is forwarded in
the RHIC rings where it reaches its final energy and is collided.
The beam consists of bunches which are stored in Radio-frequency (RF) buckets. In Run
6, 120 of them were used, numbered 0-119. During Run 6, the first Yellow bunch crossed with
the first Blue bunch at 4 o’clock position, so that at the 6 o’clock position, where STAR is,
Yellow bunch 0 crossed with Blue bunch 80. In STAR, bunch crossings are ordered starting
from this crossing, called bunch crossing 0. The order of the crossings is dictated by the
Yellow beam bunch number. Further, the bunch structure is such that the bunches 111-119,
called abort gaps, were left empty and were used for beam abortion. There are other empty
buckets, called kicked bunches, which were kicked after injection in order to better diagnose
beam characteristics.
RHIC effectively uses only one radio-frequency clock source for the colliding beams and
the readout electronics. The frequency of this clock is 9.38 MHz, meaning the time between
successive bunch crossings is 107 ns. A bunch (e.g., Blue bunch 1) takes 120 ticks of this
clock to complete one revolution of the ring (i.e., the revolution frequency of the bunch is 77.9
kHz). The readout electronics again uses this same clock. Phase delays and ”duty factor”
(how long the electronics gates are open within the 107 ns frame) are the adjustments made
for the electronics. The ”bunch crossing” number is measured with the help of a ”clock
counter” readout (48-bit datum) for each event. Given the 77.9 kHz revolution frequency
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Figure 3.2: A typical beam bunch structure. One can see the abort gaps from bunches 31-39,
which were blue beam abort gaps as well as the abort gaps from bunches 111-119, which
were yellow beam abort gaps. Also visible are some kicked bunches (21 and 61). The y-axis
here is unimportant and so it is not marked.
of a bunch in the ring, the clock counter datum, modulo 120, yields the ”bunch crossing”
number. These are the numbers quoted on the x axis in figure 3.2.
3.4. Beam polarization
The initial beam polarization of 89-90% is sustained by magnets known as Siberian Snakes
[38]. There are two of such magnets in each RHIC ring and one Partial Siberian Snake
[39] in the AGS ring. These magnets act in a way that rotates the spin orientation of the
protons so that the depolarizing conditions are never fulfilled. When produced, the protons
are transversely polarized. To enable measurements with longitudinally polarized protons,
both STAR and PHENIX detectors are equipped with spin rotators at both sides or their
IPs.
The measurements of beam polarization are done with two types of polarimeters. The
proton-Carbon Coulomb Nuclear Interference (pC CNI) polarimeter measures the polariza-
tion in short time intervals several times within a single fill. The duration of a fill is typically
measured in hours and a single measurement takes about 2 minutes. The statistical precision
of any such measurements is about 2%. Located next to these polarimeters is the polarized
Hydrogen jet polarimeter [40]. With the gas jet target (GJT), the measured polarization
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of the target is effectively transferred to absolute polarization of the beams, using identi-
cal particle symmetries for p+p elastic scattering. Sorting p+p elastic scattering data by
GJT polarization direction enables a measurement of asymmetries for p+p elastic scattering
events, from the measured polarized analyzing power and the measured GJT polarization
[41]. Sorting the same data by beam polarization and using the measured value of the an-
alyzing power, as well as using identical particle symmetries, enables determination of the
beam polarization.
The orientation of the polarization varies in both blue and yellow rings, so measurements
with all four possible combinations of polarization can be gathered in a single run. This is
important since it reduces run related systematic errors. A pattern of bunches with different
polarization directions is injected into each ring, with the ring dipoles at their injection cur-
rent values. This is called a RHIC ”fill”. The polarization pattern of the fill is communicated
to the experiments via CDEV (this is a TCP/IP ”socket” connection between a computer at
RHIC main control and a computer in the STAR counting house). A data block is transferred
from RHIC to STAR on a regular basis. The STAR computer running CDEV listens on its
socket connection, and then stores the data block into a database.
After filling the rings, a sequence of operations takes place: (1) acceleration ramp - this
is literally a current ramp of the magnets in the RHIC ring. In some cases higher order
multipoles have a complex ramp, to allow control of the betatron tunes during acceleration;
(2) cogging of the beams - this locks the RF systems of the two rings, which is an essential step
for initiating collisions between the beams and (3) background reduction - there are beam
collimators that get inserted after the first two steps to reduce single beam backgrounds.
The time dependence of rates that demonstrate the aspects of a fill are given on fig-
ure 3.3. The ”in-time” BBC east-west coincidences are proportional to luminosity and the
”out-of-time” BBC east-west coincidences are dominated by single-beam backgrounds. The
luminosity of the beam decays with time and single-beam backgrounds can be time de-
pendent. When the backgrounds are low enough, one can actually see in the ”background
monitors” the insertion of the carbon fiber targets from the pC CNI polarimeter.
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Figure 3.3: The BBC ”in-time” coincidence rates. The image here shows the counts of ”in-
time” coincidence rates for one of the later RHIC Runs. One can note that the image has
the same form as image 3.18, also showing BBC coincidence rates for entire Run 6.
3.5. The STAR detector
The Solenoidal Tracker At RHIC (STAR) [42, 43] was built in order to measure nuclear
interactions and polarized particle phenomena. It is located at the 6 o’clock interaction
point on the RHIC ring in a hall named Wide Angle Hall (WAH). The ”Yellow” beam comes
from the west looking in the negative z axis of the local coordinate system. The center of the
local (STAR) coordinate system is placed at the interaction point with the x axis pointing
south and the y axis pointing up. The view of the midrapidity section of the STAR detector
is shown in the figure 3.4.
The detector consist of ≈20 subsystems (the number varies on a yearly basis), many of
which are not relevant for this thesis. The largest detector, providing tracking information
for the particles, is called the Time Projection Chamber (TPC) and takes most of the STAR
detector volume. Aside from the detectors on figure 3.4, which are all in the midrapidity
section, STAR includes forward angle detectors. Some of these are relevant to the thesis
and will be described here. Of all the forward angle detectors, Beam-Beam Counters (BBC),
Forward Pion Detector (FPD), Forward Pion Detector++ (FPD++) and the Zero Degree
Calorimeters (ZDC), two are of crucial importance: FPD++, and less so, the BBC. None of
the forward detectors can not be seen on the figure 3.4, but are visible in the larger scale top
view.
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Figure 3.4: View of the midrapidity section of the STAR detector. In the cross-section one
can see the basic parts of the detector. The FPD++ detector is located ”outside” of this
picture.
Figure 3.5: Top view of STAR detector. Noted in the figure are the BBC and FPD++
detectors. ”W” stands for west, ”E”’ for east, ”N” for north and ”S” for south.
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A very important part of the STAR detector is its magnet [44]. It is 7.32 m in diameter,
7.25 m long and operates with a field set from 0.25 T to 0.5 T. It is a large solenoid magnet
capable of producing a field uniformity better than 1000 ppm over a portion of its interior
region encompassing the entire Time Projection Chamber volume.
Although the STAR detector coordinate system is well defined and operational, a more
common and useful way of describing the placement of a detector is with pseudorapidity.
This is a variable defined by:
η = − ln
(
tan
θ
2
)
, (3.1)
where θ is the polar angle measured from the interaction point. This naturally assumes a
static interaction point in the center of the STAR detector. Since the only vital variables
to the interaction are the angles of the outgoing particles, this is a good description of any
detector system. The approximate range of pseudorapidity the detectors fall in is given in
table 3.2.
Detector Lower η bound Upper η bound
Time Projection Chamber (TPC) -1.2 1.2
Barrel Electromagnetic Calorimeter (BEMC) -1 1
Endcap Electromagnetic Calorimeter (EEMC) 1.07 2
West Forward Time Projection Chamber (wFTPC) 2.8 3.8
East Forward Time Projection Chamber (eFTPC) -3.8 -2.8
Beam-Beam Counters (BBC) (small tiles) 3.5 5
Beam-Beam Counters (BBC) (large tiles) 2 3.5
Forward Pion Detector (FPD) movable -3.3-4.1
Forward Pion Detector++ (FPD++) 2.7 4.0
Zero Degree Calorimeter 6.5 7.5
Table 3.2: Pseudorapidity ranges of some STAR detectors
3.5.1. Beam-Beam counters
The STAR beam-beam counters (BBC) are hexagonal scintillator annuli mounted on the
outside of the STAR magnet. There are two annuli tiled by small and large hexagonal cells,
the large cells having exactly four times larger dimensions than the small cells. In the center
of each is a small hexagon marked ”B” which is reserved for the beam pipe. The size is such
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that the small regular hexagons can be inscribed in a circle of diameter 9.64 cm.
The scintillators were cut from 1 cm thick Kuraray SCSN-81 by F.Pompei. After machin-
ing, the sides of the hexagons were covered with white reflecting paint to trap scintillation
light within each tile. Each scintillator surface was then covered with 1 µm thick aluminized
mylar, taped to the painted scintillator edges. The reflectors were then covered by 10 µm
thick black construction paper and black electrician’s tape, to make the assembly light tight.
The final placement of the detectors along the beam is at the distance of 3.7 m from the IP,
which places them in the pseudorapidity range of 3.3 < |η| < 5.0. This, and the front view
of the detectors are seen on the figure 3.6.
Figure 3.6: A perspective and a front view of the BBC modules. The small hexagon marked
”B” is reserved for the beam pipe. The size is such that the small regular hexagons can be
inscribed in a circle of diameter 9.64 cm.
The BBC is used for many purposes, among which are measurement of relative spin-
dependent luminosity, providing the minimum bias (MINB) trigger to the STAR detector
and local polarimetry. The relative spin-dependent luminosity is measured as the ratio of
luminosities for different polarization directions for the colliding bunches. Since an average
event has ≈ 4 BBC phototubes per side occupied and the topology of that occupation is spin
dependent, the BBC serves as a local polarimeter.
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The minimum bias trigger is a condition of coincidence between both BBC modules within
an allowed time period. There are ”time-to-amplitude” (TAC) converters installed that are
started by a east (or any west) small tile crossing a discriminator threshold, and stopped by
the RHIC clock. Essentially, TACs are switched current sources. A single TAC is switched
on at one time, and switched off at a second time. The current from the TAC is encoded by
an ADC and the ADC count is proportional to the time between start and stop of the TAC.
For RHIC Run 6, 8-bit ADC were used to encode the TAC data and the charge information
from each BBC photomultiplier tube. The difference between the largest TAC datum from
east (i.e, the earliest hit) and the largest TAC datum from the west is then computed. This
time difference is directly proportional to the z position of the vertex.
The counts within an event are used as a measure of relative and absolute luminosity.
Obviously, the ratio of number of recorded events for two runs will equal the ratio of recorded
luminosities for those runs. The absolute luminosity at STAR is obtained by measuring the
spatial profile of the colliding beams and the number of protons in each beam. Specifically,
for two bunches containing n1 and n2 particles that collide with an average frequency of f ,
the luminosity is defined by:
L = n1n2f
4piσxσy
, (3.2)
where σx(y) stand for the Gaussian transverse beam profiles in x and y directions, given that
the beams are moving along the z direction. The numbers of colliding particles are measured
by wall-current monitors and the frequency of the collisions can be calculated from the energy
of the beam and the number of bunches. The transverse beam profiles are measured by the
BBC during the so-called vernier scan [45]. The cross section for the BBC is then determined
as σBBC = R/L, withR being the reaction rate observed by the BBC. The BBC cross section,
measured in this way, is equal to σminb. = 26.1± 2.0 mb, consistent with simulation [46, 47].
Once the cross section is determined, the luminosity can be determined by measuring BBC
interaction rates.
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3.5.2. FPD++ – general description of the detector system
The Forward Pion Detector ++ (FPD++) is a modular detector consisting of two equal
detectors as shown on the figure 3.7 (faces of the detectors as viewed from the beam). These
detectors are placed on the west platform of the STAR detector at the approximate distance
of 720 cm away from the interaction point. Also shown on the plot is the local detector
coordinate system, which is inverse of the star system and the range of covered pseudorapidity.
For each of the modules the row/column designation is noted. The points marked on the
face of the detectors are survey measurements given in the table 3.3.
Figure 3.7: Beam view of the Forward Pion Detector ++.
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Mark x(m) y(m) z(m) Mark x(m) y(m) z(m)
S1 0.926 0.236 7.185 N1 -0.934 0.243 7.226
S2 0.220 0.244 7.201 N2 -0.235 0.243 7.210
S3 0.917 -0.230 7.185 N3 -0.928 -0.221 7.223
S4 0.218 -0.222 7.199 N4 -0.236 -0.225 7.209
Table 3.3: Survey point measurements of the detector placement.
Given this geometry, the geometrical acceptance of a single module can be easily cal-
culated in the η–φ space. The acceptance of the calorimeters is given on figure 3.8. The
spacers and the dead cells are not taken into account while plotting. The black line inside
the acceptance is the border of the inner and outer modules.
Figure 3.8: Acceptance of the the FPD++ in η–φ space. Spacers and dead cells are not taken
into account while plotting this figure. The inner line represents the border of the inner and
outer module.
3.5.3. FPD++ – Description of individual detector cells
Each module consists of two types of lead glass detectors. Lead glass allows one to detect
energetic electromagnetic showers. For an incoming particle (photon, electron, positron)
there are several mechanisms to produce electromagnetic showers. The main contributions
to showers come from ”pair creation” (the conversion of the energy of a photon into an
electron/positron pair near a large-Z nucleus) and ”brehmssthralung” (the radiation of a
photon by an electron or positron as it gets accelerated by the Coulomb field of a large-Z
nucleus). Further, within the glass, the electrons and positrons in the electromagnetic shower
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that have speeds larger than c/n, where n is the index of refraction of the glass, will emit
Cˇerenkov radiation. A more complete overview of the electromagnetic showers is given in
the appendix. All the photons from the shower are transported through the glass to the
photocathode. The overlap of the power spectrum of the radiation (growing power with
photon frequency) and the quantum efficiency of the photocathode (decreasing at higher
photon energies) provides a window of operation for a leadglass detector.
Type A cells (36/calorimeter)
• lead glass of dimensions 3.6 cm x 3.6 cm x 45 cm, each weighting 2.5 kg.
• FEU-84 12 stage photomultipliers (PMTs)
• 1400 V / 0.2 mA resistive dividers
Type B cells (168 / calorimeter)
• lead glass of dimensions 5.8 cm x 5.8 cm x 60.2 cm, each weighting 10 kg
• Amperex XP2202 10 stage photomultiplier
• 1200 V / 1 mA resistive divider
Type A lead glass array was taken from the previous versions of the Forward Pion
Detector. The blocks are of type TF101 with a radiation length of X0 = 2.5 cm. This type
of glass is composed of 51% lead oxide, 41.5% silicon oxide and 7% potassium oxide. Each
block is 45cm long, and hence, is 18 X0 long. Each detector is wrapped by aluminized mylar
reflector.
Type B lead glass array was obtained from the University of Chicago which used it in the
E731 experiment at Fermilab. Before coming to BNL, they were refurbished at U. Colorado
by a group headed by John Cumulat for the FNAL E831 experiment. The blocks were cast
by Schott and are of type F-2 with a radiation length of X0 = 3.21 cm. This type of glass
is composed of 45% silica, 45% lead oxide, 5% sodium oxide and 5% potassium oxide. Each
block is 60.2 cm long, and hence, is 18.75 X0 long.
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After bringing the cells from Fermilab, they were carefully inspected, tested and repaired
if needed. All of the cells were unwrapped from the mylar, possibly had the optical coupling
to the phototube removed from the face, and were cleaned with an ammonia solution. On
some cells, the glass was decoupled from the phototubes due to imperfections such as ripples
or bubbles in the silicone ”cookies” used to couple the phototube to the lead glass. To be
more precise, the ultraviolet filters were that were included in the coupling would typically
have the ripples and the bubbles were imperfections in the silicone cookies. Next, a 25.2 cm
x 61.2 cm mylar foil was cut and was taped on the cell at the PMT coupling and wrapped
safely around the cell. The front face of the cells was left without mylar.
A quantity that raised initial concern was the dimensions of the blocks. The process of
measuring was very important as roughly 10% of the blocks (on arrival) were smaller than
the rest. This variation in block size is shown in the lego plot on figure 3.9. It is quite evident
that the blocks were fabricated in two clusters. Still, this was a small fraction of the blocks
and the cell size was measured before cell wrapping. Best effort was done in the wrapping of
the cells to cancel this effect in case some cells that are evidently smaller should be used in
part of the calorimeter.
The photomultiplier tubes used for type A cells were FEU-84. The bases have resistive
voltage dividers with a total resistance of 9.2 MΩ that provide the voltage differences to the
twelve dynode stages of the FEU-84. The dividers typically operated at a voltage of about
-1600 V. Originally, the Pb glass, PMT’s and dividers were taken from old detector array
built at IHEP, Protvino for the E704 experiment at Fermilab.
The photomultiplier tubes for type B cells are of type Amperex XP2202 FL/B. The FL
stands for flying leads. The tubes are 10 stage with a bialkali photocathode. They have a
maximum external diameter of 51.5 mm and an active photocathode area sensitivity of 44
mm. Tubes were chosen to have as large an active area glued onto the glass as possible. The
base was soldered onto the leads of the tube and then potted onto the tube. The voltage on
the base is typically 1200 V with an average gain of 1.2 · 105. The maximum and minimum
voltage for good operating conditions are 1600 V and 1100 V. The phototubes are fitted with
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Figure 3.9: Correlation between the transverse dimensions of the E-831 lead-glass cells. Units
of measurement are inches. Two distinct groups of cells are apparent.
a layer of optical gel, a mixture (by volume) of approximately 1:2:.3 of GE RTV615A, GE
SF9650 silicone fluid, and GE RTV615B curing agent. A Wratten 2A filter is embedded in
the gel to reduce the sensitivity to variations in shower depth. Optical contact between the
block and phototube is thus provided by the silicone gel with an index of refraction of 1.45,
which lays between that of the glass and the phototube face.
A test stand was prepared to ensure all the cells were functional. Cells were placed in
a blackbox containing an LED light source whose frequency was possible to change. The
PMTs were powered by an external high voltage supply. Gain of the cell versus the applied
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voltage on the phototube as well as versus the frequency of the source was tested. A typical
set of curves is given on figure 3.10.
Figure 3.10: Gain curves for the tested cells. Shown are the dependencies of gain vs. applied
voltage and vs. frequency of the source.
The phototubes were also tested for afterpulsing and in-set gain variations. Afterpulsing
arises from feedback in a photon detector. The ”feedback” typically comes from the ionized
gas in the phototube, with the positive ions slowly drifting back to the photocathode. Upon
impact, the positive ions knock off electrons from the photocathode, that give rise to the
afterpulse. In practice, this means that each real signal pulse can be followed by an afterpulse
at a later time, and this afterpulse can last undesirably long time. To test it, the voltage on
the tubes was set at -1500 V, the LED was operating at a frequency of 1.01 kHz, and the
oscilloscope was running with a persist time of 5 seconds.
Type A cells had no visible afterpulse. Measurements showed that the afterpulse was less
than 1 percent of the original signal. Type B cells had an afterpulse that lasted on average
about 10 microseconds. At about two microseconds, the afterpulse peak is about 1% of the
main peak from the LED. The gain for the different cells in the whole set was found to vary,
although not significantly. The gains of type A cells were on the order of 10 times smaller
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than the gains of type B cells. The variations in gain of type A cells were smaller than in
type B.
Figure 3.11: FEU-84 phototube afterpulse and in-set gain variations. In the left side of the
figure is the view of the afterpulse, which falls to about 1% of the main peak in very short
time(not visible on the graph). The gain variations on the same applied voltages for three
randomly chosen cells are visible from the right image.
Figure 3.12: XP2202 phototube afterpulse and in-set gain variations. In an average 10 mi-
crosecond afterpulse, the afterpulse peak falls to about 1% of the main peak in 2 microseconds.
The gain variations on same applied voltages are visible from the right image.
Once the detectors were in place, a Light Emitting Diode (LED) system was put in place
to monitor the stability of individual detectors. The system consisted of two boards, each
containing two LED pulse drivers that were sending light signals through a set of fibers to
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individual cells. The system flashed on a regular basis to measure the stability of detectors
vs. time. The energy delivered in a single flash was greater than the energy of a typical
event, so there was no interference between the two. The panel can be seen on figure 3.13.
Figure 3.13: The LED panel used to monitor the cell stability. The panel was installed in
front of the face of each detector, providing light pulses that would allow monitoring cell
stability. One can see the two driver modules and four fiber bunches.
3.5.4. FPD++ Detector enclosure
The cross section of the final stack of one of the modules is on the figure 3.14. Visible on the
picture is the placement of the phototubes, large and small cells and spacers. Two identical
enclosures were made to hold the detectors and part of the signal / high voltage cables. The
enclosures were aluminum boxes with Delrin glass supports. Not seen on any of the two
pictures is the LED fiber panel that goes between the detectors and the front face of the
enclosure. The final look of the completed detector, without the LED panels and the front
enclosure is given in figure 3.16.
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Figure 3.14: Left: Diagonal cross section view of the FPD++. One can see the placement of
all the components and their dimensions. The openings on the front faces of the detectors
are not identical on every cell, as indicated here, but vary slightly. In reality all cells are of
same length, figure only for demonstration purposes. Right: inside view of a module while
assembling. Visible is the enclosure along with the cables and cable connecting patches (top).
Figure 3.15: Schematic view of the enclosure for the entire FPD++. The scale is roughly
1.35 m front face of a single side diagonal.
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Figure 3.16: The final look of the completed detector without the LED panels and the front
enclosure.
3.5.5. FPD++ Readout electronics
The first proposal for readout electronics for the FPD++ was to use a hybrid system of
CDB (Central-trigger-barrel Digitizer Boards) / DSM (Data Storage Module) boards and
CAMAC (Computer Automated Measurement And Control) ADCs (Analog Digital Con-
verters). Available from the previous detector (FPD west) readout were:
• eleven 16-channel 8-bit digitizer boards
• eleven 128-bit layer-0 DSM boards
• two 128-bit layer-1 DSM boards
45
EXPERIMENT
• twelve 16-channel CAMAC gated ADCs (LeCroy 4300B)
• one 64-channel CAMAC logic module (LeCroy 4564)
• NIM electronics to form pretrigger-gate; fast clear (no event); and readout trigger (good
event) for gated ADCs
• Coincidence register to latch trigger token
The planned implementation of FPD++ readout electronics is given on figure 3.17.
Figure 3.17: Proposed readout electronics for the FPD++.
This plan, however, was found to have noise-related issues with the CDBs during the
first stages of the Run. There was extensive testing of the CDB readout of the FPD++
prior to the Run, and many things were found/fixed during these tests, most having to do
with the leading-edge discriminators. However, during the Run, essentially all ”trigger clock
distribution boards” (TCD) for the many different subsystems of STAR are utilized. Hence,
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different behavior of the electronics during a Run relative to electronics performance during
tests prior to when a Run begins can easily appear. Among other things, the TCD for the
detector supplies the gate to the CDB, which impacts the ”during the Run” performance.
Different approaches were taken to eliminate the electronic noise found in the CDB. It was
most likely associated with the CDB gate, sourced by the FPD-TCD, specifically by some
interaction in the crate housing all the different TCDs, thereby impacting the clocking signal
that was the gate source for the FPD++ CDB. The best solution found was to reduce the
number of CDB boards used for the readout. Hence, a switch from CDB to CAMAC readout
was implemented. This eliminated the noise, making it possible to operate the FPD++
during Run 6, but it also eliminated the possibility of triggering on the ”blue cells” given
in the figure 3.17. The result of all these changes was effectively replacing the blue cells in
figure 3.17 with white cells.
3.6. Event selection
3.6.1. RHIC Run 6
The data presented here were all collected during RHIC Run6 [35] which started on February
6, 2006 and lasted until June 26 of the same year. This Run only focused on polarized proton
collisions, both in the data collection mode and in the machine development mode. Four
different beam energies were used; two of them only for machine development. A table and
a figure with an overview are given here.
√
s [GeV] Experiments taking data Begin date End date
200 STAR / PHENIX 07/02/06 05/06/06
22.5 — 05/06/06 06/06/06
62.4 STAR / PHENIX / BRAHMS 06/06/06 20/06/06
500 STAR / PHENIX (participated) 20/06/06 26/06/06
Table 3.4: Run 6 breakdown - energies, experiments and dates.
Out of the all the transverse data, a subset taken from 31 RHIC fills was used for the
analysis. This data were taken during the time period which fell in between what was
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Figure 3.18: Run 6 data collection at STAR. Each dot is a STAR run. The set of dots colored
blue is the only one relevant to this thesis.
called ”Day 7116” and ”Day 7129”, lasting 2 weeks. Not all of the STAR runs taken during
this time were used; out of a total of 1207 runs, 659 were marked bad by either the shift
leader or the RTS or were not saved, leaving 548 runs. Further, during the reconstruction of
the data, runs got excluded on basis of various reasons. These were typically disagreement
between spin pattern and the spin bit, missing data or segments during the run, bad run-stop
synchronization, runs with no local DAQ events, very short runs etc. In total, this excluded
another 206 runs, leaving a clean dataset of 342 runs.
3.6.2. Detector level event selection
Several triggers were proposed, but given the changes that had to be made to the readout
electronics, mentioned earlier in the text, a trigger that emulates the FPD trigger had to be
selected. This decision makes calibrating the cells that have CAMAC readout much more
difficult, as will be seen later.
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Figure 3.19: Final trigger scheme used in the FPD++ during Run 6.
The threshold value that mimics the FPD trigger was set to 75 ADC counts. This
approximately equals 15 GeV of deposited energy per module, since a single count is found
to be produced by a 0.2 GeV photon. Given this configuration, FPD++ had a trigger that
was essentially decoupled from STAR. During running in physics mode, FPD++ would take
data when this trigger was satisfied, sometimes regardless whether the BBC minimum bias
condition was also present.
Some study was made of the events that satisfied the FPD++ summed energy threshold,
but failed to satisfy the minimum bias condition. Bunch counter distributions for this class
of events showed the presence of single-beam backgrounds (i.e., events in abort gaps). Con-
sequently, the software was set up to include a minimum bias condition, as had been done
in prior years at the trigger level. The trigger was thus set in the software to represent a
combination of these two independent triggers.
49
EXPERIMENT
3.6.3. Analysis level event selection
The analysis level event selection depends on the type of analysis considered. Separate sets
of cuts were put in place for the calibration, single pion asymmetries and multiphoton events.
The calibration procedure uses the known characteristics of the neutral pion. So, events
from the sample were filtered out that most likely originated from single neutral pions. More
on the particle characteristics is given in the Appendix. The characteristics of a neutral pion
with an energy of 30 GeV suggest that it will travel an average of 60 nm before it decays,
so the origin of decay can be considered to be at the primary vertex. Further on, one can
restrict the kinematical parameters of the two outgoing photons. A typical set of cuts for
calibration looks like:
• Minimal energy deposited in a single calorimeter module
• A cut not allowing any of the LED events to enter in the event sample
• The number of reconstructed photons within a calorimeter module
• A fiducial volume cut, restraining the photons to be within a certain space
• Cut on the energy sharing between the two photons reconstructed as pion daughters
• Cut on the invariant mass of the two photons reconstructed as pion daughters
• A cut on the position of the reconstructed vertex point
The set of cuts imposed for the multiphoton analysis is significantly different:
• Minimal energy deposited in both the small cell calorimeter and in the same side large
cell calorimeter
• Total minimal number of cells with an energy above a threshold energy within a
calorimeter (small + large)
• Total weighted minimal number of cells with an energy above a threshold energy within
a calorimeter (small + large)
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• Total maximal number of cells with an energy above a threshold energy within a
calorimeter (small + large)
• A cut not allowing any of the LED events to enter in the event sample
• A fiducial volume cut, restraining the reconstructed multiphoton event to be within a
certain space
• Minimal transverse momentum of the reconstructed multiphoton event
• Cut on the size of the cone of the multiphoton event in the η–φ space
The parameters in these sets of cuts were changed continually to observe their influence
on the results. Finally, for the analyses, optimal sets of cuts were chosen which minimally
bias the event samples.
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Chapter 4.
Data analysis
4.1. Monte Carlo simulation sample
The simulation sample was generated for this analysis to give guidance on many aspects, such
as calibration, determination of the quality of the results, determination of possible biases
the trigger could introduce, jet reconstruction on more levels than just the detector level etc.
The events were generated by the PYTHIA 6.222 event generator [46] and the detector
responses were modeled with a GEANT [47] based STAR program. The PYTHIA events
were generated from simulated pp collisions at
√
s = 200 GeV, allowing for the minimum bias
processes. The processes were allowed the entire range of pT values for hard 2→ 2 processes,
and given a lower cut-off on pT of 1 GeV for processes that are singular in the pT → 0 limit.
The cross section of the processes depends on pT, and as it was shown earlier, for example
on figure 2.6, the forward production will mostly be sensitive to high x quark + low x gluon
interactions. The interaction point (z vertex) was a Gaussian randomized function with a
mean of 0 cm and a variance of (60 cm)2. The parameters of this distribution are chosen in
such a way to approximate the vertex distribution of the minimum bias events in the data.
In this way, 90 000 files were created, with each file containing 100 000 PYTHIA events.
This sample corresponds about 4% of the Run 6 data. The events were then passed through a
GEANT [47] model of STAR. The GEANT model accounts for the most important materials
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in the STAR Wide Angle Hall, and accounts for magnetic field from the solenoid. Interactions
of particles with all the material are simulated and a timeline of the event can be obtained.
The simulated FPD++ detector was placed at the exact location given in figure 3.7, which
would ensure largest possible resemblance of the simulated and the real detector. The cell
width, cell wrap width and the distance between cells was kept constant in the simulations,
unlike it was in the real detector, as can be seen from figure 3.9. This was done so since these
effects are negligible.
On the 100 000 simulated PYTHIA events in a single file, an energy cut was imposed
before passing the event to GEANT. If the energy of the events would pass a threshold of
15 GeV, the event would be passed on the reconstruction and otherwise the event would be
discarded. In this way, all the low energy events which don’t contribute to the soft trigger
are discarded immediately and the GEANT calculating time is greatly decreased. Since the
cross section for these events is a rapidly falling function with energy, the fraction of the
events left in this way is small and turns out to be on the order of 0.5% of the total number
of simulated events. Hence, 1 000 GEANT reconstructions per file were found to be enough
to ensure all the events would pass through the STAR reconstruction and yet the computing
time per file isn’t too long. Finally, in our case, events were only saved if they satisfied a soft
trigger, which was a simulated small cell module summed energy threshold set to 15 GeV.
This trigger was set up to mimic the original hardware trigger used for obtaining the data.
4.2. General analysis steps
Analysis of the data taken with FPD++ can be divided in several steps:
1. Determination of pedestals and pedestal subtraction. This is due to the fact that the
readout electronics will produce non-zero signals in the absence of any events or, for
that matter, the beam itself. Important issues to understand here are the sizes of the
pedestals as well as their behavior over time. The pedestals, naturally, after determined,
have to be subtracted from the data.
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2. Calibration of the detector. Different methodologies can be employed here, and the
usual one, if possible to do, relies on the reconstruction of neutral pion events. Indi-
vidual detector gains are adjusted in such a way that the reconstructed values for the
pi0 mass is correct. Again, one should be careful of the time dependence, deposited
energy dependence etc. Another methodology, if the pi0 event method does not satisfy,
is calibration by matching energy deposition slopes.
3. Using the results of the calibration to make an event selection specific for each analysis.
This will give first physical observables from recorded data.
4. Spin-sorting the obtained results and calculating the asymmetries. This step is common
to all the analyses in question here.
4.3. Determination of pedestals and pedestal
subtraction
The readout electronics will always, in general, produce non-zero signals. This, in a general
event, means that the recorded number of counts in a single ADC module will be different
than what we would have predicted based on the assumption that the detector response is
uniform. The first analysis step is to determine these pedestals and subtract them from the
data. There are different methods of pedestal determination, and the simplest one is to select
an event set that is mostly ”collision-free”. There is also the possibility to look at the events
that were recorded when there was no beam present. These are routinely taken during the
STAR Run and are called pedestal runs.
Pedestal subtraction has to be done for both small and large cells, and, in principle,
these two procedures are very similar. The small cells were used for an analysis published
earlier and are well understood [8]. The large cells still needed their pedestal determined and
subtracted. The event selection for large cell ”pedestal events” is 10<sumQ<10000, where
sumQ is the sum of the mapped ADC data (excluding pedestal correction) for a large-cell
module.
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The sumQ condition is then used to sort individual detector ADC distributions. Although
they contain collision events, since the large cells are untriggered and their occupancy is small,
the sumQ condition above is mostly sensitive to the pedestal, with a small tail from showers
in the detectors. The tail effects the Root-Mean-Square (RMS) of the distribution far more
than the mean value. The moments of the individual detector ADC distributions are then
formed, and the mean charge is equal to the pedestal value for a given channel. There is
a possibility that the pedestals are subtracted from the signal on the hardware level. This
possibility was not employed until day 121 of the Run 6, after which the pedestals were
subtracted automatically.
One important thing to check is the stability of the pedestal and continuity of it at the
point where it gets subtracted automatically. To ensure continuity, one can use the LED
data in the runs that bridge the boundary where pedestal corrections are enabled in the
electronics.
First, the centroids of LED distributions were produced versus the run number for all
available data that does not require pedestal correction. This was the first check of the
stability of the cell gains which could discover run dependent changes of gains of any other
large gain changes. Next, the centroids of LED distributions were produced versus run
number for the runs that needed pedestal subtraction. One could check for the continuity of
the LED centroid value at the point where the electronic pedestal suppression was introduced.
This was done for both calorimeters and example of such a procedure is plotted on figure 4.1.
One can see from this example figure that the pedestals tend to be stable and that
the change to electronic pedestal suppression works, based on the continuity of the run
dependence. Within each cell are two numbers. The first number is the detector number,
and the second number is the run-averaged LED response. Operationally, for each run and
for each detector, the average ADC value is computed for LED events. An important feature
of figure 4.1 worth mentioning is that the lower the LED centroid value is, the larger the
fluctuations will look, as can be seen from the definition of the y-axis. Here µi represents
the mean moment of the ADC distribution for a single channel, while < µ > is the average
mean moment of the ADC distribution for all runs.
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Figure 4.1: Stability of LED centroid values for a part of the calorimeter. Each dot represents
a run. The red dots are runs that don’t have automatic pedestal subtraction, the blue dots
are the ones that do. In all but one case where -1 is present, there are no detectors in that
location (four cases correspond to locations for the small cells, three cases correspond to
corners of the matrix that were not active detectors by design. There is one example (3rd
row from top, 6th column from left) of a missing detector, due to a hole. The value of the
run-averages LED response for all runs is written in each cell under the cell number.
Shown here is a part of the calorimeter, for which one can see that the continuity on
the red-blue border is satisfied for all cells. In this way, some slow run dependent effects in
the data were observed. The run dependent features were found to have multiple sources,
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including clouding of the glass for cells closest to the beam, zener diode instabilities and
intervals where selected LED pulse generators were not firing. Wherever possible, this effects
were corrected for.
After the pedestals and their possible run dependence get determined, they get written
in a file and subtracted from the ADC count recorded in the data for each event. This
subtraction has to be run dependent since there are two sets of files as mentioned earlier.
Also, this gives the possibility to model a pedestal drift or pedestal changes when necessary.
4.4. Detector calibration
4.4.1. Small cell calibration
After the pedestals have been subtracted, a first look at the data can be made. There still
remains the issue if what one recorded as the energy deposition in a cell corresponds to reality.
Here, cell calibration comes into place. There are different methods one can use to do this,
two of which were employed here. Both the small and large cell calibrations were done by
reconstructing single pi0 events, but the large cells had the additional step of energy slope
matching. The pi0 event method will be described in this section, while the slope matching
in the next.
pi0 has a mean lifetime of τ = (8.4 ± 0.6) · 10−17 s, which corresponds to a length of
≈ 10−8 m. So, the highest energy pions, which travel very near the speed of light, will only
traverse a length shorter than a micron. This, given the fact that the calorimeters are more
than 7 m away from the average interaction point, gives reason to consider the pion decay
instantaneous.
The most likely decay channel for a pi0 is to two photons, which is described in detail in
the Appendix. The kinematic factors of the decay are also given in the Appendix and give
information on the most likely trajectories of the two photons for a forward-decaying pion.
To reconstruct a pi0 particle, we have to detect both its daughter photons. One can then
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evaluate the mass of the di-photon pair with the help of this formula:
Mγγ = Eγγ
√
1− z2γγ sin
(
φγγ
2
)
. (4.1)
Here Eγγ is the summed energy of the two photons, zγγ is the energy sharing factor (difference
of energies of photons divided by their sum) and φγγ is the opening angle of the two photons.
Several questions come to mind here. First, can this equation be put in a simpler form,
i.e. can some of the variables be simplified? Second, what are the exact definitions of the
parameters in equation in terms of what the detector records? And third, what cuts on the
variables should one impose to extract mostly single pion events with minimal background?
To answer these questions, the knowledge of the geometry of the detector is essential.
Since the FPD++ is located far from the interaction point, the sine of the opening angle is
small and it can be approximated with the angle itself, which can, in turn, be described in
terms of detector variables. The definition of the energy can also be done in several ways:
first, one can take the energy of the entire calorimeter to be equal to the energy of the di-
photon if it is true that there is no background in the sample. Second, one can take the
sum of energy deposited in clusters of cells that correspond to photons, and third, one can
take the sum of fitted photon energies. For the small cells, we chose the first option since we
basically have no background. For the large cells, we chose the fitted photon energy because
it represents the energy of the incoming photon with a higher degree of accuracy across a
larger photon energy range. The equation for determining the invariant mass now becomes:
Mγγ ≈ Erec.γγ
√
1− z2γγ
dγγ
2zv
, (4.2)
where dγγ stands for the distance between reconstructed photons and zv the reconstructed
location of the vertex point.
Next, one has to get the reconstructed photon energies. For a detailed analysis of the
reconstruction of photon variables, including energy and position, refer to [48]. Basically,
the energy recorded in a calorimeter gets separated into clusters (if any), and each cluster
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gets split into what is called ”category-1”, ”category-2” or ”category-0” event. ”Category-1”
events are those that (with a high degree of probability) contain a single photon for a single
cluster, ”category-2” events contain two photons in a single cluster and ”category-0” are
inconclusive. Two ”category-1” clusters represent clearest di-photon events and are the best
to use in the calibration of the detector. The calibration procedure now goes as follows:
1. Start with a set of gains = 1 for all towers.
2. Read out an event and find the deposited energy for each tower (cell).
3. From the readout, form clusters and reconstruct possible photons.
4. Select only events that satisfy a certain set of cuts; these were listed in the previous
chapter. The specific set of cuts used to calibrate the small cells was:
• A multiplicity cut not allowing the LED events to enter in the event sample
• Minimal energy deposited in a single calorimeter module equal to 15 GeV
• Exactly two reconstructed photons in a small cell module
• A cut restraining the photons to be within half a cell perimeter in the module
• Energy sharing between the two photons less than 0.7
• Invariant mass of the two photons less than 0.7 GeV/c2
• The reconstructed vertex point can not be more than 90 cm away from the IP
5. For the two photons determine the invariant mass and associate it with the highest
energy tower.
6. After summing through all the runs, determine the new gain via means of iterative
procedure; in every next step the gain correction factor is calculated like this:
gnew =
mpi0
mpeak
gold (4.3)
7. Iterate the process until the gains stop changing significantly (order of a few percent).
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In equation (4.3) there is a variable called mpeak which is obtained by an analysis package
which fits the distribution of the invariant mass to a predefined function. This is done on
a cell-by-cell basis, since each cells has its’ own correction factor. The function used to fit
the distributions is sum of a Gaussian function, used to describe the neutral pion mass peak,
and a generalized gamma function, used to describe the background in the histograms. More
specifically, the function is given by:
df
dm
=
S
σ
√
2pi
exp
(
− (m− µ)
2
2σ2
)
+B
(
β2
t1 − t2
)
(m−m0)exp (−β(m−m0)) , (4.4)
where m0 = µ− xp − 1/β and ti result from:
ti = (β(mi −m0) + 1) exp (−β(xi − x0)) (4.5)
by integrating the background term of df/dm for |mi − m0| < 3σ. So, the fit has 6 free
parameters, which physically correspond to the following:
• S: Gaussian peak integral
• µ: Gaussian peak centroid
• σ: Gaussian width
• B: integral of the background function for |mi −m0| < 3σ
• xp: background peak position
• β: background exponential falloff parameter
By making this fit, one can determine the position of the peak for a cell and then proceed
to find the new correction factor. This procedure was found to converge fast and 5-10
iterations were more than enough to calibrate the whole detector. Given on figure 4.2 is the
plot of the gain correction value vs. iteration number for the WN small cells and on figures
4.3 and 4.4 is the summed invariant mass of the di-photon sample after this set of iterations.
One of the cells looks like it is not stable (second row, fourth cell from the left). This cell
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(and other similar to it) can be looked at manually to ensure that the di-photon mass peak
falls on the value of the pi0 mass peak. The summed result for the WS detector is given in
figure 4.5 to demonstrate the goodness of the calibration.
Figure 4.2: Dependence of gain correction factors on the iteration number for the WN small
cells. One can note the stable behavior of the correction factors, apart from a single cell in
the second row.
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Figure 4.3: Invariant di-photon mass spectra for the calibrated detector. Shown here are the
WN small cells in a channel by channel view. For each cell, the fit to the function defined
in equation (4.4) is given for each cell with a red curve. The parameters of the fit are also
given in the plot and are described in detail in figure 4.4.
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Figure 4.4: Summed invariant di-photon mass spectra for the calibrated detector. Shown
here are the WN small cells. On the image, the red curve represents the fitted function
of the form as given in equation (4.4). The parameters of the fit are given in the legend;
the correspondence of these parameters and the functional parameters is: P1→ S, P2→ µ,
P3→ σ, P4→ B, P5→ xp and P6→ β. One can see that the value of the parameter P2 is
equal to 0.1384, which differs from the neutral pion mass by 2%.
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Figure 4.5: Summed invariant di-photon mass spectra for the calibrated detector. Shown
here are the WS small cells. The description of the image is identical to figure 4.4. In this
case, the parameter P2 is equal to 0.1338, which differs from the neutral pion mass by 0.9%.
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4.4.2. Large cell calibration
The calibration of the large cells had to take a significantly different route than what it was
for the small cells. The reason for this is simple, and that is that the trigger was set up in
such a way that it only recorded an event whenever the ADC sum passed a certain threshold
in the small cells, and so, consequently, there were not many events at high energy in the
large cells, where neutral pion finding provides the best signal to background ratio. This
was not the original intent for the triggering system, but we had to revert to it because the
original plan proved to have excessive electronic noise. It is to be expected that a significant
amount of energy ends up in the small cells and a small amount in the large cells. This makes
the calibration of large cells more difficult since there aren’t as many single pion events in
the large cells.
There are two more reasons why the large cells prove more difficult. The first is that
the gain variation throughout the cell set can be much larger than throughout the small cell
set. So, it is difficult to find a good starting point for the gains and the iteration procedure.
Second, the large detector is non-hermetic, since it has a ”hole” in the middle where the
small cells are placed. This will pose an additional fiducial volume cut on the large cells
reconstruction.
At the beginning, an iterative procedure via pion reconstruction was planned, with the
requirement that one and only one reconstructed photon is in the small cells, the other in
the large cells. This would ensure there is enough data in the sample and yet extend the
calibration to large cells. This method proved ineffective at the beginning since the photons
have small opening angles and the only portion of the large cells that could be calibrated
was the one near the inner-outer cells boundary. The result of such a procedure is given in
figure 4.6.
One can see that the distributions on the inner-outer cell boundary look reasonable from
the standpoint of the shape of the spectra, but they suffer the same problem as the outer
parts of the calorimeter and that is lack of statistics. Iterating the gains this way wouldn’t
prove much worth because of that reason and another step had to be made before it.
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Figure 4.6: Invariant di-photon mass spectra for the north large cells with one photon in
small cells. The blue lines are the di-photon mass distributions, the red lines are fits to the
pion invariant mass spectra.
There is a benefit to the reconstruction with one photon in the inner calorimeter and
one photon in the outer calorimeter. The benefit is to demonstrate that the inner and outer
calorimeter data is correlated for each event. That may sound simple, but is not in any way
trivial given the electronics used by necessity. Essentially there were two different acquisition
systems, which were interlocked by ”tokens” (i.e., common data that appeared in the two
different acquired data set). The ”tokens” were used to ”build” the event from the different
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acquisition systems. A test of proper event building is the physical correlation between the
inner and outer calorimeter, which is there.
At this point, a simulation sample was made representing a perfect calorimeter and event
set. The comparison of simulations with data is described in more detail in results. Since
the energy deposition in a cell depends only on its relative position in space with respect to
the interaction point (provided that we can simulate the pp collisions well), the real detector
should have the recorded energy spectra behave similarly to the ideal detector spectra. The
most important feature of the spectra to look at is their slope. The further one goes from the
beam pipe (interaction point), the more steep the slope should be. A typical slope histogram
will show the number of events in an energy bin, i.e. dN/dE vs. the deposited energy E.
This distribution can be parametrized with a 3 parameter function:
N =
N0(
1 + EE0
)p , (4.6)
where N0 stands for the number of events with energy going to zero, while E0 and p are the
actual useful fit parameters that give information on the slope. A typical view of one of these
histograms, for which N0=10180, E0=1.897 and p= 3.6854, is given in figure 4.7.
Correlating the fit parameters directly to the slope proves to be hard. An approximate
measure of the slope was determined from the fit function in the following way: points where
the values for the number of hits are 100 and 100/e were selected and the distance between
them was named ∆x. It was visible that ∆x depends on the gain correction factor of the cell.
A cell was selected from the simulation sample and its gain correction factor was modified
on purpose for this study. Basically, by modifying the cell gain factor, one can observe the
function ∆x(g) and then try to invert it to g(∆x) to determine the gain from ∆x. This
procedure can in general be specific on a cell-by-cell basis, so we had to look at more than
a couple of random cells. The conclusion was that ∆x(g) does not show strong dependence
on the distance of the cell from the inner calorimeter or from the beam. As far as the gain
factor is not too large (i.e. less than 5), the function ∆x(g) is a linear one. An example of
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Figure 4.7: A typical view of an energy deposition in a cell. The histogram shows the
number of events in an energy bin, i.e. dN/dE vs. the deposited energy E. This distribution
is parametrized with a 3 parameter function of type: N = N0/
(
1 + EE0
)p
, where N0 stands
for the number of events with energy going to zero, while E0 and p are the actual useful fit
parameters that give information on the slope.
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this is given in the table:
Correction factor c ∆x(g=c) ∆x(g=c)∆x(g=1)
0.5 4.5 0.65
0.75 5.6 0.81
1.0 6.9 1
1.5 9.4 1.36
2.0 11.4 1.64
2.25 12.8 1.85
Table 4.1: The dependence of ∆x on the correction factor
One can make a linear fit for this cell that gives
∆x(g=c)
∆x(g=1)
= 0.68c+ 0.31 . (4.7)
A global fit on all the cells will give slightly different parameters, with slope = 0.6 and the
intercept point at 0.4. Since ∆x(g=1) is known for all cells from simulations and ∆xdata
is known from the data, one can extract the correction factor c. So, a converging iterative
procedure was designed to go as follows:
1. For the summed sample of all runs, readout the total deposited energy for each cell.
2. Fit the histograms to a 3 parameter function given above.
3. From the function, determine the points on the x axis where the values are 100 and
100/e, respectively; this will give ∆xdata ≡ ∆x(g=c)
4. Do the first three steps for the simulation sample as well; this will in turn provide us
with the ideal case ∆xsimulations ≡ ∆x(g=1)
5. From these two values, find the correction factor c
6. Repeat all previous steps
This procedure proved to iterate quickly and was used to get the initial gain correction
factors. It is important to note that this calibration can only serve as an initial ”rough”
estimate for calibration. There are at least three reasons for that:
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• The 3 parameter fit will try to fit the energy deposition distribution for each cell over
the entire range of energies, whereas the calibration will use only a part of this range.
The global fit can put more weight to parts of distribution other than those used for
calibration in order to make a better fit.
• Defining the slope as the slope of a line that approximates the segment of the fit can
lead to errors in the correction factors. This is due to the fact that the length of the
segment can be different for different cells.
• For a fraction of cells, the slope gets calculated for values that are close to the pedestal
values for those cells. Pedestal fluctuations throughout the dataset can lead to errors
in the calculation of correction factors.
The estimate is that these effects can combine to give up to 10-20% error on the correction
factors. So, it is to be expected that this calibration procedure won’t improve the correction
factors much after the average relative difference of slopes in the data and simulations falls
below 15%. After 4 iterations this limit was reached and the initial correction factors were
available. At this point we looked at two distributions for both data and simulations: first
the energy deposition histograms throughout the detectors, shown for data in figure 4.8,
and second, the invariant di-photon mass results with the condition that one photon is
reconstructed in the inner cells and one in the outer cells. Both of these distributions match
well in simulations and data, so this ensured us that the initial set of correction factors was
good.
Likely the best way to view the accuracy of the calibration is the following: define the
slope ”S” as the ratio of difference of y values (here 100-100/e) over the difference of x values
(here ∆x). This quantity can be calculated in the data and in the simulations and relative
differences in the slopes can be found on a cell-by-cell basis. This distribution can be viewed
in two ways; one as a correlation of slopes in the data and the simulations, and the other as
the cell-by-cell view of the relative difference. These are both given in figures 4.9 and 4.10
for WN.
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Figure 4.8: WN Cell-by-cell view of the energy deposition for the WN detector in the data
after initial calibrations. The beam pipe is placed left of this figure and one can note how
the slopes of the distribution become steeper the further one goes from the pipe. The nor-
malization in this figure is not important for the result.
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Figure 4.9: The correlation of slopes in the data and in the simulations after initial calibra-
tions for WN. Ideally, this would be described with a line given by y = x. Here, best fit gives
y = 1.06x. The correlation factor of this set is 0.95.
Figure 4.10: WN Cell-by-cell view of the relative difference of slopes in the data and in the
simulations. The average difference over all cells is 14%. The ”S” symbols in this figure mark
spacers and the ”I” symbols mark inactive cells.
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Some of the cells from figure 4.10 look as if they are not calibrated well at all. This
is mostly so because of the definition of the slope and a close visual inspection will show
that the distributions look almost identical in the data and simulations. To demonstrate
that, one of the cells (WN 114, row 9, column 2 on figure 4.10) was selected and the results
of the calibration are given here. In 4.10, the calculated difference of slopes equals around
50%. On figure 4.11 is given an overlay of data and simulations before any calibration. In
this figure, the simulated deposition has the gentler slope. On figure 4.12 is given the same
overlay after the calibration procedure. On both figures, the red lines are the fitted energy
deposition functions. It is clearly visible that even though the slope difference calculation
gives a difference of slopes of 50%, this does not arise from bad calibration, but likely from
the definition of the slope.
Figure 4.11: WN Cell 114 view of the energy deposition in data and simulations before
calibrations. The simulated response is the one with the gentler slope. The red lines are the
fitted energy deposition functions. One can see a big difference in the shapes of the functions
in data and simulations.
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Figure 4.12: The red lines are the fitted energy deposition functions. One can see that the
shapes of the functions in data and simulations are almost equal. Calculation shows that the
difference of slopes is ≈ 50%. This fact can not arise from calibration, but likely from the
definition of slope.
Still, there were several cells in both WN and WS that proved hard to calibrate in this
way. This was either because of one of the reasons listed above or simply because more
iterations were needed. The fraction of the cells that needed more iterations was on the
order of 2%. It was concluded not worth while to make their calibration factors more precise
since they were expected to get calibrated well in the di-photon calibration procedure.
After obtaining the initial correction factors, we proceeded to calibrate the detector by
means of di-photon events. This was still a partially unexplored area since it was the first
time a detector was trying to get calibrated that did not serve as a trigger. Background and
reconstruction efficiency were a concern and guidance from the simulations was again needed.
The set of cuts used for the calibration was very similar to that for the calibration of small
cells, with a single difference: the minimal energy deposited in a single calorimeter module
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was varied to ensure enough events for calibration, but to avoid too much background. This
cut was set to 7 GeV.
The procedure used was the same iterative procedure used for the small cells. Again, the
procedure was found to converge fast and after 5 iterations most of the detector has shown
di-photon mass peaks at the position of the pi0 mass. This is illustrated in figure 4.13.
Figure 4.13: WN Cell-by-cell view of the invariant di-photon mass in the data after 5 iter-
ations. The beam is placed to the left of this figure. One can see how the number events
decreases as one moves away from the beam, making the di-photon mass distributions less
populated in the cells on the right.
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There were several issues still to deal with here. One of them was the low population
of cells far from the beam and the other was the signal-to-background ratio in the cells. To
investigate both of these, we looked in the simulation sample. One thing that is of crucial
importance is to have the simulations mimic the data trigger in the best possible way. This
was done in the following way:
1. For each simulation event, the energy deposited in the detectors was read out on a
cell-by-cell basis.
2. For each detector, a random number in units of GeV was added simulating the noise
in the data. The random number was a product of three factors:
(a) the width of the pedestal, derived for the entire module using summed channel
distributions and dividing by
√
N , where N is the number of entries,
(b) the average energy deposition per ADC count; separately for each detector, and
(c) a random Gaussian number with a mean value of 0 and a sigma of 1.
At times, the first of these factors was used as a free parameter since, in general,
the width of the pedestal is different for different runs. This freedom allowed to
explore the influence of noise on the simulation sample results.
3. The energy is then converted to ADC counts. The conversion factor is equal to the
corrected gain factor for each cell and is fed in the simulations from the data, ensuring
the same trigger as the data had. The ADC count gets rounded to the closest integer
lower in value than the calculated real ADC count.
4. If the ADC value for a channel is found to be negative, it gets reset to zero. The ADC
counts then get summed for each module.
5. Now, a software trigger mimicking the hardware trigger is imposed: an event gets
analyzed only if the summed ADC value passes the threshold of 75 counts either in
WN small cell module or WS small cell module.
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6. If an event passes the trigger, the energy for each cell is calculated back from the ADC
count for that cell. If the event didn’t pass the trigger, the energy for all cells is set to
zero.
7. After this procedure, the event is treated further as a normal data event.
This simulation trigger was used in all the later analyses as well. As far as the signal-
to-background ratio is concerned, the simulations show somewhat better resolution than the
data if there is no noise added into them. Setting the noise equal to 1 average ADC click per
event, the data and simulations have shown comparable signal-to-background ratios. There
are other real detector effects, like run dependent pedestals, that are not in the simulations
and that also contribute to background, so one can expect more background in the data than
in the simulations.
The channels that were less populated got calibrated with 4 more iterations of the cali-
bration procedure, but with the deposited energy in the module cut now set to 4 GeV. This
practically doubled the statistics in all the channels and the ones further from the beam were
populated enough to get calibrated. It turns out that the correction factors for the cells
further from the beam didn’t need much change, since they were calibrated well in the first
calibration step. The stability of the correction factors can be seen from figure 4.14.
By looking at figure 4.14, one can see that about 98% of the correction factors are stable.
The few outliers that were in need of attention did not go through further iteration procedure,
since that is very time consuming. Instead, they had their correction factors set manually
in such a way that the di-photon mass peak would fall as close as possible to the position of
the pi0 mass value.
The estimate is that the calibration factors for large cells are determined at the level
of 5-10%. The reason to believe this is so is that they were at the level of 15% after the
energy deposition slopes calibration and they have significantly improved with the neutral
pion calibration.
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Figure 4.14: WN Cell-by-cell view of the correction factors after 9 iterations. The zeroth
value on this plot is the value obtained with the energy slope calibration. Each next dot
represents the new correction factor divided with the zeroth value of the correction factor.
79
DATA ANALYSIS
4.4.3. The energy dependent and run dependent correction factors
The calibration procedure was at this point done for the event sample that extends through
all the possible reconstructed di-photon energies and all the runs in the sample. One thing
that still needed investigation is to look if the reconstructed di-photon invariant masses,
used for calibration, show any dependences on the run number, fill number or the summed
energy of the di-photon event. The energy dependence arises naturally due to the photon
reconstruction algorithm [48]. The shower fit for the photons used for reconstruction does not
completely account for transverse and longitudinal shower profiles at all energies and causes
the reconstructed di-photon invariant mass to be energy dependent. There could possibly
be other reasons to energy dependence connected to the photomultipliers. In general, the
photomultipliers can have different gains and/or efficiencies for different incoming energies
or the rate of incoming energy (luminosity). This is also a reason to see if the correction
factors depend on run/fill number, since luminosity generally differs on a run by run basis.
The energy and run dependence was checked for the inner cells only. These cells serve
as trigger and their correction factors are important for both analyses. The large cells only
enter the multiphoton analysis where detector energies, rather than reconstructed photon
energies, enter into calculations, so energy dependence is not as important. Further, since
the large cells are not calibrated as well as the small cells, the energy and run dependent
corrections won’t account for any observable change in results.
The energy dependent corrections were determined from the fits in six energy bins; these
are given by 20-25-30-35-40-45-50 GeV. The fits for these bins are shown in figure 4.15. From
the fits one can clearly see how the position of the invariant mass of the reconstructed neutral
pion rises with energy. So, the centroids of the fit are easily described as a function of the
average energy of a given energy bin. Application of energy-dependent corrections can be
done in the following way: the energy dependence can be described by means of a polynomial
fit function:
Ereal = E(βE + γ) , (4.8)
where E is a shorthand for the recorded energy. After making corrections, in all the energy
80
DATA ANALYSIS
bins one reconstructs the correct average neutral pion energy, as can be seen on figure 4.16.
Figure 4.15: The position of the pi0 peak in the invariant mass distributions binned in pi0
energy bins before applied energy dependent corrections. One can see that as the average
energy of the bin increases, so does the reconstructed position of the peak of the pi0 invariant
mass.
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Figure 4.16: The position of the pi0 peak in the invariant mass distributions binned in pi0
energy bins after applied energy dependent corrections. One can see that in all the energy
bins the position of the peak of the pi0 invariant mass is reconstructed at the pi0 mass.
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To determine the run dependence, the invariant mass distribution for reconstructed di-
photon events is analyzed in a similar fashion to how the gains were determined. For the run
dependence, the analysis is done for all runs that have >600 events satisfying all acceptance
cuts. The average value (P0) of the ratio of the pi0 mass to the fitted peak of the diphoton
invariant mass from three corrected energy bins (bin 1: 20-25 GeV; bin 2: 25-30 GeV; bin
3: 30-35 GeV) for each run having sufficient statistics is calculated. Figure 4.17 shows this
dependence on a segment of runs.
Figure 4.17: The dependence of the reconstructed value of the mass peak on the run/fill
number.
From this image, one can see clear evidence of run dependence. The gain correction
factors are modified and made run dependent to correct for this effect. For each run, the
correction factor is simply the inverse value of the point on figure 4.17. This concludes the
calibration of the detector.
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4.4.4. Cross sections at large rapidity
The invariant cross section for a given process is an important observable to help establish and
understand the origin of particle production. At low collision energies, such as
√
s = 20 GeV,
it is generally believed that large rapidity particle production arises from soft processes collec-
tively known as beam fragmentation. NLO pQCD calculations at
√
s = 20 GeV underpredict
measured cross sections for pion production in this kinematical area by almost an order of
magnitude [49].
In STAR, a prototype Forward Pion Detector was used for measurements of large xF
pi0 production cross sections in the first polarized proton collision run at RHIC [50]. The
results of the measurement are given in figure 4.18. The data are compared with NLO
pQCD calculations evaluated with the CTEQ6M parton distribution functions and equal
renormalization and factorization scales set to pT . The agreement between the NLO pQCD
calculation and the data is comparable to what is observed at mid-rapidity. Even though
the transverse momenta are small, the agreement suggests that particle production at large
rapidity in p+p collisions at
√
s = 200 GeV is dominated by partonic scattering, rather than
soft mechanisms presumed responsible for beam fragmentation.
Furthermore, in addition to agreeing with the theory, the measured pi0 production cross
sections at high pseudorapidities agree with results from the PYTHIA generator as well, as
shown in figure 4.19. Hence, it is possible to claim that we understand particle production
in this kinematical area at
√
s = 200 GeV and that it can be described well by both NLO
pQCD and simulated well in PYTHIA.
84
DATA ANALYSIS
Figure 4.18: Measured invariant cross section for pi0 production in pp collisions at high pseu-
dorapidities at
√
s = 200 GeV. Shown in the image are two theoretical sets of fragmentation
functions.
Figure 4.19: Measured invariant cross section for pi0 production in pp collisions at high
pseudorapidities at
√
s = 200 GeV compared to PYTHIA prediction.
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4.4.5. The neutral pion analysis
The analysis of the pi0 events can immediately be done after the calibration of the detector.
This is so because the same event selection applies to the pi0 analysis as to the calibration
procedure. The pi0 analysis was published independently of this work [8] and used the data
from the small cells only. The steps of the analysis include spinsorting the data and calcu-
lating the cross ratio asymmetry. At last, the final result can get binned in pion energy and
transverse momentum bins.
The spinsorting of the data uses the same neutral pion cuts as the calibration procedure.
In addition, the bit describing the spins of the colliding protons is read in and the data is
sorted by spin bits. The variable that gets sorted is the calculated invariant mass of the
di-photon and the binning is done in the energy of the di-photon event. With these variables
and the reconstructed position of the event, one can also find the transverse momentum of
the di-photon and separately bin the results in pT .
In the end, the asymmetry gets calculated for this sample of events. If one looks at, for
example, equation (2.5), one can see that the spin information for only one of the incoming
protons is required. So, the spin information of the other proton gets integrated over and one
can make the asymmetry calculation. For the published result, the asymmetry was calculated
and binned in xF and pT bins. These two quantities are correlated, which can be seen from
the event locus, plotted in figure 4.20.
There is a strong correlation between xF and pT at a single pseudorapidity. The asym-
metry was calculated and binned in xF , as well as in pT . The results of this analysis will be
given in the next chapter.
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Figure 4.20: Event locus showing the xF −pT correlation. Plotted in this figure are events for
both west (η = 3.3) and east detectors (not described in this work). Bins in xF are indicated
by vertical lines.
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4.5. Definition of multiphoton events
Looking only at the inclusive neutral pion production, one can not disentangle the Collins /
Sivers contributions to the asymmetry. One could isolate contributions from the Sivers effect
by looking at direct photons or jets, since these particles are produced in hard scattering. So,
an event selection was made to extract ”jet-like” events from the sample. These are, naturally,
not full jets, since the jet-like response of the FPD++ emphasizes the electromagnetic part
of the jet. This won’t precisely determine the jet energy, but will reconstruct it’s direction,
as discussed below, well enough. We will call these events ”multiphoton” events.
The multiphoton event finder algorithm then goes as follows:
1. For a single calorimeter, events are considered if the inner module summed energy
passes the minimum threshold energy, set to 23 GeV, to avoid events that are near the
hardware threshold.
2. Further, an event is required to contain data in the outer module and for it not to be
an LED event; the first of these conditions can be imposed by reading in a bit that
is non-zero if the large cell readout is ”live”. The second condition is imposed by an
energy cut: Einner+outersummed < 80 GeV.
3. The cells in the detector are read out. If a cell contains more than 0.4 GeV of energy, it
is considered by the multiphoton clustering. It is required that there are at least 4 cells
that satisfy this in order for the finder to continue. The energy of the multiphoton is
now defined as the sum of energies of the cells in it. The pT of the event is the average
pT of all the towers.
4. After this, the finder is run. The finder takes all the cells passed on to it and imposes
the following set of cuts:
(a) minimum weighted sum of towers; small towers have a weight of 1, large a weight
of 1.52632 (ratio of side lengths of the large/small cells). The cut is set to 10.
(b) maximum number of towers in an event, constrained to avoid too large combina-
torial factors.
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(c) minimum pT of the event, set to 1.5 GeV/c.
(d) minimum energy of the event, set to 20 GeV and
(e) maximum cone size of the event in the η − φ space, set to 0.5.
5. If the initial set of cells satisfies all of these conditions, it is taken to be the final
multiphoton event. If not, a single cell is taken out of the sample (in all possible
combinations) and the finder is run again. The procedure is continued until the finder
finds a satisfying event or no event at all.
6. At this point, all the kinematical factors, such as pT , the direction of the multiphoton
axis, the angles with respect to the interaction point etc., of the event are calculated.
7. Finally, a 2 (large cell) perimeter fiducial volume cut is put on the multiphoton intercept
point. This is the point where the multiphoton axis intercepts the calorimeter face.
8. In the end, the physical variables for the event are calculated. These include the
energy, momentum and the invariant mass. Since cell-by-cell information is available,
one can also look at the multiphoton energy profile, i.e. the fraction of energy that gets
deposited at a fixed distance from the axis as well as at a fixed angle around the axis.
The first observation will give the ”multiphoton energy profile”.
The code is run through both data and simulations with the data mimic trigger. The
simulation sample serves as a check on all the unpolarized quantities to see if we understand
the data sample and if there are any significant issues in the data. Even though the simulation
sample is limited in statistics, the unpolarized data results show great resemblance to the
simulation results. With this ”jet-like” event finder and the trigger used during Run 6 over
106 multiphoton events are found in the data, which is a great statistical example to study.
The locus of events summed over all runs and both modules, along with the geometrical
acceptance of the inner modules (averaged over the N and S detectors), is given on figure
4.21.
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Figure 4.21: The locus of multiphoton events in the E-pT plane. On the figure, the geomet-
rical acceptance of the inner modules is given with red lines.
One can note from figure 4.21 that most of the events fall within the acceptance of the
small cell modules, as expected, given the triggering scheme. The fraction of events in the
outer cells is negligible, so one can expect that the average event will have its axis intercepting
a small module and most of the energy will be contained there. The maximum radius of the
event is set to 0.5 in the η − φ space, which corresponds to about 2 perimeters of large cells
given that the jet intercepts the geometrical center of the small cell module. This is good
from the viewpoint that the cells closest to the boundary of inner and outer cells have the
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most accurate calibration factors.
Most of the energy deposited in the large cells is located near the inner-outer cells bound-
ary. Additionally, in the cells further from the boundary, most energy comes from the side
closest to the beam. In an average data event, 10.8 cells will be present, out of which 7.5
are small cells. It is likely that the small cells contain a neutral pion. This can be seen by
calculating the invariant mass of the event, but including small cells only. Clearly visible is a
peak slightly above the mass of the neutral pion, indicating that there is likely a leading pion
in the small cells. The shift and the width of the peak suggest there are additional photons
in the small cells aside from the two constituting the pion. The invariant mass calculated for
events in the WS is given on figure 4.22. The data are compared with simulations with no
simulated noise.
Figure 4.22: Calculated invariant mass of the multiphoton events calculated for small cells
only. One can note the ”widened, shifted” neutral pion peak. The data are compared to
simulations with no simulated noise.
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It is instructive to contrast this distribution to the mass distribution given in figures 4.4
and 4.5. It looks to be that the widened pion peak sits atop a background mass distribution
that peaks near 0.08 GeV/c2, and then falls to larger mass values. The multi-photon condition
decreases the dominance of single neutral pions, in addition to shifting the peak to larger
mass values, likely from additional energy in the inner calorimeter.
After the assessment of the multiphoton event characteristics, the unpolarized physics
results were extracted and compared to the simulation results. These are listed in the Results
chapter.
4.6. Association analysis
As described earlier, PYTHIA simulates particle production by either modeling soft processes
or by computing via perturbative QCD hard scattering processes. For our set of simulations,
the inner-calorimeter summed energy trigger primarily selects the former processes. The
pQCD calculations in PYTHIA are done only at leading order in the perturbation theory,
but the initial state and final state PYTHIA showering models allow for some aspects of
processes beyond the leading order. Basically, showering done by PYTHIA uses splitting
kernels to produce partons, and can effectively produce inelastic partonic scattering (2 → 3)
events. Strings are formed from the produced partons, and particles are produced via string
fragmentation.
For each simulated event, one can get the PYTHIA listing. This list will include the
history of the event, with mother hadrons, initial state partons, before and after radiation,
final state partons, spectators partons etc. For each of these, the energy and momentum
components can be read out. A part of a typical 2 → 2 scattering process listing is given in
table 4.2.
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Line ID M D1 D2 px(GeV) py(GeV) pz(GeV) E(GeV)
1 2212 0 0 0 0 0 99.996 100
2 2212 0 0 0 0 0 -99.996 100
3 2 1 0 0 0.021 -0.516 35.838 35.842
4 21 2 0 0 -0.938 -0.006 -14.35 14.381
5 2 3 0 0 0.02 -0.508 35.309 35.312
6 21 4 0 0 0.793 0.246 -1.946 2.116
7 2 0 0 0 2.846 0.152 34.791 34.909
8 21 0 0 0 -2.033 -0.414 -1.429 2.519
9 2 7 21 21 2.812 0.15 34.384 34.501
10 21 8 21 21 -1.981 -0.853 -0.445 2.202
11 21 8 21 21 -0.018 0.44 -0.576 0.725
12 21 4 21 21 -0.759 0.109 -0.472 0.901
13 21 4 21 21 0.358 -0.78 -1.244 1.512
14 2101 2 21 21 -0.087 0.331 -76.893 76.896
15 2 0 34 34 -1.58 -0.622 -0.138 1.704
16 -2 0 34 34 1.58 0.622 23.12 23.182
17 2101 1 39 39 -0.021 0.516 40.165 40.172
18 21 4 39 39 -0.663 0.646 -2.13 2.323
19 21 4 39 39 -0.665 -0.235 -8.028 8.059
20 2 2 39 39 1.025 -0.325 -7.742 7.823
Table 4.2: A part of a PYTHIA listing for a typical event, showing first 20 lines and selected
columns. Column 1 is a line counter. Column 2 gives the PYTHIA particle code. Column
3 is the line number for the mother of the particle and columns 4 and 5 are line numbers
for daughters of the particle. Finally, the last 4 columns are the components of the four
momentum.
This is just a part of the listing, showing first 20 lines and selected columns. Column 1
is a line counter. Column 2 gives the PYTHIA particle code. Quarks have positive IDs < 7,
antiquarks negative IDs > -7 and gluons have ID = 21. The IDs > 1000 belong to diquarks
or hadrons. Column 3 is the line number for the mother of the particle and columns 4 and 5
are line numbers for daughters of the particle. Finally, the last 4 columns are the components
of the four momentum.
The structure of the table is such that the first two lines represent the colliding particles,
lines 3-4 are initial state partons prior to radiation, lines 5-6 are initial state partons after
radiation, lines 7-8 are final state partons after the scattering process and lines 9-20 are par-
tons produced by initial-state radiation, final-state radiation and spectators to the partonic
scattering. An analysis of this specific table would give the following:
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• The colliding particles are protons, each of energy 100 GeV, moving head-to-head on
the z axis.
• Lines 3-4 and 7-8 are a quark and a gluon, so this is a qg → qg process.
• Lines 5-6 are the initial state quark and gluon after initial state radiation. Note that
the sum of four momentum components in lines 5-6 and 7-8 are unchanged, indicating
that this is an elastic scattering event.
• Lines 15 and 18 correspond to spectators from the proton. The sum of the four mo-
mentum of all spectators and participants in the hard scattering (prior to initial-state
radiation) equals the initial-state proton four momentum.
• The other lines are partons produced in the initial-state radiation and the final-state
radiation. Also in there (lines 10-11) are partons produced by final-state radiation,
corresponding to a splitting of the scattered gluon into two gluons
The association analysis is used to establish whether the ”jet-like” event reconstructed
from the data is associated with either a hard-scattered parton or a parton from initial-state
radiation. Given the rapidity difference from the beam, spectator partons are not relevant
for the association. If the reconstructed ”jet” is best associated with a hard-scattered parton,
then the scattering is described as an elastic 2 → 2 partonic scattering. In the table, the
final states 7 and 8 have large pT and correspond to hard scattered particle to which the
association analysis will be done. There are cases where multiple produced partons are found
with large pT in the final state, and the hard-scattered partons appear at mid-rapidity. In
this case, the scattering is analogous to 2 → 3 inelastic parton scattering, which is a key
addition beyond the leading order in NLO pQCD calculations.
The pseudorapidity and the angle were found for the associated parton and compared
to the pseudorapidity and the angle of the reconstructed ”jet-like” event. The association
analysis was run through the entire simulation sample. The result is given in figure 4.23.
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Figure 4.23: Results of the association analysis giving the difference of directions of the
reconstructed ”jet-like” event and the associated parton. The left panel shows the difference
of the pseudorapidities, the right panel the difference of angles.
In principle, the association analysis serves to show that one can determine the multipho-
ton event jet axis and the direction of the scattered parton that produces the multiphoton
event reasonably well, although one can not determine its energy well. This is due to the fact
that the detector only emphasizes the electromagnetic part of the incoming jet. The result
demonstrates that the ”jet-like” events get associated with a parton and that the direction
of the event is reconstructed well.
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4.7. The Collins angle definition and analysis
The analysis strategy was at this point clearly identified and can be outlined. Looking
at multiphoton events, coupled with neutral pion reconstruction, give means of partially
measuring a second scale, as required to discriminate whether spin-correlated kT is in the
initial or final state. The dependence of the asymmetry on the Collins angle can be looked
at. If there is no such dependence, and the asymmetry is larger than zero, one has isolated
the Sivers effect, since the fragmentation is not involved, and one is left with just the initial
state kT . If there is such a dependence, one would be seeing asymmetry sensitive to the
Collins effect.
So, after obtaining the unpolarized multiphoton event results, pi0 results and the associ-
ation analysis results, the following step can be made. From the pi0 events, two categories
will be formed; one in which the readout of the large cells is ”live” and one in which it is not.
Spinsorting and the calculation of cross ratios for these events can be made in the same way
as for the complete pi0 event sample. This will show if the large cell dead time has any effect
on the polarized pi0 results.
Next, from the first category, two subcategories are made: one where there is a multipho-
ton event found in the module where the pi0 is reconstructed and the other where there isn’t a
multiphoton event reconstructed. Then, as one can determine the multiphoton event jet axis
and the direction of the scattered parton that produces the multiphoton event, the Collins
angle can be defined. Looking at figure 2.8, one can see that this is the azimuthal angle of
the pion with respect to the outgoing parton. The operational definition of the Collins angle
in the detectors can be made as follows:
1. Find the coordinates of the multiphoton intercept point and the pion intercept point
in the STAR coordinates. Figure 4.24 shows the STAR coordinate system along with
the STAR angle φ definition. To the left is the south (S), to the right is the north (N).
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Figure 4.24: Schematic view of the detectors in the STAR coordinate system. The z axis
points into the page and positive z corresponds to the z component of the momentum of the
blue beam.
2. From the found coordinates, form vectors from the beamline to the multiphoton in-
tercept point (p), and from the intercept point to the pion point (d). The vectors
connecting the beam line and the pion (or the multiphoton) are the STAR angles φpi
and φMP .
Figure 4.25: The definition of vectors used in the Collins angle calculation.
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The angle between p and d is the Collins angle, designated here by γ. From calculation,
the angle takes on values from 0 to pi. We are currently dealing with the magnitude of
γ, with the sign of γ determined as specified in item 3.
3. A further set of conditions is placed on the Collins angle, to define which are negative
and which are not. The bins in the Collins angle are defined in such a way that they
are mirror symmetrical, with γ = 0 being further from the beam and γ < 0 being
the angles below the ”beam pipe - multiphoton intercept” line. Figure 4.26 shows the
calculated Collins angle if the multiphoton intercept point is in the center of a detector.
Figure 4.26: The calculated Collins angle in the case the multiphoton intercept points are in
the center of the detectors.
A full operational definition of the Collins angle is given in the Appendix.
The resolution with which the Collins angle can get reconstructed was explored with
the help of the association analysis. As both the reconstructed multiphoton event and the
reconstructed pi0 have an associated parton and pion with them, one can define the ”recon-
structed” Collins angle and the ”simulated” Collins angle. In the ideal case, the difference
between these two quantities would be zero. The distribution of these differences was found
for the same set of cuts as applied to the data. The result is given in figure 4.27. This result
has shown that the Collins angle reconstruction works well.
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Figure 4.27: The difference of the ”simulated” and the ”reconstructed” Collins angle. The
reconstructed angle is calculated with the help of the reconstructed pi0 and the multiphoton
event, while the simulated angle is reconstructed from the associated simulated pi0 and the
associated parton.
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4.8. Analysis of polarized data and asymmetries
After defining the Collins angle, the events that contained both a pion and a multiphoton
event in the same module were split into four bins in the cosine of the Collins angle. The
bins are made to be flexible. A set of cuts on the differences of physical observables of the
pi0 and the multiphoton was imposed. These were imposed to insure the ”jettiness” of the
multiphoton event. Typical cuts would include the difference in energies and/or the invariant
mass.
After this binning, the spinsorting had to be done. To spinsort the results and calcu-
late the asymmetries, one has to know the average run polarizations. The CNI Polarimeter
Group develops, maintains and operates polarimeters in the Relativistic Heavy Ion Collider
(RHIC) complex [51]. As stated in the Experiment chapter, the polarimeters include the
AGS polarimeter, the pC polarimeter in RHIC and the polarized H-jet target, also in RHIC.
In addition to providing polarization measurements that are essential to the RHIC Spin Pro-
gram, the polarimeters also make it possible to measure single and double spin asymmetries
in the
√
s regimes accessible at RHIC. The measured polarizations for Run 6, as reported by
the pcCNI group, are given on in [51].
Out of all of the Run 6 runs, only a fraction is important for this work. These are the runs
that were included in the fills 7785 through 7833, given on figures 4.28 and 4.29. For the runs
important to the analysis, the polarizations were equal to Pblue = (0.55 ± 0.04 ± 0.03) and
Pyellow = (0.56± 0.03± 0.02). The first quoted error is statistical, the second is systematical.
The polarization measurements, together with errors, are given on figures 4.28 and 4.29. For
ease of viewing, the yellow polarization points are marked as red. In the figures, the statistical
error is represented with the vertical error bar and the systematical with the horizontal error
bar.
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Figure 4.28: The measured polarizations of the blue beam for the fills important to this work.
The vertical error bars represent statistical errors, the horizontal the systematical errors.
Figure 4.29: The measured polarizations of the yellow beam for the fills important to this
work. The vertical error bars represent statistical errors, the horizontal the systematical
errors.
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After the average polarizations are determined, one can start asymmetry calculations.
The asymmetries are calculated using the spin bits describing the polarization states of the
blue beam and the yellow beam. The spin bits are checked, in the sense that the spin bits
from CNI results are compared to spin bits from the DSM. If these patterns don’t match,
the data is excluded from the analysis. Specifically, because of this disagreement, all data
from days 114-115, part of day 116 data and 12 runs from days 118-129 were excluded from
the analysis.
The calculation then proceeds by binning the events in energy bins, as well as spin bins.
The ”energy” was chosen to be the reconstructed neutral pion energy, with the energy bins
given earlier. The spin bins are simply ”blue up”, ”blue down”, ”blue other”, ”yellow up”,
”yellow down” and ”yellow other”. Finally, the asymmetry is calculated using the ”cross-
ratio” method, as given by equation (2.5). There are, of course, various choices of what the
quantity entering (2.5) can be. A choice used earlier, for the published Run 6 neutral pion
analysis [8] is the number of reconstructed neutral pions. A choice for the current analysis will
be the number of events that contain both a reconstructed neutral pion and a multiphoton
event, satisfying all cuts.
The asymmetry is now calculated in the following way. The calculated cross ratio for a
given cos(γ) bin is equal to:
 =
√
NL+ ·NR- −
√
NL- ·NR+√
NL+ ·NR- +
√
NL- ·NR+
, (4.9)
where NL,R+,- are given by the following definitions:
For the γ bin near zero,
• NL+ stands for the number of events that had a spin-up left-scattered jet and a right-
fragmented pion.
• NR- stands for the number of events that had a spin-down right-scattered jet and a
left-fragmented pion.
These two quantities are related by a rotation about the z axis by 1800. Consequently,
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they both measure the fragmentation to the right of a spin-up scattered jet (the same
as the fragmentation to the left of a spin-down scattered jet). By forming the geometric
mean of these terms, detector induced effects should be minimized.
Further, for the γ bin near zero,
• NL- stands for the number of events that had a spin-down left-scattered jet and a right-
fragmented pion.
• NR+ stands for the number of events that had a spin-up right-scattered jet and a left-
fragmented pion.
Again, these two quantities are related by a rotation about the z axis by 1800. They
measure the fragmentation to the left of a spin-up scattered jet (the same as the frag-
mentation to the right of a spin-down scattered jet).
Furthermore, NL+ and N
L
- in the bin near γ = 0 fix the fragmentation to be to the
right of the jet and reverse the polarization. Also, NR+ and N
R
- in the bin near γ = 0 fix
the fragmentation to be to the left of the jet and reverse the polarization. So, the desired
asymmetry will be obtained by forming the difference between NL+ and N
L
- or N
R
+ and N
R
- .
For inclusive production, it would be analogous to doing a single-arm experiment, revers-
ing the polarization. In such a measurement, the spin-dependent relative luminosity would
need to be used. The geometric mean in this cross ratio definition should cancel detector
effects. The same consideration can be made for the other bins.
If one now considers how things behave at different cos(γ), the conclusion is the following.
For the Sivers effect, the spin asymmetry does not depend at all on the cos(γ) bin. So, a
spin asymmetry independent of cos(γ) is expected. For a positive Collins effect, the spin
asymmetry for the cos(γ) bin for γ near pi will be larger than the spin asymmetry for the
cos(γ) bin for γ near zero. Consequently, the slope of the spin asymmetry as a function of
cos(γ) is a signal of the Collins effect. The ”offset” of the spin asymmetry as a function of
cos(γ) is a signal of the Sivers effect.
Other spin asymmetries could be formed, but would not account for detector effects in
the same manner as the cross ratio formed like this.
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4.8.1. Systematic error calculation
The systematic error of the result can have many sources, which should all be taken into
account. Two of the largest sources are the model of the multiphoton event, which can
be explored via the cuts imposed on the multiphoton sample, and the uncertainty of the
calibration of the large cells. Other systematic effects, like the polarization uncertainty of
luminosity fluctuations are far smaller than these two. Since one should be interested only
in the size of the maximal systematic errors, these effects were not explored in depth. The
two effects mentioned were analyzed in such a way that we either purposely introduced a
different model of a multiphoton event by varying the weighted multiplicity cut by 10% in
both directions and observed the influence on the final result or purposely introduced the
correction factors that are 10% larger (smaller) than the ones obtained and used for analysis,
and again, observed the influence on the final result. For each bin, the maximal systematical
error was calculated and plotted as a gray-shaded area in the result. Detailed information
on the systematical error is given in the ”Results” chapter.
4.9. Potential impact of imperfections
In an experiment there are always imperfections, and one needs to conduct a research of how
these imperfections could impact the results. A primary imperfections concerns the unifor-
mity of the calibration and the calibration of the cells far from the beam. An investigation
can still be done on improvement of these factors. One could repeat the previous di-photon
calibration procedure but allow for more than two photons in the outer cells. This would
improve statistics at the cost of the resolution of the mass peak. A possibility exists that the
uniformity of the correction factors could be improved by running more di-photon calibration
iterations. This procedure is very time costly, so, given that the improvement would be very
small, it was never conducted. Further, given the fact that the results are mostly sensitive
to the small cells, the impact of this imperfection is negligible.
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Results and discussion
5.1. Inner cells pi0 results
The analysis of the pi0 events is done immediately after the calibration of the detector, as
described in the Data analysis chapter. The asymmetry was calculated and binned in xF ,
as well as in pT . Given on figure 5.1 is the transverse single spin asymmetry in xF bins
at two different pseudorapidities. The right side of the figure represents the FPD++ small
cells (< η >= 3.3) and the left side the FPD (< η >= 3.7). Statistical errors are indicated
for each point and systematic errors are given by the shaded band, excluding normalization
uncertainty. The Sivers and twist-3 calculations, also given on the figure, are described
in the text. The inset in the figure shows examples of the spin-sorted di-photon invariant
mass distributions. The vertical lines in the insets mark the position of the pi0 mass. The pT
dependence for events with |xF | > 0.4 is given on figure 5.2. Errors are the same as described
for figure 5.1. Finally, transverse single spin asymmetries versus pi0 transverse momentum in
fixed xF bins are given on figure 5.3.
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Figure 5.1: Calculated asymmetry for pi0 events in xF bins. The right side of the figure
represents the FPD++ small cells (< η >= 3.3) and the left side the FPD (< η >= 3.7).
Statistical errors are indicated at each point and systematical errors are given by the shaded
band, excluding normalization uncertainty [8].
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Figure 5.2: Calculated asymmetry for pi0 events in pT bins for events with |xF | > 0.4 [8].
Figure 5.3: Calculated asymmetry for pi0 events in pT bins at fixed xF . One can see that the
data and the theory don’t agree well [8].
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Several things should be noted from these results. First, figure 5.1 shows precision mea-
surements of the asymmetry in xF bins and they show agreement with theory. They agree
in the fact that the asymmetry rises with xF , although it is not conclusive which model the
data follow. Specific values of the calculated asymmetries are given in the Appendix. The
pT dependence, given on figure 5.2, on the other hand, disagrees with theoretical predictions.
In fact, the data show tendency to behave oppositely to the predictions. This holds true for
all xF bins, except maybe for the last two bins, where the results are inconclusive.
Another very important feature of these results lies in our understanding of the underlying
theory. One can make that claim by looking at the measured cross section vs. the theoretical
prediction for the cross section. Still, the transverse momentum distribution (TMD) calcu-
lations [20], are not based on a proven factorization theorem. To the contrary, it is fully
expected that hadroproduction of hadrons will break factorization, due to all the initial and
final state color-charge interactions. Consequently, the calculations are strictly a model. At
least this model gets ingredients from other probes (e.g., Sivers functions from fits to SIDIS).
Further, the twist-3 calculation makes no contact with data, other than pp scattering. It
does include the E704 results and there is a proven factorization theorem [21, 22]. The twist-
3 calculations are not independent of TMD model calculations, in that the ”Wilson gauge
link” required by gauge invariance for the TMD approach is accounted for to twist-3 in the
Qiu-Sterman approach. The downside is that there is no ”universal” fit to pp and SIDIS
data.
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5.2. Unpolarized multiphoton results
The multiphoton event unpolarized results are given in this section. ”Unpolarized” means
that the spin information for all events is disregarded. These results can be compared to the
simulation results since there is no polarization there as well. After verifying that the data
and simulations show reasonable agreement, one can proceed to look at polarized results.
The results in the simulations depend, naturally, on the amount of noise that is simulated,
which will be discussed in more detail later.
The set of cuts used to obtain the multiphoton results was the following:
• At least 23 GeV of energy deposited in a small cell calorimeter. As opposed to the pi0
analysis, where this cut was set to 15 GeV, it was increased here to avoid threshold
effects.
• A requirement that the large cell readout is live.
• At least 4 cells with energy of at least 400 MeV deposited in any combination of same
side large and small cells.
• At least 10 cell in the ”weighted sum of cells”. The weight of the small cells was set to
1, the weight of large cells was set to 1.52, which is the ratio of sides of large and small
cells.
• A maximum of 20 cells with energy of at least 400 MeV deposited in any combination
of same side large and small cells. This cut was introduced to avoid large combinatorial
factors in the multiphoton event search code.
• Maximum energy deposited in all calorimeters was set to 80 GeV. This was put in place
to avoid any possibility of LED events in the considered sample.
• After reconstruction of the multiphoton event, its jet axis was required to be within
a two cell fiducial volume of a calorimeter. This cut was introduced to avoid looking
at multiphoton events whose significant fraction of energy was not recorded in the
calorimeter and was, hence, not well reconstructed.
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• The minimal transverse momentum of the reconstructed multiphoton event was set to
1.5 GeV/c
• The cut on the size of the cone of the multiphoton event in the η–φ space was set to a
maximum of 0.5.
It is important to mention that the same set of cuts was used in an earlier analysis of
multiphoton events that was done with the Forward Meson Spectrometer (FMS) [52]. This
is good from the viewpoint that one can try to compare the results obtained at that point
with the result obtained with the FPD++. However, a number of difficulties arises in trying
to make the comparison, as described in the next subsection.
The characteristics of the multiphoton event sample are summed up in figures 5.4 through
5.12. The one dimensional histograms are overlays of data and simulations and the twodi-
mensional histograms show only data. In the overlays, the distributions are normalized to 1,
so that one can compare them in the data and simulations. The WN and WS modules show
great similarity, so it is not necessary to show results for both of them. Only the results of
the WN calorimeter are presented here.
An average WN multiphoton event will have 10.66 towers present in the jet, with an
average energy of 34.23 GeV. Out of this, 7.3 towers are from the small cells and carry an
average energy of 26.68 GeV. This is about 80% of the energy of the entire multiphoton
event, so most of the energy of an event is deposited in the small cells, which serve as the
trigger. The fact that the events are mostly contained within the small cells can be seen
from two more results. One was given on figure 4.21, showing that most events fall within
the small cell acceptance region. The other is the spatial distribution of the points where the
calculated jet axis intercepts the detector face (”jet intercept” points), given on figure 5.7.
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Figure 5.4: The number of towers in the multiphoton events in the WN calorimeter. The
difference of the average value (shown on image for simulations) for data and simulations is
about 5% and equals 10.66 for the data sample. The error bars are statistical.
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Figure 5.5: The energy distribution of the multiphoton events in the WN calorimeter. The
difference of the average value (shown on image for simulations) for data and simulations is
< 1% and equals 34.23 GeV for the data sample. The error bars are statistical.
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The ”jet intercept” distribution can be viewed in the detector coordinate system or the
STAR coordinate system. In the STAR system, the distance from the beam in the detector
plane is described by the x coordinate. So, the x distribution shouldn’t be symmetric around
the axis of symmetry of the detector, since the cells closer to the beam receive more energy
than those further from the beam. This does not hold true for the y axis, though. The
y = 0 in the STAR system is exactly the line that is also, in case of the ideal placement of
the detector, an axis of symmetry of each module. So, the y distribution of the intercept
points should be symmetric and maximal around y = 0 if the detector is placed ideally. If it
is not, as in reality, than the maximum should still appear at y = 0, but the mean value of
the distribution y0 should be somewhere between that and the axis of the symmetry of the
detector, y = ysym.. This claim assumes that the detector response to the incoming energy
is y independent. The distribution is illustrated in figure 5.6.
Figure 5.6: The y distribution of the points where the calculated jet axis intercepts the WN
calorimeter face. The maximal value appears at y = 0, but the mean is shifted toward the
the value at the axis of symmetry of the detector, y = 1.9 cm. The error bars are statistical.
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Two more important observables to look at are the ratio of events in the N/S calorimeters
and the uniformity of events throughout them. To investigate this, it is best to separate the
data sample into multiphoton energy bins. 9 bins were created: 20-23 GeV, 23-27 GeV, 27-30
GeV, 30-33 GeV, 33-37 GeV, 37-40 GeV, 40-45 GeV, 45-50 GeV and >50 GeV. The first
bin will be almost unpopulated due to the cuts imposed on the event sample. The number
of events in a bin will then have a sudden rise in second bin and still grow to the third bin,
which is, energetically speaking, still near the WS trigger threshold. After that, the statistics
fall suddenly, as does the energy deposition in the detectors. The spatial distribution of
intercepts for 33-37 GeV bin for both calorimeters is given in figure 5.7.
Figure 5.7: The spatial distribution of the points where the calculated jet axis intercepts
the calorimeter faces in the 33-37 GeV multiphoton energy range. One can see that the
distributions show the largest number of events in the areas closer to the beam. Also, it can
be noted that there are more events in the WN (left side of the image) than in the WS.
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In all the bins there are more events in the WN detector than in the WS detector. The
difference in the number of events is about 10-15% and it is there due to hardware trigger
conditions. Specifically, the WN will issue the hardware trigger about 3 times more than the
WS will because the average gain of the cells in WN is about 5 MeV/count lower (summed
over all cells) than the gain of the WS cells. This triggering asymmetry falls with the rise of
energy, as expected, but is still present at higher energies.
The uniformity of events is best looked at from the perspective of the jet-like event, not
from the STAR coordinate system. After finding the jet intercept point, one can make it
the origin of a new, ”jet” coordinate system. The distance from the origin of this coordinate
system will be called R. The system is simply the translation of the STAR system to the point
of intercept. The line of φ′ = 0 is defined as the line parallel to the STAR y = 0 line, looking
away from the beam for WN and toward the beam for WS. To investigate the uniformity of
events, for all the towers that are present in a single event, the angle with respect to φ′ = 0 is
found. This angle is simply called φ′. For each tower, the distance from the jet axis (R) and
the angle (φ′) are found and plotted in a two dimensional histogram. This is given in figure
5.8. This representation will, on average, show the distribution of energy of multiphoton
events in the detectors, given that an average multiphoton event intercepts the calorimeter
in the geometrical center of its face.
From the φ′ axis of figure 5.8 one can note that there are many events near φ′ = ±pi. This
is because this is the ”beam side” and most of the energy is deposited there. From the R axis
one can note that there are many events near R = 0 and fewer events as R increases. This
is because for a multiphoton event, most of the energy is concentrated close to the jet axis,
i.e. near R = 0. The first bin in R has less events than the next because in the limit R→ 0
the number of towers also goes to zero. In the ideal case, to get rid of the φ′ dependence,
one can weight each tower with the energy deposited in it and then divide that histogram
with this one. This is shown is figure 5.9. The results shows the effect of evening out the
energy dependence, since the higher energy events will divide with higher count events and
vice versa. This way one can again investigate the uniformity of the calorimeter.
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Figure 5.8: The distance of the towers vs. the angles with respect to the φ′ = 0 in the
multiphoton events.
Figure 5.9: The 1/Emp.(dEmp./dR) vs. φ
′ distribution.
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In the ideal case, this distribution in figure 5.9 should be φ independent. This is an
important quantity that gives the ”Jet energy profile” - how much energy is deposited at a
certain distance from the jet axis.
Figures 5.7 - 5.9 could also be given for the simulation sample, but they are so similar to
the data results it is not instructive to show them here. It is visible from figure 5.9 that the
distribution is uniform in the angle φ′ up to a few percent. This is in accordance with the
calibration, which is no more uniform than that. Figure 5.9 shows the distribution integrated
over all the energy bins defined earlier; dividing it into energy bins and integrating it over
all φ′-s will give the 1/E(dE/dR) distributions, where E is a shorthand for Emp.. This
is one important observable of the multiphoton events. Other physical observables worth
mentioning are the invariant mass of the multiphoton event and the ratio of energy in the
small cells and the entire multiphoton event. The invariant mass of the multiphoton event is
calculated as:
mΣγ =
√
E2Σtowers −
(
preconstructedaverage
)2
. (5.1)
Here, EΣtowers is the summed energy of all the towers in an event and p
reconstructed
average is the
average of the reconstructed momenta from all the towers in the event. The magnitude of
p for a tower is taken to be equal to energy for that tower, since it is assumed that the
energy deposition is from a massless photon. The three mentioned physical observables were
calculated, separated in energy bins and compared to simulations. In figures 5.10 - 5.12 the
energy bin 30-33 GeV is shown for WN. For this bin, the average xF equals 0.32, and the
average pT is 2.3 GeV/c.
Looking at figure 5.10, one can see the excellent agreement of data and simulations. This
figure shows the jet energy profile, i.e. the amount of energy deposited at a certain distance
from the jet axis in the η − φ space. It is expected that most of the energy is contained
near the jet axis and the further one goes from the axis, the less energy one will find. After
a starting steep decrease, a gentler decrease is expected. This can be seen from the result
both in data and simulations. The results repeats itself in all the bins. The WS calorimeter
shows very similar results, although with a feature that was dubbed the ”jet-tail”. This is
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the effect that the distribution starts to slowly rise again near the boundary of the jet cone,
i.e. close to R=0.5, and is discussed more later.
Figure 5.11 shows the invariant mass of the multiphoton events. In this case, the agree-
ment between data and simulations is still good, although not as good as for the jet profile.
A short investigation shows that the most likely cause for this is the lack of simulated noise
in the simulation sample.
Figure 5.10: The 1/Emp.(dEmp./dR) (jet profile) distribution for the energy bin correspond-
ing to < xF >=0.32 in the WN module. The data and the simulation sample show very
good agreement.
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Figure 5.11: The invariant mass of the multiphoton events compared in the data and simu-
lations for the energy bin corresponding to < xF >=0.32 in the WN module. The data and
simulations show fair agreement. The errors bars give statistical errors.
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Figure 5.12: The ratio of energy in the small cells and the multiphoton energy compared
in the data and simulations for the energy bin corresponding to < xF >=0.32 in the WN
module. The data and simulations show fair agreement. The errors bars give statistical
errors.
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Figure 5.12 gives the ratio in the small cells and the multiphoton event energy. This
ratio is always in favor of the small cells, since most of the energy comes from there. This
is natural, since they served as the trigger. Here, again, the data and simulations show fair
agreement.
5.2.1. Comparison with the FMS results
One could try to compare the result for the jet energy profile and the invariant mass of the
jet-like event with previously published results from STARs Forward Meson Spectrometer
(FMS) [52]. The schematic view of the FMS is given on figure 5.13. The FMS was placed on
the STAR west platform after dismantling the FPD++.
Figure 5.13: The schematic view of the FMS. The FMS was placed on the STAR west
platform after dismantling the FPD++.
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Some care has to be taken in comparing the results since two key differences exist between
the FMS and the FPD++: the geometry and the trigger scheme. It is from this reason that
the results for the invariant mass are very difficult to compare. The result for the jet profile
should be very similar since it is mostly a property of the jet and not so much of the detector.
To illustrate the differences, the results obtained with the FMS are given on figures 5.14 and
5.15.
Figure 5.14: The jet profile result obtained with the FMS. Shown on the image are both the
data and simulations.
One can see that in the FMS, as well as in the FPD++, the result for the jet profile has
the same shape and the data and simulations agree well.
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Figure 5.15: The invariant mass of the multiphoton event result obtained with the FMS.
Shown on the image are both data and simulations.
The result for the invariant multiphoton mass in the FMS has significant differences
compared to the FPD++ result. First, the shape of the distribution is more ”peaky”, rather
than ”Gaussian”. Second, the average value of the invariant mass is higher, and third, the
data are consistently above the simulated prediction. The reasons for the differences should
be looked for in the differences of trigger and geometry.
The FMS trigger was a hightower trigger. The thresholds for triggering were 200 ADC
counts for large cells and 400 ADC counts for small cells. If any of the cells had satisfied one
of these conditions, the event would get read out. The average gains and thresholds of the
FMS are given in table 5.1.
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Cells ADC count threshold Av. gain (GeV/count) Av. en. threshold (GeV)
North-inner 400 0.090 36
South-inner 400 0.091 36
North-outer 200 0.145 29
South-outer 200 0.180 36
Table 5.1: FMS trigger characteristics
Two things were done in order to compare the FMS and the FPD++ results. First of all,
the difference of trigger had to be taken into account. The FMS, as well as FPD++, consisted
of large and small cells, but there is a significant difference in geometry in the FPD++ and
the FMS. The FMS small cells extend out to 46.5 cm from the beam and the FPD++ small
cells start appearing at 46.05 cm from the beam. This means that the placement of the
FPD++ small cells, which served as trigger, corresponds to the placement of large cells in
FMS, which has to be taken into account.
The averaged outer cells energy threshold for the FMS is 32.5 GeV. The energy incident
upon a lead glass cell will be proportional to its surface. Since the ratio of cell front face
sides is equal to (3.8/5.8), the ratio of energy incident upon a small and a large cell is equal
to (3.8/5.8)2 = 0.43. Accounting for this difference and the fact that the FPD++ small
cells were placed where the FMS large cells are, the small cell threshold should be set to
32.5GeV · (3.8/5.8)2 = 13.95 GeV. However, a trigger set up in this way has the problem
that it is not a subset of the hardware FPD++ trigger. To make it so, pairs of neighboring
small cells were taken into account with a threshold of 28 GeV. In the neighboring cells,
the cells that touch on the diagonal were not taken into account. In this way, a trigger that
mimics the FMS trigger and is also a subset of the FPD++ hardware trigger was set up. The
result of this procedure is given in figure 5.16. This result is shown in a higher energy bin
due to the fact that the statistics in the bin usually looked at are low. This fact stems from
the strict combination of the FPD++ hardware trigger and the FMS simulated hightower
trigger, which decreases the number of events down to 8% of the number when only the usual
hardware trigger is satisfied.
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Figure 5.16: The invariant mass of the multiphoton event result obtained with the FMS
mimicked trigger. Shown is a higher energy bin than usual due to lack of statistics in lower
energy bins.
The result of this was that the invariant mass distribution is now shaped much more
similarly to the FMS result. Earlier, the shape was ”Gaussian”, whereas now it is more
”delta function” like. Also, in the falloff part of the spectrum, the data is systematically
above the simulated prediction, as in the FMS result. Still, the average value of the invariant
mass in the obtained mass is much lower than in the FMS results. This issue is most likely
there because of the difference in geometry of the detectors and the ”weighted multiplicity”
cut.
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The weighted multiplicity cut will produce different results in detectors with different
geometry if one looks at, for example, the same xF range of results. This is simply so
because the weights of the large and small cells are different and the admixtures of the two
types will be different in detectors different geometries. Looking at the FPD++ analysis, one
can see that the detectors in the multiphoton sample are mostly small cells, each weighted
by 1. In the FMS, in the same xF range, this is not the case; there is surely a more dominant
admixture of large cells, each weighted by 1.52. So, to mimic that, the weighted multiplicity
cut in the FPD++ was raised from 10 to 15. The results obtained in this way have shown that
the average invariant mass rises significantly, but also that the statistics in a given energy
bin fall rapidly (down to 8.5% of the number of events when the weighted multiplicity cut
is equal to 10). Due to a relatively small simulation sample, it was not possible to further
compare the data and simulations. The results obtained in the data were compared to results
in the data obtained in the FMS and are given on figure 5.17.
This result shows that the higher multiplicity cut moves the average invariant mass value
higher. In conclusion, it was shown that the FMS mimic trigger, as opposed to the FPD++
trigger, produces distributions that are ”peaky”, as in published FMS results. The mass value
of the peak is too low, most likely due to the multiplicity cut. Increasing the multiplicity cut
produces higher average mass values, as those of the published results. The spectra have the
same data/simulations behavior; namely the ”falloff” part of the spectra show data points
systematically above simulated points.
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Figure 5.17: The invariant mass of the multiphoton event result obtained with the FMS
mimicked trigger with a higher multiplicity cut compared to the FMS obtained result. The
error bars on the data points are statistical.
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5.2.2. Unpolarized results - potential impact of imperfections
As mentioned before, a feature was present in the unpolarized multiphoton results; the effect
that the jet energy profile distribution starts to slowly rise again near the boundary of the
jet cone, i.e. close to R=0.5 in the WS module. This is shown in figure 5.18.
Figure 5.18: The WS module ”jet tail” feature. Shown here is the distribution summed over
all energy bins. One can see that the expected falloff spectrum at high R is not present;
instead there is a slight rise of distribution towards the end of the cone the multiphoton
event is in.
This effect was thoroughly investigated. The distribution from figure 5.18 was split into
energy bins, as defined earlier. As it turns out, in the higher energy bins, the tail is more
and more pronounced. In the lowest energy bins, there is no tail at all. This lead to the
conclusion that the jet tail is an effect coming solely from the large cells; first because it
appears at large R, in the large cells, and second, because it increases with increasing energy,
and in the higher energy bins more and more energy comes from the large cells.
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By looking at the dependency of 1/Emp.(dEmp./dR) vs. φ
′ in the WS module revealed
that there is an isolated φ′ area where there is a lot of deposited energy. To make a thorough
investigation, for each multiphoton event all the towers had their energy deposition recorded
in a two dimensional histogram.
It was found that there is an area in the detector where a lot of energy comes from. This
was later identified as an area with 4 cells in a 2 x 2 square that have high correction factors
and hence, for example, improper diphoton invariant mass histograms. Simply removing
these cells from the detector removes the jet-tail issue. Effort was undertaken to improve
their correction factors and in this way remove the jet tail, while keeping the cells ”live”,
thus improving the result.
This points out the possible impact of imperfections of the detector on the results ob-
tained. Non uniform calibration, dead cells, noise in the detectors and similar effects can
have impacts, so all of these were closely looked at and monitored in all analysis steps.
As far as comparison to simulations is concerned, it was found that it depends on the
amount of noise simulated at the level of a few percent. In the simulations, one can introduce
as much artificial noise as wanted, but finding the amount that will best represent the data is
difficult since the noise in the real detector can depend on many variables. Hence, the results
presented here are obtained without simulated noise, keeping in mind that the agreement
with data could be different at the order of a few percent.
129
RESULTS AND DISCUSSION
5.3. Spin-sorted results
5.3.1. Spin-sorted results obtained with the FMS
Just as for the unpolarized results, the FMS was used to obtain spin-sorted results as well.
To obtain the asymmetry with the help of the cross ratio method, the FMS was divided into
octants, as in figure 5.19.
Figure 5.19: The division of the FMS used to obtain the asymmetry. The asymmetry as
a function of φ was obtained using pairs if azimuthally opposite octants, such as 1-5. The
asymmetry as a function of xF was obtained by integrating over all such pairs.
Pairs of azimuthally opposite octants, such as 1-5 or 2-6, were used to calculate the
asymmetries. In this way, the asymmetry as a function of the STAR angle φ was obtained.
Further, the asymmetry as a function of xF was obtained by integrating over all such pairs
[52].
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The asymmetry was calculated as a function of xF to verify consistency with the previously
published results [8], showing the rise of asymmetry with rising positive xF, and an asymmetry
consistent with zero for negative values of xF. Further, the FMS was used to test the φ angle
dependence of the asymmetry, with φ being the STAR (azimuthal) angle. This provided
the first chance through the full forward calorimetry project to look at ”polarimetry”; i.e.,
the < cos(φ) > dependence. The expectation is that the asymmetry will be modulated by
< cos(φ) >, as described in the Theory chapter. This calculation is fully analogous to the
< cos(γ) > dependence, where γ is the Collins angle, which is the primary result of this
thesis. The results obtained with the FMS are given in figures 5.20 and 5.21.
Figure 5.20: The asymmetry as a function of xF, obtained with the FMS [52]. This result
was obtained by integrating the calculated asymmetries over all octant pairs. The error bars
are statistical. The asymmetry is consistent with the results obtained in [8].
131
RESULTS AND DISCUSSION
Figure 5.21: The asymmetry as a function of the STAR angle φ, obtained with the FMS [52].
The lines show fits to the function a+b < cos(φ) >. The goodness of the fits is indicated with
the chi-squared values. The positive xF asymmetry exhibits linear dependence on < cos(φ) >,
while the negative xF show no dependence. The error bars are statistical.
One can see that the asymmetry as a function of xF is consistent with previously published
results ([8] of figure 5.1). The positive xF asymmetry is linearly dependent on < cos(φ) >,
while the negative xF shows no dependence on it, as expected.
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5.3.2. Event selection and asymmetry
The next step in the analysis was to look at events from which one can determine the
Collins angle. To do that, one has to insure that there is a leading neutral pion event in
the same calorimeter in which there is a multiphoton event. In addition to the ”unpolarized
multiphoton event” cuts, a requirement was made to have a neutral pion reconstructed in
the same module where the multiphoton event was found.
An event sample that was a subsample of the data for the published neutral pion results
was made. This subset was produced in such way that in addition to the previously made cuts
that defined the ”neutral pi0” dataset a requirement was made that the large cell readout was
”live”. For this newly obtained dataset the spin information was read in and the asymmetry
as a function of xF was calculated. This was done for both the west detectors (FPD++) and
the east detectors (FPD). This result is shown in figure 5.22, and the specific values of the
calculated asymmetries are given in the Appendix.
It is visible from figure 5.22, comparing with the figure 5.1, that the ”large cell live”
condition didn’t change the dependence of asymmetry on xF . This is an important result,
since it shows there is no systematic effect on asymmetry of large cell dead time. One can
then be sure that no asymmetry will be introduced by this condition and can proceed to look
at pi0+ multiphoton event in the same calorimeter. There is an important difference in the
results given here and those from the published pi0 data. One can note that the result for
the east lowest energy bin is in this case missing. This is simply so because the published
result used not only data from Run 6, but also segments of data from Runs 3 and 5, from
which the lowest energy bin result was extracted.
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Figure 5.22: The asymmetry as a function of xF for the neutral pion sample with the large
cell ”live” condition. The events in this figure are a subset of the events used in figure 5.1.
The lowest east energy bin point is not present in this figure since only data from Run 6
was used, whereas in the published inner cells pi0 result portions of data from Runs 3 and 5
were used, from which the lowest energy point was extracted. The inset in the figure shows
examples of the spin-sorted di-photon invariant mass distributions. The vertical lines in the
insets mark the position of the pi0 mass. Intercomparison of figures 5.1 and 5.22 establishes
that there is no spin dependence to the dead time for the large cell readout.
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5.3.3. The Collins angle results
Looking at the data sample with the conditions that there is a reconstructed neutral pion
in the same calorimeter as the reconstructed multiphoton event, one can look at the Collins
angle. Other than the Collins angle, one can also look at the differences of reconstructed
physical variables for the pi0s and the multiphoton events (energy, invariant mass, transverse
momentum etc.). By making additional requirements on some of these differences one can
assure that the multiphoton event is more ”jetty”. Since both the pion finder and the
multiphoton finder are pattern recognition algorithms, they can find the same event. It is
imaginable that the multiphoton finder could recognize a single pion as a multiphoton event,
given that it satisfies all the imposed cuts. The ”jettiness” of the event will be improved if
the differences of physical variables of the pi0 and the multiphoton are as large as possible.
This, however, will also severely limit the statistics of the sample. The difference distributions
results and the Collins angle distribution given here were obtained with a cut on the difference
of energies of the multiphoton and the pion of at least 1 GeV.
Before looking at the Collins angle directly, a conclusion can be drawn about the shape
of its’ distribution. On average, a large fraction of energy of a multiphoton event comes from
the leading pion. The pion will, hence, for the same average xF as the multiphoton event,
have on average a larger pT . This means that the pions intercept point will get reconstructed
further from the beam than the multiphotons jet intercept point. Since this corresponds to
Collins angles ≈ 0, it is to expect that the Collins angle distribution will be much larger near
φC = 0 than near φC = ±pi. This behavior is basically independent of the cuts chosen, as
long as they are reasonable and the multiphoton event is ”jetty” enough, and can be seen in
all the Collins angle distribution results. Local non-uniformities of the distribution can arise
from detector effects, dead cells, calibration etc.
The results were obtained for the difference distributions and the Collins angle distribu-
tions both in data and simulations. Given on figures 5.23-5.25 are the difference distributions
of the energy and the invariant mass and the Collins angle distribution for the WN detector.
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Figure 5.23: The distribution of the difference of energies of the multiphoton and the pi0.
The data and simulations show agreement. There is a visible cut at ∆E=1 GeV. The error
bars are statistical.
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Figure 5.24: The distribution of the difference of invariant masses of the multiphoton and
the pi0. The data and simulations show agreement. The error bars are statistical.
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Figure 5.25: The distribution of the calculated Collins angle in the WN detector. The data
and simulations show agreement. The distribution is behaving as predicted by the fact that
the pi0 carries most of the transverse momentum of the event. The error bars are statistical.
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5.3.4. The asymmetry results
In general, all unpolarized quantities show good agreement with the simulated sample of
events and are behaving as predicted. The calculation of asymmetry now took place, as
described in the Data analysis chapter. The results for each bin have been integrated over
all energies for xF > 0.3. The result is given in figure 5.26.
Figure 5.26: The calculated AN as a function of cos(γ). The blue points correspond to the
positive xF values, the red points to the negative xF values. The error bars on the points are
statistical and the gray shaded area shows the systematical errors. The points for xF > 0
and xF < 0 have been slightly horizontally offset, so that all points are clearly visible.
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The results shows that the asymmetry for the negative xF values is consistent with zero,
as expected. The positive xF asymmetry is greater than zero in all points, with an average
of 0.031± 0.014. The error bars drawn on the points are purely statistical; the systematical
error is given with the gray shaded band. By making the analysis of systematic errors, as
described in the ”Data analysis” chapter, it was found that the main source of the error lies
in the uncertainty of the large cell calibrations. Hence, for the points in the figure, the height
of the gray shaded band represents the maximal systematic error obtained by modifying the
calibration factors by 10%. The points for xF > 0 and xF < 0 have been slightly horizontally
offset, so that all points are clearly visible. All the calculated asymmetries and errors are
given in the table 5.2.
Bin < cos(γ) > AN(xF > 0) AN(xF < 0) Stat. error Syst. error
1 -0.80 0.0358 -0.0156 0.0147 0.0061
2 -0.25 0.0241 -0.0071 0.0172 0.0140
3 0.25 0.0137 0.0107 0.0165 0.0172
4 0.82 0.0391 -0.0189 0.0108 0.0024
Table 5.2: The calculated asymmetries and the errors.
There is no linear dependence of the positive xF asymmetry on the cos(γ) bin. This means
that the Collins contribution to the asymmetry is not present, isolating the Sivers effect. The
absence of signatures of the Collins effect is not unexpected for neutral pions, in light of what
has been found in e+e− and in semi-inclusive deep inelastic scattering. A combined analysis
of e+e− and SIDIS shows that leading Collins functions (up quark fragmenting into a pi+
and down quark into a pi−) have opposite signs to subleading Collins functions (up quark
fragmenting into a pi− and down quark into a pi+) [53]. In the Artru model, leading and
subleading Collins functions are expected to have the same magnitude. Since pi0 is both
leading and subleading (in other words, it is its own antiparticle), it is not at all surprising
that the Collins effect vanishes due to cancellations between leading and subleading Collins
functions. This result is also consistent with the absence of a Collins signal in SIDIS.
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5.3.5. Potential impact of cut selections and imperfections on the
polarized results
Just as in the unpolarized results, the imperfections of the detector could influence the
results. It is very likely that local non-uniformities in the results for the Collins angle come
from detector imperfections, such as noise or calibration non-uniformities. The investigation
of noise can be, and was, done with the help of simulations. Many physical observables
show better agreement in the data and simulations when there is some simulated noise in the
simulation reconstruction procedures. This, in turn, produces more local non-uniformities in
the detector and the result it produces. Still, effects of this magnitude won’t affect the final
conclusion, but possibly only slightly shift the points and influence the error bars.
The other thing that can influence the results is the set of cuts used to obtain them. The
parameter space of the cuts is large and was widely explored. Alongside the neutral pion
cuts, that were used in previous analyses, such as the published Run 6 analysis, there are
the additional sets of cuts that get imposed to get the multiphoton events, as well as the
difference cuts that ensure the ”jettiness” of the event. The multiphoton cuts were chosen
to be the same as used for the FMS analysis, to be able to compare current results with
previous results. Also, they isolate the multiphoton events very well. From the multiphoton
cut set, the weighted multiplicity cut was looked at in greater detail. It was demonstrated
that decreasing it from the usual value of 10 to the value of 9 doesn’t visibly change the event
properties, but adds significantly to the statistics (order of 20%). The result quoted in the
text is given with the cut of 10.
The difference cuts are the ones that still needed exploring. Earlier evidence suggested
that the jets containing the neutral pions have on average 2 GeV energy more that the neutral
pion itself [50]. So, it is reasonable to impose a difference of energy cut on the reconstructed
multiphoton event and the neutral pion. This cut, as well as the cut on the difference of
invariant masses, was explored. It was demonstrated that the ”mass difference” cut is much
stricter than the ”energy difference” cuts in terms of statistics, so it was left aside. The
difference of energy cut has shown that for every increase of 2 GeV in the cut, the number
141
RESULTS AND DISCUSSION
of reconstructed events falls by roughly 35%. This cut was set to 1 GeV, which constituted
a good compromise between ”jettiness” of the event and the statistics of the sample.
Acceptance asymmetries
Another imperfection one should look at are significant differences between the detector
modules. An observable that can reveal these differences is the acceptance asymmetry of
the detectors. This is defined as the difference of number of events for a given bin (energy
or Collins angle) in two detectors divided by their sum. If there is a particular detector in
a module that is very specific (for example, with a lot of noise in it) it will be seen in this
asymmetry. The asymmetry was looked at as a function of the Collins angle, since this is
the natural variable the results will be presented in. The cuts used to obtain the result are
the same ones as used for the data analysis.
If there are no acceptance asymmetries, it is expected to get a flat distribution with an
average value of around 0.17. The value should be different than zero, since the trigger is
such that on average the WN detector will record more events than the WS. The number
of 0.17 is obtained from the total number of events on WN and WS. The result is given on
figure 5.27.
On figure 5.27, the line represents the average value of the distribution. One can see
that there are deviations from the perfect detector. However, they fall within ± ≈ 5% of
the expected value of 0.17, which is acceptable. Still, one has to keep in mind that this
should alway be closely observed, since a single non-functioning cell, which appears to be
functioning, could greatly affect the final result.
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Figure 5.27: The calculated acceptance asymmetry. The cuts used to obtain the result are
the same ones as used for the data analysis. The errors bars are calculated from statistical
errors of the measurements. The line represents the average value of the distribution.
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Chapter 6.
Conclusion and Outlook
So far, there has not been a complete description of the proton spin in terms the spin and
orbital motions of quarks and gluons. Polarized deep inelastic scattering experiments have
shown that the quarks carry only a fraction of the proton spin [1, 2, 3]. It was suggested
that the gluon spin and the orbital motions of quarks and gluons carry the rest of the proton
spin. The so-called ”spin puzzle” is still not solved, but it is confronted from many sides.
One of the ways of approaching the solution of the puzzle is via the spin asymmetries.
The first greatly unexpected result, giving large values of the asymmetry, was observed at
Fermilab in the E704 experiment [4]. This spurred large developments in theory and gave
reason to conduct experiments that would better measure and explain the effect. Working in
an energy regime where the experimental cross section data agree well with the NLOpQCD
predictions, the RHIC collider is an ideal place to explore the phenomenon.
Theoretical developments since the E704 results have modelled the asymmetry, with two
leading concurrent models being the Sivers effect and the Collins effect. In essence, the Sivers
effect relies on the parton distribution functions to produce asymmetry, whereas the Collins
effect relies on the fragmentation to produce it. In some experimental aspects, the two models
are indistinguishable and can produce nearly the same net results for some observables. One
of such is the single spin asymmetry for the neutral pions at forward angles. Precision
measurements of this asymmetry at high rapidities have been reported [8], showing that the
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asymmetry rises with rising positive xF and is consistent with zero for negative values of xF,
as models predict. The pT dependence of the asymmetry was also found, but it was not in
accordance with models. In any case, the inclusive neutral pion asymmetry did not allow to
distinguish between models, so one had to look beyond them at jets or direct photons.
In the work presented in this thesis, I have looked at forward ”jet-like” events to distin-
guish between two models. In essence, a spin-correlated asymmetrical distribution of particles
within a jet would indicate a Collins contribution, whereas an angle-independent distribution
would indicate a Sivers contribution. This analysis was done using data obtained with the
Forward Pion Detector ++, an electromagnetic calorimeter placed at forward angles in the
STAR detector at RHIC. The important thing to note is that the observable in question de-
pends on the azimuthal angle within a jet. This angle is called the Collins angle and is defined
as the angle of a produced particle with respect to the fragmenting parton producing the jet.
It was shown that the direction of the produced particle (in this case the leading pi0) and
the direction of the fragmenting parton are reconstructed well, even though the experimental
setup does not allow for a full jet reconstruction, but only emphasizes the electromagnetic
contribution. With a good reconstruction of the directions of the leading particle and the
fragmenting pion, one can access the Collins angle within these ”jet-like” events and look at
the dependence of asymmetry on the Collins angle.
Several steps were taken before looking directly at asymmetries. The definition of the ”jet-
like” multiphoton events was thoroughly explored and all the results obtained for these events
were intercompared with results obtained previously with the Forward Meson Spectrometer
[52]. After verifying consistency with previously published results, the spin asymmetries were
extracted. The asymmetry as a function of xF for the events used to obtained the result,
which are a subset of the data used for the result published in [8], has shown that there are
no unwanted detector produced asymmetries and has proven consistency with the published
results. Finally, the asymmetry as a function of the Collins angle was calculated. The final
result shows that the asymmetry for negative xF values is consistent with zero, as expected,
while the asymmetry for the positive xF values is consistently greater than zero, and shows
no Collins angle dependences. This final result is not totally unexpected. As argued in the
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Results chapter, the neutral pion is its own antiparticle, and if the leading and the subleading
contributions to the Collins asymmetry are opposite in sign and equal in magnitude, the net
Collins contribution to the asymmetry is zero.
The result is another piece of the spin puzzle, hopefully of large interest to the spin
community. Pieces are still missing, but the puzzle is getting more and more complete.
The future prospects of the project include many things. First of all, given that RHIC will
move to a higher energy (
√
s = 500 GeV), it would be beneficial to exploit existing capabilities
to establish if the AN continues to be large for positive xF at this energy. The possibility
to find pions at these energies depends on the possibility to reconstruct the photons that it
fragments to. It has been demonstrated that the photons at these energies can be detected
individually with the use of the Shower Maximum Detector (SMD), which is currently placed
in front of the FPD.
Further, the next step in jet reconstruction and Collins/Sivers separation would include
a full jet reconstruction. This can be done if one introduces a detector that is sensitive
to hadronic response, instead of having only an electromagnetic detector. Such a step was
carefully planned and is currently under way. Simulations have shown that with the proposed
upgrades to the existing electromagnetic detector, combining hadronic and electromagnetic
energy does measure the scattered parton energy very well, limited mostly by fragmentation
effects. The prediction is that the first jet reconstructions will be looked at during the RHIC
Run 11.
Finally, there are more physics goals that will get looked at with time. We would like to
test the prediction that AN for forward photon production will be negative. Detecting direct
photons rules out fragmentation functions, so it is also a test of Sivers/Collins contributions.
Next, the world is waiting to see if there is a sign change of the asymmetry relative to SIDIS
in Drell-Yan. Both of these goals have undergone serious study and have been simulated, to
find that they are feasible. It is very likely that we can see these results in the near future.
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Chapter 7.
Appendix
7.1. Electromagnetic showers
The overview of electromagnetic showers and passage of radiation through matter was mostly
adapted from C. Amsler et al. (Particle Data Group), PL B667, 1 (2008). High-energy elec-
trons (more than a tenth of a GeV) predominantly lose energy in matter by ”bremsstrahlung”
and high-energy photons by pair production. The characteristic amount of matter traversed
for these related interactions is called the radiation length X0, measured in g/cm
2. This
distance is both (a) the mean distance after which the electron energy has dropped to 1/e
of its initial energy, and (b) 7/9 of the mean free path for pair production by a high-energy
photon [35]. X0 is also an appropriate scale length for describing high-energy electromag-
netic cascades. X0 is calculated and usually tabulated. One overview can be found in [54].
A compact fit to the data provided there was made by Dahl:
X0 =
716.4 g/cm2A
Z(Z + 1) ln(287/
√
Z)
, (7.1)
where A stands for the element mass number and Z for its atomic number.
In general, electrons (and positrons) lose energy by ionization and brehmssthralung, al-
though other processes (Moeller scattering, Bhabha scattering, positron annihilation) con-
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tribute, as shown in figure 7.1. One can see from the figure that above 100 MeV the only signif-
icant contribution comes from brehmssthralung. An electron loses energy by bremsstrahlung
at a rate nearly proportional to its energy, while the ionization loss rate varies only logarith-
mically with the electron energy.
Figure 7.1: The contributions to electron (positron) loss in matter. Figure taken from PDG
review.
The critical energy Ec is sometimes defined as the energy at which the two loss rates are
equal [55]. The reference gives the approximation of
Ec =
800 MeV
Z + 1.2
. (7.2)
There are alternative definitions of the critical energy, but they don’t differ much in numerical
values. Among alternate definitions is that of Rossi [56], who defines the critical energy as
the energy at which the ionization loss per radiation length is equal to the electron energy.
This form has been found to describe transverse electromagnetic shower development more
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accurately. In case of lead Z = 82, so the critical energy is equal to about Ec ≈ 9.6 MeV.
The photons lose energy in matter in a variety of processes. Contributions to the photon
cross section in a light element (carbon) and a heavy element (lead) are shown in figure 7.2.
In the image, the following notation is used: σp.e. stands for the (cross section for the) atomic
photoelectric effect, σRayleigh stands for the Rayleigh coherent scattering, σCompton for the
Compton scattering off an electron, κnuc for the pair production in the nuclear field, κnuc for
pair production in the electron field and σg.d.r. for photonuclear interactions.
At low energies it is seen that the photoelectric effect dominates, although Compton scat-
tering, Rayleigh scattering, and photonuclear absorption also contribute. The photoelectric
cross section is characterized by discontinuities (absorption edges) as thresholds for photoion-
ization of various atomic levels are reached. One can see the increasing domination of the
pair production mechanism as the energy of the photon increases.
Form these considerations one can see that when a high-energy electron or photon is
incident on a thick absorber, it initiates an electromagnetic cascade as pair production and
bremsstrahlung generate more electrons and photons with lower energy. The longitudinal
shower development is governed by the high-energy part of the cascade, and hence it scales
as the radiation length in the material. Eventually, the electron energies fall below the critical
energy and then dissipate their energy by ionization and excitation. It is therefore convenient
to introduce the scale variables t = x/X0 and y = E/Ec. The mean longitudinal profile of the
energy deposition in an electromagnetic cascade is well described by a gamma distribution:
dE
dt
= E0b
(bt)a−1e−bt
Γ(a)
, (7.3)
where a and b can be obtained for a specific detector by fitting on this function. The
maximum tmax occurs on (a − 1)/b, which is equal to ln y + Cj, with j standing for an
electron or a photon. The factor C is equal to -0.5 for electron induced cascades and to
0.5 for photon induced cascades. The transverse development of electromagnetic showers in
different materials scales fairly accurately with the Moliere radius RM , given by RM ≈ 21
MeV X0/Ec. On the average, only 10 % of the energy lies outside the cylinder with radius
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RM . About 99 % is contained inside of 3.5 RM , but at this radius and beyond composition
effects become important and the scaling with RM fails. The distributions are characterized
by a narrow core, and broaden as the shower develops, so they are often represented as the
sum of two Gaussians.
Figure 7.2: The contributions to the photon cross section in a light element (carbon) and a
heavy element (lead). Figure taken from PDG review.
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7.2. Neutral pion characteristics
IG(JPC) = 1−(0−+)
The results printed here for the neutral pion are taken from C. Amsler et al. (Particle
Data Group), PL B667, 1 (2008) (URL: http://pdg.lbl.gov). Some results that have been
superseded by later experiments are omitted and may be found in Particle Data Group 1988
edition Physics Letters B204 1 (1988).
pi0 MASS
The value is calculated from mpi± and (mpi± −mpi0). The PDG fit gives
mpi0 = 134.9766± 0.0006 MeV .
To see recent revision of the charged pion mass see pi± mass listings in C. Amsler et al.
(Particle Data Group), PL B667, 1 (2008). The measurements of the difference of masses
of charged and neutral pion are listed here. Measurements with an error > 0.01 MeV have
been omitted.
Value (MeV) Source
4.5936± 0.0005 PDG fit
4.5936± 0.0005 PDG average
4.59364± 0.00048 J.F.Crawford et al., PR D43 46
4.5930± 0.0013 J.F.Crawford et al., PRL 56 1043
4.59366± 0.00048 J.F.Crawford et al., PL B213 391
4.6034± 0.0052 I.M. Vasilevsky et al., PL 23 281
4.6056± 0.0055 J.B. Czirr, PR 130 341
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pi0 MEAN LIFE
Measurements with an error > 1 · 10−17 s have been omitted. The PDG result error includes
a scale factor of 3.0 and can be seen on the image below. The second and the fifth listed
result measure pi0 decay widths Γ, and listed here are τ = ~/Γ.
Value (10−17s) Source
8.4± 0.6 PDG average
8.97± 0.22± 0.17 H.W. Atherton et al., PL 158B 81
8.2± 0.4 A. Browman et al., PRL 33 1400
5.6± 0.6 G. Bellettini et al., NC 66A 243
9± 0.68 JV.I. Kryshkin, A.G. Sterligov, Y.P. Usov, JETP 30 1037
8.4± 0.5± 0.5 D.A. Williams et al., PR D38 1365
Figure 7.3: Particle Data Group result for the pi0 mean lifetime.
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pi0 DECAY MODES
The results listed here for decay modes come from various sources. The references to these
sources can be looked up in the Particle Listings of the PDG mentioned at the beginning of
the section.
Mode Fraction (Γi/Γ) Confidence level
Γ1 2γ 0.98798± 0.00032 Sc.fac.=1.1
Γ2 e
+e−γ 0.01198± 0.00032 Sc.fac.=1.1
Γ3 positronium + γ (1.82± 0.29) · 10−9
Γ4 e
+e+e−e− (3.14± 0.30) · 10−5
Γ5 e
+e− (6.46± 0.33) · 10−8
Γ6 4γ < 2 · 10−8 0.9
Γ7 νν < 2.7 · 10−7 0.9
Γ8 νeνe < 1.7 · 10−6 0.9
Γ9 νµνµ < 1.6 · 10−6 0.9
Γ10 ντντ < 2.1 · 10−6 0.9
Γ11 γνν < 6 · 10−4 0.9
Other modes listed in the PDG violate either charge conjugation symmetry or the lepton
family number and are not listed here.
7.3. Kinematics of neutral pion decay
As seen earlier, the principal decay mode of a free neutral pion is pi0 → γγ. For a pion at
rest, in order to conserve the 4-momentum, the gamma rays have to be emitted back to back,
each with energy mpi0c
2/2. In all the subsequent equations I will set c=1. So, in the rest
frame, one can write:
θ′1 + θ
′
2 = pi ,
E′1 = E
′
2 = mpi0/2 . (7.4)
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Further on, since there is no preferred direction in space for the emission of gamma rays,
they must be emitted isotropically, i.e.,
dN
dΩ
=
1
4pi
. (7.5)
To obtain the distributions of energy and angles of gamma rays emitted by a moving pion,
one must make a Lorentz transformation from the pion rest frame to the frame where it is
moving with velocity β. This gives:
E1 + E2 = γmpi0 ,
E1 = γ
mpi0
2
(1 + β cos θ′1) ,
E1 sin θ1 =
mpi0
2
sin θ′1 ,
E1 cos θ1 = γ
mpi0
2
(β + cos θ′1) , (7.6)
where γ stands for 1/
√
1− β2.
θ′2
pi0 θ
′
1
θ2
pi0 θ1 β
Figure 7.4: Schematic view of a decay of a neutral pion. The left image show the decay in
the rest frame of the pion, the right image in the laboratory frame.
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One finds that the energy of a photon is related to its angle of emission by the expression
E1 =
mpi0
2γ(1− β cos θ1) . (7.7)
This distribution is shown on a MeV scale on figure 7.5 for various pi0 kinetic energies.
E
γ
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)
θγ
200= Tpi0(MeV)
100
50
10
1
0
Figure 7.5: Variation of Eγ with θγ for various energy pi
0 decaying in flight.
In a similar manner, one finds that the angles of emission of photons are related by the
expression
cos θ2 =
1
β
(
1− 1− β cos θ1
2γ2(1− β cos θ1)− 1
)
. (7.8)
The energy distribution of photons emitted by a moving pion is given by:
dN
dE1
=
dN
d cos θ′1
d cos θ′1
dE1
=
1
γβmpi0
, (7.9)
in the limits (Emin, Emax) and 0 elsewhere, where
Emin = γ
mpi0
2
(1− β) ,
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Emax = γ
mpi0
2
(1 + β) . (7.10)
So, the distribution is flat and broadens with increasing pion energy. This distribution, as
well as the energy limits where it is different from zero, are shown on figures 7.6 and 7.7.
d
N
/d
E
γ
(M
eV
)−
1
Eγ(MeV)
1= Tpi0(MeV)
5
10
20
50
Figure 7.6: Distribution in energy of the photons for different energy pi0 decaying in flight.
E
(M
eV
)
Tpi0(MeV)
Figure 7.7: Upper and lower energy limits where the distribution of energy of the photons
from pi0 decaying in flight is different from zero.
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Next, the angular distribution of the emitted photon is given by:
dN
dΩ1
=
1
2pi
dN
dE1
dE1
d cos θ1
=
1
4pi
1
γ2 (1− β cos θ1)2
. (7.11)
One can see that as the energy of the pion increases, the photon tends to be emitted in a
more forward direction. This is shown in figure 7.8.
d
N
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100
50
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0
Figure 7.8: The angular distribution of photons for different energy pi0 decaying in flight.
Another quantity that is important in investigating pion production by observing photons
is the opening angle between two photons, φ = θ1 + θ2. If the variation of the opening angle
is examined against the emission angle of one photon, one finds that there is a minimum
opening angle associated with a pion of a given energy. This angle is given by
φmin = 2 arcsin
(
1
γ
)
. (7.12)
The distribution of φ vs. the outgoing angle of one photon, θ1, as well as the dependence of
the minimal opening angle between the two photons as a function of the energy of the pion
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are shown on figures 7.9 and 7.10.
φ
γ
γ
θγ
1= Tpi0(MeV)
5
10
50
100
200
Figure 7.9: The dependence of the opening angle between the two photons as a function of
an outgoing angle of one of the photons.
φ
m
a
x
.
γ
γ
Tpi0(MeV)
Figure 7.10: The dependence of the minimal opening angle between the outgoing photons as
a function of the pion energy.
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Also, one can calculate the distribution in opening angle with the result
dN
dφ
=
1− β2
2β
cos(φ/2)
sin2(φ/2)
1√
β2 − cos2(φ/2) , (7.13)
for φ > arcsin(1/γ) and 0 elsewhere.
d
N
/d
φ
γ
γ
φγγ
200= Tpi0(MeV)
100 50 10 5 1
Figure 7.11: Distribution in the opening angle of the photons for different energy pi0 decaying
in flight.
From the distribution in the opening angle, one can observe that there is a focusing effect
that increases with increasing pion energy. That is, as the pion energy increases, it becomes
more and more probable for the photons to be emitted with the minimum opening angle. This
configuration is associated with the state where in which the two photons are emitted sym-
metrically at angles φmin/2 relative to the direction of the motion of the pion. This focusing
effect is of great importance in experiments looking for pions by photon reconstructions.
Another quantity of great importance is the laboratory angle θ between the direction of
a photon from pi0 decay and the direction of the pi0. One can get the general connection
between the two quantities by writing the relation between the energies of the photon in the
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rest frame of the pion and the lab frame, E′ = γE(1 − β cos θ) and squaring it. After some
manipulation, this becomes
Epi0(Eγ , θ) =
mpi0
(
E2γ cos
2 θ +
(mpi0
2
)2)
Eγ
(
mpi0
2 ± cos θ
√(mpi0
2
)2 − E2γ sin2 θ) (7.14)
One can see that for a given angle θ there are in general two values of Epi0 . Figure 7.12 shows
this dependence for different photon energies.
E
pi
0
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θ
200= Eγ(MeV)
400
600
800
Figure 7.12: The dependence of the energy of the pion on the outgoing angle of the photon.
Shown here are distributions for varying photon energies. The lower branch of the curves
corresponds to the + sign in the equation governing the distribution, and the upper to the
− sign. The solid points indicate where the lines meet and where the angle is maximal.
At the point where the curves meet, the angle reaches it’s maximum value. Here I
shall show what the value of this upper limit is. To find it, one can look at the transverse
momentum of a decay photon with respect to the direction of the pi0:
P⊥ = Pγ sin θ = Eγ sin θ . (7.15)
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This quantity is invariant with respect to the boost of the pi0 rest frame, so
P⊥ = P ∗⊥ = P
∗
γ sin θ
∗ =
mpi0
2
sin θ∗ . (7.16)
Comparing the two equations gives
sin θ =
mpi0
2Eγ
sin θ∗ . (7.17)
As long as θ ≤ pi/2, it is true that
sin θmax. =
mpi0
2Eγ
. (7.18)
However, there are cases when θ > pi/2, for which P|| < 0. Recalling the boost formalism,
one can show that in such case the minimal value for P|| is achieved when cos θ∗ = −βpi0 . In
that case it turns out that Eγ < mpi0/2. Thus, the result obtained earlier only holds for the
opposite case, Eγ > mpi0/2. One can go further and look at the case when Eγ >> mpi0 , as is
often the case in high energy experiments. Then the maximal angle condition transforms to
θmax. ≈ mpi0
2Eγ
. (7.19)
The proper distribution of the maximum angle, as well as it’s approximation, can be seen on
the figure 7.13.
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θ m
a
x
.
Eγ
Figure 7.13: The maximum angle between the pion and it’s outgoing photon as a function
of energy of the photon. The upper line is the proper distribution and the lower it’s ap-
proximation. The vertical line denotes the limit of Eγ = mpi0/2. At the energy of 128 MeV
the proper distribution differs by 5 percent from the approximation, while at 278 MeV the
difference becomes 1 percent.
Finally, one can generalize all that has been calculated and suppose that pi0s are produced
in some scattering process with distribution Npi0(Epi0 , θpi0), where the angle is measured with
respect to the beam direction. A detector is placed at angle θ to the beam and records
the energy spectrum Nγ(Eγ , θ) of the photons that strike it. Since the maximum angle
between the photon and its parent pion is negligibly small, the probability that a photon
hits a detector at a given angle is approximately the same as the probability that its parent
pion would have hit the detector. Then, according to previous results, the distribution of
the energy of photons is the same as that for pions. So, the number of photons Nγ(Eγ) that
appear in an energy interval dEγ is
Nγ =
2
γβmpi0
≈ 2
Epi0
, (7.20)
where the factor 2 arises because of the fact that there are two photons. So, if the pions
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are produced with an energy spectrum Npi0(Epi0 , θpi0) then the energy spectrum of the decay
photons in the detector centered on θpi0 is
Nγ(Eγ , θγ = θpi0) =
∞∫
Eγ
2
Epi0
Npi0(Epi0 , θpi0)dEpi0 . (7.21)
Taking the derivative, one finds
Npi(Epi, θpi) = −Epi
2
dNγ(Eγ = Epi, θγ = θpi)
dEγ
. (7.22)
So, if one knows the distribution of energies of the photons, it can be directly connected to
the distribution of the pions.
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7.4. Operational definition of the Collins angle
1. Find the coordinates of the multiphoton intercept point and the pion intercept point
in the STAR coordinates. Image given here is the STAR coordinate system along with
the STAR angle φ definition from the function atan2(yy,xx). Left is South (S), right is
North (N).
Figure 7.14: View of the detector faces in the STAR coordinate system
2. Put all the x coordinates in absolute values; this will insure mirror symmetry. Leave
the STAR angle as it is.
3. From the found coordinates, form vectors from the beamline to the MP intercept point
(p), and from the intercept point to the pion point (d). The vectors connecting the
beam line and the pion (MP) are the STAR angles φpi and φMP .
The angle between p and d is the Collins angle, designated here by γ. The next
illustration shows the calculated Collins angle if the MP intercept point is in the center
of a detector. The angle is found with acos(y,x), so it only takes on values from 0 to pi.
4. Finally, a further set of conditions is placed on the Collins angle, to define which are
negative, which not:
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Figure 7.15: Definition of the vectors in the Collins angle definition.
Figure 7.16: The calculation of the Collins angle with acos(y,x).
(a) In the S detector there is a single case since the STAR angle is continuous: If
φpi < φMP , the Collins angle is declared negative. This corresponds to all the
pions that are below the ”beam pipe - MP intercept” line.
(b) In the N detector there are more cases due to discontinuity of the φ at ±pi:
• If φMP > 0, as in the image, then the negative Collins angles will be all
φpi > φMP (up to pi), as well as all φpi < 0.
167
APPENDIX
Figure 7.17: The WN detector scheme for evaluating the sign of the Collins angle.
• If φMP < 0 then the negative Collins angles will be all φpi > φMP , but with
the condition that φpi < 0 (less negative STAR angles)
5. This way the bins are mirror symmetrical, with γ = 0 being further from the beam and
γ < 0 being the angles below the ”beam pipe - MP intercept” line.
Figure 7.18: The final result for the Collins angle calculation if the MP intercept point is in
the center of the detectors.
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7.5. Calculated asymmetries
Published Run 6 results
< xF > AN statistical error < xF > AN statistical error
0.20 0.00087 0.00130 -0.2 -0.00039 0.00127
0.23 0.00213 0.00157 -0.23 0.00032 0.00153
0.27 0.01021 0.00174 -0.27 0.00229 0.00170
0.32 0.02726 0.00315 -0.32 -0.00454 0.00307
0.37 0.03917 0.00579 -0.37 0.00390 0.00566
0.43 0.05333 0.01015 -0.43 -0.01457 0.00990
0.50 0.05989 0.02630 -0.5 0.01008 0.02574
Table 7.1: Published Run 6 results for the West detectors
< xF > AN statistical error < xF > AN statistical error
0.24 0.00571 0.00579 -0.24 -0.00442 0.00538
0.28 0.00192 0.00122 -0.28 -0.00030 0.00123
0.32 0.00909 0.00093 -0.27 -0.00098 0.00095
0.37 0.02343 0.00144 -0.32 0.00150 0.00147
0.43 0.03859 0.00228 -0.37 0.00131 0.00233
0.50 0.06916 0.00478 -0.50 -0.00547 0.00489
0.60 0.10345 0.01369 -0.60 -0.00381 0.01405
Table 7.2: Published Run 6 results for the East detectors
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Results obtained with the ”large cell live readout” condition
< xF > AN statistical error < xF > AN statistical error
0.20 -0.00069 0.00225 -0.20 0.00099 0.00219
0.23 0.00178 0.00253 -0.23 -0.00085 0.00246
0.27 0.01062 0.00249 -0.27 -0.00174 0.00242
0.32 0.02410 0.00403 -0.32 -0.00346 0.00390
0.37 0.04292 0.00705 -0.37 -0.00764 0.00685
0.43 0.05315 0.01208 -0.43 -0.01685 0.01172
0.50 0.07953 0.03132 -0.50 -0.02079 0.03029
Table 7.3: Results for the West detectors with the ”large cell live readout” condition
< xF > AN statistical error < xF > AN statistical error
0.28 -0.00176 0.00185 -0.28 0.00203 0.00188
0.32 0.00921 0.00106 -0.27 -0.00099 0.00108
0.37 0.02112 0.00156 -0.32 0.00187 0.00159
0.43 0.03663 0.00244 -0.37 0.00061 0.00249
0.50 0.07121 0.00511 -0.50 -0.00336 0.00522
0.60 0.09546 0.01440 -0.60 -0.01528 0.01473
Table 7.4: Results for the East detectors with the ”large cell live readout” condition
170
APPENDIX
7.6. The STAR collaboration
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