Abstract. Let M be a closed linear subspace of a normed linear space X. For a given f ∈ X denote by P M f the set of best approximations to f from M . The operator P M is termed the metric projection onto M . In this paper we are interested in the stability of the metric projection P M relative to perturbations of the subspace M . We mainly consider the case where
1. Introduction. Let X be a normed linear space and consider a subset M of X. For a given f ∈ X denote by P M f the set of best approximations to f from M . Thus
P M is said to be the metric projection operator onto M . In general, P M f is a setvalued mapping, i.e., for each f it might be the empty set, a single value in M , or a set in M . In this paper we always assume that P M f is nonempty and also that P M f is single-valued, i.e., we have the uniqueness of the best approximation, unless otherwise stated (cf. Corollary 2.6 and 2.7). A natural question that arises with respect to P M is its stability. The stability of P M f with respect to small perturbations of f , that is, continuity properties of the metric projection, has been investigated in the literature; see, e.g., Holmes and Kripke [7] , Björnestål [3] . In this note we are interested in a different problem, namely: How stable is the metric projection P M relative to small perturbations of the closed linear subspace M ? Let M and N be closed linear subspaces of X. To address the above question we recall a measure of the distance between the subspaces M and N . There can be different such measures. A measure that will be convenient for our purposes is This measure is symmetric in M and N , equals 0 if and only if M = N , and is a number between 0 and 1. This measure was introduced in Krein and Krasnosel'skii [9] in the Hilbert space setting and was later extended to Banach spaces in Krein, Krasnosel'skii, Consider these suprema in our Hilbert space setting. We have that Note that from the self-adjointness of projections we also have (1.5) (I − P N )P M = P M (I − P N ) , (I − P M )P N = P N (I − P M ) .
Since P M − P N = P M (I − P N ) − (I − P M )P N and P M (I − P N ) ⊥ (I − P M )P N , it follows that (1.6)
Now using the fact that P 2 N = P N , we have from (1.4) that for any f ∈ H
Similarly, we obtain for the second term in (1.6) using that (I − P N )
Applying (1.5) and (1.4) yields (1.8)
Finally, substituting (1.7) and (1.8) in (1.6), we obtain
which verifies that
It remains to show that this upper bound is sharp. By the symmetry of notation (1.1) we can assume without loss of generality that given any > 0 for some m ∈ M, m = 1, we have m − P N m ≥ d(M, N ) − . Then evidently,
What about the exact value of d(M, N ) in this Hilbert space setting? As we know (see Proposition 1.1), if M and N are subspaces of different dimensions or different co-dimensions, then d(M, N ) = 1. We consider the case where M and N are both finite-dimensional subspaces of the same dimension or both subspaces with the same finite co-dimension. 
. . , a r ). Then, continuing the above we get
It is well known that
where λ 2 r is the smallest eigenvalue of GG * . Note that d(M, N ) is actually the maximum of two quantities. But the above expression is symmetric in M and N . Thus
With regards to the above result, see Golub and Van Loan [6, section 2.6], where they consider subspaces M and N of R n of equal dimension, define the distance between these subspaces as P M − P N , and obtain Proposition 1.4. 
where λ r is the smallest s-number of the matrix G.
In section 2 of this paper we outline a general approach to the study of stability of the metric projection P M based on strong uniqueness. This approach will be shown to provide stability estimates whenever strong uniqueness of some order holds with respect to M or N . However it does not always lead to the best possible rates of stability. In section 3 we shall show that for L p , p ≥ 2, somewhat more delicate considerations based on smoothness of the norm lead to sharper estimates for the stability of P M if nonzero functions of the finite-dimensional subspace M do not vanish on sets of positive measure. We also consider the case where both M and N are subspaces of co-dimension 1. Finally, in section 4 we state some open problems.
Stability of the metric projection is, of course, a highly desirable property. It is, however, not always present. Consider the following simple example.
Example. For t ∈ (0, 1), let M t = span{(1, t)} and N t = span{(1, −t)} be onedimensional subspaces of R 2 endowed with the uniform norm. It is readily verified
which does not converge to 0 as t tends to 0. That is, there is no stability. In this example P Mt f and P Nt f tend to two different best approximations to f from the subspace span{(1, 0)}.
Stability of the metric projection and strong uniqueness.
In this section we outline a general approach to the study of the stability of the metric projection based on strong uniqueness type results. Strong uniqueness of best approximations has been extensively investigated over the past 40 years; see the recent survey Kroó and Pinkus [12] . We start with the relevant definitions. We assume, as previously, that M is a closed linear subspace of a normed linear space X, and P M is its corresponding metric projection. Note that P M is in general not a linear operator.
Definition 2.1. The metric projection P M is said to be strongly unique of order α > 0 at M if for each f ∈ X and every m ∈ M we have 
Then from (2.1) and the triangle inequality we get
By the mean value theorem, this equals
for all t > 0, which is impossible. Remark. It is also straightforward to verify that whenever the metric projection is strongly unique of order α at M with constant γ M (f ) in (2.1), then it is also strongly unique of order β at M for all β ≥ α with constant γ M (f ) β/α . The simplest case is where X is a Hilbert space because then
The main result of this section is an estimate for the stability of the metric projection under the assumption of strong uniqueness.
Theorem 2.1. Let M be a closed linear subspace of the normed linear space X such that the metric projection P M satisfies the strong uniqueness condition (2.1). Then for any f ∈ X and every other closed linear subspace N ⊂ X we have
The proof of this theorem is more easily understood if we first prove an ancillary result.
Proposition 2.2. For f ∈ X and closed linear subspaces M and N we have
which verifies (2.3). To prove (2.4) we write, using (2.3) and (2.5),
and this leads to the desired estimate.
We now prove Theorem 2.1. Proof. For given f ∈ X, apply the strong uniqueness inequality (2.1) with m = P M P N f and use (2.4) to obtain
Since α ≥ 1 and d(M, N ) ≤ 1, we have as a simple consequence of the mean value theorem
Thus from (2.6) we obtain
Finally, from (2.7) and (2.5) we get
where we used the fact that
Let us obtain strong uniqueness estimates of the form (2.1) for the spaces L p , 1 < p < ∞. From Smarzewski [15] we have the following result. 
2−p and s is the unique positive zero of the function
It can be shown that this c p satisfies
For the spaces L p , 1 < p ≤ 2, we have the following result of Smarzewski [18] .
The main consequences of Propositions 2.3 and 2.4 are that they specify orders of L p strong uniqueness, namely, α = 2 for 1 < p < 2 and α = p when 2 < p < ∞, and the constants γ M (f ) are here chosen independent of both f and M . As an application of Theorem 2.1 we therefore have the following.
where c p is as in Proposition 2.3. For 1 < p ≤ 2 we have
We do not claim that these upper bounds are sharp The case p = ∞ is quite different. If M is a finite-dimensional real Haar space (that is, one always has uniqueness of the best approximation from M ) in C(K), K a compact Hausdorff space, then it is known that strong uniqueness of order α = 1 holds. This result, due to Newman and Shapiro [13] , was where the concept of strong uniqueness was first introduced. However it is also known that the constant γ M (f ) depends upon f and M and is not uniformly bounded from below away from zero as we vary over, say, all f in the unit ball of C(K). Thus we have here the optimal order 1 of strong uniqueness, but we have to pay a price in complications due to γ M (f ). If M is a finite-dimensional complex Haar space in C(K), K a compact Hausdorff space, then it is known that uniqueness of order α = 2 holds. See Newman and Shapiro [13] , Smarzewski [17] , and Kroo and Pinkus [12] for fuller details. Thus we obtain the following.
Corollary 2.6. If M is a finite-dimensional Haar space in C(K), K a compact Hausdorff space, then for any closed linear subspace N in C(K) and any
where β = 1 in the real case, β = 1/2 in the complex case, and c M,f is a constant depending on f and M . It should be noted that in Corollary 2.6 we do not require that the second subspace N be a Haar space. The metric projection P N can be set-valued, and (2.8) holds with any element of best approximation from P N f . Thus, as a by-product, we obtain an upper bound for the diameter, diam P N f , of the set P N f via the distance between M and N .
Corollary 2.7. If M is a finite-dimensional Haar space in C(K), K a compact Hausdorff space, then for any subspace N in C(K) and any
β with β = 1 in the real case, β = 1/2 in the complex case, and the constant c M,f depending on f and M as in (2.8).
Finally, let us mention that in the case of L 1 -approximation a space M being a Haar space is only possible when we restrict ourselves to approximating functions from the smaller space C 1 (K) of continuous functions endowed with the L 1 norm. It is also known that if M is a finite-dimensional Haar space, then strong uniqueness in the sense equivalent to (2.1) holds (see Kroó [11] ), but the size of the α in (2.1) will in general depend upon f and M and can be arbitrarily large. On the other hand, from results due to Angelos and Schmidt [2] and Smarzewski [16] , it is known that if M is a finite-dimensional subspace of L 1 (K, μ), μ a nonatomic positive measure, then the set of f ∈ L 1 (K, μ) that have a strongly unique best approximant from M (in the classic sense where
Here is an example showing that in L 1 the stability of the metric projection can be of arbitrary order depending on f .
Example. In L 1 [−1, 1] let M := span{1} be the set of constant functions, N := span{g}, where
and t is any fixed value in (0, 1). d(M, N ) can be easily calculated since 1 is the best approximation to g from M , while g is the best approximation to 1 from N . In fact
and the characterization of best L 1 -approximation, see Pinkus [14] , it follows that
a g is the best approximation to f from N . Hence
On the other hand we clearly have d(M, N ) ≤ t. This means that the quantity
β with a β independent of a (i.e., independent of f ) and a constant c M,f independent of N . This is very different from the situation in L p , p > 1, or C(K), where such a β always exists.
Stability of the metric projection in
In this section we show that with a different approach, a better stability estimate for the metric projection in L p , p > 2, can be exhibited. More explicitly, we prove that when a certain (reasonable) property holds for the finite-dimensional subspace M , then for every subspace N of the same dimension we have that r arbitrary elements g 1 , . . . , g r of X, we have that for all f ∈ X \ M the limit
exists, where t ∈ R and M + tG = span{m 1 + tg 1 , . . . , m r + tg r }. What we here term Gateaux differentiability is nonstandard in the sense that the directional differentiability of the metric projection is defined with respect to the subspace M . The Gateaux derivative of the metric projection P M f with respect to f (not M ) was studied in L p , p > 2, see, e.g., Holmes and Kripke [7] . Throughout this section we assume that μ is a positive measure on a set K and L p (K, μ) is the usual set of real-valued μ-measurable functions f defined on K for which |f | p is μ-integrable over K with the standard L p norm.
Note that if dim M > 1, then this implies that μ must be a nonatomic measure. We assume that μ is a nonatomic measure in what follows. We first prove the following result characterizing Gateaux differentiable metric projections in L p (K, μ). We first prove some results that will used be in the proof of Theorem 3.1. Let m 1 , . . . , m r be a basis for M . As M is finite-dimensional, there exist constants C 0 , c 0 > 0 such that
. For any given g 1 , . . . , g r , set G = span{g 1 , . . . , g r } (we do not demand that G be r-dimensional) and let
. . , r, and c 0 as given in (3.1). If |t| ≤ c 0 /2, then for all {a
Proof. From the triangle inequality
From (3.1), |t| ≤ c 0 /2, and g i p ≤ 1 for all i, we can continue this as
which is the first estimate of the lemma.
we have by the previous estimate, 
From symmetry considerations it therefore follows that
is continuous in t and the best approximation is unique (we have a strictly convex norm) we must have P * f = P M+t0G f and a * j = a j (t 0 ). This is a contradiction, hence the lemma holds.
Proof of Theorem 3.
By the well-known L p -orthogonality it follows that for every t
Taking into account that p ≥ 2, straightforward differentiation yields at t = 0 and (a 1 , . . . , a r ) = (a 1 (0), . . . , a r (0)),
and
at (a 1 , . . . , a r ) = (a 1 (t), . . . , a r (t)), and let J (t) be the determinant of the matrix resulting from J(t), where we replace its th column by
. We first claim that
for some (b 1 , . . . , b r ) = 0. But this then implies that
, then we actually get K m 2 dμ = 0, which is an immediate contradiction. For p > 2 we see that this implies that m vanishes μ-a.e. on the set where f − P M f does not vanish. Since f ∈ L p (K, μ) \ M this contradicts our assumption that M satisfies the Z μ property. Hence J(0) = 0.
By the implicit function theorem
Now, by Lemma 3.3, the functions a i (t) are continuous functions of t for t sufficiently small. Thus we obtain
implying that P M is in fact Gateaux differentiable at M . Assume p > 2 and M does not satisfy the Z μ property. We will prove that P M is not Gateaux differentiable at M . 
Whatever the choice of a 1 , it follows from the fact that the identically zero function is the best L p (K, μ) approximation to f from M on D and the identically zero function is the best
this reduces to considering the
Assume t > 0. The standard p 2 orthogonality implies that the infimum (minimum) is uniquely attained by a * 1 (t) satisfying
As t > 0, this implies that sgn(1 − a *
The right-hand side of (3.4) tends to zero as t ↓ 0, and
Thus a * 1 (t) → 0 as t ↓ 0, which implies that a *
for t > 0 sufficiently small. We therefore have
for t > 0 sufficiently small.
Recall that P M f = 0 and P M+tG f = a * 1 (t)( m 1 + tf ). Thus from (3.5) we have (3.6)
for t > 0 sufficiently small. Since p > 2 this proves that P M is not Gateaux differentiable at M .
We now present the main result of this section. We prove that if the Z μ property holds for a finite N ) . Moreover the Z μ property is necessary to attain this improvement.
Furthermore, the Z μ property of M is necessary in order for the above estimate to hold. Proof. The necessity of the Z μ property follows by the same argument as in the proof of Theorem 3.1. That is, if M does not satisfy the Z μ property, then from (3.6) and the result of Lemma 3.2, namely, the estimate
where c 0 > 0 depends only on M , it follows that we cannot have
where c M,f is independent of t.
We use the previous notation for M + tG and P M+tG , and for f ∈ L p (K, μ) we set
As in the proof of Theorem 3.1, for i = 1, . . . , r, set
Thus, for every t,
Furthermore, for (a 1 , . . . , a r ) = (a 1 (t) , . . . , a r (t))
Set J(t) = det(y ij (t)) In what follows, all constants c k will depend upon, at most, M and f . We first get a bound on |y ij (t)|. From twice applying Hölder's inequality we have (3.7)
It remains to consider the dependence of y i,j (t) on t. Note that by Corollary 2.5 of the previous section we have for p > 2
for some constant c p depending only upon p. From Lemma 3.2, we have
and therefore (3.8)
it is easy to see that
where the O(t) term can be bounded above by 3(p − 1)t f p−2 p , just as in the estimate (3.7). We estimate the above integrand as follows. For 2 < p ≤ 3 we have
and thus by the above, twice applying Hölder's inequality, and the fact that m i p = 1 we obtain
For p > 3, we have by the mean value theorem
Applying Hölder's inequality we obtain
Continuing we see that
Again applying Hölder's inequality and the fact that m i p = 1 we get
Furthermore, by the triangle inequality From Lemma 3.2, the {m i + tg i } r i=1 are linearly independent, and thus N = span{n 1 , . . . , n r } and P M+tG f = P N f . From (3.12) we therefore obtain 
The proof of Theorem 3.4 is complete.
Remark. From a reading of the proof of Theorem 3. 
Here we do not need to assume that μ is a nonatomic measure.
In this next example we consider
If M is a one-dimensional subspace spanned by m, then for every f such that m(f − P M f ) is not the zero element we have 
The minimum is attained when
where 1/p + 1/q = 1, and
On the other hand, also from symmetry considerations, we have max n∈N t n p=1 Thus, since p ≥ 2, we have
1/(p−1)
for t > 0 small, and this is the optimal possible power. By symmetry, when considering N t for t ∈ (−1, 0), the same estimate holds except that we replace t by |t|. Note that this is better than the power 1/p guaranteed by Corollary 2.5 but worse than linearity. A more detailed calculation shows that for f = (a, 1), any a ∈ R, we have P M f = (a, 0) and where h, g ∈ X * . Assume h X * = g X * = 1 and also that there exist r, s ∈ X, r X = s X = 1 for which h(r) = g(s) = 1. That is, we assume that h and g attain their norms on r and s, respectively. In this case we have Note that
Furthermore, essentially by definition,
Thus, from (1.2)
We can always replace h by −h and thus r by −r. So let us assume that h − g X * ≤ 2d(M, N ). Then
From the previous inequality
and we also have
Thus (3.13)
It remains to estimate r − s X . That is, if h X * = g X * = r X = s X = 1 are such that h(r) = g(s) = 1, and h − g X * ≤ 2d(M, N ), can we get a good estimate for r − s X ? We claim that the following results hold in L p , 1 < p < ∞. 
