We study algorithms for matching user tracks, consisting of time-ordered location points, to paths in the road network. Previous work has focused on the scenario where the location data is linearly ordered and consists of fairly dense and regular samples. In this work, we consider the multi-track map matching, where the location data comes from different trips on the same route, each with very sparse samples. This captures the realistic scenario where users repeatedly travel on regular routes and samples are sparsely collected, either due to energy consumption constraints or because samples are only collected when the user actively uses a service. In the multi-track problem, the total set of combined locations is only partially ordered, rather than globally ordered as required by previous map-matching algorithms. We propose two methods, the iterative projection scheme and the graph Laplacian scheme, to solve the multi-track problem by using a single-track map-matching subroutine. We also propose a boosting technique which may be applied to either approach to improve the accuracy of the estimated paths. In addition, in order to deal with variable sampling rates in single-track map matching, we propose a method based on a particular regularized cost function that can be adapted for different sampling rates and measurement errors. We evaluate the effectiveness of our techniques for reconstructing tracks under several different configurations of sampling error and sampling rate.
INTRODUCTION
Map matching is the procedure for determining the path of a user on a map from a sequence of location data (which we refer to as track ). This process serves as a common preprocessing step for reasoning about traffic on the road network as well as for providing better location-based services [8, 9, 1, 11] . Converting a track to a topological path on a map not only makes it easier to reason about paths, but also leads to reduced storage requirements and more efficient operations on the same. Some examples of such operations are comparison of tracks, which is significantly more efficient to do on a discrete road network than as polygonal lines on the plane, querying and retrieval of tracks based on similarity to other tracks [5] .
Due to its importance, many methods for map matching have been previously proposed [8, 10, 9, 11, 2] , focusing on matching a single sufficiently dense and accurate sequence of locations. In this work, we consider the multi-track map matching problem, where we are given a number of tracks generated from trips through the same path, and we wish to recover the underlying path that generates these tracks. The problem is much more challenging than the single-track problem since each track contains a small number of samples (i.e. sampling intervals are large). This captures the realistic scenario where users repeatedly travel on regular routes, and samples are sparsely collected due to restraints in energy consumption on the mobile device.
The main challenge in multi-track map matching is that in combining data from multiple tracks, global ordering on all samples is not available, a necessary condition for applying existing single-track map matching algorithms. Instead, each track only provides the order on a subset of locations. If we apply the map matching algorithm on each individual track, we would obtain paths with very poor quality given the low sampling rate on each path.
In this work we present multi-track map matching algorithms in which partial orders from input tracks are "aggregated" to form an appropriate global order, after which we can reduce the problem to single-track map matching.
In summary, our main contributions are:
• We study the multi-track map matching problem, and propose two methods for solving it. Our general approach consists of (a) merging multiple tracks into a single one and (b) running it through a single-track algorithm. We propose two methods for merging tracks: an iterative projection scheme and a graph Laplacian scheme. We also propose a generic framework to remove outliers by aggregating the matching results from multiple sub-samples.
• We revisit the single-track map matching problem, formulate an optimization problem and prove rigorously that the solution to this optimization achieves optimal path reconstruction in terms of the minimax risk for a simplified model. While the optimization problem resembles previous hidden Markov model (HMM) methods, our approach allows a principled way to adapt its parameter according to properties of the input data.
• We evaluate the effectiveness of our proposed techniques for reconstructing tracks under several different configurations of sampling error and sampling rate. The evaluations are done on the dataset available in [7] . The dataset contains tracks collected from real users in Seattle, WA, using commercially available consumer grade GPS device. Our results indicate that the proposed approaches lead to reasonable estimates of the route, significantly better than what would be achieved in case tracks were map matched individually.
PROBLEM STATEMENT
In this section, we define some notations and formally present the map matching problem. We assume that the user traverses a path Γ on the road network with some bounded velocity. At time instants t1, · · · , tn, her location is recorded by the GPS device or obtained by other localization methods. Each measured data consists of a time-stamped latitude/longitude pair, which is subject to some noise. Denote the actual location of the user at time tj by γj and let γj be the measured location at time tj (γj,γj ∈ R 2 ).
The location noise is distributed as a zero-mean Gaussian vector with variance σ 2 , i.e., γj −γj ∼ N(0, σ 2 I2×2). We call the time-stamped sequenceΓ = (γ1, . . . ,γn) a track. In this paper, we consider the following two problems.
• Single-track map matching. We are given a single track Γ. Since locations are time-stamped, there exists a global ordering on the locations in the time domain. The aim is to reconstruct the path Γ fromΓ.
• Multi-track map matching. Several user tracksΓ1, · · · , Γm are available, all generated from traveling on a single path Γ. This models the scenario where the tracks are collected over different days or from different users traveling across Γ. The goal here is to use all the tracks to recover the path. Note that in this case, there are only partial orders on the locations in the time domain.
The map matching problem becomes more challenging when the location measurement error is high and/or when the sampling rate is too high or too low. Furthermore, for the same number of sample points and the same measurement error, the multi-track map matching is inherently more challenging as it lacks a global ordering of the points.
In solving the map matching problem, we implicitly assume that the user tends to travel on the shortest (quickest) path. This is an important assumption that facilitates finding good matches.
In order to evaluate the quality of a map matching algorithm, we need a way to measure the similarity between two paths on the map. We can view each path Γ as the set of road segments it contains. We define the similarity between two paths as
where for a set S of road segments, (S) denotes the total length of the road segments in S. Notice that this measure captures both false negative and false positive segments on the matches. In the following, we denote the Euclidean distance by · and the shortest path distance by · d . For a path P and two points x, y ∈ P , we denote the length of P between the points x, y by xy P .
SINGLE-TRACK MAP MATCHING

Algorithm
Our method is based on minimizing a regularized cost function that balances two types of errors in measuring the quality of a path: the data error, which measures the fidelity of the path to the data points, and the model error, which measures the "niceness" of the obtained path.
Formally, our method maps eachγj to a point xj on the road network. The produced path then consists of consecutive shortest paths that connect xj and xj+1 for j = 1, . . . , n − 1. For the path defined by X = (x1, . . . , xn), the quality of the match is measured by the following regularized cost function.
where xy d represents the driving distance between two points x and y on the road network, i.e. the length of the shortest path between x and y. The above cost function contains two terms: the former measures the distance of the observed points to the path and corresponds to the data error. The latter measures the local optimality of the path and corresponds to the model error. The regularization parameter λ balances between these two terms and plays a crucial role in the estimator error.
Given the cost function C λ (Γ, X), the map matching algorithm finds the sequence that minimizes C λ (Γ, X) to serve as the matched path. We denote the outcome as
Since finding the global minimum is difficult, our implementation, to be described later, actually finds an approximate solution.
The cost function C λ (·, ·) is very similar to what has been used in previous methods based on Hidden Markov Models (HMM) [8, 10, 9] (with minor variations in modeling the error). However, in all previous work, λ is set to a constant. One of the focus of our work is to study the impact of λ on the match quality and to present guidelines for choosing the optimal λ for a given input.
Choosing the regularization parameter
We will show, through both theoretical and empirical studies, that the regularization parameter λ has significant impact on the matching quality. For the theoretical analysis, we consider a simplified model and present an asymptotically optimal choice of λ for the model. Later, we evaluate the choice of λ through experiments with real data and show the same trend as theoretically predicted.
For an intuitive understanding of the effect of λ, consider the extreme cases λ = 0 and λ = +∞. In the first case, all weight is put on fidelity to the measured data. Therefore, the obtained path is the one passing through the projections of measured data onto the nearest road. While the location data is important as the sole indicator of the path, naively matching each noisy point to the nearest road will result in unsuitable paths involving short loops or U-turns, and overall a peculiar driving behavior. In the second case, the emphasis is on finding a quick path; As a result, lots of geometrical details in the original path will be missing in the recovered one.
For a better understanding of the effect of λ, we study a simplified model and characterize the optimal choice of λ for it. In the model, we consider the situation where the sampling rate is high so the shortest path distance can be approximated by the Euclidean distance between the two endpoints. For a given regularization parameter λ andΓ = (γ1, . . . ,γn), let A λ (Γ) denote the optimal solution under λ,
Notice that in this model, we use the Euclidean distance rather than the shortest path distance in the cost function.
To evaluate the quality of matching, we adopt the standard minimax risk framework [3] . Let Γ = (γ1, . . . , γn) be the ground truth. We require Γ to satisfy the condition γjγj+1 ≤ cL/n , j = 1, · · · , n − 1 ,
where L is the total length of the path and c is a constant dependent on factors that upper-bound the distance between consecutive samples, such as speed-limit. Recall that for an observed sequence of locationsΓ = (γ1, · · · ,γn), we havẽ γj = γj + σgj, where gj are independent standard Gaussian noises. Therefore,Γ follows the distribution N(Γ, σI). We use the mean squared error to measure the quality of the output, i.e. for a match X = (x1, . . . , xn), let e(Γ, X) = 
The minimax risk of a map matching method is R(M ) = maxΓ E(M, Γ), where Γ is taken among all the samples satisfying (3) . We can show that Theorem 3.1. With the above notation, we have
for some constants c1, c2 > 0. R is minimized when
The proof of the above theorem requires some involved analysis which we omit from this abstract. Instead, we discuss some implications of the above theorem.
1) Large values of λ put emphasis on minimizing the path length and may lead to large data errors (first term in (5)). Meanwhile, small values of λ allow the model to become finely tuned to noise, potentially leading to large model errors (second term in (5) ). The optimum choice of λ is a balance of the two error terms.
2) The optimal λ * = Θ((nσ/L) 4/3 ) increases with either n or σ and decreases with L. Intuitively, this means that we need to put more weight on the model error when the location measurement is noisy or when the sampling rate is high. We shall verify this observation later via experiments.
3) The optimal minimax risk, O((σ 2 L/n) 2/3 ) → 0 when n → ∞. In other words, noise and under sampling have a similar effect on the error. For any value of σ 2 , the error can be made arbitrarily small by increasing the sampling rate. But this is not true if we choose a constant λ since the second term then remains constant. This partly explains the paradoxical phenomenon, as observed in [10] , in which the quality of a map matching algorithm deteriorates when the sampling rate is very high.
4) The algorithm based on the regularized cost function is asymptotically optimal (in the order of magnitude of the minimax risk) among all the matching algorithms! We find this quite surprising given the simple formulation of the algorithm and the vast options of estimators.
Theorem 3.1 and the above discussion applies to the simplified model in which we replace the shortest path distance by the Euclidean distance. However, as we shall show in our experiments, the above statements qualitatively hold for the map-matching problem. Thus they serve as good guidelines for choosing λ.
Note that the optimal choice of λ depends on the measurement noise σ which is unknown a priori. We use a crossvalidation technique to estimate the parameter σ from the measurements. We refer to [6] for the details.
Implementation
The global optimization with respect to the cost function (2) is possible but time consuming. We employ a pruning procedure to reduce the solution space to a smaller set of candidates and then apply dynamic programming to compute the minimum solution in the pruned set. The resulting algorithm is similar to HMM-based methods [8, 10, 9] .
We first construct a multipartite graph G with the j th part corresponding to the measurementγj. For each part, we consider a small set of road points, which we call match candidates, one of which will be matched toγj. The match candidates should be chosen such that they represent well all the possible points that might have generatedγj. On the other hand, we need to keep its size small for fast computation.
In our implementation, for eachγj, we consider the road segments that are within 200 meters from it. On each of these road segments, we consider N + 1 match candidates including the nearest point on the road segment toγj along with N other points evenly spaced on that road segment. The role of these N extra candidates (per segment) is to increase the algorithm flexibility in choosing matches, especially when the location error is large or when the sampling rate is too high. In all of our experiments, we choose N = 3. To every vertex in part j, corresponding to point x on the map, we assign the value γjx 2 .
We then connect every vertex in part j to every vertex in part j + 1. To each edge between points x and y, we assign the edge weight λ xy 2 d . We then compute the minimum weighted path in graph G and output the points on the path as the match. The weight of the path is calculated by summing up all the edge and the vertex weights on the path. We use standard dynamic programming algorithm to compute the optimal path in this graph. To efficiently compute the edge weights, we use the contraction hierarchy shortest path software developed by [4] .
MULTI-TRACK MAP MATCHING
In multi-track map matching, we are only provided with partial orderings on the samples (corresponding to different tracks). The idea it to aggregate samples from different tracks by finding a global ordering on the entire set of samples, and then apply the single-track map matching algorithm.
We first propose two methods to obtain a global ordering on locations. We then introduce a boosting process that further enhances the performance of both methods.
Iterative projection method
For any given path P , we define the order of a set of points S with respect to P as follows. We first compute, for each point s ∈ S, the nearest points, called the projection of s, on P . We then order S according to the order ofs on P . In the iterative projection method, we choose an initial path and then order all the points with respect to the path. Once we obtain the order, we run the single-track map matching algorithm on the points with the computed order. The resulting path becomes the new candidate path, and we repeat the above process until either the process converges or it has been run for too many rounds. We refer to [6] for further details.
Graph Laplacian Method
In this approach, we define a distance metric Dij between any two samplesγi,γj, which estimates the path distance between the original samples γi and γj on the real path. Note thatγi andγj may have come from different tracks.
We then form the Laplacian using exponential weights,
k =i exp(−cD ik ) i = j Once we have L, we invoke the standard Laplacian method, i.e. compute the eigenvector v corresponding to the second smallest eigenvalue of L; sort the values in v; return the sorted order π as the global order of the points. We refer to [6] for a thorough discussion on this method and the intuition behind it.
Boosting Process
Both the iterative projection scheme and the Laplacian method are susceptible to noises, especially when there are outlier points with large error. The outlier points may cause either method to get trapped into some wrong path. To fix this problem, we introduce a boosting process to improve the robustness of both methods against outliers. The boosting process is fairly generic and does not depend on any particular ordering method. From the set S, we generate m subsets, namely S1, . . . , Sm. Each Si is obtained by sampling the data points in S with some probability p. Hence E|Si| = p|S|. Then, an ordering algorithm (either the iterative or the Laplacian method) is used to return a global ordering on the set Si, denoted by πi. The aggregation block in the algorithm takes the orderings π1, . . . , πm as input and returns an ordering π which is the most consistent one to the orderings π1, · · · , πm in the following sense.
The consistency score of two orders is defined as the number of pairs they agree on subtracted by the number of those they do not. Here we do not require the two orders to be defined on the exactly same set of elements. When they do not, we consider only the elements common to both. For-mally, cons(π1, π2) = |{(i, j) : (π1(i) − π1(j))(π2(i) − π2(j)) > 0}| − |{(i, j) : (π1(i) − π1(j))(π2(i) − π2(j)) < 0}|.
The aggregator then attempts to find π * = argmax π∈Π m X k=1 cons(π, π k ) , where Π is the set of all possible orderings on all subsets of S. The reason that we do not insist π to be a full order is that it would allow the flexibility of excluding outliers from the input data. We refer to [6] for an algorithm that finds the order π * .
EXPERIMENTS
We evaluated the performance of the proposed algorithms on data generated from real tracks. We also evaluated the effect of the regularization parameter on the matching performance, under different configurations of measurement error and sampling rate, and compared the results with the theoretically predicted trends mentioned in Section 3.2. We refer the interested reader to [6] for the experimental results.
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