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Abstract
Orthogonality is widely used for training deep neural
networks (DNNs) due to its ability to maintain all singular
values of the Jacobian close to 1 and reduce redundancy
in representation. This paper proposes a computationally
efficient and numerically stable orthogonalization method
using Newton’s iteration (ONI), to learn a layer-wise or-
thogonal weight matrix in DNNs. ONI works by iteratively
stretching the singular values of a weight matrix towards
1. This property enables it to control the orthogonality of
a weight matrix by its number of iterations. We show that
our method improves the performance of image classifica-
tion networks by effectively controlling the orthogonality to
provide an optimal tradeoff between optimization benefits
and representational capacity reduction. We also show that
ONI stabilizes the training of generative adversarial net-
works (GANs) by maintaining the Lipschitz continuity of a
network, similar to spectral normalization (SN), and further
outperforms SN by providing controllable orthogonality.
1. Introduction
Training deep neural networks (DNNs) is often difficult
due to the occurrence of vanishing/exploding gradients [7,
16, 51]. Preliminary research [39, 16] has suggested that
weight initialization techniques are essential for avoiding
these issues. As such, various works have tried to tackle
the problem by designing weight matrices that can provide
nearly equal variance to activations from different layers [16,
21]. Such a property can be further amplified by orthogonal
weight initialization [58, 46, 62], which shows excellent
theoretical results in convergence due to its ability to obtain
a DNN’s dynamical isometry [58, 53, 72], i.e. all singular
values of the input-output Jacobian are concentrated near
1. The improved performance of orthogonal initialization is
empirically observed in [58, 46, 53, 70] and it makes training
even 10,000-layer DNNs possible [70]. However, the initial
orthogonality can be broken down and is not necessarily
sustained throughout training [71].
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Figure 1. ONI controls a weight matrix’ magnitude of orthogonality
(measured as δ = ‖WWT − I‖F ), by iteratively stretching its
singular values towards 1.
Previous works have tried to maintain the orthogonal
weight matrix by imposing an additional orthogonality
penalty on the objective function, which can be viewed
as a ‘soft orthogonal constraint’ [51, 66, 71, 5, 3]. These
methods show improved performance in image classification
[71, 76, 40, 5], resisting attacks from adversarial examples
[13], neural photo editing [11] and training generative adver-
sarial networks (GAN) [10, 47]. However, the introduced
penalty works like a pure regularization, and whether or
not the orthogonality is truly maintained or training ben-
efited is unclear. Other methods have been developed to
directly solve the ‘hard orthogonal constraint’ [66, 5], ei-
ther by Riemannian optimization [50, 20] or by orthogonal
weight normalization [67, 27]. However, Riemannian op-
timization often suffers from training instability [20, 27],
while orthogonal weight normalization [27] requires compu-
tationally expensive eigen decomposition, and the necessary
back-propagation through this eigen decomposition may suf-
fer from numerical instability, as shown in [33, 43].
We propose to perform orthogonalization by Newton’s it-
eration (ONI) [44, 8, 29] to learn an exact orthogonal weight
matrix, which is computationally efficient and numerically
stable. To further speed up the convergence of Newton’s
iteration, we propose two techniques: 1) we perform center-
ing to improve the conditioning of the proxy matrix; 2) we
explore a more compact spectral bounding method to make
the initial singular value of the proxy matrix closer to 1.
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We provide an insightful analysis and show that ONI
works by iteratively stretching the singular values of the
weight matrix towards 1 (Figure 1). This property makes
ONI work well even if the weight matrix is singular (with
multiple zero singular values), under which the eigen de-
composition based method [27] often suffers from numerical
instability [33, 43]. Moreover, we show that controlling
orthogonality is necessary to balance the increase in opti-
mization and reduction in representational capacity, and ONI
can elegantly achieve this through its iteration number (Fig-
ure 1). Besides, ONI provides a unified solution for the
row/column orthogonality, regardless of whether the weight
matrix’s output dimension is smaller or larger than the input.
We also address practical strategies for effectively learn-
ing orthogonal weight matrices in DNNs. We introduce
a constant of
√
2 to initially scale the orthonormal weight
matrix so that the dynamical isometry [58] can be well main-
tained for deep ReLU networks [49]. We conduct extensive
experiments on multilayer perceptrons (MLPs) and convo-
lutional neural networks (CNNs). Our proposed method
benefits the training and improves the test performance over
multiple datasets, including ImageNet [55]. We also show
that our method stabilizes the training of GANs and achieves
improved performance on unsupervised image generation,
compared to the widely used spectral normalization [47].
2. Related Work
Orthogonal filters have been extensively explored in sig-
nal processing since they are capable of preserving activation
energy and reducing redundancy in representation [77]. Saxe
et al. [58] introduced an orthogonal weight matrix for DNNs
and showed that it achieves approximate dynamical isometry
[58] for deep linear neural networks, therefore significantly
improving the optimization efficiency [46, 62]. Pennington
et al. [53] further found that the nonlinear sigmoid network
can also obtain dynamical isometry when combined with
orthogonal weight initialization [53, 70, 72].
Research has also been conducted into using orthogonal
matrices to avoid the gradient vanishing/explosion problems
in recurrent neural networks (RNNs). These methods mainly
focus on constructing square orthogonal matrices/unitary
matrices for the hidden-to-hidden transformations in RNNs
[4, 67, 15, 66, 30, 35, 24]. This is done by either construct-
ing a decomposed unitary weight matrix with a restricted [4]
or full representational capability [67, 24], or by using soft
constraints [66]. Different from these methods requiring a
square weight matrix and limited to hidden-to-hidden trans-
formations in RNNs, our method is more general and can
adapt to situations where the weight matrix is not square.
Our method is related to the methods that impose orthog-
onal penalties on the loss functions [51, 66, 5]. Most works
propose to use soft orthogonality regularization under the
standard Frobenius norm [51, 66, 5], though other alterna-
tive orthogonal penalties were explored in [5]. There are
also methods that propose to bound the singular values with
periodical projection [34]. Our method targets at solving the
‘hard constraint’ and providing controllable orthogonality.
One way to obtain exact orthogonality is through Rie-
mannian optimization methods [50, 20]. These methods
usually require a retract operation [2] to project the updated
weight back to the Stiefel manifold [50, 20], which may
result in training instability for DNNs [20, 27]. Our method
avoids this by employing re-parameterization to construct
the orthogonal matrix [27]. Our work is closely related
to orthogonal weight normalization [27], which also uses
re-parameterization to design an orthogonal transformation.
However, [27] solves the problem by computationally expen-
sive eigen decomposition and may result in numeric insta-
bility [33, 43]. We use Newton’s iteration [44, 8], which is
more computationally efficient and numerically stable. We
further argue that fully orthogonalizing the weight matrix
limits the network’s learning capacity, which may result in
degenerated performance [47, 10]. Another related work is
spectral normalization [47], which uses reparametrization to
bound only the maximum eigenvalue as 1. Our method can
effectively interpolate between spectral normalization and
full orthogonalization, by altering the iteration number.
Newton’s iteration has also been employed in DNNs
for constructing bilinear/second-order pooling [43, 41], or
whitening the activations [29]. [43] and [41] focused on cal-
culating the square root of the covariance matrix, while our
method computes the square root inverse of the covariance
matrix, like the work in [29]. However, our work has several
main differences from [29]: 1) In [29], they aimed to whiten
the activation [28] over batch data using Newton’s iteration,
while our work seeks to learn the orthogonal weight matrix,
which is an entirely different research problem [32, 56, 28];
2) We further improve the convergence speed compared to
the Newton’s iteration proposed in [29] by providing more
compact bounds; 3) Our method can maintain the Lipschitz
continuity of the network and thus has potential in stabilizing
the training of GANs [47, 10]. It is unclear whether or not the
work in [29] has such a property, since it is data-dependent
normalization [32, 47, 10].
3. Proposed Method
Given the dataset D = {(xi,yi)}Mi=1 composed of an
input xi ∈ Rd and its corresponding labels yi ∈ Rc, we rep-
resent a standard feed-forward neural network as a function
f(x; θ) parameterized by θ. f(x; θ) is a composition of L
simple nonlinear functions. Each of these consists of a linear
transformation hˆl = Wlhl−1 + bl with learnable weights
Wl ∈ Rnl×dl and biases bl ∈ Rnl , followed by an element-
wise nonlinearity: hl = ϕ(hˆl). Here l ∈ {1, 2, ..., L} in-
dexes the layers. We denote the learnable parameters as
θ = {Wl,bl|l = 1, 2, . . . , L}. Training neural networks
involves minimizing the discrepancy between the desired
output y and the predicted output f(x; θ), described by a
loss functionL(y, f(x; θ)). Thus, the optimization objective
is: θ∗ = arg minθ E(x,y)∈D[L(y, f(x; θ))].
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Algorithm 1 Orthogonalization by Newton’s Iteration (ONI).
1: Input: proxy parameters Z ∈ Rn×d and iteration numbers T .
2: Bounding Z’s singular values: V = Z‖Z‖F .
3: Calculate covariance matrix: S = VVT .
4: B0 = I.
5: for t = 1 to T do
6: Bt = 32Bt−1 − 12B3t−1S.
7: end for
8: W = BTV
9: Output: orthogonalized weight matrix: W ∈ Rn×d.
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Figure 2. Convergence behaviors of the proposed Orthogonalization
by Newton’s Iteration. The entries of proxy matrix Z ∈ R64×256
are sampled from the Gaussian distribution N(3, 1). We show (a)
the magnitude of the orthogonality, measured as δ = ‖WWT −
I‖F , with respect to the iterations and (b) the distribution (log scale)
of the eigenvalues of WWT with different iterations.
3.1. Preliminaries
This paper starts with learning orthogonal filter banks
(row orthogonalization of a weight matrix) for deep neural
networks (DNNs). We assume n ≤ d for simplicity, and
will discuss the situation where n > d in Section 3.4. This
problem is formulated in [27] as an optimization with layer-
wise orthogonal constraints, as follows:
θ∗ = arg minθ E(x,y)∈D [L (y, f (x; θ))]
s.t. Wl(Wl)T = I, l = 1, 2, ..., L. (1)
To solve this problem directly, Huang et al. [27] proposed
to use the proxy parameters V and construct the orthogonal
weight matrix W by minimizing them in a Frobenius norm
over the feasible transformation sets, where the objective is:
minφ(V) tr
(
(W −V) (W −V)T
)
s.t. W = φ(V) and WWT = I. (2)
They solved this in a closed-form, with the orthogonal trans-
formation as:
W = φ(V) = DΛ−1/2DTV, (3)
where Λ = {λ1, ..., λn} andD are the eigenvalues and corre-
sponding eigenvectors of the covariance matrix S = VVT .
Given the gradient ∂L∂W , back-propagation must pass through
the orthogonal transformation to calculate ∂L∂V for updating
V. The closed formulation is concise; however, it encoun-
ters the following problems in practice: 1) Eigen decom-
position is required, which is computationally expensive,
especially on GPU devices [43]; 2) The back-propagation
through the eigen decomposition requires the element-wise
multiplication of a matrix K [27], whose elements are given
Algorithm 2 ONI with Acceleration.
1: Input: proxy parameters Z ∈ Rn×d and iteration numbers N .
2: Centering: Zc = Z− 1dZ11T .
3: Bounding Z’s singular values: V = Zc√‖ZcZTc ‖F .
4: Execute Step. 3 to 8 in Algorithm 1.
5: Output: orthogonalized weight matrix: W ∈ Rn×d.
by Ki,j = 1(λi−λj) , where i 6= j. This may cause numerical
instability when there exists equal eigenvalues of S, which
is discussed in [33, 43] and observed in our preliminary
experiments, especially for high-dimensional space.
We observe that the solution of Eqn. 2 can be represented
as W = S−
1
2V, where S−
1
2 can be computed by Newton’s
iteration [44, 8, 29], which avoids eigen decomposition in
the forward pass and potential numerical instability during
the back-propagation.
3.2. Orthogonalization by Newton’s Iteration
Newton’s iteration calculates S−
1
2 as follows:{
B0 = I
Bt =
1
2
(3Bt−1 −B3t−1S), t = 1, 2, ..., T,
(4)
where T is the number of iterations. Under the condition
that ‖I− S‖2 < 1, BT will converge to S− 12 [8, 29].
V in Eqn. 2 can be initialized to ensure that S = VVT
initially satisfies the convergence condition, e.g. ensuring
0 ≤ σ(V) ≤ 1, where σ(V) are the singular values of V.
However, the condition is very likely to be violated when
training DNNs, since V varies.
To address this problem, we propose to maintain an-
other proxy parameter Z and conduct a transformation
V = φN (Z), such that 0 ≤ σ(V) ≤ 1, inspired by the
re-parameterization method [57, 27]. One straightforward
way to ensure 0 ≤ σ(V) ≤ 1 is to divide the spectral norm
of Z, like the spectral normalization method does [47]. How-
ever, it is computationally expensive to accurately calculate
the spectral norm, since singular value decomposition is re-
quired. We thus propose to divide the Frobenius norm of Z
to perform spectral bounding:
V = φN (Z) =
Z
‖Z‖F . (5)
It’s easy to demonstrate that Eqn. 5 satisfies the convergence
condition of Newton’s iteration and we show that this method
is equivalent to the Newton’s iteration proposed in [29] (See
Appendix B for details). Algorithm 1 describes the proposed
method, referred to as Orthogonalization by Newton’s Itera-
tion (ONI), and its corresponding back-propagation is shown
in Appendix A. We find that Algorithm 1 converges well
(Figure 2). However, the concern is the speed of conver-
gence, since 10 iterations are required in order to obtain a
good orthogonalization. We thus further explore methods to
speed up the convergence of ONI.
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Figure 3. Analysis of speeding up Newton’s iteration. The entries
of proxy matrix Z ∈ R64×256 are sampled from the Gaussian dis-
tribution N(3, 1). (a) Comparison of convergence; (b) Comparison
of the distribution of the eigenvalues of WWT at iteration t = 1.
3.3. Speeding up Convergence of Newton’s Iteration
Our Newton’s iteration proposed for obtaining orthogo-
nal matrix W works by iteratively stretching the singular
values of V towards 1, as shown in Figure 2 (b). The speed
of convergence depends on how close the singular values
of V initially are to 1 [8]. We observe that the following
factors benefit the convergence of Newton’s iteration: 1) The
singular values of Z have a balanced distribution, which can
be evaluated by the condition number of the matrix Z; 2)
The singular values of V should be as close to 1 as possible
after spectral bounding (Eqn. 5).
Centering To achieve more balanced distributions for the
eigenvalues of Z, we perform a centering operation over the
proxy parameters Z, as follows
Zc = Z− 1
d
Z11T . (6)
The orthogonal transformation is then performed over the
centered parameters Zc. As shown in [39, 59], the covari-
ance matrix of centered matrix Zc is better conditioned than
Z. We also experimentally observe that orthogonalization
over centered parameters Zc (indicated as ‘ONI+Center’)
produces larger singular values on average at the initial stage
(Figure 3 (b)), and thus converges faster than the original
ONI (Figure 3 (a)).
Compact Spectral Bounding To achieve larger singular
values of V after spectral bounding, we seek a more com-
pact spectral bounding factor f(Z) such that f(Z) > ‖Z‖F
and V satisfies the convergence condition. We find that
f(Z) =
√‖ZZT ‖F satisfies the requirements, which is
demonstrated in Appendix B. We thus perform spectral
bounding based on the following formulation:
V = φN (Z) =
Z√‖ZZT ‖F . (7)
More compact spectral bounding (CSB) is achieved using
Eqn. 7, compared to Eqn. 5. For example, assuming that Z
has n equivalent singular values, the initial singular values
of V after spectral bounding will be 14√n when using Eqn.
7, while 1√
n
when using Eqn. 5. We also experimentally
observe that using Eqn. 7 (denoted with ‘+CSB’ in Figure 3)
results in a significantly faster convergence.
Algorithm 2 describes the accelerated ONI method with
centering and more compact spectral bounding (Eqn. 7).
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Figure 4. Unified row and column orthogonalization. The entries
of proxy matrix Z ∈ R64×32 are sampled from the Gaussian
distribution N(0, 1). (a) Orthogonalization comparison between
δRow = ‖WWT −I‖F and δColumn = ‖WTW−I‖F ; (b) The
distribution of the eigenvalues of WWT with different iterations.
3.4. Unified Row and Column Orthogonalization
In previous sections, we assume n ≤ d, and obtain an
orthogonalization solution. One question that remains is how
to handle the situation when n > d. When n > d, the rows
of W cannot be orthogonal, because the rank of W is less
than/equal to d. Under this situation, full orthogonalization
using the eigenvalue decomposition based solution (Eqn. 3)
may cause numerical instability, since there exists at least
n − d zero eigenvalues for the covariance matrix. These
zero eigenvalues specifically lead to numerical instability
during back-propagation (when element-wisely multiplying
the scaling matrix K, as discussed in Section 3.1).
Our orthogonalization solution by Newton’s iteration can
avoid such problems, since there are no operations relating to
dividing the eigenvalues of the covariance matrix. Therefore,
our ONI can solve Eqn. 2 under the situation n > d. More
interestingly, our method can achieve column orthogonality
for the weight matrix W (that is, WTW = I) by solving
Eqn. 2 directly under n > d. Figure 4 shows the conver-
gence behaviors of the row and column orthogonalizations.
We observe ONI stretches the non-zero eigenvalues of the co-
variance matrix S towards 1 in an iterative manner, and thus
equivalently stretches the singular values of the weight ma-
trix V towards 1. Therefore, it ensures column orthogonality
under the situation n > d. Our method unifies the row and
column orthogonalizations, and we further show in Section
3.5 that they both benefit in preserving the norm/distribution
of the activation/gradient when training DNNs.
Note that, for n > d, Huang et al. [27] proposed the
group based methods by dividing the weights {wi}ni=1 into
groups of size NG ≤ d and performing orthogonalization
over each group, such that the weights in each group are
row orthogonal. However, such a method cannot ensure the
whole matrix W to be either row or column orthogonal (See
Appendix C for details).
3.5. Controlling Orthogonality
One remarkable property of the orthogonal matrix is that
it can preserve the norm and distribution of the activation
for a linear transformation, given appropriate assumptions.
Such properties are described in the following theorem.
Theorem 1. Let hˆ = Wx, where WWT = I and W ∈ Rn×d.
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Assume: (1) Ex(x) = 0, cov(x) = σ21I, and (2) E ∂L
∂hˆ
( ∂L
∂hˆ
) = 0,
cov( ∂L
∂hˆ
) = σ22I. If n = d, we have the following properties: (1)
‖hˆ‖ = ‖x‖; (2) Ehˆ(hˆ) = 0, cov(hˆ) = σ21I; (3) ‖ ∂L∂x ‖ = ‖ ∂L∂hˆ ‖;
(4) E ∂L
∂x
( ∂L
∂x
) = 0, cov( ∂L
∂x
) = σ22I. In particular, if n < d,
property (2) and (3) hold; if n > d, property (1) and (4) hold.
The proof is provided in Appendix E. Theorem 1 shows
the benefits of orthogonality in preventing gradients from
exploding/vanishing, from an optimization perspective. Be-
sides, the orthonormal weight matrix can be viewed as the
embedded Stiefel manifold On×d with a degree of freedom
nd− n(n+ 1)/2 [1, 27], which regularizes the neural net-
works and can improve the model’s generalization [1, 27].
However, this regularization may harm the representa-
tional capacity and result in degenerated performance, as
shown in [27] and observed in our experiments. Therefore,
controlling orthogonality is necessary to balance the increase
in optimization benefit and reduction in representational ca-
pacity, when training DNNs. Our ONI can effectively control
orthogonality using different numbers of iterations.
3.6. Learning Orthogonal Weight Matrices in DNNs
Based on Algorithm 2 and its corresponding backward
pass, we can wrap our method in linear modules [57, 27],
to learn filters/weights with orthogonality constraints for
DNNs. After training, we calculate the weight matrix W
and save it for inference, as in the standard module.
Layer-wise Dynamical Isometry Theorem 1 shows that
the orthogonal matrix has remarkable properties for preserv-
ing the norm/distributions of activations during the forward
and backward passes, for linear transformations. However,
in practice, we need to consider the nonlinearity function as
well. Here, we show that we can use an additional constant
to scale the magnitude of the weight matrix for ReLU non-
linearity [49], such that the output-input Jacobian matrix of
each layer has dynamical isometry.
Theorem 2. Let h = max(0,Wx), where WWT = σ2I and
W ∈ Rn×d. Assume x is a normal distribution with Ex(x) = 0,
cov(x) = I. Denote the Jacobian matrix as J = ∂h
∂x
. If σ2 = 2,
we have Ex(JJT ) = I.
The proof is shown in Appendix E. We propose to multi-
ply the orthogonal weight matrix W by a factor of
√
2 for
networks with ReLU activation. We experimentally show
this improves the training efficiency in Section 4.1. Note
that Theorems 1 and 2 are based on the assumption that
the layer-wise input is Gaussian. Such a property can be
approximately satisfied using batch normalization (BN) [32].
Besides, if we apply BN before the linear transformation,
there is no need to apply it again after the linear module,
since the normalized property of BN is preserved according
to Theorem 1. We experimentally show that such a process
improves performance in Section 4.1.3.
Learnable Scalar Following [27], we relax the constraint
of orthonormal to orthogonal, with WTW = Λ, where Λ is
the diagonal matrix. This can be viewed as the orthogonal
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Figure 5. Effects of maintaining orthogonality. Experiments are
performed on a 10-layer MLP. (a) The training (solid lines) and
testing (dashed lines) errors with respect to the training epochs; (b)
The distribution of eigenvalues of the weight matrix W of the 5th
layer, at the 200 iteration.
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Figure 6. Effects of scaling the orthogonal weights. ‘-NS’ indicates
orthogonalization without scaling by
√
2. We evaluate the training
(solid lines) and testing (dashed lines) errors on (a) a 6-layer MLP
and (b) a 20-layer MLP.
filters having different contributions to the activations. To
achieve this, we propose to use a learnable scalar parameter
to fine-tune the norm of each filter [57, 27].
Convolutional Layer With regards to the convolutional
layer parameterized by weights WC ∈ Rn×d×Fh×Fw ,
where Fh and Fw are the height and width of the filter, we
reshape WC as W ∈ Rn×p, where p = d · Fh · Fw, and
the orthogonalization is executed over the unrolled weight
matrix W ∈ Rn×(d·Fh·Fw).
Computational Complexity Consider a convolutional
layer with filters W ∈ Rn×d×Fh×Fw , and m mini-batch
data {xi ∈ Rd×h×w}mi=1. The computational cost of our
method, coming mainly from the Lines 3, 6 and 8 in Al-
gorithm 1, is 2n2dFhFw + 3Nn3 for each iteration during
training. The relative cost of ONI over the constitutional
layer is 2nmhw +
3Nn2
mdhwFhFw
. During inference, we use the
orthogonalized weight matrix W, and thus do not introduce
additional computational or memory costs. We provide the
wall-clock times in Appendix D.
4. Experiments
4.1. Image Classification
We evaluate our ONI on the Fashion-MNIST [69],
CIFAR-10 [37] and ImageNet [55] datasets. We provide
an ablation study on the iteration number T of ONI in Sec-
tion 4.1.4. Due to space limitations, we only provide es-
sential components of the experimental setup; for more de-
tails, please refer to Appendix F. The code is available at
https://github.com/huangleiBuaa/ONI.
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methods g=2,k=1 g=2,k=2 g=2,k=3 g=3,k=1 g=3,k=2 g=3,k=3 g=4,k=1 g=4,k=2 g=4,k=3
plain 11.34 9.84 9.47 10.32 8.73 8.55 10.66 9.00 8.43
WN 11.19 9.55 9.49 10.26 9.26 8.19 9.90 9.33 8.90
OrthInit 10.57 9.49 9.33 10.34 8.94 8.28 10.35 10.6 9.39
OrthReg 12.01 10.33 10.31 9.78 8.69 8.61 9.39 7.92 7.24
OLM-1 [27] 10.65 8.98 8.32 9.23 8.05 7.23 9.38 7.45 7.04
OLM-
√
2 10.15 8.32 7.80 8.74 7.23 6.87 8.02 6.79 6.56
ONI 9.95 8.20 7.73 8.64 7.16 6.70 8.27 6.72 6.52
Table 1. Test errors (%) on VGG-style networks for CIFAR-10 classification. The results are averaged over three independent runs.
4.1.1 MLPs on Fashion-MNIST
We use an MLP with a ReLU activation [49], and vary the
depth. The number of neurons in each layer is 256. We
employ stochastic gradient descent (SGD) optimization with
a batch size of 256, and the learning rates are selected based
on the validation set (5, 000 samples from the training set)
from {0.05, 0.1, 0.5, 1}.
Maintaining Orthogonality We first show that maintain-
ing orthogonality can improve the training performance. We
compare two baselines: 1) ‘plain’, the original network; and
2) ‘OrthInit’, in which the orthogonal initialization [58] is
used. The training performances are shown in Figure 5 (a).
We observe orthogonal initialization can improve the training
efficiency in the initial phase (comparing with ‘plain’), after
which the benefits of orthogonality degenerate (comparing
with ‘ONI’) due to the updating of weights (Figure 5 (b)).
Effects of Scaling We experimentally show the effects of
initially scaling the orthogonal weight matrix by a factor of√
2. We also apply this technique to the ‘OLM’ method [27],
in which the orthogonalization is solved by eigen decomposi-
tion. We refer to ‘OLM-NS’/‘ONI-NS’ as the ‘OLM’/‘ONI’
without scaling by
√
2. The results are shown in Figure
6. We observe that the scaling technique has no significant
effect on shallow neural networks, e.g., the 6-layer MLP.
However, for deeper neural networks, it produces significant
performance boosts. For example, for the 20-layer MLP, nei-
ther ‘OLM’ nor ‘ONI’ can converge without the additional
scaling factors, because the activation and gradient exponen-
tially vanish (See Appendix F.1). Besides, our ‘ONI’ has
a nearly identical performance compared to ‘OLM’, which
indicates the effectiveness of our approximate orthogonal-
ization with few iterations (e.g. 5).
4.1.2 CNNs on CIFAR-10
VGG-Style Networks Here, we evaluate ONI on VGG-
style neural networks with 3× 3 convolutional layers. The
network starts with a convolutional layer of 32k filters, where
k is the varying width based on different configurations. We
then sequentially stack three blocks, each of which has g
convolutional layers with filter numbers of 32k, 64k and
128k, respectively. We vary the depth with g in {2, 3, 4} and
the width with k in {1, 2, 3}. We use SGD with a momen-
tum of 0.9 and batch size of 128. The best initial learning
rate is chosen from {0.01, 0.02, 0.05} over the validation set
of 5,000 samples from the training set, and we divide the
BatchSize=128 BatchSize=2
w/BN* [73] 6.61 –
Xavier Init* [27] 7.78 –
Fixup-init* [74] 7.24 –
w/BN 6.82 7.24
Xavier Init 8.43 9.74
GroupNorm 7.33 7.36
ONI 6.56 6.67
Table 2. Test errors (%) comparison on 110-layer residual network
[22] without BN [32] under CIFAR-10. ’w/BN’ indicates with BN.
We report the median of five independent runs. The methods with
‘*’ indicate the results reported in the cited paper.
learning rate by 5 at 80 and 120 epochs, ending the training
at 160 epochs. We compare our ‘ONI’ to several baselines,
including orthogonal initialization [58] (‘OrthInit’), using
soft orthogonal constraints as the penalty term [71] (‘Or-
thReg’), weight normalization [57] (‘WN’), ‘OLM’ [27] and
the ‘plain’ network. Note that OLM [27] originally uses a
scale of 1 (indicated as ‘OLM-1’), and we also apply the
proposed scaling by
√
2 (indicated as ‘OLM-
√
2’).
Table 1 shows the results. ‘ONI’ and ‘OLM-
√
2’ have
significantly better performance under all network configura-
tions (different depths and widths), which demonstrates the
beneficial effects of maintaining orthogonality during train-
ing. We also observe ‘ONI’ and ‘OLM-
√
2’ converge faster
than other baselines, in terms of training epochs (See Ap-
pendix F.2). Besides, our proposed ‘ONI’ achieves slightly
better performance than ‘OLM-
√
2’ on average, over all
configurations. Note that we train ‘OLM-
√
2’ with a group
size of G = 64, as suggested in [27]. We also try full or-
thogonalization for ‘OLM-
√
2’. However, we observe either
performance degeneration or numerical instability (e.g., the
eigen decomposition cannot converge). We argue that the
main reason for this is that full orthogonalization solved
by OLM over-constrains the weight matrix, which harms
the performance. Moreover, eigen decomposition based
methods are more likely to result in numerical instability
in high-dimensional space, due to the element-wise multi-
plication of a matrix K during back-propagation [43], as
discussed in Section 3.1.
Residual Network without Batch Normalization Batch
normalization (BN) is essential for stabilizing and accel-
erating the training [32] of DNNs [22, 26, 23, 63]. It is a
standard configuration in residual networks [22]. However, it
sometimes suffers from the small batch size problem [31, 68]
6
Top-1 (%) Top-5 (%) Time (min./epoch)
plain 27.47 9.08 97
WN 27.33 9.07 98
OrthInit 27.75 9.21 97
OrthReg 27.22 8.94 98
ONI 26.31 8.38 104
Table 3. Test errors (%) on ImageNet validation set (single model
and single crop test) evaluated with VGG-16 [61]. The time cost
for each epoch is averaged over the training epochs.
ResNet w/o BN ResNet ResNetVar
Method Train Test Train Test Train Test
plain 31.76 33.84 29.33 29.64 28.82 29.56
ONI 27.05 31.17 29.28 29.57 28.12 28.92
Table 4. Ablation study on ImageNet with an 18-layer ResNet. We
evaluate the top-1 training and test errors (%).
Test error (%) Time (min./epoch)
Method 50 101 50 101
ResNet 23.85 22.40 66 78
ResNet + ONI 23.55 22.17 74 92
ResNetVar 23.94 22.76 66 78
ResNetVar + ONI 23.30 21.89 74 92
Table 5. Results on ImageNet with the 50- and 101-layer ResNets.
and introduces too much stochasticity [65] when debugging
neural networks. Several studies have tried to train deep
residual networks without BN [60, 74]. Here, we show that,
when using our ONI, the residual network without BN can
also be well trained.
The experiments are executed on a 110-layer residual
network (Res-110). We follow the same experimental setup
as in [22], except that we run the experiments on one GPU.
We also compare against the Xavier Init [16, 9], and group
normalization (GN) [68]. ONI can be trained with a large
learning rate of 0.1 and converge faster than BN, in terms
of training epochs (See Appendix F.2). We observe that
ONI has slightly better test performance than BN (Table 2).
Finally, we also test the performance on a small batch size
of 2. We find ONI continues to have better performance than
BN in this case, and is not sensitive to the batch size, like
GN [68].
4.1.3 Large-scale ImageNet Classification
To further validate the effectiveness of our ONI on a large-
scale dataset, we evaluate it on the ImageNet-2012 dataset.
We keep almost all the experimental settings the same as the
publicly available PyTorch implementation [52]: We apply
SGD with a momentum of 0.9, and a weight decay of 0.0001.
We train for 100 epochs in total and set the initial learning
rate to 0.1, lowering it by a factor of 10 at epochs 30, 60
and 90. For more details on the slight differences among
different architectures and methods, see Appendix F.3.
VGG Network Table 3 shows the results on the 16-layer
VGG [61]. Our ‘ONI’ outperforms ‘plain’, ‘WN’, ‘OrthInit’
and ‘OrthReg’ by a significant margin. Besides, ‘ONI’ can
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Figure 7. Effects of the iteration number T of the proposed ONI.
(a) 6-layer MLP for Fashion-MNIST; (b) VGG-Style network with
(g = 2, k = 3) for CIFAR-10; (c) 18-layer ResNet for ImageNet.
be trained with a large learning rate of 0.1, while the other
methods cannot (the results are reported for an initial learn-
ing rate of 0.01). We also provide the running times in Table
3. The additional cost introduced by ‘ONI’ compared to
‘plain’ is negligible (7.2%).
Residual Network We first perform an ablation study on
an 18-layer residual network (ResNet) [22], applying our
ONI. We use the original ResNet and the ResNet without
BN [32]. We also consider the architecture with BN inserted
after the nonlinearity, which we refer to as ‘ResNetVar’. We
observe that our ONI improves the performance over all
three architectures, as shown in Table 4. One interesting ob-
servation is that ONI achieves the lowest training error on the
ResNet without BN, which demonstrates its ability to facili-
tate optimization for large-scale datasets. We also observe
that ONI has no significant difference in performance com-
pared to ‘plain’ on ResNet. One possible reason is that the
BN module and residual connection are well-suited for infor-
mation propagation, causing ONI to have a lower net gain for
such a large-scale classification task. However, we observe
that, on ResNetVar, ONI obtains obviously better perfor-
mance than ‘plain’. We argue that this boost is attributed
to the orthogonal matrix’s ability to achieve approximate
dynamical isometry, as described in Theorem 2.
We also apply our ONI on a 50- and 101-layer residual
network. The results are shown in Table 5. We again observe
that ONI can improve the performance, without introducing
significant computational cost.
4.1.4 Ablation Study on Iteration Number
ONI controls the spectrum of the weight matrix by the it-
eration number T , as discussed before. Here, we explore
the effect of T on the performance of ONI over different
datasets and architectures. We consider three configurations:
1) the 6-layer MLP for Fashion-MNIST; 2) the VGG-Style
network with (g = 2, k = 3) for CIFAR-10; and 3) the
18-layer ResNet without BN for ImageNet. The correspond-
ing experimental setups are the same as described before.
We vary T and show the results in Figure 7. Our primary
observation is that using either a small or large T degrades
performance. This indicates that we need to control the mag-
nitude of orthogonality to balance the increased optimization
benefit and diminished representational capacity. Our em-
pirical observation is that T = 5 usually works the best for
networks without residual connections, whereas T = 2 usu-
ally works better for residual networks. We argue that the
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Figure 8. Comparison of SN and ONI on DCGAN. (a) The FID
with respect to training epochs. (b) Stability experiments on six
configurations, described in [47].
residual network itself already has good optimization [22],
which reduces the optimization benefits of orthogonality.
Besides, we also observe that larger T s have nearly equiv-
alent performance for simple datasets, e.g. Fashion-MNIST,
as shown in 7 (a). This suggests that amplifying the eigen-
basis corresponding to a small singular value cannot help
more, even though the network with a fully orthogonalized
weight matrix can well fit the dataset. We further show the
distributions of the singular values of the orthogonalized
weight matrix in Appendix F.4.
4.2. Stabilizing Training of GANs
How to stabilize GAN training is an open research prob-
lem [17, 56, 19]. One pioneering work is spectral normaliza-
tion (SN) [47], which can maintain the Lipschitz continuity
of a network by bounding the maximum eigenvalue of it’s
weight matrices as 1. This technique has been extensively
used in current GAN architectures [48, 75, 10, 38]. As stated
before, our method is not only capable of bounding the max-
imum eigenvalue as 1, but can also control the orthogonality
to amplify other eigenbasis with increased iterations, mean-
while orthogonal regularization is also a good technique for
training GANs [10]. Here, we conduct a series of experi-
ments for unsupervised image generation on CIFAR-10, and
compare our method against the widely used SN [47].
Experimental Setup We strictly follow the network archi-
tecture and training protocol reported in the SN paper [47].
We use both DCGAN [54] and ResNet [22, 19] architectures.
We provide implementation details in Appendix G. We re-
place all the SN modules in the corresponding network with
our ONI. Our main metric for evaluating the quality of gen-
erated samples is the Fre´chet Inception Distance (FID) [25]
(the lower the better). We also provide the corresponding
Inception Score (IS) [56] in Appendix G.
DCGAN We use the standard non-saturating function as
the adversarial loss [17, 38] in the DCGAN architecture, fol-
lowing [47]. For optimization, we use the Adam optimizer
[36] with the default hyper-parameters, as in [47]: learning
rate α = 0.0002, first momentum β1 = 0, second momen-
tum β2 = 0.9, and the number of discriminator updates
per generator update ndis = 5. We train the network over
200 epochs with a batch size of 64 (nearly 200k generator
updates) to determine whether it suffers from training in-
stability. Figure 8 (a) shows the FID of SN and ONI when
varying Newton’s iteration number T from 0 to 5. One in-
teresting observation is that the ONI with only the initial
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Figure 9. Comparison of SN and ONI on ResNet GAN. We show
the FID with respect to training epochs when using (a) the non-
saturating loss and (b) the hinge loss.
spectral bounding described in Formula 7 (T = 0) can also
stabilize training, even though it has downgraded perfor-
mance compared to SN. When T = 1, ONI achieves better
performance than SN. This is because, based on what we ob-
served, ONI stretches the maximum eigenvalue to nearly 1,
while simultaneously amplifying other eigenvalues. Finally,
we find that ONI achieves the best performance when T = 2,
yielding an FID = 20.75, compared to SN’s FID = 23.31.
Further increasing T harms the training, possibly because
too strong an orthogonalization downgrades the capacity of
a network, as discussed in [47, 10].
We also conduct experiments to validate the stability of
our proposed ONI under different experimental configura-
tions: we use six configurations, following [47], by varying
α, β1, β2 and ndis (denoted by A-F, for more details please
see Appendix) G.1. Figure 8 (b) shows the results of SN and
ONI (with T=2) under these six configurations. We observe
that our ONI is consistently better than SN.
ResNet GAN For experiments on the ResNet architecture,
we use the same setup as the DCGAN. Besides the standard
non-saturating loss [17], we also evaluate the recently pop-
ularized hinge loss [42, 47, 10]. Figure 9 shows the results.
We again observe that our ONI achieves better performance
than SN under the ResNet architecture, both when using the
non-saturating loss and hinge loss.
5. Conclusion
In this paper, we proposed an efficient and stable orthog-
onalization method by Newton’s iteration (ONI) to learn
layer-wise orthogonal weight matrices in DNNs. We pro-
vided insightful analysis for ONI and demonstrated its abil-
ity to control orthogonality, which is a desirable property in
training DNNs. ONI can be implemented as a linear layer
and used to learn an orthogonal weight matrix, by simply
substituting it for the standard linear module.
ONI can effectively bound the spectrum of a weight ma-
trix in (σmin, σmax) during the course of training. This
property makes ONI a potential tool for validating some
theoretical results relating to DNN’s generalization (e.g.,
the margin bounds shown in [6]) and resisting attacks from
adversarial examples [13]. Furthermore, the advantage of
ONI in stabilizing training w/o BN (BN usually disturbs the
theoretical analysis since it depends on the sampled mini-
batch input with stochasticity [32, 29]) makes it possible to
validate these theoretical arguments under real scenarios.
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A. Derivation of Back-Propagation
Given the layer-wise orthogonal weight matrix W, we
can perform the forward pass to calculate the loss of the deep
neural networks (DNNs). It’s necessary to back-propagate
through the orthogonalization transformation, because we
aim to update the proxy parameters Z. For illustration, we
first describe the proposed orthogonalization by Newton’s
iteration (ONI) in Algorithm I. Given the gradient with re-
spect to the orthogonalized weight matrix ∂L∂W , we target to
compute ∂L∂Z . The back-propagation is based on the chain
rule. From Line 2 in Algorithm I, we have:
∂L
∂Z
=
1
‖Z‖F
∂L
∂V
+ tr(
∂L
∂V
T
Z)
∂ 1‖Z‖F
∂‖Z‖F
∂‖Z‖F
∂Z
=
1
‖Z‖F
∂L
∂V
− tr( ∂L
∂V
T
Z)
1
‖Z‖2F
Z
‖Z‖F
=
1
‖Z‖F (
∂L
∂V
− tr(
∂L
∂V
T
Z)
‖Z‖2F
Z), (A1)
where tr(·) indicates the trace of the corresponding matrix
and ∂L∂V can be calculated from Lines 3 and 8 in Algorithm
I:
∂L
∂V
= (BT )
T ∂L
∂W
+ (
∂L
∂S
+
∂L
∂S
T
)V. (A2)
We thus need to calculate ∂L∂S , which can be computed
from Lines 5, 6 and 7 in Algorithm I:
∂L
∂S
= −1
2
T∑
t=1
(B3t−1)
T ∂L
∂Bt
, (A3)
where ∂L∂BT =
∂L
∂WV
T and { ∂L∂Bt−1 , t = T, ..., 1} can be
iteratively calculated from Line 6 in Algorithm I as follows:
∂L
∂Bt−1
= −1
2
(
∂L
∂Bt
(B2t−1S)
T + (B2t−1)
T ∂L
∂Bt
ST
+BTt−1
∂L
∂Bt
(Bt−1S)
T ) +
3
2
∂L
∂Bt
. (A4)
In summary, the back-propagation of Algorithm I is shown
in Algorithm II.
We further derive the back-propagation of the accelerated
ONI method with the centering and more compact spectral
bounding operation, as described in Section 3.3 of the pa-
per. For illustration, Algorithm III describes the forward
pass of the accelerated ONI. Following the calculation in
Algorithm II, we can obtain ∂L∂V . To simplify the deriva-
tion, we represent Line 3 of Algorithm III as the following
formulations:
M =ZcZ
T
c (A5)
δ =
√
‖M‖F (A6)
V =
Zc
δ
. (A7)
It’s easy to calculate ∂L∂Zc from Eqn. A5 and Eqn. A7 as
follows:
∂L
∂Zc
=
1
δ
∂L
∂V
+ (
∂L
∂M
+
∂L
∂M
T
)Zc, (A8)
where ∂L∂M can be computed based on Eqn. A6 and Eqn. A7:
∂L
∂M
=
∂L
∂δ
∂δ
∂‖M‖F
∂‖M‖F
∂M
= tr(
∂L
∂V
T
Zc)(− 1
δ2
)
1
2
√‖M‖F M‖M‖F
= − tr(
∂L
∂V
T
Zc)
2δ5
M. (A9)
Based on Line 2 in Algorithm III, we can achieve ∂L∂Z as
follows:
∂L
∂Z
=
∂L
∂Z c
− 1
d
11T
∂L
∂Z c
. (A10)
In summary, Algorithm IV describes the back-
propagation of the Algorithm III.
Algorithm I Orthogonalization by Newton’s Iteration.
1: Input: proxy parameters Z ∈ Rn×d and iteration num-
bers T .
2: Bounding Z’s singular values: V = Z‖Z‖F .
3: Calculate covariance matrix: S = VVT .
4: B0 = I.
5: for t = 1 to T do
6: Bt =
3
2Bt−1 − 12B3t−1S.
7: end for
8: W = BTV.
9: Output: orthogonalized weight matrix: W ∈ Rn×d.
Algorithm II Back-propagation of ONI.
1: Input: ∂L∂W ∈ Rn×d and variables from respective for-
ward pass: Z, V, S, {Bt}Tt=1.
2: ∂L∂BT =
∂L
∂WV
T .
3: for t = T down to 1 do
4: ∂L∂Bt−1 = − 12 ( ∂L∂Bt (B2t−1S)T + (B2t−1)T ∂L∂BtST +
BTt−1
∂L
∂Bt
(Bt−1S)T ) + 32
∂L
∂Bt
.
5: end for
6: ∂L∂S = − 12
∑T
t=1(B
3
t−1)
T ∂L
∂Bt
.
7: ∂L∂V = (BT )
T ∂L
∂W + (
∂L
∂S +
∂L
∂S
T
)V.
8: ∂L∂Z =
1
‖Z‖F (
∂L
∂V −
tr( ∂L∂V
T
Z)
‖Z‖2F
Z).
9: Output: ∂L∂Z ∈ Rn×d.
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Algorithm III ONI with acceleration.
1: Input: proxy parameters Z ∈ Rn×d and iteration num-
bers N .
2: Centering: Zc = Z− 1dZ11T .
3: Bounding Z’s singular values: V = Zc√‖ZcZTc ‖F .
4: Execute Step. 3 to 8 in Algorithm I.
5: Output: orthogonalized weight matrix: W ∈ Rn×d.
B. Proof of Convergence Condition for New-
ton’s Iteration
In Section 3 of the paper, we show that bounding the
spectral of the proxy parameters matrix by
V = φN (Z) =
Z
‖Z‖F (A11)
and
V = φN (Z) =
Z√‖ZZT ‖F (A12)
can satisfy the convergence condition of Newton’s Iterations
as follows:
‖I− S‖2 < 1, (A13)
where S = VVT and the singular values of Z are nonzero.
Here we will prove this conclusion, and we also prove that
‖Z‖F >
√‖ZZT ‖F .
Proof. By definition, ‖Z‖F can be represented as ‖Z‖F =√
tr(ZZT ). Given Eqn. A11, we calculate
S = VVT =
ZZT
tr(ZZT )
. (A14)
Let’s denote M = ZZT and the eigenvalues of M are
{λ1, ..., λn}. We have λi > 0, since M is a real symmetric
matrix and the singular values of Z are nonzero. We also
have S = Mtr(M) and the eigenvalues of S are
λi∑n
i=1 λi
. Fur-
thermore, the eigenvalues of (I− S) are 1− λi∑n
i=1 λi
, thus
satisfying the convergence condition described by Eqn. A13.
Similarly, given V = φN (Z) = Z√‖ZZT ‖F , we have
S = ZZ
T
‖ZZT ‖F =
M
‖M‖F and its corresponding eigenvalues
are λi√∑n
i=1 λ
2
i
. Therefore, the singular values of (I− S) are
1 − λi√∑n
i=1 λ
2
i
, also satisfying the convergence condition
described by Eqn. A13.
We have ‖Z‖F =
√
tr(M) =
√∑n
i=1 λi and√‖ZZT ‖F = √‖M‖F = 4√∑ni=1 λ2i . It’s easy to
demonstrate that ‖Z‖F >
√‖ZZT ‖F , since (∑ni=1 λi)2 >∑n
i=1 λ
2
i .
Algorithm IV Back-propagation of ONI with acceleration.
1: Input: ∂L∂W ∈ Rn×d and variables from respective for-
ward pass: Zc, V, S, {Bt}Tt=1.
2: Calculate ∂L∂V from Line 2 to Line 7 in Algorithm II.
3: Calculate M and δ from Eqn. A5 and Eqn. A6.
4: Calculate ∂L∂M based on Eqn. A9.
5: Calculate ∂L∂Zc based on Eqn. A8.
6: Calculate ∂L∂Z based on Eqn. A10.
7: Output: ∂L∂Z ∈ Rn×d.
In Section 3 of the paper, we show that the Newton’s iter-
ation by bounding the spectrum with Eqn. A11 is equivalent
to the Newton’s iteration proposed in [29]. Here, we pro-
vide the details. In [29], they bound the covariance matrix
M = ZZT by the trace ofM as Mtr(M) . It’s clear that S used
in Algorithm I is equal to Mtr(M) , based on Eqn. A14 shown
in the previous proof.
C. Orthogonality for Group Based Method
In Section 3.4 of the paper, we argue that group based
methods cannot ensure the whole matrix W ∈ Rn×d to be
either row or column orthogonal, when n > d. Here we
provide more details.
We follow the experiments described in Figure 3 of the
paper, where we sample the entries of proxy matrix Z ∈
R64×32 from the Gaussian distribution N(0, 1). We apply
the eigen decomposition based orthogonalization method
[27] with group size G, to obtain the orthogonalized matrix
W. We vary the group sizeG ∈ {32, 16, 8}. We evaluate the
corresponding row orthogonality δRow = ‖WWT − I‖F
and column orthogonality δColumn = ‖WTW − I‖F . The
results are shown in Table A2. We observe that the group
based orthogonalization method cannot ensure the whole
matrix W to be either row or column orthogonal, while our
ONI can ensure column orthogonality. We also observe that
the group based method has degenerated orthogonality, with
decreasing group size.
We also conduct an experiment when n = d, where
we sample the entries of proxy matrix Z ∈ R64×64 from
the Gaussian distribution N(0, 1). We vary the group size
G ∈ {64, 32, 16, 8}. Note that G = 64 represents full
orthogonalization. Figure A1 shows the distribution of the
eigenvalues of WWT . We again observe that the group
based method cannot ensure the whole weight matrix to
be row orthogonal. Furthermore, orthogonalization with
smaller group size tends to be worse.
D. Comparison of Wall Clock Times
In Section 3.6 of the paper, we show that, given a con-
volutional layer with filters W ∈ Rn×d×Fh×Fw and m
mini-batch data {xi ∈ Rd×h×w}mi=1, the relative com-
13
configurations cudnn cudnn + ONI-T1 cudnn + ONI-T3 cudnn + ONI-T5 cudnn + ONI-T7
Fh = Fw = 3, n=d=256, m=256 118.6 122.1 122.9 124.4 125.7
Fh = Fw = 3, n=d=256, m=32 15.8 18.3 18.9 19.5 20.8
Fh = Fw = 3, n=d=1024, m=32 71.1 81.7 84.3 89.5 94.2
Fh = Fw = 1, n=d=256, m=256 28.7 31.5 32.1 33.7 34.6
Fh = Fw = 1, n=d=256, m=32 10.1 13 13.6 14.2 15.3
Fh = Fw = 1, n=d=1024, m=32 22.2 27.6 29.7 32.9 37.0
Table A1. Comparison of wall-clock time (ms). We fix the input with size h = w = 32. We evaluate the total wall-clock time of training for
each iteration (forward pass + back-propagation pass). Note that ‘cudnn + ONI-T5’ indicates the ‘cudnn’ convolution wrapped in our ONI
method, using an iteration number of 5.
δRow δColumn
ONI-Full 5.66 0
OLM-G32 8 5.66
OLM-G16 9.85 8.07
OLM-G8 10.58 8.94
Table A2. Evaluation for row and column orthogonalization with
the group based methods. The entries of proxy matrix Z ∈ R32×64
are sampled from the Gaussian distribution N(0, 1). We evaluate
the row orthogonality δRow = ‖WWT − I‖F and column orthog-
onality δColumn = ‖WTW − I‖F . ‘OLM-G32’ indicates the
eigen decomposition based orthogonalization method described in
[27], with a group size of 32.
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Figure A1. The distribution of the eigenvalues of WWT with
different group size G. The entries of proxy matrix Z ∈ R64×64
are sampled from the Gaussian distribution N(0, 1).
putational cost of ONI over the convolutional layer is
2n
mhw +
3Nn2
mdhwFhFw
. In this section, we compare the of wall
clock time between the convolution wrapping with our ONI
and the standard convolution. In this experiment, our ONI
is implemented based on Torch [14] and we wrap it to the
‘cudnn’ convolution [12]. The experiments are run on a
TITAN Xp.
We fix the input to size h = w = 32, and vary the kernel
size (Fh and Fw), the feature dimensions (n and d) and the
batch size m. Table A1 shows the wall clock time under
different configurations. We compare the standard ‘cudnn’
convolution (denoted as ‘cudnn’) and the ‘cudnn’ wrapped
with our ONI (denoted as ‘cudnn + ONI’).
We observe that our method introduces negligible com-
putational costs when using a 3 × 3 convolution, feature
dimension n = d = 256 and batch size of m = 256. Our
method may degenerate in efficiency with a smaller ker-
nel size, larger feature dimension and smaller batch size,
based on the computational complexity analysis. However,
our method (with iteration of 5) ‘cudnn + ONI-T5’ only
costs 1.48× over the standard convolution ‘cudnn’, under
the worst configuration, Fh = Fw = 1, n = d = 1024 and
m=32.
E. Proof of Theorems
Here we prove the two theorems described in Sections 3.5
and 3.6 of the paper.
Theorem 1. Let hˆ = Wx, where WWT = I and
W ∈ Rn×d. Assume: (1) Ex(x) = 0, cov(x) = σ21I,
and (2) E ∂L
∂hˆ
(∂L
∂hˆ
) = 0, cov(∂L
∂hˆ
) = σ22I. If n = d, we have
the following properties: (1) ‖hˆ‖ = ‖x‖; (2) Ehˆ(hˆ) = 0,
cov(hˆ) = σ21I; (3) ‖∂L∂x ‖ = ‖∂L∂hˆ‖; (4) E ∂L∂x (
∂L
∂x ) = 0,
cov(∂L∂x ) = σ
2
2I. In particular, if n < d, property (2) and (3)
hold; if n > d, property (1) and (4) hold.
Proof. Based on n = d and WWT = I, we have that W
is a square orthogonal matrix. We thus have WTW = I.
Besides, we have ∂L∂x =
∂L
∂hˆ
W1.
(1) Therefore, we have
‖hˆ‖2 = hˆT hˆ = xTWTWx = xTx = ‖x‖2. (A15)
We thus get ‖hˆ‖ = ‖x‖.
(2) It’s easy to calculate:
Ehˆ(hˆ) = Ex(Wx) = WEx(x) = 0. (A16)
1We follow the common setup where the vectors are column vectors
when their derivations are row vectors.
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The covariance of hˆ is given by
cov(hˆ) = Ehˆ((hˆ− Ehˆ(hˆ)) · (hˆ− Ehˆ(hˆ))T )
= Ex(W(x− Ex(x)) · (W(x− Ex(x)))T )
= WEx((x− Ex(x)) · (x− Ex(x))T )WT
= Wcov(x)WT
= Wσ21IW
T
= σ21WW
T
= σ21 . (A17)
(3) Similar to the proof of (1),
‖∂L
∂x
‖2 = ∂L
∂x
∂L
∂x
T
=
∂L
∂hˆ
WWT
∂L
∂hˆ
T
=
∂L
∂hˆ
∂L
∂hˆ
T
= ‖∂L
∂hˆ
‖2. (A18)
We thus have ‖∂L∂x ‖ = ‖∂L∂hˆ‖.
(4) Similar to the proof of (2), we have
E ∂L
∂x
(
∂L
∂x
) = E ∂L
∂hˆ
(
∂L
∂hˆ
W) = E ∂L
∂hˆ
(
∂L
∂hˆ
)W = 0. (A19)
The covariance of ∂L∂x is given by
cov(
∂L
∂x
) = E ∂L
∂x
((
∂L
∂x
− E ∂L
∂x
(
∂L
∂x
))T (
∂L
∂x
− E ∂L
∂x
(
∂L
∂x
)))
= E ∂L
∂hˆ
(((
∂L
∂hˆ
− E ∂L
∂hˆ
(
∂L
∂hˆ
))W)T (
∂L
∂hˆ
− E ∂L
∂hˆ
(
∂L
∂hˆ
))W)
= WTE ∂L
∂hˆ
((
∂L
∂hˆ
− E ∂L
∂hˆ
(
∂L
∂hˆ
))T (
∂L
∂hˆ
− E ∂L
∂hˆ
(
∂L
∂hˆ
)))W
= WT cov(
∂L
∂hˆ
)W
= WTσ22IW
= σ22W
TW
= σ22 . (A20)
Besides, if n < d, it is easy to show that properties (2) and
(3) hold; if n > d, properties (1) and (4) hold.
Theorem 2. Let h = max(0,Wx), where WWT = σ2I
and W ∈ Rn×d. Assume x is a normal distribution with
Ex(x) = 0, cov(x) = I. Denote the Jacobian matrix as
J = ∂h∂x . If σ
2 = 2, we have Ex(JJT ) = I.
Proof. For denotation, we use Ai: and A:j to represent the
i-th row and the j-th column of A, respectively. Based on
WWT = σ2I, we obtain Wi:(Wj:)T = 0 for i 6= j and
Wi:(Wi:)
T = σ2 otherwise. Let hˆ = Wx. This yields
Ji: =
∂hi
∂hˆi
∂hˆi
x
=
∂hi
∂hˆi
Wi:. (A21)
Denote M = JJ. This yields the following equation
from Eqn. A21:
Mij = Ji:(Jj:)
T
=
∂hi
∂hˆi
Wi:(Wj:)
T ∂hj
∂hˆj
=
∂hi
∂hˆi
∂hj
∂hˆj
(Wi:(Wj:)
T ). (A22)
If i 6= j, we obtain Mij = 0. For i = j, we have:
Mii = Ji:(Ji:)
T = (
∂hi
∂hˆi
)2σ2 = 1(hˆi > 0)σ
2, (A23)
where 1(hˆi > 0) indicates 1 for hˆi > 0 and 0 other-
wise. Since x is a normal distribution with Ex(x) = 0
and cov(x) = I, we have that hˆ is also a normal distribution,
with Ehˆ(hˆ) = 0 and cov(hˆ) = I, based on Theorem 1. We
thus obtain
Ex(Mii) = Ehˆi1(hˆi > 0)σ
2 =
1
2
σ2. (A24)
Therefore, Ex(JJT ) = Ex(M) = σ
2
2 I = I.
F. Details and More Experimental Results on
Discriminative Classification
F.1. MLPs on Fashion-MNIST
Details of Experimental Setup Fashion-MNIST consists
of 60k training and 10k test images. Each image has a size
of 28 × 28, and is associated with a label from one of 10
classes. We use the MLP with varying depths and the num-
ber of neurons in each layer is 256. We use ReLU [49] as
the nonlinearity. The weights in each layer are initialized by
random initialization [39] and we use an iteration number
of 5 for ONI, unless otherwise stated. We employ stochas-
tic gradient descent (SGD) optimization with a batch size
of 256, and the learning rates are selected, based on the
validation set (5, 000 samples from the training set), from
{0.05, 0.1, 0.5, 1}.
F.1.1 Vanished Activations and Gradients
In Section 4.1.1 of the paper, we observe that the deeper
neural networks with orthogonal weight matrices are difficult
to train without scaling them by a factor of
√
2. We argue
the main reason for this is that the activation and gradient
are exponentially vanished. Here we provide the details.
We evaluate the mean absolute value of the activation:
σx =
∑m
i=1
∑d
j=1 |xij | for the layer-wise input x ∈ Rm×d,
and the mean absolute value of the gradient: σ ∂L
∂h
=∑m
i=1
∑n
j=1 |∂L∂h ij | for the layer-wise gradient ∂L∂h ∈ Rm×n.
Figure A2 show the results on the 20-layer MLP. ‘ONI-NS-
Init’ (‘ONI-NS-End’) indicates the ONI method without
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Figure A2. The magnitude of the activation and gradient for
each layer on a 20-layer MLP. (a) The mean absolute value of the
activation σx for each layer; and (b) the mean absolute value of the
gradient σ ∂L
∂h
for each layer.
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Figure A3. Effects of group size G in proposed ‘ONI’. We evaluate
the (a) training and (b) test errors on a 10-layer MLP.
scaling a factor of
√
2 during initialization (the end of train-
ing). We observe that ‘ONI-NS’ suffers from a vanished
activation and gradient during training. Our ‘ONI’ with a
scaling factor of
√
2 has no vanished gradient.
F.1.2 Effects of Groups
We further explore the group based orthogonalization
method [27] on ONI. We vary the group size G in
{16, 32, 64, 128, 256}, and show the results in Figure A3.
We observe that our ONI can achieve slightly better perfor-
mance with an increasing group size. The main reason for
this is that the group based orthogonalization cannot ensure
the whole weight matrix to be orthogonal.
F.2. CNNs on CIFAR10
We use the official training set of 50, 000 images and the
standard test set of 10, 000 images. The data preprocessing
and data augmentation follow the commonly used mean&std
normalization and flip translation, as described in [22].
F.2.1 VGG-Style Networks
Details of Network Architectures The network starts
with a convolutional layer of 32k filters, where k is the
varying width based on different configurations. We then
sequentially stack three blocks, each of which has g convo-
lutional layers, and the corresponding convolutional layers
have a filter numbers of 32k, 64k and 128k, respectively,
and feature maps sizes of 32 × 32, 16 × 16 and 8 × 8, re-
spectively. We use the first convolution in each block with
stride 2 to carry out spatial sub-sampling for feature maps.
The network ends with global average pooling and follows a
linear transformation. We vary the depth with g in {2, 3, 4}
and the width with k in {1, 2, 3}.
Experimental Setup We use SGD with a momentum of
0.9 and batch size of 128. The best initial learning rate
is chosen from {0.01, 0.02, 0.05} over the validation set
of 5,000 samples from the training set, and we divide the
learning rate by 5 at 80 and 120 epochs, ending the training at
160 epochs. For ‘OrthReg’, we report the best results using a
regularization coefficient λ in {0.0001, 0.0005}. For ‘OLM’,
we use the group size of G = 64 and full orthogonalization,
and report the best result.
Training Performance In Section 4.1.2 of the paper, we
mention ‘ONI’ and ‘OLM-
√
2’ converge faster than other
baselines, in terms of training epochs. Figure A4 shows
the training curves under different configurations (depth and
width). It’s clear that ‘ONI’ and ‘OLM-
√
2’ converge faster
than other baselines under all network configurations, in
terms of training epochs. The results support our conclusion
that maintaining orthogonality can benefit optimization.
F.2.2 Residual Network without Batch Normalization
Here we provide the details of the experimental setups and
training performance of the experiments on a 110-layer resid-
ual network [22] without batch normalization (BN) [32],
described in Section 4.1.2 of the paper.
Experimental Setups We run the experiments on one
GPU. We apply SGD with a batch size of 128, a momen-
tum of 0.9 and a weight decay of 0.0001. We set the initial
learning rate to 0.1 by default, and divide it by 10 at 80
and 120 epochs, and terminate the training at 160 epochs.
For Xavier Init [16, 9], we search the initial learning rate
from {0.1, 0.01, 0.001} and report the best result. For group
normalization (GN) [68], we search the group size from
{64, 32, 16} and report the best result. For our ONI, we use
the data-dependent initialization methods used in [57] to
initial the learnable scale parameters.
For small batch size experiments, we train the network
with an initial learning rate following the linear learning rate
scaling rule [18], to adapt the batch size.
Training Performance Figure A5 (a) and (b) show the
training curve and test curve respectively. We observe that
‘ONI’ converges significantly faster than ‘BN’ and ‘GN’, in
terms of training epochs.
F.3. Details of Experimental Setup on ImageNet
ImageNet-2012 consists of 1.28M images from 1,000
classes [55]. We use the official 1.28M labeled images pro-
vided for training and evaluate the top-1 and top-5 test clas-
sification errors on the validation set, with 50k images.
We keep almost all the experimental settings the same
as the publicly available PyTorch implementation [52]: we
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Figure A4. Comparison of training errors on VGG-style networks for CIFAR-10 image classification. From (a) to (i), we vary the depth
3g + 2 and width 32k, with g ∈ {2, 3, 4} and k ∈ {1, 2, 3}.
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Figure A5. Training performance comparison on 110-layer residual
network without batch normalization for CIFAR-10 dataset. ‘w/BN’
indicates with BN. We show the (a) training error with respect to
the epochs and (b) test error with respect to epochs.
apply SGD with a momentum of 0.9, and a weight decay of
0.0001; We train over 100 epochs in total and set the initial
learning rate to 0.1, lowering it by a factor of 10 at epochs
30, 60 and 90. For ‘WN’ and ‘ONI’, we don’t us weight
decay on the learnable scalar parameters.
VGG Network We run the experiments on one GPU, with
a batch size of 128. Apart from our ’ONI’, all other methods
(‘plain’, ‘WN’, ‘OrthInit’ and ‘OrthReg’) suffer from diffi-
culty in training with a large learning rate of 0.1. We thus run
the experiments with initial learning rates of {0.01, 0.05}
for these, and report the best result.
Residual Network We run the experiments on one GPU
for the 18- and 50-layer residual network, and two GPUs
for the 101-layer residual network. We use a batch size of
256. Considering that ‘ONI’ can improve the optimization
efficiency, as shown in the ablation study on ResNet-18, we
run the 50- and 101-layer residual network with a weight
decay of {0.0001, 0.0002} and report the best result from
these two configurations for each method, for a more fair
comparison.
F.4. Ablation Study on Iteration Number
We provide the details of the training performance for
ONI on Fashion MNIST in Figure A6. We vary T , for a
range of 1 to 7, and show the training (Figure A6 (a)) and test
(Figure A6 (b)) errors with respect to the training epochs.
We also provide the distribution of the singular values of
the orthogonalized weight matrix W, using our ONI with
different iteration numbers T . Figure A6 (c) shows the
results from the first layer, at the 200th iteration. We also
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(c) Distribution of Singular Values
Figure A6. Effects of the iteration number T in proposed ‘ONI’.
We evaluate the training errors on a 10-layer MLP. We show (a)
the training errors; (b) the test errors and (c) the distribution of the
singular values of the orthogonalized weight matrix W from the
first layer, at the 200th iteration.
obtain similar observations for other layers.
G. Details on Training GANs
For completeness, we provide descriptions of the main
concepts used in the paper, as follows.
Inception score (IS) Inception score (IS) (the higher the
better) was introduced by Salimans et al. [56]:
ID = exp(ED[KL(p(y|x)‖p(y))]), (A25)
where KL(·‖·) denotes the Kullback-Leibler Divergence,
p(y) is approximated by 1N
∑N
i=1 p(y|xi) and p(y|xi) is the
trained Inception model [64]. Salimans et al. [56] reported
that this score is highly correlated with subjective human
judgment of image quality. Following [56] and [47], we
calculate the score for 5000 randomly generated examples
from each trained generator to evaluate IS. We repeat 10
times and report the average and the standard deviation of
IS.
Fre´chet Inception Distance (FID) [25] Fre´chet inception
distance (FID) [25] (the lower the better) is another measure
for the quality of the generated examples that uses second-
order information from the final layer of the inception model
applied to the examples. The Fre´chet distance itself is a
2-Wasserstein distance between two distributions p1 and p2,
assuming they are both multivariate Gaussian distributions:
F (p1, p2) = ‖µp1 − µp2‖22 + tr(Cp1 + Cp2 − 2(Cp1Cp2)
1
2 ),(A26)
where {µp1 , Cp1}, {µp2 , Cp2} are the mean and covariance
of samples from generated p1 and p2, respectively, and tr(·)
indicates the trace operation. We calculate the FID between
Setting α β1 β2 ndis
A 0.0001 0.5 0.9 5
B 0.0001 0.5 0.999 1
C 0.0002 0.5 0.999 1
D 0.001 0.5 0.9 5
E 0.001 0.5 0.999 5
F 0.001 0.9 0.999 5
Table A3. Hyper-parameter settings in stability experiments on
DCGAN, following [47].
the 10K test examples (true distribution) and the 5K ran-
domly generated samples (generated distribution).
GAN with Non-saturating Loss The standard non-
saturating function for the adversarial loss is:
L(G,D) = Ex∼q(x)[logD(x)] + Ez∼p(z)[1− logD(G(z))],(A27)
where q(x) is the distribution of the real data, z ∈ Rdz is
a latent variable, p(z) is the standard normal distribution
N(0, I), and G is a deterministic generator function. dz is
set to 128 for all experiments. Based on the suggestion in
[17, 47], we use the alternate cost−Ez∼p(z)[logD(G(z))] to
update G, while using the original cost defined in Eqn. A27
for updating D.
GAN with Hinge Loss The hinge loss for adversarial
learning is:
LD(Gˆ,D) = Ex∼q(x)[max(0, 1−D(x))]
+ Ez∼p(z)[max(0, 1 +D(G(z)))] (A28)
LG(G, Dˆ) = −Ez∼p(z)Dˆ(G(z)) (A29)
for the discriminator and the generator, respectively. This
type of loss has already been used in [42, 47, 75, 10].
Our code is implemented in PyTorch [52] and the trained
Inception model is from the official models in PyTorch [52].
The IS and FID for the real training data are 10.20 ± 0.13
and 3.07 respectively. Note that we do not use the learnable
scalar in any the GAN experiment, and set σ = 1 in ONI,
for more consistent comparisons with SN.
G.1. Experiments on DCGAN
The DCGAN architecture follows the configuration in
[47], and we provide the details in Table A4 for complete-
ness. The spectral normalizaiton (SN) and our ONI are only
applied on the discriminator, following the experimental
setup in the SN paper [47].
Figure A7 (a) shows the IS of SN and ONI when varying
Newton’s iteration number T from 0 to 5. We obtain the
same observation as the FID evaluation, shown in Section 4.2
of the paper.
As discussed in Section 4.2 of the paper, we conduct
experiments to validate the stability of our proposed ONI
under different experimental configurations, following [47].
Table A3 shows the corresponding configurations (denoted
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(a) Generator
z ∈ R128 ∼ N (0, I)
4× 4, stride=1 deconv. BN 512 ReLU→ 4× 4× 512
4× 4, stride=2 deconv. BN 256 ReLU
4× 4, stride=2 deconv. BN 128 ReLU
4× 4, stride=2 deconv. BN 64 ReLU
3× 3, stride=1 conv. 3 Tanh
(b) Discriminator
RGB image x ∈ R32×32×3
3× 3, stride=1 conv 64 lReLU
4× 4, stride=2 conv 64 lReLU
3× 3, stride=1 conv 128 lReLU
4× 4, stride=2 conv 128 lReLU
3× 3, stride=1 conv 256 lReLU
4× 4, stride=2 conv 256 lReLU
3× 3, stride=1 conv 512 lReLU
dense→ 1
Table A4. DCGAN architectures for CIFAR10 dataset in our experiments. ‘lReLU‘ indicates the leaky ReLU [45] and its slope is set to 0.1.
(a) Generator
z ∈ R128 ∼ N (0, I)
dense, 4× 4× 128
ResBlock up 128
ResBlock up 128
ResBlock up 128
BN, ReLU, 3× 3 conv, 3 Tanh
(b) Discriminator
RGB image x ∈ R32×32×3
ResBlock down 128
ResBlock down 128
ResBlock 128
ResBlock 128
ReLU
Global sum pooling
dense→ 1
Table A5. ResNet architectures for CIFAR10 dataset in our experiments. We use the same ResBlock as the SN paper [47].
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Figure A7. Comparison of SN and ONI on DCGAN. (a) The IS
with respect to training epochs. (b)The stability experiments on the
six configurations described in [47].
by A-F) when varying the learning rate α, first momentum
β1, second momentum β2, and the number of updates of the
discriminator per update of the generator ndis. The results
evaluated by IS are shown in Figure A7 (b). We observe
that our ONI is consistently better than SN under the IS
evaluation.
G.2. Implementation Details of ResNet-GAN
The ResNet architecture also follows the configuration in
[47], and we provide the details in Table A5 for completeness.
The SN and our ONI are only applied on the discriminator,
following the experimental setup in the SN paper [47].
We provide the results of SN and ONI in Figure A8,
evaluated by IS.
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Figure A8. Comparison of SN and ONI on ResNet GAN. We show
the IS with respect to training epochs using (a) the non-saturating
loss and (b) the hinge loss.
G.3. Qualitative Results of GAN
We provide the generated images in Figure A9, A10 and
A11. Note that we don’t hand-pick the images, and show all
the results at the end of the training.
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(a) T = 0 (b) T = 1 (c) T = 2
(d) T = 3 (e) T = 4 (f) T = 5
Figure A9. Generated images for CIFAR-10 by our ONI with different iterations, using DCGAN [47].
(a) SN-A (b) SN-B (c) SN-C
(d) ONI-A (e) ONI-B (f) ONI-C
Figure A10. Generated images for CIFAR-10 by SN and ONI, using DCGAN [47]. We show the results of SN and ONI, with configuration
A, B and C.
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(a) SN with non-satruating loss (b) SN with hinge loss
(c) ONI with non-satruating loss (d) ONI with hinge loss
Figure A11. Generated images for CIFAR-10 by SN and ONI, using ResNet [47]. We show the results of SN and ONI, with the
non-satruating and hinge loss.
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