Abstract-Learning semantics based on context information has been researched in many research areas for decades. Context information can not only be directly used as the input data, but also sometimes used as auxiliary knowledge to improve existing models. This survey aims at providing a structured and comprehensive overview of the research on context learning. We summarize and group the existing literature into four categories, Explicit Analysis, Implicit Analysis, Neural Network Models, and Composite Models, based on the underlying techniques adopted by them. For each category, we talk about the basic idea and techniques, and also introduce how context information is utilized as the model input or incorporated into the model to enhance the performance or extend the domain of application as auxiliary knowledge. In addition, we discuss the advantages and disadvantages of each model from both the technical and practical point of view.
D
ATA mining is a research field wherein the objective is to identify and extract non-obvious patterns and information from the data. Having roots in statistical mathematics, many proposed methods perform computation and gather parameters using the data as independent individuals. This leads to poor inference ability and decision making in certain application domains, e.g., Sequence Analysis (SA), Named Entity Recognition (NER) and Disambiguation (NEN), Language Models (LM), etc.
While the pioneering works in these fields focused only at one instance at a time and learning from its attributes, researchers have realized that looking at an instance in isolation or capturing global statistics need not provide the complete information [1] . However, effective capture and usage of contextual information require a significant computation capability-something that was lacking in early days of data mining. With the advent of more powerful hardware in last decade and a half, researchers are increasingly looking at effective means to capture the influence of neighbors of an instance and its semantic implications [2] . By providing either temporal or spatial dimension, this neighborhood information enhances the learning process. For instance in text domain, context defined as a bag of preceding and succeeding words surrounding the current word in a text document can be used to in pruning the search space of candidate named entities in NER [3] . The interpretation of context varies based on the problem domain and in some cases even with respect to the task within a domain-for instance in case of image and video processing it can be the neighbor pixels or the preceding or subsequent frame in a video, in case of peptide sequence analyses it may refer to the neighboring amino acids, whereas in case of continuous domain such as speech record and clinography it may refer to the peripheral signal fragments.
By analyzing and learning the information and pattern within each neighborhood, context learning extracts contextual knowledge that assist us in a wide variety of application domains. For example, analyzing the context information in a text document provides us a way to establish its corresponding language model [2] , [4] , [5] , [6] , [7] . The learnt language model assist in many tasks such as machine translation [8] , text summarization [9] , entity resolution [3] , etc. Adopting such an approach ensures that both the meaning as well as the sequence of the words are conveyed in the correct order to make the output "linguistically" reasonable. As mentioned earlier, the context information is not restricted to only spatial dimension, but can also include in temporal aspects. In such cases, the context information is composed of data from nearby time slot, such as in cases of video and audio sequences processing domains like speech recognition [10] and video de-noising [11] . In bio-informatics as well, many problems can be better analyzed by incorporating context related information-such as peptide sequence analysis [12] , [13] , EEG and ECG signal processing [14] .
An effective context discovery ensures that content within that context is usually semantically related. This allows us to not only learn the representation with semantic embeddings but also learn the componential structure of the instance and the context. As an example consider [8] , which is a popular distributed representation learning approach. A distributed representation is the process of representing a more generic model through the domain's componential structure. In other words, every token is mapped to a vector in a vector space according to their semantics in such a way that, semantically related words identified using the context are closer to each other. Because of the nature of the vector space, it can represent the word "King" as a combination of "Man" and "Ruler" and similarly "Queen" as "Woman" and "Ruler". Thus if we want to find the similarity of vectors between "King" and "Queen" an inference would yield a path like vector("King")-vector("Man") + vector("Woman"). Encoding semantic information in our model using the neighbors help better formulation of the solutions to a variety of problems, especially when the instance under consideration has sparse features, e.g., short length queries [15] . The practicality of leveraging context information is pervasive across domains-for instance context information can be found in cliques in social networks and physical locations [16] , [17] .
In this survey, we attempt to present and discuss various context learning techniques. A majority of the context learning techniques can be categorized into explicit analysis (EA) (Section 2), implicit analysis (IA) (Section 3), neural network based (Section 4) and composite models (Section 5). This categorization also allows us to present techniques in a progressively increasing order of complexity and computational requirements. We analyze some of the influential methods in each of these categories, provide examples to better illustrate the nuances of the technique and then compare and contrast the methods in each of the categories. It should be noted that certain methods discussed in this paper within a category are aimed at particular application. It is also worthwhile to point that the computational complexity of the method increases from Sections 2 to 4). It is not our intention in this survey to enumerate a comprehensive list of applications for each method, but rather illustrate the underlying principle of a method through a widely understood application; however, we do attempt to point out some novel application of an approach in a non-standard domain. This is how our survey paper differs from those of [18] , [19] . These papers focus on a particular application or domain, like recommendation system, and enumerate different context learning strategies applicable in that domain. In contrast, our focus in this survey is to enumerate generic context learning strategies with applications being just a way to better convey the underlying principles.
EXPLICIT ANALYSIS
Explicit Analysis is a class of context based semantics analysis primarily used in text domain and explores the semantic space defined by the bag of words in the text. It markedly differs from Implicit Analysis (Section 3) in that there is no effort to project the elements/tokens into another feature space nor any effort to perform dimension reduction to identify relations not explicitly expressed in the data. Some works like [20] , [21] , [22] , [23] , [24] , [25] makes use of external sources for creation of knowledge-base which is used to measure the contextual similarity between two concepts. Because of its fairly simple and straightforward approach, the methods in this class are widely used [22] , [26] , [27] , [28] . The major selling point apart from its relative simplicity is its effectiveness. Most techniques belonging to this class achieve an accuracy in the range of 75 to 82 percent in their respective tasks.
In this paper we will focus on four major models of EA, each representing some sort of distinctness and yet built on top of the former-n-gram model, Link based Analysis, Explicit Semantic Analysis (ESA) and Ensemble based Analysis.
N-gram Model
This model is the most elementary and yet widely used [26] , [29] , [30] , [31] approach to gather contextual information for analyses. Having its roots in linguistics and IR domain, the N-gram model was originally used to generate various language models [4] , [5] .
The earliest reference to N-gram model can be traced to Claude Shannon's work of using N-gram statistics to compute the perplexity of letter sequences [32] . The basic objective in an N-gram model is to predict the next element in a sequence given a distribution over the immediate past elements present inside a window of N-elements. These distributions are typically categorical in nature. It should be noted that in this paper, the notion of gram refers to a word and not a character. There are applications wherein the notion of gram is considered at character level, a prominent example being spell-checker. While the values of N can vary from 1 . . . 1, the sparsity, memory size and computation complexity constraints us to at most five-grams in practice.
To formally define the N-gram model, when the context window is limited to m À 1 preceding words, an m-gram language model, models the overall probability of a document as a product of the word probabilities based on their context inside the window
pðw i jw iÀ1 ; w iÀ2 ; . . . ; w iÀðmÀ1Þ Þ; (1) where pðw i jw iÀ1 ; w iÀ2 ; . . . ; w iÀm Þ is the conditional probability of word w i on its context of m preceding words.
When the context window size is set to 0, i.e., m ¼ 1, the word probability pðw i Þ is the relative frequency of word w i . This model is called a uni-gram model. When m 6 ¼ 1, we predict the word w i based the context described inside the window. This is done by calculating the relative frequency of cooccurrence of word w i and its m historical context words, refer Equation (2) . It should be noted that N-gram assumes that probability of an element appearing in the sequence is solely dependent on the immediate past window and in this regard one can draw parallelism to Markov chain pðw i jw iÀ1 ; ::; w iÀðmÀ1Þ Þ ¼ countðw i ; w iÀ1 ; . . . ; w iÀðmÀ1Þ Þ countðw iÀ1 ; w iÀ2 ; . . . ; w iÀðmÀ1Þ Þ :
However, this n-gram model has a obvious drawback. If an n-gram phrase has not been seen in the training set, then Equation (2) would assign it a probability of 0, which sometimes does not make sense. Consequently, many smoothing techniques have been developed to address this problem, among which, add-one smoothing is the simplest one. Addone smoothing, also called Laplace smoothing, prevents the zero probabilities by adding one to all the possible n-grams. One of the state-of-the-art smoothing techniques for the ngram model is the Kneser-Ney smoothing [33] . The main idea of Kneser-Ney smoothing is to give higher probabilities to the words with a higher diversity of history, as well as using adding one strategy to avoid zero probabilities. For example, as the term york mostly comes after new, this reduces its diversity of history and would eventually results in a lower probability.
As an example of how n-gram is useful, consider the following example from [22] . Although the primary objective is Wikification (linking Wikipedia articles to terms in a text), an essential subsidiary task in that is to detect which of terms should be linked. A context agnostic approach assumes that if term is used as a link for a sufficient proportion of the Wikipedia articles in which it is found, then one should consider it to be a link whenever it is encountered in other documents. The authors in that paper show that this method, regardless of thresholds, always makes mistakes. The gist of the discussion in that paper revolves around the fact that regardless of the threshold value a term, if its link probability is greater than 0 but not equal to 1, then there are some context in which the term did not act as a link; similarly vice-versa. To overcome this problem, the authors use the n-grams in the articles of Wikipedia to identify the context in which a term appears and then to train a classifier that identifies whether a term should be linked given the adjacent words (context).
Link Based Analysis
The objective behind this class of methods is to determine the semantic similarity between two terms. For instance given two terms like "Diesel Engine" and "Ecology" or like "global warming" and "cars" [34] , one would want to know if they are semantically related or not. The answer to these questions despite being subjective are crucial to many IR systems and one would want to reason it out objectively and produce an output score denoting the similarity. In order to do so, unlike the N-gram that uses a window of immediate past elements/tokens, the methods in this class use external corpora, such as Wikipedia, as a means of building a knowledge-base.
Methods in this category use the hyper-link structure defined inside the corpora as a measure of semantic relatedness. The primary motivation behind this is that the links provide a user-defined relationship between the terms present in the articles. Thus, methods in this class do not need to infer the context as the required context is explicitly defined by user annotation.
While the final objective is to give the similarity score between the terms, the process usually involves series of smaller tasks: 1) Identifying the corresponding articles with respect to the input terms, 2) Weighting/scoring the links within those articles that connect them; thus, measuring the similarity between the articles, and 3) Finally using the above obtained score to calculate the similarity between the terms. The most important point to be discussed here is the part of weighting/scoring the links. There are two distinct approaches: (a) Adapting Term Frequency Â Inverse Document Frequency (TF Á IDF) to links. (b) Using normalized Google Distance.
Adapting TF Á IDF. In [34] , the authors propose the Wikipedia Link Model (WLM). The WLM uses an idea similar to TF Á IDF by using link counts weighted by the probability of each link occurring as opposed to constructing vectors of term counts weighted by their probability of the term occurring. This probability is defined by the total number of links to the target article over the total number of articles. Thus, given two Wikipedia articles a and b, the weight w for link a ! b is given as
where t is the total number of articles within Wikipedia, ja ! bj denotes the number of times the source article contains the link (generally 1 or 0). Equation (3) weights a link within a source article by the number of times the source article contains that link and by the inverse probability of any link to the target article. Thus links are considered less significant for judging the similarity between articles if many other articles also link to the same target. For instance if two articles both link to science then it is much less significant than if they both link to a specific topic such as atmospheric thermodynamics.
Thus if there are n links-l 1 . . . l n , for a pair of articles x and y then the corresponding vector representations are
Once the vectors are created, the similarity between them can be measured using any of the established similarity measures that can accept these weights as parameters.
Normalized Google Distance. The authors of [21] take a different approach in measuring the similarity between the articles. They use a method analogous to Normalized Google Distance [35] . The basic idea is that pages that contain both terms indicate relatedness, while pages with only one of the terms suggest the opposite. The authors modify this measure to suit Wikipedia's links rather than Google's search results. Formally, the measure is defined as similarityða; bÞ ¼ logðmaxðjAj; jBjÞÞ À logðjA \ BjÞ logðjW jÞ À logðminðjAj; jBjÞÞ ;
where a and b are the two articles of interest, A and B are the sets of all articles that link to a and b respectively, W is the entire Wikipedia. It has been shown that the combination of these two methods perform better as shown in Table 1 .
Explicit Semantic Analysis
The name Explicit Semantic Analysis is borrowed from the pioneering work by Gabrilovich in [20] . Similar to link based analysis, the ESA uses external resource such as Wikipedia as a form of knowledge-base. While the motivation of this method was to compute semantic relatedness between terms in a given query, it has been adapted to other tasks such as Named Entity Disambiguation [27] , document clustering [36] , automatic "semantifying" [28] , etc. However, regardless of the task there is a common underlying theme or step that can be pictorially represented-refer Fig. 1 . As can be observed in Fig. 1 , each article in the Wikipedia is parsed, tokenized, pre-processed (stop-word removal, lemmatization, etc.) and an inverted index is built. The inverted index is essentially a key-value pair wherein the key is each token encountered in an article and the value is the set of articles in which the key has appeared. It is possible to associate weights to each element in the value set to represent the strength of association between the token (key) and the Wikipedia article (an entry in the value set). This knowledge-base is used to create "interpretation vectors" for each query term. An "interpretation vector" is a weighted vector of Wikipedia articles that combines the weight from inverted index as well as the weight of the corresponding token in the text.
Usually the weights of the tokens in the text are computed using TF Á IDF approach (Term Frequency Â Inverse Document Frequency). For computation purposes, each query is regarded as a document. For short text the TF is usually 1 and the weight of term i, denoted by v i , in the input text is then solely determined by IDF. For online processing, as all the query terms are not available in advance, one is usually constrained to go with only TF and incrementally build the Document Frequency (DF).
If the weight of an article j for term i from inverted index is represented as k j , then for all the words in the query text, the aggregate weight w.r.t. article j can be calculated as
where T ¼ fw i g is the input text. Thus, using m j of each Wikipedia page, we create the "interpretation vectors", which are then used to measure similarity using methods like Cosine similarity. As opposed to N-gram, the ESA uses the entire Wikipedia article as a context to a given query. Since the analysis involves manipulation of concepts (Wikipedia articles) which are explicitly represented in high dimensional feature spaces using the inverted index, the authors of [20] have named this approach as "Explicit Semantic Analysis".
Here is an example. Consider the input:
U.S. intelligence cannot say conclusively that Saddam Hussein has weapons of mass destruction, an information gap that is complicating White House efforts to build support for an attack on Saddam's Iraqi regime. The CIA has advised top administration officials to assume that Iraq has some weapons of mass destruction. But the agency has not given President Bush a "smoking gun", according to U.S. intelligence and administration officials.
Assuming an inverted index is built and available for querying, a set of Wikipedia pages corresponding to number of tokens covered in the input and their corresponding weights are obtained. Using Equation (6), a ranked set of concepts in the "interpretation vector" that best describes the input is as shown in Table 2 .
Ensemble Based Analysis
All the aforementioned techniques exploit only one of the many possible explicit features. For instance in Section 2.2, we present an approach that models the knowledge-base as a graph and uses the explicit link structure defined in it. As opposed to this, method described in Section 2.3 makes use of the tokens in the text to build an inverted index and measure similarity between concepts. In this section, we present some broad text based algorithms that combine a host of features, mainly explicit in nature.
Continuing our application domain of text, we now introduce another application-Wikification, that has a real world implications and also entails previously introduced tasks of semantic relatedness. The objective of Wikification is to identify the tokens in a given text that are important in the given context and link them to an entry in an external repository such as a Wikipedia. While the N-gram model in Section 2.1 can help in determining whether a token (a.k.a mention) in the text needs to be linked or not and techniques in Sections 2.2 and 2.3 can help in determining the semantic relatedness, the actual task of linking goes much further than that and is more complicated. A generic formulation of this problem is as follows: If we are given a document d with a set of mentions M = {m 1 ; m 2 ; m 3 ; . . . ; m N g, and a collection of Wikipedia articles W = {t 1 ; . . . ; t jW j g, then the output of Wikification is a mapping between the set M and W denoted by G.
The objective of Wikification [23] , [25] is to identify the best set of mapping, G Ã , such that where f is a function that measures the local contextual similarity between a mention and a Wikipedia article and c is a global contextual similarity function to ensure that all the selected links, i.e., disambiguations, form a "coherent" set of related concepts. In order to compute f and c, works like [24] , [25] use a host of features like ESA, PMI and Normalized Google Distance of the inlinks and outlinks, etc. (refer Fig. 2 ) to train a classifier to decide the mappings.
As shown in Table 4 , this ensemble of explicit features yield a better result.
Discussion on Explicit Analysis Methods
As mentioned earlier, Explicit Analysis methods yield high accuracy, but they are limited in capability as the performance is tied to the knowledge-base created. Table 3 compares the ESA with link based approach. As can be seen ESA is the better of the two approaches. It is less brittle, because it only requires that articles mention the terms involved. WLM, however, achieves competitive levels of accuracy when the terms involved correspond to distinct Wikipedia articles. ESA is able to determine the relatedness of texts of any length as easily as individual terms. This is possible due to inverted index created and the merging of the lists of articles related to each word. WLM on the other hand is not so easily extended and requires another intermediary step of Wikification [35] to discover the topics mentioned in the texts.
However, the best result is achieved when one integrates the different contributions brought by these approaches. Table 4 [25] shows the superiority of the ensemble approach as compared to a simple conditional probability based approach (simulating an N-gram approach) and a modification of WLM framework [22] in doing Wikification task.
Explicit analysis are particularly useful when one has access to large amount of data; thus, allowing construction of a knowledge-base. While this class of technique provides us with an ability to analyze data and yield a ready real world interpretation, the following sections, discuss methodology that strives to reason and understand the underlying interaction between concepts, manifested through various surface forms that the explicit analysis techniques eventually use. Towards this end, much efforts are now employed in connecting these two classes of analyses to understand the semantic connection between latent and observed variables for performing tasks like word sense disambiguation [37] and topic modelling.
IMPLICIT ANALYSIS
Implicit Analysis is a class of semantic analysis that tries to overcome the drawback of orthogonality of dimensions inherent in the explicit bag-of-words based models. In other words any two words in explicit one-hot representation are orthogonal to each other, i.e., they have an inner product of 0, even for semantically related words such as synonyms. To overcome this, one approach is to learn using latent semantics or "concepts" from the data. This class of technique tries to identify the relationship between two words based on the other words they were associated with. Thus, meaningful clusters over single words or correlations between words can be discovered. In many scenarios, context information such as word order, document network, temporal relation, can be of great help in assisting learning semantics and discovering clusters.
In the following sections, we will first introduce four major techniques to analyze latent semantics-Latent Semantic Indexing (LSI) model, Mixture of Unigrams model, Probabilistic Latent Semantic Indexing (PLSI) model, and Latent Dirichlet Allocation (LDA) model. Most of them are bag-of-words models based on global context. And then we will show how context learning can improve the original models and expand range of applications with local context information.
Latent Semantic Indexing
Latent Semantic Indexing is a well known model to extract latent semantics from a text corpus (also known as Latent Semantic Analysis or LSA) [38] . A text corpus is represented as a term-document matrix X where each row is a term vector denoting each document with some values (usually TF Á IDF) as weights (a text corpus sometimes can also be represented as a term-term-matrix). By applying singular value decomposition (SVD) to the corpus matrix, LSI is able to learn latent concepts and relationships between terms. SVD decomposes matrix X into the product of two orthogonal matrices T 0 , D 0 and a diagonal matrix S 0
where T 0 , D 0 are the matrices of left and right singular vectors and S 0 is the diagonal matrix of singular values. A full SVD is a loss-free decomposition of X, however, it also allows to use smaller matrices to achieve an optimal approximation of X. If the singular values in S 0 are ordered, we may keep the rows and columns corresponding to the k largest values and delete the the smaller ones to obtain a new diagonal matrix S. Then we also delete the corresponding columns of T 0 and D 0 to obtain T and D respectively. This results in a reduced representation
whereX is the best possible least-squares-fit to X of rank k.
The set of latent concepts is implicitly given by the columns of T and the number of them equals to the dimension of S.
In this new matrixX, each document is no longer represented by terms but latent concepts. When a new document or query comes, we can convert it from a term vector to a concept vector by multiplying it with matrix T .
As an information retrieval example of how LSA works, consider the following document collection: c1: Human machine interface for ABC computer applications c2: A survey of user opinion of computer response time c3: The EPS user interface management system c4: System and human system engineering testing of EPS c5: Relation of user-perceived response time to error measurement m1: The generation of random, binary, unordered trees m2: The intersection graph of paths in trees m3: Graph minors IV: Width of trees and well-quasiordering m4: Graph minors: A survey Documents c1-c5 are about human-computer interaction and documents m1-m4 are about graph theory. However, when trying to find the documents relevant to the query "human-computer interaction" based on the termdocument matrix, only documents c1, c2, c4 will be returned as they share one or more common terms with the query. By analyzing the lower dimension latent concepts with LSA, one can achieve the reconstructed data matrixX for this document collection, as shown in Table 5 . Thus, with the help of latent semantics, all the documents related to the query "human-computer interaction" can be detected.
Mixture of Unigrams
In Section 2.1 we mentioned N is usually smaller than 5 in practice. When N ¼ 1, we achieve the most basic form of the N-gram model, the unigram model. Under the unigram model, the probability of hitting each word only depends on its own. The words are drawn independently from a single multinomial distribution, and thus the overall probability of a n-word document is computed as a product of the independent word probabilities
If we augment the unigram model with a discrete random topic variable z and each topic corresponds to a multinomial distribution over the words, we obtain a mixture of unigrams model [39] . In the mixture of unigrams model, a document is generated by first drawing a topic z and then drawing n words independently from the conditional multinomial pðwjzÞ. Hence, the generative process of the mixture of unigrams model is:
Draw a topic z with probability pðzÞ.
2) For each word in the document:
Generate a word w j with conditional probability pðw j jzÞ. Hence, the probability of observing one document is
By assuming each document exhibits exactly one topic, the word distributions of a document can be estimated as representations of topics. In this way, we also achieve the conditional distribution of words on topics and word representations in the latent topic space. In this latent topic space, two single words are no longer orthogonal to each other and their relatedness can be measured through topics. One major limitation of mixture of unigrams model is that it allows each document to exhibit exactly only one topic, while in reality a document is usually a combination of multiple topics to different degrees. This problem has been solved by many other implicit analysis methods, such as Probabilistic Semantic Indexing, Latent Dirichlet Allocation and their variants.
Probabilistic Latent Semantic
Indexing Based Analysis Probabilistic Latent Semantic Indexing, which is also known as Probabilistic Latent Semantic Analysis (PLSA), is a generative model for word and document co-occurrences [6] . The basic idea of this model is to model the co-occurrences which associate a latent topic variable z k with the occurrence of a word w j in a document d i . Every document in the corpus corresponds to a unique distribution of topics and every topic also has a unique distribution of words in the vocabulary. Hence, the generative process of PLSI is defined as:
Pick a latent topic z k with multinomial distribution probability pðz k jd i Þ.
Generate a word w j with probability pðw j jz k Þ. By marginalizing out latent topics, we obtain the joint probability for an observation pair ðd i ; w j Þ
Hence, the log likelihood of all the occurrences is
where nðd i ; w j Þ is the number of times word w j occurs in document d i . By maximizing this log likelihood, we achieve a set of latent topics which are able to represent each document with semantics in a low-dimensional space. And this optimization problem can be solved by the EM algorithm. When the context information extends from neighborhood words to a network structure (e.g., time, location and social media), topic modeling with network structure (NetPLSI) can learn smoothed latent topics by optimizing both the likelihood of topic generation and the topic smoothness on a network structure [1] . For example, on weblog websites, we can find plenty of blogs covering lots of topics, and also an interaction network among the bloggers. To incorporate the contextual network information into the PLSI model, they apply a network-based regularizer to the statistical topic model, and the new likelihood function becomes
wðu; vÞ
where L is the original log likelihood of PLSI, is the weight to leverage the power of PLSI and network regularization, wðu; vÞ is the edge weight between node u and v in the network structure, and pðujuÞ is the topic distribution of node u. This regularizer ensures that two connected vertices won't have topic distributions differing from each other too much. The academic research paper collection such as DBLP is a good example, as the contextual co-authorship network of it provides valuable information. In [1] , they extract all the papers from four computer science conferences, WWW, SIGIR, KDD and NIPS as the testing dataset and set the number of topics to be 4 accordingly. With the help of co-authorship regularizer, NetPLSI extracts more reasonable topics than the original PLSI and also assigns higher weight to the important words, as shown in Table 6 .
Latent Dirichlet Allocation Based Analysis
Though PLSI has shown its effectiveness, it has the issue of over-fitting due to the linear growth in the number of parameters with the number of training documents. To address this issue, Latent Dirichlet Allocation [7] is proposed. LDA has been ubiquitously implemented as a generative probabilistic model to analyze text corpus. The LDA model also follows the bag-of-word assumption where only the number of appearance for each word in a document is considered. As with PLSI, the model assumes that each topic holds a specific vocabulary distribution, e.g., "gene" and "cell" are highly likely to be produced from the "biology" topic. The generative process of LDA can be formally described as:
sample a topic from the topic distribution, z $ Multinomialðu d Þ. sample a word w from a multinomial distribution conditioned on the selected topic, w $ Multinomialðwjz; bÞ. Hence, the LDA model can be represented as Fig. 3 . Given the parameters a and b, the conditional distribution of a document is obtained by integrating the joint distribution over u and z pðwja; bÞ ¼ Z pðujaÞ
pðz n juÞpðw n jz n ; bÞdu;
where pðujaÞ is the Dirichlet distribution and pðz n juÞ is u i for the unique i such that z i n ¼ 1. This optimization problem can be solved by the variational EM algorithm and Gibbs sampling. In terms of perplexity, LDA achieves an improvement of 30 percent over PLSI and 48 percent over Unigram model [7] .
Although the conventional LDA can effectively extract topics based on the frequency of words, it ignores the order among the words which matters in some cases. For instance, for protein sequences, the different alignment of amino-acids have different biological meaning. In [40] , the authors propose a composite generative model that combines the semantic and syntactic components. While the generative process for the semantic component follows similarly with that of LDA, the syntactic component is mainly responsible for the short-range dependencies and is modeled by an Hidden Markov Model (HMM). Hence the semantic component is based on global context whereas the syntactic component is based local context. The integration of both the semantic and syntactic components enables the factorization of a sentence into function words and content words. More specifically, n syntactic word classes fc 1 ; c 2 ; . . . ; c n g are introduced. Also we utilize p c iÀ1 to denote the transition probability from class c iÀ1 in HMM. In this way the generative process of the composite model can be described as follows:
draw a word from semantic component, otherwise draw a word from syntactic component. Ref. [41] introduces the author-topic model and discusses how to utilize the author context information when analyzing document collections. In this model, each author is associated with a unique multinomial distribution over words, corresponding to the fact that each author has his or her own interest and domain. Hence, words are drawn according to the author topics. A document with multiple authors is modeled as a mixture distribution of the distributions associated with the authors. When a group of authors a d have written a document d, the process to generate a word is: first, choose the author x responsible for a given word. Author x is associated with a distribution over topics, and accordingly parameter u is chosen from a symmetric Dirichlet distribution. And a topic z is selected based on the author, then a word is generated according to the distribution corresponding to the selected topic. They conduct experiments on the NIPS dataset where papers are extracted from the NIPS conferences between 1987 and 1999. The author-topic model can gain a lower perplexity (approximately 7 percent) than LDA in the early training step, as the contextual author information provides a better prior knowledge for the documents. However as the training goes on, LDA becomes better than the author-topic model because in practice no two research papers are exactly the same. In [42] , they furthermore incorporate the conference context information into the model for academic document collections, considering the fact that each research conference has its own topics.
Later on, much more LDA variants with local context information have been proposed. Ref. [43] proposes the relational topic model for documents with links between them, Ref. [44] then introduces a hierarchical architecture upon it. [45] utilizes the temporal context information and develops a family of probabilistic time series models named the dynamic topic model to analyze the time evolution of topics in large document collections.
Discussion on Implicit Analysis Methods
When building a language model upon a corpus, the first step is to find a way to represent the terms in the corpus. In natural language processing, the most straightforward and also the most commonly used way to represent words is the one-hot representation. The one-hot representation converts every word in to a vector of length jV j, where jV j is the vocabulary size. By setting only one element corresponding to the word position in the vocabulary to 1, all the rest elements to 0, every word has its unique representation. For instance, we have a vocabulary of size 5 with "football" being its first word and "basketball" being the second: "football" would be encoded as ½1; 0; 0; 0; 0 and "basketball" ½0; 1; 0; 0; 0. One major drawback of models using one-hot representation is the lack of semantics, i.e., orthogonality of dimensions in words. Any single words in the vocabulary are orthogonal to each other. Even for highly related words "football" and "basketball", we have vectorðfootballÞ Á vectorðbasketballÞ ¼ 0.
By creating a latent space, implicit analysis can capture the latent semantics. LSI was proposed not only as an efficient dimensionality reduction technique, but also proven to effectively capture some aspects of basic linguistic notions such as synonymy and polysemy. A significant step forward in implicit analysis was made by mixture of unigrams model and PLSI. They model the latent space as topic space and they are also more explainable as generative models. Though PLSI is a useful step toward probabilistic modeling of text, it is not a complete probabilistic model as it does not use probability at document level. In contrast, LDA provides a complete probabilistic generative process and overcomes the overfitting issue for large corpus. Fig. 4 presents the perplexity for the unigram model, mixture of unigrams, PLSI and LDA on a corpora of scientific abstracts from the C. Elegans community. As can be seen all the models with latent variables perform better than the basic unigram model and LDA consistently performs the best for different number of topics. These basic implicit analysis models are based on global context information. As we introduced in the previous sections, local context can further improve the original models and expand range of applications by, for instance, considering the network structure and word order in a context window.
NEURAL NETWORK BASED ANALYSIS
Artificial neural network used to be a very popular machine learning technique whose main idea is to mimic the neural processing in the brain with interconnected neurons. Artificial neural network then lost its popularity due to its immense amount of training time and the emerge of some other efficient methods. In recent years, the advent of computer architectures and deep learning sparked new interest in neural networks and neural network based techniques represent the state of the art in many machine learning tasks. Neural network based analysis in context learning is also an emerging and promising technique, especially in language modeling.
Despite that the implicit analysis is usually based on global context while the neural network based analysis on local context, many of the neural network based models overlap with the implicit analysis as they also utilize a latent space. There are two major categories of techniques in this class: neural network based analysis and restricted Boltzmann machine (RBM) based analysis. When modeling language, a majority of the neural network based models adopt distributed representations for words. The distributed representation for words, also known as the word embeddings and word vectors, maps words to a latent semantic space, which is similar to PLSI and LDA mapping words into the topic space. The main differences between the distributed representations in neural network based analysis and topic dimensions in implicit analysis are: first, there is no particular meaning such as topic is prespecified for the distributed representation space; second, each latent topic in LDA corresponds to a probability distribution over categorical words whereas each distributed representation in neural network based analysis corresponds to a location in the vector space; third, the topic distribution for each word is usually sparse.
The distributed representation is a core technique to introduce neural network or/and deep learning into context learning. Besides the drawback of lacking semantics as we mentioned in Section 3.5, one-hot representation has two other main drawbacks: one is the curse of dimensionality when the vocabulary size is very large; the other is the problem of out-of-vocabulary words, i.e., the words have never been seen in the training set. The distributed representation for words can overcome the aforementioned problems. The distributed representation was first proposed by [46] and introduced into natural language processing by [2] . The term "distributed" refers to an object is described by multiple features at the same time. Instead of a binary vector of vocabulary size jV j, every word is represented as a real-valued vector of fixed length.
Neural Network Based Bi-gram Model
Using artificial neural network to train language models was first introduced by [47] . The authors ask an enlightening question as indicated in the title of their work: Can Artificial Neural Networks Learn Language Models? To answer this question, this paper proposed an artificial neural network to form a bi-gram language model. The proposed neural network contains only two layers, the input layer of jV j input units and the output layer of jV j output units with jV j being the size of the vocabulary. The one-hot representation is adopted for words, therefore specifically the ith input unit is 1 if the previous word is the ith word in the vocabulary. The ith output unit denotes the probability of the ith word in the vocabulary being the current word. Hence, for each context of two adjacent words, a bi-gram conditional probability is derived from this two-layer neural network pðw t jw tÀ1 Þ ¼ countðw t ; w tÀ1 Þ=countðw tÀ1 Þ. When the vocabulary size jV j is large, the computational complexity can be very high, as the weight matrix is jV j Ã jV j. To overcome this problem, the model only updates its weights connected with the non-zero input unit during the backpropagation step.
As a language model, the goal is to minimize the perplexity
By minimizing this error function, the value of the ith output unit will converge to the condition probability pðw i jw j Þ given the previous word w j , which will lead this neural network to a model equivalent to a bi-gram language model without any smoothing. However, the lack of smoothing may result in over-fitting and a very poor performance on the test data set. To overcome the overfitting problem, the authors use an early-stopping technique in the training step, i.e., stop training when the model achieves the best performance on a small set of held-out data.
To guarantee the values of the output units are probabilities (the sum is 1), the softmax activation function [48] is adopted for the output layer
where y i is the unnormalized value of the the ith output unit y i ¼ w i;o þ P j w ij x ij , and x ij is the value of the jth input unit for the ith data.
The empirical results show this neural network based bigram outperforms the standard n-gram model and even the Kneser-Ney smoothed n-gram model slightly with respect to perplexity (neural network based bi-gram: 11.16, n-gram: 11.99, KN n-gram: 11.17). However, due to the high dimensionality of the input and output layers, this model needs thousands times longer training time than the standard n-gram model. Many other researchers have proposed more sophisticated neural networks to address this problem ever since and much progress has been made. Ref. [2] is the first work that applied to a data set as large as millions of words. This work creatively introduces distributed representations for words into neural network based language models. Hence the dimensionality of input data is tremendously reduced and training time is shortened accordingly as we will discuss in the following section.
By incorporating the distributed representation, the neural probabilistic language model [2] makes learning language model via a neural network structure practical and outperforms the conventional language models. A schematic illusion of the network architecture is shown in Fig. 5 . The basic idea is to predict the current word based on its historical context information, same as the n-gram model. Each word has its unique distributed representation, which is a real-valued feature vector and denoted by a row in matrix C. And C is a matrix of size jV j Â m, where jV j is the vocabulary size and m is the dimension of word feature vectors specified manually. Thus, w denotes a word and CðwÞ represents the corresponding word embedding, CðwÞ 2 R m . A three-layer neural network structure is adopted to implement the language model:
The first layer is the projection layer which maps each word into its corresponding word embedding. w tÀnþ1 ; . . . ; w tÀ2 ; w tÀ1 on the bottom are the n À 1 preceding words as the historical context information. As with the n-gram model, this neural probabilistic language model is to predict the current word w t based on these n À 1 context words. Cðw tÀnþ1 Þ; . . . ; Cðw tÀ2 Þ; Cðw tÀ1 Þ are the word feature vectors corresponding to the n À 1 preceding words. By concatenating these word feature vectors, we obtain a context feature vector of length ðn À 1Þ Â m as the input for the second layer, and this context feature vector is denoted as x. The second layer is the hidden layer with tanh as the activation function
where d is the bias and H is the hidden layer weight matrix. The third layer is the output layer. There are jV j units in the output layer, and the output value of the ith unit y i represents the unnormalized probability of the current word w t being the ith word in the vocabulary. At last, the output layer y is calculated as
where b is the bias, W is the weight matrix for direct connections from input context features to the output layer (W can be set to 0 if there are no such direct connections), and U is the hidden output weight matrix. Like in [47] , a softmax normalization is adopted on the output layer to guarantee it is a probability distribution (summing up to 1). Thus, a context feature vector ðCðw tÀnþ1 Þ; . . . ; Cðw tÀ2 Þ; Cðw tÀ1 ÞÞ is mapped to a conditional probability of words in vocabulary for the current word w tP ðw t jw tÀ1 ; . . . ; w tÀnþ1 Þ ¼ e 
where y i is the unnormalized probability in Equation (18) . The vocabulary size is normally very large for language models, therefore most computation happens at the output layer. Given the structure, training is achieved by searching for the parameter set that maximizes the training corpus penalized log-likelihood
. . . ; w tÀnþ1 ; uÞ þ RðuÞ;
where u ¼ ðb; d; W; U; H; CÞ is the parameter set consisting of weight matrices, biases and word embedding matrix, and RðuÞ is a regularization term (specifically, in the paper R is a weight decay penalty to prevent over-fitting by penalizing large weights which do not make a large contribution to the error reduction). Hence the neural network can be trained via stochastic gradient ascent, by iteratively updating the parameter set u as u u þ @ log ðP ðw t jw tÀ1 ; . . . ; w tÀnþ1 ; uÞÞ @u ;
where is the learning rate. Note that unlike regular neural networks, this model updates both the weights and the input data (word embeddings) at each step. And only the word embeddings CðjÞ of words j inside the input window need to be visited and updated. This NPLM model outperforms the tri-gram language model by 24 percent in terms of perplexity. When dealing with sequential data, neural network based analysis can learn interesting features from the context information. [13] shows how to extract hidden features for amino acids and peptide sequences with a neural network based model. The main goal of this paper is to identify inorganic material affinity classes for peptide sequences. The task of peptide sequence analysis naturally shares some attributes in common with natural language processing, such as amino acids and words, peptide sequences and sentences. However, for this task, each peptide sequence carries more information than a text sentence: an unique binding property and a specific affinity class it belongs to. In order to incorporate the peptide sequence and affinity class knowledge, the neural network based context learning method also assigns feature vectors to the peptide sequences and affinity classes and takes them as part of the context input, as shown in Fig. 6 . In this way, this neural network structure turns into a semi-supervised method as the affinity class information is utilized . Based on the feature vectors extracted by this context learning method, an average improvement of 14 percent is achieved in terms of classification accuracy. Ref. [14] shows how to learn temporal information with a neural network based model when analyzing time series in bioinformatics.
Variants and Development
The NPLM model is a significant step toward modeling language with neural networks. However, it takes weeks to train this model even with a parallel implementation and only considers local context information. Many advanced variant methods have been proposed, mostly concerning speed-up techniques and incorporating global context knowledge.
Speed-Up with a Scoring Mechanism
As we mentioned in the previous section, the jV j-sized output layer is the most time consuming part. Therefore, reducing the size of the output layer would be a good strategy to speed up the model. Ref. [49] proposed a deep neural network structure with an output layer of only size one. Rather than training a language model, this model focuses on learning a good representation of words and applies this representation to several natural language processing tasks, such as part-of-speech tagging, chunking, name entity recognition, semantic role labeling. With a special goal of only wanting the representation of words, the way to train this model is different. The model is trying to give the n words in each context window a score, scoreðw tÀnþ1 ; . . . ; w tÀ1 ; w t Þ, instead of calculating the conditional probability pðw t jw 1 ; w 2 ; . . . ; w tÀ1 Þ, where scoreðw tÀnþ1 ; . . . ; w tÀ1 ; w t Þ is the scoring function implemented by the neural network architecture. Thus this score is the only unit of the output layer. A higher score means the context makes more sense, while a context composed of random words should have a negative score. The goal is to discriminate the correct word from a random word. The model wants the score of the correct word to be larger by a margin of 1 than the score of any other random word in the vocabulary. Denoting scoreðw tÀnþ1 ; . . . ; w tÀ1 ; w t Þ by fðsÞ, therefore the training objective to minimize is X s2S X w2D maxð0; 1 À fðsÞ þ fðs w ÞÞ; (22) where S is the set of context windows, D is the vocabulary and s w is a context window where the current word is replaced by a random word w. Mostly, replacing an existing word in a context window with another random word will result in the new sentence not making any sense, i.e., fðs w Þ much lower than fðsÞ. Negative sampling [8] is a similar strategy that ranks the data above noise. Negative sampling is a simplified version of Noise Contrastive Estimation [50] , [51] . Rather than approximately maximizing the log probability of the softmax, negative sampling is only concerned with learning high-quality word vectors. Without loss in word vector qualities, this strategy is able to reduce the training time on large corpus from days, even weeks to one day.
Speed-Up with Hierarchical Structures
Another speed-up strategy is to replace the unstructured jV j-sized output layer with a hierarchical structure, which can provide an exponential reduction in time complexity compared to the NPLM model. Typically, the hierarchical structure is a binary tree whose leaf nodes correspond to the words in the vocabulary .
Ref. [52] introduces a hierarchical probabilistic neural network language model where the binary tree structure is constructed based on the lexical resource WordNet [53] . To translate the WordNet tree to a binary tree, the K-means algorithm is used to split word clusters. The similarity scores between words for the K-means algorithm are calculated based on the ontological graph provided by WordNet (including IS-A, synonym etc. relations). After the binary tree is built, each word w in the vocabulary corresponds to a leaf node in the binary tree and can be uniquely specified by the path bðwÞ from the root to the leaf node w, bðwÞ ¼ ðb 1 ðwÞ; b 2 ðwÞ; . . . ; b m ðwÞÞ (where m is the length of this path depending on w). Thus given the path bðwÞ, the conditional probability of the current word can be computed as follows: This product can be interpreted as a series of binary decisions indicating which of the children of the current node to visit next. If the binary tree is balanced, the height of the tree should be log 2 jV j d e . As a result, the training time of this model is linear in Oðlog ðjV jÞÞ instead of jV j and the time complexity is exponentially reduced.
However, such expert knowledge as WordNet is not always available, [54] introduces the hierarchical log-bilinear model (HLBL) whose hierarchical structure is built via a pure learning approach. The authors use log-bilinear (LBL) [55] as the foundation of the HLBL model for its simplicity and good performance. The LBL model adopts the inner product between the predicted feature vector and the feature vector for each word in the vocabulary as the unnormalized similarity. Here the predicted feature vector is computed as a linear combination of the word vectors in the context window. The HLBL model discusses four rules to construct a binary tree of words without expert knowledge: RANDOM, BALANCED, ADAPTIVE and ADAP-TIVE(). When training the HLBL model based on the latter three strategies, we need to train the HLBL model based on a random binary tree first and then use the learned word embeddings to build a more sophisticated binary tree. The HLBL model not only achieves an exponential reduction in time complexity, but also its performance is comparable to the foundation LBL model.
Ref. [8] , [56] propose a Huffman tree based hierarchical neural network language model called Word2Vec. As a Huffman tree assigns short paths to frequent words, this results in even faster training.
Incorporating Historical Context with RNN
Despite the improvement of fast training, a drawback of the above neural network based models is that only a small amount of context words are utilized during training, and, as with the n-gram model, the size of the context window is not very big (usually smaller than 20). In order to incorporate longer-ranged historical context information and further reduce the language model perplexity, [57] proposes the recurrent neural network based language model (RNNLM) which is based on the so-called a simple recurrent neural network [58] , as shown in Fig. 7 . The RNNLM model consists of three layers: input layer x, hidden layer s (also called context layer or state) and output layer y. Input vector xðtÞ is a concatenation of vector wðtÞ representing the current word and the output vector of the hidden layer from the previous time stamp sðt À 1Þ. Then the hidden and output layers are computed as follows:
where fðzÞ is the sigmoid activation function and gðzÞ is the softmax function to guarantee probabilities on the output layer summing up to 1. The RNNLM model can be trained by a standard backpropagation algorithm with stochastic gradient descent. sð0Þ can be set to a vector of small values for initialization. This model achieves one of the largest perplexity reduction ever reported-45.2 percent compared with Kneser-Ney five-gram.
Utilizing Global Statistics
Ref. [59] provides another way to utilize the global statistical information of the corpus by building their log-bilinear regression model on global word-word co-occurrence counts. The proposed model is called Global Vectors (GloVe), because compared with other neural network based language models, GloVe is directly based on the global corpus statistics. Let X denote the matrix of wordword co-occurrence counts and X i ¼ P k X ik be the total number of words appear in the context of word i. And P ðjjiÞ ¼ X ij =X i denotes the probability of word j appearing in the context of word i. The paper proposes that the relationship between two words can be examined by studying the ratio of their co-occurrence probabilities with other probe words, k. For example, if word k is related to word i but not j, the ratio P ðkjiÞ=P ðkjjÞ should be large. In contrast, if word k is related to word j but not i, then the ratio P ðkjiÞ=P ðkjjÞ should be small. Based on this ratio of cooccurrence probabilities rather than the probabilities themselves, the most general model takes the form
where w i , w j are word vectors andw is from another set of word vectors called context word vectors. In order to capture the linear structure of the word vector space, vector difference and dot product are applied to the input word vectors, and F is appointed the exponential function. Thus after adding bias, a drastically simplified model is obtained
Considering the co-occurrence matrix X is very sparse, the final objective function is a weighted least squares regression
where fðX ij Þ is a non-decreasing weighting function that fð0Þ ¼ 0. The model generates two sets of word vectors, regular vectors W and context vectorsW . They use W þW as the final word vectors so as to reduce overfitting and noise. By using the global statistics, GloVe is able to outperform the previous neural network based language models by 6.4 on the word analogy task. Other than encoding the global statistics as a word-word co-occurrence matrix, [9] and [60] utilize the global context information by incorporating a global feature vector in the models. 
Restricted Boltzmann Machine Based Analysis
Technically, a restricted Boltzmann machine is a generative stochastic neural network that can learn a probability distribution over the set of inputs. A Boltzmann machine is a symmetric network of binary units. The binary units are composed of a layer of visible units v 2 f0; 1g D and a layer of hidden units h 2 f0; 1g P : Accordingly, when a Boltzmann machine is in the state of fv; hg, its energy is defined as
where fL; J; W; b; cg are the model parameters: L; J; W denote the symmetric interaction weights between visible units and visible units, hidden and hidden units, visible and hidden units respectively, and b and c are the bias vectors, and v 0 denotes v transpose to avoid confusion. By setting L ¼ 0 and J ¼ 0, we obtain the well-known RBM which has no visibleto-visible and hidden-to-hidden interactions. The probability distribution on state fv; hg is defined based on its energy pðv; hÞ ¼ 1 P v P h expðÀEðv; hÞÞ expðÀEðv; hÞÞ:
As the units are binary, this yields the conditional distributions over visible units and hidden units
where sðxÞ ¼ 1=ð1 þ e Àx Þ is the sigmoid logistic function, which enables efficient Gibbs sampling for one layer given the other layer. Based on the observation of the visible units v, the log likelihood L to maximize is L ¼ log pðvÞ ¼ log P h pðv; hÞ. Using gradient ascent to reach the maximum likelihood in this model is intractable as there are exponentially many items involved in calculating the normalizing constant in Equation (28) . To obtain an efficient approximation, a Monte Carlo estimation, i.e., the Contrastive Divergence method [61] is usually adopted. The Replicated Softmax model is an RBM based language model that is used to extract low dimension semantic representations from a collection of documents by analyzing the context information in each document [62] . As shown in Fig. 8 , each visible unit denotes one input word in a document or a context, and the hidden units denote the latent semantic representations. The proposed model adopts one-hot representation for words. Suppose the vocabulary size is K, if we denote e k the one-hot vector with its kth component set to 1, then the conditional distribution of the ith word becomes
Usually the document contexts are of different length, which results in different amounts of the visible units and weight parameters. The Replicated Softmax addressed this issue by sharing the weights among different visible units connected to the same hidden unit. In order to obtain some degree of flexibility in defining the prior over the hidden units and extract deeper latent semantics, deep Boltzmann machines (DBM) [63] are adopted as the basic model. The Over-Replicated Softmax is an RBM based language model with two hidden layers [64] . To avoid the expensive training and inference of DBM, the top layer, i.e., the second hidden layer is designed to be shared softmax units as the visible layer.
Sometimes, context information could be not only spatial, but also temporal. This results in effective adaptations: the Temporal Restricted Boltzmann Machine (TRBM) [11] . As a probabilistic model, the TRBM is a directed graphical model consisting of a sequence of RBMs, where the state of historical RBMs determine the biases of the RBM in next timestamp. The probability distribution on state v t ; h t at time t is
where Z is the normalizing constant, m is the temporal parameter determining how many historical states are considered, v t and h t denote the states of the visible and hidden layer at time t. A 0 is the weights between the current visible and hidden layer, corresponding to weights W in the standard RBM. The notation v tÀ1 tÀm and h tÀ1 tÀm stand for the historical states of the visible and hidden layer from time t À m to time t À 1, i.e., fv tÀ1 ; . . . ; v tÀm g and fh tÀ1 ; . . . ; h tÀm g. Fig. 9 illustrates how the TRBM model denoises sequences by learning the temporal context information: the top row is an image sequence; the second row is the same image sequence corrupted by noise that is highly correlated in space and time; the third row is the image sequence denoised by a single-hidden-layer TRBM and the bottom row is the image sequence denoised by a two-hidden-layer TRBM. Later on, a similar extension based on Recurrent Neural Network is proposed and named Recurrent Temporal Restricted Boltzmann Machine (RTRBM) [65] .
Discussion on Neural Network Methods
As emerging techniques, both neural network and Restricted Boltzmann Machine based analysis have proven to be better than the conventional language models such as N-gram in terms of perplexity. Compared to RBM based analysis, neural network based analysis has garnered more attention and development, and the reason is threefold: First, neural network based analysis is more efficient in parameter inference. Most neural network based analysis can be trained via backpropagation. However backpropagation can not be directly applied to RBM based analysis because it takes exponential time to compute the gradient. This is due to exponentially many items involved in normalizing the probability distribution of each state based on its energy. Though, Contrastive Divergence provides an efficient estimation of the gradient using Gibbs sampling, the optimization of RBM based analysis is still more difficult than neural network based analysis.
Second, the architecture of neural network based analysis is more flexible for extensions and modifications. By changing the neural network architecture, for example replacing the output layer with a scoring unit and using a recurrent structure, neural network based analysis can effectively incorporate prior knowledge, global context and extend to more application domains.
Last, the rapid development of distributed representation makes a contribution. Word embeddings have two general usage: they can be directly used as the input to accomplish tasks such as part-of-speech tagging; they can also work as auxiliary features to improve the performance of existing models. There are several sets of popular trained word embeddings available on the Internet. Though it is hard to conclude which is the best as they were trained on different corpora and designed for different tasks, we can observe that a larger corpus of a suitable domain yields better word embeddings for specific tasks [66] .
However, RBM based analysis has its own advantages as well. On one hand, RBM based analysis is based on global bag-of-word context, which means compared with neural network based analysis it can better utilize the global statistics. On the other hand, the training time consumption of RBM based analysis is much shorter than neural network based analysis.
One big contribution made by neural network based analysis is the distributed representation. Compared with the one-hot representation, the distributed representation significantly improves the performance of context learning and is closer to how humans understand words. However, many researchers argue that the explanation of how the word embeddings are learned based on their context is hand-wavy and a more formal explanation is in need [67] . Therefore, possible future directions in neural network based analysis are: accelerating the training speed and trying to better understand the reason for the success of word embeddings.
COMPOSITE MODELS
Having discussed the three individual broad categories of context learning and applications, we now move to situations that warrant the need of combination of the above discussed techniques. In this section, we discuss specific scenarios wherein the authors combine the above methods so that the task as a whole is divided into relatively easier sub-tasks that are very effectively handled by the individual techniques discussed earlier.
Explicit Analysis + Neural Network
When dealing with natural language processing tasks, such as part-of-speech tagging and language modeling, the neural network based models outperform the stateof-the-art n-gram models and are able to overcome many drawbacks inherent in n-gram models (the curse of dimensionality, out-of-vocabulary words, etc.). However, on the other hand, as the most widely used language model, n-gram models are very effective and efficient despite those drawbacks. In order to handle this tradeoff between computational cost and model performance, an intuitive idea is to combine the neural probabilistic language model and the state-of-the-art n-gram model to achieve both model quality and efficiency.
Ref. [68] proposes a combined model of neural network and n-gram to reduce the computation of NPLM (Section 4.2). The main idea is to use NPLM to predict only the "interesting words", which are referred to as a shortlist in this paper, and use a standard three-gram model for the rest of the words. The authors introduce two ways to define a shortlist: a static shortlist, which contains l ( jV j most frequent words in the vocabulary, and a dynamic shortlist, which contains l ( jV j words depending on the input context. With the utilization of the shortlist, this model is able to reduce the perplexity by up to 8.9 percent compared to the standard threegram model with a much faster speed than the NPLM. The size of the shortlist affects the trade-off between the computational cost and the model perplexity: the more words in the shortlist, the more reduction in the perplexity can be achieved, and the longer training time the model will need. [69] extends this combined model with several new techniques including lattice rescoring, regrouping, block model, CPU optimization and training data sub-sampling.
Ref. [70] proposes a unified composite model of neural network and n-gram models based language model called Structured OUtput Layer (SOUL). The proposed model structures the output vocabulary based on word clustering and also adopts the shortlist to reduce the computation. Compared to a four-gram model, SOUL can achieve an improvement of up to 23 percent in terms of perplexity.
Ref. [2] shows that combining the predictions of neural network and n-gram model may bring in a 24 percent improvement in terms of perplexity compared with individual models since these two models appear to make "errors" in very different ways. This paper introduces three strategies to combine the prediction probability of the NPLM with that of the tri-gram model: a fixed weight of 0.5, a learned weight based on the likelihood on the validation set and weights conditioned on the input context. In their experiment, the performance of the composite model doesn't change as the size of the hidden layer increases when the weight is fixed, and this implies these two models make errors in different ways.
Besides improving efficiency, explicit analysis can also incorporate prior context knowledge into neural network based models. Ref. [71] proposes a general framework to incorporate ordinal ranking inequalities into neural network based language models. The ordinal ranking inequalities represent semantic prior knowledge extracted from Thesaurus and WordNet, for example, similarity(football, basketball) > similarity(football, art) is a prior inequality constraint on the corresponding word vectors. Ref. [72] shows how to utilize user and product context information when dealing with sentiment classification task of text. Not only the semantics of the text, but also who expressed the sentiment and which product is being evaluated have great influences on interpreting the sentiment of text. As neural network based models have achieved promising results for sentiment classification task, they adopt a convolutional neural network architecture as their foundation. By incorporating user and product level information into the neural network for document level sentiment classification, the proposed model outperforms the baselines by averagely 19 percent in terms of RMSE on the IMDB dataset.
Explicit Analysis + Implicit Analysis
While both explicit analysis and implicit analysis have shown their effectiveness in learning context information, both methods also have their limitations. We will introduce some composite models aiming to take advantage of both explicit analysis and latent analysis by combining them.
Ref. [73] proposes a generative probabilistic recommender system which combines collaborative and content-based recommendations. The model extends the aspect model [74] to incorporate three-way co-occurrence among users, items and item content. Given an observation ðu; d; wÞ which denotes an event of user u accessing document d containing word w, when the latent topic is z, the probability distribution would be pðzÞpðujzÞpðdjzÞpðwjzÞ. We can obtain the joint distribution for the observation by marginalizing out latent topic z: pðu; d; wÞ ¼ P z pðzÞpðujzÞpðdjzÞpðwjzÞ. Hence, given a training set, the log likelihood L of the whole training set is L ¼ 
where nðu; d; wÞ is the number of times that observation ðu; d; wÞ has occurred in the dataset. The empirical results show that this proposed composite model is 39 percent better than the aspect model which considers only latent class variables with respect to predictive accuracy. Ref. [75] introduces another composite model for recommendation systems. The main idea of this paper is to recommend groups to social network users based on offline events. First the explicit features (location features and social features) are captured by a linear model:r l ðu; gÞ ¼ w T x, wherer l ðu; gÞ denotes the rating prediction between user u and group g based on the linear model, and x is the explicit feature vector. Then the latent features (the interactions between groups and users) are captured by matrix factorization: r m ðu; gÞ ¼ P T u P g , where P u and P g are the low-dimension latent factors for user u and group g. Moreover, the group bias and pairwise tags are incorporated into the model. They conduct experiments on the users of the social network Meetup in New York City and Los Angeles, and the composite model can achieve an 8 percent improvement in terms of AUC compared with the baseline methods which consider only either explicit or latent factors.
In [76] , the authors propose a composite model which combines explicit and implicit topic representations for result diversification. As queries in web search are often short and underspecified, a diversified search result would increase users' average satisfaction by providing documents that cover as many subtopics of the query as possible. The model first uses a random walk based approach to compute the similarities between subtopics explicitly extracted from multiple web sources, and then regularize latent topic models with these similarities. In order to combine explicit and implicit subtopics, the model adopts the Laplacian PLSA [77] and uses the explicit similarities as the smoothing regularizer to train the latent topic model. Empirical results show that this composite model leads to more robust diversification results and outperforms the baseline by 14 percent in terms of a-nDCG@20 [78] .
Ref. [3] introduces a composite model solution to the named entity disambiguation problem in e-commerce domain. The problem to address is that given two strings of text obtained from multiple data sources, such that each string corresponding to an underlying physical entity, the title matching problem is to report whether they refer to the same entity or not. The proposed model mainly consists of two components. The first component called Cross-Title Enrichment (CTE) aims to magnify the similarity or dissimilarity of a given pair of titles with the help of Web searches. The motivation for this component is similar with "query rewriting". This component refers to the explicit means of analysis. Specifically, by adding or deleting tokens to the given titles T 1 and T 2 , they are enriched with the help of Web searches such that the enriched titles still refer to the same physical object as the original titles, and yet make the title matching task easier. The second component called Community Detection for Approximate Matching (CDAM) computes the distance between the enriched titles based on a "social" like network constructed by the tokens and evaluates the number of latent communities in the network. If there is only a single close-knit community detected, then the two titles are deemed a match. The authors propose a new custom designed community detection algorithm to suit the needs of the domain as the conventional methods do not adapt well. Fig. 10 shows the network like structure between the tokens of two titles where an edge represents an implicit relationship between the tokens identified through web results. Thus, CDAM calculates the number of latent communities based on the inter-title edges and the nodes as max ðfðgðaÞ; gðbÞ; wða; bÞÞ À Þ a 2 T 1 nT 2 ; b 2 T 2 nT 1 ; 9Eða; bÞ 
where gðaÞ is the difference between the average weight of outgoing edges of node a and the average weight of incoming edges of a (if the indegree of node a is 0, the the average weight of incoming edges is set to À1). fðÁÞ can be any aggregating function such as addition, wða; bÞ is the edge weight between node a and b, and is the penalty for isolated nodes. While CTE represents the explicit aspect of the approach to magnify the similarity or the dissimilarity, CDAM represents the implicit approach in calculating the actual similarity between the titles. The empirical results show that this model outperforms several state-of-the-art techniques and even many of the supervised methods.
Implicit Analysis + Neural Network
Many implicit analysis methods and neural network methods are complementary to each other in the sense of context scope. Generally speaking, most implicit analysis methods are based on global statistics and the bag-of-words assumption-the word order in a document is neglected, whereas, most neural network methods are based on local context and takes into consideration the word order, at least in the small context window. This complementary relationship makes them a good combination to incorporate prior knowledge and enhance their performance. Ref. [79] proposes a Gaussian LDA model based on word embeddings. Gaussian LDA was first introduced by [81] to model continuous data, such as audio signal. In the conventional LDA model, topics are categorical multinomial distributions over discrete word types, whereas in the proposed Gaussian LDA model, topics are replaced with multivariate Gaussian distributions in the vector space of pre-trained word embeddings. Continuous word embeddings learnt from large corpora such as Wikipedia are proven to be effective at capturing semantic regularities in language. This encourages us to use word embeddings as prior knowledge and to group words known to be semantically related into same topics. The first step is to learn word embeddings from large corpora. Documents now are sequences of word embeddings rather than word types. Then the generative process can be described as:
For each topic k ¼ 1; 2; . . . ; K: 1) Draw topic covariance S S k $ W À1 ðC C; nÞ. Gaussian LDA uses pre-trained word vectors as prior knowledge and model topics in this continous vector space, while [80] provides an opposite idea to combine topic model and neural network model. This paper proposes the Topic2-Vec model which uses pre-trained topic label of each word as the prior knowledge. The first step of Topic2Vec is to learn topic labels for words with LDA, and thus global statistics is contained in this topic information. When training the neural network language model, a set of neurons representing topics are added in the output layer, i.e., in each training step, the prediction task is to infer both the current word and the topic label for the current word based on the context words. As a result, the proposed model can learn distributed representations for topics in the same semantic space with words and produces a good grouping and separation of word vectors in different topics.
Discussion on Composite Models
As each individual category of context learning has its pros and cons, we would like to combine them in certain scenarios: a task is able to be divided into several sub-tasks that can be very effectively solved by the individual techniques; we need a compromise model between quality and efficiency which gains satisfying performance with acceptable time consumption; both local context and global context can work complementarily so that the composite model performs better than one of them working alone; useful external information can be incorporated as prior knowledge to enhance the original model. For instances, [3] divides the named entity disambiguation problem into explicit title enrichment and implicit community detection problems, and conquer them separately; [2] , [70] combine neural network language models with explicit n-gram models to achieve a trade-off between computational cost and model performance.
Composite models can be used to solve many practical problems as they can make use of both methods. However, most of the existing composite models utilize each individual method separately-either each individual method works in different stage or the outcome of one method is used as prior knowledge. In the future, composite models with deep cooperation among its individual methods would be very helpful. 
CONCLUSIONS
Context learning has been around now for decades. Despite the similar underlying theme across different methods, the application setting greatly influences the nuances of the method. In this survey, we attempted to provide a collection of techniques that are widely employed and forms the basis of many researches in this area. Fig. 11 gives an overview in form of tree structure of the methods discussed in this survey. There are primarily four categories for context learning and application-explicit, implicit, neural networks, and composite models. These categories are arranged in the order of increasing complexity, although the very same order need not represent the trend in the performance. This is a consequence of application setting dictating most of the intricacy in a method, resulting in poor generalization ability. In this regard, neural network and implicit models are found to be promising.
With context learning being accepted by researches as a significant component in analyses, it is worthwhile to explore options where context gathering is an implicit and native part of the process. Such approaches, truly has the capability to further our advancements in the generalization ability and domain/application independence.
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