Statistics shows that more than 22% of people with type 2 diabetes mellitus suffer from CAN and which in turn leads to cardiovascular disease (heart attack, stroke). Therefore early detection of CAN could reduce the mortality. Traditional method for detection of CAN uses Ewing's algorithm where five noninvasive cardiovascular tests are used. Often for clinician, it is difficult to collect data from for the Ewing Battery patients due to onerous test conditions. In this paper, we propose a hybrid of wrapper-filter approach to find novel features from patients' ECG records and then generate decision rules for the new features for easier detection of CAN. In the proposed feature selection, a hybrid of filter (Maximum Relevance, MR) and wrapper (Artificial Neural Net Input Gain Measurement Approximation ANNIGMA) approaches (MR-ANNIGMA) would be used. The combined heuristics in the hybrid MR-ANNIGMA takes the advantages of the complementary properties of the both filter and wrapper heuristics and can find significant features. The selected features set are used to generate a new set of rules for detection of CAN. Experiments on real patient records shows that proposed method finds a smaller set of features for detection of CAN than traditional method which are clinically significant and could lead to an easier way to diagnose CAN.
I. INTRODUCTION Cardiovascular autonomic neuropathy (CAN) occurs due to damage in the autonomic nerve fibres to the heart and is one of the important causes of mortality among diabetes patients [1, 2] . Statistics shows that more than 22% of people with type 2 diabetes mellitus (DM) suffer from CAN which in turn leads to impaired regulation of blood pressure and heart rate variability (HRV) and 75% of diabetic-people die from cardiovascular disease [3] . A survey on a group of population of different age, sex, and varying duration with diabetes shows that the mortality of diabetic patients with CAN increased steadily over the 8-year period (6% after 2 years, 14% after 4 years, 17% after 6 years, and 23% after 8 years) [4] . Therefore early detection of CAN could reduce mortality and enhance health. The traditional method for detection of CAN uses Ewing's algorithm [6, 7] where five simple non invasive cardiovascular tests/ features such as (Valsalva manoeuvre, heart rate response to deep breathing and standing up, blood pressure response to standing up and sustained handgrip) are used. The panel on consensus meetings on Diabetic Neuropathy, San Antonio-1988 [6, 7] also recommended five tests for detection of CAN (heart rate response to 1) deep breathing, 2) standing, and 3) the Valsalva manoeuvre and two tests of blood pressure control were also recommended: blood pressure response to 1) standing or passive tilting and 2) sustained handgrip. Often it is difficult for clinicians to collect data for the Ewing Battery from patients due to onerous test conditions.
In this paper, we would employ novel data mining techniques such as feature selection and rule generation to discover a new set of features and generate decision rules for the detection of CAN using a combination of patients ECG records and traditional features. We propose a hybrid of wrapper-filter approach for extracting novel features from the morphological data of patients ECG records and then generate decision rules from new features for detection of CAN using decision tree. Our earlier research [5] shows that a hybrid of wrapper-filter heuristic significantly improves the performances over the independent wrapper and filter approaches in feature selection applications [5] . In this paper we use this concept of wrapper-filter hybrid heuristic [5] for pre-filtering of redundant features in the diagnosis of CAN. Our proposed approach uses a hybrid of filter (Maximum Relevance, MR) and wrapper (Artificial Neural Net Input Gain Measurement Approximation ANNIGMA) approaches (MR-ANNIGMA). The combined heuristics in the hybrid MR-ANNIGMA takes the advantages of the complementary properties of the both filter and wrapper heuristics and can find most significant features which later can be used to generate new set of simplified rules for detection of CAN. The rules are generated by standard decision trees.
The rest of the paper is organized as follows. The next section introduces some related literature. Section III describes the data set used in this paper and some background terminology related to ECG feature extraction. The proposed hybrid of wrapper-filter feature selection algorithm and decision rule generation process in Section IV. Section V presents experimental results and discussion. Conclusions of this study are presented in the last section. # II. RELATED WORK Ewing et al. [6, 7] proposed five simple autonomic function tests. Many others [9, 10] also used these five tests for CAN. The tests are: HR response to Valsalva manoeuvre (sitting, VA_HR), HR variation during deep breathing (DB_HR), BP response to sustained handgrip (Sitting), immediate HR response to standing (Lying to standing), and BP response to standing (Lying to standing). Ewing [6, 7] mentions three different ranges for these tests such as normal, borderline and abnormal. CAN is then determined depending on the number of tests either borderline or abnormal into mild, moderate, severe and atypical. The results are used to categorise patients into different types of CAN [6, 7] .
III. DATA SET AND ECG FEATURES The data was collected from people attending the diabetes complications screening research initiative (DiScRi) at Charles Sturt University. Ethics was approved by the universities ethics in human research committee prior to commencing with the project. Participants were recruited through media advertisement and were requested to fast from midnight the previous day as well as abstain from smoking, coffee and alcohol for 24 hours. Measures were undertaken between 9:00 am and 12 noon. There were no exclusion criteria. All participants had their age, sex and diabetes status recorded as well as blood pressure (BP), body-mass index (BMI), blood glucose level (BGL), and cholesterol profile. 12-lead ECG was recorded for 10sec. All participants undertook the Ewing battery [6, 7] consisting of 5 tests. From the 12-lead ECG we measured QRS, PQ, QTc and QTd intervals as well as heart rate and QRS axis. The five Ewing tests used were changes in heart rate associated with lying to standing, deep breathing and valsalva manoeuvre and changes in blood pressure associated with hand grip and lying to standing. Data of 291 participants attending DiScRi were selected on the basis that they had a complete Ewing battery result (5 tests). Demographic details are listed in Table- I. Eleven people reported having had a heart attack, 14 reported atrial fibrillation and 38 had palpitations. ECG features are used in combination with the traditional Ewing features. ECG features are extracted from the 10 seconds recording. The following ECG features were used ( Fig. 1.) : QRS Complex= QRS complex represents the ventricular activity of the heart (the depolarization of the ventricles) and its duration is known as the QRS duration. PQ Interval = PQ interval is the time elapsed between the beginning of the P wave at the beginning of the next QRS complex. QTc = QT interval is the longest distance between the Q wave and the T wave. QTc is the corrected QT interval which is the period from the beginning of the QRS complex to the end of the T wave. It reflects the refractory period of the heart. QTc is QT interval corrected for heart rate.
QTc>1/2 = is the cut-off for abnormal beat QTd = QT dispersion (maximum QT interval minus minimum QT interval) is an approximate measure of a general abnormality of repolarisation.
QRS axis degree is the deflection of the electrical axis of the heart in degrees to the right or left Grade= grading for referral requirement.
IV. PROPOSED HYBRID OF WRAPPER-FILTER BASED FEATURE SELECTION AND DECISION RULES GENERATION TO IDENTIFY
CARDIOVASCULAR AUTONOMIC NEUROPATHY In the proposed approach, we would investigate new features including patients ECG records which have not been explored in the literature. Then we extract new rules for detection of Cardiovascular Autonomic Neuropathy (CAN) using the selected features and corresponding records. The proposed methodology can be described by In the next section, the detailed methodology is described. Standard filter approaches do not guarantee [4, 11, 12 ] that selected feature subset will do better in classification/prediction tasks. In contrast, the wrapper approach [4] , [11] , [12] [13], [14] uses a predetermined induction algorithm and repeated execution of the induction algorithm in the search process incurs a high computational cost in the wrapper approach. Our earlier research shows that hybrid of wrapper-filter approaches [5] can introduce the filter heuristic in the wrapper stage and can take advantages of both approaches. This technique [5] can direct the search process to the more promising space in the wrapper and find more significant features subset. Therefore, in the proposed approach we have combined mutual information based Maximum Relevance (MR) filter heuristics and Artificial Neural Network Input Gain Measurement Approximation (ANNIGMA) based wrapper heuristic in the wrapper stage. The feature selection process can be described by fig 3 and Algorithm-1.
B. Artificial Neural Network Input Gain Measurement
Approximation (ANNIGMA) Artificial Neural Network Input Gain Measurement Approximation (ANNIGMA) [12] is a weight analysis based wrapper heuristic that ranks features by relevance based on the weight associated with feature in a Neural Network based wrapper approach. Features that are irrelevant or redundant will produce more error than relevant features. Therefore, during training, weights of noisy features are controlled in such a way that they contribute to the output as least as possible. ANNIGMA [12] is based on the above strategy of the training algorithm. For a two layer Multi Layer Perceptron (MLP) Neural Network, if i, j, k are the input, hidden and output layer and Q is a logistic activation function (1) of the first layer and second layer has a linear function, then output of the network is as (2).
Then local gain is defined as (3)
According to C.N. Hsu and H.J. Huang et.al. [12] , the local gain can be written in terms of network weight as (4):
Then ANNINGMA score for feature-i ( i F ) is the local gain (LG) normalized based on a unity scale as (5)
C. Maximum Relevance (MR) filter heuristics
Relevant features provide more information about the class variable than irrelevant features. Therefore mutual information based maximum relevance [8] is a good heuristic to select salient features in data mining area. If S is a set of features i F and class variable is c, the maximum relevance [8] can be defined as (6) . Current set of feature current S =S
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D. Computation of combined score in the hybrid wrapperFilter feature selection algorithm: Hybrid of Maximum Relevance and ANNIGMA (MR-ANNIGMA) for the proposed approach
The proposed MR-ANNIGMA uses Artificial Neural Network as the classification algorithm in the wrapper stage. An n-fold cross-validation approach has been used in MR-ANNIGMA to train the wrapper. In each fold we compute the ANNIGMA score for every feature. Then after training of all folds, the ANNIGMA score is averaged as (7):
While computing the combined score in the proposed ANNIGMA, the relevance of a feature in the current subset is computed from the individual score which is scaled to the maximum individual relevance of the subset. Thus relevance of a feature in a subset in the hybrid approach is as (8)
The combined score of filter's heuristic and wrapper's heuristic in the proposed MR-ANNIGMA is computed as (9) .
E. Search strategies and subset generation in the hybrid approach(MR-ANNIGMA)
The hybrid approach uses a Backward Elimination (BE) search strategy to generate a subset of features. Initially hybrid starts with the full feature set. Subset generation in BE is guided by the wrapper-filter hybrid heuristic score as (9) . The combined score computation follows the steps of sub-sections (B-D). In the wrapper stage, an n-fold cross validation approach has been applied in the training of the MLP network. The evaluation criterion of feature subset is based on the average prediction accuracy over n-fold of the wrapper (MLP network). In Algorithm-1, steps-1 to 11 computes the average accuracy over n-folds for the current subset of features.
Step-12 to step-14 computes the hybrid scores and ranks the features based on their combined score.
Step-15 to step-16 generates new subset based on the feature ranking and keep records of evaluated feature subsets with their accuracy. The BE continues until a single feature is remaining in the current subset. The subset with highest accuracies or close to the highest accuracies with fewer features than it is chosen as the final feature subset.
F. Decision Rule Generation for identifying CAN
Selected features by using the proposed feature selection algorithm along with corresponding patients' records are used to feed to a Standard Decision Tree classifier (SDTs) [15, 16] . A SDT is a rooted tree with a node called the root that has no incoming edge. Nodes with both incoming and outgoing edges are called internal nodes. Nodes with no outgoing edges are called leaves. The rules are generated from the root of the constructed SDT to one of its leaves and are transformed to a decision rule by co-joining the intermediate nodes' testconditions that forms the antecedent part of the rule and class value of the leaf forms the consequent part of the rule.
V. EXPERIMENTAL RESULTS AND DISCUSSION
The proposed approach has been tested on real data set described in the section III. The data is normalized in the range [-1, 1]. A single hidden layer neural network with 6 hidden neuron, hidden transfer function (tansig) and output transfer function (Purelinear) with a maximum epoc of 300 has been considered as the wrapper. 
No of Features
Accuracies (%) The wrapper uses 10 trials to determine the accuracies with 10-fold cross validation for each trial in the BE process. The hybrid process (MR-ANNIGMA) starts with 13 attributes and combined score graph has been given in Fig.4 where feature-1 has the lowest score for ANNIGMA, feature -11 has the lowest MR score and the hybrid finds feature-6 as the lowest (Fig 4) . Therefore the hybrid eliminates feature-6 after the first cycle. In the next cycle, the hybrid re-computes all features' scores resulting in feature-7 attaining the lowest combined score. Therefore it eliminates feature-7 (Fig. 5) . The hybrid (MR-ANNIGMA) continues BE process and achieves the highest accuracy (80.13%) for four features (VA_HR, DB_HR, HG_BP and QRS). The detailed accuracies in different iterations of BE process is given in Fig. 6 . Therefore, in the first step, we find four significant features. In the second step, four features with their corresponding data are used to generate decision rules. A SDT [15, 16] has been applied on the filtered data. Five separate trials have been performed to generate the final rule set. For each trial, the data has been divided randomly into training set and test set. 30% of data has been considered for test set and the rest is taken into training in each trial. This has been done for five trials. For each trial, we have computed the decision tree and accuracies for training and test sets. The detail accuracies for five trials have been presented in Table- II. The SDT has also been applied on Ewing's five features and also on all features. It is seen in the Table- II that the proposed approach achieves smallest tree size on average which denotes the most simplified rule sets. While comparing accuracies, it can be seen that the proposed approach achieves the lowest error rate in all test sets. The lowest error rate for test sets and the average smallest tree size denotes the significance of the feature selection algorithm (MR-ANNIGMA) in the proposed approach. Both the Ewing features set and all features set achieve higher error rate and higher tree size than the proposed approach. Therefore the proposed approach performs better than other approaches and achieves easier decision rules with less number of required tests than Ewing's algorithm. The final decision tree has been chosen for the smallest tree size with the lowest error rate for test set which is found in Trial-1. The decision tree for final rule set is presented in Fig. 7 . Rules have been explained in the following. 
Interpretation of the Rules:
The class values are (1=atypical, 2=definite, 3=Early, 4= Normal and 5= Severe The other rules can be extracted from the decision tree in a similar manner.
VI. CONCLUSION This paper proposes a novel approach of finding the smallest features set and the simplest decision rule set for identification of Cardiovascular Autonomic Neuropathy (CAN). Standard Ewing's algorithm uses five tests which are difficult to perform clinically and does not use any ECG feature. In this paper, we propose a hybrid of wrapper and filter approaches for finding the most significant features from both Ewing's Features and ECG features of patients' ECG recordings and then apply standard decision tree on those significant features set to generate the rules for determination of CAN. In the proposed approach, a hybrid of filter heuristic (Maximum Relevance, MR) and wrapper heuristic (Artificial Neural Net Input Gain Measurement Approximation ANNIGMA) approach (MR-ANNIGMA) has been used. The novelty of our approaches is that we have involved ECG morphological features in identification of CAN. To the best of our knowledge, the idea of our approach is new and has not been explored yet in the literature. The combined heuristics in the hybrid feature selection (MR-ANNIGMA) take the advantages of the complementary properties of the both filter and wrapper heuristics and guide the wrapper to find optimal and compact feature subsets in the wrapper. The approach has been tested on real clinical records collected in the Charles Sturt University, Australia. Experimental results show that hybrid algorithm (MR-ANNIGMA) finds a smaller feature set than Ewing's algorithm, which is a combination of Ewing's features and ECG features. Application of the obtained feature set by the proposed approach in the rule generation step also achieves less error rate than Ewing's feature set that demonstrates the significance of the proposed approach. Proposed approach would be applied on standard databases of CAN in future.
