Assume that the approximation (1.3) is stable. What can we say about the convergence of v,it) towards uix, t), as h -* 0?
For two special cases this question has been answered in an interesting paper by S. Parter [1] . He has shown that the estimates of Theorem 1 hold for the LaxWendroff scheme and the Friedrichs scheme.
We want to generalize this result to general dissipative approximations, using a completely different technique. Furthermore, we shall give a fairly complete classification of all stable difference approximations according to the influence which the boundary conditions (1.5a) have on the solutions. To state our main results we need some definitions : Definition 1. Let (1.6) Qit) = E ajeij j.-p be the Fourier transform of the difference operator Q. Then we call the approxima-
Here 5 > 0 is a constant and s > 0 a natural number. Definition 2. We say that (1.3) is accurate of order m if <?(£) = eiX£ + 0(r*+1) , X = k/h.
It is well known (see for example [2] ) that Definition 2 is equivalent to the usual definition of the order of accuracy. We can now formulate our main result : Theorem 1. Assume that the initial values fix) G Cm+I(0, «>)** and vanish for x > R, R some constant. Let the difference approximation be dissipative, accurate of order m, and assume that (1.5b) holds for the extra boundary conditions. Then there are constants K, > O, i = 1, 2, and a > 0 such that we can write the solution vvit) of the difference equation under the form
and we have the estimates:
Therefore, the influence of the extra boundary conditions is present in an interval of length c^ const A|log h\.
We want to formulate a more general result. For that reason we need Definition 4. Let £ and a be real, and consider the Fourier transform Q for com-** C\a, b) is the class of all functions which for a S x S 6 are I times continuously difieren tiable.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Here ß > 0 is a constant. We are going to show : Theorem 2. If Q is dissipative and accurate of order (oí least) one, then Q is contractive.
However, the converse is not true. If, for example, Q(£) = eif, then Q(£) is contractive but not dissipative.
The more general result is stated in Theorem 3. Replace in Theorem 1 the condition dissipative by contractive. Then the estimate (1.8) is still true.
We can write Q(£ + ia) under the form Qtt + ia) = Qtt) + «&($) + 0(a2) . The following theorem shows that Theorem 3 is almost the best possible result. Theorem 4. Consider the difference approximation (1.3) with initial values fix) = 0 and assume that it is strictly noncontractive. Then we can find boundary functions g^t) such that:
y "it) = exp iifa + i(pt/k)uixy, t) , e<* = Qtto) , where uix, t) converges to the solution of the continuous problem:
Therefore, the difference approximation does not converge to the solution w(x, 0-0 of the continuous problem (1.1), (1.2). For simplicity we have only formulated the theorems for explicit difference approximations. However, our results hold also for implicit equations. Using the work of G. Strang [3] , we get: 
with variable coefficients, because all arguments used depend on L2-estimates only.
We get using a theorem of P. D. Lax and L. Nirenberg [7] : Theorem 6. All results hold for equations with variable coefficients, provided the coefficients of the differential equation and of the difference approximation belong to C2 idissipative, contractive, etc., are defined in the usual way, i.e., pointwise).
There are essentially two different types of difference approximations which are used in practice: dissipative methods and energy conserving methods. In the last chapter we investigate what properties the energy-conserving methods must have to be contractive.
The reason why we are interested in this problem comes from the following considerations : In applications one often has to determine solutions of hyperbolic differential equations which are only piecewise smooth, i.e., the solutions have contact discontinuities, travelling along the characteristics, and-for nonlinear equations-they have shocks. Thus we get in the x, ¿-plane discontinuity-lines which we can consider as internal boundaries. Now one often uses difference approximations without doing anything special along these lines of discontinuity. We can view the computation in the following way: When using the difference approximation along a discontinuity-fine we in general get completely wrong values. We can consider these values as boundary values for the computation of the solution in those regions where the solution of the differential equation is smooth.
The question then is: What is the influence of the "wrong boundary values" on the solution? In a forthcoming paper by M. Apelkranz [5] precise estimates are given for contact discontinuities by a refinement of our technique. In another paper we shall consider conservation laws du/dt = dfiu)/dx and investigate convergence properties of difference approximations.
2. Contractive Difference Approximations. We start this paragraph by proving Theorem 2, i.e., if Q is dissipative and accurate of order (at least) one, then Q is contractive. By (1.6) uix, t) = fix + t)e cr+\-ph ^ x < oo, t ^ o).
We consider now the difference approximation (2.9) lk(1)(0 -uix"t)\\0^Kxthm.
We consider now the difference approximation It is obvious that the solution vix, t) of (1.3), (1.4) can be written in the form vix, t) = v^ix, t) + v^ix, 0 .
Therefore, we have proved Theorem 3 (and therefore, by Theorem 2, also Theorem 1), if we can show that for y(2)(x, 0 the second estimate (1.8) holds.
Let t/(n)(xv) = 2/,(n) denote the functions (n^O natural number). The proofs of the first three theorems depend on algebraic manipulations performed with Q(£ + ia) and Lemma 1. For equations with variable coefficients and implicit difference approximations these manipulations can be done in the same way and Lemma 1 is still valid provided the index condition (1.14) is fulfilled. (See Strang [3] .) Therefore, the first three theorems are also proved under these circumstances.
3. Noncontractive Difference Approximations. In this section we prove Theorem 4. We assume that the initial values fix) = 0. We consider also implicit equations:
,on QMt + k) = Qtvyit) , 
As G. Strang [3] has shown, (3.1) has a unique solution y"(0 with ||i>,(0||o < °°f or every fixed t, if and according to (3.5), (3.6) and (3.9) ßtt) = Är1(£)ß2(£) = e_,'*Q(£ + ío) = 1 -îc(£o)X£ + 0(£2) .
Therefore (3.8) is a difference approximation to the differential equation
Furthermore, the approximation fulfills the conditions (3.3) and (3.4). If we therefore choose the boundary conditions (3.9) in such a way that y"it) = 1, i.e. g "it) = exp iirpt/k + ¿£om), then the solution y .it) of (3.7), (3.8) converges to the solution uix, t) of the differential equation Furthermore, for increasing 6, the value of £0 becomes smaller and smaller, which means that the "wave length" of v.it) becomes larger and larger. While in the first case it is easy to detect that v.it) is a mere numerical effect, it is much more difficult to see this in the second case. It can only be detected by halving the step-size and doing the computation twice. Proof. Oitt) = e-mi£r(e¿£)-Therefore, / darg Oitt) = -2irm + / dargrie'1) = -2irm + 2irm = 0 .
When constructing difference approximations one is, in general, not interested in methods which just work for one differential equation. We require that the approximation (3.1) should work for all differential equations (4.6) du/dt = c du/dx , OácáM, M > 0 some constant.
We assume that the coefficients ay of our difference approximations are polynomials in c such that we can use the method for systems of differential equations. It is natural to make the following assumptions :
(4 ?) (1) 0i = Oitt, c) 7*0 for all (real) £ and all c , (2) Oitt, c)/0i(£, c) = 1 for all £ and c = 0 .
