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Abstract
To enable precise understanding and prediction of transport in porous media, physical,
chemical and biological processes and the interaction between these processes have to be
considered. This is an interdisciplinary problem. In the scope of this work the focus is
on the physically impelling force of the transport, the groundwater flow velocity.
A groundwater flow velocimeter (Fig. 1), using the point dilution technique, has
been developed to measure in situ the groundwater flow velocity. The resolution of the
groundwater flow velocimeter in the vertical direction is 25 cm. The in situ dilution mea-
surement of the tracer uranin is carried out by laser-induced fluorimetry. The calibration
of the groundwater flow velocimeter and subsequent field experiments at Krauthausen
test site showed that the groundwater flow velocity inside a borehole can be measured
with sufficient accuracy. The accuracy in deriving the Darcy velocity from the mea-
surements inside a borehole is strongly dependent on the accuracy in determining the
α-factor, which corrects for the convergence of streamlines towards the borehole. The
estimation of the α-factor is difficult due to a general lack of knowledge of the state of
the well. Measurements with the groundwater velocimeter showed that, the local Darcy
velocity is strongly space and time dependent.
For the strongly anisotropic structure of the hydraulic conductivity at the Kraut-
hausen test site, statistics for a three dimensional heterogeneous flow velocity field have
been estimated using stochastic theories and Monte Carlo analysis which is based on
numerical calculations. It is shown that correlograms in the mean flow direction, esti-
mated by 1st order approximation, are in agreement with the results from the Monte
Carlo analysis. The variances for the Darcy velocity components, estimated by 1st order
approximation, are clearly below the results of the Monte Carlo estimation. Estima-
tion of the variance, based on 2nd order approximation, showed accordance only for the
longitudinal component of the Darcy velocity, whereas the vertical transversal compo-
nent is below and the horizontal transversal component is above the results from Monte
Carlo analysis. The estimated mean Darcy velocity is similar for 1st and 2nd order
approximation as well as for the Monte Carlo analysis.
Estimation of the Darcy velocity statistics, both from numerical modelling and from
stochastic theories, show smaller mean by factor 2, smaller variances by factor 4 and
longer correlation length in the horizontal direction by factor 7 than the directly measured
Darcy velocity using the groundwater flow velocimeter. The high discrepancies in mean,
variance and horizontal autocorrelation length are due to the limited knowledge of the
α-factor and the time variability of the Darcy velocities. A comparison shows that the
relative standard deviation is similar for modelling, 2nd order approximation and direct
measurements with the groundwater flow velocimeter.
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Figure 1: Groundwater
Flow Velocimeter.
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Kurzfassung
Motivation
In den letzten Jahrzehnten zeigte sich eine weltweite Verknappung der Grundwasserreser-
ven mit Trinkwasserqualita¨t. Die Ursachen hierfu¨r sind der steigende Grundwasserver-
brauch, versta¨rkte Grundwasserverschmutzung und Klimaa¨nderungen, die die Grund-
wasserneubildung beeinflussen. Die Verknappung der Grundwasserreserven ist stark re-
gionalisiert und sehr unterschiedlich in Ausmaß und Ursache. Zur Verknappung der
Grundwasserreserven mit Trinkwasserqualita¨t fu¨hrt ha¨ufig nicht die Abnahme der ab-
soluten Menge an zu Verfu¨gung stehendem Grundwasser, sondern die Verschlechterung
der Qualita¨t des Grundwassers. Dies ist u¨berwiegend auf anthropogene Verunreini-
gungen des Grundwassers zuru¨ckzufu¨hren. Hierbei handelt es sich einerseits um
großfla¨chigen Eintrag aus der Landwirtschaft, andererseits um lokale Kontaminations-
quellen umweltscha¨dlicher Substanzen der Industrie oder undichter Deponien. Um das
Risiko einer Grundwasserkontamination abzuscha¨tzen, ist es wichtig, den Grundwasser-
fluss und den Transport von Stoffen im Grundwasser zu verstehen und vorhersagen zu
ko¨nnen. Eine genaue Abscha¨tzung der Risiken einer Gundwasserkontamination kann
helfen, die richtigen Strategien und Verfahren fu¨r eine Sanierung zu entwickeln.
Transport in poro¨sen Medien ist ein komplexes Wissensgebiet. Fu¨r genaue Vorher-
sagen von Stofftransport im Grundwasser sind physikalische, chemische, biologische
Prozesse und deren Wechselwirkungen zu beru¨cksichtigen. Im Rahmen der vorliegenden
Arbeit soll die physikalisch entscheidende Gro¨ße fu¨r den Stofftransport im Grundwasser,
die Grundwasserfließgeschwindigkeit, na¨her untersucht werden.
Die Grundwasserfließgeschwindigkeit bestimmt sowohl die Richtung als auch die
maximale Geschwindigkeit des Stofftransports im Grundwasser. Weiterhin hat die
Heterogenita¨t der Fließgeschwindigkeit im Zuge des Stofftransports einen großen Ein-
fluss auf die Aufweitung einer Stoffwolke (Boggs et al., 1992; Englert et al., 2000a;
Leblanc et al., 1991; Mackay et al., 1986; Teutsch and Kobus , 1990; Vereecken et al.,
2000). Die Heterogenita¨t der Grundwasserfließgeschwindigkeit resultiert aus der Hetero-
genita¨t der hydraulischen Durchla¨ssigkeit und der ra¨umlichen und zeitlichen Variabilita¨t
des hydraulischen Gradienten im Grundwasserleiter. Im Rahmen der vorliegenden Ar-
beit werden drei verschiedene Methoden verwendet, um die Heterogenita¨t der Grund-
wasserfließgeschwindigkeit, genauer der Darcy Geschwindigkeit, in einem Porengrund-
wasserleiter abzuscha¨tzen: direkte Messung, numerische Modellierung und stochasti-
sche Abscha¨tzung (Fig. 2). Die verschiedenen Methoden werden auf den Grund-
wasserleiter des Testfeldes Krauthausen (Do¨ring , 1997; Englert et al., 2000a; Vereecken
et al., 2000) angewandt. Ziel der Arbeit ist die Charakterisierung und Vorhersage der
zeitlichen und ra¨umlichen Variabilita¨t der Grundwasserfließgeschwindigkeit, um somit
das Versta¨ndnis fu¨r den Stofftransport in poro¨sen heterogenen Medien und dessen
Vorhersage zu verbessern.
Grundlagen
In den letzten dreißig Jahren wurden verschiedenste Methoden zur direkten Messung
der Grundwasserfließgeschwindigkeit entwickelt: Thermische Flowmeter (Ballard , 1996;
Kerfoot and Massard , 1985; Alden and Munster , 1997; Paillet et al., 1996), Laser Doppler
Velocimeter (Momii et al., 1993), Colloidal Borescope (Kearl and Case, 1992; Scho¨ttler ,
1997) und die Einbohrlochmessmethode (Drost et al., 1968; Barczewski and Marshall ,
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Figure 2: Flussdiagramm der Arbeitsschritte, die in dieser Arbeit genutzt wurden, um die
Heterogenita¨t von Grundwasserfließgeschwindigkeitsfeldern zu charakterisieren. Die entschei-
denden Verfahren sind durch fett gehaltene Linien hervorgehoben.
1992; Englert et al., 2001). Dabei wurde nur wenig u¨ber hochauflo¨sende Grundwasser-
fließgeschwindigkeitsmessungen im Feldmaßstab vero¨ffentlicht (Vereecken et al., 2000;
Chandra et al., 1980).
Ein weit verbreiteter Weg, um die Heterogenita¨t der Grundwasserfließgeschwindigkeit
vorherzusagen, ist die numerische Modellierung. In einem ersten Schritt werden hydrau-
lischer Gradient und hydraulische Durchla¨ssigkeiten im Feld gemessen. Zur Messung
Letzterer stehen eine ganze Reihe bewa¨hrter Methoden zur Verfu¨gung. Messergebnisse
zum Testfeld Krauthausen wurden in Do¨ring (1997), Englert et al. (2000a) und Vereecken
et al. (2000) vero¨ffentlicht. Die Bestimmung des hydraulischen Gradienten erfolgt u¨ber
Grundwasserstandsmessungen.
In einem zweiten Schritt werden die Informationen aus den Feldmessungen genutzt,
um den Wasserfluss durch die Lo¨sung der Richards‘ Gleichung (Richards , 1931) zu
berechnen. Die Methoden hierzu sind zahlreich und vielfa¨ltig, sowohl bezu¨glich der
Dimensionierung, als auch der numerischen Methoden (Bear , 1972; Busch et al., 1993;
Verruijt , 1982; Delleur , 1999; Yeh, 1981). Im Rahmen dieser Arbeit wird ein hetero-
genes dreidimensionales stationa¨res Modell unter der Nutzung des TRACE/PARTRACE
Computerprogramms (Neuendorf , 1996; Seidemann, 1996) numerisch berechnet.
vIn den letzten 20 Jahren wurde intensiv daran geforscht, physikalische Zusam-
menha¨nge, die das Grundwasserfließen beschreiben, mit stochastischen Theorien zu kom-
binieren (Dagan, 1989; Gelhar , 1993). Ziel dieser Forschung ist es, die Effekte der
ra¨umlichen Heterogenita¨t der hydraulischen Durchla¨ssigkeit (K) auf die Statistik der
Darcy Geschwindigkeit (~q) und den Grundwasserstand (H) zu beschreiben. Hierzu wer-
den sto¨rungstheoretische Ansa¨tze auf die Darcy Gleichung (Darcy , 1856) und die Konti-
nuita¨tsgleichung angewandt, um die Heterogenita¨t von ~q auf der Basis der Heterogenita¨t
von K zu scha¨tzen. Die Lo¨sungen der gesto¨rten Darcy- und Kontinuita¨tsgleichung sind
Funktionen, die u¨berwiegend erster Ordnung (Bellin et al., 1992; Dagan, 1986, 1989;
Di Federico and Neuman, 1998; Gelhar and Axness, 1983; Gelhar , 1993; Russo, 1995),
seltener zweiter Ordnung (Deng and Cushman, 1995; Hsu and Neuman, 1997) gelo¨st
wurden.
Um die Heterogenita¨t der Darcy Geschwindigkeit, der hydraulischen Durchla¨ssigkeit
und des hydraulischen Gradienten quantitativ zu erfassen, haben sich geostatistische
Methoden bewa¨hrt (Akin and Siemes , 1988; Deutsch and Journel , 1998; Journel and
Huijbregts, 1989; Schafmeister , 1999; Chile`s and Delfiner , 1999).
Entwicklung eines Messgera¨ts zur in situ Bestimmung der Grundwasser-
fließgeschwindigkeit
Um Grundwasserfließgeschwindigkeiten messen zu ko¨nnen, wurde ein Grundwasser-
fließgeschwindigkeitsmessgera¨t (Fig. 1) nach dem Prinzip der Verdu¨nnungsmethode ent-
wickelt. Das Messgera¨t besitzt eine vertikale Auflo¨sung von 25 cm. Die in situ
Messung der Verdu¨nnung des verwendeten Markierungsstoffes Uranin erfolgte mit der
Laser induzierten Fluoreszenzspektroskopie. Eine Kalibration des Messgera¨ts zeigte fu¨r
Geschwindigkeiten zwischen 0,2 m/d und 1.1 m/d relative Fehler von 50%. Messung
von Geschwindigkeiten zwischen 1.1 m/d und 14.7 m/d zeigten einen relativen Fehler
von 10%. Die Ableitung der Fließgeschwindigkeit im Grundwasserleiter, auf der Basis
der Fließgeschwindigkeiten innerhalb eines Bohrlochs, ist stark vom so genannten α-
Faktor, welcher die Konvergenz der Stromlinien in Richtung des Bohrlochs korrigiert,
abha¨ngig. Der α-Faktor kann aufgrund der Unkenntnis des Zustandes des Ausbaus einer
Grundwassermessstelle ha¨ufig nur abgescha¨tzt werden.
Messung der Grundwasserfließgeschwindigkeit am Testfeld Krauthausen
Am Testfeld Krauthausen wurden 361 Grundwasserfließgeschwindigkeitsmessungen mit
dem eben vorgestellten Grundwasserfließgeschwindigkeitsmessgera¨t durchgefu¨hrt. Die
Messungen zeigten eine hohe Variabilita¨t des Betrages der Darcy Geschwindigkeit zwi-
schen 0,1 m/d und 17,8 m/d. Der geometrische Mittelwert des Betrages der Darcy
Geschwindigkeit betrug 1,0 m/d, bei einer Varianz von 1,3 der log-transformierten Werte.
Unter Anwendung eines exponentiellen Modells konnte in horizontaler Richtung eine Au-
tokorrelationsla¨nge von 2, 5±1, 8 m und in vertikaler Richtung von 0, 2±0, 03 m ermittelt
werden. Das experimentelle Variogramm in vertikaler Richtung zeigte zusa¨tzlich einen
Trend der Darcy Geschwindigkeit in vertikaler Richtung und eine Schichtung des Grund-
wasserleiters am Testfeld Krauthausen.
Ein direkter Vergleich der gemessenen Darcy Geschwindigkeiten mit fru¨heren Mes-
sungen der hydraulischen Durchla¨ssigkeit (Do¨ring , 1997; Englert et al., 2000a; Vereecken
et al., 2000) und Darcy Geschwindigkeiten (Drost , 1996; Englert et al., 2000b; Vereecken
et al., 2000) zeigte hohe Diskrepanzen. Diese ko¨nnen auf die Zeitabha¨ngigkeit lokaler
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Darcy Geschwindigkeiten zuru¨ckgefu¨hrt werden, was durch Wiederholungsmessungen
von Darcy Geschwindigkeiten belegt werden konnte. Dies ist in U¨bereinstimmung
mit zeitaufgelo¨sten Messungen mit dem Colloiadal Borescope (Kearl and Case, 1992;
Scho¨ttler , 1997).
Die Darcy Geschwindigkeitsmessungen, gemittelt auf einen halben Meter in ver-
tikaler Richtung zeigen fu¨r das Testfeld Krauthausen einen generellen Anstieg sowohl
des geometrischen Mittelwertes als auch der Varianz mit der Ho¨henposition. Dies
ist in U¨bereinstimmung mit den gemessenen hydraulischen Durchla¨ssigkeiten und der
mittleren Abstandsgeschwindigkeit, ermittelt aus Tracerversuchen (Do¨ring , 1997; Eng-
lert , 1998; Vereecken et al., 2000). Zusa¨tzlich konnte die schon in Feldbeobach-
tungen, Korngro¨ßenanalysen und hydraulischen Durchla¨ssigkeiten abgeleitete Schich-
tung des Grundwasserleiters des Testfeldes Krauthausen anhand der gemessenen Darcy
Geschwindigkeiten wiedergefunden werden.
Die horizontale Korrelationsla¨nge der gemessenen Darcy Geschwindigkeiten ist
um den Faktor 2 kleiner als die der Darcy Geschwindigkeiten, die u¨ber die 82Br−
Verdu¨nnungsmethode bestimmt wurden, und um den Faktor 3 kleiner als die der
hydraulischen Durchla¨ssigkeiten. Dies kann auf die Zeitabha¨ngigkeit der Darcy
Geschwindigkeiten zuru¨ckgefu¨hrt werden. Die Autokorrelationsla¨nge in vertikaler
Richtung ist fu¨r die gemessenen Darcy Geschwindigkeiten und die hydraulischen
Durchla¨ssigkeiten a¨hnlich. Die gemessenen Darcy Geschwindigkeiten sind wie auch
die hydraulischen Durchla¨ssigkeiten besser mit einer Lognormal- als mit einer Nor-
malverteilung zu beschreiben.
Wegen der ho¨heren Beprobungsdichte in der Tiefe zwischen 90 m und 92 m u¨ber nor-
mal Null auf dem Testfeld Krauthausen wurde in der Arbeit diese ,,Referenzschicht“ fu¨r
eine intensivere Untersuchung ausgewa¨hlt; alle nun folgenden Ergebnisse beziehen sich
auf diese Schicht. Aus 91 Messungen mit dem Grundwasserfließgeschwindigkeitsmess-
gera¨t wurde ein geometrischer Mittelwert des Betrags der Darcy Geschwindigkeiten von
0,71 m/d bei einer Varianz der log-transformierten Werte von 0,98 ermittelt. Sowohl in
vertikaler als auch horizontaler Richtung konnte keine deutliche autokorrelative Struktur
beobachtet werden. Dies kann auf eine zu kleine Stichprobe oder die zeitliche Variabilita¨t
der Darcy Geschwindigkeiten zuru¨ckgefu¨hrt werden.
Ein Vergleich der geometrischen Mittelwerte der Darcy Geschwindigkeiten, einer-
seits aus Messungen mit dem Grundwasserfließgeschwindigkeitsmessgera¨t, andererseits
aus Messungen mit der 82Br− Verdu¨nnungsmethode, zeigt einen Unterschied von Faktor
2. Wendet man die Darcy Gleichung auf den geometrischen Mittelwert der hydrau-
lischen Durchla¨ssigkeiten und den mittleren Gradienten des Testfeldes Krauthausen an,
kann eine Darcy Geschwindigkeit von 0,33 m/d berechnet werden, was ein um Faktor 2
kleinerer Wert ist, als der, mit dem Grundwasserfließgeschwindigkeitsmessgera¨t ermit-
telte. Die Varianz der log-transformierten Darcy Geschwindigkeiten, gemessen mit dem
Grundwasserfließgeschwindigkeitsmessgera¨t, ist um den Faktor 2 kleiner als die mit der
82Br− Verdu¨nnungsmethode gemessene. Diese Diskrepanzen sind auf unterschiedliche
Messzeitpunkte und Messorte, das unterschiedliche Mittelungsvolumen der Verfahren
und die Ungenauigkeit bei der Bestimmung des α-Faktors zuru¨ckzufu¨hren.
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Modellierung und Scha¨tzung der Grundwasserfließgeschwindigkeit
Um aus den Eingangsdaten vom Testfeld Krauthausen ein dreidimensionales hetero-
genes Grundwasserfließfeld zu berechnen, wurde das TRACE Computerprogramm auf
dem CRAY-T3E Parallelcomputer genutzt. Zwei Fa¨lle, die sich allein in den Randbe-
dingungen unterscheiden, wurden modelliert. Im ersten Fall wurde aus dem Grund-
wassergleichenplan ein mittlerer hydraulischer Gradient abgeleitet und fu¨r die Grund-
wassermodellierung verwendet. Im zweiten Fall wurden die Grundwassersta¨nde an den
Ra¨ndern des Grundwassergleichenplans als Randbedingungen verwendet. Ein Vergleich
der beiden modellierten Fa¨lle zeigte wenig Unterschiede in der resultierenden Statis-
tik der Darcy Geschwindigkeiten. Einzig die Varianzen der x-Komponente der Darcy
Geschwindigkeiten unterschieden sich um eine Gro¨ßenordnung.
Es wurde eine Monte Carlo Analyse der Grundwassermodellierung (erster Fall)
auf der Basis von 10 Realisierungen des dreidimensionalen heterogenen K-Feldes
durchgefu¨hrt. Hierbei konnte gezeigt werden, dass die Ensembleparameter der Monte
Carlo Analyse statistisch stabil sind, was fu¨r einen sinnvollen Vergleich mit den
stochastischen Theorien notwendig ist.
Um die effektive hydraulische Durchla¨ssigkeit unter Verwendung stochastischer Theo-
rien abzuscha¨tzen, wurden fu¨r die Lo¨sung erster Ordnung die Formeln von Dagan (1989),
fu¨r die Lo¨sung zweiter Ordnung die Formeln von Deng and Cushman (1995) und Hsu
and Neuman (1997) verwendet. Die Scha¨tzung der Varianz und der Kovarianz wurden
fu¨r die Anna¨herung erster Ordnung mit den Formeln von Russo (1995) und Hsu and
Neuman (1997) berechnet. Fu¨r Berechnungen der Anna¨herung zweiter Ordnung wurden
Abbildungen aus Hsu and Neuman (1997) und Formeln aus Deng and Cushman (1995)
genutzt.
Vergleich der Ergebnisse
Ein Vergleich der Statistiken aus stochastischen Abscha¨tzungen und numerischen Mo-
dellierungen, beide unter Verwendung derselben Informationen aus der Referenzschicht
des Testfeldes Krauthausen sei im Folgenden zusammengefasst. Hierbei bezeichnet y die
longitudinale Richtung, x die horizontal transversale und z die vertikal transversale Rich-
tung. Dieser Definition folgend sind auch die Komponenten der Darcy Geschwindigkeit
bezeichnet.
Die Scha¨tzung zweiter Ordnung der Varianz der y-Komponente der Darcy
Geschwindigkeit stimmt sehr gut mit der entsprechenden aus den numerischen Mo-
dellierungen abgeleiteten Ensemblevarianz u¨berein. Die Scha¨tzung erster Ordnung liegt
dagegen deutlich unter dieser Ensemblevarianz. Die Scha¨tzung sowohl erster als auch
zweiter Ordnung der Varianz der x-Komponente der Darcy Geschwindigkeit ist in etwa
eine Gro¨ßenordnung kleiner als die entsprechende aus den numerischen Modellierungen
abgeleitete Ensemblevarianz. Die erster Ordnung gescha¨tzte Varianz der z-Komponente
der Darcy Geschwindigkeit ist kleiner, wohingegen die zweiter Ordnung gescha¨tzte Vari-
anz gro¨ßer ist als die entsprechende Ensemblevarianz der numerischen Modellierungen.
Kovarianzen fu¨r die x-, y- und z-Komponente der Darcy Geschwindigkeit in
y-Richtung aus Scha¨tzungen erster Ordnung unterscheiden sich deutlich von den
entsprechenden Ensemblekovarianzen aus den numerischen Modellierungen. Unter
Anwendung von Scha¨tzungen zweiter Ordnung stimmt allein die Kovarianz der y-
Komponente in y-Richtung mit der entsprechenden Ensemblekovarianz aus den nu-
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merischen Modellierungen u¨berein. Fu¨r die x-Komponente in y-Richtung liegen die
Kovarianzen bis zu einem Abstand von 25 m unterhalb der entsprechenden Ensembleko-
varianz aus den numerischen Modellierungen, fu¨r gro¨ßere Absta¨nde liegen sie daru¨ber.
Die Ensemblekovarianzen der z-Komponente in y-Richtung aus den numerischen Mo-
dellierungen liegen zwischen den erster und zweiter Ordnung abgescha¨tzten Kovari-
anzen. Die Korrelogramme in y-Richtung, zeigen fu¨r die x- und z-Komponente gute
U¨bereinstimmung, fu¨r die y-Komponente sehr gute U¨bereinstimmung zwischen Ab-
scha¨tzungen erster Ordnung und numerischen Modellierungen.
Wa¨hrend im vorstehenden Vergleich die Komponenten der Darcy Geschwindigkeit be-
trachtet wurden, beziehen sich die nun folgenden Vergleiche ausschließlich auf die Betra¨ge
der Darcy Geschwindigkeit. Die Scha¨tzung der Statistik der Darcy Geschwindigkeit,
sowohl aus stochastischen Abscha¨tzungen als auch aus numerischen Modellierungen
zeigen einen um Faktor 2 (2) kleineren Mittelwert, eine um Faktor 4 (20) kleinere
Varianz und eine um Faktor 7 (4) la¨ngere Autokorrelationsla¨nge in horizontaler Rich-
tung als die direkten Messungen mit dem Grundwasserfließgeschwindigkeitsmessgera¨t
(der 82Br− Verdu¨nnungsmethode). Die Autokorrelationsla¨ngen der Betra¨ge der Darcy
Geschwindigkeiten in vertikaler Richtung aus Modellierung und direkter Messung mit
dem Grundwasserfließgeschwindigkeitsmessgera¨t sind a¨hnlich. Die großen Unterschiede
in den Mittelwerten, den Varianzen und den horizontalen Autokorrelationsla¨ngen sind
auf die Probleme bei der Bestimmung des α-Faktors und die Zeitabha¨ngigkeit der Darcy
Geschwindigkeiten zuru¨ckzufu¨hren. Um die Effekte des α-Faktors auf Mittelwert und
Varianz auszuschließen, wurde die relative Standardabweichung zu Vergleichszwecken
herangezogen. Ein Vergleich der relativen Standardabweichungen zeigt, dass diese fu¨r
die Messungen mit dem Grundwasserfließgeschwindigkeitsmessgera¨t, die numerischen
Modellierungen und die stochastischen Abscha¨tzungen zweiter Ordnung u¨bereinstimmen,
aber um Faktor 2 kleiner sind als die relative Standardabweichung, abgeleitet aus den
Messungen mit der 82Br− Verdu¨nnungsmethode.
Schlussfolgerungen
Es zeigte sich fu¨r das Beispiel des Testfeldes Krauthausen, dass die stochastischen The-
orien erster Ordnung (Bellin et al., 1992; Dagan, 1986, 1989; Di Federico and Neuman,
1998; Gelhar and Axness, 1983; Gelhar , 1993; Russo, 1995) in guter U¨bereinstimmung
mit numerischen Modellierungen die ra¨umliche Struktur im Sinne des Korrelogramms
vorhersagen ko¨nnen. Die Varianz der Darcy Geschwindigkeit wird aber deutlich geringer
gescha¨tzt, als von der numerischen Modellierung vorhergesagt. Stochastische Theorien
zweiter Ordnung (Deng and Cushman, 1995; Hsu and Neuman, 1997) stimmen in ihrer
Vorhersage der Varianz der Darcy Geschwindigkeitskomponente in Hauptfließrichtung
mit der numerischen Modellierung u¨berein, nicht aber in transversaler Richtung. Dies
wirft Probleme bei der Abscha¨tzung der Makrodispersion auf, da diese sowohl von der
ra¨umlichen Struktur als auch der Varianz der Darcy Geschwindigkeit abha¨ngt.
Messungen auf dem Testfeld Krauthausen zeigten, dass die Darcy Geschwindigkeit
nicht nur ra¨umlich, sondern auch zeitlich variiert, was in U¨bereinstimmung mit
zeitaufgelo¨sten Messungen der Darcy Geschwindigkeit, durchgefu¨hrt von Kearl and
Case (1992) und Scho¨ttler (1997), ist. Dies kann eine Verku¨rzung der Autokorrela-
tionsla¨nge und eine Erho¨hung der Varianz der Darcy Geschwindigkeiten nach sich ziehen.
Schließlich wirft die zeitliche Variabilita¨t der lokalen Darcy Geschwindigkeit Fragen nach
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den Konsequenzen fu¨r den Stofftransport und insbesondere fu¨r Dispersions- und Mi-
schungsprozesse auf.
Weiterfu¨hrende Arbeiten ko¨nnen durch die Beru¨cksichtigung von zeitlich variieren-
den Randbedingungen sowohl in numerischen Modellierungen, als auch stochastischen
Theorien die zeitliche und ra¨umliche Variabilita¨t der Darcy Geschwindigkeit und ihren
Einfluss auf Transportprozesse genauer untersuchen. Ferner sollte schließlich die Vorher-
sagbarkeit der Heterogenita¨t der Darcy Geschwindigkeit und damit die Vorhersagbarkeit
von Transportprozessen jenseits der speziellen Situation auf dem Testfeld Krauthausen
u¨berpru¨ft werden.
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Chapter 1
Introduction
The last decades showed that worldwide groundwater resources with drinking quality are
running short. This is due to increasing water consumption, increasing contamination
and climate changes affecting the recharge of groundwater. The shortage of groundwa-
ter with drinking quality is strongly regionally dependent and may differ enormously in
intensity and causes. Often, groundwater quantity is not the limiting factor for drinking
water supply, but its low quality. This is mainly due to anthropogenic contamination
of the groundwater. This is caused, on the one hand, by the local input of hazardous
substances from industrial activities and leaky waste disposal sites and, on the other
hand, through the diffuse input of hazardous substances, mainly from agricultural activ-
ities. To predict the risk of groundwater contamination, waterflow and solute transport
in the subsurface have to be understood and predictable. This enables the application
of appropriate methods and strategies for the remediation of contaminated sites.
Transport in groundwater is known to be complex. For precise understanding and
prediction, physical, chemical and biological processes and the interaction between these
processes have to be considered. This is an interdisciplinary problem. In the scope of
this work the focus is on the physically impelling force of the transport, the groundwater
flow velocity.
Initially, groundwater flow velocity governs the direction and the maximal transport
velocity. Furthermore, the heterogeneity of groundwater flow velocity has a large impact
on the spreading of the concentration plume during the transport in the aquifer (Boggs
et al., 1992; Englert et al., 2000a; Leblanc et al., 1991; Mackay et al., 1986; Teutsch and
Kobus , 1990; Vereecken et al., 2000). Groundwater flow velocity is known to be heteroge-
neous due to the heterogeneity of hydraulic conductivity and time dependent variability
of the hydraulic gradient in the aquifer. In this work the focus is on three different ways
estimating the heterogeneity of groundwater flow velocity, i.e. the Darcy velocity using
direct measurement, numerical modelling and stochastic estimation (Fig. 1.1). The dif-
ferent approaches have been applied to the aquifer at Krauthausen test site (Do¨ring ,
1997; Englert et al., 2000a; Vereecken et al., 2000).
Within the last thirty years, several methods of direct measurement of groundwa-
ter flow velocity have been developed, thermal flowmeters (Ballard , 1996; Kerfoot and
Massard , 1985; Alden and Munster , 1997; Paillet et al., 1996), laser Doppler velocime-
ter system (Momii et al., 1993), colloidal borescope (Kearl and Case, 1992; Scho¨ttler ,
1997) and the point dilution method (Drost et al., 1968; Barczewski and Marshall , 1992;
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Figure 1.1: Flowchart of the measurements and procedures used in this work for estimating
the heterogeneity of a groundwater flow velocity field. The main objectives in the scope of
determining the Darcy velocity statistic are indicated by bold lines.
Englert et al., 2001). However, little is published on high-resolution Darcy velocity field
measurements, which include a large number of samples (Vereecken et al., 2000; Chandra
et al., 1980).
The most popular way to estimate the heterogeneity of groundwater flow velocity is
modelling. The first step is to measure the heterogeneity of the hydraulic conductivity
and hydraulic gradient. Hydraulic conductivity measurements are well established and a
large range of methods are available. In the case of Krauthausen test site, this was shown
by Do¨ring (1997), Englert et al. (2000a) and Vereecken et al. (2000). Hydraulic gradient
measurements are derived from piezometric head measurements. This information is
then used to predict water flow velocity solving the Richards’ equation (Richards , 1931).
The approaches are manifold in dimension and numerical methods (Bear , 1972; Busch
et al., 1993; Verruijt , 1982;Delleur , 1999;Yeh, 1981). In this work, a heterogeneous three
dimensional stationary model was computed using the TRACE/PARTRACE computer
program (Neuendorf , 1996; Seidemann, 1996).
Over the last twenty years, extensive research has been carried out on combining
physical equations, which describe groundwater flow, with stochastic processes (Dagan,
1989; Gelhar , 1993). This research aimed to estimate the effect of spatial heterogeneity
3of the hydraulic conductivity (K) on the Darcy velocities (~q) and total heads (H).
Perturbation theory is applied to Darcy’s law and continuity equation in order to find
functions deriving the heterogeneity of ~q from the heterogeneity of K. These functions
are solutions of the perturbated Darcy’s law and continuity equation. Extensive work has
been carried out on 1st order solutions (Bellin et al., 1992;Dagan, 1986, 1989;Di Federico
and Neuman, 1998; Gelhar and Axness, 1983; Gelhar , 1993; Russo, 1995), but only a
little on 2nd order solutions of the perturbated equations (Deng and Cushman, 1995;
Hsu and Neuman, 1997).
Statistical and geostatistical methods are an appropriate tool to quantify the hetero-
geneity of groundwater flow velocity, hydraulic conductivity and hydraulic gradient (Akin
and Siemes , 1988; Deutsch and Journel , 1998; Journel and Huijbregts, 1989; Schafmeis-
ter , 1999; Chile`s and Delfiner , 1999).
The aim of this work is to compare the different approaches for estimating ground-
water flow velocity focusing on the example of the Krauthausen aquifer to advance the
comprehension of groundwater flow processes. In detail, the aims of this work are:
• to develop a groundwater flow velocimeter that is able to determine with high
resolution the magnitude of the Darcy velocity in situ
• to determine the spatial heterogeneity of the Krauthausen flow velocity field
• to compare the groundwater flow velocimeter measurements with other measure-
ments at Krauthausen test site
• to compare results, concerning the Darcy velocity statistics, from Monte Carlo
simulations with those from stochastic theories
• to compare the measured statistics of the magnitude of the Darcy velocity with
results from stochastic theories and numerical modelling
Chapter 2
Theory of Groundwater Flow
In this chapter the basic principles describing water flow in heterogeneous aquifers are
presented. It focuses on methods for describing the spatial variability of hydraulic con-
ductivity and Darcy velocity. This includes a presentation of the basic equations de-
scribing groundwater flow, the stochastic characterization of spatial heterogeneity of an
aquifer, and numerical approaches to solving the groundwater flow equations.
2.1 Basic Equations
Theory of water flow through porous media is well established. Detailed information on
fundamental principals of water flow through porous media is presented, for instance, in
Bear (1972), Busch et al. (1993), Verruijt (1982) or Delleur (1999).
In this chapter three dimensional water flow through porous media is described using
a combination of Darcy’s law (Eq. 2.1) and the continuity equation (Eq. 2.2). Darcy’s law
was established by Darcy (1856). It postulates, that volumetric water flux is proportional
to the hydraulic gradient ∇H . The proportionality factor is known as the hydraulic
conductivity K and the volumetric water flux is called Darcy velocity ~q. Independent
of Darcy’s findings, Buckingham (1907) studied water flow through unsaturated porous
media. He found, that the pressure head h is a function of the soil moisture Θ, and
consequently K depends on h.
~q(~r,t) = −K(~r,h)∇H(~r,t) (2.1)
The validity of Darcy’s law is limited to laminar flow processes. The upper limit of the
validity is given by Reynolds number NR =
ρf~vl
ηf
= 1, where ρf is the density of the
fluid, ~v is the path velocity along the way l and ηf is the dynamic viscosity of the fluid.
Higher Reynolds numbers indicate turbulent flow. The lower limit of validity of Darcy’s
law is at pore diameters of approximately 3 - 8 µm, which depends on the content of
clay minerals (Langguth and Voigt , 1980). For smaller pore diameters, the interaction
between water molecules and clay minerals is no longer negligible. Therefore volumetric
water flux tends to zero due to adhesive forces.
The continuity equation (Eq. 2.2) expresses the principle of mass conservation. This
means that no mass can be gained or lost.(
∂Θ
∂h(~r,t)
+ S(h)
)
∂h(~r,t)
∂t
= −∇~q(~r,t) (2.2)
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The continuity equation describes the interaction between perturbations in Θ and h
and their effects on the volumetric fluxes ~q(~r,t) in the flow domain for saturated and
unsaturated water flow. S(h) is the specific storage coefficient.
Combining Equations 2.1 and 2.2 results in the generalized Richards’ equation:(
∂Θ
∂h(~r,t)
+ S(h)
)
∂h(~r,t)
∂t
= ∇(K(~r,h)∇H(~r,t)) +Q(~r,t) (2.3)
where h(~r,t) is the pressure head, ~r is the position vector in a three dimensional space, t is
time, K(~r,h) is the hydraulic conductivity, H(~r,t) is the total head, Q(~r,t) is the source/sink
term, Θ is the moisture content and S(h) is the specific storage coefficient where
H(~r,t) = h(~r,t) + z0(~r) (2.4)
and z0(~r) is the elevation head. In this universal form, Richards’ equation describes
isothermal water flow through saturated and unsaturated porous media depending on
time t, pressure head h and space ~r. The left-hand side of the Richards’ equation(
∂Θ
∂h(~r,t)
+ S(h)
)
∂h(~r,t)
∂t
describes the reaction in the flow domain due to perturbations in
h. On the right-hand side, ∇(K(~r,h)∇H(~r,t)) describes the flow through the observed flow
domain and Q(~r,t) specifies sources and sinks within the observed flow domain.
For unsaturated flow, a relationship between the moisture content Θ, pressure head
h and hydraulic conductivity K need to be specified. A frequently used approach to
describe Θ(h) and K(Θ) was developed by van Genuchten (1980) (Eq. 2.5) and Mualem
(1977) (Eq. 2.6):
S =
Θ−Θr
Θs −Θr = (1 + (α1 · h)
n)−m (2.5)
where Θr is the residual water content, Θs is the saturated water content and n,m, α1
are the v. Genuchten parameters,
K(S) = Ksat · Sτ · (1− [1− S 1m ]m)2 (2.6)
where m = 1− 1/n and τ is the tortuosity.
With regard to stationary groundwater flow, the hydraulic conductivity no longer
depends on the pressure head. Additionally, all time dependencies in the Richards’
equation become inapplicable and the left-hand side of Richards’ equation becomes zero:
0 = ∇(K(~r)∇H(~r)) +Q (2.7)
2.2 Steady State Flow in a Borehole
Due to differing hydraulic conductivities inside the well, in the well screen, in the filter
pack and in the aquifer, the flow in a borehole is characterized by the convergence
of the streamlines towards the borehole, where hydraulic conductivity is infinite. A
schematic description for a flow situation without a vertical component and an isotropic
aquifer is given in Figure 2.1. Whenever vertical components of flow direction occur, the
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image of the flow field is no longer symmetrical, which leads to the following approaches
quantifying the convergence effect becoming invalid.
Within direct methods of flow velocity measurement (point dilution method, colloidal
borescope, thermal flowmeters and laser Doppler velocimeter system), the convergence
of the flow towards the borehole has to be quantified to calculate the Darcy velocity in
the aquifer.
In literature, several approaches quantifying the convergence can be found. Drost
et al. (1968) found a theoretical equation calculating the convergence factor α, which de-
scribes the relation between the inflow width and the diameter of the borehole (Fig. 2.1).
This means that the flow velocity measured in a borehole is higher than in the aquifer
sediment by factor α. Factor α depends on the construction of the borehole schematically
shown in Figure 2.2.
With ri being the radius of the element of the well construction and Ki being the
appropriate hydraulic conductivity, α can be calculated by:
α =
8
(1 + K3
K2
)(1 + ( r1
r2
)2 + (K2
K1
(1− ( r1
r2
)2)) + (1− K3
K2
)(( r1
r3
)2 + ( r2
r3
)2 + K2
K1
(( r1
r3
)2 − ( r2
r3
)2))
(2.8)
If the borehole construction is without a filter pack or the filter pack equals the aquifer
(r3 = r2 and K3 = K2), the Equation 2.8 simplifies to:
α =
4
1 + ( r1
r2
)2 + (K3
K1
)(1− ( r1
r2
)2)
(2.9)
If the borehole construction consists only of a borehole (r3 = r2 = r1 andK3 = K2 = K1),
the Equation 2.8 simplifies to:
α = 2 (2.10)
In Kearl (1997), Equation 2.10 coincides with the analogous heat conduction problem
from Carslaw and Jaeger (1959) and the with the circle theorem (Milne-Thompson, 1968)
for permeable cylinders in a uniform flow field. Equation 2.9 was already established by
Ogilvi (1958) (Drost et al., 1968). Equation 2.8 leads to α values ranging between -0.5
and 4.
Sano (1983) theoretically derived an equation relating the velocity inside a borehole
to that in the aquifer by applying Stokes’ equation to the flow inside a borehole and
the generalized Darcy equation to the flow in the porous media. Momii et al. (1993)
assumed that in general the diameter of a borehole is about 5 to 25 cm and the order
of the permeability of the porous medium is less then 1 cm/s, therefore the solution of
Sano (1983) is approximated by:
α = 3 (2.11)
Momii et al. (1993) verified this in laboratory experiments using a laser Doppler
velocimeter system.
Previous approaches to quantifying the convergence of the streamlines in a borehole
assume the perfect development of the groundwater observation well. In practice, the
drilling and development of boreholes is associated not only with perturbations due to the
2.2 Steady State Flow in a Borehole 7
discharge
width
inflow
width
median streamline
border streamline
border streamline
p
o
t
e
n
t
i
a
l
l
i
n
e
aquifer
streamline
Figure 2.1: Schematic flow pattern inside and surrounding a well (Drost et al., 1968).
Figure 2.2: Schematic
horizontal cross-section of a
screened borehole with gravel
pack in an aquifer (Drost
et al., 1968).
K0 K1 K2 K3
r1
r2
r3
aquifer
filter pack
filter screen
borehole
8 Chapter 2. Theory of Groundwater Flow
artificial materials (well screen and filter pack), but also of the natural aquifer material.
Additional time dependent changes of the groundwater observation well occur due to
particle transport and chemical processes.
The skin factor s has been defined by several authors (e.g. Earlougher (1977) or
Bidaux and Tsang (1991)) to quantify the damage (positive skin factor) or the devel-
opment (negative skin factor) of a borehole. In the conventional theory of Earlougher
(1977) or Novakowski (1989), the skin region rs (region damaged or developed around
the borehole) is defined as homogeneous in K. In contrast, Bidaux and Tsang (1991)
developed a complex theory with K depending on the distance to the borehole. In figure
12 of Bidaux and Tsang (1991) the dependency of the convergence factor on the thick-
ness of the skin region and the skin factor is given for both the conventional and the
complex skin theory. Within a variation of skin effect ranging between -4 to 10 and a
dimensionless skin thickness ( rs
r2
− 1) ranging between 10−2 to 103, the convection factor
varies between 0.1 and 4 for the conventional theory and between 0.1 and 11 for the
complex theory.
Due to packers used in direct methods, the Darcy velocity measured in the borehole
is, apart from the horizontal convergence effects, influenced by vertical convergence.
This leads to an even higher velocity being measured in the borehole than is outside
the borehole. For packer lengths between 0 mm and 500 mm, Klotz (1977) found a
correction factor γ as a function of the packer lengths lp
γ = 1 + 0.7 · 10−3lp (2.12)
quantifying the vertical convergence effect.
2.3 Heterogeneity of Hydraulic Parameters
Hydraulic properties of soils and aquifers, such as porosity and hydraulic conductivity
and consequently the state variables such as Darcy velocities, are known to vary in
space (Boggs et al., 1992; Englert et al., 2000a; Leblanc et al., 1991; Mackay et al.,
1986; Teutsch and Kobus , 1990; Vereecken et al., 2000). To enable the study of the
spatial heterogeneity by means of geostatistical methods, hydraulic parameters and state
variables are considered as regionalized variables (ReV). These methods are well known
and can be studied in detail e.g. in Akin and Siemes (1988), Deutsch and Journel (1998),
Journel and Huijbregts (1989), Schafmeister (1999) and Chile`s and Delfiner (1999).
2.3.1 Univariate Statistics
Within a flow domain, the univariate statistics of a ReV z are described by applying
moment analysis to measured z data sets. Also referred to as arithmetic mean m(z) and
empirical variance s2(z), the first and second moment of a data set are:
m(z) =
∑n
i=1 zi
n
(2.13)
s2(z) =
∑n
i=1(zi −m(z))2
n− 1 (2.14)
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As well as these descriptive statistical parameters, histograms are used for visualization
of data sets (for example see Fig. 5.1).
Most often, populations have the form of a Gaussian normal probability density
function:
f(z) =
1
σ
√
2pi
e−
1
2(
z−µ
σ )
2
(2.15)
with the mean of the population:
µ(z) =
∑n
i=1 zi
n
(2.16)
and the variance of the population:
σ2(z) =
∑n
i=1(zi − µ)2
n
(2.17)
In hydrogeology, another probability density function often occurs, which is the log-
normal probability density function:
f(z) =
1
σz
√
2pi
e−
1
2(
ln z−µ
σ )
2
(2.18)
where µ and σ2 refer to the log-transformed log-normal probability density function,
which is a Gaussian normal probability density function. Thus, Equations 2.16 and 2.17
are applied accordingly. The mean of a log-normal probability density function is often
expressed by the geometric mean:
µg(z) = e
 n
i=1 ln zi
n (2.19)
where the variance is expressed by σ2 of log-transformed data.
Whenever a data set is described by the appropriate probability density function,
statistical tests are performed to prove the conformance between the data sample and
the predicted probability density function. Data sets with n < 2000 are tested by the
Shapiro Wilk test (W-test) (Shapiro and Wilk , 1965), data sets with n > 2000 are
tested with the Kolmogorov Smirnov test (D-test). Within both tests, data sets are non
parametrically tested on normality. Both calculate a test parameter (W or D), which
is presented together with a probability of finding samples with a worse match with a
normal distribution than the studied data set. This probability gives the significance
level at which the normality of the data set is acceptable from a statistical point of view.
Both tests compare the data set with a normal distribution by means of plotting together
their cumulative form, both scaled to a total cumulative sum of 1. The W value denotes
a correlation between a normal distribution and the data set. This leads to values close
to 1 for good matches. The D value denotes the greatest difference between a normal
distribution and the data set. For good matches, the D value is small.
2.3.2 Spatial Heterogeneity
Spatial heterogeneity is not completely random but usually exhibits some form of struc-
ture in an average sense, which reflects the fact that points close in space tend to assume
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close values. Matheron (1965) coined the term regionalized variable (ReV) to designate
a numerical function z(~r) depending on a continuous space index ~r, and combining high
irregularity of detail with spatial correlation. Geostatistics can then be defined as “the
application of probalistic methods to ReVs” (Chile`s and Delfiner , 1999). Thus, the ReV
is treated as a random variable RV. In other words, geostatistics characterize any un-
sampled (unknown) value z as a RV Z, the probability distribution of which describes
the uncertainty about z, including the RV model Z, and more specifically its probability
distribution being location dependent (Deutsch and Journel , 1998). The cumulative dis-
tribution function (cdf) of a continuous RV Z(~r) is denoted, where P is the probability:
f(~r; z) = P{Z(~r) ≤ z} (2.20)
Just as an RV Z(~r) is characterized by its cdf (Eq. 2.20), a random function (RF) Z(~r)
for the entire studied space can be characterized by the set of all its Ω-variate cdfs for
any number of Ω and any choice of the Ω locations ~rω, ω = 1,...,Ω:
f(~r1...~rω; z1...zΩ) = P{Z(~r1) ≤ z1, ..., Z(~rΩ) ≤ zΩ} (2.21)
The amount of data generally available is insufficient to conclude the entire spatial law
f(~r1...~rω; z1...zΩ). In geostatistics (more precisely, linear geostatistics), only the first two
moments of the RF are used; in other words, no distinction is made between two RF’s
Z~r1 and Z~r2, which have the same first- and second-order moments and both functions
are considered to be comprising of the same model (Journel and Huijbregts, 1989). The
first order moment is given by the mean µ:
E{Z(~r)} = µ(Z(~r)) (2.22)
The second order moments variance σ2, covariance C and variogram γ are given by:
σ2{Z(~r)} = E{[Z(~r)− µ(Z(~r))]2} (2.23)
C(~r1, ~r2) = E{[Z(~r1)− µ(Z(~r1))][Z(~r2)− µ(Z(~r2))]} (2.24)
2γ(~r1, ~r2) = σ
2{Z(~r1)− Z(~r2)} = 2(C(0)− C(~r1, ~r2)) (2.25)
The above mentioned moments are only valid if the requirement of stationarity is given.
For the covariance function, stationarity of 2nd order is required. This means, on the
one hand, that E{Z(~r)} exists and does not depend on ~r:
E{Z(~r)} = µ(Z), ∀~r (2.26)
and, on the other hand, that for each pair of RV’s {Z(~r+ ~ξ), Z(~r)} the covariance exists
and depends on the separation distance ~ξ:
C(~ξ) = E{Z(~r + ~ξ) · Z(~r)} − (µ(Z))2, ∀~r (2.27)
Stationarity of 2nd order requires the existence of the covariance and consequently the
existence of a finite variance. This is not always the case, whereas the variogram always
exists (Akin and Siemes , 1988). Thus the intrinsic hypothesis, a somewhat milder type
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of stationarity is required for the variogram. This means, on the one hand, that E{Z(~r)}
exists and does not depend on ~r:
E{Z(~r)} = µ(Z), ∀~r (2.28)
and, on the other hand, that for all vectors ~ξ the increment [Z(~r+ ~ξ)−Z(~r)] has a finite
variance which does not depend on ~r:
σ2{Z(~r + ~ξ)− Z(~r)} = E{[Z(~r + ~ξ)− Z(~r)]2} = 2γ(~ξ), ∀~r (2.29)
The lesser demand on the RF model by the intrinsic hypothesis has been recently shown
to be of no consequence for most practical situations (Deutsch and Journel , 1998). How-
ever, in accordance with standard practice, the variogram is used for the evaluation
of experimental data sets in the following chapters. For studies concerning stochastic
processes, the covariance and the correlogram ρ is used:
ρ(~ξ) =
C(~ξ)
C(0)
= 1− γ(
~ξ)
C(0)
(2.30)
For the estimation of the variogram, the experimental variogram γ(~ξ) is used:
γ(~ξ) =
1
2N(~ξ)
N∑
i=1
(z(~ri) − z(~ri+~ξ))2 (2.31)
Two models are used to fit the experimental variograms, covariances and correlograms
within the method of least squares:
a) Exponential Model:
γ(~ξ) = C0 · [1− exp(−|~ξ/λ|)] (2.32)
C(~ξ) = C0 · [exp(−|~ξ/λ|)] (2.33)
ρ(~ξ) = exp(−|~ξ/λ|) (2.34)
b)Gaussian Model:
γ(~ξ) = C0 · [1− exp(−|~ξ2/λ2|)] (2.35)
C(~ξ) = C0 · [exp(−|~ξ2/λ2|)] (2.36)
ρ(~ξ) = exp(−|~ξ2/λ2|) (2.37)
where C0 is the sill and λ is the correlation length.
Within the geostatistical estimation of a hydraulic parameter, its spatial heterogene-
ity is described by the mean, the variance and the correlation length with regard to
a specific model. These parameters are used to compare different aquifer situations
quantitatively. However, these parameters are also used to generate synthetic aquifer
situations, which are given the same parameters as a natural aquifer. This procedure is
called stochastic simulation. Stochastic simulation is the process of drawing alternative,
equally probable, joint realizations of the component RVs from an RF model (Deutsch
and Journel , 1998).
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2.4 Stochastic Theories
During the last twenty years extensive research has been carried out on the combining of
physical equations describing groundwater flow with stochastic processes. The aim of this
field of research is to characterize the effect of the spatial heterogeneity of K on Darcy
velocities and total heads. Detailed information on stochastic theories on groundwater
flow can be found, for example, in Dagan (1989) and Gelhar (1993).
In stochastic theories on groundwater flow, K is considered a stochastic field of
2nd order stationarity (Section 2.3.2). The mean hydraulic gradient (J) is assumed
to be parallel to the mean flow direction and is constant over the entire flow domain,
i.e. there is no trend in K, there are no sources and sinks and the domain is of infinite
extend. The flow velocity field is assumed to be divergence free and the porosity is
constant over the entire flow domain. Following this, the continuity equation (Eq. 2.2)
can be rewritten as
∇~q = 0 (2.38)
Defining Y = ln(K) and inserting the Darcy’s law (Eq. 2.1), the continuity equation
becomes
∇2H +∇Y · ∇H = 0 (2.39)
Perturbation theory is applied to the continuity equation and Darcy’s law in order
to find functional relations between the heterogeneity of ~q and the heterogeneity of K,
which is shown in the following.
Expressing the variables in the Darcy and the continuity equation by means of a sum
of the ensemble mean and fluctuation, denoted by ′ around this mean,
Y = µ(Y ) + Y ′; ~q = µ(~q) + ~q ′; H = µ(H) +H ′
and the mean fluctuation is zero,
µ(Y ′) = 0; µ(~q ′) = 0; µ(H ′) = 0
the continuity equation (Eq. 2.39) becomes
∇2(µ(H) +H ′) +∇(µ(Y ) + Y ′) · ∇(µ(H) +H ′) = 0 (2.40)
Formally, the total head can be described as an asymptotic sequence including 0th, 1st,
2nd or higher order terms:
H = µ(H) +H ′ = H [0] +H [1] +H [2]....
which leads to the following formulation of Equation 2.40:
∇2(H [0] +H [1] +H [2]....) +∇(µ(Y ) + Y ′) · ∇(H [0] +H [1] +H [2]....) = 0 (2.41)
Equation 2.41 gives the 0th, 1st, 2nd or higher order terms. Those can be rewritten,
considering no trend in Y (∇µ(Y ) = 0):
2.4 Stochastic Theories 13
∇2H [0] +∇µ(Y ) · ∇H [0] = 0⇔∇2H [0] = 0 (2.42)
∇2H [1] +∇µ(Y ) · ∇H [1] +∇Y ′ · ∇H [0] = 0⇔∇2H [1] +∇Y ′ · ∇H [0] = 0 (2.43)
∇2H [2] +∇µ(Y ) · ∇H [2] +∇Y ′ · ∇H [1] = 0⇔∇2H [2] +∇Y ′ · ∇H [1] = 0 (2.44)
For the estimation of the flow, a similar expansion for the Darcy equation is introduced:
~q = −K∇H
µ(~q) + ~q ′ = −e(µ(Y )+Y ′) · ∇(µ(H) +H ′)
µ(~q) + ~q ′ = −Kg · (1 + Y ′ + Y
′2
2
+
Y ′3
6
...) · (∇H [0] +∇H [1] +∇H [2]....) (2.45)
where Kg = e
µ(Y ) is the geometric mean of K.
Formally, the Darcy velocity can be described as an asymptotic sequence,
~q = µ(~q) + ~q ′ = ~q[0] + ~q[1] + ~q[2]....
which, introduced in the perturbated Darcy equation (Eq. 2.45), gives 0th, 1st, 2nd or
higher order terms:
~q[0] = −Kg · ∇H [0] (2.46)
~q[1] = −Kg · (∇H [1] +∇H [0]Y ′) (2.47)
~q[2] = −Kg ·
(
∇H [2] + Y ′∇H [1] +∇H [0]Y
′2
2
)
(2.48)
Inserting these perturbated terms of ~q into the definitions of the corresponding quan-
tities, one gets equations estimating the variance and the covariance of Darcy velocity
components on the basis of statistical parameters of hydraulic conductivities and hy-
draulic gradient. Considering 0th and 1st terms of the perturbated Darcy’s law, results
are called 1st order approximation, denoted as (1). Considering also the 2nd order terms,
results are called 2nd order approximation, denoted as (2):
C(1)q (0) = σ
2(~q[0] + ~q[1]) (2.49)
C(2)q (0) = σ
2(~q[0] + ~q[1] + ~q[2]) (2.50)
C(1)q (ξ) = C(~q
[0] + ~q[1]) (2.51)
C(2)q (ξ) = C(~q
[0] + ~q[1] + ~q[2]) (2.52)
Additionally, the effective hydraulic conductivity (Kef ≡ µ(~q)µ(∇H)) can be estimated.
K
(1)
ef =
µ(~q[0] + ~q[1])
µ(∇H [0] +∇H [1]) (2.53)
K
(2)
ef =
µ(~q[0] + ~q[1] + ~q[2])
µ(∇H [0] +∇H [1] +∇H [2]) (2.54)
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In Gelhar and Axness (1983), the theoretical validity of these equations is given for
small values σ2Y . Schwarze et al. (2001) found very good agreement between 1st order
approximation and simulation results for σ2Y = 0.1. The validity for higher σ
2
Y remains
unclear.
In the following, solutions of the Equations 2.49 - 2.54 are given for 2D and 3D. It is
assumed that the correlation length in the two horizontal directions are equal, although
differing from the vertical correlation length. C
(j)
qk (ξ
′
l) denotes the j-th order covariance
approximation of Darcy velocity component k in direction l.
Two Dimensional Groundwater Flow
Considering 1st order approximation and an isotropic case, the variances of the Darcy
velocity components C
(1)
q1 (0) and C
(1)
q2 (0) are given for an exponential and for a Gaussian
covariance model of Y by Dagan (1989):
C(1)q1 (0) =
3
8
(KgJ)
2σ2Y (2.55)
C(1)q2 (0) =
1
8
(KgJ)
2σ2Y (2.56)
Considering 2nd order approximation, the variances of the Darcy velocity components
C
(2)
q1 (0) and C
(2)
q2 (0) are given:
a) for an exponential covariance model of Y with σ2Y = 1 by Hsu et al. (1996):
C(2)q1 (0) = 1.08 · C(1)q1 (0) (2.57)
C(2)q2 (0) = 1.34 · C(1)q2 (0) (2.58)
b) for a Gaussian covariance model of lnK with σ2Y = 1 by Hsu and Neuman (1997):
C(2)q1 (0) = 1.01 · C(1)q1 (0) (2.59)
C(2)q2 (0) = 1.19 · C(1)q2 (0) (2.60)
The effective hydraulic conductivity is for both 1st and 2nd order the geometric mean
of the hydraulic conductivity (Dagan, 1989; Gelhar , 1993). This applies for exponential
and Gaussian models.
K
(1)
ef = K
(2)
ef = Kg (2.61)
Three Dimensional Groundwater Flow
Considering 1st order approximation, the variances and covariances of Darcy velocity
components C
(1)
q1 (~ξ
′
1), C
(1)
q2 (~ξ
′
1) and C
(1)
q3 (~ξ
′
1) are given for an exponential and Gaussian
covariance model of lnK by Russo (1995) and Hsu and Neuman (1997). In the following,
the covariances concern the mean flow direction, whereupon e = λv
λh
, λv is the correlation
length in vertical, λh is the correlation length in the horizontal direction and ξ
′
i denotes
ξi
λh
in the i-th direction:
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C
(1)
q1 (0)
σ2Y (KgJ)
2
= 1 +
19e3 − 10e5
16e(−1 + e2)2 −
e(13− 4e2) arcsin[(1− e2) 12 ]
16(1− e2) 12 (−1 + e2)2 (2.62)
C
(1)
q2 (0)
σ2Y (KgJ)
2
=
e{e(1− e2) 12 + 2e3(1− e2) 12 + arcsin[(1− e2) 12 ]− 4e2 arcsin[(1− e2) 12 ]}
16(1− e2) 12 (−1 + e2)2
(2.63)
C
(1)
q3 (0)
σ2Y (KgJ)
2
=
−3e2
4(−1 + e2) +
e(1 + 2e2) arcsin[(1− e2) 12 ]
4(−1 + e2) 12 (−1 + e2)2 (2.64)
C
(1)
q1 (ξ
′
1)
σ2Y (KgJ)
2
=
∫ +1
−1
(
1
2
− r
2e[4− 5r2 + r4 + (3r2 − r4)e2]
4[(1− r2) + (r2e2)] 32
)
· (1− |rξ′1|) exp(−|rξ′1|)dr
(2.65)
C
(1)
q2 (ξ
′
1)
σ2Y (KgJ)
2
=
∫ +1
−1
r2e(1− r2)(1− |rξ′1|) exp(−|rξ′1|)dr
4[(1− r2) + r2e2] 12 (2.66)
C
(1)
q3 (ξ
′
1)
σ2Y (KgJ)
2
=
∫ +1
−1
r2e(1− r2)(1− |rξ′1|) exp(−|rξ′1|)dr
4[(1− r2) + r2e2] 32 (2.67)
Both for exponential and Gaussian correlation model, the effective hydraulic conduc-
tivity in the horizontal direction can be estimated by 1st order approximation as follows
(Dagan, 1989):
K
(1)
ef = Kg ·

1 + σ2Y

1
2
−
e2
1−e2
(
1
e
√
1−e2 arctan
√
1
e2
− 1− 1
)
2



 (2.68)
In order to estimate second order approximations, correction factors, given in Hsu
and Neuman (1997) and Deng and Cushman (1995), can be used. The correction factors
depend on e and σ2Y . In the following, the correction factors are not universal, but valid
for the special situation at the Krauthausen test site (see Tab. 5.4).
The corrections for 2nd order approximation are given for a Gaussian correlation
model for Y in figure 5 of Hsu and Neuman (1997). Here the correction for e = 0.01 and
σ2Y = 1 is presented:
C(2)q1 (0) = 2.4 · C(1)q1 (0) (2.69)
For C
(2)
q2 (0) and C
(2)
q3 (0), the correction factor cannot be accurately identified, due to
the small scale of figure 5 in Hsu and Neuman (1997).
The correction factor for the effective hydraulic conductivity is given in figure 7 of
Hsu and Neuman (1997):
K
(2)
ef = 1.6 ·Kg (2.70)
The corrections for 2nd order approximation for a exponential correlation model for
Y are given in figure 2 of Deng and Cushman (1995). Here, the correction for e = 0.017
and σ2Y = 1 is presented for the y-component:
C(2)q1 (0) = 2.4 · C(1)q1 (0) (2.71)
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For C
(3)
q2 (0) and C
(3)
q3 (0), the correction factor is independent from e and identical for the
x- and z-component (Deng and Cushman, 1995).
C(2)q2 (0) = C
(1)
q2
(0)(1 + σ2Y ) (2.72)
C(2)q3 (0) = C
(1)
q3
(0)(1 + σ2Y ) (2.73)
The horizontal component of the effective hydraulic conductivity can be estimated as
follows (Deng and Cushman, 1995):
K
(2)
ef = Kg
(
1 +
(
1
2
+ β
)
σ2Y +
1
2
(
1
2
+ β
)2 (
σ2Y
)2)
(2.74)
with
β =
1
2 · |1−e2|
e2

1− arctan
√
|1−e2|
e2
e2
√
|1−e2|
e2


for e < 1.
2.5 Numerical Solutions
In order to compute water flow, Richards’ equation (Eq. 2.3) has to be solved. Due to the
fact that the strongly non-linear Richards’ equation cannot be solved analytically in most
cases, numerical methods have to be applied. Detailed information on the fundamentals
of numerical solutions for water flow is presented for instance in Bear (1972), Busch
et al. (1993), Verruijt (1982), Delleur (1999) or Yeh (1981).
The common techniques for solving the Richards’ equation are the methods of finite
elements (FE) and finite differences (FD). Both methods require a grid of the flow do-
main, for which the water flow is needed. Additionally, initial conditions for each grid
node and boundary conditions along the complete boundary of the flow domain have to
be defined.
Two major types of boundary conditions are usually considered:
• specification of total head, called Dirichlet boundary condition HD(~r)
• specification of the flux, called Neumann ~qN(~r) or Cauchy ~qC(~r) boundary condition
The key assumption for the Dirichlet boundary condition is that, regardless of the
groundwater flow within the flow domain and at the boundary, this will have no influence
on the potential of the outside water body, in such a way that this potential remains fixed
as determined by the boundary condition (Delleur , 1999). The mathematical expression
of the Dirichlet boundary condition, for stationary groundwater modelling, is shown in
the following equation:
HΓ(~r) = HD(~r) ∀ ~r ∈ ΓD (2.75)
A flux boundary condition (Neumann or Cauchy) implies that, regardless of the state
and flow of the groundwater inside the flow domain and at the boundary, the normal
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flux is fixed by external conditions and remains as determined by the boundary condition
(Delleur , 1999). Neumann boundary conditions (Eq. 2.76) take into account the pressure
head h(~r), where the Cauchy boundary conditions (Eq. 2.77) consider the total head
H(~r).The mathematical expressions are:
K∇hΓ(~r) = ~qN(~r) ∀ ~r ∈ ΓN (2.76)
K∇HΓ(~r) = ~qC(~r) ∀ ~r ∈ ΓC (2.77)
The choice of the type of boundary condition depends on the hydrogeological problem,
which is to be solved by groundwater modelling. A typical example for Cauchy boundary
conditions is a stationary flux into the flow domain. Neumann and Cauchy boundary
conditions are typically used for the definition of no flux boundaries, such as water
divides or aquifer aquitard interfaces. More complex boundary situations can also be
defined by combinations of the previously mentioned types of boundary conditions. For
instationary problems HD(~r), ~qN(~r), ~qC(~r) depends on time.
Chapter 3
Development of a New Groundwater
Flow Velocimeter
3.1 Measurement of Groundwater Flow Velocity
3.1.1 Indirect Methods
The estimation of mean groundwater flow velocities on the basis ofDarcy’s law (Eq. 2.1)
is carried out by measuring pressure head and hydraulic conductivities in groundwater
observation wells. Pressure head measurements are used to estimate the mean hydraulic
gradient by interpolating. This method is still the major procedure used in hydrogeology
to estimate the Darcy velocities. The mean Darcy velocity magnitude and direction can
be evaluated.
Another classical method for estimating the Darcy velocities is themulti-well tracer
test. One groundwater observation well (injection well) is used to inject a tracer, whereas
all other available groundwater observation wells are used to monitor tracer concentra-
tions. The tracer is transported by the natural groundwater flow. The time dependent
tracer concentration is measured at observation wells resulting in breakthrough curves
(BTCs). The interpretation of BTCs allows the estimation of the mean pore velocity
magnitude |~qn|. With |~q| = |~qn|n0 , Darcy velocity magnitude |~q| directly relates to |~qn|
and the effective porosity n0. Additionally, the mean direction of the flow velocity can
be estimated by calculating the longitudinal axis of the tracer plume. Thus, the mean
Darcy velocity magnitude and direction can be evaluated.
Leap and Kaplan (1988) derived an equation for determining regional groundwater
velocity from the results of a single-well drift-and-pumpback tracer test, which
accounts for regional advection during back-pumping, by employing the following steps:
• A pulse of conservative tracer is injected into a well and allowed to drift with the
regional gradient for an arbitrary length of time. The actual direction of flow will
be along the regional gradient, assuming isotropy and homogeneity are given.
• The pulse is then pumped back into the well at a constant rate and sampled for
concentration at different times resulting in a breakthrough curve.
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• The rate of pumpback, drift time, pumpback time, effective porosity, and the
aquifer thickness are then used to compute the regional groundwater velocity.
A similar technique is published by Bachmat et al. (1988). Hall et al. (1991) describes ex-
periments carried out using this method. In the scope of single-well drift-and-pumpback
tracer tests, mean Darcy velocity magnitude can be evaluated.
3.1.2 Direct Methods
The basic operating principle of thermal flowmeters is to bury a thin, cylindrical
heater at the point where the groundwater flow velocity is to be measured. If the heat
flux out of the cylinder is uniform over the surface of the cylinder, then the tempera-
ture distribution on the surface of the cylinder will vary according to the direction and
magnitude of the groundwater flow velocity passing the cylinder. In general, relatively
warm temperatures are observed on the downstream side of the probe and relatively
cool temperatures are on the upstream side because the heat introduced into the for-
mation by the heater is advected around the instrument by fluid flow passing the tool
(Ballard , 1996). This measurement allows 3-dimensional flow direction measurement.
For flow velocities between 8.64 · 10−3 m/d and 2.2 · 10−2 m/d, uncertainties of ±25% in
magnitude and ±15◦ in azimuth are obtainable. At higher flow, velocities measurement
uncertainties in the magnitude and direction of the flow velocity are only a few percent
and a few degrees (Ballard , 1996). Similar thermal flowmeters are described in Kerfoot
and Massard (1985), Alden and Munster (1997) and Paillet et al. (1996).
Momii et al. (1993) developed a laser Doppler velocimeter system for horizontal
groundwater measurements in a borehole. At the crossing point of two laser beams, an
interference fringe with a known spacing is formed. The crossing point of the two beams
is the measurement point. When a particle crosses the lighter parts in the fringe pattern
of the measurement point, the intensity of light, scattered from the particle increases.
When it crosses the darker parts, the intensity decreases. The temporal change in the
intensity of scattered light caused by the particle crossing the fringe pattern can be
detected by a photosensor. The peak frequency, the so called Doppler frequency of the
detected signals varies proportional to the velocity of the particle. Thus, the velocity
can be simply obtained by the product of the spacing of the interference fringe and
the Doppler frequency. Rotation of the fringe pattern additionally allows flow direction
measurement. Results obtained in laboratory experiments show that the laser Doppler
velocimeter system can measure both the magnitude and the direction of groundwater
velocity with sufficient accuracy down to 8.64 · 10−2 m/d in a borehole (Momii et al.,
1993).
Kearl and Case (1992) and Scho¨ttler (1997) independently developed a method to
measure groundwater velocities based on the observation of particle movement in a mon-
itoring well using the colloidal borescope. The colloidal borescope consists of a set of
lenses and miniature video cameras capable of observing natural particles in monitoring
wells. The borescope focuses on a plane between 1 to 2 mm2 and observes the movement
of colloids in a time range of 1 to 15 s. This enables a almost continuous monitoring
of groundwater velocity and direction (Kearl , 1997; Scho¨ttler , 2001). A typical field
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a) flow direction [◦]
b) flow velocity [m/s]
Figure 3.1: Typical field observation with the colloidal borescope (Scho¨ttler , 2001). In a),
the evolution of flow direction with time is shown. In b), the corresponding evolution of flow
velocity with time is shown. Two evolution curves, bright and dark grey are given, syncron
measured at two different vertical positions (1 m distant).
observation is shown in Figure 3.1. Thus, the colloidal borscope permits measurement
of groundwater flow velocities in magnitude and direction with high resolution in time
and space.
Since the 1960s, extensive work on point dilution method, for measuring the flow
rate of ground water, has been carried out by various groups (Drost et al., 1968). The
point dilution method aims to relate the observed dilution of a tracer, introduced into a
borehole, to groundwater flow. If there is steady flow and the tracer is homogeneously
distributed throughout the dilution volume at all times, an apparent flow velocity can
be calculated (Fig. 3.2 and Eq. 3.1).
The measured flow velocity qm is a sum of different phenomena expressed in the
following equation:
qm = qha + qk + qd + qc + qva (3.2)
with qha being the horizontal advection , qk the density driven convection, qd the molec-
ular diffusion, qc the apparent flow rate caused by the mixing device and qva the vertical
advection. If the contributing velocities are known, the measured velocity can be used
to evaluate the horizontal advection qha, which is proportional to the magnitude of the
horizontal flow velocity averaged over the area of approaching flow A.
Drost and Neumaier (1974) use a bypass connecting the area above the upper packer
with the one below the lower packer to provide a hydraulic shortcut. This avoids flow
passing the gravel pack outside the borehole. Control of the flow passing the bypass
gives information on the vertical component of the flow velocity.
The point dilution method is performed using different tracers, e.g. the radioac-
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qm = measured flow velocity
V = dilution volume
A = area of approaching flow
t = time after beginning of dilution
c = concentration at t
c0 = initial concentration
Figure 3.2: Principal set up and equation of a point dilution test.
tive tracer 82Br− (Drost et al., 1968), salt tracers or the fluorescence tracer uranin
(C20H20Na2O5) (Barczewski and Marshall , 1992; Englert et al., 2001). Drost et al. (1968)
additionally obtained the flow direction by rotating a collimator probe sensitive to inci-
dent radiation.
3.2 Dilution Measurement with Laser-Induced Flu-
orimetry
The single-well point dilution method requires the in situ determination of the tracer
concentration in the groundwater observation well. In situ dilution can be measured by
the use of fibre optic in combination with the laser-induced fluorimetry (LIF). The first
reference in literature for in situ uranin measurement in groundwater with fibre optic,
in combination with LIF, is Barczewski (1985). In the following, the focus is on the
equipment used in this work. More detailed information on fluorescence measurements
is to be found in Guilbault (1973), Schulmann (1977) or Schwedt (1981).
A nitrogen laser is used to send a laserbeam with a wavelength of 337 nm through
a coumarin 102 (C16H17NO2) solution (Fig. 3.3). Here, the coumarin 102 molecules
are exited and after a so-called internal conversion (< 0.1 ns), electrons fall back to
their primary energy level within nano seconds. Meanwhile, light in the range 454 nm to
506 nm is emitted with a maximum intensity at 470 nm. This light is then routed through
a fibre optic cable, 16 m in length and a diameter of 200 µm. At the end of the fibre
optic cable, the beam enters the defined volume inside the groundwater observation well.
Here the uranin (C20H20Na2O5) molecules are exited by the light beam. After internal
conversion, electrons return to their primary energy level emitting a light including
wavelengths from 480 nm to 600 nm with a maximum at 510 nm. The uranin emission
light is routed through six fibre optic cables, each 16 m long and 200 µm in diameter
to a spectrometer where the arriving bulk beam is separated into different beams of a
specific wavelength. Coming from the spectrometer, the split lightbeam is recorded by
a CCD camera. Here, the intensity of each wavelength is detected. This information is
sent to a computer, where the data is stored (Fig. 3.3). The spectrograms show typical
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Figure 3.3: Schematic set up of the laser-induced fluorescence spectroscopy: dotted lines
represent the laser beam, solid lines represent fibre optics and dashed lines represent electronic
connections.
intensity distributions, as in Figure 3.4 (Englert et al., 2001).
The uranin concentration, if below 1 mg/l, and the intensity of uranin fluorescence
are directly proportional (Barczewski and Marshall , 1992). In order to compute the
intensity of uranin fluorescence, the integral below the uranin peak (490 - 600 nm)
is computed and corrected with the integral below the background signal from 336 -
446 nm. Due to the maximum uranin concentration of 1 mg/l inside the defined volume
of the groundwater flow velocimeter, the uranin concentration dilution is identical to the
intensity decrease. This allows direct use of the background corrected uranin intensity
peak for computations of the slope of uranin concentration slow-down curves. Replication
measurements of uranin concentrations showed an error of 2% at concentrations of 1000
and 750 µg/l, 2.5% at concentrations 500 µg/l and 4% at 250 µg/l. These measurements
were taken during daylight in perspex cylinders with metallic bottoms, to simulate the
calibration conditions (Section 3.4).
3.3 Functionality
At first, the groundwater flow velocimeter (Fig. 1) is lowered into a screened two-inch
groundwater observation well (Fig. 3.5)(Englert et al., 2001). At a specific depth, the
probe is fixed by bloating packers. The packers define a volume of 0.54 l and an area of
approaching flow of 1.36 dm2.
After 5 minutes of slow-down phase, ten impulses, each 50 µl of a 1 g/l uranin solution,
are injected from a store tank into the defined volume by a small pump. The injected
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Figure 3.4: Typical fluorescence spectrum: The left peak is the the reflected emission peak of
coumarin 102. The right peak is the emission peak of uranin. The integral along A represents
the background signal, which is subtracted from the integral along B to extract the uranin
peak from the complete spectrum.
uranin solution (500 µl) is continuously homogenized by circulation. Groundwater is
sucked into the circulation pump at the top of a 3 mm tube placed in the centre of the
defined volume. The circulation pump injects water back into the defined volume through
an orifice placed at the bottom of the volume. The pumping rate of the circulation pump
amounts to 5 l/h. Both the circulating and the injection pump are installed in the lower
packer. The pressure inside the lower packer and the store tank for the tracer is trimmed
to the hydraulic pressure outside the packer.
The uranin concentration is diluted due to the groundwater flow. Uranin concentra-
tions are measured every 30 seconds over a period of 10 minutes by LIF. The detected
decrease in the LIF signal is proportional to the flow rate passing through the defined
volume. Taking into account the area of approaching flow, the flow velocity in the de-
fined volume can be calculated (Fig. 3.2 and Eq. 3.1). A typical curve of LIF signal
decrease, in the scope of a single-well dilution test, can be seen in Figure 3.6. For the
determination of the dilution D, the slope of the decrease curve of the LIF intensity is
fitted by linear regression. This leads to the modification of Equation 3.1 for evaluation
of qm:
qm =
V
A
· −D (3.3)
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3.4 Calibration
A perspex experimental set up (Fig. 3.7) is used to calibrate the groundwater flow ve-
locimeter with regard to different flow rates in order to study accuracy of the groundwater
flow velocimeter with LIF (Englert et al., 2001). Using a steady hydraulic potential, the
inflow is controlled by an infinitely variable valve. The outflow is controlled by the height
of the flexible tube at the spout of the experimental set up. Both inflow and outflow are
monitored by flowmeters of a rotameter type.
A two inch perspex filter tube, constructed the same way as those used at
Krauthausen test site (Chapter 4.1.2), is used inside the experimental set up. The
filter tube is placed in the middle of the experimental set up in such a way that all flow
runs through it. The probe is lowered into this filter tube and the packers are bloated.
By sealing the filter tube beneath the lower packer with a perspex tube and assuming
the water level stays below the uppermost end of the upper packer, it is ensured that all
flow runs through the defined volume of the probe.
The calibration of the groundwater flow velocimeter point to the flow Q adjusted by
the variable valve and controlled by flowmeters. Test series included flow which ranged
between 0 l/h and 20 l/h (Fig. 3.8).
Regression analysis showed a slope of 1
0.58l
with a standard error of 0.01 l. R2 amounts
to 0.99. This shows good reproducibility for measurements before and after field cam-
paign. Detailed study of the residuals of regression analysis showed errors of ≤ 50%
for 0.3 l/h < Q <1.5 l/h and ≤ 10% for 1.5 l/h < Q <20 l/h for Q measurements us-
ing the groundwater flow velocimeter. Due to the impracticability of adjusting values of
Q < 0.3 l/h within the experimental set up, those Q could not be studied. At Q > 20 l/h,
the point dilution method showed erratic values due to the pumping rate of the circu-
lation pump. This means the advection through the defined volume of the probe is too
high to warrant a homogenization of the tracer within a pumping rate of 5 l/h of the
circulation pump.
The slope of the calibration is the experimentally found inverse volume of the probe.
The difference between the true volume of the groundwater flow velocimeter (Section 3.3)
and the experimentally determined volume amounts to 0.04 l. The dilution in a no-flow
situation in the experimental setup equals 1.0 1
h
. The difference from 0 of dilution shows
the lower limit of velocity measurement using a pumping rate of 5 l/h for the circulation
pump. The difference between the true and experimantal volume quantifies the sum of
density driven convection, molecular diffusion, apparent flow rate caused by the mixing
device and vertical convection. This can be expressed by:
Qha = Qm − Qˆ (3.4)
with Qha being the horizontal advective flow predicted using calibration results, Qm
being the flow predicted by theory (Eq. 3.1) and Qˆ being the difference Qm − Qha. For
the evaluation of Qha, the following equation is used:
Qha = (Vm − Vˆ ) · −D = Vha · −D (3.5)
with Vm being the true volume, Vha being the volume experimentally evaluated, D being
the dilution experimentally measured and Vˆ being the difference Vm − Vha.
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For field measurements using the groundwater flow velocimeter, horizontal flow ve-
locity inside the borehole qha can be evaluated using the following equation:
qha =
Vm · −D
A
− Vˆ · −D
A
=
Vha · −D
A
(3.6)
with A being the area of approaching flow. The horizontal flow velocity qha, measured
in the borehole differs from the Darcy velocity in the aquifer due to convergence effects
(Section 2.2). The magnitude of the Darcy velocity (|q|) in the aquifer can be calculated
using correction factors α and γ:
|q| = qha
αγ
(3.7)
Chapter 4
Darcy Velocity Measurements at
Krauthausen Test Site
4.1 Hydrogeological Framework
The Krauthausen test site is located in the southern part of the Lower Rhine Embay-
ment, Germany. It is situated approximately 10 km northwest of the city of Du¨ren, 7 km
southeast from the Ju¨lich research centre (FZJ) and has an extension of 200× 70 m. In
the scope of the EU project ”Critical parameters governing the mobility and fate of pes-
ticides in soil/aquifer systems: An experimental and modelling study based on coherent
interpretation of transport parameters and physico-chemical characteristics measured at
multiple scales”, the Krauthausen test site was set up in 1993 by the Ju¨lich research
centre (Do¨ring , 1997; Englert et al., 2000a; Vereecken et al., 2000).
Since Tertiarian age, the Lower Rhine Embayment, which is the tectonic lengthening
of the Dutch rift valley, has been an area of subsidence. Since the subsidence started,
up to 1200 m Tertiarian and up to 100 m Quaternarian sediments have been deposited
on Variscian folded sediments from Devonian and Carboniferous age. The stratigrafic
sequence from Tertiarian times shows sequences of terrestrial sediments, transported
from the south, and marine sediments, transported from the north. The sediments are
mostly sandy gravelly or clayey. In the coastal areas, thick layers of peat have been
deposited. These peat deposits can be found today in the up to 100 m thick brown coal
layers. The Quaternarian sediments in the southern part of the Lower Rhine Embayment
are mostly fluvial deposits from the Rhine/Maas river system. In the northern part of the
Lower Rhine Embayment, push moraines and aqueoglacial deposits of the Saale inland ice
have been added. In most parts of the Lower Rhine Embayment the above mentioned
sediments are covered by aeolian sediments (Walter , 1992; Klostermann, 1992). The
sequences of permeable and impermeable layers lead to a typical multi-layer aquifer
system. The major receiving stream is the Rhine river. The Lower Rhine Embayment
shows several tectonic compartments, due to northwest-southeast striking faults. These
are often hydraulic barriers. The Krauthausen test site is located on a small inserted
block between the Rur block and the Erft block.
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4.1.1 The Uppermost Aquifer
Studies at Krauthausen test site focus on the uppermost aquifer. With a thickness
of approximately 9 m, this aquifer is limited by flood plain deposits at the top and a
clay layer at the bottom (Fig. 4.1). The aquifer consists mainly of gravelly and sandy
Figure 4.1: Generalized cross-section of the uppermost aquifer, Krauthausen test site, derived
from field studies (Do¨ring , 1997) and stratified by Pru¨fert (1999).
sediments. These sediments have been deposited by the braided river system of the
Rur. The clay and silt content of the aquifer sediments vary between 0.5% and 7.5%,
and the mean total porosity is 26% with a standard deviation of 7%. The mean cation
exchange capacity of the aquifer sediments is 0.44 meq/100g. The mean specific surface
is 0.7 m2/g.
The groundwater table at Krauthausen test site varies from 1 m to 3 m below surface,
showing a mean gradient of 0.2%. Within these variations in the groundwater table, the
mean flow direction of the groundwater changes. At low groundwater tables, flow is
parallel to the length of the test site in a northwesterly direction. At high groundwater
tables, the mean flow direction is parallel to the length of the test site in the middle
part of the test site, but rotates in a west-northwesterly direction in the northwest and
in a northerly direction in the southeast of the test site. At high groundwater tables
(<1.5 m), the aquifer is semi-confined. At lower groundwater tables, the aquifer is semi-
unconfined. This variation in the groundwater table causes a time dependent change in
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the storage coefficient (S0) within one magnitude. When the groundwater table is high,
S0 amounts to 7.7 · 10−4, when it is low, S0 amounts to 1.0 · 10−2. The mean hydraulic
conductivity, based on the results of pumping tests, amounts to 3.8 · 10−3 m/s. The
average precipitation in the area is about 690 mm/a.
The groundwater is bicarbonate rich and has high concentrations of nitrate (Tab. A.1
(Schulze, 1998)) caused by intensive agricultural land use. The pH value is 6.7, and the
EH value varies between 250 mV and 300 mV. The content of dissolved oxygen goes up
to to 7.7 mg/l. The electric conductivity of the groundwater is 1.1 mS/cm.
4.1.2 Technical Layout
On test site Krauthausen, 74 drillings were deepened using a dry rotary drilling method.
One drilling has a diameter of 620 mm. All other drillings have a diameter of 324 mm.
The well design of the various boreholes differs (Fig. 4.2). The borehole with a drilling
diameter of 620 mm is equipped with a 7 in casing, screened between 1 m and 10 m
below surface. The boreholes with a diameter of 324 mm are equipped with 2 in casings,
either screened at various depths or not screened at all. Sixty-four wells are equipped
with Multi-Level-Samplers (MLS), consisting of a bundle of 24 PE tubes attached to the
outside wall of the casing. The diameter of the PE tubes is 0.5 cm.
The well design consists of clay sealings at the top and the bottom of the borehole.
Between the sealings, the borehole is is filled with gravel pack. Gravelly sediments from
Krauthausen and filter gravel are used for the gravel pack. The filter gravel is made up of
gravel between 2 mm and 3 mm in diameter. Using table 7 in Klotz (1977), the hydraulic
conductivity of filter gravel can be estimated as 2.6 · 10−2 m/s. The gravelly sediments
from Krauthausen test site, used as filter gravel, show a mean hydraulic conductivity of
3.8·10−3 m/s and a variance of log-transformed hydraulic conductivity of 1.3 (Subsection
4.1.3). The screen of the borehole is equipped with 0.5 mm slits. In Klotz (1990), table
12 shows a hydraulic conductivity of 3.1 · 10−3 m/s for this type of screen. The casing
tubes have a length of one or two metres and are connected by screw connections. The
screw connections have a length of 20 cm and are not screened.
4.1.3 Heterogeneity of Hydraulic Conductivity
On the Krauthausen test site several techniques were employed to determine the hy-
draulic conductivity of the aquifer. The various approaches differ in technique as well
as in the volume used to average the hydraulic conductivity. Pumping tests were used
to determine the mean hydraulic conductivity of the complete uppermost aquifer at
Krauthausen test site. These pumping tests were performed in the 7 in well, located in
the centre of the test site. The rate of production was 70 m3/h and 80 m3/h. Both pump-
ing tests showed a mean hydraulic conductivity for the uppermost aquifer of 3.8·10−3 m/s
(Englert et al., 2000a; Vereecken et al., 2000).
Using small scale pumping tests, the hydraulic conductivities were determined on
a zonal scale. These were performed at a production rate of 2 m3/h at 24 2 in wells.
Evaluation of the pumping tests shows a geometric mean of hydraulic conductivity of 1.5·
10−3 m/s and a variance of the log-transformed hydraulic conductivity of 0.11 (Lamertz ,
2001).
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Figure 4.2: Geometrical distribution of observation wells and their equipment at Krauthausen
test site.
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The inflow to the well by layer can be determined using a borehole flowmeter in the
course of a pumping test. This enables a vertical resolution of the hydraulic conductivity
of the aquifer (Molz et al., 1989). At Krauthausen test site, these pumping tests were
performed at a production rate of 1.5 m3/h. Borehole flowmeter measurements at twenty-
two 2 in wells showed a geometric mean of hydraulic conductivity of 3.8 · 10−3 m/s and
a variance of the log-transformed hydraulic conductivity of 1.3. Using an exponential
model, the vertical correlation length amounts 0.37±0.09 m with a nugget of 0.46±0.11
(Englert et al., 2000a; Vereecken et al., 2000).
Apart from the above mentioned hydraulic in situ measurements, grain size analysis
was used to determine local hydraulic conductivities. For this, the methods of Seiler
(1973) Beyer (1964) and Bialas and Kleczkowski (1970) were used. At Krauthausen test
site, 392 sediment samples were collected between the soil surface and 87 m above mean
sea level and analyzed for grain size distribution. About 340 of these sediment samples
were drawn from the uppermost aquifer. The samples were taken from 34 boreholes, and
three of them were sampled from bottom to top with a sampling interval of 10 cm and
20 cm. Thirty-one boreholes were sampled from 90.4 m to 92.2 m above mean sea level
with a sampling interval of 20 cm. Taking all samples from the uppermost aquifer into
account, the statistical parameters describing the heterogeneity are as shown in Tab. A.2.
A cluster analysis of the grain size distributions of the sediment samples showed
a layering of the aquifer (Englert , 1998). This layering coincides with the findings of
Vereecken et al. (2000). As a result, the aquifer can be divided into five layers (layer
0 to layer 4). The uppermost layer (layer 0) belongs to the lower terrace, the others
belong to the younger middle terrace of the Rur. The hydraulic conductivities averaged
based on half metre intervals, show clear differences in mean and variance between the
various layers (Fig. 4.3). The younger middle terrace of the Rur has a geometric mean
for the several layers of between 7.2 ·10−4 m/s and 1.69 ·10−3 m/s. The major differences
between the layers of the younger middle terrace are in the variance. At the base of the
younger middle terrace of the Rur (layer 4), the variance is very high, 3.81, due to the
interlayering sediments detected at this depth. Between layer 4 and layer 3 the variance
decreases by factor 7 to 0.56. Going upwards, the variance increases by factor 2, with a
variance of 1.07 for layer 2 and a variance of 2.16 for layer 1. Inside the lower terrace
(layer 0), the geometric mean of hydraulic conductivities amounts to 2.80 · 10−3 m/s
and the variance of the log-transformed hydraulic conductivity is 2.98. The values of
geometric mean and variance are listed in detail in Table A.9.
Due to the fact that the complete uppermost aquifer was sampled at only three bore-
holes, reliable statistical estimates for the hydraulic conductivities of the Krauthausen
test site is restricted to the layer between 90.4 m to 92.2 m above mean sea level. This
layer is sampled at 34 wells and is part of layer 2. In the following, this sampling area is
called reference layer.
Focusing on the K values derived by the method of Seiler (1973), and taking into
consideration the effective pore diameter at the 10th percentile, the geometric mean of K
within the reference layer is 1, 9·10−3 m/s at a variance of ln(K) of 1.00. With respect to
the W-test, the 173K values are well described by the log-normal distribution (W= 0.99,
Pr <W=0.89). The range is ∼ 12 m for the horizontal and ∼ 20 cm for the vertical
direction. The geostatistical parameters of hydraulic conductivities for the reference
layer are given explicitly in Table A.3. Because of the high errors for the range, both
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Figure 4.3: Distribution with depth of hydraulic conductivities derived from grain size dis-
tribution, Krauthausen test site. The quads denote the geometric mean, the error bars show
the standard deviation. The number in brackets behind the layers denote the number of mea-
surements in the layers.
for the Gaussian and the exponential model, it is not possible to single out one of these
models.
4.1.4 The α-Factor
The α-factor (Section 2.2, Eq. 2.8 - 2.11) plays an important role in correcting the conver-
gence of the streamlines towards the borehole. In order to evaluate the α-factor, detailed
information of the well design is needed at each position of velocity measurements. The
α-factor can only be estimated due to the fact that the original well design can change
in time in an unknown way, and even the original well design is only vaguely known.
Equations for evaluating the α-factor, taking into account the skin factor, give an
impression of to what extent the α-factor can vary. These equations indicate variations
in α of 0.1 to 11, depending on the well development or damage of the aquifer and
filter pack surrounding the borehole. However, the application of these equations is not
feasible, due to the lack of measurability of the skin factor.
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The range of the α-factor for the wells at Krauthausen between 0.03 and 3.48 can be
estimated using Equation 2.8 and the following assumptions:
• The slits of the well screen originally had a width of 0.5 mm. Due to particle trans-
port and chemical processes they can become clogged. This leads to an assumed
range of K1 from 1.0 · 10−4 m/s to 3.1 · 10−3 m/s.
• The hydraulic conductivity of the gravel pack K2, consisting of filter gravel or
Krauthausen sediments, can range between 2.0 · 10−4 m/s and 4.9 · 10−2 m/s.
• The hydraulic conductivity of aquifer sedimentsK3 can range between 2.0·10−4 m/s
and 3.0 · 10−2 m/s.
• The radii (r1, r2, r3) are given in Subsection 4.1.2.
Assuming thatK1 is still 3.1·10−3 m/s andK2 has become equal toK3 (3.8·10−3 m/s),
a mean α-factor of 1.95 can be estimated. This value is used in the following. Drost
(1996) used an α-factor of 2.6.
4.2 Measurement Campaigns
4.2.1 Application of the New Groundwater Flow Velocimeter
From May 14 2001 to August 2 2001, measurements of groundwater flow velocity were
taken using the groundwater flow velocimeter (Chapter 3). The groundwater level de-
clined during the field campaign from 97.06 m to 96.26 m above mean sea level (Fig. 4.4).
Beside the general trend, the groundwater level fluctuates by a few centimeters at irreg-
ular intervals. The aquifer was semi-confined during the field campaign.
Two contour maps of the water table, at the beginning and at the end of the field
campaign, are given in Figure A.1. These contour maps show the variation in time and
space of the mean hydraulic gradient. The magnitude of the mean hydraulic gradient
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varied between 0.15% and 0.3%. The variation of the direction of the mean hydraulic
gradient is between 300◦ and 0◦.
During the field campaign, groundwater velocity measurements were taken at 361
positions in 21 wells (Fig. 4.5 and Tab. A.4). Due to the curvature of the screen at
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Figure 4.5: Measurements of Darcy velocities with the groundwater flow velocimeter: a)
number of the studied well, b) geometric mean of Darcy velocities measured at the well in the
depth 90 m to 92 m above mean sea level.
wells 19 and 65, the groundwater flow velocimeter could only be lowered to a depth
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of 94.3 m above mean sea level. Thus, only a few measurements could be taken at
these locations. Well number 6 was only screened between 92.29 m and 91.29 m above
mean sea level, which limits measurements to these depths. All other measurements
were taken in fully screened wells so that only time limitations for the field campaign
hindered measurements of the complete filter screen. The locations of linkage between
screened tubes (Subsection 4.1.2) were detected and excluded from the measurements.
The measurements showed a high level of variability in the magnitude of the Darcy
velocity ranging between 0.09 m/d and 17.84 m/d. These measurements resulted in a
geometric mean of the magnitude of the Darcy velocities of 1.01 m/d.
The magnitudes of the Darcy velocities in the younger middle terrace of the Rur
(layer 4-1) showed a clear evolution in the geometric mean and variance in the several
layers (Fig. 4.6). Starting from the bottom, the geometric mean of the Darcy velocities
rise from layer to layer by factor ∼1.7, with a geometric mean of 0.31 m/d for layer 4
and 1.42 m/d for layer 1. The variances of the log-transformed Darcy velocities increase
by factor 1.5-2 from layer to layer going upward in the stratigraphy, with a variance of
0.37 for layer 4 and a variance of 1.40 for layer 1. The lower terrace showed a geometric
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Figure 4.6: Distribution with depth of Darcy velocities measured applying the groundwater
flow velocimeter, Krauthausen test site. The quads denote the geometric mean, the error bars
show the standard deviation. The number in brackets denote the number of measurements in
the layers.
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mean for the Darcy velocities of 2.43 m/d and a variance of 0.78. The geometric means
and variances for each layer are given in Table A.9.
A detailed study of the well wise geometric mean within the various layers is shown
in Figures A.2-A.6 and Table A.5. High heterogeneities for all layers can be deduced
from these studies. A clear zonal division of the aquifer in the horizontal direction can
not be detected. This is either due to the absence of such zones or because the density
of measurement points is not high enough.
Due to the restriction of detailed studies of hydraulic conductivities to the reference
layer, Table A.4 and Figure 4.5 focus on the reference layer for comparison purposes.
As expected, the reference layer shows, similar values to layer 2 for geometric mean
and variance of the magnitude of the Darcy velocities. A statistical evaluation of the
measured Darcy velocities for the reference layer as well as for all measurements are
given in Section 5.1.
Repetition measurements were taken to prove the time dependency of the ground-
water flow velocity. The time gap between the first and the second measurement was
approximately one day. The repetition of measurements with the groundwater flow
velocimeter showed for measurements < 1.3 m/d that the deviations were within the ac-
curacy of the groundwater flow velocimeter (Tab. A.6). At well 32, at a depth of 91.14 m
above mean sea level, the relative deviation between the first and second measurement
is 83.84%. This exceeds the measurement errors by far. It therefore indicates a time
dependency of the groundwater flow velocity.
4.2.2 Results of Point Dilution Measurements with 82Br−
Measurements of the Darcy velocities applying the point dilution method with 82Br−
(Subsection 3.1.2) were taken at 29 wells from March 12, 1996 to March 14, 1996 by
Drost (1996) (Fig. 4.7). Wells 22, 32 and 53 were studied between 88.79 m and 94.80 m
above mean sea level. Measurements at all other wells were taken at a depth of 89.79 m
to 90.79 m above mean sea level (Tab. A.7). The length of averaging within these
measurements was 0.5 m, which is double of the length of averaging of the measure-
ments using the groundwater flow velocimeter. In contrast to the measurements with
the groundwater flow velocimeter, the 82Br− dilution measurements included flow direc-
tion measurement for the horizontal plane and the measurement of vertical flow inside
the wells. The locations of linkage between screened tubes (Subsection 4.1.2) were not
observed.
The groundwater table at well 29 was 95.8 m above mean sea level at that time.
This shows that the aquifer was, in contrast to the measurements with the groundwater
flow velocimeter, semi-unconfined. A contour map of the groundwater table (not shown)
showed similar directions and magnitudes of the mean hydraulic gradient as deduced
from the time of the groundwater flow velocimeter measurements (Fig. A.1).
Measurements demonstrated that there was no vertical flow inside the wells. The
flow direction measurement in the horizontal plane showed high variabilities, including
flow directions in the opposite direction of the mean hydraulic gradient. Detailed studies
of the flow direction in Vereecken et al. (2000) showed variations between 210◦ and 90◦.
The mean flow direction was 340◦. It was shown that the main flow direction differs
between the different layers. In layer 1, the direction of flow was NNE and changed to a
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Figure 4.7: Measurements of the Darcy velocities with 82Br− dilution: a) number of the
studied well, b) geometric mean of Darcy velocities measured at the well at a depth of 90 m
to 92 m above mean sea level.
NW direction in layer 2. In layer 3, the flow direction was NNE again.
The measurements showed a high variability in the magnitude of the Darcy velocity,
ranging between 0.01 m/d and 12.60 m/d. The measurements resulted in a geometric
mean of the magnitude of the Darcy velocities of 0.42 m/d.
The measurements with 82Br− included layer 1 - 3, belonging to the younger middle
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terrace of the Rur. The evolution with depth of geometric mean and variance of the Darcy
velocity, based on half metre intervals, is presented in Fig. 4.8. Layer 3 shows the lowest
geometric mean of 0.41 m/d. Moving upward, the geometric mean of the magnitude of
the Darcy velocities rises by factor ∼1.2 from layer to layer, being 0.64 m/d at layer 1.
The variance is 2.21 for layer 3. the variance goes down by factor ∼1.4 from layer to
layer, being 1.24 for layer 1. Table A.9 shows the geometric mean and the variance by
layer in detail.
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Figure 4.8: Distribution with depth of the Darcy velocities measured applying the point
dilution method with 82Br−, Krauthausen test site. The quads denote the geometric mean,
the error bars show the standard deviation. The number in brackets denote the number of
measurements in each layer.
Due to the high sampling density in the reference layer, Figure 4.7 is focused on these
depths. The corresponding values for the geometric mean and variance by well are given
in Table A.7. From this, high heterogeneities can deduced for the reference layer. A
clear zonal division of the aquifer in the horizontal direction could not be determined,
either due to the low density of measurement points or to the absence of such zones. The
geometric mean of the Darcy velocities in the reference layer is 0.41 m/d and the variance
is 2.01. Detailed studies for the reference layer, as well as for all data, are presented in
Section 5.1.
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4.2.3 Comparison
In the following, a direct comparison of the measured hydraulic conductivities and Darcy
velocities is given for well 22 and 32, layers 1 - 3 (Fig. 4.9). An initial look at the direct
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Figure 4.9: Development of the Darcy velocities and hydraulic conductivities with depth, a)
well 22 b) well 32.
compared measurements seems to indicate that the measurements are not reliable. The
measured Darcy velocities do not coincide with each other, nor do they coincide with
the hydraulic conductivities. Once in a while, the measured velocities coincide, e.g. well
32 from 90 m to 95 m above mean sea level. And, once in a while, the hydraulic
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conductivities coincide with the Darcy velocities measured with the groundwater flow
velocimeter, e.g. 87.5 m to 89.8 m above mean sea level at well 32. In a few instances,
the hydraulic conductivities coincide with the Darcy velocities measured with 82Br−,
e.g. 88 m to 95 m above mean sea level at well 22. However, only at well 22 between 93.5 m
to 94.5 m above mean sea level, do all the different measurements coincide together. A
well-wise comparison of the measurements of Darcy velocities for the reference layer
(Tab. 4.1) shows discrepancies in mean and variance.
Table 4.1: Comparison of Statistical Parameters of In Situ Measured Darcy
Velocities within the Reference Layer (Test Site Krauthausen), by Well
82Br− uranin
µg(q) µg(q)
well N [m/d] σ2(ln q) N [m/d] σ2(ln q)
18 2 0.65 0.20 7 0.69 1.16
22 3 1.85 0.62 7 0.48 0.88
26 2 0.11 0.02 6 1.46 0.73
28 2 2.25 3.98 4 1.11 0.02
32 3 0.50 0.04 7 0.47 0.77
34 2 0.07 7.49 7 0.94 0.05
44 2 0.31 1.46 7 0.21 0.10
48 2 1.25 0.79 7 0.32 0.25
50 2 0.15 0.38 6 0.78 0.14
53 3 0.29 0.01 7 0.23 0.00
In the previous comparison, averaging based on different intervals and measurement
errors have to be taken into account. However, the discrepancies are too high to be
explained by these effects. Therefore, it can be concluded that Darcy velocities vary not
only with space but also with time. This coincides with the time resolved measurements
taken with the colloidal borescope (Fig. 3.1). The measurements with the colloidal
borescope presented here were taken in Rhine terraces close to the city of Du¨sseldorf,
which feature gravelly sediments similar to those of Krauthausen test site. The first
20 minutes of the measurement showed a very high variability in the flow direction
and magnitude due to the perturbations from the deepening of the colloidal borescope.
Excluding these first 20 minutes, the measurements showed high variations in direction
and in magnitude of the Darcy velocity. The magnitude of the measured Darcy velocities
range from 0.2 m/d to 1.7 m/d within three hours.
As previously outlined, the measurements of hydraulic conductivities as well as the
point dilution measurements with 82Br− are focused on the reference layer. In order to
get an impression of how reliable the estimation of statistical parameters outside the
reference layer are, statistical parameters have to be estimated for the reference layer
for two cases, differing in the size of their samples. In case one, measurements inside
the reference layer from three wells (22, 32, 7) are taken into account. In case two, all
measurements taken in the reference layer are taken into account. The comparison
(Tab. A.8) shows relative deviations between the two cases of 10% to 60%. These
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deviations indicate that estimations based on only three locations are vague.
Based on half metre intervals, the vertical evolution of the measured hydraulic con-
ductivities and the measured Darcy velocities are shown in Figure 4.10 and Table A.9.
The measurement of Darcy velocities, both with the groundwater flow velocimeter and
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Figure 4.10: Distribution with depth of the Darcy velocities measured applying the ground-
water flow velocimeter and 82Br− point dilution method, and hydraulic conductivities derived
from grain size analysis, Krauthausen test site. The quads denote the geometric mean, the
error bars show the standard deviation.
82Br− point dilution method show a clear trend towards higher geometric means, from
layer 3 to layer 1, whereas the hydraulic conductivities show a similar value in layer 3
and layer 1, which differs from the somewhat lower value at layer 2. However, hydraulic
conductivity shows an overall upward trend when including layers 1 to 4. Likewise,
the measurements of Darcy velocities with the groundwater flow velocimeter show this
upward trend from layer 4 to layer 0, which coincides with the average linear velocity
derived from tracer experiments (Englert , 1998).
Measurements of Darcy velocities with 82Br− show a decrease in the variance with the
height above mean sea level for layer 3 to layer 1, whereas the hydraulic conductivities and
the Darcy velocities measured with the groundwater flow velocimeter show an increase.
This discrepancy could be due to the small number of Darcy velocity measurements with
82Br− in layer 1.
Chapter 5
Evaluation of Darcy Velocity
Statistics
5.1 Measured Darcy Velocities
As shown in Chapter 4, magnitudes of Darcy velocities were measured on Krauthausen
test site using the groundwater flow velocimeter. In the following, the focus is on the
univariate statistical and geostatistical evaluation of these measurements for both all
measurements and the reference layer defined in Subsection 4.1.3. According to the
Darcy Equation 2.1, the Darcy velocity depends on hydraulic conductivity and gradient.
As shown in Chapter 4, the hydraulic conductivity shows spatial variability and the
hydraulic gradient shows spatial and time variability. Thus, the following evaluation of
the heterogeneity of the Darcy velocity includes both time and space dependencies.
Both the overall measurements as well as the measurements within the reference
layer show a skewness to the right side, which can be seen in histograms (Fig. 5.1 and
B.2). This indicates a log-normal distribution of the Darcy velocity magnitudes. The
histograms of the log-transformed values appear to be more or less symmetrical (Fig. B.1
and B.3).
Figure 5.1: Histogram
of all measured Darcy ve-
locity magnitudes, obtained
with the groundwater flow ve-
locimeter at Krauthausen test
site.
q[m/d]
frequency
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Statistical evaluation of all measured Darcy velocity magnitudes showed no clear pref-
erence for normal or log-normal distribution at a 0.0001 confidence level. The statistical
test parameter W, however, is clearly higher for the log-normal distribution. For the
measurements in the reference layer, the assumption of a log-normal distribution is more
probable by two orders of magnitude than the assumption of a normal distribution. This
suggests a better description of the measured velocities by log-normal than by normal
distribution (Tab. 5.1).
Table 5.1: Statistical Parameters of the In Situ Measured Darcy Velocity Magnitudes
(Test Site Krauthausen), Obtained with the Groundwater Flow Velocimeter
all data reference layer
statistical parameter q [m/d] ln(q) [ln(m/d)] q [m/d] ln(q) [ln(m/d)]
number of observations 361 361 91 91
mean 1.88 0.01 1.13 -0.34
geom. mean 1.01 0.71
variance 5.39 1.31 1.27 0.98
W test statistic 0.72 0.96 0.78 0.95
probability: < W < 0.0001 < 0.0001 < 0.0001 < 0.0115
The statistical parameters of the Darcy velocities, both overall and for the reference
layer, are given in Table 5.1. The discrepancy between reference layer and overall mea-
surements in geometric mean and variance reflect the presence of layering of the aquifer
at Krauthausen test site, shown in Subsection 4.2.1.
Using variogram analysis, the spatial heterogeneity of the measured Darcy velocities
with groundwater flow velocimeter can be evaluated. Figure 5.2 shows a variogram of all
measurements in the horizontal direction. Due to the lack of data, a separate study of
different directions was not successful. Within this variogram calculation, the horizontal
directions are assumed to be isotropic. A weighted fit to the semivariances, using an
exponential model, shows a range of 2.46± 1.8 m and a sill of 1.15± 0.11 (m/d)2.
In the vertical direction, the variogram (Fig. 5.3) shows a continuous increase of
the semivariances, including plateaus at the semivariances of 0.26, 0.60 and 0.82. This
shows, on the one hand, the trend of the Darcy velocity magnitudes within the aquifer,
shown in Subsection 4.2.1, and, on the other hand, the layering of the aquifer. The fit of
an exponential model to the semivariances including lag distances between 0.25 m and
1.00 m showed a range of 0.19±0.03 m and a sill value of 0.33±0.01 (m/d)2. The fitted
model describes the overall heterogeneity of the Darcy velocity magnitudes for distances
below 1 m in the vertical direction.
The small sill value in the vertical direction, compared with the sill value in the
horizontal direction, shows that the variability in the horizontal direction is higher than
the variability in the vertical direction by factor 3. This could be due to the existence
of layer spanning zonation of the aquifer at Krauthausen test site or due to the time
dependence of the Darcy velocities. At this point, it should be kept in mind that the
measurements at one well took approximately one day and consequently all wells are
measured on different days.
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Figure 5.2: Horizontal vari-
ogram of ln |q| for all measure-
ments and exponential fit.
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Figure 5.3: Vertical vari-
ogram of ln |q| for all measure-
ments and exponential fit.
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Figure 5.4: Horizontal vari-
ogram of ln |q| inside the ref-
erence layer, with the hori-
zontal line indicating the vari-
ance.
The variogram in the horizontal direction, for the measurements of Darcy velocity
magnitudes with the groundwater flow velocimeter in the reference layer, shows no clear
autocorrelative behaviour (Fig. 5.4). This is is probably due to the lack of data, but
could also be an effect of the zonation of the aquifer or the time dependency of the
Darcy velocities.
The variogram in the vertical direction, including the measurements inside the ref-
erence layer, showed no clear autocorrelative behaviour (Fig. B.4). However, the values
of the semivariances are smaller than the variance in the reference layer and the semi-
variances in the variogram in the horizontal direction. This again suggests either the
zonation of the aquifer, or the time dependency of the Darcy velocities, or both.
A variogram analysis of Darcy velocity magnitudes, using 82Br− dilution was taken
for the reference layer (Vereecken et al., 2000). An exponential fit showed a range of
4.19±2.16 m and a sill of 2.10±0.18 (m/d)2. The range is similar to the range obtained
for the groundwater flow velocimeter measurements.
Univariate statistical analysis of the Darcy velocities measured by 82Br− dilution
showed for all data µg|q| = 0.42 m/d and σ2(ln |q|) = 1.86 (m/d)2 and for the reference
layer µg|q| = 0.41 m/d and σ2(ln |q|) = 2.01. Statistical tests suggest better description
by log-normal than by normal distribution (Tab. B.1). In comparison with the mea-
surements with the groundwater flow velocimeter, these measurements show for both all
data and the reference layer smaller values in the geometric mean and higher values in
the variance and correlation length. Flow direction measurement allows vector decom-
position of the measured Darcy velocities in qy and qx. A variance of qy = 3.96 and of
qx = 3.20 was calculated.
Variorgam analysis, as it is used here, focuses on the evaluation of spatial variability.
Due to the additional variability of the Darcy velocity in time, the evaluated correlation
lengths, especially in the horizontal direction, are foreshortened.
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5.2 Numerical Modelled Darcy Velocities
The groundwater flow velocity fields were calculated with the computer program
TRACE. This is part of the software package TRACE/PARTRACE (Neuendorf , 1996;
Seidemann, 1996) used in the forward modelling of groundwater flow and transport. It
solves the three dimensional mixed form of the Richards equation (Eq. 2.3) for vari-
ably saturated porous media. The advantages of the software are time dependent mod-
elling, the combined treatment of saturated and unsaturated zones, the implementation
of heterogeneous hydraulic conductivity fields and the possibility of parallel comput-
ing. Numerical calculations were performed on a CRAY-T3E parallel computer using 32
processors for the runs of TRACE.
5.2.1 Description of the numerical cases
In stochastic theories, only uniform gradient flow fields can be used to estimate the
heterogeneity of Darcy velocities. However, on Krauthausen test site spatial variations
in the hydraulic gradient were found. Two numerical cases are calculated in order to
analyse the effect of the variations in the hydraulic gradient on Darcy velocity statistics.
The two numerical cases differ only in the boundary conditions. Case 1, denoted as
the simplified case, refers to a hydraulic head situation with the assumption of a
stationary constant mean hydraulic gradient for the entire study area. Case 2, denoted
as the triangulated case, refers to a hydraulic head situation with the assumption of
a stationary but spatially varying hydraulic gradient.
Both cases are calculated within the same three dimensional flow domain on a grid
with 622296 nodes. The physical dimension of the grid is 170 m in length (y-direction),
70 m in width (x-direction) and 10 m in height (z-direction). The grid size in x- and
y-direction is 2 m, where the grid size in z-direction is 5 cm. The grid size is < 1/4 of
the autocorrelation length of the hydraulic conductivity. This is considered to reproduce
the heterogeneity of hydraulic conductivities, stated by a variance and a autocorrela-
tion length (Bellin et al., 1992). The predefinitions of the two cases for the numerical
modelling, including hydraulic conductivity field and boundary conditions, are discussed
below.
Hydraulic Conductivity Field for Modelling
A Kraichnan generator (Kraichnan, 1970), implemented in the TRACE program, was
used to generate a three dimensional, heterogeneous hydraulic conductivity field. In
both cases the same realization is used. Input parameters (Tab. B.2 and B.3) for the
stochastic simulation are the statistic parameters of hydraulic conductivity, derived from
grain size analysis of Krauthausen test site samples from the depth 90 to 92 m above
sea level (Subsection 4.1.3). The stochastically simulated hydraulic conductivity field
is visualized in a horizontal cross section (Fig. 5.5) and a longitudinal cross section
(Fig. 5.6).
The accuracy of the stochastically simulated hydraulic conductivity field was evalu-
ated by comparing the statistical parameters derived from the generated field with the
input statistics (Tab. B.2 and B.3).
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Figure 5.5: Horizontal section of the
stochasticly generated hydraulic conductiv-
ity field, correlation length 11.8 m in both
horizontal directions.
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Figure 5.6: Longitudinal section of the stochasticly generated hydraulic conductivity field,
correlation length in horizontal direction 11.8 m, in the vertical direction 0.2 m. Aspect ratio
1:7.
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The mean and variance for logarithm of hydraulic conductivity are reproduced by the
Kraichnan generator within an error of below 3% compared to the input. The statistical
test of log-normal distribution of the hydraulic conductivities showed an acceptable result
within a confidence interval of 15%.
The correlation lengths are reproduced quite well within an error of below 6% for all
directions compared to the input. The sill is very close to the variance of the hydraulic
conductivity in all directions. This shows that the statistical structure of the hydraulic
conductivity is reproduced in all directions.
Boundary Conditions for Modelling
For both cases, the boundaries at the top and at the bottom of the flow domain are
predefined by no flux Cauchy boundary conditions. Therefore, it is supposed that the
infiltration at the top of the aquifer and the fairly impermeable bottom of the aquifer
has no critical effect on the heterogeneous flow field inside the flow domain.
Whereas the front, back, left and right boundary of the modelling area are prede-
fined as Dirichlet boundary conditions for the triangulated case, for the simplified case
only front and back boundaries are defined as Dirichlet boundaries. The left and right
boundaries of the simplified case are defined as no flux Cauchy boundary conditions.
These predefinitions for the boundary conditions coincide with the assumption that the
flow field should be parallel to the length of a modelling area in the simplified case.
Consequently, the flux through the left and right boundaries has to be zero. In contrast,
the flux through left and right boundaries in the triangulated case is not known and has
to be calculated with respect to the Dirichlet boundary conditions. This is clarified by
Figures B.5 and 5.7. The Dirichlet boundary conditions for both cases are derived from
piezometric head measurements at the Krauthausen test site (Fig. B.5 a), Fig. 5.7 a)
and Subsection 4.2.1).
Compared to the input of the Cauchy no-flux definition, for the bottom and top
boundaries the computed flux balances are ≤0.11 m3 for both cases. This is only 0.3%
of the complete flux through the flow domain and is due to numerical errors.
Compared to the input of the Cauchy no-flux definition, for the left and right bound-
aries of the simplified case, the computed flux balances are ≤0.12 m3. This is only 0.4%
of the complete flux through the flow domain and is due to numerical errors. As ex-
pected, the modelled flux balances through Dirichlet boundaries differ in the simplified
and the triangulated case. Approximately 100% of the discharge of the flow domain in
the simplified case passes through the rear, whereas in the triangulated case about 75%
pass through the back and about 25% through the left and right boundaries.
5.2.2 Calculated Darcy velocities
Computation of the two cases required ten minutes respectively, using 32 processors of a
CRAY-T3E parallel computer. In order to eliminate the effects of boundary conditions
on the flow field the five outermost grid nodes, at all boundaries of the computed flow
domain, are excluded (Naff et al., 1998).
Measurements with the groundwater flow velocimeter contain only information about
the magnitude of the Darcy velocity. Therefore in a first step only Darcy velocity magni-
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Figure 5.7: Total head situation of 3.8.2001 in metres above mean sea level, Krauthausen
test site: • measured groundwater observation well
a) measured and triangulated
b) modelled on the base of boundary conditions derived from a)
tudes will be used in the following comparison. The main focus will be the comparability
of direct measurements at certain positions at Krauthausen test site (the triangulated
case) and modelled data calculated for the simplified case. Since stochastic theories
requires an uniform mean hydraulic gradient in a second step comparison of the Darcy
velocity component statistic will be used to test the validity of the application of stochas-
tic theories to cases with a non uniform gradient.
The computed magnitudes of Darcy velocities are visualized in a longitudinal section
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and in a horizontal section for both the simplified and for the triangulated case. In
the sections through the Darcy velocity flow domains there are only small differences
between the simplified and the triangulated case. Therefore, only the simplified case is
depicted (Fig. 5.8 and 5.9).
The heterogeneity of the Darcy velocity is analyzed in detail by means of statistic
and geostatistic methods. Due to excluded grid nodes close to the boundaries of the
flow domain, the number of observations amount to 288876. Statistical evaluation of the
velocity magnitude for both cases (Tab. 5.2) showed no clear preference for normal or
log-normal distribution at a 0.01 confidence level. The statistical test parameter D, how-
ever, is two orders of magnitude smaller for the assumption of log-normal distribution,
suggesting a better description of the magnitudes of the Darcy velocities by log-normal
distribution than by normal distribution. This can also be seen for the y-component of
the Darcy velocities (Tab. B.4). In contrast, the stochastic theories for groundwater flow
predict a normal distribution for the y-component of the Darcy velocities.
Table 5.2: Statistical Parameters of the Modelled Magnitude of Darcy Velocity Fields,
Based on a Single Realisation of the Hydraulic Conductivity Field
statistical parameter simplified triangulated
|q| [m/d] ln(|q|) [ln(m/d)] |q| [m/d] ln(|q|) [ln(m/d)]
number of observations 288876 288876 288876 288876
mean 0.47 -1.11 0.49 -1.08
geom. mean [m/d] 0.33 0.34
variance 0.22 0.73 0.25 0.74
D test statistic 0.17 0.44 · 10−2 0.18 0.28 · 10−2
probability: > D < 0.01 < 0.01 < 0.01 < 0.01
The geometric mean of the magnitude of the Darcy velocities amounts to approxi-
mately 0.33 m/d, both for the simplified and the triangulated case. As expected, the
value for the geometric mean from modelling is close to the one computed analytically us-
ing Darcy’s law (Eq. 2.1) (0.32 m/d), taking into account the geometric mean of hydraulic
conductivities (1.88 · 10−3 m/s) and the simplified hydraulic gradient (0.002). Equally,
the variances (approximately 0.73) of log-transformed Darcy velocity magnitudes are
similar for both the simplified and triangulated case (Tab. 5.2). Thus, modelled statis-
tics of local Darcy velocity magnitudes are not strongly affected by small variations of
the total head field.
As expected, since the input hydraulic conductivity field shows autocorrelative struc-
ture in all directions, so does the field of modelled magnitudes of the Darcy velocity
(Tab. 5.3). The correlation length of the modelled magnitudes of the Darcy velocity are
similar, both for the simplified and the triangulated case, in all directions. This shows
that the geostatistical parameters of the modelled magnitudes of the Darcy velocity are
little affected by the variation of the total head situation. For both cases, the correlation
lengths of log-transformed Darcy velocities are approximately 1/2 times higher than the
log-transformed hydraulic conductivity correlation lengths for x- and y-direction, but
similar for the z-direction. One needs to keep in mind that typically the covariance of
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Figure 5.8: Horizontal section of the modelled
Darcy velocity field taking into account the sim-
plified total head situation of August 3, 2001,
Krauthausen test side.
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Figure 5.9: Longitudinal section of the modelled Darcy velocity field in consideration of the
simplified total head situation of August 3, 2001, Krauthausen test side. Aspect ratio 1:7.
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the x- and z- components of Darcy velocities show so called hole effects. This means
that the covariance and the correlogram is characterized by the presence of holes (the
function declines to values below zero and rise again), this reflects a tendency for high
values surrounded by low values and vice versa (Chile`s and Delfiner , 1999). These ef-
fects can be observed in Figures 5.11 to 5.12, B.10 and B.12. The hole effects are not
considered in Table 5.3 for comparison purposes.
Table 5.3: Geostatistics of the Modelled Magnitude of Darcy Velocity
Fields, Based on a Single Realisation of a Hydraulic Conductivity Field
geostatistical parameter x-direction y-direction z-direction
simplified total head situation
correlation length [m] 19.18 15.93 0.23
std. error [m] 1.60 0.61 1.09 · 10−2
sill 0.88 0.77 0.77
std. error 4.15 · 10−2 1.02 · 10−2 8.32 · 10−3
triangulated total head situation
correlation length [m] 21.2 16.25 0.23
std. error [m] 1.75 0.62 1.09 · 10−2
sill 0.96 0.78 0.77
std. error 4.71 · 10−2 1.04 · 10−2 8.33 · 10−3
The geostatistical parameters are applied to an weighted exponential model
without nugget using the log-transformed Darcy velocities. See also Table 5.2.
The statistical parameters of the y-component and the magnitude of Darcy velocities
are alike (Tab. B.4). This is due to the fact that the mean of x- and z-component
statistics is close to zero and 90% of the x- and z- Darcy velocity components are below
0.05 m/d.
The extent of the mean for the x- and z-component expresses the overall tendency for
the flow direction, where negative values show left or down movement, positive values
show right or up movement. The mean of the z-component of the Darcy velocities
both for the simplified and the triangulated case is close to zero (Tab. B.5). The small
divergences from zero are due to numerical errors described in the Subsection 5.2.1. In
the simplified case, the x-component of Darcy velocities is close to zero as well. The
x-component of the triangulated case is approximately −0.01 m/d. This is due to the
fact that the water balance on the left side of the flow domain is −5.3 m3, as compared
to the one on the right side of only −3.8 m3 (Subsection 5.2.1).
As expected, the variance of the modelled z-component of the Darcy velocities is
similar for the simplified, as well as for the triangulated, total head situation. This is
due to the same top and bottom boundaries (no flux boundaries) for both situations. The
variance of the modelled x-component of the Darcy velocity is one order of magnitude
larger in the triangulated case than in the simplified one. This shows the influence of
spatial variations of the hydraulic gradient in the triangulated case on Darcy velocities.
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5.3 Estimated Darcy Velocity Statistics
For the stochastic estimation of the Darcy velocity field, data from Krauthausen test
site was used. As before in the modelling, statistical and geostatistical parameters of the
hydraulic conductivities are derived from the reference layer 90 m to 92 m above sea level.
The mean gradient is derived from piezometric head measurements at Krauthausen test
site. The input parameters are given in Tab. 5.4.
Table 5.4: Statistical Parameters of Hydraulic Conductivity and Mean
Hydraulic Gradient, as Used as Input Parameters for the Stochastic Es-
timation of Darcy Velocity Statistics
statistical parameter Gaussian model exponential model
J 0.002
Kg 162.86 m/d
µ(~q) = Kg · J 0.33 m/d
σ2y 1.0
λv 0.15 m 0.2 m
λh 13.5 m 11.8 m
e = λv
λh
0.011 0.017
The formulas given in Section 2.4 are used for the stochastic estimations. In Table 5.5,
the estimated means and variances for the Darcy velocity components are presented
using different methods of approximation and results from numerical modelling. The
estimation of the mean Darcy velocity is identical for all approximating approaches
in 2D. In 3D, 1st order estimation of the mean is equal for Gaussian and exponential
model, but higher than the 2D estimation of the mean by factor 1.5. In 3D, the 2nd order
estimations of the mean are higher than the 1st order estimations both for Gaussian and
exponential model. Only little differences between Gaussian and exponential model can
be detected for the 2D 1st and 2nd order as well as for the 3D 1st order estimations of
variance. In 2D, the variances are quite similar for 1st and 2nd order estimation for both
the exponential and Gaussian model. In 3D, estimated variances differ between the 1st
and 2nd order for the y-component of the Darcy velocity for both the exponential and
Gaussian model. For the exponential model, the variances for the x- and z-component
of the Darcy velocity are higher for the 2nd order than for the 1st order approximation
by factor 3. For the Gaussian model 2nd order estimation of the variances of x- and
z-component of the Darcy velocity are not calculated, due to the absence of correction
factors (Section 2.4).
In the following, the difference between stochastically estimated and numerically
calculated statistical ensemble parameters of the Darcy velocity is analysed for 3D expo-
nential model. To do so, the statistical stability of the Monte Carlo analysis needs to be
tested. For this purpose, 10 realizations of the K-field, shown in Subsection 5.2.1, were
generated using the Kraichnan generator. The variances of ln(K) derived from these
fields are shown in Figure B.9. The variances of the separate realizations vary around
the ensemble variance of the 10 realizations within a relative deviation of < 4%. The
5.3 Estimated Darcy Velocity Statistics 55
Table 5.5: Estimated Variances of the xyz- Components of the Darcy Velocities,
Using Stochastic Theories
dimension geostat. model approach variance mean
for K qx qy qz |q| [m/d]
2D exponential 1st order 0.014 0.041 - 0.32
2nd order 0.019 0.044 - 0.32
Gaussian 1st order 0.014 0.041 - 0.32
2nd order 0.016 0.041 - 0.32
3D exponential 1st order 0.0002 0.104 0.0007 0.48
2nd order 0.0005 0.250 0.002 0.56
modelling 0.0029 0.266 0.0011 0.51
Gaussian 1st order 0.0001 0.105 0.0005 0.48
2nd order n.c. 0.352 n.c. 0.52
n.c.: not calculated
jackknife method (Wonnacott and Wonnacott , 1985) is used to estimate the error of the
variances at a 95% confidence interval. This resulted in a variance of ln(K) of 0.98 ±
0.01, indicating sufficient accuracy of the ensemble variance from 10 realizations.
In order to verify the accuracy of the required heterogeneity of the K-field, the ex
ante given covariance function and the stochastically simulated ensemble covariances
of ln(K) are presented in Figures B.6, B.7 and B.8. The ensemble covariances in y-
and z-direction show small fluctuations around the ex ante given covariance function for
covariances < 0.1. The simulated ensemble covariances in y- and z-direction otherwise fit
excellently with the ex ante given covariance functions. In the x-direction, the ensemble
covariances fit excellently until the lag distance reaches 40 m. For greater lag distances,
the simulated ensemble covariances remain constant at a small covariance of 0.05, while
the ex ante given covariance tends to zero.
The 10 realizations of the K-field are used for the numerical modelling of the flow
velocity fields. The input parameters for these modellings are the same as those for the
simplified case described in Section 5.2.1. In Figure B.9, the variances of ln(qy) for single
realizations are presented in comparison with the ensemble variance of 10 realizations.
The variances of single realizations deviate from the ensemble variance by up to 9%.
The jackknife method at a 95% confidence interval resulted in a variance of 0.76 ±
0.02 for the log-transformed y-component of the Darcy velocity. This indicates sufficient
statistical stability for the ensemble variance of 10 realizations. The ensemble statistics
of the modelled Darcy velocity magnitudes are given in Tab. 5.6.
The ensemble mean of the modelled Darcy velocities fit excellently with the mean
Darcy velocity estimated by stochastic theories.
The ensemble covariances from modelling, as well as the 1st order and 2nd order
estimated covariances, are shown for the y-direction in Figures 5.10 to 5.12. In order
to compute the 1st order approximated covariances, the Equations 2.65 to 2.67 are
used. Second order approximations of the covariances are computed by scaling the
1st order approximated covariances by the 1st to 2nd order correction factors given for
the variances.
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Table 5.6: Ensemble Parameters of Darcy Velocity Magnitudes Obtained
by Modelling, Based on 10 Realisations of Hydraulic Conductivity Field
ensemble parameter |q|[m/d] ln |q|[ln(m/d)]
N 2888760
µ 0.51 -1.03
µg(|q|) 0.36
σ2(|q|) 0.27 0.76
D test statistic 0.17 0.0028
probability: > D 0.01 0.01
The 1st order estimated variance of the y-component of the Darcy velocity is well
below the one calculated by numerical modelling. In contrast, the 2nd order estimated
variance of the y-component of the Darcy velocity (Tab. 5.5) is in good agreement with
the ensemble variance from numerical modelling. Applying 1st order approximation, the
estimated covariances for the y-component of the Darcy velocity clearly differ from the
numerically calculated ensemble covariances. The covariances estimated by 2nd order
approximation fit excellently.
First order as well as second order approximation of the velocity variance of the x-
component are one order of magnitude below the ensemble variance of the numerically
modelled x-component. First and second order approximated covariances are clearly
below the modelled covariances until a lag distance of 25 m is reached. For greater lag
distances, the estimated covariances are higher than the numerically calculated one.
The 1st order approximation for the variance of the z-component of the Darcy veloc-
ity is below the numerically calculated ensemble variance. The 2nd order approximation
is above the ensemble variance of numerical modelling. For the z-component, the nu-
merically calculated ensemble covariances occur in between the 1st order and 2nd order
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Figure 5.10: Covari-
ance in y-direction of
the y-component of the
Darcy velocity.
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Figure 5.11: Covari-
ance in y-direction of
the x-component of the
Darcy velocity.
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estimated covariances.
However, the correlograms of the Darcy velocity in the y-direction, estimated us-
ing 1st order approximation and numerical calculation, fit quite well for the x- and
z-component and fit excellently for the y-component (Fig. B.10 to B.12).
Finally, the evaluated statistical parameters from measured Darcy velocity magni-
tudes are compared with those from stochastical estimation and numerical simulation.
At this point, it should be kept in mind that the α-factor is estimated only vaguely, al-
though it influences the mean and the variance of the Darcy velocities. For comparison
purposes, independent from the α-factor, the so called relative standard deviation (σ(|q|)
µ(|q|))
is used. The means, standard deviations and relative standard deviations of the several
approaches are presented in Table 5.7.
Figure 5.12: Covari-
ance in y-direction of
the z-component of the
Darcy velocity.
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Table 5.7: Estimated Darcy Velocity Statistics for the Reference Layer (Test Site
Krauthausen)
method
modelling stochastic theory field measurement
parameter of 10 realisations 1st ord. 2nd ord. 82Br− gwfv∗
µ(|q|) 0.52 0.48 0.56 1.2 1.1
σ(|q|) 0.52 0.32 0.50 2.3 1.1
σ(|q|)
µ(|q|) 1.00 0.67 0.89 2.0 1.0
∗ groundwater flow velocimeter
The means and standard deviations estimated from field measurements are well above
the predictions from modelling and stochastic theories. This is probably due to the α-
factor. The relative standard deviation is higher for the measurements with 82Br− than
for modelling by factor 2, 2nd order stochastic estimation and measurements with the
groundwater flow velocimeter. This could be due to the small number of measurements.
However, the relative standard deviation is similar for modelling, 2nd order stochastic
estimation and measurements with the groundwater flow velocimeter.
The autocorrelation lengths of the measured Darcy velocities in the horizontal di-
rection are smaller than those from modelling and stochastic theories by factor 7. This
could be due to the time variability of the Darcy velocities.
Chapter 6
Conclusions
A groundwater flow velocimeter using the point dilution technique has been developed
in order to measure groundwater flow velocities. The resolution of the groundwater
flow velocimeter in the vertical direction is 25 cm. The in situ dilution measurement
of the tracer uranin was carried out by laser-induced fluorimetry. Calibration of the
groundwater flow velocimeter shows a relative error of 50% for flow velocities ranging
between 0.2 m/d and 1.1 m/d and a relative error of 10% for flow velocities ranging
between 1.1 m/d and 14.7 m/d. This shows that the groundwater flow velocity inside a
borehole can be measured with sufficient accuracy. The accuracy of determination of the
Darcy velocity inside the aquifer from the measurements inside the borehole is strongly
dependent on the accuracy of the α-factor, correcting the convergence of streamlines
towards the borehole. The estimation of the α-factor is difficult due to a general lack of
knowledge of the state of the well design.
On Krauthausen test site 361 groundwater flow velocity measurements were carried
out with the groundwater flow velocimeter. Measurements showed a high variability
in the magnitude of the Darcy velocity, ranging between 0.1 m/d and 17.8 m/d. The
geometric mean of the magnitude of the Darcy velocities was 1.0 m/d within a variance
of the log-transformed values of 1.3. Applying an exponential variogram model, a corre-
lation length of 2.5±1.8 m was found in the horizontal direction and 0.2±0.03 m in the
vertical direction. The experimental variogram in the vertical direction also indicates a
trend of the Darcy velocity with depth and the layering of the Krauthausen aquifer.
A direct comparison of the measured Darcy velocities applying the groundwater flow
velocimeter with hydraulic conductivities (Do¨ring , 1997; Englert et al., 2000a; Vereecken
et al., 2000), as well as with measured Darcy velocities applying 82Br− (Drost , 1996;
Englert et al., 2000b; Vereecken et al., 2000), showed high discrepancies. This can be
explained by a time dependence of the Darcy velocity, which is demonstrated in repetition
measurements. This indicates that, beside the variability in space, there is variability
in time of the local Darcy velocity, which coincides with time resolved measurements of
flow velocities with the colloidal borescope (Kearl and Case, 1992; Scho¨ttler , 1997).
Using the groundwater flow velocimeter, the vertical determination of the Darcy ve-
locities with a measurement window of 0.5 m showed a general increase of geometric
mean and variance with the position above mean sea level. This is in agreement with
the measurements of hydraulic conductivity and the average linear velocity derived from
tracer experiments (Do¨ring , 1997; Englert , 1998; Vereecken et al., 2000). Additionally,
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the layering of the Krauthausen aquifer based on field studies, grain size analysis and
measurements of hydraulic conductivities can be recovered by the Darcy velocity mea-
surements.
The horizontal correlation length, derived from measurements with the groundwater
flow velocimeter, is smaller than that evaluated from Darcy velocity measurements with
82Br− by factor 2 and smaller than that based on hydraulic conductivity measurements
by factor 3. This can be attributed to the time dependency of the groundwater flow
velocities. In the vertical direction, the autocorrelation lengths of the Darcy velocities,
measured with the groundwater flow velocimeter and the hydraulic conductivities in the
reference layer (90 m to 92 m above mean sea level), are similar. Like the hydraulic
conductivities and the Darcy velocity measurements with 82Br−, the Darcy velocity
measurements with the groundwater flow velocimeter are better described by log-normal
then normal distribution.
Special attention was given to the reference layer at Krauthausen test site due to a
better measurement density. The geometric mean of the magnitude of the Darcy velocity,
obtained from 91 measurements with the groundwater flow velocimeter, was 0.71 m/d
with a variance of the log-transformed values equal to 0.98. Experimental variograms
in the horizontal as well as in the vertical direction showed no clear autocorrelative
structure. The lack of spatial structure may be explained by too small a sample size or
an additional time dependent variability of the Darcy flow velocities.
Comparison of the geometric mean of Darcy velocity measurements with the ground-
water flow velocimeter and with the one obtained from the Darcy velocity measurements
applying 82Br−, shows a discrepancy of factor 2. Applying Darcy’s law to the geometric
mean of hydraulic conductivities and the mean hydraulic gradient, a mean Darcy velocity
of 0.33 m/d can be calculated, which is smaller than the measured Darcy velocities using
the groundwater flow velocimeter by factor 2. The variance of the log-transformed Darcy
velocity measurements with the groundwater flow velocimeter is smaller than the one
with 82Br− by factor 2. The discrepancies show the uncertainties ascribed to differing
sampling times and locations, differing volumes of averaging and the uncertainty due to
estimating the α-factor.
In order to compute three dimensional heterogeneous Darcy velocity fields with input
data from Krauthausen test site the TRACE routine (Seidemann, 1996; Neuendorf ,
1996) was executed on a CRAY-T3E parallel computer. Two cases of groundwater
models, differing in the boundary conditions derived from isoline plots of the groundwater
levels, were calculated. Case 1 is based on a mean gradient for the entire flow domain,
whereas case 2 is based on a triangulated isoline plot of the groundwater levels from
Krauthausen test site. Comparison of the results of the two modelled cases show that
there is little difference. Only the variance of the x-component of the Darcy velocity
differs by one order of magnitude.
A Monte Carlo analysis on three dimensional calculations using ten realizations of the
heterogeneous K field were performed. It was shown that ensemble parameters derived
from the results of the Monte Carlo analysis are statistically stabile.
In order to stochastically estimate the effective hydraulic conductivity, the formulas
of Dagan (1989) were used for the 1st order and the formulas of Deng and Cushman
(1995) and Hsu and Neuman (1997) were used for 2nd order approximation. The esti-
mation of the variance and covariance were calculated for 1st order approximation using
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formulas given in Russo (1995) and Hsu and Neuman (1997). Formulas from Deng and
Cushman (1995) and figures in Hsu and Neuman (1997) were used to determine 2nd
order correction factors for the variance.
A comparison of stochastically estimated and numerically modelled Darcy velocity
statistics were performed using input data from the reference layer at the Krauthausen
test site. In the following the focus is on the Darcy velocity components with y denoting
the longitudinal, x denoting the transversal horizontal and z denoting the transversal
vertical direction.
The first order estimated variance of the y-component of Darcy velocity is well below
the one calculated by numerical modelling. In contrast, the second order estimated
variance of the y-component of the Darcy velocity is in agreement with the corresponding
ensemble variance from numerical modelling. The first order as well as second order
approximation of the velocity variance of the x-component are one order of magnitude
below the corresponding ensemble variance of the numerically modelled x-component.
The 1st order approximation for the variance of the z-component of the Darcy velocity
is below the numerically calculated ensemble variance. The 2nd order approximation is
above the ensemble variance from numerical modelling.
Applying the 1st order approximation, the estimated covariances for x-, y- and z-
component of the Darcy velocity differ clearly from numerically calculated ensemble
covariances. The covariances estimated by 2nd order approximation fit excellently with
the numerically calculated ensemble covariances only for the y-component of the Darcy
velocity. For the x-component, 2nd order approximated covariances are clearly below the
modelled covariances until a lag distance of 25 m. For greater lag distances the estimated
covariances are higher than the numerically calculated one. For the z-component, the
numerically calculated ensemble covariances are in between 1st order and 2nd order es-
timated covariances. However, the correlograms of the Darcy velocity in the y-direction,
estimated using 1st order approximation and numerical calculation, fit quite well for the
x- and z-component and fit excellently for the y-component.
In the following the focus will be on the Darcy velocity magnitude. Thus estimation
of Darcy velocity statistics, both from numerical modelling and from stochastic theories,
show smaller mean by factor 2 (2), smaller variances by factor 4 (20) and longer corre-
lation length in the horizontal direction by factor 7 (4) than directly measured Darcy
velocities using the groundwater flow velocimeter (point dilution measurements with
82Br−). The autocorrelation length of Darcy velocity magnitudes in the vertical direc-
tion are similar for numerical modelling and direct measurement with the groundwater
flow velocimeter. The high discrepancies in mean, variance and horizontal autocorrela-
tion length are due to the limited knowledge of the α-factor and the time variability of
Darcy velocities. The relative standard deviation is used to exclude the effects on mean
and variance caused by the α-factor . A comparison shows that the relative standard de-
viation is similar for modelling, 2nd order approximation and direct measurements with
the groundwater flow velocimeter, but higher for the direct measurements with 82Br− by
factor 2.
The nonconformity in predicting the variances of Darcy velocity x- and z-component
both, from numerical modelling and from stochastic theories poses problems in predicting
the macrodispersion, being dependent on these variances.
The stated temporal variability of Darcy velocity can cause a contraction of the
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autocorrelation length and can affect the variance by tending towards higher values.
This rises the question on the consequences of temporal variability of Darcy velocity
on dispersion and mixing processes in the course of transport in heterogeneous porous
media.
Future work needs to analyse the time dependent variability of the local Darcy veloc-
ity and as its impact on transport in porous media by implementing temporal variable
boundary conditions in numerical models and stochastic theories. Recommended is also
a prove of the accuracy when predicting the heterogeneity of the Darcy velocity and con-
sequently transport processes beyond the specific situation of the Krauthausen aquifer.
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Figure A.1: Contour maps of the water table in m above mean sea level: a) May 17, 2001,
b) August 3, 2001
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Figure A.2: Measurements of the Darcy velocities with the groundwater flow velocimeter
(layer 0): a) number of the well studied, b) geometric mean of Darcy velocities measured at
the well.
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Figure A.3: Measurements of the Darcy velocities with the groundwater flow velocimeter
(layer 1): a) number of the well studied, b) geometric mean of Darcy velocities measured at
the well.
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Figure A.4: Measurements of the Darcy velocities with the groundwater flow velocimeter
(layer 2): a) number of the well studied, b) geometric mean of Darcy velocities measured at
the well.
74 Chapter A. Darcy Velocity Measurements at Krauthausen Test Site
     7
    18
    19
    22
    26
    32
    33
    34
    44
    50
    53
    64    65
    66
    67
    68
    70
-10 0 10 20 30 40 50 60
width [m]
0
10
20
30
40
50
60
70
80
90
100
110
120
130
140
150
160
170
le
n
g
th
 [
m
]
48
28
6
69
a)
  
  0.37
  0.43
  0.82
  1.47
  0.19
  
  0.28
 0.58
  
  1.96
  
  
-10 0 10 20 30 40 50 60
width [m]
0
10
20
30
40
50
60
70
80
90
100
110
120
130
140
150
160
170
le
n
g
th
 [
m
]
0.41
0.70
1.120.57
b)
Figure A.5: Measurements of the Darcy velocities with the groundwater flow velocimeter
(layer 3): a) number of the well studied, b) geometric mean of Darcy velocities measured at
the well.
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Figure A.6: Measurements of the Darcy velocities with the groundwater flow velocimeter
(layer 4): a) number of the well studied, b) geometric mean of Darcy velocities measured at
the well.
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Table A.1: Ion Balance of Krauthausen Test Site
Groundwater
cations
[mg/l] [meq/l]
sodium Na+ 28.10 1.23
potassium K+ 3.30 0.08
magnesium Mg2+ 21.90 1.80
calcium Ca2+ 135.00 6.74
total iron
∑
Fe 0.10 <0.01
total manganese
∑
Mn n. d.1 -
ammonium NH+4 0.27 0.01∑
cations 188.67 9.86
anions
bicarbonate HCO−3 201.00 3.30
chloride Cl− 75.80 2.14
nitrate NO−3 96.80 1.56
sulphate SO2−4 139.00 2.90
phosphate PO4−3 n. d. -∑
anions 512.60 9.90
29.07.1995, observation well number 1, 1not detectable
Table A.2: Statistics of Hydraulic Conductivities derived from Grain Size Analysis
auto-
effective geom. correlation
grain mean variance length [m] nugget
method diameter N K [m/s] ln(K) vert. hor. ver. hor.
Seiler (1973) 10 335 1.42 · 10−3 1.77 0.7 6.7 0.3 0
Seiler (1973) 25 333 1.41 · 10−3 1.93 0.4 - 0.3 -
Beyer (1964) 10 348 5.51 · 10−4 2.08 1.5 - 0.3 -
Bialas et al. (1970) 20 348 1.10 · 10−3 2.20 5.2 - 0.1 -
autocorrelation lengths and nuggets refer to an exponential model; measurements were taken be-
tween 87.35 m - 97.00 m above mean sea level (test site Krauthausen)
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Table A.3: Geostatistics of K Derived from Grain Size Analysis
model error range error sill error
model [m] range [m] sill
Gaussian hor. 0.18 13.5 4.1 0.99 0.13
Gaussian ver. 0.11 0.15 0.03 0.56 0.03
exponential hor. 0.17 11.8 7.1 1.02 0.17
exponential ver. 0.10 0.20 0.05 0.60 0.03
reference layer is located at 90.4 m to 92.2 m asl (test site Krauthausen)
Table A.4: In Situ Measurements of Darcy Velocities with the
Groundwater Flow Velocimeter at Test Site Krauthausen
position above numbers of geometric variance of
mean sea level observations mean [m/d] ln(|q|)
well from to [m] all layer∗ all layer∗ all layer∗
6 91.44 92.19 4 2 0.36 0.16 2.27 0.66
7 91.24 93.99 12 3 2.01 1.82 0.10 0.20
18 89.53 95.28 24 7 1.11 0.69 0.70 1.16
19 94.32 95.07 4 - 1.12 - 0.04 -
22 87.85 94.85 28 7 0.36 0.48 0.46 0.88
26 89.44 93.44 15 6 1.12 1.46 0.60 0.73
28 89.20 90.95 8 4 0.88 1.11 0.08 0.02
32 87.39 95.14 31 7 0.70 0.47 0.70 0.77
33 89.32 95.07 24 7 0.65 0.84 0.21 0.16
34 89.36 94.61 21 7 0.48 0.94 0.81 0.05
44 87.73 94.98 30 7 0.25 0.21 0.15 0.10
48 89.18 94.93 24 7 0.52 0.32 0.41 0.25
50 90.40 94.65 18 6 1.04 0.78 0.12 0.14
53 89.31 91.81 11 7 0.24 0.23 0.05 0.00
64 88.91 95.16 26 7 2.88 3.00 0.94 0.23
65 94.29 95.04 4 - 2.87 - 0.05 -
66 92.13 95.13 13 - 4.26 - 0.05 -
67 89.27 95.02 24 7 2.37 2.11 0.14 0.11
68 93.14 94.89 8 - 2.81 - 0.15 -
69 92.32 96.07 16 - 4.13 - 0.18 -
70 92.36 96.10 16 - 6.27 - 1.05 -
layer∗= reference layer
78 Chapter A. Darcy Velocity Measurements at Krauthausen Test Site
Table A.5: In Situ Measurements of the Darcy Velocities with the Groundwater Flow Velocimeter,
Arranged by Layer
layer 0 layer 1 layer 2 layer 3 layer 4
µg σ
2 µg σ
2 µg σ
2 µg σ
2 µg σ
2
well N (q) (ln q) N (q) (ln q) N (q) (ln q) N (q) (ln q) N (q) (ln q)
6 - - - - - - 4 0.36 2.27 - - - - - -
7 - - - 4 2.28 0.09 8 1.89 0.10 - - - - - -
18 2 2.00 0.07 8 1.63 0.42 12 0.91 0.80 2 0.41 0.05 - - -
19 1 1.28 - 3 1.07 0.04 - - - - - - - - -
22 - - - 8 0.38 0.51 11 0.36 0.77 8 0.37 0.10 1 0.22 -
26 - - - 2 1.16 2.14 11 1.32 0.41 2 0.43 0.01 - - -
28 - - - - - - 4 1.11 0.02 4 0.70 0.03 - - -
32 1 3.22 - 8 0.50 0.87 12 0.60 0.60 8 1.12 0.23 2 0.42 1.00
33 1 0.49 - 8 0.50 0.18 12 0.76 0.13 3 0.82 0.47 - - -
34 - - - 7 0.23 0.33 11 0.55 0.61 3 1.47 0.14 - - -
44 - - - 8 0.38 0.04 12 0.23 0.09 8 0.19 0.14 2 0.28 0.19
48 - - - 8 0.75 0.44 12 0.39 0.37 4 0.57 0.10 - - -
50 - - - 7 1.10 0.07 11 1.00 0.15 - - - - - -
53 - - - - - - 8 0.23 0.00 3 0.28 0.19 - - -
64 1 7.52 - 8 4.82 0.17 12 3.68 0.26 5 0.58 0.75 - -
65 1 2.81 - 3 2.88 0.08 - - - - - - - - -
66 1 2.39 - 8 4.42 0.03 4 4.59 0.03 - - - - -
67 1 1.96 - 8 2.36 0.09 12 2.53 0.19 3 1.96 0.20 - - -
68 - - - 8 2.81 0.15 - - - - - - - - -
69 5 3.12 0.23 8 5.06 0.10 3 3.82 0.16 - - - - - -
70 5 2.47 2.10 8 9.00 0.13 3 11.33 0.01 - - - - - -
Table A.6: Repeated In Situ Measurements with the Groundwater
Flow Velocimeter
depth, first second relative
above mean measurement measurement deviation
well sea level [m] [m/d] [m/d] [%]
32 90.39 0.64 0.63 2
32 90.64 0.38 0.26 32
32 90.89 0.39 0.17 56
32 91.14 0.44 2.69 84
32 91.39 0.32 0.52 39
32 91.64 0.25 0.33 24
22 91.35 0.48 0.72 34
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Table A.7: In Situ Measurements of the Darcy Velocities with 82Br−
Dilution
position above numbers of geometric variance of
well mean sea level observations mean [m/d] ln(|q|)
number from to [m] all layer∗ all layer∗ all layer∗
14 89.79 90.79 2 2 0.06 0.06 6.42 6.42
15 89.79 90.79 2 2 0.43 0.43 0.33 0.33
16 89.79 90.79 2 2 0.18 0.18 0.01 0.01
18 89.80 90.80 2 2 0.65 0.65 0.20 0.20
22 88.30 94.80 11 3 1.75 1.85 0.67 0.62
23 89.80 90.80 2 2 0.16 0.16 0.09 0.09
26 89.79 90.79 2 2 0.11 0.11 0.02 0.02
27 89.79 90.79 2 2 5.27 5.27 0.00 0.00
28 89.80 90.80 2 2 2.25 2.25 3.98 3.98
29 89.79 90.79 2 2 0.22 0.22 0.22 0.22
31 89.79 90.79 2 2 0.29 0.29 1.06 1.06
32 88.29 94.79 11 3 0.64 0.50 1.47 0.04
34 89.80 90.80 2 2 0.07 0.07 7.49 7.49
41 89.80 90.80 2 2 1.32 1.32 0.00 0.00
44 89.80 90.80 2 2 0.31 0.31 1.46 1.46
47 89.79 90.79 2 2 1.01 1.01 0.25 0.25
48 89.79 90.79 2 2 1.25 1.25 0.79 0.79
50 89.50 90.79 2 2 0.15 0.15 0.38 0.38
51 90.79 90.79 1 1 0.08 0.08 - -
52 89.79 90.79 2 2 0.33 0.33 0.41 0.41
53 89.79 94.79 9 3 0.24 0.29 0.11 0.01
54 89.78 94.78 6 2 0.30 0.19 0.26 0.64
55 90.79 90.79 1 1 6.40 6.40 - -
57 90.80 90.80 1 1 0.47 0.47 - -
58 90.79 90.80 1 1 0.06 0.06 - -
59 90.79 90.79 1 1 0.26 0.26 - -
60 89.79 90.79 2 2 0.38 0.38 0.07 0.07
61 89.79 90.79 2 2 0.2 0.2 - -
62 89.79 90.79 2 2 1.46 1.46 9.27 9.27
layer∗= reference layer
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Table A.8: Estimation of Statistical Parameters of Measured Hydraulic Conduc-
tivities and Darcy Velocities in the Reference Layer, Based on Different Sampling
Densities
K [m/s] |q| [m/d]
parameter 3 wells 31 wells 3 wells 29 wells
N 45 173 9 56
µg 8.2 · 10−4 1.9 · 10−3 0.7 0.4
σ2(ln) 0.9 1.0 0.8 2.0
Table A.9: Number, Geometric Mean and Variance of the In Situ Measured Darcy
Velocities and Hydraulic Conductivities, Arranged by Layer
K [m/s] q [m/d] / uranin q [m/d] / 82Br−
layer N µg(K) σ
2(lnK) N µg(q) σ
2(ln q) N µg(q) σ
2(ln q)
0 43 2.80 · 10−3 2.98 19 2.43 0.78 0 - -
1 42 7.32 · 10−4 2.16 122 1.42 1.40 11 0.64 1.24
2 193 1.69 · 10−3 1.07 162 0.88 1.22 43 0.48 1.84
3 44 7.20 · 10−4 0.56 53 0.55 0.63 28 0.41 2.21
4 13 1.62 · 10−3 3.81 5 0.31 0.37 0 - -
Appendix B
Evaluation of Darcy Velocity
Statistics
Figure B.1: Histogram of
all measured log-transformed
Darcy velocity magnitudes,
obtained with the ground-
water flow velocimeter at
Krauthausen test site.
ln(q)
frequency
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q[m/d]
frequency
Figure B.2: Histogram
of measured Darcy velocity
magnitudes within the refer-
ence layer.
ln(q)
frequency
Figure B.3: Histogram
of measured Darcy velocity
magnitudes within the refer-
ence layer, log-transformed.
83
Figure B.4: Vertical vari-
ogram of ln |q| inside the ref-
erence layer.
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Figure B.5: Simplified total head situation of August 3, 2001 in metres above mean sea level,
Krauthausen test site: • measured groundwater observation well
a) measured and linear interpolated, perpendicular to the mean flow direction
b) modelled on the base of boundary conditions derived from a)
85
Figure B.6:
Simulated ensem-
ble covariances
of ln(K) in y-
direction and ex
ante given covari-
ance function.
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Figure B.7:
Simulated ensem-
ble covariances
of ln(K) in x-
direction and ex
ante given covari-
ance function.
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Figure B.8:
Simulated ensem-
ble covariances
of ln(K) in z-
direction and ex
ante given covari-
ance function.
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Figure B.9: Comparison of ensemble variance and variances of single realizations.
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Figure B.10:
Correlogram of
x-component of
the Darcy velocity
in y-direction,
modelled and
stochastically
estimated.
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Figure B.11:
Correlogram of
y-component of
the Darcy velocity
in y-direction,
modelled and
stochastically
estimated.
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Figure B.12:
Correlogram of
z-component of
the Darcy velocity
in y-direction,
modelled and
stochastically
estimated.
Table B.1: Statistics of the In Situ Measured Darcy Velocity Magnitudes, using 82Br−
all data reference layer
statistical parameter q [m/d] ln(q) [ln(m/d)] q [m/d] ln(q) [ln(m/d)]
number of observations 82 82 56 56
mean 1.21 -0.75 1.18 -0.89
geom. mean 0.47 0.41
variance 4.65 1.86 5.48 2.01
W test statistic 0.56 0.97 0.51 0.95
probability: < W < 0.0001 < 0.1367 < 0.0001 < 0.0690
Table B.2: Hydraulic Conductivity Field Statistics for Modelling
ln(K)[ln(m/s)]
statistical parameter simulated input
number of observations 595000 173
mean −6.34 −6.27
geom. mean [m/s] 1.76 · 10−3 1.88 · 10−3
variance 0.97 1.00
test statistic D = 0.82 · 10−3 W = 0.99
probability: > D, < W resp. < 0.15 < 0.89
The hydraulic conductivity field (simulated) is computed with a Kraichnan
generator taking into account ln(K) statistics from Krauthausen test site
(input).
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Table B.3: Geostatistics of the Hydraulic Conductivity Field for Modelling
geostatistical x-direction y-direction z-direction
parameter simulated input simulated input simulated input
correlation length [m] 11.94 11.8 11.09 11.8 0.19 0.20
std. error [m] 0.14 7.10 0.14 7.10 2.18 · 10−3 0.05
sill 1.00 1.02 0.96 1.02 0.99 0.60
std. error 4.02 · 10−3 0.17 3.26 · 10−3 0.17 2.30 · 10−3 0.03
The geostatistical parameters are applied to a weighted exponential model without nuggets using
log-transformed K values. See also Table B.2.
Table B.4: Statistics of the Modelled y-Component of Darcy Velocity Fields, Based on
a Single Realisation of a Hydraulic Conductivity Field
statistical parameter simplified triangulated
qy [m/d] ln(qy) [ln(m/d)] qy [m/d] ln(qy) [ln(m/d)]
number of observations 288876 288876 288876 288876
mean 0.47 -1.12 0.48 -1.11
geom. mean 0.34 0.33
variance 0.22 0.75 0.24 0.77
D test statistic 0.17 0.51 · 10−2 0.18 0.56 · 10−2
probability: > D < 0.01 < 0.01 < 0.01 < 0.01
Table B.5: Statistics of the Modelled x- and z-Component of Darcy Velocity Fields,
Based on a Single Realisation of a Hydraulic Conductivity Field
simplified triangulated simplified triangulated
statistical parameter qx [m/d] qx [m/d] qz [m/d] qz [m/d]
number of observations 288876 288876 288876 288876
mean −2.35 · 10−3 −9.66 · 10−3 1.66 · 10−3 2.61 · 10−3
variance 1.56 · 10−3 2.02 · 10−2 0.96 · 10−3 1.07 · 10−3
D test statistic 0.18 0.15 0.019 0.028
probability: > D < 0.01 < 0.01 < 0.01 < 0.01
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