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Abstract
Sparsity promoting regularization is an important technique for
signal reconstruction and several other ill-posed problems. Theoreti-
cal investigation typically bases on the assumption that the unknown
solution has a sparse representation with respect to a fixed basis. We
drop this sparsity assumption and provide error estimates for non-
sparse solutions. After discussing a result in this direction published
earlier by one of the authors and coauthors we prove a similar error
estimate under weaker assumptions. Two examples illustrate that this
set of weaker assumptions indeed covers additional situations which
appear in applications.
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1 Introduction
Variational approaches
1
p
‖Ax− yδ‖pY + α‖x‖ℓ1(N) → min
x∈ℓ1(N)
, 1 ≤ p <∞, α > 0, (1)
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have become a standard tool for solving ill-posed operator equations,
Ax = y, (2)
for a bounded linear operator A : X := ℓ1(N) → Y mapping absolutely
summable infinite sequences x = (x1, x2, ...) of real numbers xk, k ∈ N, into
a Banach space Y , if the solutions are known to be sparse or if the sparsity
constraints are narrowly missed. This means that either only a finite number
of nonzero components xk occurs or that the remaining nonzero components
are negligibly small for large k. We assume that the exact right-hand side y is
in the rangeR(A) := {Ax : x ∈ ℓ1(N)} of A, which is a nonclosed subset of Y
due to the ill-posedness of equation (2), and that y is not directly accessible.
Instead one only has some measured noisy version yδ ∈ Y at hand with a
deterministic noise model ‖y − yδ‖Y ≤ δ using the given noise level δ ≥ 0.
Moreover, we assume that x† ∈ ℓ1(N) denotes a solution of (2). In particular,
let us suppose weak convergence
Ae(k) ⇀ 0 in Y as k →∞, (3)
where e(k) = (0, 0, ..., 0, 1, 0, ...) denotes the infinite unit sequence with 1 at
the k-th position and 0 else.
For successful application of ℓ1-regularization existence of minimizers xδα
to (1) and their stability with respect to perturbations in the data yδ have
to be ensured. Further, by choosing the regularization parameter α > 0 in
dependence on the noise level δ and the given data yδ one has to guarantee
that corresponding minimizers converge to a solution x† of (2) if the noise
level goes to zero. Such existence, stability, and convergence results can be
found in the literature. Also the verification of convergence rates has been
addressed, but mostly in the case of sparse solutions (cf. [3, 5, 7, 9, 11, 12, 13,
17, 18, 19, 20, 21]). For non-sparse solutions a first convergence rate result
can be found in [6]. The aim of the present article is to formulate convergence
rates results under assumptions which are weaker than those in [6] and to
obtain in this context further insights into the structure of ℓ1-regularization.
By the way we should mention that under condition (3) in [6] the weak∗-
to-weak continuity of A was shown by employing the space c0 of infinite
sequences tending to zero, which is a predual space of ℓ1(N), i.e., (c0)
∗ =
ℓ1(N). Furthermore, we have for the range R(A∗) of the adjoint operator
A∗ : Y ∗ → ℓ∞(N) that R(A∗) ⊆ c0 (cf. [6, Proposition 2.4 and Lemma 2.7]).
These facts, which are essentially based on (3), ensure existence of regularized
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solutions xδα for all α > 0 and norm convergence ‖xδα−x†‖ℓ1(N) → 0 as δ → 0 if
the regularization parameter α = α(δ, yδ) is chosen in an appropriate manner,
for example according to the sequential discrepancy principle (cf. [1, 15]). A
sufficient condition to derive (3) is the existence of an extension of A to ℓ2(N)
such that A : ℓ2(N) → Y is a bounded linear operator. Then, taking into
account the continuity of the embedding from ℓ1(N) to ℓ2(N), condition (3)
directly follows from the facts that {e(k)}k∈N is an orthogonal basis in ℓ2(N)
with e(k) ⇀ 0 in ℓ2(N) as k →∞ and that every bounded linear operator is
weak-to-weak continuous.
2 Convergence rates for smooth bases and a
counter example
As important ingredient and crucial condition for proving convergence rates
the authors of [6] assumed that the following assumption holds true.
Assumption 2.1. For all k ∈ N there exist f (k) ∈ Y ∗ such that
e(k) = A∗f (k), k = 1, 2, ... . (4)
Remark 2.2. The countable set of range conditions (4) concerning the unit
elements e(k), which form a Schauder basis in all Banach spaces ℓq(N), 1 ≤
q <∞, with their usual norms as well as in c0 with the supremum norm, can
by using duality pairings 〈·, ·〉ℓ∞(N)×ℓ1(N) be equivalently rewritten as
|〈e(k), x〉ℓ∞(N)×ℓ1(N)| ≤ Ck‖Ax‖Y , k = 1, 2, ... , (5)
where, for fixed k ∈ N, (5) must hold for some constant Ck > 0 and all
x ∈ ℓ1(N) (cf. [21, Lemma 8.21]). Since we have |xk| = |〈e(k), x〉ℓ∞(N)×ℓ1(N)|,
for all k ∈ N, Assumption 2.1 implies that A : ℓ1(N) → Y is an injective op-
erator. Moreover, it can be easily verified that the following Assumption 2.3
is equivalent to Assumption 2.1.
Assumption 2.3. For all k ∈ N there exist f (k) ∈ Y ∗ such that, for all
j ∈ N,
〈f (k), Ae(j)〉Y ∗×Y =
{
1 if k = j
0 if k 6= j . (6)
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The next proposition shows that the requirement (6) cannot hold if one
of the elements Ae(j) equals the sum of a convergent series
∑
k∈N, k 6=j λke
(k).
Proposition 2.4. From an equation∑
k∈N
λkAe
(k) = 0, where λk ∈ R, (λ1, λ2, . . .) 6= 0, (7)
it follows that condition (6) is violated.
Proof. Without loss of generality let Ae(1) =
∞∑
j=2
µjAe
(j) and let there exist
f (1) ∈ Y ∗ such that (6) holds. Then it follows that
1 = 〈f (1), Ae(1)〉Y ∗×Y =
∞∑
j=2
µj〈f (1), Ae(j)〉Y ∗×Y =
∞∑
j=2
0 = 0,
which yields a contradiction and proves the proposition.
Remark 2.5. As always if range conditions occur in the context of ill-posed
problems, the requirement (4) characterizes a specific kind of smoothness. In
our case, (4) refers to the smoothness of the basis elements e(k). Precisely,
since R(A) is not a closed subset of Y , as a conclusion of the Closed Range
Theorem (cf., e.g., [23]) we have that the range R(A∗) is also not a closed
subset of ℓ∞(N) or c0, and only a sufficiently smooth basis {e(k)}k∈N can
satisfy Assumption 2.1 and hence Assumption 2.3. If the ℓ1-regularization to
equation (2) with infinite sequences x = (x1, x2, ...) is associated to elements
Lx :=
∞∑
k=1
xku
(k) ∈ X˜ with some synthesis operator L : ℓ1(N) → X˜ and some
Schauder basis {u(k)}k∈N in a Banach space X˜ (see, e.g., [6, Section 2] and [9]),
Assumption 2.1 refers to the smoothness of the basis elements u(k) ∈ X˜. The
paper [2] illustrates this matter by means of various linear inverse problems
with practical relevance in the context of Gelfand triples. On the other
hand, Example 2.6 in [6] indicates that operators A with diagonal structure
in general satisfy Assumption 2.1. However, the following example will show
that already for a bidiagonal structure this is not always the case.
We give an example of an injective operator A where the basis is not
smooth enough to satisfy Assumption 2.3, because (7) is fulfilled and hence
by Proposition 2.4 condition (6) is violated.
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Example 2.6 (bidiagonal operator). For this example we consider the bounded
linear operator A : ℓ2(N) → Y := ℓ2(N)
[Ax]k :=
xk − xk+1
k
, k = 1, 2, ..., (8)
with a bidiagonal structure. This operator is evidently injective, moreover a
Hilbert-Schmidt operator due to
Ae(1) = e(1); Ae(k) =
e(k)
k
− e
(k−1)
k − 1 , k = 2, 3, ...;
‖A‖HS :=
(
∞∑
k=1
‖Ae(k)‖2Y
)1/2
≤
(
2
∞∑
k=1
1
k2
)1/2
<∞,
and therefore a compact operator. Its restriction to X := ℓ1(N) in the
sense of equation (2) is also injective, bounded and even compact, because
the embedding operator from ℓ1(N) to ℓ2(N) is injective and bounded. One
immediately sees that with
∞∑
k=1
Ae(k) = 0 (9)
an equation (7) for λk = 1, k ∈ N is fulfilled. The adjoint operator A∗ :
ℓ2(N) → ℓ2(N) has the explicit representation
[A∗η]1 = η1 and [A
∗η]k =
ηk
k
− ηk−1
k − 1 , k ≥ 2, (10)
and the condition (4) cannot hold, which also follows from the general con-
clusion. To satisfy, for example, the range condition e(1) = A∗η we find
successively from (10) η1 = 1, η2 = 2, ..., ηk = k, ..., which violates the
requirement η ∈ ℓ2(N).
3 Convergence rates if the basis is not smooth
enough
If the basis is not smooth enough, as for example when Proposition 2.4 ap-
plies, for proving convergence rates in ℓ1-regularization a weaker assumption
has to be established that replaces the stronger Assumption 2.1. We will do
this in the following.
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Definition 3.1 (collection of source sets). For prescribed c ∈ [0, 1) we
say that a sequence
{
S(n)(c)
}
n∈N
of subsets S(n)(c) ⊆ (Y ∗)n is a collec-
tion of source sets to c if, for arbitrary n ∈ N, S(n)(c) contains all elements
(f (n,1), . . . , f (n,n)) ∈ (Y ∗)n satisfying the following conditions:
(i) For each k ∈ {1, . . . , n} we have [A∗f (n,k)]l = 0 for l ∈ {1, . . . , n} \ k
and [A∗f (n,k)]k = 1.
(ii)
n∑
k=1
∣∣[A∗f (n,k)]l∣∣ ≤ c for all l > n.
The properties of the A∗f (n,k) in items (i) and (ii) of the definition are
visualized in Figure 1.
A∗f (n,1) = ( 1 0 0 . . . 0 0 ∗ ∗ . . . )
+ +
A∗f (n,2) = ( 0 1 0 . . . 0 0 ∗ ∗ . . . )
+ +
...
...
...
+ +
A∗f (n,n) = ( 0 0 0 . . . 0 1 ∗ ∗ . . . )
≤ ≤
c c
Figure 1: Structure of the vectors (A∗f (n,1), . . . , A∗f (n,n)) in Definition 3.1.
The sums of the absolute values of the stars in each column have to be
bounded by c.
One easily verifies that each single source set S(n)(c) is convex but not
necessarily closed. It is also not clear whether the source sets are nonempty.
Thus, we will claim in the sequel the following assumption.
Assumption 3.2. For some c ∈ [0, 1) there exists a collection of source sets{
S(n)(c)
}
n∈N
which contains only nonempty sets S(n)(c).
Assumption 3.2 (with c = 0) follows from Assumption 2.1 by observing
that (f (1), . . . , f (n)) ∈ S(n)(0).
The construction in Definition 3.1 may look a bit technical, but the ele-
ments f (n,k) define a type of approximate inverse as we will now show.
6
Remark 3.3. Let the linear operator F (n) : Y → ℓ1(N) be defined as
[F (n)y]k =
{
〈f (n,k), y〉Y ∗×Y , k = 1, . . . , n,
0, k = n+ 1, . . . .
(11)
The composition
Q(n) := F (n)A (12)
is then a bounded linear map from ℓ1(N) into ℓ1(N). The range of Q(n) is the
set of sequences x with xk = 0 for k > n. Furthermore, one has(
Q(n)
)2
= Q(n)
and
‖Q(n) − P (n)‖ℓ1(N)→ℓ1(N) ≤ c < 1,
where P (n) is the canonical projection of ℓ1(N) onto the set of sequences x
with xk = 0 for k > n. From this it follows that Q
(n) has the infinite matrix
(cf. Figure 1) (
In Rn
0 0
)
,
where In is the n-dimensional identity and where ‖Rn‖ℓ1(N)→ℓ1(N) ≤ c.
As already noted in Remark 2.2, Assumption 2.1 implies the injectivity
of the operator A. The subsequent proposition shows that injectivity is also
necessary for fulfilling Assumption 3.2.
Proposition 3.4. If Assumption 3.2 is satisfied, then A is injective.
Proof. Assume Ax = 0 for some x ∈ ℓ1(N). By Assumption 3.2 there exists
some c ∈ [0, 1) such that for each n ∈ N there is an element (f (n,1), . . . , f (n,n)) ∈
S(n)(c), where
{
S(n)(c)
}
n∈N
denotes the collection of source sets correspond-
ing to c. For fixed k ∈ N and all n ≥ k we have
|xk| =
∣∣∣∣∣〈A∗f (n,k), x〉ℓ∞(N)×ℓ1(N) −
∞∑
l=n+1
[A∗f (n,k)]lxl
∣∣∣∣∣
≤ |〈f (n,k), Ax〉Y ∗×Y |+
(
sup
l>n
|[A∗f (n,k)]l|
) ∞∑
l=n+1
|xl|
≤ c
∞∑
l=n+1
|xl|.
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The last expression goes to zero if n tends to infinity. Thus, xk = 0 for
arbitrary k ∈ N and therefore x = 0. Note that we did not need the bound
c < 1 to prove the proposition.
Remark 3.5. Assumption 3.2 can be seen as an approximate variant of
Assumption 2.1. If {S(n)(c)}n∈N is a collection of nonempty source sets and
if (f (n,1), . . . , f (n,n)) ∈ S(n)(c), then A∗f (n,k) converges weakly in ℓ∞(N) to
e(k) for each k.
For deducing convergence rates from Assumption 3.2 we use variational
inequalities, which represent an up-to-date tool for deriving convergence rates
in Banach space regularization (cf., e.g., [4, 8, 10, 14, 16, 22]) even if no
explicit source conditions or approximate source conditions are available.
Here our focus is on convergence rates of the form
‖xδα(δ,yδ) − x†‖ℓ1(N) = O(ϕ(δ)) as δ → 0 (13)
for concave rate functions ϕ.
Condition (VIE). There is a constant β ∈ (0, 1] and a non-decreasing,
concave, and continuous function ϕ : [0,∞) → [0,∞) with ϕ(0) = 0 such
that a variational inequality
β‖x− x†‖ℓ1(N) ≤ ‖x‖ℓ1(N) − ‖x†‖ℓ1(N) + ϕ(‖Ax−Ax†‖Y ) (14)
holds for all x ∈ ℓ1(N).
Theorem 3.6. Under Assumption 3.2 Condition (VIE) is satisfied. More
precisely, we have (VIE) for β = 1−c
1+c
with c from Assumption 3.2 and for
the concave function
ϕ(t) = 2 inf
n∈N
(
∞∑
k=n+1
|x†k|+
t
1 + c
inf
f(n,•)∈S(n)(c)
(
n∑
k=1
‖f (n,k)‖Y ∗
))
(15)
for t ≥ 0, where S(n) is defined in Definition 3.1. As a consequence we have
the corresponding convergence rate (13) for that rate function ϕ when the
regularization parameter is chosen according to the discrepancy principle.
Proof. For n ∈ N define projections Pn : ℓ1(N) → ℓ1(N) by [Pnx]k := xk if
k ≤ n and [Pnx]k = 0 else. Further, set Qn := I − Pn. Then
β‖x− x†‖ℓ1(N) − ‖x‖ℓ1(N) + ‖x†‖ℓ1(N)
= β‖Pn(x− x†)‖ℓ1(N) + β‖Qn(x− x†)‖ℓ1(N) − ‖Pnx‖ℓ1(N) − ‖Qnx‖ℓ1(N)
+ ‖Pnx†‖ℓ1(N) + ‖Qnx†‖ℓ1(N).
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The triangle inequality yields ‖Qn(x − x†)‖ℓ1(N) ≤ ‖Qnx‖ℓ1(N) + ‖Qnx†‖ℓ1(N)
and ‖Pnx†‖ℓ1(N) ≤ ‖Pn(x− x†)‖ℓ1(N) + ‖Pnx‖ℓ1(N) and therefore
β‖x− x†‖ℓ1(N) − ‖x‖ℓ1(N) + ‖x†‖ℓ1(N)
≤ (1 + β)‖Pn(x− x†)‖ℓ1(N) − (1− β)‖Qnx‖ℓ1(N) + (1 + β)‖Qnx†‖ℓ1(N)
= 2‖Qnx†‖ℓ1(N) + (1 + β)‖Pn(x− x†)‖ℓ1(N)
− (1− β)(‖Qnx‖ℓ1(N) + ‖Qnx†‖ℓ1(N)).
Now choose β = 1−c
1+c
, which is equivalent to c = 1−β
1+β
, and let (f (n,1), . . . , f (n,n)) ∈
S(n)(c) be arbitrary. Then
‖Pn(x− x†)‖ℓ1(N)
=
n∑
k=1
∣∣∣∣∣〈A∗f (n,k), x− x†〉ℓ∞(N)×ℓ1(N) −
∞∑
l=n+1
[A∗f (n,k)]l(xl − x†l )
∣∣∣∣∣
≤ ‖Ax− Ax†‖Y
n∑
k=1
‖f (n,k)‖Y ∗ +
n∑
k=1
∞∑
l=n+1
|[A∗f (n,k)]l||xl − x†l |
and
n∑
k=1
∞∑
l=n+1
|[A∗f (n,k)]l||xl − x†l | =
∞∑
l=n+1
(
n∑
k=1
|[A∗f (n,k)]l|
)
|xl − x†l |
≤ c‖Qn(x− x†)‖ℓ1(N)
≤ 1− β
1 + β
(‖Qnx‖ℓ1(N) + ‖Qnx†‖ℓ1(N)).
Combining the estimates yields
β‖x− x†‖ℓ1(N) − ‖x‖ℓ1(N) + ‖x†‖ℓ1(N)
≤ 2‖Qnx†‖ℓ1(N) + (1 + β)‖Ax− Ax†‖Y
n∑
k=1
‖f (n,k)‖Y ∗
= 2
∞∑
k=n+1
|x†k|+
2‖Ax− Ax†‖Y
1 + c
n∑
k=1
‖f (n,k)‖Y ∗
for arbitrary n ∈ N and arbitrary (f (n,1), . . . , f (n,n)) ∈ S(n)(c). The conver-
gence rate result then immediately follows from Theorem 2 in [15].
9
Now we are going to show that Theorem 3.6 applies to the operator A
from Example 2.6 which does not meet Assumption 2.1. In this context, we
see that even if a variational inequality (14) holds for all β ∈ (0, 1), with
possibly different functions ϕ, it does not automatically hold for β = 1.
Proposition 3.7. Let the operator A be defined by Example 2.6 according
to formula (8). If there is a function ϕ : [0,∞) → [0,∞) with lim
t→0
ϕ(t) = 0
such that Condition (VIE) with (14) holds for β = 1, then we have x† = 0.
Proof. Without loss of generality we assume that at least one component of
x† is positive. For n ∈ N define x(n) ∈ ℓ1(N) by
x
(n)
k :=
{
x
†
k − ‖x†‖ℓ∞(N), if k ≤ n,
x
†
k, if k > n
for k ∈ N (if x† has only nonpositive components, use plus instead of minus).
Then
‖x(n) − x†‖ℓ1(N) − ‖x(n)‖ℓ1(N) + ‖x†‖ℓ1(N)
= n‖x†‖ℓ∞(N) −
(
n∑
k=1
|x†k − ‖x†‖ℓ∞(N)|+
∞∑
k=n+1
|x†k|
)
+ ‖x†‖ℓ1(N)
= n‖x†‖ℓ∞(N) +
n∑
k=1
|x†k| −
n∑
k=1
x†
k
>0
(
‖x†‖ℓ∞(N) − |x†k|
)
−
n∑
k=1
x†
k
≤0
(
‖x†‖ℓ∞(N) + |x†k|
)
= 2
n∑
k=1
x†
k
>0
|x†k|
and
‖Ax(n) −Ax†‖Y = 1
n
‖x†‖ℓ∞(N).
Thus, the variational inequality (14) implies
2
n∑
k=1
x†
k
>0
|x†k| ≤
1
n
‖x†‖ℓ∞(N)
for all n ∈ N, which is a contradiction since the left-hand side is bounded
away from zero but the right-hand side approaches zero for large n.
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The next proposition together with Theorem 3.6 shows that for each β ∈
(0, 1) a variational inequality is valid and hence a corresponding convergence
rate (13) can be established for A from Example 2.6, where the rate function
ϕ arises from properties of A in combination with the decay rate of |x†k| → 0
as k →∞.
Proposition 3.8. For the operator A from Example 2.6 the Assumption 3.2
holds for all c ∈ (0, 1).
Proof. Let c ∈ (0, 1) and set
a :=
⌊
1
c
⌋
and b := 1− ca.
Then a ∈ N, b ∈ [0, c), and ca + b = 1. For n ∈ N and k ∈ {1, . . . , n} define
e(n,k) ∈ ℓ∞(N) by
e
(n,k)
ln+p :=

1, if l = 0, p = k,
−c, if l ∈ {1, . . . , a}, p = k,
−b, if l = a+ 1, p = k,
0, else
for l ∈ N0 and p ∈ {1, . . . , n}. Then
∑N
l=1 e
(n,k)
l = 0 for all N > (a + 2)n.
Thus, the sequence f (n,k) defined by
f
(n,k)
l := l
l∑
m=1
e(n,k)m , l ∈ N,
belongs to Y ∗ = ℓ2(N) and we have e(n,k) = A∗f (n,k). Item (i) in Definition 3.1
is obviously satisfied and item (ii) can be easily deduced from the fact that
for fixed n ∈ N the elements e(n,1), . . . , e(n,n) have mutually disjoint supports.
Since for each n ∈ N we found (f (n,1), . . . , f (n,n)) ∈ S(n), the source sets S(n)
are nonempty.
4 Another example: integration operator and
Haar wavelets
In addition to Example 2.6 we now provide another, less artificial, example for
a situation where Assumption 3.2 is satisfied but Assumption 2.1 is violated.
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For X˜ := L2(0, 1) and Y := L2(0, 1) define A˜ : X˜ → Y by
(A˜x˜)(s) :=
∫ s
0
x˜(t)d t, s ∈ (0, 1). (16)
Then X˜∗ = L2(0, 1) and Y ∗ = L2(0, 1), too, and A˜∗ : Y ∗ → X˜∗ is given by
(A˜∗y)(t) =
∫ 1
t
y(s)d s, t ∈ (0, 1). (17)
Suppose we know that the unknown solution to A˜x˜ = y is sparse or at
least nearly sparse with respect to the Haar basis and denote the synthesis
operator of the Haar system by L : ℓ2(N) → L2(0, 1). Then for given noisy
data yδ we would like to find approximate solutions x˜δα := Lx
δ
α, where x
δ
α ∈
ℓ1(N) is the minimizer of (1) with A := A˜L.
To obtain convergence rates for that method we have to verify Assump-
tion 2.1 or Assumption 3.2. But first let us recall the definition of the Haar
basis.
The first element of the Haar system is given by u(1)(s) := 1 for s ∈ (0, 1).
All other elements are scaled and translated versions of the function
ψ(s) :=
{
1, s ∈ (0, 1
2
),
−1, s ∈ (1
2
, 1).
More precisely
u(1+2
l+k)(s) := ψl,k(s) := 2
l
2ψ(2ls− k), s ∈ (0, 1),
for l = 0, 1, 2 . . . and k = 0, 1, . . . , 2l − 1.
The following proposition shows that Assumption 2.1 is not satisfied in
this setting, that is, the basis {e(k)}k∈N in ℓ1(N), and thus the Haar basis in
L2(0, 1), is not smooth enough with respect to A to obtain convergence rates
via Assumption 2.1.
Proposition 4.1. The element e(1) does not belong to R(A∗) and, thus,
Assumption 2.1 does not hold.
Proof. Assume that there is some f (1) ∈ Y ∗ such that e(1) = A∗f (1). Then
1 = (A˜∗f (1))(s) for all s, but elements from R(A˜∗) always belong to the
Sobolev space H1(0, 1) and are zero at s = 1. Thus, 1 = (A˜∗f (1))(1) cannot
be true and e(1) = A∗f (1) is not possible.
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The second proposition states that Assumption 3.2 is satisfied and thus
convergence rates can be obtained for our example.
Proposition 4.2. There is a nonempty collection of source sets S(n)(c) with
c = (4 − √8)−1 < 1. For n = 1 the element f (1,1) := 2 belongs to S(n)(c).
For n = 2m with m ∈ N the vector (f (2m,1), . . . , f (2m,2m)) given by
f (2
m,1+q) := −2m2 +2
2m−1∑
p=0
c
(m)
1+q,1+pψm,p, q = 0, . . . , 2
m − 1, (18)
belongs to S(n)(c). Here,
c
(m)
1,1+p = 1
and
c
(m)
1+2r+s,1+p :=

2
r
2 , 2m−rs ≤ p ≤ 2m−r(s+ 1
2
)− 1,
−2 r2 , 2m−r(s+ 1
2
) ≤ p ≤ 2m−r(s+ 1)− 1
0, else,
for r = 0, . . . , m−1 and s = 0, . . . , 2r−1 and p = 0, . . . , 2m−1. For all other
values of n an element contained in S(n)(c) can be obtained by truncating a
vector from S(2
m)(c) with 2m ≥ n after n components.
The sum in (15) can be estimated for n ≤ 2m by
n∑
k=1
‖f (n,k)‖Y ∗ ≤ 2 + 22m+2 − 2m+2 (19)
where equality holds if n = 2m.
Proof. The proposition can be proven by elementary but lengthy calculations.
We only provide the elements A∗f (n,k) and the estimate for c.
For n = 1 we have
[A∗f (1,1)]1 = 1 and [A
∗f (1,1)]1+2l+k = 2
− 3
2
l−1,
where l ∈ N0 and k = 0, . . . , 2l − 1.
For n = 2m with m ∈ N the element A∗f (2m,1+q) has zeros in the first
2m+1 components except for position q, where a one appears. The absolute
values of the remaining components are given by∣∣[A∗f (2m,1)]1+2l+k∣∣ = 2m− 32 l
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and
∣∣[A∗f (2m,1+2r+s)]1+2l+k∣∣ =
{
2
1
2
r+m− 3
2
l, 2−(l−r)(k + 1)− 1 ≤ s ≤ 2−(l−r) ≤ k,
0, else,
where l > m, k = 0, 1, . . . , 2l − 1, r = 0, 1, . . . , m− 1, s = 0, 1, . . . , 2r − 1.
Now we come to the estimate of the constant c. First, note that for fixed
m, r, l, k there is at most one s such that [A∗f (2
m,1+2r+s)]1+2l+k 6= 0. Then
for fixed m, l, k with l > m we have
2m−1∑
κ=0
∣∣[A∗f (2m,κ)]1+2l+k∣∣ = ∣∣[A∗f (2m,1)]1+2l+k∣∣ + m−1∑
r=0
2r−1∑
s=0
∣∣[A∗f (2m,1+2r+s)]1+2l+k∣∣
≤ 2m− 32 l +
m−1∑
r=0
2
1
2
r+m− 3
2
l = 2m−
3
2
l
(
1 +
m−1∑
r=0
(√
2
)r)
= 2m−
3
2
l
(
1 +
(√
2
)m − 1√
2− 1
)
.
Using l ≥ m+ 1 we further estimate
2m−1∑
κ=0
∣∣[A∗f (2m,κ)]1+2l+k∣∣ ≤ 2− 12m− 32
(
1 +
(√
2
)m − 1√
2− 1
)
= 2−
3
2
(
2−
1
2
m +
1− 2− 12m√
2− 1
)
=
2−
3
2√
2− 1
(
1− (2−√2)2− 12m)
≤ 2
− 3
2√
2− 1 =
1
4−√8 .
5 Conclusions
We have shown that the source condition e(k) ∈ R(A∗) for all k, as published
in [6] for obtaining convergence rates in ℓ1-regularization, is rather strong. A
14
weaker assumption yields a comparable rate result and covers a wider field
of settings. Especially nonsmooth bases, e.g. the Haar basis, can be handled
even if the forward operator is smoothing and the basis elements do not
belong to the range of the adjoint.
A major drawback of our new approach (and of the previous one in [6])
is that the assumptions automatically imply injectivity of the operator. Suf-
ficient condition for convergence rates in ℓ1-regularization if the operator is
not injective and if the solution is not sparse are not known up to now.
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