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We predict that an atomic Bose-Einstein condensate strongly coupled to an intracavity optical
lattice can undergo resonant tunneling and directed transport when a constant and uniform bias
force is applied. The bias force induces Bloch oscillations, causing amplitude and phase modulation
of the lattice which resonantly modifies the site-to-site tunneling. For the right choice of parameters
a net atomic current is generated. The transport velocity can be oriented oppositely to the bias force,
with its amplitude and direction controlled by the detuning between the pump laser and the cavity.
The transport can also be enhanced through imbalanced pumping of the two counter-propagating
running wave cavity modes. Our results add to the cold atoms quantum simulation toolbox, with
implications for quantum sensing and metrology.
PACS numbers: 37.30.+i, 03.75.Lm, 04.80.-y, 42.50.Pq
Periodic potentials play a prominent role in condensed
matter systems, and highlight some of the fundamental
differences between classical and quantum dynamics: a
quantum particle undergoes strong scattering when its
de Broglie wavelength satisfies the lattice Bragg condi-
tion, and can undergo tunneling through classically for-
bidden regions between sites. Furthermore, if a con-
stant bias force F is applied a quantum particle is not
transported in the direction of the force but instead per-
forms Bloch oscillations with no net displacement at a
frequency ωB = Fd/~, where d is the lattice period [1].
Indeed, transport of electrons in lattices with an applied
DC electric field only occurs as a result of dephasing pro-
cesses such as scattering from lattice defects.
Cold atoms present an especially attractive platform
for studies of lattice systems because all of the critical
parameters governing the dynamics are tunable in real
time. In particular, it is possible to control tunneling and
transport by modulating the potential in time. Trans-
port in statistical phase space has been demonstrated in
pulsed lattices, realizing the quantum delta-kicked rotor
[2] and leading to dynamical localization [3] and chaos-
assisted tunneling [4]. Directed transport has been ob-
served through ratchet effects in driven dissipative [5]
and Hamiltonian lattices [6]. Tunneling control has been
achieved through harmonic shaking of lattices without
[7–9] and with [10, 11] a bias force. It is thus possible to
control the superfluid–Mott insulator transition [12, 13]
and to induce macroscopic delocalization [14] and trans-
port [15] of Bloch oscillating atoms. Recently photon-
assisted tunneling [16] has been studied in strongly cor-
related quantum gases [17, 18], and artificial vector gauge
potentials have been generated [19].
What is missing in these schemes is backaction by the
atoms upon the electromagnetic fields generating the lat-
tice. Contrast this with the strong backaction effects seen
in solids, such as lattice-phonon mediated Cooper pairing
and the Meissner effect in superconductors. In principle
an optically trapped atomic gas causes refraction of the
lattice light, but extremely low densities render this neg-
ligible under normal conditions. An exception is inside
a high finesse optical cavity, where the multi-pass effect
can increase the effective optical path length by several
orders of magnitude [20], leading to a shift of the cav-
ity resonance that depends on the density distribution
of the atoms. If this shift is on the order of the cavity
line width, the number of cavity photons is modified by
the atomic wave function and vice versa. This backac-
tion leads to richer dynamics than is otherwise possible
[21–23], such as collective atomic recoil lasing [24–26] and
single-photon bistability [27, 28]. In this context the sys-
tem can be considered an application of cavity optome-
chanics [29–31], where collective excitations of the atoms
play the role of material oscillators which are dispersively
coupled to one or more cavity modes [32].
It has been shown theoretically that such systems al-
low continuous, non-destructive measurements of atomic
Bloch oscillations through detection of intensity and
phase modulation of the transmitted light [33, 34]. De-
spite the backaction on the lattice effected by the atoms,
Bloch’s acceleration theorem remains valid, and this
modulation of the lattice potential occurs predominantly
at the expected Bloch oscillation frequency (i.e., calcu-
lated for an equivalent static tilted lattice) and its har-
monics. It is therefore natural to ask whether this dy-
namical modulation of the lattice can drive the renormal-
ization of atomic tunneling which is now familiar from
experiments with free-space lattices. The central result
2of this Letter is to show that backaction-driven modula-
tion of an intracavity lattice can lead to directed atomic
current with tunable magnitude and direction.
To see how this happens, we consider a Bose-Einstein
condensate trapped along one leg of an optical ring cav-
ity, as shown schematically in Fig. 1. Transverse degrees
of freedom are assumed to be frozen out by external con-
finement, effectively reducing the dynamics to a single
spatial dimension z. The two running-wave modes of the
cavity are pumped through a lossless input-output cou-
pling mirror by a laser with frequency ω0 = ckr, where
c is the speed of light in vacuum and ~kr is the recoil
momentum. The light is detuned far enough from the
atomic resonance that the excited state of the atoms can
be adiabatically eliminated. For simplicity we also ignore
atomic collisions, which may be negligible in an experi-
ment either because the scattering cross-section is natu-
rally small [14], or has been made small through the use
of a tunable Feshbach resonance [15]. In a frame rotating
at ω0, and in the dipole and rotating wave approxima-
tions, the Hamiltonian is then given by
Hˆ = −~
∑
k=±
[
∆c aˆ
†
kaˆk + i(η
∗
kaˆk − ηkaˆ†k)
]
+
∫
dz ψˆ†
(
− ~
2
2m
∂2z + ~U0Eˆ†Eˆ − Fz
)
ψˆ (1)
where the annihilation operators aˆ+ and aˆ− acting on
the cavity modes, and ψˆ(z) acting on the atomic field,
all obey bosonic commutation relations. ∆c = ω0 − ωc
is the detuning of the driving laser from the bare cavity
resonance frequency ωc, and ηk =
√
Jkκ/2 for an incident
flux of Jk photons per unit time and a photon number
decay rate of 2κ〈aˆ†kaˆk〉 for each mode. The dimensionless
positive-frequency component of the electric field is given
by Eˆ(z, t) = aˆ+ exp(ikrz)+ aˆ− exp(−ikrz). The depth of
the lattice is proportional to U0, which is a function of
the atomic dipole moment, the cavity mode volume and
the detuning from atomic resonance, and F < 0 is the
uniform and constant bias force.
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FIG. 1: An optical lattice is created by pumping the two
running wave modes of a ring cavity. A trapped Bose-Einstein
condensate (yellow ellipse) undergoes Bloch oscillations due to
the bias force F . Atomic backaction leads to lattice amplitude
and phase modulation (AM and ΦM, respectively), which in
turn induces coherent directed transport of the condensate.
We can alternatively express the cavity modes in a
standing wave basis, described by the annihilation op-
erators aˆc = (aˆ+ + aˆ−)/
√
2 and aˆs = i(aˆ+ − aˆ−)/
√
2 ,
where the c (s) mode has cosine (sine) spatial symmetry.
In this basis the interaction term in the second line of (1)
takes the form
Hˆi = ~U0
[
nˆNˆ + (nˆc − nˆs) C + (aˆ†caˆs + aˆ†saˆc)S
]
(2)
where nˆ = nˆc + nˆs = aˆ
†
caˆc + aˆ
†
saˆs is the total number of
photons, Nˆ is the number of atoms in the condensate,
and C[ψˆ] = 〈cos(2krz)〉 and S[ψˆ] = 〈sin(2krz)〉 depend
implicitly on the atomic state. We will be most inter-
ested in cases where 〈nˆc〉 ≫ 〈nˆs〉, so that the intracavity
lattice has predominantly cosine symmetry. Then the
quantity C characterizes the degree of spatial ordering
of the atoms and S is related to the coherence between
the lowest and first excited Bloch bands [33]. Viewed in
the optomechanical picture C and S represent the occu-
pations of the lowest momentum modes of the conden-
sate, with S = 0 in the absence of Bloch oscillations or
a symmetry-breaking optical bistability [35]. However
even if we choose the ηk to initially give S = 0, during
Bloch oscillations S becomes nonzero and the intensity
and spatial phase of the lattice vary dynamically.
To solve the full nonlinear dynamics we write the
Heisenberg-Langevin equations, i~∂taˆµ = [aˆµ, Hˆ ]−i~κ aˆµ
for µ = c, s and i~∂tψˆ = [ψˆ, Hˆ], ignoring all input noise
operators, whose means are zero, and neglecting atom
losses over the time scales of interest so that N = 〈Nˆ〉
is constant. Letting αµ = 〈aˆµ〉 and ψ = 〈ψˆ〉/
√
N , and
factoring the expectation values of operator products, we
obtain the mean-field equations,
∂t αc = −(κ− i∆+)αc − iU0NSαs + ηc (3)
∂t αs = −(κ− i∆−)αs − iU0NSαc + ηs (4)
i~ ∂t ψ =
(
− ~
2
2m
∂2z + ~U0|E(z)|2 − Fz
)
ψ (5)
Here ∆± = (∆c − U0N) ∓ U0NC are the effective de-
tunings, and E(z, t) = 〈Eˆ(z, t)〉 is the dimensionless elec-
tric field. The standing-wave modes are pumped at rates
ηc = (η+ + η−)/
√
2 and ηs = i(η+ − η−)/
√
2 . Again
we see that the lattice modulation is driven by changes
in C and S during Bloch oscillations — C drives ampli-
tude modulation through changes of the Stark detuning
∆+ of the dominant cosine mode, and S induces shaking
of the lattice (i.e., phase modulation) through coherent
coupling of the sine and cosine modes.
In Fig. 2, we show the dynamics for 88Sr atoms ac-
celerating under gravity in a 689 nm ring cavity lattice
(i.e., lattice spacing d = π/kr = 344.5 nm). In this
case we have ωB = 2π × 745 Hz, and the recoil fre-
quency ωr ≡ ~k2r/(2m) = 2π× 4.78 kHz. Here we choose
U0N = −κ corresponding to the onset of collective strong
coupling, and compare the dynamics with κ = 2π×1 kHz
and 1 MHz. Bloch oscillations induce lattice amplitude
modulation of ∼ 10% peak-to-peak in both cases, with
negligible shaking. The fast oscillations on top of the
main modulation observed for larger κ were identified
3previously, and are predominantly higher harmonics of
ωB associated with the nonlinearity of the coupled atom-
light system [34]. In the case of small κ these features are
outside the cavity bandwidth and therefore suppressed.
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FIG. 2: Backaction induced lattice modulation and atomic
transport. Only the cosine cavity mode was pumped, with
U0 = −2pi × 1 Hz and ∆c = U0N = −κ. (a) Lattice depth
in units of the recoil energy Er = ~ωr as a function of time
during intracavity Bloch oscillations. The black curve is for
κ = 2pi × 1 MHz, and the red curve for 1 kHz. (b) Conden-
sate centroid position as a function of time, showing uphill
transport for κ ∼ ωB . Colors are the same as in (a).
Despite similar modulation depths for small and large
κ in Fig. 2, transport is only observed when κ is on the
order of ωB. This is because κ is the relaxation rate
for the light field, which in turn sets the relative lag be-
tween the backaction-induced lattice modulation and the
atomic Bloch oscillation. When κ≫ ωB the light adapts
almost instantaneously to the atomic motion at ωB and
there is consequently no delay between the two; when
κ ∼ ωB the light is not able to adiabatically follow the
atoms’ motion and a phase lag develops, as evident in
Fig. 2(a). The effect of such a delay on transport in exter-
nally driven free-space lattices is well known [15, 36], but
in such cases the phase difference is a controlled param-
eter. In a cavity, on the other hand, the phase difference
comes about self-consistently according to Eqs. (3)–(5).
Neglecting for the moment the origin of the modula-
tion in Fig. 2, the resulting transport is similar to that
in a free-space optical lattice under modulation of the
lattice amplitude or phase, or of the bias force F [37–
39]. Physically, transport occurs because the phase lag
ensures that the duration for which the lattice is shal-
lower, and therefore tunneling more effective, overlaps
more with the motion in one direction than in the other.
By breaking this symmetry, the band center is effectively
shifted from zero quasimomentum and a net motion oc-
curs [40]. The transport velocity is given by the group
velocity vg = ~
−1∂E(q)/∂q averaged over a full Bloch
oscillation, where E(q) is the dispersion relation of the
atoms in the untilted lattice, and q is the quasimomen-
tum [36]. If the phase lag is zero, vg averages to zero by
the symmetry of E(q) about q = 0, but for a finite lag
the lattice modulation falls out of sync with the atoms,
leading to transport at velocity
vt = −d T1 sinφ (6)
where T1 is the tunneling rate between neighboring sites,
which is proportional to the modulation depth, and φ
is the lag between the modulation and the Bloch oscilla-
tion. For initial site-to-site coherence, such as we consider
here, the result is directed transport superposed on the
underlying Bloch oscillation [15]. Given initially random
site-to-site phases, one instead observes spatial spreading
of the atoms [10, 14].
We have extended the above theory for free-space lat-
tices to include the self-consistent optomechanical effects
of a cavity. Under the approximation of nearest-neighbor
tunnelling, which is valid for modulation at ωB, we find
analytic expressions for T1 and φ which are given in the
supplementary material [40]. The analytic theory is in
excellent agreement with the numerical simulations. The
magnitude and direction of transport depend on the cav-
ity pumping parameters ∆c and η±, as well as the Stark
shift U0N . We find that |vt| increases quadratically with
U0N for small values, and is maximized for intermediate
lattice depths (∼ 3~ωr for the parameters of Fig. 2). In
very shallow lattices, tunneling is strong but the modula-
tion depth is reduced in proportion to the trap depth; in
deep lattices tunneling is suppressed and the modulation
depth is reduced due to flattening of the Bloch bands.
The dependence on detuning ∆c is shown in Fig. 3. For
balanced pumping, with η+ = η− (ηs = 0), the trans-
port exhibits a dispersive shape around the Stark-shifted
cavity resonance (∆+ = 0). This is because modula-
tion of C during the Bloch oscillation effectively dithers
the detuning of the cosine cavity mode, as described by
Eq. (3). The result is a modulation amplitude which ap-
proximately follows the derivative of the Lorentzian cav-
ity response. The modulation phase also changes across
the resonance, adding to the detailed shape we observe.
Again these effects are well captured by the analytic
tight-binding theory. We note in passing that for larger
blue detunings, Raman transitions of the type studied in
[41] can become resonant, leading to Rabi oscillations be-
tween condensate momentum states and tunneling into
higher bands.
Because the effects we have described so far are domi-
nated by lattice amplitude modulation, they are qualita-
tively present in standing wave cavities as well. However,
only in ring cavities is it possible to pump the counter-
propagating running-wave modes with independent am-
plitudes, corresponding to direct pumping of the sine
mode (not to be confused with a translation of the lattice,
such as occurs during lattice shaking). In Fig. 3(a) we
observe a strong enhancement of uphill transport around
∆c = U0N when η+ = 2η−, even though the initial trap
depth is the same as before. As seen in Figs. 3(b) and (c),
both the amplitude and phase modulations are increased.
Imbalanced pumping increases population of the cavity
sine mode, thereby enhancing the backaction induced lat-
tice shaking. At first it may be surprising that this effect
is only pronounced around ∆c = U0N , but the effective
detuning of the cosine mode ∆+ becomes positive here,
corresponding to the regime of cavity heating [42], where
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FIG. 3: Control of transport with detuning. (a) Transport
velocity as a function of ∆c, for the same parameters as Fig. 2
and κ = 2pi×1 kHz. The black curve is for balanced pumping,
and the red curve for a strong imbalance. (b) Relative depth
of self-induced lattice amplitude modulation (AM), defined as
half the peak-to-peak lattice depth modulation, normalized to
the mean lattice depth. (c) Phase modulation (ΦM) defined
as half the peak-to-peak spatial extent of the lattice shaking,
in units of the lattice period.
linear stability analysis for F = 0 predicts unstable dy-
namics [43]. In contrast, near the positive transport peak
one finds that both the sine and cosine modes operate in
the cavity cooling regime with ∆± negative, where the
F = 0 dynamics are damped.
The effect of imbalanced pumping is investigated fur-
ther in Fig. 4, where we vary the ratio η+/η−, for ∆c =
U0N and fixed initial trap depth. Phase modulation is
more sensitive than amplitude modulation to small pump
asymmetries. We observe that the transport minima are
slightly offset from the condition of balanced pumping;
the actual minima occur where the time-averaged value of
S over a full Bloch oscillation period vanishes. This is due
to weak pumping of the sine mode balancing the atomic
dynamics. Simulations at strong imbalances reveal the
existence of numerous types of instability. These include
Landau-Zener tunneling, symmetry-breaking bistability
[35], and collective excitations of the condensate [43], and
will be the subject of a future work [44]. Near the onset
of instability, the depths of amplitude and phase modula-
tion as defined here become comparable; recall Figs. 3(b)
and (c). However we note that AM is more efficient at
driving transport when each type of applied modulation
is considered in isolation for free-space lattices. Trans-
port appears to be dominated by amplitude modulation
in all of the parameter regimes we have studied, with
a four-fold increase in |vt| possible through imbalanced
pumping of the cavity.
We can now compare our results to experiments in
driven free-space lattices. Combined Bloch oscillations
and transport have been observed by imaging atoms
both in situ and in time-of-flight [14, 15]. For intra-
cavity lattices one could detect the Bloch oscillations
non-destructively in the transmitted light [33, 34]. In
fact, transport has its own unique signature: for the
case shown in Fig. 2 we find a factor of two imbalance
between the spectral power of the cavity fields in the
sidebands at ±ωB. Indeed, transport up/down in our
0.5 1 1.5 2
0.8
0.6
0.4
0.2
0
η
+
 / η
−
v t
 
(w
ell
s /
 pe
rio
d)
0.5 1 1.5 2
0
0.1
0.2
0.3
η
+
 / η
−
m
o
du
la
tio
n 
de
pt
h
(a) (b)
AM
ΦM
FIG. 4: Effects of imbalanced pumping of the running-wave
cavity modes. (a) Transport velocity as a function of η+/η−,
with ∆c = U0N and the same parameters as Fig. 3. (b)
Amplitude and phase modulation depths as defined above.
system is analogous to sideband-resolved cavity optome-
chanical heating/cooling [45, 46]. For a pump detun-
ing ∆+ ∼ +ωB, the −ωB sideband is near resonance
with the cavity and therefore dominates over the further
detuned +ωB sideband; the atoms undergo energy con-
serving Raman transitions up the Wannier-Stark ladder
[39] of states separated in energy by steps of ~ωB. Con-
versely, a red-detuned pump with ∆+ ∼ −ωB leads to a
dominant +ωB sideband, with the atoms descending the
Wannier-Stark ladder.
An important feature of the backaction driven dynam-
ics is that ωB appears to remain unchanged from its value
in a static lattice. Because the lattice in a ring cavity can
accelerate, this does not have to be the case [48]. That
the system oscillates at Fd/~ is critical for applications in
metrology and sensing where the modulation frequency
is taken as a measure of the force [33]. It also implies
that backaction will not induce so-called super Bloch os-
cillations [15], because these occur when the lattice mod-
ulation is detuned from ωB. It is worth noting that al-
though the backaction driven ΦM is much smaller than
what has been applied in free-space experiments [47], the
values of AM we observe are similar to what was applied
in Refs. [38, 39]. Finally, we note that our tight-binding
theory predicts that in the absence of initial site-to-site
coherence, the backaction induced modulation will decay.
This is because C and S become constant, cutting off the
modulation of the lattice according to Eq. (2).
In conclusion, we have shown that optomechanical
effects lead to qualitatively new dynamics for a Bose-
Einstein condensate undergoing Bloch oscillations in a
high finesse optical cavity. As the condensate quasimo-
mentum samples the first Brillouin zone, the optical lat-
tice depth and position are dynamically modulated, even
as the Bloch frequency itself is unchanged. When the
cavity damping rate is on the order of the Bloch oscil-
lation frequency, coherent directed transport of the con-
densate can be observed. Asymmetric pumping of the
running wave cavity modes enhances the transport, and
in extreme cases makes the system dynamically unsta-
ble. Our results extend the study of coherent control of
tunneling to include optomechanical lattice excitations.
5They are relevant to measurements of Bloch oscillations
in cavities and other non-destructive atomic probes, and
also more generally to attempts to realize neutral atom
quantum simulators where backaction upon electromag-
netic fields is significant.
Note added : since the preparation of this manuscript,
we have become aware of the experimental observation of
transport of a Bloch oscillating Bose-Einstein condensate
in a high-finesse standing wave cavity [49].
Acknowledgments
We acknowledge stimulating discussions with P.
Courteille and A. Hemmerich, and are grateful to the
anonymous referees for useful suggestions. This work was
funded by NSERC in Canada and EPSRC in the United
Kingdom, the Max Planck Society, the Korea Ministry
of Education, Science and Technology, Gyeongsangbuk-
Do, Pohang City, and the National Research Foun-
dation of Korea Basic Science Research Program No.
2012R1A1A2008028.
[1] M. Glu¨ck, A. R. Kolovsky and H. J. Korsch, Phys.
Rep. 366, 103 (2002). Coupling to higher bands through
Landau-Zener tunelling can lead to transport. However,
this effect is negligible in a metal: See p. 219 in N. W.
Ashcroft and N. D. Mermin, Solid State Physics (Thom-
son, New York, 1976).
[2] F.L. Moore, J.C. Robinson, C.F. Bharucha, B. Sundaram,
and M.G. Raizen, Phys. Rev. Lett. 75, 4598 (1995).
[3] F.L. Moore, J.C. Robinson, C.Bharucha, P.E. Williams,
and M.G. Raizen, Phys. Rev. Lett. 73, 2974 (1994).
[4] D.A. Steck, W.H. Oskay, and M.G. Raizen, Science 293,
274 (2001).
[5] M. Schiavoni, L. Sanchez-Palencia, F. Renzoni, and G.
Grynberg, Phys. Rev. Lett. 90, 094101 (2003).
[6] T. Salger, S. Kling, T. Hecking, C. Geckeler, L. Morales-
Molina, and M. Weitz, Science 326, 1241 (2009).
[7] A. Eckardt, M. Holthaus, H. Lignier, A. Zenesini, D.
Ciampini, O. Morsch, and E. Arimondo, Phys. Rev. A
79, 013611 (2009).
[8] H. Lignier, C. Sias, D. Ciampini, Y. Singh, A. Zenesini,
O. Morsch, and E. Arimondo, Phys. Rev. Lett. 99, 220403
(2007).
[9] A. Wickenbrock, P.C. Holz, N.A. Abdul Wahab, P.
Phoonthong, D. Cubero, and F. Renzoni, Phys. Rev. Lett.
108, 020603 (2012).
[10] V.V. Ivanov, A. Alberti, M. Schioppo, G. Ferrari, M.
Artoni, M.L. Chiafolo, and G.M. Tino, Phys. Rev. Lett.
100, 043602 (2008).
[11] C. Sias, H. Lignier, Y.P. Singh, A. Zenesini, D. Ciampini,
O. Morsch, and E. Arimondo, Phys. Rev. Lett. 100,
040404 (2008).
[12] A. Eckardt, C. Weiss, and M. Holthaus, Phys. Rev. Lett.
95, 260404 (2005).
[13] A. Zenesini, H. Lignier, D. Ciampini, O. Morsch, and E.
Arimondo, Phys. Rev. Lett. 102, 100403 (2009).
[14] A. Alberti, V.V. Ivanov, G.M. Tino, and G. Ferrari, Nat.
Phys. 5, 547–550 (2009).
[15] E. Haller, R. Hart, M.J. Mark, J.G. Danzl, L. Re-
ichso¨llner, and H.-C. Na¨gerl, Phys. Rev. Lett. 104, 200403
(2010).
[16] A. Eckardt, T. Jinasundera, C. Weiss, and M. Holthaus,
Phys. Rev. Lett. 95, 200401 (2005).
[17] R. Ma, M. Eric Tai, P.M. Preiss, W.S. Bakr, J.Simon and
M. Greiner, Phys. Rev. Lett. 107, 095301 (2011).
[18] Y.-A. Chen, S. Nascimbe`ne, M. Aidelsburger, M. Atala,
S. Trotzky, and I. Bloch, Phys. Rev. Lett. 107, 210405
(2011).
[19] J. Struck, C. O¨lschla¨ger, M. Weinberg, P. Hauke, J. Si-
monet, A. Eckardt, M. Lewenstein, K. Sengstock, and P.
Windpassinger, Phys. Rev. Lett. 108, 225304 (2012).
[20] J. Ye and T. W. Lynn, Advances in Atomic, Molecu-
lar and Optical Physics, edited by B. Bederson and H.
Walther, (Elsevier, New York. 2003), Vol. 49, p. 1.
[21] C. Maschler and H. Ritsch, Phys. Rev. Lett. 95, 260401
(2005).
[22] W. Niedenzu, R. Schulze, A. Vukics, and H. Ritsch, Phys.
Rev. A 82, 043605 (2010).
[23] H. Ritsch, P. Domokos, F. Brennecke, and T. Esslinger,
Rev. Mod. Phys. 85, 553 (2013).
[24] D. Kruse, C. von Cube, C. Zimmermann, and Ph. W.
Courteille, Phys. Rev. Lett. 91, 183601 (2003).
[25] C. von Cube, S. Slama, D. Kruse, C. Zimmermann,
Ph.W. Courteille, G.R.M. Robb, N. Piovella, and R. Boni-
facio, Phys. Rev. Lett. 93, 083601 (2004).
[26] S. Slama, S. Bux, G. Krenz, C. Zimmermann, and Ph.W.
Courteille, Phys. Rev. Lett. 98, 053603 (2007).
[27] S. Gupta, K.L. Moore, K.W. Murch, and D.M. Stamper-
Kurn, Phys. Rev. Lett. 99, 213601 (2007).
[28] S. Ritter, F. Brennecke, K. Baumann, T. Donner, C.
Guerlin, and T. Esslinger, Appl. Phys. B 95, 213 (2009).
[29] K.W. Murch, K.L. Moore, S. Gupta, and D.M. Stamper-
Kurn, Nat. Phys. 4, 561 (2008).
[30] F. Brennecke, S. Ritter, T. Donner, and T. Esslinger,
Science 322, 235 (2008).
[31] M.H. Schleier-Smith, I.D. Leroux, H. Zhang, M.A. Van
Camp, and V. Vuletic´, Phys. Rev. Lett. 107, 143005
(2011).
[32] R. Kanamoto and P. Meystre, Phys. Scr. 82, 038111
(2010).
[33] B.M. Peden, D. Meiser, M.L. Chiofalo, and M.J. Holland,
Phys. Rev. A 80, 043803 (2009).
[34] B. Prasanna Venkatesh, M. Trupke, E.A. Hinds, and
D.H.J. O’Dell, Phys. Rev. A 80, 063834 (2009).
[35] W. Chen, D.S. Goldbaum, M. Bhattacharya, and P.
Meystre, Phys. Rev. A 81, 053833 (2010).
[36] K. Kudo and T.S. Monteiro, Phys. Rev. A 83, 053627
6(2011).
[37] Q. Thommen, J.C. Garreau, and V. Zehnle´, Phys. Rev.
A 65, 053406 (2002).
[38] A. Alberti, G. Ferrari, V.V. Ivanov, M.L. Chiofalo, and
G.M. Tino, New J. Phys. 12, 065037 (2010).
[39] M.G. Tarallo, A. Alberti, N. Poli, M.L. Chiofalo, and
G.M. Tino, Phys. Rev. A 86, 033615 (2012).
[40] See Supplemental Material for an analytical treatment of
the coupled atom-light equations of motion.
[41] M. Wolke, J. Klinner, H. Keßler, and A. Hemmerich,
Science 337, 75 (2012).
[42] M. Gangl and H. Ritsch, Phys. Rev. A 61, 043405 (2000).
[43] P. Horak and H. Ritsch, Phys. Rev. A 63, 023603 (2001).
[44] B.P. Venkatesh, D.H.J. O’Dell, and J. Goldwin, in prepa-
ration.
[45] V. Vuletic´ and S. Chu, Phys. Rev. Lett. 84, 3787 (2000).
[46] T.J. Kippenberg and K.J. Vahala, Science 321, 1172
(2008).
[47] A shaking of 10 lattice sites was applied in Ref. [14]. In
the experiment of Ref. [15], force modulation was applied
with a relative depth on the order of unity, again equiva-
lent to a relatively large phase modulation.
[48] M. Samoylova et al., arXiv:1404.2546 (2014).
[49] A. Hemmerich, personal communication.
1Supplemental Material
We provide an analytical treatment of the coupled atom-light equations for Bloch oscillations
in a ring cavity and compare the predictions of the theory to numerical simulations.
In this supplement we provide an analytical theory describing the driven transport of Bloch oscillating atoms in a
ring cavity. Our approach is to extend and adapt the theory developed in [S1, S2] for transport in externally driven
optical lattices to the situation where the drive arises from the coupled atom-light dynamics.
Before describing the full coupled atom-cavity dynamics, we briefly show how transport can arise in the case of
atoms undergoing Bloch oscillations in an amplitude-modulated lattice without backaction. To do so we consider the
lowest Bloch band, characterized in the standard tight-binding model by a dispersion relation E(q) = −J cos(πq),
where q is the qusimomentum, and 2J is the band width, which only depends on the lattice depth. The transport
velocity is given by the group velocity averaged over a full Bloch period [S3], giving
vt =
1
~kr
∂E(q)
∂q
∣∣∣∣
q0
(S1)
where ~kr is the recoil momentum as in the main text, and q0 = 0 is the initial quasimomentum.
Now suppose the lattice depth V is modulated at the Bloch oscillation frequency, so that V = V (q). Then the
bandwidth J is also modulated, so that
~krvt = − cos(πq0) ∂J(q)
∂q
∣∣∣∣
q0
+ πJ(q0) sin(πq0) (S2)
= − ∂J
∂q
∣∣∣∣
q0
(S3)
For a modulation of the form V = V0[1 + ǫ cos(πq + φ)], a simple Taylor expansion of J(V ) around V0 reveals that
vt ≈ −ǫV0J
′π
~kr
sin(φ) (S4)
where J ′ = ∂J/∂V |V0 . Thus the transport velocity is proportional to the modulation depth and can be positive,
negative, or zero, depending on the phase. This is shown schematically in Fig. S1. In-phase modulation (φ =
0) preserves the symmetry of the modulated band, so that the transport remains zero. In contrast, out-of-phase
modulation (φ = π/2) shifts the center of the band so that at q = 0 the slope of the dispersion, and therefore the
transport velocity, is no longer zero.
The above discussion has assumed an applied lattice modulation. We now describe what happens when the modu-
lation arises through the coupled atom-cavity dynamics, so that the modulation depth and phase are not controlled
externally. To that end we write the equations of motion for the atomic meanfield in a scaled form (energies scaled
by Er = ~ωr, times scaled by ω
−1
r and lengths scaled by 1/kr):
i∂tψ = H(t)ψ =
(
−∂2z + s(t) cos2
[
z − θ(t)
2
]
− fz
)
ψ (S5)
s(t) = 2U0
√
(nc − ns)2 + 4ℜ(α∗cαs)2, tan [θ(t)] =
2ℜ(α∗cαs)
nc − ns . (S6)
In the above equation we have retained the same notation as the main paper for the scaled single atom dispersive
shift U0 and the position coordinate z. The scaled force is given by f = ωB/ (πωr). The trap depth s(t) and spatial
phase shift θ(t) are extracted from U0|E(z, t)|2 after ignoring z−independent terms. Eq. (S5) clearly shows that the
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FIG. S1: Transport through band modulation. The upper and lower solid black curves show bands for lattices with fixed depth
−3 and −4, respectively, in units of the recoil energy. The blue dashed curve shows the dispersion relation for a lattice which
is modulated in-phase with the Bloch oscillation (φ = 0), and the red dash-dottted curve is for out-of-phase lattice modulation
(pi = pi/2). The transport velocity is proportional to the slope at zero quasimomentum.
dynamics of the light field leads to a phase and amplitude modulated intracavity optical lattice. In this note we
restrict ourselves to the situation where the phase dynamics is insignificant and the transport mainly arises from the
trap depth modulation s(t). This assumption is valid for much of the parameter regime we have studied. From the
numerical solutions presented in Fig. 1 of the paper and from the analytical considerations presented here we find the
trap depth as a function of time has the following form:
s(t) = sie
−2κt + s0(1 − e−2κt) + ∆s cos(ωBt+ φ). (S7)
The transient part of the above equation comes from the damping of the chosen initial trap depth si. For the Bloch
periodic part we have chosen to ignore the higher harmonics since we find from our numerical simulations they provide
relatively small contributions in comparison to the fundamental. The steady state mean trap depth s0, the modulation
amplitude ∆s, and the phase shift φ, are determined self-consistently from the coupled atom-field dynamics. In what
follows we will compute analytical expressions for these parameters which together with the findings of [S1, S2]
determines the resulting transport.
In order to tackle the field equations (Eqs. (3) and (4) in the paper) we need two inputs from the atomic dynamics:
C = 〈cos(2z)〉 and S = 〈sin(2z)〉. Following [S1, S2] we will calculate these variables by expanding the atomic state in
the Wannier-Stark (WS) basis. Let us first split the hamiltonian (S5) in the following form and define the WS states
ϕn(z) (restricted to the lowest band):
H(t) = H0 +H1(t)
H0ϕn(z) =
(
−∂2z +
s0
2
cos (2z)− fz
)
ϕn(z) = enϕn(z) (S8)
H1(t) =
∆s
2
cos(ωBt+ φ) cos(2z), (S9)
where the time-dependent part of the hamiltonian is understood to be valid for times t≫ κ−1 when transients have
damped away. In any case the exact form of the trap depth modulation is irrelevant for the calculation of C,S within
the nearest neighbor approximation to be used below. The WS states ϕn(z) are localized around the nth cell and the
energies form a ladder separated by the Bloch frequency with em − en = (m − n)ωB. Expanding the atomic mean
3field in the WS basis we have:
ψ(z, t) =
∑
n
dn(t)e
iφn(t)ϕn(z) (S10)
φn(t) = nωBt+ γ0
∫ t
0
dτ
∆s
2
cos(ωBτ + φ) (S11)
where the WS overlaps are defined as:
γp = γ−p = 〈ϕn| cos(2z)|ϕn+p〉 = 〈ϕn+p| cos(2z)|ϕn〉 (S12)
νp = ν−p = 〈ϕn| sin(2z)|ϕn+p〉 = 〈ϕn+p| sin(2z)|ϕn〉. (S13)
The equations of motion for the coefficients dn are given by:
id˙n =
∆s
2
cos(ωBt+ φ)
∑
p6=0
dn+pe
ipωBtγp.
The above equation can be solved by going into a Fourier representation: d(k, t) =
∑∞
n=−∞ dn(t)e
ink [S2]. Making
use of the form of the time-dependent wave function we can write for the required atomic inputs C,S:
〈cos(2z)〉 = γ0 + 2γ1|σ1| cos(ωBt+ θ1) (S14)
〈sin(2z)〉 = ν0 + 2ν1|σ1| cos(ωBt+ θ1) (S15)
σ1 = |σ1|eiθ1 =
∑
n
d∗n(t)dn+1(t). (S16)
In the equation above we have made our first crucial approximation: due to the spatial localization of WS states,
γp and νp go to zero quickly as p increases and in the nearest neighbor approximation we restrict ourselves to just
p = ±1. As a result the overlap integrals depend only on the site-to-site coherence in the WS basis, σ1 defined in
Eq. (S16). This can easily be evaluated using the Fourier space solution as:
∑
n
d∗ndn+1(t) =
1
2π
∫ pi
−pi
dkeik|d(k, t)|2 = 1
2π
∫ pi
−pi
dkeik|d(k, 0)|2 =
∑
n
d∗ndn+1(t = 0) (S17)
where we have used the property that the time evolution leaves the magnitude of d(k, t) constant [S2]. Thus {C,S}
are dependent only on the initial site to site coherence of the wave function in the WS basis. Since the specific Bloch
periodic form of ∆s(t) is not crucial to derive the above result for {C,S}, it can also include the transient part of
the trap depth evolution. In this case the initial coherence is something we control by the choice of the initial wave
function. Given a WS basis we can compute σ1 easily. Before we proceed to tackle the light field evolution a few
remarks are in order. Using the above solution in the WS basis, we can evaluate the position expectation for long
times in the nearest neighbor approximation (t≫ κ−1) as ([S2, S4]):
〈z(t)〉 − 〈z(t = 0)〉 = |σ1|z1 cos(ωBt+ θ1) + T1t sin(θ1 − φ) (S18)
with z1 = 〈ϕn|z|ϕn+1〉 and T1 = ∆s2 |σ1|γ1. The above equation clearly shows that on top of the Bloch periodic
evolution there is a constant velocity drift of magnitude (in units of lattice periods per unit time):
vt = T1 sin(θ1 − φ). (S19)
Another thing to make note of is the fact that the overlaps, {ν0, ν1}, of the function sin(2z) are smaller than the
respective overlaps for the cosine function, {γ0, γ1}. The reason for this is that sin(2z) is anti-symmetric about each
well’s center and edge whereas the WS wave function’s density and adjacent site overlaps are approximately even [S7].
Thus S is small throughout the evolution for symmetric pumping (η+ = η−) and provided we start with αs = 0. In
addition since we stay at reasonably small values of |NU0| ∼ O(κ), we can completely ignore the role of αs in the
field dynamics. In this limit the trap depth is simply given by s(t) ≈ 2U0nc(t). Let us now look at the field dynamics
for αc(t) while ignoring the sine mode:
∂tαc = −(κ− i∆+)αc + ηc. (S20)
4Using Eq. (S14), we have ∆+ = δ − u0 − u1 cos(ωBt+ θ1), where δ = ∆c −NU0, u0 = NU0γ0 and u1 = 2NU0γ1|σ1|.
For t≫ κ−1 we can solve Eq. (S20) to give:
αc(t) = ηce
−i
u1
ωB
sin(ωBt+θ1)
∫ 0
−t
dτeκτ−i(δ−u0)τ exp
(
i
u1
ωB
sin [ωBt+ ωBτ + θ1]
)
. (S21)
We can expand the exponential inside the integral in terms of Bessel functions Jn(y) using the Jacobi-Anger
expansion eiy sin(β) =
∞∑
n=−∞
Jn(y)e
inβ [S8] and compute the final result as:
αc(t) = ηce
−i
u1
ωB
sin(ωBt+θ1)
∑
n
Jn
(
u1
ωB
)
ein(ωBt+θ1)
κ− iδn , (S22)
with δn = δ0− nωB = δ− u0− nωB. Although the driving from ∆+ in our approach has only the fundamental Bloch
frequency, the atom-field non-linear interaction gives rise to harmonics of the Bloch frequency in the field response
above. Since the higher harmonics are relatively small, we will neglect them. From the above solution we can write
down the oscillating trap depth for t≫ κ−1:
s(t)
2U0
= η2c
∑
n
Jn
(
u1
ωB
)2
κ2 + δ2n
+ η2c
(
X∗s e
−i(ωBt+θ1) +Xse
i(ωBt+θ1)
)
(S23)
Xs =
∑
n
Jn
(
u1
ωB
)
Jn−1
(
u1
ωB
)
(κ− iδn)(κ+ iδn−1) = |Xs|e
−iµs (S24)
Comparing the above expression with Eq. (S7) we immediately have for the mean lattice depth:
s0 = 2U0η
2
c
∑
n
Jn
(
u1
ωB
)2
κ2 + δ2n
. (S25)
We can determine s0 by solving the above equation as a fixed point equation. It is then easy to evaluate and relate
the oscillatory parts of Eq. (S7) and Eq. (S24): ∆s = 4U0η
2
c |Xs| and φ = θ1 − µs. In this manner, given a set of
cavity parameters and an initial atomic meanfield, we can compute the trap depth and atomic dynamics as functions
of time.
Let us now compare this theory with the numerical results. We first consider the parameter regime where the cavity
field evolution is much faster than the Bloch frequency i.e. ωB ≪ {κ,N |U0|,∆c}. In this case we can approximate
δn ≈ δn±1 in Eq. (S24), which immediately implies that Xs is real and µs = 0. This gives θ1 = φ, leading to vanishing
transport velocity Eq. (S19). Thus, in contrast to the free space case [S1], irrespective of the choice of the initial
coherence (which sets θ1) for ωB ≪ κ there is no transport in agreement with results of the numerical simulation shown
in Fig. 2 of the main paper (see also Fig. S2b in this supplement). On the other hand when ωB ≫ {κ,N |U0|,∆c}, the
argument of the Bessel functions in Eq. (S24), u1/ωB ≪ 1. This leads to vanishingly small trap depth modulation
killing off transport. In the regime ωB ∼ κ these two extreme effects are absent and transport behavior can be seen
as in the paper.
For the parameter regimes in the paper where ωB ∼ κ, we still have u1/ωB < 1 as |γ1| ∼ O(10−2) due to the
localized nature of WS states. Thus we can approximate the sum over Bessel functions in Eq. (S24) by taking just
n = 0,±1. This allows us to get the following result for the trap depth modulation amplitude and phase (with real
initial wave function, giving θ1 = 0):
∆s =
4U0η
2
cJ0(
u1
ωB
)J1(
u1
ωB
)
(κ2 + δ20)
√
(κ2 + δ21)
(
κ2 + δ2−1
)2|δ0|ωB (S26)
sin(φ) =
−2κωB sign(δ0)√
(κ2 + δ21)
(
κ2 + δ2−1
) (S27)
From the form of the phase lag φ above and Eq. (S19), it is clear than we can control the sign of the transport velocity
by the sign of δ0. In Fig. S2 we compare the above analytical result for the phase lag as a function of detuning ∆c
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FIG. S2: Phase lag between the lattice amplitude modulation and atomic Bloch oscillation dynamics as a function of detuning
(a) and cavity decay (b). The red lines were computed using Eq. (S27) and the black dotted lines were extracted from numerical
simulations. Parameters are same as in Fig. 3(a) of the main paper. In (a) the phase lag changes sign at δ0 = 0, indicating that
transport velocity can be controlled by varying the detuning ∆c. In (b) as κ is varied, NU0 is scaled to maintain NU0/κ = −1
and ∆c = NU0. The phase lag is optimal for κ ∼ ωB.
and cavity damping κ with numerical simulations. For small u1/ωB, we can also truncate the sum in Eq. (S25) and
approximate s0 ≈ 2U0η2c
J0
(
u1
ωB
)
2
κ2+δ2
0
, leading to the following expression for the transport velocity:
vt = s0γ1|σ1|
J1
(
u1
ωB
)
J0
(
u1
ωB
) 4ω2Bκδ0
(κ2 + δ21)(κ
2 + δ2−1)
(S28)
At a given value of ∆c, the above expression shows that although tunnelling increases with decreasing s0, this will
not always result in larger transport as noted in the paper. When the mean lattice depth s0 is fixed, Eq. (S28) can
be used to understand the behaviour of transport velocity as a function of the detuning ∆c shown in Fig. 3a. in the
paper. Clearly the derivative of a Lorentzian-like shape of the transport velocity follows from the form of Eq. (S28).
In Fig. S3a we compare atomic dynamics calculated from the analytical method developed here with numerical
simulations presented in Fig. 2 of the main paper. The system parameters chosen are κ = 1KHz, NU0/κ = −1,
∆c = NU0 and the parameters that go into the analytical calculation are {γ0 = 0.50, γ1 = −0.04, σ1 = 0.98, θ1 = 0}.
The average cavity detuning shifted by atomic dynamics δ0 = 0.5κ is positive leading to the observed uphill transport
in Fig. S3a. In S3b we compare the transport velocity as a function of detuning calculated from numerical solutions
with the analytical calculation Eq. (S28) and find good agreement.
Finally, some comments are in order regarding the situation with imbalanced pumping (η+ 6= η−). When the sine
mode αs is also pumped by the external driving laser, the potential extrema are shifted from z = nπ, nπ/2. This
means that the WS functions will also be shifted which immediately leads to significant values of S. Thus we can no
longer ignore the sine mode dynamics. As a result it is not straightforward to extend our analytical scheme to this
situation.
Moreover, we find that large regions of the parameter space exhibit instabilities for imbalanced pumping. From our
numerical simulations, we identify the onset of unstable dynamics via two characteristic features. First, the Debye-
Waller factor |〈ei2z〉|2 quantifies the commensurability of the atomic density with the lattice period, and becomes very
small when higher momentum states become populated. Second, when αc(t) ∼ ±iαs, one can see from Eq. (S7) that
the lattice depth becomes very small in magnitude, leading to a break down of stable Bloch oscillations. In Fig. S4
we have presented a stability diagram over detuning and coupling strength, computed from our numerical simulations
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FIG. S3: In (a), mean displacement and lattice depth (inset) obtained from the numerical simulation (solid red line) is compared
to the analytical theory developed in this supplement (black dash dotted line). Other parameters are the same as in Fig. 2 of
the main paper. For the chosen parameters in (a), the cavity detuning shifted by the atomic dynamics, ∆c − NU0〈cos(2z)〉,
is positive resulting uphill transport (see text for further details). In (b) the transport velocity from the numerical simulation
(black dots), shown in Fig. 3a of the paper, is compared to the analytical theory (red solid line) given by Eq. (S28). This
demonstrates the validity of the analytical method developed here.
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FIG. S4: Stability diagram. Black curves are for balanced pumping (η+ = η−) and red are imbalanced (η+ = 2η−), with
the initial trap depth fixed to 4Er and all other parameters the same as in Fig. 2 of the main text (with κ = 2pi × 1 kHz).
Unstable regions are indicated by a ‘U’ to the right of the boundaries. The solid and dash-dotted boundaries were determined
by requiring that |αc ± iαs| and the Debye-Waller factor |〈e
i2z〉|2, respectively, become smaller than some threshold value (see
text for details).
7according to these two stability criteria. For balanced pumping (black curves), we observe two unstable regions. Both
regions show excitation of the condensate in the form of reduced Debye-Waller factors, which is a general feature of
the instabilities we have observed. The lower unstable region also shows excitation of the sine cavity mode, which we
associate with the symmetry-breaking bistability described in [S5]. For imbalanced pumping (red curves) these two
regions merge, significantly reducing the parameter space where stable dynamics occur. In future work we will extend
the above analytical method to cases with strong imbalanced pumping to understand the many types of stable and
unstable dynamics we have observed from numerical simulations [S6].
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