Abstract. In this paper, we show that all periods of periodic points forced by a pattern for interval maps are preserved for high-dimensional maps if the multidimensional perturbation is small. We also show that if an interval map has a fixed point associated with a homoclinic-like orbit then any small multidimensional perturbation has periodic points of all periods.
Introduction
For continuous interval maps, theSarkovskiȋ Theorem [9, 10] is the complete answer of the following question: Given a periodic orbit of a specified period, find the other periods of periodic orbits that must exist. One can classify patterns of orbits depending on the arithmetic ordering of the points on the real line (Definition 2.1), and consider the so-called forcing problem: Given a period-n orbit of a specified pattern, find, for any positive integer m, the patterns of period-m orbits that must exist. The forcing problem is far from being completely answered yet. So far, there are some partial results by giving such forcing relations as: A periodic cycle with a certain pattern force the existence of periodic cycles with other patterns. In fact, considering patterns characterized by one parameter, a chain of forcing relations established in [2, 3, 7, 11 ] provides a refinement of theSarkovskiȋ theorem (see also [8, Theorem 2] ). A further generalization on patterns characterized by two parameters was given in [8, Theorem 3] . For more discussions on the forcing problem, refer to [1] and [3] .
In this paper, we study the stability of forcing relations from a one-dimensional map to high dimensional ones. More precisely, let F λ be a one-parameter family of continuous maps on R ⊕ R n such that F λ (z) is continuous as a function jointly of λ and z, where λ ∈ R is a parameter, and at λ = 0, the map F 0 is of one of the following forms:
(i): F 0 (x, y) = (f (x), g(x)) ∈ R ⊕ R n , where f : R → R and g : R → R n are continuous functions;
(ii): F 0 (x, y) = (f (x), g(x, y)) ∈ R ⊕ R n , where f : R → R is continuous and g : R ⊕ R n → R n is continuous and g(R ⊕ S) ⊂ int(S) for some compact set S ⊂ R n homeomorphic to the closed unit ball in R n .
A natural question is which periods (or patterns) of periodic points for the map F λ can have, when f has a certain period (or pattern) of a periodic point and |λ| is small. For the case when g is the zero function, it was shown in [13] that if f has a periodic point of period k, then for all sufficiently small |λ|, the map F λ has a periodic point of period less than k in theSarkovskiȋ ordering.
In the present paper, we remove the constraint g = 0 and consider perturbations of a larger class of maps, including the Hénon map F b (x, y) = (a − x 2 + by, x). We show which periods of periodic points for F λ are forced by a given pattern for f . More precisely, first we show that if f has a periodic point of any given pattern A, then for all sufficiently small |λ|, the map F λ has periodic points of periods of patterns forced by A (Theorem 2.2). Second, we show that if there are two points α and β such that either f (α) ≤ α < β < f (β) < f 2 (β) and f 3 (β) ≤ α, or all inequalities reversed, then for all sufficiently small |λ|, the map F λ has periodic points of all periods (Theorem 2.3 ). In particular, one can consider the case when the map f has a fixed point associated with a homoclinic-like point (Example 6.1 ). Theorem 2.2 extends the result in [13] because of theSarkovskiȋ theorem. In the sense of multidimensional perturbations, Theorem 2.3 extends the results in [2, 7, 8] which concern a fixed point with homoclinic orbits of certain patterns, by considering the particular case when λ = 0 and g is the zero function. The covering relations approach is the main tool for the proof of our results.
The paper is organized as follows. In next section, we state precisely the main results (Theorems 2.2 and 2.3) along with the definition of patterns. In Section 3, we state theSarkovskiȋ theorem and a stability result for multidimensional perturbations. In Section 4, we recall the notion of covering relation and some related results. In Sections 5 and 6, we give the proof of Theorems 2.2 and 2.3 along with an example, respectively.
Definitions and Statement of Theorems
First of all, we set up some notations. For convenience, we will write V = R⊕R n and represent elements v ∈ V as pairs v = (x, w), where x ∈ R and w ∈ R n . In the sequel, for a map F : R × V → V, we will use the notation F λ for the partial map with fixed λ ∈ R, so F λ (v) := F (λ, v) for v ∈ V . For a subset S of a metric space, let S, int(S) and ∂S denote the closure, interior and boundary of S, respectively. Let us fix any norm · on R n . For r > 0, we denote by B n (r) the open ball of radius r centered at the origin in R n , i.e. B n (r) = {w ∈ R n : w < r}, and by C(r) the family of cylinders of the form [a, b] × B n (r). When n = 0 the above notations for V and C(r) does not make sense and we set in this case V = R and C(r) to be the set of all closed proper intervals, independent of the value of r.
Next, we define forcing relations and some basic terminologies (refer to [1] ).
Definition 2.1. We say that (P, ϕ) is a cycle if P ⊂ R is a finite nonempty set and ϕ is a cyclic permutation of P . The number of elements of P will be denoted by |P | and will be called the period of (P, ϕ). We also denote by P the smallest closed interval in R containing P . An interval is said to be proper if it contains more than one point. If f is a continuous map on R and (P, ϕ) is a cycle, we say that f has a cycle P is ϕ = f | P , the restriction of f to P . Let P be the set of all cycles in R. We define two equivalence relations in P as follows. Let (P, ϕ), (Q, ψ) ∈ P. We say that (P, ϕ) ∼ pat (Q, ψ) if and only if there exists a homeomorphism h : P → Q such that h(P ) = Q and ψ • h| P = h • ϕ| Q . If additionally h can be chosen in such a way that it preserves orientation, then we write (P, ϕ) ∼ opat (Q, ψ). The elements of the set of all equivalence classes of the relation ∼ pat (resp. ∼ opat ) in P will be called patterns (resp. oriented patterns).
If A is a pattern (resp. oriented pattern) and (P, ϕ) ∈ A we say that the cycle P has pattern A (resp. oriented pattern A) and the period of A is defined to be equal to |P | and will be denoted by |A|. An oriented pattern B is called a component of a pattern A if there exists a cycle which has both oriented pattern B and pattern A.
The forcing relations between patterns and oriented patterns are defined as follows. Let A and B be two patterns (resp. oriented patterns). We say that A forces B and write (A =⇒ Now, we state main results. The first one is that all periods of periodic points forced by a pattern for interval maps are preserved for high-dimensional maps if the multidimensional perturbation is small. The second result shows that any small multidimensional perturbation of an interval map with f (α) ≤ α < β < f (β) < f 2 (β) and f 3 (β) ≤ α has periodic points of all periods.
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3.Sarkovskiȋ order
TheSarkovskiȋ theorem [9, 10] shows the forcing relations on periods for interval maps. 
In [13] it was shown that the forcing relations on periods is stable with respect to multidimensional perturbations of 1-dim maps. The precise statement is The proof of the above theorem uses the notion of covering relation in multidimensional situation and the continuation of 1-dimensional orbits with non-zero fixed point index for multidimensional perturbations of 1-dimensional maps. This technique is recalled in Section 4.
Covering relations and continuation
In this section, we define the notion of covering relation and introduce some related results which will be used in the proof of the main results. In our presentation, we follow the one in [15] , where the results from [13] have been restated in a more readable form. 
and one of the following two conditions hold We would like to adapt the above defined notion of the relation of horizontal covering also for one-dimensional maps. 
The following result is the main tool based on covering relations, which will be used in the sequel to obtain periodic orbits.
Then there exists x ∈ int(N 0 ) such that
4.1. Nested sequences of topological horseshoes. 
)-nested sequence of topological horseshoes, then there exists an integer m(p) such that G has periodic points of all periods greater than m(p).
For example m(2) = 6 and m(5) = 30. The proof of this theorem is based on Theorem 4.3 and several arithmetical lemmas, see [13] .
but there is no implication in the reverse direction (as an example, consider the identity map). We need some condition which will guarantee the implication in the other direction. The following trivial lemma presents such a condition.
Lemma 4.7. Let I and J be closed intervals with
The following lemma is contained implicitly in the proof of Theorem 2.8.1 in [1] ; in fact, it is an immediate consequence of Lemmas 2.6.9, 2.6.10, and 2.6.12 therein. It demonstrates that a forcing relation for interval maps implies existence of a closed loop of covering relations (in the sense of Definition 4.6). 
We also need the following lemma for the proof of our main results g(x, y) ). 
Continuation. Let f, g, F λ be given as in Theorems 2.2 or 3.2 with case (i)
i=0 I i and r be a positive number greater than the maximum of g on I for case (i) and on I ⊕ S for case (ii). Then there exists λ 0 > 0 such that for |λ| < λ 0 , the map F λ has a periodic point z λ such that
The above lemma is adapted from [13, Theorem 14] in which the function g is assumed to be the zero function and the number r is set to be any positive number; the proof given there applies also here if we take r as above.
In the one-dimensional situation this lemma expresses the method of obtaining periodic points in the standard proof ofSarkovskiȋ theorem (see for example [9] , [11] ). In this case the assumption concerning the product of i 's in (4.6) can be dropped.
The proof of Theorem 2.2 and an example
First, let us observe that Theorem 3.2 is also valid for F λ satisfying the assumptions from Theorem 2.2. Namely, we have the following With this choice of r as above, the proof of Theorem 3.2 from [13] is also valid in the above situation.
y)), where f is continuous on R and g is continuous on R × S and g(R ⊕ S) ⊂ int(S), for some compact set S ⊂ R n homeomorphic to the closed unit ball in R n . If f has a periodic orbit of period k in a compact interval I, then for any number r greater then the maximum of g on I for case (i) and on I ⊕ S for case (ii), there exists
We are in position to prove the first main result. 
Proof of Theorem 2.2. Let
We set N i = K i × B n (r) and by the continuity of F λ as a function of λ, there exists 0 < λ 2 ≤ λ 1 such that for all |λ| < λ 2 ,
From Theorem 4.3, we obtain a periodic point of period m for F λ with |λ| < λ 2 .
Consider now the case a > b. It is easy to see that now we can apply Lemma 4.10 to obtain a periodic point of period m for F λ with sufficiently small |λ|.
Next, we give an example.
Example 5.2. Consider the case when f has a period-(m + k) point x 0 . Assume that the points of the orbit satisfy either
or all inequalities reversed, where x i = f i (x 0 ) for i ≥ 0. By Theorems 2 and 3 of [8] together, the set of all periods of patterns which are forced by the above pattern is N. By Theorem 2.2, for all sufficient small |λ|, the high-dimensional map F λ has periodic points of all periods.
Proof of Theorem 2.3 and an example
Proof of Theorem 2.3. We will only prove the theorem in the case when f (α) ≤ α < β < f (β) < f 2 (β) and f 3 (β) ≤ α; the proof for the case with all inequalities reversed will be similar. We set
We will show now that the map For any k > 2 there exists λ k > 0 such that for any |λ| < λ(k), the map F λ has a (2, k)-nested sequence of horseshoes. It is enough to take k = 3 and apply Theorem 4.5 with p = 2. Thus, there exists an integer M (p) such that the map F λ with |λ| < λ 3 has periodic points of all periods greater than M (p). There is a finite number of periods left and we need to continue them one by one using Lemma 4.10, which can be done by considering the following loops of covering relations for f : The following example shows that if an interval map has a fixed point associated with a homoclinic-like orbit then any small multidimensional perturbation has periodic points of all periods.
Example 6.1. Consider the case when f has a fixed point α associated with an orbit {β i } ∞ i=−∞ satisfying f (β i ) = β i+1 for all integers i, and β 3 ≤ α < β 0 < β 1 < β 2 . By Theorem 2.3, for all sufficiently small |λ|, the high-dimensional map F λ has periodic points of all periods. Notice that if, in addition, lim i→±∞ β i = α, then β 0 is a homoclinic point for α and it forces certain patterns for f ; refer to [2, 7, 8] .
