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Zusammenfassung
Hochleistungsrechner, wie Vektor- und Parallelrechner, sind in den Produktionsum-
gebungen der Forschungseinrichtungen und Universit

aten etabliert. Zwischen vielen
dieser Institutionen stehen bereits heute schnelle Datenleitungen auf der Basis des
Asynchronous Transfer Mode (ATM) zur Verf

ugung. Diese Infrastruktur er

onet neue
Perspektiven der kooperativen Nutzung der regional verteilten Ressourcen.
1 Einleitung
Die Verteilung unterschiedlicher Aufgaben auf die verschiedenen Funktionseinheiten eines
Rechners ist eine in der Datenverarbeitung

ubliche Vorgehensweise. Typischerweise han-
delt es sich dabei um eine lokale, statische Aufgabenteilung auf Ebene der Hardware. Im
Unterschied dazu bezeichnet der Begri Metacomputing die Verteilung einer Anwendung
auf zwei oder mehr Rechner, die dynamisch

uber ein externes Netzwerk gekoppelt werden,
und die Verteilung erfolgt typischerweise auf der Software-Ebene. Diesem Konzept liegen







ahigkeit der einzelnen Hardware-Komponenten akkumuliert werden, um so Pro-




onnen. Ebenso kann exibel auf







Zwei Konzepte des Metacomputing k

onnen unterschieden werden, die aber auch in Kombi-
nation denkbar sind.
 Ein Weg nutzt die funktionale Parallelit

at, die in vielen Anwendungen steckt, indem das
Programm auf die jeweils am besten geeignete Hardware verteilt wird. Dies k

onnen
Workstations, Vektorrechner oder auch massiv-parallele Rechner sein. Dieses Vorge-
hen verspricht f

ur die Zukunft hohe Gewinne in der Performance, erfordert jedoch
gegenw

artig noch erhebliche Eingrie in die existierenden Programme sowie die De-
nition einheitlicher Schnittstellen und Konzepte.
 Der zweite, naheliegendere Weg ist die Verteilung bereits per Message-Passing paral-
lelisierter Programme auf Rechner mit verteiltem Speicher. Ist eine Anwendung f

ur
eine derartige Architektur parallelisiert, bedeutet es logisch keinen Unterschied, ob
der Nachrichtenaustausch zwischen den Rechenknoten innerhalb eines Systems erfolgt
oder aber

uber eine externe Verbindung mit einer CPU in einem zweiten Rechner.
Damit verbundenen sind technische und organisatorische Probleme, die an Hand einer Pilo-
tanwendung aufgezeigt und teilweise gel

ost werden sollen. Dies ist das Ziel in dem gemein-
samen Projekt 'Verteilter massiv-paralleler Rechner' der Forschungszentrum J

ulich GmbH
(KFA) und der GMD - Forschungszentrum Informationstechnik GmbH. Als Teilprojekt Z2
wird das Projekt im Rahmen des Regionalen Testbed (RTB) NRW vom DFN-Verein seit
dem 1. September 1994 gef

ordert. Innerhalb der zweij

ahrigen Laufzeit soll eine Prototyp-
Implementierung einer verteilten Anwendung auf den beiden Parallelrechnern Intel Paragon
XP/S10 in der KFA und IBM SP2 in der GMD realisiert werden, die im Rahmen des
RTB-NRW durch eine ATM-Datenleitung mit zun

achst 34 Mbit/s verbunden sind. In dem
folgenden Abschnitt wird zun

achst die vorhandene Infrastruktur vorgestellt. Anschlieend
werden das verwendete Programm und der verteilte massiv-parallele Rechner beschrieben.
Nach dem Projektablaufplan und der Vorstellung der projektbegleitenden Arbeiten soll ein
Ausblick auf die weitere Arbeit und Entwicklung gegeben werden.
2 Infrastruktur
Das ZAM der KFA und die GMD betreiben seit mehreren Jahren Parallelrechner und Hoch-







ur das Projekt wird im ZAM eine Intel Paragon XP/S10 [1] und in der
GMD eine IBM SP2 eingesetzt. Tabelle 1 stellt die wesentlichen technischen Daten der Syste-
me einander gegen

uber. Obwohl also beide Systeme die gleiche Architektur aufweisen, zeigen








Als Teilnehmer am RTB-NRW stehen zwischen J

ulich und St. Augustin seit M

arz 1995
schnelle Datenleitungen zur Verf

ugung. Weitere Teilnehmer an diesem Testbed sind die
Standorte Aachen, Bonn und K

oln. Die Verbindung beruht auf dem Asynchronous Transfer
2
XP/S10 SP2
Anzahl CPUs 140 37
Hauptspeicher pro CPU [MBytes] 32 128
Rechenleistung pro CPU [Mops] 75 250




Tabelle 1: Technische Daten der Intel Paragon XP/S10 und der
IBM SP2
Mode (ATM) [2]. ATM ist eine neue, noch in der Standardisierung bendliche Technik, die
n

otige Hardware ist daher noch nicht f

ur alle Systeme verf

ugbar. Neben hohen Bandbrei-
ten bietet die ATM-Technologie eine Reihe von Merkmalen, die sie in besonderer Weise f

ur
Metacomputing-Anwendungen interessant macht. Die M

oglichkeit, eine 'Quality of Service'
auch f

ur Netzverbindungen zu garantieren, ohne hierf

ur teure Standleitungen schalten zu
m

ussen, hebt die externe Verbindung qualitativ auf das Niveau der internen Verbindungs-
netzwerke der Parallelrechner. Inwieweit eine ATM-Verbindung quantitativ den gestellten
Anforderungen gen





artig ist im Testbed
eine Bandbreite von 34 Mbit/s realisiert. F

ur die Zukunft existieren Optionen auf 155 und
622 Mbit/s. Unabh

angig von den RTB-Projekten werden in der GMD und im ZAM lokale
ATM-Netze betrieben und aufgebaut, die eine direkte ATM-Verbindung der Parallelrechner
gestatten sollen. Diese Infrastruktur er

onet neue Perspektiven der kooperativen Nutzung
der Systeme.
3 Das parallele Programm
Das Institut f

ur Chemie und Dynamik der Geosph

are (ICG-4) der KFA entwickelt ein Pro-
gramm (TRACE), das den Wasseru in por

osen heterogenen Medien berechnet und den
Schadstotransport in Boden und Grundwasser an Hand eines dreidimensionalen Modells
simuliert [3]. Dazu werden Ort und Zeit durch Finite-Elemente (FE) und Finite-Dierenzen
diskretisiert. Die Berechnung realistischer Gebietsgr

oen erfordert rund 10
6
FE-Knoten. Ne-
ben der Rechenzeit ist daher insbesondere der hohe Speicherplatzbedarf des Programms ein
begrenzender Faktor. Die Parallelisierung f

ur den Einsatz auf der Intel Paragon zeigt hier
einen Ausweg auf [4]. Auf der Basis des Schwarz'schen Verfahrens wird eine Gebietszerlegung
durchgef

uhrt, die es erlaubt, die so entstehenden Gebiete auf die verschiedenen Rechenkno-
ten eines Parallelrechners zu verteilen. Die aktuelle Version des Programms geht von einer
gleichm

aigen Lastverteilung aus und teilt den Prozessoren gleich groe Gebiete zu. Die
Parallelisierung erfolgte nach dem Message-Passing-Pardigma unter Verwendung der Intel
NX-Schnittstelle [5]. Zur Erleichterung der Portierung auf andere Schnittstellen wurden die
3
Intel-Befehle gekapselt und in einem Modul zusammengefat. Im Hinblick auf Methoden
und Algorithmen wird das Programm von einer Gruppe von Wissenschaftlern permanent
fortentwickelt.
4 Der verteilte massiv-parallele Rechner
Abbildung 1 zeigt das Schema des verteilten massiv-parallelen Rechners, wie er zwischen der
KFA und der GMD betrieben werden soll. Die Anwendung, das ATM-Netz und die unter-
schiedliche Hardware wurden bereits vorgestellt.
Bislang konnten sich die Rechnerhersteller weder auf eine einheitliche parallele Program-
mierschnittstelle einigen, noch unterst

utzen sie die M

oglichkeit, mit anderen Rechnern aus
einer Anwendung heraus zu kommunizieren (Remote-Message-Passing, RMP). So mu eine





at: Da es einen nicht vertretbaren Aufwand bedeutet, zwei verschiedene Pro-
grammversionen zu warten, mu auf beiden Systemen eine einheitliche parallele Pro-
grammierschnittstelle existieren.
 Transparenz: Die Befehlssyntax f

ur das Versenden oder Empfangen von Nachrichten
sollte unabh

angig vom Ort sein. Das heit auch, da die Software in der Lage sein mu,
automatisch die verschiedenen Zahlendarstellungen auf den Rechnern umzuwandeln.
 Ezienz: Die Schnittstelle soll die Kommunikationsleistung jedes Systems optimal aus-
nutzen und dies m

oglichst durch die Einf

uhrung von Prozegruppen unterst

utzen.
In dem Projekt sollen diese Ziele durch die Wahl der Bibliothek PARMACS [6] der Firma
PALLAS GmbH in Br

uhl realisiert werden. Mit der Version 6.0 war bereits eine portable
Programmierschnittstelle auf der Paragon und der SP2 vorhanden. Mit der Version 7.0 wurde
von den Projektpartnern eine aufw

artskompatible Erweiterung in Auftrag gegeben. Damit
konnten die Anforderungen der KFA und der GMD bei der Denition und Implementierung
ber

ucksichtigt werden. PARMACS 7.0 unterst

utzt die oben formulierten Anforderungen f

ur
das transparente Versenden von Nachrichten zwischen zwei Parallelrechnern. Dabei ist zu
ber

ucksichtigen, da sich die internen und die externen Kommunikationsleistungen (Band-




Das Teilprojekt Z2 wurde am 1. September 1994 begonnen und hat eine Laufzeit von zwei
Jahren. W

ahrend dieser Zeit sind 1.5 Mitarbeiter in der KFA und 0.5 in der GMD mit
den Projektarbeiten betraut. Ein Jahr nach dem Start, in der Mitte der Laufzeit des Pro-
jektes, sind bereits eine Reihe von Zwischenergebnissen erzielt worden. Eine

Ubersicht der
erreichten und angestrebten Meilensteine zeigt die untere H

alfte der Abbildung 2. Nach
4



















Abbildung 1: Der verteilte massiv-parallele Rechner { Schema
der Fertigstellung einer parallelisierten Arbeitsversion des Programms TRACE auf der Intel
Paragon wurde eine mit den PARMACS 6.0 instrumentierte Version erstellt und im Juni
1995 auf die Version 7.0 angepat. Tabelle 2 vergleicht die Laufzeiten des noch nicht ver-
teilten Programms f

ur die unterschiedlichen Bibliotheken an Hand einiger Testl

aufe auf je
4 CPUs der Paragon und der SP2 in der KFA. Der Vergleich zwischen SP2 und Paragon
Bibliothek 1 Zeitschritt[Sek.] 2 Zeitschritte[Sek.] 3 Zeitschritte[Sek.]
Intel Paragon
NX 100 162 226
PARMACS 6.0 100 163 226
PARMACS 7.0 118 178 244
IBM SP2
PARMACS 6.0 86 137 182
Tabelle 2: Laufzeiten des Programms TRACE auf 4 CPUs der Intel Paragon
und der IBM SP2 f





zeigt nur einen geringen Geschwindigkeitsgewinn von rund 20%, der jedoch auf der SP2 in





nizieren. Obwohl die reine Kommunikationsleistung der PARMACS auf dem Intel-Rechner
niedriger ist als die der NX-Bibliothek, zeigt das Programm unter der Version 6.0 innerhalb
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uberblick des Teilprojektes Z2
7.0 beobachet man Einbuen in der Gr

oenordnung von 10%. Einen genaueren Vergleich der
beiden PARMACS-Versionen mittels des Benchmark-Programms comms1 aus der GENESIS
Test-Suite [7] zeigt Tabelle 3. Die geforderte Ezienz soll in dem folgenden Release erzielt
werden. Trotzdem waren erste erfolgreiche Tests zwischen zwei Paragon-Rechnern im ZAM
Bibliothek Latenz [s] Bandbreite [MByte/s]
PARMACS 6.0 49 66
PARMACS 7.0 126 36
Tabelle 3: Vergleich der Latenz und Bandbreite der Ver-
sion 6.0 und 7.0 der PARMACS, mittels des Programms
comms1 aus der GENESIS-Suite
m

oglich, auf die das Programm verteilt wurde. Die Kopplung dieser Rechner per Ethernet
lie jedoch nur Tests der Funktionalit

at zu.
Damit sind die Arbeiten f

ur die restliche Projektzeit vorgegeben. Nach der Auslieferung der
PARMACS 7.1 im Oktober 1995 m

ussen Messungen zwischen der Intel Paragon in J

ulich
und der IBM SP2 in St. Augustin vorgenommen werden. Diese werden begleitet von lokalen
und globalen Optimierungen an dem Programm und dessen Kommunikationsstruktur. Ein
zentraler Punkt wird dabei der Lastausgleich zwischen den unterschiedlich leistungsstarken
6
Rechnern sein. Schon jetzt zeichnet sich ab, da diese Arbeiten nur dann erfolgreich sein
k






In der oberen H

alfte der Abbildung 2 sind diejenigen Arbeiten dargestellt, die im ZAM be-
gleitend zum Projekt durchgef

uhrt wurden und werden. Insbesondere f

ur die kommenden
Meilensteine stellen diese Arbeiten die n

otigen Hilfsmittel zur Verf

ugung. Das Kommunika-
tionsverhalten und die Interpretation der Ergebnisse sind derart komplex, da graphische
Hilfsmittel hierf

ur unabdingbar sind. Die Fehlersuche, Optimierung und auch die Lastver-
teilung werden durch die im ZAM entwickelte X Window basierte Visualisierungsumgebung
PARvis unterst

utzt. PARvis gestattet es beispielsweise, einzelne Nachrichten, wie in Abbil-
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                
Abbildung 3: Beispiel einer PARvis-Darstellung des Programms TRACE
auf 4 CPUs
dung 3 von Knoten 0 an Knoten 3, auszuw

ahlen und die Nachrichtenl

ange, -Kennung und
Bandbreite zu messen und darzustellen. Eine ausf

uhrliche Darstellung der umfangreichen
7
M
oglichkeiten von PARvis ndet man in [8]. Zur Interpretation und Visualisierung der Ge-
bietszerlegung und der numerischen Ergebnisse entsteht eine Umgebung unter der Software
AVS [9]. Die Abbildungen 3 und 4 pr

asentieren zwei Darstellungen der beiden Tools. Weitere
Abbildung 4: Darstellung der Gebietszerlegung f

ur 3 Gebiete
Arbeiten (zum Beispiel von Frau Wiesenthal) sollen an der Anwendung TRACE neue Stra-
tegien zur Lastverteilung auf die heterogene Hardware { CPUs und Verbindungsnetzwerke{
entwickeln. Die Erzeugung unterschiedlich groer Gebiete deutet sich hier als L

osungsweg
an. Langfristig werden neue Programmierkonzepte zum heterogenen Rechnen entworfen und
realisiert werden.
7 Zusammenfassung und Ausblick
Im Rahmen des Teilprojektes Z2 'Verteilter massiv-paralleler Rechner' sind zur Mitte der
Laufzeit die Grundlagen, Konzepte und Hilfsmittel erarbeitet worden, die die Voraussetzun-
gen daf

ur liefern, da die Anwendung TRACE prototypisch auf die zwei Rechner verteilt
8
werden kann. Die Erfahrungen, die dabei bislang gesammelt wurden, zeigen, da der ent-
scheidende Punkt in der zweiten H

alfte des Projektes die Anbindung der beiden Rechner
Intel Paragon und IBM SP2 an die Hochleistungsdatenleitung sein wird. Die drei Niveaus der
Kommunikationsleistungen, rund 90, 4 und 34 MByte/s f

ur Paragon, ATM und SP2 stellen
die technische Herausforderung dar. Abbildung 5 veranschaulicht den Status und die m

ogli-
che Entwicklung der Kommunikationsstrecke, indem die internen und externen Bandbreiten





































Abbildung 5: Status und m

ogliche Entwicklung der Kommunikationsstrecke
zwischen Paragon und SP2
auf der ATM-Technik aufzubauen. Dazu werden sowohl im ZAM als auch in der GMD lokale
ATM-Netze aufgebaut, die den direkten Zugang ins Testbed erlauben sollen. Auf der Seite
der Paragon wird an der Beschaung einer ATM-Hardware f

ur diesen Rechner gearbeitet,
da die existierenden FDDI- und Ethernet-Schnittstellen den Anforderungen nicht gen

ugen.
Die SP2 der GMD ist bereits mit einer ATM-Karte ausger

ustet. Hemmend erweist sich die





ankt und die die Verwendung des Protokolls TCP/IP n

otig
macht. Der daraus resultierende Overhead beeinut insbesondere die Latenz so negativ,





te. Mittelfristig ist zudem eine Erh

ohung der Bandbreite im Testbed auf 155 bzw., wie in
Abbildung 5 dargestellt, 622 Mbit/s w






oenordnung der rechnerinternen Leistungsdaten zu kommen.
Neben den programmiertechnischen Aspekten ist die Frage der Betriebsmittelverwaltung
f

ur den beschriebenen Metacomputer zu untersuchen. Es mu sichergestellt sein, da zur
vorgesehenen Laufzeit des Programms die notwendigen Ressourcen sowohl auf den beiden
Rechnern als auch im Netz zur Verf

ugung stehen. In der Testphase werden diese Bedin-
gungen auf der Basis expliziter Absprachen erf

ullt werden. Es sollen aber Perspektiven und
Strategien entwickelt werden, welche auch die automatische Ausf





Uberlegungen die Verteilung von Programmen auf eine he-
terogene Hardware unter funktionalen Aspekten betreen. Dieser Weg verspricht mebare
9
Beschleunigungen bei der Ausf

uhrung der Programme, die bei der vorgestellten transpa-
renten Verteilung nur schwer erzielt werden d

urften. Auch TRACE wird in seinen weiteren
Entwicklungsstufen diese M

oglichkeit bieten. Mit der Ber

ucksichtigung des Teilchentranspor-
tes im Modell kommt eine neue Komponente hinzu, die lose gekoppelt auf einer geeigneten
Architektur gerechnet werden kann, w

ahrend der Wasseru sehr gut auf einem Rechner wie
der Intel Paragon l

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