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ABSTRACT
We present the implementation of an implicit-explicit (IMEX) Runge-Kutta numerical
scheme for general relativistic hydrodynamics coupled to an optically thick radiation field
in two existing GR-(magneto)hydrodynamics codes. We argue that the necessity of such an
improvement arises naturally in most astrophysically relevant regimes where the optical thick-
ness is high as the equations become stiff. By performing several simple one dimensional tests
we verify the codes’ new ability to deal with this stiffness and show consistency. Then, still in
one spatial dimension, we compute a luminosity versus accretion rate diagram for the setup
of spherical accretion onto a Schwarzschild black hole and find good agreement with previ-
ous work which included more radiation processes than we currently have available. Lastly,
we revisit the supersonic Bondi Hoyle Lyttleton (BHL) accretion in two dimensions where
we can now present simulations of realistic temperatures, down to T ∼ 106 K or less. Here
we find that radiation pressure plays an important role, but also that these highly dynami-
cal set-ups push our approximate treatment towards the limit of physical applicability. The
main features of radiation hydrodynamics BHL flows manifest as (i) an effective adiabatic in-
dex approaching γeff ∼ 4/3; (ii) accretion rates two orders of magnitude lower than without
radiation pressure, but still super-Eddington; (iii) luminosity estimates around the Edding-
ton limit, hence with an overall radiative efficiency as small as η
BHL
∼ 10
−2; (iv) strong
departures from thermal equilibrium in shocked regions; (v) no appearance of the flip-flop in-
stability. We conclude that the current optically thick approximation to the radiation transfer
does give physically substantial improvements over the pure hydro also in set-ups departing
from equilibrium, and, once accompanied by an optically thin treatment, is likely to provide a
fundamental tool for investigating accretion flows in a large variety of astrophysical systems.
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1 INTRODUCTION
The field of numerical relativistic hydrodynamics has recently seen
much progress in treating astrophysical systems under more and
more realistic conditions. Because of the large computational costs
involved, the inclusion of multi-dimensional general relativistic
radiation hydrodynamics (GR-RHD) has been postponed for a long
time, with the remarkable exception of neutrino transport in the
context of supernovae simulations [see Lentz et al. (2012) and ref-
erences therein]. However, due to the increasing power of super-
computers, the situation has started changing significantly in the
last few years, and the inclusion of a photon-field is no longer re-
garded as a remote possibility.
This delay has, however, not been due to the fact that dynam-
ical radiation fields are not regarded as a main ingredient, rather
it is the inherent difficulty of solving the radiation transfer equa-
⋆ croedig@aei.mpg.de
tion1. The cooling time-scales of a dynamical fluid may easily vary
over several orders of magnitude within the computational domain.
This then leads to characteristic propagation speeds for the pho-
tons in optically thin regions that are much higher than the cou-
pled fluid/photon speeds in optically thick regions. Not only are
time-scales vastly different, but also additional spatial resolution
is required whenever the coupling to the photon field induces small
scale instabilities and turbulence. In addition, surfaces of astrophys-
ical structures are typically not in local thermal equilibrium (LTE)
and can cool very efficiently, usually on much shorter time scales
than the dynamical ones. This problem becomes particularly se-
vere when performing global simulations of astrophysical systems
in which the principal force is gravity. In these cases, the spatial do-
1 See Pomraning (1973) and Mihalas & Mihalas (1984) for a comprehen-
sive treatment of radiation hydrodynamics and Schweizer (1988) for the
extension to the relativistic case.
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main must firstly be large enough to contain the entire astrophysical
structure and secondly, it needs to resolve the influence of gravity2.
Any such multi-scale problem is numerically extremely costly
and it is thus important to formulate efficient algorithms that in-
clude at least a leading order approximation to the various physics
while still remaining computationally affordable. One of the most
successful strategies was, and still is, represented by the so called
projected symmetric trace-free (PSTF) moment formalism intro-
duced by Thorne (1981). By defining moments of the radiation
field similarly to how density, momentum and pressure of a fluid
are defined as velocity moments of the corresponding distribution
function, such a formalism provides an accurate, though still rea-
sonably cheap, approximation to the solution of the radiation trans-
fer equations. This approach is particularly appealing in the case
of an optically thick medium, characterized by a strong coupling
between matter and radiation. Farris et al. (2008) were first to un-
dertake the implementation of the corresponding radiation hydro-
dynamics equations in a general relativistic framework. A further
step has been taken by Shibata et al. (2011), who adopted the vari-
able Eddington factor approach of Levermore (1984) to solve the
relativistic radiation-hydrodynamics equations both in the optically
thin and in the optically thick limit. This represents a significant
progress with respect to simplified treatments, where effective cool-
ing functions are introduced.
In spite of all this progress, major numerical difficulties still
prevent the application of such schemes to realistic astrophysical
systems; one of them being the presence of stiff source terms.
For example, in Zanotti et al. (2011) (hereafter paperI), after im-
plementing and testing the framework suggested by Farris et al.
(2008), we studied the Bondi Hoyle Lyttleton (BHL) accretion flow
onto a black hole, but we could only treat unrealistically high fluid
temperatures of the order of ∼ 109 K or above. Though simpli-
fied, the BHL flow can effectively help our understanding of those
compact sources accreting matter with a reduced amount of angu-
lar momentum, and is currently applied to the study of both High
Mass X-ray Binaries (Hadrava & ˇCechura 2012) and of the merg-
ing of supermassive black hole binaries [see Pfeiffer (2012) and
references therein].
In this paper, we address the problem of treating the optically
thick regime compatible with the conservative formulation used
in Eulerian GR-MHD codes, while at the same time coping with
the stiffness of the source terms. As a stiff solver, we choose the
implicit-explicit (IMEX) scheme by Pareschi & Russo (2005), im-
plement it in both WHISKY3 and ECHO4, and test the codes against
each other. As the two codes contain internal differences, such as
scheduling and general infrastructure, it is very useful to validate
them both at this stage, even though the main part of the simula-
tions shown in this paper are performed with ECHO, because of its
spherical, non-uniform grid5.
The paper is organized as follows. In Sec. 2 we describe the
treatment of the radiation stiff source terms. We detail an IMEX
Runge Kutta scheme as our time integration stiff-solver. Sec. 3
presents the verification of our new scheme through a selected sam-
ple of stiff shock tube problems. Turning towards astrophysical ap-
plications, we first present in Sec. 4 the results for spherical accre-
2 A complementary approach, which is not covered here, is to model not
a global system, but only a small, representative region e.g. a shearing box.
3 www.whiskycode.org
4 Del Zanna et al. (2007)
5 WHISKY uses Cartesian adaptive mesh refinement, which is less suited
for spherical models.
tion in a regime that was constructed to be particularly challenging
for the numerics. We also present a physical Michel solution and
compare it with previous results. Abandoning spherical symmetry,
we devote Sec. 5 to the study of the radiation hydrodynamics of
BHL accretion in two dimensions. Finally, in Sec. 6 we offer a brief
summary and our conclusions.
Throughout the paper, we set the speed of light c = 1, and the
gravitational constant G to a pure number. We extend the geometric
units by setting mp/kB = 1, where mp is the mass of the proton,
while kB is the Boltzmann constant. However, we have maintained
c, G, and kB in a explicit form in those expressions of particular
physical interest. We refer the interested reader to Appendix A of
paperI for the system of extended geometrized units.
2 RADIATION HYDRODYNAMICS IN THE STIFF
REGIME
2.1 Formulation of the GR-RHD equations
In this section, we first review the set of equations that we use to ap-
proximate general relativistic radiation–hydrodynamics in the dif-
fusion limit, as derived in Farris et al. (2008) and already imple-
mented and verified in paperI. The properties of the fluid immersed
in the radiation field are described by the momentum-energy tensor,
which is given by
Tαβ = Tαβm + T
αβ
r , (1)
and comprises a matter contribution
Tαβm = ρhu
αuβ + Pg αβ , (2)
and a radiation contribution
Tαβr =
1
c
∫
IνN
αNβdνdΩ , (3)
where gαβ is the metric of the spacetime, uα is the four-velocity of
the fluid, ρ, h = 1 + ǫ + P/ρ, ǫ, and P are the rest-mass density,
the specific enthalpy, the specific internal energy, and the thermal
pressure, respectively, while Iν = Iν(xα, N i, ν) is the specific in-
tensity of the radiation. We note that Nα defines propagation direc-
tion of the photon with frequency ν, while dΩ is the infinitesimal
solid angle around Nα. All of these quantities are measured in the
comoving frame of the fluid. The thermal pressure is related to ρ
and ǫ through an equation of state (EoS), which we take to be that
of the ideal-gas, with constant adiabatic index γ, i.e.
P = ρǫ(γ − 1) . (4)
In terms of the moments of the radiation field (Thorne 1981),
the radiation energy-momentum tensor Tαβr can be rewritten as
(Hsieh & Spiegel 1976)
Tαβr = (Er + Pr)uαuβ + Fαr uβ + uαF βr + Prgαβ , (5)
where Er and Pr are the radiation energy density and pressure,
respectively. We make the additional assumption that the radiation
field is approximately isotropic, in the sense that Pr = Er/3, while
the radiation flux is not constrained to zero, but is allowed to take
small values such that F ir /Er ≪ 1. Thus the equations governing
the evolution of the system are:
∇α(ρuα) = 0, (6)
∇αTαβ = 0, (7)
∇αTαβr = −Gβr , (8)
c© 0000 RAS, MNRAS 000, 000–000
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whereGαr = Gαr (I, χt, χs), called the radiation four-force density,
depends on the specific intensity and on the opacities of the matter
interaction. As in paperI, we drop all frequency dependencies and
allow for small deviations from LTE. We consider bremsstrahlung
and Thomson scattering (i.e. χt and χs) as processes of absorption
and scattering. Using the Planck function, B˜, it is then possible
to write the radiation four-force in covariant form as (Farris et al.
2008)
Gαr = χ
t(Er − 4πB˜)uα + (χt + χs)Fαr . (9)
In Eq. (9) we have introduced the equilibrium black-body intensity
4πB˜ = aradT
4
fluid, where Tfluid is the temperature of the fluid and
arad is the radiation constant. We estimate the temperature from the
ideal-gas EoS via the expression
Tfluid =
mp
kB
P
ρ
, (10)
where, kB is the Boltzmann constant and mp the rest-mass of the
proton. We stress that the method allows for deviations from ther-
mal equilibrium, namely with Er 6= 4πB˜. As shown in paperI,
after adopting the 3 + 1 split of spacetime (Arnowitt et al. 1962)
the GR-RHD equations can be written in conservative form as
∂tU + ∂iF
i = S , (11)
where the vector of conserved variables U and the fluxes F i are
given by
U ≡ √È


D
Sj
U
Ur
(Sr)j


, F i ≡ √È


αviD − βiD
αW ij − βiSj
αSi − βiU
αSir − βiUr
α(Rr)
i
j − βi(Sr)j


,
(12)
while the sources are
S ≡ √È


0
1
2
αW ik∂jÈik + Si∂jβ
i − U∂jα+ α(Gr)j
1
2
W ikβj∂jÈik +Wi
j∂jβ
i − Sj∂jα+ α2Gtr
1
2
Rikr β
j∂jÈik + (Rr)
j
i∂jβ
i − Sjr ∂jα− α2Gtr
1
2
αRikr ∂jÈik + (Sr)i∂jβ
i − Ur∂jα− α(Gr)j


.
(13)
We note that α, β, and È are the lapse, the shift, and the deter-
minant of the spatial metric, respectively, while vi and Γ are the
three-velocity and the Lorentz factor of the fluid with respect to
the Eulerian observer. In the Eqs. (12) and (13) several more terms
have been defined, which we report below for completeness (c.f.
paperI for more details):
W ij ≡ ρhΓ2vi vj + P Èij , (14)
Si ≡ ρhΓ2vi, (15)
U ≡ ρhΓ2 − P , (16)
Rijr =
4
3
ErΓ
2vivj + Γ(f irv
j + f jr v
i) + PrÈij , (17)
Sir =
4
3
ErΓ
2vi + Γ(αF tr v
i + f ir ) , (18)
Ur =
4
3
ErΓ
2 + 2αΓF tr − Er
3
, (19)
F tr =
viF
i
r
α− βivi =
vif
i
r
α
. (20)
2.2 Description of the IMEX scheme for radiation
hydrodynamics
2.2.1 General concepts
A relevant feature of the radiation hydrodynamics equations (11)
is that they contain sources for the radiation field that may easily
become stiff, depending on the physical conditions under consid-
eration. When stiffness is treated by resorting to implicit-explicit
(IMEX) Runge-Kutta (RK) schemes6, it is important to split the
conservative variables U in two subsets {X ,Y }, with {X} con-
taining the variables that are affected by stiffness, and {Y } con-
taining those that are not. IMEX Runge-Kutta methods are based
on an implicit discretisation for the stiff terms and on an explicit
one for the non-stiff terms. They have been extensively discussed
in a series of papers by Pareschi & Russo (2005), and some re-
cent applications have been presented in special relativistic re-
sistive MHD by Palenzuela et al. (2009), in general relativistic
force-free electrodynamics by Alic et al. (2012) and in general rel-
ativistic resistive MHD by Bucciantini & Del Zanna (2012) and
by Dionysopoulou et al. (2012). In full generality, the hyperbolic
equations for the two sets of variables {X ,Y } are split as
∂tY = FY (X ,Y ) , (21)
∂tX = FX(X ,Y ) +RX(X ,Y ) , (22)
where the operator FY contains both the first spatial derivatives of
Y and non-stiff source terms, the operator FX contains both the
first spatial derivatives of X and non-stiff source terms, while the
operator RX contains the stiff source terms affecting the variables
X . Each Runge-Kutta sub-stage of the IMEX scheme can be di-
vided in two parts.
(i) In the first part, the explicit intermediate values
{X∗,i,Y ∗,i} of each sub-stage i are computed as
Y
∗,i = Y n +∆t
i−1∑
j=1
a˜ijFY [U
(j)] , (23)
X
∗,i = Xn +∆t
i−1∑
j=1
a˜ijFX [U
(j)] + ∆t
i−1∑
j=1
aijRX [U
(j)] ,
(24)
where one might note that the summation stops at (i − 1), in or-
der to avoid the appearance of the implicit terms at this stage. The
6 An alternative approach to solve the special relativistic RHD equations
in a moderately stiff regime has been considered in one-dimensional La-
grangian simulations by Dumbser et al. (2012).
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matrices (a˜ij) and (aij) are ν × ν square matrices. In this paper,
we use ν = 4 (see also Appendix B), whereas, in general, the ma-
trix coefficients and dimensions change with the desired number of
stages7 (Pareschi & Russo 2005).
(ii) In the second part, the non-stiff variables are directly ad-
vanced to the status of sub-stage Runge-Kutta variables, namely
Y
(i) = Y ∗,i , (25)
while the stiff variables need to be corrected as
X
(i) = M(Y ∗,i)
[
X
∗,i + aii∆tKX(Y
∗,i)
]
. (26)
The vector KX(Y ) on the right hand side of Eq. (26), which does
not depend on the stiff variables X , results from the decomposition
of RX(X ,Y ) as
RX(X ,Y ) = A(Y )X +KX(Y ) , (27)
while the matrix M is given by (Palenzuela et al. 2009)8
M(Y ∗,i) =
[
I − aii∆tA(Y ∗,i)
]−1
, (28)
where I is the identity matrix.
For each RK sub-stage, {X(i),Y (i)} is computed as described
above, and finally the time-update is performed as
U
n+1 = Un +∆t
ν∑
i=1
w˜iF [U
(i)] + ∆t
ν∑
i=1
wiR[U
(i)] , (29)
where w˜i and ωi are coefficient vectors. In most of the applications
presented in this paper, we have adopted the SSP3(4, 3, 3) (Strong
Stability Preserving of order three) IMEX Runge-Kutta scheme.
The notation SSPk(s, σ, p) is adopted to specify the order of the
SSP scheme (k), the number of stages of the implicit scheme (s),
the number of stages of the explicit scheme (σ), and the order of the
IMEX scheme (p) (Pareschi & Russo 2005). The coefficient tables
employed in this paper are listed in the Appendix B.
2.2.2 Specification to radiation hydrodynamics
Because of the complexity of the GR-RHD equations, isolating the
term (or the terms) that are responsible for the stiffness is not a triv-
ial task, although we can certainly say that such terms are contained
in the radiation four-force Gαr . According to the logic of the IMEX
scheme just described, we identify {X} with the radiation hydro-
dynamical variables {Ur, (Sr)j} that are affected by stiffness, and
{Y } with {D, Sj , U}, that remain unaffected.
As highlighted above, the IMEX scheme requires the stiff
source terms RX to be decomposed according to Eq. (27). We
therefore write the radiation four-force Gαr in terms of the con-
servative variables of the radiation field. To this extent, we rewrite
Eq. (18) and Eq. (19) to find the radiation energy density Er and
the fluxes Fαr in terms of Ur and (Sr)i as
Er = −3Γ2W
[
2(Sr)kv
k + Ur(1/Γ
2 − 2)
]
, (30)
F tr =
Γ
α
W
[
−4Ur(Γ2 − 1) + (4Γ2 − 1)(Sr)kvk
]
, (31)
(fr)i =
(Sr)i
Γ
− 4
3
ErΓvi − α(Fr)tvi , (32)
7 Note that the global order of an IMEX scheme does not uniquely deter-
mine the number of sub-stages.
8 We stress that the form of M given by Eq. (28) is only valid for the
decomposition as done in Eq. (27).
where W = 1/(1 + 2Γ2). In this way, and after some simple alge-
bra, we can rewrite the radiation four force as
Gtr = − Γ
α
[
χtarT
4
fluid + Ur(2χ
s(1− 3W )− χt) + (Sr)kvk(χt + χs(3W − 2))
]
, (33)
(Gr)i = − χtarT 4fluidviΓ + (χ
t + χs)
Γ
(Sr)i + UrΓvi
[
χt(1− 4W ) + 2χs(W − 1)]+ (Sr)kvkΓvi [χt(2W − 1) + χs(2−W )] .
(34)
We note that the right hand sides of (33) and (34) do not con-
tain the set of variables {Y }, while they do contain the conserved
variables {X}, which always appear with a multiplication factor
containing either χt or χs. This is an indication that, depending
on the values assumed by the opacities, such source terms may be-
come stiff, but only for the radiation variables. This means that
the vector of sources given by Eq. (13) will be split in two parts,
S = Se + Si. The first one,
Se ≡
√
È


0
1
2
αW ik∂jÈik + Si∂jβ
i − U∂jα+ α(Gr)j
1
2
W ikβj∂jÈik +Wi
j∂jβ
i − Sj∂jα+ α2Gtr
1
2
Rikr β
j∂jÈik + (Rr)
j
i∂jβ
i − Sjr ∂jα
1
2
αRikr ∂jÈik + (Sr)i∂jβ
i − Ur∂jα


,
(35)
will be absorbed into the operators FY and FX in Eqs. (21)
and (22), because it does not contain stiff terms. The second part,
on the other hand, which contains the genuinely stiff terms for the
c© 0000 RAS, MNRAS 000, 000–000
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radiation variables {X}, is
Si ≡
√
È


0
0
0
−α2Gtr
−α(Gr)j


, (36)
and its non-zero components are identified with RX(X ,Y ) in
Eq. (22). After using Eq. (33) and Eq. (34), it is possible to further
decompose RX as prescribed by Eq. (27) as

 −α2Gtr
−α(Gr)j

 = A(Y )

 Ur
(Sr)j

+

 αΓχtarT 4fluid
αΓχtarT
4
fluidvj

 ,
(37)
where the coefficients of the matrix A(Y ) are specified in the
Appendix B. The components of the vector KX (the second term
on the right hand side of Eq. (37)) do not depend on the stiff
variables X , but only on the temperature Tfluid. We note that, in
the actual implementation of the IMEX Runge-Kutta scheme, the
correction to the implicit variables X(i) dictated by Eq. (26) is
performed when the conversion from the conservative variables U
to the primitive variables is performed.
2.3 Numerical tools
For reasons of flexibility, cross-verification and in view of future
projects, we have implemented the GR-RHD equations in their
IMEX version in two different numerical codes.
The first one is a modification of the WHISKY code, which
implements the general relativistic resistive magnetohydrodynam-
ics formalism WHISKYRMHD (Dionysopoulou et al. 2012). We
use the numerical methods provided by the original WHISKY
code documented in (Baiotti et al. 2003; Giacomazzo & Rezzolla
2007), namely an HLLE approximate Riemann solver and a sec-
ond order TVD slope limiter method for the reconstruction of
the primitives. The infrastructure as well as the solution of the
Einstein equations is provided by the Cactus Computational
Toolkit (Lo¨ffler et al. 2012). The implementation of the GR-RHD
equations in WHISKYRMHD required modifications mainly in the
sources and the routine which recovers the primitives from the con-
servative variables. In order to deal with the stiffness of the source
terms, we have modified the MoL thorn (part of Einstein Toolkit9),
by including second and third-order IMEX Runge-Kutta time inte-
grators.
The second code is based on ECHO (Del Zanna et al. 2007),
which provides a numerical platform for the solution of the
GRMHD equations in stationary background spacetimes10. It em-
ploys a high-order shock-capturing Godunov scheme with a two-
waves HLL Riemann solver, while the spatial reconstruction of
the primitive variables can be obtained by linear and non-linear
9 The Einstein Toolkit: A Community Computational Infrastructure for Relativistic Astrophysics
(cac)
10 See also Bucciantini & Del Zanna (2011) for a recent extension of
ECHO to dynamical spacetimes within the conformally flat approximation.
methods. Time integration is possible in either second or third-
order IMEX Runge-Kutta. Previously in paperI, ECHO had been
extended to allow the solution of the non-stiff GR-RHD equations
in the optically thick regime.
In both WHISKY and ECHO, our implementation of the stiff
GR-RHD equations does not allow for a treatment of the optically
thin regime. Therefore, all the tests and applications described in
this paper are limited to the optically thick regime, while we post-
pone an accurate analysis of the variable Eddington factor approach
to a future work.
Finally, we note that the increase of computational cost when
changing from an explicit RK of order k to a RK-IMEX of the same
order k is approximately given by the ratio of the number of sub-
stages required by the IMEX to the number of sub-stages required
by the explicit RK. For the SSP3-IMEX scheme, compared to the
explicit RK3, such a nominal ratio is given by 5/3 ∼ 1.67 and
in both our implementations we have measured an effective factor
∼ 1.8 increase.
3 VERIFICATION OF THE SCHEME
In paperI we had considered a number of shock-tube tests in
which nonlinear radiation-hydrodynamic waves propagate. The
semi-analytic solution that is used for comparison with the numer-
ical one has been obtained following the strategy of Farris et al.
(2008), and it requires the solution of the following system of ordi-
nary differential equations
dxU(P) = S(P) , (38)
where
P =


ρ
P
ux
Er
F xr

 , U =


ρux
T 0x
T xx
T 0xr
T xxr

 , S =


0
0
0
−G0r
−Gxr

 .
U1, U2 and U3 are constant in x, while only T 0xr and T xxr need to
be solved for. These tests can be used to monitor the ability of the
code to deal with the stiff regime, by simply increasing the thermal
opacity κtg (the scattering opacity κsg is set to zero). When this is
done, the semi-analytic solution of the ODE system (38) can be ob-
tained with an ODE solver for stiff systems (Press et al. 1992). The
initial states of the two tests that we have considered are reported in
Table 1 and are chosen in such a way that the discontinuity front at
x = 0 remains stationary, namely it is comoving with the Eulerian
observer. LTE is assumed at both ends x = ±X , withX = 20, and
this is obtained by adopting a fictitious value of the radiation con-
stant arad, namely arad = Er,L/T 4L, which is then used to compute
Er,R = aradT
4
R (here the indices L and R indicate the “left” and
“right” states, respectively). We note that tests No. 1 and 2 in Ta-
ble 1 are the same of tests No. 3 and 4 in Table 1 of Zanotti et al.
(2011), apart for the value of κtg , which controls the stiffness of the
problem. After setting 800 grid-points in the x direction, we have
increased the value of κtg to the maximum value affordable by the
numerical scheme, while keeping the CCFL parameter unchanged
and equal to 0.25. For example, κtg has been increased from 0.3
to 25.0 in test No. 1, and from 0.08 to 0.7 in test No. 2. Each test
is evolved in time until stationarity is reached, and the results are
shown in Figure 1, where the numerical solution is compared to the
semi-analytic one in the two cases considered.
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Table 1. DESCRIPTION OF THE INITIAL DATA - in the shock-tube tests with radiation field. The different columns refer respectively to: the test considered,
the adiabatic index, the radiation constant and the thermal opacity. Also reported are the rest-mass density, pressure, velocity and radiation energy density in
the “left” (L) and “right” (R) states.
Model γ arad κtg ρL PL uxL Er,L ρR PR uxR Er,R
1 2 1.543 × 10−7 25 1.0 60.0 10.0 2.0 8.0 2.34× 103 1.25 1.14 × 103
2 5/3 1.388 × 108 0.7 1.0 6.0× 10−3 0.69 0.18 3.65 3.59× 10−2 0.189 1.3
3 2 1.543 × 10−7 1000 1.0 60.0 1.25 2.0 1.0 60.0 1.10 2.0
Figure 1. SHOCK TUBES - Solution of the test No. 1 (left panel) and No. 2 (right panel). From top to bottom the panels report the rest-mass density, the
velocity and the radiation energy density. In both cases 800 grid-points have been used with CCFL = 0.25 and RKIMEX2. The tests are performed with the
WHISKY code, employing TVD reconstruction and minmod limiter.
It should also be noted that shock tube problems do not rep-
resent an ideal set-up to highlight the ability of the scheme in han-
dling the stiffness of the source terms, since strong discontinuities
are by themselves a challenge for any numerical method. As a re-
sult, we have performed an additional and peculiar shock tube prob-
lem, test No. 3, which has equal left and right states, except for the
velocity. In this case, two shock waves propagate in opposite di-
rection, no stationary solution is obtained, but a much higher value
of κtg can be used, namely κtg = 1000. Figure 2 reports the cor-
responding solution at time t = 15, and also shows the very good
agreement between the results obtained with WHISKY and ECHO.
4 SPHERICAL ACCRETION
Having introduced the numerical tools for the treatment of the stiff
source terms typical of GR-RHD, we now focus on a problem
that has been the subject of several astrophysical analyses, namely
spherical accretion onto a black hole. In the first part of this §, we
present an additional test of our numerical scheme, brought in the
stiff regime by assuming unphysically large cross-sections. On the
other hand, in the second part, we choose physical parameters to
model the solution by Michel (1972) in an astrophysical context.
Transonic accretion onto a non-rotating black hole in the
presence of an isotropic radiation field has been studied in great
detail by several research groups over the years. In the opti-
Figure 2. SHOCK TUBES - Solution of the test No. 3 at time t = 15.
From top to bottom the panels report the rest-mass density, the velocity and
the radiation energy density. In both cases 800 grid-points have been used
with CCFL = 0.25 and RKIMEX2. The tests are performed with both the
WHISKY and ECHO codes, employing TVD reconstruction and MC limiter.
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cally thick regime, the stationary solution was investigated under
different approximations and by focusing on different emission
mechanisms by Maraschi et al. (1974), Kafka & Me´sza´ros (1976),
Vitello (1978), Gillman & Stellingwerf (1980), Flammang (1982),
Nobili et al. (1991). The time dependent solution, was considered
by Gilden & Wheeler (1980) and Zampieri et al. (1996). The lat-
ter, in particular, solved via a Lagrangian code the radiation trans-
fer equations using the PSTF moment formalism11, truncated at
the first two moment equations. Because of the limiting approx-
imations assumed, and in particular because of the lack of Comp-
tonization effects, our analysis should not be regarded as an attempt
to improve with respect to the above mentioned works, but rather as
a preliminary study in view of further developments. We also note
that multidimensional simulations with an Eulerian code have been
recently performed by Fragile et al. (2012) obtaining promising re-
sults.
Our initial conditions are given by the fluid spherically sym-
metric transonic solution of Michel (1972), which is stationary in
the absence of a radiation field. The free parameters of the fluid
solution are the critical radius rc and the rest mass density at the
critical radius ρc. We choose a black hole with mass M = 2.5M⊙ ,
while the adiabatic index of the fluid is γ = 4/3. The initial radi-
ation field is initialized to a negligible energy density, while radia-
tion fluxes are set to zero. As a first test, aimed at showing the abil-
ity of the numerical scheme in handling the stiff regime, we have
considered an unphysical setup with ρc = 0.02, rc = 8.0, and a
high uniform value of the thermal opacity, κtg = 1015. The test is
performed in Boyer-Lindquist coordinates with 2.5 < r < 200 us-
ing N = 300 radial grid points. The SSP3-IMEX scheme has been
adopted, with the MC limiter for the spatial reconstruction. Figure 3
shows the profiles of the rest-mass density, the radial velocity and
the radiation energy density (from top to bottom) at time t = 1000.
We stress that, if the IMEX scheme is not available, and the evo-
lution is performed through a fully explicit Runge-Kutta scheme,
this test can be successfully repeated at the same CCFL = 0.2 only
with a value of κtg∼<1.
Having done that, we have concentrated on a sequence of more
realistic models, all of them with ρc = 9.88 × 10−9cgs, but with
different critical radii, chosen in the range between rc = 800 and
rc = 7000, in order to control the accretion rate. The test is per-
formed in Kerr-Schild coordinates with 1.0 < r < 1000 using
N = 3200 radial grid points The evolution is stopped when sta-
tionarity in the L2−norms of all of the variables has been reached,
which may require a final time as long as t = 400000 in code units.
The scheme employed is the SSP3-IMEX, with MC limiter.
Special attention has to be paid to the boundary conditions
at the outer radial grid point, for which we have followed closely
the discussion presented by Nobili et al. (1991). In particular, ze-
roth order extrapolation (copy of variables) is adopted for the gas
pressure and for the density. This guarantees that the tempera-
ture has zero gradient. At the same time we want to make sure
that at large radii the radiation field streams radially, namely that
E ∝ fr ∝ r−2. This translates into the condition
d lnE
d ln r
= −2 , (39)
which can be easily implemented. Finally, we fix the accretion rate
at the outer boundary to the value possessed by the initial configu-
ration. At the inner radial boundary, on the other hand, zeroth order
11 The first time dependent problems adopting the PSTF formalism were
presented in Rezzolla & Miller (1994).
Figure 3. STIFF SPHERICAL ACCRETION - Numerical solution at time
t = 1000. From top to bottom the panels report the rest-mass density,
the velocity, the radiation energy density. An artificial κtg = 1.0 × 1015
has been adopted to highlight the ability of the code to treat the stiff regime.
Nr = 300 grid-points have been used with CCFL = 0.2, MC reconstruc-
tion and SSP3-IMEX.
extrapolation is adopted for all of the variables. The evolution is
performed considering both the contribution of the bremsstrahlung
opacity and of the Thomson scattering opacity for electrons. We
note that during the evolution the radiation flux remains typically
two orders of magnitude smaller than the radiation energy, thus
maintaining the code in the physical regime for which it was de-
signed. After an initial relaxation, the system converges to a differ-
ent stationary configuration characterized by a non-zero radiation
flux. The solution is optically thick in all the models for r 6 100,
while it becomes marginally optically thick at large radii. From the
radiation flux we compute the luminosity as L = 4πr2fr .
Fig. 4 reports the results of our simulation tests in the dia-
gram (M˙/M˙Edd, L/LEdd), where the luminosity is computed at
r = 200. Although our data resemble the high luminosity branch
reported in Fig. 1 by Nobili et al. (1991), a close comparison with
their results is not really possible, since Comptonization, bound-
bound transitions and free-bound transitions are not taken into ac-
count in our analysis. In particular, the absence of pre-heating ef-
fects does not allow us to verify the onset of strong thermal insta-
bilities producing hydrodynamic shock waves that propagate out-
ward, as reported by Zampieri et al. (1996). In spite of this, the
test we have performed is very relevant. In fact, by using an en-
tirely different procedure with respect to Nobili et al. (1991) and
Zampieri et al. (1996), it confirms the existence of a high lumi-
nosity branch in the diagram (M˙/M˙Edd, L/LEdd), which corre-
sponds to the optically thick regime. A more extended analysis of
this problem, by including additional contributions to the opacity, a
treatment of the Comptonization and the effect of a spinning black
hole will be the focus of a separate and dedicated work.
5 BONDI–HOYLE–LYTTLETON (BHL) ACCRETION
This Section deals with the application of our new scheme to simple
astrophysical models departing from spherical symmetry. We re-
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Figure 4. SPHERICAL ACCRETION: LUMINOSITY(ACCRETION RATE M˙ )
- in Eddington units. Luminosity L was extracted either at constant opti-
cal depth τ or at constant radius r. Additionally in red, we show the high
luminosity branch found in Nobili et al. (1991) for comparison.
visit the BHL accretion flow, that we already described in some de-
tail in paperI, and whose initial conditions are briefly summarized
in Sec. 5.1. After showing consistency with the non-stiff solver, we
illustrate the effectiveness of the IMEX by treating models of low
temperature, which is the key parameter responsible for numerical
difficulty. Only now, it becomes feasible to treat astrophysical tem-
peratures that are few orders of magnitude lower than in paperI and
as astrophysically realistic as our approach can allow at this stage
(c.f. conclusion for more discussion). Having thus reached the lim-
its imposed by the physical assumptions of the current treatment,
we now analyse the dynamics of the fluid, the occurrence of shocks
and the possible observational quantities, with particular attention
to the computation of the luminosity. We stress that it is not our in-
tention to perform a systematic analysis of the full parameter space.
5.1 Initial conditions for the BHL accretion flow
We perform two dimensional numerical simulations of a BHL ac-
cretion flow (Hoyle & Lyttleton 1939; Bondi & Hoyle 1944) onto
a Schwarzschild black hole of galactic size with MBH = 3.6 ×
106M⊙. The initial conditions considered are similar to those
adopted in paperI, with a velocity field that is specified in terms
of an asymptotic velocity v∞, (Font & Iba´n˜ez 1998)
vr =
√
È
rrv∞ cos φ , (40)
vφ = −
√
È
φφv∞ sinφ , (41)
where Èij are the components of the 3-metric and φ is the az-
imuthal angle in Boyer-Lindquist coordinates. The radiation field
is initialized to a uniform and small energy density Er, such that
the radiation temperature Trad = (Er/arad)1/4 ≈ 1.5 × 105K.
Additional free parameters are the asymptotic sound speed cs,∞,
and the asymptotic pressure, from which the asymptotic rest-mass
density ρ∞ follows directly. The resulting configuration relaxes to
a different and stationary one, on a timescale that depends on the
parameters chosen. Keeping to nomenclature of paperI, we encode
Figure 5. CONSISTENCY TEST OF THE NEW IMEX SCHEME - Time evolu-
tion of a perturbed BHL model with vinf = 0.18 and cs,∞ = 0.07 (model
p.V18.cs07 of paperI) with the IMEX (solid line) and with the non-IMEX
version of the code (dashed line). The lower panel shows the light curve,
whereas the accretion rate is plotted in the top panel. All curves are shown
in Eddington units.
the two parameters v∞0.1 and cs,∞0.112 and a prefix denoting per-
turbation (if applicable) in our naming scheme as .v∞0.1 .cs,∞0.1 .
The adiabatic index of the fluid is γ = 5/3.
The computational grid consists of Nr × Nφ numerical cells in
the radial and angular directions, respectively, covering a compu-
tational domain extending from rmin = 2.1M to rmax = 200M
and from φmin = 0 to φmax = 2π. For our fiducial simulation we
have chosen Nr = 1536 and Nφ = 300, but have also verified that
the results are not sensitive to the resolution used or to the location
of the outer boundary.
5.2 Consistency test
Before going to new models, we first carried out a consistency test
using a representative model with Mach number M∞ = 2.57
(model p.V18.cs07 of paperI) and reproducing it with the present
new IMEX-version of ECHO. As shown in Fig. 5, the IMEX ver-
sion reproduces the light curves and the accretion rates obtained
with the purely explicit version of the code. Moreover, by using the
IMEX scheme, it is now possible to extend the evolution to later
times, whereas the previous version of the code required reducing
the CCFL to values smaller than 0.01, making such long evolu-
tions practically unfeasible. This test confirms that the new scheme
is verified also in a non-trivial two-dimensional application and that
the use of the IMEX offers clear advantages in terms of computa-
tional resources.
12 Here, subscripts 0.1 denote the normalisation in units of 0.1 c, so
v∞0.1 = v∞/(0.1 c). Therefore, the model V07.cs03 has v∞ = 0.07
and cs,∞ = 0.03.
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5.3 Results
In the following we examine the behaviour of three models, with
two different initial soundspeeds cs,∞ and the same asymptotic
velocity v∞. The prefix sp is used to denote ”strongly perturbed”
which means that the initial asymptotic pressure is lowered by two
orders of magnitude with respect to the equilibrium value. This is
done with the main purpose of producing models with even lower
temperatures.
Measured physical quantities In addition to the primitive vari-
ables provided by the code, we calculate several physical quanti-
ties: the accretion rate in Eddington units, M˙ , the luminosity in
Eddington units, L, the radiation equivalent temperature, Trad =
(Er/arad)
1/4
, the fluid temperature, Tfluid, the effective adiabatic
index γeff :
γeff =
5/2 + 20q + 16q2
(3/2 + 12q)(1 + q)
with q = Pr/P , (42)
and the local Mach number M:
M = Γ
√
vivi
Γcscs
with cs =
√
γP
hρ
=
√
γP
ρ+ γ
γ−1
P
. (43)
Moreover, as discussed in paperI, we define an effective BHL lumi-
nosity efficiency η
BHL
, that takes into account the injected energy
at infinity as
η
BHL
=
L
M˙accc2 +
1
2
M˙∞v2∞
. (44)
We measure several quantitiesQ as volume weighted averages
over all grid elements i, thus defining the pointy brackets as
〈Q〉 = 1∑N
i ridridφi
(
N∑
i
Qi ridridφi
)
. (45)
The rate of entropy generation is measured according to Eq. (A5),
which is an appropriate approximation for a coupled photon fluid
plasma in a quasi-stationarity state. When we extract the luminos-
ity, we choose a surface of constant optical depth τ∼>10. We argue
this is reasonable because only if τ ≫ 1 the system is still in a
regime where the approximation with the diffusion limit is valid.
This is also realistic, when thinking of actual observations, where
measurements are taken at constant13 τ . For a discussion of how
the luminosity estimates change with respect to paperI, see Ap-
pendix A. Suffice it to say that this luminosity is a tracer of the
outwards radial fluxes and that different possible extractions agree
within the current error bars.
The optical depth τ is computed in post processing as in paperI
τ =
∫ L
0
(χt + χs)ds , (46)
where we have assumed a constant characteristic lengthscale
L = 10. All other quantities are standard and reported in cgs units.
Selected results are shown in Figs. 6 to 8 and summarised in Tab. 2.
13 In the case of stars, for instance, this is usually taken as τ ∼ 2/3.
Figure 7. COMPARISON OF FLUID AND RADIATION TEMPERATURES -
Volume weighted averages according to Eq. (45) for all three BHL models
sp.V07.cs05, sp.V07.cs03 and V07.cs03 as a function of time. Tempera-
tures are given in Kelvin.
BHL dynamics dominated by radiation quantities First of all,
we note that the qualitative dynamics of all BHL models is the same
as described in paperI and can be summarised as follows [see also
Petrich et al. (1989); Font & Iba´n˜ez (1998); Do¨nmez et al. (2011)
for the hydrodynamics case and Penner (2011) for the magnetohy-
drodynamics one]. Initially, a narrow, hot shock cone forms down-
stream of the accretor and the plasma is fluid-pressure dominated.
Progressively, the radiation field builds up strength until the radia-
tion pressure becomes similar to the fluid pressure. At this point, the
shock cone becomes unstable, oscillating from one side of the ac-
cretor to the other, until it finally reverses into the upstream domain
as a bow shock. From now on the radiation pressure exceeds the
fluid pressure, the effective adiabatic index approaches the value
∼ 4/3 and, at the same time, the density (and correspondingly the
optical depth) decreases in most parts of the numerical domain. Af-
ter the upstream shock has moved out of the numerical domain and
expelled a significant amount of mass, a new, low density equilib-
rium is formed in which there is a smaller shock cone in the down-
stream region (this is illustrated well by Fig. 3 of paperI, which
shows a comparison of BHL flows with and without the radiation
field).
The central improvement over paperI is shown in Fig. 6, where the
two-dimensional maps of the optical depth (left) and of the fluid
temperature (right) are shown for two different models, both of
them at the final quasi-stationary state. The top panels, in partic-
ular, show that for the strongly perturbed model sp.V07.cs03 large
parts of the upstream region settle down to temperatures of the or-
der Tfluid∼<106 K, a value which could not be reached before due
to the stiffness of the equations. The corresponding unperturbed
model, V07.cs03, shown in the bottom panels, has upstream tem-
peratures as high as Tfluid∼<5 × 109 K, while both of the models
have significantly high optical thickness. It is important to note that
at this stage of the evolution, namely after the ”reversal” of the
shock cone, the effective adiabatic index of all three models is very
close to γeff ∼ 4/3, and therefore behaving like an effective pho-
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Figure 6. 2D OPTICAL DEPTH AND FLUID TEMPERATURE OF PERTURBED MODEL sp.V07.cs03 AND UNPERTURBED MODELS V07.cs03-
Both models are shown at stationary state: (Top) t = 7.71× 104M for model sp.V07.cs03 and (Bottom) t = 5.98× 104M for model V07.cs03.
Table 2. Representative quantities of the considered models after quasi-stationary state has been reached. The columns report the model name, the average
radiation temperature, the average effective adiabatic index, the accretion rate, the luminosity and the radiative efficiency, all of them computed after a quasi-
stationarity state had been reached. See text for definition of these quantities.
Name 〈Trad〉[K] 〈γeff 〉 M˙/M˙Edd L/LEdd ηBH
V07.cs03 5.6× 105 1.333 132 0.939 6.9× 10−3
sp.V07.cs03 5.6× 105 1.334 135 0.943 6.8× 10−3
sp.V07.cs05 4.3× 105 1.333 62 0.484 9.0× 10−3
ton fluid.
Additional understanding of the thermodynamics of the models is
achieved if we look at the time evolution of the averaged fluid and
averaged radiation temperatures, which are plotted in Fig. 7. There
are three points worth noting. First of all, for each model, the two
temperatures Trad and Tfluid differ by many orders of magnitude,
suggesting that, at least globally, there is a strong deviation from
thermal equilibrium within the fluid. Secondly, the fluid tempera-
tures of the models sp.V07.cs03 and V07.cs03 are also signifi-
cantly different, in spite of the dynamics being very similar (this is
discussed in the next §). Finally, Trad shows a smooth evolution,
whereas Tfluid exhibits a strong dip, reaches a minimum, and heats
up again afterwards. When the large size and hot (Tfluid ≫ 1010 K)
shock cone reverses, the density downstream of the accretor be-
comes small, yet the pressure remains high. A smaller size high
temperature shock cone forms in the downstream region, as visible
in the right panels of Fig. 6, with Tfluid-average being dominated
by the high values within the shock cone. Thus, the fluid behaves
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Figure 10. RADIATIVE EFFICIENCY - Comparison of the radiative effi-
ciency η
BHL
as a function of time.
like an effective photon fluid of temperature Trad∼<106 K, but in the
shock cone no thermalization is possible and the fluid temperature
vastly exceeds the radiation temperature.
In order to corroborate this description, we measure the entropy
generation rate∇νSν as an effective tracer of dissipative processes
(see Appendix A). The entropy generation rate ( Fig. 8 for the two
models V07.cs03 and sp.V07.cs03) is maximum in the shocked
region downstream of the accretor, where the fluid is very far from
thermalization, even though the dynamics is otherwise stationary.
Only in the upstream regions where ∇νSν is very small (cf. the
white region of Fig. 8), are the two temperatures Trad and Tfluid
similar.
To further illustrate the effects of radiation induced dynamics, we
measure two crucial parameters of accretion flows, namely the lu-
minosity and the accretion rate, both of them reported in Eddington
units. The computation is performed by directly integrating the es-
caping radiation fluxes fr (Eq. A7), and the infalling mass fluxes
at the innermost grid-point, respectively. We plot the time evolu-
tion of the luminosity and of the accretion rate on the left and
on the right panels of Fig. 9 for all three models. The important
aspects of this figure are that (i) there is a transient peak in the
luminosity evolution, corresponding to the point in the dynamics
where the shock cone is momentarily dissipated away; (ii) the final
luminosity is sub-Eddington for all cases; (iii) the luminosities of
the models sp.V07.cs03 and V07.cs03 converge towards the same
value; and (iv) the higher sound speed (correspondingly the lower
asymptotic Mach number M∞) of sp.V07.cs05 leads to smaller
luminosity. On the other hand, the corresponding accretion rates are
substantially super-Eddington, with final values of M˙/M˙Edd in the
range [62, 135], and confirming the advection dominated nature of
BHL accretion flows. The relaxed luminosity efficiency η
BHL
of
the models together with all radiation quantities are listed in Tab. 2.
The role of fluid temperature It is interesting to note that the
strongly perturbed model sp.V07.cs03 converges towards a final
state that is very similar to that of its unperturbed counterpart
V07.cs03. This is observed in the accretion rate, M˙ , plotted on the
right panel of Fig. 9, in the luminosity, in the radiative efficiency, η
(cf. Fig. 10), in the optical depth, τ (cf. Fig. 6), and in the radiation
temperature, Trad (cf. Fig. 7) of these two models.
This effect remained obscured in paperI, due to the fact that
the previous criterion for the luminosity extraction was spuriously
affected by boundary effects14.
While the radiation quantities converge for the two models
sp.V07.cs03 and V07.cs03, the quantities more directly related to
the fluid properties do not. For example, the fluid temperature, the
Mach number and the entropy generation are neither qualitatively
and certainly not quantitatively the same. In addition, the radia-
tion dominated regime is reached at earlier times for V07.cs03 as
it has higher Tfluid and thus higher thermal conductivity (cf. Ap-
pendix A).
From the consideration above, it stands to reason that the ra-
diation temperature and the matter density (conversely, the optical
depth) are the quantities affecting the dynamics most. This means
that bremsstrahlung cannot not be a dominant process, since it is
a temperature dependent radiation interaction. This is confirmed
by the fact that, when looking at the respective opacities, Thom-
son scattering dominates over bremsstrahlung by several orders of
magnitude. We also note that in some portions of the grid, the dis-
crepancy between Tfluid and Trad is very large, implying that the
assumption of LTE is not valid there (cf. the red region of Fig. 8).
This is consistent with the fact that full thermalization in general
is very hard to accomplish in dynamical environments of moderate
density.
Further comments We had already pointed out in paperI that
models with initial high Mach number, M∞, are characterized
by a luminosity that is dominated by the emission at the shock
front, rather than by accretion-powered luminosity. This is also
confirmed by the relative comparison between sp.V07.cs03 and
sp.V07.cs05, the former having a larger Mach number and a higher
luminosity (left panel of Fig. 9).
Finally, we would like to comment about what has been
dubbed the ”‘flip-flop”’ instability in BHL accretion flows, and
whose physical nature is still a matter of debate (Foglizzo et al.
2005). While we do not see this instability in our models (nei-
ther in paperI nor in the present), we have observed that during
the ”‘shock-reversal”’ strong, although transient, oscillations in the
shock cone can appear. However, we suspect that this effect can
be partly attributed to the numerics, since the use of the IMEX
in combination with a higher order Runge Kutta (order 3 instead
of 2), alters the behaviour of this oscillation slightly. An extended
analysis through three dimensional simulations would be needed to
establish the potential relation of this oscillatory behaviour with the
eventual development of the flip-flop instability.
6 CONCLUDING REMARKS
In this paper, we have revisited the optically thick, thermal radia-
tion transfer in GR. First, we addressed the numerical problem of
stiff source terms; proposed a numerical treatment, implemented
and verified it. As we chose an IMEX Runge-Kutta scheme, we
needed to isolate the principal stiff parameters, which were found to
be the (density-weighted) opacities. After applying the new IMEX
method to the one-dimensional problem of spherical accretion, we
compared our results with those obtained earlier by Nobili et al.
(1991) and found good agreement. In this spherical, stationary sce-
nario the current formulation of the GR-RHD equations is fully ap-
plicable as long as the solution remains optically thick. We remark
14 See discussion in Appendix A.
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Figure 8. 2D ENTROPY GENERATION RATES FOR V07.cs03 AND sp.V07.cs03 -
Distribution map of∇νSν for model V07.cs03 (left panel) at time t = 5.98× 104M and for model sp.V07.cs03 (right panel) at time t = 7.71× 104M .
Figure 9. TIME EVOLUTION OF PERTURBED BHL MODELS sp.V07.cs05, sp.V07.cs03 AND V07.cs03-
(Left panel) luminosity L extracted at constant optical depth τ > 10, (Right panel) accretion rate M˙ as a function of time in Eddington units.
that there is not a unique stiffness threshold, valid for any physical
scenario, at which the purely explicit scheme fails and the IMEX
becomes necessary. In the case of a purely explicit RK scheme,
when the source terms become stiff, it is possible to a certain extent
to lower the CCFL factor and obtain a stable evolution. However,
the stiffness parameter can become very large, so the time-step very
tiny. That is of course inefficient, and resorting to a stiff solver is
the only way out. In general, if a problem can be solved with a
purely explicit RK scheme, this is to be preferred as it is CPU-
faster. However, we believe that most non-trivial radiation applica-
tions will exhibit stiffness and lead to code crashes with standard
explicit RK schemes.
We then revisited the Bondi Hoyle Lyttleton accretion in 2D
for an astrophysical, dynamical problem. Here, we could show that:
• The IMEX scheme allows us to evolve models with realistic
choice of parameters, of the order of T ∼ 106 K;
• the dynamics of the flow are significantly affected by the ra-
diation pressure, yielding super-Eddington accretion rates in the
range M˙ ∼ [62, 135]M˙Edd and Eddington limited luminosities;
• the fluid and the radiation depart strongly from thermal equi-
librium in shocked regions, particularly in the shock cone down-
stream of the accretor.
Our analysis has substantially benefited from the ability of our
scheme to treat stiff source terms. However, we should also state
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a few words of caution as to the current shortcomings and neces-
sary future improvements of our scheme:
• The optically thin regime cannot be treated yet, and further
steps are required to incorporate the variable-Eddington factor ap-
proach.
• Temperatures of order T < 105 K, as they appear in small re-
gions of the domain, require the inclusion of bound-free opacities,
which are currently neglected.
• The only dissipative mechanism is currently thermal conduc-
tivity. Other types of viscosity such as an effective viscosity related
to magnetic turbulence would be beneficial. Coupling the current
equations to MHD represents another direction of future research.
• Since we currently cannot extract the luminosity in regions
where the optical depth is low, we must trace a geometrical surface
of constant τ > 1. However, it remains an uncertainty as to where
such a surface should be placed, and the computed luminosities are
therefore affected by at least one order of magnitude uncertainty.
Even in the presence of these limitations, our analysis may become
relevant for the study of merging supermassive black-hole bina-
ries, which have been attracting a lot of interest for the possible
joint measure of electromagnetic and gravitational wave signal (in
the context of multi-messenger astronomy). Neglecting the back-
reaction of radiation onto matter, Farris et al. (2010) already con-
sidered the BHL solution in a binary system, finding that luminosi-
ties as high as 1043erg s−1 can be obtained in a hot gas cloud of
temperatures T ∼ 106 K. Such estimates are compatible with our
calculations, but a dedicated work will be presented in the future.
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APPENDIX A: ENTROPY GENERATION RATE AND
LUMINOSITY COMPUTATION
In the framework of Eckart’s formulation of Relativistic Standard
Irreversible Thermodynamics (Eckart 1940), the entropy current is
given by
Sµ = sρuµ + q
µ
T
, (A1)
where qµ is the heat flux, s is the entropy per unit mass, and T is
the temperature of the fluid. The heat flux is given by the relativistic
form of Fourier law, namely (Israel 1976)
qµ = −λT (hνµ∇ν lnT + aµ) , (A2)
where aµ is the four-acceleration of the fluid, λ is the thermal con-
ductivity and hµν = gµν + uµuν is the projector operator in the
space orthogonal to the four-velocity uµ. Under the assumption
that the fluid has vanishing shear and vanishing bulk viscosity, the
entropy-generation rate that follows from (A1) and (A2) is given
by
T∇µSµ = q
µqµ
λT
. (A3)
We recall that the thermal conductivity is related to the opacity.
For instance, the thermal conductivity computed using the ordi-
nary diffusion approximation of stellar interiors is given by λ =
(4/3)aradcT
3/χs (Schwartz 1967). Under the assumption that the
matter plus radiation fluid behaves as a single fluid with effective
pressure and energy density given by Peff = P+Pr, eeff = e+Er,
the four acceleration aµ can be computed from the Euler equations
as
aµ = − h
ν
µ∇νPeff
eeff + Peff
. (A4)
When quasi stationary configurations are reached, the terms con-
taining time derivatives can be neglected with respect to those con-
taining spatial derivatives, and after replacing qµ into Eq. (A3) we
obtain
∇µSµ ≈ λ
T 2
[
(grr + Γ2(vr)2)(∂rT )
2 +
(gφφ + Γ2(vφ)2)(∂φT )
2 + 2Γ2vrvφ∂rT∂φT −
2T
eeff + Peff
(
(grr + Γ2(vr)2)∂rPeff ∂rT +
(gφφ + Γ2(vφ)2)∂φT ∂φPeff +
Γ2vrvφ∂rPeff∂φT + Γ
2vrvφ∂φPeff∂rT
)
+
+
(
T
eeff + Peff
)2(
(grr + Γ2(vr)2)(∂rPeff)
2 +
(gφφ + Γ2(vφ)2)(∂φPeff )
2 +
2Γ2vrvφ∂rPeff∂φPeff
)]
. (A5)
The conversion of ∇µSµ from geometrized units to cgs units is
given by
[∇µSµ]cgs = 1.0353×1031 Gc
(
M⊙
M
)3
[∇µSµ]geo . (A6)
In the code we generally compute the luminosity as the surface
integral over outgoing radiation fluxes frr as
L = 2
Nφ∑
n=1
[√
γ (frr )n ∆φn
] |τ=τ• , (A7)
where ∆φn is the angular size of a grid cell and the integral is taken
at the radial position of the last optically-thick surface15, i.e. where
τ = τ•. In paperI we computed the luminosity by imposing the
criterion τ• > 1. However, these small values of the optical depth
often correspond to an integration surface close to the boundary of
the numerical domain, where spurious boundary effects may alter
the results. Hence, in this paper we have adopted a different cri-
terion by choosing τ• > 10, which guarantees that the integration
15 The factor 2 in (A7) accounts for both the contributions above and below
the equatorial plane.
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Figure A1. COMPARISON OF LUMINOSITY EXTRACTION OF PERTURBED
BHL - p.V18.cs07 and p.V10.cs07. Extracting the luminosity at τ > 10
leads to different light curves, these curves are labelled ”new”. In paperI we
had used the criterion τ > 1.
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Figure A2. UNCERTAINTIES AND COMPARISON OF LUMINOSITY EX-
TRACTION - V09.cs07: Extracting the luminosity at τ > 10 leads to differ-
ent light curves with much smaller uncertainties, these curves are labelled
”new”. In paperI we had used the criterion τ > 1.
surface is not placed at the outermost grid cells. For clarification we
have repeated the luminosity extraction for two models considered
in paperI, p.V18.cs07 and p.V10.cs07, and show the light curves,
computed with the two different criteria, in Fig. A1.
We can assign error bars to our extraction method by taking
the standard deviation of the mean. For model p.V09.cs07, the
comparison is shown, including the errorbars, in Fig. A2. We stress
that the size of such error bars reflects the uncertainty in choos-
ing the position of the last optically thick surface across which the
emitted luminosity is computed. It should be noted, moreover, that
both our estimates agree within these uncertainties, but the choice
τ > 10 produces much smaller error bars than τ > 1 and should
therefore be preferred.
APPENDIX B: IMPLEMENTATION OF THE IMEX
SCHEME
A tableau notation is usually adopted to express in a compact form
the coefficients of the matrices aij , a˜ij and of the corresponding
vectors ωi, ω˜i as
c aij
ωT ,
(B1)
where the index T denotes transposition 16.
The explicit tableau of the SSP3(4, 3, 3) is
0 0 0 0 0
0 0 0 0 0
1 0 1 0 0
1/2 0 1/4 1/4 0
0 1/6 1/6 2/3
(B2)
while the corresponding implicit tableau is
q1 q1 0 0 0
0 −q1 q1 0 0
1 0 1− q1 q1 0
1/2 q2 q3 1/2− q1 − q2 − q3 q1
0 1/6 1/6 2/3
(B3)
with
q1 ≡ 0.24169426078821 , q2 ≡ 0.06042356519705 ,
q3 ≡ 0.12915286960590 .
The coefficients of the radiation matrix A(Y ) of Eq. (37) are
given by
A11 = −αΓ(χt + χs4W (1− Γ2))
A12 = αΓv
x(χt + χsW (1− 4Γ2))
A13 = αΓv
y(χt + χsW (1− 4Γ2))
A14 = αΓv
z(χt + χsW (1− 4Γ2))
A21 = −αΓvx
[
χt(1− 4W ) + 2χs(W − 1)]
A22 = −αΓvxvx
[
χt(2W − 1) + χs(2−W )]−
α(χt + χs)/Γ
A23 = −αΓvyvx
[
χt(2W − 1) + χs(2−W )]
A24 = −αΓvzvx
[
χt(2W − 1) + χs(2−W )]
A31 = −αΓvy
[
χt(1− 4W ) + 2χs(W − 1)]
A32 = −αΓvxvy
[
χt(2W − 1) + χs(2−W )]
A33 = −αΓvyvy
[
χt(2W − 1) + χs(2−W )]−
α(χt + χs)/Γ
A34 = −αΓvzvy
[
χt(2W − 1) + χs(2−W )]
A41 = −αΓvz
[
χt(1− 4W ) + 2χs(W − 1)]
A42 = −αΓvxvz
[
χt(2W − 1) + χs(2−W )]
A43 = −αΓvyvz
[
χt(2W − 1) + χs(2−W )]
A44 = −αΓvzvz
[
χt(2W − 1) + χs(2−W )]−
α(χt + χs)/Γ ,
16 Note that the coefficients ci and c˜i, which are defined as ci =∑i
j=1 aij and c˜i =
∑i
j=1 a˜ij are not used in the practical implemen-
tation of the scheme.
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where, just for convenience, we have specified the spatial coordi-
nates to (x, y, z).
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