The contrast-to-noise ratio ͑CNR͒ was used to determine the detectability of objects within reconstructed images from diffuse near-infrared tomography. It was concluded that there was a maximal value of CNR near the location of an object within the image and that the size of the true region could be estimated from the CNR. Experimental and simulation studies led to the conclusion that objects can be automatically detected with CNR analysis and that our current system has a spatial resolution limit near 4 mm and a contrast resolution limit near 1.4. A new linear convolution method of CNR calculation was developed for automated region of interest ͑ROI͒ detection.
Introduction
Because near-infrared ͑NIR͒ diffuse tomography can noninvasively quantify oxygen saturation, hemoglobin concentration, water concentration, scattering, and potentially exogenous chromophores, it may provide an effective diagnostic tool for early detection of breast cancer. [1] [2] [3] [4] [5] [6] Tumors have a higher level of vascularity due to hyperactive angiogenesis leading to optical contrast to regular tissues in the NIR spectrum or light between 650 and 900 mm. 7, 8 Detecting these changes with optical absorption and scatteringbased tomography requires implementation of accurate and fast image reconstruction algorithms. Because the reconstruction process results in moderate-resolution images, it is becoming increasingly important to develop tools to accurately interpret the reconstructed image and promptly find the shape, size, and location of the tumor or the region of interest ͑ROI͒. 9 -11 Even more objectively, it would be desirable to automatically find regions of increased contrast and quantify their values. However, in most of current preclinical and clinical NIR tomography studies, the shape and location of the ROI in the reconstructed image are decided by a radiologist projecting what is observed in the x-ray mammograms into the circular tomographic coordinate system of the NIR tomography images. Although this approach is practical and works reasonably well, it has some subjectivity associated with it as well as problems associated with tissue deformation. This approach becomes especially problematic when one considers that the image reconstruction process for NIR tomography is nonlinear and has its own unique set of artifacts and a spatially dependent contrastdetail response. 12, 13 As NIR tomography transitions into a tool for imaging patients, a quantitative computational tool is necessary for consistent and fast ROI detection and delineation to eliminate use of subjective ROI detection. Furthermore, because evaluating a new imaging modality requires knowledge of the validity of the reconstructed images, this type of computational tool can be used to generate contrast-detail curves that can be used to objectively determine the system performance and allow accurate comparison with other imaging systems.
To develop an accurate and efficient computational tool for automatically and efficiently segmenting out the ROI in a laboratory or clinical NIR tomography imaging system, an automated algorithm to calculate the contrast-to-noise ratio ͑CNR͒ is used. Similar to the signal-to-noise ratio in digital signal-processing theory, the CNR is defined as the difference between the ROI and the background region values of the optical properties ͑i.e., the absorption and reduced scattering coefficients͒ divided by the average variation in the background, providing a relative difference property value. Although there is only one choice for the ROI location, there are different choices for the background that can be used for the analysis. Ideally, the property distribution of the reconstructed image should be exactly the same as the real image whose background ͑or regular tissue͒ is uniform and identical everywhere. It is reasonable to randomly choose a ROI within the whole image. However, the intrinsic diffusion characteristic of the light traveling in the tissue makes every spot of the reconstructed image dependent on other locations of the same image, and generally there is a radial variation in the modulation transfer response function. 12 Thus it is equally justified for one to consider taking background values from the same radial locations of the ROI to avoid biasing the analysis to regions with a different spatial-frequency response. We need to take this into account and find the best solution for calculating the background properties. In this study we investigated and compared three methods of choosing the background values, and we provide our results in this paper.
A contrast-detail curve, where the line of minimum-detected contrast is plotted for varioussized inclusions located within a tissue, is an accurate and objective way to evaluate the spatial resolution of a medical image system, especially in computed tomography and ultrasound. [13] [14] [15] [16] [17] It indicates the transition from a detectable heterogeneity to a statistically insignificant undetectable heterogeneity, and the shape of the curve provides a quantitative description of the system's performance and is particularly relevant where the clinical role of the system is in the regime of a low-contrast or lowresolution modality. Traditionally, contrast-detail curves are derived subjectively by human inspection, 18 but it is reasonable to expect some interobserver variability in the development of these curves. Thus, as a first attempt in this direction, we used an objective threshold as the measure of detection rather than using repeated observers. Given a chosen threshold value of CNR, then it is fairly straightforward to accurately calculate the CNR values of reconstructed images and find those images in which objects appear to be detectable. Thus, based on whether the object presence is above or below the threshold, a contrast-detail curve can be created that shows the minimum contrast required to detect objects at each size ͑i.e., detail is used for size in this types of resolution test͒, with the assumption that a CNR of 4 is required for detection of the object. The justification for this threshold level and the implications for clinical utility are discussed.
Materials and Methods

A. Image Reconstruction
NIR frequency-domain absorption and scatter tomography is based on a finite-element method reconstruction algorithm and produces three-dimensional images of absorption and scatter from boundary measurements of light transport through tissue. 19 For this paper, we choose a circular geometry of 86 mm in diameter for our simulation studies. The background has an absorption coefficient a ϭ 0.005 mm Ϫ1 and a reduced scattering coefficient s Ј ϭ 1.0 mm
Ϫ1
. Within this field, a spherical heterogeneity with a variable diameter was located 3 mm away from the edge as depicted in Fig. 1 , with a fixed s Ј ϭ 1 mm Ϫ1 and a variable a to provide the required contrast in absorption from 1.2:1 to 5.0:1. We accomplished the forward calculations of diffusion theory with a finite-element numerical solution using a circular mesh with a set of regularly spaced node positions. Noise can be added to either the simulated measured data or the optical property distribution. In this study, zero-mean Gaussian noise of 1% in amplitude and 1 deg in phase shift were added to the calculated boundary data to simulate the realistic condition area in our NIR system. 20 It is well known that diffuse imaging reconstruction methods are in general ill-posed; the simulation can be used to test the accuracy of the inverse solution or to provide (a) (b) Fig. 1 . ͑a͒ Geometry of the simulation for optical property distribution, and ͑b͒ a typical reconstructed absorption coefficient image. The image in ͑b͒ was generated with simulated forward data with a 1% noise in amplitude and a 1°noise phase shift by use of zero-mean Gaussian distribution.
interactive criteria and information that are useful to improve the reconstruction algorithm. With the image reconstruction process, we use a NewtonRaphson approach to iteratively solve for the spatial distribution of optical properties, which minimizes the squared error between sets of measured ͑simu-lated͒ and calculated data. In the reconstruction process, the goal is recovery of a and s Ј at each finite-element method node based on simulated or real measurements of light irradiance at the tissue surface. Without an analytic inverse solution, the computational way of finding this inverse solution is to minimize the difference between data from the tissue surface and the calculated data from the forward solver. A Levenberg-Marquardt-style regularization algorithm was used to step down the regularization parameter as the number of iterations progressed. 20, 21 
B. Phantom Studies
To test the spatial resolution of our NIR imaging system, a solid phantom was used to mimic the optical properties that are described in Section 4. The details of this type of phantom and its use has been described in detail in a previous paper. 21 The imaging system at Dartmouth College uses amplitudemodulated light at 100 MHz generated from six commercial laser diodes that span the NIR spectral range as shown in Fig. 2 . The amplitude-modulated light is focused into a fiber that is coupled to each laser diode mount ͑not shown in Fig. 2 for clarity͒. A radio-frequency switch is used to sequence the sources on and off one at a time under computer control while a fiber-optic combiner delivers the selected light to a single-source fiber interfaced to the phantom under test. The generated light is directed into the phantom ͑or breast͒ through a fiber-optic array guided by a precision positioning system. Sixteen photomultiplier tubes ͑PMTs͒ circularly mounted on an aluminum disk are multiplexed in parallel to each of the 16 detection fibers. This configuration allows injection of a source of light into one of the 16 fibers, while the other 15 bundles remain connected to PMTs for light detection. This unique arrangement was designed to allow the PMTs to measure from all 16 source positions without changing detector gain, thereby minimizing the time required for data acquisition. 16 The cylindrical solid phantom is approximately 84 mm in diameter and 90 mm in height, with an absorption coefficient a ϭ 0.0044 mm Ϫ1 and a reduced scattering coefficient s Ј ϭ 1.03 mm Ϫ1 in the background. A circular hole of 4 mm in diameter, which is the spatial resolution as discussed in Subsection 4.c, was cut at 3 mm away from the phantom edge, as shown in Fig. 1 . A solution with Intralipid and India ink was filled into the target hole to produce relevant absorption coefficient contrasts ranging from 2:1 to 9:1 with a closely matched scattering coefficient to the solid phantom. The phantom was imaged at a 785-nm wavelength by our NIR imaging system, and the experimental data were then reconstructed by the same diffuse imaging reconstruction method used in the simulation. We used the two-dimensional ͑2-D͒ linear convolution method to calculate the maximum CNR and to find the locations of the ROIs on the absorptionreconstructed images of different absorption contrasts.
Theory
A. Definitions of Contrast-to-Noise Ratio
CNR is defined as the difference between the averaged optical coefficient within the ROI and the differences within the background region, divided by the averaged optical coefficient variation in the background. Because the background profile of the ROI is unknown after forward calculation as well as in real experimentally acquired data, one of the goals of this study is to find the proper way to calculate the background profile. We developed three methods of choosing the relevant background values to calculate the CNR and construct the contrast-detail curves in this study. The three choices were ͑i͒ backgrounds sampled at the same radial distance in the image, ͑ii͒ backgrounds of randomly sampled ROIs of the same size as the original, and ͑iii͒ all the available background. First, the background profile we chose in the image field had the same radial size and similar location of the target, and they did not overlap each other as shown in Fig. 3͑a͒ ; thus they had indepen- dent mean values and noises. As many nonoverlapping ROI-shaped areas as possible were chosen to minimize the displacement error.
We can define the contrast in the reconstructed image as the difference of the mean values in the target and background; CNR can be defined as
where ROI is the mean of the node values in the target; mean is the mean value of the averaged node values in the total ROI-shaped background areas; and ROI and mean are the standard deviations of the collectivities of the target and the mean of the background areas, respectively. Because the circular simulated target and background areas have the same size, it is reasonable to assume that the target and background areas have the same noise weights. However, the noise from the nodes that are closest to the field edge is higher because of the nonlinear image reconstruction process used here and because the weight functions ͑i.e., Jacobian matrices͒ have much higher contributions nearest the source and detector locations. Overall, this contributes to higher system noise in regions nearest the edge of the field and lower values toward the center of the field. This effect is not accounted for in the above definition of CNR. As shown in Fig. 3͑b͒ , to make sure that every node in the background has an equal chance to contribute to the background noise value, we introduce the second definition of CNR as
where random is the mean value of the nodes within a region having a location that is randomly chosen in the variable background and random is the standard deviation of these same nodes. Only one location of the ROI-shaped area was chosen in one calculation, such that the ROI background profile is truly random. Although this definition has a good basis in statistical probability theory, the shortcoming of this definition is that the CNR depends on randomly chosen nodes in the whole image; therefore CNR is not exactly identical among different calculations.
In the first two definitions of CNR, ROI and the testing background have same area; thus a noise weight, which presents the contribution of a certain area noise to the whole area noise, is not necessary. But if we use the whole available area as the testing background, as shown in Fig. 3͑c͒ , we must include a noise weight into the CNR definition because the background and ROI have different contributions to the whole noise. The CNR than becomes
where background is the mean value over the variable background and w ROI ϭ AREA ROI ͑͞AREA ROI ϩ AREA background ͒, and w background ϭ AREA background ͞ ͑AREA ROI ϩ AREA background ͒ are the noise weights. We use this simple linear form of noise weight because the exact noise weight of different areas in the field is hard to determine because of the nonlinearity of the inverse problem.
B. Detection of the Location of the Region of Interest in the Reconstructed Image
Estimates of the locations of the ROI in the reconstructed images are necessary in our simulation and experimental studies. Two methods were used to detect the location of the ROI with different sizes and absorption contrast values where the step size for scanning was 0 to 5 mm. In the first method, it was assumed that the CNR should be the maximum when the suppositional region was at the location of the ROI, as shown in Fig. 4͑a͒ . In this method, CNR was calculated by the third method defined in Eq. ͑3͒, which includes all the available background as the background area. However, this algorithm requires a significant period of time to complete the calculations for all possible locations and sizes of the ROI within the field. Thus a 2-D linear convolution method was introduced to detect the ROI. In this method, a ROI pattern that has the same optical coefficient profile as the simulated lesion in computer simulations or a phantom study was created, and we developed the correlation image by convolving it with the reconstructed image in which the highest corre- lation location corresponds to the maximum CNR, as depicted in Fig. 4͑b͒ . Comparing this approach with the previous method, the advantage of the 2-D linear convolution method is that it decreases the calculation time from several minutes to a few seconds for processing one image.
Results
A. Evaluating the Three Methods of Calculating the Contrast-to-Noise Ratio
Assuming that the real diameter and location of the target are given, we calculated the CNR by using the three methods described above as we systematically varied the absorption contrast and the ROI size. Figure 5 shows the difference in the CNR values of the three methods in the simulation study. Figure  5͑a͒ , in which we used the first method of calculating the ROI background profile, is the CNR distribution for different ROI sizes and absorption contrasts; for each ROI diameter value, the CNR was calculated and assigned to the related spot in the CNR profile as the absorption contrast varies from 0 to 5. The resolution is 1 mm for the horizontal axis and 0.2 for the vertical axis. Similarly, the CNR distribution profiles of the second and third background calculating methods are plotted in Figs. 5͑b͒ and 5͑c͒. Theoretically, if we apply a practical detection threshold with a CNR of 4, which indicates that any reconstructed image with a CNR lessthan 4 is not detectable to the human eye, we can find the transition from a detectable ROI to a nondetectable ROI on any of the profiles plotted in Figs. 5͑a͒-5͑c͒ . In practice, the transition boundary points around where the CNR transits from smaller than 4 to larger than 4 were calculated and served as the construction points to plot the contrast-detail curve. The interpolation method was used to find and smooth the transition boundary. As we can see from Figs. 5͑a͒-5͑c͒, the CNR profile calculated by the third method is apparently the best profile to use to find the transition boundary, as shown in Fig. 5͑d͒ . The contrast-detail curve in Fig.  5͑d͒ shows the spatial resolution of the NIR breast imaging system used in our study. Our choice of a CNR of 4 as the detection threshold was based on the simulation study performed on different ROI size and contrast combinations. As shown in Fig. 6 , both the target with a large size ͑23 mm in diameter͒ and low contrast ͑1.4 in absorption͒ and the target with the small size ͑3 mm in diameter͒ and high contrast ͑3.6 in absorption͒ can be observed in the reconstructed images if the CNR is greater than 4 for all three calculation methods. Thus it is reasonable to set the CNR to 4 as the detection threshold, although clearly a more-indepth study should be undertaken to determine which CNR value would best correspond to that used by humans. Nonetheless for this study we used a CNR of 4 as a possible threshold. The actual CNR values are plotted for all sizes and absorption contrast, as shown in Figs. 5͑a͒-5͑c͒ as well as the system contrastdetail curve Fig. 5͑d͒ assuming a decision threshold CNR of 4.
B. Detection of the Location of the Region of Interest
As discussed above we used both the node-by-node method, in which the maximum CNR from all the suppositional regions in the image field is searched, and the 2-D linear convolution method, in which the maximum correlation location between the ROI pattern and the reconstructed image profile was detected. In both methods we calculated the CNR by Eq. ͑3͒, and the differences between the true location of the ROI and its detected location were compared at different contrast values, as shown in Fig. 7 . Figure 7 shows that the error between the detected and the true locations of the ROI is even larger than the size of the ROI in both detection methods if the diameter of the target is less than 3 mm and the contrast is low ͓i.e., equal to 2 in Fig. 7͑a͔͒ . As the contrast increases ͓Fig. 7͑b͒-7͑d͔͒, the location error from the node-by-node matching method is less than 1 mm, but it requires a maximum CNR much lower than 4 -the CNR threshold we assumed above. The error from the 2-D linear convolution method is also large when the diameter of the ROI is small. Thus neither of the two detection methods can find the location of the ROI if the diameter of heterogeneity is less than 3 mm. As the diameter of the ROI becomes greater than 4 mm, the location errors from both of the methods are around 1-2.5 mm. Although the Fig. 4 . Two methods of ROI detection: ͑a͒ Detection by a search for the maximum CNR from all the possible locations in the image field where alternate possible locations are randomly tested and the sizes of these regions are varied. This approach is used to determine when the CNR calculation is maximal and yields an estimate of the size and location of the ROI but requires a significant amount of computational time to achieve the result. ͑b͒ 2-D linear convolution method where V denotes the convolution process.
location error from the convolution method is slightly larger, it is more than ten times faster.
C. Phantom Study Results of Spatial Resolution
The photograph of the actual phantom we used in our study is shown in Fig. 8 . The 4-mm-diameter hole was filled with an Intralipid and ink solution with a variable absorption contrast from 2:1 to 9:1 and a closely reduced scattering coefficient with the phantom. Figure 9 shows the reconstructed absorption images with the absorption contrast values of 2.0, 4.0, 6.0, and 9.0, respectively, and their maximum CNR values are 2.9, 3.8, 4.9, and 5.8 calculated by the third definition of CNR. The noise in the experiment includes not only the random noise but also the systematic noise. 10 The random noise in the experimental measurement is typically from the stochastic detector fluctuations, which is almost equal to or a little less than 1% of the noise level that we added to the calculated boundary data in our simulation study. As an indication, a comparison of these results with the results in the simulation, we can see that there are more obvious artifacts in the reconstructed images of the phantom study, especially at the edge of the field. However, we still can observe that the reconstructed positions of the ROI shift around 2 mm toward the edges of the field, as discussed above. Also we can see that, if the CNR values are higher than 4, the 4-mm-diameter object is clearly visible on top of the noisy background ͑detect-able by observers or by the computer͒ as shown in Figs. 9͑c͒ and 9͑d͒ . But if the CNR value is lower than 3.0, as indicated in Fig. 9͑a͒ , even the computer cannot detect the ROI location by any of our location detection methods. Thus the detectable size of our NIR imaging system is at least 4 mm, providing a good match to the results we achieved in our simulation. 
Discussion
Comparing our three CNR calculation methods, of the graphs in Fig. 5 illustrate that the choice of background value can significantly effect the decision criteria of whether the region is detected. The first definition of CNR that was based on the matched filter method did not include information about the nodes closest to the edge of the image field. This contributed to a higher noise because of the effect of spatially dependent noise in NIR tomographic images, where most high-frequency noise is located in the periphery of the image and lower-frequency noise is located in the interior of the image. In the second method for calculation of the CNR, we used the background nodes randomly in the image field; thus all the nodes in the background had the same chance to be sampled, but it was not stable when the target was small. Again, this is likely due to problems with a spatially dependent frequency response. Finally, the third method of calculating CNR appeared to be the best, as it included all the nodes in the background image outside of the ROI and corrected the noise weights based on the size ratio of the ROI and the whole image field. This third approach is also easy to implement and provides a reasonable approach for NIR image analysis.
Based on Fig. 5͑c͒ from the third method, we cre- Fig. 6 . Reconstructed absorption images for ͑a͒ the target with the large size ͑23 mm in diameter͒ and low contrast ͑1.4͒ and ͑b͒ the target with the small size ͑3 mm in diameter͒ and high contrast ͑3.6͒ in which CNR is greater than 4 by all three calculation methods. ated Fig. 5͑d͒ using the threshold value of 4 for the lower limit on CNR. The blue regions represent the undetectable conditions ͑CNR less than 4͒ and the red regions represent the detectable conditions ͑CNR greater than 4͒. From the data in Fig. 5͑c͒ we established that the spatial resolution of the NIR imaging system was 4 mm in diameter when the contrast is high ͑i.e., greater than or equal to a contrast of 4.4͒, and this was established by theoretical simulation and experimental verification. This is interesting in that the system noise level did not appear to have much of an affect on this detection limit, indicating that the lower size limit is perhaps more of a function of the physical phenomenon of how light is diffused out in a highly scattering medium such as tissue. Therefore, if the contrast between the object and the background is high enough, the minimum-detectable size of a target object depends on the physical characteristics of the imaging system and the reconstruction method, but not on the noise of the imaging system or the object characteristics. Also, the contrast resolution ͑i.e., contrast required for detection at low resolution͒ was 1.4 when the diameter of the target was large ͑i.e., greater than or equal to 17 mm͒ with 1% zero-mean Gaussian noise and 1°phase shift added. This latter observation would indicate that lower-contrast regions that are large would be difficult to detect when the contrast is less than 1.4 relative to the background; however, this is likely the regime where this CNR threshold of 4 is breaking down. Further analysis of detectability of large objects with a CNR lower than 4 should be performed with multiple observers to determine what the lower limit should really be in this region. We also note that a similar reconstructed ROI image shift of 1-2.5 mm toward the edge of the field occurred in both the simulation and the phantom studies, which is likely an artifact of the strong radially dependent sensitivity that occurs in this type of imaging.
In Fig. 5͑d͒ the contrast-detail curve indicates that the system resolution is limited by both the ROI size and the system noise characteristics. As the contrast increases, the upper left corner of the curve shows the smallest object size that can be detected by the reconstruction system or the spatial resolution of the system. Then, as the ROI size increases, the lower right corner of the curve indicates the smallest contrast in object-to-background levels that can be detected by the system. This latter definition is often called the contrast resolution of the system. The spatial resolution and contrast resolution are dependent on the experimential setting of the detection threshold. In our study, the contrast-detail curves are all developed based on the assumption that the detection threshold of the CNR is a value of 4.0. Again, although this number is a useful threshold value and agrees with our experience in small objects, it is likely that it could be considerably lower when one is working on the lower right portion of the contrast-detail curve, where objects are large and the contrast is low. In fact, this CNR value is likely a nonlinear function in itself, which is dependent on object size, contrast, and features of the image reconstruction algorithm. Thus, to complete this study, we chose a CNR value of 4 as a practical working number and have begun a follow-up study to further define how the CNR varied with object and image reconstruction characteristics.
As shown in Fig. 5 , the node-by-node matched and 2-D linear convolution methods have similar results for the detection of the ROI location in the reconstructed image. Neither of the two methods was able to detect the ROI location when the diameter of the object being imaged was less than 3 mm. While the diameter of the target increases, the reconstructed positional error range was near 1-2 mm toward the field edge. Meanwhile, the location errors have no obvious change as the absorption contrast changes from 1.4 ͑the contrast resolution of our imaging system͒ to 5 if the diameter is the same. The 2-D linear convolution method appears optimal for the purposes of our system, mainly because it is significantly faster than a random or systematic search algorithm, especially when the size of the target is small.
The lower spatial resolution limit at high contrast levels was determined to be near 4 mm, and we established this by both theoretical simulation and experimental verification using detectability of round objects. This is interesting in that the system noise level did not appear to have much of effect on this detection limit, indicating that the lower size limit is perhaps more of a function of the physics of how light is blurred out in a diffusing medium such as this. Therefore, if the contrast between the object and the background is high enough, the minimum-detectable size of a target object depends on only the physical characteristics of the imaging system and the reconstructed method, such as the width of the laser Guassian beam and the mesh used for reconstruction, but not the noise of the imaging system or measured object. Also, we note that a similar reconstructed ROI image shift of 1-2.5 mm toward the edge of the field occurred in both the simulation and the phantom studies ͑see Fig. 7͒ , which is likely an artifact of the strong radially dependent sensitivity that occurs in this type of imaging. The amount and direction of the object shifts in the reconstructed images depend on the true position of the target. If the heterogeneity is placed near the edge of the field, the ROI in the reconstructed images is close to the edge; on the other hand, the ROI shifts toward the center if the target is near the center.
Conclusions
In our simulation, we calculated the CNR by choosing the background areas including ͑i͒ ROIs sampled at the same radial distance in the image, ͑ii͒ randomly sampled ROIs of the same size as the original, and ͑iii͒ all the available background. According to the comparison, the third method appears to be optimal for NIR tomography because it includes the nodes closest to the field edge. This approach contributed higher background noise and is more stable than the other two methods, especially when the target is small. On the basis of the CNR defined by the third calculation method and a system decision threshold with a CNR of 4, we find that the NIR imaging system spatial resolution is 4 mm in diameter and the contrast resolution is 1.4.
Two approaches were tested to find the location and size of the object based on maximal CNR, including a random node-by-node matching process and a 2-D linear convolution method. Although the results from these two methods are similar, the convolution method is faster than the node-by-node matching process.
Finally, the experimental study on a phantom with similar size and optical properties as in our simulation indicated a series of similar reconstructed images and system spatial resolution. Future plans will involve implementation of this ROI detection tool with our NIR prototype imaging system. The assessment and validation of the threshold CNR value of 4.0 needs to be addressed through multiple observer sessions where images of different size, and contrast levels are examined. Furthermore, because only a single anomaly was used in this study, we would like to upgrade this tool set to diagnose tissue with multiple anomalies. It is also useful to investigate simulated or experimental objects with highly heterogeneous backgrounds such as breast tissue. Future studies should help address these various complex issues associated with NIR as a new and promising imaging modality for physiology and pathology.
