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Abstract
Consumer based wireless systems currently operate with a split spectrum approach.
However, in order to accommodate the increased demand for high datarate services
within fixed spectrum allocations a new architecture will be required. The ability
to simultaneously transmit and receive data within the full spectrum allocation can
alleviate this problem. Simultaneous transmission and reception within current
spectrum limits could effectively double data rates. However, physical limitations
on radio frequency circuits including reflections and mutual coupling currently limit
the capability of systems to operate in this mode. Therefore, radio frequency circuits
that cancel this self-interference must be introduced.
This thesis describes the development of a self-interference cancellation circuit
for simultaneous transmit and receive. The design operates by combining an out of
phase signal of equal magnitude with the original self-interference signal. Design
methodology for the required radio frequency circuitry, including antenna elements,
directional couplers, and hairpin resonators is provided. A characterization method
for determining the antenna mutual coupling and phase characteristics is imple-
mented in commercial computer aided design software. Both a hairpin resonator
and a delay line are used to match the phase and magnitude characteristics of the
antenna mutual coupling. Directional couplers are designed to provide the required
anti-phasing of the signal and couple the required power level from the transmit path,
through the phasing element, to the receive path. The devices are fabricated on high
frequency printed circuit board materials and measured. The theory of operation for
a T-junction exponential power divider used in an early version of the circuit is also
presented. Measured results of the self-interference cancellation circuit agree well
with simulation.
Future RF systems are being designed with a desire for both simultaneous trans-
xii
mit and receive capability and wideband operation. However, due to the nature
of wideband devices, they are susceptible to out-of-band interference degrading
system-level performance. With this in mind, a system level analysis of a wide-
band low noise amplifier with both adaptive and controllable biasing current is
performed. Based on a quadrature phase shift keyed communications system, simu-
lation and measurements fundamental to the operation of such wideband devices are
conducted. This analysis shows the dependence of in-band performance on power
received from out-of-band interfering signals. It is shown that the out-of-band noise
sources contribute to increased error vector magnitude in the receiver due to gain
compression.
xiii
1 Introduction
In the current era of widespread adoption and use of wireless technology, spectrum
management and efficient spectrum utilization are critical challenges that must be
addressed. With the increasing consumptive demand for services such as data, audio,
and video over wireless, within essentially fixed communications channels, new
techniques for enabling high-bandwidth data transmission must be adopted. Due to
limitations caused in part by self-interference, the current GSM spectrum is split
into two separate channels for uplink and downlink. This split spectrum approach
effectively limits the bandwidth available to users by reducing the available GSM
spectrum by 64%, when the guard band between uplink and downlink is included.
However, if the full bandwidth of the spectrum could be utilized for both uplink
and downlink current data rates could be approximately doubled [1]. A similar
self-interference problem plagues large phased array antennas. Due to transmit
power coupling back into adjacent antenna elements, large arrays must operate by
dividing time between transmitting and receiving [2]. This “silent” time is possibly
more inefficient than the split spectrum approach taken by the wireless industry.
In addition to the bandwidth and time limitations imposed by self-interference,
new technologies and platforms are being designed to have wideband spectral
responses. However, this subjects them to outside interference and noise, in addition
to the original self-interference. Therefore, methods must be developed to suppress
the inherent self-interference and the effects of outside interference must be studied
for wideband devices. The goal of this thesis is to address both of these topics.
1.1 Simultaneous Transmit and Receive
The idea that a radio frequency (RF) system should be capable of both transmitting
and receiving analog or digital information simultaneously is a straightforward
1
concept. From the perspective of human communication, however, it is analogous to
speaking, listening, and most importantly, comprehending information at the same
time. Typically in human communications an entirely different process takes place.
Participants automatically perform a form of time division multiplexing (TDM),
where while one person is speaking, all other participants listen. This communication
protocol limits the “interference” that would occur if the other participants were also
speaking in the same “time slot”. In wireless communications an analogous TDM
architecture is often also used [3].
In systems where prior information is not required for future transmissions,
simultaneous transmit and receive (STAR) architectures may be utilized. An example
of one such architecture is frequency division multiplexing (FDM) [3]. In FDM,
signals are separated by frequency, and different frequency bands are allocated
for the transmission of data (uplink channel) and the reception of data (downlink
channel). A well known example of such a system is the GSM cellular telephone
system [4]. Fig. 1.1 displays the frequency bands used for uplink and downlink
on the GSM-850 band used in North America and Canada [5]. Such systems are
typically realized through both the use of antenna diversity at the transmitter [6] and
through the use of RF diplexer circuits [7]. The main disadvantage of this type of
system is that it utilizes the RF spectrum inefficiently, utilizing approximately twice
the necessary frequency domain space compared to a perfect STAR system [1].
An important system that neither requires information from previous transmis-
sions and would benefit largely from STAR is radar. Current pulse-doppler (PD)
radars operate using a TDM architecture [2]. The primary reason for operating as a
TDM system is self-interference, or leakage of energy from the system transmit path
to the system receive path. By not transmitting during specified time windows, or by
using a switching transmitter, the receiver can be made more sensitive to low-power
2
Figure 1.1: Example of FDM in GSM cellular uplink and downlink channels.
Figure 1.2: Basic STAR block diagram.
receive signals [2].
Providing a high degree of isolation between the transmit and receive sections
through RF circuit design is quite challenging. This is due to both reflected energy
from imperfect loads and from energy coupling between closely spaced transmit
and receive antennas. Therefore, in order to achieve a transceiver capable of STAR
this undesirable returned energy must be addressed. As shown in Fig. 1.2, imple-
menting STAR requires additional self-interference mitigation to occur between the
transmitter and receiver in the analog domain.
3
Figure 1.3: The four main STAR frequency and antenna configurations.
1.1.1 STAR Considerations
There are two system level design constraints that have the greatest impact on the
type of techniques and technologies required for implementing STAR [8]. The first
of these constraints is whether the design requires transmission and reception on a
single frequency or if multiple frequencies can be utilized. The second constraint,
largely be dictated by other system requirements, is whether the transmit and receive
channels will be on the same, or different antennas. These four cases are shown in
Fig. 1.3. Each case presents its own specific design challenges, however in each case
the primary design requirement is to provide sufficient isolation between the transmit
(Tx) and receive (Rx) paths. Tx-Rx isolation in some cases, such as communication
systems, must be sufficiently large so that the interfering signal is attenuated to a
level below the noise-floor of the receiver [9].
In order to achieve sufficient self-interference mitigation three design areas
must be addressed [10]. In general, the total isolation will need to be on the order
of 100 dB [1]. Unfortunately, this level of self-interference mitigation cannot be
obtained through a single approach. Since the interfering signal originates from
reflections or energy coupled back into the receive path from the antenna this is
one design area that has been studied [8], [9], [11]–[17]. Another area where work
has occurred is in circuit level analog isolation. For single antenna systems, ferrite
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circulators have been used [18], which provide isolation on the order of 25–40 dB.
Recently, active, quasi-active, and photonic “circulators” have been shown with
similar performance [19]–[22].
In recent work on multi-antenna systems it has been shown that a high degree of
isolation can be achieved between adjacent elements through the use of spatial filters
and spatial phase cancellation [14], [16], [17]. The achievable cancellation through
the use of spatial filters called baffles presented in [14] is 50 dB over 420 kHz of
bandwidth. In [16] a 5-element monopole antenna array was designed to provide
spatial phase cancellation. The two outer elements of the array are used as Tx
elements, and the three inner elements are used as Rx elements. A destructive
interference zone is created around three central elements through anti-phasing of
the Tx elements, achieving 40–55 dB of additional Tx-Rx isolation over 5 MHz of
bandwidth. The antenna presented in [17] uses a similar methodology, achieving
Tx-Rx isolation of 55 dB over 100 MHz of bandwidth. Finally, digital cancellation
schemes have been demonstrated to provide additional self-interference mitigation
of up to 25 dB [10].
1.1.2 STAR Circuit Configurations
The importance of both antenna design and back-end digital self-interference mitiga-
tion techniques cannot be neglected in a complete STAR system. However, the main
focus of this work will be on analog circuit configurations. In the realm of contin-
uous wave (CW) radar, several methods have been presented that utilize feedback
to achieve self-interference suppression in the receive path [23]–[30]. The above
methodologies have been applied to single antenna systems. The common feature of
these approaches is that an active electronics layer is used to modify the amplitude
and phase of the self-interference signal before being recombined out of phase in the
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receive path. In general, all approaches for STAR using phase cancellation can be
summarized as attempts to implement the following equation:
Interference Signal + Cancellation Signal = 0. (1.1)
The approach taken in [23] is slightly different from the others, so it will be
discussed first. This approach utilizes a balanced oscillator which is fed into two
3 dB Lange couplers: the “positive” balanced signal is coupled into the Tx/Rx
antenna while the “negative” balanced signal is routed to a second Lange coupler
which is terminated on the coupled port with a 50 Ω load. The through ports on
the Lange couplers are fed back and combined using a Wilkinson combiner. The
recombined signals are 180◦ out of phase and cancel each other. The Rx signal is
routed through the coupled port on the same Lange coupler used for the outgoing Tx
signal and therefore follows the same signal path through the Wilkinson combiner.
This work reports Tx-Rx isolation of 40.5 dB, of which, 21.5 dB is attributed to the
circuit topology for single-tone signals in K-band.
In [24] and [25] similar circuit topologies using quadrature couplers are presented
for vehicular radar applications. In both papers an arrangement of four quadrature
(Lange or hybrid) couplers are used to provide both the Tx signal and and the inputs
to in-phase (I) and quadrature (Q) mixers at the down-conversion stage. The Rx
signal is also routed through the couplers and combined in-phase prior to a low-noise
amplifier (LNA) and then split again to be mixed with the I and Q reference signals.
The additional isolation provided in [24] and [25] between Tx and Rx are 13 dB
and 13.77 dB, respectively. One disadvantage of the approach presented in both
papers and the circuit presented in [23] is that there is – in an ideal case – minimum
Rx signal path loss of 6 dB prior to the LNA. A second disadvantage is that the
Tx power level is limited because the Tx signal is split four ways. The signal is
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evenly distributed between the I and Q mixers, the transmit antenna, and -6 dB that
is dissipated in the load of one coupler.
The theory of operation of a circuit called a reflected power canceler (RPC) is
first shown in [27], and is further developed in [28]. A modified version of the
same device appears in [29] along with additional linear control theory analysis.
The system consists of a single antenna radiator with Tx and Rx portions of the
system isolated using a typical ferrite circulator. In this scheme, the control loop is
formed by splitting a portion of the Rx I and Q baseband signals into a vector control
modulator. The resulting signal is then re-phased and modulated by a coupled portion
of the Tx signal. The resulting signal is coupled into the Rx chain before the LNA.
A block diagram of the RPC is shown in Fig. 1.4. The resulting additional isolation
in [27] was 40 dB over 1.2 GHz of bandwidth in X-band in an ideal laboratory
test and 20 dB over 250 MHz when attached to a prototype antenna. The results
demonstrated in [29] are similar, however their laboratory performance was worse
than in [27], with cancellation of 32 dB over 800 MHz of bandwidth.
In addition to the progress made in CW radar, other researchers have been
working on approaches to STAR for wireless communications. In [1] and [31]–[34]
the challenges and opportunities for wireless networks are presented. The circuit-
level design utilized in the authors’ research is based on using delay lines with phase
and amplitude control to cancel self-interference signals. The magnitude and phase
characteristics of the delay lines are electronically controlled, and the resulting signal
is recombined with the Rx signal. All of the antenna configurations in these papers
consist of separate Tx and Rx antennas, which will apply directly to the subsequent
work presented in this thesis.
The approach taken in [31] is somewhat similar to the approach used for CW
radar. A portion of the Tx signal is tapped off and is routed through active circuitry
7
Figure 1.4: Block diagram of the reflected power canceler circuit from [27].
consisting of a phase aligner and a variable gain amplifier (VGA), and is subsequently
filtered and recombined with the Rx signal. A power detector on the Rx portion
of the circuit provides feedback to a digital to analog converter (DAC) that adjusts
the gain and phase characteristics to minimize the self-interference signal. The
authors report a maximum self-interference cancellation of 30 dB over a bandwidth
of 83.5 MHz centered at 2.45 GHz. Quite similar architectures are utilized in [33]
and [34], however these implementations use an increased number of Tx signal
taps to improve isolation bandwidth. In addition, [33] provides a detailed analysis
of the algorithm used to find optimum weighting coefficients and phases for the
cancellation signal. The self-interference cancellation is shown to be a minimum
of 30.6 dB in [34] over a 30 MHz bandwidth centered at 2.45 GHz. The figures of
merit of the cancellation schemes referenced above can be found in table 1.1.
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Table 1.1: Summary of the achieved cancellation levels and bandwidth of the STAR
schemes.
1.2 Reconfigurable and Wideband RF Electronics
In recent years many advances have been made in reconfigurable, multi-band, and
wideband RF and microwave circuits [35], [36]. The integration of such components
into a complete RF system is in the early phases of academic study [36]. In the
development of a fully reconfigurable or wideband system the entire transceiver is
subject to the performance of the lowest performing reconfigurable element [36].
These systems present an opportunity for high-level functional integration, but this
utility is achieved at the expense of other performance characteristics. Sacrifices in
metrics like noise figure (NF), insertion loss, phase noise, and gain may be required
when compared to fixed elements [37], [38]. However, the ability to integrate
multiple functions such as communications, radar, and electronic warfare through a
single system interface provides opportunities for size, weight, and cost reduction
[35]. In addition to the desire for wideband operation, ideally these systems will
also incorporate tunable or reconfigurable self-interference cancellation. Many of
the same trade-offs required for tunability and reconfigurability will be necessary to
add the additional functionality enabled by STAR.
In general, the tuning mechanisms used in reconfigurable components tend
9
Figure 1.5: Essential superheterodyne transceiver components.
to be expensive yttrium iron garnet (YIG) [39] or slow such as mechanical or
microelectromechanical structures (MEMS) [40]. Varactor diodes address both of
these problems, but become lossy at higher frequencies due to both low self resonant
frequencies and low quality factors [41]. Wideband devices offer a significant
increase in flexibility, yet are also subject to potential out-of-band interference
sources and increased noise. This is especially true for LNAs. Used to amplify
low-power signals, while injecting a minimum amount of noise, wideband LNAs
may be driven into non-linear modes of operation from out-of-band signals. The
result is distortion of the desired Rx signal. In chapter 5 this effect is quantified using
a wideband LNA and an out of band interfering signal. Therefore, the main focus
of this literature review will be on state of the art LNAs, the other main transceiver
components are also included.
There have been many recent developments in reconfigurable and wideband
LNAs [42]–[47]. A system level analysis, found in [42], shows the benefits of
reconfigurable LNAs in terms of power savings in low power Bluetooth applications.
The power saving is accomplished by reconfiguring the LNA for different NFs, gain,
and input-referred third-order intercept point (IIP3), based on the input power level.
The analysis shows, that relative to an optimal automatic gain control algorithm, an
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Table 1.2: Performance summary of wideband LNAs.
additional 5–8 dB of relative power savings can be achieved. A similar result will be
shown later in this thesis for the LNA of an integrated receiver module.
The LNA in [44] is comparable to the LNA tested in chapter 5. It is implemented
in an 0.18 µm CMOS process. The bandwidth of this LNA is significantly increased
compared to [43], with an operating range of 3.1–10.6 GHz. The gain bandwidth
is actually significantly wider, from 2.5–13.2 GHz, but the input matching suffers
on the high end of the band. The maximum gain of this amplifier measured to be
10.2 dB. The minimum noise figure of the LNA is 3.4 dB and a maximum of 4.47 dB
across the band. The IIP3 of the device is stated to be 1 dBm and the DC power
consumption is only 6.3 mW. The figures of merit for the other previously listed
LNAs are summarized in table 1.2.
A number of reconfigurable [48] and wideband [49]–[51] power amplifiers (PAs)
have recently been developed. The PA is typically the final system component before
the signal is transmitted by the antenna. It plays the role of amplifying the desired Tx
signal to the required power level to meet transmission requirements [18]. Typically,
PAs are also responsible for consuming the most DC power in a transceiver [52].
Therefore, some current PA designs use reconfigurable gain cell configurations that
effectively increase power added efficiency (PAE) [53].
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Another important component in RF transceivers is the voltage controlled oscil-
lator (VCO). The oscillator is responsible for providing a stable source for the RF
carrier frequency. Since the carrier frequency defines the center of any signal the
VCO is critical [3]. The main limitations of VCOs are in the phase noise that they
add to the transmit signal. In addition, if a VCO is required in the STAR system
circuitry, these phase noise sources will be uncorrelated. In [54] and [55] two tunable
oscillators are presented utilizing capacitive varactor diode tuning. The oscillator
presented in [54] shows an ultrawideband tuning range, from 5.6 to 16.8 GHz with
phase noise less than -112 dBc/Hz at a 1 MHz offset.
Mixers are components used in RF the transceiver to perform multiplication of
the RF signal with a locally generated oscillator. Although passive mixers are still
widely used, there has been recent interest in wideband, active mixer topologies
with conversion gain (CG) [56], [57]. Both passive and active mixer stages are
typically high NF devices. Fortunately they do not appear until later in the receiver
chain so their impact on overall system NF is minimized by the gain of the LNA [3].
However, mixers are also responsible for the overall linearity of the receiver because
in addition to the desired signal, intermodulation product signals are also generated.
The mixer architecture presented in [56] is a an unbalanced input mixer with
integrated active baluns on an 0.18 µm CMOS process. The device operates from
2–11 GHz with CG of 6.9 ± 1.5 dB and an IIP3 of 6.5 dBm, with P1dB of -3.5 dBm.
The mixer operates with a supply bias of 1.8 V and consumes 25.7 mW of DC power.
There is a maximum gain imbalance within the balun structure of approximately
2 dB. The maximum NF of the structure is 15.5 dB.
The technology shown in [57] is a differential Gilbert-cell type mixer with
buffered inputs. The mixer operates from 1–10.5 GHz and the conversion gain is
higher for this design at 14.5 dB. The P1dB and the IIP3 for the device are lower at
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-10.4 dB and -10 dBm respectively. The high conversion gain of the device however,
allows for the use of a lower gain, lower NF LNA stage, which is a typical trade-off
scenario. The device operates with a supply voltage of 1.2 V with a DC power
consumption of 14.4 mW.
The function performed by filters in an RF receiver is critical to the operation
of the overall device. Without filtering the receiver subsystem is subject to any
frequency the antenna element is capable of receiving. Filter responses are generally
categorized into four categories, low-pass, high-pass, band-pass, and band-stop [58].
In addition to the response type, different filter shapes such as Butterworth, Cheby-
shev, and elliptic responses can be designed. Butterworth filters have an ideally flat
phase response, while Chebyshev and elliptic filter designs are used to maximize the
slope of the filter magnitude response [58].
The most important filter in the receiver is in the Rx path between the Rx
antenna and the LNA. In order to pass the desired signal and attenuate other out-
of-band signals a band-pass type filter response is desirable. For STAR operations,
matching the group delay of this filter stage will be necessary to maintain interference
cancellation. Reconfigurable and tunable filters have been developed using different
tuning mechanisms [59]. Many of the tuning methods involve the use of varactor
diodes, which are typically limited to low-frequency applications due to their low
self-resonant frequency. Varactors are also limiting due to loss as a result of their
low quality factor. However, recent developments in RF microelectromechanical
(MEMS) show a capability for operation at higher frequencies, with greater tuning
ranges [60]. Other low-loss structures that include piezoelectric actuators have also
been demonstrated [61], [62], although the tuning range achieved is less than what
is achievable using RF MEMS.
Tunable filter structures can also be made using magnetically biased materials
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such as doped and undoped YIG [39], [63]. These early YIG filters demonstrated
wide tuning ranges, for example 0.5–4 GHz is reported in [63]. Recently, YIG films
have been developed for use in planar microwave filters [64], [65]. Unfortunately,
in these works the tuning range is reduced to 50% and 8.15%, respectively. Tradi-
tional YIG structures also have other disadvantages: the requirement for external
magnetic field biasing, the DC power consumed to create the magnetic field, and
poor integration with printed circuit board (PCB) and integrated circuits.
The final element included in this literature review of tunable and reconfigurable
devices is the antenna. Many tunable, frequency reconfigurable, and pattern re-
configurable antennas have been designed [66]–[70]. As detailed in [71] and [72],
there are many challenges for designers of such antennas including maintaining
radiation efficiency and input matching. There has also been research conducted
on reconfigurable polarization [69], beamwidth reconfiguration [70], element beam-
steering [73], and frequency tuning [66], [67], [74]. Several ultra-wideband antennas
dish and horn type antennas are discussed in [75] and many planar ultra-wideband
antennas are discussed [76].
This section has covered the characteristics of many state of the art devices
that, if assembled, constitute a complete wideband receiver. There are many trade-
offs involved in the selection of individual components. The main trade-offs that
must be considered are heavily dependent on input and output power levels of the
system design. Systems that require components capable of high power handling
are generally less efficient. This is because components using materials capable
of handling the high power levels often introduce additional intrinsic losses. In
addition to the trade-offs required for high power handling, the wideband nature
of the devices also subjects them to out-of-band interference. Therefore, tunable
or reconfigurable filtering is also necessary for the Rx front end. Many of the
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same limitations will apply to STAR as components for STAR are developed for
reconfigurable and wideband operation. These components and systems will likely
require trading cancellation magnitude or bandwidth for requirements such as power
handling.
1.3 Organization of Work
This thesis is divided into several parts. The second chapter develops a mathemat-
ical framework for analyzing phase cancellation. In chapter 3, a methodology is
developed for implementing passive self-interference cancellation networks for dual-
antenna STAR. Two such passive networks are designed using directional couplers
to provide anti-phasing and to combine the cancellation signal with the interference
signal at the Rx port. In the first device, a delay-line based circuit is used for com-
parison to the new method presented. In the second, a new hairpin resonator based
circuit is utilized to more accurately match the phase characteristics of the antenna
mutual coupling. The theory of operation for each device used in the final designs is
provided individually, and an analysis of the overall device is given. The design goals
of this portion of the work are two-fold: to maximize the -40 dB coupling bandwidth
between the two antennas and to minimize the power loss to the self-interference
cancellation device. The complete devices are simulated and fabricated on high
frequency PCB material. Finally, the measured results are discussed. An earlier
version of the passive STAR network utilized an exponentially tapered T-junction
power divider, a new theory of operation for this device is developed in chapter 4.
Afterwards, an analysis of the system level performance effects of wideband
LNAs is performed. In chapter 5, a simulated quadrature phase-shift keyed (QPSK)
communications system is set up utilizing the parameters of a proprietary receiver
module. This is done in order to test the effects of out-of-band interference on
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in-band system performance. Interference measurements are also conducted on the
LNA to verify the simulated results. The proprietary LNA’s bias current can also be
reconfigured or set into an adaptive biasing mode in response to the input RF power
stimulus. This adaptive biasing feature is investigated for its benefits in a QPSK
receiver system subjected to an out-of-band interference signal. In addition, an
analysis for power savings in a large array with the adaptive biasing feature enabled
is performed. Finally, chapter 6 concludes the thesis and makes recommendations
for future work on this topic.
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2 Phase Cancellation
This chapter serves as a mathematical introduction to the phase cancellation scheme
that will be utilized in this work. As the basis of several of the other schemes
described in the introduction it is important to develop an understanding of the
phasing of signals in microwave devices. This section represents a small slice of
complex analysis, for a more complete treatment of complex variables see [77].
2.1 Mathematical Representation
Since nearly all transmitted RF signals are sinusoidal in nature it then makes sense
to begin with such a signal as the basis for this analysis. For a single tone sinusoidal
transmit signal,
a(t) = A cos (2pift+ φ) = <{Aej(2pift+φ)}, (2.1)
where A is the amplitude of the signal, f is frequency of the tone, and φ is the phase.
Such a signal can also be represented as a phasor of the form,
A = Aejφ (2.2)
a(t) = <{Aej2pift} = <{Aej(2pift+φ)}. (2.3)
It is customary in AC circuit analysis, since for a fixed frequency the response
of the circuit is also fixed, to use the phasor form Aejφ [78]. In order to return
to the time domain representation, in the end the resultant phasor is multiplied by
ej2pift before taking the real part of the expression. The mathematical convenience of
phasors for the analysis of phase cancellation comes from the fact that, using Euler’s
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Figure 2.1: Vector representation of a phasor.
formula (2.4), they can be represented as vectors in the complex plane, Fig. 2.1.
ejθ = cos (θ) + j sin (θ) (2.4)
Canceling the phasor A can be accomplished by summing A with a phasor A′ of
equal magnitude and opposite direction.
The self-interference signal of interest is modified in magnitude and phase by
the coupling path from the Tx antenna to the Rx antenna. Shown in Fig. 2.2, the
self-interference signal B can be found by multiplying A by the transfer function
between the two antennas,
B = A|Sa21|ejθ1 = A|Sa21|ej(θ1+φ). (2.5)
The cancellation signal C is also a modified version of the original Tx signal A,
C = A|Sc21|ejθ2 = A|Sc21|ej(θ2+φ). (2.6)
In the ideal case the sum of signals B and C is zero.
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Figure 2.2: Block diagram showing the transfer function between Tx and Rx along
with the desired transfer function of the cancellation circuit.
B + C = A|Sa21|ej(θ1+φ) + A|Sc21|ej(θ2+φ) = 0
A|Sa21|ej(θ1+φ) = −A|Sc21|ej(θ2+φ)
(2.7)
After some manipulation, and using the fact that ejpi(2n+1) = −1 where n is an
integer, the following identifications can be made:
|Sa21| = |Sc21|,
θ2 = θ1 − pi (2n+ 1) .
(2.8)
Therefore, in order for phase cancellation to occur the magnitude response of
the cancellation circuit must be equal to that of the coupling path. Additionally, the
phase response of the self-interference cancellation circuit must equal the phase
response of the interference plus an odd integer multiple of 180◦. This analysis
does neglect potential noise that may be added through the cancellation circuit. For
instance, if active devices are used in the cancellation circuit 1/f noise will be
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introduced, which will be uncorrelated to the noise from the transmitter. However,
the devices used to implement the cancellation circuit in this thesis are passive so
noise is not included in this analysis.
2.1.1 Small Phase Variations
For a practical device small variations in manufacturing and other imperfections in
design and modeling will lead to small variations in the phase matching, |∆φ|. It
is therefore important to understand what this small variation implies in terms of
maximum achievable cancellation. Assuming that the magnitude transfer function is
perfectly matched, for the normalized power signal A, and cancellation signal Ac,
which is 180◦ out of phase with A plus a small phase variation |∆φ|,
A + Ac = ejφ + ej(φ+pi+|∆φ|)
= ejφ − ej(φ+|∆φ|)
= ejφ
[
1− ej|∆φ|]
= ej(φ+
|∆φ|
2 )
[
e−j
|∆φ|
2 − ej |∆φ|2
]
= −2jej(φ+ |∆φ|2 ) sin
( |∆φ|
2
)
≈ −j|∆φ|ej(φ+ |∆φ|2 )
(2.9)
where the final approximation is for small angles of sin (|∆φ|/2). By taking the neg-
ative logarithm of the magnitude of this expression we now have the maximum phase
cancellation achievable for a given phase difference |∆φ| between the interference
and cancellation signals,
PCmax = −10 log (|∆φ|) . (2.10)
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Figure 2.3: Maximum achievable phase cancellation for small phase variations.
Although this analysis is conducted at a single frequency, it applies for all
frequencies at which phase cancellation occurs. For a practical system it is necessary
for there to be a small bandwidth where this condition applies. In order to achieve
phase cancellation of 20 dB, |∆φ| ≤ 0.573◦. This analysis is directly applicable
to the phase matching in subsequent chapters. A logarithmic plot showing the
maximum achievable phase cancellation for small |∆φ| is shown in Fig. 2.3.
2.1.2 Small Magnitude and Phase Variations
In addition to the analysis conducted above for small phase variations, a more
general analysis can be conducted that takes into account both magnitude and phase
variations in the cancellation signal. In terms of small variations in magnitude
|∆M | (%) and phase |∆φ| of the cancellation signal,
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A + Ac = ejφ + (1 + |∆M |) ej(φ+pi+|∆φ|)
= ejφ − (1 + |∆M |) ej(φ+|∆φ|)
...
= ej(φ+
|∆φ|
2 )
[
−2j sin
( |∆φ|
2
)
− |∆M |ej |∆φ|2
]
(2.11)
Taking the magnitude of (2.11), and again using the approximation that, sin (x) ≈ x,
gives the following result,
|A + Ac| =
√
4 sin2
( |∆φ|
2
)
+ 4|∆M | sin2
( |∆φ|
2
)
+ |∆M |2
≈
√
|∆φ|2 + |∆M |2
(2.12)
The function surface that results from taking the negative logarithm of (2.12) consists
of concentric ellipses going to infinity as |∆φ| and |∆M | tend towards zero. The
“height” of the ellipse represents the maximum achievable cancellation for a the
combinations magnitude and phase variation that lie on it. A plot of the curves with
|∆φ| and |∆M | plotted in logarithmic format is shown in Fig. 2.4.
Now that the relationship between the variation in magnitude and phase and
the achievable cancellation is established, the microwave devices that can achieve
such performance will be shown. The implementation of two circuit networks for
phase cancellation will be discussed in the next chapter. It will be shown that the
magnitude and phase characteristics of the circuit can be designed to match the
mutual coupling between two closely spaced antennas. The two devices are designed
using a commercial simulator, and are subsequently fabricated and measured.
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Figure 2.4: Maximum phase cancellation achievable for variations in both magnitude
and phase of the cancellation signal.
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3 Devices and Theory
The mathematics developed in the previous chapter show that it is possible to per-
fectly cancel self-interference signals, for at least single tone sinusoids. However,
for any practical radar or communications system a non-zero bandwidth transmis-
sion occurs. In communications systems, in order for information transmission
to occur the fundamental carrier or center frequency is modulated by a waveform
that represents the data [3]. In radar, although a CW radar can be utilized in order
to perform moving target indication (MTI) and velocity estimation, a frequency
modulated carrier is utilized to perform ranging [2]. For a practical self-interference
cancellation circuit we must utilize devices that provide the required odd multiple of
180◦ for a band of frequencies.
The first portion of this chapter will develop the theory of the microwave devices
utilized in this work. A microstrip patch antenna will be designed and then an
arrangement of two such antennas will be characterized for mutual coupling. Next,
the properties of the non-radiating microwave devices that will achieve the phase
and magnitude criteria required are shown. A directional coupler will be used as a
tap/phase-shifter in order to obtain the required magnitude and phase characteristics.
The second element, which will be utilized to match the phase characteristics of the
antenna element, is a microstrip hairpin resonator, which could also be regarded as a
one-pole filter. A second implementation using only a delay-line for phase matching
is also implemented for comparison.
Subsequent to the development of the device theory mentioned above, simulated
results of the planar device layouts will be shown and discussed. The phase and
amplitude characteristics of the developed self-interference cancellation devices
will be shown to match the coupling characteristics of the patch antennas over a
non-zero bandwidth. Finally, a circuit combining the antenna elements and the phase
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cancellation circuit will be presented.
For the PCB design Rogers RO4350B high-frequency dielectric substrate with
r = 3.66, h = 60 mil = 1.524 mm, and loss tangent of tan (δ) = 0.0037 was
chosen. These values are required for several of the subsequent calculations shown.
3.1 Microstrip Patch Antenna
Microstrip patch antennas are widely utilized in PCB design [79]. The antenna
consists of a rectangular patch of copper on the top layer of the circuit board, above
a ground plane. The radiation pattern is normal to the patch with typical achieved
gains of 5-8 dBi. The electric field polarization radiated from the patch is in the yˆ
direction, with reference to the coordinate system in Fig. 3.1. The patch itself can be
modeled as a cavity resonator with radiating slots that extend beyond each end of
the resonator [80]. From this general model a design procedure for determining the
physical parameters of the patch, as presented in [79] is used. The important physical
parameters of the patch are the relative permittivity (r) of the PCB material, the
substrate height (h), and the length (L) and width (W ) of the patch. In addition, in
order for the patch to be matched to the characteristic impedance of the transmission
line, an inset feed is used, the inset length is denoted y0. These physical parameters
are shown in Fig. 3.1.
Design formulas provided in [79] for a resonant frequency of fr = 3.3 GHz for
the patch antenna were used. From [79], the width that maximizes the radiation
efficiency of the patch, W is,
W =
v0
2fr
√
2
r + 1
, (3.1)
where v0 is the speed of light in a vacuum. The next calculated parameter is the
effective dielectric constant of the microstrip substrate, which takes into account
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Figure 3.1: Design parameters for a microstrip patch antenna.
fringing fields at the edge of the microstrip line and fields in the air above the
substrate [79].
r,eff =
r + 1
2
+
r − 1
2
[
1 + 12
h
W
]− 1
2
(3.2)
The determination of the patch length, L, is complicated by the fact that the overall
length of the patch must be decreased in order to compensate for the length (∆L)
occupied by the equivalent radiating slots [79].
∆L = 0.412h
(reff + 0.3)
(
W
h
+ 0.264
)
(reff − 0.258)
(
W
h
+ 0.8
)
L =
λ
2
− 2∆L = v0
2fr
√
reff
− 2∆L
(3.3)
The calculated length and width from (3.3) and (3.1) are 23.3 mm and 29.8 mm
respectively. The resulting patch antenna has a high input resistance at resonance
relative to the 50 Ω transmission line feed used. Either a quarter-wave transformer or
an inset feedline can be used to match the proposed antenna [18], [79]. The method
chosen for this design was to use an inset feed of length y0. In order to calculate the
length of the inset the input resistance (conductance) of the antenna is calculated at
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resonance [79].
Rin =
1
2 (G1 +G12)
(3.4)
Where G1 is the antenna input conductance of one radiating slot, and G12 is the
mutual conductance between the two (upper and lower) radiating slots. Integral
formulas are given for these values in [79],
G1 =
1
120pi2
∫ pi
0
[
sin
(
k0W
2
cos θ
)
cos θ
]2
sin3 θdθ,
G12 =
1
120pi2
∫ pi
0
[
sin
(
k0W
2
cos θ
)
cos θ
]2
J0 (k0L sin θ) sin
3 θdθ,
(3.5)
where J0 is the Bessel function of first kind, zeroth order and k0 is the freespace
wave number at the resonant frequency, k0 = 2piλ0 . The inset length, y0, required to
achieve desired input resistance is calculated using the formula [79],
Rin(y = y0) =
1
2 (G1 +G12)
cos2
(pi
L
y0
)
. (3.6)
The resulting calculation shows that Rin ≈ 210 Ω and that the required inset
length y0 is 6.8 mm. The design is then physically laid out in ANSYS Electronics
and simulated. The results from the simulation show a peak antenna gain of 7.42 dBi
at 3.31 GHz and an input reflection coefficient of -31 dB at 3.31 GHz. The -10 dB
bandwidth of the antenna is 52 MHz which is equivalent to a fractional bandwidth
of 1.57 %. The simulated radiation efficiency of the patch antenna is 84%. The input
reflection coefficient is shown in Fig. 3.2 and the normalized E-plane and H-plane
gain patterns, including cross-polarization, are shown in Fig. 3.3.
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Figure 3.2: Simulated input reflection coefficient of the microstrip patch antenna.
Figure 3.3: Normalized simulated antenna patterns for the microstrip patch antenna,
co-pol is blue and cross-pol is red.
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3.2 Patch Antenna Mutual Coupling Characterization
In order to address the problem of mutual coupling between closely spaced antennas
described, the coupled energy must be accurately characterized. Using ANSYS
Electronics a second antenna was added to the original design. The antenna sep-
aration used was λ0/2 = 45.5 mm, this spacing was chosen because it is typical
of the spacing used in arrays [79]. From the simulated results the de-embedded
S-parameter magnitude and phase characteristics for the mutual coupling were ex-
tracted. The wave-port excitations in ANSYS Electronics were de-embedded by a
distance of 38.35 mm as shown in Fig. 3.4. This distance places the phase reference
of the antenna mutual coupling at the location where the feedline would connect
to the patch if there were no inset. This is done so that when the feed structure
is designed in NI AWR Microwave Office no compensation for the phase of the
antenna feedlines used in ANSYS Electronics is necessary.
The simulation shows that the maximum of the coupling between the antennas
Figure 3.4: Isometric view of the simulated two-antenna configuration for character-
izing mutual coupling.
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(a)
(b)
Figure 3.5: (a) Magnitude and (b) phase response of the two-antenna configuration.
occurs at 3.31 GHz and is approximately -16.8 dB. The magnitude and phase
characteristics of the mutual coupling are shown in Fig. 3.5. For the two-antenna
configuration it was found that there is also a reduction in the simulated radiation
efficiency of the patch antenna from 84% to 81.2%. Now that the mutual coupling has
been characterized the other required devices for the self-interference cancellation
circuit can be designed.
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Figure 3.6: Depiction of a microstrip-line directional coupler.
3.3 Directional Coupler
The first device that is critical to the function of the self-interference cancellation
circuit is the directional coupler. The device consists of two parallel transmission
line sections that are placed in close proximity. This enables some power to be
coupled from one transmission line section to the other [18]. The device has four
ports, labeled: input, through, isolated, and coupled. For reference, a standalone
directional coupler is shown in Fig. 3.6. One of the primary reasons for utilizing
directional couplers in this work is that the differential phase between the through and
coupled ports is 90◦. Since two of these devices will be used in the self-interference
mitigation circuit, a total phasing of 180◦ will be added to the signal. The primary
utility of the directional couplers is the ability to design for the desired coupling
magnitude. The differential phasing is also used later during the final PCB design to
determine the required length of the antenna feed lines.
The methodology used to analyze and describe the coupling phenomenon for this
and many other microwave devices is called even-odd mode analysis. In the even
mode, two neighboring ports are excited with equal amplitude voltages, creating
31
an open circuit (magnetic wall) between the two strips. In the odd mode the ports
are excited with equal magnitude, opposite sign excitations, creating a short circuit
condition (electric wall) at the symmetry plane between the strips. From these
excitation configurations, even mode and odd mode characteristic impedances, Z0e
and Z0o can be calculated for the overall structure. The coupling coefficient, C,
between the two strips is defined as,
C =
Z0e − Z0o
Z0e + Z0o
. (3.7)
However, the required coupling coefficient is normally known prior to designing the
directional coupler. Then for the choice of coupling coefficient C expressions for
Z0e and Z0o are given by,
Z0e = Z0
√
1 + C
1− C ,
Z0o = Z0
√
1− C
1 + C
.
(3.8)
For a well matched device it is also required that
√
Z0eZ0o = Z0.
For this work a coupling coefficient C of -8.5 dB is required. The calculated even
and odd mode impedances required are 74.2 Ω and 33.7 Ω, respectively. Although
there are numerical methods available for calculating these impedances for microstrip
lines [81], it is much more expedient to utilize commercial software to calculate the
required physical parameters for the coupling gap (s) and transmission line widths
(w). The coupled line sections are λ/4 at the center frequency of operation, which is
13.3 mm at 3.3 GHz in Rogers RO4350B substrate.
A software tool embedded in NI AWR Design Environment called TXLine is
used to calculate the line parameters that meet the even/odd-mode impedance require-
ments. The required spacing for the coupling gap is 0.2 mm and the transmission
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(a)
(b)
Figure 3.7: Directional coupler S-parameters (a) magnitude and (b) differential phase
response.
line width is 1.9 mm. The device is then constructed and simulated using NI AWR
Microwave Office. The magnitude of the device S-parameters and differential phase
between the through and coupled ports of the simulated coupler are shown in Fig. 3.7.
At 3.3 GHz the insertion loss of the directional coupler is 0.77 dB and the required
-8.5 dB coupling is achieved. The return loss is below 15 dB from 2–5 GHz and the
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transmission to the isolated port is less than -20 dB across the same band.
One of the limitations in using basic directional couplers in work requiring a
more broadband differential phase response is the unequal phase velocity of the
even- and odd-mode waves [18]. The cause of the different phase velocities between
the even and odd modes is due to the use of an inhomogeneous transmission line
configuration (microstrip line) [82]. In the even propagation mode the fields are
distributed both in the air and in the material substrate, leading to a decreased
effective dielectric constant. In the odd mode, the fields are primarily concentrated
in the substrate medium and the phase velocity is increased.
Two main methods exist for compensating the different phase velocities for
directional couplers, the goal of each is to increase the effective phase length of the
device in the odd-mode. The first method uses capacitive loading. By capacitively
loading the directional coupler the even mode is unaffected due to the open circuit
condition [82], [83]. However, the odd-mode wave “sees” these additional capacitors
and its phase length is increased accordingly. The capacitors used can either be
lumped or interdigital [82]. The second method is to use a geometric configuration of
the transmission lines that increases the distance traveled by the odd-mode wave [84].
The cancellation circuits developed in this thesis are narrowband, so no compensation
in the directional couplers was utilized.
3.4 Delay-Line
From basic transmission line theory it is well known that a transmission line of
length L has an associated phase delay [18]. In the theory of lossless transmission
lines this phase delay, θ, is equal to,
θ = −βL, (3.9)
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where β is the the propagation constant in the medium. This propagation constant is
related to the wave velocity, vp, and the wavelength in the medium, λ, by,
β =
2pif
vp
=
2pi
λ
. (3.10)
Since vp is not a function of frequency in the region where our device operates
there is a linear relationship between the phase delay, θ = −βL, and the operating
frequency. Therefore, once the phase delay of the antenna has been determined at
the operational frequency, the overall phase delay of the transmission line placed
between the two directional couplers can be computed. Since the directional couplers
contribute the required 180◦ to achieve phase cancellation, the length of transmission
line will be equal to the phase-length of the mutual coupling response,
L = −θMC
β
= −θMCvp
2pif0
. (3.11)
Using (3.2) in the equation, vp = v0/
√
r,eff , the velocity of propagation on the mi-
crostrip line is computed. The resulting phase constant from (3.10) for transmission
lines at 3.3 GHz is -6.75◦/mm.
3.4.1 Delay Line Phase Matching
Due to the linear nature of the phase characteristics of the delay-line it can only be
used to match the phase of the antenna mutual coupling at one frequency. This is
why multiple delay-line taps were utilized in [34] and [33]. However, for narrowband
operation, such as in CW or narrowband FMCW radar, a single delay-line may prove
to be sufficient. Since the delay-line is placed between two 90◦ phase shifts, the
phase of the delay-line must match the antenna mutual coupling phase at 3.31 GHz.
The phase of the mutual coupling at 3.31 GHz is -276.8◦, therefore a delay line of
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Figure 3.8: Phase matching between the delay-line and the antenna mutual coupling.
Vertical bars depict 10 dB antenna bandwidth.
length, L = 41.0 mm would be required to match the antenna unwrapped phase.
This length will change later however, due to the length of the antenna feeds. The
phase matching between the antenna and the delay line is shown in Fig. 3.8.
3.5 Hairpin Filter
The second implementation used in an attempt to match the phase characteristics of
the antenna mutual coupling was a hairpin type resonator [58], [85]. Since both are
single resonant structures, it was hypothesized that the phase characteristics of a λ/2
length hairpin resonator would closely match the phase characteristics of the antenna.
In order to provide phase cancellation over a wider bandwidth, it is necessary to add
an element between the directional couplers that matches the phase characteristics of
the antenna mutual coupling with more accuracy than a simple delay line. Because
the resonator behaves like a single-pole filter [58], it can be designed in such a way
that it approximates the magnitude and phase response of the antenna coupling.
The single-pole filter is designed using the methodology outlined in [86] and is
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Figure 3.9: Layout of the hairpin filter used for phase matching.
Figure 3.10: Response of the designed hairpin filter element.
shown in Fig. 3.9. The antenna mutual coupling is used to determine the resonator
center frequency and 3 dB bandwidth. The 3 dB bandwidth of the coupling response
is 89 MHz, with a center frequency of 3.31 GHz, which results in a fractional
bandwidth (FBW) of 2.69%. The only filter parameter we must acquire for this
design is the external quality factor,
Qext =
g0g1
FBW
, (3.12)
where g0 = 1 and g1 = 2 are the generalized filter coefficients for a first order
Butterworth filter. The required Qext for this design is 74.4.
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If an antenna with multiple resonances, such as a stacked patch antenna [87],
were utilized it is hypothesized that a multi-pole filter may be used. The filter element
is implemented in NI AWR Microwave Office using the same procedure outlined
in the section on directional couplers, and the resulting filter response is shown in
Fig. 3.10. The response matches the mutual coupling bandwidth within 2 MHz in
bandwidth, with an insertion loss of 1.5 dB and a return loss of 16.9 dB at 3.31 GHz.
3.5.1 Hairpin Filter Phase Matching
Now that the hairpin filter is implemented, some additional work is required to
match the phase characteristics of this element to the antenna. This is accomplished
through the use of two short delay-lines placed at the input and output of the filter.
The resultant phase is matched within 0.5◦ to that of the antenna mutual coupling
over a bandwidth of approximately 6 MHz, the result is shown in Fig. 3.11.
The phase of the filter can be matched more closely to that of the antenna mutual
coupling. However, this requires an increase in the external quality factor of the filter.
Figure 3.11: Phase matching between the hairpin resonator and the antenna mutual
coupling. Vertical bars depict 10 dB antenna bandwidth.
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Figure 3.12: Phase differences between the antenna mutual coupling and the delay-
line and hairpin filter phase cancellation structures.
The result is a scenario in which the filter bandwidth is decreased, degrading the
magnitude response matching. Additionally, requiring a higher external quality factor
increases the overall loss of the filter [86], requiring a higher coupling coefficient
from the directional couplers. The overall result is a situation in which one must trade
bandwidth response and Tx power output due to the increased coupling required in
the directional couplers. For the substrate material chosen the line impedance must
be increased and the coupling gap must be decreased to achieve higher coupling
while simultaneously maintaining input matching. However, to ensure that the device
could be fabricated the lower limit on the gap size was set at 200 µm. Therefore,
a compromise solution was implemented resulting in the maximum achievable
cancellation bandwidth for the choice of PCB material.
The simulated difference between the antenna mutual coupling phase and the
phase matching of the delay-line circuit and the hairpin filter circuit is shown in
Fig. 3.12. The differential phase between the hairpin filter and the mutual coupling
response is within 3◦ over the 20 MHz bandwidth shown. The differential phase
39
between the delay-line and the mutual coupling is within 18◦ over the same band-
width. Another advantage of the filter element over the delay-line is that the phase
matching circuit can be compact. This is due to high group delay the filter element
imposes at the resonant frequency of the antenna mutual coupling [58]. These effects
demonstrate that phase matching using a filter element is superior to the delay-line
implementation.
3.6 Circuit Implementation
The final circuit layout of the self-interference cancellation circuit is shown in this
section. The final challenge in the implementation of the self-interference canceler
lies in the layout of the PCB. Unfortunately, using the ideal dimensions of the
proposed canceler, the antenna elements cannot be directly fed from the ports of
the directional couplers. This is due to the λ0/2 element spacing of the antenna
elements, separated by a distance of 45.5 mm. Therefore, feedline sections must be
incorporated which add additional phase delay to the mutual coupling signal.
In order to maintain the 180◦ phase difference between the cancellation signal
and the self interference signal there are two signal paths to consider. Relative to
their respective outputs from the first directional coupler and their recombination at
the output of the second directional coupler we have for paths P1 and P2,
P1 = 2θfeed + θMC ,
P2 = 180
◦ + θCN + 2∆θCN .
(3.13)
where θfeed, θMC , θCN , and ∆θCN , are phase delays associated with the feedlines,
mutual coupling, cancellation network, and an additional delay that can be added
to the cancellation network. Since the desired phase difference between the final
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(a) (b)
Figure 3.13: Final layout of the proposed antenna and self-interference cancellation
circuits. (a) Delay-line circuit. (b) Hairpin filter circuit.
cancellation signals is odd multiples of 180◦,
P2 = P1 − (2N + 1)180◦ (3.14)
for integer values of N . Because the phase cancellation structure has been designed
so that θMC = θCN it is found that:
∆θCN = −(N + 1)180◦ + θfeed. (3.15)
Therefore, for a required length of antenna feed, the cancellation structure must be
compensated with an additional delay line at the input and output of electrical length
∆θCN .
Two different configurations of the final cancellation circuitry were chosen for
fabrication: the delay-line circuit and the hairpin filter circuit. These devices are
shown in Fig. 3.13. The PCB layout of both devices is carried out using NI AWR
Microwave Office. In order to accurately match the antenna characteristics calculated
using ANSYS Electronics, the mutual coupling was extracted in Touchstone format
to for allow co-simulation with the PCB design. Previous work has demonstrated
that NI AWR Microwave office’s AXIEM simulator is very accurate for the design
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Figure 3.14: S-parameters of the resulting delay-line self interference cancellation
circuit.
of planar circuits and filters [88].
The layout of the device is again carried out in the NI AWR Microwave Office
circuit simulator, which allows the user to input microstrip lines as circuit elements.
The circuit level devices are then simulated for the desired phase cancellation
response. Finally, an extraction element is added to the circuit level simulation. The
extraction element serves to link the circuit to the 3D planar EM simulator AXIEM,
where the device is fully characterized. Any final adjustments that need to be made
to the circuit are tuned using swept variables and the best resulting circuit is selected.
The S-parameters of the resulting configurations are shown in Figs. 3.14 and
3.15. The -40 dB mutual coupling bandwidth for the delay line and hairpin filters
cancellation circuits are 4.9 MHz and 10 MHz, respectively. As predicted by
the earlier work on phase matching, the bandwidth of the phase cancellation of
the hairpin filter device is increased by over 100% compared to the delay-line
implementation. For both circuits the input reflection coefficient is well below 20 dB
and the center frequency remains at 3.31 GHz.
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Figure 3.15: S-parameters of the resulting hairpin filter self interference cancellation
circuit.
3.7 Fabrication and Measured Results
The devices from the previous section are fabricated on Rogers RO4350B using a
multi-stage process. From the final design layout, DXF prototype layout files are
generated. These files are then imported into Altium Designer, and the circuit-board
layout, including the required grounding vias, are implemented. Gerber and NC Drill
files are then exported from the resulting board layout. The Gerber files are imported
into Pentalogix ViewMate software, and a lithographic mask for the top-copper layer
is generated in portable document file format.
The physical processing begins by drilling the required vias using a T-TECH
Quick Circuit QCJ5 circuit board plotter. Electroless and electro-plating processes
are then used to deposit 17.5 µm of copper inside the vias between the top and
bottom layers. A lithographic mask is then printed using an EPSON Artisan 1430
printer. A negative photoresist, Riston R© TentMaster TM213i, from DuPont is used
in the lithography process. After exposure to UV light the undesired copper is etched
away, and the remaining photoresist is chemically removed. The resulting PCBs
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(a) (b)
Figure 3.16: Photographs of the two self-interference cancellation circuits. (a) Delay-
line circuit. (b) Hairpin filter circuit.
are then cut out and edge mount connectors from Cinch Connectivity Solutions and
50 Ω surface-mount load resistors are soldered. Photographs of the resulting devices
are shown in Fig. 3.16. The fabricated self-interference cancellation circuits were
measured using a calibrated Agilent N5242A PNA-X network analyzer. The results
are shown in Fig. 3.17.
The measured results for both fabricated devices agree well with simulated
results. The cancellation bandwidth of both circuits is slightly shifted in frequency,
+2 MHz for the delay-line implementation, and +22 MHz for the hairpin design. The
hairpin resonator circuit was measured using a Nikon SMZ800 digital microscope. It
was found that the coupling gap was over-etched by 70 µm and the resonator length
was also decreased by 70 µm. These lengths were incorporated into the AWR design
and simulated to determine the effect on the resonant frequency of the filter. The
resulting simulation showed that the resonant frequency of the filter element was
increased to 3.34 GHz. Therefore, over-etching during the lithography process is
responsible for the shift in frequency of the hairpin filter STAR circuit.
The cancellation bandwidth of the fabricated devices also matches the simulated
designs closely. The fabricated delay-line circuit has a -40 dB coupling bandwidth
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of 4.2 MHz, compared to 4.9 MHz simulated. The hairpin filter self-interference
cancellation circuit has 11.2 MHz of -40 dB bandwidth compared to the 10 MHz
of simulated bandwidth. The 20 dB cancellation bandwidth relative to the original
antenna mutual coupling for the delay line and hairpin filter implementations are
5 MHz and 14 MHz, respectively. The differences between the simulated and
(a)
(b)
Figure 3.17: Measured S-parameters for the (a) delay-line and (b) hairpin filter
self-interference cancellation circuits.
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measured results are due to fabrication tolerances and the over-etching that was
discussed previously.
By utilizing directional couplers to match the magnitude response of the mutual
coupling the power loss between the Tx port and the antenna is minimized at -
0.77 dB. In comparison to the delay-line circuit, the use of the hairpin resonator
increases the -40 dB coupling bandwidth by 267%.
3.8 Alternative Configurations
Several alternative configurations that were later determined to be non-ideal for the
implementation of the self-interference cancellation circuit were initially designed.
These alternative implementations were based upon the assumption that the mutual
coupling effect could be well characterized by a “lossy” transmission line model.
The configuration of this circuit, and its response are shown in Figs. 3.18 and 3.19.
The device shows a promising -50 dB bandwidth of 1.5 GHz, however, this is due to
the linear phase response of the model. A second reason for the large cancellation
bandwidth is the uniform magnitude response of the transmission line model used
Figure 3.18: Layout of the alternative STAR structure.
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Figure 3.19: Tx to Rx isolation and input reflection coefficient of the circuit shown
in Fig. 3.18.
for the antenna mutual coupling. The reason for its inclusion in this thesis, is that
during the design of this cancellation circuit a new type of power dividing structure
was implemented and utilized. The theory of this power dividing structure was
developed, and will be shown in the following chapter of this thesis.
47
4 Exponential Power Divider
In microwave systems power dividers are one of the most common and important
system elements. A typical way to realize such devices in planar form is through a
microstrip T-junction. Although T-junctions are frequently utilized as equal power
dividers, especially in antenna array design, they have also been investigated as
unequal power dividers [89]. Different geometrical configurations of T-junctions
been analyzed, such as T-junctions with asymmetrical transmission line impedances,
and other stepped and tapered impedance configurations at the junction plane [89].
These structures have been analyzed utilizing various methods, like full-wave spectral
domain analysis [90], waveguide models [91], equivalent circuit models [92], and
through other computer modeling techniques [93], [94].
Previous work on asymmetrical power dividers with linearly tapered and stepped
impedance lines relied on empirical models for their design procedure [89]. For
instance, in [89], the power dividing ratio k is substituted into empirical expressions
to solve for the other device parameters. Although this approach results in a working
device, it does not give any physical insight into the device’s operation. Purely
computational methods have the same drawback.
In this thesis, using exponentially tapered line sections, an analytic approach for
determining the device port parameters is developed. Exponentially tapered lines
were chosen for their superior matching characteristics compared to linearly tapered
lines [18]. By utilizing the impedance transformation in [95], a conventional design
procedure for microwave circuits can be followed. It is shown that this method can
be utilized to design asymmetrical T-junction power dividers with exponentially
tapered lines with values of the power dividing ratio from 2 to 10 dB. Previous work
has demonstrated power dividing ratios of up to 6 dB with this type of divider using
linearly tapered line sections [89]. Devices with power dividing ratios of 7.6 dB and
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(a)
(b)
Figure 4.1: (a) Device layout of a planar exponential power divider. (b) Input
impedance for exponentially tapered line.
9.3 dB are fabricated. These devices were fabricated and tested as elements in an
early version of the STAR circuits shown in the previous chapter of this thesis. In
addition, to the author’s best knowledge, this device is the first power divider of this
type capable of providing power dividing ratios of up to 10 dB.
4.1 Theory
The structure used in this work consists of two exponentially tapered transmission
lines, shown in Fig. 4.1(a). The tapered sections are joined at the point where the
characteristic impedance is the lowest, Zmin. All ports are terminated by the system
characteristic impedance Z0.
The device theory for the exponential power divider consists of two parts. First,
the general impedance formulas for the line sections are given. Next, the input
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reflection coefficients at all ports will be shown. The S-parameters of the device will
then be derived from normal S-parameter relationships for symmetric, reciprocal
devices. Finally, an analytic formula is provided for the power dividing ratio k.
4.1.1 Line Impedance Formulas
Since the lines for this power divider are exponentially tapered we can represent the
impedance continuously along the section of line from 0 to L as shown in Fig. 4.1(a),
Z(z) = Z0e
αz, α =
1
L
ln
(
Zmin
Z0
)
. (4.1)
In addition, for the calculation of the input impedance we need an expression for the
impedance from the symmetry plane to port 1, shown in Fig. 1(a). The impedance
along the z′ axis from 0 to L′ is given by,
Z(z′) = Zmineξz
′
, ξ =
1
L′
ln
(
Z0
Zmin
)
. (4.2)
4.1.2 Input Reflection Coefficient
From the impedance formulas given (4.1) and (4.2) the input reflection coefficients
for each port of the exponential power divider can be derived. The input impedance
looking into an exponentially tapered line is given by the solution to the nonlinear
ordinary differential equation know as the Riccati equation [95]. The resulting
expression for the input impedance for an exponential taper, Zin, is [95]:
Zin
Z(L)
=
Zα
[
1
λg
− 1
λc
tan
(
2piL
λg
)]
+ j Z1
λ
tan
(
2piL
λg
)
Z1
[
1
λg
+ 1
λc
tan
(
2piL
λg
)]
+ j Zα
λ
tan
(
2piL
λg
) . (4.3)
50
λc = 4piL ln
(
Z1
Z2
)
, λg =
λ√
1−
(
λ
λc
)2
From Fig. 4.1(b) the parameter Zα is the terminating impedance, Z1 is the
impedance of the exponential taper at z = 0, and Z2 is the impedance of the taper
at z = L. The procedure to calculate the input impedance of the device requires
two consecutive impedance transformations using (4.3). First, the equivalent input
impedance looking from the symmetry plane towards port 2 is calculated. From
(4.1) it is found that Zα = Z1 = Z0 and Z2 = Z(L) = Zmin. Substituting these
values into (4.3) the first required input impedance Zin,1 is known. Since this is the
impedance seen from the symmetry plane the input reflection coefficient for port 3
can be calculated. The input impedance seen by port 3 is Zin,1||Zin,1 = Zin,1/2.
Γ3(λ) = S33(λ) =
Zin,1 − 2Z0
Zin,1 + 2Z0
(4.4)
This impedance appears in parallel with the terminating impedance Z0 at port 3,
so the terminating impedance for the second transformation is Zα = Z0||Zin,1.
In order to calculate the overall input impedance seen by port 1 the transform
given by (4.3) is used a second time. This time, however, (4.2) is used to calculateZin,
λc, and λg. The values substituted into (4.3) for this transformation are, Z1 = Zmin
and Z2 = Z(L) = Z0. Now that the structure’s overall input impedance has been
determined the input reflection coefficient is given by:
Γ1(λ) = S11(λ) = S22(λ) =
Zin − Z0
Zin + Z0
(4.5)
Finally, the remaining relevant port parameters are calculated. From symmetry,
S11 = S22 and S31 = S32. And from reciprocity, Sij = Sji for i 6= j. From these
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properties the following relationships are derived:
|S31|2 = 1− |S33|
2
2
(4.6)
|S21|2 = 1 + |S33|
2
2
− |S11|2 (4.7)
Following the convention used in [89], k is defined as the power dividing ratio
|S21|2/|S31|2.
k =
|Zin + Z0|2 [|Zin,1 + 2Z0|2 + |Zin,1 − 2Z0|2]− 2|Zin − Z0|2|Zin,1 + 2Z0|2
|Zin + Z0|2 [|Zin,1 + 2Z0|2 − |Zin,1 − 2Z0|2]
(4.8)
A plot of computed values of k in dB for Zmin in the range of 5 to 40 Ω is shown
in Fig. 4.2. This range of Zmin results in power dividing ratios between 2 and 10 dB.
In order to find the length L for the first minimum in |S11| L is set to be equal
to λg/2. By choosing this value for L (4.3) becomes constant. Since the input
impedance is constant, the derivative of S11 is zero and must be checked for whether
it is maximal or minimal. It is found that,
S11|L=λg/2 = −
1
1 + 2Z0
Zmin
, (4.9)
is a minimum of S11. Using (4.3) when L = λg/2 it is found that the first minimum
in S11 occurs when,
L =
λmin
2
√
1 +
(
1
2pi ln (Z0/Zmin)
)2
. (4.10)
This equation can be used to determine the minimum length of the exponentially
tapered transmission lines for practical designs.
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Figure 4.2: Power split value k versus the minimum impedance at the symmetry
plane Zmin  [5, 40] Ω.
4.2 Simulation and Measured Results
Two prototype devices, with power dividing ratios of 7.6 and 9.3 dB, were designed
using the method presented. They were designed with these power dividing ratios
for an early version of the STAR circuits shown in chapter 3. Both devices were
fabricated on Rogers RO4350B substrate, with h = 0.762 mm, r = 3.66, and
tan(δ) = 0.0037. Simulation was done using NI AWR Microwave Office’s planar
AXIEM simulator. Measurements of the fabricated devices were taken using a
calibrated Agilent N5242A PNA-X network analyzer in a 3-port configuration.
The first prototype is designed to have the first |S11| minimum at 1.5 GHz. Using
(4.8) and (4.10) the minimum impedance is 9 Ω and L = 60 mm. The second
prototype is designed to have the first |S11| minimum at 1.7 GHz. This requires
Zmin = 5.65 Ω and L = 50 mm. In Figs. 4.3 and 4.4 the theory, simulated, and
measured S-parameters are shown. A photograph of the second prototype is shown
in Fig. 4.5.
The results show that the designed power dividing ratios of 7.6 dB and 9.3 dB
are obtained from 1.5 to 5 GHz and 1.75 to 3.5 GHz for the first and second
prototype, respectively. In both cases the response in |S21| and |S31| match the
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Figure 4.3: Theory, simulated, and measured S-parameters of the first prototype.
Theoretical values shown are solid, simulated are dashed, measured are dotted.
Figure 4.4: Theory, simulated, and measured S-parameters of the second prototype.
Theoretical values are solid, simulated are dashed, measured are dotted.
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Figure 4.5: Photograph of the second prototype.
response predicted by theory. The RMS error in the power dividing ratio k for the
first prototype is 0.62 dB between simulated and measured results. It is 0.63 dB
between the theory and measurement. The second prototype has an RMS error in k
between simulation and measurement of 0.32 dB. Between theory and measurement
it is 0.83 dB. This prototype has a resonance in both the simulated and measured
responses predicted by simulation at 3.9 GHz. The difference between the theory
and measurement in |S11| is due to non-TEM modes propagating in the structure,
and their reflections. This can be seen in full-wave simulation performed using
ANSYS Electronics Desktop. Overall, these results demonstrate the validity of the
mathematical model presented.
4.3 Summary
A mathematical formulation for calculating the S-parameters of an exponential
power divider has been shown. From the general input impedance formula for an
exponential taper an analytic expression for the power dividing ratio k is derived.
Based on the presented method two devices were fabricated, with measured S-
parameter values that are in good agreement with the power dividing ratios predicted.
Both devices demonstrate power dividing ratios larger than what has previously been
shown for this type of device.
This chapter concludes the discussion of passive microwave devices in this
thesis. In chapter 3 passive microwave devices developed for phase cancellation
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are developed. A result of earlier work on STAR resulted in the theory presented in
this chapter. In the following chapter the the focus of this work turns to an adaptive
receiver module. The LNA from this device is simulated and tested as part of a
QPSK receiver system. The LNA is capable of both adaptive, and reconfigurable
biasing modes of operation. It is shown how both of these modes of operation are
beneficial in the QPSK system and the benefit they provide for DC power savings in
large arrays.
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5 Reconfigurable RF
Future systems are being developed for both wideband and multifunction capabilities.
These systems will potentially be subjected to interference from multiple sources
in a crowded electromagnetic spectrum. It is therefore necessary to determine the
effects that out of band interference will have on systems designed for narrowband,
wideband, and pulsed operation when wideband devices are used. This chapter
details measurements taken on the dynamic adaptive receiver (DARE) [96]. The
DARE performs as a wideband RF receiver element, with adaptive LNA biasing and
gain capabilities. The testing conducted on this device is designed to measure the
effect of adaptive LNA biasing in the presence of an out-of-band interfering signal.
The adaptive LNA biasing is controlled by an RF power detector based feedback
control circuit. The bias current is adjusted so that the LNA remains in a linear
mode of operation. Alternatively, this feature can be used to minimize the DC power
consumed by the LNA, resulting in an overall reduction in DC power consumption.
The overall reduction in power consumption depends on the power level of the RF
signal received. For large arrays the integration of such a device would make a
substantial impact on power supply requirements.
Due to the wideband operation of the DARE the possibility exists for out-of-band
interference to limit the range of dynamic LNA biasing. The potential also exists
that such interference could place the LNA into a nonlinear mode of operation,
corrupting received signals. Therefore it is necessary to measure the device in a
realistic mode of operation to determine how out-of-band interference will effect the
overall system performance.
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5.1 Dynamic Adaptive Receiver
The DARE is a differential device containing all of the required system components
required for a receiver module [96]. This includes an LNA, mixer, and a variable
gain amplifier (VGA) for the intermediate frequency stage. One signal that must be
supplied off-chip is the local oscillator for the mixer. RF filtering of the Rx signal
is also performed separately. The LNA and VGA respond adaptively to a varying
power level stimulus or can be programmed directly through a digital interface.
The LNA and mixer stages are wideband, with a frequency range of operation of
0.1–10 GHz. The intermediate frequency (IF) VGA operates with a flat frequency
response over a bandwidth of 0 –2 GHz. The VGA gain can be set or can be allowed
to run in an adaptive mode with set-points in 6 dB increments from 10 to 40 dB. The
bias on the DARE LNA can also be reconfigured, or set to operate in an adaptive
mode. The range of the LNA’s gain is between 9 and 13 dB, depending on the bias
setting. The fixed biases of the LNA range from 10 mA to 80 mA in nominal steps of
10 mA. The actual bias points for all of the nominal settings were measured and are
shown in table 5.1. The LNA’s noise figure is approximately 2.5 dB from 3–5 GHz
according to DARE datasheet. More information about the DARE can be found in
[96].
5.2 System Level Simulations
System simulations are carried out in NI AWR Microwave Office in order to an-
ticipate the performance of the DARE LNA subject to out-of-band signals. QPSK
transmitter and receiver subsystems were implemented, and both wideband out of
band and single tone signals were delivered to an LNA modeled using performance
metrics of the DARE at its highest bias point. The gain of the LNA model is set to
13 dB and the P1dB is set at 5 dBm. The noise figure for the LNA model is set at
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Table 5.1: Nominal and measured values for DARE LNA current bias setpoints.
2.5 dB. This model is limited in that it doesn’t capture the dynamic biasing capability
of the DARE. However, it provides the opportunity to model the response of the
LNA to higher power levels than would be desirable in a physical test. The test is
designed to determine the error vector magnitude (EVM) characteristics of the LNA
when average power levels exceed the LNA’s P1dB.
QPSK communications systems transmit a signal in which combinations of the I
and Q signals are assigned to one symbol. In the configuration used, each symbol
contains two binary bits of information. This is best visualized by using a tool called
a constellation diagram, shown in Fig. 5.1. The I and Q received signals are mapped
to the complex plane as I + jQ, and the corresponding location is assigned to two
bits. In the diagram shown the bits are gray coded, meaning only one bit changes
when traveling 90◦. From Fig. 5.1 the EVM (%) can be defined as,
EVM(%) =
|PRx − PRef |
|PRef | =
√
(IRx − IRef )2 + (QRx −QRef )2√
I2Ref +Q
2
Ref
, (5.1)
where, IRef , IRx, QRef , and QRx are the in phase and quadrature components of the
received power signals.
59
Figure 5.1: QPSK constellation diagram.
Since the EVM is subject to fluctuations in the receiver noise floor, it is more
informative to look at an average of the EVM over N receive constellations.
EVM(%) =
√
1
N
∑N
n=1(IRx[n]− IRef )2 + (QRx[n]−QRef )2√
I2Ref +Q
2
Ref
(5.2)
In this work the EVM is averaged over 1000 symbols.
The QPSK transmitter is set to transmit 0 dBm average power centered at 3.3 GHz
with 20 MHz of bandwidth. An average Gaussian white noise system block is used
to model the communications channel with 60 dB of channel loss and an average
noise floor power level of approximately -85 dBm. A single-tone signal at 3.4 GHz,
which will not mix with the desired QPSK baseband receive signal, is combined
with the desired signal at the LNA. The spectrum of the single-tone signal and the
QPSK modulated carrier at 3.4 GHz and the resulting average EVM for swept power
levels of the single-tone signal are shown in Fig. 5.2.
The simulated result shows an EVM that exponentially increases with the input
power of the interfering signal. This is verified using the MATLAB curve fitting tool.
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(a)
(b)
Figure 5.2: (a) Simulated power spectrum of the QPSK signal and the single-tone
interferer. (b) EVM of the QPSK receiver v. instantaneous power level of the
single-tone interferer.
The resulting exponential equation for the curve is,
EVMST = 38.33e0.171·Pint (%), (5.3)
where Pint is the power of the interference signal from -15 to 0 dBm. The R2 value
for the fit is 0.99 with a root mean square error of 1.33%.
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(a)
(b)
Figure 5.3: (a) Simulated power spectrum of the QPSK signal and wideband in-
terferer. (b) EVM of the QPSK receiver v. instantaneous peak power level of the
wideband interferer.
For the second test, a band-pass filtered Gaussian white noise source replaces the
single-tone interferer. The center frequency for the band-pass filter is set to 3.4 GHz,
with 3 dB bandwidth of 100 MHz. The power spectrum and the resulting EVM for
the wide-band interfering signal are shown in Fig. 5.3.
The second set of EVM data is also an exponential function of Pint and can be
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represented by the equation,
EVMWB = 7.43× 104e0.28·Pint (%), (5.4)
where in this case the power Pint is the peak power spectral density of the wideband
tone, between -40 and -25 dBm. For this plot the R2 value is 0.99 and the root mean
square error is 1.27%.
5.3 Balun Design and Fabrication
In order to interface with the DARE module two planar Marchand baluns were
designed in NI AWR Microwave Office. The device design consists of a single
open circuited feedline which is coupled to two high impedance short circuited
quarter-wave transmission line sections. The phase difference between the signal
coupled to the short circuited lines is 180◦, transforming the unbalanced microstrip
input signal into a balanced output [97]. Since high impedance lines are used to
achieve maximum coupling to the balanced outputs, quarter-wave transformers are
Figure 5.4: Simulated S-parameters of the Marchand balun.
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Figure 5.5: Photograph of the fabricated balun.
used to match the device ports to a characteristic impedance of 50 Ω [18].
The simulated unbalanced S-parameters and the differential phase between
the balanced output ports is shown in Fig. 5.4. The simulated circuit shows a
differential insertion loss of 0.8 dB, and a maximum magnitude imbalance between
the differential ports of less than 0.1 dB. The differential phase between the two
ports is less than 2.5◦. The balun achieves the desired operating characteristics from
3–3.9 GHz.
Two baluns were fabricated in order to convert the unbalanced signals from
the signal generators to the balanced LNA input of the DARE and to convert the
balanced DARE output to an unbalanced signal for the input to the RTSA. The
fabrication procedure used is the same process shown in chapter 3. The magnitude,
and differential phase response of the fabricated baluns are shown in Fig. 5.6. The
magnitude response for both baluns matches the simulated response over the desired
band. The fabricated devices have a slight increase in insertion loss, 0.9 dB compared
to 0.8 dB simulated. The measured differential phase between the balanced output
ports is within 6◦ of 180◦ for the first balun, and 2.5◦ for the second.
On the first balun, the copper on one of the short circuit vias was etched during
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(a)
(b)
Figure 5.6: Measured responses of the Marchand-type microstrip baluns fabricated
for DARE testing. (a) Balun-1. (b) Balun-2.
the lithography process. In order salvage the device the plating was replaced using
22 gauge wire and solder. The extra electrical length added by the solder is the
source of the phase difference of 6◦ seen in the first balun.
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5.4 QPSK Measurements
Two sets of measurements were conducted on the DARE in order to determine the
effects of both single-tone and wideband interference. Both measurements were
conducted using a Tektronix RSA6114A real-time spectrum analyzer, which also
acts as a QPSK receiver. Three RF sources were used for the measurements. An
Agilent E8276D vector signal generator was used to provide the QPSK modulated
waveform. The QPSK center frequency is set to 3.3 GHz with a symbol rate of
20 Msps. A Vaunix Lab Brick LSG-602 signal generator was used to provide the
single-tone interference. Finally, an Agilent E4428C analog signal generator was
used to provide an 8 MHz frequency modulated (FM) interference source. Both
interfering signals have a center frequency of 3.4 GHz.
Figure 5.7: Block diagram of the proposed DARE test setup.
A block diagram of the test setup is shown in Fig. 5.7, and a photograph of
the test setup is shown in Fig. 5.8. Other passive RF components required for the
measurement include: one Wilkinson power combiner, four 2–5 GHz isolators,
one 20 dB DC–6 GHz attenuator, and SMA cables. In order to obtain a 0 dBm
interference signal at the DARE LNA the loss in the path between the generator
and the DARE was characterized. This characterization was performed using an
Agilent 5242A PNA-X network analyzer. The total differential path loss between the
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Figure 5.8: Laboratory test setup for the DARE QPSK testing.
generator and the DARE was calculated from the unbalanced S-parameters, shown
in Fig. 5.9, and was found to be in the range of 6.2–6.5 dB for the QPSK waveform
and the interference signal. The sources of loss are: 3.4 dB from the Wilkinson
combiner, 0.1 dB from the RF isolators, 0.9 dB from the balun, and 2.1 dB from
the SMA cables. Therefore, to inject a 0 dBm average power interference signal the
generators are set to output 6.5 dBm.
In order to ensure that a safe power level is delivered to the RTSA, the compo-
nents at the output of the DARE were also characterized for loss. It was found that
the output signal path incurs 0.9 dB of loss from the balun, 0.1 dB from the isolators,
20 dB from the attenuator, and 0.5 dB from the SMA cables. The differential output
attenuation is shown in Fig. 5.10, where additional attenuation is accounted for due
to phase variations in the balun. After several test measurements were made it was
found that the RTSA receiver would saturate when higher bias currents on the DARE
module were used. The internal attenuator on the RTSA was then set to 10 dB which
resolved the issue. The total attenuation from the output of LNA to the RTSA’s
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Figure 5.9: Characterization of the loss between the signal generators to the DARE
module.
internal QPSK receiver is between 31.7 and 32.5 dB.
The average signal power for the QPSK waveform is set to -20 dBm, which
translates to a peak power spectral density (PSD) of -64 dBm after passing through
all RF stages between the transmitter and RTSA. This is a baseline measurement
taken when the interference source is turned off. The baseline EVM at this bias
setting is 8.8%. When the interfering tone is turned on the peak PSD drops to
approximately -80 dBm, which is 5 dB above the noise-floor of the RTSA. This
indicates that the DARE LNA is indeed in compression, and will produce a high
EVM signal. This is an ideal setup for the subsequent measurements, since the
effect of bias reconfiguration and the adaptive biasing mode will result in measurable
EVM changes. Therefore, the -20 dBm QPSK signal provides a good baseline for
determining the effects of the reconfigurable biasing and adaptive biasing capability
of the DARE.
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Figure 5.10: Characterization of the attenuation between the DARE output and the
RTSA.
5.4.1 Single-tone Interference Test
For this test the DARE LNA is initially biased at 10 mA, the power level of the
out-of-band interferer is set at 6.5 dBm so that the interference power input to the
LNA is 0 dBm. At this bias point the LNA gain begins to compress and output
power levels for both the QPSK waveform, and the interfering signal droop. The
biasing on the LNA is then increased in steps of 10 mA, and measurements are taken
with the adaptive biasing both disabled and enabled. These measurements include:
EVM, peak QPSK PSD, SNR, and peak interferer PSD. The results from this test
are shown in table 5.2. A plot of EVM as a function of the nominal bias current both
with and without adaptive biasing enabled is shown in Fig. 5.11. Additional baseline
measurements at all of the bias points without adaptive biasing or the interfering
signal were also taken.
From the test results it is apparent that at the initial bias 10 mA bias the LNA
gain is initially compressed leading to an EVM of 45.7%. As the LNA bias current
is increased the EVM decreases. At bias currents above 60 mA there is no noticeable
69
Table 5.2: DARE QPSK receiver single tone interference test results for different
LNA biasing conditions.
improvement in the measured EVM.
The adaptive LNA biasing does not range between the minimum and maximum
bias points of the LNA as originally expected. Instead, this feature biases the LNA
at an intermediate state between the current bias point and the next set bias point.
Additional current in the range of 0 –5 mA is added in response to the detected
power.
Measurements with this feature enabled show that in response to the out of
band interferer, this feature does improve the EVM for each specific bias state. The
adaptive biasing essentially achieves the same EVM with 5 mA less current required
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Figure 5.11: Measured EVM of the DARE module with and without adaptive biasing
enabled for the single tone test.
by the next fixed setpoint. With 55 mA of current consumption, the adaptive biasing
feature achieves the same EVM that the fixed biasing achieves at 60 mA. This feature
is the most beneficial at the lowest bias settings, improving the EVM at 10 mA from
45.7% to 32.5% and at 20 mA bias from 26.6% to 21.6%.
5.4.2 Wideband Interference Test
For this test an FM waveform is generated using the Agilent E4428C analog signal
generator. The maximum modulated bandwidth for this signal generator is 8 MHz
centered at 3.4 GHz. The test procedure is the same as described for the single-tone
interferer. The results from this test are shown in table 5.3 and a plot of EVM for the
different nominal bias conditions is shown in Fig. 5.12.
Graphs of the spectrum measured using the RTSA for the single tone and wide-
band interference tests can be found at the back of this chapter. These graphs show
spectra for 10, 40, and 80 mA biasing conditions both with and without adaptive
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Table 5.3: DARE QPSK receiver wideband interference test results for different
LNA biasing conditions.
biasing enabled. They are shown in Figs. 5.14 through 5.19. Constellation diagrams
of the same measurements can be found in Figs. 5.20 and 5.21.
5.4.3 QPSK Conclusions
The testing of both single tone and FM interference reveals several beneficial aspects
of the DARE. It also reveals the drawbacks of wideband devices that can pass large
portions of spectrum. The results show that the DARE is able to compensate for the
interfering signal, and effectively re-establish a favorable SNR in this test setup. It is
able to do so by switching between fixed bias points, and to a lesser extent through
the adaptive biasing feature.
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Figure 5.12: Measured EVM of the DARE module with and without adaptive biasing
enabled for the wideband interference test.
In both simulation and measurement it was shown that the LNA will become
compressed in the presence of interference. In the simulation this condition was
created by increasing the average power of the interference signals. In measurement,
the LNA is initially compressed, but is able to recover due to the increase in the
LNA P1dB with increased bias current. Therefore, simulating an increase in the
average interferer signal power with fixed P1dB results in a good approximation for
the measured LNA behavior when the P1dB is varied and the interference signal
power is fixed.
The test results for the single-tone interferer and the FM interference signal are
very similar. This result implies that the DARE responds to the average signal power.
This also means that the DARE can easily become saturated by the various signals
crowding the electromagnetic spectrum. Fortunately, this can be compensated for by
using tunable or reconfigurable filters, or a bank of fixed filters. A second solution
would be to use a tunable or reconfigurable antenna element.
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Figure 5.13: Dynamic power consumption of the DARE vs. RF input power with a
fixed 5 V bias.
5.5 Radar System Impact
The largest improvement offered by the DARE module in a radar system would
be its impact on dynamic array power consumption. Due to the large number of
elements required to achieve desired beamwidths in phased array radar systems, even
a small amount of power saving in the LNA can have a large system impact. This is
especially true for arrays with dedicated transceiver modules at every element. For
example, in a hypothetical 50x50 planar array, there are 2500 LNAs in the entire
array. We can calculate the array level power savings for the number of elements
supplied, relative to fixed-bias LNAs by,
PFixed = VsupplyIsupply,
PAdaptive = VsupplyIadaptive.
(5.5)
For the DARE module the supply bias is a function of the RF input power.
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The relative power consumption over a number of individual range bins can be
determined therefore be determined. A general formula for the average power
consumption over N equally spaced receive power levels is given by,
Pavg =
1
N
N∑
n=1
VsupplyIadaptive
({
Pmin − Pmax
N
}
n
)
. (5.6)
An approximation of the curve for the adaptive bias current versus the input
power extracted from [96] is,
Iadaptive = 88 + 66 tanh (0.083Pin + 1.67) (mA). (5.7)
where Pin is in dBm. Power consumption of the LNA based on (5.7) with a 5 V fixed
voltage bias is shown in Fig. 5.13.
The average power consumption of the adaptive LNA over eight receive windows
from -70 dBm to 0 dBm is 317 mW. The same LNA operating with its bias fixed at
the maximum current consumes 780 mW. The adaptive LNA biasing results in a DC
power consumption reduction of 59.4 % over the fixed bias LNA. In the 2500 element
array mentioned previously this would result in a total average power consumption
of 792.5 W compared to 1950 W for the fixed bias LNAs. These results clearly show
the benefit of the adaptive LNA in terms of average DC power consumption.
A possible negative impact of the DARE on radar operation is that the adaptive
biasing could corrupt pulse-to-pulse receive information. Since the gain of the DARE
is tied to its biasing state, and can also be adjusted by the adaptive biasing feature,
clutter suppression could be severely impacted. One possible scenario in which this
could occur is with a pulsed interferer, which could potentially cause the DARE’s
adaptive biasing to ramp up and down continuously. Future testing on the LNA will
be designed to determine how detrimental this type of interference will be.
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Spectral Graphs and Constellation Diagrams
(a)
(b)
Figure 5.14: Spectra of the single-tone interference test at 10 mA nominal bias
current. (a) No adaptive biasing – SNR = 4.7 dB, EVM = 45.7%. (b) With adaptive
biasing – SNR = 7.4 dB, EVM = 32.5%.
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(a)
(b)
Figure 5.15: Spectra of the single-tone interference test at 40 mA nominal bias
current. (a) No adaptive biasing – SNR = 15 dB, EVM = 13.3%. (b) With adaptive
biasing – SNR = 17.9 dB, EVM = 11.6%.
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(a)
(b)
Figure 5.16: Spectra of the single-tone interference test at 80 mA nominal bias
current. (a) No adaptive biasing – SNR = 23 dB, EVM = 6.6%. (b) With adaptive
biasing – SNR = 23.2 dB, EVM = 6.8%.
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(a)
(b)
Figure 5.17: Spectra of the wideband interference test at 10 mA nominal bias current.
(a) No adaptive biasing – SNR = 4.33 dB, EVM = 53.5%. (b) With adaptive biasing
– SNR = 8.2 dB, EVM = 33.1%.
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(a)
(b)
Figure 5.18: Spectra of the wideband interference test at 40 mA nominal bias current.
(a) No adaptive biasing – SNR = 16.8 dB, EVM = 13.5%. (b) With adaptive biasing
– SNR = 15 dB, EVM = 12.1%.
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(a)
(b)
Figure 5.19: Spectra of the wideband interference test at 80 mA nominal bias current.
(a) No adaptive biasing – SNR = 23.2 dB, EVM = 6.7%. (b) With adaptive biasing –
SNR = 22.9 dB, EVM = 6.7%.
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(a) 10 mA, no adaptive biasing.
SNR = 4.7 dB, EVM = 45.7%.
(b) 10 mA, with adaptive biasing.
SNR = 7.4 dB, EVM = 32.5%.
(c) 40 mA, no adaptive biasing.
SNR = 15 dB, EVM = 13.3%.
(d) 40 mA, with adaptive biasing.
SNR = 17.9 dB, EVM = 11.6%.
(e) 80 mA, no adaptive biasing.
SNR = 23 dB, EVM = 6.6%.
(f) 80 mA, with adaptive biasing.
SNR = 23.2 dB, EVM = 6.8%.
Figure 5.20: QPSK receive constellations for the single tone test biased at 10, 40,
and 80 mA, with and without adaptive biasing.
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(a) 10 mA, no adaptive biasing.
SNR = 4.33 dB, EVM = 53.5%.
(b) 10 mA, with adaptive biasing.
SNR = 8.2 dB, EVM = 33.1%.
(c) 40 mA, no adaptive biasing.
SNR = 16.8 dB, EVM = 13.5%.
(d) 40 mA, with adaptive biasing.
SNR = 15 dB, EVM = 12.1%.
(e) 80 mA, no adaptive biasing.
SNR = 23.2 dB, EVM = 6.7%.
(f) 80 mA, with adaptive biasing.
SNR = 22.9 dB, EVM = 6.7%.
Figure 5.21: QPSK receive constellations for the wideband interference test biased
at 10, 40, and 80 mA, with and without adaptive biasing.
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6 Conclusion
This thesis demonstrates two passive circuit topologies that enable STAR over
narrow bandwidths. In future communications and radar systems STAR technology
will be an enabler for both increased functionality and higher data rates. Recent
demonstrations of STAR for automotive radar have utilized techniques that dissipate
3 dB of Tx and Rx power in order to achieve STAR operation. However, for systems
with higher power Tx signals this loss is undesirable. In order to address the power
dissipation problem and increase the bandwidth for a single cancellation layer a new
method for implementing a self-interference cancellation circuit was used.
From the basic principles of phase cancellation it was shown that such a circuit
could be designed using directional couplers, and either a conventional delay-line
or hairpin resonators. Simulated data from ANSYS Electronics Desktop was used
to obtain the magnitude and phase characteristics of the antenna mutual coupling.
Using this data the hypothesis that the antenna’s mutual coupling phase could be
more closely matched using a filter element was tested and verified. Both devices
were fabricated and measured.
The measured results shown agree with simulation and allow for a direct compari-
son between the two methodologies for implementing STAR. Both fabricated devices
achieve approximately the same result as obtained in simulation. The measured
delay-line device has a -40 dB bandwidth of 4.2 MHz while the filter implementation
has a -40 dB bandwidth of 11.2 MHz, an increase of 266.7%. The bandwidths over
which 20 dB of cancellation is achieved are 5 MHz and 14 MHz for the delay-line
and hairpin filer implementations, respectively. An analytic expression was derived
that shows that this bandwidth is directly related to the phase and magnitude error
between the mutual coupling response and the cancellation circuit. Using this metric,
the hairpin resonator implementation is superior to the delay line.
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In addition to the STAR devices developed for this work, the second portion
of this thesis was dedicated to the analysis of a wideband, adaptive LNA. Due to
the wideband frequency response of the LNA the effects of out-of-band interfering
signals were tested. This was carried out by utilizing the LNA as part of a QPSK
receiver. An additional out-of-band noise signal was injected and combined with
the desired receive signal, resulting in degraded performance. This result clearly
demonstrates the necessity of tunable or reconfigurable RF filters when systems are
operating in locations with high spectrum utilization. The adaptive biasing current
of the LNA is analyzed for dynamic power saving in a large array. This analysis
provides a formula for calculating average power savings with this type of adaptive
device. The analysis performed shows that for a range-gated system an average
power savings of 59.4% can be achieved, when compared to a fixed bias LNA.
This thesis has demonstrated results contributing to the implementation of STAR
circuits, microwave device theory, and the benefits of reconfigurable LNAs. To the
author’s best knowledge, this is the first demonstration of a passive STAR circuit
using a resonating element. The theory presented on exponential T-junction power
dividers also contributes a new design method for the device. The benefits of adaptive
and reconfigurable LNA biasing were shown for a QPSK receiver system. Finally,
these same features were shown to have a large benefit for receiver power savings
in phased array radar systems. This thesis will contribute to the development of
new self-interference cancellation circuits enabling same-frequency STAR and will
impact the design of new transceivers using reconfigurable elements for dynamic
power savings.
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6.1 Future Work
This thesis presents the first step in the development of new self-interference cancella-
tion circuits for same-frequency STAR. There are several directions additional work
in this area can take. First, different resonator types should be investigated in order
to improve the bandwidth of the mutual coupling phase matching. Second, a wider
bandwidth antenna element should be characterized for the same purpose. The same
methodology should then be applied to single resonance antennas using circulators.
Finally, a method for tuning the cancellation frequency and bandwidth should be
developed. After these steps have been completed antennas with multiple resonances
must be characterized using the same procedure. Since these antennas, such as
stacked patches, contain multiple resonances it is hypothesized that multi-pole filters
can be used for phase matching.
In regard to the DARE, further testing in order to characterize the DARE for
pulsed operation needs to be completed. First, using a CW signal as a receive tone,
a pulsed interference source will be used. This test should be conducted with the
adaptive biasing feature both enabled and disabled. By implementing a delay-line
filter, subsequent pulses should be subtracted to determine the effect of the pulsed
interference on clutter rejection and MTI processing for a radar system. Finally, the
desired receive tone should be changed to a pulsed waveform and measured for the
same effects.
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