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Abstract: In this paper we study the one-loop dilatation operator of the full scalar field
sector of Leigh-Strassler deformed N=4 SYM theory. In particular we map it onto a
spin chain and find the parameter values for which the Reshetikhin integrability criteria
are fulfilled. Some years ago Roiban found an integrable subsector, consisting of two
holomorphic scalar fields, corresponding to the XXZ model. He was pondering about the
existence of a subsector which would form generalisation of that model to an integrable
suq(3) model. Later Berenstein and Cherkis added one more holomorphic field and showed
that the subsector obtained this way cannot be integrable except for the case when q = eiβ ,
β ∈ R. In this work we show if we add an anti-holomorphic field to the two holomorphic
ones, we get indeed an integrable suq(3) subsector. We find it plausible that a direct
generalisation to a suq(2|3) one-loop sector will exist, and possibly beyond one-loop.
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1. Introduction
In the past years, Maldacena’s AdS/CFT correspondence [1, 2, 3] has received much atten-
tion due to its great potential to solve non-perturbative problems. Later it was discovered
that the dilatation operator for the SYM theory can be mapped to a spin chain Hamilto-
nian, which turns out to be integrable [4, 5, 6]. This has greatly simplified the quest for
a proof or disproof of the conjecture. Significant progress have been made lately to find a
full string S-matrix to be mapped to an asymptotic all loop gauge theory S-matrix in order
to prove the correspondence [7, 8].
In order to come closer to more realistic models people have tried to extend the duality
for different deformations. One natural starting point is to understand the deformations
which preserve the conformal invariance of the theory. There is a particular family of defor-
mations, parametrized by two complex numbers q and h, which preserve both the conformal
symmetry and one of the supersymmetries, called the Leigh-Strassler deformation [9]. Ac-
tually finiteness to all orders have only been proven for q = eiβ, β real[10, 11, 12]. One
question that has arisen is if there is a connection between integrability and finiteness. We
will exhibit a non-trivial example, where the integrability condition and the condition for
two-loop finiteness agree perfectly.
On the supergravity side a way of generating supergravity duals to the β-deformed
field theory was introduced in [13], and in [14] it was used to construct a three-parameter
generalization of the β-deformed theory. There also have been some attempts to construct
backgrounds for non-zero h [15, 16, 17]. In [18] the BMN limit for the theory was considered.
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In [19, 20, 21] agreement between the supergravity sigma model and the coherent
state action coming from the spin chain describing the β-deformed dilatation operator was
shown. The gauge theory dual to the three parameter supergravity deformation was found
in [14, 22] for qj = e
iγj with γj real, corresponding to certain phase deformations in the
Lagrangian. The β-deformed theory is obtained when all the γj = β. The result is that
the theory is integrable for any q = eiγj with γj real [22]. The general case with complex
γj is not integrable [23, 24]. The authors in [25] developed a general procedure to obtain
the string Green-Schwarz action, and in particular they derived the monodromy matrix for
the γ-deformations on the string side.
Integrability, on the gauge theory side, has been investigated in a number of papers
[26, 23, 22, 24, 27]. First Roiban [26] discovered that the one-loop dilatation operator in
the holomorphic two-field subsector corresponds to the integrable XXZ-spin chain. He also
discuss the possibility that this result might generalise to a suq(3) sector. Then Berenstein
and Cherkis [23] showed that integrability is only preserved for special values of q (q = eiβ
where β ∈ R) when one more holomorphic field is included. Here we find that if you
instead add a non-holomorphic field to the theory, you get a closed sector which is indeed
an integrable suq(3) sector. Integrable Hamiltonians of this form were classified in [24]. We
notice that our Hamiltonian just differs (besides some phases) from the usual suq(3) model,
often called the trigonometric (or hyperbolic) A2 vertex model [28], with an additional term
that cancel for periodic spin chains. This is also another example when the condition on
the prefactor in front of the F-term, required for the theory to be integrable, and the
finiteness condition coincide. It would therefore be very interesting if the integrable sector
can be extended to the suq(2|3) and then to all loops. Higher loop generalisations have
been studied in the context of the Hubbard model for suγ(2), slγ(2) and γ ∈ R [29], and
for GL models in [30].
In another related work [27] the spin-chain obtained with both q and h non-zero was
considered. There a set of integrable values for h and q was found, and it was also suggested
that maybe an elliptic R-matrix could give rise to more cases. In this work we will extend
the analysis of the last paper to show that the elliptic R-matrix of Belavin [31], which has
the right symmetries to give rise to the Hamiltonian, gives rise only in exceptional cases
to Hermitian matrices, and not to any more cases than the ones already found. We will
use the Reshetikhin’s criteria for integrability to discard the possibility of finding any more
integrable cases than the ones found in [27] obtained from R-matrices of trigonometric or
elliptic types.
The analysis will be extended to include the full one loop scalar field sector of the
theory. We conclude that all integrable cases, but those corresponding to diagonal Hamil-
tonians in the holomorphic sector, also satisfy the Reshetikhin’s condition in the full scalar
field sector. We also notice that the relations between the q-deformed case with h = 0 and
h-deformed case with q = 0 gets destroyed in the full sector. In the end we will compare
the spectra of the two cases.
An outline of the paper is as follows. We will first start with reviewing the Reshetikhin’s
criteria for integrability in section two. In the third section the non-holomorphic sector will
be analysed. In section four the three spin sector with suq(3) symmetry will be presented.
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Finally in section five we show for the holomorphic sector that no more cases can be
obtained from the Reshetikhin condition. Finally in Appendix (B) we add a discussion
about the Belavin R-matrix.
2. The Reshetikhin condition
An integrable, nearest neighbour interaction, spin chain Hamiltonian can be obtained from
an R-matrix as the first charge:
Q1 = H =
L∑
i=1
P∂uRi,i+1|u=0 =
L∑
i=1
hi,i+1. (2.1)
The R-matrix satisfies the Yang-Baxter equation:
R12(u− v)R13(u)R23(v) = R23(v)R13(u)R12(u− v), (2.2)
where we have assumed that R is of genus one or less, so that its dependence on the spectral
parameters u and v can always be put into the form u− v [32]. Therefore the following is
only valid for trigonometric and elliptic, but not hyper-elliptic R-matrices, e.g. as in the
chiral Potts model. Instead of working with the R-matrix above, we could work with the
permuted version, defined as Rˆ = PR, where P is the permutation matrix. Depending on
the situation, we will find it more convenient to refer to R or Rˆ as the R-matrix. We can
always choose to rescale the R-matrix, so that Rˆ(0) = 1.
By use of the unitarity condition, Rˆ(u)Rˆ(−u) = I⊗I, the second charge can be shown
to be
Q2 = i
L∑
i=1
[hi,i+1, hi+1,i+2] . (2.3)
Conditions on the complex parameters q and h in the Hamiltonian are obtained by de-
manding that this charge commutes with H. With the existence of the boost operator it is
easy to understand that integrability then follows. Here we will give a short explanation of
this. Tetelman [33] showed that all the commuting charges Qn of an integrable spin chain,
with the above first and second charge, can be generated iteratively as
Qn+1 = [B,Qn] , (2.4)
where B is the boost operator [33], which is defined as
B =
∑
khk,k+1 . (2.5)
In particular, the Q2 charge above can be generated in this way from Q1. It is then easy
to prove that [Q1, Q2] = 0 implies [Q1, Qn] = 0 for all integer n > 1. This in turn implies
that all the Qn commute. But note that the boost operator is formally only defined for
infinitely long spin chains (L→∞).
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The commutator is calculated to be
[Q1, Q2] =
L∑
i=1
h2i,i+1 hi+1,i+2 − hi,i+1h2i,i+2 + h2i+1,i+2hi,i+1 − hi+1,i+2h2i,i+1 (2.6)
−2hi,i+1hi+1,i+2hi,i+1 + 2hi+1,i+2hi,i+1hi+1,i+2
This vanishes whenever the Reshetikhin’s condition
[hi,i+1 + hi+1,i+2, [hi,i+1, hi+1,i+2]] = I ⊗A−A⊗ I, (2.7)
is satisfied. In the following section we will find for which parameter values the Reshetikhin’s
condition holds, for the full scalar field one-loop dilatation operator. In the last section we
will check that the Reshetikhin’s criteria in the holomorphic sector is only fulfilled for the
intergable cases already known.
3. The non-holomorphic sector
Next we will extend the analysis of reference [27] to include the full scalar field sector, in
accordance with [4] for the non-deformed theory. When the dilatation operator acts on
both holomorphic and anti-holomorphic fields, the cyclicity of the trace will give rise to
contributions from rotating the interactions (see the illustration below). There is also an
extra contribution from the D-term. It is because of this piece that, quite remarkably, the
non-deformed case is still integrable in the full scalar field sector. Luckily, the diagrams
coming from photon interactions do not alter things to first loop order, and the fermion
contribution to the self energy is the same as in the non-deformed case, and will only give
contributions proportional to the identity matrix. The D-term scalar field contribution is
LD = g
2
2
Tr[φi, φ¯i][φj , φ¯j ] =
g2
2
Tr
(
φiφ¯iφjφ¯j + φ¯iφiφ¯jφj − φiφ¯iφ¯jφj − φ¯iφiφj φ¯j
)
(3.1)
where a summation over i, j = 0, 1, 2 is understood. The indices of the fields φi are
identified modulo three. The action of the dilatation operator on a general operator
O = ψi1...iLTrφi1 . . . φiL , to first loop order, can be deduced using Feynman graphs and a
regularisation in accordance with [26, 23].
The trace operators, O = ψi1...iLTrφi1 . . . φiL , will be mapped to spin chain states
|Ψ〉 = ψi1...iL |i1 . . . iL〉. The action of the dilatation operator is translated into actions on
spin chain states, which can be illustrated graphically as
 
 
 
 ❅
❅
❅
❅
|1〉
|2〉
|2〉
|1〉
φ2φ1φ¯2φ¯1
 
 
 
 ❅
❅
❅
❅
|2〉
|1¯〉
|1¯〉
|2〉
φ¯1φ2φ1φ¯2
 
 
 
 ❅
❅
❅
❅
|1¯〉
|2¯〉
|2¯〉
|1¯〉
φ¯2φ¯1φ2φ1
 
 
 
 ❅
❅
❅
❅
|2¯〉
|1〉
|1〉
|2¯〉
φ1φ¯2φ¯1φ2
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All the graphs in this example originate from the action of the same trace term in the
Lagrangian, Trφ2φ1φ¯2φ¯1.
By introducing the operators Eij, which act on the basis states as Eij |k〉 = δjk|i〉,
the dilatation operator can be written as a spin-chain Hamiltonian with nearest-neighbour
interactions, i.e. ∆ ∝ ∑l(hDl,l+1 + hFl,l+1 + I), where HD is the D-term contribution and
HF is the F-term contribution and the contribution to the identity matrix, I, comes from
the one-loop self energy diagram and the boson exchange diagram. The D-term part of the
Hamiltonian is
hDl,l+1 = +Ei¯j¯ ⊗ Eij + Eij ⊗ Ei¯j¯ + Ej¯j¯ ⊗ Eii +Eii ⊗ Ej¯j¯ i 6= j (3.2)
+2Ei¯¯i ⊗ Eii + 2Eii ⊗ Ei¯¯i − Ei¯i ⊗ Ei¯i − Ej¯i ⊗ Eji¯ (3.3)
−Eji¯ ⊗ Ej¯i − Eii ⊗ Eii − Ei¯¯i ⊗ Ei¯¯i − Eii ⊗Ejj + Ei¯¯i ⊗ Ej¯j¯ − Ei¯i ⊗ Ei¯i (3.4)
Likewise, we can write down the F-term part of the scalar field Lagrangian 1
LF = 4g
2
1 + q∗q + h∗h
Tr
[
φiφi+1φ¯i+1φ¯i − qφi+1φiφ¯i+1φ¯i − q∗φiφi+1φ¯iφ¯i+1
]
+ Tr
[
qq∗φi+1φiφ¯iφ¯i+1 − qh∗φi+1φiφ¯i+2φ¯i+2 − q∗hφi+2φi+2φ¯iφ¯i+1
]
+ Tr
[
hφi+2φi+2φ¯i+1φ¯i + h
∗φiφi+1φ¯i+2φ¯i+2 + hh
∗φiφiφ¯iφ¯i
]
, (3.5)
and the F-term part of the Hamiltonian
hFl,l+1 =
4
1 + q∗q + h∗h
(Ei,i ⊗Ei+1,i+1 − qEi+1,i ⊗ Ei,i+1 − q∗Ei,i+1 ⊗ Ei+1,i
+ qq∗Ei+1,i+1 ⊗ Ei,i − qh∗Ei+1,i+2 ⊗ Ei,i+2 − q∗hEi+2,i+1 ⊗ Ei+2,i
+ hEi+2,i ⊗ Ei+2,i+1 + h∗Ei,i+2 ⊗ Ei+1,i+2 + hh∗Ei,i ⊗ Ei,i
+ Ei¯,i+1 ⊗ Ei,i+1 − qEi¯,i+1 ⊗Ei+1,¯i − q∗Ei+1,i ⊗ Ei,i+1
+ qq∗Ei+1,i ⊗ Ei+1,¯i − qh∗Ei+2,i+2 ⊗ Ei+1,¯i − q∗hEi+1,i ⊗ Ei+2,i+2
+ hEi¯,i+1 ⊗ Ei+2,i+2 + h∗Ei+2,i+2 ⊗ Ei,i+1 + hh∗Ei¯,i ⊗ Ei,¯i (3.6)
+ Ei+1,i+1 ⊗ Ei¯,¯i − qEi+1,¯i ⊗Ei¯,i+1 − q∗Ei¯,i+1 ⊗ Ei+1,¯i
+ qq∗Ei¯,¯i ⊗ Ei+1,i+1 − qh∗Ei+2,¯i ⊗ Ei+2,i+1 − q∗hEi¯,i+2 ⊗ Ei+1,i+2
+ hEi+1,i+2 ⊗ Ei¯,i+2 + h∗Ei+2,i+1 ⊗ Ei+2,¯i + hh∗Ei¯,¯i ⊗ Ei¯,¯i
+ Ei+1,i ⊗ Ei+1,i − qEi,i+1 ⊗E ¯i+1,i − q∗Ei+1,i ⊗ Ei,i+1
+ qq∗Ei,i+1 ⊗ Ei,i+1 − qh∗Ei,i+1 ⊗ Ei+2,i+2 − q∗hEi+2,i+2 ⊗ Ei,i+1
+ hEi+2,i+2 ⊗ Ei+1,i + h∗Ei+1,i ⊗ Ei+2,i+2 + hh∗Ei,¯i ⊗ Ei¯,i ,
where the coefficient in front, 4/(1+q∗q+h∗h), comes from the two-loop finiteness condition
[36, 37].
Now, we like to go through all parameter values for which the holomorphic sector
is integrable, and check if Reshetikhin’s condition is still satisfied. That is, whether the
1As mentioned in [34, 35] there should also be some double trace contributions for the SU(N) gauge
group, but they go as 1/N and therefore only affect the anomalous dimension of operators involving two
scalar fields.
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matrix
DU = [hl,l+1 + hl+1,l+2, [hl,l+1, hl+1,l+2]]
can, for the different values of the parameters, be written in the form
A⊗ I − I ⊗A. . (3.7)
But first, let us consider whether there are some cases that can immediately be under-
stood to be integrable, besides the ones related by a local transformation,
(U ⊗ U)hl,l+1 (U ⊗ U)−1,
to the q-deformed case with q = eiβ and h = 0, for real β. When q = (1 + ρ)ei2pim/3
and h = ρei2pin/3, and m and n integers, the phases can be transformed away, as in the
holomorphic sector. It means that this last case is related to q = eiβ and h = 0 via the
local transformation mentioned, plus a site dependent phase shift.
The question we may ask then is whether the q-deformed and h-deformed cases are
related in the full scalar field sector, via the same type of non-local transformation as for
the holomorphic sector [27]. This transformation is site dependent and acts on a spin state
|a〉l, where l is the site number, as
|a〉1+3k → |a− 1〉1+3k , |a〉2+3k → |a+ 1〉2+3k , |a〉3k → |a〉3k , (3.8)
where a takes the values 0, 1 or 2. The anti-holomorphic sector will transform opposite to
the one above:
|a¯〉1+3k → |a+ 1〉1+3k , |a¯〉2+3k → |a− 1〉2+3k , |a¯〉3k → |a¯〉3k , (3.9)
Below we illustrate graphically how the interaction terms coming from Trφ2φ2φ¯0φ¯1
transform under the action of (3.8, 3.9). In the diagram, it is assumed that the leftmost
site is 3k and the rightmost site is 3k + 1. Therefore, the transformation does not change
the leftmost spin states in the diagram below:
 
 
 
 ❅
❅
❅
❅
|1〉
|2〉
|0〉
|2〉
 
 
 
 ❅
❅
❅
❅
|0〉
|1¯〉
|2¯〉
|2〉
 
 
 
 ❅
❅
❅
❅
|2¯〉
|0¯〉
|2¯〉
|1¯〉
 
 
 
 ❅
❅
❅
❅
|2¯〉
|2〉
|1〉
|0¯〉
 
 
 
 ❅
❅
❅
❅
|1〉
|2〉
|2〉
|1〉
 
 
 
 ❅
❅
❅
❅
|0〉
|1¯〉
|0¯〉
|1〉
 
 
 
 ❅
❅
❅
❅
|2¯〉
|0¯〉
|0¯〉
|2¯〉
 
 
 
 ❅
❅
❅
❅
|2¯〉
|2〉
|0〉
|1¯〉
⇓ ⇓ ⇓ ⇓
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Figure 1: Spin chain with four sites. The left graph shows the energy spectrum as a function of
the phase φ, when q = eiφ and h = 0. The right graph shows the spectrum as a function of the
phase θ, when h = ei θ and q = 0.
We see that the first three interaction terms, which we get from transforming the h-
deformed case, exist in the q-deformed Hamiltonian. However the fourth term is not an
interaction which exists for the q-deformed case. From this the conclusion is that this trans-
formation cannot relate the q-deformed and the h-deformed case in the non-holomorphic
sector. In figure (1) we can see how the energy eigenvalues differ between the q-deformed
and h-deformed cases. There are similarities, but also some significant differences.
Now we are ready to start examining for which values of the parameters that Reshetikhin’s
condition is still satisfied in the non-holomorphic sector. By simply looking at the matrix
DU , we see that this cannot be the case when both h and q vanish, and also when q = −1,
h = 1. At a first glance, the rest of the cases seem very promising. To ensure that
Reshetikhin’s condition is satisfied, we do the following. The matrix element
DU(36(j1−1)+6(n−1)+k1,36(j2−1)+6(m−1)+k2)
with j1 6= j2 and k1 6= k2 needs to vanish. It corresponds to the matrix element
αj1j2nmk1k2Ej1j2 ⊗ Enm ⊗ Ek1k2
Here we have chosen to rename the indices, so that barred ones correspond to odd values and
non-barred correspond to even values of the original indices. The result with Mathematica
is that all these terms vanish. It can be checked that if k1 6= k2, then the following holds:
αjjnmk1k2 = −αnmk1k2j˜ j˜
where j and j˜ take any values. Thus, all these terms satisfy the requested form (3.7). We
also see that for n 6= m the same holds true:
αjjnmkk = −αnmkkj˜j˜ ,
again for any j and j˜. The only thing that remains to be checked is whether the coefficients,
αjjnnkk, come out the right way. To simplify our notation, we define α˜jnk ≡ αjjnnkk. For
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a consistency check we can do the case q = eiβ first, which we know is integrable. In this
case, the non-zero matrix elements are
α˜2k,2k,2k−1 = −22, α˜2k−1,2k,2k = 22
α˜2k−1,2k−1,2k = −22, α˜2k,2k−1,2k−1 = 22,
α˜n,2k−1,2k = −6, α˜2k,2k−1,n =6,
α˜n,2k,2k−1 = −6, α˜2k−1,2k,n = 6,
α˜n,2k,2k = 16, α˜2k,2k,n = −16,
α˜n,2k−1,2k−1 = 16, α˜2k−1,2k−1,n = −16,
where n 6= 2k, 2k − 1. In order to see that the above is of the requested form (3.7), the
α˜j1,j2,j3 above can be devided into a part α˜
R
j1,j2,j3
coming from the term of the form I ⊗A
and a part α˜Lj1,j2,j3 coming from A⊗ I. Thus α˜j1,j2,j3 = α˜Rj1,j2,j3 + α˜Lj1,j2,j3 with:
α˜Rl,2k−1,2k = −6, α˜L2k,2k−1,l = 6,
α˜Rl,2k,2k−1 = −6, α˜L2k−1,2k,l = 6,
α˜Rl,2k,2k = 16, α˜
L
2k,2k,l = −16,
α˜Rl,2k−1,2k−1 = 16, α˜
L
2k−1,2k−1,l = −16,
here l takes any value. Thus the terms are of the right form (3.7), as they should. Now
we do the same thing for the case q = 0 and h = eiβ. In this case we cannot take the
integrability for granted, since we have not found any transformation relating it to the
former case, as in the holomorphic sector. If we repeat the above analysis, we obtain
α˜2k+3,2k+4,2k = 22, α˜2k+1,2k+5,2k = −22
α˜2k+2,2k+1,2k+5 = 22, α˜2k+4,2k,2k+1 = −22,
α˜n1,2k+1,2k+5 = 16, α˜2k+1,2k+5,n2 =−16,
α˜n1,2k+4,2k = 16, α˜2k+4,2k,n3 = −16,
α˜2k+5,2k,n3 = 6, α˜n4,2k+5,2k = −6,
α˜2k,2k+5,n2 = 6, α˜n5,2k,2k+5 = −6,
where n1 6= 2k + 2, 2k + 3, n2 6= 2k + 3, 2k, n3 6= 2k + 5, 2k + 2, n4 6= 2k, 2k + 1,
n5 6= 2k + 4, 2k + 5. The terms above can be organized in the following way, which turns
out also to be of the required form (3.7)
α˜Rl,2k+1,2k+5 = 16, α˜
L
2k+1,2k+5,l = −16,
α˜Rl,2k+4,2k = 16, α˜
L
2k+4,2k,l = −16,
α˜R2k+5,2k,l = 6, α˜
L
l,2k+5,2k = −6,
α˜R2k,2k+5,l = 6, α˜
L
l,2k,2k+5 = −6.
Thus we conclude that also the h-deformed case with h = eiβ and q = 0 is integrable.
An interesting thing is to note that the case q = −1 and h = 1 (which is equivalent to
the h→∞ case) would have remained integrable, if it were not for the extra contribution
of the D-term. Without the D-term contribution, the Hamiltonian turns out to be a sum of
three decoupled Heisenberg spin chains. But even if the full Hamiltonian in these cases no
longer fulfill Reshetikhin’s condition, we can find some subsectors where the Hamiltonian
is diagonalizable. To identify these subsectors, we start by analysing just the D-term.
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The D-term subsectors
We will start by looking for integrable subsectors of the D-term. We have seen that the
full D-term does not satisfy the Reshetikhin’s condition, but it indeed consists of several
subsectors where the Hamiltonian can immediately be diagonalised. One thing we notice
at once is that there is a subsector where the eigenstates are of the form
|a b a b a b a b〉, a = 1or 1¯ b = 2or 2¯ (3.10)
Acting on a state like this with the Hamiltonian simply gives
(m− n+ L)|a b a b a b a b〉, n ∈ Z, m ∈ Z, (3.11)
where n is the number of all states of the type |k¯ l¯〉 or |k l〉, and m is the number of all
states of the type |k l¯〉 or |k¯ l〉, and L is the total number of states |a〉, |b〉. We see that if
we add the F-term contribution when h→∞ and also when both q = 0 and h = 0, these
states will still be eigenstates.
Another diagonal subsector can be built up of states consisting of
|A〉 = |3〉 ⊗ (|2〉 ⊗ |2¯〉 − |1〉 ⊗ |1¯〉)⊗ |3〉 (3.12)
|B〉 = |3〉 ⊗ (|2¯〉 ⊗ |2〉 − |1¯〉 ⊗ |1〉) ⊗ |3〉 (3.13)
acting with the Hamiltonian on |A〉, respectively |B〉, gives
H|A〉 = 4|A〉, H|B〉 = 4|B〉, and H |A〉 ⊗ |B〉 = 10|A〉 ⊗ |B〉 (3.14)
We can continue making this little game also when adding F-terms coming from the diag-
onal ones in the holomorphic sector. Here we will do it for the q = 0 and h = 0 case. If we
make an Ansatz that this state will be diagonal,
|Zup〉 = |3〉 ⊗ (α |2〉 ⊗ |2¯〉+ β |1〉 ⊗ |1¯〉+ γ |2¯〉 ⊗ |2〉 + δ |1¯〉 ⊗ |1〉)|3〉 (3.15)
then it will be an eigenstate if γ = β = 0 and α = δ. We will call this eigenstate |Zip〉,
|Zip〉 = |3〉 ⊗ (α |2〉 ⊗ |2¯〉+ δ |1¯〉 ⊗ |1〉)|3〉 . (3.16)
With the Hamiltonian acting on the open state |Zip〉
H|Zip〉 = 8|Zip〉 (3.17)
It will also be an eigenstate if γ = −β and δ = −α and Y± = α/β = −2±
√
5, namely
|Zap±〉 = |3〉 ⊗ (Y± |2〉 ⊗ |2¯〉+ |1〉 ⊗ |1¯〉 − |2¯〉 ⊗ |2〉 − Y± |1¯〉 ⊗ |1〉)|3〉 . (3.18)
The Hamiltonian acting on the open state |Zap〉 gives
H|Zap±〉 = (10 + 2Y±)|Zap±〉 (3.19)
From this more general eigenstates with combinations of Zip and Zap states can be con-
structed,
|Zip〉n1 |Zap±〉n2 . . . |Zip〉n45 . (3.20)
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4. An integrable sector with suq(3) symmetry
In this section we will show the existence of an integrable three-state subsector of the full
scalar field theory, with suq(3) symmetry, for general complex values for q, with h = 0.
We notice, from the interaction terms in the full Hamiltonian (3.7), that such a subsector
exists. It consists of the states |a〉 with a = i, i+ 1, i + 2, e.g. a = 1, 2¯, 3. This subsector
has two holomorphic and one anti-holomorphic field (not a conjugate of any of the two
holomorphic ones). The nearest neigbour part of the Hamiltonian in this sector is
hi,i+1 =
2
|q|−1 + |q|
( |q|−1 + |q|
2
(E11 ⊗ E2¯2¯ + E2¯2¯ ⊗ E11 + E00 ⊗ E2¯2¯ + E2¯2¯ ⊗ E00)+
+
(|q|−1E11E00 + |q|E00 ⊗E11)
−
(
eiβ (E10 ⊗ E01 + E12¯ ⊗ E2¯1 + E2¯0 ⊗ E02¯) + h.c.
))
The phase β is defined by q = |q|eiβ. We notice in passing that when q = 1, this becomes
the ordinary Heisenberg spin-chain Hamiltonian. In [24], all integrable Hamiltonians with
symmetry U(1)3 were classified. It is easily seen that the Hamiltonian above has this
symmetry. First of all, it was shown that phases can be transformed away, as they did
not affect the Yang-Baxter equation. Therefore the phase eiβ can be disregarded from the
further analysis. We now set it equal to one, and when we later write the R-matrix for the
system, we can re-insert the phases if we so desire.
This implies that we can immediately check the integrability conditions given in [24].
But first, let us introduce some notation. The Hamiltonian is written as
hi,i+1 = h
lm
kn Elk ⊗ Emn.
The norm of the off-diagonal elements are all equal, and denoted by r. Then the integra-
bility condition, which was obtained in [24] from demanding that the S-matrix satisfying
the Yang-Baxter equation, reads 2
τ1 τ2 = r
2, σ1 = σ2 = τ1 + τ2, (4.1)
where
τ1 = h
10
10 − h0000 − h1212 + h0202 =
2|q|−1
|q|−1 + |q| , (4.2)
τ1 = h
01
01 − h0000 − h2121 + h2020 =
2|q|
|q|−1 + |q| , (4.3)
σ1 = h
10
10 − h0000 − h1111 + h0101 = 2, (4.4)
σ2 = h
20
20 − h0000 − h2222 + h0202 = 2. (4.5)
2Reshetikhin’s condition leads to somewhat stronger constraints because it does not allow for the freedom
a Hamiltonian with an U(1)3 symmetry has to add number operators (i.e. of the form E11 ⊗ I) which
commute with the Hamiltonian. This freedom needs to be added by hand. But for the Hamiltonian (4.1)
it can be immediately checked that it satisfies Reshetikhin’s condition.
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In our case,
r =
2
|q|−1 + |q| . (4.6)
Thus the Hamiltonian satisfies the integrability conditions. We see that the condition on
the term in front of the F-term obtained from integrability is the same as the one coming
from the finiteness condition. In [24], the Hamiltonians with six off-diagonal elements were
divided in three classes. We see that our Hamiltonian belongs to the same class as the
Hamiltonian with suq(3) symmetry mentioned in [23], which came from the A2 hyperbolic
R-matrix [28]. Actually after a closer look we notice that these Hamiltonians are in fact
related to each other by a term
|q|−1 − |q|
|q|−1 + |q| (E2¯2¯ ⊗ I − I ⊗E2¯2¯) .
This term will cancel out for a periodic spin chain like the one we have, but even so we
might want to find the explicit R-matrix for our Hamiltonian (4.1). Actually, it turns out
to be very easy in this case, because we have two different types of subsectors which are
related to each other in a very neat way. The first is spanned by |1〉 and |2¯〉, or |0〉 and
|2¯〉, and the second by |1〉 and |0〉. The Hamiltonian of the latter can be written, up to a
multiplicative factor 2/(|q|−1 + |q|), as
hi,i+1 = ei =


0 0 0 0
0 |q|−1 −1 0
0 −1 |q| 0
0 0 0 0

 . (4.7)
The latter is a nice (and famous) Hamiltonian. It satisfies the Temperley-Lieb-Jones algebra
eiei+1ei = ei (4.8)
eiej = ejei ; |j − i| > 2 (4.9)
e2i = (|q|+ |q|−1). (4.10)
which makes it possible to write the R-matrix for this in a very nice form [32]
Rˆ = I +
sinh (u)
sinh (γ − u) ei, |q| = e
γ . (4.11)
This R-matrix gives the Hamiltonian (4.7), up to a multiplicative factor 1/(|q| − |q|−1),
through the procedure (2.1).
Moving on to the Hamiltonian for the subsector spanned by |1〉 and |2¯〉, or |0〉 and |2¯〉,
is:
hi,i+1 =


0 0 0 0
0 |q|+|q|
−1
2 −1 0
0 −1 |q|+|q|−12 0
0 0 0 0

 . (4.12)
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This one has the form of the usual XXZ two-particle R-matrix:
Rˆ(u) =


1 0 0 0
0 b c 0
0 c b 0
0 0 0 1

 , b = sinh(γ)sinh(γ − u) , c =
sinh(u)
sinh(γ − u) , (4.13)
with |q| = eγ . We see that the c is the same as in the other R-matrix (4.11). The
derivative of c taken at zero is 1/ sinh(γ) = 1/(|q| − |q|−1), and the derivative of b at zero
is cosh(γ)/ sinh(γ) = (|q|+ |q|−1)/(|q| − |q|−1). Thus we get the Hamiltonian (4.12) up to
the same multiplicative factor as when we got the Hamiltonian (4.7) case when extracting
the Hamiltonian through (2.1).
Matching these two R-matrices together we then have to check that the terms in the
Yang-Baxter equation involving all three fields cancel each other out. We have verified
that this is the case, and we get a total R-matrix for the full Hamiltonian (4.1)
Rˆ(u) = E11E11 + E2¯2¯E2¯2¯ + E33E33 + (4.14)
+
sinh(γ)
sinh(γ − u) (E11E2¯2¯ + E2¯2¯E11 + E33E2¯2¯ + E2¯2¯E33) (4.15)
(1 +
sinh(u) eγ
sinh(γ − u))E11E33 + (1 +
sinh(u) e−γ
sinh(γ − u) )E33E11 (4.16)
− sinh(u)
sinh(γ − u)
(
eiβ (E13E31 + E12¯E2¯1 + E2¯3E32¯) + h.c.
)
(4.17)
This R-matrix just gives rise to the same Bethe equations as the suq(3) invariant A2 model
when using the nested Bethe Ansatz, if β is zero [28]. This is because the only difference
between this R-matrix and the R-matrix for the A2 model is the terms Rˆ
ij
ij , i 6= j. These
terms cancels out of the Bethe equations because
Rˆijij(u)
Rˆjiij(u)
= − Rˆ
ij
ij(−u)
Rˆjiij(−u)
.
In [22] the authors studying R-matrices with phases appearing in the same way as in our
R-matrix, and we can use the result given there to include the phases. After including
these phases we get the following set of algebraic Bethe equations:
K2∏
l 6=k
sinh((µ2,k − µ2,l)− γ)
sinh((µ2,k − µ2,l) + γ)
K1∏
j=1
sinh((µ2,k − µ1,j) + γ/2)
sinh((µ2,k − µ1,j)− γ/2) = e
i(2n1+n2+n3)β (4.18)
e−i(n1+n2)β
(
sinh(µ1,k + γ/2)
sinh(µ1,k − γ/2)
)L
= (4.19)
K1∏
l 6=k
sinh((µ1,k − µ1,l) + γ)
sinh((µ1,k − µ1,l)− γ)
K2∏
j=1
sinh((µ1,k − µ2,j)− γ/2)
sinh((µ1,k − µ2,j) + γ/2) (4.20)
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as well as the cyclicity constraint:
ei(−n2+n3)β
K1∏
l
sinh(µ1,l + γ/2)
sinh(µ1,l − γ/2) = 1 (4.21)
Here we have chosen a notation where by n1 is related to |2¯〉, n2 is related to |3〉 and n3 is
related to |1〉. Also, L = n1 + n2 + n3 and K2 = n2 + n3.
5. The holomorphic sector
The one-loop dilatation operator for the Leigh-Strassler deformation in the holomorphic
sector was given in [27] as a nearest neighbour spin chain Hamiltonian. Now we are
interested in whether this spin chain Hamiltonian is integrable for any other parameter
values than in the cited work. There, the authors hoped for the existence of an R-matrix
which would give rise to more cases. Indeed, an elliptic R-matrix exists, the Belavin R-
matrix [31], which has the right symmetry. But as we will see, unfortunately neither it,
nor any other elliptic or trigonometric R-matrix, can possibly give rise to any more cases.
We start out by writing out the above mentioned spin chain Hamiltonian such that all
explicit interactions are clearly visible:
H =
∑
l
hl,l+1, (5.1)
where
hl,l+1 = Ei,i ⊗Ei+1,i+1 − qEi+1,i ⊗ Ei,i+1 − q∗Ei,i+1 ⊗ Ei+1,i
+ qq∗Ei+1,i+1 ⊗ Ei,i − qh∗Ei+1,i+2 ⊗ Ei,i+2 − q∗hEi+2,i+1 ⊗ Ei+2,i
+ hEi+2,i ⊗ Ei+2,i+1 + h∗Ei,i+2 ⊗ Ei+1,i+2 + hh∗Ei,i ⊗ Ei,i . (5.2)
Here, the operators Eij are defined to act on the basis states as Eij |k〉 = δjk|i〉. The
Hamiltonian can be rewritten in a form which makes the Z3×Z3 symmetry more apparent:
hl,l+1 =
2∑
n,m=0
ωnmSn,m ⊗ S2n,2m . (5.3)
The generators Sn,m can be defined in terms of a product Sn,m = e
i2pinm/3Sn1,0S
m
0,1 with
S1,0 =

 0 1 00 0 1
1 0 0

 , S0,1 =

 e
−i2pi
3 0 0
0 1 0
0 0 e
i2pi
3

 . (5.4)
The generators are related by
Sn,mSl,k = e
−i
2pi(nk−ml)
3 Sn+m,k+l , (5.5)
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where the indices are defined modulo three. The coefficients ωnm are related to h and q as
ω0,k =
(
hh∗ + q q∗ e−
i 2pi k
3 + e
i 2pi k
3
)
/3, (5.6)
ω1,k =
(
−q∗ + h e− i 2 pi k3 − q h∗ e i 2pi k3
)
/3, (5.7)
ω2,k =
(
−q + h∗e− i 2pi k3 − q∗h e i 2pi k3
)
/3. (5.8)
It can be easily shown that this is the most general form for a Hamiltonian with the local
property h2i,i+1 ∝ hi,i+1. The Belavin R-matrix gives rise to Hamiltonians of the form (5.3)
mentioned above,
R(u) =
2∑
n,m=0
wnm(u)Sn,m ⊗ S2n,2m . (5.9)
The weights are given as
wnm(u) = e
−i2pi
3
(1−m)u θ1(u+ γ +
n
3 +
mτ
3 )
θ1(γ +
n
3 +
mτ
3 )
. (5.10)
This R-matrix is regular, which means that it is the permutation matrix when u = 0, and
the Hamiltonian can then be obtained as discussed in the section two. It also satisfies
the unitarity condition, and therefore the Hamiltonian obtained from this R-matrix will
automatically satisfy Reshetikhin’s condition. This condition will now be used to show
that we cannot obtain any additional integrable cases for the Leigh-Strassler deformation.
Reshetikhin’s condition simplifies when h2i,i+1 ∝ hi,i+1, and takes the form
− 2hi,i+1hi+1,i+2hi,i+1 + 2hi+1,i+2hi,i+1hi+1,i+2 = I ⊗A−A⊗ I . (5.11)
In Appendix (A) we show that, due to the symmetry, we will always have that if the left
hand side has a term I⊗A, there is also a term −A⊗ I. The left hand term can be written
explicitly as
hi,i+1hi+1,i+2hi,i+1 =
2∑
l,k,l¯,k¯=0
hLl k l¯ k¯ Slk ⊗ Sl¯−l,k¯−k ⊗ S2l¯,2k¯ (5.12)
hi+1,i+2hi,i+1hi+1,i+2 =
2∑
l,k,l¯,k¯=0
hRl k l¯ k¯ Slk ⊗ Sl¯−l,k¯−k ⊗ S2l¯,2k¯ , (5.13)
where the coefficients hL
l k l¯ k¯
and hR
l k l¯ k¯
are
hLl k l¯ k¯ =
∑
m,n
ωnmωl¯k¯ωl−n,k−mη
−ml+ml¯−k¯n+kn−k¯l+l¯k (5.14)
hRl k l¯ k¯ =
∑
m,n
ωnmωl kωl¯−n,k¯−mη
−ml¯+ml−k n+k¯n−k l¯+lk¯ (5.15)
Now we would like to find all the solutions to the equation (5.11). Many of these equations
are linearly dependent, so we need only a few of them. Here we will just state the result,
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for details see Appendix (A):
h = 0, q = eiφ, (5.16)
h = ei θ, q = 0 (5.17)
h = ρ ei
2npi
3 , q = (1 + ρ) ei
2pim
3 , (5.18)
h = ei
2npi
3 , q = −ei 2mpi3 (5.19)
h = 0, q = 0 (5.20)
In conclusion, we do not find any additional integrable cases. The cases r = 0, ρ = 0
and also r = 1, ρ = 1 are a bit special, in the sense that the second charge disappears. So
one might think that they are not integrable, but these are limiting cases of Hamiltonians
which have an infinite amount of commuting charges, so this is not a problem. In another
sense, one could think of them as trivially integrable, because they are already diagonal
from the beginning and will trivially describe factorized scattering.
Now we would also like to prove that we cannot have any Hermitian Hamiltonian of
the form (5.3) satisfying the Reshetikhin’s condition, except ones which can be related
to this by a ei2npi/3 site dependent shift, together with a normal change of basis to a
Hamiltonian with a U(1)3 symmetry. Therefore we will just remove the condition h2i = hi.
The coefficient ωij will now be written as
ω0,k =
(
a+ b e
−i 2pi k
3 + e
i 2pi k
3
)
/3 , (5.21)
ω1,k =
(
c+ e e−
i 2pi k
3 + d e
i 2pi k
3
)
/3 , (5.22)
ω2,k =
(
c+ e e−
i 2pi k
3 + d e
i 2pi k
3
)
/3 . (5.23)
The full Reshetikhin’s condition reads
h2i,i+1 hi+1,i+2 − hi,i+1h2i,i+2 − h2i+1,i+2hi,i+1 + hi+1,i+2h2i,i+1 (5.24)
−2hi,i+1hi+1,i+2hi,i+1 + 2hi+1,i+2hi,i+1hi+1,i+2 = I ⊗A−A⊗ I (5.25)
The new terms are as follows
h2i,i+1 hi+1,i+2 =
∑
m,n
ωnmωl¯k¯ωl−n,k−mη
ml−nk−kl¯+lk¯Slk ⊗ Sl¯−l,k¯−k ⊗ S2l¯,2k¯ (5.26)
hi,i+1 h
2
i+1,i+2 =
∑
m,n
ωnmωl kωl¯−n,k¯−mη
ml¯−nk¯−kl¯+lk¯Slk ⊗ Sl¯−l,k¯−k ⊗ S2l¯,2k¯ (5.27)
hi+1,i+2 h
2
i,i+1 =
∑
m,n
ωnmωl¯k¯ωl−n,k−mη
ml−nk+kl¯−lk¯Slk ⊗ Sl¯−l,k¯−k ⊗ S2l¯,2k¯ (5.28)
h2i+1,i+2 hi+1,i+2 =
∑
m,n
ωnmωl kωl¯−n,k¯−mη
ml¯−nk¯+kl¯−lk¯Slk ⊗ Sl¯−l,k¯−k ⊗ S2l¯,2k¯ (5.29)
We can also show that if we have a term of the form I ⊗ A there is automatically a term
−A ⊗ I. We conclude that the only solutions which are not immediately of a U(1)3 form
are the following
cr = − drer
dr + er
, br = 1− dr + er, ar = 1− dr − drer
dr + er
, (5.30)
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where we introduced complex polar coordinates, as a = are
iφa e.t.c., where we allow for
ar < 0 e.t.c.. The only allowed phases of the complex parameters being multiples of 2pi/3.
The transformation that takes the case h = ρ ei
2npi
3 and q = (1 + ρ) ei
2pim
3 into the q = eiφ
case, transforms this last case into one with a Hamiltonian where the U(1)3 symmetry is
apparent.
6. Conclusion
We have used Reshetikhin’s condition to check the integrability properties for the dilata-
tion operator for both the holomorphic and the full scalar field sector of the general Leigh-
Strassler deformation to one loop. We have been able to exclude the possibility of obtaining
the dilatation operator in the holomorphic sector from an R-matrix with genus one or less,
for any other values of the parameters than the ones already found. In the non-holomorphic
sector we find that all integrable cases, except the ones corresponding to diagonal Hamil-
tonians in the holomorphic sector, stay integrable. It would be interesting to understand
which factors decide if integrability is preserved when going from the holomorphic to the
non-holomorphic sector. Generically this is not to be the case [23]. It would be interesting
to obtain the Bethe equations for the h = eiθ, θ ∈ R with q = 0 in the full scalar field
sector. Maybe it could help in understanding what a dual string theory background should
look like.
It is interesting to see that the simplest cases in the holomorphic sector become so
much harder in the non holomorphic sector. This should be visible in the dual string
theory as well. Even so, we have seen that the theory has even more simple subsectors
when q = 0 and h = 0 with non trivial eigenvalues. It would be interesting to study these
limiting cases from string theory. One way to start an exploration is to consider the string
background in [13, 19] for the q-deformed case, but the background there seems only valid
for q close to one. In another article, some changes were suggested that could possibly
extend the validity to arbitrary q values [38].
We have found a one-loop integrable subsector to the full scalar field sector which is
integrable for any complex q and h = 0 in the closed sector consisting of two holomorphic
fields and one anti-holomorphic or vice versa. This differs from what is the case in the
holomorphic sector, where integrability exist only for q = eiβ , β ∈ R. It is interesting to
note that in this last case with a q-dependent factor in front of the F-term, both integrability
and the one-loop finiteness condition coincide.
It would be interesting to see if this integrability also exists to higher loops. First of
all, it has to be proven whether the suq(2) sector is integrable or not to higher loops. If
that is the case, it would be interesting to see if an extended version of the suq(3) case is
integrable to higher loops. This sector will not be closed anymore, so we would need to
include fermions and the appropriate group would be suq(2|3), in analogy with the non
deformed case [39, 40]. Of course, before going to higher loops it should be verified that
the integrability survives the upgrading to suq(2|3) to one-loop.
Another interesting question would be to look for the string Bethe equations arising
from the supergravity background suggested in [41, 19, 25, 29]. The purpose would be to
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see if the same Bethe equations can be derived from that background, and to check if it is
the correct dual background for general complex parameter q. It would also be interesting
to look at the sigma model coming from string theory side for this integrable sector, in
the same fashion as was done in the non integrable holomorphic three state sector, and
compare with the coherent spin chain sigma model obtained from this spin chain.
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A. Technical details for section 5
Reshetikhin’s condition will now be used to show that we cannot obtain any additional
integrable cases for the Leigh-Strassler deformation. Reshetikhin’s condition simplifies
when h2i,i+1 ∝ hi,i+1, and takes the form
− 2hi,i+1hi+1,i+2hi,i+1 + 2hi+1,i+2hi,i+1hi+1,i+2 = I ⊗A−A⊗ I . (A.1)
We will see that, due to the symmetry, we will always have that if the left hand side has a
term I ⊗A, there is also a term −A⊗ I. The left hand terms can be written explicitly as
hi,i+1hi+1,i+2hi,i+1 =
2∑
l,k,l¯,k¯=0
hLl k l¯ k¯ Slk ⊗ Sl¯−l,k¯−k ⊗ S2l¯,2k¯ (A.2)
hi+1,i+2hi,i+1hi+1,i+2 =
2∑
l,k,l¯,k¯=0
hRl k l¯ k¯ Slk ⊗ Sl¯−l,k¯−k ⊗ S2l¯,2k¯ , (A.3)
where the coefficients hL
l k l¯ k¯
and hR
l k l¯ k¯
are
hLl k l¯ k¯ =
∑
m,n
ωnmωl¯k¯ωl−n,k−mη
−ml+ml¯−k¯n+kn−k¯l+l¯k (A.4)
hRl k l¯ k¯ =
∑
m,n
ωnmωl kωl¯−n,k¯−mη
−ml¯+ml−k n+k¯n−k l¯+lk¯ (A.5)
S00 is the identity matrix, so the A⊗ I term is∑
m,n
(ωnmω00ωl−n,k−mη
−ml+kn + ωnmωl kω2n,2mη
m l−k n)Slk ⊗ S2l,2k ⊗ S0,0 , (A.6)
and the I ⊗A term is
∑
m,n
(ωnmωl¯k¯ωl−n,k−mη
ml¯−k¯n + ωnmω00ωl¯−n,k¯−mη
−ml¯+k¯n)S00 ⊗ Sl¯,k¯ ⊗ S2l¯,2k¯ . (A.7)
The coefficient of S00 ⊗ Slk ⊗ S2l,2k is equal to the coefficient of Slk ⊗ S2l,2k ⊗ S00. Now
we would like to find all the solutions to the equation (5.11). Many of the equations are
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linearly dependent, so we need only a few of them. We will write the q and h in complex
polar coordinates, as q = −reiφ and h = ρeiθ, where we allow for r, ρ < 0. The equations
coming from {l, k, l¯, k¯ = 1, 3, 2, 1} and {l, k, l¯, k¯ = 1, 3, 2, 2} will restrict the number of
possible cases drastically. These two equations are
0 =
1
6
ρ r (ei
2pi
3 + e−i
2pi
3 ρ2 + r2)× (A.8)
(ei3(θ+φ) + ei3(φ)ρ+ ei3(θ)r − (e−i3(θ+φ) + e−i3(φ)ρ+ e−i3(θ)r)(ei3(θ+φ)+i 2pi3 ))
0 =
1
6
ρ r (ei
2pi
3 + e−i
2pi
3 ρ2 + r2)× (A.9)
(ei3(θ+φ) + ei3(φ)ρ+ ei3(θ)r − (e−i3(θ+φ) + e−i3(φ)ρ+ e−i3(θ)r)(ei3(θ+φ)−i 2pi3 ))
Obviously, these two equations are satisfied when either r = 0, ρ = 0, or r2 = 1 and ρ2 = 1.
Now let us check for zeroes of the second parantheses. There are two possibilities. Firstly,
θ = 2pim/3, φ = 2pin/3 together with r = −1− ρ, and secondly
r = − sin 3θ
sin 3(θ − φ) ρ =
sin 3φ
sin 3(θ − φ) .
For the first case all equations is automatically solved. In the latter case, most of the
equations will vanish, but e.g. the equation coming from {l, k, l¯, k¯ = 3, 1, 2, 3} takes the
form
(
1− ei 6φ)2 (1− ei 6φ)2
(ei6θ − ei6φ)4
(ei4θ + ei2φ + e2i(θ+2φ))× (A.10)
(
ei6θ + ei2(4 φ+θ) + ei
2pi
3 (ei6φ + ei2(φ+4 θ)) + e−i
2pi
3 (ei2(φ+θ) + ei6(φ+θ))
)
. (A.11)
This equation restricts one of the angles to be npi/3. Further, this implies that one of r
or ρ is zero, and the other is one, e.g. if φ = pi/3 we have r = 0. So these cases are not
interesting.
Now we go on to investigate the case with r2 = 1 and ρ2 = 1. Without loss of generality,
we can restrict to r = 1 and ρ = 1, since we still have a phase factor. The equation coming
from {l, k, l¯, k¯ = 3, 1, 2, 2} yields the two real equations
cos(2θ − φ)− ei 9φ2 cos(θ − φ
2
) = 0 (A.12)
cos(2φ − θ)− e−i 9θ2 cos(φ− θ
2
) = 0 , (A.13)
and the equation coming from {l, k, l¯, k¯ = 3, 1, 2, 1} implies that either
1 + 2 e−
3φ
2 cos(−2pi
3
+ θ − φ
2
) = 0, (A.14)
or
3 + 2 (cos(φ+ θ) + cos(θ − 2φ) + cos(φ− 2θ)) = 0 . (A.15)
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Analysing these equations, we conclude that the only possibilities for the angles are θ =
2pin/3 and φ = 2pin/3.
We conclude with looking in turn at the cases ρ = 0 and r = 0. From the remaining
equations we get the conditions
r2 − 1 = 0 or r = 0 and ρ2 − 1 = 0 or ρ = 0 , (A.16)
respectively. To conclude, the following solutions exists:
h = 0, q = eiφ, (A.17)
h = ei θ, q = 0 (A.18)
h = ρ ei
2npi
3 , q = (1 + ρ) ei
2pim
3 , (A.19)
h = ei
2npi
3 , q = −ei 2mpi3 (A.20)
h = 0, q = 0 (A.21)
Thus, we do not find any additional integrable cases.
B. Limits of the Belavin R-matrix
It was shown a long time ago that Cherednik’s trigonometric ZN R-matrix can be obtained
as a special limit of the Belavin R-matrix [31]. Not the full Cherednik R-matrix, but only
when its parameters satisfy certain relations. This corresponds to the limit τ →∞. We will
have a look at it and see that it is only physical for the case corresponding to the ordinary
Heisenberg spin chain. That Hamiltonian can also be obtained from directly taking the
γ → 0 limit on the generic Hamiltonian obtained from the original Belavin R-matrix.
To see this we first write out the elements of the R-matrix, R = RlnkmEkl⊗Emn explicitly
Rllll = a(u) = w01(u) + w02(u) + w00(u) ,
Rl,l+1l,l+1 = b(u) = w01(u)e
i2pi/3 + w02(u)e
−i2pi/3 + w00(u) ,
Rl+1,ll+1,l = b¯(u) = w02(u)e
i2pi/3 + w01(u)e
−i2pi/3 + w00(u) ,
Rl+1,ll,l+1 = c(u) = w11(u) + w12(u) + w10(u) ,
Rl,l+1l+1,l = c¯(u) = w21(u) + w22(u) + w20(u) , (B.1)
Rl,l−1l+1,l+1 = d(u) = w11(u)e
i2pi/3 + w12(u)e
−i2pi/3 + w10(u) ,
Rl+1,l+1l,l−1 = d¯(u) = w21(u)e
i2pi/3 + w22(u)e
−i2pi/3 + w20(u) ,
Rl−1,l−1l,l+1 = e(u) = w12(u)e
i2pi/3 + w11(u)e
−i2pi/3 + w10(u) ,
Rl,l+1l−1,l−1 = e¯(u) = w22(u)e
i2pi/3 + w21(u)e
−i2pi/3 + w20(u) ,
where
wmn = e
i2pi mu
3
θ1(u+ γ +
n
3 +
mτ
3 )
θ1(γ +
n
3 +
mτ
3 )
(B.2)
The Hamiltonian is obtained as in (2.1), expressed in terms of the derivatives of the ωij
w′mn =
i2pim
3
+
θ′1(γ +
n
3 +
mτ
3 )
θ1(γ +
n
3 +
mτ
3 )
(B.3)
– 19 –
Here we see directly that the limiting case γ → 0 corresponds to a Heisenberg spin chain,
due to the fact that the w′00 term blows up, leaving the Hamiltonian with just the pieces
containing that term. Before we proceed to show how the Belavin R-matrix changes shape
into Cherednik’s R-matrix, we will discuss the effect of the Z3 × Z3 symmetries.
The solution is invariant under any shift wmn → wm+k1,n+k2 . These shifts can be
generated from modular transformations of the above solution, taking combinations of
τ → −1/τ and τ → τ + 1. This is shown below. The different transformations taking
the h = 0 case to the q = 0 case correspond to shifting wmn → wm+2,n, and wmn →
wnm corresponds to yet another of the transformations mentioned in [27]. The modular
transformation of the theta function is
θ1 (v/τ | − 1/τ) = 1
i
√
τ
i
eipiv
2/τθ1(v|τ) (B.4)
Using this we can rewrite wmn as
wmn = −1
τ
e(
ipi mu
3
)e−i2pi(u
2+2u(γ+n
3
+mτ
3
))/τ θ1(u/τ + γ/τ +
n
3τ +
m
3 | − 1/τ)
θ1(γ/τ +
n
3τ +
m
3 | − 1/τ)
(B.5)
= −e−i2pi(u2+2uγ)/τ 1
τ
e(
−ipi n u/τ
3
) θ1(u/τ + γ/τ +
n
3τ +
m
3 | − 1/τ)
θ1(γ/τ +
n
3τ +
m
3 | − 1/τ)
(B.6)
The first factor is an overall factor independent of n andm, so it has no physical implications
for the Hamiltonian and can be normalized away. If we now define τˆ = −1/τ , uˆ = −u/τ ,
γˆ = −γ/τ , the above expression takes the shape
wmn ∝ 1
τ
e(
ipi n uˆ
3
) θ1(−uˆ− γˆ − nτˆ3 + m3 |τˆ)
θ1(−γˆ − nτˆ3 + m3 |τˆ )
. (B.7)
We therefore conclude that the shift τ → −1/τ corresponds to ωnm → ω2m,n. The modular
shift, τ → τ +1, does not alter θ1(x|τ +1) ∝ θ1(x|τ). This means that it corresponds to an
effective transformation wmn → wm,n+1. All changes of basis in [27] correspond to linear
combinations of these types of modular transformations. E.g. wmn → wm+2,n corresponds
to the three consecutive transformations τ → −1/τ , τ → τ +1, τ → −1/τ , or equivalently
τ → τ/(1− τ).
In this limit we have
θ1(u+ γ +
n
3 )
θ1(piγ +
npi
3 )
→ sin(piu+ piγ +
npi
3 )
sin(γ + n3 )
(B.8)
and
θ1(u+ γ +
n
3 ± τ6 )
θ1(piγ +
npi
3 ± τ6 )
→ e∓piu (B.9)
This is based on the assumption that γ is real (taking the limit with a non-zero imaginary
part gives a diagonal matrix). In this limit, the elements become
a(u) = sinpiu cot 3piγ + cos piu ,
b(u) = sinpiu
eipiγ
sin 3piγ
,
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b¯(u) = sinpiu
eipiγ
sin 3piγ
c(u) = e
i2piu
3 e−ipiu ,
c¯(u) = e
−i2piu
3 eipiu , (B.10)
d(u) = 0 ,
d¯(u) = 0 ,
e(u) = 0 ,
e¯(u) = 0 , .
We can rewrite things a little bit (redefining iupi to u and ipiγ to γ and omitting an overall
factor)
a(u) = 1 ,
b(u) =
sinhu
sinh(u+ 3γ)
eγ ,
b¯(u) =
sinhu
sinh(u+ 3γ)
e−γ ,
c(u) = e
u
3
sinh γ
sinh(u+ γ)
,
c¯(u) = e
−u
3
sinh γ
sinh(u+ γ)
. (B.11)
The difference now between the R-matrix above and Cherednik’s R-matrix is that in the
latter the exponentials in b and b¯ can be arbitrary, e−g(γ) and eg(γ) with g any function.
The restriction of the function to be g(γ) = γ makes the Hamiltonian obtained from the
R-matrix only Hermitian in the limiting case γ → 0. Either the limit γ → 0 can be taken
before extracting the Hamiltonian, but then we also need to take the limit u goes to zero, or
the limit can be taken after the Hamiltonian has been extracted. The first way will result
in the XXX R-matrix. But both methods will in the end result in the same Heisenberg spin
chain Hamiltonian. Using the modular transformation of the original Belavin R-matrix,
we can obtain the cases listed below:
h = 0, q = ei2npi/3, τ → i∞+ n
h = ei 2npi/3, q = 0, (τ + n)/(1− τ − n)→ i∞
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